We know from reinforcement learning theory that temporal difference learning can fail in certain cases. Sutton and Barto (2018) identify a deadly triad of function approximation, bootstrapping, and off-policy learning. When these three properties are combined, learning can diverge with the value estimates becoming unbounded. However, several algorithms successfully combine these three properties, which indicates that there is at least a partial gap in our understanding. In this work, we investigate the impact of the deadly triad in practice, in the context of a family of popular deep reinforcement learning models-deep Q-networks trained with experience replay-analysing how the components of this system play a role in the emergence of the deadly triad, and in the agent's performance.
In the simplest form of TD learning, the immediate reward is added to the discounted value of the subsequent state, and this is then used as a target to update the previous state's value. This means the value estimate at one state is used to update the value estimate of a previous state-this is called bootstrapping (Sutton and Barto, 2018) . Bootstrapping is also commonly used within policy-gradient and actor-critic methods to learn value functions (Witten, 1977; Barto et al., 1983; Peters and Schaal, 2008; van Hasselt, 2012; Degris et al., 2012; Mnih et al., 2016) .
For many large problems, learning the value of each state separately is not possible. In this common situation, value function approximation must generalise across states. When combining TD learning with function approximation, updating the value at one state creates a risk of inappropriately changing the values of other states, including the state being bootstrapped upon. This is not a concern when the agent updates the values used for bootstrapping as often as they are used (Sutton et al., 2016) . However, if the agent is learning off-policy, it might not update these bootstrap values sufficiently often. This can create harmful learning dynamics that can lead to divergence of the function parameters (Sutton, 1995; Baird, 1995; Tsitsiklis and Van Roy, 1997) . The combination of function approximation, off-policy learning, and bootstrapping has been called "the deadly triad" due to this possibility of divergence (Sutton and Barto, 2018) .
Partial solutions have been proposed (Baird, 1995; Precup and Sutton, 2001; Sutton et al., 2008; Maei et al., 2009; Maei, 2011; Sutton et al., 2016) , but they have mostly not been extended to non-linear function approximation, and have not been widely adopted in practice. As mentioned by Sutton and Barto (2018, Chapter 11.10) , "The potential for off-policy learning remains tantalizing, the best way to achieve it still a mystery".
On the other hand, perhaps surprisingly, many algorithms successfully combine all components in the deadly triad. The deep Q-network (DQN) agent proposed by Mnih et al. (2013 Mnih et al. ( , 2015 uses deep neural networks to approximate action values, which are updated by Q-learning, an off-policy algorithm. Moreover, DQN uses experience replay (Lin, 1992) to sample transitions, thus the updates are computed from transitions sampled according to a mixture of past policies rather than the current policy. This causes the updates to be even more off-policy. Finally, since DQN uses one-step Qlearning as its learning algorithm, it relies on bootstrapping. Despite combining all these components of the deadly triad, DQN successfully learnt to play many Atari 2600 games (Mnih et al., 2015) .
In this paper, we conduct an empirical examination into when the triad becomes deadly. In particular, we investigate the space of algorithms around DQN to see which of these variants are stable and which are not, and which factors lead to learning that is reliable and successful.
The deadly triad in deep reinforcement learning
If the triad is deadly, one might ask why does DQN work? To examine this question more carefully, we first note that each of the components of the triad is non-binary, and can be modulated as follows:
Bootstrapping We can modulate the influence of bootstrapping using multi-step returns (Sutton, 1988; Sutton and Barto, 2018) , as increasing the number of steps before bootstrapping reduces its impact. Multi-step returns have already been shown to be beneficial for performance in certain variations of DQN .
Function approximation We can modify the generalisation and aliasing of the function approximation by changing the capacity of the function space. We manipulated this component by changing the size of the neural networks.
Off-policy Finally, we can change how off-policy the updates are by changing the state distribution that is sampled by experience replay. In particular, we can do so by prioritising certain transitions over others . Heavier prioritisation can lead to more off-policy updates.
By systematically varying these components, we can investigate when algorithms become unstable in practice, and gain insights into the relationships between the components of the triad and the learning dynamics. In particular, we can observe under which conditions instabilities appear during training.
As a first step, we examine the deadly triad in a well-known toy example, where we can analyse the learning dynamics of our algorithms, to build intuition about the problem. We then thoroughly investigate the properties of the deadly triad in Atari 2600 games from the Arcade Learning Environment (Bellemare et al., 2013) , to ensure that our conclusions do not only apply to simple examples that are perhaps contrived, but also to much larger domains.
Building intuition
The goal of TD learning is to update the weights w of a value function v w to make it close to the true value v π of policy π that defines the (possibly stochastic) mapping from states to actions A t ∼ π(S t ):
TD learning (Sutton, 1988) achieves this with an update
where v w (S t+1 ) is used to estimate the unknown remainder of the return after state S t+1 .
Several examples of divergence have been proposed in literature (Baird, 1995; Tsitsiklis and Van Roy, 1997; Sutton et al., 2016) . Next, we illustrate the nature of the problem using the example by Tsitsiklis and Van Roy (1997) , shown in Figure 1a . In this example, each state is described by a single scalar feature φ, such that φ(s 1 ) = 1 and φ(s 2 ) = 2. The estimated value in each state is (a) The example by Tsitsiklis and Van Roy (1997) . v(s) = w × φ, where w is the weight we will update. In particular, we then have v(s 1 ) = w and v(s 2 ) = 2w. These value estimates are shown in the circles in the figure. All rewards are 0, and therefore the value predictions would be perfect with w * = 0.
If we update the value in each state according to the dynamics (i.e., on-policy), then the value of state s 2 is updated, in expectation, multiple times for each update to the value of state s 1 . Then, the weight w will converge to its optimal setting, w * = 0. Now consider updating only the value of s 1 , but not the value of s 2 . This is an off-policy update, since the frequency of updates for the value of s 2 does not match the actual frequency of visiting s 2 under the dynamics of the problem. The TD update to w, according to (1) is then ∆w ∝ γ2w − w = (2γ − 1)w. For a discount γ > 1/2, we have 2γ > 1 and so any weight w = 0 will be updated away from zero, regardless of its current value: w diverges. Even if we update s 2 as often as s 1 , this would be less often than under on-policy updating, and we will still see divergence for large enough γ (Figure 1b) .
Intuitively, the problem highlighted by this example is that when we update certain state values, we might update other values as well, due to the generalisation introduced by function approximation. If, in addition, we are learning off-policy, we might not correct for these inadvertent updates sufficiently, and parameters and value estimates might therefore spiral out of control.
We note, however, that the example can converge with a small modification to the function class. We define the state values to be v(s i ) = w(φ(s i ) + u), where u is also learnable. If we fix u = 0, we recover the canonical example. But, if we allow both w and u to be updated by TD, then values first seemingly diverge, then recover and converge to the optimum v(s 1 ) = v(s 2 ) = 0 (see Figure 1c ).
Our understanding of divergence under function approximation is limited. Linear function approximation for reinforcement learning is extensively studied, but the examples of divergence are typically contrived. Furthermore, when using deep non-linear function spaces with reinforcement learning, there is little guidance on whether divergence is common, and if the deadly triad is to blame.
Hypotheses
In the remainder of the paper, we investigate several concrete hypotheses about how different algorithmic components contribute to the divergence of the learning process. Our starting point is a fairly standard variant of the DQN algorithm, to allow our conclusions to be informative about real current practice rather than being specific only to carefully crafted edge cases. To test our hypotheses, we investigated many variants of DQN, trained with different hyper-parameters, and systematically tracked where divergence occurred.
Hypothesis 1 (Deep divergence) Unbounded divergence is uncommon when combining Q-learning and conventional deep reinforcement learning function spaces.
Motivated by the number of successful applications of deep reinforcement learning, this hypothesis is a deep-network analogue to empirical results with linear function approximation. Although divergence can theoretically occur from the off-policy nature of Q-learning with an -greedy policy, it is rare in practice (Sutton and Barto, 2018, Section 11 .2). We tested whether the same is true in our set of deep reinforcement learning experiments.
The following two hypothesis refer to variants of the Q-learning update rule. These do not correspond directly to the components of the triad, which are covered later, but they may still interact with the learning dynamics to make divergences more or less probable. All updates have the form
where t is a time step from the experience replay and G
is a n-step return. For instance, for standard one-step Q-learning, v(s) = max a q(s, a) and n = 1.
Hypothesis 2 (Target networks)
There is less divergence when bootstrapping on separate networks. Mnih et al. (2015) showed that it can be useful to bootstrap on v(s) = max a q (s, a), where q is a sporadically updated separate copy of the online network q. We call this target Q-learning. In the context of the deadly triad, it makes sense that this could be beneficial, as the bootstrap target can not be inadvertently updated immediately if a separate network is used. However, target networks do not suffice as a solution to the deadly triad. When such target networks are applied to the standard Tsitsiklis and Van Roy example ( Figure 1a ) with linear function approximation, the weights still diverge, though the divergence is slowed down by the copying period.
Hypothesis 3 (Overestimation) There is less divergence when correcting for overestimation bias.
Standard Q-learning and target Q-learning are known to suffer from an overestimation bias (van Hasselt, 2010; . To prevent this, we can decouple the action selection from the action evaluation in the bootstrap target, by using v(s) = q (s, arg max a q(s, a)). This is known as double Q-learning (van Hasselt, 2010) . Double Q-learning as defined above, and as combined with DQN by , uses the slow-moving copy q to evaluate the selected action. This merges the benefits of reducing overestimation (by decoupling the selection and evaluation of the action), with those of using a separate stationary target network. To disentangle these effects, we can define a new double Qlearning variant, which bootstraps on v(s) = q(s, arg max a q (s, a)) when updating q. We call this inverse double Q-learning. It uses the same network, q, as is being updated to obtain value estimates, but a separate target network to determine the action. Therefore, it has the benefits of reducing overestimation, but not those of using a separate target network for bootstrapping.
In summary, we obtain four different bootstrap targets:
(double Q-learning) If hypothesis 2 is true, we would expect (target Q ≺ Q) and (inverse double Q ≺ double Q), where we define '≺' loosely to mean 'diverges less often than'. Hypothesis 3 would imply (inverse double Q ≺ Q) and (double Q ≺ target Q). Together, these would then define a partial ordering in which Q-learning diverges most, and double Q-learning diverges least, with the other variants in between.
Hypothesis 4 (Multi-step) Longer multi-step returns will diverge less easily.
We can use multi-step returns (Sutton and Barto, 2018) to reduce the amount of bootstrapping. When we bootstrap immediately, after a single step, the contraction in the (linear or tabular) learning update is proportional to the discount γ ∈ [0, 1]. When we only bootstrap after two steps the update may be noisier, but the expected contraction is γ 2 . Intuitively, we might diverge less easily when using multi-step updates (using larger n in the definition of G (n) t ), as we bootstrap less. This hypothesis is supported with linear function approximation, but, since a TD-operator applied to non-linear deep function spaces is not a formal contraction on the parameter space, it is worth checking if this intuition still holds true when using deep networks to estimate values.
Hypothesis 5 (Capacity) Larger, more flexible networks will diverge less easily.
One part of the problem is the inappropriate generalization across states. If all values are stored independently in a function approximator, then divergence would not happen-this is why the tabular version of off-policy TD does not diverge. We hypothesize that more flexible function approximation might behave more like the tabular case, and might diverge less easily.
Hypothesis 6 (prioritisation) Stronger prioritisation of updates will diverge more easily.
Most counterexamples modify the state distribution to induce divergence, for instance by updating all states equally often while the on-policy distribution would not (Baird, 1995; Tsitsiklis and Van Roy, 1997) . To modify this distribution, we can use prioritised replay . Specifically, the probability p k of selecting state-action pair (S k , A k ) is a function of the TD-error
where q(S k , A k ) and the multi-step return G (n) k are the respective values when the value of stateaction pair (S k , A k ) was first put into the replay, or when this sample was last used in an update. For α = 0, we obtain uniform random replay. For α > 0, the sampling distribution can be corrected toward uniform by multiplying the resulting update with a importance-sampling correction 1/(N p k ) β , where N is the size of the replay. We can modulate how off-policy the updates are with α and β.
Evaluation
To examine these hypotheses empirically, we ran a variety of experiments using the Atari Learning Environment (Bellemare et al., 2013 ) using variants of DQN (Mnih et al., 2015) . We used the same preprocessing as (Mnih et al., 2015) -details are given in the appendix.
The following parameters were systematically varied in our main experiments. The algorithmic parameters include choosing one of the four bootstrap targets described in the previous section, and the number of steps before bootstrapping with n = 1, n = 3, or n = 10. We tested four levels of prioritisation corresponding to α ∈ {0, 1 2 , 1, 2}, both with (β = 0.4, as proposed by ) and without (β = 0) importance sampling corrections. Finally, we tested with four different network sizes, referred to as small, medium, large and extra-large (details are given in the appendix).
These parameter configurations gives a total of 336 parameter settings per game, for 57 different games, which jointly cover a fairly large space of different configurations and problems. Each configuration was run for roughly 20M frames on a single CPU core (which requires a few days per configuration). The duration of each run is not enough for state-of-the-art performance but it is sufficient to investigate the learning dynamics, and it allows us to examine a broad set of configurations. For reliable results, we ran 3 distinct replications of each experiment.
We tracked multiple statistics during these experiments, over roughly 50K-100K frame intervals. The most important statistic we tracked was the maximal absolute action value estimate, denoted "maximal |Q|" in the figures. We use this statistic to measure stability of the value estimates. Because the rewards are clipped to [−1, 1], and because the discount factor γ is 0.99, the maximum absolute true value in each game is bounded by 1 + γ + γ 2 + . . . = 1 1−γ = 100 (and realistically attainable values are typically much smaller). Therefore, values for which |q| > 100 are unrealistic. We call this phenomenon soft divergence.
Unbounded divergence in deep RL (Hypothesis 1)
We first examined whether the values sometimes diverge, as in the canonical examples of the deadly triad. The results from these trials (Figure 2) show that soft divergences do occur (values exceed 100), and sometimes grow to wildly unrealistic value estimates. But, surprisingly, they never became unbounded (more precisely, they never produced floating point NaNs). The lack of unbounded divergence in any of the runs suggests that although the deadly triad can cause unbounded divergence in deep RL, it is not common when applying deep Q-learning and its variants to current deep function approximators. This provides support for Hypothesis 1. 
Examining the bootstrap targets (Hypothesis 2, 3)
As unbounded divergence can be rare, we now focus on occurrences of soft-divergence. For each of 336 parameter settings and 3 replications, we tracked maximal absolute Q-value across time steps.
First, we examined the sensitivity of different statistical estimation techniques to the emergence of soft-divergence (Hypothesis 2, 3). Specifically, we examined the stability of the four update rules from Section 3: Q-learning, target Q-learning, inverse double Q-learning and double Q-learning. Figure 2 , on the left hand side, shows that Q-learning exhibits by far the largest fraction of instabilities (61%); target Q-learning and double Q-learning, which both reduce the issue of inappropriate generalization via the use of target networks, are the most stable. Inverse double Q-learning, which addresses the over-estimation bias of Q-learning but does not benefit from the stability of using a target network, exhibits a moderate rate (33%) of soft-diverging runs. These results provide strong support for both Hypothesis 2 and 3: divergence occurs more easily with overestimation biases, and when bootstrapping on the same network.
To further understand the nature of soft-divergence, we tracked the maximum absolute values over time. We observed that while value estimates frequently grew quickly to over a million, they typically reduced down again below the threshold of 100. On the right of Figure 2 , we plot the distribution of maximum absolute action values across runs, as a function of time, for two different network sizes. This reproduces at scale the pattern seen for the modified Tsitsiklis and Van Roy (1997) example, when more learnable parameters are added to the canonical formulation: values initially grow very large, but then return to more accurate value estimates.
Examining the deadly triad (Hypotheses 4, 5 and 6)
Next, we examines the roles of multi-step returns (bootstrapping), network capacity (function approximation), and prioritisation (off-policy state distribution). The plots in Figure 3 show the fraction of runs that exhibit soft-divergence, for each of the four bootstrap targets, as a function of bootstrap length, network size, and prioritisation. In the appendix, we additionally report the full distributions, across all experiments, of the maximal action values. Figure 3a shows the effect of the bootstrap length n. For all four bootstrap methods, there is a clear trend that a longer bootstrap length reduces the prevalence of instabilities. One-step Q-learning (n = 1) exhibits soft divergences on 94% of the runs. With n = 10, this reduced to 21%. The other bootstrap types also show clear correlations. This provides strong support for Hypothesis 4. Figure 3b shows the effect of network capacity. The results ran counter to Hypothesis 5. For Qlearning: small networks exhibited less instabilities (53%) than larger network (67%). The trend is less clear for more stable update rules; double Q-learning has a consistent soft-divergence rate of about 10% across network capacities. As results in Section 4.4 show, despite a possibly mildly decreased stability, the control performance with the larger networks was higher. Figure 3c shows a consistent impact of changing the state distribution, through prioritised replay, on the soft-divergence rate. For Q-learning the rate increased from 52% to 77%. For the more stable double Q-learning update the rate grows from 2% to 23%. Furthermore, the use of importance sampling corrections has a measurable impact on the degree of instability in the value estimates. This is especially true for stronger prioritisation (α = 1 and α = 2). Without importance sampling correction (marked 'UP' in Figure 3c ), the fraction of diverging runs is up to 10% higher than with importance sampling correction ('P'). These results provide strong support for Hypothesis 6.
Agent performance
We now investigate whether instabilities introduced by the deadly triad affect performance. We look at how the performance of the agent varies across the 336 different hyper-parameter configurations and 3 replications. We measure control performance in terms of median human-normalised score across 57 games. Figure 4 shows the results for all parameters and replications, with performance on the y-axis and maximum value estimates on the x-axis. Thi
We see that soft-divergence (unrealistic value estimation) correlates with poor control performance. Experiments that did not exhibit soft-divergences (to the left of the dashed vertical line) more often have higher control performance than experiments that were affected by soft-divergence (to the right of the dashed vertical line), which exhibit both low performance and unrealistic value estimates.
In the top-left plot of Figure 4 , the data is split by the bootstrap type. Q-learning and, to a lesser degree, inverse double Q-learning soft-diverge most often, and then tend to perform much worse. Some Q-learning runs exhibit both unrealistic values (e.g., around 1,000) as well as reasonably good performance which indicates that in these cases Q-learning exhibits an overestimation bias, but that the ranking of the action values is roughly preserved.
In the top-center plot of Figure 4 , we split the data according to the bootstrap length. The resulting pattern is clear: longer multi-step returns (n = 10) correspond to fewer instabilities and better performance. With n = 3 soft divergence is more common (especially for Q-learning). Finally, for n = 1, we observe many unrealistic value estimates combined with poor performance.
A different pattern emerges when we look at network capacity (Figure 4 , top-right). On one hand, the best performing experiments (top-left corner of the plot) use the bigger network architectures (labelled large, and extra-large). On the other hand, perhaps counter-intuitively, the largest networks also have the highest number of unrealistically high value estimates, at least for Q-learning.
Finally, the bottom row in Figure 4 highlights the role of prioritisation. The two plots correspond to prioritisation with (right) and without (left) importance sampling corrections. The runs are coloured according to the prioritisation parameter α. Both plots include uniform sampling (α = 0), in which importance sampling corrections have no effect. Prioritising too heavily (α = 1 or α = 2) correlates both with unreasonably high value estimates as well as reduced performance. By prioritization, with correction Figure 4 : In these plots, each point's coordinates correspond to the median maximal value estimate and median human normalized performance, aggregated across the 57 games. The top row shows the full data-set, labelled and coloured according to different algorithmic choices. The second row shows the data split according to with (right) and without (left) importance sampling corrections, coloured according to the prioritisation parameter α. The dashed vertical line denotes the maximum possible value of 100. We see that in general, unrealistic value estimates correspond to poor performance.
Discussion
Our empirical study of divergence in deep reinforcement learning revealed some novel and potentially surprising results. Action value estimates can commonly exhibit exponential initial growth, and still subsequently recover to plausible magnitudes. This property is mirrored in our extension to the Tsitsiklis and Van Roy example, and runs counter to a common perspective that deep neural networks and reinforcement learning are usually unstable. Our hypotheses for modulating divergence with multi-step returns and different prioritisations were supported by the results, though the interaction of network capacity with the other components of the triad is more nuanced than we had initially hypothesized. A key result is that the instabilities caused by the deadly triad interact with statistical estimation issues induced by the bootstrap method used. As a result, the instabilities commonly observed in the standard -greedy regime of deep Q-learning can be greatly reduced by bootstrapping on a separate network and by reducing the overestimation bias. These alternatives to the basic Qlearning updates do not, however, fully resolve the issues caused by the deadly triad. The continuing relevance of the deadly triad for divergence was shown with the increase of instabilities under strong prioritisation of the updates-corresponding to a strongly off-policy distribution. Turning to control, we found that this space of methods for modulating the divergences can also boost early performance.
In our experiments, there were strong performance benefits from longer multi-step returns and from larger networks. Interestingly, while longer multi-step returns also yielded fewer unrealistically high values, larger networks resulted in more instabilities, except when double Q-learning was used. We believe that the general learning dynamics and interactions between (soft)-divergence and control performance could benefit from further study.
A Experiment details
We use the same pre-processsing as DQN, including downsampling, greyscaling, frame-stacking of input images, 4 action repeatitions, reward clipping at [−1, 1], and a discount factor of 0.99.
We used -greedy action selection with = 0.01, a minibatch size of 32, and a replay buffer with the capacity for 1M transitions. We do not sample from the replay buffer until it is at least 20% full and sample once every 4 agent steps (i.e. 16 environment frames) thereafter. We used a step size of 0.0001 with the Adam optimizer (Kingma and Adam, 2015) . When target networks were used for bootstrapping, the target network was updated every 2500 agent steps (i.e. 10,000 frames).
The experiments were run with the full selection of 57 Atari games that has become standard in the deep RL literature Wang et al., 2016; . Each configuration was run three times, with different random seeds.
In all our experiments we used fairly conventional network architecture. All networks use two convolutional layers followed by a fully connected hidden layer, and a linear output layer with as many outputs as there are actions in the game. All hidden layers are followed by a ReLU nonlinearity. The fraction of soft-diverging runs (mass above the dashed line) for each split is next to the corresponding violin plot. The top-most row contains the combined experiments, and the bottom four rows contain data from the different bootstrap types separately. We label the prioritisation column according to the α value, and whether the data is with or without importance sampling correction ('P' and 'UP', respectively). . Table 1 : Score breakdown on individual games. For each game we report the raw and normalized score for the best parameter configuration after 20M frames. This is selected by taking for each game the highest mean human normalized return over 50 logging episodes, then computing the median of these scores across the 57 Atari games, and finally averaging over 3 runs of each experiment. The corresponding parameters where 10-step return, large network, Q-learning bootstrapping and uniform replay. For each game we report both raw and normalized returns
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