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Abstract: The location quotient is an easy to use and often 
used indicator for identifying the clustering of industries, 
even though it struggles with some problems. This paper 
assembles different kinds of enhancements of the coefficient 
taken from the literature, which offer improvements 
regarding both the accurateness of the quotient and the 
interpretation of the results. This paper also combines two 
existing methodological enhancements in a new way and 
further applies the methods to analyze the localisation of 
the biotechnology industry in Germany, using data, taken 
from the BIOCOM Year- and Addressbook of 2005.   
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Introduction: By Porter’s work (PORTER 1990) the analysis of the positive influence of regional 
agglomeration of industries has gained in importance again. 1 This not just concentrates on the 
output of the scientific community but also can be seen by the current innovation politics of the 
German government (e.g. cluster initiatives). Porter (1998) defined clusters as “geographic 
concentrations of interconnected companies and institutions in a particular field.”2 The 
geographic proximity between the relevant actors in this case increases the impact of the four 
factors Porter describes in his Diamond-Model. The four factors include the competition 
between actors, the specialisation on the local demand (and the pressure accompanied by that), 
the existence of suppliers and supporting actors and the availability of natural resources, 
specialised workers, capital and infrastructure.3 Crucial points of this argumentation can even be 
traced back to VON THÜNEN (1826/1875) and MARSHALL (1890). E. g. VON THÜNEN explains the 
opportunity for big firms to generate economies of scale and considers the local demand (which 
must be high enough) as a crucial precondition. Secondly he mentions the positive effects of a 
                                                 
1 Vgl. PORTER, M. E. (1990). 
2 PORTER, M. E. (1998), p. 78. 
3 Vgl. MARTIN, R.; SUNLEY P. (2003), p. 8. 
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specialised labour market pool and the higher productivity of workers when they are able to do 
what they are best in without being distracted by additional tasks. VON THÜNEN also analyses the 
impact of local competitors regarding the setting of prices and he explains the positive impacts 
of local supporting firms when thinking about maintenance or need for spare parts and the 
transport of goods.4 MARSHALL also describes central factors which happen to increase their 
impact when actors are located in geographical proximity. Mentioned are a specialised labour 
market pool, economies of scale either generated by big firms or by connected specialised and 
flexible small firms, the availability of input factors and infrastructure.5 
 
The concept of clusters, as presented by Porter, is criticized by MARTIN AND SUNLEY (2003) 
because of the vagueness of the definition. Neither regarding the geographic proximity nor the 
relatedness of industries information is given to determine how to identify a cluster correctly. 6 
Nevertheless a lot of measures are used throughout the literature to identify clusters.7 None of 
these can overcome the fuzziness of the underlying concept but they indeed differ regarding 
pragmatism, explanatory power and theoretical foundation. Following FRATESI (2008) and 
DURANTON AND OVERMAN (2005) specific criterions regarding measures of agglomeration can be 
presented. First of all a measure which is meant to identify the agglomeration of an industry 
should correct for the distribution of the overall economic activity. Otherwise an agglomeration 
of an industry in a region might just be caused by the fact that there is a lot of economic activity 
in the region, but the industry does not really stick out in that case.8 The effect of urbanization 
can be crossed out that way and the resulting effect shows the pure localization.9 Secondly it 
does make sense to correct for the distribution of the firm size regarding the industry. 10 When 
(as it most often is the case) data on employment is used to measure localization, without 
correcting for firm size, one big firm can lead to a high value of the measure whereas one wants 
to identify the localization of a bunch of firms in one region. A very difficult problem to solve is 
the comparability across regions (FRATESI 2008). It is a problem, which is also known as the 
modifiable areal unit problem. The resulting measure should be independent from the size of 
                                                 
4 Vgl. VON THÜNEN, J. H. (1875), pp. 124-129, FUJITA, M.; THISSE, J.-F. (2002), pp. 10-11, REICHELT, R. (2008), pp. 54-56. 
5 Vgl. MARSHALL, A. (1895), pp. 348-353, FUJITA, M.; THISSE, J.-F. (2002), pp. 7-8, GORDON, I. R.; MCCANN, P. (2000), p. 516. 
Or as KRUGMAN (1991) puts it: Specialized labor market pool, industry specific inputs and technological spillovers. 
(KRUGMAN, P. 1991, pp. 36-38. 
6 Vgl. MARTIN, R.; SUNLEY P. (2003), pp. 10-11. 
7
 As for example the Ellison/Glaeser Index (see ELLISON, G.; GLAESER E. L. 1997;  or also ALECKE, B.; UNTIEDT, G. 2008 and 
FESER, E. J. 2000), Maurel/Sedillot Index (MAUREL, F.; SEDILLOT, B. 1999), the locational Gini Coefficient (KRUGMAN, P. 
1991, p. 55; AUDRETSCH, D. B., FELDMAN, M. P. 1996, p. 633; SHELBURNE, R. C., BEDNARZIK, R. W. 1993, p. 11; BRÜLHART, 
M.,TRAGER, R. 2005, p. 600; AMITI, M. 1997, pp. 24 – 25) or the Alpha-Index (DEVEREUX, M. P.; GRIFFITH, R.; SIMPSON, H. 
1999)   
8 Vgl. FRATESI, U. (2008), p. 735. 
9 Vgl. DURANTON, G.; OVERMAN, H. G. (2005), pp. 1077-1078. 
10 Vgl. FRATESI, U. (2008), p. 735. 
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regions observed and the way the areas are demarcated. 11 The result of a measure should at 
best also be comparable between industries, which postulates that it is independent from the 
size of the industry (for example measured by the employment) and the number of firms. An 
additional criterion can be the availability of a test of significance regarding the measurement 
results and last but not least the measure should be easy to use and (just one wish more) it 
should only rely on data which is easy to get one hands on. 12  
 
In this brief paper an easy to use and well known measure, the location quotient, is described, 
accompanied by some enhancements which help the quotient to overcome some of its 
shortcomings. The enhancements are then combined in a new way. Whereas the next section 
functions as an explaining part, the paper also contains a practical application of the presented 
methods for the German biotechnology industry.  
 
The Location Quotient and its methodological enhancements  
The Location Quotient: The location quotient (LQ) can be used to see if the employment of an 
industry in a subregion is above or below the average. The average is given by the employment 
share of the industry regarding the overall employment in the nation. For example: The LQ can 
be calculated on federal state level to see how the employment share of the automotive industry, 
in relation to the overall employment of that federal state, differs to the employment share of the 
industry in relation to the overall employment on national level. In other words, the LQ 
therefore is the relation of the industry employment share regarding the overall employment in 
the analyzed subregion to the industry employment share regarding the overall employment in 
the nation. The LQ offers the opportunity to compare industries which differ in size because of 
the calculation using the employment shares on the national level as base magnitudes.13 The LQ 
for a subregion i can be shown as follows:14 
 
n
ni
r
ri
i
E
E
E
E
LQ
,
,
   
 
 
                                                 
11 Vgl. FRATESI, U. (2008), p. 736. See regarding the MAUP OPENSHAW, S.; TAYLOR, P. J. (1979) and DARK, S. J., BRAM, D. 
(2007) and OPENSHAW, S. (1984). 
12 Vgl. FRATESI, U. (2008), p. 736. 
13 Vgl. FIGUEIREDO, O.; GUIMARAES, P; WOODWARD, D. (2007), pp. 4-5. 
14 Vgl. ISSERMAN, A. M. (1977), p. 34. 
 4 
riE ,   = Industry employment i in subregion r 
     rE  = Overall employment in subregion r 
     niE ,  = Industry employment i in region n 
     nE  = Overall employment in region n 
      
 
A LQ above 1 (below 1) indicates an employment share of the observed industry above (below) 
the average.15 Values above one are therefore often interpreted as indicators for a cluster 
because of the concentration of the employment.16 
 
Testing for significance: One thing about the LQ which is often demanded is, that if the value of 
the LQ is above one, there is no indication regarding a significant deviation from zero. An 
enhancement to test for significance is given by MOINEDDIN, BEYENE AND BOYLE (2003).17  
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  the )1(   confidence interval for the LQ of 
each observed subregion is given.19 And only the coefficients of localisation which show 
confidence intervals which are completely above 1 are interpreted as indicators for localised 
clusters. Given an   of 5 percent a significant deviation from one could be confirmed with a 
probability of 95 percent. To use this enhancement of the LQ, the values of the coefficients have 
                                                 
15 Vgl. O’DONOGHUE, D.; GLEAVE, B. (2004), p. 422 und ISSERMAN, A. M. (1977), p. 34 and FIGUEIREDO, O.; GUIMARAES, P; 
WOODWARD, D. (2007), p. 4 and FINGLETON, B.; IGLIORI, D. C.; MOORE, B. (2004), p. 778. 
16 Vgl. O’DONOGHUE, D.; GLEAVE, B. (2004), p. 422. 
17 Vgl. MOINEDDIN, R.; BEYENE, J.; BOYLE, E. (2003). 
18 See regarding the approximation MOINEDDIN, R.; BEYENE, J.; BOYLE, E. (2003), S. 250-253 and OEHLERT, G. W. (1992), 
pp. 27-29. 
19 Vgl. MOINEDDIN, R.; BEYENE, J.; BOYLE, E. (2003), pp. 250 and 252. 
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to be normally distributed.20 A second possibility to add a control for statistical significance 
when using the LQ is proposed by O’DONOGHUE AND GLEAVE (2004) by using a standardized 
coefficient (SLQ).21 Again the underlying assumption for detecting significance is a normal 
distribution of the values of the coefficient. The transformation of the LQ to the SLQ is done 
(optionally after logarithmic calculus) by a z-transformation. After the standardization 
procedure the deviation from the normal distribution indicates significant concentration.22  
 
Decomposing the LQ: What one has to keep in mind is that a LQ above one can be reached by 
observing a high number of small firms in a subregion as well as by observing just a few very big 
firms. There is no control for the concentration on firm level. But HOLMES AND STEVENS (2002) 
introduced a method for decomposition of the LQ to overcome that obstacle. It is called the 
decomposition of the LQ. The LQ is deconstructed to its components and put together in a new 
way. What is needed indeed is a dataset which includes the information on the number of firms 
(firms per subregion). The composition of the LQ is as follows:23 
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20 Vgl. MOINEDDIN, R.; BEYENE, J.; BOYLE, E. (2003), p. 254. 
21 Vgl. O’DONOGHUE, D.; GLEAVE, B. (2004), p. 422. 
22 Vgl. O’DONOGHUE, D.; GLEAVE, B. (2004), pp. 422-423. 
23 Vgl. HOLMES, T. J.; STEVENS, J. J. (2002), p. 683. 
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and  
in  = Number of firms of the industry i in total.  
rin ,  = Number of firms of the industry i in subregion r.  
  
The LQ  is a product of nriQ ,  (a plant location quotient) and 
s
riQ ,  (a size quotient). Therefore the 
logarithmic LQ (written as 
x
riq , ) is the sum of log 
n
liQ , , in following written as  nriq ,  and log sliQ , , 
in the following written as  sriq , . In the end the deviation caused by a diverging number of firms 
and the deviation caused by the size of firms can be observed apart from each other. 24  This 
offers insight regarding the cause of specific LQ values. By using the decomposition it is possible 
to analyze if a high value of the LQ is caused by a very high number of firms located in that 
region or if it is caused by the size of the located firms. It is especially helpful to detect if the two 
effects have impacts regarding the LQ which work in the opposite direction. 
 
The authors also propose a method to calculate the extent to which the both effects (firm size 
and number of firms) explain the variation of the LQ. By using 
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s
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riq , , and 
n
riq ,  and 
x
riq , respectively. If 
s equals zero the variation of the LQ depends 
totally on the number of firms  1n  and is independent from the size of the firms and vice 
versa. 25   
 
Identifying mass effects by horizontally clustering the LQ: The LQ allows for a comparison of 
industries with different numbers regarding employment offering a relative result. What gets 
lost is information about the absolute size of an industry. The relative shares of the different 
industries might vary a lot in absolute terms however (thinking of automotive versus 
nanotechnology for example). The method of horizontal clustering proposed by FINGLETON, 
IGLIORI AND MOORE (2004) therefore takes into account the absolute industry size and allows to 
find out the number of how many employees lead to a LQ above (or below) the average. The LQ 
has to be changed in the following way:26      
 
                                                 
24 Vgl. HOLMES, T. J.; STEVENS, J. J. (2002), p. 683. 
25 Vgl. HOLMES, T. J.; STEVENS, J. J. (2002), pp. 683-684. 
26 Vgl. FINGLETON, B.; IGLIORI, D. C.; MOORE, B. (2004), p. 779 and POLENSKE, K. R. (2007), pp. 45-47. 
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Starting point is the LQ: 
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This is changed to:  
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At this point the riE ,  (the number of employees of industry i in subregion r) is replaced by riE ,
ˆ .  
riE ,
ˆ  ist he expected value, assuming the subregion should have the employment share regardin 
the observed industry that can be observed on the national level. In this case the LQ would equal 
1:  
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The result from horizontal clustering is the difference between the observed value of riE , and 
the expected value of riE ,
ˆ  and therefore shows the in absolute terms the difference of the 
observed number of employees of an industry in a subregion and the expected number of 
employees in the subregion.27 
 
Combining methods: Comparing the results of decomposing the LQ and horizontal clustering one 
can see that the latter does only take into account the employment effect and ignores the 
number of firms. The decomposition showed that the results of the LQ can be improved by 
considering the different effects of the firm size and the number of firms in a subregion 
simultaneously. In the following it is time to propose a combination of both methodological 
                                                 
27 Vgl. FINGLETON, B.; IGLIORI, D. C.; MOORE, B. (2004), p. 780. 
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enhancements of the LQ. Doing so means to use the horizontal clustering for the quotients 
regarding firm size and number of firms each: 
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The difference between rin ,  and rin ,ˆ is the difference between the oberserved number of firms in 
the subregion and the expected number of firms considering the number on national level. 
 
The same procedure can be done regarding the size of firms: 
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The difference between riE ,  and riE ,
ˆ  is the difference between the observed number of 
employment and the expected number of employment of the industry. By multiplying the 
average employment of a firm with the difference between rin ,  and rin ,ˆ  and adding the result to 
the difference between riE ,  and riE ,
ˆ  the result would equal the result from horizontal clustering 
of the normal LQ. 
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By decomposing the LQ before – and therefore combining the methods of HOLMES UND STEVENS 
(2002) and FINGLETON, IGLIORI AND MOORE (2004) – the information from horizontal clustering 
can be improved. Whereas every deviation is explained by an absolute number regarding the 
employment, the method of applying the decomposition method beforehand provides 
information on the number of employees and the number of firms in absolute terms. Taking into 
account the distribution on national level one can see if a subregion suffers from an insufficient 
stock of firms or too small firms or what combination of both. Additionally the horizontal 
clustering provides information about a net total in terms of employment. The decomposition 
showed that firm size and the number of firms in a region might have an impact on the LQ that 
works in a different direction. The combination of the methods takes this into account and gives 
information about opposing trends in absolute terms. One can see that considering existing 
enhancements like methods for testing for statistical significance or including the firm size 
structure the LQ is an easy to use but informative measure. 
 
Application of the collected enhancements and concluding remarks 
In this last section the LQ and its enhancements are applied using data of the German 
biotechnology industry. The data that is used has been taken from the BIOCOM Year- and 
Addressbook 2005. The data (e.g. address, phone number, mail address, homepage, contact, date 
of foundation, number of employees) is given voluntarily by the firms, therefore sometimes data 
is missing. About 512 firms (regarded as the core firms of the biotechnology industry) are 
counted for the year 2005. 488 of these give information about their location and the number of 
employees. Altogether 17359 employees are counted. Data on the overall employment 
(26178266, regarding employees which are subject to social insurance contribution) for the 
German districts has been taken from the destatis online database (the German statistical 
office).  
  
The following table shows the LQ values on federal state level.28 Using the value of 1 as a 
threshold for indicating a cluster or not, eight of the sixteen federal states show a regional 
industry employment share above the average.  
 
 
 
 
 
 
                                                 
28 Ignoring the possible (and probable) bias caused by the modifiable areal unit problem. (Cf. OPENSHAW, 1984 and also 
see STROTEBECK, 2009 for the actual results regarding the biotechnology industry). 
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Table 1. Location quotient on federal state level 
 
Federal state LQ 
Baden-Württemberg 0,897 
Bavaria 1,421 
Berlin 1,723 
Brandenburg 1,262 
Bremen 0,240 
Hamburg 1,542 
Hessen 1,334 
Mecklenburg-Western 
Pomerania 1,717 
Lower Saxony 0,711 
North Rhine-Westfalia 0,731 
Rhineland-Palatinate 0,317 
Saarland 0,256 
Saxony 0,407 
Saxony-Anhalt 1,267 
Schleswig-Holstein 1,844 
Thuringia 0,370 
 
Using the method proposed by MOINEDDIN, BEYENE UND BOYLE (2003) the values can be tested 
regarding their significance.29 The following results can be displayed: 
 
Figure 1. Coefficients of Localization and confidence intervals 
 
 
As mentioned before, the regions with the whole confidence interval being above zero are of 
special interest. This is the case for five of the sixteen federal states (Schleswig-Holstein, 
                                                 
29 But it has to be mentioned that the Shapiro-Wilk test, which has been used to test the values about being normally 
distributed is undetermined with p = 0,098. The normal distribution is therefore not proved and the results are 
more for demonstrative purpose. 
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Hamburg, Bavaria, Berlin and Mecklenburg-Western Pomerania). The LQ values have been 
calculated in district level also. For the SLQ method of O’DONOGHUE AND GLEAVE the logarithmic 
and standardized values are used. On district level the values are normally distributed. Looking 
for significant values, only three districts (Ebersberg in Bavaria, Anhalt-Zerbst in Saxony-Anhalt 
and Greifswald in Mecklenburg-western Pomerania) show a significant localization of the 
biotechnology industry.30   
 
In the next step the LQ gets decomposed, following Holmes and Stevens (2002). Looking at a 
figure, which displays the logarithmic values for the size and the plants quotients, it gets clear 
which effect works in what way towards the result measured by the LQ. Effects which foster 
agglomeration are displayed by the values above the zero baseline and effects which hinder 
agglomeration are displayed by values below the line. For ten of the sixteen federal states both 
quotients (plants and size) show in the same direction. But in six cases the direction of the 
effects regarding the number of plants and the size of them is different. In North Rhine-Westfalia 
for example the number of biotech firms has a negative impact on the value of the LQ, whereas 
the size of the firms has a positive impact. In Baden-Württemberg exactly the opposite can be 
seen. In both federal states the negative impact outweighs the positive one and in the result the 
LQ is below one. By using all the results of the federal states the explanatory power of both 
effects can be calculated. In this case size and number of firms explain about a half of the LQ 
value each ( 5305,0s  and 4695,0n ). 
Figure 2. Decomposition of LQs on federal state level 
 
                                                 
30 The used threshold is taken from O’DONOGHUE AND GLEAVE (2004). It is the deviation of 1.96 or more from the mean 
of the LQ values. 
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The core of the industry shows about 17000 employees. The method of horizontal clustering 
(FINGLETON, IGLIORI UND MOORE, 2004) is now used to show deviations from the overall 
employment in absolute terms on federal state level (see column: Deviation regarding 
employment in total). Additionally the first two columns in the following table display the 
results one can get when combining the methods of horizontal clustering and decomposing.  
 
Table 2. Results after combining decomposition and horizontal clustering 
 
  Deviation 
regarding the 
number of firms 
Deviation 
regarding 
employment 
(existing firms) 
Deviation 
regarding 
employment 
in total 
Schleswig-
Holstein 
3 337 431 
Hamburg 2 186 265 
Lower Saxony -10 -87 -442 
Bremen 1 -170 -136 
North Rhine-
Westfalia 
-40 422 -985 
Hessen -12 888 462 
Rhineland-
Palatinate 
-12 -78 -520 
Baden-
Württemberg 
7 -492 -253 
Bavaria 26 253 1192 
Saarland -2 -84 -168 
Berlin 36 -778 506 
Brandenburg 8 -182 102 
Mecklenburg-
Western 
Pomerania 
5 70 237 
Saxony -8 -245 -523 
Saxony-Anhalt 4 0 128 
Thuringia -7 -39 -296 
 
Looking at Berlin as an example the better insight by using a combination of the methods 
becomes clear. The horizontal clustering showed that Berlin has about 500 employees more in 
the core section of the biotech industry regarding the average on national level. But this number 
is a bit misleading when looking at the composition of the biotech in Berlin. The decomposition 
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method showed that the size of firms has a negative impact on the LQ value. This fact should be 
considered when starting the horizontal clustering. When doing so, one can see that the firms in 
Berlin are relatively small compared to the national average. The calculated deficit in this case 
would be about 780 employees less than expected. But Berlin has an over proportional amount 
of firms. In absolute terms about 36 firms more than expected. The interaction of these two 
effects lead to the result of about 500 employees more than expected. In North Rhine-Westfalia 
on the opposite the firms are relatively big sized which leads to a high expected value regarding 
the employment in the region. But the number of firms is much lower than expected and this 
effect outweighs the other effect by far. Looking at Bavaria as an example of a federal state 
where both effects show in the same direction one can say that the over proportional 
employment in the core of the biotech industry is a result of a lot and at the same time bigger 
sized firms. The federal states with a high LQ can be grouped. In Schleswig-Holstein and 
Hamburg the LQ is mainly based on the size of the firms. In Bavaria, Berlin and Mecklenburg-
Western Pomerania the number of firms is crucial. 
 
The LQ is an easy to use measure which has, in its core version, a few drawbacks. For example a 
correction of the firm size distribution is not implemented, as well as a test of statistical 
significance of the LQ values. But, and this is what this paper wanted to show, there are 
enhancements which help the LQ to comply many of the presented conditions. Testing for 
statistical significance can be provided by the methods proposed by MOINEDDIN, BEYENE AND 
BOYLE (2003) or O’DONOGHUE AND GLEAVE (2004). Controlling for firm size can be done by 
decomposing (HOLMES AND STEVENS, 2002) the LQ. Even more possibilities can be added by 
horizontal clustering (FINGLETON, IGLIORI AND MOORE, 2004) and the combination of the 
decomposition and the horizontal clustering simultaneously.  
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