Motivation
The evolution of the Internet and differentiated services has expanded the scope of the global information infrastructure and increased connectivity among service providers and clients requesting services for multimedia applications. As this infrastructure scales, service providers will need to replicate data and resources on the network to serve more concurrent clients. Efficient and adaptive resource management mechanisms are required to deal with highly dynamic environments. Quality of Service (QoS) routing techniques have been proposed to improve the network utilization by balancing the load among the individual network links. Server selection policies direct the user to the "best" server while statically treating the network path leading from the client to the server as predetermined by the routing tables, even though multiple alternative paths may exist. While the two techniques can independently achieve some degree of load balancing, we argue that in multimedia environments, where the applications are highly sensitive to QoS parameters like bandwidth and delay, high-level provisioning mechanisms are required to address the route selection and server selection problem in a unified way. Such integrated mechanisms can potentially achieve higher system-wide utilization, and therefore allow more concurrent users. Furthermore, in a highly dynamic environment, cost-effective QoS provisioning techniques for server and network resources must be able to tolerate some information imprecision and be able to work effectively with approximate system state information. In previous work, we have developed a model that addresses the combined routing and scheduling problem based on system residue capacities [FV99] . In this paper, we (a) develop and evaluate a family of directory-enabled policies for composite routing and scheduling and (b) test and understand the performance of the CPSS policies under varying traffic patterns and under different levels of information imprecision in the directory service .
Combined Path & Server Selection (CPSS) Algorithm
In this section, we briefly describe the CPSS algorithm (See [FV99, FV00] for details). We model the QoS requirement of the request R from client c as a triple: the path, the server and the end to end quality. R:< , . In order to deal with path and server selection in a unified way, we first define a utilization factor for network links and servers to quantify the residue capacity, and then proceed to define a Distance between the client and a server. The utilization factor for a link l, given a request r and a parameter n, is defined as The utilization factor for a server s, given a request r and a parameter n is defined as The parameter n in the utilization factor represents the degree to which a lightly loaded resource is favored over a congested resource [LR93] . It serves as a tuning knob and is discussed in detail in [FV00] . For an assignment X={p,s}, we define the distance of the server We will discuss specific CPSS policies in Section 3. The CPSS Algorithm: In this section, we present an algorithm to solve the CPSS problem. Given a network topology G, a client request from point O, and a target set S of replicated servers that contain the information and service requested by the client, we extend the existing topology G<N,E> to G'<N', E'> by adding one node called Common Destination, CD, to graph G, and one artificial edge per server s in target set S, denoted s E , from the server s to the common destination CD, (see Fig.1 
Policies to Choose Optimal Assignment
The general flow of the CPSS algorithm is as follows. A request containing QoS parameters is initiated at a source node, a directory service provides the required system information and makes path and server assignments for the client request. Given the assignment, the client node proceeds to set up a connection along the assigned network path to the server. The routes and the servers check their residue capacity and either admit the connection by reserving resources or reject the request. When the connection terminates the client sends the termination requests, and the resources are reclaimed along the connection. We propose deterministic and non-deterministic CPSS policies that choose an optimal assignment from f X .
Our objective is to improve the overall system utilization and number of concurrent users, therefore we focus on policies that minimize the usage of system resources while balancing the load across the links and servers.
Deterministic CPSS Policies:
Best UF: Choose an assignment from the feasible set such that the utilization factor (UF) is minimal: X*: <p*,s*> s.t.
The Best UF policy is a variation of online algorithms that maximize the overall utilization of resources in the system without knowledge of future requests. Non-deterministic CPSS Policies: Non-deterministic policies attempt to achieve a better degree of load balance among the links and servers. The probabilistic policies presented here allow a differential treatment of network and server resources instead of treating the server and network resources in a unified manner. This helps ensure that the more constrained resource can be treated preferentially, yielding better adaptation under dynamic conditions. Random path selection: select X*:<p*, s*> randomly from the feasible set f X . By randomly picking a choice from the feasible set, this policy tries to avoid oscillations that are often characteristic of static policies.
Weighted Differerential Probabilistic Policy (Prob1):
From the feasible set f X , we calculate a selection probability for each Xi based on its residue capacity relative to other assignments defined as
R1 and R2 decide how the server and path resources should be emphasized in calculating the selection probability of the assignment. For instance, in order to avoid the situation where we have a good server with a bad path or a good path with a bad server, we can set R1 = R2 = 0. 
12. Select an assignment X* from X' with max weight 13. Return the selected assignment X* phase calculates the average UF values of path and server components to decide which of the two resources constitute the bottleneck for the client's request. Based on the bottleneck factor determined in the first phase, the second phase executes as follows: If the server resources constitute the bottleneck, we emphasize on balancing the load between the servers. To do this, we first eliminate multiple paths in X to the 1 Here, in order to be comparable to server, UF( i
same server, and build a reduced server set S that contains distinct feasible servers. Next, we probabilistically select a server, s*, from server set S, according to each server's relative UF value in S; Finally from all the paths leading to that server s*, we probabilistically select a path, p*, according to relative UF value among all such paths. If the network is the restricting element, we emphasize on balancing the load between the alternative network links. Experiments reveal that many paths in the network share large amounts of network links, so the most effective way of balancing the load between network links is to distribute the request to different servers. Therefore we select a server s* first from the server set S using a uniform probability distribution, and then probabilistically select a path p* leading to that s*. Our goal is to randomize the usage of the network to avoid hotspots and maximize load balance among the various network paths.
Information Update Policies:
It is evident that higher accuracy of information in the directory service leads to better server/path selection performance. The information collection and update process can however entail significant overhead. Our objective is to improve the request success ratio while controlling the overhead cost of the information updates. We use two update techniques to explore the dynamics between the update behavior and CPSS policies. (a) System Snapshot: Here, information about the residue capacity of network nodes and server nodes is based on an absolute value obtained from a periodic snapshot. For each update period, probing is initiated to gather the current information of router nodes and server nodes; the directory is updated with the collected values. (b) Range Based Collection: The residue capacity information is collected using a lower bound, L, and a upper bound, H, and the actual value is assumed to be uniformly distributed in this range with the expected value (H-L)/2. Range based information collection can have many variations [AGKT98, FV99, FV00]; our performance evaluation focuses on one of them -i.e. the fixed interval based policy. In the Fixed Interval Based policy, we define a fixed interval: B and the residue capacity information is represented using a range <kB, (k+1)B> with k>=0. For each update period, if the new value is out of the current interval, the directory is updated with the new interval, otherwise no update is sent.
Performance Evaluation
We use a message driven multi-threaded simulator intended to study the dynamics of QoS sensitive network environments. In the simulation, we use the following typical ISP network topology with 18 replicated data servers and 30 backbone links. The capacities of network links are from 1.5Mbps to 155Mbps, with the mean value being 64M. The server capacities are selected based on real ISP data-center settings [GTE99]. The offered load is ranged from light to heavy, with two types of traffic: non-uniform and uniform. In non-uniform traffic, the network has some "hot spots" that are typically more congested than other areas, this is often true if the data center hosts several popular web sites.
Policies to Choose Optimal CPSS Assignment: Given a set of feasible assignments, we start by studying policies for choosing the optimal assignment X*-Best UF, Shortest Hop, Random, Prob1 and Prob2. The Best UF Policy: Given near perfect state information, the Best UF policy is a variation of online algorithms that optimize the current assignment (i.e. maximize overall resource utilization) without knowledge of future requests.
We examine the performance with very short update periods and show that most requests are rejected by the directory service (DS) when the DS tries to find an assignment for the requests. Since most requests admitted by the DS are eventually committed by the network and server, the rejection of a request by either the network or server is rare. This results in a higher utilization of the network and server resources. When the state information in the DS is very inaccurate, i.e., long update period, the directory uses the outdated load information to assign the same "best" paths and servers to the clients resulting in quickly congesting these nodes and links. This causes the network or server to reject the assignment chosen by the DS. Simulations show that such rejections cause the overall system utilization to fall. The Shortest Hop Policy: The Shortest Hop Policy is interesting because it provides a shortest widest solution. In general, the performance of the Shortest Hop Policy is worse than Best UF. The shortest hop policy only considers the length of the path and doesn't attempt to optimize the usage of server resources. On the other hand, the best UF policy will always route the request along less loaded paths to less loaded servers. With a large update timer, when the information in DS is less accurate, the onset of congestion is expected to be slower for the Best UF than the Shortest Hop.
The Random Policy:
The random policy tries to avoid the oscillation of static polices and balance the load of the system by randomly picking one choice from the feasible assignment set X calculated by CPSS. But in a non-uniform traffic environment, a purely random assignment without consideration of existing load situation will lead to quick degradation of throughput with increase in system load.
The Prob1 and Prob2 Policies:
Using a probabilistic assignment model, we could avoid the oscillation of the deterministic policies and at the same time achieve better load distribution among network and server resources. Prob2 predicts hot spots in the network and server from the current trends in the load condition, and tries to optimize the system resource utilization by slowing down the congestion. In the Prob2 policy, the more bottlenecked resources are selected with a lower probability. In the presence of congestion, Prob2 provides good load-balance in both the short term and long term. Prob1 differs from Prob2 in that it treats the servers and network links leading to that server as a whole. Hence, Prob1 only provides coarse granularity load balancing as compared with Prob2, where the network and server resources are load-balanced separately. Our results indicate that the probabilistic assignment policies exhibit better success ratios than deterministic policies, i.e. Best UF.
Summary:
To quantitatively evaluate the overall performance gain of our previous CPSS policies, we compare them with a static "nearest" server algorithm. The static nearest algorithm doesn't perform information update, it selects a server by counting the number of hops from the client to all candidate servers and selecting the nearest one (i.e a static version of Shortest Hop Policy). The results in Fig[2] shows that in non-uniform traffic environments, the CPSS policies are 20%-30% better than the static algorithm. The performance gain of the CPSS algorithm is traded off by the cost of increased message overhead caused by periodic system state updates. The update period dominates the information accuracy in the directory and thus influences the performance of the CPSS algorithm.
Information Update Policies
Snapshot Based Information Update: In general, we observe that a shorter update period results in better performance than a larger update period. This holds only when the information update period is smaller than the average connection holding time. For instance, in our experiments the average connection holding time is set to 10min (600s). Update period values larger than 600s show negligible effects on the performance of CPSS policies. If the system state information is updated very frequently, our results show that the Best UF policy is superior. This is because the Best UF policy tries to find an optimal tradeoff between the shortest and widest paths.
In situations where information update is infrequent, the deterministic policies, Best UF and Shortest Hop, inevitably go into oscillation, limiting the overall system throughput. The Prob1 and Prob2 policies distribute load between multiple feasible servers and paths, preventing oscillation and improving the overall resource utilization.
Interval Based Information Update: Our simulation shows that the interval-based policies do not have a significant influence when used together with deterministic CPSS policies. Hence, we restrict our study of the interval-based update policies when used together with probabilistic policies, i.e. Prob2. Fig. [2  A,C,E] show the performance of interval based update policies in various traffic environments. With frequent updates, a smaller range for the interval (50% of the maximum request size) brings better CPSS performance than a bigger interval(100% of the maximum request size). For a large update period, the interval based policies are attractive because we believe it is natural to represent a residual value using a range (instead of an instance value). For a larger update period, a bigger range brings better CPSS performance. This is more obvious in the uniform traffic pattern as shown in Fig [2.F] . The reason is that when the update period is short, representing a residue value using a big range introduces information inaccuracy, a shorter range is better. However, when the update period is very long, a residue value represented using a small range often gets out-dated sooner than a larger one, resulting in a more inaccurate system state information. An analysis of the variations of the interval based update shows the following results. In a lightly loaded nonuniform traffic environment, the OPT2 variation performs better than other variations, i.e. OPT and PESS (Fig [2.C]) . In a heavily loaded non-uniform traffic environment, the variations of interval based update do not exhibit an obvious influence on the performance of Prob2 (Fig[2.A] ). However, in general, the performance of Prob2 is better than other CPSS policies with either interval based or snapshot information update. Summary: With a short update timer, state information is up-to-date, Best UF and Shortest Hop policies result in near-optimal assignments because of CPSS calculation. However, the Best UF Policy performs better than the shortest hop under a large update timer. In general, with a large update period, deterministic policies suffer from oscillation that introduces "hot spots" into the environment causing congestion. The random policy performs a lot worse than other policies consistently. The probabilistic policies (Prob1 and Prob2) perform consistently better with a large update timer. In general, deterministic policies like BestUF normalize server and link loads into one unified utilization measure -thus making it more difficult to handle situations where network and server conditions vary dramatically. Such dramatic variations are better accommodated by probabilistic policies like the Prob2 (load sensitive differential policies) that treat network and server loads independently in the decision-making process. Snapshot based update mechanisms introduce larger overhead while no significant performance gains can be observed. Our study indicates that range based update mechanisms are more cost-effective in QoSsensitive dynamic snapshot and interval based update techniques than other CPSS policies. 
Related Work & Future Directions
Static nearest server algorithms [GS95] attempt to choose a replica server with the minimum number of hops from the client, with topology information being stored in a topology database. Dynamic server selection policies [FPLZ98, FJPZGJ99, KSS98, MDZ99], have also been studied in the context of replicated web data. The Application Layer Anycasting based protocol [FBZA97] focus on improving generalized using both server and path information while our focus is on providing efficient QoS provisioning for multimedia applications.
Approaches to load-based task assignment in distributed server environments have been developed [VR97, HCM98] .
QoS-based routing techniques have been explored in depth[CN99,ZT98,CRS97,BS98]. Our work differs from traditional QoS routing in the several aspects. We presented and evaluated a directory-enabled approach to provide combined path and server selection in dynamic multimedia environments. We exploit architectural considerations of network links and servers to treat them differentially in the overall path/server selection process. We analyze request rejection patterns at various points in the directoryenabled architecture under dynamic conditions. This allows us to understand the ability of the CPSS policies to accurately reflect these dynamic conditions under large update periods. We have also studied parameter update mechanisms such as range based update policies in the directory service for effective performance of the CPSS strategies.
We are working on applying our CPSS model to a differentiated service IP network where a Bandwidth Broker performs high level measurement based admission control for stateless routers within the autonomous region. We are also developing a model to measure the cost of "re-routing" and "re-scheduling" to deal with handoffs or location dependent error bursts in a mobile environment. We are also exploring object placement policies using dynamic replication and migration in a wide area scenario. Further work on QoS-based provisioning in wide-area distributed environments is being studied in the context of a QoSenabled middleware framework, CompOSE|Q [V99] currently being developed at UC Irvine.
