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We propose a weak version of the BlumShubSmale model of com-
putation over the real numbers. In this weak model only a ‘‘moderate’’
usage of multiplications and divisions is allowed. The class of boolean
languages recognizable in polynomial time is shown to be the com-
plexity class Ppoly. The main tool is a result on the existence of small
rational points in semi-algebraic sets which is of independent interest.
As an application, we generalize recent results of Siegelmann and
Sontag on recurrent neural networks, and of Maass on feedforward
nets. A preliminary version of this paper was presented at the 1993 IEEE
Symposium on Foundations of Computer Science. Additional results
include: an efficient simulation of order-free real Turing machines by
probabilistic Turing machines in the full BlumShubSmale model; the
strict inclusion of the real polynomial hierarchy in weak exponential
time. ] 1997 Academic Press
1. INTRODUCTION
The real number model of computation is a quite natural
and convenient framework for studying numerical com-
putation. It is nonetheless often criticized for being overly
unrealistic. The assumption that arbitrary real numbers can
be compared, added, or multiplied in constant time and
infinite precision is the usual target of these criticisms (see
[23] for a discussion of this issue). This paper proposes a
model of computation (the ‘‘weak BSS model’’) which can
be seen as a middle ground between the usual Turing
machine model and the real Turing machine of Blum,
Shub, and Smale [4].
The weak BSS model is obtained from the standard one by
dropping the constant cost hypothesis for arithmetic opera-
tions. This yields a notion of feasible analog computation
which is perhaps more realistic, since the standard notion of
discrete polynomial-time computability is recovered when
the real parameters defining a real Turing machine happen
to be rational. In other words, an algorithm that runs in
polynomial time in the weak model is ‘‘ideal’’ in the sense of
Renegar, since ‘‘it seems that the ideal algorithm is one that
provides a ‘nice’ bound in the real number model and which
when restricted to sentences with polynomials whose coef-
ficients are rational number also provides a ‘nice’ bound in
the bit model’’ [18].
One important theme of this paper is that when both
input and outputs of real machines are discrete, complexity
classes in the real number model can be identified to discrete
complexity classes. For instance, our main theorem states
that the class of boolean languages recognizable in polyno-
mial time in the weak BSS model is Ppoly (Ppoly is the
class of sets recognized in polynomial time by Turing
machines using advice functions of polynomial length or,
equivalently, by nonuniform boolean circuits of polynomial
size [1]). The main tool for this proof is a new result on
semialgebraic sets of independent interest, stating that a
semialgebraic set of nonempty interior defined by ‘‘small’’
equations must contain a ‘‘small’’ rational point. It follows
from this characterization that P{NP in the weak model
under a standard complexity-theoretic assumption, even
if boolean (01) guesses only are allowed. After a first
version of this paper was written [13], it was shown in [10]
by quite different methods that for full (real) nondeter-
minism, P{NP holds in the weak model without any
assumption.
The rest of this paper is organized as follows. After
recalling some standard background on semialgebraic sets
in Section 2, we present the full and weak BSS models in
Section 3. The main theorem is stated here, along with
simpler results of same type. The existence of small points in
semialgebraic sets is established in Section 4; as explained
in Section 5, the main theorem follows from this result.
Models of computation without order are studied in Sec-
tion 6; it is shown that real Turing machines can be
efficiently simulated by ordinary Turing machines in the
weak model and by probabilistic Turing machines in the full
BSS model. In Section 7, we propose a real version of the
MeyerStockmeyer polynomial hierarchy and show that it
is strictly included in weak exponential time. In particular,
the inclusion of nondeterministic polynomial time in weak
exponential time is strict. This was left as an open problem
in [10]. We give applications of our results to recurrent and
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feedforward neural networks in Section 8. It is shown that
that the class of functions computed by recurrent nets using
(possibly discontinuous) piecewise-linear output functions
is exactly Ppoly. This was previously known only for
continuous output functions [22]. We also show that a
family of feedforward nets of logarithmic (and sometimes
unbounded) depth can be simulated efficiently by a family
of threshold circuits if it uses only a constant number of real
parameters. This complements a result of Maass [16] who
showed a similar result for circuits of constant depth using
an unbounded number of parameters.
2. PRELIMINARIES
In this section, we list the notations used throughout the
paper and recall some standard background on semi-
algebraic sets (a comprehensive treatment of this topic can
be found in [3, 5]).
2.1. Miscellaneous Notations
The set N of nonnegative integers is identified with
[0, 1]+; the set of nonempty words on the alphabet [0, 1].
The size s(x) of an integer x # Z is the number of digits of
its radix-2 representation. The size of a rational number
x # Q is s(x)=min[s( p)+s(q), x=pq, p, q # Z]. The size
of a rational point x=(x1 , ..., xp) # Q p is s(x)= pi=1 s(xi).
Given a ring A, A[X1 , ..., Xp] is the ring of polynomials
in p variables with coefficients in A. When there is no risk of
confusion, we write also A[X], instead of A[X1 , ..., Xp].
The degree of P # A[X1 , ..., Xp] is d(P), and the degree of a
rational fraction R=PQ is d(R)=d(P)+d(Q).
2.2. Semialgebraic Sets
Definition 1. A basic semialgebraic set SR p is
defined by a conjunction of polynomials equalities and
inequalities:
S=[x # R p; Q1>07 } } } 7 Qm
>0 7R1=0 7 } } } 7Rn=0],
where Qi , Ri # Z[X1 , ..., Xp] are nonconstant polynomials
(m andor n may be equal to zero). A semialgebraic set is a
finite union of basic semialgebraic set.
Usually all sign conditions (P=0, P0, P<0, P0,
and P>0) are allowed in the definition of a semialgebraic
set, but these two definitions are clearly equivalent.
It is possible to take the Pi’s and Ri’s in R[X] instead of
Z[X]. The resulting sets will also be called semialgebraic. It
should be clear from the context whether the polynomials
have integer or real coefficients.
Theorem 1 (The TarskiSeidenberg principle). Let
S$=[x # Rn ; _y # R, (x, y) # S] be the projection on Rn of a
set SRn+1. If S is a semialgebraic set with coefficients in
Z (respectively, R), S$ is a semi-algebraic set with coefficients
in Z (respectively, R).
An important consequence of the TarskiSeidenberg
principle is the elimination of quantifiers: a set defined by a
logical formula in the first-order theory of the reals is semi-
algebraic. These formulas are defined by induction as
follows.
Definition 2 (First-order formulas). P op 0 is a first-
order formula for P # Z[X1 , ..., Xn] and op # [<, , =,
, >]. If F1 and F2 are first-order formulas, F1 6 F2 ,
F1 7 F2 , \x # RF1 , and _x # RF1 are first-order formulas.
If there are n free variables x1 , ..., xn in a formula F, we
write also F(x1 , ..., xn) instead of F. The subset of Rn defined
by F is
S=[(x1 , ..., xn) # Rn; F(x1 , ..., xn) is true].
Theorem 2 (Elimination of quantifiers). The set SRn
defined by a first-order formula F(x1 , ..., xn) is semialgebraic.
Proof Sketch. Semialgebraic sets are clearly closed
under boolean operations. The TarskiSeidenberg principle
amounts to the elimination of one existential quantifier.
A universal quantifier can be replaced by an existential
quantifier since c _x c F is equivalent to \x F. K
3. SIMULATING REAL TURING MACHINES
3.1. Presentation of the Model
Blum, Shub, and Smale proposed a model of computa-
tion (the real Turing machine) that can be seen as a RAM
machine in which a register can store an arbitrary real num-
ber with infinite precision. The constants occurring in the
program executed by a real Turing machine (RTM in the
sequel) are also arbitrary real numbers, and the basic opera-
tions (+, &, _, , ) can be performed in constant time.
We will not go into a formal description since this model is
described in great detail in [4] (see also [11], where more
general models are studied). It will be sufficient for us to
know that a RTM is equipped with the usual instructions
necessary to write programs, such a loops and if-then-else
statements.
Throughout the paper, :1 , ..., :p are the nonzero con-
stants occurring in a program.
A computation tree can be associated to a program as
follows: each node of the tree is labeled by an instruction.
A test node has two children which represent the two pos-
sible outcomes of the test. The other internal nodes have a
single child. At each node N, the content of a variable x is
a rational function QN , x(u, :) of the input u # Rn and the
constants :=(:1 , ..., :p).
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We shall in fact work in a modified BSS model in which
the cost of an arithmetic operation is not constant.
Definition 3. If x=Q(u, :) after an arithmetic opera-
tion x :=y op z, the cost of this operation in the weak BSS
model is the maximum of d(Q) and the maximum size of the
coefficients of Q (we assume that this rational fraction is
irreducible).
This model is weaker than the standard one since the class
of polynomial-time computable functions is (presumably)
smaller than in the full BSS model. For example, it is
possible to output integers of exponential length in polyno-
mial time with a program using only integer constants in the
full model. This is clearly impossible in the weak model
(even if real constants are allowed, as could be shown by
generalizing Theorem 4 to integer-valued outputs).
The weak BSS model is interesting not only because of
Theorems 4 and 15. It is perhaps a more realistic model of
feasible analog computation than the full BSS model since
it is not difficult to see that the standard notion of discrete
polynomial-time computability is recovered when the
constants :1 , ..., :p are rational (see Theorem 3). Note
that the perhaps undesirable possibility to create integers of
exponential length in polynomial time in the full model is a
crucial tool in the recent proof that PR{NCR [8]. This
argument fails to separate weak polynomial time from
NCR .
The following easy characterization will be useful.
Lemma 1. A function is polynomial-time computable in
the weak BSS model if and only if it is polynomial-time com-
putable in the standard BSS model and the rational fractions
QN, x have polynomial degree and coefficients of polynomial
size.
Proof. If F is computable in time T(n) in the weak
model, it is also computable in time T(n) in the full model
and the degrees and coefficient sizes of the rational fractions
QN, x are bounded by T(n).
If F is computable in time T(n) in the full model with
degrees and sizes bounded by S(n), F is computable in the
weak model in time T(n) S(n). K
The weak BSS model includes as a special case a model in
which divisions are forbidden and a variable can be multi-
plied only by a constant (and not another variable). This
simple subcase is sufficient for dealing with the neural nets
of Section 8.
Lemma 2. Let F be a function computable in polynomial-
time in the standard BSS model without divisions by a
program in which a variable is not multiplied by another
variable. Then F is polynomial-time computable in the weak
BSS model.
Proof. The rational fractions QN, x are in fact polyno-
mials since no division is performed. Let us show by induc-
tion that at time t, the content of a variable x is P(:, u), with
d(P)t+1 and the coefficients of P bounded by 2t.
The result clearly holds for t=0. Assume that the result
holds at time t. At time t+1, it suffices to consider the
case of a multiplication by a constant x :=:i y or an addi-
tion x :=y+z. Let y=P(:, u) and z=Q(:, u). d(:i P)=
d(P)+1, and the coefficients do not change. d(P+Q)
max(d(P), d(Q)), and the coefficients can be at most
doubled. K
Let us now introduce some notations. PR and PW are the
classes of real languages, i.e., subsets of
R= .

n=0
Rn
that can be recognized in polynomial time in the BSS model
and the weak BSS model, respectively. NPR is the nondeter-
ministic counterpart of PR . More precisely, a language L is
in NPR if there is a language A # PR and a polynomial p
such that for every n and every u # Rn,
u # L  _x # R p(n)(x, u) # A.
One could also define a weak version NPW of NPR by
taking A in PW instead of PR . However, it turns out that
NPW=NPR (see [10] and Section 7). Digital nondeter-
minism is also of interest. In this case, the guess u is taken
in [0, 1] p(n) instead of R p(n). This gives rise to the classes
DNPR and DNPW .
3.2. Boolean Inputs
In the rest of this paper, we are mainly interested in com-
puting boolean functions on [0, 1]*, or, equivalently,
recognizing boolean languages (subsets of [0, 1]*). We
thus address the following question: what can be gained
from the availability of arbitrary real constants? (see Sec-
tion 7 for a result of a different nature.) The boolean part
BP(C) of a class C of real languages is the restriction of C
to boolean inputs. More precisely,
BP(C)=[L & [0, 1]*; L # C].
For instance, BP(PW) is the class of boolean languages
which can be recognized in polynomial-time in the weak
BSS model. Note that in the BP (NPR) case, the inputs are
boolean but the guesses are real numbers.
We will sometimes consider machines which cannot use
arbitrary real constants (see Section 7). If C is a class of
languages recognized by resource-bounded real machines,
C(E) denotes the class of languages recognized within the
same resource constraints by real machines using only con-
stants from the set ER. For example, PR(R)=PR and
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BP(PW(0, 1)) is the set of boolean languages recognized in
weak polynomial time by machines using only the constants
0 and 1.
Theorem 3. BP(PW(Q))=P.
Proof. If L # BP(PW(Q)), it follows from Lemma 1 that
L # P since during a computation, each register of the real
Turing machine contains a rational number of polynomial
size.
Clearly, PBP(PW(Q)) since real machines are at
least as powerful as Turing machines (in fact, P
BP(PW(0, 1))). K
We are now in position to state our main result.
Theorem 4. BP(PW)=Ppoly.
Proof. In order to show that PpolyBP(PW), we
encode an advice function in the digits ai of a real constant
:=0 } a1a2 } } } ai } } } . Let us choose an encoding scheme
such that infinitely many ai’s are equal to 0. The value of a1
can be easily computed since a1=0  :<12. In order to
compute a2 , we shift : to the left with the instruction
: :=2:&a1 . Now a2 can be computed like a1 . By iterating
this process, it is possible to retrieve as many digits of c as
desired. Since the advice are of polynomial size, the whole
decoding process takes polynomial time. According to
Lemma 2, it actually takes weak polynomial time.
We prove in Section 5 that BP(PW)Ppoly, with the
help of a technical result established in Section 4. K
Corollary 1. If PW=DNPW , the polynomial hier-
archy collapses at the second level.
Proof. According to Theorem 4, PW=DNPW O NP
Ppoly since NPBP(DNPW). If NPPpoly, the poly-
nomial hierarchy collapses at the second level [2]. K
As mentioned in the Introduction, it was recently shown in
[10] that PW{NPW=NPR holds without any assump-
tion.
The decoding argument of Theorem 4 also shows that all
boolean languages can be recognized in weak exponential
time.
Theorem 5. BP(EXPW)=2
[0, 1]*.
Proof Sketch. The truth table of any boolean language
can be encoded in the digits of a real constant, and it can be
decoded in weak exponential time as in Theorem 4 (there
are 2n digits for inputs of size n). K
3.3. Hardness and Feasibility Results
In this paper the emphasis is on the solution of discrete
problems with real ‘‘black boxes.’’ This was surely not the
point of view of Blum, Shub, and Smale when they proposed
their model. They were much more interested in the solution
of continuous problems. However, our point of view is not
too restrictive for hardness results, since an algorithm solv-
ing a continuous problem must in particular provide the
correct answer for discrete inputs. (Moreover, some techni-
ques designed for dealing with boolean inputs and real con-
stants can be adapted to the case of real inputs and boolean
constants; see Section 7.) We can thus give evidence of
hardness for problems in DNPW such as the real traveling
salesman problem of [4], the real knapsack problem or
other continuous generalizations of NP-complete problems.
More precisely, if one of these problems can be solved in
polynomial time in the weak BSS model, NPPpoly
according to Theorem 4, and the polynomial hierarchy
collapses at the second level.
In our opinion, many (if not all) natural problems that
can be solved in polynomial time in the standard BSS model
can in fact be solved in polynomial time in the weak model.
This is obviously true for very easy problems such as multi-
plication of polynomials or matrices. Let us give two other
nontrivial examples.
The first problem consists of determining the sign of a real
polynomial P at the root of another real polynomial Q. Two
algorithms for this problem are described in [9, 18], and it
is shown that the conditions of Lemma 1 are satisfied.
Hence they run in polynomial time in the weak BSS model.
Note that the algorithm of [9] is used in the same reference
as a building block for computing the topology of a real
algebraic plane curve.
Our second example is simply the resolution of systems of
linear equations. This problem can obviously be solved in
polynomial time in the BSS model by Gaussian elimination.
For rational data, it is known that this procedure also runs
in polynomial time in the bit model [21, Theorem 3.3]. It
can be proven as an intermediate result that during the
elimination procedure the coefficients of the system have
a very special form; they are quotients of determinants
extracted from the matrix of the original system. Note that
as a polynomial function of the entries, the determinant of
a matrix has polynomial (in fact, sublinear) degree, and
coefficients of polynomial (in fact, constant) size. According
to Lemma 1, this shows that Gaussian elimination runs in
polynomial time in the weak model.
4. SMALL POINTS IN SEMIALGEBRAIC SETS
The proof of Theorem 4 relies on the following technical
result.
Theorem 6. Let SR p be defined by a system of
inequalities
Pi (x)>0, i=1 } } } N,
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with Pi # Z[X1 , ..., Xp]. Let D be the maximum degree of
the Pi’s, and let S be the maximum size of their coefficients.
If S{<, there exists a rational point x # S of size
s(x)aSDb. The constants a and b depend only on p.
This result states that if S{< is defined by ‘‘small’’ poly-
nomials, it contains a ‘‘small’’ rational point. Note that the
number of inequations does not come into play in this
bound.
Before proving Theorem 6, we present some useful results
from computer algebra. These tools are necessary for the
proof of Lemma 5, but the rest of this section can be read
independently.
4.1. Basic Tools
The following bound is well known.
Lemma 3 (Cauchy, 1829). Let P(x)=Di=0 aix
i (aD{0)
be a complex polynomial, and
m=inf[ |ai |, i=0 } } } D, ai{0], M=sup[ |ai |, i=0 } } } D].
If : # C (set of complex numbers), :{0 is a root of P then
m
m+M
<|:|<
m+M
m
.
The sign vector of a sequence of polynomials P1 , ..., PN #
R[X] at a point x # R is the vector (=(Pi (x)))1iN #
[&1, 0, 1]N, with, by definition, =( y)=1 if y>0, 0 if
y=0, &1 if y<0. Usually, a real root : of a polynomial
P # R[X] is coded by an interval ]a, b[ containing : and no
other root of P. A purely symbolic coding method was
proposed in [7]: the roots of P are characterized by the sign
vectors of the derivatives of P. More precisely, if d(P)D,
: is characterized by the sign vector
=(:)=(=(P(i )(:))1iD # [&1, 0, 1]D.
According to Thom’s lemma, a root is uniquely determined
by its sign vector: if P(:)=P(;)=0 and =(:)==(;), then
:=;. It is, moreover, possible to compare two roots : and
; by comparing only their sign vectors. More formally,
there exists a comparison function cD : [&1, 0, 1]D_
[&1, 0, 1]D  [&1, 0, 1] independent of P such that
cD(=(:), =(;))=&1 if :<;, 0 if :=;, 1 if :>; ; cD can be
actually computed with a very simple algorithm (see [7] for
more details).
Given a # RD+1, let Pa be the polynomial Pa(X )=
Di=0 aiX
i, and r(Pa) the number of distinct real roots of Pa .
The following key result is a special case of the ‘‘quantifier
elimination subproblem’’ of [18]. Similar bounds were also
provided in [9].
Lemma 4 (Renegar). Let N1 , .., NM be positive integers,
and =1 , ..., =M # [&1, 0, 1]N sign vectors. The set Sa, b
RN(D+1)_RD+1 of coefficients (a, b)=(a1 , ..., aN , b) #
RD+1_RD+1_ } } } _RD+1 satisfying the following two
properties is semi-algebraic :
(i) r(Pb)=N1+ } } } +NM ;
(ii) Nj is the number of distinct real zeros of Pb at
which the sign vector of (Pai)1iN is =j for all j=1, ..., M.
Moreover, Sa, b can be defined by polynomial (in)equalities of
degree (ND)O(1) with coefficients of size (ND)O(1).
4.2. Proof of Theorem 6
Given a polynomial P # R[X], we denote by := its root of
sign vector =if there is such a root. In this section, the
following notation will be used: ]a, b[ denotes the interval
]min(a, b), max(a, b)[.
Lemma 5. For D1, let S=, =$RD+1_RD+1 be the set
of coefficients (a, b) such that
Pb(x)>0 for x # ]:= , :=$ [, (1)
where : is the sequence of roots of Pa (if := or :=$ does not
exist, we set S=, =$=<). S=, =$ is a semialgebraic set defined by
polynomials of degree DO(1) whose coefficients are of size
DO(1).
Proof. We can assume without loss of generality that
cD(=, =$ )=&1. This simplies that :=<:=$ whenever these
roots exist. Lemma 4 will be applied several times to Pa , Pb ,
PaPb and their derivatives. We call a semialgebraic set
‘‘small’’ if it is defined by polynomials of degree DO(1) whose
coefficients are of size DO(1).
Let B=, =$ be the set of coefficients (a, b) # R2(D+1) such
that Pb{0 on ]:= , :=$ [. In order to compare the roots of Pa
and Pb , we consider the polynomial Pa Pb (whose zeros are
the roots of Pa and Pb). According to Lemma 4 applied to
Pa , Pa Pb and their derivatives, B=, =$ is a small semialgebraic
set, since (a, b) # B=, =$ if
1. r(PaPb)=r2;
2. the sign vectors of the sequence of 2D+1 polynomials
(((PaPb)(k))1k2D , Pa , (P (k)a )1kD)
at the zeros of PaPb are
(_i , :i , =i) # [&1, 0, 1]2D_[&1, 0, 1]_[&1, 0, 1]D
for 1ir.
3. c2D(_i , _j)=&1 for all i<j, and there exists l<r
such that :l=:l+1=0, =l==, and =l+1==$.
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If Pb{0 on ]:= , :=$[, Pb is either positive or negative on this
interval. More precisely, Pb will take the sign of its first non-
zero derivative at := . We thus define C= as the set of coef-
ficients (a, b) such that the first nonzero derivative of Pb at
:= is positive. According to Lemma 4 applied to Pa , Pb , and
their derivatives, C= is a small semialgebraic set, since
(a, b) # C= if
1. r(Pa)=r1;
2. the sign vectors of the sequence of 2D+1 polynomials
((P (i ): )1iD , (P
(i )
b )0iD)
at the zeros of Pa are (=1 , _1), ..., (=r , _r);
3. there exists j such that =j== and the first nonzero
component of _j is positive.
The claim now follows from the relation S=, =$=B=, =$ & C= . K
Lemma 6. Given a # RN(D+1), let (Pai)1iN be the
sequence of polynomials such that Pai=
D
j=0 aijX
j. Let
Sa=[x # R, Pa1(x)>0 7 Pa2(x)>0 7 } } } 7 PaN (x)>0].
The set of coefficients
C=[a # RN(D+1), Sa{<]
is a semi algebraic subset of RN(D+1) defined by polynomials
of degree DO(1) whose coefficients are of size DO(1). No more
than 3(D+1) of the N(D+1) variables aij’s can occur in a
given polynomial.
Proof. If Sa{< for a given a # RN(D+1), there exists a
maximal nonempty interval ]:, ;[Sa . If : and ; are
finite, they are roots of two polynomials Pai and Paj
(possibly, i=j ). Hence the set C1 of vectors (a, b) # C corre-
sponding to the case where both : and ; are finite satisfies:
C1= .
i, j, =, =$
,
l
Cij==$l ,
where
Cij==$l=[a # RN(D+1), Pal>0 on ]:ij= , :ij=$[]
and :ij’ is the root of Pai Paj of sign vector ’. The conclusion
of the lemma holds for each Cij==$l according to Lemma 5;
hence it holds also for C1 . The cases where : or ; are
infinite can be handled with a straightforward adaptation of
Lemma 5. K
Proof of Theorem 6. By induction on p. For p=1, as
was noticed in the proof of Lemma 6, there exists a maximal
nonempty interval ]:, ;[S whose endpoints, when
finite, are roots of two polynomials Pi and Pj . It follows
from Lemma 3 that : and ; cannot be too large (if they are
finite). ;&: cannot be too small since it is the root of a
polynomial of degree DO(1) with integer coefficients of size
O(SDO(1)) [15]. Hence there are small rational points in
]:, ;[.
Assume now that the result holds in dimension p&1.
In order to prove that it holds for SR p=R p&1_R,
S{<, we consider the projection S$ of S on R p&1. It
will be shown that S$ is semialgebraic (this is just the
TarskiSeidenberg principle) and described by small poly-
nomials. Hence S$ contains a small point x0 by induction
hypothesis. The polynomials Pi (x0 , xp) have small coef-
ficients; hence there exists a small xp such that (x0 , xp) # S.
We now fill in the missing details.
Let us consider each Pi as a polynomial in xp only; one
can write
Pi (x)= :
D
j=0
aij (x$ )x jp
with x$=(x1 , x2 , ..., xp&1). In the notations of Lemma 6,
x$ # S$ if and only if a(x$ )=(aij (x$ )) i, j # C. Let c and d be
the constants such that the degrees of the polynomials
describing C and the size of their coefficients are smaller
than cDd. Let P be a polynomial occurring in the descrip-
tion of S $: P is the composition of two maps Q : R p&1  Rk
and R : Rk  R, where k3(D+1) by Lemma 6. The com-
ponents of Q are selected among the aij’s; hence they are
polynomials of degree at most D and have coefficients of size
at most S. By construction, R is a polynomial whose degree
and coefficient size is bounded by cDd. Therefore P is of
degree at most cDd+1, and the size of its coefficients is
bounded by c$SDd $ for some constants c$ and d $. The
decomposition of S$ in basic semialgebraic sets is of the
form
S$= .
m
i=1
Si$
with
Si$=[x$ # R p&1; Qi1>0 7 } } } 7Qiji
>0 7Ri1=0 7 } } } 7 Riki=0].
S$ is open since S is open; therefore ki=0 for at least one
of the Si$’s, say, S$1 . By induction hypothesis, there exist
constants a$ and b$ and a point x0 # S$1 of size
s(x0)a$(c$SDd $)(cDd+1)b$;
there are clearly constant a and b such that s(x0)aSDb.
A similar bound can be obtained for xp by substituting x0 to
x$ in the polynomials Pi (x$, xp), clearing the denominators
and applying Theorem 6 in dimension 1. K
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5. PROOF OF THE MAIN RESULT
In this section, we complete the proof of Theorem 4.
From now on, it is assumed without loss of generality that
all comparisons are of the form ‘‘x>0,’’ where x is a
variable. The proof will first be made under the following
hypothesis, and then in the general case:
(H) Whenever a test x>0 is performed, x is not equal to
zero.
Two solutions will be provided for the general case. In this
section, we shall see that (H) can be assumed without loss
of generality. It is shown in Section 6 that equality cases can
be handled with symbolic computation techniques. Note
that (H) holds if the :i ’s are algebraically independent.
Theorem 7. If a language L[0, 1]* can be recognized
in polynomial time in the weak BSS model under hypothesis
(H), then L # Ppoly.
Proof. The main idea is to replace the constants
:1 , ..., :p by rational approximations :1 , ..., :p . In accord-
ance with the definition of advice functions, these constants
must not fully depend on the input u, but only on its length
n=|u|. The program is then run with these new constants:
at time t, the content of the variable x is now x (t) instead of
x(t). Two points need to be checked:
1. The outcome of the computation is the same.
2. The computation remains polynomial-time.
The first condition will be satisfied if for any variable x
and time t, x(t)<0 O x (t)<0 and x(t)>0 O x (t)>0. As a
matter of fact, these requirements ensure that the results of
the tests (including the final test on R) will be the same in
both programs. Let T(n)=O(nl) be the worst-case running
time for inputs of length n. According to Lemma 1, we
obtain a system of polynomial equations on : =(:1 , ..., :p)
of the type
E=[Pt, u(: )>0]tT(n), |u|=n .
An equation Pt, u>0 occurs in E if the construction
executed at time t on input u is a test on a variable x, and
in this case
Pt, u=sign(x(t)) } RN, x } SN, x ,
RN, x and SN, x being the polynomials such that QN, x=
RN, xSN, x (the rational fractions QN, x are defined in
Section 3). E is satisfiable system, since : is obviously a solu-
tion. Theorem 6 and Lemma 1 will now be invoked to show
that : can be replaced by a rational approximation which
needs not be too accurate. This will ensure the second con-
dition.
According to Lemma 1, the Pt, u’s are of polynomial
degree and their coefficients of polynomial size. It follows
from Theorem 6 that E has a rational solution : of polyno-
mial size. The approximations x (t) can thus be computed in
polynomial time. K
A bound similar to Theorem 6 where the maximum
degree D is replaced by the sum of the degrees can be found
in [19]. Such a result cannot be used here since E can con-
tain an exponential number of inequations. It is therefore
crucial that this number does not come into play in the
bound of Theorem 6 (or only very mildly).
We now show how to get rid of equality cases in the
general case; this shows that (H) is in fact not restrictive.
This solution is based on the following obvious remark: if a
test ‘‘x>0’’ is performed during the execution of a RTM
program P, and if x{0, there exists =>0 such that either
x>= or x<&=. For a fixed n, only a finite number of tests
are performed during the computations on all inputs of
length n ; hence we can choose the same = for all these tests.
For each n, we define a new system E" of inequations on
:1 , ..., :p and on a new variable = . E" is obtained from E by
the following operations:
1. add the inequation = >0;
2. replace the inequation associated to a test ‘‘x>0’’ by
the inequation associated to the test:
(a) x&= >0 if it turns out that x>0;
(b) x&= <0 if it turns out that x0.
E" is satisfiable since (:1 , ..., :p, =) is a solution; hence there
exists a ‘‘small’’ solution (:1 , ..., :p , = ) according to
Theorem 6. The program obtained by replacing the :i’s by
the : i’s and the tests ‘‘x>0’’ by ‘‘x>= ’’ runs in polynomial
time and is equivalent to P.
The symbolic solution to the problem of equality cases is
described in detail in the next section. For each test ‘‘x>0,’’
we test whether x is equal to 0 with the algorithm of
Theorem 8. If it turns out that x=0, then of course we know
that the answer to the original test is negative. If it turns out
that x{0, then we can use small relational constants :i as
above.
6. ORDER-FREE MODELS
In this section, we consider computation models for
which the order relation is not available. Therefore the only
authorized tests are equality tests. We first give a simulation
result for the weak BSS model and extend it to the full
(order-free) BSS model by probabilistic methods. The
corresponding complexity classes are denoted by the ‘‘=’’
superscript. As in Section 3.2, we consider only boolean
inputs.
In order to perform a test x=? 0, we will explicitly
compute the polynomials R and S such that x=R(:)S(:).
This can be done in polynomial time according to Lemma 1
183THE BLUMSHUBSMALE MODEL
File: 571J 147808 . By:CV . Date:17:02:97 . Time:10:08 LOP8M. V8.0. Page 01:01
Codes: 6125 Signs: 4577 . Length: 56 pic 0 pts, 236 mm
(recall that a polynomial of degree d in p variables has
only O(d p) monomials). We need to determine whether R
belongs to the ideal I=[P # Z[X], P(:)=0]. This problem
can be solved by symbolic computation techniques because
the ideals of Z[X] are finitely generated, i.e.,
I={ :
m
i=1
QiGi , Q1 , ..., Qm # Z[X]=
for some finite system of generators
G=(G1 , ..., Gm) # Z[X]m.
This follows from Hilbert’s theorem on noetherian rings
(see, e.g., [14, Chap. 6]). Hence we just have to determine
if R belongs to the ideal generated by G. One could use
Gro bner basis techniques to solve this problem, but this is
in fact not necessary. Bruno Poizat (personal communica-
tion) noticed that the primitive element theorem [14] suf-
fices. The argument is as follows.
Let k be the transcendence degree over Q of the field
K=Q[:1 , ..., :p]. We can assume without loss of generality
that :1 , ..., :k is a transcendence base of K. The other con-
stants :k+1, ..., :p are algebraic over Q[:1 , ..., :k]. It
follows from the primitive element theorem that
K=Q[:1 , ..., :k][:k+1 , ..., :p]=Q[:1 , ..., :k][;],
where the primitive element ; # R is algebraic over
Q[:1 , ..., :k]. Hence there are rational fractions Qj such
that
:j=Qj (:1 , ..., :k , ;), j=k+1, ..., p, (2)
and the content of register x is actually a rational fraction
x=R(:1 , ..., :k , ;). This property yields a very convenient
way of testing whether x is equal to zero. We just have to
make sure that as a polynomial in ;, the numerator P1 of
the fraction R=P1 P2 is a multiple of the minimum polyno-
mial M of ; over Q[:1 , ..., :k]. Checking this condition is
not difficult: perform the division of P1 by M, and since
:1 , ..., :k are algebraically independent, the remainder
R=P1=mod M is equal to zero if its coefficients (which are
in Q[:1 , ..., :k]) are indentically equal to zero.
We can assume that M and the Qj’s are ‘‘hardwired’’ in
the program, since they are independent of the input. The
whole computation therefore takes polynomial time. We
have proved the following result.
Theorem 8. BP(P=W)=P.
Note that the symbolic technique developed in this sec-
tion is more powerful than the ‘‘numerical’’ technique used
in the previous section to deal with equality cases. Indeed,
this latter technique would only show that BP(P=W)Ppoly,
instead of the stronger result BP(P=W)=P. In the full BSS
model, we are only able to prove the following weaker
result.
Theorem 9. BP(P=R )BPP.
Recall that BPP is the class of (boolean) languages that
can be recognized in polynomial time by a probabilistic
Turing machine with a bounded probability of error (see,
e.g., [1] for more details). Before moving to the proof of
Theorem 9, we present two lemmas which are often used in
the analysis of randomized algorithms (see [12] for a proof
of the first one).
Lemma 7 (Schwartz). Let P(x1 , ..., xp) be a polynomial
of degree d. Choose the xi’s independently from the uniform
distribution on [0, 1, ..., N&1]. If P  0, then
Pr[P(x1 , ..., xp)=0]dpN.
Lemma 8. Let x{0 be an integer smaller than 22n. For
any constant c>1 there is a constant d>0 such that the
number of integers smaller than 2cn not dividing x is at least
d2cnn.
Proof. By the law of prime numbers there are at least
0(2cn) primes smaller than 2cn. However, x cannot have
more than 2n prime divisors. K
An application of this lemma in a very similar context can
be found in [20].
Corollary 2. Let x{0 be an integer smaller than 22n.
Choose m1 , ..., mv independently from the uniform distri-
bution on [0, 1, ..., 2cn&1], for some constant c>1. There
is a constant C>0 such that for every =>0 and any v>
Cn log(1=),
Pr[x mod m1=x mod m2= } } } =x mod mv=0]=.
Proof. By Lemma 8, the probability to be bounded is
smaller than (1&dn)v. K
Proof of Theorem 9. The algorithm of Theorem 8 no
longer runs in polynomial time, since rational fractions of
exponential degree can be created in polynomial time (by
iterated multiplication). As a first modification, we can com-
pute the pairs (P1 mod M, P2 mod M) instead of comput-
ing the rational fractions R=P1P2 (P1 , P2 and M are still
viewed as elements of Q[:1 , ..., :k][X]). Hence we now
work with polynomials of bounded degree in ;, but still face
an exponential growth problem for their coefficients. These
coefficients can be computed with a polynomial number of
arithmetic operations in Q[:1 , ..., :k]. In order to decide if
such a polynomial P(:1 , ..., :k) is equal to zero, we will not
compute its coefficients explicitly. Instead, we replace
:1 , ..., :k by randomly chosen integers n1 , ..., nk and perform
the same sequence of arithmetic operations. If it turns out
that P(n1 , ... nk){0, then certainly P  0. If it turns out
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that P(n1 , ..., nk)=0, then P#0 with high probability
according to Lemma 7 (detailed analysis below). Unfor-
tunately, this new sequence of arithmetic operations cannot
be performed in polynomial time either, since we could
create integers of exponential size. However, this problem
can be solved with high probability by performing the
operations modulo v randomly drawn integers m1 , ..., mv
(Corollary 2).
Let us now show that in order to have a probability of
error smaller than, say, 14, the running time of this
probabilistic algorithm is indeed polynomial. Since the
original program runs in polynomial time, it suffices to have
a probability of error smaller than 1nO(1) for each test. For
any given test, the probability of error is bounded by the
sum of errors for the two steps:
1. application of Schwarz’s lemma,
2. application of Corollary 2.
Since the polynomials in :1 , ..., :k occurring in the computa-
tions of the pairs (P1 mod M, P2 mod M ) are obtained by
a polynomial number of arithmetic operations, their degrees
are smaller than 2n
O(1)
. It follows from Schwarz’s lemma that
the randomly drawn integral points (n1 , ..., nk) at which
these polynomials are evaluated can be taken of polynomial
size.
It is also clear from Corollary 2 that in order to achieve
an error probability smaller than 1nO(1), drawing a polyno-
mial number of integers mi of polynomial size is sufficient.
Let us now summarize the overall algorithm. It is easily
verified that the same random integers n1 , ..., nk , m1 , ..., mv
can be used for all tests. Hence the first step of our algorithm
will be:
1. On an input u # [0, 1]n, choose at random k integers
n1 , ..., nk in [0, 1, ..., 2n
O(1)
&1] and v=nO(1) integers
m1 , ..., mv in [0, 1, ..., 2n
O(1)
&1].
Each register or constant x of the real Turing machine will
be represented by a sequence of rational fractions
(Rxi )1iv , where R
x
i =P
x
i Q
x
i and P
x
i , Q
x
i # Q[X]. These
fractions are initialized as follows:
2. R:ji =nj mod mi for 1jk; R
:j
i (X )=Qj (n1 , ...,
nk , X) for k+1jp. The coefficients of R:ji are to be com-
puted modulo mi .
3. An operation x :=y op z is simulated by the following
sequence of operations:
Rxi :=(R
y
i op R
z
i ) mod M(n1 , ..., nk , X )
for i=1, ..., v; the mod operator specifies that the numerator
and denominator of Rxi are to be computed modulo M.
Moreover, the coefficients of Rxi are to be computed
modulo mi .
4. For a test x =? 0, a positive answer is provided if and
only if Pxi =0 for every i=1, ..., v.
At step 2, we assume without loss of generality that degX (Qj)
<degX (M ). This explains why, in contrast to step 3, we do
not have to compute a remainder modulo M. K
7. A SEPARATION THEOREM
In this section, we show that the real polynomial
hierarchy PHR is strictly included in EXPW , the class of real
languages recognized in weak exponential time by real
Turing machines. This generalizes considerably the large
inclusion NPREXPW which was established in [10]. The
proof answers a question of [11]: is there a boolean
language which is not in BP(PR)? In fact, we show that for
every k, some boolean language are not in BP(7kR), where
7kR is the k th level of hierarchy (these languages are a
fortiori not in BP(PR)).
Definition 4. A real language LR is in 7kR if there
exists a set A # PR and polynomial functions p1 , ..., pk such
that for any u # Rn, the following condition holds:
u # L  Q1 x1 # R p1(n) } } } Qk xk # R pk (n)(x1 , ..., xk , u) # A.
(3)
In this equation, the quantifiers Qi # [_, \] alternate,
starting with Q1=_. The class 6kR is defined by the same
condition except that the first quantifier is universal
(Q1=\). By definition,
PHR= .
+
k=0
7kR= .
+
k=0
6kR .
One can also define a weak polynomial hierarchy in the
obvious way by replacing the condition A # PR by A # PW .
We need two results from real algebraic geometry. The
following bound on the number of satisfiable sign condi-
tions for a set of multivariate polynomials is due to Milnor
[17]; see also [18] for an ‘‘elementary’’ proof.
Theorem 10 (Milnor). Let [ g1 , ..., gm] be a set of of m
polynomials in n variables. A sign condition = # [&1, 0, 1]m is
said to be consistent if there exists some x # Rn such that =i is
the sign of gi (x), for every i=1, ..., m. If the gi’s are of degree
at most d, the number of consistent sign conditions is
(md )O(n).
We also need the following result of Renegar on quan-
tifier elimination in the real number model [18].
Theorem 11 (Renegar). Let F be a formula of the first-
order theory of the reals with k quantifier alternations : F is of
the form
Q1 x1 # Rn1 } } } Qkxk # RnkG(x1 , ..., xk , u),
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where G is a quantifier-free formula, and the free variable u
is in Rl. Let m be a bound on the number of polynomials
occurring in F, and d a bound on their degrees. Then F(u) is
equivalent to a quantifier-free formula H(u). The number of
polynomials occurring in H is at most (md)2O(k)lN, and their
degrees at most (md)2O(k)N, where N=>ki=1 ni . Formula H
can be constructed by an arithmetic circuit of size (md)2O(k)lN
and depth polynomial in 2k, l, N, m, and d.
We begin with a few general remarks.
Lemma 9. Assume that LR can be recognized in
polynomial time by a real Turing machine M. Then L can be
recognized by a family (Cn)n # N of polynomial-size arithmetic
circuits over the reals. Moreover, Cn uses the same real con-
stants as M, and Cn can be constructed in polynomial time by
an ordinary Turing machine.
The proof of this result will be omitted since it is really the
same as in the boolean case (i.e., simulation of Turing
machines by boolean circuits [1]). In fact, Lemma 9 can be
generalized to models of computation over arbitrary struc-
tures (see [11]).
Now, let L be a language in 7kR (or 6
k
R) and let M be a
polynomial time real Turing machine which recognizes the
language A of (3). It follows immediately from Lemma 9
that there exists a sequence (Cn)n>0 of arithmetic circuits
over the reals satisfying the following properties:
v The output of Cn on any input (x1 , ..., xk , x) #
>ki=1 R
pi (n)_Rn and the output of M on input x and
‘‘guesses’’ x1 , ..., xk are identical.
v The size sn of Cn is polynomially bounded.
v The real constants :=(:1 , ..., :p) of Cn and M are iden-
tical.
Note that for every x # Rn, the property
Q1 x1 # R p1(n) } } } Qkxk # R pk(n)Cn(x1 , ..., xk , x)=1
is equivalent to a first-order formula of the form
Q1 x1 # R p1(n) } } } Qk xk # R pk(n) _y # Rh(n)Fn(x1 , ..., xk , y, x).
(4)
The quantifier-free formula Fn is of size O(sn) and h(n)sn .
This equivalent formula is simply obtained by adding new
quantified variables yi representing the outputs of all inter-
nal gates of Cn . This transformation can also be performed
in arbitrary structures [11]. The following generalization of
the NPR=NPW result of [10] now follows.
Theorem 12. For every k1, 7kR=7
k
W and 6
k
R=6
k
W .
Proof. By definition, 7kW7
k
R and 6
k
W6
k
R . Conver-
sely, let L be a language in 7kR such that the innermost
quantifier Qk is existential. For every x # Rn, x # L if and
only if (4) holds. This shows that L is in 7kW since the two
blocks of quantifiers Qkxk and _y can be concatenated, and
deciding Fn(x1 , ..., xk , y, x) given x1 , ..., xk , y and x can be
done in weak polynomial time. The same argument applies
to L # 6kR .
Assume now that Qk is universal. The complement L of
L # 7kR is in 6
k
R and by the argument above, L # 6
k
W . There-
fore L # 7kW . This argument also applies to L # 6
k
R . K
We are now ready to prove the main result of this section.
Theorem 13. PHR is strictly included in EXPW .
We need two intermediate results.
Lemma 10. PHREXPW .
Proof. In order to decide whether x # Rn belongs to a
language L of 7kR or 6
k
R , construct formula (4) in (weak)
polynomial time. It follows from Theorem 11 that given an
input x # Rn, formula (4) can be decided in (full) parallel
polynomial time. It can be easily seen [10, Lemma 9] that
full parallel polynomial time is included in weak exponential
time. K
Lemma 11. For every k>0, 7kR is strictly included in
EXPW .
Proof. It will be sufficient to show that BP(7kR) is
strictly included in BP(EXPW) since we already know that
7kREXPW . The boolean part of EXPW is 2
[0, 1]*; i.e.,
every boolean language is in BP(EXPW). We shall show by
a counting argument that some boolean languages are not
in BP(7kR).
Let L be a language of 7kR , and let (C
:
n)n>0 be the family
of arthmetic circuits constructed above. We use the notation
C :n instead of Cn to emphasize the role of real constants. If
the constants : are replaced by new constants ;, we obtain
a new circuit C ;n . The two circuits C
:
n and C
;
n recognize dif-
ferent sets in general. However, when the input x is boolean
and x1 , ..., xk are interpreted as real guesses, we shall see
that it is possible to bound the number of ‘‘truly different’’
real constants. To make this precise, we say that :#; if for
every input x # [0, 1]n,
Q1x1 # R p1(n) } } } Qk xk # R pk(n)C :n(x1 , ..., xk , x)=1
 Q1x1 # R p1(n) } } } Qk xk # R pk(n)C ;n(x1 , ..., xk , x)=1.
We now show that there is a constant a (dependent on k)
such that the number E of equivalences classes of # satisfies
E2ap(n+p) sn
k+1 log sn . (5)
Let us apply Theorem 11 to formula (4), with Nsk+1n ,
msn , l=n+p, and d=2. We obtain an equivalent
quantifier-free formula H :n(x) in n+p variables. Let
g1(x, :), ..., gM (x, :) be the set of polynomials occurring
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in H. The degree of gi is bounded by sO(sn
k+1
n ) and M
sO((n+p) sn
k+1
n ). Consider the 2
nM polynomials pi, x(:) of the
form : [ gi (x, :), where x # [0, 1]n and i # [1, ..., M]. The
number of equivalences classes of # is bounded by the
number of consistent sign conditions for the pi, x . According
to Theorem 10, this number is in turn bounded by
(2nsO((n+p) sn
k+1)
n s
O(sn
k+1)
n )
p.
This completes the proof of (5).
Let Bs, p(n) be the set of boolean functions on [0, 1]n
which can be computed by a quantified circuit of size s with
p real constants and k quantifier alternations. Since the
number of circuits of size S is singly exponential, it follows
from (5) that
*Bs, p(n)2O( p(n+p) s
k+2 log s).
Now, set for instance p(n)=n and sn=nlog n. It is easily
verified that *Bsn , p(n)(n)<2
2n for some large enough n0 and
every n>n0 . Hence for n>n0 there always exists a boolean
function Ln[0, 1]n which is not in Bsn , p(n)(n). Consider
the language L=n>n0 Ln . This language is not in BP(7
k
R)
since for every L$ # BP(7kR), L$ & [0, 1]
n is in Bsn , p(n)(n) for
n large enough. K
Proof of Theorem 13. For x # [0, 1]*, let x be the rank
of x in the lexicographical ordering on [0, 1]*. We define
a language LR as follows: an input of the form
( y, x1 , ..., xn) with y # [0, 1] and (x1 , ..., xn) # [0, 1]n is
accepted if bit number x of the binary expansion of y is
equal to 1. All other inputs are rejected. by the familiar
decoding algorithm, L # EXPW . This language has the
property that for any boolean language K[0, 1]*, there
exists y # [0, 1] such that the real language Ly=
[x # R; (x, y) # L] satisfies K=Ly (hence y plays the role
of an arbitrary real constant).
Assume now that L # PHR . Then L # 7kR for some k. For
any y # [0, 1], Ly is also in 7kR . Hence BP(7
k
R) contains all
boolean languages; this is in contradiction with the proof of
Lemma 11. K
The proof of Lemma 11 relies on the somewhat ques-
tionable possibility of using arbitrary real constants in the
program of a real machine. In fact, Theorem 13 holds even
without real constants.
Theorem 14. Let ER be an arbitrary set containing
the constant 0 and 1. Then PHR(E) is strictly included in
EXPW(E ).
Proof. The inclusion PHR(E )EXPW (E ) follows from
the same argument as in the E=R caseand from the fact
that in Renegar’s quantifier elimination algorithm, it is not
necessary to use any real constant that does not appear in
the original formula.
The real language L defined in the proof of Theorem 13 is
in EXPW(0, 1) and was shown to be outside PHR . It is thus
in EXPW (E )"PHR(E) for any set of constants E. K
8. APPLICATION TO ARTIFICIAL NEURAL NETWORKS
8.1 Recurrent Networks
We shall use the model of analog computation with
recurrent neural nets proposed in [22]. Let us first recall
briefly the main features of this model. The dynamics of a
network of n interconnected neurons x1 , ..., xn is defined by
xi (t+1)=fi \ :
n
j=1
aijxj (t)+ :
p
j=1
bij uj(t)+ci+
where aij , bij , ci # R. The uj’s are binary input lines:
uj (t) # [0, 1]. In the following we assume that there are only
two input lines u1 and u2 . These networks can be used to
recognize boolean languages as follows. Starting from the
initial state x(0)=0, the input is read sequentially on u1 ; u2
is a validation line which remains active (in state 1) until the
whole input has been read. The output is read on two
designated output processors, say x1 and x2 . x2 is also a
validation processor, active only when x1(t) is the actual
result of the computation.
In order to apply the results of the previous sections, we
assume that the output function fi of each processor is a
(possibly discontinuous) piecewise-linear function.
Theorem 15. If a language L # [0, 1]* can be recog-
nized in polynomial time by a recurrent neural network, then
L # Ppoly.
Proof. This is a straightforward consequence of
Theorem 4, since recurrent networks can be simulated with
additions, comparisons, and multiplication by constants
only. K
This theorem can be applied to discontinuous transition
functions; this was not the case for the results of [22]. The
authors of this paper showed that it is not possible to com-
pute more than Ppoly in polynomial time if the fi’s are
Lipschitz and polynomial-time approximable (this property
holds for most continuous functions of practical interest).
8.2. Feedforward Networks
It is shown in [16] that a family of acyclic neural nets of
constant depth and polynomial size using piecewise-polyno-
mial activation functions (defined by real parameters) can
be simulated by a family of threshold circuits which is still
of constant depth and polynomial size. In this section, we
consider families of networks of the same type and show
that they can be simulated for boolean inputs and outputs
by families of threshold circuits with a ‘‘small’’ overhead in
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size and depth. In contrast to [16], we can obtain results for
networks of more than constant depth (log n in the worst
case and nO(1) in the best) using the additional assumption
that the number of distinct real parameters occurring in the
networks is bounded by a constant.
Definition 5. A feedforward net is an acyclic graph of
gates. Each gate g computes an output of the form
y=fg \ :
k
i=1
wixi&%+ , (6)
where x1 , ..., xk are the outputs of the predecessors of g (the
parameters w1 , ..., wk , % are called ‘‘weights’’). The output
functions fg is piecewise polynomial, i.e., there is a finite
sequence c0=&<c1< } } } <cl&1<cl=+ such that f
is polynomial on each interval ]c1 , ci+1[. There are n
boolean input gates and a single gate of fan-out zero (the
output gate). This gate is a threshold gate, i.e., its output
function f is such that f (x)=1 if x0 and f (x)=0
otherwise.
Theorem 16. Let C=(Cn)n1 be a family of feed-
forward networks satisfying the following conditions :
1. The family is of polynomial size and O(log n) depth.
2. The number of distinct weights in Cn is bounded by a
constant p which is independent of n.
3. There exists d # N such that for every n and for every
output function fg of Cn , the degrees of the polynomial pieces
of fg are bounded by d.
Then C can be simulated by a family (Tn)n1 of threshold
circuits of polynomial size and depth O(log n). Moreover, the
gates of Tn have binary weights ( from [&1, 1]).
Proof Sketch. As in the proof of Theorem 4, we replace
for each n the real weights :1 , ..., :p occuring in Cn by
rational approximations : 1 , ..., : p . These approximations
must satisfy the constraint that for each input u # [0, 1]n
and each gate g of Cn , the polynomial piece of fg selected in
the computation of Cn on input u is the same as with the
actual parameters :1 , ..., :p . It follows from the hypotheses
on C that this constraint can be expressed by a system of
polynomial inequations of degree and coefficient size nO(1).
Hence by Theorem 6, : 1 , ..., : p can be taken of polynomial
size.
We can thus conclude like in [16]: Cn can be simulated
by a threshold circuit Tn of polynomial size and depth
O(log n) since the basic arithmetic operations (comparison,
multiplication, and multiple addition of integers) can be
performed by threshold circuits (with binary weights) of
polynomial size and constant depth [6] (here we use the
fact that the output functions have uniformly bounded
degrees).
Note that in this construction we deal with equality cases
with the technique of Section 5 (hence in the complete con-
struction another parameter = has to be used in addition to
:1 , ..., :p). This avoids the problem of having to perform the
algebraic computations of Section 6 with shallow threshold
circuits. K
If all network gates have piecewise-linear output func-
tions, it is no longer necessary to assume logarithmic depth
since there is no explosion of degree or coefficient size in this
case (see Lemma 2). Such networks can be obtained for
instance by ‘‘unwinding’’ the recurrent networks of Sec-
tion 8.1.
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