Combinatorial optimization problems are typically tackled by the branch-andbound paradigm. We propose a new graph convolutional neural network model for learning branch-and-bound variable selection policies, which leverages the natural variable-constraint bipartite graph representation of mixed-integer linear programs. We train our model via imitation learning from the strong branching expert rule, and demonstrate on a series of hard problems that our approach produces policies that improve upon state-of-the-art machine-learning methods for branching and generalize to instances significantly larger than seen during training. Moreover, we improve for the first time over expert-designed branching rules implemented in a state-of-the-art solver on large problems. Code for reproducing all the experiments can be found at https://github.com/ds4dm/learn2branch.
Introduction
Combinatorial optimization aims to find optimal configurations in discrete spaces where exhaustive enumeration is intractable. It has applications in fields as diverse as electronics, transportation, management, retail, and manufacturing [41] , but also in machine learning, such as in structured prediction and maximum a posteriori inference [48; 32; 46] . Such problems can be extremely difficult to solve, and in fact most classical NP-hard computer science problems are examples of combinatorial optimization. Nonetheless, there exists a broad range of exact combinatorial optimization algorithms, which are guaranteed to find an optimal solution despite a worst-case exponential time complexity [49] . An important property of such algorithms is that, when interrupted before termination, they can usually provide an intermediate solution along with an optimality bound, which can be a valuable information in theory and in practice. For example, after one hour of computation, an exact algorithm may give the guarantee that the best solution found so far lies within 2% of the optimum, even without knowing what the actual optimum is. This quality makes exact methods appealing and practical, and as such they constitute the core of modern commercial solvers.
In practice, most combinatorial optimization problems can be formulated as mixed-integer linear programs (MILPs), in which case branch-and-bound (B&B) [33] is the exact method of choice. Branch-and-bound recursively partitions the solution space into a search tree, and computes relaxation bounds along the way to prune subtrees that provably cannot contain an optimal solution. This iterative process requires sequential decision-making, such as node selection: selecting the next node to evaluate, and variable selection: selecting the variable by which to partition the node's search space. This decision process traditionally follows a series of hard-coded heuristics, carefully designed by experts to minimize the average solving time on a representative set of MILP instances [40] . However, in many contexts it is common to repeatedly solve similar combinatorial optimization problems, e.g., day-to-day production planning and lot-sizing problems [43] , which may significantly differ from the set of instances on which B&B algorithms are typically evaluated. It is then appealing to use statistical learning for tuning B&B algorithms automatically for a desired class of problems. However, this line of work raises two challenges. First, it is not obvious how to encode the state of a MILP B&B decision process [4] , especially since both search trees and integer linear programs can have a variable structure and size. Second, it is not clear how to formulate a model architecture that leads to rules which can generalize, at least to similar instances but also ideally to instances larger than seen during training.
In this work we propose to address the above challenges by using graph convolutional neural networks. More precisely, we focus on variable selection, also known as the branching problem, which lies at the core of the B&B paradigm yet is still not well theoretically understood [39] , and adopt an imitation learning strategy to learn a fast approximation of strong branching, a high-quality but expensive branching rule. While such an idea is not new [29; 4; 23] , we propose to address the learning problem in a novel way, through two contributions. First, we propose to encode the branching policies into a graph convolutional neural network, which allows us to exploit the natural bipartite graph representation of MILP problems, thereby reducing the need for manual feature engineering. Second, we approximate strong branching decisions by using behavioral cloning with a cross-entropy loss, a less difficult task than predicting strong branching scores [4] or rankings [29; 23] . We evaluate our approach on three classes of NP-hard problems, namely set covering, combinatorial auction, and capacitated facility location. We compare against the previously proposed approaches of Khalil et al. [29] , Alvarez et al. [4] and Hansknecht et al. [23] which rely on handcrafted variable features, as well as against the default hybrid branching rule in SCIP [20] , a modern open-source solver. The results show that our choice of model, state encoding, and training procedure leads to policies that can offer a substantial improvement over traditional branching rules, and generalize well to larger instances than those used in training.
In Section 2, we review the broader literature of works using statistical learning for branching. In Section 3, we formally introduce the B&B framework, and formulate the branching problem as a Markov decision process. In Section 4, we present our state representation, model, and training procedure for addressing the branching problem. Finally, we discuss experimental results in Section 5.
Related work
First steps towards statistical learning of branching rules in B&B were taken by Khalil et al. [29] , who learn a branching rule customized to a single instance during the B&B process, as well as Alvarez et al. [4] and Hansknecht et al. [23] who learn offline on a collection of similar instances, in a fashion similar to us. In each case a branching policy is learned by imitation of the strong branching expert, although the learning problem is formulated differently. Namely, Khalil et al. [29] and Hansknecht et al. [23] treat it as a ranking problem and learn the partial ordering of the candidates produced by the expert, while, Alvarez et al. [4] treat it as a regression problem and learn directly the strong branching scores of the candidates. In contrast, we treat it as a classification problem and simply learn from the expert decisions, which allows imitation from experts that don't rely on branching scores or orderings. These works also differ from ours in three other key aspects. First, they rely on extensive feature engineering, which is reduced by our graph convolutional neural network approach. Second, they do not evaluate generalization ability to instances larger than seen during training, which we propose to do. Finally, in each case performance was evaluated on a simplified solver, whereas we compare, for the first time and favorably, against a full-fledged solver with primal heuristics, cuts and presolving. We compare against these approaches in Section 5.
Other works also consider using machine learning to improve variable selection in branch-andbound, without directly learning a branching policy. Di Liberto et al. [14] learn a clustering-based classifier to pick a variable selection rule at every branching decision up to a certain depth, while Balcan et al. [8] use the fact that many variable selection rules in B&B explicitly score the candidates, and propose to learn a weighting of different existing scores to combine their strengths. Other works learn variable selection policies, but for less general algorithms than B&B. Liang et al. [37] learn a variable selection policy for SAT solvers using a bandit approach, and Lederman et al. [34] extend their work by taking a reinforcement learning approach with graph convolutional neural networks. Unlike our approach, these works are restricted to conflict-driven clause learning methods in SAT solvers, and cannot be readily extended to B&B methods for arbitrary combinatorial optimization problems. In the same vein, Balunovic et al. [9] learn by imitation learning a variable selection procedure for SMT solvers that exploits specific aspects of this type of solver.
Finally, researchers have also focused on learning other aspects of B&B algorithms than variable selection. He et al. [24] learn a node selection heuristic by imitation learning of the oracle procedure that expands the node whose feasible set contains the optimal solution, while Khalil et al. [30] learn primal heuristics for B&B algorithms. Those approaches are complementary with our work, and could in principle be combined to further improve solver performance. More generally, many authors have proposed machine learning approaches to fine-tune exact optimization algorithms, not necessarily for MILPs in general. A recent survey is provided by Bengio et al. [10] .
Background

Problem definition
A mixed-integer linear program is an optimization problem of the form arg min
where c ∈ R n is called the objective coefficient vector, A ∈ R m×n the constraint coefficient matrix, b ∈ R m the constraint right-hand-side vector, l, u ∈ R n respectively the lower and upper variable bound vectors, and p ≤ n the number of integer variables. Under this representation, the size of a MILP is typically measured by the number of rows (m) and columns (n) of the constraint matrix. By relaxing the integrality constraint, one obtains a continuous linear program (LP) whose solution provides a lower bound to (1) , and can be solved efficiently using, for example, the simplex algorithm. If a solution to the LP relaxation respects the original integrality constraint, then it is also a solution to (1). If not, then one may decompose the LP relaxation into two sub-problems, by splitting the feasible region according to a variable that does not respect integrality in the current LP solution x
Branching rules
A key step in the B&B algorithm is selecting a fractional variable to branch on in (2), which can have a very significant impact on the size of the resulting search tree [2] . As such, branching rules are at the core of modern combinatorial optimization solvers, and have been the focus of extensive research [38; 42; 1; 16] . So far, the branching strategy consistently resulting in the smallest B&B trees is strong branching [5] . It does so by computing the expected bound improvement for each candidate variable before branching, which unfortunately requires the solution of two LPs for every candidate. In practice, running strong branching at every node is prohibitive, and modern B&B solvers instead rely on hybrid branching [3; 1] which computes strong branching scores only at the beginning of the solving process and gradually switches to simpler heuristics such as: the conflict score (in the original article), the pseudo-cost [42] or a hand-crafted combination of the two. For a more extensive discussion of B&B branching strategies in MILP, the reader is referred to Achterberg et al. [3] .
s t+1
Figure 1: B&B variable selection as a Markov decision process. On the left, a state s t comprised of the branch-andbound tree, with a leaf node chosen by the solver to be expanded next (in pink).
On the right, a new state s t+1 resulting from branching on the variable a t = x 4 .
Markov decision process formulation
As remarked by He et al. [24] , the sequential decisions made during B&B can be assimilated to a Markov decision process [25] . Consider the solver to be the environment, and the brancher the agent. At the t th decision the solver is in a state s t , which comprises the B&B tree with all past branching decisions, the best integer solution found so far, the LP solution of each node, the currently focused leaf node, as well as any other solver statistics (such as, for example, the number of times every primal heuristic has been called). The brancher then selects a variable a t among all fractional variables A(s t ) ⊆ {1, . . . , p} at the currently focused node, according to a policy π(a t | s t ). The solver in turn extends the B&B tree, solves the two child LP relaxations, runs any internal heuristic, prunes the tree if warranted, and finally selects the next leaf node to split. We are then in a new state s t+1 , and the brancher is called again to take the next branching decision. This process, illustrated in Figure 1 , continues until the instance is solved, i.e., until there are no leaf node left for branching.
As a Markov decision process, B&B is episodic, where each episode amounts to solving a MILP instance. Initial states correspond to an instance being sampled among a group of interest, while final states mark the end of the optimization process. The probability of a trajectory τ = (s 0 , . . . , s T ) ∈ T then depends on both the branching policy π and the remaining components of the solver,
In practice, one might look for policies which minimize running time, but other measures that are less hardware-dependent could also be of interest, such as the upper bound integral for finding integer solutions quickly, the negative lower bound integral for tightening the MILP relaxation quickly, or the duality gap integral, which is frequently used in the combinatorial optimization community to measure the quality of a solver. Such measures can be formulated as expected long-term returns with a suitable reward function r : T → R, in which case branching is equivalent to the control problem
A natural approach to solve this problem is reinforcement learning. However, this raises several key issues which we circumvent by adopting an imitation learning scheme, as discussed next.
Methodology
We now describe our approach for tackling the B&B variable selection problem in MILPs, where we use imitation learning and a dedicated graph convolutional neural network model. As the B&B variable selection problem can be formulated as a Markov decision process, a natural way of training a policy would be reinforcement learning [47] . However, this approach runs into many issues. Notably, as episode length is proportional to performance, and randomly initialized policies perform poorly, standard reinforcement learning algorithms are usually so slow early in training as to make total training time prohibitively long. Moreover, once the initial state corresponding to an instance is selected, the rest of the process is instance-specific, and so the Markov decision processes tend to be extremely large. In this work we choose instead to learn directly from an expert branching rule, an approach usually referred to as imitation learning [26] . Figure 2 : Left: our bipartite state representation s t = (G, C, E, V) with n = 3 variables and m = 2 constraints. Right: our bipartite GCNN architecture for parametrizing our policy π θ (a | s t ).
Imitation learning
We train by behavioral cloning [44] using the strong branching rule, which suffers a high computational cost but usually produces the smallest B&B trees, as mentioned in Section 3.2. We first run the expert on a collection of training instances of interest, record a dataset of expert state-action pairs
, and then learn our policy by minimizing the cross-entropy loss
State encoding
We encode the state s t of the B&B process at time t as a bipartite graph with node and edge features (G, C, E, V), described in Figure 2 (Left). On one side of the graph are nodes corresponding to the constraints in the MILP, one per row in the current node's LP relaxation, with C ∈ R m×c their feature matrix. On the other side are nodes corresponding to the variables in the MILP, one per LP column, with V ∈ R n×d their feature matrix. An edge (i, j) ∈ E connects a constraint node i and a variable node j if the latter is involved in the former, that is if A ij = 0, and E ∈ R m×n×e represents the (sparse) tensor of edge features. Note that under mere restrictions in the B&B solver (namely, by enabling cuts only at the root node), the graph structure is the same for all LPs in the B&B tree, which reduces the cost of feature extraction. The exact features attached to the graph are described in the supplementary materials. We note that this is really only a subset of the solver state, which technically turns the process into a partially-observable Markov decision process [6] , but also that excellent variable selection policies such as strong branching are able to do well despite relying only on a subset of the solver state as well.
Policy parametrization
We parametrize our variable selection policy π θ (a|s t ) as a graph convolutional neural network (GCNN) [22; 45; 11] . Such models, also known as message-passing neural networks [19] , are extensions of convolutional neural networks from grid-structured data (as in images or sounds) to arbitrary graphs. They have been successfully applied to a variety of machine learning tasks with graph-structured inputs, such as prediction of molecular properties [15; 18] , program verification [36] , and document classification in citation networks [31] . Graph convolutions exhibit many properties which make them a natural choice for graph-structured data in general, and MILP problems in particular: 1) they are well-defined no matter the input graph size; 2) their computational complexity is directly related to the density of the graph, which makes it an ideal choice for processing typically sparse MILP problems; and 3) they are permutation-invariant, that is they will always produce the same output no matter the order in which the nodes are presented.
Our model takes as input our bipartite state representation s t = (G, C, V, E) and performs a single graph convolution, in the form of two interleaved half-convolutions. In detail, because of the bipartite structure of the input graph, our graph convolution can be broken down into two successive passes, one from variable to constraints and one from constraints to variables. These passes take the 
for all i ∈ C, j ∈ V, where f C , f V and g C , g V are respectively single-layer and two-layer perceptrons with relu activation functions. Following this graph-convolution layer, we obtain a bipartite graph with the same topology as the input, but with potentially different node features, so that each node now contains information from its neighbors. We obtain our policy by discarding the constraint nodes and applying a final 2-layer perceptron on variable nodes, combined with a masked softmax activation to produce a probability distribution over the candidate branching variables (i.e., the nonfixed LP variables). The right side of Figure 2 provides an overview of our architecture.
Prenorm layers In the literature of GCNN, it is common to normalize each convolution operation by the number of neighbours [31] . As noted by Xu et al. [50] this might result in a loss of expressiveness, as the model then becomes unable to perform a simple counting operation (e.g., in how many constraints does a variable appears). Therefore we opt for un-normalized convolutions. However, this introduces a weight initialization issue. Indeed, weight initialization in standard CNNs relies on the number of input units to normalize the initial weights [21] , which in a GCNN is unknown beforehand and depends on the dataset. To overcome this issue and stabilize the learning procedure, we adopt a simple affine transformation x ← (x − β)/σ, which we call a prenorm layer, applied right after the summation in (5). The β and σ parameters are initialized with respectively the empirical mean and standard deviation of x on the training dataset, and fixed once and for all before the actual training. Adopting both un-normalized convolutions and this pre-training procedure improves our generalization performance on larger problems, as will be shown in Section 5.
Experiments
We now present a comparative experiment against three competing machine learning approaches and SCIP's default branching rule to assess the value of our approach, as well as an ablation study to validate our architectural choices. Code for reproducing all the experiments can be found at https://github.com/ds4dm/learn2branch.
Setup
Benchmarks We evaluate our approach on three NP-hard problem benchmarks. Our first benchmark is comprised of set covering instances generated following Balas and Ho [7] , with 1,000 columns. We train and test on instances with 500 rows, and we evaluate on instances with 500 (Easy), 1,000 (Medium) and 2,000 (Hard) rows. Our second benchmark is comprised of combinatorial auction instances, generated following the arbitrary relationships procedure of Leyton-Brown et al. [35, Section 4.3] . We train and test on instances with 100 items for 500 bids, and we evaluate on instances with 100 items for 500 bids (Easy), 200 items for 1,000 bids (Medium) and 300 items for 1,500 bids (Hard). Finally, our third benchmark is comprised of capacitated facility location instances generated following Cornuejols et al. [13] , with 100 facilities. We train and test on instances with 100 customers, and we evaluate on instances with 100 (Easy), 200 (Medium) and 400 (Hard) customers. These three benchmarks were chosen because they are challenging for state-of-the-art solvers, but also representative of the types of integer programming problems encountered in practice. In particular, set covering problems capture the quintessence of integer linear programming, since column generation formulations can be written for virtually any difficult discrete optimization problem. Throughout all experiments we use SCIP 6.0.1 as the backend solver, with a time limit [16] , and Khalil et al. [29] , we allow cutting plane generation at the root node only. All other SCIP parameters are kept to default so as to make comparisons as fair and reproducible as possible.
Baselines We compare against a human-designed state-of-the-art branching rule: reliability pseudocost (RPB), a variant of hybrid branching [1] which is used by default in SCIP. For completeness, we report as well the performance of full strong branching (FSB), our slow expert. We also compare against three machine learning branchers: the learning-to-score approach of Alvarez et al. [4] (TREES) based on an ExtraTrees [17] model, as well as the learning-to-rank approaches from Khalil et al. [29] (SVMRANK) and Hansknecht et al. [23] (LMART), based on an SVMrank [27] and a LambdaMART [12] model, respectively. The TREES model uses variable-wise features from our bipartite state, obtained by concatenating the variable's node features with edge and constraint node features statistics over its neighborhood. The SVMRANK and LMART models both use the original features proposed by Khalil et al. [29] , which we re-implemented within SCIP. More training details for each machine learning method can be found in the supplementary materials.
Training We train the models on each benchmark separately. Namely, for each benchmark, we generate 100,000 branching samples extracted from 10,000 randomly generated instances for training, 20,000 branching samples from 2,000 instances for validation, and same for test. We report in Table 1 the test accuracy of each machine learning model over five seeds, as the percentage of times the highest ranked decision of the model (acc@1), one of the five highest (acc@5) and one of the ten highest (acc@10) is a variable which is given the highest strong branching score.
Evaluation Evaluation is performed for each problem difficulty (Easy, Medium, Hard) on 20 new instances using five different seeds 3 , which amounts to a total of 100 solving attempts per method. We report standard metrics for MILP benchmarking 4 , that is: the 1-shifted geometric mean of the solving times in seconds, including running times of unsolved instances without extra penalization (Time); the hardware-independent final node counts of instances that are solved by all baselines (Nodes); and the number of times each branching policy results in the fastest solving time, over the number of instances solved (Win). Policy evaluation results are displayed in Table 2 . Note that we also report the average per-instance standard deviation, so "64 ± 13.6% nodes" means it took on average 64 nodes to solve an instance, and when solving one of those instances the number of nodes varied by 13.6% on average.
Comparative experiment
In terms of prediction accuracy (Table 1) , GCNN clearly outperforms the baseline competitors on all three problems, while SVMRANK and LMART are on par with each other and the performance of TREES is the lowest. At solving time (Table 2 ), the accuracy of each method is clearly reflected in the number of nodes required to solve the instances. Interestingly, the best method in terms of nodes is not necessarily the best in terms of total solving time, which also takes into account the computational cost of each branching policy, i.e., the feature extraction and inference time. Our GCNN clearly dominates overall, except on easy instances where the LMART approach offers a slightly better running time / accuracy trade-off. The SVMRANK approach, despite being on par with LMART in terms of number of nodes, is also slower.
Our GCNN model generalizes well to instances of size larger than seen during training. GCNN even outperforms SCIP's default branching rule RPB in terms of running time in every configuration, and also in terms of nodes on medium and hard instances for setcover problems, and on hard instances for combinatorial auctions. As expected, the FSB expert brancher is not competitive in terms of running time, despite producing very small search trees.
For the first time in the literature a machine-learning-based approach is compared with an essentially full-fledged MILP solver. For this reason, the results are particularly impressive, and indicate that GCNN is a very serious candidate to be implemented within a MILP solver, as an additional tool to speed up mixed-integer linear programming solvers. Also, they suggest that more could be gained from a tight integration within a complex software, like any MILP solver is.
Ablation study
We present an ablation study of our proposed GCNN model on the set covering problem by comparing three variants of the convolution operation in (5): mean rather than sum convolutions (MEAN), sum convolutions without our prenorm layer (SUM) and finally sum convolutions with prenorm layers, which is the model we use throughout our experiments (GCNN).
Results on test instances are reported in Table 3 . The solving performance of both variants MEAN and SUM is very similar to that of our baseline GCNN on small instances. On large instances however, the variants perform significantly worse in terms of both solving time and number of nodes, especially on hard instances. This empirical evidence supports our hypothesis that sum-convolutions offer a better architectural prior than mean-convolution from the task of learning to branch, and that our prenorm layer helps for stabilizing training and improving generalization.
Conclusion
We formulated branch-and-bound, the standard exact method for solving mixed-integer linear programs, as a Markov decision process. In this context, we proposed and evaluated a novel approach for tackling the branching problem, by expressing the state of the branch-and-bound process as a bipartite graph, which reduces the need for feature engineering by naturally leveraging the variableconstraint structure of MILP problems, and allows for the encoding of branching policies as a graph convolutional neural network. We demonstrated on three NP-hard problems that, by adopting a simple imitation learning scheme, the policies learned by a GCNN were outperforming previously proposed machine learning approaches for branching, and could also outperform the default branching strategy of SCIP, a modern open-source solver. Most importantly, we demonstrated that the learned policies could generalize to instance sizes larger than seen during training. This is essential since collecting strong branching decisions, hence training, can be computationally prohibitive on large instances. Our work indicates that the GCNN model, especially using sum convolutions with the proposed prenorm layer, is a good architectural prior for the task of branching in MILP.
In future work, we would like to assess the viability of our approach on a broader set on combinatorial problems, and also experiment with reinforcement learning methods for improving over the policies learned by imitation. Also, we believe that there is plenty of room for hydrid approaches combining traditional methods and machine learning for branching, and we would like to dig deeper into the learned policies in order to extract some knowledge of interest for the MILP community. 
GCNN Training details
As described our main paper, for our GCNN model we record strong branching decisions a and extract bipartite state representations s during branch-and-bound on a collection of training instances. This yields a training dataset of state-action pairs {(s t , a t )}. We train our model with the Tensorflow [1] library, with the same procedure throughout all experiments. We first pretrain each prenorm layer sequentially on the training dataset, as described in the main paper. We then minimize a crossentropy loss using Adam [4] with minibatches of size 32 and an initial learning rate of 1e-3. We divide the learning rate by 5 when the validation loss does not improve for 10 epochs, and stop training if it does not improve for 20. All experiments are performed on a machine with an Intel Xeon Gold 6126 CPU at 2.60GHz and an Nvidia Tesla V100 GPU.
ExtraTrees training details
For ExtraTrees, we record strong branching scores σ i for each candidate variable i using our explorethen-strong-branch procedure, and extract variable-wise features φ simple i from our bipartite state s as follows. For every variable we keep the original variable node features v i , which we concatenate with the component-wise minimum, mean and maximum of the edge and constraint node features (e i,j , c j ) over its neighborhood. As a result, we obtain a training dataset of variable-wise state-score pairs {(φ simple i (s t ), σ i,t )}. The model is trained by mean-squared error minimization, while at test time branching is made on the variable with the highest predicted score, i * = arg max iσ (φ i (s t )). As Alvarez et al. [2, p. 14] mentions, with this model the inference time increases with the training set size. We thus limit the training dataset to 100,000 candidate variables, a figure in line with Alvarez et al. [2] . We did not use the expert features proposes by Khalil et al. [3] as those were resulting in worse performance for ExtraTrees. * Canada CIFAR AI Chair † Canada Excellence Research Chair 
SVMrank and LambdaMART training details
For SVMrank and LambdaMART, we record strong branching ranks ρ i for each candidate variable i using our explore-then-strong-branch procedure, and extract the same variable-wise features φ Khalil i as Khalil et al. [3] , with two modifications. First, because of differences between CPLEX and SCIP, it is difficult to reimplement single/double infeasibility statistics, but SCIP keep track of left/right infeasibility statistics, namely the number of times branching on the variable led to a left (resp. right) infeasible child. Because these statistics capture similar aspects of the branch-and-bound tree, we swapped one for the other. Second, since in our setting there is no separate data collection stage, statistics are computed on past branching decisions at each time step t. Otherwise we follow [3] , which suggest a zero-one feature normalization over the candidate, a.k.a. query-based normalization, and a binarization of the ranking labels around the 80th centile. This yields a training dataset of variable-wise state-rank pairs {(φ Khalil i (s t ), ρ i,t )}. Due to memory limitations, we limit the size of the training dataset to 250,000 candidate variables, and the validation set to 100,000. The SVMrank model is trained by minimizing a cost sensitive pairwise loss with a 2nd-order polynomial feature augmentation, and regularization on the validation set among C ∈ {0.001, 0.01, 0.1, 1}, as in the original implementation. The LambdaMART model uses 1000 estimators, and is trained by maximizing a normalized discounted cumulative gain with default parameters, and early stopping using the validation set.
