This paper is concerned with globally exponential stability in the mean square of stochastic static neural networks with Markovian switching and time delay. Firstly, the mathematical model of this kind of recurrent neural networks is established by taking information latching and noise disturbance into consideration. Then, a stability condition, which is dependent on both time delay and system mode, is presented in terms of linear matrix inequalities. Based on it, the maximum value of the exponential decay rate can be efficiently found by solving a convex optimization problem.
Introduction
According to the basic variables adopted in the modeling process, recurrent neural networks can be classified into local field neural networks and static neural networks [12] . In general, only when some strict preconditions are satisfied, the two kinds of recurrent neural networks are equivalent. While, a practical example was presented in [6] to verify that these preconditions were not always met. It means that the stability conditions for local field neural networks are not applicable to static neural networks. On the other hand, comparing with local field neural networks, much less attention has been paid to static neural networks. This motivates the study of static neural networks.
It is well known that the information latching phenomenon is frequently encountered in recurrent neural networks. One of promising ways to resolve it is to extract a finite state representation from the considered neural network [11] . In practice, the switching between the finite states can be well modeled by introducing a Markov chain. As a result, the so-called stochastic recurrent neural networks with Markovian switching are proposed. Recently, the stability analysis of this kind of recurrent neural networks has become an active research topic. Many excellent stability conditions have been reported in the literature (see, e.g., [3, 4, 9] ). In [9] , the authors discussed the stochastic stability for a class of discrete-time neural networks with Markovian switching and time-varying delays. The parameter uncertainties were also taken into account. In [4] , the stochastic stability analysis problem was studied for neutral-type neural networks with Markovian jumping parameters and mode-dependent mixed delays.
It should be pointed out that the above-mentioned results are on local field neural networks with Markovian switching. As discussed before, these criteria can not be applied to judge the stability of stochastic static neural networks. Recently, the authors initially considered the H ∞ filter design in [8] for delayed static neural networks with Markovian jumping parameters. By employing Wirtinger inequality [7], a design criterion was provided and formulated by means of linear matrix inequalities (LMIs). In [10], the stochastic stability was investigated for stochastic Markovian jumping static neural networks with asynchronous mode-dependent delays. To our knowledge, stochastic stability of delayed static neural networks with Markovian switching has not yet been fully investigated. This motivates the current study.
In this paper, our attention focuses on the stability analysis of a class of stochastic delayed static neural networks with Markovian jumping parameters. By constructing a suitable stochastic Lyapunov functional with a tripe integral term, a delay and mode dependent condition is derived under which the considered neural network is globally exponentially stable in the mean square. One of the advantages of our result lies in that the maximum allowable value of the exponential decay rate can be easily obtained by solving a convex optimization problem subject to some LMI-based constraints.
The notations used in this paper are the same as those in [3].
Mathematical Model and Problem Formulation
It is known that a delayed static neural network with n neurons can be represented byẋ
is a connection weight matrix with w ij being the connection weight between neurons j and i, A = diag{a 1 , a 2 , . . . , a n } is a diagonal matrix with positive entries a i (i = 1, 2, . . . , n), f (x) = [f 1 (x 1 ), f 2 (x 2 ), . . . , f n (x n )] T is an activation function, J is an external input, and τ is a constant time delay. In this study, the activation function f (·) is supposed to be bounded and globally Lipschitz continuous. That is, for each k ∈ {1, 2, . . . , n} and any a, b ∈ R, there exists a Lipschitz constant L k such that |f k (a) − f k (b)| ≤ L k |a − b|.
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