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Abstract
The mean life of the positive muon has been measured to part-per-million precision using a
time-structured beam, a ferromagnetic target, and a fast, multi-segmented and symmetric
scintillator detection array. The result, based on data acquired in 2006, is τµ+ = 2196980.1±
2.6 ± 1.9 ps, where the first uncertainty is statistical and the second is systematic. When
combined with the measurement based on our 2007 dataset, the average is τ avgµ+ = 2196980.3±
2.8 ps and the derived value for the Fermi constant is GF = 1.1663818(8)×10−5 GeV−2. This
thesis describes the motivation for the measurement, the experimental technique, the data
analysis, and the systematic uncertainties for the 2006 dataset.
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Chapter 1
Introduction
The Standard Model of particle physics has provided a remarkably accurate and complete
description of fundamental particles and their interactions since its introduction in the early
1970’s. The extended Standard Model, identical to the Standard Model with the exception
that neutrinos have mass, describes three generations of increasingly massive particles. Each
generation is composed of four fermions (spin-1
2
particles): an up-like quark, a down-like
quark, a charged lepton and a neutrino1. Interactions between particles are governed by
four fundamental forces: gravitational, electromagnetic, weak and strong. The gravitational
force is negligible on the scale of most particle-physics processes, and is not included in the
Standard Model2. The electromagnetic force governs the interaction between electrically
charged particles. The weak force governs transitions between particle generations and is
responsible for radioactive decay. The strong force governs the interactions between quarks
and the bound states of nuclei. At energies above the electroweak scale3 the electromagnetic
and weak forces combine into the electroweak force.
The extended Standard Model has a number of free parameters that must be determined
experimentally. These parameters are:
• The masses of the leptons and quarks,
• The mixing angles and CP-violating phase between the six quarks, as described by the
Cabibbo-Kobayashi-Maskawa matrix,
1The mass hierarchy of the neutrinos is not yet known.
2Some extensions to the Standard Model attempt to include the gravitational force.
3The electroweak scale Λ ≈ 246 GeV.
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• The mixing angles between the three neutrino generations and the three neutrino
masses, described by the Pontecorvo-Maki-Nakagawa-Sakata matrix,
• The strengths of the strong and electroweak forces.
Three parameters are necessary to characterize the interactions of the electroweak force.
The most precisely known are the fine structure constant α, the mass of the Z boson MZ ,
and the Fermi constant GF . The measurement of each of these parameters is a significant
endeavor. This work describes a new precision measurement of GF .
The Fermi constant is most precisely determined from the muon lifetime4. The muon, or
µ, is a second-generation lepton identical to the electron except for its mass of about 200 me
and its lifetime, τµ, of about 2.2 µs. The muon decays to an electron and two neutrinos via
the weak interaction
µ+ → e+ + νe + νµ (1.1)
with nearly 100% probability. According to electroweak theory, τµ ∝ G−2F ; if the weak force
were stronger, then the muon lifetime would be shorter.
The Muon Lifetime Analysis (MuLan) experiment [2] measures the positive muon lifetime
using a time-structured muon beam, a ferromagnetic target, and a fast, multi-segmented
and symmetric scintillator detection array. This thesis focuses on the acquisition, analysis,
and systematic uncertainties of the MuLan dataset acquired in 2006. While the primary
motivation was to establish the Fermi constant to the highest possible precision, a brief
digression is taken to introduce two additional motivations for an improved positive muon
lifetime. Both are related to experiments of our group involving the determination of muon
capture rates in different systems. They rely on measuring both the positive and negative
muon lifetimes to high precision.
4 When GF is determined from the muon lifetime, it is sometimes designated by special subscript Gµ
to distinguish it from other derivations. Other methods of determining the muon lifetime are summarized
in W. Marciano’s paper [1] and quoted in appendix B. The universality of the weak force states GF ≡ Gµ.
Unless otherwise noted, this document will use GF to indicate Gµ.
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Precise measurements of the muon lifetime use positive muons. When positive muons stop
in matter, they are repelled by surrounding nuclei, and muon decay is the only contribution to
the muon disappearance rate. In contrast, negative muons are attracted to nuclei, forming
bound atomic states with a nucleus. The muon bound states are similar to the electron
atomic bound states of hydrogen, except the bound states are closer to the nucleus due to
the muon’s heavier mass and due to the charge, Z, of the nucleus. In the ground state, the
negative muon’s wavefunction has a significant overlap with the nucleus, and so the muon
has a non-trivial probability to capture via the fundamental process
µ− + p→ n+ νµ. (1.2)
The capture rate, Λ, depends on the atomic number Z of the nucleus, Λ ∝∼ Z4. For
the lightest nucleus, a single proton, the capture rate is ∼ 730 s−1, which is ∼ 0.16% of
the positive muon decay rate, ∼ 4.55 × 105 s−1. This small difference between positive
and negative muon lifetimes in matter is used to find the nuclear capture rate. A precise
measurement of the positive muon lifetime, coupled with a precise measurement of the
negative muon lifetime in a material, is necessary to precisely determine the capture rate.
The goal of the Muon Capture (MuCap) experiment [3] is to determine the pseudoscalar
coupling gP of the proton. The capture rate of the negative muon on the proton ΛS is
influenced by the form factors gV (q
2), gA(q
2), gM(q
2) and gP (q
2). The first three are accu-
rately determined at q20 = −0.88m2µ from experiment and Standard Model symmetries, so a
measurement of ΛS can be used to determine gP = gP (q
2
0). By measuring the disappearance
rate λ−µ of the negative muon in isotopically pure hydrogen (sometimes called protium), the
ordinary muon capture rate ΛS is given by
λ−µ = (λ
+
µ + ∆λµp) + ΛS + ∆Λpµp, (1.3)
3
where λµp = −12.3 s−1 is a small reduction in rate due to the available phase space in the
bound state with a proton, ∆Λpµp = −23.5± 4.3± 3.9 s−1 is a correction for muon captures
occurring in pµp molecules5, and λ+µ = 1/τ
+
µ is the positive muon disappearance rate. MuCap
has published an intermediate result for gP [4], and a new result is in preparation based on
data collected in 2006 and 2007. To achieve its goal of 1% precision on ΛS and 7% precision
on gP , the MuCap collaboration requires a precise value for the positive muon lifetime.
The MuSun experiment [5] builds on the equipment and expertise developed for MuCap
with the goal of measuring the capture rate of the negative muon in deuterium Λd via the
reaction
µ− + d→ νµ + n+ n. (1.4)
This measurement can be used to extract the effective field theory parameter L1A, which is
relevant to astrophysical processes such as
p+ p→ d+ e+ + νe, (1.5)
the primary energy-generating reaction in the sun, and
νe + d→ e− + p+ p (1.6)
ν + d→ ν + p+ n, (1.7)
the charged current (CC) and neutral current (NC) reactions which measure the solar neu-
trino flux. It has been said that measuring the reaction in equation 1.4 will “calibrate the
sun,” hence MuSun’s name. Like MuCap, MuSun will compare the total disappearance rate
of µ− to λ+µ , requiring a precise measurement of the positive muon lifetime [5].
Given its fundamental importance, many attempts have been made to measure the muon
5 This uncertainty on Λpµp will be reduced by a special argon-doped target study that will determine the
molecular formation rate λpµp to better than 5% (presently contributes 4.3 ppm). A separate neutron study
will reduce the uncertainty on the ortho-para transition of pµp molecules (presently contributes 3.9 ppm
uncertainty).
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lifetime to the best possible precision. Figure 1.1 summarizes the experimental efforts over
the last six decades [6–21]. The first point shows the last muon lifetime experiment published
using cosmic rays, by Bell and Hincks [6]. Subsequent measurements used artificial muon
sources. As both source and detector technology improved, measurements of the muon
lifetime became more precise. This work focuses on data collected in 2006 by the MuLan
collaboration. An additional dataset was obtained in 2007 and analyzed independently.
Two important theoretical improvements on the determination of GF from τµ lowered
the total uncertainty on GF , as shown in figure 1.2. Prior to the second calculation, the
theory and experimental uncertainties on GF were roughly equivalent (30 ppm and 18 ppm,
respectively). After the calculation, which reduced the theoretical uncertainty on the extrac-
tion of GF to < 0.3 ppm, the experimental uncertainty on τµ dominated. This theoretical
advance, which occurred around the turn of the millennium, motivated the next-generation
muon lifetime experiments: FAST [22], RIKEN-RAL [23], and MuLan [2].
The Muon Lifetime Analysis (MuLan) experiment has made the most precise measure-
ment of the muon’s lifetime to date. In 2004, MuLan recorded ∼ 1010 muon decays as a
proof-of-concept. This intermediate result was published in 2007 [20] and was the thesis
work of Dan Chitwood [24]. In 2005, the detector’s electronics were upgraded, and in 2006
the detector target was modified based on experiences from the analysis of the 2004 dataset.
After these improvements, a much larger dataset consisting of approximately 1012 muon
decays was recorded in 2006. The following year, the stopping target material was changed
and another 1012 muon decays were recorded. This document describes the experimental
hardware, data analysis, systematic uncertainties, and final results for the 2006 running
period.
Overall, a measurement of the positive muon lifetime contributes in several ways to the
knowledge of particle physics. The lifetime provides the most precise determination of GF ,
a fundamental parameter of the Standard Model describing the strength of the weak force.
In addition, the positive muon lifetime is compared to the negative muon disappearance rate
5
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Figure 1.1: Measurements of the positive muon lifetime vs. year reported. The top panel
shows all measurements published in the last six decades. The first measurement, reported
in 1951, is the final measurement reported using cosmic rays. Subsequent experiments used
artificial muon sources. The lower left and lower right panels show zoomed-in regions of the
top panel. The MuLan experiment reports results based on three data collection periods.
One result was reported in 2007 and two are reported in 2010. This work focuses on the
first of the 2010 results, based on data acquired in 2006.
in protium (MuCap) and deuterium (MuSun) to determine the negative muon capture rate
in these materials. The MuLan experiment has determined the most precise value of τ+µ
to date, and of its three measurements, this document will describe the most precise result
based on data acquired in 2006.
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quantum electrodynamics (QED) corrections to GF reduced the theoretical uncertainty on
GF from 30 ppm to 0.3 ppm, making experimental uncertainty on the muon lifetime the
dominant contribution to the uncertainty on GF .
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Chapter 2
Muon decay and the Determination of
GF
2.1 Definition of GF and a Brief History of the Weak
Force
In the early 1930’s, following Pauli’s invention of the neutrino to explain the continuous beta
decay spectrum, Fermi wrote down a Lagrangian for beta decay by drawing an analogy to
nuclear gamma emission [25]1. The comparison can be seen as follows. The Lagrangian for
nuclear photon emission is written as the product of two currents
L = ejµAµ = e(u¯pγµup)Aµ (2.1)
where jµ is the proton current, A
µ is the photon current, and e is the magnitude of the
electron’s charge. To convert this form into a description of electron emission from a nucleus,
Fermi made a few substitutions. First, he replaced the proton current with a current for
changing a neutron into a proton. Second, he replaced the electromagnetic current with a
lepton current. Finally, he changed the constant describing the strength of the interaction
from the electron charge e to the strength of the weak force G. The modified Lagrangian is
LF = G(u¯pγµun)(u¯eγµuν). (2.2)
1 Fermi’s original paper was published in German in Zeitshrift fu¨r Physik. An English translation is given
by Wilson in [26]
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Note the G in this equation is not the same constant as the modern GF . When Fermi wrote
his theory of beta decay in this way, he “discovered” the weak force. Fermi’s description of
beta decay generalizes to all point-like weak four-fermion interactions, and has withstood
the tests of time to remain relevant today.
Since Fermi’s initial description of beta decay, the theory of the weak force has undergone
several refinements. The first major refinement came with the discovery that the weak force
violates parity. Parity is a “mirror symmetry;” if a process obeys parity then it appears
identical in the real world and in a mirror world where all three spatial directions are inverted.
In 1957, several experiments observed the parity violation of the weak force. Wu et. al.
observed that the electron emitted in the beta decay of Cobalt-60 is directed preferentially
in a direction opposite to the nuclei’s spin [27]. This decay violates parity because “in
the mirror,” the direction of the outgoing electron is flipped but the spin of the nucleus
is not. Two more experiments in the same year, one by Friedman and Telegdi [28] and
one by Garwin, Lederman, and Weinrich [29] observed parity violation in the decay chain
pi → µ → e. In this decay chain, the muon is polarized with its spin directed parallel or
antiparallel to its direction of motion. Furthermore, the electron’s direction is correlated to
the muon spin direction.
After the observation of parity violation, there was still some ambiguity about whether
the weak force was right- or left-handed. A particle is left-handed if its spin points antiparallel
to its momentum. Such particles are also said to have negative helicity. This ambiguity was
resolved by Frauenfelder et. al. when they measured the negative helicity of electrons from
the beta decay of 60Co [30], and by Goldhaber, Grodzins, and Sunyar when they measured
the negative helicity of neutrinos by observing the gamma ray from orbital electron capture
in 152mEu [31].
The second major refinement to Fermi’s theory came with the prediction and later ob-
servation of the weak force carriers. The weak force carriers (W+, W−, Z) were predicted
in the late 1960’s by Glashow, Salam, and Weinberg in their description of Electroweak uni-
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fication [32–35]. The W and Z bosons were later observed at the Super Proton Synchrotron
(SPS) in 1983 [36–39]. These force carriers replaced the point-like interaction described by
Fermi’s theory with propagators for these force carriers. However, for processes with energies
much less than the mass of the weak force carriers, Fermi’s point-like description is valid.
2.2 Muon Decay
+µ
+W
µν
eν
+e
Figure 2.1: Tree-level Feynman diagram for positive muon decay. The external legs of the
diagram are the bare wavefunctions of the muon, muon antineutrino, positron, and electron
neutrino. The corresponding Lagrangian is given in equation 2.3.
In modern notation, muon decay µ+ → e+ νe νµ is described by the Feynman diagram
shown in figure 2.1 and by the Lagrangian
LW = g
2
2M2W
[u¯νµγ
λ (1− γ5)
2
uµ][u¯eγλ
(1− γ5)
2
uνe ], (2.3)
where g is the bare coupling constant of the Electroweak force, MW is the mass of the W
boson, the first term in brackets is the muonic current, and the second term in brackets is
the electron current. The terms (1 − γ5)/2 project out the “vector - axial vector” or left-
handed leptonic couplings. This muon decay occurs nearly 100% of the time; the rare decays
µ+ → e+ νe νµ γ and µ+ → e+ νe νµ e+ e− occur with branching ratios 1.4 ± 0.4 × 10−2
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and 3.4 ± 0.4 × 10−5, respectively [40]. These rare decays are automatically included in
higher-order calculations of muon decay.
The W boson is heavy (mW ≈ 80 GeV) compared to the energy available for decay from
the muon’s mass (mµ ≈ 105 MeV). Since the W is so heavy compared to the muon, Fermi’s
four-fermion contact interaction theory is valid (Fig. 2.2), with GF defined as
GF√
2
=
g2
8M2W
. (2.4)
Using this substitution, the weak Lagrangian given in 2.3 yields the tree-level decay rate, Γ0,
which is calculated for massless electron and neutrinos and neglects radiative corrections,
Γ0 =
1
τµ
=
G2Fm
5
µ
192pi3
. (2.5)
+µ
FG
µν
eν
+e
Figure 2.2: Muon decay described with a four-fermion point interaction. The W boson
propagator in figure 2.1 is collapsed to a point interaction with strength GF .
2.3 Angular and Energy Dependence for Muon Decay
Louis Michel wrote down the most general lepton-conserving, local, Lorentz-invariant, deri-
vative-free four-fermion interaction in 1950 [41]. Ignoring neutrino masses and integrating
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over the positron polarization, in the muon’s rest frame the outgoing positron has angular
and energy distributions which follow
d2Γ
dx dcosθ
∼ x2
(
3(1− x) + 2ρ
3
(4x− 3) + 3ηx0 (1− x)
x
± Pµεcosθ
(
1− x+ 2δ
3
(4x− 3)
))
(2.6)
where the reduced energy x = 2Eemµ/(m
2
µ + m
2
e) ≈ 2Ee/mµ ranges from 0 to 1 and the
parameters ρ, η, ε, εδ, commonly called Michel parameters, are determined to be { 3
4
, 0, 1,
3
4
} under the Standard Model “V-A” theory. The sign ± in front of the polarization Pµ is
positive for µ+ and negative for µ− [40]. Integrating equation 2.6 over energy and inserting
the Michel parameters from the Standard Model, we find
dΓ
dcosθ
= Γ0
(
1
2
+
1
6
Pµcosθ
)
. (2.7)
Likewise, integrating over angle θ gives
dΓ
dx
= Γ0
(
6x2 − 4x3) . (2.8)
These equations are plotted in figure 2.3. These figures show that the majority of outgoing
positrons are emitted at high energy in the direction of the positive muon’s spin.
2.4 Radiative Corrections to Muon Decay
For a precise and complete description of muon decay, hadronic and QED effects must be
included in the full muon decay Lagrangian
Ltotal = LW + LHAD + LQED, (2.9)
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Figure 2.3: Decay probability vs. positron energy (a) and vs. angle relative to muon spin
at various energies, where the spin is aligned with the x-axis (b). Note that the positron is
emitted preferentially in the direction of the positive muon’s spin.
where LW is given by equation 2.3. These additional terms are manifest as small loop-level
corrections to the tree-level decay rate and are parameterized as qi, where i is the number
of times the renormalized coupling constant evaluated at the muon mass, αr(mµ) ≈ 1136 ,
appears in each term2. When including these corrections, the decay rate is given by
Γµ =
1
τµ
=
G2Fm
5
µ
192pi3
(1 + Σiqi). (2.10)
2 The renormalized coupling constant evaluated at the muon mass is slightly larger in magnitude than
the familiar evaluation at 0, αr(0) ≈ 1137 .
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In this formalism, the weak and non-weak contributions to the decay rate factorize3. The
non-weak components are parameterized by the qi, and the weak components are entirely
contained within GF . The weak-only corrections appear as ∆r in the relation
GF√
2
=
g2W
8M2W
(1 + ∆r) . (2.13)
A power series can be used for ∆r in a manner similar4 to ∆q, where ∆r =
∑∞
i=0 r
(i) and i
is the number of times αr appears in the ∆r
(i).
+µ
FG
γ
µν
eν
+e
Figure 2.4: First-order QED correction to Fermi’s picture of muon decay.
The QED corrections are known up to second order, and are summarized here. The
zeroth-order correction arises from the phase space integrals, where the electron mass and
3An earlier formalism for Γµ was laid out by A. Sirlin (eqn 35c of [42]):
Γ = Γ0
(
1− 8m
2
e
m2µ
)[
1 +
3m2µ
5m2W
+
α
2pi
(
25
4
− pi2
)]
(2.11)
and was later rewritten as ( [40]):
Γ = Γ0(1 + q0)(1 + q1)
(
1 +
3m2µ
5m2W
)
. (2.12)
Retaining this formalism while incorporating the 2nd order QED corrections becomes cumbersome, as one
must redefine the weak parameters and abandon weak and non-weak factorization.
4 Interested readers can refer to section 8 of van Ritbergen and Stuart’s paper for discussion and further
references [43].
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the leading muon neutrino mass terms5 are nonzero [43].
∆q(0) = −8x− 12x2 lnx+ 8x3 − x4 − 8y +O(xy), x = m
2
e
m2µ
, y =
m2νµ
m2µ
(2.14)
The lowest-order QED correction to the muon lifetime is shown diagrammatically in figure
2.4. This correction was calculated by Berman [44] and by Kinoshita and Sirlin [45] in the
late 1950’s. Later, Nir showed the full electron mass inclusions [46] are
∆q(1) =
(αr
pi
)(25
8
− 3ζ(2)− (34 + 12 lnx)x+ 96ζ(2)x3/2 +O(x ln2 x)
)
(2.15)
where the Riemann zeta function ζ(2) = pi
2
6
and x = (me/mµ)
2. The second-order QED
correction, calculated by van Ritbergen and Stuart assuming me = 0 and ignoring τ loops,
is given by
∆q(2) =
(αr
pi
)2(156815
5184
− 1036
27
ζ(2))− 895
36
ζ(3) +
67
8
ζ(4) + 53ζ(2) ln 2
)
(2.16)
where ζ(3) = 1.20206... and ζ(4) = pi4/90 [43].
Other corrections to muon decay come from tau and hadronic components, as given in
equations 2.17 and 2.18 [47]. A further refinement came from the calculation of the finite
me contributions to ∆q
(2) by Pak and Czarnecki. They discovered that the electron mass
effects are larger than expected [48].
∆qhad = −
(αr
pi
)2
(0.042± 0.002) (2.17)
∆qtau = −
(αr
pi
)2
0.00058 (2.18)
∆qme ' −0.43× 10−6 (2.19)
5Typically the neutrino masses are assumed to be 0, but the neutrino mass is shown here for completeness.
From direct observation, mνµ < 190 keV, but cosmological studies constrain the sum of the neutrino masses
to a few eV [40].
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The remaining theoretical uncertainty on δGF/GF is sub-ppm. The leading logarithmic
correction for three loops and for uncalculated QED logarithmic corrections of the form
(α
pi
)2(me
mµ
)2
ln2
(
me
mµ
)2
(2.20)
give an estimated uncertainty on δGF/GF of 1.4× 10−7 and 1.7× 10−7 respectively.
2.5 Extracting GF from τµ
Since the radiative corrections have been calculated in detail, it is straightforward to calculate
the value of GF from equation 2.10. The contributions to the uncertainty can be seen by
solving for GF ,
GF =
(
192pi3
τµm5µ(1 + ∆q)
)1/2
. (2.21)
The dominant contributions to the uncertainties on GF come from the muon lifetime, the
muon mass, and the radiative corrections;
δGµ
Gµ
= −1
2
δτµ
τµ
− 5
2
δmµ
mµ
− 1
2
δ(1 + ∆q)
1 + ∆q
. (2.22)
Prior to this work, the first term was obtained from the world average muon lifetime at
τµ = 2197.034± 0.021 ns (9.5 ppm) [40]. The second term depends on the muon mass. The
mass is determined indirectly from ratios of magnetic moments of the muon and electron to
the proton,
mµ
me
=
µe/µp
µµ/µp
gµ
ge
, (2.23)
and a measurement of the electron mass relative to ionized carbon 12C with a small (1 + )
correction for the ionization of carbon,
mµ =
mµ
me
me
m12C
12(1 + ). (2.24)
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This indirect method is quite precise, since the measurements are done as a ratio of frequen-
cies where most of the systematic uncertainties cancel. The current CODATA recommended
value for the muon mass is mµ = 105.6583668 ± 0.0000038 MeV (36ppb) [49]. The third
term depends on the theoretical description of muon decay. Refinements by Ritbergen and
Stuart reduced the uncertainty on ∆q to < 0.3 ppm. Overall, the experimental uncertainty
on τµ is the dominant contribution to the uncertainty on GF .
2.6 Muon Lifetime in Matter
To prevent distortions from relativistic time dilation, the muon lifetime is measured with
the muon at rest. Muons are produced from pion decay with nonzero kinetic energy, and
are transported from the area of production, which contains many undesirable backgrounds,
to a measurement area. The easiest way to stop the muons upon arrival is by embedding
them in matter. The muons are slowed by elastic collisions with electrons in the material
until their energy is low enough to form muonium, a bound state of one positive muon and
one electron. Repeated association and dissociation with electrons slows the muon further,
until the kinetic energy of the muon is equal to the temperature in the material. The entire
stopping process takes O(10−9) s. The degree to which the muon’s polarization is preserved
during the stopping process depends on the material [50].
Once stopped, the muon’s spin will precess in local magnetic fields. The total field seen
by the muon is the sum of applied external fields, bulk magnetization of the material, and
nearby atomic dipoles. If the temperature is above a critical temperature, the muon will
hop from site to site in the atomic lattice, sampling several magnetic fields before it decays.
In the case of several muons stopped in the material, the average spin will precess about the
average field, and the average polarization perpendicular to the magnetic field will disappear
with characteristic time constant commonly called T2. Likewise, the component of the spin
parallel to the magnetic field will relax with a characteristic time constant called T1. The
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active field of muon spin rotation (µSR) uses muons to perform measurements of magnetic
fields in materials, but these measurements will not be discussed here.
It is well known that some nuclear decay rates, particularly those which decay by electron
capture, can be modified by the surrounding material due to the overlap of the electron wave
function with the nucleus [51]. For example, the isotope rhenium-187, a beta emitter, has
different half-lives depending on its ionization [52]. A natural question is whether the muon
decay depends on the available phase space for the outgoing positron; i.e., whether the muon
decay rate depends on whether the muon decays in vacuum or while embedded in a material.
The example of muonium was considered as a worst case. Muonium is similar to a hydrogen
atom, where the proton has been replaced by a muon. Here, the overlap of the electron’s
wavefunction with the muon is large. However, Lorentz and gauge invariance guarantee
that the Michel spectrum is only slightly broadened due to time dilation effects, with no
other distortions. The fractional size of these effects is ∼ 10−9. If the muon does not form
muonium, such as in a metal target, the conduction band electrons will have an effect of
similar magnitude [53]. Therefore, the difference in lifetime between a muon decaying in
vacuum and a muon decaying in a material is below the resolvable power of MuLan.6
2.7 Summary
This section has discussed the weak force in general and muon decay in particular. The
constant describing the strength of the weak force was introduced in Fermi’s original theory
in 1934. In its modern form, GF is still highly relevant to calculations involving the weak
force, even after several refinements to the theory. The muon lifetime gives the most precise
determination of GF , especially after recent theoretical work on the radiative corrections to
muon decay. Finally, effects from the surrounding matter do not contribute significantly to
6The formalism for muon decay is also quite similar to semileptonic b-quark decay b → slν. This
insensitivity of the muon lifetime to its environment is analogous to the similar lifetime of all B mesons,
which is roughly the lifetime of the b quark.
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a distortion of the muon lifetime. Overall, the positive muon lifetime can be measured in
matter and used to determine GF .
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Chapter 3
The MuLan Experiment
3.1 Introduction
In practice, the muon lifetime is measured by bringing positively charged pions or muons to
rest in a target and observing the outgoing positrons from muon decay. The muon lifetime
is measured at rest to avoid distortion from relativistic time dilation. Using a beam of pions,
rather than muons, is sometimes more convenient, and the short pion lifetime of ∼ 26 ns
(compared to the longer muon lifetime of ∼ 2.2 µs) ensures that only muons remain in the
target a short time after the pion arrives1. A histogram of the time difference between the
muon (or pion) arrival time and the positron appearance time can be fit with the function
N(t) = N0e
t/τµ to find the positive muon’s lifetime.
Prior to MuLan, the most precise measurements of the muon lifetime were published in
1984 by Giovanetti et. al. (henceforth called the TRIUMF experiment, [18]) and by Bardin
et. al. (henceforth called the Saclay experiment, [19]). Both experiments achieved similar
precision using very different techniques. The experiments are reviewed here in the context
of how to design an experiment that can improve upon their precision by a factor of 20 or
more.
1 The positive pion has lifetime ∼ 26 ns and decays to muons via pi+ → µ+ + νµ with nearly 100%
probability. Although the decay pi+ → e+ + νe appears energetically favorable, the lower mass positron
is disfavored by helicity suppression. The pion has 0 spin, and the electron, muon, and neutrinos have
spin 1/2. The weak force is known to be left-handed; neutrinos and matter have negative helicity with
spin antiparallel to momentum. Likewise, antineutrinos and antimatter have positive helicity. Under these
helicity rules, the outgoing positron from pion decay would have the wrong spin. Helicity conservation
suppresses the production of lighter particles, so the heavier mass of the muon enhances muon production
over electron production by ∼ (mµ/me)2.
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The TRIUMF (Tri-University Meson Facility) experiment collected positive pions one at
a time in a water Cerenkov target. The experiment used the M-11 and M-13 beamlines at
TRIUMF. Both beamlines had intensities of 5 − 30 × 103 pi/s, with a duty cycle of 2-5 ns
beam-on and 43 ns beam-off, essentially dc on the scale of the muon lifetime. A pion entering
the water target was observed by a coincidence between two entrance scintillation counters.
That coincidence marked the beginning of a 20 µs observation window. The rapid pi → µν
decay was unobserved, but the muon decay to a positron was observed by its radiation of
Cerenkov light, which was wavelength shifted and observed by two photomultiplier tubes,
as shown in figure 3.1. If a second pion arrived during an open observation window, that
window was not used in the analysis. The TRIUMF experiment measured the muon lifetime
τ+µ = 2196.95 ± 0.06 ns (27 ppm) [18]. The primary limitation of this experiment was the
low muon collection rate. The experiment was designed to collect one event in a clean
observation window of 20 µs. The maximum collection rate under these conditions is ∼
50 kHz, approximately the rate of the pion beam. Assuming a typical experiment live-
time of 60%, it would take over a year to collect the 1012 events necessary for a 1 ppm
measurement.
The Saclay experiment stopped positive pions in a sulfur target. The experiment was
designed to measure multiple muon decays simultaneously with six scintillator telescopes, as
shown in figure 3.2. The Saclay beam has duty cycle 3 µs beam-on followed by over 200 µs
beam-off. The Saclay experiment fit the lifetime from 1 µs to 66 µs after the beam turned
off, and then opened three 80 µs gates to study backgrounds. The beam rate was tuned so
that the hit multiplicity in the detector is 0.1 positrons per beam cycle per telescope. The
Saclay experiment measured the muon lifetime τ+µ = 2197.078 ± 0.073 ns (33 ppm) [19].
This experiment dealt with systematic uncertainties such as pileup, non-flat background,
and spin muon precession, issues which will be discussed later in the context of the MuLan
experiment.
Although both experiments reached impressive precision, measuring the muon lifetime to
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Figure 3.1: Water Cerenkov target used in the TRIUMF muon lifetime measurement. Pions
enter from the left and are marked by a coincidence between scintillation counters S1 and
S2. The pion stops in the water target and decays pi → µ→ e. The Cerenkov light from the
outgoing positron is seen by the two phototubes marked L and R. (Figure reproduced from
Giovanetti et. al. [18])
Figure 3.2: Experimental setup for the Saclay experiment; Pb=lead, S=sulfur,
Sc=scintillator. Pions enter from the left and stop in the second perpendicular sulfur disk.
Outgoing positrons are observed by the six scintillator telescopes arranged around the target.
(Figure reproduced from Bardin et. al. [19])
even higher precision requires new experimental techniques. For low-background measure-
ments of the muon lifetime, the precision scales as N−1/2, where N is the number of observed
muon decays. Therefore, to achieve a part-per-million measurement of the muon lifetime,
approximately 1012 muon decays must be collected. Since both experiments were running
22
at the highest rate commensurate with their techniques, acquiring 1012 muon decays would
require an untenably long running period.
The MuLan experiment loosely follows the design of the Saclay experiment for recording
simultaneous events, but optimizes two features which limited their effort. MuLan starts
with the high-rate dc muon beam at Paul-Scherrer Institute (PSI) and adds a user-controlled
time structure, imposing muon collection and measurement cycles optimized for maximum
throughput. Additionally, the detector is segmented in 170 individual units, compared to 6
for Saclay. The high muon rate is offset by the segmented detector, so that the rate in a
single detector element is approximately 0.1 muons per beam cycle. This time-structured
beam and segmented detector maximize the number of simultaneous muon decays that can
be recorded. The beamline, detector, and read-out electronics for the MuLan experiment
are described below.
3.2 Facility
The MuLan experiment took place at the Paul-Scherrer Institute (PSI) in Villigen, Switzer-
land. During MuLan data taking, PSI’s 590 MeV dc proton beam had a current of 1.8 mA,
making it the most intense dc proton beam in the world2.
The proton beam originates in a 0.8 MeV Cockcroft Walton electrostatic linear acceler-
ator3. Next, the beam travels through two ring cyclotrons, each operating at a frequency of
50.63 MHz. The first cyclotron accelerates the protons to 73 MeV and the second to 590
MeV. The proton beam serves many purposes. It can be sent to a proton therapy medical
area or to the experimental hall. In the experimental hall, the beam travels through two car-
bon targets to produce muons and pions, which are directed into secondary beamlines. The
carbon targets rotate at a frequency of 1 Hz to distribute the heat generated by the proton
beam over a larger area; this rotation slightly modifies the beam rate at the same frequency.
2Since the MuLan run, the proton beam intensity has increased to 2.2 mA
30.8 MV is the limit when using air as an electric insulator.
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Downstream of the carbon targets, the proton beam is sent either to a beam dump or to the
SINQ neutron production area. When the beam is sent to the beam dump, the maximum
allowed proton current is 1.4 mA. When the proton beam is sent to the neutron target, the
allowed current is unrestricted. In 2006, the neutron source was undergoing testing after
initial construction, so the proton current was limited at 1.4 mA for a significant part of the
MuLan run. When the beam went to the neutron source, the current was 1.8 mA.
3.3 Muon Beamline
MuLan takes place in the piE3 beamline, shown in figure 3.3. The beamline propagates muons
from the carbon target “E” to the center of the experiment. The beamline elements are
customizable on an experiment-by-experiment basis, starting with the kicker and extending
to the experiment. The other elements upstream of the kicker are encased in concrete blocks
for radiation safety.
The 590 MeV protons from the primary beam interact with carbon target E, producing
pions. Positive pions that come to rest near the surface of the target decay and produce
muons with momentum ∼ 28 MeV/c. Muons with this energy, sometimes called “surface
muons,” are accepted by the piE3 beam optics and represent the maximum muon flux trans-
mitted by the beamline.
The beamline is composed of several elements. Dipole and quadrupole magnets provide
fields perpendicular to the particles’ motion. Their bending or focusing strengths are tuned
by adjusting the currents in their windings4. These magnets act on charged particles in the
beam via the Lorentz force
~F = q( ~E + ~v × ~B). (3.1)
Dipoles bend the beam. Quadrupoles, composed of four alternating north and south mag-
4The electromagnets have a slight hysteresis, so the bending of the beam at a particular magnet setting
depends on the magnet’s history. To achieve repeatable settings during beam tuning, magnet currents were
set high and then reduced to the desired value.
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Figure 3.3: a) Schematic of the MuLan beamline. A 590 MeV proton beam directed into the
page intersects a carbon target, represented by a dot (E) on the left side of (a). The MuLan
beamline accepts muons with momentum 28 MeV/c (≈ 4 MeV) ± 2% from pions that
decay at rest. Dipole magnets (“D”, blue) bend the beam and quadrupole magnets (“Q”,
red) focus the beam. The beam path undergoes opposing 60 degree bends in the vertical
plane. Kicker plates (light blue) introduce time structure, and an E × B separator (gray)
removes positrons. The kicker and separator electric fields are aligned in the same direction,
and deflect the muons downward. Slits (green) remove muons with undesired position or
momentum. The upper side of the second slit (S2) plays a critical role in beam momentum
distribution, and consequently the kicker’s ability to switch off the beam. b) Photo of the
visible section of the beamline, starting with the kicker, from above.
netic poles, focus the beam in one direction and defocus it in the perpendicular direction.
Two or three quadrupoles in series act analogously to an optical lens to focus the beam.
The slits are composed of four independently movable walls above, below, left, and right
of the beam. The slits can be opened to increase the beam rate or closed to reduce the
beam’s momentum spread or spatial extent. The separator generates perpendicular electric
and magnetic fields and acts as a velocity filter. The separator is tuned to pass muons with-
out deflection; positrons are deflected into the side of slit 3 (labeled S3 if figure 3.3). The
25
beamline is tuned to produce a tight spatial focus at slit 3, which is then imaged onto the
target in the center of the detector by the last quadrupole triplet. The last section of the
vacuum pipe has radius 20 cm, passes through the detector, and mechanically supports the
target in the center of the detector. When all elements are tuned to their optimal values, the
beamline delivers 107 muons per second to the experiment. The beam spot at the target,
shown in figure 3.9, has a horizontal RMS size of 21 mm and a vertical RMS size 10 mm.
The beam profile was measured by a multiwire proportional counter, which is described in
section 3.5.
3.4 Kicker
Aside from its high intensity, the most important characteristic of the MuLan beamline is
the ability to switch the dc muon beam on and off with a user-selectable time structure
using the MuLan electrostatic kicker. The kicker is located at the beginning of the upper
straight section of the piE3 beamline. If the kicker is off, the muons propagate straight
through that section of the beamline. When the kicker is energized, the beam is deflected
37 mrad downward. The undeflected beam is tuned to a tight vertical focus at slit 3, so
this slight deflection moves the beam into the upper wall of this slit and prevents the muons
from reaching the experiment.
3.4.1 Kicker Hardware
The kicker consists of four parallel plates inside a vacuum tank, with two above and two
below the beam axis, in series. A diagram showing the position of the kicker plates relative
to the proton beam is shown in figure 3.4a, and a photo of the kicker exterior as it is
being lowered into the beamline is shown in figure 3.4b. The kicker plates are composed
of aluminum, and each plate is 75 cm long and 20 cm wide. The plates are transversely
separated by 12 cm, allowing the muon beam to pass between them. To prevent the beam
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Figure 3.4: a) A diagram of the kicker shows the four kicker plates, with two above and two
below the muon beam. Each plate is attached to a high-voltage (HV) cabinet. b) A photo
of the kicker being lowered into the beamline shows the beampipe which houses the kicker
plates and the four HV cabinets. c) A view along the beamline shows the kicker plates above
and below the beamline, and the direction of the electric field when the kicker is energized.
d) Hits in the beam monitor (see section 3.5) show the 5 µs beam-on and 22 µs beam-off
kicker cycle. The trigger suppression was applied to reduce the data rate by a factor of 128.
from passing above or below the set of plates, collimators are placed in the upstream and
downstream openings of the kicker beampipe with aperture 12.5 cm horizontally and 12.0 cm
vertically. The longitudinal gap between the plates in series is 5 cm. The kicker beampipe
diameter is 60 cm.
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Figure 3.5: The interior of one kicker HV cabinet, showing one stack of 17 MOSFET cards
used to drive the kicker plate. Each cabinet holds two stacks. One stack pulls the plate
voltage to the maximum value and the other pulls the voltage to 0. The extra MOSFET
stability card ensures the kicker voltage is stable during the kicker-on measurement period.
As designed, the voltage on each plate is driven by two stacks of seventeen MOSFET5
cards, in series. The upper half of the interior of one high-voltage (HV) cabinet is shown in
figure 3.5. The two stacks operate in a push-pull mode, with one stack pushing the plate
voltage to its HV value and the other stack pulling the plate voltage to ground. An extra
MOSFET card is used on the active stack during the measurement period to ensure the
stability of the kicker voltage. When energized, the top two plates have potential +12.5 kV
and the bottom two plates have potential -12.5 kV, with a virtual ground in between.
5MOSFET = metal oxide field effect transistor
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3.4.2 Kicker Performance
When all MOSFET stacks are functional, the transition from 0 to peak voltage, and the
inverse, takes 45 ns [54]. However, during the 2006 data collection period the kicker was
operated in 2-cabinet mode with half its complement of MOSFET cards. The other two
cabinets were disconnected from their kicker plates, and those two plates were electrically
connected to the active plates. In this configuration, the two active cabinets supplied voltage
to all four kicker plates. The voltage and stability of the kicker was unaffected, but the HV
transition time is increased from 45 to 67 ns.
This modification was necessary because of hardware failure in a few MOSFET cards.
The 17 MOSFET cards in each stack are connected in series to supply 12.5 kV to each kicker
plate. Each card is rated up to 1 kV and contributes roughly 735 V to the total voltage on
the plates. The cards must transition at the same time. If a card lags behind the transition,
it could short-circuit and burn out. This short-circuited card then places additional load
on the adjacent cards, which are more likely to burn out as a result. A shortage of cards
required the modification to two-cabinet mode, and the longer transition time in this mode
decreased the chance that cards would fail.
Even though the transition time is 67 ns, the HV stacks require some time to recharge.
The kicker can switch at a maximum frequency of 50 kHz with a selectable duty cycle,
provided that the on-off transitions are separated by 200 ns. This separation is necessary to
protect the MOSFETs from noise in the transition control signal.
For the muon lifetime measurement, the kicker is switched off for 5 µs to accumulate
muons in the stopping target at the center of the detector, then switched on for 22 µs to
observe muon decays. Figure 3.6 shows the counts in the detector vs. time follows a rising
and falling exponential similar to the charging and discharging of a capacitor in an RC circuit.
The 5 µs accumulation period “charges” the target with muons to 90% of its capacity. The
22 µs measurement period was chosen to observe a portion of the flat background after
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Figure 3.6: Beam-on and Beam-off periods, imposed by the kicker and observed by the
detector. The time constant of the exponential rise and fall is the muon lifetime.
most of the muons have decayed. With this time structure and a dc muon beam rate of
approximately 10 MHz, 50 muons are accumulated during the 5 µs beam-on period, but
only approximately 20 muons remain undecayed at the start of the measurement period.
The kicker does not completely switch off the muon beam, even with a narrow focus at
slit 3. During the development of the final beam tune in the summer of 2005, a compromise
was made between beam rate and beam extinction. The beamline is tuned slightly away
from the maximum muon rate to allow the beam to be extinguished more effectively (Fig.
3.7). The typical extinction of the beam, defined as beam-on rate divided by beam-off rate,
is around 970.
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Figure 3.7: piE3 beam rate (blue) and extinction (red) vs. separator magnetic field strength
(arbitrary units). The strength of the magnetic field in the velocity filter affects the vertical
tilt of the beam. The best extinction is given slightly away from the peak muon rate. This
plot was created during the process of beam tuning, so the muon rate is lower than its
maximum value.
(a) (b)
Figure 3.8: a) A drawing of the Exit Muon Counter (EMC). b) A photo of the EMC mounted
on the beampipe.
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3.5 Beam Monitor
A high-rate multi-wire proportional chamber, called the exit muon counter (EMC), was used
for beam monitoring. A CAD6 drawing and photo of the EMC are shown in figure 3.8. The
wire chamber was attached to an independently movable support. Before the detector was
in place, the EMC was placed at what would become the center of the detector. The active
area of the EMC is ∼ 10 × 10 cm, so several beam snapshots were combined to give the
∼ 22 × 22-cm beam profile shown in figure 3.9. After the detector was in place, the EMC
was positioned downstream of the detector. At least once per day, the target was opened to
take a snapshot of the beam profile using the EMC.
The EMC was designed to function under high instantaneous muon beam rates during
the accumulation period. The EMC consists of two perpendicular planes of 20-µm tungsten
wires. Each plane has 100 wires (96 active) with 1-mm spacing. The entrance and exit
windows are composed of 25 µm Mylar sheets. The wire planes are separated from the
windows and from each other by 12.5 µm aluminized Mylar sheets held at +3000 V. The
chamber gas is composed of 70% isobutane and 30% CF4. The gas is supplied by two
separate gas bottles and a gas mixer at a flow rate of 7 cc/min. The EMC is ∼ 98% efficient
for muons and ∼ 8% efficient for positrons.
The EMC wires are read out in pairs by six CMP16F amplifier-discriminator boards.
The boards output logic pulses with duration 40-100 ns depending on the signal’s time
over threshold. The logic pulses were read by a custom-built field-programmable-gate-array
(FPGA) which combined the individual signals into x and y positions of muon hits. During
the accumulation period, the FPGA prescaled the muon hits by 128 to reduce the data rate.
The hits were written to a VME-based SIS3600 memory unit and sent to computer over an
SIS3100/1100 fiberoptic VME-PCI interface.
6CAD=computer assisted design
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Figure 3.9: The muon beam profile, as captured by the EMC. The superimposed circle shows
the size of the 20 cm beampipe that passed through the center of the detector.
3.6 Muon Stopping Target
When the kicker is not energized, low-energy muons propagate through the beamline and
stop in a 20-cm diameter, 0.5-mm thick metal disk located in the center of the detector
and oriented perpendicular to the beam. These muons have negative helicity, which is
preserved as the muons are transported through the beamline7. In some materials, muons are
depolarized during the stopping process. The depolarization in the ferromagnetic stopping
7The separator’s E ×B-field rotates the muon spin by ∼ 6◦ downward without changing its momentum.
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(a) (b)
Figure 3.10: The MuLan target. The center and annulus ring are comprised of ferromagnetic
Arnokrome-3, with roughly 0.5 T internal magnetic field. The center ring is mounted on
a lever arm so it can be opened to let the beam pass undisturbed. In the right figure, the
target is open and viewed edgewise. Downstream of the target, the vacuum window, which
is permeable to muons, is visible.
target material is not known, so the polarization after stopping is assumed to be 100%.
Without preventative measures, the muon ensemble that accumulates in the stopping target
is highly polarized with its ensemble spin pointing “upstream” towards the muon source.
Since muon decay is parity violating, with the positron emitted preferentially in the direction
of the muon’s spin, a slow relaxation or rotation of this ensemble spin would introduce a
perturbation on the muon lifetime measured by a point-like detector some distance from
the target. The true muon lifetime is unchanged by muon spin precession or relaxation; a
detector with perfect symmetry around the target and uniform acceptance would measure
not observe any perturbations.
The MuLan stopping target mitigates spin precession effects with a static magnetic field
that dephases the muon ensemble during the 5 µs accumulation period. The target disk,
Arnokrome-3 (AK3), is composed of ≈ 28% chromium, ≈ 8% cobalt, and ≈ 64% iron [55],
and is magnetized with a ≈ 0.5 T field in the plane of the disk. The muon’s spin precesses
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in a magnetic field B at the Larmor frequency
ω =
eg
2m
B (3.2)
f ≈ 0.03 1
τµ
B(in Gauss). (3.3)
Therefore, the stopping target precesses the muon spin at ≈ 70 MHz. Since muons arrive
at random times during the 5µs accumulation period, muons that remain in the stopping
target at the beginning of the measurement period have had their spins rotate by up to 350
complete revolutions. Due to this randomization, the net polarization of the muon ensemble
at the beginning of the measurement period is reduced by a factor of 1000 (see Fig. 3.11) [24].
Figure 3.11: Computed muon polarization as a function of accumulation time for 0.4 T
magnetic field (adapted from [24]). For the 5 µs accumulation period, an initial 100%
polarization is reduced to ∼ 0.1%.
To prevent muon scattering upstream of the stopping target, the entire beamline is under
vacuum. The final section of the beamline is a custom 20-cm-diameter beampipe designed to
hold the stopping target and to fit inside the detector. This final section passes completely
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through the detector to preserve the detector’s symmetry. On the downstream end of the
beampipe, a 150µm-thick Mylar window forms the boundary between beamline vacuum and
air.
We estimate that between 10−4 and 10−3 of the muons that reach the stopping target
backscatter and stop in the wall of the beampipe. A slow precession or relaxation of the
average polarization of these scattered muons could distort the measured lifetime, so the
20-cm beampipe was lined internally with three 0.1-mm thick layers of AK3. This lining,
with its field perpendicular to the beamline, extends 67 cm upstream of the target.
The center of the stopping target is mounted on a hinge (see figure 3.10). The central
disk has diameter 15.5 cm and the annulus ring has inner diameter 15 cm and outer diameter
20 cm. The magnetic fields of the disk and ring are aligned in the same direction. At least
once per day, the target was opened to check the beam profile on the downstream side of
the detector using the EMC.
3.7 Detector
The MuLan detector surrounds the target and observes positrons from muon decay. The de-
tector is composed of 170 triangular scintillator tile pairs in a truncated icosahedral (soccer
ball) configuration, with two pentagons removed for beam entrance and exit. This config-
uration provides a symmetric and nearly isotropic view of the target (Fig 3.12). Requiring
simultaneous signals over threshold (or “hits”) in inner and outer detectors of a tile pair
(a coincidence) reduces background noise from the phototubes and ensures the signals were
caused by a through-going particle. The high segmentation of the detector allows multiple
muon decays to be recorded simultaneously and reduces the number of missed hits arising
from detector deadtime. The symmetry of the detector reduces systematic uncertainties
arising from anisotropies such as precession or relaxation of the average muon polariza-
tion. Taking into account its solid angle coverage and the effects of positron absorption and
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(a) (b)
Figure 3.12: Illustrations of the detector. a) A through-going positron will pass through
the inner and outer scintillator in a tile pair. b) A cartoon shows the location of the target
inside the vacuum beampipe and centered in the detector, adapted from [56].
scattering, the detector’s acceptance is 64%.
The triangular tiles are composed of 3-mm thick BC-404 scintillator. The tiles in hexago-
nal detector housings are equilateral triangles, and the tiles in pentagonal detector housings
are acute isosceles triangles. Inner triangular tiles have base length 15 cm. The outer tiles
are slightly smaller, with 14-cm and 13.8-cm base lengths in the hexagonal and pentagonal
houses, respectively. Two edges of the triangles are covered with reflective tape, and the
third is attached to an adiabatic lightguide leading to a 29-mm photomultiplier tube (PMT).
Two kinds of PMTs were used; 252 tiles are read out by Photonis XP 2982 PMTs [57], and
88 are read out by Electron 9143 PMTs [58]. The phototubes are protected from stray mag-
netic fields by mu-metal shields. Approximately 81 photoelectrons are seen per minimum
ionizing particle (MIP) traversing the scintillator. Each tube was also equipped with a LED,
used to test the high-rate data acquisition system in the absence of beam.
The PMTs produce pulses with full width at 20% maximum of 15 ns. To improve the
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(a) (b)
(c) (d)
Figure 3.13: Assembly of the MuLan Ball. a) Triangular BC-404 scintillator and adiabatic
lightguide. The black-wrapped fiber leads for the LED attach near the base of the lightguide.
b) Inner-outer tile pairs wrapped and aligned in their measurement position. The scintillator
and lightguide are wrapped in reflective aluminum foil and then in black Tedlar, secured with
electrical tape. c) Assembled detector housing with circular cover removed. Feedthroughs
for high voltage, signal, and LED pulsers are visible. d) Assembled MuLan detector, with
the author in the foreground.
time-resolution, the pulse widths were narrowed to 9 ns. This was accomplished by splitting
the pulse signal at the PMT output. One branch led to a short delay cable and resistor
calibrated to reflect the pulse at lower, inverted amplitude. The other branch led to the
readout electronics. The sum of the original pulse and the inverted, lower-amplitude pulse
reduced the pulse width seen by the readout electronics at the expense of pulse amplitude.
A sample pulse shape and height spectrum is shown in figure 3.14.
Calibration of the PMT high-voltages was done in-situ with positrons from muon decay
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Figure 3.14: a) Example pulse from the detector. The digitized pulse is shown in red, and
the averaged pulse template is shown in blue. b) Example histogram of pulse heights.
before production running. The high-voltage for each PMT was chosen so the average
minimum ionizing particle (MIP) pulse height of 0.5 V was centered at half the dynamic
range of the readout electronics. The gain of the PMTs drifted during the running period,
but this drift is taken into account in the analysis by assigning an amplitude cut per channel
and per data file. Two data files (called runs) from the beginning and end of the 2006
running period were selected to show this gain drift in figure 3.15. The correction procedure
is described in detail in section 4.4. Further discussion of detector stability is reserved for
the systematics discussion in chapter 6.
3.8 Nitrogen Laser
An LN203 nitrogen laser [59] was operated at least once per day in self-triggered mode at
approximately 33 Hz pulse repetition rate. The 337 nm, 300-ps-long UV pulse from the laser
was split and distributed using fiberoptic cable to 24 detector tiles and to a reference PMT
outside the experimental area. The laser pulses provide a reference for checking detector
time and gain stability. Bounds on these effects are presented in chapter 6. Since the laser
was fired asynchronously to the kicker, the effect of the laser pulses on these detectors was
a slight increase on the flat background. Extended periods of laser running are included in
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Figure 3.15: A plot of most-probable pulse height (MPV) vs. detector number made at the
beginning (run 23500) and the end (run 53700) of the 8-week 2006 running period shows the
uniformity of the initial gain calibration and the fact that the calibrations changed during the
running period. This slow gain change is corrected in the analysis by a detector-by-detector
and a run-by-run amplitude cut, described in section 4.4.
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the global sum with no effect on the fitted lifetime.
3.9 Electronics
3.9.1 Master Clock
All WFD boards shared a common clock signal from an Agilent E4400 function generator.
The clock frequency during the running and subsequent data analysis was known to be
451.0±0.2 MHz. The exact clock frequency was chosen and periodically verified by a someone
who was not a member of the collaboration, and a sealed envelope with the clock frequency
was kept in a secure location. This clock frequency blinding prevents experimenter bias
toward agreement with an expected value for the muon lifetime. The function generator’s
calibration was checked against an atomic clock before and after the run, and its self-reported
status was checked periodically during the run. When the function generator’s frequency
was checked using a frequency counter and a rubidium atomic clock, the average discrepancy
was 0.025 ppm.
3.9.2 Waveform Digitizers
The coaxial cable output from the detector phototubes was passed through a patchpanel and
then into the front panel inputs of custom-built waveform digitizers (WFDs). Each WFD
board has four SMA analog inputs on the front panel, plus a clock input and an enable input.
The four analog WFD inputs are used for a tile pair and its geometrically opposite tile pair.
This configuration keeps the symmetry of the ball intact if a WFD board malfunctions.
Internally, each board has two field programmable gate array chips (FPGAs), each con-
trolling the data stream from two analog inputs, and 32 kilobytes of first-in first-out (FIFO)
memory. The analog inputs are continuously digitized by analog-to-digital converters (ADC)
sampling at the input clock frequency, but the digitized values are not recorded unless the
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(a) WFD Block Diagram (b) WFD Photo
Figure 3.16: Waveform digitizer block diagram and photo. Signals from the PMTs go into
the analog WFD inputs. One NIM input controls the start/stop of WFD data acquisition;
the others are unused. Status and power LEDs show the WFD is working correctly.
board is enabled and the input pulse rises above a preset threshold. When the analog input
crosses this threshold, 24 ADC samples (∼ 50 ns) are recorded in the internal FIFO memory,
along with a timestamp and kicker cycle counter. The dynamic range of the 8-bit WFDs
is 0-255, corresponding to input voltages between 0 and 1 V. 5000 kicker cycles (or “fills”)
were recorded before the WFD FIFO was read out over the VME backplane. Although the
ADCs digitize continually at the input clock frequency, the control electronics of the WFD
run at 1/4 of the input clock frequency. As a result of this lower control clock frequency,
WFD triggers can only be detected and recorded every 4 ADC samples. When a trigger is
detected, the WFD records between four and eight samples before the trigger, and enough
samples after the trigger to total 24 samples8 (about 50 ns). A waveform may be longer
than the 24 samples recorded in one trigger, so if the input is still above threshold after 24
samples, the WFD retriggers and writes out the next 24 samples, for as long as the input
stays above threshold.
8The number of WFD presamples and total samples can be configured in software
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3.9.3 Programmable Gate Generator
The timing of the electronics was centrally controlled by a multi-output programmable gate
generator. One output ran continuously in a 5 µs-off, 22 µs-on cycle to control the kicker.
Another signal was distributed to the WFD enable inputs and controlled the start and stop
of data acquisition. To reduce the data volume, the WFDs were only enabled during the
beam-off measurement period. After 5000 fills, the WFD acquisition was paused to allow
the computer readout to check how many pulses were recorded by each WFD channel. After
this check, an enable signal is sent back to the programmable gate generator to allow the
acquisition of the next 5000 fills. When the WFD acquisition was restarted, the readout of
the WFD data from each fill occurred simultaneously with the acquisition of the subsequent
fill.
3.9.4 Computer Readout and Control
The WFDs were read out over VME (Versa Modular Eurocard) backplane. Six VME crates
were used, each holding an SIS1100 controller card and up to 19 WFDs. Each VME con-
troller card was connected to a corresponding SIS3100 PCI card in a frontend computer
over fiberoptic cable. The six frontend computers were controlled and read out over gigabit
Ethernet by a central backend computer. Data was stored temporarily on a 12-disk RAID-10
array, providing both speed and redundancy, before being transferred to LTO3 tape. Data
files were automatically truncated at 1.9 GB. Each LTO3 tape holds approximately 400 GB.
Overall, approximately 70 TB was acquired during the 8 weeks of running in 2006, allowing
the experiment to record nearly 1012 muon decays (figure 3.17).
The MIDAS (Maximum Integration Data Acquisition System [60]) software framework
provided overall experiment control. In the MIDAS infrastructure, several control utilities
and some hardware interfaces are provided. In principle, the experimenters must only write
frontend interfaces for any custom hardware. In practice, customization of the MIDAS
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Figure 3.17: Muon decays acquired vs. running day. The stopping target was rotated 180◦
once per week. Data acquired with the magnetic field of the target pointing left, as viewed
along the beam axis, is shown in green. Data acquired with the magnetic field pointing right
is shown in pink. The sum is shown as a thick red line. Day-long facility shutdowns occurred
weekly, as are shown by the vertical bars.
infrastructure was necessary to allow for the high data rate from the WFDs. After each set
of 5000 fills was recorded by the frontend computers, it was compressed using the open-source
zlib software library and matched with the corresponding sets of 5000 fills from the other
frontend computers before being written to disk. Overall, three sets of 5000 fills are present
in the data stream at a given time. One is being acquired, one is being transferred from the
WFDs, and one is being compressed and combined with other fills. This parallel structure
for data acquisition allows for experiment data rates of 25− 30 MB/s and live-times around
97% or higher. More information about the specifics of these customizations for the MuLan
data acquisition can be found in [56].
Several utilities were used to monitor the experiment’s status during the run. A central
webpage showed the online status and data rate for each frontend computer. Diagnostic
plots were generated online for about 20% of the data, and run history was stored in a
MySQL database [61]. For example, historical plots of overall detector rates, channel-by-
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channel gains, and muon lifetimes were available. In addition to plots relating directly to
the main data stream, several other experimental conditions were monitored throughout the
run. Software interfaces were available to control beamline magnet settings and phototube
high voltages. Readout from the separator electric field and vacuum were also available.
Temperature and local magnetic field were read out at one position near the detector via a
OneWire interface.
This sophisticated set of monitoring tools allowed shift-takers to check current and his-
torical experimental status. Historical plots of slow control settings were checked for dis-
crepancies once per 8-hour shift. The fully online nature of the MuLan data acquisition
and associated diagnostics allowed off-site personnel to share in the workload of detector
oversight, which is essential in a small experiment.
3.10 Summary
Overall, the MuLan experiment was able to meet its precision goal of a ppm-scale mea-
surement of the positive muon lifetime due to a high-rate muon beam with customizable
time structure, a highly segmented detector capable of measuring many simultaneous muon
decays, and a fast data-acquisition system capable of handling large data volumes. The next
chapter will discuss the analysis of this large data set to extract the muon lifetime.
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Chapter 4
Data Analysis
Processing the raw data into the final fitted muon lifetime is a nontrivial process involving
several intermediate steps and a series of corrections. First, the raw data is processed into
a list of fitted pulse times and amplitudes, reducing the overall data volume by about 25%.
Then the histogramming code reduces low-amplitude noise pulses by rejecting pulses below
a threshold and by forming coincidences between inner and outer detectors in a given tile
pair. The code constructs a series of lifetime histograms and pileup-correction histograms
using a range of values for the artificially applied deadtime. A multiplicity correction is
applied to the deadtime-corrected histograms to bring the χ2 of the fit into an acceptable
range. Finally, the main lifetime histogram is fit to extract the muon lifetime using equation
4.24, which takes into account a small electronics instability.
4.1 The 2006 Data Set
The overall data volume for the MuLan experiment is a function of its precision goal: a
1-ppm measurement of the muon lifetime requires a minimum of 1012 muon decays. Each
decay will appear as a coincidence between inner and outer detectors. For each of these two
triggers, the waveform digitizer (WFD) records 24 1-byte ADC samples (∼ 50 ns) and a
corresponding 8 bytes of time information. The total uncompressed data volume must be
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at least
data volume > 2(24 + 8)× 1012 bytes (4.1)
> 58 terabytes. (4.2)
This data volume was somewhat imposing for a “small-scale” experiment. Although storage
technology is continually improving, when the MuLan experiment was taking data, this data
volume was two orders of magnitude larger than the storage capacity of a typical hard drive.
It was suggested that the MuLan data analysis occur concurrently with data acquisition,
such that a complete set of histograms and only a subset of the raw data would be recorded.
However, previous experience with the 2004 data analysis (and later with the 2006 and 2007
data analyses) showed that the full dataset must be processed more than once to arrive at
the correct answer. Therefore, the decision was made to store the entire dataset for oﬄine
analysis. This chapter discusses the details of analyzing the data collected in 2006.
The 2006 MuLan dataset is divided into 1.9-gigabyte compressed data files called runs.
Each run contains about 3.4 × 107 muon decays, and took about 2 minutes to acquire at
typical data rates of 25 − 30 MB/s, including between-run data acquisition (DAQ) reset
operations. Approximately 30000 runs passed the analysis cuts and are included in the final
fits.
An overview of the data formats is shown in 4.1. The raw MIDAS1 data is organized
into MIDAS events. A MIDAS event is typically a self-contained block of data output by
one DAQ subsystem. The majority of the MuLan data volume comes from the WFDs, but
the MIDAS file contains other information as well, such as a snapshot of experiment control
variables and slow-control data. Each compressed MIDAS event from the WFDs contains
waveforms collected over 5000 fills for approximately 1/6 of the detector. The compression
algorithm stores a checksum along with the compressed event so that the integrity of the
1MIDAS = Maximum Integration Data Acquisition System [60]
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compression can be verified. Approximately 1% of the runs have decompression errors, and
those runs have been excluded from the analysis. The most likely cause of a decompression
error is an error in file transmission or storage.
Raw Data
Midas File
WFD Data
350 Channels
WFD Channel
5000 Fills
WFD Trigger
header
footer
WFD
data
slow
control
data
WFD
data
WFD
data
...
WFD
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WFD
Trigger 24 ADC
Samples
Time in 
Fill
Fill
Number
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Array of 
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Amplitude
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Pedestal
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(b)
Figure 4.1: a) Data format for the raw MIDAS files. b) Data format for the fitted pulses.
Note that the fitting code changes the sorting of events from channel-based to fill-based.
After the MIDAS events are decompressed, WFD channel-by-channel data is available.
Each channel contains information about one detector tile. All channels must pass certain
data validity checks, such as a valid number of bytes received, a valid hardware status
code, and each WFD should have recorded exactly 5000 fills. The majority of the WFD
channel information is pulse waveforms. For each trigger, the WFD records 24 ADC samples
along with a fill number and a time. As part of the data validation, the fill number must
monotonically increase, or stay the same while the time increases. None of the times or fill
numbers may be the hexadecimal value 0xffff, indicating a hardware error. If any detector
fails the data checks, the entire MIDAS event (5000 fills) for that single detector is discarded.
Runs that pass all analysis checks and are included in the final summed histograms are
called “golden” runs. The main run checks are listed here:
• Quality. During the running period, runs were marked with a quality and a description
by the collaboration member(s) on shift. A run must be marked as valid data during
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acquisition to be considered for golden run status.
• Firmware. The waveform digitizers can have different software configurations, or
firmwares, installed. Before a certain firmware revision, the inner and outer detector
relative times recorded in the WFD could vary by ±4 clock ticks (ct). The firmware
revision that fixed this problem was installed on all WFDs by run number 23387. Run
numbers are incremented with each data file, so golden runs must have run number
larger than 23387.
• File size. Small output file sizes typically indicate a DAQ problem, so golden runs
must have size greater than 100 MB. Likewise, golden runs must contain at least 5×104
muon decays.
• Beam Extinction. The kicker must have been operating and the beamline must have
been tuned well enough to give a beam extinction greater than 400.
• Goodness of fit. Occasionally, the DAQ software was in an error state where two
copies of the data were written into the same file. These run files are identified and
excluded post-processing by a poor goodness of fit. For these runs, χ2/NDF ≈ 2, and
golden runs must have χ2/NDF < 1.6.
• Checksum. Each data block, corresponding to 5000 fills read by the WFDs in one
VME crate, has a checksum computed during the data compression and again during
data analysis. If the checksum is incorrect, indicating a data transmission or decom-
pression error, that run is excluded from the analysis.
If a run fails any of these checks, it is excluded from the main analysis.
In addition to these “golden” runs, several studies were performed to characterize possible
systematic uncertainties. A variety of muon stopping targets was used, such as copper,
aluminum, and a tilted AK3 ellipse. At least once per day during normal data acquisition,
the target flap was opened to check the muon beam spot. Also, at least once per day, the
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number of samples per trigger recorded by the WFD was increased from 24 samples to 64
samples, for 10 runs. To check detector acceptance and the stability of the measured muon
lifetime vs. possible asymmetries, the detector was displaced downstream by up to 80 cm
while leaving the target fixed. Finally, a LN203 nitrogen laser was operated at least once per
day in self-triggered mode at approximately 30 Hz pulse repetition rate. The laser light was
split and distributed using fiberoptics to 24 detector tiles. These laser runs are included in
the lifetime analysis, since the effect of the asynchronous laser pulses is a slight increase on
the flat background for those tiles. The results of these systematic cross-checks are discussed
in more detail in Chapters 5 and 6.
4.2 Analysis Software and Infrastructure
The dataset requires significant computing resources to process. The dataset takes about
one month to import into the mass storage system (MSS) at the National Center for Su-
percomputing Applications (NCSA [62]). After the data import, the analysis uses the large
number of CPUs and the fast network infrastructure provided by the ABE cluster at NCSA.
The production software is separated into two phases to efficiently perform independent
operations on the data. The first phase, called the fitter, reads the raw data, performs
status checks, fits the raw ADC samples to a pulse-shape template, and records the time
and amplitude of each fitted pulse. The second phase, called the histogrammer, takes the
fitted times and amplitudes, finds coincidences, and constructs histograms used for fits to
the muon lifetime.
The job management software takes advantage of the parallel2 nature of the dataset.
However, the job management is nontrivial, since the analysis tasks have some dependency.
The analysis tasks, in order, are:
2Sometimes called “embarrassingly” parallel, this analysis does not require any particular effort to sepa-
rate into simultaneous parallel programs on different machines. In principle, every beam-fill of the MuLan
dataset is independent, although a rotating buffer of 5 fills is used for the deadtime corrections.
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1. Download a raw data file from the MSS to a local disk.
2. Process the raw data into fitted pulses.
3. Copy the fitted pulse data to the MSS.
4. Process the fitted pulses into histograms.
Tracking each of these tasks for 30000 runs is handled by a SQLite database and a series of
scripts developed by the MuLan and MuCap collaborations. Up to 10% of the jobs could
fail due to intermittent problems on the ABE cluster, but the scripts and tracking database
made the management of these jobs much simpler and greatly reduced the burden on the
human analyzers.
4.3 Pulse Fitter
The purpose of the pulse fitter is to determine specific pulse times and amplitudes from
the waveforms digitized and recorded by the WFDs, independent of how many pulses are
contained in each waveform. The input of the fitter is raw MIDAS data, and the output is
a ROOT [63] file containing a list of fitted pulse times and amplitudes.
The pulse fitter control code selects among several different fitting algorithms depending
on the number of pulses identified in the waveform and the quality of fit (QOF). The control
code begins with the hypothesis that there is one pulse on the waveform and continues refin-
ing the fit by adding and/or removing pulses until a good fit is found or a maximum number
of iterations is reached. The majority of waveforms have only one pulse that matches well
to a pulse template. In this case, a parabolic minimization of the QOF is performed in the
time dimension, and the remaining amplitude and background parameters are determined
analytically using equation 4.5. The parabolic minimization scheme uses Brent’s method,
as implemented in the GNU Science Library [64]. If multiple pulses are identified, then the
fitter uses ROOT’s MINUIT program to minimize the QOF in multiple time dimensions.
51
If the QOF is extremely poor, even after attempting one or more fits, then the fitter stops
calculating the amplitude and background analytically, and instead uses the MINUIT pro-
gram to minimize the QOF in time, amplitude, and background dimensions. Once the fitter
has a good fit or has exceeded the number of allowed iterations, the pulse parameters and
fitter status are written to disk. In the case where no pulses have been identified on the
waveform, an amplitude-weighted time average of all samples is taken as the pulse time.
Such low-amplitude pulses are typically removed later by the histogramming code.
4.3.1 Pulse Template Construction
The pulse fitter code takes the raw input data file and fits each pulse for its amplitude and
time using pulse templates. One pulse templates is derived for each detector. To build the
pulse templates, clean pulses are selected from the data and averaged together. A clean pulse
is defined as 24 ADC samples recorded by the WFD with one pulse peak having amplitude
between 120 and 220 ADC counts. Once a clean pulse is found, a sub-sample pseudotime
for that pulse is derived, using the formula
pseudotime =
(
2
pi
)
∗ tan−1
(
ym − ym−1
ym − ym+1
)
, (4.3)
where ym is the highest-amplitude sample, and ym−1 and ym+1 are the samples immediately
before and after that sample, respectively. The pseudotime has a value between 0 and
1, but does not have a uniform distribution. However, the WFD clock is not correlated
with the true pulse arrival time, and it is straightforward to determine a mapping from
pseudotime to the real sub-bin pulse time. This mapping is then used to shift pulses with
sub-sample precision to find an average pulse template for each detector3. Pulse templates
are constructed separately from the main analysis, and then used to process the dataset.
The pulse templates used in the data analysis are shown in figure 4.2.
3A second iteration, which takes its time from a fit to this first pulse template, is used to construct a
second-order set of pulse templates. These second-order templates are used for the main data analysis.
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Figure 4.2: Average pulse template(s) for one (a) and all (b) detectors. The uniformity of
the detector is shown by the consistency of the pulse shape. The horizontal axis measured
in clock ticks; 1 clock tick ≈ 2.2 ns.
4.3.2 Single-Pulse Fits
A waveform is defined as a set of continuous ADC samples recorded by the WFD. Waveforms
usually contain 24 ADC samples, but they may be longer if the analog input to the WFD
stays above threshold. Typically, each waveform contains only one pulse, as shown in figure
4.3a. At the highest muon decay rates, which occur at the beginning of the measurement
period, the probability that there are two pulses on a single waveform is ∼ 10−3. The fitter
searches for the approximate location of the first pulse on the waveform by identifying a
sharp rise in sample amplitude and then a local maximum after that sharp rise. Starting
with this probable location, the code finds a best fit of the pulse template to the waveform.
The best fit of template to data is found by minimizing a quality of fit (QOF) parameter
with respect to the free parameters. The free parameters of the fit are the time and amplitude
of each pulse and the dc level of the background. The QOF is determined from the sum of
squares of differences between the data and the template,
QOF =
∑
samples
(data− template)2. (4.4)
This method weights all ADC samples equally, except when the ADC samples are 255 or
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(a) (b)
Figure 4.3: Examples of pulses show the resolving power of the fitting code. The raw data
is shown in red and the fitted pulse template is shown in blue. a) A fit to a normal 1-pulse
waveform. Over 90% of the data is comprised of similar single-pulse waveforms. b) The
fitter is able to resolve two pulses closely separated in time, with 3 ct resolution.
(a) (b)
Figure 4.4: a) A non-typical waveform. This waveform is non-typical because the first pulse
does not follow the typical rise and fall of a normal pulse. In addition, there is an additional
pulse on the tail. The two MIPS that triggered this waveform also triggered the pair of this
tile, which has two well-behaved pulses, shown in (b).
0. Samples with these values are excluded from the QOF sum provided the fitted template
lies outside the range 0− 255. For example, a large pulse is shown in figure 4.4a. The ADC
samples with value 255 and template> 255 are excluded from the QOF sum. This method
avoids penalizing the fit in regions where the analog pulse is outside the WFD digitization
range of 0-255 (0-1 V).
To minimize the number of operations, the fitter tries to fit the pulse with as few free
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parameters as possible. A numerical trick developed by Ivan Logashenko for the g-2 exper-
iment [65] allows the flat background and pulse amplitude(s) to be determined analytically
given the pulse time(s). The method involves solving the matrix equation of the form
Ax = B:

∑
samples

1 T1 T2 · · · Tm
T1 T1T1 T1T2 · · · T1Tm
T2 T2T1 T2T2 · · · T2Tm
...
...
...
. . .
...
Tn TnT1 TnT2 · · · TnTm



B
A1
A2
...
Am

=
∑
samples

D
T1D
T2D
...
TnD

(4.5)
for the vector containing the background and pulse amplitudes, (B · · ·Am). Here, Tm,n are
the templates for each of m pulses, sampled at the same points as the data D, and each
element of the matrix is summed over the number of samples in the waveform. This method
scales to arbitrarily many pulses.
4.3.3 Multiple-Pulse Fits
After the fitter has tried to fit the waveform with a single pulse template, the fitter searches
for a second pulse by looking at the difference between the waveform and the template. If a
second pulse is found, the code performs a two-dimensional QOF minimization with respect
to the two pulse times. To prevent over-fitting, where too many pulse templates are used to
describe a single pulse, fitted pulse templates must be separated by 3 or more ADC samples.
Pulses closer than 3 ADC samples are averaged, weighted by their amplitudes. An example
of this averaging is shown in figure 4.5.
If a pulse template has an unphysical value after a trial fit, such as an amplitude below
threshold, a time outside the waveform, or a time within 3 ADC samples after another pulse,
the template is removed and another trial fit is attempted. The fitter control code, shown
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in figure 4.6, will continue to add and remove pulses in this way until a best fit is found or
a maximum number of iterations is reached.
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Figure 4.5: A simulated waveform containing two pulses with the same amplitude shows
how the fitter averages pulses closer together than three clock ticks. One simulated pulse
has its time fixed at 12 ct, and the time of the second pulse is given on the x-axis. a) The
fitted time(s) of all identified pulses is plotted on the y-axis. When the added pulse is within
3 ct of the fixed pulse (9 < tA < 15), the two pulses are averaged by the fitter. b) The
number of fitted pulses vs. second pulse time shows a sharp cutoff at the 3 ct of imposed
fitter deadtime.
If the waveform does not match well to one or more pulse templates, as indicated by a
QOF above a certain threshold, the fitter allows all parameters, including pulse amplitude
and background, to be determined by a multi-dimensional QOF minimization. Increasing
the number of parameters greatly increases the time it takes to fit a waveform, but the
number of pulses requiring this worst-case method is small. In fact, allowing a minimization
over all parameters increases the overall speed of the code because a solution is found faster
than when the fitter is stuck in a loop of adding and removing pulses that don’t fit well to
the data.
4.3.4 Pulse Fitter Output
A secondary function of the fitter is to resort the data. The MIDAS file input to the
fitter is sorted by WFD channel, and each channel reports 5000 fills. This data ordering
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Figure 4.6: The pulse fitter control code selects among several different fitting algorithms
depending on the number of pulses identified in the waveform and the fit quality. The control
code begins with the hypothesis that there is one pulse on the waveform and continues
refining the fit by adding and/or removing pulses until a good fit is found or a maximum
number of iterations is reached.
is inconvenient for further processing, so the fitter stores the fits for each channel until all
channels have been processed. Then the fitter sorts the fitted pulse parameters by fill number
and outputs each fill as a list of fitted pulses from all channels. Each pulse is parameterized
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by a channel number, the time of the waveform, the fitted time within the waveform, the
waveform’s dc level, the pulse’s amplitude, and a quality of fit, as well as several diagnostic
flags. The time of the pulse within the measurement period is the sum of the waveform time
and the fitted pulse time. There are typically about 40 pulses per fill and 2 × 106 fills per
data file. The final output of the fitter is a ROOT file, which is then used as the input to
the histogramming code.
4.4 Histogrammer
The purpose of the histogramming code is to fill a histogram of observed muon decays vs.
measurement time using the list of pulse times provided by the fitter. This histogram,
summed over all runs and all detectors, is defined as the lifetime histogram and can then be
fit with the function
f(t) = N0e
−t/τµ +B (4.6)
to determine τµ. The histogramming code fills many supporting histograms to provide
diagnostics and systematic uncertainty studies and evaluations.
The first adjustment is the time-alignment of detector pairs. Recall that the MuLan
detector is a geodesic sphere providing ∼ 3pi coverage of the central stopping target. Each
of the triangles making up this sphere is a nested pair of scintillator tiles, called a tile pair.
Due to cabling and electronics delays, signals from the inner and outer detectors in a tile
pair do not arrive at the WFD at exactly the same time. The tile-pair timing misalignment
is on the order of a few ns, but must be corrected before continuing the analysis. The timing
misalignment is determined from a histogram of inner times minus outer times vs. tile
pair number. Correlated hits in the inner and outer detector from a through-going positron
contribute to a Gaussian distribution centered about the pair’s misaligned time with a width
of ∼ 0.25 ct (∼ 0.55 ns), as shown in figure 4.7. This width is approximately the time it takes
light to traverse the ∼ 15-cm face of the scintillator tile. Pairs of hits that are uncorrelated
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contribute to a flat background. The number of hits on a single detector in a single fill is
approximately 0.1, so this method is not complicated by false combinations. The sub-bin
timing of this correction is fixed for the entire running period, since it depends on cable
lengths, but the relative time between inner and outer detectors can change by exactly one
ct (∼ 2.2 ns) after a power cycle of the WFDs. This change arises from a different phase in
the latching of the WFD input clock. The WFDs were power cycled a few times during the
run to recover from error states and to install new firmware, so a run-by-run and channel-
by-channel lookup table for time alignments is used to correct these discrete 1-ct timing
shifts.
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(a) Detector pair 1 (b) All detector pairs
Figure 4.7: Inner time - outer time after timing alignment, shown for one (a) and all (b) tile
pairs. The detector timing difference is 0 by construction, and the width of the distribution is
dominated by the time it takes a light pulse to traverse the 15 cm face of the scintillator tile.
The background levels are uneven because the inner tile is larger than the outer, resulting in
slightly more hits on the inner. Side-lobes centered at ±1 ct arise because for large pulses,
the fitter falls into discrete bins.
After the time-alignment, the histogramming code removes low-amplitude noise pulses
from the data with an amplitude cut. The threshold for the amplitude cut is chosen as the
minimum between signal and noise in a histogram of pulse amplitudes, called an amplitude
spectrum. Four example amplitude spectra are shown in figure 4.8. The amplitude spectrum
for each tile is fit with a Landau function, L(A), convoluted with the Gaussian distribution,
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G(A), plus a sloping line, (mA+B),
N(A) = L(A) ∗G(A) +mA+B. (4.7)
The Landau distribution describes the energy deposited by charge particles in a thin sheet
of material such as the scintillator. Convoluting the Landau with the Gaussian accounts
for broadening in the amplitude histogram from non-ideal detectors and fitter response,
and photostatistics. The minimum of function 4.7 is used as the amplitude cut, and the
maximum denotes the most-probable value for the pulse height (MPV). A slow change in
phototube gain was observed during the run, so the amplitude cut changes vs. run number
as shown in figure 4.9. The amplitude cut is re-evaluated every 100 runs or whenever a half
hour elapses between runs. The changing amplitude cut does not affect the number of pulses
over threshold, since the slow gain change corresponds to a stretching of the x-axis in figure
4.8. The ratio of amplitude cut to MPV does not change, which supports this interpretation
of the slow gain change, and is shown in figure 4.10.
60
 / ndf 2χ
 46.75 / 46
Width     0.27± 10.72 
MP        0.1± 112.9 
Area      8793± 6.134e+05 
GSigma   
 0.29± 11.59 
p0       
 49.5±  1491 
p1       
 0.90± -14.29 
0 50 100 150 200 250 3000
1000
2000
3000
4000
5000
6000
7000
8000
Amplitude of SN 6
(a)
 / ndf 2χ
 54.41 / 50
Width     0.28± 13.09 
MP        0.2± 115.4 
Area      11550± 6.028e+05 
GSigma   
 0.3±  11.9 
p0       
 53.1±  1611 
p1       
 0.98± -16.88 
0 50 100 150 200 250 3000
1000
2000
3000
4000
5000
6000
7000
Amplitude of SN 7
(b)
 / ndf 2χ
 51.81 / 46
Width     1.96± 24.44 
MP        2.2± 122.2 
Area      92345± 5.625e+05 
GSigma   
 2.03± 15.56 
p0       
 178.1±  1366 
p1       
 4.6± -17.2 
0 50 100 150 200 250 3000
500
1000
1500
2000
2500
3000
Amplitude of SN 273
(c)
 / ndf 2χ
 60.36 / 51
Width     0.85± 16.04 
MP        0.7± 113.8 
Area      28533± 4.619e+05 
GSigma   
 0.60± 15.49 
p0       
 82.5±  1155 
p1       
 1.78± -11.03 
0 50 100 150 200 250 3000
500
1000
1500
2000
2500
3000
3500
4000
4500
Amplitude of SN 274
(d)
Figure 4.8: Four example amplitude spectra from run 23387, fit with function 4.7. The
minimum of the function is chosen as the amplitude cut, and the maximum denotes the
most-probable-value (MPV) for pulse height.
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Figure 4.9: Four example amplitude cuts vs. run number. A slow gain change during
the running period is shown here as a slowly increasing amplitude cut vs. run number.
Downward spikes indicate periods of lower beam-rate, resulting in momentary recovery to
original gain settings.
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Figure 4.10: Four example ratios of (amplitude cut)/MPV vs. run number. The stability
of this ratio vs. run number shows that the slow gain change observed during the running
period is well described by a “stretching” of the amplitude spectra.
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After the amplitude cut, the histogramming code applies an artificial deadtime (ADT)
to each channel. Recall that the fitter cannot resolve pulses separated by less than 3 ct
(∼ 6.6 ns), effectively imposing a 3 ct “artificial deadtime,” or ADT. There are enough false
pulses found in the electronics ringing after an initial pulse to warrant a slightly longer ADT
of at least 5 clock ticks. This imposed ADT is non-updating, meaning that if a second pulse
arrives between 0 and 5 ct after a trigger pulse, that pulse is removed without extending the
deadtime. The loss of pulses due to deadtime is called pileup. Statistically correcting the
pileup results in a more precise determination of the lifetime. Several larger ADTs, up to 68
ct (∼ 150 ns) are chosen to check the fidelity of the pileup corrections, and these corrections
are discussed in detail in section 4.7.
After the amplitude cut and the application of an artificial deadtime, coincidences are
formed between inner and outer detectors. The coincidence window is chosen to be ±1 ADT.
When an inner and an outer hit are separated by less than 1 ADT, the two hits are in coin-
cidence. Figure 4.11 shows an example coincidence. The second of the inner and outer times
is taken as the official time of the coincidence. In the unlikely case where two coincidence
combinations are possible, such as when an outer hit occurs between two inner hits, the
earlier combination is taken to be the coincidence. In this case, the time of the outer is the
official coincidence time and the remaining inner is flagged as a single hit. This procedure
makes the coincidences relatively insensitive to post-pulse ringing and other single hits.
Figure 4.11: Illustration of an inner and outer hit in coincidence. The arrows pointing to
the left and right illustrate the coincidence window, which is equal to the artificial deadtime
(ADT). A coincidence occurs when an outer pulse falls within the coincidence window of an
inner pulse. The slight misalignment of the pulses illustrates the allowed inner-outer timing
difference. The later of the inner and outer times is taken to be the official time of the
coincidence. This method protects the coincidence time against most single noise pulses.
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4.5 First Results
The lifetime histogram in figure 4.12 is nearly ready to be fit. Although several corrections
must still be applied, it forms the basis for the remainder of the analysis, so for instructional
purposes an initial fit for the muon lifetime is attempted.
The artificial deadtime causes a deficiency in the number of counts —the pileup— which
varies with count rate. The pileup time-dependence can be understood by considering the
probability of two coincidences arriving within a short time interval dt. A single coincidence
from muon decay has a time distribution F1(t) = N0e
−t/τµ ; two coincidences separated by
0− 1 ADT will follow the time distribution
F2(t) =
∫ t+ADT
t
(N0e
−t/τµ)(N0e−t
′/τµ)dt′ (4.8)
= N0NP e
−2t/τµ (4.9)
where NP is proportional to the fraction of missed events due to the artificial deadtime. The
term in equation 4.9 has a characteristic time of half the muon lifetime, and unless the pileup
has been corrected in some other way, this term must be included in the fit. We define a fit
function
f(t) = NNP e
−2t/τµ +N0e−t/τµ +B, (4.10)
where the parameters N , NP , B, and τµ are free parameters. During the analysis, the
double-blind lifetime is reported as the value R with units of ppm, defined by
τµ = τsecret(1 +R/10
6). (4.11)
The best fit values for the free parameters N , NP , R and B are found by choosing the
values that minimize χ2 =
∑
bins(yi−f(t))/σi. The goodness-of-fit, also known as the reduced
χ2, is defined as the χ2 divided by the number of degrees of freedom (NDF), in this case the
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number of bins minus the number of parameters. If the reduced χ2 is within ±√2/NDF of
1, then the data is well described by the function. Figure 4.12 has χ2/NDF = 1.07 ± 0.04.
This slightly large χ2 is caused by overcounting events, which is expected for the detector
geometry4. The correction for this overcounting is explained in section 4.6.
Not all hits in the inner and outer tiles are in coincidence, especially since the inner tiles
are larger than the outer tiles. A histogram of non-coincident hits summed over all inner and
all outer tiles and all runs is shown in figure 4.13. These non-coincident hits also contribute
to pileup, and the correction for their pileup effects is described in section 4.7.
4Through-going cosmic rays and single muon decays that manage to scatter or shower to strike multiple
tile pairs cause this overcounting.
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Figure 4.12: a) Coincidences vs. time, summed over all tile pairs and all runs, and fit
with function 4.10. The bin width is 8 clock ticks (ct), and the fit range is 92-9600 ct
(∼ 0.2 − 2.1 µs). The χ2/NDF = 1.072 ± 0.041 is not acceptable, but this large χ2 is due
to overcounting events, as discussed in section 4.6. b) The residuals of the fit, in standard
deviations (see also section 5.1).
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Figure 4.13: After forming the coincidences shown in figure 4.12, single hits remain. Single
hits in the inner and outer detectors have time structures originating from the muon lifetime
and a flat background.
68
4.6 Multiplicity Correction
The fit to the lifetime histogram has χ2/NDF outside the acceptable range, as shown in
figure 4.12. If each of the 170 tile pairs is fit separately, the range of χ2/NDF values is
acceptable, as shown in figure 5.7. This fact suggests that multiple detectors are observing
single events, such as through-going cosmic rays or particle scattering between adjacent
detectors. These single events are over-counted in the sum, increasing the χ2/NDF. This
effect can be corrected by determining the number of single-source single-hit events and
the number of single-source double-hit events vs. measurement time, and expanding the
error-bars of each bin by the appropriate amount.
The hit multiplicity is defined as the number of hits in the 170 tile pairs that occur in
an 8-ct (18-ns) interval. The multiplicity is determined for ADT=8 ct, so a tile pair may
only receive 1 hit during this interval. For example, a cosmic-ray particle that traverses the
ball may hit two tile pairs, giving a multiplicity-2 event. A histogram of single-multiplicity
events vs. measurement time is fit with the function
f1(t) = N1(e
−t/τµ +NP1e−2t/τµ +NT1e−3t/τµ) +B1, (4.12)
and likewise a histogram of double-multiplicity events vs. measurement time is fit with the
function
f2(t) = N2(e
−t/τµ +NP2e−2t/τµ +NT2e−3t/τµ) +B2, (4.13)
where N1 is the number of muon-like single-source single-hit events, and N2 is the number of
muon-like single-source double-hit events. B1 and B2 are the equivalent for background-like
events.
The ratio of source events over observed events is given by
Rso =
Nsource
Nobserved
=
(N1 +N2)e
−t/τµ + (B1 +B2)
(N1 + 2N2)e−t/τµ + (B1 + 2B2)
(4.14)
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and is plotted in figure 4.14.
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Figure 4.14: Ratio of observed events to source events vs. measurement time. At early
times, detector hits are dominated by muon decays. In the absence of positron scattering and
showering, the initial ratio would be 100%. The ratio is lower at late times, as background
cosmic rays begin to dominate. The transition between positron-dominated events and
cosmic-ray-dominated events is clear.
Enlarging the error bars of each bin in the lifetime histogram by the factor 1/
√
Rso gives
the histogram in figure 4.15. When this corrected histogram is fit for the muon lifetime, the
reduced χ2 = 1.037± 0.041, which is consistent with 1 and indicates an acceptable fit. Note
that the value for R is unchanged by this correction.
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Figure 4.15: The same fit to the lifetime histogram as in figure 4.12, with multiplicity
correction applied to the bin-by-bin statistical uncertainties prior to fitting. The χ2/NDF =
1.037± 0.041 is acceptable.
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4.7 Pileup Correction
4.7.1 Motivation
The pileup correction is the largest and most important correction to the lifetime histogram.
We define pileup as the interaction of two hits in the same tile pair within the defined
artificial deadtime (ADT) period. Usually the second hit is lost, but other interactions can
occur and will be discussed below. A term accounting for pileup can be included in the fitting
function, at the cost of increasing the uncertainty on R, so it is preferable to statistically
correct pileup using a shadow window technique.
To demonstrate the importance of the pileup correction, the correlation coefficients be-
tween the parameters of the fit function
f(t) = NNP e
−2t/τµ +Ne−t/τµ +B. (4.15)
are shown in table 4.1. The high correlation between R and NP increases the uncertainty
on R significantly. To estimate this significance, NP is fixed at its fitted value; an example
of this correlation matrix is shown in table 4.2. With NP removed from the free parameters
of fit, the uncertainty on R improves from 2.56 ppm to 1.14 ppm — a significant reduction
in uncertainty. Rather than fix NP to an independently determined value, this analysis
eliminates the NP term by statistically correcting pileup.
Table 4.1: Correlation coefficients for function f(t) = NNP e
−2t/τµ +Ne−t/τµ +B. The high
correlation between R and NP increases the uncertainty on R by over a factor of 2.
N R B NP
N 1.000 -0.948 0.389 -0.972
R -0.948 1.000 -0.473 0.894
B 0.389 -0.473 1.000 -0.356
NP -0.972 0.894 -0.356 1.000
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Table 4.2: Correlation coefficients for function f(t) = NNP e
−2t/τµ +Ne−t/τµ +B, where NP
is fixed at its fitted value.
N R B
N 1.000 -0.752 0.195
R -0.752 1.000 -0.370
B 0.195 -0.370 1.000
4.7.2 Leading-Order Pileup Correction
The pileup is statistically corrected using a shadow window technique to replace lost hits.
When a hit is observed at time ti in fill j, an interval between ti and ti + ADT is searched
in fill j + 1. If a hit is observed in this interval (the shadow window), its time is recorded
in a separate shadow histogram which is then used to correct the lifetime histogram. This
procedure is shown graphically in figure 4.16.
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Figure 4.16: Leading-order pileup is the simplest and largest of the pileup corrections. The
top shows two coincidences, distinguished by solid and dashed lines. The coincidence window
of ±1 ADT is shown by the gray arrows. The middle shows that if these coincidences were
in the same fill, the second dashed coincidence would be eliminated. The bottom shows
the correction when the first (solid lines) coincidence is in fill j and the second (dashed)
coincidence is in fill j+1.
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4.7.3 Second-Order Pileup Corrections
The first-order correction described above is not sufficient to fully correct pileup at high rate
or at large ADT. Since the shadow window has a width equal to the ADT, only zero or one
coincidence may be observed in the shadow window. This method is insufficient when two
or more hits were lost.
The second-order correction proceeds as follows. If a coincidence is found in the shadow
window, then a third window is searched in fill j+3 (called the triple fill) in the same time
interval. In practice, five fills are read into memory at once, and the fills are corrected in a
rotating manner, e.g. fill 1 is corrected by fills 2 and 4, fill 2 is corrected by fills 3 and 5,
and so on until fill 5 is corrected by fills 1 and 3. The gap between shadow and triple fills
ensures that when hits are used as triple corrections, those same hits are not used as shadow
corrections in the next rotation.
The validity of this correction scheme can be proven as follows. The chance of getting k
hits in a time interval t to t+ ADT in a tile pair follows Poisson statistics
Pk =
λke−λ
k!
(4.16)
where λ << 1 is the mean number of hits in the interval. Given some trigger, which can
be a trigger coincidence or simply a desire to see how many events fall within a window of
width ADT at arbitrary time, the total probability to observe 0 to n hits is
Ptotal =
n∑
k=0
Pk.
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Expanding and keeping terms up to third order in λ gives
Ptotal = P0 + P1 + P2 + P3 + ...
= P0
(
1 +
P1
P0
+
P2
P0
+
P3
P0
+ ...
)
= P0
(
1 + λ+
λ2
2
+
λ3
3!
+ ...
)
Since only 0 or 1 hit may be found in a shadow window, a conditional search of subse-
quent shadow windows is necessary to fully correct pileup. This procedure is represented
graphically in figure 4.17 and mathematically in equations 4.17 − 4.19.
Pcorrection = P0 + P1+ (P0 + P1+ (P0 + P1+ (P0 + P1+ (...)))) (4.17)
= P0 + P0P1+ + P0P
2
1+ + P0P
3
1+ + P0P
4
1+ + ... (4.18)
= P0
(
1 + P1+ + P
2
1+ + P
3
1+ + P
4
1+ + ...
)
(4.19)
Figure 4.17: Schematic of the pileup correction. If an event is seen, another shadow window
is searched. Since an artificial deadtime (ADT) has been applied, only zero or one event can
be seen in a shadow window one ADT wide.
The probability of seeing one or more hits is simply one minus the probability of seeing
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no hits.
P1+ = 1− P0 (4.20)
= 1− e−λ (4.21)
= λ− λ
2
2
+
λ3
3!
− ..., (4.22)
where λ << 1 and the Taylor expansion has been taken about λ = 0. Plugging the expanded
form of P1+ into Pcorrection and keeping terms of order 3 or lower in λ gives
Pcorrection = P0
(
1 +
(
λ− λ
2
2
+
λ3
3!
)
+
(
λ− λ
2
2
+
λ3
3!
)2
+
(
λ− λ
2
2
+
λ3
3!
)3)
= P0
(
1 +
(
λ− λ
2
2
+
λ3
3!
)
+
(
λ2 − 2λ
3
2
)
+
(
λ3
))
= P0
(
1 + λ+
λ2
2
+
λ3
3!
)
= Ptotal
Therefore, the corrected probability is equivalent to the true (ADT=0) probability to at
least third order in λ.
4.7.4 Additional Pileup Corrections
Two simplifying assumptions were made in the above description of deadtime corrections.
First, it was assumed that the inner and outer hits in a coincidence arrive at exactly the
same time. Although the inner and outer detectors have been time-aligned on average, the
width of the inner-outer time difference is about 0.25 ct. This width leads to a “softening”
of the edge of the coincidence window. The other assumption was that there are no single
(non-coincident) hits in the inner or outer detector, when in fact about 20% of the hits on
the inner detectors have no coincident hit on the outer, and about 2% of the hits in the
outer have no corresponding hit on the inner.
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For completeness, a description of all pileup corrections is given here, including the
effects of inner-outer time differences and single hits. To cross-check the algorithm, some
pileup corrections are subdivided by conditional triggers. Those subdivisions are described
explicitly below. The magnitude of each correction is given in table 4.3, and diagrams of
each correction are given in Appendix C.
• Corrections involving only coincidences:
– Leading-order pileup. This is the simplest, and the largest, of the deadtime
corrections. When a coincidence occurs at time i in fill j, a window is searched
from time i to i+ADT in fill j+1. If a coincidence is found, it is added to the
leading-order pileup histogram.
– Triple pileup. This situation is similar to leading-order pileup, except a third
coincidence lies within the deadtime of the first. In the correction algorithm, when
a coincidence is seen in the shadow region in fill j+1, a second region (the “triple”
window) is searched in fill j+3. If a coincidence is seen in the triple window, it is
added to a triple pileup histogram.
– Extended pileup. In this situation, the allowed inner-outer time difference
causes half of a coincidence to fall within the deadtime. The correction is similar
to the normal pileup correction, except that the scale of this correction depends
on the inner-outer time difference rather than the size of the deadtime region.
– Triple pileup triggered by extended pileup. This correction is similar to
the triple pileup correction, except that the region in fill j+3 is searched due to
the presence of an extended coincidence in fill j+1.
– Extended pileup in triples, triggered by a shadow coincidence. A search
for extended pileup in the triple window is triggered by the presence of a shadow
coincidence.
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– Extended pileup in triples, triggered by an extended coincidence. A
search for extended pileup in the triple window is triggered by the presence of an
extended coincidence.
• Corrections involving single (non-coincident) hits:
– Accidental coincidence. A single hit in the inner and a single hit in the outer
may form a coincidence, even though the two hits do not come from the same
through-going positron. Since the time distribution of the inner and outer single
hits has a muon lifetime component, forming an accidental coincidence introduces
a τµ/2 time dependence. If a single occurs in fill j, a coincidence interval in fill
j+1 is searched for a single hit in the tile pair. The time of this false coincidence
is subtracted from the lifetime histogram.
– Shadow accidental coincidence. An accidental coincidence may also be formed
in the shadow fill. If a coincidence occurs in fill j, and a single occurs in the shadow
window in fill j+1, an interval is searched in fill j+3 for a second single that meets
the criteria for an accidental. The scale of this correction is doubled, since either
the trigger or the shadow coincidence could be an accidental.
– Jitter pileup. Since hits in the inner and outer detectors do not arrive at exactly
the same time, there is a small region before a coincidence where a single hit may
arrive within the deadtime interval of one hit but not the other. One possibility is
that the coincidence will be removed. To correct for this effect, when a coincidence
is seen in fill j, where the earlier hit in the coincidence has time t1 and the later
hit has time t2, the interval t1 − ADT to t2 − ADT is examined in fill j+1 for a
single hit in the same channel as t1. If a hit is found, the time of the coincidence
is added to the correction histogram.
– Jitter pileup in the shadow window occurs when a coincidence in the shadow
window is removed due to Jitter pileup. The correction procedure for this effect
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is similar to the correction for jitter pileup.
• Corrections to timing shifts:
– Timing shift from single hit far away. There is a small region before a
coincidence where a single hit may lie within a deadtime interval of one hit but not
the other. One possibility is jitter pileup, described above. The other possibility
is a small shift in the time of the coincidence. The correction is to subtract the
false time and add the correct time.
– Timing shift from single hit nearby. When two pulses are closer than the
minimal pulse-fitter deadtime of 3 clock ticks, the fitter averages the two pulses
together, weighting the average time according to the pulse amplitudes. If a single
hit in the shadow interval would cause the coincidence time to be changed due to
this averaging, the hypothetical time is removed and the trigger coincidence time
is added to the correction histogram.
– Timing shift from nearby coincidence. This effect and its correction are
similar to the timing shift correction due to a nearby single hit.
– Triple timing shifts, triggered by shadow. In the event of three coinci-
dences time-averaging together, the incorrect average time is subtracted from the
correction histogram and the correct trigger coincidence time is added.
– Triple timing shifts, triggered by extended. This correction checks for
time-averaging when the trigger and triple coincidence are near enough to get
time-averaged but the shadow event falls into the extended pileup region.
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Table 4.3: The effect of each pileup correction on R is checked by disabling the corrections
one by one. The table shows the shift on R at ADT=5 ct and ADT=68 ct. The leading-order
pileup correction dominates for all ADT.
pileup correction ∆R5 ∆R68
leading-order 120.50 1678.17
triple 0.05 9.38
extended 4.19 4.41
triple from extended 0.01 0.03
triple extended from shadow 0.01 0.03
triple extended from extended 0.00 0.00
accidental -1.43 -19.61
shadow accidental 0.00 -0.21
jitter 0.72 0.76
shadow jitter 0.00 0.01
single timing shift far 0.01 0.11
single timing shift near -0.02 -0.02
coincidence timing shift -0.12 -0.11
triple timing shift from shadow 0.00 0.00
triple timing shift from extended 0.00 0.00
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4.7.5 Simulation of Pileup Corrections
As a cross-check on the pileup corrections, a detailed Monte-Carlo (MC) event generator was
developed. The event generator produces coincidences, inner single hits, and outer single hits
with Poisson statistics tuned to the data rate, with data format identical to the output of the
fitter. The numbers of each type of event (inner singles, outer singles, and coincidences, each
with muon-like and background-like time distributions) are drawn from independent Poisson
distributions with means given in table 4.4. After choosing the number of hits and the time
for each hit, the coincidences are decomposed into inner and outer singles and all single hits
are then perturbed by the allowed inner-outer Gaussian time difference. If two hits have
time difference less than the fitter’s deadtime, they are averaged together. This construction
makes the MC event characteristics as similar as possible to the data’s characteristics after
the initial amplitude cut.
Table 4.4: Mean of the Poisson distribution for each hit type per detector per fill
distribution Hit Type Probability
exponential coincidence 0.1
exponential inner single 0.1× 0.265
exponential outer single 0.1× 0.032
flat background coincidence 0.1× 0.0125
flat background inner single 0.1× 0.0175
flat background outer single 0.1× 0.0386
The advantage of the MC event generator is the true lifetime distribution is known, prior
to the perturbations introduced by pulse digitization, fitting and deadtime reconstruction.
Over 1012 MC events were generated in the process of validating the pileup corrections.
Results show excellent agreement between the simulated lifetime and the deadtime-corrected
lifetime vs. ADT (Fig. 4.18).
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Figure 4.18: Monte-Carlo pileup reconstruction for 1012 simulated muon decays. The simu-
lated lifetime R value is shown at the left for 0 ADT with statistical error bars 1.19 ppm,
larger than the range of the plot. The other points at selected ADTs are shown with error
bars allowed by the deadtime correction. The difference between the simulated lifetime and
the average reconstructed value is 0.16 ppm.
4.7.6 Pileup Correction vs. ADT
A useful cross-check on the deadtime correction is the stability of R vs. ADT. Several ADT
were applied in the range from 5 ct to 68 ct (11 ns to 151 ns), as shown in figure 4.19.
The R-uncertainties in figure 4.19 show the 1σ allowed deviation from the statistical pileup
reconstruction. From simulation, the uncertainty of the deadtime correction follows the
empirical formula
σdc ∝
√
NP/N0 ≈
√
ADT/100. (4.23)
The extrapolation to ADT = 0 gives the true R value used for the reported muon lifetime.
The linear dependence of R on ADT will be discussed in section 6.9.
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Figure 4.19: R vs. ADT, after all deadtime corrections have been applied. The error bars
are the allowed deviations in R from the statistical deadtime reconstruction, and are smaller
than the overall statistical uncertainty of 1.18 ppm.
4.8 Electronic Instability Correction
The stability of the detector readout electronics is crucial to a successful precision measure-
ment of the muon lifetime. Uncorrected electronics instabilities could add a small perturba-
tion to the lifetime histogram and change the fitted value for the muon lifetime. A search for
small electronics perturbations revealed that fluctuations are present on the average fitted
amplitudes and pedestals of the pulses vs. time. These fluctuations are shown in figure
4.20. These fluctuations originate in the measurement gate fan-out electronics, housed on a
VME board in the same crate as the WFDs. Triggering a measurement gate causes a small
perturbation on the power-supply reference voltages on the VME backplane, which perturbs
the reference voltages used to calculate pulse height and pedestal in the WFDs. The source
of the fluctuations has been confirmed with a test setup of the electronics; the fluctuations
are time-correlated to the measurement gate in the fan-out electronics.
Assuming the pulse amplitude and pedestal are otherwise stable, these fluctuations will
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change how many pulses are above the analysis amplitude threshold vs. time. For a 1 ADC
change in pulse amplitude, approximately 3.0 × 10−4 more pulses will pass the amplitude
cut. Therefore, these fluctuations on pulse amplitude and pedestal introduce fluctuations in
the number of coincidences vs. time, which then perturbs the muon lifetime fit value.
To correctly account for these fluctuations, a spline function derived from the average
pedestal vs. time is included in the fit function with variable amplitude, as shown in equation
4.24. The amplitude of the spline is defined such that the expected fluctuations in count
rate would give amplitude A = −1.0. The new fit function is
f(t) = (1 + AS(t))N0e
−t/τµ +B, (4.24)
where τµ = τsecret(1 + R/10
6) and S(t) is the spline function derived from figure 4.20a. The
result of the fit using this equation is shown in figure 4.21. The amplitude of the spline
function is consistent with -1. Varying the amplitude of the spline by ±σA results in a
change on R of ±0.26 ppm, which is the quoted uncertainty from electronics stability5.
time
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
A
ve
ra
ge
 P
ul
se
 P
ed
es
ta
l (A
DC
)
19.675
19.68
19.685
19.69
19.695
19.7
19.705
19.71
(a) pedestal
time
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
A
ve
ra
ge
 P
ul
se
 H
ei
gh
t (
AD
C)
108.39
108.4
108.41
108.42
108.43
108.44
108.45
108.46
108.47
(b) amplitude
Figure 4.20: Amplitude and pedestal fluctuations vs. measurement time, for dc beam. These
fluctuations are caused by the measurement gate fan-out electronics.
5A different approach to deal with the electronics instability was taken in the 2007 analysis. There, the
lifetime histogram was corrected by the expected change in counts from the electronics perturbation. Then
the histogram was fit with an unadorned exponential plus background function. The difference in the fitted
R value between the two methods is 0.2 ppm.
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Figure 4.21: Counts vs. time in fill, after deadtime and multiplicity corrections, fitted with
final equation 4.24. The bin width is 8 clock ticks, and the fit range is 92-9600 clock ticks.
4.9 Conclusions
Overall, processing the raw data into a fitted lifetime is a nontrivial process with several
intermediate steps and corrections. First, the raw data is processed into a list of pulse
times and amplitudes. Then low-amplitude noise pulses are rejected below a threshold, and
coincidences are formed between inner and outer detectors of a tile pair. The histogramming
code applies and subsequently corrects for several choices of artificial deadtime. After the
deadtime correction, a hit multiplicity correction is applied. This multiplicity correction does
not change the fitted muon lifetime, but it does bring the χ2 of the fit into an acceptable
range. Finally, the main lifetime histogram is fit using equation 4.24, which takes into
account a small electronics instability, to find the muon lifetime.
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Chapter 5
Consistency Checks
The muon lifetime is derived from a histogram of observed muon decays vs. measurement
time, summed over all “golden” runs and all detectors. This summed histogram, defined
as the lifetime histogram, is corrected for multiple hits arising from single sources (the
multiplicity correction), and for muon decays missed due to an applied artificial deadtime
(the pileup correction). The histogram is fit with equation 4.24, which includes a small
term to account for an observed and known oscillation arising from the electronics. The
value for the muon lifetime reported during the analysis uses a parameter R, defined as a
part-per-million (ppm) offset from a secret lifetime known only to the analyzer
τµ = τsecret(1 +R/10
6). (5.1)
At an artificial deadtime (ADT) of 5 clock ticks (ct) (∼ 11 ns), the fitted value for R is
67.42 ± 1.18 ppm, where the uncertainty is entirely statistical. This value of R can be
referred to as a benchmark for the consistency checks below.
To build confidence in this result, a number of consistency checks were performed on the
dataset. These consistency checks include comparisons between subsets of the data, com-
parisons between alternate hardware configurations, and comparisons between the results
of different analysis choices. We deliberately distinguish consistency checks from systematic
uncertainties; consistency checks are comparisons of the preferred experimental and analysis
methods with alternate methods, whereas systematic uncertainties describe the precision of
the preferred methods. The dataset shows excellent self-consistency; there are no indica-
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tions of an erroneous result. The most important of the consistency checks performed on
the dataset are shown here.
5.1 Fit Residuals
The fit residuals are defined as the difference between the lifetime histogram and the fit
function divided by the error. Subtracting equation 4.24 from the lifetime histogram gives
the fit residuals shown in figure 5.1a. Any structure present in the residuals indicates a trend
in the data which is not described by the fit function. Such trends could distort the fitted
lifetime, but no significant trends are observed. The statistical behavior of the residuals
shows an average of 0 and a standard deviation of 1, as expected (Fig. 5.1b). One bin in
the residuals at measurement time 284 ct (∼ 630 ns) is anomalously low, at 4.55 standard
deviations below the fit function (Fig. 5.1c). The origin of this anomalous bin has not
been located in any individual run file or detector; it is only present in the global sum.
If that region is excluded from the fit, the fitted lifetime is consistent with including the
point. Excluding that point and 1 or 2 bins on either side causes R to change by -0.17 ppm
and -0.23 ppm, whereas the 1 standard-deviation statistically-allowed changes owing to the
omission of that much data are ±0.14 and ±0.22 ppm, respectively. Finally, the Fourier
transform of the residuals shows no indications of oscillatory structure (Fig. 5.1d). Overall,
the residuals indicate that function 4.24 is a good representation of the data.
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Figure 5.1: a) The residuals of the lifetime fit in figure 4.21 are derived by subtracting the
fit from the data and dividing by the statistical uncertainty in each bin. The residuals of
the lifetime fit show that the function fits well to the data. b) The residual fluctuations
have a mean consistent with 0 and standard deviation consistent with 1. c) One anomalous
residual point, centered at 284 ct, is 4.55 standard deviations below the fitted function. If
this point and the points 1 or 2 bins on either side are excluded from the fit, R changes by
-0.17 ppm and -0.23 ppm, with statistically allowed changes of ±0.14 ppm and ±0.22 ppm,
respectively. d) The Fourier transform of the residuals shows no structure.
88
5.2 Consistency vs. Run Number
A check for transient problems and long-timescale trends is performed by subdividing the
dataset by time within the two-month running period. Individual run files, each taking
about two minutes to acquire, are summed in small groups and fit with equation 4.24 with
the amplitude of the electronics perturbation fixed at the global fit result A = −0.8. Figure
5.2 shows R vs. run number, where the runs have been summed modulo 10 (e.g. run
50000 is a sum of runs 50000-50009). Individual runs with χ2/NDF > 1.6 or poor statistics
were excluded from the fit. Gaps in the distribution indicate runs that are not present,
are excluded from the analysis, or were acquired in a nonstandard running condition for
systematic studies. The average value of R is consistent with the benchmark fit result
R = 67.42± 1.18. No significant time structure is seen in the runs accepted for analysis.
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Figure 5.2: R vs. run number. Each point represents a modulo 10 sum of run numbers (e.g.
the point at 50000 is the sum of run 50000-50009). Gaps in the distribution indicate runs
not suitable for inclusion in the global sum. In particular, the gap around run number 46000
indicates those runs were acquired in a nonstandard detector configuration and are used for
systematics studies.
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Another way to view the entries in figure 5.2 is to place each entry in a histogram of fitted
R values. Histogramming the central values gives figure 5.3a, which has mean close to the
benchmark fit result and sigma equal to the point-by-point uncertainty on R. Alternately,
subtracting the mean from each point and dividing by the statistical uncertainty gives the
histogram in figure 5.3b. This figure has a mean of 0 and a sigma slightly wider than 1. This
slightly wide sigma is believed to originate in the modulo-10 sum in which some sums have
lower statistics than the others. When “perfect” sums containing all 10 runs are selected,
the sigma is 1.02± 1.02.
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Figure 5.3: Distribution of R vs. run number. Each entry represents a modulo 10 sum of
run numbers (e.g. the point at 50000 is the sum of run 50000-50009). The mean is near the
benchmark fit result R = 67.42, and the sigma is consistent with the run-by-run uncertainty
on R. The distribution (R − 〈R〉)/σR is slightly wider than 1, likely as a result of the
modulo-10 summing method.
The goodness of fit given by χ2/NDF from each modulo 10 sum is shown in figure 5.4.
Figure 5.4a shows each χ2/NDF vs. run, and figure 5.4b shows a histogram of the values.
The ensemble of fits has an acceptable χ2/NDF = 1± 0.04.
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Figure 5.4: χ2/NDF vs. run number. Each point represents a modulo 10 sum of run
numbers (e.g. the point at 50000 is the sum of run 50000-50009). The χ2/NDF distribution
is acceptable with mean 1 and sigma 0.04.
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5.3 Consistency vs. Fit Range
Varying the range of the fit function gives a powerful cross check on the fit values. A
common practice is to vary the fit start time while leaving the fit stop time fixed, or vice-
versa. Changing the start time or stop time exposes any inconsistencies in the data arising
from effects that may only be present early or late in the measurement period.
A plot of R for a scan over different fit start times, while leaving the stop time fixed at
9600 ct (∼ 21 µs), is shown in figure 5.5. The electronics perturbation parameter, A, has
been fixed at its value from the fit to the global sum, A = −0.8. As the start time is moved
to later values, fewer overall datapoints are included in the fit. This reduction in statistics
means the fit parameters are expected to vary from point to point by
|Pi − Pi+1| =
√
σi − σi+1, (5.2)
where Pi is a fitted parameter for fit start time in bin i, and σi is the uncertainty on that
parameter. The red bands in figure 5.5 show the 1-sigma allowed deviation between fit
values. As the fit range is changed, R stays within the acceptable range, and the χ2/NDF
remains consistent with 1. The jump in χ2/NDF at 284 ct is a result of the point having
anomalously low counts point being outside the fit range. This point is discussed further in
section 5.1, and its inclusion or exclusion does not significantly change R.
A scan over different fit stop times, while keeping the fit start time fixed at 92 ct (∼ 200
ns), is shown in figure 5.6. The fit shows good consistency in the background-dominated
region between 8000 and 9600 ct (∼ 18− 20 µs). Earlier fit stop times still have consistent
R-values, even though the χ2/NDF becomes inconsistent with 1.
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Figure 5.5: Varying the start time of the fit over a range of 4τµ shows good consistency. R
stays within the allowed 1-σ statistical deviations, and χ2/NDF remains consistent with 1.
The amplitude of the electronics correction is fixed at A = −0.8.
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Figure 5.6: Varying the stop time of the fit over a range of 4τµ shows good consistency.
R stays within the allowed 1-σ statistical deviations. The amplitude of the electronics
correction is fixed at A = −0.8.
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5.4 Detector Geometry Checks
The detector consists of 170 triangular scintillator tile pairs arranged in a truncated icosa-
hedron (“soccer ball”) configuration around a central target. The lifetime histogram used
for analysis sums all detectors together, but fitting the detectors individually and in various
groupings can test the robustness of the dataset. Each of the 170 tile pairs is individually
fit with equation 4.24, fixing A = −0.8 from the global fit, and the R values and χ2/NDF
for each tile pair is plotted in upper half of figure 5.7. The lower half of the figure shows the
distribution of (R − 〈R〉)/σR and the distribution of the χ2/NDF. The mean of R vs. tile
pair is consistent with R = 67.42±1.18 from the fit to the sum over the whole detectors, but
the distribution is broader than expected. The origin of this broadening is an R-dependence
on the detector’s position in the beam-direction, and will be addressed here. The average
of all χ2/NDF is consistent with 1; a correction for multiple hits from a single source is not
required when fitting detectors individually.
Plotting the results relative to detector position reveals some non-uniformity in the de-
tector response. We define a right-handed coordinate system with the origin at the center
of the detector, where the z-axis points downstream, the y-axis points up, and the x-axis
points beam-left. The fit results from each tile pair are plotted relative to the tile pair’s
z-position in figure 5.8. If multiple detectors have the same z-position, their fit results are
averaged together. Clockwise from upper left, the plots are N , R, χ2/NDF, and B. The
deficiency of hits near z=0, as shown by N and B, is caused by positron scattering by the
target disk. This deficiency is called target shadowing; the source of muons is in the center
of the target and the edge of the target disk casts a shadow on the detector. This shadow
has been verified by Monte-Carlo. There is at least a factor of two difference in rate between
shadowed and non-shadowed detectors, but neither R nor χ2/NDF show a dependence on
rate.
The direction that maximizes the directional dependence of R was investigated, and
94
 / ndf 2χ
 200.5 / 169
mean     
 1.12± 67.51 
Detector Pair Number
20 40 60 80 100 120 140 160
R
20
40
60
80
100
120
140
 / ndf 2χ  174.5 / 169
mean     
 0.003± 1.002 
Detector Pair Number
20 40 60 80 100 120 140 160
/N
DF
2 χ
0.8
0.85
0.9
0.95
1
1.05
1.1
1.15
 / ndf 2χ  3.446 / 12
Constant  2.29± 23.71 
Mean      0.091091± 0.004018 
Sigma     0.070± 1.131 
Rσ(R-<R>)/
-6 -4 -2 0 2 4 6
0
5
10
15
20
25
 / ndf 2χ  13.37 / 15
Constant  2.35± 22.58 
Mean      0.003± 1.001 
Sigma     0.00256± 0.03707 
/NDF2χ
0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
0
5
10
15
20
25
Figure 5.7: The fits to separate detector pairs show that R vs. detector pair has mean
consistent with the fit to the global sum (upper left). The distribution of (R − 〈R〉)/σR is
too broad, with σ > 1 (lower left). This broadening is caused by a R vs. z dependence,
shown in figure 5.9. χ2/NDF vs. detector pair and its distribution have mean consistent
with 1, indicating acceptable detector-by-detector fits (upper right and lower right).
was found to be approximately in the direction of the average muon spin, regardless of
the orientation of the target. The average muon spin points primarily upstream, with an
estimated 6◦ downward tilt. The negative muon helicity originates in muon production
pi+ → µ+ + νµ. The 6◦ tilt is introduced by spin precession in the magnetic field of the
separator1. The R dependence vs. the coordinate axes is shown in figure 5.9. Clockwise
from upper left, the panels are R vs. detector pair, R vs. x (horizontal), R vs. y (vertical),
and R vs. z (along the beam). The only observed dependence is on the z-position of the
detectors.
1The separator is a beamline element which acts as a velocity filter and propagates the muons straight
through an E×B field. As a side-effect, the muon spin is rotated ∼ 6◦ by the magnetic field of the separator.
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Figure 5.8: Fit parameters vs. z = cos(θz). The fit parameters are N , R, χ
2/NDF, and B
from equation 4.24, shown clockwise from upper-left. The shadowing from the target disk is
visible near z = 0.
The detector is symmetric and is designed to cancel any muon average spin precession
or relaxation, such as the R vs. z dependence seen in figure 5.9. The detector symmetry
is exploited by summing geometrically opposite tile pairs prior to fitting. R vs. the 85
summed pairs is shown in figure 5.10. By design, the four channels from a detector pair and
its opposite pair are read out by one WFD board, so the 85 summed pairs are equivalent
to the 85 WFD boards. A potential asymmetry in the 85 R values could indicate a non-
uniformity in the readout electronics. Figure 5.10 shows excellent consistency between the
R-values of the 85 opposite pairs; fits for the average R-value has χ2/NDF consistent with 1
and the plot of (R− 〈R〉)/σR has mean consistent with 0 and sigma consistent with 1. The
average χ2/NDF is larger than, but consistent with 1, showing evidence for multiple hits
from single sources. An alternate view of the same data is shown in figure 5.11, where R is
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Figure 5.9: R vs. tile pair, plotted vs. i = cos(θi) relative to three axis i=x,y,z. If detectors
have the same position, their R values are averaged. A clear trend in R vs. z is visible,
originating from the muons’ average spin relaxation in the AK3 target.
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plotted vs. x, y, and z. No R dependence on detector geometry is seen when opposite tile
pairs are summed prior to fitting.
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Figure 5.10: Fits to sums of opposite detector pairs. R vs. detector pair (upper left) has
mean consistent with a fit to the global sum. (R − 〈R〉)/σR has the expected statistical
distribution with mean consistent with 0 and σ consistent with 1. χ2/NDF vs. detector
pair has mean slightly higher than 1, indicating the presence of multiple hits from a single
source.
Overall, plotting fit value vs. detector gives a powerful check on data self-consistency.
Other detector-by-detector dependencies have been checked, such as R vs. phototube manu-
facturer, R vs. WFD board number, and R vs. pentagonal or hexagonal detector enclosure.
The only clear dependency in these checks is a trend in R vs. z, which is canceled by the
symmetry of the detector when muons stop in the target [66].
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Figure 5.11: R vs. summed opposite detector pair, plotted vs. i = cos(θi) relative to three
axis i=x,y,z. If detectors have the same position, their R values are averaged. No geometry
dependence is visible.
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5.5 R vs. Dataset
The orientation of the AK3 target’s magnetic field was changed periodically during the run
by rotating the target by 180◦. The target rotations are disruptive changes which require
moving the detector, bringing the beampipe vacuum up to air pressure, and rotating the
beampipe. These disruptive changes were done approximately once per week, and these
changes demarcate convenient subdivisions of the dataset. The 9 subsets are labeled A-I
and by the magnetic field orientation of the target. The R for each dataset is plotted in
figure 5.12. The fitted R from individual datasets averages to the R from the global sum,
and the datasets have good self-consistency.
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Figure 5.12: The target orientation was changed periodically by 180◦. Each orientation is
labeled by letters A-I and by the target’s internal magnetic field direction. These subsets
show good consistency and average to the same value as the fit to the global sum.
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5.6 R vs. Analysis Choices
The choices made during the analysis, such as forming coincidences between inner and outer
detectors and making an amplitude cut to remove noise pulses, are well-motivated. Alternate
choices for analysis can be made, and the consistency between these choices and the final
result is shown in figure 5.13. Each alternate choice is described in here in a bulleted list
and shown with the respective uncertainty in figure 5.13.
• 100% sum. The final R value, from a fit to the sum of detectors and all good data.
This point is also represented by the yellow band in figure 5.13.
• Run by run average. The average of fits to modulo-10 sums of run files, described in
section 5.2.
• Detector by detector average. The average of fits to each of the 170 tile pairs, described
in section 5.4.
• Opposite pair sum. The average of fits to the 85 opposite tile pair sums, described in
section 5.4.
• 100% inners. The detector is a geodesic sphere composed of scintillator tile pairs. In
the final analysis, coincidences are formed between the inner and outer detectors of a
pair to reduce the noise inherent to photomultiplier tubes. This alternate analysis uses
inner detectors only, does not form coincidences, and applies a simpler set of pileup
corrections that are not complicated by inner-outer detector timing differences. The
consistency of this result with the final R value is a convincing cross-check of the full
pileup corrections.
• 100% outers. This point is constructed like the 100% inners point, except using the
outer detectors only. Like the 100% inners, the consistency of this result with the final
R value is a convincing cross-check of the full pileup corrections.
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• 100% left sum. At approximately 1-week intervals, the ferromagnetic target was ro-
tated 180◦ to reverse the magnetic field. The dataset is composed of roughly 55%
target-left and 45% target-right data. The target-left and target-right datasets are fit
individually to check for any dependence on the target magnetic field orientation. This
point represents the target-left data.
• 100% right. Like the 100% left sum, this point shows R from a fit to target-right data
only.
• Fit for Pileup. Rather than correct for pileup, the missing hits can be accounted for
by including a e−2t/τµ term in the fit to account for the pileup events. An example
equation including this term is given in equation 4.9. The amplitude of this term is
correlated with the muon lifetime, so fitting for the pileup amplitude increases the
uncertainty on R by about a factor of 2. The results of this fit on the full dataset are
shown by this point. The consistency of this point with the final R value is another
confirmation that the pileup correction is performed correctly.
• No spline. A small electronics oscillation is present in the lifetime histogram, and
is accounted for in the fit function given by equation 4.24. If the amplitude of this
oscillation is set to 0, effectively removing the oscillation from the fit, the fitted R is
slightly lower than the final R.
• 1/3 runs good amp cut. This point contains 1/3 of the dataset with normal analysis
conditions. This point exists for comparison with the point below.
• 1/3 runs, no inner amp cut. A significant portion of the dataset was accidentally
processed with no amplitude cut on the inner detectors. The error was fixed and that
portion of the data was reprocessed with the correct amplitude cuts. Comparing the
same subset of the data processed in two ways shows how R is dependent on amplitude
cut and the detector noise that cut eliminates.
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Run by run avg., R=67.48 +/- 1.14
Tile pair avg., R=67.51 +/- 1.12
Opposite pair sum, R=67.36 +/- 1.12
100% inners, R=67.24 +/- 1.02
100% outers, R=69.28 +/- 1.12
100% left sum, R=66.99 +/- 1.54
100% right sum, R=67.94 +/- 1.70
Fit for pileup, R=64.73 +/- 2.56
No Spline, A=0, R=66.82 +/- 1.14
1/3 runs good amp cut, R=66.56 +/- 2.01
1/3 runs no inner amp cut, R=65.27 +/- 2.01
Figure 5.13: Consistency vs. different analysis choices. The final analysis result is given by
the top point and by the yellow band. Alternate analysis choices, such as using detectors
singly rather than as coincident pairs or not applying a pulse amplitude cut, are shown to
be consistent with the final result.
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5.7 R vs. Target Choice
In the main dataset, a ferromagnetic target with large ∼ 0.5 T internal magnetic field was
chosen to dephase the average muon spin. In the absence of this dephasing, the symmetry of
the detector is relied upon to cancel any potential muon average spin precession or relaxation.
Two metallic spin-preserving targets, composed of aluminum and copper and having no
internal magnetic field, were chosen to test the symmetry of the detector. The aluminum
and copper targets were mounted at the center of the detector in the ambient magnetic field.
Main contributions to this ambient field are the Earth’s magnetic field and the magnetic field
from beamline magnets2.
The aluminum and copper targets lack the intrinsic magnetic field of AK3, so the agree-
ment with the AK3 results shows the degree to which the symmetry of the detector is able
to cancel the average spin relaxation (Fig. 5.14). Data was taken using the aluminum target
in 3 positions: centered in the detector, and offset by 5 and 10 cm upstream of the detector
center. Data was taken with the copper target in the center of the detector only. The fitted
R from aluminum and copper agree when the targets are centered in the detector. Offsetting
the aluminum target from the center of the detector changes R at a rate of ∼ 90 ppm per
cm offset (Fig. 5.15). Given the difference in R between the centered aluminum and AK3
targets, it is tempting to conclude that the “centered” target position is off-center by ∼ 0.5
cm. In fact, the position of the target is known much more precisely from detector count
rates, as discussed in section 6.3.
It was suggested that the average muon spin in the direction of the target magnetic
field would relax from the initial magnitude to 0, introducing an asymmetry in the observed
lifetime along the magnetic field direction. Muons arrive at the target with spin pointing
upstream and slightly downward, so to minimize the spin component parallel to the magnetic
2During the 2006 running period, the MEG experiment was undergoing testing in a nearby experimental
area. The MEG detector uses a strong magnet named COBRA and compensation coils with fringe field
extending into the piE3 experimental area. Magnetic shielding was installed in the piE3 area to compensate,
but the COBRA magnet remained off during the 2006 data collection period.
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field, the target is oriented perpendicular to the beam axis with magnetic field pointing left
or right. To enhance this potential relaxation, a special elliptical AK3 target was constructed
with magnetization pointing along the major axis. When the elliptical target is mounted in
the center of the detector with a 45◦ angle between the major axis and the beam-direction,
the target profile is circular when viewed along the beam axis. This configuration gives a
cos(45)-component of the muon spin parallel the magnetic field. When R is plotted vs. angle
to the magnetic field direction, no dependence is seen, indicating there is no relaxation along
the magnetic field direction in AK3. R for each of these elliptical target conditions is shown
in figure 5.14.
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AK3, +45 degree tilt, R=74.86 +/- 10.66
AK3, -45 degree tilt, R=45.80 +/- 9.92
Figure 5.14: Consistency vs. target. The main target is composed of AK3, but alternate
nonmagnetic targets were used to check how well the symmetry of the detector compen-
sates for a large average muon spin polarization. In addition, an elliptical AK3 target was
constructed and installed at 45◦ to test for average spin relaxation along the magnetic field.
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Figure 5.15: R vs. aluminum target offset. The aluminum target preserves muon spin,
and offsetting the aluminum target from the center of the detector prevents the spherical
symmetry of the detector from cancelling muon spin rotation and relaxation. The asymmetry
distorts the fitted muon lifetime by ∼ 90 ppm per cm offset.
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5.8 Consistency vs. Amplitude Threshold
Low-amplitude noise pulses are removed from the data by an amplitude cut. The amplitude
cut is chosen to be the minimum in pulse height distribution between signals from decay
positrons and noise, as shown in figure 4.8. The uncertainty on the location of the amplitude
cut is about 2 ADC counts. The stability of the amplitude cut is not the same as the stability
of the detector gains, which is investigated in sections 6.4 and 6.5.
To check the stability of R vs. amplitude cut, 1% of the data was processed with the
nominal amplitude cut and with amplitude cut ±4 ADC counts, as shown in figure 5.16.
Increasing the amplitude cut lowers the number of hits in the lifetime histogram. The amount
R may vary due to the reduction in statistics is given by equation 5.2 and shown by the red
bands in figure 5.16. The three points have slope -0.07 ppm/ADC count, so the uncertainty
on the amplitude cut of 2 ADC counts could be assigned a systematic uncertainty of 0.14
ppm. However, it is emphasized that the spread of points in figure 5.16 is consistent with
statistical deviations, so there is no motivation for assigning a systematic uncertainty based
on the amplitude cut.
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Figure 5.16: The same 1% subset of the dataset is processed with different amplitude cuts.
R is plotted for each amplitude cut. The statistical error bars on each point are ∼ 11.2 ppm.
Red bands show the allowed set-subset deviation. Although the three data points have a
slope, their spread is consistent with the allowed set-subset deviations.
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5.9 Consistency vs. Bin Width
To verify that R does not depend on the choice of bin width for the lifetime histogram, the
bin with was increased by powers of two, effectively reducing the time-resolution over the
measurement period. The results in table 5.1 show that the default choice of 8-ct bin width
is well below the threshold where the time resolution of the lifetime histogram affects the
fitted muon lifetime.
Table 5.1: R and χ2/NDF vs. the bin width of the lifetime histogram. The fit range is
slightly altered from the usual 92-9600 ct to ensure the fit range remains valid when the
timing resolution becomes coarser. The fit range is 128 ct to 9600 ct (∼ 284 ns - 21.3 µs).
bin width R χ2/NDF
8 67.93± 1.17 1.03± 0.04
16 67.93± 1.17 1.06± 0.06
32 67.94± 1.17 1.08± 0.08
64 67.91± 1.17 1.06± 0.12
128 67.99± 1.17 1.09± 0.17
5.10 Autocorrelation
The autocorrelation is defined as a histogram of the time difference ∆t between hits in a
detector pair. By definition, the autocorrelation histogram is symmetric about ∆t = 0. All
hits are recorded in the bin at ∆t = 0, since all hits self-correlate. Dividing each bin by
the number of self-correlated hits at ∆t = 0 gives the probability of seeing a hit vs. ∆t.
This probability, averaged over all detectors, is shown in figure 5.17a. The autocorrelation
shows that the chance that a second hit will arrive after an initial, or trigger, hit has an
exponential distribution with time constant equal to the muon lifetime. This exponential fall
of is a consequence of having more than one muon in the target. The autocorrelation is fit
with function 4.10 from ∆t =100 ct to ∆t =990 ct (221 ns to 2195 ns), fixing R = 66.48 and
NP = −4.745 × 10−4, values determine in the initial lifetime fit shown in figure 4.12. The
χ2/NDF = 1.02 ± 0.05 is consistent with 1, indicating function 4.10 is a good description
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of the autocorrelation. To explore structures at smaller ∆t, the fit is subtracted from the
autocorrelation. Oscillations at ∆t = 34 ct and ∆t = 53 ct (75 and 118 ns) are believed be
cable reflections. For ∆t > 68 ct (∼ 150 ns), the autocorrelation is smooth.
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Figure 5.17: Coincidences in a detector pair, plotted vs. time after an earlier coincidence
(a). The distribution is fit with an exponential plus background function that accounts for
pileup (eqn. 4.10). The residuals of the fit is shown in (b), and zoomed-in regions of (a) and
(b) are shown in (c) and (d). The oscillations at ∆t = 34 ct and ∆t = 53 ct (75 and 118 ns)
are believed be cable reflections.
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5.11 Summary
Many consistency checks have been performed on the 2006 dataset, and a few are shown
here. These varied consistency checks include comparisons between subdivisions of the
dataset, comparisons between alternate hardware configurations, and comparisons between
alternate analysis choices. All the consistency checks show the insensitivity of the final result,
R = 67.41± 1.18 evaluated at artificial deadtime ADT=5 ct, to numerous experimental and
analysis parameters.
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Chapter 6
Systematic Uncertainties
At its most basic level, the MuLan experiment counts muon decays vs. time. The muon
decays are observed indirectly; many systems operate in series to perform the measurement.
Positrons from muon decays cause flashes of light in a scintillator. These flashes are amplified
and converted to an electronic signal by photomultiplier tubes. The electronic signals are
then digitized by waveform digitizers (WFDs). Any effects that could change the response
of these systems during the measurement period might perturb the fitted muon lifetime.
We define an “early-to-late” effect as an effect that changes magnitude from early in the
measurement period to late in the measurement period. Most of the systematic uncertainties
described below are of this type. Likewise, we define a “∆t” effect as an effect that changes in
magnitude vs. time after a previously recorded hit. These ∆t effects can distort the response
of the system early-to-late due to the O(1000) change in rate during the measurement period.
Several effects have been considered, and upper limits on how they affect the muon lifetime
have been set. Some of these limits are overestimates, and await final confirmation from
MuLan collaboration as a whole. Final values from a combined 2006 and 2007 result may
differ from those shown here. All significant contributions to the systematic uncertainty are
summarized below.
6.1 Kicker Stability
An ideal kicker would shut off the beam completely. The real kicker reduces the muon beam
intensity by about a factor of 1000, therefore about 10 MHz × 0.001 × 22 µs = 0.22 muons
113
arrive during the measurement period. Any perturbations on the voltage across the kicker
plates translate into a change in extinction, and therefore into a change in the number of
muons arriving during the measurement period. An early-to-late change in kicker extinction
could introduce perturbations on the otherwise constant background.
The possible non-constant background introduced by the kicker was determined using
two measurements. First, positive and negative traces of the high-voltage (HV) on the kicker
plates were captured using a HV probe and an oscilloscope while the kicker was running at
full voltage (see figures 6.1a and 6.1b). Ringing in the trace arises from a low-pass filter
in the probe and possibly from a voltage-dependent capacitance at the measurement point.
This large ringing is not actually present on the kicker plates. The second measurement
shows how the beam extinction is affected by different kicker voltages. The kicker HV was
systematically lowered and the beam’s extinction is determined at each HV setting. This
set of measurements is fit with a sloping line to determine the change in beam extinction for
small changes in kicker HV, as shown in figure 6.2.
The non-constant background introduced by the kicker is given by
B(t) = N0
(
∆(B/N0)
∆V
)
V (t) (6.1)
where N0 is the number of muon decays seen at the kicker beam-off transition, ((B/N0)/V )
is the measured change in beam extinction vs. kicker high voltage (i.e. the slope in figure
6.2), and V(t) is the kicker voltage measured directly by the HV probe. Adding this changing
background to the lifetime histogram changes the fitted lifetime’s value by 0.11 ppm for each
of the two kicker MOSFET stacks. Assuming the voltage measurements add coherently, the
total systematic uncertainty due to potential fluctuations in kicker high-voltage is 0.22 ppm.
A more sophisticated analysis of the kicker traces was done by fitting an ansatz function,
an exponential plus a sloping background, to the traces measured with the high-voltage
probe, using several choices of time constant for the exponential (Fig. 6.1). This fit averages
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Figure 6.1: Systematic uncertainty from the kicker. The voltage of each kicker plate vs.
time in fill is shown on the upper left and upper right. The ringing is an artifact of the
measurement and is not present on the plates. To remove the ringing, each trace was fit
with an exponential plus sloping line, and that function was used to perturb the lifetime
histogram. The effect of the perturbation of the fitted muon lifetime is shown in the lower
two plots. Figure adapted from [67].
over the oscillations introduced by the probe. The fit function was used to perturb a sim-
ulated lifetime histogram. The sophisticated study found the ansatz function changed the
simulated lifetime by at most 0.11 ppm, dominated by the sloping term in the fit [67]. As-
suming the two kicker traces add coherently, the sophisticated study indicates the systematic
uncertainty from potential kicker instability is 0.22 ppm.
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Figure 6.2: Beam extinction (B/N0, as in N0e
−t/τ + B) vs. kicker voltage. Lowering the
kicker voltage over the course of several runs gives the effect of kicker HV on the plates.
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6.2 Clock Calibration
A master clock controls the timing of the WFDs, and the calibration of this clock, an Agilent
E4400 function generator, directly influences the derived muon lifetime. The calibration of
the master clock was checked using a calibrated frequency counter and by comparison with
a rubidium atomic clock at two reference frequencies of 10 MHz and 60 MHz. The fractional
discrepancies are shown in table 6.1, and the average discrepancy was 0.025 ppm.
Table 6.1: The Agilent E4400 master clock was compared against two other high-precision
timing devices at reference frequencies of 10 MHz and 60 MHz. The fractional discrepancies
are shown here.
Comparison 10 MHz 60 MHz
Frequency counter 1× 10−8 2× 10−8
Rubidium atomic clock 4× 10−8 3× 10−8
6.3 Errant Muon Stops
Errant muons are defined as muons that stop in places other than the center of the detector.
Errant muons that stop in the walls of the beampipe upstream of the target originate in the
beam halo or backscatter from the target. If the errant muons’ average spin has a visible
precession or relaxation, it will not be canceled by the symmetry of the detector and could
distort the lifetime histogram.
Several specialized studies were attempted to determine how many muons stop upstream
of the target. A Monte-Carlo SRIM1 study [68] estimated that ∼ 4.6×10−4 muons backscat-
ter from the target (Fig. 6.3) This study underestimates the number of upstream decays,
as it does not account for muons in the beam halo. Two different experimental studies,
shown in figure 6.4, arrived at different estimates. One study was performed before the
detector was present, and used a fourfold coincidence between four scintillators to look at a
narrow section of the beampipe. That study determined that (1.0± 0.5)× 10−3 of the muon
1SRIM=Stopping and Range of Ions in Matter, [69]
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Figure 6.3: Results from a SRIM simulation [68] showing the z-position where backscattered
muons stop in the wall of the 20-cm beampipe, fitted with a Landau distribution. Of the 106
simulated muons, 464 backscattered from the target. Most of them stopped in the beampipe
wall 9 cm upstream of the target, and 85% stopped inside the detector radius of 40 cm.
decays originate in the beampipe. The second study took place during normal data acqui-
sition. Parallel counters aligned with the beampipe were included in threefold coincidences
with detector tile pairs to get a coarse view of how many muons stopped in the beampipe.
This study was complicated by an abundance of accidental coincidences between the parallel
counters and the tile pairs. This study estimates that as many as 1% of the muon decays
originated upstream of the target. Given the inconsistency with the two other estimates,
this fraction is likely an overestimate.
The beampipe between 0 and 67 cm upstream of the target is lined with AK3; any
muons that stop in this region will spin-precess in the AK3’s ∼ 0.5 T internal magnetic
field. Some data was taken with the detector offset downstream, while leaving the target
fixed, to emulate 100% upstream stops. A plot of R vs. detector position is shown in figure
6.5. The total data taken with offset detector corresponds to ∼ 2.36% of the total target-
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Figure 6.4: Diagram of two different setups for measuring muon stops upstream of the target.
Two different setups are shown. Above the beamline, a fourfold coincidence between T1,
T2, T3, T4 (a “telescope”) shows muon decays in a narrow segment of the beampipe. This
study was done before the detector was in place. Below the beamline, a triple coincidence
with a parallel counter P1 and two tiles in the detector D1 and D2 gives a broader view of
upstream decays.
centered data. When the offset data is added to the target-centered data, R changes by
-0.22 ppm. Therefore, the worst-case estimate of 1% errant muon stops results in a lifetime
shift of less than 0.1 ppm.
An alternate method to calculate the effect of errant stops is to find the average location
of muon stops using the detector. We define a right-handed coordinate system with the origin
at the center of the detector, the z-axis pointing downstream, the y-axis pointing up, and
the x-axis pointing beam-left. Assuming the detector has uniform acceptance, the positron
intensities observed in the tile pairs can be used in a geometric fit for the average muon
stop position. In these coordinates, the average muon stop location is x = −0.7 ± 0.3 cm,
y = 0.7± 0.3 cm, z = −0.1± 0.3 cm. As shown in figure 5.9, there is a z-dependence on the
119
 / ndf 2χ
 11.96 / 7
    0R  1.14± 67.41 
ball z position (cm)
0 10 20 30 40 50 60 70 80
R
 (p
pm
)
-20
0
20
40
60
80
100
120
140
160
 / ndf 2χ
 9.374 / 6
    0R  1.14± 67.63 
slope (ppm/cm) 
 0.5155± -0.8295 
Figure 6.5: R vs. ball position.
fitted muon lifetime. The slope is 12.68 ppm/cos(θ). The detector radius is approximately
40 cm, so this z-uncertainty translates to cos(θz) = z/r = −(0.1± 0.3)/40. Multiplying by
the slope gives a shift on the lifetime of −0.032 ± 0.095 ppm. This estimate is consistent
with 0, with uncertainty similar to other estimates. Overall, the uncertainty on the lifetime
from errant muon stops is ≈ 0.1 ppm.
6.4 Gain Stability vs. Time
Gain stability is defined as the invariance of the detector response to a standard impulse
such as a through-going positron. In practice, the gain stability is determined using the most
probable value (MPV) from a histogram of pulse amplitudes. If the gain stability changes
early-to-late, then the fraction of pulses over threshold, and consequently the acceptance of
the detector, changes with time. Such a change will introduce a perturbation on the muon
lifetime.
To determine the MPV vs. time, amplitude histograms such as those shown in figure
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Figure 6.6: Most probable value for the pulse height (MPV) vs. time in measurement
period. The amplitude spectrum of the background, determined in the time range 9500-
9600 ct (20.9-2.11 µs), was subtracted. An electronics oscillation is visible early in the
measurement period. The change in pulse height was converted to a change in counts by
scaling by the fractional number of counts at the amplitude threshold (see figure 6.7).
4.8 were summed over all detectors and fit in 100 ct (∼220 ns) time intervals during the
measurement period. The interval from 9500-9600 ct (∼ 20.9 − 21.1µs), containing only
background pulses, was subtracted from each interval prior to the fit. The pulse MPV from
these fits is shown in figure 6.6. The background amplitude spectrum is subtracted because
the amplitude spectrum of cosmic rays is different from the spectrum of decay positrons.
Without the subtraction there is a large change in average height during the measurement
period due to the changing ratio of the populations.
The change in MPV can be converted to a change in counts by considering the fraction
of pulses that cross the threshold for a given change in gain. A plot of pulse height minus
amplitude threshold is shown in figure 6.7. At the threshold, a 1 ADC change in pulse height
corresponds to a 3.0 × 10−4 change in the total number of pulses above threshold2. This
2Figure 6.7 is the sum of individual detector tiles. To get the change in the number of coincident pulses,
multiply by a factor of 2. The change in MPV is assumed to be a linear gain change, so the effect must be
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Figure 6.7: Amplitude-threshold, summed over all tiles. At threshold, the fractional change
in counts for a 1 ADC change in threshold is ∼ 3.0×10−4. For comparison, at threshold+40,
the fractional change in counts is ∼ 114.4 × 10−4. For coincidences between tile pairs, the
change in counts per change in threshold is doubled.
fraction is used to scale the MPV to the fractional change in number of pulses, as shown by
the left- and right- axis in figure 6.6.
This perturbation on the number of counts vs. time can then be used to extract a
change on the fitted lifetime. Changing the number of counts in the lifetime histogram by
the perturbation given by figure 6.6 changes the fitted lifetime by +0.33 ppm.
An alternate measurement of gain vs. time was performed with the laser. The laser
pulses were fanned out to 24 detector tiles and to a reference PMT outside the beam area.
The ratio of laser pulse height in the detector to laser pulse height in the reference PMT
gives an alternate determination of detector stability. Two studies were performed using
these laser pulses. One study determined the differential gain change (dG/G) vs. time is
(3.15±1.10)×10−8 ct−1 [70], and the other found a similar result of (3.5±3.8)×10−8 ct−1 [71].
This linear gain change vs. time in measurement period can be used to perturb the
scaled from the MPV peak to the threshold by multiplying by a factor of (threshold/MPV)≈ (60/120).
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lifetime histogram in place of the MPV vs. time histogram. The (dG/G) values determined
by the laser studies are multiplied by the MPV to get absolute dG vs. time, and then by
the same conversion factor 3.0 × 10−4 to get fractional change in counts (dN/N). Using
this method, the two laser studies give slopes dN/N vs. time as (1.1 ± 0.4) × 10−6 τµ−1
and (1.2 ± 1.3) × 10−6 τµ−1, where the time-units have been converted to muon lifetimes,
τµ ≈ 1000 ct. Multiplying the lifetime histogram by a sloping line f(t) = (dN/N)t + 1
changes the fitted lifetime by ∆R = 1.03± 0.36 ppm and ∆R = 1.1± 1.2 ppm, respectively.
Overall, the uncertainty from gain stability is conservatively chosen so as to be consistent
with all determinations. The uncertainty assigned from gain stability vs. time is 0.7 ppm.
6.5 Gain Stability vs. ∆t
A change in the gain immediately following a hit will affect the number of hits over threshold
vs. ∆t. This differential acceptance will affect the overall acceptance early-to-late because
the rate (and average hit separation) changes by three orders of magnitude during the
measurement period. A histogram of amplitude change vs. time after hit (∆t) is shown in
figure 6.8. This histogram shows a fast change in amplitude at small ∆t, and a slow recovery
at large ∆t.
Differential gain effects are most visible in a plot of R vs. ADT. The histogram in figure
6.8 was used in a Monte-Carlo simulation to gauge the effect on R vs. ADT. The positive
gain change vs. ∆t indicates that more pulses will be above threshold immediately following
a hit. However, for technical reasons, it was simpler to remove simulated hits rather than
add them. Consequently, the effect on R in simulation will be reversed from what is present
in the data (i.e. a positive change on R in the simulation will be reflected by a negative
change on R in the data). The simulation used 1010 events, and scaled the differential gain
effect up by a factor of 100. The results of this simulation are shown in figure 6.9a, and
imply a pull of ∼ 0.5 ppm on the fitted muon lifetime.
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In the data, gain-instability effects can be enhanced by increasing the amplitude cut.
This enhancement is necessary to clarify a O(0.5)-ppm effect on R vs. ADT. Figure 6.7
shows that increasing the amplitude cut by 40 ADC counts increases gain-instability effects
by a factor of ∼ 64. This enhancement is the product of two factors. First, the fractional
change in hits (dN/N) for one ADC count increases by 114.4/3 ≈ 38. Second, changes at
threshold will not be scaled down as much from changes on MPV. If the old threshold is 60,
the new threshold of 100 will give a scaling enhancement of 100/60 = 1.6. Together, these
factors give a combined enhancement of ∼ 64.
Increasing the amplitude cut for ∼ 1% (∼ 1010 events) of the dataset changes the shape
of R vs. ADT as shown in figure 6.9b. This shape mirrors the shape seen in the simulation in
figure 6.9a, as expected. The scale of the effect is ∼ 17 ppm. Dividing by the enhancement
factor gives an uncertainty on the fitted lifetime of 0.27 ppm.
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Figure 6.8: Two views of the change in pulse height vs. time after pulse (∆t). This histogram
was derived from a histogram of pulse height vs. ∆t minus a histogram of pulse height vs.
∆t+27 µs (∆t in the next fill). The histogram shows a fast change followed by a slow return
to normal.
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Figure 6.9: Differential gain changes affect R, as shown by R vs. ADT for ∼ 1010 muon
decays in simulation (a) and data (b). In the Monte-Carlo simulation, the changing ac-
ceptance, caused by differential gain changes, was reversed and scaled by a factor of 100,
implying that for the real data, a negative shift of 0.5 ppm should be observed. In the data,
the same set of runs was analyzed using the nominal amplitude cut and an amplitude larger
by 40 ADC counts. The larger amplitude cut enhances the differential acceptance change by
a factor of ∼ 64, implying that for the nominal amplitude cut a shift of (89− 72)/64 ≈ 0.27
should be observed.
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6.6 Timing Stability vs. Time
Timing stability is defined as the stability of the interpreted hit time with respect to the
true time of the hit. A shift in the interpreted time of a hit early-to-late will affect the fitted
lifetime. The observed timing shifts are small, so the effect can be approximated with the
linear relation
tshifted = m ttrue + t0, (6.2)
where m is a stretching factor and t0 is an offset. The lifetime histogram will use the
interpreted, shifted time, affecting the fitted lifetime as follows.
f(tshift) = N0e
−tshift/τ +B (6.3)
= N0e
−mt/τe−t0/τ +B (6.4)
= N ′0e
−t/τ ′ +B (6.5)
where the overall timing shift t0 has been absorbed into N
′
0, and the scaling m on t has
become a 1/m effect on τ . If m = (1 + ), then τ ′ = (1− )τ . In sum, a shift on t will affect
N0 but not the fitted lifetime. A ppm-level scaling on t will affect τ at the same level.
Potential timing shifts were studied using pulses from the laser. The times of laser hits in
the detector tiles were compared to the times of the same hits in the reference PMT. The time
differences were determined for 10 1000-ct- (∼ 2.2 µs)-wide intervals during the measurement
period. Two studies found a relative timing shift (∆t/t) of −8.24 ± 5.57 × 10−9 [70], and
3.1± 5.7× 10−8 [71], respectively. The larger of the two determinations is used to set a limit
on the timing stability of (3.1 + 5.7)× 10−8 ≈ 0.09 ppm.
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6.7 Timing Stability vs. ∆t
The pulse fitter cannot resolve pulses separated by less than 3 ct. If two pulses are close
together, the fitter reports the amplitude-weighted average as a single pulse. Likewise, the
fitter cannot resolve pulses below a threshold. If the fitted time of a hit changes due to the
presence of a nearby pulse, the rate change early-to-late could cause the fitted times of hits to
change early-to-late. This change could affect the observed muon lifetime. To test the fidelity
of the fitter, a simulated waveform is generated with two pulses of varying amplitude and
separation. One pulse is called the reference pulse and has fixed time and amplitude. The
other pulse, called the perturbation pulse, has variable time and amplitude. The resulting
waveform is fit to extract the time of the reference pulse relative to the time and amplitude
of the perturbation pulse. An example of one trial with reference pulse amplitude 130 ADC
counts and perturbation pulse amplitude 10 ADC counts is shown in figure 6.10a. The fitted
time of the reference pulse varies according to the location of the perturbation pulse, and
the average time shift is 0.002 ct. A plot of average time shifts for various reference and
perturbation pulse heights in shown in figure 6.10b. For the most extreme case, where the
reference pulse height is 50 and the perturbation pulse height is 30, the average pull is 0.03 ct.
The fitter cannot resolve pulses with amplitude below 35 ADC counts, so the exact number
of low-amplitude pulses is unknown. If the fraction of waveforms containing low-amplitude
waveforms is estimated to be similar to the fraction of islands containing two pulses, then
about 0.25% of all waveforms contain low-amplitude pulses. The total pull from unseen
pulses is therefore on the order of 0.03 ∗ 0.25% = 7.5 × 10−5 ct. Compared with the muon
lifetime of ∼ 1000 ct, this is a negligible effect on the order of 0.075 ppm.
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Figure 6.10: (a): Shift in interpreted time of a reference pulse vs. time of a perturbation
pulse. The reference pulse has time 9.8 ct and amplitude 130 ADC; The perturbation pulse,
with amplitude 10 ADC, is positioned at various times on the same waveform. The time
shift of the reference pulse varies by ∼ ±0.06 ct; averaging over all perturbation pulse times
gives an average shift of 0.002 ct. (b): Average timing shift of reference pulse with height
AR with perturbation pulse height AP . Adapted from [71].
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6.8 Electronics Stability vs. Time
The stability of the detector electronics was discussed in section 4.8. The instability at early
time, seen in figure 4.20a, was corrected with a spline term in the fitting function 4.24. The
fitted spline amplitude has relatively large uncertainty. When the amplitude of the spline
is varied by ±1σ, the fitted R changes by ±0.26 ppm. An alternate method, developed for
the analysis of the 2007 data, first corrects the oscillation and then fits with a 3-parameter
lifetime function. The two methods differ by 0.2 ppm.
6.9 Pileup Correction
The pileup corrections are discussed in detail in section 4.7 and in Appendix C. These
corrections statistically reconstruct hits that were missed due to the artificial deadtime
(ADT) imposed during the analysis. The stability of R vs. ADT shows how well the pileup
corrections are accomplished. For a “perfect” correction, R should not have any dependence
on ADT. R is plotted for several choices of ADT in figure 4.19, and a slope of 0.018 ppm/ADT
is apparent.
We have three hypotheses for the origin of this slope. The first is from differential gain
instability. This effect was discussed separately in section 6.5 and will not be included here.
The second hypothesis is a pileup under-correction, perhaps from an overlooked pileup effect.
The third hypothesis is fluctuations in the muon source from fill to fill.
An unaccounted-for pileup term could be responsible for the slope in R vs. ADT. If no
pileup corrections are applied, and pileup is not accounted for in the fit function, the slope
is ∼ 26.6 ppm/ct. A small increase in the scale of the known pileup corrections could take
the place of the missing term. The R vs. ADT slope as a function of the pileup correction
scale factor is shown in figure 6.11b, and the extrapolation to ADT=0 is shown in figure
6.11a. A small increase in the pileup scale factor to 1.00073 is sufficient to pull the R vs.
ADT slope to 0. This small overcorrection does not affect the extrapolation to 0 ADT at
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an appreciable level. A plot of R vs. ADT with correction scale 1.00073 is shown in figure
6.12.
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Figure 6.11: (a): R vs. ADT extrapolation to 0 vs. pileup correction scale factor. (b): R
vs. ADT slope vs. pileup correction scale factor.
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Figure 6.12: R vs. ADT for a pileup correction scale factor of 1.00073. This slight pileup
overcorrection pulls R vs. ADT to flat without affecting the extrapolation to 0.
Rate changes in the muon source from fill to fill could account for the slope in R vs.
ADT. The shadow-window pileup correction method assumes that the rate is constant from
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fill to fill. If the rate fluctuates between fills, the number of shadow hits will differ from the
expectation. To investigate the worst-case rate fluctuation, the Monte-Carlo fill generator
was modified to give percent-level even-odd rate fluctuations from fill to fill. The results,
given in figure 6.13, show that the R vs. ADT slope has purely quadratic dependence on
fill-to-fill fluctuations. The slope of 0.018 ppm/ct could be accounted for by a 2% fluctuation
in the muon source from fill to fill. According to the beam engineers at PSI, fluctuations at
this level are reasonable.
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Figure 6.13: The slope of R vs. ADT depends on the stability of the muon source between
fills. If even/odd fills have rate that differs from the mean rate by +/- x%, then the slope
will be 0.0043x2 ppm/ADT.
Overall, even though the origin of the slope in R vs. ADT is unknown, it is likely a
combination of the two effects described here. Both effects result in a slight pileup under-
correction, but extrapolation to ADT=0 is still valid, as shown by figure 6.11. Given the
spread of reconstructed values in figure 6.12, a conservative estimate for the uncertainty of
the pileup corrections is 0.2 ppm.
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6.10 Combined Uncertainty
Care has been taken to consider each systematic uncertainty independently of other system-
atic effects. The combined systematic uncertainty for the 2006 dataset is the quadrature
sum of the individual uncertainties3, and is shown in table 6.2. The largest uncertainty is
the gain stability vs. time uncertainty. These uncertainties await final confirmation from
the collaboration, and numbers quoted here are upper bounds.
Table 6.2: 2006 Systematic Uncertainties.
Effect Uncertainty (ppm)
Kicker stability 0.22
Clock calibration 0.03
Errant muon stops 0.10
Gain stability vs. time 0.70
Gain stability vs. ∆t 0.27
Timing stability vs. time 0.09
Timing stability vs. ∆t 0.08
Electronics stability vs. time 0.26
Pileup correction 0.20
Total systematic 0.86
Statistical uncertainty 1.18
The experimental setup in 2007 was similar to 2006. The main difference was the AK3
target was replaced with quartz, with an applied ∼ 130 G magnetic field from an array
of permanent magnets. Additionally, the kicker underwent maintenance between the two
years. A full description of the 2007 analysis is beyond the scope of this document, but for
instructional purposes a description of the combination of the two datasets, accounting for
the correlated systematic uncertainties, is shown here.
The similar hardware configurations result in shared systematic uncertainties between the
two years. The procedure for combining the results of 2006 and 2007 is described here. We
use a standard procedure [68,72] for combining measurements with correlated uncertainties.
The correlated uncertainty is the quadrature sum of the uncertainties listed in table 6.2,
3The quadrature sum is the square root of the sum of the squares.
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with the exception of the kicker stability uncertainty, which was 0.22 ppm in 2006 and
0.07 ppm in 2007 [67]. Additionally, the 2007 analysis assigns a systematic uncertainty of
0.20 ppm from the visible muon spin precession in the quartz target and the corresponding
analysis techniques to compensate. The correlated systematic uncertainty between the two
years is σcorr = 0.83 ppm. The uncorrelated systematic uncertainty for the two years is
σsys2006 = 0.22 ppm and σ
sys
2007 =
√
0.072 + 0.202 = 0.21 ppm. The statistical uncertainty for
the two years is σstat2006 = 1.18 ppm and σ
stat
2007 = 1.7 ppm.
We define the covariance matrix for the uncertainties as
V =
(σstat2006)2 0
0 (σstat2007)
2
+
(σsys2006)2 0
0 (σsys2007)
2
+
(σcorr)2 (σcorr)2
(σcorr)
2 (σcorr)
2
 (6.6)
=
1.39 0
0 2.89
+
0.048 0
0 0.045
+
0.70 0.70
0.70 0.70
 (6.7)
=
2.14 0.70
0.70 3.63
 . (6.8)
The weights are given by
wi =
∑
k(V
−1)ik∑
jk(V
−1)jk
(6.9)
w2006 = 0.67 (6.10)
w2007 = 0.33. (6.11)
Given these weights, the combined 2006 and 2007 τµ is
τµ = τ
2006
µ w2006 + τ
2007
µ w2007. (6.12)
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The combined uncertainties are
σ2stat = (w2006, w2007)
(σstat2006)2 0
0 (σstat2007)
2

 w2006
w2007
 (6.13)
σstat = 0.97 ppm (6.14)
and
σ2sys = (w2006, w2007)

(σsys2006)2 0
0 (σsys2007)
2
+
(σcorr)2 (σcorr)2
(σcorr)
2 (σcorr)
2


 w2006
w2007
 (6.15)
σsys = 0.85 ppm. (6.16)
The total uncertainty for the two datasets is (0.972 + 0.852)1/2 = 1.3 ppm.
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Chapter 7
Final Results
The clock frequency was kept secret until the full data analysis and a nearly final evaluation
of the systematic errors was complete. After the systematic uncertainties were limited below
the ppm-level, thereby preventing any bias by comparing with the 9.8-ppm previous world
average, the collaboration voted unanimously to unblind. The unblinding steps are presented
here. The final fit value from the 2006 dataset is
R = 67.31± 1.18 (stat)± 0.86 (sys) ppm (7.1)
The analysis secret offset was revealed to be τsecret = 990.5, giving a value for the muon
lifetime in clock ticks.
τµ = τsecret(1 +R/10
6) = 990.56667 ct (7.2)
Finally, the master clock frequency was revealed to be 450.87649126 MHz. This clock fre-
quency was used to convert the fit value from ct to meaningful time units
τ 2006µ = 2196980.1± 2.6± 1.9 ps. (7.3)
The analysis of the 2007 dataset was conducted independently from the 2006 dataset by
Volodya Tishchenko. Although the two analyses shared fitting and histogramming code, the
2007 dataset had its own significant analysis challenges due to the visible muon precession
in the quartz target. A full discussion of the 2007 data analysis is beyond the scope of this
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document, but the results of that analysis are presented here to show the excellent agreement
between the two datasets.
The 2006 and 2007 datasets had different master clock frequencies and analysis offsets.
The final fit value for the 2007 dataset is R = 424.1 ± 1.7 ± 0.86 ppm. With secret offset
τsecret = 990.6 and master clock frequency 451.08275361 MHz, the lifetime from the 2007
data analysis was revealed to be
τ 2007µ = 2196980.7± 3.7± 1.9 ps. (7.4)
Most of the systematic uncertainties are identical between the two datasets, but two
systematic uncertainties differ. Prior to the 2007 data acquisition, the kicker underwent
maintenance and the kicker HV traces were measured more precisely, reducing the kicker
systematic uncertainty from 0.22 ppm to 0.07 ppm [67]. In addition, the 2007 data analysis
assigns a systematic uncertainty of 0.2 ppm to account to the muon spin precession and
relaxation in the quartz target and subsequent analysis compensation techniques, which will
not be discussed here.
When combined, the average of the 2006 and 2007 analysis is τµ+ = 2196980.3± 2.8 ps.
The uncertainty correctly accounts for several identical (i.e. 100% correlated) systematic
uncertainties between the two datasets. This average is shown in the context of previous
muon lifetime measurements in figure 7.1. Using this average, the value for the Fermi
constant is GF = 1.1663818(8)× 10−5 (GeV−2). This 0.7-ppm uncertainty on GF includes a
theoretical uncertainty on ∆q of 0.22 ppm.
Chapter 1 briefly mentioned the MuCap experiment, which determines gP , the pseu-
doscalar coupling proton, by comparing the MuLan measurement of the positive muon life-
time to their measurement of the negative muon lifetime in protium gas. The MuLan positive
muon lifetime results in better agreement between the recent determination of gP and the
prediction by chiral perturbation theory, as shown in figure 7.2. The MuLan positive muon
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Figure 7.1: Recent muon lifetime measurements compared to the average (green line) of our
2006 and 2007 results.
lifetime result is also useful for the MuSun experiment, which will compare τ+µ to the negative
muon lifetime measured in deuterium to extract the muon capture rate.
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Figure 7.2: The MuCap experiment measures τ−µ in protium and compares to τ
+
µ to extract
the muon capture rate on hydrogen, and thus determine proton’s pseudoscalar form factor.
These plots show the measured value of gP vs. a difficult to determine muon chemistry
parameter, λOP, the ortho to para transition rate in muonic molecular hydrogen. MuCap
is designed to be relatively insensitive to this parameter by using a gas target where the
molecular formation rate is small. Our average muon lifetime (right plot) puts gP in better
agreement with the chiral perturbation theory (ChPT) prediction compared to the determi-
nation made using the previous world average for τµ+ .
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Appendix A
Glossary
This appendix gathers a list of commonly used words of phrases, which are specific or
particularly important to the MuLan experiment.
accumulation period The 5 µs beam-on period where muons are accumulated in the
detector.
ADC Analog to digital converter
ADT Artificial Deadtime. Although the WFDs digitize continually with-
out any dead time, the analysis software imposes artificial deadtime
during pulse fitting. Several values are chosen for the ADT to check
the fidelity of the pileup corrections.
ct Clock tick. One cycle of the master clock running at approximately
451 MHz; 1 ct ≈ 2.2 ns.
coincidence Two hits, one in an inner tile and one in an outer tile, separated by
less than the artificial deadtime.
DAQ Data acquisition
deadtime See ADT
EMC Exit Muon Counter, a multiwire proportional chamber used for ob-
serving the muon beam distribution at the exit of the ball.
extinction The factor by which the kicker, when energized, reduces the muon
beam intensity. The extinction is typically∼ 1000, and is sometimes
approximated by N0/B from the function N0e
−t/τ +B.
fill One cycle of the kicker.
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FPGA Field programmable gate array, typically used to perform rudimen-
tary signal processing and data formatting.
hit A pulse over threshold in a detector
HV High voltage
kicker A beamline element capable of switching a 25-kV electric field on
and off in 67 ns. Applying the 25-kV electric field reduces the muon
beam intensity by about three orders of magnitude.
lifetime histogram The main histogram used for fitting the muon lifetime, summed
over all 170 detectors and all runs.
measurement period The 22 µs beam-off period used to measure muon decays.
MIDAS Maximum integration data acquisition system, the software frame-
work used for data acquisition. See http://midas.psi.ch
MIP minimum ionizing particle
Monte-Carlo A simulation that generates events one at a time
MuLan Muon Lifetime Analysis
pileup Two pulses arriving at nearly the same time in a single detector.
One of the pulses will be lost and the other may be fitted incorrectly.
PMT Photomultiplier tube
ppm Part per million, usually used as a unit of relative precision.
ROOT Software framework used for analysis. See http://root.cern.ch
run One data file containing ∼ 3×107 muon decays. A run takes about
two minutes to acquire.
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shadow window An interval corresponding to the ADT, but in a different fill. If
the deadtime removes hits in a tile from ti to ti+ADT, the shadow
window is defined in the next fill in the same interval. A hit in
the shadow window is added to the lowest-order pileup correction
histogram.
tile pair One set of inner-outer detectors composed of two triangular scintil-
lator tiles and two phototubes.
WFD Waveform digitizer. Digitizes analog pulses with 8-bit resolution.
More than 85 WFD boards were used in the experiment; each board
has 4 inputs.
141
Appendix B
Other Methods to Find GF
The method discussed in chapter 2 yields the most precise determination of the Fermi con-
stant, technically called Gµ, by over three orders of magnitude, but there are other less
precise methods for obtaining the Fermi constant. W. Marciano presents an excellent re-
view of some alternate methods for obtaining GF and compares the resulting values to give
stringent limits on potential new physics in [1]. For example, GF can be determined from
leptonic tau decays, the natural relations
sin2 θ0W =
e20
g220
= 1− (m0W/m0Z)2, (B.1)
and from leptonic decays of the Z boson. Marciano’s description of the alternate methods is
briefly reviewed here, and a discussion of the limits on new physics is reserved for his paper.
The Fermi constant is defined from leptonic tau decay as
Γ(τ → `νν¯(γ)) = G
2
τ`
m5τ
192pi3
f
(
m2`
m2τ
)(
1 +
3
5
m2τ
m2W
)(
1 +
α
2pi
(
25
4
− pi2
))
. (B.2)
Three definitions for GF using the natural relations are
G
(1)
F =
piα√
2m2W (1−m2W/m2Z) (1−∆r)
, (B.3)
G
(2)
F =
piα√
2m2W sin
2 θW (mZ)MS (1−∆r(mZ)MS)
, (B.4)
G
(3)
F =
4piα√
2m2Z sin
2 2θW (mZ)MS (1−∆rˆ)
. (B.5)
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Finally, GF is determined by leptonic Z decays by
GZ`
+`−
F =
12
√
2piΓ(Z → `+`−(γ))
m3Z(1− 4 sin2 θW (mZ)MS + 8 sin4 θW (mZ)MS)(1−∆rZ(mZ)MS)
, (B.6)
GZνν¯F =
4
√
2piΓ(Z → Σνν¯)
m3Z(1−∆rZ)
. (B.7)
Comparison of these methods for determining GF with this work’s evaluation of Gµ is
given by
Gτe = 1.1666(28)× 10−5 GeV−2 (B.8)
Gτµ = 1.1679(28)× 10−5 GeV−2 (B.9)
G
(1)
F = 1.1700(∓0.0036)(+0.0062−0.0027)× 10−5 GeV−2 (B.10)
G
(2)
F = 1.1661(∓0.0018)(+0.0005−0.0004)× 10−5 GeV−2 (B.11)
G
(3)
F = 1.1672(∓0.0008)(+0.0018−0.0007)× 10−5 GeV−2 (B.12)
GZ`
+`−
F = 1.1650(±0.0014)(+0.0011−0.0006)× 10−5 GeV−2 (B.13)
GZνν¯F = 1.1666(±0.0042)(+0.0011−0.0006)× 10−5 GeV−2 (B.14)
Gµ = 1.1663818(8)× 10−5 GeV−2 (B.15)
where the first uncertainty is experimental and the second, if present, is from uncertainty on
∆r [1]. The uncertainties are on the order of 0.0028 GeV−2, except for our determination
of Gµ, which has uncertainty 0.0000008 GeV
−2, ∼ 3500 times more precise than alternate
determinations of GF .
While these comparisons already provide constraints on the existence of a heavy fourth
generation of leptons, technicolor models, and compact extra dimensions, further tests of the
Standard Model would require improved knowledge of tau decay, Z decay, sin2 θW (mZ)MS,
mW , mt and mH [1].
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Appendix C
Pileup Corrections
The pileup corrections to the lifetime histogram were introduced in section 4.7, and each of
the pileup corrections is shown diagrammatically here. In these descriptions of the pileup
corrections, two figures are shown side-by-side. The left figure shows three views of the same
pileup condition. In the top view, all hits on the inner and outer tile are shown, even if they
would be removed by the ADT, along with the coincidence time(s) taken for all hits. The
coincidence window is shown in gray, and is equal to ± ADT. Hits are in coincidence if the
outer lies within ±1 ADT of the inner.
The top view is interpreted two different ways. The middle view shows what would be
seen if all hits in the top view were in the same fill. In this view, if two or more hits lie
within a deadtime interval, all hits but the first are removed. The bottom view shows the
pileup correction that would be made if the hits lie in different fills. The fills are denoted in
the top view as trigger (solid lines), shadow (dashed lines), and triple (dotted lines).
The right figure shows the histogram of corrected hits vs. measurement time correspond-
ing to each deadtime correction, along with the uncorrected coincidence histogram to set
the scale. In these examples, the deadtime is 5 ct.
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Figure C.1: Leading-order pileup. This is the simplest, and the largest, of the deadtime
corrections. The top of the left figure shows two coincidences, distinguished by solid and
dashed lines. The middle of the left figure shows that if these coincidences were in the
same fill, the second dashed coincidence would be eliminated. The deadtime is statistically
corrected by looking in the deadtime interval of the first coincidence in the next fill. The
bottom of the left figure shows the correction when the first (solid lines) coincidence is in fill j
and the second (dashed) coincidence is in fill j+1. A coincidence is added to the leading-order
pileup correction histogram plotted on the right below the uncorrected lifetime histogram.
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Figure C.2: Triple pileup. This situation is similar to leading-order pileup, except a third
coincidence lies within the deadtime of the first. In the correction algorithm, when a coin-
cidence is seen in the shadow region in fill j+1, a second region is searched in fill j+3. If a
coincidence is seen in fill j+3, it is added to a triple pileup histogram. Although two hits are
shown on the bottom of the left figure, one was already accounted for in the leading-order
pileup histogram.
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Figure C.3: Extended pileup. In this situation, the allowed inner-outer time difference causes
half of a coincidence to fall within the deadtime. The correction is similar to the leading-
order pileup correction, except that the scale of this correction depends on the inner-outer
time difference rather than the size of the deadtime region.
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Figure C.4: Triple pileup triggered by extended pileup. This correction is similar to the
triple pileup correction, except that the region in fill j+3 is searched due to the presence of
an extended coincidence in fill j+1.
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Figure C.5: Extended pileup in triples, triggered by a shadow coincidence. A search for
extended pileup in the triple window is triggered by the presence of a shadow coincidence.
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Figure C.6: Extended pileup in triples, triggered by an extended coincidence. A search for
extended pileup in the triple window is triggered by the presence of an extended coincidence.
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Figure C.7: Accidental coincidence. A single hit in the inner and a single hit in the outer
may form a coincidence, even though the two hits do not come from the same through-going
positron. Since the time distribution of the inner and outer single hits has a muon lifetime
component, forming an accidental coincidence introduces a τµ/2 time that must be corrected.
The removal of a coincidence is indicated by the dashed red line at the bottom of the left
figure.
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Figure C.8: Shadow accidental coincidence. An accidental coincidence may also be formed
in the shadow fill, and must be removed. The scale of this correction is doubled, since either
the trigger or the shadow coincidence could be and accidental.
148
coin
outer
innerFix
coin
outer
innerSeen
coin
outer
innerTruth
(a)
1000 2000 3000 4000 5000 6000 7000 8000 9000
1
10
210
310
410
510
610
710
810
910
1010
(b)
Figure C.9: Jitter pileup. Since hits in the inner and outer detectors do not arrive at
exactly the same time, there is a small region before a coincidence where a single hit may
arrive within the deadtime interval of one hit but not the other. One possibility is that
the coincidence will be removed, shown here. The other possibility is shown in figure C.11.
To correct for this effect, when a coincidence is seen in fill j, where the earlier hit in the
coincidence has time t1 and the later hit has time t2, the interval t1 − ADT to t2 − ADT is
examined in fill j+1 for a single hit in the same channel as t1. If a hit is found, the time of
the coincidence is added to the jitter pileup histogram.
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Figure C.10: Jitter pileup in the shadow window occurs when a coincidence in the shadow
window is removed due to Jitter pileup. The correction procedure for this effect is similar
to the correction for jitter pileup. The shadow coincidence will be counted twice, once for
being a shadow coincidence and again to correct this type of pileup.
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Figure C.11: Timing shift from single hit far away. Since hits in the inner and outer detector
do not arrive at exactly the same time, there is a small region before a coincidence where a
single hit may lie within a deadtime interval of one hit but not the other. One possibility is
that the coincidence will be removed (Fig. C.9). The other possibility is shown here, which
results in a small shift in the time of the coincidence. The correction is to subtract the false
time and add the correct time.
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Figure C.12: Timing shift from single hit nearby. When two pulses are closer than the
minimal pulse-fitter deadtime of 3 clock ticks, the fitter averages the two pulses together,
weighting the average time according to the pulse amplitudes. If a single hit in the shadow
interval would cause the coincidence time to be changed due to this averaging, the hypothet-
ical time is removed and the trigger coincidence time is added to the correction histogram.
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Figure C.13: Timing shift from nearby coincidence. This effect and its correction are similar
to the timing shift correction due to a nearby single hit.
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Figure C.14: Triple timing shifts, triggered by shadow. In the event of two or three co-
incidences averaging together, the incorrect average time is subtracted from the correction
histogram and the correct trigger coincidence time is added.
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Figure C.15: Triple timing shifts, triggered by extended. This correction checks for time-
averaging when the trigger and triple coincidence are near enough to get time-averaged but
the shadow event falls into the extended pileup region.
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Figure C.16: Pileup correction histograms, not including timing shifts. Note that lifetime
fits are approximate.
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