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We exhibit an operational connection between mutually unbiased bases and symmetric infor-
mationally complete positive operator-valued measures. Assuming that the latter exists, we show
that there is a strong link between these two structures in all prime power dimensions. We also
demonstrate that a similar link cannot exist in dimension 6.
I. INTRODUCTION
The existence of symmetric informationally complete
positive operator valued measures (SIC POVMs, or sim-
ply SICs) in arbitrary dimensions and the existence
of complete systems of d + 1 mutually unbiased bases
(MUBs) in complex Hilbert spaces of dimensions d other
than prime power have remained unsolved despite much
effort expended on them over the last ten years or so.
Connections with finite geometries have been exhibited
for both SICs and MUBs, including the intriguing fact
that the relevant geometries for either of them are equiv-
alent (where they exist) [1, 2]. The construction schemes
proposed so far for SICs and MUBs are essentially math-
ematically motivated and based on combinatorial, group
theoretic, algebraic or finite geometric structures [3–14].
Here we elucidate a physically motivated connection
between SICs and MUBs, which emerges quite naturally
in some respects. Our main tools will be the generali-
sation of a SIC POVM into a SIC system and of MUBs
into mutually unbiased POVMs.
The basic idea is easily established by considering the
qubit case: there a SIC is found to be a natural joint
observable of three POVMs that are smearings of three
mutually unbiased binary observables. It turns out that
these POVMs have a similar relation as mutually un-
biased bases and they will therefore be referred to as
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mutually unbiased POVMs. Characteristic properties of
mutually unbiased POVMs arising as marginals of SICs
in dimension d are established; these properties will be re-
ferred to as SIC compatibility conditions. We show that
whenever a complete system of mutually unbiased com-
mutative POVMs is obtained from a SIC, it is possible
to extract a complete system of MUBs.
The condition for a SIC possessing d+ 1 mutually un-
biased POVMs as marginals is found to be equivalent
to there being d − 1 orthogonal Latin squares of size d.
Conversely, given a complete system of mutually unbi-
ased POVMs for dimension d, a system of operators can
be canonically constructed such that it contains these
mutually unbiased POVMs as marginals whenever there
are d− 1 orthogonal Latin squares of order d. This sys-
tem possesses all properties of a SIC except, possibly,
positivity. Such a collection of operators will be called a
SIC system. For each complete MUB system there is an
infinite variety of SIC systems. It is an open problem to
identify SICs among them where they exist.
Finite covariant phase space observables constitute a
concrete application of the general framework sketched
above. Here, we recall that finite covariant phase space
observables are POVMs based on finite phase spaces
(see [6]) and are covariant with respect to the discrete
Weyl-Heisenberg representation acting on a d = pn-
dimensional Hilbert space (with p a prime number dif-
ferent from 2, and n a positive integer). We show that
every finite covariant phase space observable admits d+1
mutually unbiased and commutative marginal POVMs
that are smearings of d + 1 MUBs. As an application
of the general results developed in the first part of the
paper, in Theorem 5 we then characterize SIC covariant
phase space observables in terms of a particular property
of their mutually unbiased marginal POVMs.
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2Our construction scheme for MUBs from SICs and vice
versa may be seen as a possible realisation of the con-
struction scheme outlined by Wootters [2]; the equiva-
lence of the associated finite geometries pointed out there
is found here to systematically underpin the SIC-MUB
bridge via the marginality relation employed.
II. MUBS, SICS, AND THEIR CONNECTION
IN d = 2
A. MUBs and their generalisation
Throughout the paper the underlying complex Hilbert
space will be of dimension d and denoted Hd or occa-
sionally Cd. A basic structure to be used is a function
k 7→ E(k) from some finite set Ω of outcomes to the
set of positive operators on Hd with the property that∑
k E(k) = I, the identity operator on Hd. This kind of
function determines a positive operator valued measure,
in short, POVM. We refrain from using the appropri-
ate measure theoretic language and simply refer to E as
a POVM. If the elements of a POVM are projections
we will call E a projection valued, or spectral, measure
(PVM).
We begin by recalling the basic definition.
Definition 1. A family of orthonormal bases {ϕki }d−1i=0 ,
k = 1, 2, . . . , n of a d-dimensional Hilbert space Hd are
said to be mutually unbiased if, for any i, j,∣∣〈ϕki ∣∣ϕ`j〉∣∣2 = 1d (1− δk`) + δk`δij . (1)
Let us note that if {ϕ1j} and {ϕ2k} are mutually unbi-
ased orthonormal bases, then {αjϕ1j} and {βkϕ2k} are also
mutually unbiased for all complex numbers αj , βk ∈ T :=
{z ∈ C | |z| = 1}. Mutual unbiasedness is thus actually
a property of the corresponding projections. Namely, de-
fine P1(j) = |ϕ1j 〉〈ϕ1j | and P2(k) = |ϕ2k〉〈ϕ2k|. Then (1)
translates into
tr
[
P1(j)P2(k)
]
= 1/d . (2)
We will say that a family of PVMs whose elements satisfy
(2) are mutually unbiased. Actually, from this we see that
mutual unbiasedness admits a direct generalisation to all
d-outcome POVMs.
Definition 2. Let J be an index set and {Ej | j ∈ J} a
set of POVMs, with each Ej being based on a space Ij ,
where |Ij | = d. We say that the POVMs Ej , j ∈ J , are
mutually unbiased (MU) if
tr
[
Ej(ij)E
k(ik)
]
= 1/d
for all j, k ∈ J with j 6= k, and ij ∈ Ij , ik ∈ Ik.
It is known that there are at most d+ 1 mutually un-
biased bases (MUBs) in Hd [16] and that sets of three
MUBs can be constructed in any dimension [15]. If d is
a prime power, that is, d = pn for some prime number p
and n ≥ 1, then d + 1 MUBs can be constructed in Hd
[16]. However, for values of d that are not prime pow-
ers, this limit does not seem to be reached. For example,
there is extensive numerical evidence suggesting that in
d = 6 no set of three MUBs may be extended to a set
with more MUBs [17].
B. SICs and their generalisation
Definition 3. A POVM G, with d2 outcomes, acting on
Hd is symmetric informationally complete (SIC POVM
or simply SIC) if
tr [G(k)G(`)] =
1
d2(1 + d)
∀k 6= `, (3)
tr
[
G(k)2
]
=
1
d2
∀k . (4)
It follows from this definition that
tr [G(k)] =
∑
`
tr [G(k)G(`)] =
1
d
∀k . (5)
This, together with (4), implies that for each k, dG(k) is
a rank-1 projection.
A SIC POVM G is automatically informationally com-
plete, meaning that no two states give the same expec-
tations for all G(k). This property follows from the fact
that the operators G(k) form a basis of the vector space
L(Hd) of linear operators on Hd, which can be shown
directly from the definition or obtained as a consequence
of the following interesting lemma [18].
Lemma 1. Let G be a SIC on Hd. Then the d2 operators
dG(k)− tI , where t = 1
d
(
1−
√
1
d+ 1
)
, (6)
form an orthogonal basis with respect to the Hilbert-
Schmidt inner product in L(Hd).
Proof. Consider k 6= `, then
tr [(dG(k)− tI)(dG(`)− tI)] = dt2 − 2t+ 1
d+ 1
= 0
since it is easily verified that the above value of t is a root
of this polynomial.
The existence of a SIC POVM has been proved analyt-
ically for a number of low-dimensional cases [13, 19, 20]
and numerically verified (as of 2010) up to the dimension
67 [13].
Since the existence of SIC POVMs in an arbitrary di-
mension is an open problem, we find it useful to intro-
duce the following generalisation. We emphasize, how-
ever, that unlike the previous definitions this one has
only mathematical motivation.
3Definition 4. A collection of selfadjoint operators
{G(i)}d2−1i=0 on Hd that satisfiy the SIC conditions (3)-
(4), and the normalisation
∑
i G(i) = I, is called a SIC
system.
Note that positivity of the G(i)’s is not required in the
definition of a SIC system.
C. The SIC-MUB connection in H2
We show how a complete set of MUBs can be extracted
from a SIC POVM in the case of a qubit system. A SIC
G consists of four positive rank-1 operators
G(k) =
1
4
(I + sk · σ), (7)
where k ∈ Z4, ‖sk‖ = 1, and σ = (σx, σy, σz) is the
vector whose elements are the three Pauli matrices. The
SIC condition reads
tr [G(i)G(j)] =
1
12
=
1
8
(1 + si · sj)
that is,
si · sj = −1
3
if i 6= j.
This means that the vectors si point to the vertices of a
regular tetrahedron that lies on the surface of the Bloch
sphere. In particular, their sum is the null vector, which
ensures that
∑
k G(k) = I.
One can form three pairs of binary marginal POVMs:
E1(+) = G(0) + G(1), E1(−) = G(2) + G(3),
E2(+) = G(0) + G(2), E2(−) = G(1) + G(3),
E3(+) = G(0) + G(3), E3(−) = G(1) + G(2).
(8)
The positive operators Ek(±) are of the form
Ek(±) = 1
2
(I ±mk · σ). (9)
where
mk :=
1
2
(s0 + sk), k = 1, 2, 3. (10)
It is easily seen that
mk ·m` = 1
3
δk`. (11)
In order to diagonalize the Ek(±), we introduce the
unit vectors nk via mk = 1√3nk ≡ λnk, and PVMs
Pk(±) := 12 (I ± nk · σ). Then
Ek(±) = λPk(±) + 1
2
(1− λ)I (12)
=
1
2
(1 + λ)Pk(±) + 1
2
(1− λ)Pk(∓). (13)
The POVMs Ek are thus found to arise as smearings of
the PVMs Pk. Furthermore, one has
tr
[
Pk(±)P`(±)] = 1
2
for k 6= `. (14)
Hence, the three PVMs P1, P2 and P3 are mutually un-
biased.
In order to construct a SIC from a complete set of
MUBs, one can reverse the steps taken in the above con-
struction. Given a system of three MUBs, {ϕk+, ϕk−},
k = 1, 2, 3, define the PVMs |ϕk±〉〈ϕk±| =: Pk(±) ≡
1
2 (I ± nk · σ). Then apply the smearing according to
(12) for some λ ∈ [0, 1] to define the three POVMs Ek.
We note that these POVMs are mutually unbiased inde-
pendently of the value of λ, i.e.,
tr
[
Ek(±)E`(±)] = 1
2
for k 6= ` . (15)
Next, observe that the system of equations (8) can be
solved; by summing all those triples of the positive oper-
ators Ek(±) that share one of the four operators G(i) and
repeatedly using the fact that G(0)+G(1)+G(2)+G(3) =
I one finds:
E1(+) + E2(+) + E3(+) = 2G(0) + I,
E1(+) + E2(−) + E3(−) = 2G(1) + I,
E1(−) + E2(+) + E3(−) = 2G(2) + I,
E1(−) + E2(−) + E3(+) = 2G(3) + I.
(16)
Thus, given the POVMs Ek, one can define operators G(i)
as follows:
G(0) :=
1
2
(
E1(+) + E2(+) + E3(+)− I) ,
G(1) :=
1
2
(
E1(+) + E2(−) + E3(−)− I) ,
G(2) :=
1
2
(
E1(−) + E2(+) + E3(−)− I) ,
G(3) :=
1
2
(
E1(−) + E2(−) + E3(+)− I) .
(17)
Equations (17) entail immediately that the operators
G(k) are selfadjoint and
∑
k G(k) = I. But at this point,
we need to choose λ = 1/
√
3 to make the operators G(k)
positive. With that choice, it is straightforward to verify
that G is actually a SIC.
III. FROM SICS TO MUBS
A. Marginals of a SIC POVM
We now consider the route of constructing (up to) d+1
MUBs from the d2 elements of a SIC G on Hd. First,
note that any partition of G into disjoint bins constitutes
a marginal POVM, where each of its positive operators
is given as the sum of the SIC elements contained in one
4FIG. 1. Cartesian partitions. (Color online.)
of the bins. We will focus on partitions into d bins of size
d; these have the property that the positive operators
obtained by summing the SIC elements of each bin are
unit trace.
Definition 5. A partition of a set of d2 elements,
{a1, a2, . . . , ad2}, into d bins of d elements will be called
a d-partition.
The structure of a d-partition will be required as it is
the only kind of partition such that the positive oper-
ators obtained as the sums of the SIC elements within
each bin have trace equal to 1. As we deal only with d-
partitions we will also occasionally refer to them simply
as partitions.
Clearly there exist many d-partitions. If we place the
d2 elements of {a1, a2, . . . , ad2} into a d×d-array, then let-
ting the rows be bins gives a first d-partition; and choos-
ing the columns as bins gives a second (see Fig. 1). These
two d-partitions, P(1) and P(2), which we shall refer to
as the Cartesian partitions, have the following relevant
property: any pair of bins, one from each of the two par-
titions, share exactly one element of the d× d array.
Definition 6. Any two distinct d-partitions, P(k) =
{P(k)1 . . . ,P(k)d } and P(`) = {P(`)1 , . . . ,P(`)d }, satisfying
the condition that the cardinalities of all bin intersec-
tions |P(k)µ ∩P(`)ν | = 1 will be said to have (or share) the
1-overlap property.
For a given bin P(k)ν we define the trace-one operator
Ek(ν) =
∑
G(i)∈P(k)ν
G(i). (18)
For each d-partition P(k) of G, the set of positive opera-
tors {Ek(ν)}dν=1 forms a marginal POVM Ek of the given
SIC.
The following is an immediate consequence of the
defining properties of a SIC.
Theorem 1. Let G be a SIC, and let P(k), P(`) be two
d-partitions of G with the 1-overlap property, with asso-
ciated marginal POVMs Ek and E`. Then
tr
[
Ek(µ)
]
= 1, µ = 1, . . . , d; (19)
tr
[
(Ek(µ))2
]
=
2
d+ 1
, µ = 1, . . . , d; (20)
tr
[
Ek(µ)Ek(ν)
]
=
1
d+ 1
, µ 6= ν; (21)
tr
[
Ek(µ)E`(ν)
]
=
1
d
, µ, ν = 1, . . . , d for k 6= `. (22)
Proof. The trace-1 property is immediate.
tr
[(
Ek(ν)
)2]
=
∑
G(i)∈P(k)ν
tr
[
(G(i))2
]
+
∑
G(i),G(j)∈P(k)ν
i 6=j
tr [G(i)G(j)] =
2
d+ 1
;
tr
[
Ek(ν)Ek(µ)
]
=
∑
G(i)∈P(k)ν
∑
G(j)∈P(k)µ
tr [G(i)G(j)] =
d2
d2(d+ 1)
=
1
d+ 1
where µ 6= ν;
tr
[
Ek(ν)E`(µ)
]
=tr
[
G
(
i(ν, µ)
)2]
+
∑
G(n)∈P(k)ν
n 6=i(ν,µ)
∑
G(m)∈P(`)µ
m6=i(ν,µ)
tr [G(n)G(m)]
+
∑
G(m)∈P(`)µ
m 6=i(ν,µ)
tr
[
G
(
i(ν, µ)
)
G(m)
]
+
∑
G(n)∈P(k)ν
n6=i(ν,µ)
tr
[
G
(
i(ν, µ)
)
G(n)
]
=
1 + d− 1
d2
=
1
d
, where ν 6= µ.
Here G
(
i(ν, µ)
)
is the SIC element for which i(ν, µ) is the unique shared label in P(k)ν ∩ P(`)µ .
5Remark 1. We note for later use that (22) implies (19)
and (21) implies (20) due to the normalisation of the
POVMs.
It is worth noting that the effects Ek(µ) in the marginal
POVMs Ek are linearly independent.
Proposition 1. Let Ek be a POVM satisfying conditions
(19)-(21). The effects Ek(1), . . . ,Ek(d) are linearly inde-
pendent.
Proof. Let Yν := Ek(ν)− 1d+1I, ν = 1, 2, . . . , n. By equa-
tions (19), (20) and (21),
tr
[
YνE
k(µ)
]
=
{
1
d+1 if ν = µ,
0 if ν 6= µ.
Suppose that
∑n
µ=1 cµE
k(µ) = 0. Then,
0 = tr
[
Yν
n∑
µ=1
cµE
k(µ)
]
=
n∑
µ=1
cµtr
[
YνE
k(µ)
]
= cν
1
d+ 1
, ν = 1, . . . , n,
which implies cν = 0 for all ν = 1, . . . , n. Hence the
linear independence follows.
Definition 7. We will say that a collection of d-outcome
POVMs is SIC-compatible if they are marginals of a com-
mon SIC.
A collection of SIC-compatible POVMs is jointly mea-
surable or compatible, in the probabilistic sense that the
SIC constitutes a joint observable. This scenario consti-
tutes a remarkably strong form of joint measurability: a
set of n random variables with (say) d outcomes gives
rise to dn joint event combinations, so that normally one
would have to construct a joint observable with dn out-
comes. In the present case one can have up to d + 1
marginals but the SIC constitutes a joint observable for
all of them with only d2 outcomes.
Theorem 1 thus states significant necessary conditions
for the SIC-compatibility of a collection of mutually unbi-
ased POVMs. A point of significance is that the 1-overlap
property postulated for the system of d-partitions is nec-
essary for the resulting marginal POVMs to be mutually
unbiased. This will be proven below.
B. More on the 1-overlap property
Lemma 2. The number of d-partitions of d2 elements
sharing the 1-overlap property is at most d + 1 and at
least 3.
Proof. Suppose there are n d-partitions of a label set
{a1, a2, . . . , ad2}. Consider all bins of the n partitions
that contain element a1, say, and denote them by P(k)1 ,
where 1 ≤ k ≤ n; so P(k)1 ∩ P(`)1 = {a1} for all
k 6= `. Hence all other elements within these bins can-
not be repeated. There are d2 − 1 other elements in
{a2, a3, . . . , ad2} remaining to be distributed over the
P(k)1 , and each of these bins must contain another d−1 el-
ements, so the number of partitions n ≤ (d2−1)/(d−1) =
d+ 1.
Next, if the elements of {a1, a2, . . . , ad2} (or their la-
bels, for simplicity) are arranged in a d× d array,
1 . . . d
...
. . .
...
(d− 1)d+ 1 . . . d2
then, as noted after Definition 5, the Cartesian partitions
of rows and columns, P(1) and P(2), are d-partitions that
share the 1-overlap property. By choosing these Carte-
sian partitions first, we are now restricted in the con-
struction of any further partition: in order to satisfy the
1-overlap property with respect to the Cartesian parti-
tions, no bin, besides those in P(1) and P(2), can contain
two elements from the same row or column within this
array.
A third d-partition, P(3), that shares the 1-overlap prop-
erty with the two Cartesian partitions can be obtained
as follows. Relabel the elements of the d×d-array in ma-
trix form, (aij). Let P(3)1 be the bin consisting of the
main left-to-right diagonal, P(3)1 = {a11, a22, . . . , add}.
Now consider the 2(d − 1) subsets of the array that are
given by as many diagonals parallel to this main diag-
onal. Denote by S1j the diagonal subsets starting with
the elements a1j , j ≥ 1, and by Sd+2−i,1 those starting
with ai1, i ≥ 2. Then the disjoint bins P(3)1 = S11 and
P(3)ν = S1ν ∪ Sν1, ν ≥ 2, form a d-partition that shares
the 1-overlap property with P(1) and P(2).
From now on, any partition said to share the 1-overlap
property is immediately assumed to share it with respect
to the Cartesian partitions.
We recall the definition of an important structure
within combinatorics. A Latin square of order d is a
d× d array A in which each point on A contains an ele-
ment from a symbol set S, where |S| = d, such that each
row and column within A contains every element from S.
In other words, no column or row within A has repetition
of any element from S.
Consider two Latin squares of order d with symbol sets
S and T , and construct a d×d array of ordered pairs (s, t)
placed at point (i, j) (where i and j are the respective row
and column indices), where s ∈ S is the element found at
that point in the array in the first Latin square, and like-
wise t ∈ T is the element found at that point in the array
in the second Latin square. These two Latin squares are
mutually orthogonal if every ordered pair (s, t) is unique,
that is no two points in the array have the same ordered
pair.
With these definitions at hand we obtain the following
proposition. We note that the second part concerning
6the connection with orthogonal Latin squares was noted
and proven by Miklós Hartmann [21].
Proposition 2. There is a one-to-one correspondence
between the set of d-partitions P(k) of a d× d array that
share the 1-overlap property with both Cartesian parti-
tions P(1), P(2) and the set of Latin squares of order d.
Furthermore, two d-partitions with the 1-overlap property
with respect to each other and the Cartesian partitions
correspond to mutually orthogonal Latin squares.
Proof. Consider a single partition P(k) of a d × d array
sharing the 1-overlap property with the Cartesian parti-
tions. Each bin P(k)ν can be viewed as a path through this
array, and due to the disjoint nature of the bins no two
paths intersect at any point. Since each point of the array
belongs to a bin, it is incident with a unique path. Thus
one can attach to each point the label of the path it be-
longs to; in other words, we have a mapping (i, j) 7→ ν(k)i,j
from point labels (i, j) to path labels ν(k)i,j ∈ {1, . . . , d}.
In order to share the 1-overlap property with the Carte-
sian partitions, no bin/path P(k)ν can contain more than
one element from any column or row within this array,
and this corresponds to having no paths which can move
strictly vertically or horizontally at any point, nor can
they return to a row or column they have already been
incident on. This means that no value of ν(k)i,j may be
repeated within any row or column in the d × d array
{ν(k)i,j }. In other words we have proved that the array
{ν(k)i,j } is a Latin square.
Conversely any Latin square of order d induces a path
labelling on the elements of the given d × d array, and
it is immediate that the resulting paths form a partition
that shares the 1-overlap property with the Cartesian
partitions.
Consider now two partitions P(k),P(`) that share the
1-overlap property between each other and the Carte-
sian partitions. Since they share the 1-overlap property
with the Cartesian partitions they both correspond to
Latin squares of order d, which we denote by {ν(k)i,j }
and {ν(`)i,j } respectively. If we consider the d × d array
{(ν(k)i,j , ν(`)i,j )}, the 1-overlap property implies that the or-
dered pairs (ν(k)i,j , ν
(`)
i,j ) are distinct for all i, j; i.e., the
Latin squares are orthogonal. Indeed, if it were that
(ν
(k)
i,j , ν
(`)
i,j ) = (ν
(k)
n,m, ν
(`)
n,m), then we would have two paths,
P(k)
ν
(k)
i,j
and P(`)
ν
(`)
i,j
, from the two different partitions, P(k)
and P(`) respectively, which intersect at both (i, j) and
(n,m), which contradicts the 1-overlap property. We can
therefore conclude that two partitions P(k) and P(`) that
share the 1-overlap property with each other and the
Cartesian partitions correspond to mutually orthogonal
Latin squares.
C. SIC-compatibility for mutually unbiased
POVMs
We now turn to the problem of determining conditions
under which a given set of mutually unbiased POVMs can
be marginals of a common SIC. Recall that any marginal
POVM Ek is specified by a partition P(k) of G such that
each positive operator Ek(ν) is the sum of the SIC ele-
ments from one of the bins:
Ek(ν) =
∑
G(i)∈P(k)ν
G(i).
Proposition 3. If a collection of at least three mutu-
ally unbiased POVMs Ek are given as marginals of a SIC
then the partition associated with each Ek is a d-partition
P(k). Moreover, d-partitions associated with different
marginals Ek and E` satisfy the 1-overlap property.
Proof. We begin with a collection of mutually unbiased
POVMs Ek which do not have a fixed number of ele-
ments, and each Ek(ν) is composed of an unspecified
number of elements from the SIC. We show first that
in order to satisfy the mutual unbiasedness condition
tr
[
Ek(ν)E`(µ)
]
= 1/d, each of the Ekν must be composed
of d SIC elements; from this we deduce the 1-overlap
property.
Consider two partitions P(k) and P(`) containing mk
and m` bins, respectively. We do not make any re-
strictions on the number of elements from the SIC that
are in any of the bins in P(k) and P(`), and so we de-
note
∣∣P(k)ν ∣∣ = n(k)ν , and likewise ∣∣P(`)µ ∣∣ = n(`)µ , where∑
ν n
(k)
ν =
∑
µ n
(`)
µ = d2. We denote
∣∣P(k)ν ∩ P(`)µ ∣∣ =
ak,`ν,µ, that is ak,`ν,µ is the number of elements that over-
lap between P(k)ν and P(`)µ . These numbers must satisfy∑
ν a
k,`
ν,µ = n
(`)
µ and
∑
µ a
k,`
ν,µ = n
(k)
ν because every ele-
ment in P(`)µ must appear in exactly one of the bins in
P(k), and likewise for P(k)ν . With this notation we obtain
1
d
= tr
[
Ek(ν)E`(µ)
]
=
1
d2
ak,`ν,µ +
1
d2(d+ 1)
(n(k)ν n
(`)
µ − ak,`ν,µ)
=
1
d2(d+ 1)
(
dak,`ν,µ + n
(k)
ν n
(`)
µ
)
.
(23)
Summing over µ we obtain∑
µ
1
d
=
m`
d
=
1
d2(d+ 1)
(
dn(k)ν + d
2n(k)ν
)
=
1
d
n(k)ν ,
hence, m` = n
(k)
ν , and likewise by summing over ν we
find that mk = n
(`)
µ . This means that all bins of P(k)
have the same number of elements, m`, the number of
bins in P(`), and likewise all bins in P(`) have the same
number of elements, mk, the number of bins in P(k). We
7may thus drop the ν and µ subscripts from n(k)ν and n
(`)
µ ,
respectively, and simply consider n(k) and n(`). With this
new notation we have n(k)mk = n(`)m` = mkm` = d2.
We now consider three marginals: tr
[
Ek(ν)Ej(σ)
]
=
tr
[
E`(µ)Ej(σ)
]
= 1/d for all ν, µ, σ. By repeating the
preceding argument we find that n(k) = n(`) = mj , and
so the bins in partitions P(k) and P(`) contain the same
numbers of elements; this also shows us that mk = m`,
and so d2 = mkm` = m2k, hence mk = n
(k) = d, and
likewise for the other partitions.
We can now return to equation (23):
1
d
=
1
d2(d+ 1)
(dak,`ν,µ+n
(k)n(`)) =
1
d2(d+ 1)
(dak,`ν,µ + d
2).
We conclude that ak,`ν,µ = 1. Since the choice of bins was
arbitrary, this result holds in general.
Corollary 1. For every SIC in Hd there exist sets of at
least three and at most d+ 1 marginals that are mutually
unbiased POVMs. For d = 6 there are no more than
three marginal POVMs that are mutually unbiased.
The first statement is a direct consequence of Lemma 2
and Theorem 1. The latter statement follows from the
fact that there are no pairs of mutually orthogonal Latin
squares of order 6 [22], so that the 1-overlap property
required by Proposition 3 cannot be satisfied for more
than three partitions.
D. Commutative case
We are interested in constructing three or more mutu-
ally unbiased POVMs Ek that arise as marginals from a
SIC G. We have seen so far that it is necessary to de-
fine such marginals via d-partitions of G that satisfy the
1-overlap property. Thus the mutually unbiased POVMs
Ek will satisfy conditions (19)-(22). If one could show
that such mutually unbiased POVMs can be constructed
so that each POVM Ek is commutative, that is the el-
ements Ek(ν) are mutually commuting for fixed k, then
there is a possibility to extract a system of MUBs from
these mutually unbiased POVMs.
In this commutative case, the elements Ek(ν) of each
Ek share an orthonormal eigenbasis and so have a de-
composition in terms of the projections Pk(i) onto the
elements of the eigenbasis:
Ek(ν) =
d∑
i=1
λkν,iP
k(i), (24)
where the λkν,i are the eigenvalues of Ek(ν) satisfying
Ek(ν)Pk(i) = λkν,iP
k(i). Equation (24) shows that the
commutative POVM Ek is a smearing of the PVM Pk :=
{Pk(i)}di=1.
By making use of equation (24), and the orthogonality
of the Pk(i), we can find some requirements the eigenval-
ues
(
λkν,i
)
must satisfy.
Firstly, we consider the trace-one property (19) and
the normalisation
∑
ν E
k(ν) = I.
1 = tr
[
Ek(ν)
]
=
∑
i
λkν,itr
[
Pk(i)
]
=
∑
i
λkν,i = λ
k
ν · I; (25a)
I =
∑
ν
Ek(ν) =
∑
ν
∑
i
λkν,iP
k(i) =
∑
i
∑
ν
λkν,iP
k(i),
so
∑
ν
λkν,i = 1, or, equivalently
∑
ν
λkν = I. (25b)
where λkν = (λkν,1, . . . , λkν,d) is the vector of eigenvalues of
Ek(ν), I = (1, . . . , 1) in equation (25a), and in equation
(25b) we have made use of the linear independence of the
Pk(i). If we form a matrix, Λk =
(
λkν,i
)
, of eigenvalues
for the elements of the k-th mutually unbiased POVM,
then equations (25a), (25b) are seen to entail that Λk is
a doubly stochastic matrix.
If we examine equations (20) and (21) using equation
(24) we find that
2
d+ 1
= tr
[(
Ek(ν)
)2]
=
∑
i
(
λkν,i
)2
=
∣∣∣λkν∣∣∣2 , (26a)
1
d+ 1
= tr
[
Ek(ν)Ek(µ)
]
=
∑
i
λkν,iλ
k
µ,i = λ
k
ν · λkµ.
(26b)
Note that, in line with Remark 1, the unit trace property
(25a) is an immediate consequence of the (self-)overlap
conditions (26a), (26b) together with the normalisation
condition
∑
ν E
k(ν) = I. Alternatively, the self-overlap
property (26a) follows from the mutual overlap property
(26b) and the unit trace and normalisation conditions.
Making use of equations (25a) and (26a) one can see
that the endpoints of the eigenvalue vectors λkν lie on the
intersection between the d − 1-dimensional hyperplane
λkν · I = 1 and the d− 1-sphere centred at the origin with
radius [2/(d+1)]1/2. Since the λkν have equal lengths and
overlaps, their endpoints span the vertices of a regular
simplex with centre 1d I in that hyperplane. This can be
confirmed by considering the vectors
rν = λ
k
ν − 1d I, (27)
These vectors connect the centre of the simplex with its
vertices and they have constant lengths and overlaps:
|rν |2 =
∣∣∣λkν∣∣∣2 + |(1/d)I|2 − (2/d)λkν · I
=
2
d+ 1
− 1
d
=
d− 1
d(d+ 1)
, (28a)
rν · rµ = λkν · λkµ + |(1/d)I|2 − (1/d)(λkν + λkµ) · I
=
1
d+ 1
− 1
d
= − 1
d(d+ 1)
. (28b)
8Equation (28b) can be rewritten as
rν · rµ = |rν | |rµ| cos θ = d− 1
d(d+ 1)
cos θ = − 1
d(d+ 1)
⇒ cos θ = − 1
d− 1 ,
where the constancy of the angle θ between rν and rµ
reflects the regularity of the simplex. We summarize:
Proposition 4. Let Ek be a commutative POVM whose
elements Ek(ν) =
∑
i λ
k
ν,iP
k(i) have unit trace (hence the
eigenvalue matrix Λk is doubly stochastic) and satisfy the
overlap condition (26b). Then the d eigenvalue vectors
λkν ∈ Rd point to the vertices of a regular d − 1-simplex
lying on the intersection of the d− 1-dimensional hyper-
plane λkν ·I = 1 and the d−1-sphere of radius (2/(d+1))1/2
centred at the origin.
Proposition 4 provides a geometric interpretation of
properties that a set of d positive operators with the same
eigenbasis must satisfy in order to arise as a commutative
marginal of a SIC associated with a d-partition. These
properties are also used in proving the following theorem.
Theorem 2. Let Ek and E` be two commutative POVMs
whose elements have unit trace and satisfy the overlap
property (26b). If their decompositions in terms of eigen-
projections are given as in equation (24), i.e.
Ek(ν) =
∑
i
λkν,iP
k(i), E`(µ) =
∑
j
λ`µ,jP
`(j), (29)
then the following equivalence holds:
tr
[
Ek(ν)E`(µ)
]
=
1
d
∀ µ, ν
⇐⇒ tr [Pk(i)P`(j)] = 1
d
∀ i, j .
Proof. Given equation (29), we verify that the condi-
tion tr
[
Pk(i)P`(j)
]
= 1/d for all i, j leads directly to
tr
[
Ek(ν)E`(µ)
]
= 1/d for all ν, µ. Since
tr [En(µ)] =
d∑
i=1
λnµ,i tr [P
n(i)] =
d∑
i=1
λnµ,i = 1, n = k, `,
(30)
we have that
tr
[
Ek(µ)E`(ν)
]
=
d∑
i=1
λkµ,i
d∑
j=1
λ`ν,j tr
[
Pk(i)P`(j)
]
=
(
d∑
i=1
λkµ,i
) d∑
j=1
λ`ν,j
 1
d
=
1
d
, (31)
whenever k 6= `, and so the smeared operators are mutu-
ally unbiased. (Note that this implication does not rely
on the overlap property (26b).)
Next, we prove the converse implication. By making
use of equation (29), we see that
tr
[
Ek(ν)E`(µ)
]
=
1
d
=
∑
i,j
λkν,i λ
`
µ,j tr
[
Pk(i)P`(j)
]
=:
∑
i,j
λkν,i q
k`
ij λ
`
µ,j , (32)
or equivalently,
ΛkQk`(Λ`)T =
1
d
U, (33)
where Qk` =
(
qk`ij
)
=
(
tr
[
Pk(i)P`(j)
])
and Uij = 1 ∀ i, j.
Because the rows of Λk (and likewise for Λ`) correspond
to the vertices of a regular simplex, they are linearly in-
dependent, and this means that Λk (and Λ` respectively)
is invertible. Therefore, there exist two matrices, Γk and
Γ`, such that
ΓkΛk = Γ`Λ` = I,
and so
Qk` =
1
d
ΓkU(Γ`)T .
Note that, thanks to the (row) stochasticity of Λk and
Λ`, the matrices Γk and (Γ`)T are such that the sum of
each row in the first case and the sum of each column in
the second case is one. Indeed, a matrix A is such that
the sum of each row is one if and only if A IT = IT where,
I = (1, 1, . . . , 1). Thanks to the row stochasticity of Λk,
we have IT = I IT = (ΓkΛk) IT = Γk(Λk IT ) = Γk IT
which proves that the sum of each row in Γk is 1. The
same reasoning shows that the sum of each row in Γ` is
1 which implies that the sum of each column in (Γ`)T is
1. We note that, in general, Γk and Γ` are not stochastic
since they are not positive definite. It follows that
ΓkU = U ; U(Γ`)T = U
and
Qk` =
1
d
ΓkU(Γ`)T =
1
d
U,
which completes the proof.
We summarize the implications of the results from this
section, using the fact that the conditions of Theorem
2 are satisfied for mutually unbiased POVMs that are
marginals of a SIC.
Corollary 2. Let G be a SIC which possesses a family
of commutative marginals Ek generated by d-partitions
that share the 1-overlap property (hence they are mutually
unbiased). Then the orthonormal eigenbases shared by
elements of the same marginal are mutually unbiased.
It is an open question whether every SIC possesses
commutative marginals arising from a d-partition.
9IV. FROM MUBS TO SICS
We consider next the problem of constructing a SIC
from a given collection of MUBs. As a preliminary in-
vestigation we establish necessary conditions for a family
of mutually unbiased POVMs to arise as marginals of a
SIC. In the case where there are d + 1 mutually unbi-
ased POVMs satisfying certain properties to be specified
below, it is possible to establish a formula for the cor-
responding SIC elements. This requires us to invert the
system of equations (18),
Ek(ν) =
∑
G(i)∈P(k)ν
G(i) (ν = 1, . . . , d, k = 1, . . . , d+ 1),
bearing in mind that the underlying d-partitions satisfy
the 1-overlap property. We can take guidance from the
construction shown in the qubit case. We begin with
some important combinatorial observations.
A. Combinatorial interlude
We consider an (d+1)×d array of points with a system
of paths with the property that every path is of length
d+ 1 containing one element from each row and any two
paths share the 1-overlap property, that is, they intersect
in exactly one point.
Lemma 3. Let E be a (d+ 1)× d array of points. There
are at most d2 paths pi through E containing exactly one
point from each row such that any two paths intersect
with each other exactly once.
Proof. Consider all paths that start, and therefore inter-
sect, on the jth element in the first row, i.e., at E1j ; from
this point on no two of these paths may intersect at any
further point. Since no point within the second row can
appear within two paths beginning at E1j , we can have
at most d possible paths passing through the second row.
Given that we have d elements within the first row, we
can therefore have at most d2 paths with the required
properties.
There is a fundamental connection between the array E
with its path system described above and the d×d array
used to define d-partitions of a SIC with the 1-overlap
property.
Proposition 5. A d× d array A with a complete set of
d+ 1 partitions satisfying the 1-overlap property between
bins, each of order d, of different d-partitions is equiva-
lent to a (d + 1) × d array B with a complete set of d2
downwards paths of length d+1 that satisfy the 1-overlap
property between any pair of paths; the equivalence con-
sists in the correspondence of the points and paths in A
with the paths and points in B, respectively.
Proof. We will start with the d × d array A = {ai,j},
which has partitions satisfying the 1-overlap property be-
tween bins/paths P(k)ν , P(l)µ , of different partitions P(k),
P(l) of A. As noted in Section III B,
∣∣∣P(k)ν ∩ P(`)µ ∣∣∣ = 1
when k 6= ` and, by Lemma 2, there exist at most d+ 1
partitions. We assume that A possesses d + 1 parti-
tions with the 1-overlap property. We can construct a
(d + 1) × d array B as follows: each point of B corre-
sponds to a bin/path, and the d bins from a given parti-
tion are arranged in rows. For example, B could be the
array {bk,ν} = {P(k)ν }.
Now, for each point ai,j in A we can define a path pi,j
on B as follows: pi,j = {P(1)r1(i,j), . . . , P
(d+1)
rd+1(i,j)
} where,
ai,j ∈ P(k)rk(i,j), k = 1, . . . , d + 1. The paths on B are
strictly downwards and this corresponds to the fact that
each point in A appears only once in a given partition.
Note that each path pi,j onB contains d+1 bins P(l)rl(i,j) ,
l = 1, . . . , d + 1, each bin P(l)rl(i,j) contains the point ai,j
plus d−1 points of A, and, by the 1-overlap property be-
tween the bins P(l)rl(i,j) , the point ai,j is the only one they
have in common. Therefore a total of (d+1)(d−1)+1 =
d2 distinct points (all the points in A) are involved in
each path on B. This means that for any point ai,j and
for any path pν,µ = {P(1)r1(ν,µ), . . . ,P
(d+1)
rd+1(ν,µ)
}, there is an
index k such that ai,j ∈ P(k)rk(ν,µ) . Therefore, two arbi-
trary paths pν,µ, pi,j on B must overlap at least once.
Indeed, ai,j ∈ P(l)rl(i,j) , for all l, and, by the previous rea-
soning, there is a k such that ai,j ∈ P(k)rk(ν,µ) . That im-
plies P(k)rk(i,j) ∩ P(k)rk(ν,µ) 6= ∅ and then P(k)rk(ν,µ) = P(k)rk(i,j)
since P(k)rk(ν,µ) and P(k)rk(i,j) belong to the same partition of
A and can have a common point only if they coincides.
The 1-overlap property defined on A means also that
the two paths pν,µ, pi,j overlap exactly once: if they
overlap more than once then, there are two indices, k, l,
such that P(k)rk(ν,µ) = P
(k)
rk(i,j)
and P(l)rl(ν,µ) = P
(l)
rl(i,j)
and
then, there exist two bins, P(k)rk(ν,µ), P
(l)
rl(ν,µ)
, from dif-
ferent partitions of A such that aν,µ, ai,j ∈ P(k)rk(ν,µ) and
aν,µ, ai,j ∈ P(l)rl(ν,µ). This violates the 1-overlap property
defined on A. Thus we have proved that the 1-overlap
property between bins in different partitions of A implies
the 1-overlap property between any pair of paths on B.
Conversely, let a (d + 1) × d array B be given with
the path system as described. The 1-overlap property
defined on B entails that, by Lemma 3, we have at most
d2 strictly downward paths where d paths intersect on
any given point. Here we assume that that number is d2.
We define a d × d array A = {aν,µ} where, aν,µ := pµν is
the µth path on B containing the point b1,ν . With this
construction and using the 1-overlap property on B, we
define the paths on A to correspond to the points in B
as follows: to a point bi,j , i 6= 1, in B there corresponds
the path on A, {pµ1(i,j)1 , . . . , pµd(i,j)d }, such that bi,j ∈
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p
µk(i,j)
k for each k = 1, . . . , d, while to a point b1,j there
corresponds the path {p1j , . . . , pdj}.
Since the paths on B are strictly downward, each row
of B forms a partition of its paths. Therefore, if we take
d paths on A, each corresponding to a point in a par-
ticular row of B, we get a d-partition of the points in
A. That is clearly true for the families of paths corre-
sponding to the points b1,j , j = 1, . . . , d, which define
the partition of A in horizontal bins. It is also true for
the family of paths {(pµ1(i,k)1 , . . . , pµd(i,k)d )}, k = 1, . . . , d,
corresponding to the row (bi,k), i 6= 1, k = 1, . . . , d, which
cannot overlap. Indeed, if it were pµj(i,k)j = p
µj(i,l)
j , we
would have bi,k, bi,l ∈ pµj(i,k)j which means that the path
p
µj(i,k)
j is not downward. In other words, a set of d non-
intersecting paths on A, which correspond to a row on
B, form a partition of the points on A.
As a consequence of the 1-overlap property on the
paths on B, any two paths on B intersect at only one
point, which on A corresponds to the property that any
two paths from different partitions intersect only once:
two paths on A intersecting more than once correspond to
two points on B which are coincident with the same two
paths twice, which cannot occur because of the 1-overlap
property. For example, if the paths (pµ1(i,j)1 , . . . , p
µd(i,j)
d ),
and (pµ1(ν,µ)1 , . . . , p
µd(ν,µ)
d ) corresponding to the points
bi,j and bν,µ, i, ν 6= 1, respectively, overlap twice then,
there are two indices l, s, such that pµl(i,j)l = p
µl(ν,µ)
l
and pµs(i,j)s = p
µs(ν,µ)
s . That implies bi,j , bν,µ ∈ pµl(i,j)l as
well as bi,j , bν,µ ∈ pµs(i,j)s which contradicts the 1-overlap
property of the paths on B. The same reasoning applies
if one of the two paths is replaced by an horizontal path
on A. So by starting with B and its path system, we
have managed to construct A with its own path system
satisfying the required properties.
B. Construction of SIC elements from mutually
unbiased POVMs
We assume that a collection of d + 1 POVMs Ek is
given, each with d outcomes, and introduce a (d+ 1)× d
array E with points Ekν = Ek(ν):
E =
E1(1) . . . E1(d)
...
. . .
...
Ed+1(1) . . . Ed+1(d)
. (34)
Let us now assume that these POVMs Ek are marginals
of a d2-outcome observable G = {G(i)}d2−1i=0 ; moreover,
we assume that each marginal is associated with a d-
partition, where any two partitions satisfy the 1-overlap
property. This entails that no two elements belonging
to the same POVM have an operator G(i) in common,
whilst two elements from different POVMs must share
just one. In this case, each G(i) belongs to one element
FIG. 2. d2 Paths with the 1-overlap property for d = 3.
from each of the d+1 POVMs. On the array E , these re-
lations correspond to paths Pi, defined as subsets of those
elements that share G(i). From the above constraints on
the d2 positive operators two properties of these paths
are as follows:
1. Given that no G(i) can occur within two elements
of the same POVM Ek, the paths must be strictly
downwards, i.e. they cannot contain any horizontal
routes through the array;
2. Because any two elements from different Ek and E`
share a single operator G(i), any two paths through
E must intersect at a single point: if two paths
were to intersect twice, then the points where the
intersections occurred would correspond to two el-
ements that have two operators, G(i) and G(j) say,
in common, thereby violating the construction re-
quirements.
By virtue of Proposition 5, it is ensured that there are d2
downward paths of length d + 1 in E such that any two
paths share the 1-overlap property. An example of this
construction is given in Fig. 2.
We now consider the path Pi connecting all points in
the array E of marginal POVM elements defined in (34)
which contain G(i). At this point we define the operators
Ei =
∑
k
Ek
(
ν(i, k)
)
, (35)
where Ek
(
ν(i, k)
)
is the element in the k-th POVM Ek
incident with the path Pi. Note that Ei is the sum of d+1
operators, all sharing just G(i) and so all other operators
G(j) included within the path can occur at most once.
Each of the d + 1 operators Ek
(
ν(i, k)
)
is the sum of
d SIC elements, one of which is G(i), and the remaining
d−1 elements G(j) must be unique to Ek(ν(i, k)). Hence
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a total of (d+1)(d−1) = d2−1 elements of G other than
G(i) are required. Their sum is equal to I − G(i) since∑d2−1
j=0 G(j) = I. Therefore,
Ei =
∑
k
Ek
(
ν(i, k)
)
= (d+ 1)G(i) + (I − G(i))
= dG(i) + I.
Hence we obtain the following.
Proposition 6. Assume a d2-outcome POVM G has
d+ 1 marginals Ek associated with a complete system of
d−partitions satisfying the 1-overlap property. Then the
elements G(k) can be recovered from the Ek via
G(k) =
1
d
(Ek − I) (36)
where the operators Ek are defined in equation (35).
We are now ready to prove the main result of this sec-
tion.
Theorem 3. Consider a family of d+1 POVMs Ek which
are mutually unbiased, i.e.,
tr
[
Ek(µ)E`(ν)
]
=
1
d
, k, ` = 1, . . . , d+ 1, ν, µ = 1, . . . d,
and assume that the elements also satisfy
tr
[
Ek(µ)Ek(ν)
]
=
1
d+ 1
, k = 1, . . . , d+ 1, ν 6= µ.
Further assume that there are d2 sets Pi, i =
0, 1, . . . , d2 − 1, consisting of d + 1 elements, one cho-
sen from each of the Ek, such that the 1-overlap property
is fulfilled. Let operator Ei be the sum of the elements in
Pi. Then the d2 operators G(i) := 1d (Ei − I) form a SIC
if and only if they are positive.
Proof. We will be using the observation made in Remark
1, which entails that under the conditions of the theorem
the POVMs also satisfy
tr
[
Ek(µ)
]
= 1, tr
[
Ek(µ)2
]
=
2
d+ 1
.
We verify the SIC conditions (3)-(4). First,
tr [G(i)] =
1
d
tr [Ei − I] = 1
d
(d+ 1)− 1 = 1
d
, (37)
where we have used tr
[
Ei
]
=
∑
k tr
[
Ek
(
ν(i, k)
)]
= d+ 1.
Secondly,
tr
[
G(i)2
]
=
1
d2
tr
[
E2i − 2Ei + I
]
=
1
d2
(tr
[
E2i
]− d− 2),
Note that tr
[
E2i
]
= tr
[(∑
k E
k
(
ν(i, k)
))2] contains d+1
terms of the form tr
[(
Ek(ν)
)2]
= 2/(d+ 1) and d(d+ 1)
terms of the form tr
[
Ek(µ)E`(ν)
]
= 1/d since any two
distinct elements in a given Ei must belong to different
POVM. Therefore,
tr
[
(Ei)
2
]
= 2(d+ 1)/(d+ 1) + d(d+ 1)/d = d+ 3,
and so
tr
[
G(i)2
]
=
1
d2
(tr
[
E2i
]− d− 2) = 1
d2
. (38)
This coincides with the required value for this quantity.
We are ready to determine the trace of G(i)G(j) for
i 6= j:
tr [G(i)G(j)] =
1
d2
tr [EiEj − Ei − Ej + I]
=
1
d2
(tr [EiEj ]− d− 2).
(39)
The product EiEj consists of (d + 1)2 terms: d + 1 will
correspond to the product of two elements from the same
POVM, i.e. Ek
(
ν(i, k)
)
Ek
(
ν(j, k)
)
, and d(d + 1) will be
the product of elements from different POVMs, that is,
Ek
(
ν(i, k)
)
E`
(
ν(j, `)
)
. Because the intersection of Pi and
Pj contains only one element, it follows that one of the
d+1 terms Ek
(
ν(i, k)
)
Ek
(
ν(j, k)
)
will have trace 2/(d+1),
whilst the remaining d terms will have trace 1/(d + 1),
and the d(d+ 1) terms of the form Ek
(
ν(i, k)
)
E`
(
ν(j, `)
)
will have trace 1/d. Using these values we have that
tr [EiEj ] =
2
d+ 1
+
d
d+ 1
+
1
d
(d(d+ 1))
=
1
d+ 1
+ d+ 2,
and so equation (39) becomes
tr [G(i)G(j)] =
1
d2
(tr [EiEj ]− d− 2) = 1
d2(d+ 1)
. (40)
Finally we verify the normalisation condition:
d2−1∑
i=0
G(i) =
1
d
d2−1∑
i=0
Ei − dI.
Each Ei contains d+ 1 POVM elements, each of which is
from a different Ek. Each POVM element Ek(µ) is shared
by exactly d of the operators Ei, hence contributes d
occurrences to
∑
iEi. The sum of all d(d + 1) POVM
elements is (d+ 1)I. This gives:
d2−1∑
i=0
G(i) =
1
d
d(d+ 1)I − dI = I.
This theorem shows that the G has all the properties
required of a SIC, except, possibly, the positivity of all
G(i). In other words, G forms a SIC system and we can
rephrase Theorem 3 as follows.
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Corollary 3. Under the assumptions of Theorem 3, the
d2 operators G(i) constructed from the mutually unbiased
POVMs form a SIC system.
Taking up the construction of commutative POVMs as
smearings of mutually unbiased PVMs, we can complete
the route from a family of d+ 1 MUBs to a SIC system.
Suppose a collection of MUBs {ϕki }di=1 (k = 1, . . . , n)
are given, so that Pk(i) =
∣∣ϕki 〉〈ϕki ∣∣ are mutually unbi-
ased PVMs. Applying a smearing of the form (24) with
a stochastic matrix Λk to the PVMs Pk yields n POVMs
Ek as in (24)
Ek(ν) =
d∑
i=1
λkν,iP
k(i), k = 1, . . . , n, ν = 1, . . . , d
Proposition 7. POVMs Ek, k = 1, . . . , n obtained as
smearings of n mutually unbiased PVMs Pk via (??) are
mutually unbiased if and only if all elements Ek(ν) are
unit trace operators (that is, the matrices Λk are doubly
stochastic).
Proof. The statement that the mutual unbiasedness of
the POVMs Ek follows from the mutual unbiasedness of
the corresponding PVMs together with unit trace prop-
erty of the operators Ek(µ) has already been shown in
Theorem 2.
Conversely, assume that the operators Ek(µ) and E`(ν)
are mutually unbiased, that is, tr
[
Ek(µ)E`(ν)
]
= 1d when-
ever k 6= `, then summing over ν and using the nor-
malisation property
∑
ν E
`(ν) = I immediately gives
tr
[
Ek(µ)
]
= 1.
Combining Theorem 3 and Proposition 7 we have ob-
tained a construction of a SIC system from a complete
family of MUBs.
V. COMPARISON WITH THE
CONSTRUCTION OF WOOTTERS
Wootters [2] describes a geometric structure of dual
systems of points and lines that turns out to be isomor-
phic to the two equivalent combinatorial structures com-
posed of arrays and paths presented here. He begins by
considering a set of d2 points and, upon them, defines
mutually unbiased striations as follows: a striation is a
partitioning of the points into d parallel lines of d points
each, that is, no point is contained in more than one line,
and two striations are mutually unbiased if any two lines
from different striations are coincident at a single point.
As we have argued before, in this language we are re-
stricted to having at most d+ 1 mutually unbiased stri-
ations. Assuming that these d2 points are placed into a
d × d array, one begins by defining the horizontal and
vertical striation in the logical way, and so any further
mutually unbiased striation will correspond to a Latin
square because, as in our construction, we cannot allow
for any line to contain two points from the same row or
column. Furthermore, any additional mutually unbiased
striations will correspond to Latin squares that are or-
thogonal to the first Latin square, and each other, as is
the case in our scheme. The difference lies in the associa-
tion of points and lines: Wootters ascribes to each point
α a selfadjoint operator Aα/d, and to each line λ a rank-1
projection P(λ), satisfying the following properties:
1. tr [Aα/d] = 1/d;
2. tr [(Aα/d)(Aβ/d)] = (1/d)δαβ ;
3.
∑
α∈λAα/d = P(λ).
As a consequence of these conditions, a striation corre-
sponds to a basis for a d-dimensional Hilbert space – we
have d normalized rank-1 projections that are mutually
orthogonal – and two mutually unbiased striations corre-
spond to a pair of mutually unbiased bases.
However, as is pointed out in his paper, it is not clear
how one constructs the operators Aα so that we may find
these MUBs without in fact already having a complete
set of MUBs to work backwards from. By contrast, our
method provides us with the necessary operators corre-
sponding to each point – the elements of a SIC POVM
– and by going along a slightly more elongated path –
by constructing striations corresponding to commutative
mutually unbiased POVMs and then finding the joint
eigenbasis for each mutually unbiased POVM – we are
able in some cases to construct a set of MUBs (which
will not always be complete).
Before considering the case for SIC POVMs, we note
that the set of d2 points and d + 1 mutually unbiased
striations to be considered correspond to an affine plane
of order d. An affine plane of order d is a set of d2 points
and d(d+ 1) lines satisfying the following conditions:
1. For any two points there exists exactly one line that
is coincident with both;
2. for any point α and line λ not containing α, there
exists a single line that is parallel (i.e. non-
intersecting) with λ that is coincident with α;
3. there exist three points that are non-collinear.
It is known that affine planes exist if the order is a
prime power. The situation for non-prime powers is not
very well explored, although it is known that an affine
plane of order 6 does not exist.
Following the discussion on MUBs, Wootters proceeds
to consider the analogous geometric problem for con-
structing a SIC POVM. Again, this is considered in terms
of lines passing through points in such a way that each
line corresponds to a rank-1 projection P(i) = dG(i),
where G(i) is an element of our desired SIC POVM. In
order to determine the number of points that lie on a
given line, and indeed the total number of points to be
consider, Wootters adopts an idea of Zauner [4] that pro-
vides a connection between the cardinality of a set of
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points and the trace of its corresponding operator. If M
is an operator, then let SM denote the set of points corre-
sponding to it within the given geometric construct (so in
the previous paragraphs we would have that SAα = {α},
etc.). We now look for relations of the form
|SM | = k tr [M ] and |SM1 ∩ SM2 | = k tr [M1M2] (41)
for some constant k. Since the rank-1 projection P(λ)
associated with the line λ must be trace one, it follows
that the line contains k points within it. Furthermore,
tr [P(λ)P(µ)] = 1/(d+ 1) entails that distinct lines λ and
µ intersect at k/(d + 1) points. This overlap must be
an integer, hence k must be a multiple of d + 1. For
simplicity, one can choose k = d + 1, and so any two
lines intersect once. If one assumes that the operator
associated with the entire set is the identity, and that
each point lies on the same number of lines as any other
point, then we have that there must exist k tr [I] = d(d+
1) points and that each must lie on d lines. We note that
the value of k was chosen for simplicity, whilst in our
work, the value of k, i.e. the number of points each line
must contain, is fixed.
Collecting all the information for the SIC POVM case,
we see that one is considering d(d + 1) points and d2
lines containing d + 1 points each, where each point is
contained in d lines and any two lines intersect at a sin-
gle point. By performing a relabelling between the points
and lines, we see that this construction yields an affine
plane of order d. Note that this is similar to the situ-
ation for our construction, except that in our case the
equivalence between the two systems of points and lines
are in fact immediate, rather than the result of choosing
a particular value of k, and that we are again reliant on
the dimension being one that allows for an affine plane
to be constructed.
Assuming that an affine plane can be constructed,
Wootters identifies the task of finding a set of selfad-
joint operators Bα associated with each point α such
that the line i corresponds to their sum, which is equal
to P(i) = dG(i). In order to satisfy the necessary trace
conditions, he requires that
1. tr
[
B2α
]
= d/(d+ 1)2;
2. tr [BαBβ ] = 1/d(d+ 1)2 if α 6= β and they share a
line;
3. tr [BαBβ ] = −1/(d + 1)2 if α 6= β but they don’t
share a line.
However, as in the case for MUBs, it is not immediately
obvious how these operators are constructed, without
working backwards (and thereby defeating the purpose).
Again, in our work we have the benefit that the oper-
ators associated with each point – elements of derived
mutually unbiased POVMs – can be constructed readily.
VI. FROM COVARIANT SICS TO MUBS IN
ODD PRIME POWER DIMENSIONS
After this comparison between our combinatorial
scheme and Wootters’ geometric scheme, we are now free
to use geometric language, which is natural here. In
particular, this section is devoted to developing a con-
crete example of the previous general setting. Given a fi-
nite covariant phase space observable acting on a Hilbert
space of prime power dimension d = pn (p 6= 2), we
construct d + 1 marginals that are mutually unbiased
POVMs. These marginals turn out to be smearings of
d+ 1 MUBs, and hence are commutative (compare with
the discussion at the end of IIID). The d+ 1 MUBs are
then explicitly exhibited. Rather interestingly, such a
construction holds for every finite covariant phase space
observable (SIC or otherwise). Finally we characterize
SIC covariant phase space observables using the results
of IVB.
In this section F denotes a finite field with character-
istic p, different from 2. Denote by Tr : F → Zp the
trace of F over the cyclic field Zp, and let ω be a primi-
tive p-root of unit in C. A reader not familiar with finite
fields may wish to restrict to the case F = Zp with p an
odd prime; in this case the trace Tr becomes the identity.
This restriction does not simplify any proofs that follow
and imposes undue restrictions on the dimensionality of
the Hilbert space, hence we shall just consider a generic
finite field F.
Consider the vector space V = F × F, endowed with
the nondegenerate symplectic form
[v , w ] = (v2w1 − v1w2) ,
for all v = (v1, v2) , w = (w1, w2) in V . One can think
of V as a discrete phase space of a quantum system with
finite degrees of freedom [6], analogous to the usual phase
space R2 of a quantum system with continuous degrees
of freedom.
For all v ∈ V , the map
〈v , · 〉 : V → T 〈v , w 〉 = ωTr[v ,w ]
defines a character of the additive abelian group V .
Moreover, the map v 7→ 〈v , · 〉 is a homomorphism of
the group V into character group Vˆ . Clearly, 〈v , v 〉 = 1
and 〈v , w 〉 = 〈w , v 〉 for all v,w ∈ V . The symplectic
Fourier transform of V
F : `2(V )→ `2(V ) , Ff(v) = 1|F|
∑
u∈V
〈v , u 〉 f(u)
is an invertible linear map with inverse
F−1fˆ(u) = 1|F|
∑
v∈V
〈v , u 〉fˆ(v) .
We denote by S the set of 1-dimensional lines of V , i.e.,
S = {L ⊂ V | FL = L , dimF L = 1} .
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For all α ∈ F, let
Lα = F(1, α) = {(u, αu) | u ∈ F}
and
L∞ = F(0, 1) = {(0, u) | u ∈ F} .
The following facts are easy to verify.
(a) Lα ∩ Lβ = {0} for all α, β ∈ F ∪ {∞} with α 6= β;
(b) V =
⋃
α∈F∪{∞} Lα;
(c) S = {Lα | α ∈ F ∪ {∞}};
(d) |S| = |F|+ 1.
Hence, each L ∈ S determines an |F|-partition of V ,
i.e. the set of affine lines V/L = {v + L | v ∈ V } which
are parallel to L. The d + 1 partitions V/L associated
with the d + 1 lines L ∈ S share the 1-overlap property.
This is due to the fact that, for L 6= L′, the two affine
lines v + L and u+ L′ meet exactly at one point of V .
Let H := `2(F) be the d-dimensional Hilbert space
of complex functions on F. For each f ∈ H and v =
(v1, v2) ∈ V , define the linear operator W (v) ∈ L(H):
[W (v)f ](x) := ωTr[v2(x−2
−1v1)]f(x− v1) ∀x ∈ F ,
where 2−1 is the inverse of 2 in the field F and the action
is understood to be on the left. It is an easy calculation
to show that
W (v +w) = 〈w, 2−1v〉W (v)W (w) ∀v,w ∈ V .
Hence, the correspondence v 7→ W (v) is a projective
representation of V into L(H). It is called the Weyl-
Heisenberg representation of V . The Stone-von Neumann
theorem asserts that the Weyl-Heisenberg representation
is essentially unique (see [23]). The following commuta-
tion relations are immediate
W (v)W (w) = 〈v , w 〉W (w)W (v) ∀v,w ∈ V .
For all L ∈ S, we define |V/L| = |F| operators by
formula
PL(v + L) =
1
|F|
∑
l∈L
〈v , l 〉W (l) ∀v + L ∈ V/L .
(42)
We then have the following facts.
Proposition 8. (i) For all l ∈ L,
W (l) =
∑
v+L∈V/L
〈v , l 〉PL(v + L) . (43)
(ii) For all v,w ∈ V ,
W (w)PL(v + L)W (w)∗ = PL(v +w + L) . (44)
(iii) The map PL : V/L → L(H) is a PVM with
rankPL(v + L) = 1 for all v ∈ V .
(iv) The PVMs {PL | L ∈ S}, are mutually unbiased.
The proof of the above proposition, though elementary,
requires some machinery. In order to keep the exposition
short we refer to a forthcoming paper for its proof.
We are considering the vector space V as the phase
space for a quantum system. From this perspective any
POVM defined on V can be called a phase space ob-
servable. However, the most important phase space ob-
servables are covariant under the Weyl-Heisenberg rep-
resentation. We say that a POVM G : V → L(H) is a
covariant phase space observable if
W (w)G(v)W (w)∗ = G(v +w)
for all v,w ∈ V . It is well known [24] and easy to check
in this finite dimensional case that every covariant phase
space observable has the form
G(v) ≡ GT (v) := 1|F|W (v)TW (v)
∗
for a unique operator T ≥ 0 with tr [T ] = 1.
For any line L ∈ S, we define the L-marginal of GT by
GLT (v + L) =
∑
l∈L
GT (v + l) ∀v + L ∈ V/L . (45)
It is clear that GLT (v+L) ≥ 0 and
∑
v+L∈V/L G
L
T (v+L) =
I, hence GLT is a POVM on V/L. We further observe that
GLT satisfies the same covariance properties as P
L, i.e.,
W (w)GLT (v + L)W (w)
∗ = GLT (v +w + L)
for all v,w ∈ V . In particular,
[GLT (v + L) , W (l)] = 0 (46)
for all v ∈ V and l ∈ L.
Theorem 4. Suppose T ≥ 0 with tr [T ] = 1, and let GT
be the corresponding covariant phase space observable.
(a) For each L ∈ S, the L-marginal GLT of GT is a smear-
ing of PL. More precisely, for all v ∈ V ,
GLT (v+ L) =
∑
w+L∈V/L
ΛLT (v−w+ L)PL(w+ L) , (47)
where ΛLT : V/L→ [0, 1] is the probability measure
ΛLT (v + L) = tr
[
TPL(−v + L)] . (48)
(b) The |F|+ 1 POVMs {GLT | L ∈ S} are mutually unbi-
ased.
Proof. (a) By (46) and the definition of PL, we have
[GLT (v + L) , P
L(w + L)] = 0 ∀w ∈ V ,
hence, in view of item (iii) of Proposition 8,
GLT (v+L) =
∑
w+L∈V/L
K(v+L,w+L)PL(w+L) ∀v ∈ V
for some function K : V/L× V/L→ C. Next, we have:
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K(v + L,w + L) = tr
[
GLT (v + L)P
L(w + L)
]
=
1
|F|
∑
l∈L
tr
[
TW (v + l)∗PL(w + L)W (v + l)
]
.
Using (44) this reduces to
K(v + L,w + L) = tr
[
TPL(w − v + L)] ≡ ΛLT (v −w + L) .
(b) If L1, L2 ∈ S, with L1 6= L2, then, for all v1,v2 ∈ V ,
tr
[
GL1T (v1 + L1)G
L2
T (v2 + L2)
]
=
1
|F|
∑
w1+L1∈V/L1
∑
w2+L2∈V/L2
ΛL1T (v1 −w1 + L1)ΛL2T (v2 −w2 + L2) =
1
|F| ,
where the first equality arises from the use of item (iv)
of Proposition 8, and the final equality is due to ΛLiT
(i = 1, 2) being probability measures.
At this point, we recall the qubit example discussed
in Section IIC. If we start from three mutually unbiased
POVMs Pk(±) = 12 (I±nk ·σ), where the vectors n1, n2
and n3 are orthogonal unit vectors, then it is straight-
forward to verify that a covariant phase space observable
GT is a SIC if the generating operator T , now thought of
as a state, is rank-1 and satisfies
tr [Tn1 · σ] = tr [Tn2 · σ] = tr [Tn3 · σ] . (49)
This condition simply means that the expectations values
of the state T in the measurements of P1, P2 and P3 are
equal.
We are aiming for a comparable condition in the odd
prime power dimensions, but now have to look for more
complicated measurements than just PL. For all L ∈ S,
we define the PVM QL : V/L→ L(H⊗H) by
QL(u+ L) =
∑
w∈V/L
PL(u+w + L)⊗ PL(w + L) .
The measurement outcome distribution of QL gives the
difference of two PL-measurements performed on two
identical systems.
The following is the main result of the section.
Theorem 5. Suppose T ≥ 0 with tr [T ] = 1, and let
GT be the corresponding covariant phase space observable.
The following facts are equivalent:
(i) GT is SIC;
(ii) tr
[
GLT (v + L)G
L
T (w + L)
]
= (1 + δv+L,w+L)/(|F|+
1) for all L ∈ S and v,w ∈ V ;
(iii) tr
[
(T ⊗ T )QL(v + L)] = (1 + δv+L,0+L)/(|F| + 1)
for all L ∈ S and v ∈ V ;
(iv) |tr [TW (v)] |2 = (1+ |F|δv,0)/(|F|+1) for all v ∈ V .
Proof. (i) ⇔ (ii) If GT is SIC, item (ii) follows at once
from equations (20) and (21) in Theorem 1.
For the converse implication notice that, by item (b) of
Theorem 4, the d + 1 marginals GLT of a generic phase
space observable GT are mutually unbiased. If GT also
satisfies item (ii), the hypothesis of Theorem 3 are met.
Hence the operators
1
d
(∑
L∈S
GLT (v + L)− I
)
form a SIC system that, by Proposition 6, coincides with
the phase space observable GT .
(ii) ⇔ (iii) This is a consequence of
tr
[
GLT (v + L)G
L
T (w + L)
]
=
∑
u+L∈V/L
ΛLT (u+w − v + L)ΛLT (u+ L)
= tr
[
(T ⊗ T )QL(v −w + L)] .
(iii) ⇔ (iv) For all v ∈ V , setting L = Fv, we have
1
|F|
∑
u∈V
〈v , u 〉QL(u+ L) =
∑
u+L∈V/L
〈v , u 〉QL(u+ L)
=
∑
u+L,w+L∈V/L
〈v , u 〉PL(u+w + L)⊗ PL(w + L)
(changing u+ L→ u−w + L)
=
∑
u+L,w+L∈V/L
〈v , u 〉 〈v , w 〉PL(u+ L)⊗ PL(w + L)
(by (43))
= W (v)⊗W (v)∗ .
Therefore,
1
|F|
∑
u∈V
〈v , u 〉 tr [(T ⊗ T )QL(u+ L)] = |tr [TW (v)] |2 ,
and the equivalence of (iii) and (iv) follows by symplectic
Fourier transform for the group V .
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A condition equivalent to (iii) in Theorem 5 was al-
ready established in [25] (see equation (17) there). The
part of this condition that we would have anticipated
after the qubit example is that the numerical values of
the probabilities tr
[
(T ⊗ T )QL(·)] are the same for all
L ∈ S. It would be interesting to find a physical expla-
nation for the mathematical fact that the correct values
are the ones given in (iii) in Theorem 5.
VII. CONCLUSION
We have obtained an interesting, if incomplete, con-
nection between SICs and MUBs that is based on an op-
erational feature, namely joint measurability. The results
of sections III and IV can be summarized as follows:
(a) For a SIC G we may form n d-partitions of G that
satisfy the 1-overlap property; the number n is
equal to 2 + the maximum number of mutually or-
thogonal Latin squares of order d. The partitions
induce n marginal POVMs which are mutually un-
biased with respect to each other.
If the elements of each marginal POVM commute
with each other, the marginals are smearings of
spectral measures whose (rank-1) projections cor-
respond to a system of n MUBs.
(b) From a complete set of d + 1 MUBs one can con-
struct d+ 1 commutative POVMs by smearing the
corresponding PVMs, and via suitable smearings
these POVMs are mutually unbiased. By assuming
that each mutually unbiased POVM element is the
sum of d operators G(i) out of a set {G(i)}d2−1i=0 such
that no two elements from the same POVM share
an operator, and any two elements from different
POVMs share only one, one can show that the op-
erators G(i) form a SIC system, that is they satisfy
all properties of a SIC with the possible exception
of positivity, which does not follow naturally.
With these findings we have established the beginnings
of a correspondence between a SIC and a complete set of
d + 1 MUBs. The bridge providing this connection is
provided by the concept of a complete system of mutu-
ally unbiased POVMs that will be marginals of the SIC.
There are, however, obstructions to the existence of this
bridge.
First, the number of mutually unbiased POVMs that
can be obtained as marginals of a SIC is no less than
3 but also no greater than 2 plus the maximal number
of orthogonal Latin squares of order d. The maximal
number of mutually unbiased POVMs will thus be d+ 1
when d is a prime power, but it is unknown whether this
number can be obtained for any other values of d.
Second, the problem remains of extracting MUBs from
such a system of mutually unbiased POVMs; we have
obtained a solution only in the case where all the POVMs
are commutative.
Third, starting with a system of d + 1 MUBs (where
they exist), one can obtain d + 1 mutually unbiased
POVMs by applying an appropriate smearing by appli-
cation of a doubly stochastic matrix to the spectral mea-
sures associated with the MUBs. However, in order to
reconstruct a SIC via the formula (36), it is required
that for the underlying (d + 1) × d array there exist d2
downward paths of length d which satisfy the 1-overlap
property – this was found again to be equivalent to the
requirement that there are d−2 orthogonal Latin squares
of order d.
To illustrate the significance of these limitations, we
revisit the case of a 6-dimensional Hilbert space. In this
case there do not exist two mutually orthogonal Latin
squares of order 6, and so there are no systems of mutu-
ally unbiased marginals of a SIC with more than 3 ele-
ments. As a consequence of Proposition 5, since there do
not exist seven 6-partitions with the 1-overlap property
in a 6 × 6 array, there cannot exist 36 downward paths
with the 1-overlap property in a 7 × 6 array. So even if
we hypothesized the existence of 7 MUBs for d = 6, it
is impossible to construct a SIC from them via formula
(36), although SICs are known to exist for d = 6 [7].
To summarize: The existence in Hd of a bridge be-
tween a complete system of MUBs and a SIC via mu-
tually unbiased POVMs and the formula (36) requires
the existence of the maximal number d − 1 of mutually
orthogonal Latin squares.
But even when the conditions of the recovery of a
SIC system from a system of d + 1 mutually unbiased
POVMs are fulfilled, the problem remains of ensuring
the positivity of the operators G(i), i = 1, . . . , d2. By
construction, these operators satisfy tr [dG(i)] = 1 and
tr
[
(dG(i))2
]
= 1. Using an observation made in [26], the
operators dG(i) are positive (and in fact rank-1 projec-
tions) if, in addition, tr
[
(dG(i))3
]
= 1.
The positivity of the SIC system elements depend
on the doubly stochastic matrices Λk used in smearing
our mutually unbiased spectral measures, but these pose
their own set of problems. By demanding that their co-
efficients are positive (and hence real) and less than or
equal to 1, and that their rows satisfy conditions (26a)
and (26b), we are able to drastically reduce the number
of degrees of freedom. Indeed, if we simplify the situa-
tion by further requiring that the rows of a given doubly
stochastic matrix Λk, whose rows satisfy (26a) and (26b),
are given as cyclic permutations of the elements in the
first row, then the entire matrix is determined by a single
element of this row, with all other elements of the matrix
arising as a result. However, the value of this variable
lies within a continuous interval, and no particular value
need immediately stand out as significant. Further to
this, it is not known beforehand how many different dou-
bly stochastic matrices need to be used - that is, how
many spectral measures are smeared in the same way
and how many require a different smearing - in order to
retrieve a SIC POVM (in the case of a SIC system, a
single matrix - that is, all spectral measures are smeared
17
in the same way - will suffice). The issue of the number
of paths does not need discussion here; given that there
are dd+1 possible downwards paths through a (d+ 1)× d
array, as described in section IV (excluding the 1-overlap
property here), it is computationally simple to perform
a check of all possible paths to see if they form positive
operators.
As an example of these issues, in the case of d = 3,
where we begin with 4 mutually unbiased spectral mea-
sures, there are several possible doubly stochastic ma-
trices, of which we choose one, that can be used on 3 of
the spectral measures, and then the fourth measure must
be smeared by the doubly stochastic matrix whose first
row is (1/2, 1/2, 0) and whose remaining rows are cyclic
permutations of this. It is also the case that this dou-
bly stochastic matrix can be used on all four mutually
unbiased spectral measures and will still lead to a SIC
POVM.
The SIC–MUB bridge constructed here is based on
two combinatorial schemes that were noted to be equiv-
alent; we showed that this dual combinatorial structure
corresponds one-to-one to a dual geometric structure of
affine planes that was posited in a study of Wootters [2]
in which he laid out analogous schemes for construct-
ing MUBs and SICs. The operator systems needed to
start Wootters’ schemes are not given a priori while in
our approach these operators were given and the geomet-
ric/combinatorial structures appeared by necessity.
Finally, in Section VI we showed that all these facts
find a natural application to finite covariant phase space
observables in prime power dimension d = pn (p 6= 2). In-
deed, it turns out that a covariant phase space observable
on a d-dimensional Hilbert space generates d + 1 mutu-
ally unbiased and commutative marginal POVMs, which
in turn are smearings of d + 1 MUBs. Such marginal
POVMs are associated to each d-partition of the finite
phase space into parallel affine lines. Moreover, in The-
orem 5, we provided various characterizations of SIC co-
variant phase space observables; in particular, item (iii)
establishes an operational link between the SIC prop-
erty of the covariant phase space observable GT and the
d+ 1 MUBs associated with the d+ 1 mutually unbiased
marginal POVMs of GT .
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