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Abstract
A linear-quadratic (LQ, for short) optimal control problem is considered for mean-field stochastic
differential equations with constant coefficients in an infinite horizon. The stabilizability of the control
system is studied followed by the discussion of the well-posedness of the LQ problem. The optimal control
can be expressed as a linear state feedback involving the state and its mean, through the solutions of two
algebraic Riccati equations. The solvability of such kind of Riccati equations is investigated by means of
semi-definite programming method.
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1 Introduction.
Let (Ω,F ,P,F) be a complete filtered probability space, on which a one-dimensional standard Brownian
motion W (·) is defined with F ≡ {Ft}t≥0 being its natural filtration augmented by all the P-null sets.
Consider the following controlled linear stochastic differential equation (SDE, for short) in Rn:
dX(t) =
{
AX(t) + A¯E[X(t)] +Bu(t) + B¯E[u(t)]
}
dt
+
{
CX(t) + C¯E[X(t)] +Du(t) + D¯E[u(t)]
}
dW (t), t ≥ 0,
X(0) = x,
(1.1)
where A, A¯, C, C¯ ∈ Rn×n and B, B¯,D, D¯ ∈ Rn×m are given (deterministic) matrices. In the above, X(·),
valued in Rn, is called the state process, and u(·), valued in Rm, is called a control process.
Different from classical controlled linear SDEs, the terms E[X(·)] and E[u(·)] appear in the equation.
We call (1.1) a controlled mean-field (forward) SDE (MF-FSDE, for short). Historically, a special case of
MF-FSDE, called McKean–Vlasov SDE, was suggested by Kac [23] in 1956 as a stochastic toy model for the
Vlasov type kinetic equation of plasma and the rigorous study of which was initiated by McKean [28] in 1966.
Since then, such kind of equations were studied by many authors, see, for examples, Dawson [17], Dawson–
Ga¨rtner [18], Ga´rtner [20], Scheutzow [32], Graham [21], Chan [14], Chiang [15], Ahmed–Ding [2], and the
∗This work is supported in part by RGC Grants GRF521610 and GRF501010, and NSF Grant DMS-1007514.
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references cited therein. For the relevant works of recent years, see, for examples, Veretennikov [34], Huang–
Malhame´–Caines [22], Buckdahn-Djehiche-Li-Peng [12], Buckdahn-Li-Peng [13], Borkar–Kumar [9], Crisan–
Xiong [16], Kotelenez–Kurtz [25], and so on. Control problems of McKean–Vlasov equation or MF-FSDEs
were investigated by Ahmed–Ding [3], Ahmed [4], Buckdahn-Djehiche-Li [11]), Park–Balasubramaniam–
Kang [30], Andersson–Djehiche [6], Meyer-Brandis–Oksendal–Zhou [29], and so on. In Yong [35], a linear-
quadratic (LQ, for short) problem was introduced and investigated for MF-FSDEs in finite horizons. Some
interesting motivation was given in [35] for the control problem with E[X(·)] and E[u(·)] being included in
the cost functional. This paper can be regarded as a continuation of [35], for LQ problem of MF-FSDEs in
an infinite horizon.
We introduce the following:
U [0, T ] =
{
u : [0,∞)× Ω→ Rm
∣∣ u(·) is F-adapted, E∫ T
0
|u(s)|2ds <∞
}
, ∀T > 0,
Uloc[0,∞) =
⋃
T>0
U [0, T ],
U [0,∞) =
{
u(·) ∈ Uloc[0,∞)
∣∣ E∫ ∞
0
|u(s)|2ds <∞
}
.
Any u(·) ∈ Uloc[0,∞) is called a control process and any u(·) ∈ U [0,∞) is called a feasible control process.
Likewise, we define
X [0, T ] =
X : [0,∞)× Ω→ Rn
∣∣∣∣∣∣
X(·) is F-adapted, t 7→ X(t, ω) is continuous,
E
[
sup
t∈[0,T ]
|X(t)|2
]
<∞
 , T > 0,
Xloc[0,∞) =
⋃
T>0
X [0, T ],
X [0,∞) =
{
X(·) ∈ Xloc[0,∞)
∣∣ E∫ ∞
0
|X(t)|2dt <∞
}
.
Any element in Xloc[0,∞) is called a state process. It is not hard to see that{
U [0,∞) ⊆ Uloc[0,∞), U [0,∞) 6= Uloc[0,∞),
X [0,∞) ⊆ Xloc[0,∞), X [0,∞) 6= Xloc[0,∞).
By a standard argument using contraction mapping theorem, one can show that for any (x, u(·)) ∈ Rn ×
Uloc[0,∞), (1.1) admits a unique solution X(·) = X(· ;x, u(·)) ∈ Xloc[0,∞). Next, we let Q, Q¯ ∈ Sn and
R, R¯ ∈ Sm, where Sk is the set of all symmetric matrices of order (k × k), and introduce the following cost
functional:
J(x;u(·)) = E
∫ ∞
0
{
〈QX(s), X(s) 〉+ 〈 Q¯E[X(s)],E[X(s)] 〉
+ 〈Ru(s), u(s) 〉+ 〈 R¯E[u(s)],E[u(s)] 〉
}
ds,
(1.2)
where X(·) = X(· ;x, u(·)) on the right hand side of the above. Note that in general, for (x, u(·)) ∈ Rn ×
U [0,∞), the solution X(·) ≡ X(· ;x, u(·)) of (1.1) might just be in Xloc[0,∞) and the above cost functional
J(x;u(·)) might not be defined. Therefore, we introduce the following:
Uad[0,∞) =
{
u(·) ∈ U [0,∞)
∣∣ J(x;u(·)) is defined, ∀x ∈ Rn}.
Any element u(·) ∈ Uad[0,∞) is called an admissible control process and the correspondingX(·) ≡ X(· ;x, u(·))
is called an admissible state process. We see that the structure of Uad[0,∞) is very complicated, since it
involves not only the state equation, but also the cost functional. Some better description of Uad[0,∞) will
be given a little later, under proper conditions. Our optimal control problem can be stated as follows:
2
Problem (MF-LQ). For given x ∈ Rn, find a u∗(·) ∈ Uad[0,∞) such that
J(x;u∗(·)) = inf
u(·)∈Uad[0,∞)
J(x;u(·)) ≡ V (x).
Any u∗(·) ∈ Uad[0,∞) satisfying the above is called an optimal control process and the corresponding
state process X∗(·) ≡ X(· ;x, u∗(·)) is called an optimal state process; the pair (X∗(·), u∗(·)) is called an
optimal pair. The function V (·) is called the value function of Problem (MF-LQ).
It is not hard to see that in order Problem (MF-LQ) to make sense, we need Uad[0,∞) to be nonempty,
at least. To achieve this, we will carefully discuss various stabilizability (for which both the state equation
and the cost functional are involved) of the controlled MF-FSDE (1.1), which are interestingly different
from the classic ones, due the the appearance of the terms E[X(·)] and E[u(·)]. Once the set Uad[0,∞) of
admissible controls is nonempty, under some standard assumptions, we are able to show that the optimal
control uniquely exists. Then inspired by the results of [35], we obtain a system of algebraic Riccati equations
(AREs, for short), whose solutions will lead us to the state feedback representation of the optimal control.
The existence of the solutions to the derived ARE system is established under some reasonable conditions.
Our results recovers relevant ones for the classic linear-quadratic optimal controls of SDEs.
The rest of the paper is organized as follows. Section 2 collects some preliminary results concerning the
state equation. In Sections 3 and 4, the stability and the stabilizability of the state equation are discussed. In
Section 5, Problem (MF-LQ) is solved by means of AREs. In Section 6, the solvability of AREs is discussed
by linear matrix inequalities (LMIs, for short). A couple of numerical examples are presented in Section 7.
Finally, some supporting results for Section 6 are listed in the Appendix.
2 Preliminary Results
In this section, we present some preliminary results. First of all, let us consider the following result, whose
proof follows a standard argument using contraction mapping theorem, together with Itoˆ’s formula.
Proposition 2.1 For any x ∈ Rn and u(·) ∈ U [0,∞), there exists a unique X(·) ≡ X(· ;x, u(·)) solving
(1.1). Moreover,
E
[
sup
t∈[0,T ]
|X(t)|2
]
≤ LT
{
|x|2 + E
∫ T
0
|u(t)|2dt
}
, ∀T > 0.
where LT > 0 is a constant depending on T , and independent of (x, u(·)).
For later purposes, we make some calculations. Let X(·) = X(· ;x, u(·)) be the solution of (1.1). For any
deterministic differentiable function P (·) valued in Sn, by Itoˆ’s formula, we have
d 〈P (t)X(t), X(t) 〉
=
{
〈 P˙ (t)X(t), X(t) 〉+2 〈P (t)
{
AX(t) + A¯E[X(t)] +Bu(t) + B¯E[u(t)]
}
, X(t) 〉
+〈P (t)
{
CX(t)+C¯E[X(t)]+Du(t)+D¯E[u(t)]
}
, CX(t)+C¯E[X(t)]+Du(t)+D¯E[u(t)] 〉
}
dt+{· · · }dW (t)
=
{
〈 P˙ (t)X(t), X(t) 〉+2 〈P (t)
{
AX(t)+Bu(t)
}
, X(t) 〉+〈P (t)
{
CX(t)+Du(t)
}
, CX(t)+Du(t) 〉
+2 〈P (t)
{
A¯E[X(t)] + B¯E[u(t)]
}
, X(t) 〉+2 〈P (t)
{
CX(t) +Du(t)
}
, C¯E[X(t)] + D¯E[u(t)] 〉
+ 〈P (t)
{
C¯E[X(t)] + D¯E[u(t)]
}
, C¯E[X(t)] + D¯E[u(t)] 〉
}
dt+ {· · · }dW (t).
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Thus,
E 〈P (t)X(t), X(t) 〉 = 〈P (0)x, x 〉+E
∫ t
0
{
〈
[
P˙ (s) + P (s)A+ATP (s) + CTP (s)C
]
X(s), X(s) 〉
+2 〈u(s), (BTP (s) +DTP (s)C
]
X(s) 〉+ 〈DTP (s)Du(s), u(s) 〉
+ 〈
[
P (s)A¯+ A¯TP (s) + C¯TP (s)C¯ + C¯TP (s)C + CTP (s)C¯
]
E[X(s)],E[X(s)] 〉
+2 〈E[u(s)],
[
B¯TP (s) + D¯TP (s)C¯ + D¯TP (s)C +DTP (s)C¯
]
E[X(s)] 〉
+ 〈
[
D¯TP (s)D¯ + D¯TP (s)D +DTP (s)D¯
]
E[u(s)],E[u(s)] 〉
}
ds.
(2.1)
Also,
〈P (t)E[X(t)],E[X(t)] 〉 = 〈P (0)x, x 〉+
∫ t
0
{
〈
[
P˙ (s)+P (s)(A+A¯)+(A+A¯)TP (s)
]
E[X(s)],E[X(s)] 〉
+2 〈E[u(s)], (B+B¯)TP (s)E[X(s)] 〉
}
ds.
(2.2)
Combining (2.1) and (2.2), we obtain
E 〈P (t)
{
X(t)− E[X(t)]
}
, X(t)− E[X(t)] 〉 = E 〈P (t)X(t), X(t) 〉− 〈P (t)E[X(t)],E[X(t)] 〉
= E
∫ t
0
{
〈
[
P˙ (s)+P (s)A+ATP (s)+CTP (s)C
]
X(s), X(s) 〉+2 〈u(s),
[
BTP (s)+DTP (s)C
]
X(s) 〉
+ 〈DTP (s)Du(s), u(s) 〉+ 〈
[
P (s)A¯+A¯TP (s)+C¯TP (s)C¯+C¯TP (s)C+CTP (s)C¯
]
E[X(s)],E[X(s)] 〉
+2 〈E[u(s)],
[
B¯TP (s)+D¯TP (s)C¯+D¯TP (s)C+DTP (s)C¯
]
E[X(s)] 〉
+ 〈
[
D¯TP (s)D¯+D¯TP (s)D+DTP (s)D¯
]
E[u(s)],E[u(s)] 〉
− 〈
[
P˙ (s) + P (s)(A+ A¯) + (A+ A¯)TP (s)
]
E[X(s)],E[X(s)] 〉 −2 〈E[u(s)], (B + B¯)TP (s)E[X(s)] 〉
}
ds
=E
∫ t
0
{
〈
[
P˙ (s)+P (s)A+ATP (s)+CTP (s)C
]{
X(s)− E[X(s)]
}
, X(s)− E[X(s)] 〉
+2 〈u(s)−E[u(s)],
[
BTP (s)+DTP (s)C
]{
X(s)−E[X(s)]
}
〉
+〈DTP (s)D
{
u(s)−E[u(s)]
}
, u(s)−E[X(s)] 〉
+〈P (s)
{
(C+C¯)E[X(s)] + (D+D¯)E[u(s)]
}
, (C+C¯)E[X(s)] + (D+D¯)E[u(s)] 〉
}
ds.
In the case that P (t) ≡ P ∈ Sn, we have
E 〈PX(t), X(t) 〉 = 〈Px, x 〉+E
∫ t
0
{
〈(PA+ ATP + CTPC)X(s), X(s) 〉
+2 〈u(s), (BTP+DTPC)X(s) 〉+〈DTPDu(s), u(s) 〉
+ 〈(PA¯+A¯TP+C¯TPC¯+C¯TPC+CTPC¯)E[X(s)],E[X(s)] 〉
+2 〈E[u(s)], (B¯TP + D¯TPC¯ + D¯TPC +DTPC¯)E[X(s)] 〉
+ 〈(D¯TPD¯ + D¯TPD +DTPD¯)E[u(s)],E[u(s)] 〉
}
ds,
(2.3)
〈PE[X(t)],E[X(t)] 〉 = 〈Px, x 〉+
∫ t
0
{
〈
[
P (A+A¯)+(A+A¯)TP
]
E[X(s)],E[X(s)] 〉
+2 〈E[u(s)], (B+B¯)TPE[X(s)] 〉
}
ds
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and
E 〈P
{
X(t)− E[X(t)]
}
, X(t)− E[X(t)] 〉
= E
∫ t
0
{
〈(PA+ATP + CTPC)
{
X(s)− E[X(s)]
}
, X(s)− E[X(s)] 〉
+2〈u(s)−E[u(s)], (BTP+DTPC)
{
X(s)−E[X(s)]
}
〉+〈DTPD
{
u(s)−E[u(s)]
}
, u(s)−E[X(s)] 〉
+〈P
{
(C+C¯)E[X(s)] + (D+D¯)E[u(s)]
}
, (C+C¯)E[X(s)] + (D+D¯)E[u(s)] 〉
}
ds.
(2.4)
The above will be useful later.
Now, let us look at the cost functional. We observe that the cost functional J(x;u(·)) defined by (1.2)
can also be written as
J(x;u(·)) = E
∫ ∞
0
{
〈Q
{
X(t)− E[X(t)]
}
, X(t)− E[X(t)] 〉+ 〈(Q + Q¯)E[X(t)],E[X(t)] 〉
+ 〈R
{
u(t)− E[u(t)]
}
, u(t)− E[u(t)] 〉+ 〈(R+ R¯)E[u(t)],E[u(t)] 〉
}
dt.
In what follows, when the dimension of a matrix, say, Q is clear from the context, we write Q ≥ 0 for Q ∈ Sn
being positive semi-definite and write Q > 0 for Q ∈ Sn being positive definite. We now introduce the
following assumption concerning the weighting matrices Q, Q¯,R, R¯ in the cost functional.
(J) The matrices Q, Q¯ ∈ Sn and R, R¯ ∈ Sm satisfy the following:
Q, Q+ Q¯ ≥ 0, R, R+ R¯ > 0.
Note that in (J), we do not have direct assumption on Q¯ and R¯, they do not have to be positive (semi-)
definite, and actually, they could even be negative definite. Under (J), we see that u(·) ∈ Uad[0,∞) if and
only if for any x ∈ Rn, the corresponding state process X(·) ≡ X(· ;x, u(·)) satisfies
E
∫ ∞
0
(
|Q
1
2
{
X(t)− E[X(t)]
}
|2 + |(Q + Q¯)
1
2E[X(t)]|2
)
dt <∞. (2.5)
SinceQ and/or (Q+Q¯) might be degenerate, when u(·) ∈ Uad[0,∞), we might not haveX(·) ≡ X(·, ;x, u(·)) ∈
X [0,∞). The following is a little stronger assumption than (J).
(J)′ The matrices Q, Q¯ ∈ Sn and R, R¯ ∈ Sm satisfy the following:
Q, Q+ Q¯ > 0, R, R+ R¯ > 0.
Clearly, if (J)′ holds, then u(·) ∈ Uad[0,∞) if and only if for any x ∈ Rn, X(· ;x, u(·)) ∈ X [0,∞).
3 Stability
Now, let us return to state equation (1.1). We know that cost functional J(x;u(·)) is well-defined on
Rn ×Uad[0,∞), and unlike U [0,∞), the structure of Uad[0,∞) seems to be complicated since it involves the
state equation and the cost functional. Further, the following example shows that Uad[0,∞) could even be
empty, which leads to that Problem (MF-LQ) is meaningless.
Example 3.1 Consider one-dimensional controlled system:
dX(t) = X(t)dt+
{
E[X(t)] + u(t)
}
dW (t), t ≥ 0,
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with cost functional
J(x;u(·)) = E
∫ ∞
0
|X(t)|2dt.
Clearly,
dE[X(t)] = E[X(t)]dt, t ≥ 0,
which implies
E[X(t)] = xet, t ≥ 0.
Then
dX(t) = X(t)dt+
[
xet + u(t)
]
dW (t), t ≥ 0.
Hence,
X(t) = xet +
∫ t
0
et−s
[
xes + u(s)
]
dW (s) = et
{
x+
∫ t
0
[
x+ e−su(s)
]
dW (s)
}
, t ≥ 0,
and as long as x 6= 0 or u(·) 6= 0,
J(x;u(·)) = E
∫ ∞
0
|X(t)|2dt =
∫ ∞
0
e2t
{
x2 +
∫ t
0
[
x+ e−su(s)
]2
ds
}
dt =∞.
Therefore, in this case, Uad[0,∞) = ∅. Consequently, the corresponding Problem (MF-LQ) is not meaningful.
From the above, we see that before investigating Problem (MF-LQ), we should find conditions for the
system and the cost functional so that the set Uad[0,∞) is at least non-empty and hopefully it admits an
accessible characterization. To this end, let us first look at the following uncontrolled linear MF-FSDE
(which amount to saying that taking u(·) = 0 or letting B = B¯ = D = D¯ = 0): dX(t) =
{
AX(t) + A¯E[X(t)]
}
dt+
{
CX(t) + C¯E[X(t)]
}
dW (t), t ≥ 0,
X(0) = x,
(3.1)
whereA, A¯, C, C¯ ∈ Rn×n are given matrices. The above uncontrolled system is briefly denoted by [A, A¯, C, C¯].
For simplicity, we also denote [A,C] = [A, 0, C, 0] (the linear SDE without mean-fields), and A = [A, 0] ≡
[A, 0, 0, 0] (the linear ordinary differential equation, ODE, for short). Let us now introduce the following
definition.
Definition 3.2 (i) System [A, A¯, C, C¯] is said to be L2-exponentially stable if for any x ∈ Rn, the solution
X(·) ≡ X(· ;x) ∈ Xloc[0,∞) of (3.1) satisfies the following:
lim
t→∞
eλtE|X(t)|2 = 0,
for some λ > 0.
(ii) System [A, A¯, C, C¯] is said to be L2-globally integrable if for any x ∈ Rn, the solution X(·) ≡ X(· ;x) ∈
Xloc[0,∞) of (3.1) is in X [0,∞), namely, ∫ ∞
0
E|X(t)|2dt <∞.
(iii) System [A, A¯, C, C¯] is said to be L2-asymptotically stable if for any x ∈ Rn, the solution X(·) ≡
X(· ;x) ∈ Xloc[0,∞) of (3.1) satisfies the following:
lim
t→∞
E|X(t)|2 = 0. (3.2)
(iv) Let (J) hold. System [A, A¯, C, C¯] is said to be L2
Q,Q¯
-globally integrable if for any x ∈ Rn, the solution
X(·) ≡ X(· ;x) ∈ Xloc[0,∞) of (3.1) satisfies (2.5).
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It is clear that the above (i)–(iii) can be defined for linear SDE system [A,C] = [A, 0, C, 0], and linear
ODE system A = [A, 0]. By a standard result, we know that the above (i)–(iii) are equivalent for linear
ODEs. For general linear MF-SDEs, we have the following result.
Proposition 3.3 Among the following statements:
(i) System [A, A¯, C, C¯] is L2-exponentially stable;
(ii) System [A, A¯, C, C¯] is L2-globally integrable;
(iii) System [A, A¯, C, C¯] is L2-asymptotically stable;
(iv) Let (J) hold. System [A, A¯, C, C¯] is L2
Q,Q¯
-globally integrable.
The following implications hold:
(i) ⇒ (ii) ⇒ (iii);
when (J) holds, (ii) ⇒ (iv); when (J)′ holds, (iv) ⇒ (ii).
Proof. The implications (i) ⇒ (ii) and (ii) ⇒ (iv) (under (J)) are clear. It is also clear that under (J)′,
(iv) ⇒ (ii). We now prove (ii) ⇒ (iii). Note that
E|X(t)|2 = |x|2 + E
∫ t
0
(
2 〈X(s), AX(s) + A¯E[X(s)] 〉+|CX(s) + C¯E[X(s)]|2
)
ds
≤ |x|2 + L
∫ t
0
E|X(s)|2ds ≤ |x|2 + LE
∫ ∞
0
|X(s)|2ds.
Hereafter L > 0 stands for a generic constant which could be different from line to line. Thus, E|X(t)|2 is
bounded uniformly in t ∈ [0,∞). Consequently, for any 0 ≤ τ < t <∞,
∣∣∣E|X(t)|2 − E|X(τ)|2∣∣∣ ≤ E∫ t
τ
(
2| 〈X(s), AX(s) + A¯E[X(s)] 〉 |+ |CX(s) + C¯E[X(s)]|2
)
ds
≤ L(t− τ).
Hence, t 7→ E|X(t)|2 is uniformly continuous on [0,∞), which, together with the integrability of E|X(·)|2
over [0,∞), leads to (3.2).
Let us make the following remarks.
• When (J) holds but (J)′ does not hold, the L2
Q,Q¯
-global integrability of the system does not imply the
L2-global integrability of the system in general.
• It is not clear if (iii) implies (ii), although these two are equivalent for ODE case.
• The notion that is the most relevant to our Problem (MF-LQ) is the L2
Q,Q¯
-global integrability.
Our next goal is to explore when (ii) implies (i). To this end, we first look the case A¯ = C¯ = 0. In this
case, our system becomes system [A,C]:{
dX(t) = AX(t)dt+ CX(t)dW (t), t ≥ 0,
X(0) = x.
(3.3)
For such a system, instead of L2
Q,Q¯
-global integrability, we may introduce the following.
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Definition 3.4 Let Q ≥ 0. System [A,C] is said to be L2Q-globally integrable if for any x ∈ R
n, the solution
X(·) ≡ X(· ;x) of (3.3) satisfies
E
∫ ∞
0
〈QX(t), X(t) 〉dt <∞.
In the case that Q > 0, the L2Q-global integrability is simply called the L
2-global integrability which is
equivalent to X(· ;x) ∈ X [0,∞) for all x ∈ Rn.
We have the following result concerning the L2Q-global integrability of [A,C].
Proposition 3.5 Let Q ≥ 0. Then the following are equivalent:
(i) System [A,C] is L2Q-globally integrable;
(ii) The following Lyapunov equation admits a solution P ≥ 0:
PA+ATP + CTPC +Q = 0; (3.4)
(iii) The Lyapunov equation (3.4) admits a solution P ∈ Sn and
lim
t→∞
E|X(t;x)|2 <∞, ∀x ∈ Rn,
which is the case, in particular, if [A,C] is L2-asymptotically stable.
In the above case, the solution P of the above equation admits the following representation:
P = E
∫ ∞
0
F¯ (t)TQF¯ (t)dt, (3.5)
where F¯ (·) is the solution to the following:{
dF¯ (t) = AF¯ (t)dt+ CF¯ (t)dW (t), t ∈ [0,∞),
F¯ (0) = I.
The above result should be standard. However, since the idea contained in the proof will be useful below,
for readers’s convenience, we present a proof here.
Proof. (i) ⇒ (ii). Suppose system [A,C] is L2Q-globally integrable. We want to show that Lyapunov
equation (3.4) admits a solution P ≥ 0. To this end, let us consider the following linear ODE:{
−Θ˙(t) + Θ(t)A+ATΘ(t) + CTΘ(t)C +Q = 0, t ∈ [0,∞),
Θ(0) = 0,
(3.6)
which has a unique solution Θ(·) defined on [0,∞). For any fixed τ > 0, we define
Θ¯τ (s) = Θ(τ − s), s ∈ [0, τ ].
Then Θ¯τ (·) is the solution to the following: ˙¯Θτ (s) + Θ¯τ (s)A+AT Θ¯τ (s) + CT Θ¯τ (s)C +Q = 0, s ∈ [0, τ ],Θ¯τ (τ) = 0.
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For any x ∈ Rn, letX(·) ≡ X(· ;x) be the solution of (3.3). Applying Itoˆ’s formula to s 7→ 〈 Θ¯τ (s)X(s), X(s) 〉,
one has
−〈Θ(τ)x, x 〉 = −〈 Θ¯τ (0)x, x 〉 = E
[
〈 Θ¯τ (τ)X(τ), X(τ) 〉 − 〈 Θ¯τ (0)X(0), X(0) 〉
]
= E
∫ τ
0
〈
{ ˙¯Θτ (s) + Θ¯τ (s)A +AT Θ¯τ (s) + CT Θ¯τ (s)C}X(s), X(s) 〉ds
= −E
∫ τ
0
〈QX(s), X(s) 〉ds = −E
∫ τ
0
〈 F¯ (s)TQF¯ (s)x, x 〉 ds.
Thus, the solution Θ(·) of (3.6) admits the following representation:
Θ(τ) = E
∫ τ
0
F¯ (s)TQF¯ (s)ds, τ ≥ 0.
From the above, since Q ≥ 0, we see that τ 7→ Θ(τ) is non-decreasing and by the L2Q-global integrability of
[A,C], one has the following limit:
lim
τ→∞
Θ(τ) = E
∫ ∞
0
F¯ (s)TQF¯ (s)ds ≡ P.
We claim that such a P ≥ 0 must be a solution to the Lyapunov equation (3.4). In fact, from (3.6), one has
Θ(t)−Θ(t+ 1) +
(∫ t+1
t
Θ(s)ds
)
A+AT
( ∫ t+1
t
Θ(s)ds
)
+ CT
(∫ t+1
t
Θ(s)ds
)
C +Q = 0.
Letting t→∞, we see that (3.4) is satisfied by P .
(ii) ⇒ (i) Suppose there exists a P ≥ 0 satisfying (3.4). Then
E 〈PX(t), X(t) 〉− 〈Px, x 〉 = E
∫ t
0
〈(PA+ATP + CTPC)X(s), X(s) 〉 ds
= −E
∫ t
0
〈QX(s), X(s) 〉ds.
(3.7)
This implies
E
∫ t
0
〈QX(s), X(s) 〉ds = 〈Px, x 〉 −E 〈PX(t), X(t) 〉 ≤ 〈Px, x 〉, t ≥ 0. (3.8)
Thus, the system is L2Q-globally integrable.
(i) ⇒ (iii) is clear.
(iii) ⇒ (i). Suppose (3.4) has a solution P ∈ Sn. Then by (3.8), we have
E
∫ t
0
〈QX(s), X(s) 〉ds ≤ 〈Px, x 〉+LE|X(t)|2.
Hence, [A,C] is L2Q-globally integrable.
Combining Propositions 3.3 and 3.5, we have the following result for system [A,C].
Proposition 3.6 The following are equivalent:
(i) System [A,C] is L2-exponentially stable;
(ii) System [A,C] is L2-globally integrable;
(iii) For any Q > 0, the Lyapunov equation (3.4) admits a solution P > 0, and in this case, the
representation (3.5) holds for this P ;
(iv) System [A,C] is L2-asymptotically stable, and for some Q > 0, Lyapunov equation (3.4) admits a
solution P ∈ Sn.
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Proof. The implications (i) ⇒ (ii) ⇒ is clear. The relations (ii) ⇐⇒ (iii) ⇐⇒ (iv) follow from
Proposition 3.5. The implication (iii) ⇒ (i) follows from (3.7), together with the positive definiteness of P
and Q and Gronwall’s inequality.
Now, let us return system [A, A¯, C, C¯]. We have the following result.
Theorem 3.7 (i) Suppose system [A, A¯, C, C¯] is L2-asymptotically stable. Then it is necessary that A+ A¯
is exponentially stable.
(ii) If A+ A¯ is exponentially stable, then system [A, A¯, C, C¯] is L2-exponentially stable if either [A,C] is
L2-globally integrable, or
C + C¯ = 0. (3.9)
Proof. (i) Suppose (3.2) holds. Taking expectation in (3.1), we obtain{
dE[X(t)] = (A+ A¯)E[X(t)]dt, t ≥ 0,
E[X(0)] = x.
(3.10)
Hence,
E[X(t)] = e(A+A¯)tx, t ≥ 0.
Since
|E[X(t)]|2 ≤ E|X(t)|2, t ≥ 0,
the L2-asymptotic stability of system [A, A¯, C, C¯] implies the exponential stability of A+ A¯.
(ii) By (2.4) with B = B¯ = D = D¯ = 0, we have, for any P ∈ Sn,
E 〈P
{
X(t)− E[X(t)]
}
, X(t)− E[X(t)] 〉
= E
∫ t
0
{
〈(PA+ATP + CTPC)
{
X(s)− E[X(s)]
}
, X(s)− E[X(s)] 〉
+ 〈P (C + C¯)E[X(s)], (C + C¯)E[X(s)] 〉
}
ds.
(3.11)
Hence, if (3.9) holds, one has from the above that
var [X(t)] ≤ L
∫ t
0
var [X(s)]ds, ∀t ≥ 0.
Then, by Gronwall’s inequality, we obtain
var [X(t)] = 0, t ≥ 0.
Consequently, if we let 2λ = −maxσ(A+ A¯) > 0, then
e2λtE|X(t)|2 = e2λt
(
var [X(t)] +
∣∣E[X(t)]∣∣2) = |eλte(A+A¯)tx|2 → 0, t→∞.
Thus, [A, A¯, C, C¯] is L2-exponentially stable.
Next, if [A,C] is L2-globally integrable, then by Proposition 3.6, for Q = I, there exists a P > 0 such
that
PA+ATP + CTPC + I = 0.
Hence, (3.11) implies
var [X(t)] ≤ −µ
∫ t
0
var [X(s)]ds+ L
∫ t
0
∣∣E[X(s)]∣∣2ds, t ≥ 0,
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for some µ, L > 0, with µ 6= λ = −maxσ(A + A¯) > 0. By Gronwall’s inequality,
var [X(t)] ≤ L|x|2
∫ t
0
e−µ(t−s)e−λsds = L|x|2
e−λt − e−µt
µ− λ
, t ≥ 0.
This results in
E|X(t)|2 = var [X(t)] +
∣∣E[X(t)]∣∣2 ≤ L|x|2 e−λt − e−µt
µ− λ
+ |e(A+A¯)tx|2, t ≥ 0.
Therefore, the system [A, A¯, C, C¯] is L2-exponentially stable. This completes the proof.
Note that the exponential stability of A + A¯ together with the L2-global integrability of [A,C] or (3.9)
are sufficient conditions for the L2-exponential stability of system [A, A¯, C, C¯]. When n = 1, these conditions
are also necessary in some sense. To be more precise, let us look at the following one-dimensional system:{
dX(t) =
{
aX(t) + a¯E[X(t)]
}
dt+
{
cX(t) + c¯E[X(t)]
}
dW (t), t ≥ 0,
X(0) = x.
(3.12)
We have the following result.
Proposition 3.8 For system (3.12), the following are equivalent:
(i) It is L2-exponentially stable;
(ii) It is L2-globally integrable;
(iii) It is L2-asymptotically stable;
(iv) a+ a¯ < 0, and
either 2a+ c2 < 0, or 2a+ c2 ≥ 0 and c+ c¯ = 0.
Proof. It suffices to prove the implication (iii)⇒(iv). By (2.3) with P = 1, B = B¯ = D = D¯ = 0, A = a,
A¯ = a¯, C = c, C¯ = c¯, we have
E|X(t)|2 = x2 + E
∫ t
0
{
(2a+ c2)|X(s)|2 + (2a¯+ c¯2 + 2c¯c)
(
E[X(s)]
)2}
ds
= x2 +
∫ t
0
{
(2a+ c2)E|X(s)|2 + [2a¯− c2 + (c+ c¯)2]x2e2(a+a¯)s
}
ds.
Thus,
E|X(t)|2 = e(2a+c
2)tx2 +
[
2a¯− c2 + (c+ c¯)2
]
x2
∫ t
0
e(2a+c
2)(t−s)e2(a+a¯)sds
= e(2a+c
2)tx2 + (2a¯− c2)x2e(2a+c
2)t
∫ t
0
e(2a¯−c
2)sds+ (c+ c¯)2x2
∫ t
0
e(2a+c
2)(t−s)e2(a+a¯)sds
= e(2a+c
2)tx2 + x2e(2a+c
2)t
[
e(2a¯−c
2)t − 1
]
+ (c+ c¯)2x2
∫ t
0
e(2a+c
2)(t−s)e2(a+a¯)sds
= x2e2(a+a¯)t + (c+ c¯)2x2
∫ t
0
e(2a+c
2)(t−s)e2(a+a¯)sds.
Now, if (3.2) holds, then we must have
a+ a¯ < 0,
and
(c+ c¯)2
∫ t
0
e(2a+c
2)(t−s)e2(a+a¯)sds→ 0.
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Thus, under a+ a¯ < 0, if c+ c¯ 6= 0, then we need∫ t
0
e(2a+c
2)(t−s)e2(a+a¯)sds = e(2a+c
2)t
∫ t
0
e(2a¯−c
2)sds→ 0.
Since
∫ t
0
e(2a¯−c
2)sds is increasing, the above must lead to 2a + c2 < 0. Also, if 2a + c2 ≥ 0, we must have
c+ c¯ = 0. This completes the proof.
Now, for the L2
Q,Q¯
-global integrability of system [A, A¯, C, C¯], we have the following result.
Proposition 3.9 Let (J) hold. If [A, A¯, C, C¯] is L2
Q,Q¯
-globally integrable, then A + A¯ is L2
Q+Q¯
-globally
integrable, i.e., ∫ ∞
0
|(Q+ Q¯)
1
2 e(A+A¯)t|2dt <∞. (3.13)
Conversely, if (3.13) hold, then [A, A¯, C, C¯] is L2
Q,Q¯
-globally integrable provided either (3.9) holds, or [A,C]
is L2Q-globally integrable and
N (Q + Q¯) ⊆ N (C + C¯), (3.14)
where N (G) is the null space of G.
Proof. Since,∫ ∞
0
〈(Q+ Q¯)E[X(t)],E[X(t)] 〉 dt ≤ E
∫ ∞
0
(
〈QX(t), X(t) 〉+ 〈 Q¯E[X(t)],E[X(t)] 〉
)
dt <∞,
we see that (3.13) follows.
Next, let (3.13) hold. If (3.9) holds, we have (see (3.11) with P = I)
var [X(t)] = E 〈
{
X(t)− E[X(t)]
}
, X(t)− E[X(t)] 〉
= E
∫ t
0
{
〈(A+AT + CTC)
{
X(s)− E[X(s)]
}
, X(s)− E[X(s)] 〉+|(C + C¯)E[X(s)]|2
}
ds
= E
∫ t
0
〈(A+AT + CTC)
{
X(s)− E[X(s)]
}
, X(s)− E[X(s)] 〉 ds ≤ L
∫ t
0
var [X(s)]ds.
Hence, by Gronwall’s inequality, we obtain
var [X(t)] = 0, t ≥ 0.
Consequently,
E
∫ ∞
0
(
〈QX(t), X(t) 〉+ 〈 Q¯E[X(t),E[X(t)] 〉
)
dt
= E
∫ ∞
0
(
〈Q
{
X(t)− E[X(t)
}
, X(t)− E[X(t)] 〉+ 〈(Q+ Q¯)E[X(t)],E[X(t)] 〉
)
dt
≤
∫ ∞
0
(
|Q|var [X(t)] + |(Q+ Q¯)
1
2 e(A+A¯)tx|2
)
dt
=
∫ ∞
0
|(Q + Q¯)
1
2 e(A+A¯)tx|2dt <∞,
which gives the L2
Q,Q¯
-global integrability.
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Finally, if (3.13) holds and [A,C] is L2Q-globally integrable, then by Proposition 3.5, we can find a P ≥ 0
solving Lyapunov equation (3.4). Let X(·) be the solution of (3.1). Applying Itoˆ’s formula to 〈PX(·), X(·) 〉,
we get
E 〈P
{
X(t)− E[X(t)]
}
, X(t)− E[X(t)] 〉
= E
∫ t
0
{
〈(PA+ATP + CTPC)
{
X(s)− E[X(s)]
}
, X(s)− E[X(s)] 〉
+ 〈(C + C¯)TP (C + C¯)E[X(s)],E[X(s)] 〉
}
ds
= E
∫ t
0
{
−〈Q
{
X(s)−E[X(s)]
}
, X(s)−E[X(s)] 〉+〈(C+C¯)TP (C+C¯)E[X(s)],E[X(s)] 〉
}
ds.
Now, condition (3.14) implies that
〈P (C + C¯)y, (C + C¯)y 〉 ≤ L 〈(Q+ Q¯)y, y 〉, ∀y ∈ Rn,
for some L > 0. Thus,
E
∫ t
0
〈Q
{
X(s)− E[X(s)]
}
, X(s)− E[X(s)] 〉 ds
=
∫ t
0
〈P (C + C¯)E[X(s)], (C + C¯)E[X(s)] 〉 ds− E 〈P
{
X(t)− E[X(t)]
}
, X(t)− E[X(t)] 〉
≤ L
∫ t
0
〈(Q + Q¯)E[X(s)],E[X(s)] 〉 ds.
Consequently,
E
∫ ∞
0
(
〈QX(t), X(t) 〉+ 〈 Q¯E[X(t)],E[X(t)] 〉
)
dt
= E
∫ ∞
0
(
〈Q
{
X(t)− E[X(t)]
}
, X(t)− E[X(t)
}
〉+ 〈(Q + Q¯)E[X(t)],E[X(t)] 〉
)
dt
≤ (L+ 1)
∫ ∞
0
〈(Q+ Q¯)E[X(s)],E[X(s)] 〉 ds <∞.
This means that the system is L2
Q,Q¯
-globally integrable.
We point out that condition (3.14) holds if (3.9) is true or
Q+ Q¯ > 0.
Therefore, to have condition (3.14), we do not have to assume (J)′.
4 MF-Stabilizability
We now return to the controlled linear MF-FSDE (1.1) which is denoted by [A, A¯, C, C¯;B, B¯,D, D¯]. With
this notation, we see that the uncontrolled MF-FSDE (3.1) is nothing but [A, A¯, C, C¯; 0, 0, 0, 0]. Note also
that in the case A¯ = C¯ = 0 and B¯ = D¯ = 0, the system is a usual controlled linear SDE, which is simply
denoted by [A,C;B,D] ≡ [A, 0, C, 0;B, 0, D, 0]. Further, in the case C = 0 and D = 0, the system is reduced
to a classical controlled linear ODE, which is denoted by [A;B] ≡ [A, 0, 0, 0;B, 0, 0, 0]. We now introduce
the following notion for general state equation (1.1).
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Definition 4.1 (i) Let (J) hold. System [A, A¯, C, C¯;B, B¯,D, D¯] is said to be MF-L2
Q,Q¯
-stabilizable if there
exists a pair (K, K¯) ∈ Rn×m × Rn×m such that for any x ∈ Rn if XK,K¯(·) is the solution to the following:
dXK,K¯(t) =
{
(A+BK)XK,K¯(t) + [A¯+ B¯K¯ +B(K¯ −K)]E[XK,K¯(t)]
}
dt
+
{
(C +DK)XK,K¯(t) + [C¯ + D¯K¯ +D(K¯ −K)]E[XK,K¯(t)]
}
dW (t), t ≥ 0,
XK,K¯(0) = x,
and
uK,K¯(t) = K
{
XK,K¯(t)− E[XK,K¯(t)]
}
+ K¯E[XK,K¯(t)], t ≥ 0, (4.1)
then
E
∫ ∞
0
(
〈QXK,K¯(t), XK,K¯(t) 〉+ 〈 Q¯E[XK,K¯(t)],E[XK,K¯(t)] 〉+|uK,K¯(t)|2
)
dt <∞. (4.2)
In this case, the pair (K, K¯) is called an MF-L2
Q,Q¯
-stabilizer of the system. In the case that (4.2) is replaced
by the following:
E
∫ ∞
0
(
|XK,K¯(t)|2 + |uK,K¯(t)|2
)
dt <∞,
we simply say that the system is MF-L2-stabilizable, and (K, K¯) is called an MF-L2-stabilizer of the system.
(ii) Let (J) hold. System [A, A¯, C, C¯;B, B¯,D, D¯] is said to be L2
Q,Q¯
-stabilizable if there exists a K ∈ Rn×m
such that for any x ∈ Rn, if XK(·) is the solution to the following:
dXK(t) =
{
(A+BK)XK(t) + (A¯+ B¯K)E[XK(t)]
}
dt
+
{
(C +DK)XK(t) + (C¯ + D¯K)E[XK(t)]
}
dW (t), t ≥ 0,
XK(0) = x,
(4.3)
and
uK(t) = KXK(t), t ≥ 0,
then
E
∫ ∞
0
(
〈QXK(t), XK(t) 〉+ 〈 Q¯E[XK(t)],E[XK(t)] 〉+|uK(t)|2
)
dt <∞. (4.4)
In this case, K is called an L2
Q,Q¯
-stabilizer of the system. In the case that Q¯ = 0, we simply say that the
system is L2Q-stabilizable, and K is called an L
2
Q-stabilizer. If (4.4) is replaced by
E
∫ ∞
0
(
|XK(t)|2 + |uK(t)|2
)
dt <∞,
we further simply say that the system is L2-stabilizable, and K is called an L2-stabilizer of the system.
The importance of the notions defined in the above definition is that if (J) holds and [A, A¯, C, C¯;B, B¯,D, D¯]
is MF-L2
Q,Q¯
-stabilizable, then Uad[0,∞) is nonempty since uK,K¯(·) defined by (4.1) is in Uad[0,∞). In par-
ticular, Uad[0,∞) is nonempty if the system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable.
It is seen that when system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2
Q,Q¯
-stabilizable, then the uncontrolled system
[A +BK, A¯ + B¯K¯ + B(K¯ −K), C +DK, C¯ + D¯K¯ +D(K¯ −K)] is L2
Q,Q¯
-globally integrable. Also, system
[A, A¯, C, C¯;B, B¯,D, D¯] is L2Q-stabilizable if and only if
E
∫ ∞
0
(
〈QXK(t), XK(t) 〉+|uK(t)|2
)
dt <∞.
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Moreover, it is clear that the L2-stabilizability of system [A,C;B,D] we defined here is the classic stabiliz-
ability of the controlled SDE system.
Note that system (1.1) is L2
Q,Q¯
-stabilizable (resp. L2-stabilizability) if it is MF-L2
Q,Q¯
-stabilizable (resp.
MF-L2-stabilizability) with K = K¯. Therefore, the former is a special case of the later. The following
example shows that in general, the MF-L2-stabilizability does not imply the L2-stabilizability.
Example 4.2 Consider the following one-dimensional controlled MF-FSDE:
dX(t) =
{
aX(t) + a¯E[X(t)] + bu(t) + b¯E[u(t)]
}
dt
+
{
cX(t) + c¯E[X(t)] + du(t) + d¯E[u(t)]
}
dW (t), t ≥ 0,
X(0) = x.
Suppose the above system is MF-L2-stabilizable. Then, there are k, k¯ ∈ R such that with
u(t) = k
{
X(t)− E[X(t)]
}
+ k¯E[X(t)], t ≥ 0,
the closed-loop system:
dX(t) =
{
(a+ bk)X(t) + [a¯+ b¯k¯ + b(k¯ − k)]E[X(t)]
}
dt
+
{
(c+ dk)X(t) + [c¯+ d¯ k¯ + d(k¯ − k)]E[X(t)]
}
dW (t), t ≥ 0,
is L2-globally integrable. By Proposition 3.8, this is equivalent to the following:
a+ a¯+ (b + b¯)k¯ < 0,
and either
2(a+ bk) + (c+ dk)2 < 0,
or
2(a+ bk) + (c+ dk)2 ≥ 0, c+ c¯+ (d+ d¯)k¯ = 0.
Let
b+ b¯ = 1, d = 1, d¯ = −1, c+ c¯ 6= 0.
Then we need and only need
a+ a¯+ k¯ ≡ −λ < 0, 2(a+ bk) + (c+ k)2 < 0, (4.5)
for some k, k¯ ∈ R. The first condition in (4.5) can always be achieved. The second one is equivalent to the
following:
0 > k2 + 2(b+ c)k + 2a+ c2 = (k + b+ c)2 + 2a+ c2 − (b+ c)2,
which is possible if
2a+ c2 − (b+ c)2 < 0. (4.6)
On the other hand, in order the system to be stabilizable, we need k = k¯, and
0 > 2(a+ bk¯) + (c+ k¯)2 = 2
[
a− b(a+ a¯+ λ)
]
+
[
c− (a+ a¯+ λ)
]2
= λ2 − 2(a+ a¯+ b− c)λ+ (a+ a¯− c)2 + 2[a− b(a+ a¯)],
for some λ > 0. This is impossible if, say,
c ≥ a+ a¯+ b, a− b(a+ a¯) ≥ 0. (4.7)
It is easy to find cases that (4.6)–(4.7) hold. Hence, we see that MF-L2-stabilizability does not imply
L2-stabilizability, in general.
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Now, we present a result concerning the MF-L2
Q,Q¯
-stabilizability of system (1.1).
Theorem 4.3 Let (J) hold.
(i) If system (1.1) is MF-L2
Q,Q¯
-stabilizable, then the controlled ODE system [A + A¯;B + B¯] is L2
Q+Q¯
-
stabilizable, i.e., for some K¯ ∈ Rm×n,∫ ∞
0
|(Q + Q¯)
1
2 e[A+A¯+(B+B¯)K¯]t|2dt <∞. (4.8)
(ii) Suppose the following holds for some K¯ ∈ Rm×n satisfying (4.8):
N (Q + Q¯) ⊆ N
(
C + C¯) + (D + D¯)K¯
)
. (4.9)
Further, suppose the controlled SDE system [A,C;B,D] is L2Q-stabilizable. Then the controlled MF-FSDE
system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2
Q,Q¯
-stabilizable.
(iii) Suppose the following holds for some K¯ ∈ Rn×m satisfying (4.8):
C + C¯ + (D + D¯)K¯ = 0. (4.10)
Then the controlled MF-FSDE system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2
Q,Q¯
-stabilizable.
Proof. Under (4.1), the closed-loop system takes form (4.3). According to Proposition 3.9, we know that
if (4.3) is L2
Q,Q¯
-globally integrable, it is necessary that (4.8) holds, which proves (i). Further, when (4.8)
holds, the system (4.3) is L2
Q,Q¯
-globally integrable if either the system [A+BK,C+DK] is stable and (4.9)
holds, which proves (ii), or (4.10) holds with the same K¯ which proves (iii).
The above leads to the following corollary.
Corollary 4.4 (i) If system (1.1) is MF-L2-stabilizable, then the controlled ODE system [A+ A¯;B + B¯] is
stabilizable, i.e., there exists a K¯ ∈ Rn×m such that
σ
(
A+ A¯+ (B + B¯)K¯
)
⊆ C−. (4.11)
(ii) Suppose controlled ODE system [A+A¯;B+B¯] is stabilizable, and controlled SDE system [A,C;B,D]
is L2-stabilizable. Then the controlled MF-FSDE system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable.
(iii) Suppose (4.10) holds for some K¯ ∈ Rn×m satisfying (4.11). Then the controlled MF-FSDE system
[A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable.
Note that conditions assumed in (ii) of Corollary 4.4 do not involve C¯ and D¯. However, condition (4.10)
involves both C¯ and D¯. We point out that (4.10) means that
R(C + C¯) ⊆ R(D + D¯). (4.12)
In the case that m < n, the above could be a big restriction on C + C¯ and D + D¯. Moreover, we have to
find the same K¯ ∈ Rm×n such that (4.11) and (4.10) hold at the same time. If we let (D + D¯)+ be the
Moore-Penrose pseudo-inverse of D + D¯ ([7]), then the solution of (4.10) is given by
K¯ = −(D + D¯)+(C + C¯) +
[
I − (D + D¯)+(D + D¯)
]
K˜,
for some K˜ ∈ Rm×n. Thus, we need
σ
(
A+ A¯+ (B + B¯)
{
− (D + D¯)+(C + C¯) +
[
I − (D + D¯)+(D + D¯)
]
K˜
})
⊆ C−,
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for some K˜ ∈ Rm×n, which means the ODE system[
A+ A¯− (B + B¯)(D + D¯)+(C + C¯); (B + B¯)
[
I − (D + D¯)+(D + D¯)
]]
(4.13)
is stabilizable. Hence, we obtain the following result.
Proposition 4.5 Let (4.12) hold. Then [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable if ODE system (4.13)
is stabilizable, which is the case, if, in particular, m = n, D + D¯ is invertible, and
σ
(
A+ A¯− (B + B¯)(D + D¯)−1(C + C¯)
)
⊆ C−. (4.14)
Condition (4.14) seems that the MF-L2-stabilizability of system [A, A¯, C, C¯;B, B¯,D, D¯] could be nothing
to do with the stabilizability of the controlled linear SDE system [A,C;B,D]. However, in the case that
A¯ = C¯ = 0 and B¯ = D¯ = 0, we have the following controlled linear SDE:
dX(t) =
{
AX(t) +Bu(t)
}
dt+
{
CX(t) +Du(t)
}
dW (t), t ≥ 0.
Suppose m = n and D−1 exists. Then condition (4.14) becomes
σ
(
A−BD−1C
)
⊆ C−. (4.15)
In this case, if we take
u(t) = −D−1CX(t), t ≥ 0,
then the closed-loop system becomes
dX(t) = (A−BD−1C)X(t)dt, t ≥ 0,
which is stable if (4.15) holds. Interestingly, if we let
u¯(t) = −D−1CE[X(t)], ∀t ≥ 0, (4.16)
then the closed-loop system reads dX(t) =
{
AX(t)−BD−1CE[X(t)]
}
dt+ C
{
X(t)− E[X(t)]
}
dW (t), t ≥ 0,
X(0) = x.
It is not hard to see that the unique solution X(·) of the above is deterministic and given by
X(t) = e(A−BD
−1C)tx, t ≥ 0.
Therefore the system is also asymptotically stable under feedback control (4.16).
5 Stochastic LQ Problems
In this section, we study a classic stochastic LQ problem, which will be crucial for Problem (MF-LQ). We
consider the following controlled SDE: dX(t) =
{
AX(t) +Bu(t)
}
dt+
{
CX(t) +Du(t)
}
dW (t), t ≥ 0,
X(0) = x,
and cost functional
J0(x;u(·)) = E
∫ ∞
0
{
〈QX(t), X(t) 〉+ 〈Ru(t), u(t) 〉
}
dt.
Let 
XQad[0,∞) =
{
X(·) ∈ Xloc[0,∞)
∣∣∣E∫ ∞
0
〈QX(t), X(t) 〉dt <∞
}
,
UQad[0,∞) =
{
u(·) ∈ U [0,∞)
∣∣∣X(x;u(·)) ∈ XQad[0,∞), ∀x ∈ Rn}.
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5.1 A Classic Stochastic LQ Problem
We introduce the following assumptions.
(J)∗ The matrices Q ∈ Sn and R ∈ Sm satisfy
Q ≥ 0, R > 0.
(S)∗ The system [A,C;B,D] is L2Q-stabilizable.
Let us pose the following problem.
Problem (LQ). For any x ∈ Rn, find a u∗(·) ∈ U
Q
ad[0,∞) such that
J0(x;u∗(·)) = inf
u(·)∈UQ
ad
[0,∞)
J0(x;u(·)) = V 0(x).
We have the following result.
Theorem 5.1 Let (J)∗ and (S)∗ hold. Then Problem (LQ) admits a unique optimal control uQ(·) ∈
UQad[0,∞). Moreover, the following ARE admits a solution P ≥ 0:
PA+ATP + CTPC +Q − (PB + CTPD)(R+DTPD)−1(BTP +DTPC) = 0,
and Γ is an L2Q-stabilizer of [A,C;B,D], where
Γ = −(R+DTPD)−1(BTP +DTPC). (5.1)
Further, the optimal control uQ(·) is given by
uQ(t) = ΓXQ(t), t ≥ 0,
with the optimal state process XQ(·) being the solution of closed-loop system:{
dXQ(t) = (A+BΓ)XQ(t)dt + (C +DΓ)XQ(t)dW (t), t ≥ 0,
XQ(0) = x,
and
〈Px, x 〉 = inf
u(·)∈UQ
ad
[0,∞)
J0(x;u(·)) ≡ V 0(x), ∀x ∈ Rn. (5.2)
Proof. First of all, it is clear that under (J)∗ and (S)∗, the set UQad[0,∞) is nonempty, and (x, u(·)) 7→
J0(x;u(·)) is a quadratic functional, coercive with respect to u(·) ∈ UQad[0,∞). Thus for any x ∈ R
n, there
exists a unique optimal control uQ(·) ∈ UQad[0,∞), and the value function x 7→ V
0(x) must be of form (5.2)
for some P ≥ 0. We now would like to determine P and the optimal pair (X∗(·), u∗(·)). To this end, let us
introduce
J0T (x;u(·)) = E
∫ T
0
{
〈QX(t), X(t) 〉+ 〈Ru(t), u(t) 〉
}
dt, T > 0,
where u(·) ∈ Uloc[0,∞) and X(·) = X(· ;x, u(·)). It is standard that under (J)
∗, there exists a unique
u
Q
T (·) ∈ U [0, T ] such that
V 0T (x) ≡ inf
u(·)∈U [0,T ]
J0T (x;u(·)) = J
0
T (x;u
Q
T (·)) = 〈P (0;T )x, x 〉, ∀x ∈ R
n,
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with P (· ;T ) being the solution to the following differential Riccati equation:
P˙ (t;T ) + P (t;T )A+ATP (t;T ) + CTP (t;T )C +Q
−
[
P (t;T )B+CTP (t;T )D
][
R+DTP (t;T )D
]−1[
BTP (t;T )+DTP (t;T )C
]
=0, t ∈ [0, T ],
P (T ;T ) = 0.
(5.3)
Moreover, the optimal control uT (·) can be represented as follows:
u
Q
T (t) = Γ(t;T )X
Q
T (t), t ∈ [0, T ],
with
Γ(t;T ) = −
[
R+DTP (t;T )D
]−1[
BTP (t;T ) +DTP (t;T )C
]
, t ∈ [0, T ],
and XQT (·) is the solution to the following closed-loop system:{
dX
Q
T (t) =
[
A+BΓ(t;T )
]
X
Q
T (t)dt+
[
C +DΓ(t;T )
]
X
Q
T (t)dW (t), t ∈ [0, T ],
X
Q
T (0)=x.
(5.4)
Now, it is clear that
J0T (x;u(·)) ≤ J
0
T¯
(x;u(·)), ∀u(·) ∈ U [0, T¯ ], 0 ≤ T ≤ T¯ <∞.
Therefore, one has
0 ≤ P (0;T ) ≤ P (0; T¯ ), ∀0 ≤ T ≤ T¯ <∞.
On the other hand, since
UQad[0, T ] ≡
{
u(·)
∣∣
[0,T ]
∣∣∣ u(·) ∈ UQad[0,∞)} ⊆ U [0, T ],
it is true that
〈P (0;T )x, x 〉 ≡ V 0(x) = inf
u(·)∈U [0,T ]
J0T (x;u(·)) ≤ inf
u(·)∈UQ
ad
[0,T ]
J0T (x;u(·))
≤ inf
u(·)∈UQ
ad
[0,∞)
J0(x;u(·)) = V 0(x) ≡ 〈Px, x 〉, ∀x ∈ Rn.
Combining the above, we see that
0 ≤ P (0;T ) ≤ P (0; T¯ ) ≤ P, ∀0 ≤ T ≤ T¯ <∞.
This implies that
lim
T→∞
P (0;T ) = P¯ ≤ P, (5.5)
for some P¯ (·) ≥ 0. Now, we introduce the following differential Riccati equation (on [0,∞)):
− ˙¯P (s) + P¯ (s)A+AT P¯ (s) + CT P¯ (s)C +Q
−
[
P¯ (s)B + CT P¯ (s)D
][
R+DT P¯ (s)D
]−1[
BT P¯ (s) +DT P¯ (s)C
]
= 0, s ≥ 0,
P¯ (0) = 0.
For any T > 0, let
P˜ (t;T ) = P¯ (T − t), t ∈ [0, T ].
Then by the uniqueness, we must have
P (t;T ) = P˜ (t;T ) = P¯ (T − t), t ∈ [0, T ].
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Hence,
P (0;T ) = P¯ (T ), T ≥ 0.
From (5.5), we have
lim
t→∞
P¯ (t) = P¯ . (5.6)
This P¯ ≥ 0 must be a solution to the algebraic Riccati equation:
P¯A+AT P¯ + CT P¯C − (P¯B + CT P¯D)(R+DT P¯D)−1(BT P¯ +DT P¯C) +Q = 0.
Further, from (5.6), one has
lim
T→∞
P (t;T ) = lim
T→∞
P¯ (T − t) = P¯ , t ≥ 0.
Consequently,
lim
T→∞
Γ(t;T ) = −(R+DT P¯D)−1(BT P¯ +DT P¯C) ≡ Γ0, ∀t ≥ 0. (5.7)
Note that (suppressing (t;T ))
P (A+BΓ) + (A+BΓ)TP + (C +DΓ)TP (C +DΓ) + ΓTRΓ
= P
[
A−B(R +DTPD)−1(BTP +DTPC)
]
+
[
A−B(R+DTPD)−1(BTP +DTPC)
]T
P
+
[
C −D(R+DTPD)−1(BTP +DTPC)
]T
P
[
C −D(R +DTPD)−1(BTP +DTPC)
]
+(PB + CPDT )(R +DTPD)−1R(R+DTPD)−1(BTP +DTPC)
= PA+ATP + CTPC − PB(R+DTPD)−1(BTP +DTPC)
−(PB + CTPD)(R +DTPD)−1BTP − (PB + CTPD)(R+DTPD)−1DTPC
−CTPD(R+DTD)−1(BTP +DTPC)
+(PB + CTPD)(R +DTPD)−1DTPD(R+DTPD)−1(BTP +DTPC)
+(PB + CPDT )(R +DTPD)−1R(R+DTPD)−1(BTP +DTPC)
= PA+ATP + CTPC − (PB + CTPD)(R +DTPD)−1(BTP +DTPC)
−(PB + CTPD)(R +DTPD)−1(BTP +DTPC)
+(PB + CPDT )(R +DTPD)−1(BTP +DTPC)
= PA+ATP + CTPC − (PB + CTPD)(R +DTPD)−1(BTP +DTPC).
Next, we rewrite the differential Riccati equation (5.3) as follows:
P˙ (t;T ) + P (t;T )
[
A+BΓ(t;T )
]
+
[
A+BΓ(t;T )
]T
P (t;T )
+
[
C+DΓ(t;T )
]T
P (t;T )
[
C+DΓ(t;T )
]
+Γ(t;T )TRΓ(t;T )+Q= 0, t ∈ [0, T ],
P (T ;T ) = 0.
It is clear that (see (5.4) and (5.7))
lim
T→∞
X
Q
T (t) = X¯
Q(t), t ≥ 0,
with X¯Q(·) being the solution to the following:{
dX¯Q(t) = (A+BΓ0)X¯
Q(t)dt + (C +DΓ0)X¯
Q(t)dW (t), t ≥ 0,
X¯(0) = 0.
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Further,
〈P (0;T )x, x 〉 = −E
∫ T
0
{
〈
{
P˙ (t;T )+P (t;T )
[
A+BΓ(t;T )
]
+
[
A(t;T )+BΓ(t;T )
]T
P (t;T )
+
[
C+DΓ(t;T )
]T
P (t;T )
[
C+DΓ(t;T )
]}
X
Q
T (t), X
Q
T (t) 〉
}
dt
= E
∫ T
0
〈
[
Q + Γ(t;T )TRΓ(t;T )
]
X
Q
T (t), X
Q
T (t) 〉 dt
= E
∫ T
0
(
〈QXQT (t), X
Q
T (t) 〉+ 〈RΓ(t;T )X
Q
T (t),Γ(t;T )X
Q
T (t) 〉
)
dt.
Thus, by Fatou’s Lemma, we obtain (see also (5.5))
〈Px, x 〉 ≥ 〈 P¯x, x 〉 ≥ E
∫ ∞
0
(
〈QX¯Q(t), X¯Q(t) 〉+ 〈RΓ0X¯
Q(t),Γ0X¯
Q(t) 〉
)
dt ≥ V 0(x) = 〈Px, x 〉,
which implies
P¯ = P, Γ0 = Γ,
and X¯Q(·) ∈ XQad[0,∞). Also, Γ defined by (5.1) is an L
2
Q-stabilizer of [A,C;B,D]. This completes the
proof.
5.2 Stochastic MF-LQ Problem
Having the above, let us now return to Problem (MF-LQ). We introduce the following assumption.
(S) The controlled ODE system [A+A¯;B+B¯] is stabilizable, and the controlled SDE system [A,C;B,D]
is L2-stabilizable.
From Corollary 4.4, we know that under (J) and (S), the system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-
stabilizable. We point out that it is possible for us to relax (S) in various ways. However, for the simplicity
of presentation, we would like to keep the above (S). Let us first present the following result.
Now, we are ready to state and prove the main result of this paper.
Theorem 5.2 Let (J) and (S) hold. Then Problem (MF-LQ) admits a unique optimal control u∗(·) ∈
Uad[0,∞), and the following AREs:
PA+ATP+CTPC+Q−(PB+CTPD)(R+DTPD)−1(BTP+DTPC) = 0,
Π(A+A¯)+(A+A¯)TΠ+(C+C¯)TP (C+C¯)+Q+Q¯
−
[
Π(B+B¯)+(C+C¯)TP (D+D¯)
][
R+ R¯+ (D + D¯)TP (D + D¯)
]−1
·
[
(B+B¯)TΠ+(D+D¯)TP (C+C¯)
]
= 0,
(5.8)
admits a solution pair (P,Π) ∈ S¯n+ × S¯
n
+. DefineΓ = −(R+DTPD)−1(BTP +DTPC),Γ¯ = −[R+ R¯+ (D + D¯)TP (D + D¯)]−1[(B + B¯)TΠ+ (D + D¯)TP (C + C¯)].
Then (Γ, Γ¯) is an MF-L2
Q,Q¯
-stabilizer of the system. If X∗(·) is the solution to the following MF-FSDE:
dX∗(t) =
{
(A+BΓ)X∗(t) +
[
A¯+ B¯Γ¯ +B(Γ¯− Γ)
]
E[X∗(t)]
}
dt
+
{
(C +DΓ)X∗(t) +
[
C¯ + D¯Γ¯ +D(Γ¯− Γ)
]
E[X∗(t)]
}
dW (t), t ≥ 0,
X∗(0) = x,
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then
inf
u(·)∈Uad[0,∞)
J(x;u(·)) = J(x;u∗(·)) = 〈Πx, x 〉, ∀x ∈ R
n, (5.9)
with the optimal control u∗(·) ∈ Uad[0,∞) admits the following state feedback representation:
u∗(t) = Γ
{
X∗(t)− E[X∗(t)]
}
+ Γ¯E[X∗(t)], t ≥ 0.
Proof. We know that under (J) and (S), the set Uad[0,∞) is nonempty, and convex. For any (x, u(·)) ∈
Rn × Uad[0,∞), let X(·) = X(· ;x, u(·)) ∈ X [0,∞). Then J(x;u(·)) is well-defined and
J(x;u(·)) = E
∫ ∞
0
{
〈QX(t), X(t) 〉+〈 Q¯E[X(t)],E[X(t)] 〉+〈Ru(t), u(t) 〉+〈 R¯E[u(t)],E[u(t)] 〉
}
dt
= E
∫ ∞
0
{
〈Q
{
X(t)− E[X(t)]
}
, X(t)− E[X(t)] 〉+ 〈(Q + Q¯)E[X(t)],E[X(t)] 〉
+ 〈R
{
u(t)− E[u(t)]
}
, u(t)− E[u(t)] 〉+ 〈(R+ R¯)E[u(t)],E[u(t)] 〉
}
dt
≥ δE
∫ ∞
0
|u(t)|2dt,
for some δ > 0. Therefore, under (J) and (S), the map u(·) 7→ J(x;u(·)) is a quadratic and coercive functional
on Uad[0,∞). Hence, by a standard argument, we see that optimal control u∗(·) ∈ Uad[0,∞) must uniquely
exist, and of course, X∗(·) is also unique. By a standard argument, we can show that value function V (x) is
of form (5.9) for some Π ∈ Sn, Π ≥ 0.
Now, for any T > 0, let
JT (x;u(·))=E
∫ T
0
{
〈QX(t), X(t) 〉+〈 Q¯E[X(t)],E[X(t)] 〉+〈Ru(t), u(t) 〉+〈R¯E[u(t)],E[u(t)] 〉
}
dt.
We may pose the following problem.
Problem (LQ)T . For any x ∈ Rn, find a uT (·) ∈ U [0, T ] such that
JT (x;uT (·)) = inf
u(·)∈U [0,T ]
JT (x;u(·)) ≡ VT (x).
By [35], for Problem (LQ)T , under (J), we have a unique uT (·) ∈ U [0, T ] such that
VT (x) = inf
u(·)∈U [0,T ]
JT (x;u(·)) = JT (x;uT (·)) = 〈Π(0;T )x, x 〉, ∀x ∈ R
n,
where
P˙ (t;T ) + P (t;T )A+ATP (t;T ) + CTP (t;T )C +Q
−
[
P (t;T )B+CTP (t;T )D
][
R+DTP (t;T )D
]−1[
BTP (t;T )+DTP (t;T )C
]
= 0, t ∈ [0, T ],
P (T ;T ) = 0,
(5.10)
and 
Π˙(t;T ) + Π(t;T )(A+A¯)+(A+A¯)TΠ(t;T )+(C+C¯)TP (t;T )(C+C¯)+Q+Q¯
−
[
Π(t;T )(B+B¯)+(C+C¯)TP (t;T )(D+D¯)
][
R+ R¯+ (D + D¯)TP (t;T )(D + D¯)
]−1
·
[
(B+B¯)TΠ(t;T )+(D+D¯)TP (t;T )(C+C¯)
]
= 0, t ∈ [0, T ],
Π(T ;T ) = 0.
Further, if we defineΓ(t;T ) = −
[
R+DTP (t;T )D
]−1[
BTP (t;T ) +DTP (t;T )C
]
,
Γ¯(t;T ) = −
[
R+R¯+(D+D¯)TP (t;T )(D+D¯)
]−1[
(B+B¯)TP (t;T )+(D+D¯)TP (t;T )(C+C¯)
]
,
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then the optimal control uT (·) admits the following state feedback representation:
uT (t) = Γ(t;T )
{
XT (t)− E[XT (t)]
}
+ Γ¯(t;T )E[XT (t)], t ∈ [0, T ],
where XT (·) is the solution to the closed-loop system:
dXT (t) =
{[
A+BΓ(t;T )
]
XT (t) +
[
A¯+ B¯Γ¯(t;T ) +B
(
Γ¯(t;T )− Γ(t;T )
)]
E[XT (t)]
}
dt
+
{[
C +DΓ(t;T )
]
XT (t) +
[
C¯ + D¯Γ¯(t;T ) +D
(
Γ¯(t;T )− Γ(t;T )
)]
E[XT (t)]
}
dW (t),
t ∈ [0, T ],
XT (0) = x.
(5.11)
Observe that (5.10) coincides with (5.3). By the proof of Theorem 5.1, we see that
lim
T→∞
P (t;T ) = P, t ≥ 0.
Hence,
lim
T→∞
Γ(t;T ) = −(R+DTPD)−1(BTP +DTPC) ≡ Γ, t ≥ 0.
Now, we introduce the following differential Riccati equation (on [0,∞)):
− ˙¯Π(s) + Π¯(s)(A+A¯)+(A+A¯)T Π¯(s)+(C+C¯)TP¯ (s)(C+C¯)+Q+Q¯
−
[
Π¯(s)(B+B¯)+(C+C¯)TP¯ (s)(D+D¯)
][
R + R¯+ (D + D¯)T P¯ (s)(D + D¯)
]−1
·
[
(B+B¯)T Π¯(s)+(D+D¯)TP¯ (s)(C+C¯)
]
= 0, t ≥ 0,
Π¯(0) = 0.
For any T > 0, let
Π˜(t;T ) = Π¯(T − t), t ∈ [0, T ].
Then by the uniqueness, we must have
Π(t;T ) = Π˜(t;T ) = Π¯(T − t), t ∈ [0, T ].
Hence,
Π(0;T ) = Π¯(T ), T ≥ 0.
Similar to the proof of Theorem 5.1, we have that
0 ≤ Π(0;T ) ≤ Π(0; T¯ ) ≤ Π, 0 ≤ T ≤ T¯ <∞.
Thus,
lim
t→∞
Π¯(t) = Π¯ ≤ Π.
Further, Π¯ must be a solution to the following ARE:
Π¯(A+ A¯) + (A+ A¯)T Π¯ + (C + C¯)TP (C + C¯) +Q+ Q¯
−
[
Π¯(B + B¯) + (C + C¯)TP (D + D¯)
][
R+ R¯+ (D + D¯)TP (D + D¯)
]−1
·
[
(B+B¯)T Π¯+(D+D¯)TP (C+C¯)
]
= 0,
Also,
lim
T→∞
Π(t;T ) = lim
T→∞
Π¯(T − t) = Π¯, t ≥ 0.
Then
lim
T→∞
Γ¯(t;T ) = Γ¯0 = −
[
R+ R¯+ (D + D¯)TP (D + D¯)
]−1[
(B + B¯)T Π¯ + (D + D¯)TP (C + C¯)
]
, ∀t ≥ 0.
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Recall that XT (·) satisfies (5.11). Thus, one has
lim
T→∞
XT (t;T ) = X¯(t), t ≥ 0,
with X¯(·) being the solution to the following:
dX¯(t) =
{
(A+BΓ)X¯(t) +
[
A¯+ B¯Γ¯0 +B(G¯0 − Γ)
]
E[X¯(t)]
}
dt
+
{
(C +DΓ)X¯(t) +
[
C¯ + D¯Γ¯0 +D(Γ¯0 − Γ)
]
E[X¯(t)]
}
dW (t), t ∈ [0, T ],
X¯(0) = x.
On the other hand,
〈Π(0;T )x, x 〉 = JT (x;uT (·))
= E
∫ T
0
{
〈QXT (t), XT (t) 〉+ 〈 Q¯E[XT (t)],E[XT (t)] 〉
+〈R
(
Γ(t;T )
{
XT (t)−E[XT (t)]
}
+Γ¯(t;T )E[XT (t)]
)
,Γ(t;T )
{
XT (t)−E[XT (t)]}+Γ¯(t;T )E[XT (t)] 〉
+ 〈 R¯Γ¯(t;T )E[XT (t)], Γ¯(t;T )E[XT (t)] 〉
}
dt.
Thus, sending T →∞, by Fatou’s Lemma, we obtain
〈Πx, x 〉 ≥ 〈 Π¯x, x 〉 ≥ E
∫ ∞
0
{
〈QX¯(t), X¯(t) 〉+ 〈 Q¯E[X¯(t)],E[X¯(t)] 〉
+〈R
(
Γ
{
X¯(t)−E[X¯(t)]
}
+Γ¯0E[X¯(t)]
)
,Γ
{
X¯(t)−E[X¯(t)]}+Γ¯0E[X¯(t)] 〉
+ 〈 R¯Γ¯0E[X¯(t)], Γ¯0E[X¯(t)] 〉
}
dt = J(x; u¯(·)) ≥ 〈Πx, x 〉 .
Hence,
Π¯ = Π, Γ¯0 = Γ¯,
and (Γ, Γ¯) is an MF-L2
Q,Q¯
-stabilizer of the system, and (X¯(·), u¯(·)) = (X∗(·), u∗(·)) is the optimal pair.
6 Optimal MF-LQ Controls Presented via Tackling AREs
6.1 Tackling AREs via LMIs
One of the main ideas of this section is to reformulate the AREs as linear matrix inequalities (LMIs, for
short). Let us introduce the general notion of LMIs according to [1, 27], and develop it to solve our mean-field
LQ problem.
Definition 6.1 Let F0, F1, · · · , Fm ∈ Sn be given. Inequalities consisting of any combination of the follow-
ing relations
F (x)
∆
=F0 +
m∑
i=1
xiFi > 0, or F (x)
∆
=F0 +
m∑
i=1
xiFi ≥ 0, (6.1)
are called LMIs with respect to the variable x = (x1, · · · , xm)T ∈ Rm. When the LMI is satisfied by a vector
x we say that the LMI is feasible and x is a feasible point.
Next, let us state some facts about general semi-definite programming (SDP, for short) problems and
their duals.
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Definition 6.2 Let c = (c1, · · · , cm)T ∈ Rm and F0, F1, . . . , Fm ∈ Sn be given. The following optimization
problem
min cTx,
subject to F (x) ≡ F0 +
m∑
i=1
xiFi ≥ 0,
(6.2)
is called a semidefinite programming. Moreover, the dual problem of the SDP (6.2) is defined as
max −Tr(F0Z),
subject to Z ∈ Sn, Tr(ZFi) = ci, i = 1, 2, · · · ,m, Z ≥ 0.
(6.3)
The following basic assumption is imposed throughout this section.
Assumption 6.3 The controlled MF-FSDE system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable.
For notational convenience, we rewrite the AREs (5.8) as follows
R(P,Q, Q¯, R, R¯) = 0, R¯(P,Π, Q, Q¯, R, R¯) = 0, (6.4)
where
R(P,Q, Q¯, R, R¯)
∆
=PA+ATP + CTPC − (PB + CTPD)(R +DTPD)−1(BTP +DTPC) +Q,
R¯(P,Π, Q, Q¯, R, R¯)
∆
=Π(A+ A¯) + (A+ A¯)TΠ+ (C + C¯)TP (C + C¯) +Q + Q¯
−
[
Π(B + B¯) + (C + C¯)TP (D + D¯)
][
R+ R¯+ (D + D¯)TP (D + D¯)
]−1
·
[
(B + B¯)TΠ+ (D + D¯)TP (C + C¯)
]
.
Lemma 6.4 Let Q1, Q¯1, Q2, Q¯2 ∈ Sn and R1, R¯1, R2, R¯2 ∈ Sm be given satisfying
Q1 ≤ Q2, Q¯1 ≤ Q¯2, R1 ≤ R2, R¯1 ≤ R¯2.
Assume that there exists (P0,Π0) such that
R(P0, Q1, Q¯1, R1, R¯1) > 0, R¯(P0,Π0, Q1, Q¯1, R1, R¯1) > 0.
Then there exist (P ∗1 ,Π
∗
1) and (P
∗
2 ,Π
∗
2) satisfying{
R(P ∗i , Qi, Q¯i, Ri, R¯i) = 0, R¯(P
∗
i ,Π
∗
i , Qi, Q¯i, Ri, R¯i) = 0, for i = 1, 2,
P ∗1 ≤ P
∗
2 and Π
∗
1 ≤ Π
∗
2.
Proof. By the assumptions of this Lemma, (P0,Π0) must also satisfy
R(P0, Q2, Q¯2, R2, R¯2) > 0, R¯(P0,Π0, Q2, Q¯2, R2, R¯2) > 0.
It then follows from Proposition A.11 that there exist (P ∗1 ,Π
∗
1) and (P
∗
2 ,Π
∗
2), which are the maximal solutions
of their respective AREs:
R(P ∗i , Qi, Q¯i, Ri, R¯i) = 0, R¯(P
∗
i ,Π
∗
i , Qi, Q¯i, Ri, R¯i) = 0, for i = 1, 2.
Furthermore, (P ∗1 ,Π
∗
1) must satisfy
R(P ∗1 , Q2, Q¯2, R2, R¯2) ≥ 0, R¯(P
∗
1 ,Π
∗
1, Q2, Q¯2, R2, R¯2) ≥ 0.
Hence P ∗1 ≤ P
∗
2 and Π
∗
1 ≤ Π
∗
2 because (P
∗
2 ,Π
∗
2) is the maximal solution to its AREs.
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Consider the following SDP problem
max Tr(P ) +Tr(Π),
subject to

[
PA+ATP + CTPC +Q PB + CTPD
BTP +DTPC R+DTPD
]
≥ 0, Π(A+ A¯) + (A+ A¯)TΠ+(C + C¯)TP (C + C¯) +Q+ Q¯ Π(B + B¯) + (C + C¯)TP (D + D¯)
(B + B¯)TΠ+ (D + D¯)TP (C + C¯) R+ R¯+ (D + D¯)TP (D + D¯)
 ≥ 0.
(6.5)
Theorem 6.5 Let Q, Q¯ ∈ Sn, R, R¯ ∈ Sm be given. The following are equivalent:
(i) There exists (P0,Π0) such that R(P0, Q, Q¯, R, R¯) ≥ 0 and R¯(P0,Π0, Q, Q¯, R, R¯) ≥ 0.
(ii) There exists a solution to the AREs (6.4).
Moreover, when (i) or (ii) holds, the AREs (6.4) has a maximal solution (P ∗,Π∗) which is the unique optimal
solution to the SDP problem (6.5).
Proof. We only need to prove that (i) implies (ii). Let P0 be given as in (i). For any ǫ > 0 and ǫ¯ > 0, we
have R(P0, Q+ ǫI,Q+ ǫ¯I, R, R¯) > 0 and R¯(P0,Π0, Q+ ǫI,Q+ ǫ¯I, R, R¯) > 0. Applying Proposition A.11 and
Lemma 6.4, we have that for any positive decreasing sequence ǫi → 0 and ǫ¯i → 0 there exists a decreasing
sequence of symmetric matrices
Pǫ0 ≥ · · · ≥ Pǫi ≥ Pǫi+1 ≥ P0, Πǫ¯0 ≥ · · · ≥ Πǫ¯i ≥ Πǫ¯i+1 ≥ Π0
such that R(Pǫi , Q + ǫiI, Q¯ + ǫ¯iI, R, R¯) = 0 and R¯(Pǫi ,Πǫ¯i , Q¯ + ǫiI,Q + ǫ¯iI, R, R¯) = 0. Hence the limit
P ∗ = lim
ǫi→0
Pǫi and Π
∗ = lim
ǫ¯i→0
Πǫ¯i exist and satisfy
R(P ∗, Q, Q¯, R, R¯) = 0, R¯(P ∗,Π∗, Q, Q¯, R, R¯) = 0.
In addition, (P ∗,Π∗) must be the maximal solution of the AREs due to the arbitrariness of (P0,Π0). By
Schur’s lemma (Lemma A.1), (P ∗,Π∗) is an optimal solution to the problem (6.5) due to its maximality. To
prove the uniqueness, let (P∗,Π∗) be any optimal solution to (6.5). Then Tr(P
∗ − P∗) +Tr(Π∗ − Π∗) = 0
as both (P ∗,Π∗) and (P∗,Π∗) are optimal to (6.5). However, P
∗ − P∗ ≥ 0 and Π∗ − Π∗ ≥ 0 since (P ∗,Π∗)
is the maximal solution of (6.5). This yields P ∗ − P∗ = 0 and Π∗ −Π∗ = 0.
As an immediate consequence of Theorem 6.5, we have the following result for the standard case Q, Q¯ ≥ 0
and R, R¯ > 0.
Corollary 6.6 If Q, Q¯ ≥ 0 and R, R¯ > 0, then the AREs (6.4) admits a maximal solution (P ∗,Π∗) with
P ∗,Π∗ ≥ 0 which is also the unique solution to the SDP (6.5). In addition, if Q, Q¯ > 0 and R, R¯ > 0, then
the maximal solution (P ∗,Π∗) with P ∗,Π∗ > 0 and the feedback control
u∗(t) = −(R+DTP ∗D)−1(BTP ∗ +DTP ∗C)
(
X∗(t)− E[X∗(t)]
)
−
(
R+ R¯+ (D + D¯)TP ∗(D + D¯)
)−1[
(B + B¯)TΠ∗ + (D + D¯)TP ∗(C + C¯)
]
E[X∗(t)]
is stabilizing for the system (1.1).
Proof. When Q, Q¯ ≥ 0 and R, R¯ > 0, (P0,Π0) = (0, 0) satisfies the LMIs
R(P,Q, Q¯, R, R¯) ≥ 0, R¯(P,Π, Q, Q¯, R, R¯) ≥ 0. (6.6)
Hence by Theorems 6.5 the AREs (6.4) admits a maximal solution (P ∗,Π∗). Moreover, by the proof of
Theorems 6.5, P ∗ ≥ P0 = 0 and Π∗ ≥ Π0 = 0. If in addition Q, Q¯ > 0 and R, R¯ > 0, then (P˜0, Π˜0) = (δI, δ¯I)
solves (6.6) for a sufficiently small δ, δ¯ > 0. Hence P ∗ ≥ P˜0 = δI > 0 and Π∗ ≥ Π˜0 = δ¯I > 0. Moreover, by
virtue of Proposition A.10, the corresponding feedback control is stabilizing since (6.6) is strictly feasible in
this case.
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6.2 Optimal feedback Control
In this subsection, we show that the value function of Problem MF-LQ can be expressed in terms of the
maximal solution to the AREs (6.4). Moreover, if there exists an optimal control of Problem MF-LQ then
it is necessarily represented as a feedback via the maximal solution to the AREs.
Theorem 6.7 Assume that Theorem 6.5-(i) holds. Then Problem (MF-LQ) is well-posed and the value
function is given by V (x) = xTΠ∗x, ∀x ∈ Rn, where (P ∗,Π∗) is the maximal solution to the AREs (6.4).
Proof. The well-posedness has been shown in Theorem 5.2, which also yields V (x) = xTΠ∗x.
Now, for any fixed ǫ > 0, the LMIs
R(P,Q + ǫI, Q¯+ ǫI, R, R¯) ≥ 0, R¯(P,Π, Q + ǫI, Q¯+ ǫI, R, R¯) ≥ 0 (6.7)
are strictly feasible. Hence by Proposition A.11, there is a maximal solution, denoted by (Pǫ,Πǫ), to the
corresponding AREs
R(P,Q + ǫI, Q¯+ ǫI, R, R¯) = 0, R¯(P,Π, Q + ǫI, Q¯+ ǫI, R, R¯) = 0.
In addition, by Proposition A.10, the feedback control uǫ(t) = Γǫ
(
Xǫ(t)−E[Xǫ(t)]
)
+Γ¯ǫE[Xǫ(t)] is stabilizing,
where Γǫ = −(R+DTPǫD)−1(BTPǫ +DTPǫC),Γ¯ǫ = −(R+ R¯+ (D + D¯)TPǫ(D + D¯))−1[(B + B¯)TΠǫ + (D + D¯)TPǫ(C + C¯)].
It is easy to verify that Pǫ,Πǫ,Γǫ and Γ¯ǫ satisfy the following equations
(A+BΓǫ)
TPǫ + Pǫ(A+BΓǫ) + (C +DKǫ)
TPǫ(C +DΓǫ) = −Q− ǫI − Γ
T
ǫ RΓǫ,
(A+ A¯+BΓ¯ǫ + B¯Γ¯ǫ)Πǫ +Πǫ(A+ A¯+BΓ¯ǫ + B¯Γ¯ǫ)
T
+(C + C¯ +DΓ¯ǫ + D¯Γ¯ǫ)
TPǫ(C + C¯ +DΓ¯ǫ + D¯Γ¯ǫ) = −Q− Q¯− 2ǫI − Γ¯
T
ǫ (R+ R¯)Γ¯ǫ.
(6.8)
Applying Lemma A.4 to M = Pǫ, N = Πǫ and substituting uǫ(t) into (A.1), we have
E
∫ t
0
{
〈(Q + ǫI)Xǫ(s), Xǫ(s)〉 + 〈(Q¯+ ǫI)E[Xǫ(s)],E[Xǫ(s)]〉
+〈Ruǫ(s), uǫ(s)〉+ 〈R¯E[uǫ(s)],E[uǫ(s)]〉
}
ds
= E
∫ t
0
{
〈(Q+ ǫI)
(
Xǫ(s)− E[Xǫ(s)]
)
,
(
Xǫ(s)− E[Xǫ(s)]
)
〉+ 〈(Q+ Q¯+ 2ǫI)E[Xǫ(s)],E[Xǫ(s)]〉
+〈R
(
uǫ(s)− E[uǫ(s)]
)
,
(
uǫ(s)− E[uǫ(s)]
)
〉+ 〈(R + R¯)E[uǫ(s)],E[uǫ(s)]〉
}
ds
= E
∫ t
0
{
〈(Q+ ǫI + ΓTǫ RΓǫ)
(
Xǫ(s)− E[Xǫ(s)]
)
,
(
Xǫ(s)− E[Xǫ(s)]
)
〉
+〈
(
Q + Q¯+ 2ǫI + Γ¯Tǫ (R+ R¯)Γ¯ǫ
)
E[Xǫ(s)],E[Xǫ(s)]〉
}
ds
≡ E
∫ t
0
{(
Xǫ(s)− E[Xǫ(s)]
)T [
(A+BΓǫ)
TPǫ + Pǫ(A+BΓǫ) + (C +DΓǫ)
TPǫ(C +DΓǫ)
](
Xǫ(s)− E[Xǫ(s)]
)
+E[Xǫ(s)]
T
[
(C + C¯ +DΓ¯ǫ + D¯Γ¯ǫ)
TPǫ(C + C¯ +DΓ¯ǫ + D¯Γ¯ǫ)
+(A+ A¯+BΓ¯ǫ + B¯Γ¯ǫ)Πǫ +Πǫ(A+ A¯+BΓ¯ǫ + B¯Γ¯ǫ)
T
]
E[Xǫ(s)]
}
ds
= −E
[(
Xǫ(t)− E[Xǫ(t)]
)T
Pǫ
(
Xǫ(t)− E[Xǫ(t)]
)]
+ xTΠǫx− E[Xǫ(t)]
TΠǫE[Xǫ(t)].
Since lim
t→+∞
E
[(
Xǫ(t)− E[Xǫ(t)]
)T
Pǫ
(
Xǫ(t)− E[Xǫ(t)]
)]
= 0 and lim
t→+∞
E[Xǫ(t)]
TΠǫE[Xǫ(t)] = 0, we obtain
xTΠǫx = E
∫ ∞
0
{
〈(Q+ ǫI)Xǫ(s), Xǫ(s)〉+ 〈(Q¯ + ǫI)E[Xǫ(s)],E[Xǫ(s)]〉
+〈Ruǫ(s), uǫ(s)〉+ 〈R¯E[uǫ(s)],E[uǫ(s)]〉
}
ds ≥ V (x).
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On the other hand, since P ∗ = lim
ǫ→0
Pǫ and Π
∗ = lim
ǫ→0
Πǫ (similar to the proof of Theorem 6.5), we have
V (x) ≤ xTΠ∗x. This completes the proof.
Corollary 6.8 Assume that Theorem 6.5-(i) holds. If there exists an optimal control of Problem (MF-LQ),
then it must be unique and represented by the state feedback control
u∗(t) = Γ∗
(
X∗(t)− E[X∗(t)]
)
+ Γ¯∗E[X∗(t)],
where (P ∗,Π∗) is the maximal solution to the AREs (6.4), andΓ∗ = −(R+DTP ∗D)−1(BTP ∗ +DTP ∗C),Γ¯∗ = −(R+ R¯+ (D + D¯)TP ∗(D + D¯))−1[(B + B¯)TΠ∗ + (D + D¯)TP ∗(C + C¯)].
Proof. Let (X∗(·), u∗(·)) be an optimal pair of the LQ problem. Then a completion of squares shows
E
∫ t
0
{
〈QX∗(s), X∗(s)〉 + 〈Q¯E[X∗(s)],E[X∗(s)]〉+ 〈Ru∗(s), u∗(s)〉+ 〈R¯E[u∗(s)],E[u∗(s)]〉
}
ds
= E
∫ t
0
{
〈Q
(
X∗(s)− E[X∗(s)]
)
,
(
X∗(s)− E[X∗(s)]
)
〉+ 〈(Q + Q¯)E[X∗(s)],E[X∗(s)]〉
+〈R
(
u∗(s)− E[u∗(s)]
)
,
(
u∗(s)− E[u∗(s)]
)
〉+ 〈(R+ R¯)E[u∗(s)],E[u∗(s)]〉
}
ds
−E
[(
X∗(t)− E[X∗(t)]
)T
P ∗
(
X∗(t)− E[X∗(t)]
)]
+ xTΠ∗x− E[X∗(t)]TΠ∗E[X∗(t)]
+E
∫ t
0
{
u∗(s)− E[u∗(s)]− Γ∗
(
X∗(s)− E[X∗(s)]
)]T
(R +DTP ∗D)−1
·
[
u∗(s)− E[u∗(s)]− Γ∗
(
X∗(s)− E[X∗(s)]
)}
ds
+E
∫ t
0
{
E[u∗(s)]− Γ¯∗E[X∗(s)]
]T (
R+ R¯+ (D + D¯)TP ∗(D + D¯)
)−1[
E[u∗(s)]− Γ¯∗E[X∗(s)]
}
ds.
As u∗(·) is stabilizing, we have
lim
t→+∞
E
[(
X∗(t)− E[X∗(t)]
)T
P ∗
(
X∗(t)− E[X∗(t)]
)]
= 0, lim
t→+∞
E[X∗(t)]TΠ∗E[X∗(t)] = 0,
which implies
V (x) = J(x, u∗(·))
= xTΠ∗x+ E
∫ ∞
0
{
u∗(s)− E[u∗(s)]− Γ∗
(
X∗(s)− E[X∗(s)]
)]T
(R +DTP ∗D)−1
·
[
u∗(s)− E[u∗(s)]− Γ∗
(
X∗(s)− E[X∗(s)]
)}
ds
+E
∫ ∞
0
{
E[u∗(s)]− Γ¯∗E[X∗(s)]
]T (
R+ R¯+ (D + D¯)TP ∗(D + D¯)
)−1[
E[u∗(s)]− Γ¯∗E[X∗(s)]
}
ds.
(6.9)
By Theorem 6.7 we have V (x) = xTΠ∗x. Hence,
E
∫ ∞
0
{
u∗(s)− E[u∗(s)]− Γ∗
(
X∗(s)− E[X∗(s)]
)]T
(R +DTP ∗D)−1
·
[
u∗(s)− E[u∗(s)]− Γ∗
(
X∗(s)− E[X∗(s)]
)}
ds = 0,
E
∫ ∞
0
{
E[u∗(s)]− Γ¯∗E[X∗(s)]
]T (
R+ R¯ + (D + D¯)TP ∗(D + D¯)
)−1[
E[u∗(s)]− Γ¯∗E[X∗(s)]
}
ds = 0.
As R +DTP ∗D and R + R¯ + (D + D¯)TP ∗(D + D¯) are constant positive definite matrices, u∗(t) has to be
in a feedback form u∗(t) = Γ∗
(
X∗(t)− E[X∗(t)]
)
+ Γ¯∗E[X∗(t)].
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7 Numerical Examples
In this section, we report our numerical experiments based on the approach developed in the previous
sections. Note that the numerical algorithm we have used for checking LMIs or solving SDP [33].
The system dynamics (1.1) in our experiments is specified by the following matrices
A =

−0.7 0.2 −0.9 −0.2 −0.7
1.0 −0.6 2.0 −0.6 −0.8
0.8 0.8 −1.7 −1.5 1.1
0.7 −0.2 0.1 −0.3 −0.2
0.6 −1.0 −1.3 0.6 −0.2
 , A¯ =

−0.75 0.25 −0.95 −0.25 −0.75
1.05 −0.65 2.05 −0.65 −0.85
0.85 0.85 −1.75 −1.55 1.15
0.75 −0.25 0.15 −0.35 −0.25
0.65 −1.05 −1.35 0.65 −0.25
 ,
B =

1.4 −0.7
0.3 −1.7
0.1 −1.7
−0.1 0.1
0.4 −1.2
 , B¯ =

1.45 −0.75
0.35 −1.75
0.15 −1.75
−0.15 0.15
0.45 −1.25
 ,
C =

0.1 0.1 0.2 −0.1 0.4
−0.1 −0.3 0.2 −0.1 −0.3
0.6 0.4 −0.3 0.1 −0.2
−0.1 0.2 −0.2 −0.1 0.1
−0.2 0.2 0.3 0.2 −0.3
 , C¯ =

0.15 0.15 0.25 −0.15 0.45
−0.15 −0.35 0.25 −0.15 −0.35
0.65 0.45 −0.35 0.15 −0.25
−0.15 0.25 −0.25 −0.15 0.15
−0.25 0.25 0.35 0.25 −0.35
 ,
D =

0.7 −0.3
0.2 −0.8
0.1 −0.8
−0.1 0.5
0.2 −0.6
 , D¯ =

0.75 −0.35
0.25 −0.85
0.15 −0.85
−0.15 0.55
0.25 −0.65
 .
7.1 Numerical test of MF-L2 stabilizability
Since we have shown that the controlled MF-FSDE system is MF-L2-stabilizable in Proposition A.5 if
and only if (A.6) is feasible (with respect to the variables X, X¯, Y and Y¯ ), we should check the MF-
L2 stabilizability first by tackling inequalities. After running the calculation of SDP program via Matlab
software, the obtained feasible matrices X, X¯, Y and Y¯ satisfy Proposition A.5:
X =

26.1032 0.6379 −7.9410 1.4143 −7.4032
0.6379 17.0911 −0.4114 8.2578 1.3415
−7.9410 −0.4114 19.4946 1.1492 14.0620
1.4143 8.2578 1.1492 21.8509 7.8151
−7.4032 1.3415 14.0620 7.8151 40.5193
 ,
X¯ =

0.0471 −0.0617 0.0114 −0.2361 −0.0333
−0.0617 −0.1398 −0.1104 0.2431 0.3623
0.0114 −0.1104 0.0283 0.1159 0.0443
−0.2361 0.2431 0.1159 0.4583 0.0880
−0.0333 0.3623 0.0443 0.0880 0.0952
 ,
Y =
[
−12.1167 −1.8513 7.0876 −11.3987 −1.6418
0.9756 2.1581 5.2614 −16.0940 −12.8827
]
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and
Y¯ =
[
−0.3539 −0.0281 −0.0278 −0.2997 0.1924
−0.0070 −0.0900 0.1334 −0.4658 0.1065
]
which give rise to the stabilizing feedback control law u(t) = K(X(t)−E[X(t)])+K¯E[X(t)] with the following
feedback gain
K = Y X−1
[
−0.3725 0.1843 0.3405 −0.5390 −0.1289
0.1689 0.5864 0.6700 −0.8716 −0.3709
]
and
K¯ = Y¯ X¯−1 =
[
4.0644 1.2449 −3.7655 1.9996 −1.3936
4.2782 0.3405 0.6593 0.7858 0.2849
]
.
7.2 Numerical solutions of SARE
Now we tackle the SARE (6.4) for the following Q, Q¯, R and R¯ via solving the SDP problem (6.5):
Q = diag([0, 1, 1, 0, 1]) and Q¯ = diag([0, 0.5, 1, 0, 0.5]),
and
R = diag([1, 1]) and R¯ = diag([1.5, 1]).
We then gain the following solution (P,Π)
P =

0.4151 0.3890 0.2068 0.0162 −0.4059
0.3890 2.7208 1.9097 −2.6074 −0.7756
0.2068 1.9097 1.8535 −1.8330 −0.8979
0.0162 −2.6074 −1.8330 4.2403 −0.2665
−0.4059 −0.7756 −0.8979 −0.2665 2.1537

and
Π =

0.6147 0.5721 0.2644 −0.1455 −0.6138
0.5721 4.2579 2.8706 −4.4158 −0.6536
0.2644 2.8706 2.6758 −2.6653 −1.0890
−0.1455 −4.4158 −2.6653 6.8158 −1.0674
−0.6138 −0.6536 −1.0890 −1.0674 3.1641
 .
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A Appendix
A.1 Some useful lemmas
The well-known Schur lemma in [10] plays a key technical role.
Lemma A.1 (Schur’s lemma) Let matrices M = MT , N and R = RT > 0 be given with appropriate
dimensions. Then the following conditions are equivalent:
(i) M −NR−1NT ≥ (resp. >) 0.
(ii)
[
M N
NT R
]
≥ (resp. >) 0.
(iii)
[
R NT
N M
]
≥ (resp. >) 0.
In the original Schur lemma, the matrix R is required to be nonsingular. When R is possibly singular, we
have an extended Schur’s lemma making use of some generalized inverse matrices. To make it more precise,
for any matrix M , there exists a unique matrix M+, called the Moore-Penrose inverse [31], such that
MM+M =M, M+MM+ =M+, (MM+)T =MM+, (M+M)T =M+M.
Lemma A.2 For a symmetric matrix S, we have
(i) S+ = (S+)T .
(ii) S ≥ 0 if and only if S+ ≥ 0.
(iii) SS+ = S+S.
Its proof can be found in [1].
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Lemma A.3 (Extended Schur’s lemma) Let matrices M = MT , N and R = RT be given with appro-
priate dimensions. Then the following conditions are equivalent:
(i) M −NR+NT ≥ 0, R ≥ 0, and N(I −RR+) = 0.
(ii)
[
M N
NT R
]
≥ 0.
(iii)
[
R NT
N M
]
≥ 0.
Its proof can be found in [5].
Lemma A.4 Let a constant matrix M,N ∈ Sn be given. Then for any admissible pair (X(·), u(·)) of the
system (1.1), we have
E
{∫ t
0
[(
(X(s)− E[X(s)]
)T
(ATM +MA+ CTMC)
(
X(s)− E[X(s)]
)
+2
(
u(s)− E[u(s)]
)T
(BTM +DTMC)
(
X(s)− E[X(s)]
)
+
(
u(s)− E[u(s)]
)T
DTMD
(
u(s)− E[u(s)]
)
+
(
(C + C¯)E[X(s)] + (D + D¯)E[u(s)]
)T
M
(
(C + C¯)E[X(s)] + (D + D¯)E[u(s)]
)
+E[X(s)]T
(
(A+ A¯)TN +N(A+ A¯)E[X(s)]
)
+ 2E[X(s)]T (A+ A¯)TN(B + B¯)E[u(s)]
]
ds
}
= E
[(
X(t)− E[X(t)]
)T
M
(
X(t)− E[x(t)]
)]
+ E[X(t)]TNE[X(t)]− xTNx, ∀t ≥ 0.
(A.1)
Proof. Applying Itoˆ’s formula to
(
X(t) − E[X(t)]
)T
M
(
X(t) − E[X(t)]
)
, integrating from 0 to t, and
taking expectations, we easily get the desired result.
Proposition A.5 The following assertions are equivalent:
(i) The controlled MF-FSDE system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable.
(ii) There exist matrices K, K¯ and symmetric matrices X, X¯ such that
(A+ BK)X+ X(A+BK)T + (C +DK)X(C +DK)T
+(C + C¯ +DK¯ + D¯K¯)X¯(C + C¯ +DK¯ + D¯K¯)T < 0,
(A+ A¯+BK¯ + B¯K¯)X¯+ X¯(A+ A¯+BK¯ + B¯K¯)T < 0, X > 0, X¯ > 0.
(A.2)
In this case the feedback u(t) = K(X(t)− E[X(t)]) + K¯E[X(t)] is stabilizing.
(iii) There exist matrices K, K¯ and symmetric matrices X, X¯ such that
(A+ BK)TX+ X(A+BK) + (C +DK)TX(C +DK)
+(C + C¯ +DK¯ + D¯K¯)T X¯(C + C¯ +DK¯ + D¯K¯) < 0,
(A+ A¯+BK¯ + B¯K¯)X¯+ X¯(A+ A¯+BK¯ + B¯K¯)T < 0, X > 0, X¯ > 0.
(A.3)
In this case the feedback u(t) = K(X(t)− E[X(t)]) + K¯E[X(t)] is stabilizing.
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(iv) There are matricesK, K¯ such that for any matrices Y, Y¯ there exist unique solution X, X¯ to the following
matrix equations
(A+BK)X+ X(A+BK)T + (C +DK)X(C +DK)T
+(C + C¯ +DK¯ + D¯K¯)X¯(C + C¯ +DK¯ + D¯K¯)T + Y = 0,
(A+ A¯+BK¯ + B¯K¯)X¯+ X¯(A+ A¯+BK¯ + B¯K¯)T + Y¯ = 0, X > 0, X¯ > 0.
(A.4)
Moreover, if Y, Y¯ > 0 (resp. Y, Y¯ ≥ 0) then X, X¯ > 0 (resp. X, X¯ ≥ 0). Furthermore, in this case the
feedback u(t) = K(X(t)− E[X(t)]) + K¯E[X(t)] is stabilizing.
(v) There are matricesK, K¯ such that for any matrices Y, Y¯ there exist unique solution X, X¯ to the following
matrix equations
(A+BK)TX+ X(A+BK) + (C +DK)TX(C +DK)
+(C + C¯ +DK¯ + D¯K¯)T X¯(C + C¯ +DK¯ + D¯K¯) + Y = 0,
(A+ A¯+BK¯ + B¯K¯)X¯+ X¯(A+ A¯+BK¯ + B¯K¯)T + Y¯ = 0, X > 0, X¯ > 0.
(A.5)
Moreover, if Y, Y¯ > 0 (resp. Y, Y¯ ≥ 0) then X, X¯ > 0 (resp. X, X¯ ≥ 0). Furthermore, in this case the
feedback u(t) = K(X(t)− E[X(t)]) + K¯E[X(t)] is stabilizing.
(vi) There exist matrices Y, Y¯ and symmetric matrices X, X¯ such that
 AX+ XAT +BY + Y TBT+(C + C¯ + (D + D¯)Y¯ X¯−1)X¯(C + C¯ + (D + D¯)Y¯ X¯−1)T CX+DY
XCT + Y TDT −X
 < 0,
(A+ A¯)X¯+ (B + B¯)Y¯ + X¯(A+ A¯)T + Y¯ T (B + B¯)T < 0, X > 0, X¯ > 0.
(A.6)
In this case the feedback u(t) = YX−1(X(t)− E[X(t)]) + Y¯ X¯−1E[X(t)] is stabilizing.
Proof. For any nu × n matrices K, K¯, define an operator Φ, Φ̂ : Sn → Sn by
Φ(X, X¯) = (A+BK)X+ X(A+BK)T + (C +DK)X(C +DK)T
+(C + C¯ +DK¯ + D¯K¯)X¯(C + C¯ +DK¯ + D¯K¯)T ,
Φ̂(X, X¯) = (A+ A¯+BK¯ + B¯K¯)X¯+ X¯(A+ A¯+BK¯ + B¯K¯)T .
If X(·) satisfies the equation (1.1) with the feedback control u(t) = K(X(t) − E[X(t)]) + K¯E[X(t)], then
by Itoˆ’s formula X(t) = E
[
(X(t) − E[X(t)])(X(t) − E[X(t)])T
]
and X¯(t) = E[X(t)]E[X(t)]T satisfy the
differential matrix systems
d
dt
X(t) = Φ
(
X(t), X¯(t)
)
and
d
dt
X¯(t) = Φ̂
(
X(t), X¯(t)
)
.
Applying the general result given in the appendix of [19], we have the equivalence between the mean-square
stabilizability and each of the assertions (ii)-(v). Furthermore, with Y = KX and Y¯ = K¯X¯ the condition
(A.3) is equivalent to
AX+ XAT +BY + Y TBT + (CX+DY )X−1(CX+DY )
+(C + C¯ + (D + D¯)Y¯ X¯−1)X¯(C + C¯ + (D + D¯)Y¯ X¯−1)T < 0,
(A+ A¯)X¯+ (B + B¯)Y¯ + X¯(A+ A¯)T + Y¯ T (B + B¯)T < 0, X > 0, X¯ > 0.
Applying Schur’s lemma (Lemma A.1) we have the equivalence of the assertion (vi).
Let p∗ denote the infimum value of the primal SDP (6.2) and d∗ the supremum value of its dual (6.3).
Then we have the following results ([33, 1]).
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Proposition A.6 p∗ = d∗ if either of the following conditions holds:
(i) The primal problem (6.2) is strictly feasible, i.e., there exists an x such that F (x) > 0.
(ii) The dual problem (6.3) is strictly feasible, i.e., there exists a Z ∈ Sn with Z > 0 and Tr(ZFi) =
ci, i = 1, · · · ,m.
If both conditions (i) and (ii) hold, then the optimal sets of both the primal and the dual are nonempty. In
this case, the following complementary slackness condition
F (x)Z = 0 (A.7)
is necessary and sufficient for achieving the optimal values for both problems.
Now we turn to rewrite the AREs (5.8) as
R(P ) = 0, R¯(P,Π) = 0, (A.8)
where
R(P )
∆
=PA+ATP + CTPC − (PB + CTPD)(R +DTPD)−1(BTP +DTPC) +Q,
R¯(P,Π)
∆
=Π(A+A¯)+(A+A¯)TΠ+(C+C¯)TP (C+C¯)+Q+Q¯−
[
Π(B+B¯)+(C+C¯)TP (D+D¯)
]
·
[
R+R¯+(D+D¯)TP (D+D¯)
]−1[
(B+B¯)TΠ+(D+D¯)TP (C+C¯)
]
.
In this subsection, we pose an additional assumption that the interior of the set
P =
{
(P,Π) ∈ Sn × Sn | R(P ) ≥ 0, R¯(P,Π) ≥ 0
}
is nonempty, namely, there exists a (P0,Π0) ∈ Sn × Sn such that R(P0) > 0, and R¯(P0,Π0) ≥ 0.
Consider the following SDP problem
max Tr(P ) +Tr(Π),
subject to

[
PA+ATP + CTPC +Q PB + CTPD
BTP +DTPC R+DTPD
]
≥ 0, Π(A + A¯) + (A+ A¯)TΠ+(C + C¯)TP (C + C¯) +Q+ Q¯ Π(B + B¯) + (C + C¯)TP (D + D¯)
(B + B¯)TΠ+ (D + D¯)TP (C + C¯) R+ R¯ + (D + D¯)TP (D + D¯)
 ≥ 0,
P − P0 ≥ 0,
Π−Π0 ≥ 0.
(A.9)
The constraints of SDP (A.9) can be equivalently expressed as a single LMI
F (P,Π)
∆
=

L(P ) 0 0 0
0 L¯(P,Π) 0 0
0 0 P − P0 0
0 0 0 Π−Π0
 ≥ 0, (A.10)
where
L(P )
∆
=
[
PA+ATP + CTPC +Q PB + CTPD
BTP +DTPC R+DTPD
]
,
L¯(P,Π)
∆
=
 Π(A+ A¯) + (A+ A¯)TΠ+(C + C¯)TP (C + C¯) +Q+ Q¯ Π(B + B¯) + (C + C¯)TP (D + D¯)
(B + B¯)TΠ+ (D + D¯)TP (C + C¯) R + R¯+ (D + D¯)TP (D + D¯)
 .
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Proposition A.7 The dual problem of SDP (A.9) can be formulated as follows
max −Tr(QS +WP0 + Q¯S¯ + W¯Π0)−Tr(RV + R¯V¯ ),
subject to

AS + SAT +BU + UTBT + CSCT +DUCT + CUTDT +DVDT + (C + C¯)S¯(C + C¯)T
+(D + D¯)U¯(C + C¯)T + (C + C¯)U¯T (D + D¯)T + (D + D¯)V¯ (D + D¯)T +W + I = 0,
(A+ A¯)S¯ + S¯(A+ A¯)T + (B + B¯)U¯ + U¯T (B + B¯)T + W¯ + I = 0,[
S UT
U V
]
≥ 0,
[
S¯ U¯T
U¯ V¯
]
≥ 0, W ≥ 0, W¯ ≥ 0,
(A.11)
where S, S¯,W, W¯ ∈ Sn, V, V¯ ∈ Sm and U, U¯ ∈ Rm×n.
Proof. The constraints of the general dual problem (6.3) can be formulated equivalently as the constraints
of (A.11). To this end, define the dual variable Z ∈ S4n+2m for (6.3) as
Z =

S UT
U T
Y T1 Y
T
2 Y
T
3
Y1
S¯ U¯T
U¯ T¯
Y T4 Y
T
5
Y2 Y4 W Y
T
6
Y3 Y5 Y6 W¯

≥ 0.
By the general duality relation Tr(ZFi) = ci, i = 1, · · · ,m (see (6.3)) it follows that for any (P,Π) ∈ Sn×Sn,
Tr([F (P,Π) − F (0, 0)]Z) = −Tr(P )−Tr(Π),
which is equivalent to
Tr
([
AS + SAT +BU + UTBT + CSCT +DUCT + CUTDT +DVDT + (C + C¯)S¯(C + C¯)T
+(D + D¯)U¯(C + C¯)T + (C + C¯)U¯T (D + D¯)T + (D + D¯)V¯ (D + D¯)T +W + I
]
P
+
[
(A+ A¯)S¯ + S¯(A+ A¯)T + (B + B¯)U¯ + U¯T (B + B¯)T + W¯ + I
]
Π
)
= 0.
This leads to
AS + SAT +BU + UTBT + CSCT +DUCT + CUTDT +DVDT + (C + C¯)S¯(C + C¯)T
+(D + D¯)U¯(C + C¯)T + (C + C¯)U¯T (D + D¯)T + (D + D¯)V¯ (D + D¯)T +W + I = 0,
(A+ A¯)S¯ + S¯(A+ A¯)T + (B + B¯)U¯ + U¯T (B + B¯)T + W¯ + I = 0.
On the other hand, the objective of the dual problem (6.3) can be formulated as
−Tr(F (0)Z) = −Tr(QS +WP0 + Q¯S¯ + W¯Π0)−Tr(RV + R¯V¯ ).
In particular, since the matrix variables Y1, Y2, Y3, Y4, Y5 and Y6 do not play any role in the above formulation,
they can be dropped. Hence, the condition Z ≥ 0 is equivalent to[
S UT
U V
]
≥ 0,
[
S¯ U¯T
U¯ V¯
]
≥ 0, W ≥ 0, W¯ ≥ 0.
This completes the proof.
We now show that the MF-L2-stability can be regarded as a dual concept of SDP optimality.
Proposition A.8 The dual problem (A.11) is strictly feasible if and only if the controlled MF-FSDE system
[A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable.
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Proof. First, assume that the controlled MF-FSDE system [A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable
by some feedback u(t) = K
(
X(t) − E[X(t)]
)
+ K¯E[X(t)]. Let W˜ > 0 and Ŵ > 0 be fixed. Then it follows
from the assertion (v) of Proposition A.5 that there exists a unique (S, S¯) satisfying
(A+BK)S + S(A+BK)T + (C +DK)S(C +DK)T
+(C + C¯ +DK¯ + D¯K¯)S¯(C + C¯ +DK¯ + D¯K¯)T + W˜ + I = 0,
(A+ A¯+BK¯ + B¯K¯)S¯ + S¯(A+ A¯+BK¯ + B¯K¯)T + Ŵ + I = 0, S > 0, S¯ > 0.
Set U = KS and U¯ = K¯S¯. The above relation can then be rewritten as
AS + SA+BU + UTBT + CSCT +DUCT + CUTDT +DUS−1UTDT + (C + C¯)S¯(C + C¯)T
+(D + D¯)U¯(C + C¯)T + (C + C¯)U¯T (D + D¯)T + (D + D¯)U¯ S¯−1U¯T (D + D¯)T + W˜ + I = 0,
(A+ A¯)S¯ + S¯(A+ A¯)T + (B + B¯)U¯ + U¯T (B + B¯)T + Ŵ + I = 0.
Let ǫ > 0 and ǫ¯ > 0, define V = ǫI +US−1UT , V¯ = ǫ¯I + U¯ S¯−1U¯T , W = −ǫDDT − ǫ¯(D+ D¯)(D+ D¯)T + W˜
and Ŵ = W¯ . Then V , V¯ , W and W¯ satisfy
AS + SA+BU + UTBT + CSCT +DUCT + CUTDT +DVDT + (C + C¯)S¯(C + C¯)T
+(D + D¯)U¯ (C + C¯)T + (C + C¯)U¯T (D + D¯)T + (D + D¯)V¯ (D + D¯)T +W + I = 0,
(A+ A¯)S¯ + S¯(A+ A¯)T + (B + B¯)U¯ + U¯T (B + B¯)T + W¯ + I = 0.
Moreover, by Schur’s lemma (Lemma A.1) for ǫ > 0 and ǫ¯ > 0 sufficiently small we must have[
S UT
U V
]
≥ 0,
[
S¯ U¯T
U¯ V¯
]
≥ 0, W ≥ 0, W¯ ≥ 0.
Therefore, the dual problem (A.11) is strictly feasible.
Conversely, assume that the dual problem is strictly feasible. Then there exist S > 0, S¯ > 0, U, U¯ , V and
V¯ such that
AS + SA+BU + UTBT + CSCT +DUCT + CUTDT +DVDT + (C + C¯)S¯(C + C¯)T
+(D + D¯)U¯(C + C¯)T + (C + C¯)U¯T (D + D¯)T + (D + D¯)V¯ (D + D¯)T < 0,
(A+ A¯)S¯ + S¯(A+ A¯)T + (B + B¯)U¯ + U¯T (B + B¯)T < 0.
It follows that
AS + SA+BU + UTBT + CSCT +DUCT + CUTDT +DUS−1UTDT + (C + C¯)S¯(C + C¯)T
+(D + D¯)U¯(C + C¯)T + (C + C¯)U¯T (D + D¯)T + (D + D¯)U¯ S¯−1U¯T (D + D¯)T < 0,
(A+ A¯)S¯ + S¯(A+ A¯)T + (B + B¯)U¯ + U¯T (B + B¯)T < 0.
Define K = US−1 and K¯ = U¯ S¯−1. The above inequality is equivalent to
(A+BK)S + S(A+BK)T + (C +DK)S(C +DK)T
+(C + C¯ +DK¯ + D¯K¯)S¯(C + C¯ +DK¯ + D¯K¯)T < 0,
(A+ A¯+BK¯ + B¯K¯)S¯ + S¯(A+ A¯+BK¯ + B¯K¯)T < 0, S > 0, S¯ > 0.
We conclude that the assertion (iii) of Proposition A.5 is satisfied. Hence, the controlled MF-FSDE system
[A, A¯, C, C¯;B, B¯,D, D¯] is MF-L2-stabilizable.
The following result presents the existence of the solution of the AREs (A.8) via the SDP (A.9).
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Proposition A.9 The optimal set of SDP (A.9) is nonempty and any optimal solution (P∗,Π∗) must satisfy
the ARE (A.8).
Proof. Proposition A.8, along with Proposition A.6, yields the non-emptiness of the optimal set. Next,
appealing to the complementary slackness condition (A.7) in Proposition A.6, we conclude that any optimal
solution (P∗,Π∗) must satisfy

L(P ) 0 0 0
0 L¯(P,Π) 0 0
0 0 P − P0 0
0 0 0 Π−Π0


S UT
U V
Y T1 Y
T
2 Y
T
3
Y1
S¯ U¯T
U¯ V¯
Y T4 Y
T
5
Y2 Y4 W Y
T
6
Y3 Y5 Y6 W¯

= 0,
where S, S¯, U, U¯ , V, V¯ ,W and W¯ are the corresponding optimal dual variables. From the above we can
deduce the following conditions
(ATP∗ + P∗A+ C
TP∗C +Q)S + (P∗B + C
TP∗D)U = 0, (A.12)
(ATP∗ + P∗A+ C
TP∗C +Q)U
T + (P∗B + C
TP∗D)V = 0, (A.13)
(BTP∗ +D
TP∗C)S + (R+D
TP∗D)U = 0, (A.14)
(BTP∗ +D
TP∗C)U
T + (R +DTP∗D)V = 0, (A.15)(
Π∗(A+A¯)+(A+A¯)
TΠ∗+(C+C¯)
TP∗(C+C¯)+Q+Q¯
)
S¯+
(
Π(B+B¯)+(C+C¯)TP∗(D+D¯)
)
U¯ = 0, (A.16)(
Π∗(A+A¯)+(A+A¯)
TΠ∗+(C+C¯)
TP∗(C+C¯)+Q+Q¯
)
U¯T+
(
Π(B+B¯)+(C+C¯)TP∗(D+D¯)
)
V¯ = 0, (A.17)(
(B + B¯)TΠ∗ + (D + D¯)
TP∗(C + C¯)
)
S¯ +
(
R+ R¯+ (D + D¯)TP∗(D + D¯)
)
U¯ = 0, (A.18)(
(B + B¯)TΠ∗ + (D + D¯)
TP∗(C + C¯)
)
U¯T +
(
R+ R¯+ (D + D¯)TP∗(D + D¯)
)
V¯ = 0, (A.19)
(P∗ − P0)W = 0, (A.20)
(Π∗ −Π0)W¯ = 0. (A.21)
Hence (A.14) implies that U = −(R+DTP∗D)−1(BTP∗+DTP∗C)S. Putting this into equation (A.12) leads
to R(P∗)S = 0. A same manipulation of equations (A.13) and (A.15) yields R(P∗)UT = 0. Similarly, (A.18)
implies that U¯ = −
(
R+ R¯+(D+ D¯)TP∗(D+ D¯)
)−1[
(B+ B¯)TΠ∗+(D+ D¯)
TP∗(C+ C¯)
]
S¯. Substituting this
into equation (A.16) leads to R¯(P∗,Π∗)S¯ = 0. And a similar same manipulation of equations (A.17) and
(A.19) yields R¯(P∗,Π∗)U¯
T = 0. Recall that the dual variables S, S¯, U, U¯ , V, V¯ ,W, W¯ satisfy the following
constraint
AS + SA+BU + UTBT + CSCT +DUCT + CUTDT +DVDT + (C + C¯)S¯(C + C¯)T
+(D + D¯)U¯(C + C¯)T + (C + C¯)U¯T (D + D¯)T + (D + D¯)V¯ (D + D¯)T +W + I = 0.
(A.22)
Multiplying both sides of the above by R(P∗,Π∗) we have
R(P∗)[CSC
T +DUCT + CUTDT +DVDT + (C + C¯)S¯(C + C¯)T + (D + D¯)U¯(C + C¯)T
+(C + C¯)U¯T (D + D¯)T + (D + D¯)V¯ (D + D¯)T +W + I]R(P∗) = 0.
It follows from W ≥ 0 that
R(P∗)[CSC
T +DUCT + CUTDT +DUS+U¯TDT + (C + C¯)S¯(C + C¯)T + (D + D¯)U¯(C + C¯)T
+(C + C¯)U¯T (D + D¯)T + (D + D¯)U¯ S¯+U¯T (D + D¯)T ]R(P∗) ≤ 0.
(A.23)
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Since [
S UT
U T
]
≥ 0,
[
S¯ U¯T
U¯ T¯
]
≥ 0,
it follows from extended Schur’s lemma (Lemma A.3) that V ≥ US+UT , U = USS+, V¯ ≥ U¯ S¯+U¯T and
U¯ = U¯ S¯S¯+. By virtue of Lemma A.2 we deduce the following
CSCT +DUCT + CUTDT +DUS+UTDT
= CSS+SCT +DUS+SCT + CSS+UTDT +DUS+UTDT
= (CS +DU)S+(SCT + UTDT ) ≥ 0,
(A.24)
and
(C + C¯)S¯(C + C¯)T + (D + D¯)U¯(C + C¯)T + (C + C¯)U¯T (D + D¯)T + (D + D¯)U¯ S¯+U¯T (D + D¯)T
= (C + C¯)S¯S¯+S¯(C + C¯)T + (D + D¯)U¯ S¯+S¯(C + C¯)T + (C + C¯)S¯S¯+U¯T (D + D¯)T
+(D + D¯)U¯ S¯+U¯T (D + D¯)T
=
(
(C + C¯)S¯ + (D + D¯)U¯
)
S¯+
(
S¯(C + C¯)T + U¯T (D + D¯)T
)
≥ 0.
(A.25)
Then it follows from (A.23) that R(P∗)R(P∗) ≤ 0, resulting in R(P∗) = 0.
Recall that the dual variables S, S¯, T, T¯ , U, U¯ ,W, W¯ satisfy the following constraint
(A+ A¯)S¯ + S¯(A+ A¯)T + (B + B¯)U¯ + U¯T (B + B¯)T + W¯ + I = 0. (A.26)
Multiplying both sides of the above by R¯(P∗,Π∗), we have
R¯(P∗,Π∗)[W¯ + I]R¯(P∗,Π∗) = 0.
Since W¯ ≥ 0, we have R¯(P∗,Π∗) = 0.
The following result indicates that any optimal solution of the primal SDP gives rise to an MF-L2
stabilizing control of the MF-LQ problem. The readers can refer to [8].
Proposition A.10 Let (P∗,Π∗) be an optimal solution to the primal SDP (A.9). Then the feedback control
u(t) = Γ∗
(
X(t)− E[X(t)]
)
+ Γ¯∗X(t) is stabilizing for the system (1.1), whereΓ∗ = −(R+DTP∗D)−1(BTP∗ +DTP∗C),Γ¯∗ = −(R+ R¯+ (D + D¯)TP∗(D + D¯))−1((B + B¯)TΠ∗ + (D + D¯)TP∗(C + C¯)).
Proof. Let S, S¯, U, U¯ , V, V¯ ,W and W¯ be the corresponding optimal dual variables satisfying (A.12)-
(A.21). First, we are to show that S > 0 and S¯ > 0. Suppose that Sx = 0 and S¯x = 0, x ∈ Rn. As U and
U¯ satisfy
U = −(R+DTP∗D)
−1(BTP∗ +D
TP∗C)S
and
U¯ = −
(
R+ R¯+ (D + D¯)TP∗(D + D¯)
)−1[
(B + B¯)TΠ∗ + (D + D¯)
TP∗(C + C¯)
]
(see (A.14) and (A.18)), we also have Ux = 0 and U¯x = 0. The dual constraint (A.22) then implies
xT
[
CSCT +DUCT + CUTDT +DUS+U¯TDT + (C + C¯)S¯(C + C¯)T + (D + D¯)U¯(C + C¯)T
+(C + C¯)U¯T (D + D¯)T + (D + D¯)U¯ S¯+U¯T (D + D¯)T +W + I
]
x ≤ 0.
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The same manipulation as in the proof of Proposition A.9 gives x = 0. As S ≥ 0 and S¯ ≥ 0, we conclude
that S > 0 and S¯ > 0. Now, the equalities (A.22) and (A.26) give
AS + SA+BU + UTBT + CSCT +DUCT + CUTDT +DUS−1UTDT + (C + C¯)S¯(C + C¯)T
+(D + D¯)U¯(C + C¯)T + (C + C¯)U¯T (D + D¯)T + (D + D¯)U¯ S¯−1U¯T (D + D¯)T < 0,
(A+ A¯)S¯ + S¯(A+ A¯)T + (B + B¯)U¯ + U¯T (B + B¯)T < 0, S > 0, S¯ > 0,
which is equivalent to the mean-square stabilizability condition (iii) of Proposition A.5 with K = Γ∗ and
K¯ = Γ¯∗.
Proposition A.11 There exists a unique optimal solution to the SDP (A.9), which is also the maximal
solution to the AREs (A.8).
Proof. Let (P∗,Π∗) be an optimal solution to the SDP (A.9). Proposition A.9 shows that (P∗,Π∗) solves
the AREs (A.8). To show that it is indeed a maximal solution, defineΓ∗ = −(R+DTP∗D)−1(BTP∗ +DTP∗C),Γ¯∗ = −(R + R¯+ (D + D¯)TP∗(D + D¯))−1[(B + B¯)TΠ∗ + (D + D¯)TP∗(C + C¯)].
A simple calculation yields
(A+BΓ∗)
TP∗ + P∗(A+BΓ∗) + (C +DΓ)
TP∗(C +DΓ∗) = −Q− Γ
T
∗RΓ∗,
(A+ A¯+BΓ¯∗ + B¯Γ¯∗)Π∗ +Π∗(A+ A¯+BΓ¯∗ + B¯Γ¯∗)
T
+(C + C¯ +DΓ¯∗ + D¯Γ¯∗)
TP∗(C + C¯ +DΓ¯∗ + D¯Γ¯∗) = −Q− Q¯− Γ¯
T
∗ (R+ R¯)Γ¯∗.
On the other hand, it follows from Proposition A.10 that u∗(t) = Γ∗
(
X∗(t) − E[X∗(t)]
)
+ Γ¯∗E[X∗(t)] is a
stabilizing control. A proof similar to that of Theorem 6.7 yields that (P∗,Π∗) is the upper bound of the
set P , namely, (P∗,Π∗) is the maximal solution. Finally, the uniqueness of the solution to the SDP (A.9)
follows from the maximality.
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