Introduction
Facial image analysis tasks such as face detection, clustering and tracking, facial features detection, face recognition or verification and facial expression recognition have attracted the interest of computer vision and pattern recognition communities over the past years due to their importance in a number of applications that include semantic video analysis and annotation for archival, indexing and content management, 3D reconstruction, humancomputer interaction etc. In some of these facial tasks such as face recognition and facial expressions recognition, the majority of developed techniques have been designed to operate on frontal or nearly frontal face images [12, 1, 11] . Due to this fact, a face or facial expression classifier trained on frontal facial images will not be able to operate successfully on non-frontal images. As a result, techniques that recognize frontal facial poses need to be developed, so that frontal facial images can be selected among all available facial images and used as input in face recognition or facial expression recognition systems. The same problem arises in cases where multiple view video data, acquired through a convergent multicamera setup, are available. In this case, a frontal facial pose recognition algorithm can be applied on the available video streams to identify the view that is closer to a frontal one. By doing so, frontal images of the person can be acquired and fed to a face or facial expression recognition technique that requires frontal faces, leading to view-independent recognition.
Obviously, one can find frontal facial images by using head pose estimation techniques [6] , that estimate the orientation of the head by determining the value of the yaw, roll and pitch angles. However, this would introduce unnecessary complexity and load to the overall face/facial expression recognition system since in this case one only needs to distinguish frontal over non-frontal poses and not obtain a detailed head orientation estimate. The method proposed in [3] uses a novel pose estimation algorithm based on mutual information to extract any required facial poses from video sequences. The method extracts the poses automatically and classifies them according to view angle. The method proposed in [4] firstly employs the Discriminant Non-Negative Matrix Factorization (DNMF) algorithm on the input images acquired from every camera. The output of the algorithm is then used as an input to a Support Vector Machines (SVMs) system that classifies the head poses acquired from the cameras to two classes that correspond to the frontal or non frontal pose. In this paper, we view the frontal face pose recognition problem in a simplified framework. Rather than determining the head pose angles, we simply consider an image of a face to be either frontal or non-frontal. This is essentially a two-class problem (frontal vs non-frontal). However, the fact that the non-frontal class is much richer, since it contains all possible head orientations except for the frontal one, led us to split the non-frontal class into a number of classes, each containing non-frontal images where the head orientation lies within a range of angle values. Obviously all facial images classified to one of the non-frontal classes are labelled as non-frontal.
Motivated by the use of graphs with nodes placed at discriminant points for face recognition [10] , our frontal facial pose recognition technique segments the facial images to discriminant regions. The main idea is the creation of a set of regions that is discriminative for each class of facial images in the sense that a subset of these discriminant and homogeneous regions will provide adequate information in order to distinguish a certain class from another one. The entire set is necessary in order to distinguish this class from the rest of the other classes. The region segmentation is based on the classical image splitting technique. The features that this method uses are the mean intensities of the produced regions. In general, the proposed method constitutes the basis for biometric techniques developed in the future. This paper is organized as follows: the discriminant splitting approach used in the training phase in order to extract the characteristic features for each facial class is presented in Section 2. The actual frontal pose recognition (classification) procedure and the experimental evaluation of the method on the XM2VTS facial database are presented in Section 3 and 4. Section 5 provides conclusions.
Feature Extraction Using Discriminant Splitting
Let us assume that there exist n facial image classes namely one class containing frontal facial views (including small deviations from the fully frontal view) and n-1 classes corresponding to non-frontal views. Each class contains l different, equally sized, training aligned facial images. Each of the non-frontal classes contains images where the head rotation angle with respect to the vertical axis (yaw) lies within a certain interval. Thus, the dataset D is divided into n sets
The main goal is to find homogeneous regions that are discriminant between the classes. In this way, for each class, a unique regions pattern, i.e. a set of regions, is created. This procedure, that is based on a splitting approach, will be described bellow. dimensions l h w u u . Thus for our purpose, a certain region B can be considered as being a parallelepiped volume comprising of the parts of every image in the class that fall within the region, as illustrated in Fig. 1 . We assume that an image I is divided into R regions. For a region B defined as above and for a class a we define its discriminant power, with respect to class b, using the Fisher's discriminant ratio [2] that is: [7] calculated for the current region. As in the case of region discriminant power calculation, the homogeneity of a region is judged based on the pixels intensity values of the parts of all the class's training images that fall within the region's boundaries, i.e. on all pixels of the corresponding volume.
In order for the discriminant and homogeneous regions to be determined for each class a, the classical splitting approach is applied to the l images of this class. The corresponding stack of images is recursively split into four quadrants or regions (Fig. 1) , until 2D discriminant and non-homogeneous regions are encountered. The splitting is performed by bisecting the rectangular regions (in the entire image stack) in the vertical and horizontal directions.
The splitting procedure for the stack of slices of a class a proceeds as follows: For a region B under consideration we evaluate the discriminant ratio in (1) this means that B is most discriminant in the task of distinguishing a from the other classes. In this case, region B is split for class a. Otherwise, the homogeneity of B in a is examined using (2) and the region is split if it is inhomogeneous, until homogeneous regions are reached, otherwise it is not split. In summary, if a region is very discriminant for a class it is being split, whereas if it is not discriminant enough, it is split if it is inhomogeneous. The above procedure is performed for each facial class separately. In the end of the training procedure, a region pattern for each class is created. Two facial images that belong to different classes along with the corresponding region patterns are shown in Fig. 2 . 
Image Classification
The algorithm's testing (classification) procedure is as follows. The a n discriminant regions aj r of class a are selected upon an image I depicting a face in an unknown orientation. In order to solve small alignment and scaling problems, the pattern (set) of regions for each class is considered as an elastic (non-rigid) pattern, so, the regions boundaries are translated locally by small amounts until they fall on, as much as possible, homogeneous regions. For a class a, the intensity means 
The small region translations mentioned above are also involved in this search for the matching training image and class.
In literature, many methods have been proposed that are robust to light variations [8] . The proposed method is robust to small light variations as those appearing in XM2VTS face database, while in other cases, techniques for removing illumination artifacts can be used [9] , or an extra sub-class could be created for each different light direction.
Experimental results
The proposed method was evaluated on data obtained from the XM2VTS face database [5] . For testing the capability of the algorithm having many persons and different video sessions of them, we used the XM2VTS video database. This database contains four recordings of 295 subjects taken over a period of four months. Each recording is comprised of a speaking head shot and a rotating head shot. Sets of data taken from this database are available including highquality color images, 32 kHz 16-bit sound files, video sequences, and a 3D model. In the first shot of each session, the person reads a given text, while in the second shot each person moves its head in all possible directions allowing multiple views (poses) of the face.
Face tracking was applied on the head rotation shot videos, depicting people that start from a frontal pose, turn their heads to their right extreme, back to frontal pose then to the left extreme (Fig. 3) . The resulting facial images, that depict the face bounding box (Fig. 4) ! . Each of these four classes contained roughly the same number of images. We then randomly split the images in half for all five classes to form the training and test sets. Thus, both sets consisted of 1243 frontal face images and 2188 non-frontal images with no overlaps between the sets.
The proposed algorithm was found to be able to classify facial images to frontal and nonfrontal with very satisfactory accuracy. Indeed the correct classification percentage achieved by the proposed method was 98.8%, while the method reported in [3] achieves correct classification percentage 98.1%. The misclassifications were because we have discretized a continuous regression problem. Table 1 shows the confusion matrices for the method proposed in [3] and the proposed method, in XM2VTS face database. In terms of computational complexity, 2.2 seconds are required for the proposed algorithm in order to categorize a facial image on an Intel Pentium 4 (3.01 GHz) processor PC with 1.5GB of RAM. 
Conclusion
A novel method for frontal facial pose recognition that is based on discriminant region splitting is proposed in this paper. Nonoverlapping regions form a unique region pattern for each class, namely the frontal class and the classes that correspond to non-frontal views. The mean intensity values of each of the regions in this pattern are used to characterize this class and classify an image depicting an unknown facial orientation. Results show that the proposed technique is able to classify facial images to frontal and non-frontal with very good accuracy. It should be noted that the proposed feature extraction and classification procedures can be also used in similar classification tasks.
