Abstract. In this paper we show that the set of solutions to the following integral equation 
THE CONNECTIVITY AND COMPACTNESS OF SOLUTION SET OF AN INTEGRAL EQUATION AND WEAK SOLUTION SET OF AN INITIAL-BOUNDARY VALUE PROBLEM
Abstract. In this paper we show that the set of solutions to the following integral equation t t (1) x{t
) = ^f(s,x(s))ds + ^g(t,s,x(s)
)ds, t> 0, o o and that of weak solutions to the initial-boundary value problem for the following semilinear wave equation are nonempty, connected and compact Utt -Uxx + f{u, ut) -0, 0 < x < 1, 0 < t < T, (2) < ux(0,t) = P(t), u(l,t) = 0, m(x,0) = uo(x), ut(x,0) = u\(x), where uq,ui, f are given functions, the unknown function u(x, t) and the unknown boundary value P(t) satisfy the following nonlinear integral equation
t P(t) = g(t) + H{u(0, £))
S M°> s ) ds > 0 where g, H, k are given functions. The main tool is the topological degree theory of compact vector fields.
The proof of the theorem is given in ([4, p. 312, Theorem 48.2]). We note more that, the condition (i) is equivalent to the condition following: And in [1] , Deimling also studied about the connectivity and compactness of the set of all fixed points. The theorems are given in ( [1, p. 212 
]).
On the basis of the above theorems, we deal with the integral equation (1) and the initial-boundary value problem (2) (for which, the existence of solution has been established in papers [2, 6] ), and prove that the set of solutions to equation (1) and that of the weak solutions to problem (2) are connected and compact. The paper consists of three sections and the main results of the paper will be presented in the sections 2 and 3.
In the argument of our results, the topological degree theory of compact vector fields and the results of papers [2, 6] 
l+Pn{x-y)
Let us first recall the following theorems in order to use later. The fixed point theorem of Krasnosel'skii type for operators of the form U + C on a bounded closed convex subset of a locally convex space, where C is a completely continuous operator and U satisfies the condition (A) as follows. [2] . Let X be a locally convex topological vector space and let P be a separating family of seminorms on X. Let The theorem has been given as follows.
Condition (A)

THEOREM BI ([2]
). Let X be a sequentially complete locally convex space with a separating family of seminorms P. Let U and C be operators on X such that
(ii) For any p € P, there exists k > 0 (depending on p) such that
(iii) There exists xo € X with the property: for any p E P, there exist r e N and A 6 [0,1) (r and X depending onp) such thatp(U^0(x) -U^0(y)) < Xp(x -y), Vx,y 6 X.
(iv) C is completely continuous such that the set (p(C(a;)) \ x E A] is bounded whenever the set {p(x) \ x E A} is bounded, for A C X.
(v) limp(x)^00p(C , (x))/p(x) = 0 for all p£ P.
Then U + C has a fixed point, m
We also recall the following proposition about a condition for the relative compactness of a subset in Xo- We have the following results.
THEOREM 1. Suppose that f and g satisfy (h), (I2) -(I3), respectively. Then the solution set of equation (1) on [0,00) is nonempty, compact and connected.
Proof of Theorem 1.
Step 1. We prove that for each n G N, the solution set of (1) Let U, C : Xn -» Xn be defined as follows: t
0 Then, we can prove in a similar manner in [2, Lemma 2, 3] , that: for all z G Xn,
And C is completely continuous operator on Xn satisfying 
It is obvious that (2.6) I-T=(I-U)~1(I-U-C),
so a fixed point of T in D is also a fixed point oiU + C. Then, it is a solution of equation (1) in D. Therefore, the proof of step 1 is completed by showing that the set of fixed points of T in D is nonempty, compact and connected.
Here we note that equation (1) is only considered on the domain D.
Since C is completely continuous operator on X n , we have T is completely continuous operator on X n . As above, T has no fixed point in dD. Further T(D) C D and D convex, so we have
For Ve > 0, since (I -U)~l is uniformly continuous on X n , there exists 6 > 0 such that Step 2. We prove that the solution set of (1) We now prove S is compact and connected. Here, we only consider the set S such that for each n G N, the set Sn = {«|[0 n] : x G 5} C D with D is defined in step 1. By step 1, Sn is nonempty, compact and connected (v,v) are two equivalent norms.
We use the notations u' = Ut = du/dt, u" = utt = And we have the following assumptions: (
THEOREM 2. Let (J4I)-(AI) and (Fi) -(F 3 ) hold. Suppose in addition that f is continuous. Then, for every T > 0, the set of the weak solutions (u, P) of problem (2) such that ueL°°{<d,T-V), u t GL°°(0,r;L 2 ), u t {0,t) e L 2 (0,T), P(t)€H 1 {0,T), is nonempty, compact and connected.
In order to prove Theorem 2, for convenience, let us recall the following Theorem [6] and the main steps in the proof of this theorem. The notations and the assumptions which are used in this theorem are given as above.
THEOREM C [6] (The existence and uniqueness of weak solution). Let (Ai) and (Fi)-(F3) hold. Then, for every T > 0, there exists a weak solution (u,P) of problem (2) such that ueL°°(0,T-V), u t eL°°(0,T;L 2 ), u t (0,t) € L 2 (0,T), P(t) € H\0,T).
Furthermore, if (3 = 1 in (F 3 ) and the functions H, B 2 satisfying, in addi-
tion, (As) H € C 2 (R), H'{s) > -1, Vs G R; (F 4 ) B 2 (M) G L 2 (Q t ), for all v G L 2 (Q T ), VT > 0.
Then the solution is unique.
The proof of Theorem C [6] consists of several steps.
Step where Cmj (t) satisfy the following system of nonlinear differential equations (Ci) + + = 0, Step 2. A priori estimates. These estimates allow one to take Tm = T for all m.
< j < m, (C 2 ) P m (t) = g(t) + H(u m (0, É)) -J* k(t -s)u m (0, s)ds, (c [
Step 3. Passing to limit. There exists a subsequence of sequence {(um,Pm)}, still denoted by {(um, Pm)}, such that {(um, Pm)} converges to (u, P) which is the weak solution of the problem.
Step 4. Uniqueness of the solution.
Proof of Theorem 2. The proof consists of the following steps.
Step 1 |/(u,t;)-/ e (ii,t;)|<e//i, Vu,v € R, where [i > 0 is chosen in order that e/n is small enough. Clearly, f £ is continuous.
We first define the following operators. Let U e : S -> Y be defined as follows:
where Gj(t) is given as (C7), and
{V e c)j(t) = f!j(c{tU(t)) + j k(ts)f 2j (c(s))ds,
hj{c) = l<j<m,
(as(C 9 )). 11 •"j 11 i=1 For every 0 < A < 1, let U X : S -» Y c^U x (c) be defined as follows: is given as (Cq). We now put where 77 > 0 is large enough. Therefore, for all j = 1, m, if we choose S > 0 such that <5 is small enough (only depending on ¿1, \\wj ||), and 77 is larger enough (only depending on IK-1|), then ^ m m mm
It is easy to check that f 2 j is lipschitzian, furthermore H € C 1 (R), so there exists L > 0 (only depending on ||wj-1|, ||fc|| £ i( 0 T y T m ), such that Combining these we deduce that there exists <5 > 0 (depending on ¿1, ||u>j ||, L) such that for all d in 5, || C -d|| 0 <^||Kc-M| 0 <e. Analysis similar to that in the proof of [6] shows that So, we get U £ : S -> Y is continuous. We also have that U £ (S) is bounded and equicontinuous with respect to the norm ||-|| a of the space Y. Therefore, U £ is compact. Furthermore, we have: \\Uc-UEc\\l<e,\/ceS.
We next prove that for each h with ¡/i^ < e, the equation It is easy to see that
Clearly, by (3.10), 7 > 0. Then 0 < 7 < Tm. In order to get 7 = Tm, we suppose by contradiction that 7 <Tm. We have, for all j = 1, m,
This implies that, Since f e is locally lipschitzian, it follows that f^ is also locally lipschitzian. 
