For ε = 0 sufficiently small we provide sufficient conditions for the existence of periodic solutions for the Lienard differential equations of the form
-INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
In Ma and Wang (2013) it was studied the existence of periodic solutions for the class of Lienard differential equations of the form x + f (x)x + V (x) + g(x) = p(t),
where f, V, g, p : R → R are continuous and p is 2π-periodic. They also assumed that g and V are locally Lipschitz; and the function V is a 2π/n-isochronous potential, i.e. all nontrivial solutions of x +V (x) = 0 are 2π/n-periodic, where n is a positive integer. The authors provided sufficient bounded conditions related with the functions involved in equation (1) to ensure the existence of periodic solutions for this equation. We shall study a particular subclass of equations (1) in which such bounded conditions are not necessary. In this paper we consider the subclass x + f (x)x + n 2 x + g(x) = ε 2 p 1 (t) + ε 3 p 2 (t),
AMS ( of Lienard differential equations (1) where n is a positive integer, ε is a small parameter, f : R → R is a C 3 function in a neighborhood of x = 0, g : R → R is a C 4 function in a neighborhood of x = 0, and p i : R → R for i = 1, 2 are continuous 2π-periodic functions. Note that here we are taking V (x) = n 2 x 2 /2 which is a 2π/n-isochronous potential, already considered in Ma and Wang (2013) .
The objective of this paper is to give sufficient conditions on the functions f , g and p i to assure the existence of periodic solutions for the equation (2). Here the functions f and g do not need to satisfy the bounded conditions of Ma and Wang (2013) .
In general, to obtain analytically periodic solutions of a differential system, is a very difficult problem, many times impossible. Here using the averaging theory this difficult problem for the differential equations (2) is reduced to find the zeros of a nonlinear system of two functions with two unknowns. We must mention that the averaging theory for finding periodic solutions, in general, does not provide all the periodic solutions of the system. More precisely, the main tool used will be the averaging theory of second order for computing periodic orbits, see Llibre (2002) , Buică and Llibre (2004) , Giné et al. (2013) , Llibre et al. (2014) . This theory provides a quantitative relation between the solutions of some non-autonomous periodic differential system and the solutions of the averaged differential system, which is autonomous. In this way a finite dimensional function f is computed, the simple zeros of this function correspond with the periodic orbits of the non-autonomous periodic differential system for values of a parameter ε = 0 sufficiently small. Here a simple zero a of a function f means that the Jacobian of f at a is not zero. For a general introduction to the averaging theory see, for instance, the book Sanders et al. (2007) .
In order to present our results we need some preliminary definitions and notations. We define the constants α = 
and
where
, and b 2 = 1 6 g (0).
Our main result is the following.
Theorem 1. Assume that the functions f and g of the Lienard differential equation
Suppose also that the constants α = β = 0. Then for ε = 0 sufficiently small and for every simple zero (u * , v * ) of the system
Theorem 1 is proved in section 2.
In the next corollary we apply Theorem 1 to a given Lienard differential equation (2) and we show that such an equation has two periodic solutions.
Corollary 2. Assume that
, and
Then, for ε = 0 sufficiently small the Lienard differential equation (2) has two periodic solutions x i (t, ε) for i = 1, 2 such that
Corollary 2 is proved in section 2. In Appendix we summarize the averaging theory of second order, for studying periodic solutions that we shall need for proving Theorem 1.
We remark that in Ma and Wang (2013) the results about periodic solutions of system (1) are given, among other hypotheses, under the assumption that the function
for some 1 ≤ p < 2. It is worth emphasizing that Theorem 1 assures the existence of periodic solutions of system (2) without making any bounding assumption. Consequently, the present result detects some periodic solutions which are not detected by the theorems given in Ma and Wang (2013) . Indeed, concerning the Corollary 2, F (x) = a 1 x 2 /2 + a 2 x 3 /3. It is easy to see that the above conditions do not hold in this case.
-PROOF OF THE RESULTS
In this section we shall prove Theorem 1 and Corollary 2.
Proof of Theorem 1. First we shall write the Lienard differential equations (2) in the normal form for applying the averaging theory, see Theorem 3 of the Appendix. We change the variable x by a new variable z doing the rescaling x = εz. Then equation (3) becomes
Since f is a C 3 function in a neighborhood of x = 0, g is a C 4 function in a neighborhood of x = 0, and f (0) = g(0) = g (0) = 0, we can write
We introduce a new variable w = z . Then the differential equation (3) can be written as the differential system z = w,
Now we change the variables (z, w) by the new variables (u, v) defined through the equality
We do these changes so that the differential system in the new variables (u, v) starts with terms of order O(ε) and we can apply the averaging theory described in the Appendix. Thus the differential system (4) in the new variables becomes
In short, the differential system (6) is in the normal form for applying the averaging theory described in Theorem 3 of the Appendix. Using the notation of the Appendix we have T = 2π. u, v) ) for i = 1, 2. Now we compute the function f 1 (u, v) defined in the Appendix and we get, from the assumptions, that
Since the function f 1 (u, v) = (0, 0) we shall apply the averaging theory of second order. So we first compute
Now we are ready to compute the function
defined in the Appendix, and we get the functions f 21 (u, v) and f 21 (u, v) which appear in the statement of the theorem. Now, from Theorem 3, we obtain that for every ε = 0 sufficiently small and for every simple zero (u * , v * ) of the system (7), i.e. satisfying that
there exists a periodic solution (u(t, ε), v(t, ε)) of the differential system (6) such that
Going back through the change of variables (5) the periodic solution (u(t, ε), v(t, ε)) of the differential system (6) becomes the periodic solution
of the differential system (4) such that
Finally, since x = εz the periodic solution (z(t, ε), w(t, ε)) of the differential system (4) provides the periodic solution
of the Lienard differential equation (2) such that
Moreover, since x = εw the theorem follows.
Proof of Corollary 2. We shall apply the results of Theorem 1 to the Lienard differential equation of the statement of Corollary 2. So we compute the functions f 21 (u, v) and f 22 (u, v) defined just before the statement of Theorem 1, and we obtain
respectively. Doing the resultant of the functions f 21 and f 22 with respect to the variable v we obtain a cubic polynomial in the variable u which has the following three roots
In a similar way doing the resultant of the functions f 21 and f 22 with respect to the variable u we obtain another cubic polynomial in the variable v which has the following three roots
From the properties of the resultants it follows that all the solutions (u * , v * ) of the system f 21 (u, v) = 0, f 22 (u, v) = 0 are of the form (u i , v j ) being u i and v j some of the above roots. Trying the nine possible solutions, we obtain only two solutions for the system f 21 (u, v) = 0, f 22 (u, v) = 0, namely
Then applying Theorem 1 the corollary follows.
For more information about the resultants see, for instance, Oliver (1999) . 
RESUMO
Para ε = 0 suficientemente pequeno encontramos condições suficientes que garantem a existência de soluções periódicas para sistemas diferenciais de Lienard da forma
onde n é um inteiro positivo, f : R → R é uma função C 3 , g : R → R é uma função C 4 , e pi : R → R para i = 1, 2 são funções contínuas 2π-periódicas. A principal ferramenta usada neste artigo é a teoria "averaging" de segunda ordem. Uma aplicação do resultado principal é feita. Palavras-chave: solucão periódica, equação diferencial de Lienard, teoria da média, teoria de bifurcação. 
APPENDIX THE AVERAGING THEORY OF SECOND ORDER
In this section we recall the averaging theory of second order to find periodic orbits.
Theorem 3. Consider the differential systeṁ
where Then for |ε| > 0 sufficiently small, there exists a T −periodic solution ϕ(·, ε) of the system such that ϕ(0, ε) → a when ε → 0.
As usual we have denoted by d B (f 1 +εf 2 , V, 0), the Brouwer degree of the function f 1 +εf 2 : V → R n at its fixed point a. A sufficient condition for showing that the Brouwer degree of a function f at its fixed point a is non-zero, is that the Jacobian of the function f at a (when it is defined) is non-zero.
If the function f 1 is not identically zero, then the zeros of f 1 + εf 2 are mainly the zeros of f 1 for ε sufficiently small. In this case Theorem 3 provides the so-called averaging theory of first order.
If the function f 1 is identically zero and f 2 is not identically zero, then the zeros of f 1 + εf 2 are the zeros of f 2 . In this case Theorem 3 provides the so-called averaging theory of second order.
