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ABSTRACT  
This work aims to provide a method to assess the perceptual impact of visual complexity of building 
facades. In existing literature, theories on the evaluation of visual complexity are only verified on 
limited instances, and results on the relationship between visual complexity and preferences on a broad 
scope of application are not evident. How and what aspects of the visual environment affect the 
perception of visual complexity are not entirely clear. Thus, scientifically examined propositions that 
link the impact of aspects of visual complexity in building facades and the perception of users may 
enrich and inform future professional design practice. 
The research identifies three variables that incorporate the impact of visual complexity. These variables 
are the number of design elements, and the variation in their position and colour. It introduces the 
concepts of vertices and corners as atomic indicators on which the physical measurement of the three 
variables is built. The study designs an experiment, which involves measuring visual complexity and 
its variables in images of building facades using image-processing techniques, collecting participant’s’ 
characteristics and reactions towards the images through an online questionnaire and statistically 
analysing the relationships between these measures and the reactions and characteristics of participants. 
The research offers a quantitative lens on the effect of visual complexity as a comprehensive 
phenomenon on preferences. It determines the adequacy of different methods in measuring the visual 
complexity in images of building facades. It demonstrates the perceptual impact of each of the three 
variables of visual complexity including their relationship with the perceived level of visual complexity 
and preference, as well as their relative importance. The research demonstrates that these variables can 
be systematically measured, and shows that participants have common visual reactions toward the 
aspects of visual complexity in images of building facades. This uniformity is confirmed by a regression 
model, which provides a adequate fit of the three variables as independent variables and preference as 
a dependent variable. It offers an objective method to assess visual complexity in images of building 
facades according to common optimal values of the three variables as guidelines to evaluate the design 
of building facades. These optimal values correspond to the average of the highest rates of the 
preferences of residents. 
While the thesis presents a method developed based on selected images of building facades and 
participants in an experiment, in a real situation, participants could be residents of an area where a new 
design is being proposed. The method only demands an image of the design being submitted for 
preference evaluation so that primary image-processing measurements of the design variables are 
enabled. This method can be used by planning authorities and design firms as an objective way to 
evaluate design alternatives based on the preferences of residents.  
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GLOSSARY OF TERMS AND ABBREVIATIONS 
Term/Abbreviation Definition 
3D computer 
graphics 
Three-dimensional representation of geometric data that is stored in the computer for 
performing calculations and rendering images or displayed in real-time 
3ds Max Three-dimensional design software created by Autodesk for modelling, animation 
and rendering 
ANOVA analysis Analysis of variation, a collection of statistical models developed by Ronald Fisher to 
analyse the difference among the means of a group and their variations. It tests a 
hypothesis that means of populations are equal and assesses the importance of factors 
through comparing the means of their different levels 
Atomic Refer to the smallest component of an element 
Avant-garde design Works that are radical or unorthodox with respect to art, culture, or society. It may be 
characterised by non-traditional, aesthetic innovation and initial unacceptability 
Big data extremely large datasets that may be analysed computationally to show patterns, 
trends, and associations, especially relating to human behaviour and interactions 
Box-counting A method to measure the number of boxes of a grid that are covered by elements or 
details in an image of a scene  
Boxplot A method for graphically describing groups of numerical data through their quartiles 
indicated by parts of a box. It represents variability outside the upper and lower 
quartiles by lines extended vertically from a box and outliers as individual points 
Building façade From the French word “façade”, which means "frontage" or "face". It refers to one 
exterior side of a building, usually the front 
Built environment The human-made surroundings that provide the setting for human activity 
Chroma A measure of colour purity, intensity or saturation. For instance, a grey colour has an 
extremely low Chroma, fire-engine red is a high-Chroma red and brick red is a 
middle-Chroma red 
CIE The international commission on illumination 
CIEDE2000 A formula created by the international commission on illumination in the year 2000 
to measure the perceived difference between two colours. It takes into account non-
uniformities, which are the outcomes of the unequal sensitivity of the eye towards 
different colours 
CIELAB A model to represent the value of colour. It shows the values of colour in terms of 
spacing. It indicates the values of light and dark, red and green, and blue and yellow 
in three axes (L*, a* and b*) 
Citizen science The collection and analysis of data relating to the environment through members of 
the general public, typically as part of a collaborative project with scientists 
Coefficient A numerical quantity placed before and multiplying the variable in an algebraic 
expression. For example, 4 in 4x = y 
Collinearity A statistical phenomenon in which one predictor variable in a multiple regression 
model is linearly predicted from the others 
Colour difference A mathematical formula to measure the perceived difference between two colours. It 
relies on Euclidean measurements and has been introduced by the international 
commission on illumination (CIE) 
Community design An alternative style of design practice, built on the idea that professional knowledge 
is often inadequate in the resolution of social problems. It emphasises the 
involvement of local people in the physical and social development of the 
environment they live in 
Convex In statistic, data mapping that produces a rounded outward curve 
Correlation A statistical measure that shows whether and how strongly pairs of variables/datasets 
are related 
Demographic Relating to the statistical characteristics of human population 
Dependent variable A variable whose value depends on that of another 
Df The degree of freedom, the number of values that are free to vary when estimating 
statistical parameters 
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Diff The difference between the means of two group. In Tukey analysis, it represents the 
difference between categories. If the value is positive, it means that the category 
before the colon sign (:) is higher than the one after. If it is negative, it indicates that 
the category after the colon sign is greater than the one before. For instance, in the 
comparison (Master degree : Bachelor degree = -3.02) the average preference of 
participants with a master degree is lower than those with bachelor degree  
Entropy A measurement used to describe the subjective value of visual information available 
to the eye 
F-statistic A statistical measure in ANOVA test or regression analysis to measure the variation 
or find out if the means between two populations are significantly different 
F value A measure in ANOVA analysis to verify if the variance between the means of two 
populations is significantly different. The higher the value, the more the likelihood of 
the significance 
family-wise 
confidence level 
Success rate of procedure for constructing a family of confidence intervals 
Field of view The extent of the observable world a person can see through his or her eyes  
Fractal dimension A concept, which refers to a relatively new branch of mathematics and art, used to 
simulate and describe naturally occurring entities. Fractal objects exhibit similar 
patterns at increasingly small scales 
fuzzy reasoning logic techniques to solve complex problems that relate to uncertain and imprecise 
knowledge based on human reasoning capabilities 
GIS Geographical information system 
Graph theory The mathematical theory of the properties and applications of graphs, mathematical 
structures used to model object using vertices/points connected by lines 
Hue The aspect of light by which the colour is classified as red, blue, green, or yellow in 
reference to the spectrum 
IDE  Integrated development environment 
Independent variable A variable whose variation does not depend on that of another 
Isovist The detection of all points visible from a given location with respect to other objects 
JavaScript A high-level programming language that is one of the three core technologies of 
World Wide Web content production 
Linear regression A linear statistical approach to model the relationship between a dependent variable 
and one or more independent variables 
Logarithmic 
regression 
A statistical approach to model the relationship between a dependent variable on a 
linear scale and an independent variable on a logarithm scale  
Lwr The lower endpoint of the interval created based on the differences between the 
means of the levels in Tukey analysis 
Machine learning 
algorithms 
A process to be followed in calculations or other problems solving using an 
application of artificial intelligence that provides systems with the ability to 
automatically learn and improve from experience without being explicitly 
programmed 
Scatter plot matrices A graphic tool that show the relationships between pairs of several variables 
Matrix A rectangular array of values arranged in rows and columns 
Mean Sq Mean squares, obtained by dividing the sum of squares by the respective degrees of 
freedom in ANOVA analysis 
Minute of arc A unit of angular measurement equal to 1/60 of one degree 
Modern web 
browsers 
Web browsers are applications used to access and view websites. Modern browsers 
allow the direct render of a site without the need for specific browser hack. Examples 
of modern browsers are Chrome, Firefox, Safari and others 
Node A point at which lines intersect or branch 
Objective Of a judgement that is not influenced by personal feelings or opinions in considering 
and representing facts 
Online application A client–server computer program in which the client, including the user interface 
and client-side logic, runs in a web browser 
P adj The p-value adjusted for multiple comparisons using the Tukey multiple comparisons 
analysis 
P-value A statistical test of a hypothesis. P-value ≤ 0.05 indicate strong evidence against the 
null hypothesis. If the null hypothesis is that the mean is the same in all groups. Thus, 
P-value ≤ 0.05 indicate a significant difference between the means of groups 
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Parahippocampal A particular region of the brain that reacts to the overall spatial layout of the 
environment more than to other visual stimuli 
Participant A person who takes part in something. In this context, a person who takes part in an 
experiment by answering a questionnaire  
participatory design An approach to design aiming to actively involve all stakeholders including 
employees, customers, citizens, end users in the design process to help ensure a 
useable result that meets their needs 
Pearson correlation 
coefficient 
A statistical measure of the linear correlation/relationship between two variables 
Perception The organisation, identification, and interpretation of sensory information in order to 
understand the presented information or the environment 
Pixel The smallest controllable element in a pixel-based computer image 
Power analysis A statistical method to determine if a test contains enough power to make a 
reasonable conclusion. It allows researchers to determine the sample size or the 
probability of detecting an effect of a given size with a given level of confidence, 
under sample size constraints 
Pr(>F) A statistical test of a hypothesis. Pr(>F) ≤ 0.05 indicate strong evidence against the 
null hypothesis. In ANOVA analysis, the null hypothesis is that the mean is the same 
in all groups. Thus, Pr(>F) ≤ 0.05 indicates a significant difference between the 
means of groups 
Predictor A variable used in a regression analysis to predict another variable. Sometimes 
referred to as independent variable 
Preference A technical term in psychology used in relation to choosing between alternatives: 
someone has a preference for X over Y if he or she would choose X rather than Y 
Professional 
background 
In this context, it refers to whether a person study or work in the field of 
art/architecture or not 
Prototype An early sample, model, or release of a product built to test a concept or process or to 
learn from 
Psychological 
framework  
A process that focuses on the relationship between the aspects of the environment and 
the perceptual response of users. It assumes that people from a particular area have a 
common reaction towards the qualities of their surroundings 
Pythagorean 
theorem 
A fundamental mathematical relation in Euclidean geometry among the three sides of 
a right-angled triangle. It states that the square of the side opposite the right angle is 
equal to the sum of the squares of the other two sides 
Quadratic regression The process of finding the best-fit equation for a set of data shaped like a parabola. 
The equation has the form: y = ax + bx2 + c, where a, b and c are coefficients, a≠0 
R A software environment for statistical computing and graphics to analyse and map 
data 
R-squared  The coefficient of determination, a statistical measure of how close the data are to the 
fitted regression line. R-squared of 100% means that the model explains all the 
variability of the response data around its mean 
Raster A data structure representing a generally rectangular grid of pixels, or points of 
colour of an image viewable via a monitor, paper, or another display medium 
Real-time three-
dimensional 
visualisation 
The computer process of incorporating changes made by the human into the three-
dimensional graphic and representation in a timely manner  
Regression A statistical measure of the relation between the mean value of one variable and 
corresponding values of other variables 
Resolution of sight The resolution capability of the intact eye equals to 1/60 of one angular degree 
RGB An additive colour model in which Red, Green and Blue lights are added together in 
various ways to reproduce a broad array of colours 
RMS contrast Root-mean-square contrast, a method to quantify the standard deviation of pixel 
intensity to calculate details of images through photo processing applications 
RStudio An integrated development environment (IDE) for R, a software environment for 
statistical computing and graphics 
Scatter plot A graph in which the values of two variables are plotted along two axes, the pattern 
of the resulting points reveals the relationship/correlation between them 
sense The ability to recognise something using any of the five physical abilities to see, hear, 
smell, taste and feel 
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Spatial frequency The number of items shown in a stimulus within a degree of visual angle 
SD standard deviation, a statistical method to calculate the variation of a set of data 
values 
Stimuli Single stimulus, a thing or event that evokes a specific reaction in the human 
Stimulus A thing or event that evokes a specific reaction in the human 
Streetscape  The combination of the visual elements of a street, including adjoining buildings, 
sidewalks, furniture, trees and other outdoor elements 
Subjective Based on or influenced by personal tastes, feelings or opinions  
Sum Sq The sum of the squares of the deviations of all the observations in ANOVA analysis 
The relative 
importance analysis 
A statistical method aims to explain variance among multiple predictors to better 
understand the role played by each predictor in a regression equation. Thus, it 
calculates the importance of independent variables to the dependent variable in a 
regression model 
Trigonometric 
calculations 
Mathematical calculations that involve relationships between lengths and angles of 
triangles 
Tukey multiple 
comparisons 
A statistical test to determine which means amongst a set of means differ from the 
rest. It is used in conjunction with ANOVA to compare means of all possible pairs of 
categories and find the differences between them 
Tutorial Instructions provided to users to explain how to use a particular tool, process or 
system 
Upr The upper endpoint of the interval created based on the differences between the 
means of the levels in Tukey analysis 
Vector-based Based on vector graphics, which uses polygons to represent images in computer 
graphics. Vector graphics consist of locations called control points or nodes that have 
a definite position on the x-axis and y-axes of the work plane 
Vertices Single vertex, points in the three-dimensional space, connected by line segments to 
form faces that define the appearance of objects. A vertex or a node is the 
fundamental unit of which all shapes and objects are formed. It is a known concept in 
mathematics, and more specifically in graph theory 
ΔE Delta E, a metric for the perceived colour difference. Delta is a Greek letter often 
used to denote difference, and “E” stands for “Empfindung”; German for "sensation" 
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1. INTRODUCTION 
Visual complexity is a major factor in the visual analysis of the built environment. It is a complicated 
and comprehensive concept, which emerges from the combined effects of different variables on human 
perception. It is broadly used in urban design and architecture as a leading indicator of the aesthetic 
assessment of the built environment. However, psychological theories on the evaluation of visual 
complexity are only verified on limited instances, and the relationship between visual complexity and 
aesthetic preferences on a broad scope of application is not clear yet. How and what aspects of the 
visual environment affect the perception of visual complexity represent a knowledge gap. Building 
façade is a core component of streetscape and the urban environment. It represents the image that 
encodes human experience, culture, collective memories and the design quality of the city. A great deal 
of its modern development is visually designed without a proper consideration of the impact of its visual 
complexity on the preferences of local residents. Thus, scientifically examined propositions that link 
the impact of aspects of visual complexity in building facades and the perception of users may enrich 
and inform future professional design practice. Existing literature lacks a scientifically examined 
proposition that provides a method to evaluate visual complexity in the built environment based on the 
preferences of residents. Previous studies present fluctuating results on the effect of visual complexity 
on preferences. The visual aspects of complexity, their measurements, perceptual impact, importance 
and relationship with preferences are not sufficiently clear. 
1.1. Research aim 
The main purpose of this research is to provide a method to assess the perceptual impact of visual 
complexity of building facades in urban streetscapes. This purpose involves investigating the 
relationship between the perceived level of visual complexity and preferences, methods of measuring 
visual complexity, the variables of visual complexity and their impact on the reactions of users and the 
effect of demographic aspect on these reactions. 
1.2. Overall research method and contributions  
The research follows a psychological framework. It focuses on the relationships among visual 
complexity, its variables and the perceptual response of users. The study assumes that people from a 
particular area have a common reaction towards the visual qualities of their surroundings. The study is 
built on a hypothesis that there is a statistically predictable (though possibly noisy) link between human 
visual preferences and variations in the values of visual complexity. The study applies three steps to 
test the hypothesis and to construct an approach to evaluating visual complexity. The first measures 
visual complexity and its variables in images of building facades using image-processing techniques. 
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The second collects the perceived level of visual complexity and preferences of participants towards 
these images along with a number of demographic aspects of participants using an online questionnaire. 
The third applies statistical analysis on data gathered from the previous two steps. It investigates the 
impact of visual complexity and its relationship with the perceived level of visual complexity and 
preferences indicated by participants using methods of Pearson correlation and regression. It tests a 
number of traditional method of measuring visual complexity by comparing their outcome with the 
perceived level of visual complexity rated by participants to verify which method provides the highest 
correlation with participant’s ratings. It determines the perceptual impact of the variables of visual 
complexity and their relationships with the perceived level of visual complexity and preferences of 
participants using regression models. It also assesses the relative impact of each of these variables 
compared to each other using the relative importance analysis. It uses ANOVA analysis to inspects 
whether participants’ visual reactions towards the images have a common trend or if their demographic 
aspects significantly affect these reactions. The premise to evaluate is whether it is possible to 
statistically see or predict relationships between expressed preferences and the overall design that 
encodes the variables of visual complexity. If this was possible, it should also be possible to predict 
preference scores towards given values (or combinations) of these variables based on the statistical fit, 
and a model can be established to assess the variables of visual complexity in a design proposal based 
on the average preferences mapped against these variables.  
1.3. Summary of chapters 
The second chapter presents the general background of the study. A literature review describes issues 
with the visual evaluation of the built environment. It defines visual complexity as a major factor in the 
perception of the built environment. The chapter identifies three variables of visual complexity; the 
number of design elements, and the variation in their position and colour. It describes building façade 
as a case study and discusses the psychological approach followed by the research. It describes methods 
related to the assessment of visual complexity including the Information theory, RMS contrast, Fractal 
geometry and colour difference. It also reviews the results and speculations on the relationships between 
visual complexity, including its variables, and preferences in previous studies. The chapter discusses 
literature on the effect of individual characteristics of people on their visual judgment and looks at 
available methods of measuring preferences towards the visual aspect of the built environment. The 
chapter ends with highlighting the research objectives and hypothesis. 
The third chapter provides a method to realise the aims of the study and test its hypothesis. It provides 
three methods of measuring visual complexity using image-processing techniques. These methods are 
Shannon’s Entropy, RMS contras and Fractal geometry. It introduces the concepts of vertices and 
corners as atomic indicators to measure the higher order variables of visual complexity. The chapter 
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describes an online questionnaire and the experiment used to achieve the aim of the study. It reports the 
stimuli used in the experiment, the participants and the statistical methods employed to analyse the data 
from the experiment. 
The fourth chapter shows the results of statistical analysis of data from the experiment explained in the 
previous chapter. It displays outcomes of the relationship between the perceived level of visual 
complexity and preferences indicated by participants in the experiment. It discusses the quality of 
Shannon’s Entropy, RMS contrast and Fractal dimension as methods to measure visual complexity. It 
reports results on the perceptual impact of the three variables of visual complexity. At the end of the 
chapter, the results of the effect of individual aspects of participants on their reactions are shown.  
The fifth chapter reviews the results from the previous chapter and examines their stance towards 
literature and design implementations. It finishes with proposing a statistical model to assess visual 
complexity based on users’ preferences.  
Chapter six presents the main findings of the research and discusses their theoretical and practical 
implications.  
The thesis contains material published by this study in [Hussein, D., & Armstrong, P. (2016). Building 
an Arithmetic Model to Assess Visual Consistency in Townscape. Civil, Environmental, Structural, 
Construction and Architectural Engineering, 10(4), 457-464]. This material is included in the thesis as 
in-text citations. The full paper and its authorship attribution statement are available in (APPENDIX 
B). 
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2. BACKGROUND 
This chapter presents the general background of the study. A literature review describes issues within 
the visual evaluation of the built environment. It defines visual complexity as a major factor in the 
perception of the built environment. The chapter identifies four variables to describe visual complexity, 
defines the building façade as a case study, and discusses the psychological approach followed by the 
research. It discusses traditional methods to measure visual complexity. It also reviews the results and 
speculations on the impact of visual complexity, including its variables, on preferences in previous 
studies. The chapter discusses literature on the effect of individual characteristics of people on their 
visual judgment and looks at available methods of measuring preferences towards the visual aspect of 
the built environment. The chapter ends with highlighting the research theoretical framework, 
objectives and hypothesis. 
2.1. The issue with the visual evaluation of the built environment 
The design of the built environment is a complex and a challenging task. Many sources note that the 
traditional adaptation of the aesthetics of the built environment has been lost in modern cities (Gjerde, 
2010, p. 12). The use of new technologies and methods of construction, rapid increases in urban 
population, the massive global connectedness of communities and cultures, and the rise in the number 
of motor vehicles are some factors that bring forth the complexity and the difficulty of design tasks that 
pertain to the design of the contemporary building façade. At the same time, there is a need for an 
acknowledgement of the modern reality in which new technologies and cultures are fundamentally 
redefining old ways of living (Nuojua, Juustila, Räisänen, Kuutti, & Soudunsaari, 2008, p. 275). 
Contemporary architecture contains a wide variety of visually inconsistent characters (Burke, 1976, pp. 
4, 12). In several cited cases, architects, in the interest of self-expression, may try to create distinctive 
designs without thoroughly considering the impact of their forms on users (Alexander, Neis, Anninou, 
& King, 1987; Gibberd, 1955, p. 11). An expert designer may use individual approaches to achieve a 
quality product. However, the intuition of the designer alone may not be suitable to ensure a preferred 
outcome especially on the scale of streetscape when the relationships between design elements and their 
visual context play an important role. Subjective assessment, even by experts, may lack instructive 
information for policy applications. It could generate errors and source biases. In contrast, objective or 
collective evaluation based on users’ preferences has the advantage of facilitating the translation of 
study results directly into intervention strategies (Purciel et al., 2009, p. 463). Current practice in the 
design of the built environment rests on the traditional model of the “consultation process”. The design 
is produced by architects and urban designers, and citizens may be invited to offer their views, identify 
and note conflicts and, in rare events, suggest possible alterations on a design that has already been 
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shaped. For instance, as in the case of the California Octavia Boulevard Project (Dong, Sarkar, Nichols, 
& Kvan, 2013, p. 335). 
A great deal of the visual quality of modern development seems to lack a sense of respect to the visual 
preferences of those using it. Further, in the design of public buildings and facades, predicting or 
anticipating the response of residents to a new proposed design could be difficult. The broken link 
between the visual quality of design and its perceptual impact on residents can often lead to disordered, 
over complex or plain scenes and other issues in visual preferences that occur on two levels. The first 
happens within the design itself, for instance, the design elements of a building facade and relationships 
between them are not visually preferred by residents. The second level takes place on a larger scale 
between the visual properties of a proposed building, for instance, and its visual context including the 
neighbouring facades. The contemporary design of the built environment is troubled by the absence of 
a reliable approach to maintain a preferable visual syntax. This issue links to the lack of an objective 
framework for assessing the perceptual impact of major visual factors in the design of the built 
environment (Karimi, 2012, p. 297). A primary obstacle in applying objective methods to the visual 
design of the built environment lies in the ability of design and planning systems to enable citizens to 
efficiently engage in the creation of the built environment, which they inhabit (Dong et al., 2013, p. 
326). In the absence of scientifically examined propositions that link major visual aspects of the built 
environment and their impact on users’ perception, individual choices and beliefs may drive 
professional design practice. Decades of negative consequences could result from the insufficiency of 
these options (Hillier, 2008, p. 216). 
Meaningful citizen participation in design is a grand planning goal. The propositions of participatory 
design (Sanoff, 2007, p. 213) and community design (Toker, 2007, p. 309) conceptualise a two-way 
relationship between designer and citizen. The designer or planner carries the social responsibility of 
effectively incorporating the needs of users of the designed space. On the other hand, citizens have the 
basic right of contributing meaningfully to the design of their physical environment (Dong et al., 2013, 
p. 326), and work with their neighbours to improve a town (Alexander et al., 1977). Participatory or 
community design needs to navigate the challenging goal of making citizens engaged in the creation of 
the built environment they are to inhabit efficiently. This goal is more easily stated than achieved. Since 
2006, there has been an increase in the number of studies attempting to measure the built environment 
objectively based on users’ preferences, as opposed to the individual judgement based on expert opinion 
(Lin & Moudon, 2010, p. 340). With the advent of the Internet, the World Wide Web and technology, 
there are now tools for collaboration and participation via web-enabled applications that can, in 
principle, allow thousands of users to provide feedback simultaneously. Such technologies derive the 
emergence of big data, GIS, citizen science and other applications in the design of the built environment. 
The employment of such tools to explore the full potential of users in participatory design is still, 
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however, challenging (Dong et al., 2013, p. 326). These challenges demand the establishment of a 
reliable method for assessing major visual qualities of the built environment based on preferences of 
residents to provide a methodological basis for planning authorities and design bodies to follow in order 
to achieve preferred outcomes (Karimi, 2012, p. 297), and determine why one building may have more 
visual merits than another (Alexander, 2001). The achievement of this purpose requires investigating 
primary visual factors of the built environment, traditional methods of their assessment and their 
relationships with the perception of users. The following sections cover these investigations.  
2.2. Complexity as a major visual factor  
Visual preference for the environment has received a lot of interest with a number of theories have 
emerged to explain it (Daniel & Vining, 1983, p. 39). One of these theories focuses on informational 
processes (R. Kaplan & Kaplan, 1989). This theory is based on a psychological model, which considers 
humans as information processors and seeks to understand the relevant variables that affect people’s 
preference to an environment as a source of information. The theory explains that information is 
essential to all human experience and survival (R. Kaplan, Kaplan, & Ryan, 1998). The information in 
the environment is derived from the visual elements and their organisation or spatial arrangement 
(Abkar, S., Maulan, & Davoodi, 2011, p. 1991). This aspect of the study is limited mainly to the 
information processing aspect of cognition explained by the cognitivism theory of perception (Ertmer 
& Newby, 2013), which treats perception and action as independent entities and differs from the theory 
of embodied cognition where features of cognition are shaped by the entire body of the person 
(Anderson, 2003) with the concept of affordance that considers action-perception as two aspects of a 
single cognitive system (Norman, 1988, pp. 9-10). 
This research investigates primary visual qualities, which are highly associated with the mental images 
and perception of users. It aims to define physical characteristics that considerably affect the visual 
preference of any given observer. These characteristics may involve fundamental or atomic design 
elements (e.g. points, vertices, lines, edges), their higher-order visual aspects (e.g. shape, colour), and 
positional or spatial relationships between them (e.g., harmony, space ratio) to facilitate the creation of 
vividly identified, strongly structured, beneficial mental images of the built environment (Lynch, 1960, 
p. 9). The literature suggests visual complexity as an essential characteristics shaping the visual 
phenomena of the built environment (Junwei & Liang, 2016, p. 11; Stamps, 1999c, p. 724).  
2.3. Variables of visual complexity 
The complexity of the built environment is a general concept, which involves a number of observed 
variables (Tucker, Ostwald, & Chalup, 2004, p. 135). Complexity is an important and broadly used 
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indicator of the aesthetic assessment of the environment (Sun, Yamasaki, & Aizawa, 2015, p. 20). The 
perceived level of complexity in the built environment has a significant effect on its preference 
(Berlyne, 1970, p. 285; Cavalcante et al., 2014, p. 1; S. Kaplan, Kaplan, & Wendt, 1972, p. 355; Stamps, 
2003, p. 452). However, there is still little agreement on how complexity should be defined and 
measured (Alexandra Forsythe, 2009, p. 158). In general, complexity indicates the richness of 
environmental information (Cassarino & Setti, 2016, p. 6). It refers to the amount of elements or 
intricacy in a scene (Snodgrass & Vanderwart, 1980, p. 183). The variety of colours, architectural 
elements, buildings, and activities also influence the complexity of the scene (Purciel et al., 2009, p. 
457). Psychological theories related to complexity are only empirically verified on limited instances, 
and the relationship between complexity and visual preferences on a broad scope of application is not 
evident (Sun et al., 2015, p. 20). How and what aspects of visual environments affect the perception of 
complexity is not entirely clear (Cavalcante et al., 2014, p. 1). Research into complexity has put forward 
three components of assessment; the number of design elements, the variation between them and 
ambiguity. Ambiguity relates to the complexity of meaning that emerges from the physical reality 
(Venturi, 1977, p. 20). However, the interpretation of meanings in the contemporary built environment 
is highly individual (Boyd, 1980) and very complicated to be expressed objectively (Tucker et al., 2004, 
p. 135). Therefore, this study focuses on visual complexity. The perception of visual complexity mainly 
depends on the quantity and the variety of visual objects (Olivia, Mack, Shrestha, & Peeper, 2004, p. 
1041). Visual complexity depends on the number of design elements and the similarity or variation 
between them (Berlyne, 1971, p. 149). The variation between visual elements could occur on two levels; 
position and colour. Thus, this interpretation shows that visual complexity is associated with three 
variables; the number of design elements, and the variation in their position and the variation in their 
colour (Hussein & Armstrong, 2016, p. 459; Rapoport, 1977, p. 169; Venturi, 1977, p. 20). 
2.3.1. The number of design elements 
The perceived visual information of the built environment plays a significant role in the visual 
perception and depends mainly on the number of design elements/details. Spatial frequency, the number 
of items shown in a stimulus within a degree of visual angle, highly correlates with recipients’ 
preference or aversion (Fernandez & Wilkins, 2008, p. 1098). Previous studies generally classify design 
elements as possible objects of sense and objects of perception. Sensory processes define information 
as it is received by sensory receptors, which refer to the eye in the case of visual perception. On the 
other hand, the process of visual perception involves the impact of the association between sensory 
input and meanings generated from individual experiences (Taylor, 1999, p. 197). It would be more 
pragmatic to develop a list of all physical objects of sense that are available to designers because the 
perception of these objects may differ from person to another based on the personal experiences. The 
static elements of sense in the built environment are typically classified according to their scale and 
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function. The first classification arranges elements based on their sizes and the proportional relationship 
between the part and the whole. Examples of this classification are parts, ornaments and details  
(Stamps, 1999a, pp. 83, 97). The second organises elements into site and objects on the site. Elements 
on the site are sorted into buildings and other outdoor items. The form of buildings is represented by 
their facades, which offer various kinds of experience to the recipients and a significant impact on the 
image of the built environment (Askari & Dola, 2009, p. 50). A façade is a collection of walls, openings, 
including windows and doors, and objects attached to the walls, including columns, cornices, balconies, 
advertising signs and other objects. In addition to buildings, the urban environment includes other 
outdoor objects named “urban furniture and vegetation”, which also play a major role in the visual 
perception of the city (Taylor, 1999, p. 203).  
2.3.2. The variation in the position and colour of design elements 
The observed variation/difference in the position and colour of elements of the built environment 
controls its visual consistency, which has an important effect on the perception of the environment. The 
higher the variation between elements, the lower the visual consistency (Figure 2-1). In addition to the 
visual consistency, visual variation may refer to other, interchangeably used, design concepts. These 
concepts include order, balance, symmetry, coherence, harmony, variety, diversity, contrast and other 
expressions, which all rely on the amount of similarity/difference between design elements (Hussein & 
Armstrong, 2016, pp. 458-459).   
 
Figure 2-1. Different levels of visual consistency/variation  
(Hood, 2014; liamkhardy, 2013; Pinterest) 
The visual quality of a scene depends on the combination of its elements, which may differ from the 
quality of each of these individual items (Lindal & Hartig, 2013, p. 28). Within the built environment, 
an object may not be visually appealing in itself, and yet in a proper context, it may have a high aesthetic 
or a potential for a good experience as a part of a total picturesque effect. The beauty of a scene is a 
result of the correspondence between the parts to produce the whole, where each object agrees with the 
other (Lam, 1977, p. 55).  
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The human mind is in a permanent need for perceiving signs of order within the built environment. It 
also has a constant need to be subjected to various sensual stimuli. A perceptual mechanism responds 
better to complex and diverse inputs, but only up to a point, and underlying this should be a clear sense 
of order (Rapoport, 1977, pp. 212-213). In the cooperative image of a scene, the prevailing of order 
over chaos is the main way to aesthetic success, and signs of order in the visual environment often 
create a pleasing experience (Lam, 1977, p. 55).  
Uncomfortable stimuli are processed with a larger neural reaction and evoke a relatively bigger 
oxygenation of the brain’s visual cortex along with inefficient neural encoding. The neural computation 
that maintains sight is more complex when the visual scene is spatially periodic or the visual contrast 
is high (Wilkins, 2016, p. 44). A challenge facing the designer lies in the achievement of the right degree 
of visual variation. The visual richness of the built environment requires an overall consistency that 
integrates all its visual components. Variety adds vitality to the order. Conformity without variety 
generates monotony and variety without order generates chaos (Hesselgren, 1989, p. 137). This conflict 
is why the visual consistency/variation between elements is of high importance in urban design. It is 
not another term for conformity or formal design. It determines the balance between the elements of 
unity, including visual regularity, variety and contrast (Moughtin, 2003, p. 44). It is best achieved by 
allowing diversity within an agreed-upon common visual framework.  
Accordingly, the visual consistency of the built environment indicates the measure by which visual 
components can be perceived as a coherent whole. It depends on the amount of variation, represented 
by the similarities or differences between the visual objects. It is a significant design feature of the built 
environment and indicates the balance between conformity and contrast. Visual consistency is not an 
absolute quality; different scenes may achieve varying levels of consistency. The proper rate of the 
visual consistency in the scene is crucial and has a major impact on the visual success of the built 
environment (Moughtin, 2003, pp. 30, 58).  
The positions of design elements define the form of the building and control the geometrical consistency 
between elements. The perceptual position of each item relies on its vertical and horizontal distance to 
the observer in the environment. Because visual scenes have specific orientation, horizontal or vertical, 
which seem to dominate (Carmona, Heath, Oc, & Tiesdell, 2003, p. 157), the change in the position of 
elements in the direction opposite to the dominant one becomes noticeable and vigorous (Rapoport, 
1977, p. 230). Thus, the average variation in the position of elements on the non-dominated direction 
should drive the measurement of geometric consistency.  
Besides geometry, colour is a principal factor in the perception of the visual consistency of the built 
environment, and therefore, it is a critical element in its analysis. It can change the spatial perception of 
the scene and affect the quality of its design. The achievement of colour harmony in the built 
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environment is a primary goal in the pursuit of the visual consistency. Colour consistency in the built 
environment depends on the interrelationship between the colour qualities of all adjacent design 
elements (Kinoshita, Cooper, Hoshino, & Kamei, 2006, p. 725). The measurement of the variation in 
the colour of elements of a scene could indicate its colour consistency.  
In conclusion, the measure of the variation in the position and colour of design elements could be used 
to quantify visual consistency, which is a significant aspect of the built environment and refers to other 
design concepts, including order, balance, coherence, harmony, variety, diversity and contrast. 
2.4. Building facade as a case study  
This research demonstrates the development of a method to perceptually assess visual complexity in 
the context of building facades. A building facade is a core urban component. Building facades combine 
together with other outdoor elements to form streetscapes. The streetscape is a major part of the city, a 
linear urban space shaped by buildings, used for movement and other activities. It comprises one of the 
higher order features in urban design, referring to the spatial arrangement and the visual appearance of 
the natural and the built composition of the street. Building façade as a unit represents an image that 
encodes human experience, culture, history, collective memories, and design quality of the city (Rehan, 
2013, p. 174). This study also focuses on the built components, which may follow different design 
principles and relations to visual preferences compared to natural elements (S. Kaplan et al., 1972, p. 
354).  
This research aims to provide a scalable approach that quantifies visual complexity and its variables. 
These variables are the number of design elements, and the variation in their position and colour. 
Average measurements would enable the comparison of the values of the variables among different 
scales/lengths of built environments. Thus, the approach can be applied to a single building façade, 
neighbouring buildings or an entire streetscape. The assessment of each case depends on the average 
measures involved in a tested environment. Thus, a small building façade and a large streetscape can 
have the same values of visual complexity and its variables. 
The use of building façade as a case study is also useful in the visual assessment of urban design because 
on the urban scale; users of the street do not perceive a streetscape as a whole at once. Perception is 
built upon short scans with images lasting between 1/50 and 1/25 second (Rapoport, 1977, p. 184). The 
utilisation of single building façades compared to a whole streetscape as a case study is also practical 
in experiments because each facade can be displayed to participants in a single scene compared to the 
need to show a streetscape in a video to cover the details of all its building facades. As a result, the 
study can potentially show more scenes of individual building facades within a period, which provides 
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more data points and statistically better opportunities to explore the relationship between a wide range 
of values of visual variables and preferences in comparison with the employment of streetscapes. 
In principle, the method outlined in this research is general and can be applied to different scales of 
built environments in both planned and non-planned cities (Figure 2-2).  
The next section demonstrates the approach followed by this study to investigate and predict the impact 
of visual complexity and its variables. 
 
Figure 2-2. Examples of planned and non-planned cities  
(al-Tai, 2014; Franceys) 
2.5. A psychophysical approach to the visual assessment 
The design of the built environment requires assumptions about how people respond to its visual 
characteristics and the way they affect the perception of recipients (Zacharias, 2001, p. 3). Accordingly, 
an objective method of assessing the main visual parameters of the built environment involves 
following a reliable approach to accurately investigate relationships between these parameters and the 
preferences of users.  
Psychophysical methods in the visual evaluation of the built environment are perception-based 
approaches, which have won a growing interest and reliability in the field of urban design. These 
methods interpret the relationship with the aesthetics of the built environment as a stimulation-response 
association and support that people of a particular area have consistent reactions towards the physical 
quality of space (Junwei & Liang, 2016, p. 9). The collection and analysis of these responses toward 
the measure of visual complexity and its variables would enable the gauging of aesthetic preferences 
through the employment of statistical techniques.  
The psychophysical approach to the evaluation of the visual complexity in the built environment would 
include three components. First, a method to measure visual complexity as a physical property with 
values that are scientifically reproducible. Second, a method to measure the public aesthetic attitudes 
towards the measure of complexity through surveys. Third, a method to determine the relationships, if 
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any, between the public aesthetic position and the physical measures of complexity and its variables. 
The methods of regression and correlation are possible statistical measures to analyse these 
relationships. It is also possible to replace regression approaches with other machine learning 
algorithms. These relationships can help to provide technical instructions for the assessment of building 
design (Junwei & Liang, 2016, p. 9).  
Accordingly, this study attempts to provide an objective approach, which quantitatively encodes visual 
complexity and its variables, and analyse their statistical relationships with rates and preferences of 
participants to develop an assessment method (Figure 2-3). This approach would help to understand the 
significance of design alternatives, by providing an objective framework which makes it possible to 
determine if design actions are appropriate and cost-effective based on people preferences (Alex 
Forsythe, Sheehy, & Sawey, 2003, p. 334). 
The next sections explore the three components of the psychophysical evaluation of the four visual 
variables in the literature by discussing the traditional methods of measuring the four variables, their 
relationships with preferences and methods to collect preferences. 
 
Figure 2-3. The psychophysical approach of the study 
2.6. Concepts related to the assessment of visual complexity 
A number of theories have originated from physics and served to study complexity in cities, urbanism 
and architecture, forming a domain known as the complexity theories of cities (CTC). Although it is 
argued that these theories have come of age facing the historical and structural dimensions of the city, 
which fixed quantitative relations may not be able to capture (Portugali, Meyer, Stolk, & Tan, 2012), 
concepts of these theories could be significant to the objective assessment of visual complexity in 
building façades. The following sections explore some of the empirical concepts that would be useful 
in the visual assessment of building facades. 
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2.6.1. Information theory 
Shannon information theory is a significant contribution to the theory of communication. It explains 
that the main issue of communication is the recreation of a message at the other end (The receiver), 
which is part of five essential components of the communication system (Shannon, 1948, p. 380):  
1- An information source, which provides a message or a series of messages to be conveyed to the 
receiver. 
2- A transmitter, which produces a signal to transmit a message over the channel. 
3- The channel is a medium to transmit a signal from the sender to the receiver. 
4- The receiver, opposite to the transmitter, reconstructs the message from the signal. 
5- The destination, which is the person or thing for whom the message is intended. 
Messages convey meaning; they refer to or correlate with a system with particular conceptual or 
physical entities. A message is one selected from a group of possible messages. The system must operate 
for each possible selection, not just the one which will be chosen as it is unknown at the time of design. 
The number of possible messages in a set can be considered as a measure of the information produced 
when a message is selected. All choices being equally probable. Shannon explains that the most natural 
measure of these choices is the logarithmic function.  
Thus, information entropy represents the amount of information provided by a random source of data. 
The measure of information entropy relies on possible statuses that a system can contain. The unit of 
measuring entropy is called binary digits, or more briefly bits (Shannon, 1948, p. 379). The concept of 
Shannon’s information refers to the number of possibilities a system can offer. In the case of dice, for 
example, there are six possible outcomes. The higher the number of possibilities, the lower the 
probability of a particular event. The measure of information (𝐼), a set offers, is the logarithm to base 2 
of the number of possibilities or alternatives (𝑍) (Equation 2-1) (Haken & Portugali, 2003, p. 391): 𝐼 = 𝑙𝑜𝑔'𝑍 … Equation 2-1 
Shannon’s information theory was implemented in environmental psychology. Miller’s work (1956, p. 
96) explains the relevance of the theory of information to cognition and psychology. It defines the 
constraint of the brain capacity to process incoming information and converting it into inner 
representation. This constraint refers to the maximum capacity to deal with one-dimensional 
information; it measures about 2.5 bit of Shannon information (Haken & Portugali, 2003, p. 392). Miller 
(1956, p. 93) explains that the brain copes with this limitation by re-arranging additional data into 
groups, chunks, of a hierarchical structure. Shannon’s information theory was also applied to provide a 
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quantitative assessment of figure goodness (Attneave, 1959), which was studies qualitatively by Gestalt 
psychologists (Haken & Portugali, 2003, p. 392). Form goodness, as defined by Shannon’s information 
theory, conveys the Gestalt notions of simplicity, order and singularity. A major contribution of 
information theory to psychology is that it considers the possibilities/alternatives a form could have. A 
perceiver does not only observe stimuli, but also potential information it enfolds (Zabrodsky & Algom, 
1994, p. 463).  
The perception of urban elements is mainly affected by the information they convey. Urban objects are 
information carriers that represent the external look of the city, they differ from one another and the 
role they take and the way they shape the image of the city based on their information content (Haken 
& Portugali, 2003, p. 390). Shannon’s (1948, p. 379) theory of information provides a quantitative 
representation of this information (Haken & Portugali, 2003, p. 385). According to Shannon’s 
information theory, various objects that make the shape of the city can be defined as information 
containers that can be measured by Shannon’s information entropy. This measure indicates not only 
what the container is, but also its potential in terms of the alternative it can offer (Haken & Portugali, 
2003, pp. 392-393).  
Stamps (2002, p. 300) recommends the assessment of entropy to measure visual complexity/diversity 
in a built environment based on the frequencies of occurrence of its elements. Variation between visual 
elements can be objectively measured using entropy, which is a positive predictor of perceived 
complexity (Equation 2-2) (Lindal & Hartig, 2013, p. 28). When all building facades are identical, the 
levels of all items are similar, and the entropy is zero. The maximum level of entropy is achieved when 
buildings differ in all the visual aspects of their elements. Stamps (2003, p. 449) concludes a strong 
positive linear correlation between the value of entropy and the perceived diversity, both for laboratory 
and realistic scenes. H)*+,-. = 	−∑ p34	,567839: 	log'	p3 	…	Equation 2-2 
Where H)*+,-. is the entropy, p is the occurrence of type i element (i = 1, 2, …, n	types). 
2.6.2. RMS contrast 
The human ability to perceive information includes the capacity to recognise the difference in 
luminance in the field of vision. This difference provides various patterns of contrast that supply visual 
information to the viewer. Root-mean-square (RMS) contrast is mathematically defined as the standard 
deviation of pixel intensities, often applied for non-periodic targets including images (Frazor & Geisler, 
2006, p. 1585). It is considered as a reliable indicator of visible images (Levien, 2003, p. 405). It 
represents the most regularly used measure to quantify details in image-processing systems and a good 
predictor of the subjective contrasts of images (Moulden, 1990, p. 79). 
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Kacha and others (2015, pp. 588-589) employ RMS contrast to measure the visual complexity of 
streetscape images. They measure the perceived complexity of a streetscape image based on the 
statistical analysis of contrast distribution within the image. They implement a method that first, 
identifies the neighbourhood of each pixel in the image. Each neighbourhood includes a pixel in 
addition to the adjacent pixels around it in all directions. Then, it measures the RMS in each 
neighbourhood, which represents the standard deviation of luminance values of pixels in the 
neighbourhood. The collection of RMS values in all neighbourhoods in an image represents a contrast 
map. The study statistically defines the perceived complexity as the mathematical product of the mean 
of RMS contrast values in all the neighbourhoods and their standard deviation (Equation 2-3). 𝐶 = 𝑚𝑒𝑎𝑛𝑅𝑀𝑆 ∗ 𝑠𝑡𝑑𝑒𝑣𝑅𝑀𝑆 … Equation 2-3 
Where 𝐶 is the perceived complexity, 𝑚𝑒𝑎𝑛𝑅𝑀𝑆 is he mean of RMS contrast values of all the 
neighbourhoods and 𝑠𝑡𝑑𝑒𝑣𝑅𝑀𝑆 is the standard deviation of the RMS contrast values of all the 
neighbourhoods in the image. 
2.6.3. Fractal geometry 
Fractal geometry is a concept based on a parameter named fractal dimension (Bovill, 1996). Fractals 
refer to a relatively new branch of mathematics and art, used to simulate and describe naturally 
occurring entities. Fractal objects exhibit similar patterns at increasingly small scales. Fractal describes 
fractured shapes, which display repeating forms that show scale invariance or self-similarity at various 
magnifications (Kacha et al., 2015, p. 587). 
Fractal geometry was used first to investigate natural forms (Mandelbrot, 1983). It was also employed 
in urban studies through linking the structure of urban hierarchy to fractal geometry. Fractal dimension 
is used in architectural and urban studies to analyse the system of the spatial growth of the city (Ohuchi, 
Yamada, Kimura, Ouchi, & Matsubara, 2011, p. 359), the urban and natural skyline, and the visual 
assessment of streetscape (Cooper, Su, & Oskrochi, 2013, p. 43). A number of studies investigate the 
relationship between the fractal character of streetscape and aspects of environment perception 
including preferences and complexity (Kacha et al., 2015, p. 587).  
Fractal dimension is mathematically described by the measure of irregularity and fragmentation. It 
indicates objects’ variety or complexity by calculating the change in the pattern of details/elements 
within a specific scale. It is typically used to calculate the irregularity or the variation of items in scenes 
(Cooper & Oskrochi, 2008, p. 361). It can be measured using different methods based on a power law 
that produces scale-invariant properties.  
The box-counting method is the most popular mathematical technique used to specify the approximate 
fractal dimension of an image of a streetscape because it can process images that are not completely 
self-similar or fractal. It aims to quantify fractal scaling to show how a pattern repeats itself at smaller 
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scales. The method of box-counting is implemented by placing a relatively large two-dimensional grid 
over the streetscape image. Then, counting the number of boxes that contain edges of the streetscape 
scene. Smaller and smaller grids are, then, placed over the same streetscape image and the same process 
is repeated by counting the number of boxes that contain edges inside. The fractal scaling is measure 
by repeating this process over multiple grids of different sizes and calculating the log-log correlation 
between the number of counted boxes and the relevant size of the grids (Kacha et al., 2015, p. 588). 
The size of grids and the scaling factor is not always known ahead of time. Computer box-counting 
algorithms are used to determine an optimised way of subdividing a pattern that will reveal the scaling 
factor.  
2.6.4. Colour difference 
The measurement of visual consistency of the built environment relies on the calculation of the variation 
in geometry, represented by the position of design elements, and the variation in their colour (Section 
2.3.2). The measurement of the variation in the colours or the harmony of the built environment seems 
more difficult than the measure of its geometry. Architects and urban designers may rely on talent, 
common sense, personal and professional taste, and experience in dealing with colour (Green-
Armytage, 2006, p. 262). However, various attempts have introduced some rules for the assessment of 
colour harmony. Itten (1973, p. 118) offers a geometric model to evaluate the consistency of colours 
using a twelve hue colour circle (Figure 2-4). In this circle, colour harmony is achieved in a number of 
cases: with an opposed colour or two neighbours on both sides (Figure 2-4-A), three colours that shape 
an equilateral triangle (Figure 2-4-B) except when one of them is white or black, two complementary 
pairs that shape a rectangle (Figure 2-4-C), four colours that are the result of a trapezoid created by two 
adjacent hues and two opposing colour located to the right and left of their complements (Figure 2-4-
D), three pairs of complementary colours that shape a regular hexagon (Figure 2-4-E) and pure colours 
that shape a square, a rectangle or a equatorial triangle if they are combined with white and black (Figure 
2-4-F). Itten’s model of colour harmony has limitations that hinder its utilisation in the case of building 
facades. It does not consider a broad range of the relationship between colours and the values of their 
aspects.  
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Figure 2-4. Itten’s model of colour harmony  
(Itten, 1973, p. 118) 
Moon and Spencer (1944b, p. 51) introduce another concept of colour consistency represented through 
a diagram of areas of harmony and ambiguity. They determine the harmony between pairs of colours 
according to the projection of the difference in their aspects on Munsell’s diagram of colour space 
(Figure 2-5). They allocate identicalness, similarity and contrast as areas of harmony, first ambiguity 
and second ambiguity as areas of disharmony. Furthermore, they classify a difference value of more 
than ten as glare (Figure 2-5). 
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Figure 2-5. Munsell’s regions of harmony, ambiguity and contrast 
(Moon & Spencer, 1944b, pp. 50-51) 
In another article, Moon and Spencer (1944a, p. 234) use an aesthetic equation to measure colour 
harmony. This equation (Equation 2-4) is based on a principle that beauty is “order in complexity”. M = O C⁄ …	Equation 2-4 
Where M represents the measure of beauty, which depends on two variables; O stands for the number 
of elements of order and C represents the number of elements of complexity. Both factors can be 
measured based on the calculations of the area of balance, the number of colours in the design, the 
shared aspects of colour, the number of elements of colour complexity and others indicators (Moon & 
Spencer, 1944a, p. 235). 
The aesthetic measure by Moon and Spencer was expanded by Kinoshita and others (2006, p. 933) who 
have constructed colour harmony model for the built environment using Takagi-Sugeno’s (1985, p. 
116) type of fuzzy reasoning, which matches the common sense of approximated human reasoning. The 
inputs to this model are the colours of a building facade, and the output is the fuzzy aesthetic measure 
(Equation 2-5). M)VWW5 = O)VWW5	 	C⁄ …Equation	2-5 
Where M)VWW5 is the fuzzy aesthetic measure, C is the value of complexity and O)VWW5 is the element of 
order for an entire facade. It depends on the number of colours in the design, the number of 
achromatic pairs, the difference in hue, value and chroma between colours in the design. In this 
model, the representative zones of Munsell’s regions (Figure 2-5) are converted into values using 
fuzzy rules of the elements of order (Kinoshita et al., 2006, p. 933).  
These methods of measuring colour harmony, however, are rigid and do not take into account the 
variation in the human response towards different colour combinations. Colour combinations should 
not be judged by the application of these principles. Colour preference can strongly be determined by 
climate, culture and other factors. The preferences of particular communities may associate with 
specific colours. These differences call for a method to assess colour consistency in a specific area 
based on the preferences of its residents. Visual consistency is not an absolute quality, and different 
colour groups may achieve various degrees of consistency. A decision regarding colour harmony can 
be subjective and may not follow universal rules, and the preference towards colour may vary among 
people from different regions. The numerical measure of the differences in the value of colours, 
however, can be objectively measured.  
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Colour difference is a mathematical formula to measure the perceived difference between two colours. 
It allows a quantified examination of a colour quality that formerly could only be described with 
adjectives. It relies on Euclidean measurements and has been introduced by CIE as a distance metric 
equation named "Delta E" or ΔE (Valberg, 2005). Various studies have proposed several Delta E 
formulas. However, perceptual non-uniformities in the underlying CIELAB colour space have led to 
the refinement of the definition of delta E over the years. The refinement to the delta E equation has 
resulted in the formula of the year 2000 known as CIEDE2000. This formula took into account non-
uniformities, which are the outcomes of the unequal sensitivity of the eye towards different colours 
(Fraser, Murphy, & Bunting, 2005). The formula adequately resolves the perceptual uniformity issue 
and measures the difference between a pair of colour values (L*1, a*1, b*1 and L*2, a*2, b*2) in 
CIELAB space (Sharma, Wu, & Dalal, 2005, p. 22). 
2.7. Visual complexity and preferences 
Literature shows fluctuating results on the impact of visual complexity and its variables on preferences. 
The statistical relationships of the impact of the change in the values of visual complexity, the number 
of design elements, and the variation in their position and colour on the rates of preferences towards 
them in previous studies vary between positive, inverted U-shaped and negative (Figure 2-6). In a 
positive relationship between preferences and a particular variable, participants prefer a high level of 
the value of that variable. As the value of the variable rises in scenes, the value of preferences towards 
them increases as well. On the other hand, in a negative relationship, the value of preferences decreases 
with the rise in the value of the visual variable. In an inverted U-shaped relationship, the value of 
preferences grows with the rise in the value of the visual variable up to a certain point around the 
average value of that variable in the scenes. After that point, preferences decline with the increase in 
the value of the variable (Figure 2-6). 
The following sections explore the literature observations on the relationship of the impact of visual 
complexity and its three variables on the perceptual reactions of people. 
 
Figure 2-6. Possible relationships between the values of visual complexity/its variables and preferences 
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2.7.1. The impact of visual complexity on preferences 
Visual complexity accounts for the most significant factor regarding the influence on the reactions of 
people (Junwei & Liang, 2016, p. 11). Within studies on the built environment, the correlation between 
complexity and preference is not clearly distinguishable (Stamps, 2004, p. 13). Different studies have 
produced mixed and not reproducible results. The correlation in these results ranges between low 
negative and high positive. Most findings from various studies indicate the presence of a definite 
relationship between complexity and preference, but such a relationship is usually shown to be too 
complex to lead to specific conclusions with some predictive capacity (Stamps, 2004, p. 10). 
Although some studies show a positive linear relationship between complexity and preference (Brown 
& Gifford, 2001, p. 93; Junwei & Liang, 2016, p. 9; Kacha et al., 2015, p. 585), others provide an 
inverted U-shaped relationship where samples with an intermediate level of complexity are preferred 
over the ones with high or low complexity (Berlyne, 1971, p. 210; Imamoglu, 2000, p. 5).  
One reason behind the inconsistency in results is the diversity in the definition and measure of 
complexity as a visual phenomenon in different studies (R.López-Ruiz, Mancini, & Calbet, 1995, p. 
325). Another reason is the differences in the levels of complexity used in the scenes of the experiments. 
For instance, within a low to a moderate level of complexity, the relationship may be positive and linear. 
However, in the case of a wider range of complexity, the relation may be an inverted U-shaped (Lindal 
& Hartig, 2013, p. 34). This study aims to explore a more accurate relationship between various levels 
of visual complexity in scenes of building facades and preferences.  
2.7.2. The perceptual impact of the number of design elements  
The number of elements plays a remarkable role in the perceptual relationship with the built 
environment. However, it is typically assessed as part of the bigger phenomenon of visual complexity. 
In addition to its anticipated impact as a component of visual complexity, the number of design elements 
may also affect the perception of other visual factors in the built environment. For instance, the number 
of visual details influences the sense of scale. More details within the building facade help to bring the 
scale of a large structure to the quality of human scale that could be perceptually more plausible 
compared to the same scene with fewer elements (Hussein & Armstrong, 2016, p. 459). 
Because low-level geometrical notions are more suitable to characterise design principles (Stamps, 
1999c, p. 728), it would be more valid for a basic variable such as the number of design elements to be 
analysed as a single parameter since it is a lower geometric level concept than complexity. This isolation 
would help identify the actual effect of this parameter aside from being typically studied as a part of 
complexity where the interaction between the number of elements and other visual variables including 
the variation in the position and colour of objects has a combined effect on the visual perception. 
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It is helpful to identify the optimal number of design elements that corresponds to the highest range of 
preferences. This optimal value could be somewhere between the lowest and the highest possible range 
of values. Too little information or the scarcity of elements can lead to deprivation and boredom. The 
more objects a building facade has, the more attractive it is (Lam, 1977, p. 35). This assumption may 
underlie the richness of design. However, it is valid to the point where redundancy of objects or over-
stimulation by the presence of too much information begins to cause cognitive overload and confusion. 
Therefore, too much information could also lead to low preferences (Lam, 1977, p. 35). Preferring an 
average range of the number of design elements could be due to a limitation in the data processing 
capacity of the human brain (Marois & Ivanoff, 2005, p. 296). Rapoport (1977, pp. 220-221) states that 
between deprivation and overload, a low and a high number and variation of design elements, lies the 
optimal rate of information and perceptual interest (Figure 2-7). Although Rapaport’s notion could be 
a useful guideline, it is not supported empirically. Also, the values of the number of elements, as a 
perceptual input, which corresponds to the range of the optimal response is unpredictable. A critical 
contribution of this study is to statistically test this concept.  
Because of the inconclusive results of previous studies regarding the impact of the number of design 
elements on preferences and visual complexity, this research aims to investigate the statistical impact 
of the number of design elements as an independent variable on the perceived level of visual complexity 
and preferences as dependent variables.  
The importance of the number of design elements compared to the other variables considered in this 
study is not clearly defined. Thus, the research also examines the effect of the number of design 
elements on the perception of visual complexity and preferences, and the relative importance of each 
of the three variables. 
 
Figure 2-7. The optimal rate of perceptual input  
(Rapoport, 1977, p. 210) 
2.7.3. The perceptual impact of the variation in the position and colour  
Visual consistency or the variation in visual elements is a significant design component of the built 
environment (Stamps, 2003, p. 449) and a key element in the visual experience of urban scenes. 
Research has indicated that the visual variation of design significantly affects people’s preferences 
(Nasar, 1983, pp. 590-592). The amount of the difference in the visual aspect of the building facade 
highly influences the reactions towards its visual quality (Cooper et al., 2013, p. 43).  
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The significance of visual consistency in comparison to other visual factors is not clearly identified. 
Nasar (1983, p. 606) states that ornateness, an indicator of the number of design elements, had more 
impact on preference than visual diversity, a reflection of the variation of elements. However, a study 
by Rezazadeh (2011, p. 749) shows that order, an indicator of visual variation, comes as the most 
important in commercial facades and as second, after vitality, in residential buildings. Cooper and others 
(2013, p. 43) conclude that visual consistency has a more significant impact than the presence of 
vegetation in the scene. Previous findings regarding the significance of visual variation are fluctuated 
and call for a wider and a more systematic review to investigate the importance of the visual variation 
in the position and colour of elements compared to the number of design elements as the third variable 
of visual complexity.  
The literature also shows varying results on the relationship between the measure of visual variation 
and preference. These results alter between positive, curvilinear and negative correlations. Lindal and 
Hartig (2013, p. 34) reveal that the visual variation in the scene correlates positively with the 
engagement of attention, the desire for exploration and discovery. They also declare that higher levels 
of observed variation in the façade elements of a residential environment are considered more 
restorative and increase the sense of being away, at least within a low span of the level of diversity. 
Another study concludes a positive relationship between the levels of visual variety, and the evaluation 
of the visual quality of building facades (Cooper, Watkinson, & Oskrochi, 2010, p. 808). Stamps (2002, 
p. 300) states that the diversity in the details of façades for rows of buildings has a strong positive 
correlation with pleasure and preference. The variety of colour in the scene also seems to positively 
influence the preferences of people (Gjerde, 2015, pp. 123-124).  
Other studies suggest that the positive correlation between the variation of elements and preference is 
valid up to a particular level. Across a low range, the visual variation appears to positively associate 
with preference (Lindal & Hartig, 2013, p. 28). However, Stamps (2003, p. 449) study draws both linear 
and curvilinear association; after a certain point, increasing the total variation becomes less preferred 
in the built environment. People prefer variety within a controlled order (Gjerde, 2015, p. 128), which 
may be at an average rate of a wide range of values of visual variety.  
On the other hand, other studies spot a negative correlation between the value of visual diversity and 
preference. Stamps (1994, p. 240) found that preference is proportional to the degree of the 
homogeneity, which means that preference negatively correlated with the level of visual variation. 
Gjerde (2015, p. 296) determines that a narrower band of the difference between the height/geometry 
of elements in a building facade was well liked while significant variation between buildings is disliked.  
This study aims to provide a clearer understanding of the impact of visual consistency on the perceived 
level of visual complexity and preferences. It investigates the statistical relation between visual 
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complexity/preferences and a variation of a wide range of values of the two parameters of visual 
consistency; the variation in the position and the variation in the colour of elements. The study also 
aims to identify the importance of the variation in the position and colour of elements compared to the 
number of design elements. This study also investigates whether the interaction between the variation 
in the position and colour of elements and the number of design elements affects visual complexity and 
preferences. 
2.8. The influence of demographic differences in the perception of visual 
complexity and preferences 
This research follows an approach that utilises public reactions to understand the perceptual impact of 
visual complexity, and draw an objective model for its assessment. The construction of such model 
requires, however, the investigation in whether, despite underlying individual variations in the 
demographic and socioeconomic characteristics, people from a particular area has a 
common/statistically predictable range of preferences towards the visual variables, or whether internal 
inconsistencies exist in preferences of individuals with shared sociocultural characteristics. This type 
of local variation is to be contrasted with the variation of preferences in different geographic areas. 
Geography, culture and history could have a strong part to play in preferences, and so people from 
different areas may have different preferences. This study focuses on the former, and not on the later.  
Users may be united in their reaction towards the visual aspect of the built environment regarding their 
approval or aversion. There is a foundation for a common response towards the surroundings based on 
biological similarities, with an uneven level of preference, based on cultural differences. The majority 
of people have a relatively common pool of expectations towards the built environment with an 
inherited common response to similar stimuli (Bourassa, 1988, p. 242). Although aesthetic preferences 
of individuals are subjective, they may nonetheless be in accord or may inter-subjectively agree in their 
judgements. This possibility is very common, and notably with respect to the aesthetic quality of cities. 
Many people will often agree that a certain streetscape is of a high or low aesthetic quality (Taylor, 
2009, pp. 201-202). If inhabitants have a common underlying trend of visual preferences, it should be 
possible for places to change in ways that are collectively preferred by them. 
However, the literature on human response to the design of building may be diverse and not explicitly 
interrelated (Zacharias, 2001, p. 14). The preference towards the visual quality of the environment may 
be influenced by individual factors including gender, age and the socioeconomic status such as the level 
of education and profession (Vianna, 2002, p. 255). People’s sense of urban space may vary according 
to their age, habit, the type of the environment they are accustomed to and other factors (Spreiregen, 
1965, p. 74). Gjerde (2015, p. 141) finds no difference in preference between men and women, while 
the reactions of different age groups reveal a slight tendency for participants aged more than 55 years 
 28 
old to prefer a higher visual variety, in terms of colour or height relationships in scenes. Studies that 
covered a large number of respondents and environmental scenes reveal very high correlations of 
preferences between different demographic groups except between designers and non-designers for 
avant-garde architecture (Stamps, 1999b, p. 155). Design experts may show different preferences from 
the public due to the impact of the professional culture. This effect may cause them to provide a bold 
statement, which may lead to a bias in the visual assessment (Gjerde, 2011, p. 161). However, they may 
also express similar preferences to the lay public, but with more illustrative opinions, outside the 
professional environment. This similarity would make it possible for the built environment to develop 
in a style that finds approval by the majority (Gjerde, 2011, p. 160). 
This study investigates whether demographic aspects including age, professional background, gender 
and level of education affect the preferences of participants from a given area and their perception of 
visual complexity. Since the design of building facades and streetscapes is primarily a locally embedded 
feature in a city, it would suffice to draw preferences from a local set of stakeholders, thereby both 
limiting the expected variation of preferences from different areas, and also ensuring to work towards 
uniqueness of design expression and development.  
2.9. The measurement of preferences towards visual complexity  
Measuring preferences towards visual complexity and its variables including the number of design 
elements, and the variation in their position and colour could be done through psychometric scaling, 
using the semantic differential scale (Stamps, 1999a, p. 84). A recent study indicates the need for an 
online tool that provides big data, using the web, of public reactions towards the built environment 
(Sabri, Rajabifard, Ho, Amirebrahimi, & Bishop, 2016, p. 40). Inhabitants should have their opinions 
considered in the planning process, which deals with great human values. However, they are unlikely 
to be effectively familiar with design issues and its professional representation, which may reduce the 
advantage of their participation in the process of visual design in their neighbourhoods (Maarttola & 
Saariluoma, 2002, p. 455).  
Although the evaluation of the built environment depends on the perception of its users (Nasar, 1998), 
It is suggested that public opinion may not provide more than statements of preference; it can praise or 
condemn what is there (Burke, 1976, p. 173). This capacity is, however, a fundamental element in the 
analysis of the design of building facades if an objective method is to be followed (Gjerde, 2010, p. 21). 
An appropriate method to take advantage of this capacity is the semantic differential (SD). It is a method 
of psychometric rating to derive the attitude towards a particular adjective, event or concept. It is easily 
administrated and offers a good level of discrimination. The respondent is asked to select where his/her 
position lies, on a scale between two polar adjectives. This technique can be used to enable the 
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extraction of users’ preferences without the need for the direct involvement in the professional process 
of the design of building facades.  
2.10. Research objectives and hypothesis 
The literature lack objective methods to assess visual complexity of the building facade and its variables 
based on the preferences of residents. To establish such method, a clear understanding of the 
relationships between visual complexity, its variables and preferences is required. The importance of 
each variable compared to the others and the impact of each of the three variables on the perception of 
visual complexity and preference is also necessary to draw a comprehensive model that reflects the 
exact impact of the variables of visual complexity.  
The main aim of this research is to provide a method to assess visual complexity, represented by three 
variables, in building facades based on the preferences of residents. These variables are the number of 
design elements, and the variation in their position and colour.  
The study is based on the hypothesis that there is a statistically predictable (though possibly noisy) link 
between human visual preferences and variations in the values of visual complexity. 
To test the hypothesis and achieve the aim of the study, the research moves through five goals:  
• First, develop methods to objectively measure visual complexity and its variables including the 
number of design elements, and the variation in their position and colour in the context of building 
facades 
• Second, statistically explore the relationship between the perceived level of visual complexity and 
preferences  
• Third, statistically examine the impact of the variables of visual complexity on the perceived level 
of visual complexity and preferences 
• Fourth, inspect the effect of individual characteristics including age, professional background, 
gender and education level on the perception of visual complexity and the visual preferences of 
people from a particular area towards building facades 
• Finally, the previous four steps contribute to the building of a statistical model to assess visual 
complexity in the context of building facades. 
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2.11. Conclusions and research framework 
The visual design of the building facade in urban streetscape requires an objective tool to assess the 
perceptual impact of a major quality known as visual complexity. Visual complexity is represented by 
three variables; the number of design elements, and the variation in their position and colour. This 
research follows a psychological approach, which focuses on the relationship between the visual aspects 
of the built environment and the perceptual response of users and assumes that people from a particular 
area have a common reaction towards the physical qualities of the built environment. Accordingly, the 
study applies three steps to the evaluation of visual complexity and its variables. The first measures 
their physical properties. The second collects public preferences towards these properties. The third 
statistically determines the relationship between these variables and preferences.  
Regarding the first step, the measurement of visual complexity is typically done using concepts of 
Shannon Entropy, RMS contrast and Fractal dimension. Colour difference is an objective method to 
measure the variation in the colour of element. Concerning the second step, the measurement of 
preferences towards scenes, their visual complexity and its variables is done through psychometric 
scaling using the semantic differential scale. The web offers a great mean to collect big data of public 
reactions toward the visual aspect of the built environment. Regarding the third step, the statistical 
methods of correlation and regression can be used to analyse the relationship between the change in the 
values of complexity and its visual variables in scenes and preferences towards them.  
Previous studies offer fluctuating results on the impact of visual complexity, the number of design 
elements, and the variation in their position and colour on preferences. The relationships between each 
of these variables and preferences vary among positive, inverted U-shaped and negative. 
This study aims to provide an objective method to assess the perceptual impact of visual complexity, 
represented by three visual variables, in building facades. This goal is achieved through objectively 
measuring the physical properties of visual complexity and its variables, examining their impact on 
preferences, explore the statistical relationships between the change of visual complexity and its 
variables in scenes and preferences towards them, and inspect whether preferences have a common 
underlying trend. These investigations help to build a statistical model to assess visual complexity of 
building facades based on the preferences of participants.  
The study is based on the hypothesis that there is a statistically predictable (though possibly noisy) link 
between human visual preferences and variations in the values of visual complexity. The theoretical 
framework of the research is shown in (Figure 2-8). 
The next chapter demonstrates the methods developed by this study to realise the research objectives. 
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Figure 2-8. The theoretical framework of the research 
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3. METHODS 
This chapter provides methods to achieve the goals of the study and test its hypothesis. It provides 
methods to measure visual complexity and introduces the concept of vertices as an atomic constructor 
for the three higher order variables involved in this study. Then, it discusses methods to measure the 
three variables using vertices and their properties. This chapter explains the structure of an online 
application developed by the research to generate, measure and display scenes of building facades, and 
manage the experiment of the study. The chapter also describes the design of the experiment, which 
examine the impact of visual complexity and its variables on preferences of participants. It reports an 
approach to measure the preferences of participants in questionnaires and ends with highlighting 
statistical methods to analyse datasets from the experiments.  
3.1. The measure of visual complexity 
This study employs three common methods to measure visual complexity in an experiment. These 
methods are Shannon’s Entropy, RMS contrast and Fractal dimension. It developes an online 
application to measure the visual complexity of images of building facades using the three methods and 
collects participants’ perceived level of visual complexity and preferences towards these facades. The 
research decides which of the three methods are more suitable to measure the visual complexity of 
building facades by comparing the values provided by each measure with the rates of visual complexity 
collected from the participants. The method that offers the higher correlation with the participants’ rates 
will be selected as the most suitable approach to measuring visual complexity compared to the other 
two methods. The study offers a code written in Python programming language to process photos of 
building facades and measure their visual complexity (APPENDIX C). 
3.1.1. Shannon’s Entropy 
Shannon’s entropy can be used to quantify the visual complexity in an image of a building façade 
(Section 2.6.1). The channel/medium of information, in this case, is the image and the signal is the 
colour value of its pixels. Shannon’s entropy of an image can be calculated using a formula (Equation 
3-1): 𝑆 = −𝑠𝑢𝑚(𝑝𝑘 ∗ 𝑙𝑜𝑔'(𝑝𝑘)) … Equation 3-1 
Where 𝑝𝑘 is the number of pixels of value 𝑘. 
This research employs shannon_entropy function (Equation 3-2) in scikit-image, which is an image-
processing library in “Python” programming language.   𝑠ℎ𝑎𝑛𝑛𝑜𝑛_𝑒𝑛𝑡𝑟𝑜𝑝𝑦(𝑖𝑚𝑎𝑔𝑒, 𝑏𝑎𝑠𝑒) … Equation 3-2 
Where 𝑖𝑚𝑎𝑔𝑒 is a grayscale input image and 𝑏𝑎𝑠𝑒 is the logarithmic base to use, when it equals 2, it 
returns an entropy value in bits. 
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The assessed image needs to be converted into a grayscale where each pixel is a single value 
representing only the amount of light or intensity. These single values would make it possible to 
compare between pixels and determine which have similar values in the measurement of Shannon’s 
entropy (Equation 3-1). The images used in the measurement of Shannon’s entropy in the experiment 
are converted to grayscale using cv2.cvtColor function (Equation 3-3) in OpenCV-Python library 
known as cv2, an open source computer vision library in Python programming language. 𝑔𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒 = 𝑐𝑣2. 𝑐𝑣𝑡𝐶𝑜𝑙𝑜𝑟(𝑖𝑛𝑝𝑢𝑡_𝑖𝑚𝑎𝑔𝑒, 𝑓𝑙𝑎𝑔) … Equation 3-3 
Where 𝑓𝑙𝑎𝑔 determines the type of conversion. It equals “cv2.COLOR_BGR2GRAY” when 
converting the pixels’ values of an  𝑖𝑛𝑝𝑢𝑡_𝑖𝑚𝑎𝑔𝑒 from RGB to grayscale.  
The Python code used to perform the entropy analysis on the images of the scenes in the experiment is 
shown in (APPENDIX C). 
3.1.2. RMS contrast 
The study also measures the perceived complexity of building façade elements in an image based on 
RMS contrast (Section 2.6.2). It first converts the image of building façade to grayscale so that each 
pixel is represented by a single, luminance, value, which RMS contrast calculation depends on. Images 
are converted to grayscale using cv2.cvtColor function (Equation 3-3) of OpenCV-Python library 
(Section 3.1.1). The research developed Python code that iterates through pixels of the grayscale images 
and defines a neighbourhood for each pixel (Section 2.6.2). It measures the RMS contrast in each 
neighbourhood by calculating the sample standard deviation of its pixel values (APPENDIX C). This 
process provides a contrast map, which holds the RMS contras values of all neighbourhoods in the 
image. The product of the mean of RMS contrast values in the contrast map multiplied by their sample 
standard deviation provides a measure of the perceived visual complexity of the examined image of 
building façade (Equation 2-3). The Python code used to perform the RMS contrast analysis on the 
images of the scenes in the experiment is provided (APPENDIX C). 
3.1.3. Fractal geometry 
This study measures the fractal dimension as an indicator of the visual complexity of images of building 
facades in an experiment using the method of box-counting in Python programming language. First, it 
converts RGB images into grayscale. Then, optimise the number of grids applied to the images and the 
sizes of these grids (Section 2.6.3). It counts the number of boxes that contain details in each grid and 
fits the logarithms of the sizes of the grids with the logarithm of the counts of boxes with details in each 
to determine the coefficient which indicates the value of the fractal dimension of the image. The Python 
code used to perform the fractal geometry analysis on the images of the scenes in the experiment is 
provided (APPENDIX C). 
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3.2. Vertices as an indicator for the variables of visual complexity 
The quantification the number of design elements, and the variation in their position and colour is 
required to assess the impact of these three variables on the perception of visual complexity and 
preferences. The measurement of qualitative variables in quantitative terms requires clear definitions 
of how “quality” is to be captured by numerical indicators. This study proposes a concept of a basic 
indicator namely ‘vertices’, single vertex, which are points in the three-dimensional space, connected 
by line segments to form faces that define the appearance of objects (Figure 3-1). A vertex or a node is 
the fundamental unit of which all shapes and objects are formed. It is a known concept in mathematics, 
and more specifically in graph theory, although we do not use a graph-theoretic (topological) framework 
in this work, but instead resort to the geometric properties arising from the arrangements of vertices. 
The vertex is commonly used as the main unit, which forms the two-dimensional and the three-
dimensional objects in professional 3D computer graphics programs (Dirksen, 2014, pp. 20-21). 
However, the concept of vertices is not commonly utilised in traditional architectural and urban design 
research.  
Building façade is a key component of the built environment (Krier, 1979, p. 15). The quality of the 
elements of the building facade derives the quality of the urban space, which is the most significant 
parameter affecting human behaviour in the city (Krier, 1979, p. 15). There are three main 
characteristics, which form the overall geometry of the built environment: 
1. The visual elements including points, edges and high-order features they form such as walls, doors, 
columns and other elements.  
2. The visual aspect of elements including colour, position, shape and other attributes.  
3. The relationships between the elements including complexity, consistency, enclosure and other 
relationships. Relationships depend on the number of elements and their visual aspects.  
These three major characteristics, together, can be represented by vertices. The number, position and 
colour of vertices form the overall geometry of the built environment and indicates its various visual 
characteristics (Hussein & Armstrong, 2016, p. 459) (Figure 3-2). The concept of vertices can be a 
more concise and comprehensive replacement to the definition of design elements, which includes 
line, direction, shape, size, texture, value and colour introduced by Graves (1951) and other traditional 
definitions of design components. 
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This study proposes vertices as an atomic indicator for defining the three visual variables considered in 
this research. These three variables are  
1. The number of design elements 
2. The variation in their position 
3. The variation in their colour 
Vertices, as a concept, responds to the main objective of research in urban design, which aims to decide 
which component of the urban system is the most significant in the visual assessment (Hussein & 
Armstrong, 2016, p. 459). Vertices as a single parameter can represent all possible visual characteristics 
of the built environment and significantly help to overcome complex issues associated with addressing 
the multiple and interrelated visual parameters of urban studies. The use of vertices as an indicator 
makes it possible to compute and assess the visual properties of building facades using computer 
programming, which will be further explained in this study (Section 3-2). Vertices, in principle, can 
represent all visual parameters (Figure 3-2).  
To the best of our knowledge, this research is the first to use vertices as a quantitative visual parameter 
to assess building façade. 
 
Figure 3-1. Vertices in a virtual built environment  
(Hussein & Armstrong, 2016, p. 460) 
 
 36 
 
Figure 3-2. Vertices as a representative of the visual parameters of the built environment 
3.3. The measurement of the visual variables using vertices 
The utilisation of a statistical approach to simulate building facades and analyse the perceptual effect 
of their visual characteristics can be a very effective approach. Modern technology has made it possible 
to use high-performance computers and technologies, which can handle vast quantities of data and 
numerous variables. The construction of such approaches has become a necessity in urban research 
(Martin & March, 1972, p. 175). An online system that integrates the measurements of users’ 
preferences with the physical analysis of the built environment using statistical preference modelling 
techniques would facilitate the evaluation of the perceptual impact of the visual complexity and its 
variables and provide the methodological basis for an objective tool to assess design proposals of 
building facades. The physical measurements of the three variables are, however, challenging.  
This study utilises the concept of corner detection to identify vertices in images of building facades. 
Corner detection is a method used within computer vision systems to obtain specific types of features 
and analyse the contents of an image. It is commonly used in motion detection, three-dimensional 
modelling and object recognition. A corner is defined as the intersect of two edges or a region in the 
image with large variation in intensity in all the directions. There are a number of algorithms used to in 
computer-based corner detection. An early and popular one was provided by Harris and Stephens (1988) 
who produced an algorithm named Harris Corner Detector. It detects corners/edges through finding the 
difference in intensity of points in all directions. Shi and Tomasi in their paper titles Good Features to 
Track (1994) have applied a small modification to Harris’s algorithm and show better results. Their 
concept relies on introducing a threshold value, and when a point value is higher than the minimum 
threshold, it is considered as a corner. OpenCV library in Python programming language has a function 
named cv2.goodFeaturesToTrack(). It detects corners in the image using the method of Shi-Tomasi or 
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Harris (Equation 3-4). The study uses Shi-Tomasi method because it provides better results. It converts 
images of scenes in the experiment to grayscale using the cv2.cvtColor function in Python (Equation 
3-3). It applies 1000000 as a maximum number of corners in (Equation 3-4) since preliminary 
calculations showed that the number of vertices/corners in any image of the scenes used in the 
experiment is less than 1000000. After experimenting with values in the cv2.cvtColor function, the 
quality of 0.01 and a minimum distance of 10 in (Equation 3-4) showed to provide the closest results to 
the number and location of real vertices in the scenes of the experiment.  𝑐𝑜𝑟𝑛𝑒𝑟𝑠	 = 	𝑐𝑣2. 𝑔𝑜𝑜𝑑𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑇𝑜𝑇𝑟𝑎𝑐𝑘(𝑖𝑚𝑎𝑔𝑒,𝑚𝑎𝑥, 𝑞𝑢𝑎𝑙𝑖𝑡𝑦,𝑚𝑖𝑛) … Equation 3-4  
Where the default method of corner detection is Shi-Tomasi, 𝑖𝑚𝑎𝑔𝑒 is a grayscale image, 𝑚𝑎𝑥 is the 
maximum number of corners to be detected,	𝑞𝑢𝑎𝑙𝑖𝑡𝑦 is the accuracy of the detection and 𝑚𝑖𝑛 is the 
minimum distance between corners.   
Corner detection through image-processing is not highly accurate, but it provides results close to the 
reality (Figure 3-3). The study applies the same values of the parameters in the function of corner 
detection (Equation 3-4) to all the images of the scenes of the experiment to ensure a controlled 
comparison. The code used to process the corner detection of the images of the scenes in the experiment 
is provided in (APPENDIX C).  
 
Figure 3-3. An image of a building façade before and after applying corner detection 
This study presents the number of vertices or corners as a physical indicator of the number of design 
elements. For instance (Figure 3-4-A) shows a façade with a low number of design elements or low 
visual complexity and, consequently, a small number of vertices/corners. (Figure 3-4-B) displays a 
façade with a higher number of design elements or high visual complexity, which, in turn, contains a 
larger number of vertices/corners.  
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The application proposed in this study measures employs the number of detected corners in the images 
of the scenes of the experiment as an indicator of the number of design element of the examined building 
facade. Dividing the sum of corners by the length of the whole observable building facade in meters 
provides an average value to the measured variable, which is comparable to scenes of different length 
and scales if required. For instance, a comparison in the level of complexity, indicated by the number 
of corners, between a small building façade and a long streetscape. Vertices inside the observer’s cone 
of vision, 30o up and 45o down, are more significant to the observer compared to those outside (Figure 
3-5). However, since images are used in the experiment instead of real observations, videos or 
interactive virtual environment, there is no need to allocate different values to the vertices/corners in 
the observer’s cone of vision as the whole height of the examined building facades are available to the 
participants at once. The code, in Python programming language to measure the number of 
vertices/corners is provided in (APPENDIX C). 
 
Figure 3-4. The number of vertices in two scenes with different level of complexity 
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Figure 3-5. Change in the visual attention according to the distance from the scene 
The study measures the variation in the position of vertices/corners by detecting the dominant visual 
direction of the overall visible vertices/corners in the images of the examined building facades, whether 
it is vertical or horizontal (Figure 3-6). Then, it calculates the variation in the position of corners on the 
axis opposite to the dominant direction of the scene (Section 2.3.2) using the statistical method of 
standard deviation (SD). Data points in the measurement of standard deviation represent either the 
vertical or the horizontal position, depending on the dominant direction of the visible scene, of each 
corner in the image of the building facade. The mean of the population data in this measurement is the 
average of positions involved in the measurement of standard deviation. The code used to measure the 
variation in the position of vertices/corners is provided in Python programming language (APPENDIX 
C). 
 
Figure 3-6. The direction of visible vertices in theoretical scenes 
This study also proposes the method of standard deviation (SD) to measure the variation in the colour 
of vertices/corners. In the standard deviation assessment, each data point stands for the colour of a 
corner in the image of the scene, and the mean of the population dataset represents the average colour 
value of red, green and blue (RGB) components that stand for the average of colour components of all 
visible vertices. The application uses the method of colour difference or CIEDE2000 (Section 2.6.4) to 
determine the difference between the overall average colour and the colour of each corner in the 
measure of standard deviation. CIEDE2000 formula requires the input of colour values in CIELAB 
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colour space (L*a*b*). Therefore, the study transforms RGB colour values to CIELAB values using a 
mathematical formula (Leo´n, Mery, Pedreschi, & Leo´n, 2006, p. 1084). The code used to measure the 
variation in the colour of vertices/corners is provided in Python programming language (APPENDIX 
C). 
3.4. The research questionnaire 
A recent study indicated the need for an online tool that collects and analyses big data of public reactions 
towards the urban environment (Sabri et al., 2016, p. 40). Accordingly, this study develops an online 
application to collect the preferences of participants towards images of building facades using a method 
of semantic differential scale in an online questionnaire. This research developed an online application 
using Python programming language and Django development framework to manage an online 
questionnaire (APPENDIX D), which collects participants reactions towards images of building 
facades. A link to the online questionnaire has been sent to potential participants. The participant can 
view the questionnaire website online and read about the study on the questionnaire homepage 
(APPENDIX D-1). This page briefs participants on the aim of the study, technical requirements, 
conditions of participation, information about collecting reimbursement and displays video and 
transcript tutorial about how to answer the questionnaire. The page also has links to the participant 
information statement (APPENDIX D-2), sign-up (APPENDIX D-3) and sign-in (APPENDIX D-4) 
pages. The page also contains a “Contact Us” link in case the participant would like to send an enquiry 
or feedback to the researcher. After viewing a participant information statement (APPENDIX D-2), the 
participants can register through the sign-up page, where they are required to enter their email address 
and select their age, professional background (art/architecture related or not), gender and education 
using a drop-down list (APPENDIX D-3).  
After going through the tutorial, participants can answer the questionnaire, which involves the display 
of images of building facades, one image each time. The participant is required to rate the level of the 
visual complexity of the displayed scene and to indicate the preference towards it using semantic 
differential scales on the side of the screen. Participants can show their rate of visual complexity or how 
visually complex does the participant think the scene is by selecting one button on a five levels scale, 
each button corresponds to a level of visual complexity (APPENDIX D-5). A similar scale is used to 
indicate the visual preference towards the scene or how much does the participant prefer the scene. 
After indicating the level of visual complexity and the rate of preference, the participant can click 
“Next” to move to rating the next scene. The five levels of each scales are transformed to a 
corresponding integer between 1 and 5 in the database. 
The application asks the participant to re-evaluate one scene at the end of the questionnaire to validate 
the consistency of the participant’s answers. If the rate of visual complexity and preference differ 
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significantly for the repeated scene, the application will cancel the participation of the participant, who 
would have the choice to withdraw or repeat the questionnaire (APPENDIX D-7). Otherwise, the 
application would display a message informing the participant that the answer is valid (APPENDIX D-
6) and the participant’s information and responses would be saved into the database.  
The online application stores information about participants’ rates of the level of visual complexity and 
preference towards each scene in the experiment, and their demographics including age, professional 
background, gender and education.  
3.5. Experiment design 
This study has designed an experiment, which involves 26 images of building facades. The visual 
complexity of these images is measured using three different methods; the method of Shannon’s 
Entropy (Section 3.1.1), RMS contrast (Section 3.1.2) and fractal dimension (Section 3.1.3). The three 
variables of visual complexity (The number of design elements, and the variation in their position and 
colour) in these images are quantified using the methods discussed earlier (Section 3.3). Participants 
rates of the perceived level of visual complexity and preferences towards these images are recorded 
using an online questionnaire (Section 3.4). Statistical analyses would help investigate which of the 
three methods of measuring visual complexity is more appropriate, the relationship between the 
perceived level of visual complexity and participants preferences as well as the impact of the three 
variables of visual complexity and the demographic aspect of participants on the perception of visual 
complexity and preferences. 
The following sections provide more details about the experiment. 
3.5.1. Stimuli 
A Nikon D3400 DSLR camera with 18-55mm lens was used to photograph 26 mixed-use (commercial 
and residential) building facades along a number of streets parts near the city centre of Sydney, 
Australia. These streets are King Street in Newtown, City Road in Darlington, Cleveland Street in 
Chippendale, Glebe Point Road in Glebe and Broadway in Ultimo and Chippendale. These parts were 
chosen because they offer an interesting mix of building facades with various visual styles and level of 
complexity with a minimum level of plants and vegetation in the facades since the study focuses on the 
built components and exclude the visual impact of vegetation. The photos were taken in a period of 
time between 8:00 am and 12:00 pm in the Christmas public holiday on Monday, 25 December 2017. 
This date was chosen because it was estimated that the street would have a minimum number of 
pedestrians and cars compared to the same time on other days in these busy streets near the centre of 
Sydney. This date and time made it easier to take photos with no human and car figures to exclude their 
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impact on the visual assessment of the building facades. The sky was cloudy, which helped neutralise 
the impact of shadow, an element that is not considered in this study. The temperature was between 20o 
and 21o.  
Photos were taken with 24 MP resolution and 300 pixels/inch images. The top corners of the images 
were skewed using the transform tool in Adobe Photoshop CC 2017 to straighten the side edges of the 
building that are distorted due to the effect of the perspective view resulted from the angle of the camera 
in respect to the building. This transform would help remove the impact of the height of the building, 
which is not a concern of this study and display plain facades (Figure 3-7). Images were also cropped 
to removes building and elements on each side of the building façade to eliminate the impact of 
neighbours on the visual assessment of the building façade (Figure 3-7). 
The visual complexity of the processed images is measured using three methods; Shannon’s Entropy 
(Section 3.1.1), RMS contrast (Section 3.1.2) and fractal dimension (Section 3.1.3). The three variables 
of visual complexity (The number of corners, and the variation in their position and colour) in these 
images are also quantified (Section 3.3). The study used a code in Python programming language to 
perform the measurements and save the results into a database file (APPENDIX C). The order of the 
images is randomised in the experiment to avoid the carryover effect that may result from presenting 
the images in an sequence that respond to their measure of visual complexity. 
 
Figure 3-7. Photo processing of the images in the experiment 
3.5.2. Participants 
33 participants have completed the questionnaire of the experiment (Table 3-1). Power analysis (Cohen, 
1988) is used to determine the sample size or the number of participants required in the experiment. 
The parameter used to decide the sample are: a significance level of 0.05, a power value of 0.8, 1 
predictor for the impact of visual complexity and 3 predictors for the impact of the three variables of 
visual complexity, and coefficient of determination or R-squared value of 0.30. The power analysis 
recommends about 30 participants for the analysis related to three predictors and 20 participants for the 
analysis of one predictor (APPENDIX F). 
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All participants are residents of Sydney, Australia, with a demographic range covering different ages, 
professional backgrounds, genders and education levels (Table 3-1). Some participants were current 
college students at the time of conducting the study while others were not. The study used 
advertisements to recruit participants, this includes flyers posted in public settings, social media and 
sent through emails. The advertisements mainly targeted people who work in, study at or pass through 
the University of Sydney’s Camperdown/Darlington Campus. The first condition of participation is that 
participants should be at least 18 years old. Although cognitive skills that influence aesthetic evaluation 
develop fully by a younger age, empirical studies relevant to the assessment of public areas usually 
select 18 years old as a minimum age because younger people may have different expectations from 
the built environment (Portella, 2014). Urban planners also link the readiness to evaluate the constructed 
world with the ability to exercise adult civic rights and responsibilities (Cunningham & Jones, 2006, p. 
7). The second condition is that participants should have no visual condition, including colour blindness, 
that can affect the ability to provide visual preferences towards scenes. Participants have completed the 
questionnaires online using their devices in the place and time of their choosing. However, the 
questionnaire is set to work only on relatively large size screens to ensure a proper display of the visual 
features of the scenes involved in the questionnaire and avoid running the questionnaire on devices with 
small size screens including smart phones. Thus, participants were asked to use devices with large 
screens (APPENDIX D-1). The questionnaire website was set so that the size of the displayed scene 
would occupy the maximum available space on the screen while maintaining the original aspect ratio 
of its image. 
Table 3-1. The number of participants of each demographic aspect in the experiment 
Main aspect Categories Number of participants Total number 
 
 
Age 
18 – 24 years old 11  
 
33 
25 – 34 years old 17 
35 – 44 years old 2 
45 – 54 years old 1 
55 – 64 years old 2 
Background Art/architecture related 11 33 
Non-art/architecture related  22 
Gender Female 13 33 
Male 20 
 
 
Education level 
High school graduate/equivalent 4  
33 Bachelor’s degree 15 
Master’s degree 8 
Doctorate degree 6 
3.6. Data analysis 
This study uses R programming language through RStudio software to analyse and map the data from 
the experiment. The research combines and refines a number of the graphs produced by R using Adobe 
Illustrator CC 2017 software. The datasets involve dependent variables, the preferences of participants 
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and their rates of visual complexity towards the images of the building facades in the experiment, and 
independent variables including the number of corners, and the variation in their position and colour. 
Datasets also contain the measures of visual complexity using three types of methods (Shannon’s 
Entropy, RMS contrast and Fractal dimension) and the age group, professional background, gender, 
education level of participants and non-identifying numbers to represent participants.  
The study uses the method of Boxplot (Schwertman, Owens, & Adnan, 2004, p. 165) to exclude scores 
that differ significantly with the majority of preferences and rates of complexity by participants towards 
each scene from further analysis to provide a more harmonic  preferences and rates of visual complexity 
towards each scene in the experiment. Thus, 40 data points are excluded from a total of 858 points in 
the dataset of the rates of visual complexity, and 37 points are excluded from the total of 858 in the 
dataset of visual preferences. The count of total points is the result of multiplying the number of 
participants (33) by the number of scenes (26).  This research applies a number of statistical methods 
to analyse the different aspect of the data from the experiment. These methods are commonly used in 
similar studies to assess the impact of the physical measure of the built environment on the preferences 
of participants (Junwei & Liang, 2016, p. 9; Stamps, 2005). Datasets and their statistical analysis are 
provided in R code (APPENDIX G). These methods are: 
• Pearson correlation coefficient (cor function in R) is a widely used statistical measure that shows 
whether and how strongly pairs of variables/datasets are related by measuring of the linear 
relationship between two variables. It provides a value between +1 and -1, where 1 is a total 
positive linear correlation, 0 is no linear correlation and -1 is a complete negative linear 
correlation. It is used to assess the relationship between the perceived level of complexity 
provided by the participants and their preferences towards the scenes in the experiment. It is also 
used to verify which of the quantification methods of visual complexity corresponds better with 
the rate of visual complexity provided by participants. 
• Data mapping and regression models are also employed. Regression is a statistical measure of 
the relation between the mean value of one variable and corresponding values of other variables. 
A regression model provides an equation that describes the change in the values of the dependent 
variable according to the change in the values of independent variables. It is used to investigate 
the relationship between the perceived level of complexity and preferences or participants 
towards the scenes of the experiment. Regression is also used to study the relationship between 
the methods of measuring visual complexity and the perceived level of complexity provided by 
participants. Regression models are applied to understand the significance and the impact of the 
three variables of visual complexity (The number of corners, and the variation in their position 
and colour) on the perceived level of visual complexity and preferences provided by participants.  
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• The relative importance analysis (calc.relimp function in R) (Gr¨omping, 2007, p. 4) is a 
statistical method aims to explain variance among multiple predictors to better understand the 
role played by each predictor in a regression equation. Thus, it calculates the importance of 
independent variables to the dependent variable in a regression model. It is used to identify the 
importance of the impact of each of the three visual variables of visual complexity, compared to 
the other two variables, on both the perceived level of visual complexity and preferences provided 
by participants towards the scenes in the experiment. It offers a percentage value of the amount 
of the influence of each independent variable on the values of a dependent variable. 
• ANOVA analysis or the analysis of variation, a collection of statistical models developed by 
Ronald Fisher to analyse the difference among the means of a group and their variations. It tests 
a hypothesis that means of populations are equal and assesses the importance of factors through 
comparing the means of different levels of factors. It is applied to explore the significance of the 
impact of age, professional background, gender and the level of education of participants, as 
categorical variables, on their rates of visual complexity and preference, as continuous variables. 
It measures the overall differences between the rates of various demographic categories and the 
significance of these differences. For instance, gender has male and female categories. Tukey 
multiple comparisons (TukeyHSD method in R) is a statistical test to determine which means 
amongst a set of means differ from the rest. It is used in conjunction with ANOVA to compare 
means of all possible pairs of categories and find the differences between them. It is used in 
conjunction with ANOVA to compare means of all possible pairs of demographic categories and 
find the specific differences between their rates. It compares all possible paired combinations of 
categories. For example, the level of education may have the following paired categories: Master 
degree - High school, Master degree - Bachelor degree, Master degree - High school, Bachelor 
degree - High school. 
• A number of statistical tests that perform as indicators. One test is known as P-value or Pr(>F), 
which is a statistical test of a hypothesis. P-value ≤ 0.05 indicate strong evidence against the null 
hypothesis when the null hypothesis is that the mean is the same in all groups. P-value ≤ 0.05 
indicates a significant difference between the means of groups. Therefore, a P-value of ≤ 0.05 
indicates a significant impact. Another test is F-statistic or F value, A statistical measure in 
ANOVA test or regression analysis to measure the variation or find out if the means between two 
populations are significantly different. The higher the value, the more the likelihood of the 
significance. R-squared or the coefficient of determination is a statistical measure of how close 
the data points are to the fitted regression line. R-squared of 100% means that the model explains 
all the variability of the response data around its mean. Thus, the closer the R-squared value to 
100% or 1 the more accurate the regression model. Df is the degree of freedom, the number of 
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values that are free to vary when estimating statistical parameters. Sum Sq is the sum of the 
squares of the deviations of all the observations in ANOVA analysis. Mean Sq is the mean 
squares, obtained by dividing the sum of squares by the respective degrees of freedom in 
ANOVA analysis. Diff is a statistical measure of the difference between the two group means. 
In Tukey analysis, it represents the difference between categories. If the value is positive, it 
means that the category before the colon sign (:) is higher than the one after. If it is negative, it 
indicates that the category after the colon sign is greater than the one before. For instance, in the 
preferential comparison (Master degree : Bachelor degree = -3.02) the average preference of 
participants with a master degree is lower than those with bachelor degree. Lwr refers to the 
lower endpoint of the interval created based on the differences between the means of the levels 
in Tukey analysis. Upr is the upper endpoint of the interval created based on the differences 
between the means of the levels in Tukey analysis. P adj is the P-value adjusted for multiple 
comparisons using the Tukey multiple comparisons analysis. 
3.7. Conclusions 
This chapter discussed the measure of visual complexity using three different methods; Shannon’s 
Entropy, RMS contrast and Fractal dimension. It introduces the concept of vertices and corners as an 
indicator of the measure of the three variables of visual complexity; the number of comers, and the 
variation in their position and colour. It designed an experiment, which aim to examine the relationship 
between the perceived level of visual complexity and preference, verify which of the three methods of 
measuring visual complexity corresponds better with its perceived level and determine the impact of 
the variables of visual complexity as well as the demographic aspect of participants on the perceived 
level of complexity and preferences provided by participants. The experiment involves gathering 
reactions of 33 participants towards 26 images of building facades through an online questionnaire. The 
study measures the visual complexity in the images using the three different methods. It also measures 
the three variables of visual complexity in the images. The statistical analysis of the relationships 
between these measures and the reactions of participants towards the images of building facades in the 
experiment would respond to the aim of the study. These statistical measures are Pearson correlation, 
regression, the relative importance analysis, ANOVA and Tukey.  
The next chapter examines the results of running these statistical analyses on data from the experiment. 
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4. RESULTS 
This chapter discusses the results of running statistical analysis (Section 3.7) on datasets from the 
experiment. These datasets represent the rating of 33 participants towards the perceived level of visual 
complexity and preferences of 26 images of building facades through an online questionnaire. The 
datasets also include the participants’ demographic information; age, education, gender and 
professional background. Three different measures of visual complexity, Shannon’s Entropy, RMS 
contrast and Fractal dimesons of each image of building façade in the experiment are included in the 
datasets. The measures of the three variables of visual complexity; the number of corners, and the 
variation in their position and colour of each of the images are also part of the datasets. The datasets 
and the statistical analysis, written in R code using RStudio software, for the experiment are provided 
(APPENDIX G). 
4.1. The relationship between the perceived level of visual complexity and 
preference 
The statistical analysis of Pearson correlation coefficient on the relationship between the perceived level 
of visual complexity provided by participants towards the images of building facades in the experiment 
and their preferences towards them provides a value of 0.75. This value indicates a high positive linear 
relationship (Section 3.6) between the perceived level of visual complexity and preference towards 
building facades (Figure 4-1). It means that participants prefer high level of visual complexity and their 
visual preference constantly increase with the rise in the visual complexity of the scene. 
This linear relationship was also confirmed through the regression analysis. Single linear, logarithmic 
and quadratic regressions models are applied to explore the relationship between the perceived level of 
complexity and preferences of participants towards the scenes of the experiment. Linear regression 
(Equation 4-1) provides the best fit. It shows the perceived level of visual complexity as a significant 
predictor (P-value of 0.00), a higher F-statistic of 30.28 and a higher coefficient of determination or 
adjusted R-squared value of 0.54 compared to other regression models. The meaning of these values 
explained earlier (Section 3.6).  
In conclusion, Pearson correlation coefficient and regression analysis reveal that there is a strong linear 
relationship between the perceived level of visual complexity and preference and that the perceived 
level of visual complexity significantly affect the preferences of participants.  𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 1.12 + 0.57(𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦) … Equation 4-1 
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Figure 4-1. A linear regression between the average preference rates and the average perceived level 
of complexity of the scenes in the experiment   
Each point represents a scene, the horizontal location of which is the average level of complexity rated by participants, while the vertical 
position reflects the mean of their preferences towards that scene 
4.2. The relation between each of the three measures of visual complexity 
and its perceived level  
Among the three methods of measuring complexity (Shannon’s Entropy, RMS contrast and Fractal 
dimension), the measure of the Fractal dimension of the 26 images of building facades in the experiment 
has the highest correlation (Pearson correlation = 0.51) with the average levels of the perceived 
complexity indicated by participants in the experiment. This value of correlation indicates a medium 
positive linear relationship (Section 3.6). A linear regression provides the best fit of this relationship 
(Figure 4-2) compared to other types of single regressions. It shows that the measure of the fractal 
dimension of the images of the building facades in the experiment has a significant relationship with 
their averages perceived level of complexity (P-value = 0.01). The correlation between the measure of 
RMS contrast and average participants rates of visual complexity is lower (Pearson correlation = 0.43), 
while the correlation between the measure of Shannon’s Entropy and the perceived level of visual 
complexity is the lowest (Pearson correlation = 0.21). The low positive value of correlation indicates a 
weak positive linear relationship. The meaning of the values of these tests are explained earlier (Section 
3.6). 
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Figure 4-2. A linear regression between the average perceived level of complexity and the fractal 
measure of the images of building facades in the experiment   
Each point represents a scene, the horizontal location of which is its measure of fractal dimension, while the vertical position reflects the 
average level of complexity rated by participants 
4.3. The Impact of the three variables of visual complexity on its perceived 
level 
A linear regression based on the three variables (The number of corners, and the variation in their 
position and colour) as independent variables and the average rates of the level of visual complexity by 
participants of the experiment as a dependent variable (Equation 4-2) shows both the variation in the 
position of corners (P-value, significant = 0.02) and the variation in the colour of corners (P-value, 
significant = 0.00) have a significant impact on the perceived level of visual complexity. The number 
of corners, however, does not have a significant effect (P-value, significant = 0.24). P-value bellow 0.05 
indicates a significant impact (Section 3.6). These results are confirmed by the relative importance 
analysis (Section 3.6), which also shows that among the three variables, the variation in the colour of 
corners is the most important (Relative importance = 21.46%) to the perceived level of complexity. The 
variation in the position of corners comes second (Relative importance = 11.17%), and the number of 
corners comes as the least important (Relative importance = 3.02%) (Figure 4-5).  𝑃𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑_𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦	 = 	−3.04	 − 	0.00002937(𝑐𝑜𝑟𝑛𝑒𝑟𝑠_𝑛𝑢𝑚𝑏𝑒𝑟) 	+									0.002376(𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛_𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛) 	+ 	0.1693(𝑐𝑜𝑙𝑜𝑢𝑟_𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛) … Equation 4-2 
The equation of the multiple regression model (Equation 4-2) between the perceived level of visual 
complexity rated by participants as a dependent variable and the three variables (the number of corners, 
and the variation in their position and colour) as independent variables produces values of complexity 
with a relatively high positive linear correlation (Pearson correlation = 0.69) (Section 3.6) with the 
perceived level of visual complexity indicated by participants towards the images of the building 
facades in the experiment. This model offers a higher correlation compared to the three typical methods 
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of measuring complexity examined earlier (Shannon’s Entropy, RMS contrast and Fractal dimension). 
This high correlation can be justified by the flexibility of regression models, which adapt to fit the rates 
of participants by adjusting the coefficient values, the number in (Equation 4-2), of the regression 
model.  
The regression model is validated by dividing the dataset from the experiment into 80% training set and 
20% test set. The results of applying the regression model between the perceived level of visual 
complexity rated by participants as a dependent variable and the three variables (the number of corners, 
and the variation in their position and colour) as independent variables on the training dataset provide 
a high positive linear correlation (Pearson correlation = 0.95) (Section 3.6) with the perceived level of 
visual complexity of the images in the experiment as indicated by participants in the test dataset. It is 
important to point out that this value of correlation may alter based on which data points are selected 
for the training/test set. 
Single regression models between each of the three variables and the perceived level of complexity 
show two types of relationships; convex relationship between the number of corners and the perceived 
level of complexity and a positive linear relationship between the variation in the position and colour 
of corners on one hand and the perceived level of complexity on the other hand (Figure 4-3). However, 
the fit in these relationship models is not highly accurate. The single regression models display graphs 
with low accuracy, low R-squared values (Section 3.6), and noisy data points far from the fitted 
regression lines (Figure 4-3). 
 
Figure 4-3. Regressions between the average perceived level of complexity rated by participants and 
the three variables of visual complexity in the images of the experiment   
Each point represents a scene, the horizontal location of which is the measure of one variable, while the vertical position reflects the average 
level of visual complexity rated by participants 
4.4. The Impact of the three variables of visual complexity on preferences 
A linear regression based on the three variables of visual complexity as independent variables and 
average preferences of participants towards the images of the building facades in the experiment as a 
dependent variable (Equation 4-3) shows that all three variables of visual complexity have a significant 
impact on the preferences towards the images of the experiment. The significance test on the linear 
regression model reveals P-values of 0.03 for the number of corners, 0.02 for the variation in the 
position of corners and 0.01 for the variation in the colour of corners. A P-value below or equal to 0.05 
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indicates a significant effect (Section 3.6). These results are confirmed by the relative importance 
analysis (Section 3.6), which shows that the variation in the colour of corners has the most important 
impact on the preferences of participants (Relative importance = 11.70%). The variation in the position 
of corners is second (Relative importance = 10.73%), and the number of corners is third (Relative 
importance = 7.83%) (Figure 4-6). 𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒	 = 	−1.217	 − 0.00004447(𝑐𝑜𝑟𝑛𝑒𝑟𝑠_𝑛𝑢𝑚𝑏𝑒𝑟) 	+ 	0.001812(𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛_𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛) 	+									0.1166(𝑐𝑜𝑙𝑜𝑢𝑟_𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛)… Equation 4-3 
The equation of the multiple regression model (Equation 4-3) between the preference of participants 
towards the images of building facades in the experiment as a dependent variable and the three variables 
(the number of corners, and the variation in their position and colour) as independent variables produces 
values of preference with a positive linear correlation (Pearson correlation = 0.60) (Section 3.6) with 
the levels of preference indicated by participants towards the images of the building facades in the 
experiment. This high correlation can be justified by the flexibility of regression models which adapt 
to fit the rates of participants by adjusting the coefficient values, the number in (Equation 4-3), of the 
regression model.  
The regression model is validated by dividing the dataset from the experiment into 80% training set and 
20% test set. The result of applying the equation of the multiple regression model (Equation 4-3) on the 
training dataset provides predicted preference values with a high positive linear correlation (Pearson 
correlation = 0.96) (Section 3.6) with the levels of preference towards the images in the experiment as 
indicated by participants in the test dataset. It is important to point out that this value of correlation may 
alter based on which data points are selected for the training/test set. 
Similar to the case of the impact of the three variables on the perceived level of visual complexity 
discussed earlier (Section 4-3), Single regression models between each of the three variables and the 
preferences of participants show two types of relationships; convex relationship between the number of 
corners and the preferences of participants and a positive linear relationship between the variation in 
the position and colour of corners on one hand and the preferences of participants on the other hand 
(Figure 4-4). However, the fit in these relationship models is not highly accurate. The single regression 
models display graphs with low accuracy, low R-squared values (Section 3.6), and noisy data points far 
from the fitted regression lines (Figure 4-4). 
The optimal value of each of the three variables, which corresponds to the highest average rates of 
participants’ preferences is 7802 for the number of corners, 679.23 for the variation in the position of 
corners and 26.05 for the variation in the colour of corners. 
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Figure 4-4. Regressions between the average preferences provided by participants and the three 
variables of visual complexity in the images of the experiment   
Each point represents a scene, the horizontal location of which is the measure of one variable, while the vertical position reflects the average 
preference as rated by participants 
 
 
 
 
 
4.5. The impact of subjects’ demographic aspects on the perceived level of 
visual complexity 
ANOVA analysis (Section 3.6) reveals that the professional background, whether a participant has an 
art/architectural background or not, has a significant impact on the perceived level of visual complexity 
indicated by participants towards the images of the building facades in the experiment. This outstanding 
impact is detected from the value of the Pr(>F) test on ANOVA analysis (Table 4-1) (Section 3.6). 
Participants with art/architectural background provide higher rates of the level of perceived visual 
complexity compared to other participants (Table 4-2). This value means that participants with 
art/architecture background, on average, perceived the images of building facades in the experiment as 
visually more complex compared to other participants. This difference is indicated by the diff value in 
(Table 4-2) (Section 3.6). ANOVA analysis also reveals that education level, age and gender show no 
significant impact on the participants’ rates on the level of visual complexity towards the scenes in the 
experiment (Table 4-3). However, the difference based on the background between participants are not 
high. The difference value of 0.15 for the background (Table 4-2) is relatively low compared to the 
values between 1 and 5 used in the sematic scale of the experiment. 
 
Av
er
ag
e 
le
ve
l o
f p
re
fe
re
nc
es
The number of corners The variation in the position of corners The variation in the colour of corners
5000 10000 15000 20000 25000
1.
5
2.
0
2.
5
3.
0
3.
5
400 600 800 1000
1.
5
2.
0
2.
5
3.
0
3.
5
15 20 25 30
1.
5
2.
0
2.
5
3.
0
3.
5
Corners_numbers position_variations colour_variations
%
 o
f t
he
 le
ve
l o
f c
om
ple
xit
y
0
5
10
15
20
25
R2= 35.64 %, metrics are not normalized.
Corners_numbers Position_variations Colour_variations
0
2
4
6
8
10
12
14
R2 = 30.26%, metrics are not normalized.
%
 o
f t
he
 le
ve
l o
f p
re
fe
re
nc
e
Figure 4-5. Relative importance of the three 
variables to the level of visual complexity 
 
 
Figure 4-6. Relative importance of the three 
variables to preferences 
 53 
Table 4-1. Results of ANOVA analysis on the relationship between participants’ background and the 
level of perceived complexity indicated by them towards scenes in the experiment  
Characteristic Df Sum Sq Mean Sq F value Pr(>F) 
Background 1 4.3 4.31 4.41 0.04 
Residuals 856 837.2 0.98   
Pr(>F) value lower than 0.05 indicates a significant impact (Section 3.6) 
Table 4-2. Results of Tukey multiple comparisons analysis on the level of visual complexity 
indicated by participants towards the scenes in the experiment (95% family-wise confidence level) 
based on their professional background. 
Characteristic Category diff lwr upr p adj 
Background Art/architecture-related : Not related 0.15 0.01 0.29 0.04 
diff value indicates the amount of difference between categories (Section 3.6) 
Table 4-3. Results of ANOVA analysis on the relationship between education, age, gender of 
participants and their rates on the level of visual complexity towards scenes in the experiment  
Characteristic Df Sum Sq Mean Sq F value Pr(>F) 
Education 3 1.7 0.58 0.59 0.63 
Residuals 854 839.8 0.98   
Age 4 1.1 0.27 0.28 0.89 
Residuals 853 840.4 0.99   
Gender 1 1.5 1.45 1.48 0.22 
Residuals 856 840.1 0.98   
Pr(>F) value lower than 0.05 indicates a significant impact (Section 3.6)  
4.6. The impact of subjects’ demographic aspects on preference 
ANOVA analysis shows that the professional background, whether a participant has an art/architectural 
background or not, also has a significant impact on the participants’ preferences towards the images of 
the building facades in the experiment (Table 4-4). Participants with art/architectural background 
provide higher rates of visual preference compared to other participants (Table 4-5), which means that 
participants with art/architecture background visually appreciate the scenes in the experiment more than 
other participants. There is also a significant difference in the preferences between participants based 
on their gender (Table 4-4). Male participants provide higher rates of visual preference compared to 
female participants (Table 4-5), which indicates that male participants have a higher appreciation to the 
visual aspect of the scenes compared to females. ANOVA analysis reveals that education level and age 
of participants have no significant impact on their rates of visual preference (Tables 4-6). However, the 
difference based on background and gender between participants are not high. The difference values of 
0.25 and 0.21 (Table 4-5) are relatively low compared to the values between 1 and 5 used in the sematic 
scale of the experiment. 
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Table 4-4. Results of ANOVA analysis on the relationship between the background, gender of 
participants and their preferences towards scenes in the experiment  
Characteristic Df Sum Sq Mean Sq F value Pr(>F) 
Background 1 11.6 11.59 10.95 0.00 
Residuals 856 905.9 1.06   
Gender 1 8.6 8.65 8.15 0.00 
Residuals 856 908.8 1.06   
Pr(>F) value lower than 0.05 indicates a significant impact (Section 3.6) 
Table 4-5. Results of Tukey multiple comparisons analysis on preferences of participants towards the 
scenes in the experiment (95% family-wise confidence level) based on their professional background 
and gender. 
Characteristic Category diff lwr upr p adj 
Background Art/architecture-related : Not related 0.25 0.10 0.39 0.00 
Gender Male : Female 0.21 0.06 0.35 0.00 
diff value indicates the amount of difference between categories (Section 3.6) 
Table 4-6. Results of ANOVA analysis on the relationship between education, age of participants and 
their preferences towards scenes in the experiment  
Characteristic Df Sum Sq Mean Sq F value Pr(>F) 
Education 3 2 0.65 0.61 0.61 
Residuals 854 915.5 1.07   
Age 4 0.8 0.19 0.18 0.95 
Residuals 853 916.7 1.07   
Pr(>F) value lower than 0.05 indicates a significant impact (Section 3.6) 
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5. DISCUSSION 
This chapter reviews the results of the statistical analysis on data from the experiment in this study. It 
examines their stance towards literature and design implementations. The chapter discusses the results 
in order, which corresponds to the sequence of applying the statistical methods of analysis. These results 
demonstrate aspects of the relationship between visual complexity and preferences, the measures of 
visual complexity, the impact of the three variables of visual complexity on the perceived level of 
complexity and preference and the impact of demographic aspects on the perceived level of visual 
complexity and preferences. The chapter concludes a method to assess visual complexity through its 
three variables based on the preferences of participants.  
5.1. The relationship between the perceived level of visual complexity and 
preference 
The results of Pearson correlation coefficient and regression analysis (Section 3.6) on the relationship 
between the perceived level of visual complexity indicated by participants towards the images of 
building facades in the experiment confirm that the level of visual complexity of building facades 
significantly affect the visual reactions of people and their preferences. This outcome agrees with 
various studies (Junwei & Liang, 2016, p. 11; Stamps, 2004, p. 10), which state that visual complexity 
has an outstanding impact on the visual perception and preference. The results also confirm a strong 
positive linear relationship between the level of visual complexity and preference. This outcome 
validates the research hypothesis. This relationship means that the preferences of people increase with 
the rise in the level of visual complexity. In terms of design implementations, this relationship means 
that complex building facades would have a positive impact on recipients. This outcome agrees with 
results from different studies (Brown & Gifford, 2001, p. 93; Junwei & Liang, 2016, p. 9; Kacha et al., 
2015, p. 585), which also suggest a positive linear relationship. However, it disagrees with other studies 
(Berlyne, 1971, p. 210; Imamoglu, 2000, p. 5), which puts forward an inverted U-shaped relationship 
between visual complexity and preference. The assumption that the difference in the results between 
studies might be due to the difference in the span of the measure of complexity used in these studies 
and that in the case of a wide range of visual complexity, the relationship may be inverted U-shaped 
(Lindal & Hartig, 2013, p. 34) is not valid based on the results of this study because it uses wide range 
(between low and high level) of visual complexity in the scenes of the experiment and provides a 
positive linear relationship. The disagreement between the result of this study and other studies that 
assume an inverted U-shaped relationship might be due to the difference in the type of visual scenes 
used in the experiment of this study compared to the other studies. This disagreement may highlight the 
impact of various factors including the presence of vegetation (S. Kaplan et al., 1972, p. 354), the 
context (Lam, 1977, p. 55) or the number of neighbouring building/elements included in each scene, 
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the function of the building, setting including the use of real scenes versus abstract of theoretical scenes 
(Stamps, 1999a, p. 93) and other variables. This disagreement with some studies suggests the need for 
future research that compares the relationship between visual complexity and preferences among 
different types of built environments and settings. 
5.2. The measure of visual complexity 
The results of Pearson correlation analysis (Section 3.6) show that among the three methods (Shannon’s 
Entropy, RMS contrast and Fractal dimension) of measuring visual complexity of images of building 
facades in the experiment of this study, the method of Fractal dimension provides quantities, which 
agree more, compared to the other two methods, with the actual perceived level of visual complexity as 
indicated by participants towards these images in the questionnaire of this study. This result means that 
among the three methods, Fractal dimension offers the most accurate indication of visual complexity. 
This finding supports the use of the method of Fractal dimension by other studies as a mean to measure 
complexity (Cooper & Oskrochi, 2008, p. 361; Kacha et al., 2015, p. 588) and offers a new insight to 
the effectiveness of using these three methods to quantify the visual complexity in the images of 
building facades. The study provides an application, written in Python programming language, to 
measure the visual complexity of images using the three methods (APPENDIX C). 
However, although the method of Fractal dimension provides more compatible results compared to the 
other two methods, this compatibility is generally not high as the value of 0.51 of Pearson correlation 
does not indicate a strong positive linear correlation (Section 3.6). This outcome calls for the need to 
another method that potentially provides a strong correlation with the perceived level of visual 
complexity indicated by participants. This method is discussed in the next section (Section 5.3). 
5.3. The impact of the three variables of visual complexity 
A regression analysis (Section 3.6) reveals that the variation in the position and colour of corners 
(Section 3.3) in the images of building facades have a significant impact on the perceived level of the 
visual complexity and preferences indicated by participants in the experiment. This outcome means that 
these two variables remarkably affect the judgement of participants on the level of visual complexity 
and preferences towards the images of building facades. This outcome agrees with various studies 
(Cooper et al., 2013, p. 43; Nasar, 1983, pp. 590-592; Stamps, 2003, p. 449), which state that the 
variation in the visual aspects of the elements of building facades significantly affect their visual quality 
and people reactions.  
However, the analysis shows that the number of corners has no important impact on the perception of 
visual complexity, but it has a major effect on the preferences of participants. This finding agrees with 
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Lam’s study (1977, p. 35), which supports that more objects in building facades would make them more 
attractive and provides a new insight to the low impact of the number of design elements on the 
perceived level of visual complexity.  
The relative importance analysis (Section 3.6) confirms that regarding both the perception of visual 
complexity and preferences, the variation in the colour of corners has the most significant impact on 
participants, the variation in the position of corners comes second, and the number of corners comes 
last. This insight fills a void in the literature and provides an important management guideline in design 
implementations. It suggests that for the purpose of manipulating design elements to achieve preferred 
outcomes, designers need to start with manipulating the colour of elements and the relationships 
between them as relatively the most important aspect of design, and then move to handling the position 
of vertices/corners of elements that define the building facades and lastly control the number of design 
elements/corners as the least important factor. 
The results from regression analysis (Section 3.6) show that the number of corners/elements has a 
convex relationship with the both the perceived level of complexity and preferences indicated by 
participants. This finding means that the preference of participants increases with the rise in the number 
of elements in the building façade up to a point where preferences reach their highest. After this point, 
the preferences decrease with the rise in the number of elements in the façade. This relationship 
indicates that participants prefer an average level of the number of elements between a scarce and a 
redundant level. However, as the previous findings indicate that the number of corners/elements is the 
least important factor among the three variables of visual complexity, we can notice that this convex 
relationship does not noticeably affect the shape of the concluded linear relationship between the level 
of the perceived visual complexity and preferences (Section 5.1). The reason behind this linear 
relationship is that the most important variables, the variation in the position and colour of 
corners/elements as discussed earlier in the relative importance analysis in this section, have a linear 
relationship with both the perceived level of visual complexity and the preferences indicated by 
participants.  
The convex relationship between the number of design elements and preference provides empirical 
evidence for Rapoport (1977, pp. 220-221) view that between a low and a high number of design 
elements, lies the optimal rate of information and perceptual interest. The concluded positive 
relationship between the variation in the position and colour of elements on one hand and the 
preferences of participants on the other hand agrees with other studies (Cooper et al., 2010, p. 808; 
Lindal & Hartig, 2013, p. 34) that also find a positive correlation between the visual variation in the 
scene and peoples’ visual interest. However, the relationships between the three variables of visual 
complexity and participants’ reactions are general guidelines and statistically do not offer accurate 
trends, which agrees with Stamps (2004, p. 10) interpretation that the relationships between these 
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variables and preferences are usually too complex to provide a specific conclusion with predictive 
capacity.  
The results prove that using a regression model as a tool to measure visual complexity provide more 
accurate quantifications compared to other methods; Shannon’s Entropy, RMS contrast and fractal 
dimension. Regression models provide higher correlation with the real level of the perceived visual 
complexity indicated by participants. This correlation is due to the capacity of regression models to 
provide equations with coefficients that adapt to the rates of participants. The use of regression models 
is also more practical in terms of design implementation because they can offer more adequate 
guidelines that are tailored to each of the three variables; the number of elements, and the variation in 
their position and colour as explained in the next section (Section 5-4). 
5.4. The impact of individual aspects 
ANOVA analysis (Section 3.6) reveals that the professional background of participants, whether a 
participant has an art/architectural background or not, has a significant effect on their rates on the 
perceived level of visual complexity and preference towards the images of the building facades in the 
experiment. This outcome means that the ratings of participants with art/architectural background differ 
noticeably from other participants. This finding agrees with other studies, which suggest that reactions 
towards the visual qualities of the environment may be influenced by individual factors including 
profession (Vianna, 2002, p. 255). It also agrees with (1999b, p. 155) and Gjerde (2011, p. 161) studies, 
which provide that designers may show different reactions or a bias in the visual assessment towards 
the built environment compared to the lay public. Tukey analysis (Section 3.6) describes that difference 
by showing that participants with art/architecture background offer higher rates of the perceived level 
of visual complexity and preference towards the scene in the experiment. This result means that 
participants with art/architecture background perceive building facades as more complex and have a 
higher appreciation to the visual quality of the scenes compared to others. 
ANOVA analysis (Section 3.6) also shows that gender has a significant impact on the preferences of 
participants, which also agrees with Vianna’s study (2002, p. 255), which supports that individual 
factors, including gender, may affect preferences towards the built environment. Tukey analysis 
(Section 3.6) explains this difference by showing that male participants offer a higher level of 
appreciation to the visual quality of the images of building facades compared to female participants. 
However, the amount of difference in the reactions of participants based on their professional 
background and gender is low; less than 0.3 of maximum semantic scale value of 5 (Section 4-5, 4-6). 
Since there are small differences between participants based on their professional background and 
gender, and there is no significant impact of the other two factors, age and education, on participants 
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reaction, it would be possible to establish a model that assesses the visual complexity of building 
facades based on the average preferences of participants.    
5.5. A proposed model to assess the design of building façade based on the 
values of the three variables of visual complexity and preferences of users. 
This study proposes an objective method to evaluate the three variables of visual complexity in building 
facades based on preferences of the residents. It employs the concept of corners, which indicate vertices 
and the design elements (Section 3-2, 3-3). These variables are the number of corners, and the variation 
in their position and colour. It assesses each of the three variables to accurately identify the points of 
power and weakness in the combination of the three variables in building facades. This assessment 
integrates the quantification of images of building facades with the measurement of participants’ 
preferences through an online questionnaire. In real situations, participants are the residents of the area 
where the evaluation of visual complexity is required. This method can be used to assess visual 
complexity in proposed building facades based on preferences of inhabitants of the area under 
development by the employment of a statistical model. 
The value of each of the three variables of visual complexity in a building façade is measured by 
processing the image of the facade using a proposed application (Section 3.3). The optimal values of 
each of the three variables are acquired by sending online surveys (Section 3.4) to the residents of the 
targeted area and collecting their preferences towards scenes similar to the ones used in the experiment 
of this study (Section 3.5.1). The measure of each of the three variable that corresponds to the highest 
average rate of preference represents the optimal value of that variable. The study provides an 
application, written using R programming language (APPENDIX G), to apply the method to assess of 
building facades based on the three variables of visual complexity and preferences. The method 
involves six stages: 
First, an online questionnaire is sent to the residents of the area under development. Scenes similar to 
those used in the experiment of this study (Section 3.5.1) are used. An application (Section 3.3) 
(APPENDIX C) collects data of the values of the three variables in the images of the building facades 
in the questionnaire, while the average preferences of residents towards these images are collected via 
an online questionnaire (Section 3.4) (APPENDIX D). The measure of the number of corners is divided 
by the width of the façade in meters to allow a comparison between facades of different lengths. 
Second, linear and quadratic regression models are generated to fit the collected data. An application 
(APPENDIX G) compares the result of the two models and selects the one that provides a better fit of 
the datasets or a higher value of the coefficient of determination/R-squared (Section 3.6).  
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Third, the selected regression model is validated through using its mathematical formula to predict 
preferences’ scores based on the values of the three variables in the scenes of the questionnaires and 
then compare the scores with the real residents’ preferences from the questionnaire using Pearson 
correlation analysis (Section 3.6). If the correlation is strong and positive, the model is valid as 
participants reactions are uniform to a level that provides a clear pattern that can be described with a 
regression model, and the application would proceed to the next stage. Otherwise, the analysis would 
terminate with a message that explains that the regression model is not valid and displays the correlation 
score. 
Fourth, the optimal values of the three visual variables, which correspond to the highest records of 
average preferences of participants/residents are calculated from the questionnaire. 
Fifth, an application (Section 3.3) (APPENDIX C) measures the values of the three variables in the 
image of the proposed building facade and passes the values to the next step. The number of corners is 
divided by the width of the façade in meters to allow a comparison between facades of different lengths. 
Sixth, the application compares these measured values with the optimal marks obtained in the fourth 
stage. Based on the comparison, the model provides feedback about each value of the three variables in 
the design proposal and whether they are at a right level or need to be increased or decreased. For 
instance, If the number of corners in the design proposal is lower than the calculated optimal value, the 
feedback would advise increasing the number of elements in the design. This feedback would ensure 
that the three variables in the design proposal are within a preferred range according to the preferences 
of the residents of the area under development. 
The proposed model offers a method to help planning authorities and design bodies to make use of data 
shared by residents to assess the perceptual impact of visual complexity of building facades. The 
proposed assessment is dynamic and may be applied to different scales and consequently produce 
different results based on the number and size of buildings involved in the evaluation and the spatial 
characteristics of the context. 
However, applying this framework will analogically represent assessing the visual grammar of the 
building facade. Grammar is merely the rules for the expression of an idea and does not guarantee the 
production of a great design. The production of a high-quality urban design depends on the creativity 
of architects and urban designers. The framework produced in this research aims to assist in the 
evaluation of their creative outcomes and ensure that they satisfy some of the visual merits required by 
users.  
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6. CONCLUSIONS 
The objective measure and evaluation of visual complexity are challenging tasks due to the large set of 
variables that affect the outcomes. This study offers an objective method to assess the perceptual impact 
of visual complexity of building facades in urban streetscapes based on the statistical relationships 
between the preferences of residents and three variables measured using image-processing techniques. 
The research provides statistical evidence on the impact of these variables and displays their relative 
importance. The study offers an empirical description of the methods of measuring visual complexity 
and the relationships between preferences and a wide range of the values of visual complexity and its 
variables. The research supports that people from one area inter-subjectively agree in their judgements 
towards visual aspects of the building facades with minor differences based on their professional 
background and gender. The study introduces new analytical components, known as vertices or corners, 
which could alter future methods on the visual evaluation of the built environment. 
This study defines and evaluates visual complexity based on three variables. These variables are the 
number of elements, the variation in their position, and the variation in their colour. The study is built 
on the hypothesis that there is a statistically predictable (though possibly noisy) link between human 
visual preferences and variations in the values of visual complexity. The results reveal the relationship 
between the perceived level of visual complexity and preference, the accuracy of different methods of 
measuring visual complexity, the impact of the variables of visual complexity and demographic aspects. 
These results helped to construct a method to assess the design of building facades based on the values 
of the three variables of visual complexity and preferences of residents. 
The study introduces the concept of the vertex as an indicator for the physical measurement of the three 
variables of visual complexity. A vertex, plural vertices, is a core component of objects in mathematics 
and three-dimensional computer graphic programs. The vertex, as a single indicator, helps to overcome 
issues associated with addressing multiple and interrelated visual parameters in urban design. This study 
utilises the concept of corner detection in computer vision systems to identify vertices in images of 
building facades.  
The study develops an application to measure visual complexity and its three variables in images of 
building facades through image-processing technologies. It provides an online application to collect the 
level of perceived complexity and preferences of participants towards these images through a 
questionnaire. It measures visual complexity in these images using different methods; Shannon’s 
Entropy, RMS contrast and Fractal dimension. It statistically analyses the relationships between factors 
(three methods of measuring visual complexity, the perceived level of visual complexity and its 
variables, preferences and demographic aspects of participants) using regression models and other 
statistical methods.  
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The study measures the number of corners/vertices in the image of building facade by calculating 
corners using the Shi-Tomasi method of corners detection and dividing the sum by the length of the 
façade in meters. It measures the variation in the position of corners using the statistical method of 
standard deviation, in which the data points represent the locations of visible corners. It also uses the 
method of standard deviation to calculate the variation in the colour of corners, the difference between 
the average colour and the colour of each corner in this calculation is measured using CIEDE2000 
formula.  
The results of the experiment of this study provide an insight into the relationship between visual 
complexity and the visual preference of people. They offer statistical evidence that the level of visual 
complexity in building facades significantly affect preference. This finding proves visual complexity 
as a major parameter in the visual assessment of building façades. Results also show a positive linear 
relationship between the perceived level of visual complexity and preference. This outcome validates 
the research hypothesis. The design implementation of this finding is that increasing the level of visual 
complexity in the design of building facades would have a positive impact on users. 
The study tests three methods of measuring visual complexity using image-processing techniques. 
These methods are Shannon’s Entropy, RMS contrast and Fractal dimension. Among the three methods, 
Fractal dimension offers the closest results to the perceived level of visual complexity indicated by 
participants. This outcome offers a novel comprehension on the effectiveness of these methods in 
measuring visual complexity in images of building facades. 
The results show that the three variables (The number of elements, and the variation in their position 
and colour) have a significant impact on preference. They also reveal that both the variation in the 
position and colour of elements are major factors of visual complexity. The results demonstrate the 
impact of each of these variables on the reactions of users and provide that the variation in the colour 
of elements is the most important visual factor among the three variables. The variation in the position 
of the elements is second, and the number of elements is the least important. These findings offer a new 
empirical insight into the particular impact of the parameters of visual complexity. In terms of design 
implementation, this outcome would help design parties to prioritise the treatment of these variables in 
order according to their relative importance while adapting the design of the building façade to achieve 
a preferred outcome. The results also show a positive linear relationship between the variation in the 
position and colour of elements on the one hand and the perceived level of visual complexity and 
preference on the other hands. The number of design elements has a convex relationship with the 
perceived level of visual complexity and preference. This relationship means that the optimal number 
of design element lies between a low and a high number. However, this convex relationship does not 
affect the shape of the linear relationship between the perceived level of visual complexity and 
preferences because of the low importance of the number of elements as a variable of visual complexity 
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as shown earlier. These findings indicate that increasing the variation in both the position and colour of 
design elements while maintaining the number of design elements in a medium level in building facades 
would increase the level of preference towards these facades. The results also reveal that while the 
perceived level of visual complexity maintains a strong and clear relationship with preference, the 
demonstrated impact of the three variables on the perceived level of visual complexity and preference 
is shown as a general trend and statistically does not show a highly accurate fit. 
Compared to the relationship between the measure of visual complexity using the three methods 
(Shannon’s entropy, RMS contrast and Fractal dimension) and the reactions of participants, measures 
based on regression models of the three variables and these reactions show a more accurate description 
of the relationship. These models show that the reactions of a group of people from the same 
geographical area have a common or statistically predictable range of preferences towards the visual 
aspects of building facades. The results confirmed this uniformity by revealing minor changes between 
the reactions of participants based on their professional background and gender and no noticeable 
impact of age and education on these reactions.  
The study demonstrates that visual complexity of building facades has a clear relationship with the 
preferences of particular human subjects. This relationship appears to have a certain direction and 
magnitude. It is consistent with existing theories and experimental research or provides empirical 
evidence for speculations of previous studies. The study also shows that a regression model based on 
the three variables as independent variables and preference as a dependent variable provides accurate 
description, which justify the employment of a fitted regression model, generated from participants’ 
reactions towards the three variables in scenes through a questionnaire, to predict a preference score 
based on given values of the three variables in a proposed building facade. It also justifies the use of 
common optimal values of these three variables, which corresponds to the averages highest rates of the 
preferences of residents as guidelines to visually evaluate building facades. 
 The study proposes a model to assess the visual complexity in the design of building facades based on 
the preferences of residents. It collects residents’ preferences towards images of building facades 
through an online questionnaire and maps these preferences to the values of the three variables of visual 
complexity to determine their optimal values that correspond to the highest average rates of preferences. 
It measures the value of the three variables in a proposed building façade using methods of corners 
detection through image-processing techniques and provides feedback on these values based on 
comparisons to their optimal ranges extracted through the questionnaire. This tool can be significant 
and an objective way to evaluate the visual complexity of new designs in building facades based on the 
preferences of its residents.  
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The proposed model of assessment offers a method that can be used by planning authorities and design 
bodies to effectively map preferences over alternative designs, and evaluate and improve the visual 
design of the building facades based on the preferences of residents. This method can help to provide 
an objective tool to solve conflicts about how suitable new designs are and their relationship to 
collective preference, something that in existing scenarios depends largely upon subjective 
justifications. 
The research is limited to the assessment of a number of visual aspects related to the visual complexity 
of single building facades and isolates them from the impact of other factors that may also affect the 
perception of the environment and its complexity including semantic, cultural or other components 
related to meanings and functions of the building and its elements (Krier, 1979, p. 29). Meanings 
associated with the built environment can be highly subjective and have many interrelated aspects that 
may not constantly respond to the physical properties of the scene (Rapoport, 1977, p. 12). The form-
function relationship is also a complicated phenomenon and requires an entirely separate investigation. 
This study deals with abstract visual aspect and does not consider the impact of the building function 
on its form, style and preference. It also focuses on the built components, which may follow different 
design principles and relations to visual preferences compared to natural elements (S. Kaplan et al., 
1972, p. 354). The research is also limited to a case study of images of individual mixed-use 
(commercial and residential) building facades in a city context. This limitation needs to be addressed 
in future studies that compare the relationship between visual complexity and preferences among 
different types of built environments and settings that may involve more buildings. The number of 
participants in the experiments of this study is limited to 33, and so is the number of scenes (26 scene) 
in the experiment of this research. More scenes and participants provide additional data points that 
would potentially offer more accurate statistical predictions. The proposed method does not guarantee 
the production of a great design. The creation of high-quality urban design depends on the creativity of 
architects and urban designers. Instead, the framework produced in this research aims to assist in the 
evaluation of alternative design outcomes and ensure that they satisfy some of the visual merits required 
by users. Finally, although the proposed method at its most general level can be applied to different 
built environments, a specific regression model built on the preferences of the residents of a given area 
should not be applied to other communities to perform preference prediction or analysis: a new 
questionnaire/regression model is desirable for each area. The proposed approach rests on a concept 
that the inhabitants of a particular area share common preferences, which may differ from those of 
another region.  
This study suggests the following projects to extend the scope of the research presented in the current 
thesis: 
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• Developing the tool proposed in the current study to compare the relationship between visual 
complexity and preferences among different types of built environments and settings.  
 
• Developing the tool proposed in the current study to assess the relationship between a larger 
number of visual variables and preferences towards an extended number of scenes using machine 
learning algorithms.  
• Developing the current tool to assess visual complexity in simulations of real environments 
displayed interactively using technologies of augmented and virtual reality, and compared the 
results with the outcome of the current study. 
• Exploring the utilisation of 3D scanning technology and GIS software including Desktop 
programs, APIs and web-based applications to apply the method of the current research on a larger 
scale assessment including streetscapes. 
• Developing an algorithm to suggest and display three-dimensional alternatives to proposed designs 
of building facades based on an analytical tool built on top of the method proposed in the current 
study. 
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APPENDIX C: Python code to process images and measure visual 
complexity in the experiment 
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APPENDIX D: The online questionnaire used in the experiment 
 
D-1: Home page of the questionnaire  
This page briefs users on the aim of the study, technical requirements, conditions of participation, information about collecting reimbursement 
for participating and displays video and transcript tutorial about how to answer the questionnaire. The page has links to the participant 
information statement, signing up and signing in  
 88 
 
D-2-1: Participant information statement 
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D-2-2: Continuation of participant information statement 
 90 
 
D-2-3: Continuation of participant information statement 
 91 
 
D-3: Sign up page 
Email Address: 
Age Group: 
Is Your Profession Art or Architecture Related? 
Gender: 
Education: 
Payment Method: 
If you have already signed up, please Sign In
Contact Us Home Page
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D-4: Sign in page 
Email: 
If you haven't registered before, please Sign Up
Contact Us Home Page
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D-5: One of the 26 steps of the questionnaire, where participants are asked to rate the visual 
complexity of the displayed scene and indicate their visual preference towards it 
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D-6: A message indicating that the answer of the participant is valid 
 95 
 
D-7: A message indicating that the answer of the participant is not valid 
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APPENDIX E: Scenes of the experiment 
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APPENDIX F: The measurement of sample size in the experiment 
using RStudio software 
### Libraries 
library(pwr) 
## Warning: package 'pwr' was built under R version 3.2.5 
### Three variables  
v = pwr.f2.test(u = 3, v = NULL, f2 = 0.30/(1 - 0.30), sig.level = 0.05, power = 0.8) 
# sample_size = v + u + 1 
# 30 
 
### For one variables  
v1 = pwr.f2.test(u = 1, v = NULL, f2 = 0.30/(1 - 0.30), sig.level = 0.05, power = 0.8) 
# sample_size = v + u + 1 
# 20 
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APPENDIX G: Datasets and their analysis performed in R language 
using RStudio software 
library(corrplot)  
## Warning: package 'corrplot' was built under R version 3.2.5 
library(relaimpo) 
## Loading required package: MASS 
## Loading required package: boot 
## Loading required package: survey 
## Loading required package: grid 
##  
## Attaching package: 'survey' 
## The following object is masked from 'package:graphics': 
##  
##     dotchart 
## Loading required package: mitools 
## This is the global version of package relaimpo. 
## If you are a non-US user, a version with the interesting additional metric pmvd is available 
## from Ulrike Groempings web site at prof.beuth-hochschule.de/groemping. 
########################################################### 
### Data:  
########################################################### 
users_id = c(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 2
9, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27,
 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 2
6, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24,
 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 2
3, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21,
 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 2
0, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18,
 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 1
7, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15,
 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 1
4, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12,
 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 1
1, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9,
 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7,
 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5,
 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3,
 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1,
 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 
33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31
, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 
30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28
, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 
27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25
, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 
24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22
, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 
21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33) 
genders = c("Male", "Female", "Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male
", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "M
ale", "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Female", "Female", "Female", "Female", "
Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female"
, "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Female", "
Male", "Male", "Female", "Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "M
ale", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "Male",
 "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Female", "Female", "Female", "Female", "Femal
e", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Fe
male", "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Female", "Male"
, "Male", "Female", "Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male",
 "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Fem
ale", "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Female", "Female", "Female", "Female", "Female", "
Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female"
, "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Ma
le", "Female", "Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Mal
e", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Female"
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 "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Female", "Female", "Female", "Female", "Female", "Male"
, "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Ma
le", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Male", 
"Female", "Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "
Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Mal
e", "Female", "Male", "Male", "Female", "Male", "Male", "Female", "Female", "Female", "Female", "Female", "Male", "Fe
male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", 
"Male", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Fema
le", "Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male"
, "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "
Female", "Male", "Male", "Female", "Male", "Male", "Female", "Female", "Female", "Female", "Female", "Male", "Female"
, "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male
", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Female", 
"Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Ma
le", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "Femal
e", "Male", "Male", "Female", "Male", "Male", "Female", "Female", "Female", "Female", "Female", "Male", "Female", "Ma
le", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "F
emale", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Female", "Fema
le", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", 
"Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "
Male", "Male", "Female", "Male", "Male", "Female", "Female", "Female", "Female", "Female", "Male", "Female", "Male", 
"Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female
", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Female", "Female", 
"Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Fema
le", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "Male"
, "Male", "Female", "Male", "Male", "Female", "Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male
", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "M
ale", "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Female", "Female", "Fema
le", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", 
"Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Ma
le", "Female", "Male", "Male", "Female", "Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "M
ale", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male",
 "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Female", "Female", "Female", 
"Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male
", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Male", 
"Female", "Male", "Male", "Female", "Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male",
 "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Mal
e", "Male", "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Female", "Female", "Female", "Fema
le", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "F
emale", "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Fema
le", "Male", "Male", "Female", "Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Mal
e", "Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "
Male", "Female", "Male", "Female", "Male", "Male", "Female", "Male", "Male", "Female", "Female", "Female", "Female", 
"Female", "Male", "Female", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Male", "Female", "Male", "Female
", "Female", "Male", "Male", "Female", "Male", "Male", "Male", "Female", "Male", "Female", "Male", "Male", "Female", 
"Male", "Male", "Female", "Female", "Female", "Female", "Female", "Male", "Female", "Male", "Male", "Male", "Male", "
Male", "Male", "Male", "Male", "Female", "Male", "Female", "Female", "Male", "Male", "Female", "Male", "Male", "Male"
, "Female", "Male", "Female", "Male", "Male", "Female", "Male") 
ages = c("25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", 
"25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", 
"25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", 
"55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", 
"25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", 
"35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", 
"25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", 
"25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", 
"45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", 
"18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", 
"18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", 
"25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", 
"18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", 
"25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", 
"18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", 
"25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", 
"18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", 
"25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", 
"25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", 
"25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", 
"25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", 
"18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", 
"25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", 
"25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", 
"18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", 
"18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", 
"55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", 
"18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", 
"25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", 
"25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", 
"25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", 
"18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", 
"18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", 
"35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", 
"25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", 
"25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", 
"55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", 
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"25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", 
"35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", 
"25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", 
"25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", 
"45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", 
"18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", 
"18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", 
"25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", 
"18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", 
"25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", 
"18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", 
"25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", 
"18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", 
"25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", 
"25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", 
"25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", 
"25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", 
"18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", 
"25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", 
"25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", 
"18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", 
"18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", 
"55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", 
"18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", 
"25-34", "25-34", "25-34", "25-34", "45-54", "55-64", "18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", 
"25-34", "18-24", "25-34", "18-24", "18-24", "25-34", "18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", 
"25-34", "18-24", "25-34", "25-34", "18-24", "35-44", "35-44", "25-34", "25-34", "25-34", "25-34", "45-54", "55-64", 
"18-24", "55-64", "18-24", "18-24", "25-34", "25-34", "25-34", "25-34", "18-24", "25-34", "18-24", "18-24", "25-34", 
"18-24", "18-24", "25-34", "25-34", "18-24", "25-34", "25-34", "25-34", "18-24", "25-34", "25-34", "18-24", "35-44", 
"35-44") 
professions = c("Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Ye
s", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Y
es", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "N
o", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "
No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "N
o", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", 
"No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No
", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", 
"Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No"
, "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No"
, "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Ye
s", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No"
, "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Ye
s", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No"
, "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Y
es", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No",
 "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "
Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", 
"Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes",
 "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No"
, "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes",
 "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes
", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", 
"No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No
", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "
No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Y
es", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "
Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "
No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", 
"No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "
No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No",
 "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "N
o", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No",
 "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No
", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No
", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Y
es", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No
", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Y
es", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No
", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "
Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No"
, "No", "No", "No", "No", "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", 
"Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No",
 "Yes", "Yes", "Yes", "No", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes"
, "No", "No", "No", "Yes", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "Yes", "Yes", "Yes", "No
", "No", "No", "Yes", "Yes", "No", "No", "Yes", "No", "No", "Yes", "Yes", "Yes", "No", "Yes", "No", "No", "No", "Yes"
, "No", "No", "No", "No", "No", "No", "No", "No", "No", "No", "No") 
educations = c("Doctorate degree", "Master's degree", "Bachelor's degree", "Master's degree", "High school graduate, 
diploma or the equivalent", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent"
, "Bachelor's degree", "High school graduate, diploma or the equivalent", "Master's degree", "Master's degree", "Doct
orate degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", 
"Doctorate degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "Bache
lor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree"
, "Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Doctorate de
gree", "Master's degree", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", 
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"Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "High
 school graduate, diploma or the equivalent", "Master's degree", "Master's degree", "Doctorate degree", "Master's deg
ree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "High sc
hool graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Bachelor's d
egree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Mast
er's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "Master's degree", "B
achelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master
's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "High school graduate, diploma or
 the equivalent", "Master's degree", "Master's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "
Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "High school graduate, diploma or th
e equivalent", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree",
 "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bachelor's de
gree", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Master's
 degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "High school gra
duate, diploma or the equivalent", "Bachelor's degree", "High school graduate, diploma or the equivalent", "Master's 
degree", "Master's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor
's degree", "Bachelor's degree", "Doctorate degree", "High school graduate, diploma or the equivalent", "Bachelor's d
egree", "Master's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Docto
rate degree", "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "
Bachelor's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Master's degree", "High school gradu
ate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equiva
lent", "Bachelor's degree", "High school graduate, diploma or the equivalent", "Master's degree", "Master's degree", 
"Doctorate degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degr
ee", "Doctorate degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "
Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's de
gree", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Doctora
te degree", "Master's degree", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivale
nt", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", 
"High school graduate, diploma or the equivalent", "Master's degree", "Master's degree", "Doctorate degree", "Master'
s degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Hi
gh school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Bachelo
r's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", 
"Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "Master's degree
", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "M
aster's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "High school graduate, diplo
ma or the equivalent", "Master's degree", "Master's degree", "Doctorate degree", "Master's degree", "Bachelor's degre
e", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "High school graduate, diploma 
or the equivalent", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's deg
ree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bachelor
's degree", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Mas
ter's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "High schoo
l graduate, diploma or the equivalent", "Bachelor's degree", "High school graduate, diploma or the equivalent", "Mast
er's degree", "Master's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bac
helor's degree", "Bachelor's degree", "Doctorate degree", "High school graduate, diploma or the equivalent", "Bachelo
r's degree", "Master's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "
Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate degre
e", "Bachelor's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Master's degree", "High school 
graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the e
quivalent", "Bachelor's degree", "High school graduate, diploma or the equivalent", "Master's degree", "Master's degr
ee", "Doctorate degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's
 degree", "Doctorate degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degre
e", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor
's degree", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Do
ctorate degree", "Master's degree", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equ
ivalent", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degr
ee", "High school graduate, diploma or the equivalent", "Master's degree", "Master's degree", "Doctorate degree", "Ma
ster's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree"
, "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Ba
chelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degr
ee", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "Master's d
egree", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree
", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "High school graduate, 
diploma or the equivalent", "Master's degree", "Master's degree", "Doctorate degree", "Master's degree", "Bachelor's 
degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "High school graduate, dip
loma or the equivalent", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor'
s degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bac
helor's degree", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "Master's degree", "Bachelor's degree",
 "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "High 
school graduate, diploma or the equivalent", "Bachelor's degree", "High school graduate, diploma or the equivalent", 
"Master's degree", "Master's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Doctorate degree",
 "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "High school graduate, diploma or the equivalent", "Ba
chelor's degree", "Master's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degre
e", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate 
degree", "Bachelor's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Master's degree", "High sc
hool graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "High school graduate, diploma or 
the equivalent", "Bachelor's degree", "High school graduate, diploma or the equivalent", "Master's degree", "Master's
 degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bache
lor's degree", "Doctorate degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's 
degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bac
helor's degree", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree"
, "Doctorate degree", "Master's degree", "Bachelor's degree", "Master's degree", "High school graduate, diploma or th
e equivalent", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's
 degree", "High school graduate, diploma or the equivalent", "Master's degree", "Master's degree", "Doctorate degree"
, "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Doctorate de
gree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "Bachelor's degree"
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, "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's
 degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "Maste
r's degree", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's d
egree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "High school gradu
ate, diploma or the equivalent", "Master's degree", "Master's degree", "Doctorate degree", "Master's degree", "Bachel
or's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "High school graduate
, diploma or the equivalent", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Bachelor's degree", "Bach
elor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Master's degree",
 "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "Master's degree", "Bachelor's deg
ree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "
High school graduate, diploma or the equivalent", "Bachelor's degree", "High school graduate, diploma or the equivale
nt", "Master's degree", "Master's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Doctorate deg
ree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "High school graduate, diploma or the equivalent"
, "Bachelor's degree", "Master's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's 
degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Docto
rate degree", "Bachelor's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Master's degree", "Hi
gh school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "High school graduate, diplom
a or the equivalent", "Bachelor's degree", "High school graduate, diploma or the equivalent", "Master's degree", "Mas
ter's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "
Bachelor's degree", "Doctorate degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Mast
er's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree",
 "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's de
gree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Master's degree", "High school graduate, diploma 
or the equivalent", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bache
lor's degree", "High school graduate, diploma or the equivalent", "Master's degree", "Master's degree", "Doctorate de
gree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Doctora
te degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "Bachelor's de
gree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bache
lor's degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "
Master's degree", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelo
r's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "High school 
graduate, diploma or the equivalent", "Master's degree", "Master's degree", "Doctorate degree", "Master's degree", "B
achelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "High school gra
duate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Bachelor's degree", 
"Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Master's deg
ree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "Master's degree", "Bachelor'
s degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degre
e", "High school graduate, diploma or the equivalent", "Bachelor's degree", "High school graduate, diploma or the equ
ivalent", "Master's degree", "Master's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Doctorat
e degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "High school graduate, diploma or the equiva
lent", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Bachel
or's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bachelor's degree", "
Doctorate degree", "Bachelor's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Master's degree"
, "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "High school graduate, d
iploma or the equivalent", "Bachelor's degree", "High school graduate, diploma or the equivalent", "Master's degree",
 "Master's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degre
e", "Bachelor's degree", "Doctorate degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", 
"Master's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate deg
ree", "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor
's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Master's degree", "High school graduate, dip
loma or the equivalent", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "
Bachelor's degree", "High school graduate, diploma or the equivalent", "Master's degree", "Master's degree", "Doctora
te degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Do
ctorate degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "Bachelor
's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "
Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Doctorate degre
e", "Master's degree", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Ba
chelor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "High sc
hool graduate, diploma or the equivalent", "Master's degree", "Master's degree", "Doctorate degree", "Master's degree
", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "High schoo
l graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Bachelor's degr
ee", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Master'
s degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "Master's degree", "Bach
elor's degree", "Master's degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's 
degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "High school graduate, diploma or th
e equivalent", "Master's degree", "Master's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Doc
torate degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "High school graduate, diploma or the e
quivalent", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "B
achelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bachelor's degre
e", "Doctorate degree", "Bachelor's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Master's de
gree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "High school gradua
te, diploma or the equivalent", "Bachelor's degree", "High school graduate, diploma or the equivalent", "Master's deg
ree", "Master's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's 
degree", "Bachelor's degree", "Doctorate degree", "High school graduate, diploma or the equivalent", "Bachelor's degr
ee", "Master's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorat
e degree", "Bachelor's degree", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bac
helor's degree", "Doctorate degree", "Master's degree", "Bachelor's degree", "Master's degree", "High school graduate
, diploma or the equivalent", "Bachelor's degree", "Master's degree", "High school graduate, diploma or the equivalen
t", "Bachelor's degree", "High school graduate, diploma or the equivalent", "Master's degree", "Master's degree", "Do
ctorate degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree", "Bachelor's degree"
, "Doctorate degree", "High school graduate, diploma or the equivalent", "Bachelor's degree", "Master's degree", "Bac
helor's degree", "Bachelor's degree", "Bachelor's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degre
e", "Bachelor's degree", "Master's degree", "Bachelor's degree", "Doctorate degree", "Bachelor's degree") 
complexity_rates = c(1, 3, 4, 2, 2, 2, 2, 1, 4, 3, 3, 3, 2, 1, 1, 2, 2, 2, 2, 2, 2, 2, 2, 3, 2, 1, 3, 2, 3, 2, 2, 2, 
1, 5, 5, 3, 4, 4, 3, 4, 3, 5, 4, 4, 5, 3, 4, 4, 4, 3, 4, 4, 4, 4, 4, 4, 4, 4, 3, 4, 4, 3, 4, 4, 4, 4, 1, 1, 1, 1, 1, 
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2, 2, 1, 2, 2, 1, 1, 1, 1, 1, 2, 1, 1, 2, 1, 2, 1, 1, 2, 1, 1, 1, 2, 2, 2, 1, 2, 1, 3, 4, 3, 2, 2, 1, 2, 2, 3, 2, 3, 
3, 2, 2, 2, 2, 1, 2, 3, 2, 3, 2, 2, 2, 3, 1, 1, 3, 3, 2, 2, 3, 1, 4, 4, 2, 4, 4, 4, 5, 3, 1, 4, 4, 4, 3, 3, 3, 3, 4, 
5, 3, 4, 4, 4, 4, 4, 4, 4, 3, 4, 4, 4, 4, 3, 4, 4, 3, 3, 3, 3, 4, 5, 3, 3, 3, 4, 3, 3, 3, 3, 4, 3, 4, 4, 4, 4, 3, 3, 
3, 4, 3, 3, 4, 3, 4, 4, 3, 4, 1, 2, 4, 1, 2, 1, 2, 1, 2, 3, 1, 1, 1, 2, 1, 2, 1, 1, 1, 2, 2, 3, 1, 2, 4, 1, 1, 3, 2, 
2, 1, 3, 1, 3, 4, 3, 3, 4, 2, 2, 4, 3, 2, 2, 2, 3, 2, 3, 3, 4, 3, 2, 3, 4, 4, 2, 3, 2, 2, 3, 4, 3, 4, 3, 3, 4, 4, 4, 
4, 3, 4, 3, 3, 4, 3, 3, 3, 3, 3, 3, 3, 3, 3, 4, 4, 4, 4, 4, 3, 4, 4, 3, 3, 4, 3, 4, 3, 3, 4, 3, 4, 4, 2, 2, 3, 2, 3, 
2, 3, 3, 2, 2, 3, 3, 3, 2, 3, 2, 3, 4, 2, 3, 3, 4, 2, 2, 4, 3, 4, 2, 4, 1, 2, 1, 3, 2, 2, 2, 2, 1, 1, 3, 2, 1, 2, 2, 
2, 2, 1, 2, 2, 2, 3, 1, 2, 3, 1, 1, 1, 2, 2, 2, 2, 2, 1, 3, 5, 3, 3, 3, 2, 3, 3, 1, 2, 2, 2, 3, 3, 3, 2, 3, 3, 3, 3, 
3, 4, 3, 3, 2, 2, 3, 4, 3, 4, 2, 3, 4, 4, 5, 2, 3, 5, 4, 4, 4, 2, 3, 2, 4, 3, 4, 3, 3, 4, 4, 3, 4, 4, 4, 3, 3, 4, 3, 
4, 4, 3, 4, 3, 4, 4, 4, 5, 4, 3, 2, 4, 4, 3, 4, 3, 4, 2, 3, 4, 4, 2, 2, 3, 2, 3, 4, 3, 3, 4, 5, 5, 5, 4, 3, 4, 4, 3, 
1, 2, 3, 2, 2, 2, 2, 2, 2, 1, 4, 2, 1, 1, 2, 2, 2, 2, 1, 1, 2, 2, 1, 1, 3, 2, 2, 1, 2, 2, 2, 2, 2, 1, 3, 4, 3, 3, 3, 
3, 2, 3, 1, 3, 3, 3, 3, 3, 3, 3, 3, 2, 3, 3, 4, 3, 2, 3, 3, 2, 1, 4, 3, 4, 2, 3, 4, 4, 5, 4, 3, 3, 3, 3, 4, 1, 3, 4, 
2, 3, 3, 3, 3, 4, 3, 4, 4, 4, 3, 3, 3, 2, 3, 5, 4, 3, 4, 2, 4, 4, 3, 3, 3, 2, 3, 3, 2, 3, 1, 2, 2, 2, 1, 2, 2, 2, 3, 
2, 3, 2, 3, 2, 2, 3, 2, 1, 1, 2, 2, 2, 2, 2, 2, 3, 4, 4, 2, 2, 3, 3, 3, 3, 3, 3, 2, 2, 3, 4, 2, 2, 2, 3, 3, 4, 2, 3, 
4, 3, 4, 4, 4, 3, 4, 3, 2, 2, 4, 5, 5, 3, 3, 4, 3, 4, 2, 3, 3, 2, 3, 3, 4, 3, 3, 3, 4, 4, 4, 4, 3, 4, 3, 3, 3, 4, 3, 
4, 3, 4, 4, 2, 4, 3, 2, 3, 1, 2, 2, 2, 3, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 1, 2, 2, 2, 3, 2, 2, 2, 2, 3, 5, 
3, 2, 2, 2, 3, 2, 2, 3, 3, 2, 2, 2, 3, 3, 2, 2, 3, 4, 3, 3, 3, 2, 3, 3, 3, 4, 3, 4, 3, 3, 2, 4, 4, 3, 2, 2, 2, 2, 3, 
1, 3, 2, 1, 3, 3, 3, 3, 2, 2, 2, 4, 4, 3, 3, 2, 3, 3, 4, 4, 2, 4, 3, 4, 3, 2, 3, 4, 2, 2, 3, 2, 1, 2, 3, 2, 1, 1, 2, 
2, 2, 1, 2, 2, 2, 2, 2, 1, 3, 1, 1, 1, 2, 2, 2, 1, 2, 2, 3, 5, 4, 3, 2, 3, 2, 3, 2, 3, 3, 1, 3, 3, 3, 2, 2, 3, 3, 2, 
4, 2, 3, 3, 2, 2, 2, 3, 2, 2, 2, 3, 3, 3, 3, 4, 3, 3, 3, 3, 3, 1, 4, 2, 2, 3, 3, 3, 2, 3, 3, 3, 3, 4, 2, 3, 3, 3, 2, 
3, 3, 2, 2, 2, 3, 4) 
preference_rates = c(1, 2, 3, 2, 3, 2, 2, 2, 2, 3, 3, 3, 2, 2, 3, 4, 2, 1, 3, 2, 1, 3, 1, 2, 1, 1, 2, 3, 3, 4, 3, 3, 
1, 3, 3, 3, 4, 3, 3, 4, 3, 1, 3, 2, 3, 2, 3, 3, 2, 3, 2, 2, 2, 4, 4, 2, 3, 3, 1, 3, 2, 3, 2, 3, 2, 5, 1, 4, 2, 1, 1, 
1, 2, 2, 2, 4, 2, 1, 1, 2, 2, 4, 1, 3, 3, 2, 3, 4, 3, 3, 3, 1, 3, 2, 2, 4, 4, 2, 1, 4, 1, 3, 1, 1, 1, 3, 2, 2, 2, 4, 
2, 2, 3, 2, 4, 1, 2, 3, 1, 2, 3, 2, 2, 3, 2, 1, 2, 2, 4, 2, 2, 1, 5, 3, 4, 3, 4, 3, 5, 4, 5, 4, 4, 3, 4, 3, 3, 3, 4, 
3, 4, 3, 4, 5, 3, 4, 4, 3, 5, 3, 4, 2, 4, 4, 5, 5, 4, 2, 4, 4, 4, 5, 3, 4, 3, 3, 3, 3, 3, 4, 4, 4, 4, 5, 4, 3, 3, 4, 
2, 3, 4, 4, 3, 3, 2, 4, 3, 5, 1, 2, 2, 1, 1, 1, 3, 3, 1, 2, 2, 1, 1, 2, 2, 2, 1, 1, 1, 1, 2, 1, 1, 2, 1, 1, 1, 2, 2, 
4, 1, 2, 1, 3, 1, 5, 1, 4, 2, 2, 4, 3, 4, 3, 3, 3, 3, 2, 2, 3, 4, 2, 3, 2, 3, 2, 4, 3, 3, 3, 2, 2, 2, 3, 2, 5, 5, 3, 
4, 2, 3, 3, 3, 2, 3, 2, 2, 3, 2, 2, 3, 3, 3, 4, 3, 4, 3, 3, 3, 3, 3, 3, 2, 2, 3, 2, 3, 3, 5, 4, 4, 4, 3, 3, 3, 3, 3, 
2, 2, 2, 4, 3, 3, 3, 3, 2, 3, 3, 3, 4, 4, 3, 3, 2, 3, 3, 2, 2, 2, 2, 3, 1, 2, 5, 3, 2, 1, 2, 4, 1, 1, 3, 2, 1, 2, 2, 
2, 4, 1, 3, 2, 1, 1, 3, 2, 4, 2, 1, 1, 3, 1, 4, 1, 1, 1, 4, 4, 3, 4, 4, 2, 3, 3, 2, 3, 2, 2, 2, 3, 2, 4, 3, 3, 4, 5, 
3, 3, 3, 3, 2, 3, 3, 2, 3, 2, 3, 3, 5, 4, 3, 3, 4, 5, 4, 5, 3, 4, 4, 2, 4, 2, 3, 3, 3, 4, 4, 3, 4, 4, 3, 3, 3, 4, 3, 
4, 3, 3, 2, 2, 3, 5, 2, 1, 4, 1, 1, 4, 3, 2, 2, 4, 3, 2, 2, 3, 3, 4, 3, 2, 3, 2, 2, 3, 2, 2, 2, 4, 1, 2, 4, 2, 4, 2, 
1, 2, 5, 2, 1, 2, 1, 2, 4, 2, 2, 3, 3, 2, 3, 4, 3, 2, 2, 1, 1, 3, 4, 2, 4, 3, 1, 1, 3, 3, 4, 2, 2, 1, 4, 2, 2, 3, 3, 
4, 1, 2, 3, 4, 3, 3, 3, 3, 2, 3, 4, 3, 3, 2, 4, 3, 2, 3, 4, 1, 1, 3, 3, 2, 2, 3, 5, 5, 4, 2, 2, 4, 2, 5, 4, 3, 4, 4, 
2, 3, 4, 3, 4, 3, 1, 4, 2, 3, 4, 3, 4, 5, 1, 2, 2, 3, 2, 3, 4, 5, 3, 3, 2, 2, 2, 2, 1, 3, 2, 3, 2, 2, 3, 2, 3, 4, 3, 
2, 3, 3, 4, 4, 2, 3, 3, 3, 3, 3, 2, 4, 2, 2, 2, 3, 4, 5, 2, 2, 4, 4, 2, 4, 4, 4, 4, 4, 3, 3, 5, 3, 3, 3, 2, 4, 4, 4, 
3, 4, 5, 4, 2, 4, 2, 3, 2, 2, 5, 2, 4, 4, 4, 4, 2, 2, 4, 4, 4, 4, 3, 3, 3, 3, 3, 3, 3, 3, 4, 3, 3, 4, 3, 3, 3, 2, 3, 
2, 4, 4, 5, 2, 1, 2, 2, 4, 1, 1, 4, 2, 4, 2, 2, 3, 2, 2, 2, 2, 3, 2, 2, 2, 3, 2, 3, 2, 2, 1, 2, 2, 4, 2, 2, 2, 4, 1, 
2, 3, 2, 2, 3, 4, 1, 4, 2, 2, 3, 2, 2, 3, 2, 2, 4, 2, 4, 3, 3, 2, 4, 2, 2, 2, 3, 2, 2, 2, 2, 3, 3, 2, 4, 2, 2, 2, 1, 
1, 4, 2, 3, 1, 2, 2, 2, 2, 2, 2, 1, 2, 2, 2, 2, 1, 1, 1, 3, 2, 2, 2, 2, 3, 2, 2, 3, 1, 1, 3, 1, 1, 1, 3, 2, 2, 2, 3, 
2, 3, 1, 3, 2, 1, 2, 2, 1, 4, 3, 2, 1, 3, 2, 4, 2, 1, 2, 4, 4, 2, 3, 2, 3, 2, 2, 3, 4, 2, 3, 2, 3, 3, 3, 2, 3, 3, 3, 
2, 3, 3, 4, 3, 4, 3, 2, 2, 4, 4, 3, 3, 4, 3, 3, 4, 4, 3, 3, 4, 2, 3, 3, 2, 1, 3, 2, 4, 3, 3, 2, 2, 3, 3, 3, 4, 3, 1, 
1, 3, 2, 4, 3, 3, 5) 
scenes_name = c("1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1
.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1
.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "1.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2
.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2
.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2.jpg", "2
.jpg", "2.jpg", "2.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3
.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3
.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "3.jpg", "4.jpg", "4.jpg", "4.jpg", "4
.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4
.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4.jpg", "4
.jpg", "4.jpg", "4.jpg", "4.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5
.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5
.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "5.jpg", "6.jpg", "6.jpg", "6
.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6
.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "6
.jpg", "6.jpg", "6.jpg", "6.jpg", "6.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7
.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7
.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "7.jpg", "8.jpg", "8
.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8
.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8
.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "8.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9
.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9
.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "9.jpg", "1
0.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg",
 "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jp
g", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "10.jpg", "11.jpg", "11.jpg", "11
.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", 
"11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg
", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "11.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.
jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "
12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg"
, "12.jpg", "12.jpg", "12.jpg", "12.jpg", "12.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.j
pg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "1
3.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg", "13.jpg",
 "13.jpg", "13.jpg", "13.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jp
g", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14
.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", "14.jpg", 
"14.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg
", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.
jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "15.jpg", "16.jpg", "
16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg"
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, "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.j
pg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "16.jpg", "17.jpg", "17.jpg", "17.jpg", "1
7.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg",
 "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jp
g", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "17.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18
.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", 
"18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "18.jpg
", "18.jpg", "18.jpg", "18.jpg", "18.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.
jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "
19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg", "19.jpg"
, "19.jpg", "19.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.j
pg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "2
0.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg", "20.jpg",
 "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jp
g", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21
.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "21.jpg", "22.jpg", "22.jpg", 
"22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg
", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.
jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "22.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "
23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg"
, "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.j
pg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "23.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "2
4.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg",
 "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jpg", "24.jp
g", "24.jpg", "24.jpg", "24.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25
.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", 
"25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg", "25.jpg
", "25.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.
jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "
26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg", "26.jpg") 
 
rms_complexities = c(5.668915497489963, 40.3831178811388, 13.872484473759613, 11.004316451983218, 26.554232002849663,
 66.07242314834944, 25.420588615707878, 14.774444115409635, 26.480528728666034, 17.57683106202096, 14.505652797241376
, 11.887860155809312, 23.037219705805825, 143.36022773092972, 18.82449593364354, 14.369636777325798, 24.8908520255771
68, 7.853664049850057, 21.68324585530877, 22.798253122514268, 15.173960980964404, 14.161885627312866, 32.602782717357
76, 9.914775342944255, 10.04050446938114, 27.80568910834478) 
fractal_dimensions = c(1.3578521709730877, 1.6919136535512553, 1.5052543892025263, 1.4983886855912574, 1.599250690471
0522, 1.662786476798415, 1.664341115175067, 1.4562235898293951, 1.5018170797784314, 1.4242843485702499, 1.38818877249
3555, 1.4550932439691413, 1.550848434416827, 1.7110705586082149, 1.4126952132744042, 1.507389217750993, 1.62098597728
1743, 1.322425083011782, 1.4952752027546339, 1.6137942983756044, 1.5408644479973288, 1.5302808288274274, 1.6437500417
14311, 1.4816571063572108, 1.5326183770048472, 1.7095968539614699) 
shannon_entropies = c(23.123892354712464, 23.634435000962025, 23.061128697617548, 23.03555339132156, 23.2525864280544
85, 22.716680846529556, 23.20696686757849, 22.281399249156205, 23.036073226496082, 22.85341691619242, 22.851138885716
715, 22.812545461618242, 23.583938499535947, 23.553652173151903, 22.52816212488855, 23.36004222551947, 22.65801362845
5095, 22.308332492690717, 23.071413120278848, 22.769783869649558, 23.09326855097978, 22.27162822749579, 22.8906660861
6262, 23.358664067057557, 23.22366820344735, 23.56640401146371) 
vertices_numbers = c(1840, 20312, 7771, 13808, 7802, 13478, 25595, 2622, 6721, 4038, 9542, 3862, 8248, 16078, 2659, 5
370, 10826, 2059, 5841, 9704, 4218, 3536, 11261, 4325, 4344, 24647) 
position_variations = c(1151.6802497395693, 760.6790403412805, 763.005778016562, 604.3884541468385, 679.2336454222346
, 863.6869408049334, 574.7914615343216, 584.3138268208963, 779.8063070259308, 522.9110265447513, 553.1056819553808, 7
10.6082455216516, 990.0120525405223, 877.5436281884096, 727.1192512550753, 952.9277608114912, 778.2483859939986, 674.
6051929488127, 620.1031662197056, 791.052223471386, 777.0241225486069, 421.2289824784004, 599.081820467048, 774.14884
54842705, 735.9004014363691, 900.6221826971444) 
colour_variations = c(14.730601083606501, 26.19351996183699, 19.690941045044152, 27.486659633384686, 26.0541908574970
23, 28.387501204345547, 29.741846439221238, 25.899541148915734, 27.579074055481176, 24.260929260234807, 25.7623618464
974, 25.181195047008693, 25.063491694223618, 27.976945899528758, 25.7128842658929, 22.664058441989354, 29.41329409797
7584, 24.439145309882075, 27.455237900071552, 26.562440747868344, 21.962505312392757, 25.211838714487037, 27.86516068
0138942, 23.800110306056297, 21.00557668263118, 27.453530755604167) 
average_complexity_rates = c(2.1515151515151514, 4.0, 1.3636363636363635, 2.242424242424242, 3.75, 3.4545454545454546
, 1.6129032258064515, 2.9696969696969697, 3.4545454545454546, 2.787878787878788, 1.8181818181818181, 2.8125, 3.545454
5454545454, 3.5, 1.78125, 3.0, 3.40625, 2.1818181818181817, 2.9696969696969697, 3.4545454545454546, 2.0, 2.71875, 2.8
181818181818183, 1.84375, 2.59375, 2.8181818181818183) 
average_preference_rates = c(2.272727272727273, 2.6875, 2.303030303030303, 2.1818181818181817, 3.757575757575758, 3.5
757575757575757, 1.5, 2.6774193548387095, 2.806451612903226, 2.8484848484848486, 2.090909090909091, 2.903225806451613
, 3.4242424242424243, 2.484848484848485, 2.34375, 2.75, 3.212121212121212, 2.6363636363636362, 3.3636363636363638, 3.
3333333333333335, 2.0, 2.515151515151515, 2.0, 2.0606060606060606, 2.909090909090909, 2.84375) 
 
df = data.frame(average_preference_rates, average_complexity_rates) 
df_complexity = data.frame(average_complexity_rates, vertices_numbers, position_variations, colour_variations) 
df_preference = data.frame(average_preference_rates, vertices_numbers, position_variations, colour_variations) 
 
 
 
##################################################################################### 
### The relationship between the perceived level of visual complexity and preference 
##################################################################################### 
## Correlation 
perceived_complexities_cor = cor(average_preference_rates, average_complexity_rates, method="pearson") 
perceived_complexities_cor   # 0.7469105 
## [1] 0.7469105 
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## Regression 
linear_regression = lm(average_preference_rates ~ average_complexity_rates, data=df) 
summary(linear_regression) 
##  
## Call: 
## lm(formula = average_preference_rates ~ average_complexity_rates,  
##     data = df) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -0.72099 -0.19620  0.03061  0.27051  0.55650  
##  
## Coefficients: 
##                          Estimate Std. Error t value Pr(>|t|)     
## (Intercept)                1.1187     0.2918   3.834    8e-04 *** 
## average_complexity_rates   0.5686     0.1033   5.503 1.17e-05 *** 
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.3756 on 24 degrees of freedom 
## Multiple R-squared:  0.5579, Adjusted R-squared:  0.5395  
## F-statistic: 30.28 on 1 and 24 DF,  p-value: 1.17e-05 
# Linear provides the best fit 
# Preference = 1.12 + 0.57(complexity) 
# The model show that the preceived level of complexity has a signinficant impact on the preferences of participants 
(P-value, significant = 0.0000117)  
 
logarithmic_regression = lm(average_preference_rates ~ log(average_complexity_rates), data=df) 
summary(logarithmic_regression) 
##  
## Call: 
## lm(formula = average_preference_rates ~ log(average_complexity_rates),  
##     data = df) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -0.76991 -0.24050  0.00878  0.25035  0.58176  
##  
## Coefficients: 
##                               Estimate Std. Error t value Pr(>|t|)     
## (Intercept)                     1.2977     0.2641   4.914 5.17e-05 *** 
## log(average_complexity_rates)   1.4209     0.2619   5.425 1.42e-05 *** 
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.3786 on 24 degrees of freedom 
## Multiple R-squared:  0.5508, Adjusted R-squared:  0.5321  
## F-statistic: 29.43 on 1 and 24 DF,  p-value: 1.424e-05 
quadratic_regression = lm(average_preference_rates ~ average_complexity_rates + I(average_complexity_rates^2), data=d
f) 
summary(quadratic_regression) 
##  
## Call: 
## lm(formula = average_preference_rates ~ average_complexity_rates +  
##     I(average_complexity_rates^2), data = df) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -0.75381 -0.22117  0.02144  0.25855  0.55037  
##  
## Coefficients: 
##                               Estimate Std. Error t value Pr(>|t|) 
## (Intercept)                    0.67546    1.04849   0.644    0.526 
## average_complexity_rates       0.92603    0.81779   1.132    0.269 
## I(average_complexity_rates^2) -0.06691    0.15179  -0.441    0.663 
##  
## Residual standard error: 0.382 on 23 degrees of freedom 
## Multiple R-squared:  0.5616, Adjusted R-squared:  0.5235  
## F-statistic: 14.73 on 2 and 23 DF,  p-value: 7.616e-05 
plot (average_complexity_rates, average_preference_rates, pch=16, xlab = "Average complexity rates", ylab = "Average 
preference rates", cex.lab = 1.5, col = "blue") 
lines(spline(sort(average_complexity_rates), fitted(linear_regression)[order(average_complexity_rates)]), col="red", 
lwd=3) 
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#####################################################################################################################
# 
### The relation between each of the three measures of visual complexity and the perceived level of visual complexity 
#####################################################################################################################
# 
## Correlation 
rms_complexities_cor = cor(rms_complexities, average_complexity_rates, method="pearson") 
rms_complexities_cor   # 0.4343099 
## [1] 0.4343099 
fractal_dimensions_cor = cor(fractal_dimensions, average_complexity_rates, method="pearson") 
fractal_dimensions_cor   # 0.5059275 
## [1] 0.5059275 
shannon_entropies_cor = cor(shannon_entropies, average_complexity_rates, method="pearson") 
shannon_entropies_cor   # 0.2083353 
## [1] 0.2083353 
## Regression 
fractal_regression = lm(average_complexity_rates ~ fractal_dimensions) 
summary(fractal_regression) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ fractal_dimensions) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.5615 -0.4090  0.1659  0.4139  0.8301  
##  
## Coefficients: 
##                    Estimate Std. Error t value Pr(>|t|)    
## (Intercept)          -2.457      1.810  -1.357  0.18739    
## fractal_dimensions    3.383      1.177   2.873  0.00837 ** 
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.64 on 24 degrees of freedom 
## Multiple R-squared:  0.256,  Adjusted R-squared:  0.225  
## F-statistic: 8.256 on 1 and 24 DF,  p-value: 0.008366 
log_fractal_regression = lm(average_complexity_rates ~ log(fractal_dimensions)) 
summary(log_fractal_regression) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ log(fractal_dimensions)) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.5551 -0.4036  0.1963  0.4132  0.8184  
##  
## Coefficients: 
##                         Estimate Std. Error t value Pr(>|t|)    
## (Intercept)               0.5313     0.7744   0.686  0.49924    
## log(fractal_dimensions)   5.1758     1.7967   2.881  0.00822 ** 
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.6396 on 24 degrees of freedom 
## Multiple R-squared:  0.2569, Adjusted R-squared:  0.226  
## F-statistic: 8.298 on 1 and 24 DF,  p-value: 0.008225 
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quad_fractal_regression = lm(average_complexity_rates ~ fractal_dimensions + I(fractal_dimensions^2)) 
summary(quad_fractal_regression) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ fractal_dimensions +  
##     I(fractal_dimensions^2)) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.5484 -0.3982  0.2261  0.4128  0.8067  
##  
## Coefficients: 
##                         Estimate Std. Error t value Pr(>|t|) 
## (Intercept)               -7.739     24.568  -0.315    0.756 
## fractal_dimensions        10.306     32.130   0.321    0.751 
## I(fractal_dimensions^2)   -2.257     10.469  -0.216    0.831 
##  
## Residual standard error: 0.6531 on 23 degrees of freedom 
## Multiple R-squared:  0.2575, Adjusted R-squared:  0.1929  
## F-statistic: 3.987 on 2 and 23 DF,  p-value: 0.0326 
#par(mfrow=c(1,1)) 
plot (fractal_dimensions, average_complexity_rates, pch=16, xlab = "fractal dimension", ylab = "Average complexity ra
te", cex.lab = 1.5, col = "blue") 
lines(spline(sort(fractal_dimensions), fitted(fractal_regression)[order(fractal_dimensions)]), col="red", lwd=3) 
 
################################################################################## 
### The Impact of the three variables of visual complexity on its perceived level 
################################################################################## 
## Complexity regression  
comp_linear_reg = lm(average_complexity_rates ~ vertices_numbers + position_variations + colour_variations, data=df_c
omplexity) 
summary(comp_linear_reg) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ vertices_numbers + position_variations +  
##     colour_variations, data = df_complexity) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -1.18118 -0.40099  0.04044  0.29354  1.39491  
##  
## Coefficients: 
##                       Estimate Std. Error t value Pr(>|t|)    
## (Intercept)         -3.040e+00  1.693e+00  -1.795  0.08634 .  
## vertices_numbers    -2.937e-05  2.411e-05  -1.218  0.23614    
## position_variations  2.376e-03  9.126e-04   2.604  0.01620 *  
## colour_variations    1.693e-01  5.393e-02   3.139  0.00477 ** 
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.6217 on 22 degrees of freedom 
## Multiple R-squared:  0.3564, Adjusted R-squared:  0.2687  
## F-statistic: 4.062 on 3 and 22 DF,  p-value: 0.01939 
# Perceived_complexity = -3.04 - 0.00002937(corners_number) + 0.002376(position_variation) + 0.1693(colour_variation) 
# position variation (P-value, significant = 0.01620) has significant impacts on the perceived level of complexity 
# colour variation has a significant impact on the perceived level of complexity (P-value, significant = 0.01) 
 
comp_quad_reg = lm(average_complexity_rates ~ vertices_numbers + I(vertices_numbers^2) + position_variations + I(posi
tion_variations^2) + colour_variations + I(colour_variations^2), data=df_complexity) 
summary(comp_quad_reg) 
##  
## Call: 
 112 
## lm(formula = average_complexity_rates ~ vertices_numbers + I(vertices_numbers^2) +  
##     position_variations + I(position_variations^2) + colour_variations +  
##     I(colour_variations^2), data = df_complexity) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -0.91664 -0.28615 -0.02867  0.26494  1.27779  
##  
## Coefficients: 
##                            Estimate Std. Error t value Pr(>|t|) 
## (Intercept)              -6.725e+00  5.001e+00  -1.345    0.195 
## vertices_numbers          9.752e-05  8.195e-05   1.190    0.249 
## I(vertices_numbers^2)    -4.290e-09  2.821e-09  -1.521    0.145 
## position_variations      -6.888e-03  6.486e-03  -1.062    0.302 
## I(position_variations^2)  6.249e-06  4.393e-06   1.423    0.171 
## colour_variations         7.371e-01  4.752e-01   1.551    0.137 
## I(colour_variations^2)   -1.231e-02  1.003e-02  -1.227    0.235 
##  
## Residual standard error: 0.6043 on 19 degrees of freedom 
## Multiple R-squared:  0.4749, Adjusted R-squared:  0.3091  
## F-statistic: 2.864 on 6 and 19 DF,  p-value: 0.03684 
#par(mfrow=c(1,1)) 
### Relative importnace 
comp_relative_importance = calc.relimp(df_complexity) 
comp_relative_importance 
## Response variable: average_complexity_rates  
## Total response variance: 0.5285205  
## Analysis based on 26 observations  
##  
## 3 Regressors:  
## vertices_numbers position_variations colour_variations  
## Proportion of variance explained by model: 35.64% 
## Metrics are not normalized (rela=FALSE).  
##  
## Relative importance metrics:  
##  
##                           lmg 
## vertices_numbers    0.0302042 
## position_variations 0.1116808 
## colour_variations   0.2145645 
##  
## Average coefficients for different model sizes:  
##  
##                               1X          2Xs           3Xs 
## vertices_numbers    0.0000193983 5.907501e-06 -2.936921e-05 
## position_variations 0.0009021105 1.421621e-03  2.376303e-03 
## colour_variations   0.0877745321 1.115536e-01  1.692781e-01 
plot(comp_relative_importance, main="Relative Importance for complexity perception", level=1, names.abbrev=30) 
 
## A function to check if a regession model can justify a solid relationship between the three variables and complexi
ty/preferences 
multiple_regression = function(preference, vn, pv, cv) { 
  # Regression model 
  sq_vn = vn ^ 2 
  sq_pv = pv ^ 2 
  sq_cv = cv ^ 2 
  # Check which regression model fits bettter 
  # Linear regression 
  linear_regression = lm(preference ~ vn + pv + cv) 
  linear_r_squared = summary(linear_regression)$r.squared 
   
  # Quadratic regression 
  quadratic_regression = lm(preference ~ vn + sq_vn + pv + sq_pv + cv + sq_cv) 
  quadratic_r_squared = summary(quadratic_regression)$r.squared 
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  if(linear_r_squared > quadratic_r_squared) { 
    coef1 = coef(quadratic_regression)[1] 
    coef2 = coef(quadratic_regression)[2] 
    coef3 = coef(quadratic_regression)[3] 
    coef4 = coef(quadratic_regression)[4] 
    # Covert coeficients' values to zero if it is NA 
    coef1[is.na(coef1)] = 0 
    coef2[is.na(coef2)] = 0 
    coef3[is.na(coef3)] = 0 
    coef4[is.na(coef4)] = 0 
     
    # Get preference scores from applying the regression model 
    model_results = c() 
    for(i in 1:length(preference)) { 
      result = coef1 + (coef2 * vn[i]) + (coef3 * pv[i]) + (coef4 * cv[i]) 
      model_results = c(model_results, result) 
    } 
     
    # Measure correlation between actual data from the experiment and data provided by regression model 
    correlation = cor(preference, model_results, method="pear") 
    if(correlation >= 0.5) { 
      print(paste("Linear Regression model is valid. Correlation with real/test preferences is: ", correlation, sep =
 "")) 
      return("Valid") 
    } else { 
      print(paste("Correlation is not sufficient: ", correlation, sep = "")) 
      return ("Not valid") 
    }  
  } else { 
    coef1 = coef(quadratic_regression)[1] 
    coef2 = coef(quadratic_regression)[2] 
    coef3 = coef(quadratic_regression)[3] 
    coef4 = coef(quadratic_regression)[4] 
    coef5 = coef(quadratic_regression)[5] 
    coef6 = coef(quadratic_regression)[6] 
    coef7 = coef(quadratic_regression)[7] 
    # Covert coeficients' values to zero if it is NA 
    coef1[is.na(coef1)] = 0 
    coef2[is.na(coef2)] = 0 
    coef3[is.na(coef3)] = 0 
    coef4[is.na(coef4)] = 0 
    coef5[is.na(coef5)] = 0 
    coef6[is.na(coef6)] = 0 
    coef7[is.na(coef7)] = 0 
     
    # Get preference scores from applying the regression model 
    model_results = c() 
    for(i in 1:length(preference)) { 
      result = coef1 + (coef2 * vn[i]) + (coef3 * (vn[i]^2)) + (coef4 * pv[i]) + (coef5 * (pv[i]^2)) + (coef6 * cv[i]
) + (coef7 * (cv[i]^2)) 
      model_results = c(model_results, result) 
    } 
     
    # Measure correlation between actual data from the experiment and data provided by regression model 
    correlation = cor(preference, model_results, method="pear") 
    if(correlation >= 0.5) { 
      print(paste("Quadratic Regression model is valid. Correlation with real/test preferences is: ", correlation, se
p = "")) 
      return("Valid") 
    } else { 
      print(paste("Correlation is not sufficient: ", correlation, sep = "")) 
      return ("Not valid") 
    }  
  } 
} 
 
 
## A function to produce and validate a regression model of complexity and the three variables using training and tes
t data 
validate_model_c = function(train_complexity, train_vn, train_pv, train_cv, test_complexity, test_vn, test_pv, test_c
v) { 
  # Regression model 
  sq_vn = train_vn ^ 2 
  sq_pv = train_pv ^ 2 
  sq_cv = train_cv ^ 2 
  # Check which regression model fits bettter 
  # Linear regression 
  linear_regression = lm(train_complexity ~ train_vn + train_pv + train_cv) 
  linear_r_squared = summary(linear_regression)$r.squared 
  # Quadratic regression 
  quadratic_regression = lm(train_complexity ~ train_vn + sq_vn + train_pv + sq_pv + train_cv + sq_cv) 
  quadratic_r_squared = summary(quadratic_regression)$r.squared 
   
  if(linear_r_squared > quadratic_r_squared) { 
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    coef1 = coef(quadratic_regression)[1] 
    coef2 = coef(quadratic_regression)[2] 
    coef3 = coef(quadratic_regression)[3] 
    coef4 = coef(quadratic_regression)[4] 
    # Covert coeficients' values to zero if it is NA 
    coef1[is.na(coef1)] = 0 
    coef2[is.na(coef2)] = 0 
    coef3[is.na(coef3)] = 0 
    coef4[is.na(coef4)] = 0 
     
    # Get scores from applying the regression model 
    model_results = c() 
    for(i in 1:length(test_complexity)) { 
      result = coef1 + (coef2 * test_vn[i]) + (coef3 * test_pv[i]) + (coef4 * test_cv[i]) 
      model_results = c(model_results, result) 
    } 
     
    # Measure correlation between actual data from the test group and data provided by regression model 
    correlation = cor(test_complexity, model_results, method="pear") 
    if(correlation >= 0.5) { 
      print(paste("Linear Regression model is valid. Correlation with real/test preferences is: ", correlation, sep =
 "")) 
      return(correlation) 
    } else { 
      print(paste("Correlation is not sufficient: ", correlation, sep = "")) 
      return (correlation) 
    }  
  } else { 
    coef1 = coef(quadratic_regression)[1] 
    coef2 = coef(quadratic_regression)[2] 
    coef3 = coef(quadratic_regression)[3] 
    coef4 = coef(quadratic_regression)[4] 
    coef5 = coef(quadratic_regression)[5] 
    coef6 = coef(quadratic_regression)[6] 
    coef7 = coef(quadratic_regression)[7] 
    # Covert coeficients' values to zero if it is NA 
    coef1[is.na(coef1)] = 0 
    coef2[is.na(coef2)] = 0 
    coef3[is.na(coef3)] = 0 
    coef4[is.na(coef4)] = 0 
    coef5[is.na(coef5)] = 0 
    coef6[is.na(coef6)] = 0 
    coef7[is.na(coef7)] = 0 
     
    # Get scores from applying the regression model 
    model_results = c() 
    for(i in 1:length(test_complexity)) { 
      result = coef1 + (coef2 * test_vn[i]) + (coef3 * (test_vn[i]^2)) + (coef4 * test_pv[i]) + (coef5 * (test_pv[i]^
2)) + (coef6 * test_cv[i]) + (coef7 * (test_cv[i]^2))  
      model_results = c(model_results, result) 
    } 
     
    # Measure correlation between actual data from the experiment and data provided by regression model 
    correlation = cor(test_complexity, model_results, method="pear") 
    if(correlation >= 0.5) { 
      print(paste("Quadratic Regression model is valid. Correlation with real/test preferences is: ", correlation, se
p = "")) 
      return(correlation) 
    } else { 
      print(paste("Correlation is not sufficient: ", correlation, sep = "")) 
      return (correlation) 
    }  
  } 
} 
 
 
## Validation 
# Selecting indices for the 20% test / 80% trainig sample 
#indices = sample(1:length(data), size=0.2*length(data)) 
# Indices are selected out of random samples to avoid showing different correlation each time the code run 
 
#indices = sample(1:length(average_preference_rates), size=0.2*length(average_preference_rates)) 
indices = c(15, 13, 21, 11, 16) 
 
train_complexity = average_complexity_rates[-indices] 
test_complexity = average_complexity_rates[indices] 
train_vn = vertices_numbers[-indices] 
train_pv = position_variations[-indices] 
train_cv = colour_variations[-indices] 
test_vn = vertices_numbers[indices] 
test_pv = position_variations[indices] 
test_cv = colour_variations[indices] 
 
c_m_cor = multiple_regression(average_complexity_rates, vertices_numbers, position_variations, colour_variations) 
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## [1] "Quadratic Regression model is valid. Correlation with real/test preferences is: 0.689163800789654" 
# m_cor = 0.689163800789654 
 
c_cor = validate_model_c(train_complexity, train_vn, train_pv, train_cv, test_complexity, test_vn, test_pv, test_cv) 
## [1] "Quadratic Regression model is valid. Correlation with real/test preferences is: 0.950407036026294" 
# c_cor = 0.950407036026294 
 
 
## Plot relationship between perceived complexity and the three variable 
# Vertices number 
lin_reg_comp_v = lm(average_complexity_rates ~ vertices_numbers, data=df) 
summary(lin_reg_comp_v) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ vertices_numbers, data = df) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.4443 -0.5508  0.1192  0.6312  1.0453  
##  
## Coefficients: 
##                   Estimate Std. Error t value Pr(>|t|)     
## (Intercept)      2.561e+00  2.414e-01  10.608 1.53e-10 *** 
## vertices_numbers 1.940e-05  2.192e-05   0.885    0.385     
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.7302 on 24 degrees of freedom 
## Multiple R-squared:  0.0316, Adjusted R-squared:  -0.008747  
## F-statistic: 0.7832 on 1 and 24 DF,  p-value: 0.3849 
log_reg_comp_v = lm(average_complexity_rates ~ log(vertices_numbers), data=df) 
summary(log_reg_comp_v) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ log(vertices_numbers),  
##     data = df) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.4995 -0.5157  0.1918  0.5255  0.9797  
##  
## Coefficients: 
##                       Estimate Std. Error t value Pr(>|t|) 
## (Intercept)             0.1894     1.6939   0.112    0.912 
## log(vertices_numbers)   0.2880     0.1912   1.507    0.145 
##  
## Residual standard error: 0.7092 on 24 degrees of freedom 
## Multiple R-squared:  0.0864, Adjusted R-squared:  0.04833  
## F-statistic:  2.27 on 1 and 24 DF,  p-value: 0.145 
quad_reg_comp_v = lm(average_complexity_rates ~ vertices_numbers + I(vertices_numbers^2), data=df) 
summary(quad_reg_comp_v) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ vertices_numbers + I(vertices_numbers^2),  
##     data = df) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.5615 -0.4838  0.2632  0.3204  1.0277  
##  
## Coefficients: 
##                         Estimate Std. Error t value Pr(>|t|)     
## (Intercept)            1.867e+00  3.789e-01   4.928 5.58e-05 *** 
## vertices_numbers       1.868e-04  7.665e-05   2.437   0.0229 *   
## I(vertices_numbers^2) -6.518e-09  2.878e-09  -2.265   0.0333 *   
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.6745 on 23 degrees of freedom 
## Multiple R-squared:  0.2082, Adjusted R-squared:  0.1393  
## F-statistic: 3.023 on 2 and 23 DF,  p-value: 0.06827 
plot (vertices_numbers, average_complexity_rates, pch=16, cex=2, xlab = "Vertices_number", ylab = "Average_complexity
_rate", cex.lab = 1, col = "blue") 
lines(spline(sort(vertices_numbers), fitted(quad_reg_comp_v)[order(vertices_numbers)]), col="red", lwd=3) 
 116 
 
# Position variation 
lin_reg_comp_p = lm(average_complexity_rates ~ position_variations, data=df) 
summary(lin_reg_comp_p) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ position_variations,  
##     data = df) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.3923 -0.6849  0.1570  0.6020  1.2462  
##  
## Coefficients: 
##                      Estimate Std. Error t value Pr(>|t|)    
## (Intercept)         2.0676137  0.6834913   3.025  0.00585 ** 
## position_variations 0.0009021  0.0009067   0.995  0.32970    
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.7271 on 24 degrees of freedom 
## Multiple R-squared:  0.03961,    Adjusted R-squared:  -0.000405  
## F-statistic: 0.9899 on 1 and 24 DF,  p-value: 0.3297 
log_reg_comp_p = lm(average_complexity_rates ~ log(position_variations), data=df) 
summary(log_reg_comp_p) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ log(position_variations),  
##     data = df) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.4089 -0.6741  0.1517  0.5947  1.2296  
##  
## Coefficients: 
##                          Estimate Std. Error t value Pr(>|t|) 
## (Intercept)               -1.8473     4.3404  -0.426    0.674 
## log(position_variations)   0.6960     0.6593   1.056    0.302 
##  
## Residual standard error: 0.7253 on 24 degrees of freedom 
## Multiple R-squared:  0.04438,    Adjusted R-squared:  0.004564  
## F-statistic: 1.115 on 1 and 24 DF,  p-value: 0.3016 
quad_reg_comp_p = lm(average_complexity_rates ~ position_variations + I(position_variations^2), data=df) 
summary(quad_reg_comp_p) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ position_variations +  
##     I(position_variations^2), data = df) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.4702 -0.5846  0.1577  0.5622  1.1684  
##  
## Coefficients: 
##                            Estimate Std. Error t value Pr(>|t|) 
## (Intercept)               3.500e-01  2.385e+00   0.147    0.885 
## position_variations       5.556e-03  6.254e-03   0.888    0.384 
## I(position_variations^2) -3.015e-06  4.008e-06  -0.752    0.460 
##  
## Residual standard error: 0.7338 on 23 degrees of freedom 
## Multiple R-squared:  0.06267,    Adjusted R-squared:  -0.01884  
## F-statistic: 0.7689 on 2 and 23 DF,  p-value: 0.4751 
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plot (position_variations, average_complexity_rates, pch=16, cex=2, xlab = "Position_variation", ylab = "Average_comp
lexity_rate", cex.lab = 1, col = "blue") 
lines(spline(sort(position_variations), fitted(log_reg_comp_p)[order(position_variations)]), col="red", lwd=3) 
 
# Colour variations 
lin_reg_comp_c = lm(average_complexity_rates ~ colour_variations, data=df) 
summary(lin_reg_comp_c) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ colour_variations, data = df) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.5105 -0.4672  0.1175  0.4859  1.1881  
##  
## Coefficients: 
##                   Estimate Std. Error t value Pr(>|t|)   
## (Intercept)        0.51280    1.06428   0.482   0.6343   
## colour_variations  0.08777    0.04175   2.102   0.0462 * 
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.6818 on 24 degrees of freedom 
## Multiple R-squared:  0.1555, Adjusted R-squared:  0.1203  
## F-statistic:  4.42 on 1 and 24 DF,  p-value: 0.04619 
log_reg_comp_c = lm(average_complexity_rates ~ log(colour_variations), data=df) 
summary(log_reg_comp_c) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ log(colour_variations),  
##     data = df) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -1.44962 -0.49739  0.09338  0.47616  1.18166  
##  
## Coefficients: 
##                        Estimate Std. Error t value Pr(>|t|)   
## (Intercept)             -3.4581     2.9958  -1.154   0.2597   
## log(colour_variations)   1.9220     0.9292   2.069   0.0495 * 
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.6835 on 24 degrees of freedom 
## Multiple R-squared:  0.1513, Adjusted R-squared:  0.1159  
## F-statistic: 4.279 on 1 and 24 DF,  p-value: 0.04953 
quad_reg_comp_c = lm(average_complexity_rates ~ colour_variations + I(colour_variations^2), data=df) 
summary(quad_reg_comp_c) 
##  
## Call: 
## lm(formula = average_complexity_rates ~ colour_variations + I(colour_variations^2),  
##     data = df) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.4926 -0.4754  0.1101  0.4810  1.1849  
##  
## Coefficients: 
##                          Estimate Std. Error t value Pr(>|t|) 
## (Intercept)             0.2053805  4.5430978   0.045    0.964 
## colour_variations       0.1153113  0.3974111   0.290    0.774 
## I(colour_variations^2) -0.0005986  0.0085888  -0.070    0.945 
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##  
## Residual standard error: 0.6964 on 23 degrees of freedom 
## Multiple R-squared:  0.1557, Adjusted R-squared:  0.0823  
## F-statistic: 2.121 on 2 and 23 DF,  p-value: 0.1428 
plot (colour_variations, average_complexity_rates, pch=16, cex=2, xlab = "Colour_variation", ylab = "Average_complexi
ty_rate", cex.lab = 1, col = "blue") 
lines(spline(sort(colour_variations), fitted(lin_reg_comp_c)[order(colour_variations)]), col="red", lwd=3) 
 
########################################################################## 
### The Impact of the three variables of visual complexity on preferences 
########################################################################## 
## Preference regression 
pref_linear_reg = lm(average_preference_rates ~ vertices_numbers + position_variations + colour_variations, data=df_p
reference) 
summary(pref_linear_reg) 
##  
## Call: 
## lm(formula = average_preference_rates ~ vertices_numbers + position_variations +  
##     colour_variations, data = df_preference) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -0.70683 -0.30047  0.00134  0.36355  1.05393  
##  
## Coefficients: 
##                       Estimate Std. Error t value Pr(>|t|)   
## (Intercept)         -1.217e+00  1.342e+00  -0.907   0.3741   
## vertices_numbers    -4.447e-05  1.911e-05  -2.327   0.0295 * 
## position_variations  1.812e-03  7.231e-04   2.505   0.0201 * 
## colour_variations    1.166e-01  4.273e-02   2.728   0.0123 * 
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.4926 on 22 degrees of freedom 
## Multiple R-squared:  0.3026, Adjusted R-squared:  0.2075  
## F-statistic: 3.183 on 3 and 22 DF,  p-value: 0.04396 
# corners number has a significant impact on preferences (P-value, significant = 0.0295) 
# position variation has a significant impact on preferences (P-value, significant = 0.0201) 
# colour variation has a significant impact on preferences (P-value, significant = 0.0123) 
# Preference = -1.217 -0.00004447(corners_number) + 0.001812(position_variation) + 0.1166(colour_variation)  
 
pref_quad_reg = lm(average_preference_rates ~ vertices_numbers + I(vertices_numbers^2) + position_variations + I(posi
tion_variations^2) + colour_variations + I(colour_variations^2), data=df_complexity) 
summary(pref_quad_reg) 
##  
## Call: 
## lm(formula = average_preference_rates ~ vertices_numbers + I(vertices_numbers^2) +  
##     position_variations + I(position_variations^2) + colour_variations +  
##     I(colour_variations^2), data = df_complexity) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -0.7113 -0.3849  0.0615  0.3303  0.9855  
##  
## Coefficients: 
##                            Estimate Std. Error t value Pr(>|t|) 
## (Intercept)              -4.203e+00  4.192e+00  -1.003    0.329 
## vertices_numbers          2.790e-05  6.868e-05   0.406    0.689 
## I(vertices_numbers^2)    -2.388e-09  2.364e-09  -1.010    0.325 
## position_variations      -5.655e-04  5.436e-03  -0.104    0.918 
## I(position_variations^2)  1.620e-06  3.682e-06   0.440    0.665 
## colour_variations         4.415e-01  3.982e-01   1.109    0.281 
## I(colour_variations^2)   -7.310e-03  8.410e-03  -0.869    0.396 
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##  
## Residual standard error: 0.5064 on 19 degrees of freedom 
## Multiple R-squared:  0.3635, Adjusted R-squared:  0.1625  
## F-statistic: 1.809 on 6 and 19 DF,  p-value: 0.151 
#par(mfrow=c(1,1)) 
## Relative importnace 
pref_relative_importance = calc.relimp(df_preference) 
pref_relative_importance 
## Response variable: average_preference_rates  
## Total response variance: 0.306241  
## Analysis based on 26 observations  
##  
## 3 Regressors:  
## vertices_numbers position_variations colour_variations  
## Proportion of variance explained by model: 30.26% 
## Metrics are not normalized (rela=FALSE).  
##  
## Relative importance metrics:  
##  
##                            lmg 
## vertices_numbers    0.07825273 
## position_variations 0.10734820 
## colour_variations   0.11703907 
##  
## Average coefficients for different model sizes:  
##  
##                                1X           2Xs           3Xs 
## vertices_numbers    -1.070146e-05 -1.934021e-05 -0.0000444712 
## position_variations  7.524851e-04  9.882500e-04  0.0018115755 
## colour_variations    2.933394e-02  5.696203e-02  0.1165828412 
plot(pref_relative_importance, main="Relative Importance for preference", level=1, names.abbrev=30) 
 
## Function to produce and validate a regression model of preference and the tree variables using training and test d
ata 
validate_model_p = function(train_preference, train_vn, train_pv, train_cv, test_preference, test_vn, test_pv, test_c
v) { 
  # Regression model 
  sq_vn = train_vn ^ 2 
  sq_pv = train_pv ^ 2 
  sq_cv = train_cv ^ 2 
  # Check which regression model fits bettter 
  # Linear regression 
  linear_regression = lm(train_preference ~ train_vn + train_pv + train_cv) 
  linear_r_squared = summary(linear_regression)$r.squared 
  # Quadratic regression 
  quadratic_regression = lm(train_preference ~ train_vn + sq_vn + train_pv + sq_pv + train_cv + sq_cv) 
  quadratic_r_squared = summary(quadratic_regression)$r.squared 
   
  if(linear_r_squared > quadratic_r_squared) { 
    coef1 = coef(quadratic_regression)[1] 
    coef2 = coef(quadratic_regression)[2] 
    coef3 = coef(quadratic_regression)[3] 
    coef4 = coef(quadratic_regression)[4] 
    # Covert coeficients' values to zero if it is NA 
    coef1[is.na(coef1)] = 0 
    coef2[is.na(coef2)] = 0 
    coef3[is.na(coef3)] = 0 
    coef4[is.na(coef4)] = 0 
     
    # Get scores from applying the regression model 
    model_results = c() 
    for(i in 1:length(test_preference)) { 
      result = coef1 + (coef2 * test_vn[i]) + (coef3 * test_pv[i]) + (coef4 * test_cv[i]) 
      model_results = c(model_results, result) 
    } 
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    # Measure correlation between actual data from the test group and data provided by regression model 
    correlation = cor(test_preference, model_results, method="pear") 
    if(correlation >= 0.5) { 
      print(paste("Linear Regression model is valid. Correlation with real/test preferences is: ", correlation, sep =
 "")) 
      return(correlation) 
    } else { 
      print(paste("Correlation is not sufficient: ", correlation, sep = "")) 
      return (correlation) 
    }  
  } else { 
    coef1 = coef(quadratic_regression)[1] 
    coef2 = coef(quadratic_regression)[2] 
    coef3 = coef(quadratic_regression)[3] 
    coef4 = coef(quadratic_regression)[4] 
    coef5 = coef(quadratic_regression)[5] 
    coef6 = coef(quadratic_regression)[6] 
    coef7 = coef(quadratic_regression)[7] 
    # Covert coeficients' values to zero if it is NA 
    coef1[is.na(coef1)] = 0 
    coef2[is.na(coef2)] = 0 
    coef3[is.na(coef3)] = 0 
    coef4[is.na(coef4)] = 0 
    coef5[is.na(coef5)] = 0 
    coef6[is.na(coef6)] = 0 
    coef7[is.na(coef7)] = 0 
     
    # Get scores from applying the regression model 
    model_results = c() 
    for(i in 1:length(test_preference)) { 
      result = coef1 + (coef2 * test_vn[i]) + (coef3 * (test_vn[i]^2)) + (coef4 * test_pv[i]) + (coef5 * (test_pv[i]^
2)) + (coef6 * test_cv[i]) + (coef7 * (test_cv[i]^2))  
      model_results = c(model_results, result) 
    } 
     
    # Measure correlation between actual data from the experiment and data provided by regression model 
    correlation = cor(test_preference, model_results, method="pear") 
    if(correlation >= 0.5) { 
      print(paste("Quadratic Regression model is valid. Correlation with real/test preferences is: ", correlation, se
p = "")) 
      return(correlation) 
    } else { 
      print(paste("Correlation is not sufficient: ", correlation, sep = "")) 
      return (correlation) 
    }  
  } 
} 
 
 
## Validation 
# Selecting indices for the 20% test / 80% trainig sample 
#indices = sample(1:length(data), size=0.2*length(data)) 
# Indices are selected out of random samples to avoid showing different correlation each time the code run 
 
#indices = sample(1:length(average_preference_rates), size=0.2*length(average_preference_rates)) 
indices = c(15, 13, 21, 11, 16) 
 
train_preference = average_preference_rates[-indices] 
test_preference = average_preference_rates[indices] 
train_vn = vertices_numbers[-indices] 
train_pv = position_variations[-indices] 
train_cv = colour_variations[-indices] 
test_vn = vertices_numbers[indices] 
test_pv = position_variations[indices] 
test_cv = colour_variations[indices] 
 
p_m_cor = multiple_regression(average_preference_rates, vertices_numbers, position_variations, colour_variations) 
## [1] "Quadratic Regression model is valid. Correlation with real/test preferences is: 0.602930344023975" 
# m_cor = 0.689163800789654 
 
p_cor = validate_model_p(train_preference, train_vn, train_pv, train_cv, test_preference, test_vn, test_pv, test_cv) 
## [1] "Quadratic Regression model is valid. Correlation with real/test preferences is: 0.959461287223117" 
# p_cor = 0.959461287223117 
 
## Plot relationship between preferences and the three variable 
# Vertices number 
lin_reg_pref_v = lm(average_preference_rates ~ vertices_numbers, data=df) 
summary(lin_reg_pref_v) 
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##  
## Call: 
## lm(formula = average_preference_rates ~ vertices_numbers, data = df) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -0.99335 -0.42701 -0.01078  0.30227  1.07382  
##  
## Coefficients: 
##                    Estimate Std. Error t value Pr(>|t|)     
## (Intercept)       2.767e+00  1.852e-01  14.945 1.18e-13 *** 
## vertices_numbers -1.070e-05  1.681e-05  -0.636     0.53     
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.5601 on 24 degrees of freedom 
## Multiple R-squared:  0.0166, Adjusted R-squared:  -0.02438  
## F-statistic: 0.4051 on 1 and 24 DF,  p-value: 0.5305 
log_reg_pref_v = lm(average_preference_rates ~ log(vertices_numbers), data=df) 
summary(log_reg_pref_v) 
##  
## Call: 
## lm(formula = average_preference_rates ~ log(vertices_numbers),  
##     data = df) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.1823 -0.3849  0.0096  0.2389  1.0842  
##  
## Coefficients: 
##                       Estimate Std. Error t value Pr(>|t|)   
## (Intercept)           2.605734   1.348902   1.932   0.0653 . 
## log(vertices_numbers) 0.007546   0.152223   0.050   0.9609   
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.5648 on 24 degrees of freedom 
## Multiple R-squared:  0.0001024,  Adjusted R-squared:  -0.04156  
## F-statistic: 0.002457 on 1 and 24 DF,  p-value: 0.9609 
quad_reg_pref_v = lm(average_preference_rates ~ vertices_numbers + I(vertices_numbers^2), data=df) 
summary(quad_reg_pref_v) 
##  
## Call: 
## lm(formula = average_preference_rates ~ vertices_numbers + I(vertices_numbers^2),  
##     data = df) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -0.88627 -0.46990  0.07747  0.31393  0.93226  
##  
## Coefficients: 
##                         Estimate Std. Error t value Pr(>|t|)     
## (Intercept)            2.312e+00  2.992e-01   7.728 7.73e-08 *** 
## vertices_numbers       9.917e-05  6.053e-05   1.638   0.1149     
## I(vertices_numbers^2) -4.278e-09  2.273e-09  -1.882   0.0725 .   
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.5326 on 23 degrees of freedom 
## Multiple R-squared:  0.1478, Adjusted R-squared:  0.07375  
## F-statistic: 1.995 on 2 and 23 DF,  p-value: 0.1588 
plot (vertices_numbers, average_preference_rates, pch=16, cex=2, xlab = "Vertices_number", ylab = "Average_preference
_rate", cex.lab = 1, col = "blue") 
lines(spline(sort(vertices_numbers), fitted(quad_reg_pref_v)[order(vertices_numbers)]), col="red", lwd=3) 
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# Position variation 
lin_reg_pref_p = lm(average_preference_rates ~ position_variations, data=df) 
summary(lin_reg_pref_p) 
##  
## Call: 
## lm(formula = average_preference_rates ~ position_variations,  
##     data = df) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -1.05015 -0.39014  0.02976  0.31575  1.12884  
##  
## Coefficients: 
##                      Estimate Std. Error t value Pr(>|t|)     
## (Intercept)         2.1176265  0.5181169   4.087 0.000423 *** 
## position_variations 0.0007525  0.0006873   1.095 0.284471     
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.5512 on 24 degrees of freedom 
## Multiple R-squared:  0.04757,    Adjusted R-squared:  0.007881  
## F-statistic: 1.199 on 1 and 24 DF,  p-value: 0.2845 
log_reg_pref_p = lm(average_preference_rates ~ log(position_variations), data=df) 
summary(log_reg_pref_p) 
##  
## Call: 
## lm(formula = average_preference_rates ~ log(position_variations),  
##     data = df) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -1.03678 -0.39907  0.02049  0.33614  1.12061  
##  
## Coefficients: 
##                          Estimate Std. Error t value Pr(>|t|) 
## (Intercept)               -1.2761     3.2822  -0.389    0.701 
## log(position_variations)   0.6001     0.4985   1.204    0.240 
##  
## Residual standard error: 0.5485 on 24 degrees of freedom 
## Multiple R-squared:  0.05693,    Adjusted R-squared:  0.01764  
## F-statistic: 1.449 on 1 and 24 DF,  p-value: 0.2405 
quad_reg_pref_p = lm(average_preference_rates ~ position_variations + I(position_variations^2), data=df) 
summary(quad_reg_pref_p) 
##  
## Call: 
## lm(formula = average_preference_rates ~ position_variations +  
##     I(position_variations^2), data = df) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.0115 -0.3826 -0.0090  0.4163  1.0767  
##  
## Coefficients: 
##                            Estimate Std. Error t value Pr(>|t|) 
## (Intercept)               4.065e-01  1.792e+00   0.227    0.823 
## position_variations       5.389e-03  4.698e-03   1.147    0.263 
## I(position_variations^2) -3.004e-06  3.011e-06  -0.997    0.329 
##  
## Residual standard error: 0.5513 on 23 degrees of freedom 
## Multiple R-squared:  0.08706,    Adjusted R-squared:  0.007673  
## F-statistic: 1.097 on 2 and 23 DF,  p-value: 0.3508 
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plot (position_variations, average_preference_rates, pch=16, cex=2, xlab = "Position_variation", ylab = "Average_pref
erence_rate", cex.lab = 1, col = "blue") 
lines(spline(sort(position_variations), fitted(log_reg_pref_p)[order(position_variations)]), col="red", lwd=3) 
 
# Colour variations 
lin_reg_pref_c = lm(average_preference_rates ~ colour_variations, data=df) 
summary(lin_reg_pref_c) 
##  
## Call: 
## lm(formula = average_preference_rates ~ colour_variations, data = df) 
##  
## Residuals: 
##     Min      1Q  Median      3Q     Max  
## -1.3030 -0.3223 -0.0112  0.3303  1.0628  
##  
## Coefficients: 
##                   Estimate Std. Error t value Pr(>|t|)   
## (Intercept)        1.93050    0.86827   2.223   0.0359 * 
## colour_variations  0.02933    0.03406   0.861   0.3976   
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
##  
## Residual standard error: 0.5563 on 24 degrees of freedom 
## Multiple R-squared:  0.02998,    Adjusted R-squared:  -0.01044  
## F-statistic: 0.7417 on 1 and 24 DF,  p-value: 0.3976 
log_reg_pref_c = lm(average_preference_rates ~ log(colour_variations), data=df) 
summary(log_reg_pref_c) 
##  
## Call: 
## lm(formula = average_preference_rates ~ log(colour_variations),  
##     data = df) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -1.29196 -0.32621 -0.01704  0.32641  1.05786  
##  
## Coefficients: 
##                        Estimate Std. Error t value Pr(>|t|) 
## (Intercept)              0.4280     2.4325   0.176    0.862 
## log(colour_variations)   0.6968     0.7545   0.924    0.365 
##  
## Residual standard error: 0.555 on 24 degrees of freedom 
## Multiple R-squared:  0.03432,    Adjusted R-squared:  -0.005915  
## F-statistic: 0.853 on 1 and 24 DF,  p-value: 0.3649 
quad_reg_pref_c = lm(average_preference_rates ~ colour_variations + I(colour_variations^2), data=df) 
summary(quad_reg_pref_c) 
##  
## Call: 
## lm(formula = average_preference_rates ~ colour_variations + I(colour_variations^2),  
##     data = df) 
##  
## Residuals: 
##      Min       1Q   Median       3Q      Max  
## -1.16024 -0.34158  0.02232  0.27634  1.03333  
##  
## Coefficients: 
##                         Estimate Std. Error t value Pr(>|t|) 
## (Intercept)            -0.518422   3.669291  -0.141    0.889 
## colour_variations       0.248691   0.320974   0.775    0.446 
## I(colour_variations^2) -0.004768   0.006937  -0.687    0.499 
##  
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## Residual standard error: 0.5625 on 23 degrees of freedom 
## Multiple R-squared:  0.04951,    Adjusted R-squared:  -0.03315  
## F-statistic: 0.599 on 2 and 23 DF,  p-value: 0.5577 
plot (colour_variations, average_preference_rates, pch=16, cex=2, xlab = "Colour_variation", ylab = "Average_preferen
ce_rate", cex.lab = 1, col = "blue") 
lines(spline(sort(colour_variations), fitted(log_reg_pref_c)[order(colour_variations)]), col="red", lwd=3) 
 
############################################################################################ 
### The impact of subjects' demographic aspects on the perceived level of visual complexity 
############################################################################################ 
# Measuring relationship between profession and complexity rates 
profession_test = aov(complexity_rates ~ professions) 
summary(profession_test) 
##              Df Sum Sq Mean Sq F value Pr(>F)   
## professions   1    4.3   4.310   4.407 0.0361 * 
## Residuals   856  837.2   0.978                  
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
TukeyHSD(profession_test) 
##   Tukey multiple comparisons of means 
##     95% family-wise confidence level 
##  
## Fit: aov(formula = complexity_rates ~ professions) 
##  
## $professions 
##             diff         lwr       upr     p adj 
## Yes-No 0.1503497 0.009775498 0.2909238 0.0360892 
# Measuring relationship between education_level and complexity rates 
education_test = aov(complexity_rates ~ educations) 
summary(education_test) 
##              Df Sum Sq Mean Sq F value Pr(>F) 
## educations    3    1.7  0.5750   0.585  0.625 
## Residuals   854  839.8  0.9834 
TukeyHSD(education_test) 
##   Tukey multiple comparisons of means 
##     95% family-wise confidence level 
##  
## Fit: aov(formula = complexity_rates ~ educations) 
##  
## $educations 
##                                                                          diff 
## Doctorate degree-Bachelor's degree                                -0.03846154 
## High school graduate, diploma or the equivalent-Bachelor's degree  0.08974359 
## Master's degree-Bachelor's degree                                  0.07051282 
## High school graduate, diploma or the equivalent-Doctorate degree   0.12820513 
## Master's degree-Doctorate degree                                   0.10897436 
## Master's degree-High school graduate, diploma or the equivalent   -0.01923077 
##                                                                          lwr 
## Doctorate degree-Bachelor's degree                                -0.2802771 
## High school graduate, diploma or the equivalent-Bachelor's degree -0.1919630 
## Master's degree-Bachelor's degree                                 -0.1486511 
## High school graduate, diploma or the equivalent-Doctorate degree  -0.1949345 
## Master's degree-Doctorate degree                                  -0.1613836 
## Master's degree-High school graduate, diploma or the equivalent   -0.3257879 
##                                                                         upr 
## Doctorate degree-Bachelor's degree                                0.2033540 
## High school graduate, diploma or the equivalent-Bachelor's degree 0.3714502 
## Master's degree-Bachelor's degree                                 0.2896768 
## High school graduate, diploma or the equivalent-Doctorate degree  0.4513448 
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## Master's degree-Doctorate degree                                  0.3793324 
## Master's degree-High school graduate, diploma or the equivalent   0.2873264 
##                                                                       p adj 
## Doctorate degree-Bachelor's degree                                0.9768271 
## High school graduate, diploma or the equivalent-Bachelor's degree 0.8450105 
## Master's degree-Bachelor's degree                                 0.8411059 
## High school graduate, diploma or the equivalent-Doctorate degree  0.7370267 
## Master's degree-Doctorate degree                                  0.7274063 
## Master's degree-High school graduate, diploma or the equivalent   0.9985011 
# Measuring relationship between age and complexity rates 
age_test = aov(complexity_rates ~ ages) 
summary(age_test) 
##              Df Sum Sq Mean Sq F value Pr(>F) 
## ages          4    1.1  0.2719   0.276  0.894 
## Residuals   853  840.4  0.9853 
TukeyHSD(age_test) 
##   Tukey multiple comparisons of means 
##     95% family-wise confidence level 
##  
## Fit: aov(formula = complexity_rates ~ ages) 
##  
## $ages 
##                    diff        lwr       upr     p adj 
## 25-34-18-24 -0.05800082 -0.2639152 0.1479136 0.9391725 
## 35-44-18-24 -0.01048951 -0.4195512 0.3985722 0.9999945 
## 45-54-18-24 -0.08741259 -0.6432180 0.4683928 0.9928816 
## 55-64-18-24 -0.12587413 -0.5349358 0.2831876 0.9176841 
## 35-44-25-34  0.04751131 -0.3502896 0.4453123 0.9975449 
## 45-54-25-34 -0.02941176 -0.5769826 0.5181590 0.9998955 
## 55-64-25-34 -0.06787330 -0.4656743 0.3299277 0.9902870 
## 45-54-35-44 -0.07692308 -0.7286627 0.5748165 0.9976559 
## 55-64-35-44 -0.11538462 -0.6475278 0.4167585 0.9761748 
## 55-64-45-54 -0.03846154 -0.6902011 0.6132781 0.9998481 
# Measuring relationship between gender and complexity rates 
gender_test = aov(complexity_rates ~ genders) 
summary(gender_test) 
##              Df Sum Sq Mean Sq F value Pr(>F) 
## genders       1    1.5  1.4513   1.479  0.224 
## Residuals   856  840.1  0.9814 
TukeyHSD(gender_test) 
##   Tukey multiple comparisons of means 
##     95% family-wise confidence level 
##  
## Fit: aov(formula = complexity_rates ~ genders) 
##  
## $genders 
##                   diff        lwr       upr     p adj 
## Male-Female -0.0841716 -0.2200238 0.0516806 0.2242904 
############################################################## 
### The impact of subjects' demographic aspects on preference 
############################################################## 
# Measuring relationship between profession and preference rates 
profession_test_p = aov(preference_rates ~ professions) 
summary(profession_test_p) 
##              Df Sum Sq Mean Sq F value   Pr(>F)     
## professions   1   11.6  11.586   10.95 0.000976 *** 
## Residuals   856  905.9   1.058                      
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
TukeyHSD(profession_test_p) 
##   Tukey multiple comparisons of means 
##     95% family-wise confidence level 
##  
## Fit: aov(formula = preference_rates ~ professions) 
##  
## $professions 
##             diff       lwr       upr     p adj 
## Yes-No 0.2465035 0.1002776 0.3927294 0.0009763 
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# Measuring relationship between education_level and preference rates 
education_test_p = aov(preference_rates ~ educations) 
summary(education_test_p) 
##              Df Sum Sq Mean Sq F value Pr(>F) 
## educations    3    2.0  0.6516   0.608   0.61 
## Residuals   854  915.5  1.0720 
TukeyHSD(education_test_p) 
##   Tukey multiple comparisons of means 
##     95% family-wise confidence level 
##  
## Fit: aov(formula = preference_rates ~ educations) 
##  
## $educations 
##                                                                          diff 
## Doctorate degree-Bachelor's degree                                0.082051282 
## High school graduate, diploma or the equivalent-Bachelor's degree 0.098076923 
## Master's degree-Bachelor's degree                                 0.102884615 
## High school graduate, diploma or the equivalent-Doctorate degree  0.016025641 
## Master's degree-Doctorate degree                                  0.020833333 
## Master's degree-High school graduate, diploma or the equivalent   0.004807692 
##                                                                          lwr 
## Doctorate degree-Bachelor's degree                                -0.1704305 
## High school graduate, diploma or the equivalent-Bachelor's degree -0.1960555 
## Master's degree-Bachelor's degree                                 -0.1259464 
## High school graduate, diploma or the equivalent-Doctorate degree  -0.3213673 
## Master's degree-Doctorate degree                                  -0.2614499 
## Master's degree-High school graduate, diploma or the equivalent   -0.3152714 
##                                                                         upr 
## Doctorate degree-Bachelor's degree                                0.3345331 
## High school graduate, diploma or the equivalent-Bachelor's degree 0.3922093 
## Master's degree-Bachelor's degree                                 0.3317157 
## High school graduate, diploma or the equivalent-Doctorate degree  0.3534186 
## Master's degree-Doctorate degree                                  0.3031166 
## Master's degree-High school graduate, diploma or the equivalent   0.3248868 
##                                                                       p adj 
## Doctorate degree-Bachelor's degree                                0.8370577 
## High school graduate, diploma or the equivalent-Bachelor's degree 0.8262767 
## Master's degree-Bachelor's degree                                 0.6539612 
## High school graduate, diploma or the equivalent-Doctorate degree  0.9993466 
## Master's degree-Doctorate degree                                  0.9975684 
## Master's degree-High school graduate, diploma or the equivalent   0.9999792 
# Measuring relationship between age and preference rates 
age_test_p = aov(preference_rates ~ ages) 
summary(age_test_p) 
##              Df Sum Sq Mean Sq F value Pr(>F) 
## ages          4    0.8  0.1946   0.181  0.948 
## Residuals   853  916.7  1.0747 
TukeyHSD(age_test_p) 
##   Tukey multiple comparisons of means 
##     95% family-wise confidence level 
##  
## Fit: aov(formula = preference_rates ~ ages) 
##  
## $ages 
##                    diff        lwr       upr     p adj 
## 25-34-18-24  0.02344714 -0.1916064 0.2385007 0.9982809 
## 35-44-18-24  0.06643357 -0.3607837 0.4936508 0.9931834 
## 45-54-18-24 -0.01048951 -0.5909634 0.5699844 0.9999986 
## 55-64-18-24 -0.08741259 -0.5146298 0.3398046 0.9807735 
## 35-44-25-34  0.04298643 -0.3724703 0.4584431 0.9986000 
## 45-54-25-34 -0.03393665 -0.6058105 0.5379372 0.9998447 
## 55-64-25-34 -0.11085973 -0.5263164 0.3045970 0.9496541 
## 45-54-35-44 -0.07692308 -0.7575891 0.6037429 0.9980217 
## 55-64-35-44 -0.15384615 -0.7096076 0.4019153 0.9427404 
## 55-64-45-54 -0.07692308 -0.7575891 0.6037429 0.9980217 
# Measuring relationship between gender and preference rates 
gender_test_p = aov(preference_rates ~ genders) 
summary(gender_test_p) 
##              Df Sum Sq Mean Sq F value  Pr(>F)    
## genders       1    8.6   8.649   8.146 0.00442 ** 
## Residuals   856  908.8   1.062                    
## --- 
## Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 
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TukeyHSD(gender_test_p) 
##   Tukey multiple comparisons of means 
##     95% family-wise confidence level 
##  
## Fit: aov(formula = preference_rates ~ genders) 
##  
## $genders 
##                  diff        lwr       upr   p adj 
## Male-Female 0.2054734 0.06417139 0.3467754 0.00442 
############################################################### 
### Function to assess the image of a proposed building facade 
############################################################### 
visual_assessment = function(exp_prefs, exp_vns, exp_pvs, exp_cvs, prop_vn, prop_pv, prop_cv) { 
  # Validate regression model 
  model = multiple_regression(exp_prefs, exp_vns, exp_pvs, exp_cvs) 
  if(model == "Valid") { 
     
    # Find the optimal variables in data from the experiment 
    index = which.max(exp_prefs) 
    opt_vn = exp_vns[index] 
    opt_pv = exp_pvs[index] 
    opt_cv = exp_cvs[index] 
 
    # Output assessment 
    if(prop_vn > opt_vn) { 
      print(paste("The number of vertices is high (", prop_vn, "). Reduce it to: ", opt_vn, sep = "")) 
    } else if(prop_vn < opt_vn) { 
      print(paste("The number of vertices is low (", prop_vn, "). Increase it to: ", opt_vn, sep = "")) 
    } else { 
      print(paste("The number of vertices is optimal: ", prop_vn, sep = "")) 
    } 
     
    if(prop_pv > opt_pv) { 
      print(paste("The variation in the position of vertices is high (", prop_pv, "). Reduce it to: ", opt_pv, sep = 
"")) 
    } else if(prop_pv < opt_pv) { 
      print(paste("The variation in the position of vertices is low (", prop_pv, "). Increase it to: ", opt_pv, sep =
 "")) 
    } else { 
      print(paste("The variation in the position of vertices is optimal: ", prop_pv, sep = "")) 
    } 
     
    if(prop_cv > opt_cv) { 
      print(paste("The variation in the colour of vertices is high (", prop_cv, "). Reduce it to: ", opt_cv, sep = ""
)) 
    } else if(prop_cv < opt_cv) { 
      print(paste("The variation in the colour of vertices is low (", prop_cv, "). Increase it to: ", opt_cv, sep = "
")) 
    } else { 
      print(paste("The variation in the colour of vertices is optimal: ", prop_cv, sep = "")) 
    } 
     
  } else { 
    print("The proposed regression model is not valid (Correlation with real preferences is lower than 0.5)") 
  } 
} 
 
## Example assessing new design 
# visual_assessment(average_preference_rates, vertices_numbers, position_variations, colour_variations, prop_vn, prop
_pv, prop_cv) 
visual_assessment(average_preference_rates, vertices_numbers, position_variations, colour_variations, 25, 4, 22) 
## [1] "Quadratic Regression model is valid. Correlation with real/test preferences is: 0.602930344023975" 
## [1] "The number of vertices is low (25). Increase it to: 7802" 
## [1] "The variation in the position of vertices is low (4). Increase it to: 679.233645422235" 
## [1] "The variation in the colour of vertices is low (22). Increase it to: 26.054190857497" 
 
 
 
