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Predicting investment performance is central to attracting investors in any property or 
business venture. Investors are keen to predict the future in order to protect their 
investments and choose assets with the best returns. All asset returns are predictable 
to some extent, with returns on real estate relatively easier to forecast due to the 
nature of assets. Forecasting is thus an important component in property investment 
decision-making. Currently, majority of investors in Kenyan real estate sector, rely on 
speculation and sales comparison to make investment decisions. Multiple regression 
models have been applied successfully in forecasting real estate investments in other 
markets. They incorporate socio economic variables, housing and proximity 
characteristics to estimate the value of real estate assets. The researcher applied a 
multiple regression model for predicting house prices by setting house price as the 
dependent variable (Y) while holding the Gross Domestic Product, income of 
households, cost of land and housing units developed as the predictor variables (X). 
This predicted house prices (Y) on the basis of the X variables and determined the 
influence of the variables on the price. Agile development methodology was applied 
in the development a web application that integrated the forecasting model, an 
analytical backend helps to present the forecasts to investors in terms of figures, 
charts, and graphs that are easy to interpret and compare. Various tests were also 
performed on the prototype including integration and system tests. User acceptance 
testing was also carried out where majority of the respondents found the interface 
easy to use, and indicated that the application met its stated objectives as outlined in 
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Definition of Terms 
 
Social Economic  - Field of study that examines social and economic factors to 
understand how their combination influences something (Allysa, 
2016). 
Asset - An asset is something that is owned that has value (Brooks and 
Tsolacos, 2010). 
 
Liquidity - Liquidity refers to the ability of assets that are readily convertible to 
cash (Brooks and Tsolacos, 2010). 
 
HPI - Housing Price Index is a measure of movement of house prices, 
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Chapter 1: Introduction 
1.1 Background of the Study  
Forecasting real estate is a fundamental part of strategic decision making in the 
real estate sector. The ability to accurately predict the future outcomes of complex 
systems has been the goal of forecasters for decades. Larsen (2010) affirms that 
forecasting the performance of investments is a widely studied topic in many fields 
including trade, finance, and statistics. The motivation for which is naturally to 
predict the direction of future prices, such that assets can be bought and sold at 
profitable positions within defined time frames.  
Krystalogianni, Matysiak, & Tsolacos (2014) state that forecasting total returns 
and its components, income returns and capital values, across commercial sectors is 
important in making investment allocation decisions, it is essential for investors and 
portfolio managers to forecast commercial investment return as it provides a 
prediction of the expected target return, which consequently assists in making 
accurate investment decisions. Most traditional models of investment prediction use 
statistical models or neural network models derived from price data. In addition to the 
conventional quantitative analysis, real estate analysts are increasingly monitoring 
several economic series in search of early signals for property market activity. This 
becomes more important at times of uncertainty arising from unsettling economic 
conditions and volatility in the wider investment markets.  
 Currently most real estate investors and developers in Kenya, rely on 
traditional approaches to make investment decisions. These approaches are mainly 
based on sales comparison and speculative assumptions.  Taffese (2006) states, “An 
accurate and fast prediction of the real estate value is important to prospective 
homeowners, developers, investors, appraisers, tax assessors and other real estate 
market participants, such as, mortgage lenders and insurers. Real estate valuation 
based on traditional approaches such as cost and sale comparison approach lacks an 
accepted standard and a certification process.”  
According to Ma, Chen, and Zhang (2015), various statistical, data-mining, and 
machine-learning prediction algorithms can be used to forecast the prices of real 
estate assets. Basic algorithms such as linear regression have been applied using both 
intrinsic features of the real estate properties (living area, number of rooms, etc.), and 
additional geographical features such as socio demographical features (average 
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income, population density, etc.). New machine learning algorithms have also been 
applied in predicting the temporal patterns of housing prices in different studies. In 
this study we predicted the price of real estate assets using multiple regression 
methods mainly stepwise regression and best subset regression. 
Marwani (2014) supports the need for a real estate prediction system in his 
research on modelling and forecasting real estate, he observes that the availability of 
data makes it easier for real estate players to improve on their predictions and make 
more accurate investment decisions. He proposes the inclusion of Geographic 
Information Systems (GIS) data, in tradition models, to capture important valuation 
aspects of real estate such as location, transportation, and infrastructure development. 
The ability to predict can fill up the information gap in the real estate sector and 
improve efficiency of the real estate market players in Kenya. 
 
1.2 Problem Statement 
Purchasing a property is the largest single economic transaction made by 
Kenyans in their lifetime, and the decision should be based on proper analysis and 
forecasting to make an informed decision. Property investors would like to have a 
picture of what the future looks like in terms of cash flows and expected returns. 
Property prices in Kenya have been on an abnormal increase over the last decade, 
which has raised concerns that the market is unstable, and caused speculation that the 
“bubble” is about to burst. The result of such incredible asset price increases is severe 
financial crises, similar to what was witnessed in the Asian, global economic crunch 
and European debt crisis (Obere & Miregi, 2014; Muli, 2013).  
There is a clear lack of studies on the factors that influence commercial real 
estate prices within Nairobi, and even fewer modern information systems tools that 
are being applied to aid investors in decision making. There is potential to utilize 
geographic information systems (GIS) and socio–economic factors to model causal 
relationships that can be used to forecast real estate prices (Marwani, 2014).  
 
1.3 Objectives  
The purpose of this study is to develop a model for predicting investment 




1.4 Specific Objectives  
i. To analyze variables for predicting the performance of real estate investments 
in Kenya. 
ii. To examine existing algorithms and models that can be applied in prediction 
of performance for real estate investments. 
iii. To develop an application that can integrate the prediction model, geographic 
information systems data, and socio economic data to predict real estate 
investments. 
iv. To carry out testing of the developed prototype. 
 
1.5  Research Questions 
i. What are the variables for predicting real estate investment performance in 
Kenya? 
ii. What algorithms and methods have been applied in predicting the 
performance of real estate investments? 
iii. How can the web application be developed to predict real estate investments? 
iv. How can the developed prototype be tested? 
 
1.6 Justification  
The real estate sector in Kenya is a main contributor to economic development, 
and one of the most profitable. Real estate projects are characterized by high risk with 
many new investors susceptible to fraudulent land brokers, undiversified investment 
vehicles and limited ability to analyze the investments (Kibiru, Pokhariyal, & 
Obwocha, 2014). Real estate projects require heavy investments and as such detailed 
analysis should always precede commitment to these investments.  
The proposed prediction application will enable project owners, developers and 
real estate entrepreneurs to demonstrate to investors that they are profit driven and 
that they will maximize returns for their financiers. This will give investors’ 
confidence that they are investing in potentially profitable ventures.  It will also aid 
Kenyans in making more informed real estate decisions that can help protect their 
hard earned cash. In addition this study will form a basis for future research to 






1.7 Scope of the study 
This study will be restricted to predicting performance of investments made in 
the real estate sector in Kenya. The focus of the study is to integrate a forecasting 
algorithm into a web technology to forecast real estate performance within the short to 
medium terms. The study limits itself to a multiple regression model to provide 
evidence that forecasting in the real estate sector can provide credible data to be used 
by the web application. This will guide investors to channel funds to attractive real 
estate projects, and help attract more funders to real estate projects. Data collection 




Chapter 2: Literature Review 
2.1 Introduction  
This chapter reviews relevant literature and previous studies on predicting 
investment performance in Real Estate.  It starts with a background on forecasting and 
modeling investments; it then attempts to define the commercial real estate categories, 
and the major theories that have been advanced in predicting the performance of 
investments in the real estate sector. It also reviews variables that affect prices of real 
estate assets, and models that have been applied in predicting those prices. It will 
conclude by highlighting any gaps and conclusions drawn by different authors, and 
summarize on the specific gap that this research study hopes to fill.  
 
2.2 Prediction Methods 
A prediction, or forecast, is a statement about an uncertain event. There is no 
universal agreement about the exact difference between the two terms and as such 
different authors have used the terms interchangeably in their research. According to 
Chambers, Mullick, and Smith (2001) there are three basic types of forecasting 
namely; qualitative techniques, time series analysis, and causal models.  Qualitative 
techniques apply qualitative data such as the opinion of experts in predicting the 
future. They may or may not take the past into consideration. Time series analysis 
relies heavily on historical data to extrapolate variables into future circumstances. In 
time series analysis patterns and their changes are analyzed to inform what will 
happen in the future. Causal models rely on highly defined relationships established 
from analysis of trends to determine how different variables are correlated. Lizieri 




Figure 2.1 Forecasting Methods (Lizieri, 2011) 
In selection of a forecasting model researchers have to determine several 
factors such as the variables in consideration, the accuracy of forecast and the quality 
and availability of historical data to be used, this influences how accurate the forecast 
will be (Chambers, Mullick, & Smith, 2001). There are two commonly used 
forecasting methods are discussed below.   
2.2.1 Qualitative techniques 
According to Stevenson (2011), quantitative forecasting techniques rely on 
personal judgment, opinions or personal experiences. They are often subjective and 
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not based on any quantitative analysis. They permit inclusion of soft information such 
as human factors, personal opinions, hunches in the generating forecasts. When using 
quantitative techniques we so not consider human factors, as they cannot be 
quantified. The most common qualitative methods are identified in figure 2.2 below. 
 
 
Figure 2.2 Qualitative Methods (Stevenson, 2011) 
2.2.2 Quantitative techniques  
Quantitative techniques mainly rely on statistical analysis by analyzing hard 
data.  They tend to avoid personal biases unlike qualitative methods. They are seen to 
be more objective than qualitative methods. They can be classified into two main 
models, namely time series models & associative models as illustrated in figure 2.3 
below (Stevenson, 2011).  
 





2.3 Forecasting and Modeling Investments - Investment Theory 
Butler & Kazakov (2010), argue “one of the most interesting questions in 
investment theory is how to build robust models for making accurate and reliable 
predictions of the stock market and related financial assets.”  There are two main 
forms of analysis that are proposed in investment theory; these are fundamental 
analysis and technical analysis.  
Fundamental analysis is concerned with a company’s financial statements such 
as the balance sheet, income statement, and statement of cash flows. It also looks at 
stability in the organization, senior management, succession and how competitive an 
organization is within the industry. Technical analysis on the other hand focuses on 
historical price to inform investment decisions. Technical analysis is concerned with 
market patterns that can be observed and modelled. Butler further observes that 
investment theory concerns a decision making process where one intends to make 
investments to satisfy certain goals with regards to risk and return (Butler & Kazakov, 
2010) 
Ross (2010) emphasizes that the fundamental principle of finance is the trade-
off between risk and return.  This is seen as the basis for the commonly used 
statement, the higher the risk the higher the return. Portfolios with risky assets 
outperform the ones with less risky assets. A few theories that have been proposed to 
explain this trade-off between risk and return include: the capital asset pricing model 
(CAPM) and the portfolio theory and the efficient market hypothesis (EMH) and the 
arbitrage pricing theory (APT). 
2.3.1 Capital Asset Pricing Model  
Mukherjee and Metia (2001) in their discussions on Capital asset pricing 
models (CAPM) observe that they evolved out of the consumer's choice problem 
when they are faced with uncertainty.  They assert that this model forms a major 
subject of research in finance theory.  The model describes how the price of a claim to 
a future payoff is determined in the securities market. The capital asset pricing model 
(CAPM) describes the expected rate of return of financial assets like stocks, bonds, 
futures, options and other securities.   
Baker (2001) concludes “To increase his wealth, an investor needs to buy property 
that has greater value to the investor than its purchase cost. To achieve this by design 
rather than by chance, the investor needs a formal theory of value to indicate to him 
what a property is worth.” 
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2.3.2 Portfolio Theory 
.  Baker (2001) states that portfolio theory, developed from the notion that 
diversifying a portfolio reduces the risk of the portfolio. This is to mean that a 
portfolio with a mix of risky and risk free assets will have low risk due to 
diversification. He stipulated that completely random factors could determine the 
investment returns of an individual stock or investment, including the relationship it 
has with the market index.  
To arrive at the CAPM, one needs to examine how imperfect correlation 
among asset returns affects the investor's tradeoff between risk and return. While risks 
combine nonlinearly because of the diversification effect, expected returns combine 
linearly. That is, the expected return on a portfolio of investments is just the weighted 
average of the expected returns of the underlying assets. Diversification thus leads to 
a reduction in risk without any sacrifice in expected return (Baker, 2001). 
2.3.3 Arbitrage Pricing Theory 
According to Ross (As Cited by Huberman and Wang, 2005), “The APT is a 
substitute for the Capital Asset Pricing Model (CAPM) in that both assert a linear 
relation between assets’ expected returns and their covariance with other random 
variables.” This  means that the expected return of assets is linearly correlated to 
macro-economic factors such as the price indexes in that market. 
2.3.4 Efficient Market Hypothesis  
The efficient markets hypothesis (EMH), states that the price of assets in a 
market are a reflection of all available market information and as such investors 
cannot find opportunities to exploit information arbitrage in such a market. It tries to 
answer the question of why price changes in markets and how investors can exploit 
the information gaps to make abnormal returns for their portfolios. 
Levišauskait (2010) concludes, “market efficiency means that the price which an 
investor is paying for a financial asset (stock, bond, other security), fully reflects fair 
or true information about the intrinsic value of this specific asset or fairly describe the 








2.4 Real estate types/ categories 
According to Brueggeman and Fisher (2011), the term real in real estate comes 
from the term realty, which has, for centuries, meant land and all things permanently 
attached to the land, this may be buildings and anything else set up on the land 
Koenigsberg (2016) further breaks down real estate into multiple types. These are 
office, industrial, retail, residential, hotels & land.  
2.4.1 Office 
These include office buildings, mid-rise office blocks and converted 
residential offices. They range between of 20,000 – 400,000 square (Koenigsberg, 
2016). 
2.4.2 Industrial 
These types of properties are heavily customized with machinery for the 
specific tenant such as industrial processing plants. Most large and small 
manufacturers’ plants would also fall under this category (Koenigsberg, 2016). 
2.4.3 Retail 
These include community retail centers normally occupied by multiple tenants 
and anchoring businesses such as supermarkets and restaurants.  Malls fall in this 
category.  Malls range from 400,000 – 2 million squarefeet . (Koenigsberg, 2016). 
2.4.4 Residential 
These include apartments, which are properties around 3-9 stories, with 
between 20-100 units, often constructed in urban locations. It also includes high-rise 
properties found in larger settings, usually hosting 100+ units, which are 
professionally managed (Koenigsberg, 2016). 
2.4.5 Hotels 
These include full service hotels to guest houses and lodges. The category also 
holds boutique properties and extended stay hotels (Koenigsberg, 2016). 
2.4.6 Land 
This refers to undeveloped land such as agricultural land and pasture, developed 
land that is vacant and all parcels of land that was previously used for industrial or 








2.5 Real Estate Investments (Basic Theories) 
2.5.1 Appraising commercial real estate  
According to Schulz (2004), appraising commercial real estate involves 
estimating the value of the property. People appraise real estate for varied reasons 
including; buying and selling property, investment reasons, performance evaluations, 
loan applications to ascertain collateral value, and tax purposes. According to the 
RICS Valuation and Professional standards (2012), the market value of property is 
defined as “the estimated amount for which an asset or liability should exchange on 
the valuation date between a willing buyer and a willing seller in an arm’s length 
transaction after proper marketing and where the parties had each acted 
knowledgeably, prudently and without compulsion.” 
A study by Koubkov´a (2015) suggests that there are three main valuation 
techniques, which are generally accepted as valuation standards. These are cost based 
approach, sales comparison approach and income approach. The cost based approach 
is mainly used in cases where data for comparison is lacking. This is mainly the case 
with construction of special use facilities such as museums and hospitals, which are 
rarely sold on open markets. The limitations of this approach are difficult 
determination of adjustments for depreciation and an absence of comparable land 
sales.  
Koubkov´a (2015) additionally explains that the idea behind the sales 
comparison approach is that the informed buyer would never pay more than it has 
been recently paid for similar properties. The approach assumed that value of 
appraised property is closely related to the selling prices of comparable properties 
within the same market area. The value is therefore derived from recent sales data 
from comparable transactions that are subsequently adjusted to match the 
characteristics of appraised property. These adjustments should reflect the differences 
in size, scale, location, age, and quality of construction, selling date or in surrounding 
neighborhood. It should be taken into consideration that the more differences that 
must be adjusted for, the more different are the compared properties and the less 
reliable is the sales comparison approach (Brueggeman and Fisher, 2011). 
The third technique for valuing real estate is the income approach. The income 
approach is based on the future flow of income relating to a particular property. This 
could be based on rental earnings, or capital appreciation (Schulz, 2004). This 
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valuation approach is commonly known as the present value or discounted cash flow 
(DCF) approach. 
2.5.1.1 Discounted cash flow analysis 
Discounted cash flow analysis calculates the Net Present Value (NPV) of all 
future cash flows. In real estate valuation this includes expected rental earnings of a 
particular asset.  
 
2.6 Predicting Performance for Real Estate  
 Ma, Chen, and Zhang (2015) in their study on prediction of real estate indexes 
based on neural networks establish that there are several methods of predicting the 
performance of real estate assets. They range from traditional forecasting methods 
such as time series models and Markovian models to modern day techniques such as 
neural networks and expert systems.  Different methods produce different levels of 
accuracy over the short and long run depending on data availability and regularity. 
 
2.6.1 Artificial Neural Networks 
Zhao (2009), states that neural networks are mathematical models that were 
inspired by the structure of biological networks. Stergiou & Siganos (2012), add that 
they are inspired by the way biological nervous systems process information. They 
consist of a large number of highly interconnected processing elements working in 
unison to solve specific problems. Park (2011) identifies the most common type of 
artificial neural networks to consist of three layers. These are input units that are 
connected to a layer of hidden units, which are connected to a layer of output units. 









Figure 2.4 Neural Network Diagram (Park, 2011) 
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ANNs, like people, learn by example. They are configured for specific 
applications, such as pattern recognition or data classification, through a learning 
process. ANNs are also inherently non-linear, which makes them more practical and 
accurate in modeling complex data patterns, as opposed to various traditional linear 
approaches, such as autoregressive integrated moving average (ARIMA) methods. In 
many forecasting scenarios ANNs produced better analysis in the short run that time 
series models (Stergiou & Siganos, 2012). ANNs have been applied in many sectors 
to produce forecast, there has been a widespread application in solving business 
related problems and even weather prediction (Zhao (2009).  
To evaluate the performance of ANNs, a lot empirical research has been 
undertaken comparing them with other traditional models. The performance measure 
being the accuracy of the forecasts produced. The results have of the comparisons 
been mixed and confounding.  
Research by Kara, Boyacioglu and Baykan (2011), supports the view that 
ANNs show an improvement in forecasting accuracy in the short term, Zhao (2009) 
agrees with this view however point out that, “It is considerably harder to obtain 
substantial improvements in extrapolative forecasting with neural networks than 
might be assumed.” He presents arguments to emphasize that ANNs are more suited 
to nonlinear and discontinuous series that are harder to forecast with time series 
techniques. However there is not enough evidence to show that they outperform them 
in the long term.  
 
2.6.2 Time Series Forecasting Techniques for Property 
A time series is a collation of observations of well-structured data, which has 
been obtained through repeated measurements over time (Marwani, 2014).  
2.6.2.1 Mean Model and the Random Walk Model  
Nau (2014) indicates that the simplest forms of time series models are the 
mean models and the random walk models. The mean models are based on the 
assumption that what happens next is an average of what has been happening until 
now. Random walk models are based on the assumptions that to predict what happens 
next we only need to look at what is happening now and ignore the past. The two 
models suggest that there is no significant change between one period and the next, 
and thus it is easy to tell what will happen if we know what has been happening. 
Equation 2.1 Random Walk Function 
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                                     Ŷ =  Y!!! + 𝑢!                           (2.1) 
In the above equation 𝑢! is the error term or white noise. In the simplest random walk 
process, future value of time series is given by its immediate previous value.  
2.6.2.2 Simple Moving Average 
Building on the mean model and simple Nau (2014) suggests that moving 
averages take advantage of what has happened in some window of the recent past. 
They use the average of the most recent data values in the time series as the forecast 
for the next period. Brooks and Tsolacos, (2010) state that moving averages represent 
the simplest form of time series models that a forecaster should consider. They 
present the function as follows. Let 𝑢! (t = 1, 2, 3...) be a white noise process with E 
(𝑢!) = 0 and var (𝑢!) = 𝜎!. Then 
Equation 2.2 Moving Average Function 
 
𝑦! = 𝜇 + 𝑢! + 𝜃!𝑢!!! + 𝜃!𝑢!!! +⋯+ 𝜃!𝑢!!!  (2.2) 
 
Moving average models can be viewed as the combination of white noise processes, 
so that 𝑦! depends on the current and previous values of white noise disturbance term. 
 
2.6.2.3 Autoregressive Integrated Moving Average (ARIMA) models 
Kumar, (2016) in his study of time series modeling and forecasting using 
stochastic models indicates that that they can take many forms. He points out two of 
the most popular models as Autoregressive (AR) and Moving Average (MA) models.  
He further asserts that a combination of these two has been seen to yield more 
accurate results that either model operating on its own. He presents two combinations 
of these models as yeilding better results in forecasting real estate properties. These 
are the Autoregressive Moving Average (ARMA) and the Autoregressive Integrated 
Moving Average (ARIMA). For seasonal time series forecasting, he proposes a 
variation of ARIMA, identified as the Seasonal Autoregressive Integrated Moving 
Average (SARIMA) model as more appropriate. The ARIMA models and the diffent 
variations of it are commonly reffered to as Box-Jenkins models. In these models the 
future value of a variable is assumed to be a linear function of several past 
observations and random errors. The ARIMA function takes the form of; 
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Equation 2.3 Autoregressive Integrated Moving Average Function 
 
𝑦! = 𝜃! + 𝜙!𝑦!!! + 𝜙!𝑦!!! +⋯  𝜙!𝑦!!! 
+ℰ! − 𝜃!ℰ!!! − 𝜃!ℰ!!! −⋯− 𝜃!ℰ!!! ,             (2.3) 
Where 𝑦! and ℰ! are the actual value and random error at time period t, respectively; 
𝜃! (i = 1, 2,…,p) and 𝜃! (j = 0 1; 2,…,q) are model parameters. p and q are integers 
and often referred to as orders of the model. Random errors, ℰ!, are assumed to be 
independently and identically distributed with a mean of zero and a constant variance 
of 𝜎!.  
Vishwakarma (2013) in his study of the real estate market in Canada 
concludes that it is very difficult to produce accurate long-term forecasts using the 
Autoregressive Integrated Moving Average (ARIMA) family models. He noted that 
the models worked well in short term forecasting, almost at the same level with 
ANNs. He tested variations of the ARIMA model and presents the following findings. 
The ARIMA has constant mean and constant variance, the ARIMAX model includes 
exogenous variables to explain the data-generating process. The ARIMAX-GARCH 
model has all the features of the ARIMAX model, plus time-varying variance.  
Specifically, out of the three models tested, the ARIMA, ARIMAX and ARIMAX-
GARCH models, the ARIMAX model works best in all circumstances by giving 
minimum mean absolute percentage error. Other models work best in one 
circumstance but fail drastically in other circumstances. 
 
2.6.3 Regression Analysis 
Brooks and Tsolacos, (2010) explain regression models as those that evaluate 
and describe the relationships between different variables and especially trying to 
explain how movement in the variables affect each other. These models have proved 
to be a reliable approach in forecasting real estate prices because of their ability to 
establish causal relationships between different fundamental variables. In the models 
the dependent variable is always the real estate price or rental income while the 
independent variables are any external factors that influence change in the dependent 
variable. For example income, inflation, GDP, location, infrastructure development 
etc. can all influence real estate prices.  
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Under regression models we have the simple and multiple regression models. 
Multiple regression models have been applied in many studies to assess the 
movement of real estate investments by setting the price as a function of different 
property characteristics (Marwani, 2014).  
2.6.3.1 Simple Regression 
Campbell & Campbell (2008) point out that in its simplest form, regression 
establishes the nature of a relationship between an Independent variable (X) and a 
dependent variable (Y), this can be represented as in the function below: 
Equation 2.4 Simple Regression Function 
     𝑌 = 𝛽! + 𝛽!𝑋 + 𝑢               (2.4) 
In the equation above (𝛽!) represents the status of the dependent variable, when the 
independent variable is absent the relationship can be defined by the direction of the 
slope represented by the parameter (𝛽!).  An error term (𝑢) captures the amount of 
variation not predicted by the slope and intercept terms. The regression coefficient 
shows how well the values fit the data. 
 
2.6.4 Other Models  
Ashram (2015) discusses other methods for forecasting real estate; these 
include the non-linear regression, which does not assume a linear relationship 
between variables-frequently used when time is the independent variable. Trend 
Analysis, which uses linear and nonlinear regression with time as the explanatory 
variable-used where pattern are observed over time. Birch and Suderman (2003) also 
introduced a two-way exponential smoothing system to estimate true movements in 
residential property prices.  
Marwani (2014) discusses investments in real estate in his research. He 
suggests that the investments are of a heterogeneous nature and that market factors 
play an important role in explaining the variations in the prices. To generate forecasts 
one needs to consider many independent factors such as the type of tenant, age of 





2.6.5 Comparison of forecasting algorithms 
This section provides a brief review of the forecasting algorithms and 
techniques discussed like time series techniques and ANN’s. It compares them on the 
basis of other studies that have applied the models and makes no attempt to be 
exhaustive or conclusive as to what algorithms are superior to the rest.  
According to Zhao (2009), ANN’s have gained enormous popularity in the 
recent years, especially in undertaking time series forecasting. Most applications, 
however, are in areas where data are abundant as NN are very data intensive. In real 
estate forecasting, due to the scarcity of large data samples, there exists only a few 
studies involving the use of NN that can be used to gauge their usefulness in the field. 
The results in these studies, based on out-of-sample forecasts, do not permit a 
demarcation between the linear models and NN as the latter is able to justify its 
theoretical superiority in only some of the cases. A considerable amount of research 
has been carried out in the recent years on NN. Vishwakarma (2013), states that 
despite their ability to capture nonlinear relationships, findings generally do not allow 
any discrimination between conventional linear statistical techniques and NN. One of 
the main reasons for this is that there are no well-defined guidelines to build NN for 
solving a particular task and their construction involves a lot of subjectivity on the 
part of researchers, thereby considerably restricting the power of NN and ultimately 
leading to the results of many previous studies being dubious. 
  The advantage of VAR models over ARIMA models is that they can 
incorporate more information in terms of other time series instead of just past 
observations and errors of the series to be forecast. In the absence of co-integration 
between the variables a common forecasting procedure would be to conduct a VAR 
on the first differences. However, if co-integrating relationships can be established 
between the variables, the VAR should also include the lagged co-integrating error 
term. A comparison of the results from the ARIMA and VAR forecasts suggest the 
multivariate models provide more accurate forecasts in the real estate and macro-
economic sectors There is also growing evidence that socioeconomic series contain 
nonlinearities but linear models such as the ARIMA and VAR models are widely used 
for forecasting such series, despite the inability of linear models to cope with 
nonlinearities. New empirical evidence suggests there is higher relative forecasting 




Nguyen & Cripps in their study compared the predictive performance of 
artificial neural networks (ANN) and multiple regression analysis (MRA) for single 
family housing sales. In comparing the two models they used different functional 
models specifications and evaluation criteria to try and provide explanations as to 
why other studies that compared the two models had varied results. Some of the 
issues identified were methodological problems as well as data composition. They 
concluded that when a moderate to large data sample size is used, the ANN performs 
better than the MRA; however as the ANN model functional specification becomes 
more complex, the training sample size must also be increased in order for the ANN 
to perform better than the corresponding MRA model. They further assert that if one 
provides sufficient data training size and appropriate ANN parameters, then ANN 
performs better than MRA. Otherwise, the results vary.  
For the review of literature and other practical purposes, the ANN is 
recommended in forecasting real estate performance and especially when there is 
sufficient sample data set and/or when there is no theoretical basis for the data model 
functional form. However where such limitations exist as the case in this study then 
the MRA is recommended. 
 
2.6.6 Pooling Forecasting Methods 
Wilson and Okunev (2001) in their research on enhancing information use to 
improve predictive performance in property markets studied the combination of 
forecasts from different property markets around the world. They observed that 
different forecasting techniques may produce different outcomes when applied to the 
same data sets. This presented a challenge for professionals in the property market 
around selecting the most appropriate forecasting method. As a means of dealing with 
this problem, they proposed combining or pooling the forecasts from different 
models, this resulted in better out of sample results. Pooling forecasts from different 
models tends to yield better outcomes for shorter-term forecasts than for component 
models. Further citing Winkler (1989) they discovered a similarity between forecast 
combination and diversification in portfolios, diversification reduced the risk of the 
portfolio; similarly a combination of forecasting methods yielded better results.   
The majority of property forecasts are derived by combining the estimates of 
formal econometric models with more qualitative market overlays, the accuracy of the 




2.6.7 Forecasting error 
According to Ahmed and Nilsson (2011), all forecasting models are subject to 
implicit or explicit error structures. Forecasting error is interpreted as the deviation 
between the predicted values and the actual or true value. There are many 
methodologies that are applied in statistics to detect errors and to check the degree of 
accuracy. These include measures to access the quality of the models used, validation 
techniques applied to data, and other performance measures. Some of the common 
ones are the Mean Absolute Deviation (MAD) and Variance. For the error analysis 
purposes variance is preferred since variances of independent errors are additive; 
however, MAD is not additive. 
2.7 Architecture of Web Based Prediction Systems  
According to Kuang, Liu, Ma & Wang (2013), most web-based prediction 
systems are developed on a Client Server model with the prediction models being 
called through the web based systems and accessed through different web browsers.  
The figure 2.5 shows basic client server architecture.  
 
 
Figure 2.5: Client Server Model (Kuang, et al, 2013) 
 
The models can be called and applied to prediction of different factors that are 
of importance to the predictor; prediction models can be stored in a database server 
such as SQL. The figure 2.6 below shows a web application deployed on a Web 
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server and database in a separate server connected through LAN. Clients can access 
the Web application through browsers on laptops, desktops, mobile, etc. In this 
diagram, WWW is not just a component outside the client and server; it also 
standardizes what will flow through the wire at least with the application level 
protocol (in this case HTTP) between client and server. 
 
 
Figure 2.6 Web Application Architecture (Kuang, et al, 2013) 
 
2.7.1 Development platforms 
Some of the common development platforms for the web-based platforms are 
.Net, C# and JavaScript. Data is stored in SQL server, and Microsoft Visual Studio 
can be used as the development tool. The technology architecture of ASP.NET web-
based applications can be demonstrated by separating the functionalities of the system 
into layers. The common layers are the data access layers the business logic layers 
and the Graphic User Interface layers. These layers can be demonstrated in the matrix 
below.  
Table 2:1 Technology Matrix for ASP.NET Implementation 
Layer  Functionality 
GUI as Web Project (Common Layout) ASP.NET 2.0 




Client Validation using validation controls  
The same images and CSS 
Data Grids for table view 
BLL as Class Library Project Checking for business roles like user 
privileges goes here. It also acts as bridge 
between GUI and the data access layer 
DAL as class Library Project SQLs are handled using SQL Data Adapter 
Datasets as mapping for DB schema 
User table as VB.NET class  
SQL Server 2016 as DBMS 
 
2.7.2 Testing of web-based Applications 
The aim of testing web-based applications is to ensure that they consistently 
perform when being used by multiple users concurrently. Applications that remain 
consistent during peak demand are seen as reliable and meet usability requirements. 
The tests applied are meant to ensure that the systems are able to scale and handle 
increased capacity during peak demand conditions. There are three main type of tests 
that can be used to establish the performance of web based systems they include the 
following  
i. Load testing - Load tests exercise the code and try to find bottlenecks 
and bad code. 
ii. Stress Testing - Stress tests try to break the system so it can be improved 
to fail gracefully or so that system activity can be monitored for signs of 
being overwhelmed. 
iii. Capacity Testing - Capacity tests ensure that the web application can 
handle the number of users and transactions that it was designed to 
handle. They can also be used to help determine when the environment 
needs to be beefed up to meet demand. 
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2.8 Model Specification  
Corsini (2009), in his study on statistical analysis of residential house prices 
observes that with most regression analysis studies that relate to real estate prices, the 
dependent variable is almost always the market price for a particular property, 
whether that is the sales price or rental price. All of the characteristics of that property 
(i.e. square footage, bedrooms, proximity factors, etc.) are the independent variables 
and are the predictors of that market price. The objective of the study was to integrate 
a forecasting model into a real estate prediction application. The model chosen for 
this study was a multiple regression model due to its ability to deal with limited data 
and multiple variables. Variable selection is crucial in the model as it can determine 
the accuracy of the forecast. In selecting the independent variables it’s important to 
determine which characteristics are most meaningful in influencing the dependent 
variable and the nature of that influence. The multiple regression model selected for 
prediction of real estate performance will take the form of  
Equation 2.5 Multiple Regression Function 
𝛾 = 𝛽! + 𝛽!𝑋! + 𝛽!𝑋! +⋯  𝛽!𝑋! + ℯ   (2.5) 
Where 
𝛾 = The predicted value of the dependent variable (In this study the 
Performance of Real Estate) 
𝑋!, 𝑋!, 𝑋! … 𝑋! are the independent variables selected for this study. 
𝛽! = The 𝛾 -intercept, or the value of 𝛾 when all of the predictor variables are 
0 
𝛽!,𝛽!,𝛽!… 𝛽! are the population coefficients of the independent variables 𝑋!, 
𝑋!, 𝑋! … 𝑋! 




2.9 Proposed Model Framework  
 
 
Figure 2.7 shows the framework for the proposed regression model in this study. 
The model shows the variables used to develop the regression model for predicting 
house prices. The dependent variable is the market price for a particular property, 
which is the sales price or rental price. All of the characteristics of the property (i.e. 
square footage, proximity factors, etc.) are the independent variables and are the 
predictors of that market price. The real estate price is thus considered as the 
dependent variable while economic forces, house characteristics, and proximity 
factors are the independent variables. Through correlation analysis the researcher was 
able to identify factors that were most influential in house price movement and the 
correlation between different combinations of variables.  




Chapter 3: Methodology 
3.1 Introduction  
This chapter describes the system development methodology, research design 
target population, research methods and the methodology used for this study. 
According to (Greener, 2008), research methods refer to the activities designed to 
produce research data e.g. interviews questionnaires, observations, and focus groups. 
On the other hand research methodology is about the researchers’ attitude, and the 
strategy the researcher chooses to answer research questions.  
This study employed qualitative and quantitative research design to identify the 
variables that influence performance of real estate investments, reviewed current 
performance prediction models and established requirements for the proposed model.  
This chapter also looks at system analysis, design and architecture of the web 
application to implement the designed model.  
 
3.2 System Development Methodology   
A system development methodology is a structure imposed on the development 
of a software product. The researcher applied agile software development 
methodology in this study.  According to Li (2012) Agile software development is a 
capability that can rapidly respond to changing needs of the software, while focusing 
on rapid delivery of high quality software, and achieving customer satisfaction.  The 
figure 3.1 shows the agile lifecycle as applied in this study. 
 
Figure 3.1 Agile Development Lifecycle 
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The first step in this process was planning and requirements gathering. Design 
and Development was then done based on the defined requirements in the previous 
process. After implementation the Quality assurance and testing was undertaken to 
improve on the product functionality and allow for feedback on any required changes. 
Issues identified during testing were then resolved and implementation was done.  
 
3.3 Research Design  
Kothari, (2012) states that the research design is the arrangement of conditions 
for collection and analysis of data in a manner that aims to combine relevance to the 
research purpose with economy in procedure. The research design sets out the 
blueprint for the collection measurement and analysis of data.  
The study employed an exploratory research design in answering the research 
questions by examining relevant data in regards to real estate investment, and by 
identifying the effect the study variables had on real estate performance. The datasets 
in the study were then subjected to quantitative analysis. Through multiple 
regressions potential relationships between the variables proposed in the conceptual 
framework of the study were identified. The researcher then developed the 
architecture of the web based real estate prediction model proposed in the study and 
validated it. The application development lifecycle that this study used is as follows.  
3.3.1 System Architecture  
The system comprises of web based front end and a back end sub-system.  
The front end sub-system was developed using HTML and JavaScript while the 
backend system was based on the Asp.Net technology stack i.e. Asp.Net MVC, C# 
and SQL Server database. 
3.3.2 Requirements Gathering  
This phase involved determining the system needs and requirements. It 
involved fact-finding on different components of a web-based system including 
identifying the functional and non-functional requirements of the proposed system. 
3.3.3 Analysis 
During this phase the researcher answered questions about the system. The main 
aim was to review requirements to identify what the system would do and how users 
would interact with the system. Use case diagrams were developed to capture the 
different actors and their interaction with the systems.  Denis, Wixom & Roth (2012) 
proposed the following steps to carry out in this phase. 
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i. Development of an analysis strategy to guide the project effort, in line with 
this the researcher reviewed the current systems and identified ways in which 
to design the proposed system. 
ii. Requirements gathering, this was done through development of functional and 
non-functional requirements. Models to show the data and processes to 
support the data analysis were also reviewed in this step. 
iii. Development of a system proposal, this captured system designs and 
prototyping. 
 
3.3.4 Design  
In the design phase requirements gathered during analysis phase above were 
used to create a blueprint of the real estate prediction system. This phase focuses on 
the technical system and how to satisfy the technical requirements gathered during 
analysis.  
The researcher thus developed the data flow diagrams and case diagrams to 
show procedures that will be followed in interacting with the system.  Denis et al 
(2012), state that user’s interactions with the system should be considered in this 
phase. The system inputs and outputs are designed along with a plan or roadmap of 
the way the system’s features will be navigated. Technical specifications and Data 
Flow Diagrams on how the system was built are illustrated in chapter 4 of this 
document.  
3.3.5 Implementation 
In this phase coding was undertaken and the model was run to populate the 
database with real estate predictions.  
3.3.6 Testing 
After coding the developed system was tested to ensure that the requirements 
gathered were met. Usability testing was undertaken in this phase. Usability is a 
measure of how easy an interface is to use. Several factors that were considered 
include ease of use, usefulness, satisfaction, and ease of learning (Lund, 2016). 




3.4 Target Population 
According to Sekaran (2000), population refers to the entire group of people, 
events, or thing of interest that the researcher wishes to investigate. The target 
population refers to the entire group of individuals or objects to which researchers are 
interested in generalizing the conclusions. The research sample is the members of the 
target population from whom we collect our data.  
To develop the model this study targeted the real estate sector in Kenya. The 
population size consisted of 54 years of economic data ranging from 1962 to 2016 
available at the KNBS, Ministry of Housing, Hass Consult Real Estate, and Central 
Bank of Kenya.  
3.4.1 Sample Population 
The study employed convenience nonprobability sampling whereby data 
collection relied on data sets that were conveniently available to the researcher to 
include in the study. This technique is common with statistical research where 
forecasting is being done. Timmerman (2012) states that in this approach the data set 
is split into an in sample period, used for initial parameter estimation, and an out of 
sample period for evaluating the performance of the forecast. This study sample 
consisted of 15 years of macro-economic data available from the years 2000-2015 
which was used to estimate the forecasting model from a total population of 54 years 
(1962-2016). The 15 years period was selected for the sample size because of data 
consistency from all the sources of macroeconomic data, this can be explained due to 
higher levels of digitization in this period. 
 
3.5 Data Collection  
The data for this study was obtained online from various publications of 
statistical abstracts and economic surveys by KNBS and industry data from real estate 
players.  The data collected was time series in nature. The study focused only on 
secondary data for the period between 2000 and 2015, the main consideration being 
availability of data capturing annual figures for the preselected variables. Primary 
data was collected for testing the application through administering questionnaires to 
21 respondents selected through purposive sampling of real estate market investors. 
3.6 Data Analysis Approaches and Tools 
The data collected was analyzed using SPSS and presented in various ways 
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including graphs and charts. SPSS was selected for its extensive facilities for 
analyzing statistical data.  The data was tested for accuracy, consistency and 
completeness. Through statistical analysis the researcher determined which 
characteristics were most important to the performance of the real estate investment. 
Regression analysis was used for the researcher to determine the impact of each 
variable on the house price.  The following statistical elements were provided for each 
combination of variables: R-Square, Adjusted R-Square, and s statistic.  
The analysis aimed to estimate the result of the correlation between the 
variables through cross-sectional forecasting. Through this the researcher was able to 
showcase the relationship between the price of real estate and some of the predictor 
variables. Changes in predictors were seen to have an effect in the output of the 
system in a predictable way, assuming that the relationship does not change this can 
be used to generate forecast values for different assets (Hyndman & Athanasopoulos, 
2014). Through multiple regression analysis, the study was able to come up with a 
regression function that can be used to predict real estate prices using various 
characteristics of the house price identified in the conceptual framework. The 
analyzed data was then stored in the SQL Server database for prediction purposes 
through the web-based system. 
 
3.7 Research Quality  
Research quality is a measure to which the results of a study exhibit correctness 
and the extent which the researcher ensured that research quality was upheld. The 
researcher used the following measures to test the quality of this research 
Validity is defined as the extent to which a concept is accurately measured in a 
quantitative study.  Validity of the data used in this research was determined by 
ensuring only data from credible sources was used to run the model. The model was 
tested by backwards extrapolation to check how well the model fit into the historical 
data sets out of sample.  
Reliability is the accuracy of the instrument. In other words, the extent to which a 
research instrument consistently has the same results if it is used in the same situation 
on repeated occasions (Heale & Twycross, 2015). To ensure reliability of the 
forecasts, measures of performance were computed as highlighted in data analysis 




Chapter 4: System Design and Architecture  
4.1 Introduction 
This study investigated factors influencing the performance of real investments 
and aimed to develop a web-based model for predicting the investments. In this 
chapter secondary data collected was analyzed and interpretation of hypothesis were 
summarized into; tables, graphs, charts, regression analysis outputs, ANOVA, F-test, 
t-test statistics, and Pearson’s correlation. The chapter also looks at steps taken in 
design of the regression model that was used to answer the research questions. It 
concludes by looking at system analysis, design and architecture. System designs are 
illustrated including; use case diagrams, entity relationship, sequence and class 
diagrams. 
4.2 Data & Data Sources 
The source of the secondary data used in this study was economic surveys 
published by the Kenya National Bureau of Statistics (KNBS). Other secondary data 
sets were collected from Ministry of housing, Hass Consult Real Estate and the 
Central Bank of Kenya. The following are sample demographics from the data 
analysis.  The data collected was analyzed to determine its influence on real estate 
performance.  
 
4.2.1 Gross Domestic Product  
The GDP represents the total value of goods produced within the economy. 
Kenya’s GDP has maintained an overall upward trajectory within the sample period 
2000 to 2015, as illustrated by figure 4.1, with the exception of disturbances caused 
mainly by political instability and natural disasters such as draught and famine. 
According to Cyttonn Real Estate survey (2016), the construction and real estate 
sector has shown the most growth in terms of contribution to GDP (14.1% growth) as 
compared to any other sector including agriculture and financial services.  The growth 





Figure 4.1: GDP growth 2000 – 2015 (KNBS Statistical Abstract, 2015) 
4.2.2 Housing market Projections 
According to the Ministry of Housing Kenya (2016) projections, the housing 
sector will continually see an increase in the number of units produced between the 
year 2008 and the year 2030. They estimate that about 4.3 million houses will be 
produced in this period. The figure 4.2 shows the expected house production from 
low-income houses to high-income houses. The low-low income houses are expected 
to be the majority of houses constructed due to the high population growth in the 
country as well as the high poverty rate in the country. The number of houses 
constructed was used to determine the average competitor distance for the regression 
model. 





4.2.3 Land Prices Index 
The Hass Property Index data as represented in figure 4.3 below is collected 
by Hass Real Estate Company, a leading real estate organization in Kenya.  The index 
has become a valuable measure of Kenya’s real estate performance.  The information 
in the index is extracted from sold data from the company’s’ transactions.  The index 
has shown a steady increase from the year 2011 to 2015 and this could in itself act as 
a predictor of house prices all other factors kept constant.  
Figure 4.3 Hass Consult Property Index, 2011-2015 (Hass Consult Real Estate, 2016) 
 
4.2.4 Income Per Capita 
The income per capita is the average income of individual in an area for a 
certain period of time. The income per capita for Kenya shows the average income of 
Kenyans has been on the rise in the period between 2000 and 2015 indicating that 
more households have a higher quality of life. This can affects demand for real estate 





Figure 4.4 Average Income Per Capita  (KNBS Statistical Abstract, 2015) 
 
4.2.5 Real Estate Sector Inputs V Outputs 2010 – 2015 
The study also established that the real estate sector showed positive return on 
investment for the last five years according to the table 4.1 below. The outputs from 
the sector consistently exceeded the inputs and had a positive influence on the 
country’s GDP.  It was established that there was an 82.8% growth in the inputs to the 
real estate sector and a similar growth in the sector outputs over the period covered. 
This means that Kenyans are investing more money in the real estate sector and the 
sector has become a preference for many investors.  The researcher also desired to 
establish the relationship between the income of real estate investors and the price of 
real estate. To do this a bivariate analysis was undertaken and correlation coefficient 
tested. The results obtained indicated a strong relationship (r = 0.783) in the return on 
investment and the prices of real estate assets.  
 
Table 4:1 All Real Estate Firms Inputs & Outputs, 2011-2015 
KES (Million) 
Year 2011 2012 2013 2014 2015* 
Input 
     Special Trade 
Contractors 
69,348 82,202 94,128 109,116 126,782 




All Other Contractors 81,690 96,832 110,879 128,535 149,345 
Total 272,103 322,540 369,331 428,143 497,459 
Output 
     Special Trade 
Contractors 
111,306 130,843 148,561 175,764 203,202 
General Trade 
Contractors 
194,314 228,420 259,352 306,842 354,743 
All Other Contractors 131,115 154,128 174,999 207,044 239,365 
Total 436,734 513,391 582,912 689,650 797,310 
 
    Source: Kenya National Bureau of Statistics (2016). 
4.3 Requirements Analysis 
This phase involved determining the requirements met based on the objectives 
identified in this study. Functional and non-functional requirements of the real estate 
prediction system were identified. The needs of different stakeholders using the 
system were an important input in determining the requirements. 
 
4.3.1 Functional Requirements  
These are specific functions the real estate prediction system performs. Functional 
requirements identified include  
i. The System allows users to input a property type and the zone it is located. 
ii. The system predicts the asset value of the selected property based on a 
regression function for that zone and property type. 
iii. The application is hosted as a web service. It allows user to log in into the 
system through different web browsers. 
iv. The system is able to consider multiple predictor variables in determining the 
appropriate function. 
v. The system dynamically updates data used in the regression model. 
 
4.3.2 Non-Functional Requirements 
These are additional functions that improve the reliability of the prediction system 
and make it more robust. They include 
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i. The system is user friendly and easily navigable  
ii. The system allows for multiple users to do prediction without downgrading on 
the performance  
iii. The system is accessible from multiple devices and can scale to fit the screen 
size 
iv. The application is secure to protect the integrity of the data uploaded by users. 
Other users should not see individual users personal information and data. 
v. The system is available when needed by users and shall not have downtimes  
vi. The application is responsive and efficient. 
 
4.4 Proposed System Architecture  
The purpose of this study is developing an application for predicting investment 
performance for real estate assets in Kenya. The application produces forecasts from 
the results of the model developed in the previous section. The following diagram 
represents the architecture of the proposed Real Estate Prediction System (REPS). 
The application has a user interface where investors will be able to enter property 
details; this will be crosschecked against the saved forecasts depending on 
geographical area and results produced from the price of the asset. The system 
architecture of the real estate prediction system is illustrated in the figure 4.5 below. 
 
Figure 4.5 System Architecture 
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4.4.1 Use Case Diagram 
UML diagrams were used in this study to represent system components, and to 
represent functional requirements of the system. Figure 4.6 shows the use case 
diagram indicating the major interactions taking place between the system and the 
various actors. The user is able to log in and pin property location and input property 
descriptions. The administrator and expert user manages property types and forecasts 
and ensure that updated forecast results are saved in the database. The system 
processes the data fetches the model and produces forecasts results when prompted by 
the user.  
 




4.5 Model Flow Chart  
Figure 4.7 shows the flowchart or the model in this study. It captures the step-by-
step flow of processes in the regression model used for prediction. Overall activities 
captured can be summarized in the following main processes 
i. Input of data variables composed of economic and social economic data 
ii. Comparison of variables based on their influence on real estate prices 
iii. Identification of predictor variables 
iv. Multiple regression analysis to produce regression function 
 




4.6 System Algorithm  
i. Input collected data on economic and social economic variables. The variables 
should contain all relevant information about the real estate prediction model. 
Include time series data for house prices, GDP, incomes, and others discussed. 
ii. Substitute missing values of any variables through averaging, this should be 
done by averaging the whole data set or the predecessor or successor of the 
missing value. 
iii. Set the house price as the dependent variable (Y) while holding all others as 
variables (X1, X2, …, Xp) as the predictor variables or independent variables. 
This is to predict house price (Y) on the basis of the X's and to determine what 
is the "independent" influence of related variables.  
iv. To determine the above run multiple linear regression analysis on the data this 
will give you the correlation between variables.  The regression function will 
now take the form of 𝛾 = 𝛽! + 𝛽!𝑋! + 𝛽!𝑋! + 𝛽!𝑋! +  𝛽!𝑋! + ℯ.  
v. Select predictor variables for particular zones and determine regression 
function for each zone. The model parameters𝛽!,𝛽!,𝛽!,𝛽!,& 𝛽! and the ℯ will 
have values estimated from data. 𝛽! represents the intercept,  𝛽!𝑡𝑜 𝛽!  
represent the regression coefficients, and ℯ represents the residual standard 
deviation. 
vi. Select the zone & type of property 
vii. System fetches corresponding model for selected zone and property type. 
viii. Output forecast results using regression function by replacing the function 
with estimated values of the predictors i.e by replacing values of 𝑋! with 
Average Income value, 𝑋! with housing units, 𝑋! with GDP data, 𝑋! with Cost 
of Land. 
ix. Display estimated property values in form of charts, & graphs. 
The system algorithm flowchart is represented in the figure 4.8 showing step by step 




Figure 4.8 Algorithm Flow Chart 
4.7 Sequence Diagram 
Figure 4.9 shows the sequence diagram capturing the order of interaction in the real 






Figure 4.9 Sequence Diagram  
 
4.8 Model Design  
4.8.1 Context Diagram  
The context diagram in the figure 4.10 below represents the flow of data from 
the main entities and the application. The user inputs information to login to the 
system, once logged in the user pins a property location and selects the type property. 
The system assigns a zone depending on user selection and selects the appropriate 
regression function for that zone. The system then generates forecasts based on 




4.8.2 Design Class Diagram 
The class diagram in figure 4.11 describes the structure of a system by 
showing the prediction system classes, their attributes, operations and the 
relationships among objects. 











Figure 4.11 Design Class Diagram 
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Chapter 5: System Implementation and Testing  
5.1 Introduction  
The main objective of this study was to develop a model for predicting 
investment performance for real estate assets in Kenya.  The model produces forecasts 
that are saved in the applications database and used to produce forecasts for different 
users.  The system comprises of web based front end and a back end sub-system. The 
front end sub-system was developed using HTML and JavaScript while the backend 
system is based on the Asp.Net technology stack i.e. Asp.Net MVC, C# and SQL 
Server database. 
5.2 System Implementation 
The system is composed of the client side and the backend. It applies a multiple 
regression prediction model running on historical data. The regression model is based 
on the input historical data run through an analytical backend developed in C#. The 
library used is Math.NET which is an open source numerical library for .NET 
platform. The regression algorithm developed estimates the value of real estate prices 
as a function of the predictor variables for each case of the built data.  
The relationships between the predictors and the dependent variables are 
summarized in the model and can be applied to different data sets such as different 
zones in Nairobi to produce forecasts.  The predictions are displayed in the web map 
at the client side according to the type of property chosen and the zone selected.  The 
backend is composed of user management module and model management module 
that are used to manage the users and to manage the SQL database, respectively.   
The prediction model relies on different social economic variables affecting real 
estate prices include including demographic variables such as income levels and 
population growth, economic indicators such as changes in inflation GDP and Cost of 
Land.In developing the prototype the researcher adopted agile development 
methodology. The coding process was broken down into smaller iterative bits on the 
basis of system functionality, requirements for each bit were then collected, coded 
and implemented in weekly sprints over a two month period. At the end of each sprint 





5.2.1 Front end 
The web front end has been programmed using HTML5 and JavaScript. 
HTML markup is used to create the various interface elements while JavaScript is 
responsible for interaction with the back-end and manipulation of HTML elements. 
This sub-system comprises of interfaces allowing users to interact with and navigate 
through the system. After signing in the users are able to perform the following 
functions through web interfaces (Add data on open leaflet – to render map), mapbox 
(for map image), (Highcharts for the charts) 
5.2.1.1 Admin Users  
Admin users are able to: - 
i. Manage property types - In this module administrative users define the various 
property types that are supported by the system. Property types include 
residential, commercial, retail, etc. This module is important as different types 
of properties are impacted differently by the model and as thus will have 
different future returns and values. 
ii. Manage forecast types - It is envisaged that REPS will be able to run different 
prediction models. In this module administrative users are able to manage the 
supported forecasting as at any given time.  
iii. Manage zones- The system is primarily geared towards generating forecasted 
returns for particular geographic zones and for different property types within 
those zones. To enable this core function of the system, administrative users 
have to distinguish zones by defining geographic boundaries on a map. In 
addition to defining boundaries social economic data about a region is 
specified as this has an effect on the future value and/or returns of properties 
within the zone. 
iv. Manage forecasts - This module is used once zones, forecast types and 
property types have been set and the model generated. An expert user will 
come up with the various independent variable values for each zone and all 
available property types within a zone. The values provided will be for the 
current year and also forecasted for several years into the future. Once the 
independent variable values are set for each available property type in each 
zone, the model is run and the forecasts saved categorized by property type 
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and zone. It is against these saved forecasts that users will query the future 
values and returns of their real estate properties. 
5.2.1.2 Users 
Based on the generated and saved forecasts investors are able to get 
predictions of the future returns and value of their real estate property as projected by 
the model. Investors are only required to pick the geographic zone of their property 
and specify the property type. With these details the system will return forecasted 
values in a time series format, return on investment ratios and generate charts that 
visualize the same. 
5.2.2 Back End  
The backend is built using the C# programming language with SQL Server 
serving as the storage database. IIS (Internet Information Services) webserver is used 
as the hosting server. This is the core sub-system responsible for running the model, 
generating forecast results against the model and presenting the forecasts to users, and 
storing user login data.  
i. Integrate to the model - This module integrates to the modeling tool to fetch 
the model definition.  
ii. Transform modeling results into forecasts - Using the model this module 
provides independent variable parameters for the entire forecasting period. 
The provided values are categorized into the various zones and property types 
already defined within the system. It is against these variable values that the 
model is run to generate forecast results. 
iii. Store and retrieve forecasts - In this module the generated forecast zone and 
property types categorize results and stored in a time series format. The series 
is based on yearly steps. Once saved users are able to retrieve forecasted 
results of stored property types located in the stored zones.  
iv. Drive the Web UI - This module is responsible for generating data displayed 
on the web user interface. It generates chart, graph and table data, while also 
calculating various Returns on Investment ratios to indicate the future value 
and profitability of a real estate property. 
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5.3 System Testing 
The researcher tested the system to explore whether all the functionality 
proposed were working as required and to identify any bugs that may have been in 
they system. In light with this various tests were carried out in the development and 
implementation of the real estate prediction system. This included requirements 
testing from the functional requirements developed earlier, usability testing through 
the use of a questionnaire adopting System Usability Scale test, unit testing and 
system tests. 
5.4 Unit Testing  
Unit testing was conducted on the different modules in the application to check 
whether there were working properly. The unit testing was done to complement 
integration and system testing and to ensure bugs were identified and fixed early on in 
the coding process of the application. Some of the test cases used during unit testing 
are captured in table 5.1 . 
Table 5:1 Unit Test Cases 
Function Test Cases  Results  
Login Function Enter Valid Login Details 
(Username & Password) 
 
Enter Invalid Login 
Details 
(Username or Password) 
 
Leave Empty Login 
Details and click Enter 
 
Leave Empty One Login 
Detail ((Username or 




The login function was 
working as expected and 




User Interface Functions  Test is all the buttons 
Menus, Navigation Pane 
details and Links are 




All the elements in the 
User Interface were 
functional  
 
Database Connections Test if connections to the 
SQL database are active, 
and that the application is 
able to connect, update, 




Database connection was 
successful. There was 
some errors in updating 
the database which were 
fixed and the test case 
repeated. 
  
Back end Functions  Test for Model Integration 
and ability to download 
results into database 
Transformation of results 
into tables and charts 
Storage and retrieval of 
forecasts 
Generate data to be shown 











5.5 Usability Testing  
Usability testing was also carried out on the application with questionnaires 
being issued to people who had interacted with the system. Out of 21 respondents 
who took part in the exercise 18 found the interface easy to use, and indicated that the 
application met its stated objectives as outlined in the questionnaire. Figure 5.1; 5.2; 




Figure 5.1 System Usability 
All the respondents indicated that the menus were working properly and that they 
found it easy to navigate through the system. 
 
Figure 5.2 System reliability 
19 of the respondents indicated they would like to use the system frequently once it 
was complete and more zones uploaded into the system  
 
















Chapter 6: Discussions  
6.1 Introduction 
This study set out to create a prediction model for predicting investment 
performance in the real estate sector in Kenya. The main objective was identifying the 
variables that affect the performance and to review existing models that have been 
applied in the prediction. The study also set out to develop a model and implement it 
in a web based application that could be used by home buyers, real estate investors, 
banks and other interested parties to analyze the performance of these investments 
going forward.  
6.2 Analyzing variables that determine performance of real estate  
Model development started with acquisition of secondary data from online 
sources. Data parameters were defined to ensure that only relevant data was captured. 
Data analysis was done through SPSS and predictor variables were narrowed down to 
the ones that showed the highest degree of correlation with the dependent variable. 
The factors that were used to develop the regression model are the average income of 
households, the GDP, the number on new housing units being developed, and the cost 
of land. It was determined that a regression function could be developed from these 
factors that can be used to predict real estate prices and that such a model can be 
tested for accuracy.  
Through secondary data analysis the study was also able to identify economic 
variables that most significant to investment performance in the country. These 
variables included the GDP, government spending on infrastructure, the level of risk 
weighed assets held by real estate financiers and the housing price indexes. The 
results of these tests helped to identify variables that would be important in building a 
regression model for predicting house price movements and their characteristics.  
 
6.3 Existing algorithms and models used to predict real estate assets 
The second objective of this study was to examine existing algorithms and 
models that can be applied in prediction of performance for real estate investments. A 
number of methods and models were identified being able to give prediction of house 
prices. The literature review discussed several methods ranging from artificial neural 
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networks, auto regressive moving averages and other time series forecasting 
techniques. 
From review of literature the study could not identify any web-based tools 
available in Kenya that can help users predict the performance of their investments. 
Statistical analysis tools exist however this are for general analysis and expertise is 
needed to interpret results and make forecasts. 
The researcher settled on a multiple regression model to test how these models 
produce results and how they can be integrated to a web application to help investors 
forecast the performance of real estate. The findings of the study show that it is 
possible to develop a model based on available social economic data, and to 
determine the variables that would be most useful in the model for accurate 
predictions. The model would then run on analysis software such as SPSS and 
produce forecasts for different zones in Nairobi. From this data individuals would be 
able to query their own property interests by simply choosing a location and 
narrowing down on property characteristics such as the size of the property, number 
of bedrooms, type of property and other characteristics that will be predefined in the 
system. 
6.4 Developing a prototype for real estate prediction 
The third objective of this study was to develop an application that can integrate 
prediction models, geographic information systems data, and socio economic data to 
predict real estate investments. A prototype was developed in line with study 
objectives. This was carried out through HTML5 and JavaScript. Agile development 
methodology was applied to the system development lifecycles through short iterative 
sprints that allowed for system testing when new features were implemented. The 
application allows for real estate investors to pin their location, enter property details 
and run their requirements through our models to generate forecasts. The application 
outputs estimated values for the asset they are interested in. A number of issues were 
faced during development of the application, including integration issues and usability 
concerns. These were all addressed in the testing and rectified to form the current 
prototype. To achieve the main aims of this study the following research objectives 




6.5 Testing the Real Estate Prediction Application  
The last objective was to carry out testing of the developed application. Unit 
tests and system testing was carried out and the application was seen to be 
functionally sound against the tests criteria. The application passed the tests on 
reliability, functionality and no major errors or bugs were identified.  Usability testing 
was also carried out through the questionnaire attached in the appendix. Out of 21 
respondents who participated in the study the majority 18 found the system easy to 
use and indicated their willingness to use the system regularly once more zones were 




Chapter 7: Conclusions and Recommendations  
7.1 Conclusions 
The goal of this research was to provide a means of predicting the performance 
of real estate assets for investors, homebuyers and other players in the sector. The 
research identified that there was a gap in the sector in terms of adoption of 
technology in analyzing these assets especially for people without a financial 
background. Whereas tools exists to do statistical analysis such as R, SPSS and 
Minitab most people are not able to use these tools and do not have the knowhow to 
interpret results into meaningful and actionable outputs.  
 In reviewing the literature many models for predicting real estate performance 
were identified. The research settled on Multiple Regression Analysis to identify 
which variables can be used in predicting prices and to demonstrate how the models 
can fit into the application.  Multiple regression analysis was also preferred for its 
ability to carry out separate analysis of different variables and gauge the effect they 
have on the performance of real estate. That does not make the model more superior 
to other forecasting techniques and in building the application the researcher has 
made provisions for other models to be used to generate the forecasts. 
7.2 Recommendations 
From carrying out this research it was evident to the researcher that making 
predictions in real estate is complex and that non-skilled users would not be able to 
make predictions. It is thus the recommendation of the researcher that to advance the 
forecasting collaboration with real estate valuers and financial analysts to model and 
forecast different variables would be crucial in improving accuracy and producing 
credible forecasts.  
There is need for more transparency in the real estate sector especially in terms 
of market data. Available data on sales and income from real estate showed a lot of 
inconsistencies and as such limit analysis and forecasting that can be applied. Future 
work could be done on data availability and artificial intelligence tools that can 
automatically collect and assess property listings data from real estate marketing 
websites, store this data in a database, analyze and sort through the data, to give more 
accurate assessments and predictions in the sector.  
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7.3 Future Work 
The researcher plans to expand the application data to cover more zones in 
Nairobi County and other counties in Kenya. The researcher also plans to incorporate 
additional datasets such as satellite maps to help ease identification of property. The 
maps will also feature house addresses and estimates of house values based on recent 
sales approach data. The application will also be fitted with other tools such as a tool 
for predicting spending on real estate projects so as to budget accurately project costs 
of planned constructions. Finally the application algorithms will be developed to 
capture more accurately complex relationships between variables that affect the house 
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Appendix A: Usability Questionnaire  
Real Estate prediction System Usability Questionnaire  
The data captured in this questionnaire is for academic purposes and shall be treated 
as confidential. No personal information is required in this questionnaire.  
 
Instructions  
1. Access the application on the link provided 
2. Select Location of property on map 
3. Enter a name for the property 
4. Enter estimated value of the property 
5. Select property type from dropdown menu 
6 Click Submit 









¨ Not Sure 
2. All the functions and menus I used were working properly 
¨ Yes  
¨ No 
3. I think I would use the system to predict performance for my  real estate 
investments  
¨ Yes  
¨ No 
¨ Not Sure  
 
4. Did the you experience any issues in trying to use the system? 
¨ Yes  
¨ No 
If you answered you answered Yes to the above question please list down the 















Section 2: System Usability Scale 
 
     
              Strongly          
Strongly  
              disagree            agree 
 
1. I think that I would like to  
   use this system frequently  
     
2. I found the system unnecessarily 
   complex 
     
3. I thought the system was easy 
   to use                        
 
4. I think that I would need the 
   support of a technical person to 
   be able to use this system  
 
5. I found the various functions in 
   this system were well integrated 
     
6. I thought there was too much 
   inconsistency in this system 
     
7. I would imagine that most people 
   would learn to use this system 
   very quickly    
 
8. I found the system very 
   cumbersome to use 
    
9. I felt very confident using the 
   system 
  
10. I needed to learn a lot of 
   things before I could get going 












Appendix B: Sample Code  
	
Appendix C: Web Application Screenshots  





















































































Appendix D: Turnitin Originality Report  
 
 
