where N ≥ 1, p > 1, κ > 0 and ψ is a nonnegative measurable function in R N + := {y ∈ R N : y N > 0}. Let us denote by T (κψ) the life span of solutions to this problem. We investigate the relationship between the singularity of ψ at the origin and T (κψ) for sufficiently large κ > 0 and the relationship between the behavior of ψ at the space infinity and T (κψ) for sufficiently small κ > 0. Moreover, we give an optimal estimate to T (κψ), as κ → ∞ or κ → +0.
Introduction and main results

Introduction
Consider the heat equation with a nonlinear boundary condition ∂ t u = ∆u,
x ∈ R N + , t > 0, ∂ ν u = u p ,
x ∈ ∂R N + , t > 0, (1.1) with the initial condition u(x, 0) = κψ(x), x ∈ D := R N + , (1.2) where N ≥ 1, p > 1, κ > 0 and ψ is a nonnegative measurable function in R N + := {y ∈ R N : y N > 0}. The aim of this paper is to obtain an optimal estimate of the life span T (κψ) of solutions to problem (1.1) with (1.2), as κ → ∞ or κ → +0. In general, the life span T (κψ) is complicated and this may be a reason why the research on the life span T (κψ) have fascinated many mathematicians.
Problem (1.1) can be physically interpreted as a nonlinear radiation law and it has been studied in many papers (see e.g., [1, 2, 3, 5, 6, 7, 10, 13, 14, 15] and references therein). Among others, the author of this paper and Ishige [10] obtained the necessary conditions and the sufficient conditions for the solvability of problem (1.1) and identified the strongest singularity. It follows from these conditions that the behavior of the life span T (κψ) as κ → ∞ depends on the singularity of ψ and that of the life span T (κψ) as κ → +0 depends on that of ψ at the space infinity. In this paper, we investigate these relationships and give an estimate to the life span T (κψ) as κ → ∞ and κ → +0. Our results are optimal and give complete classifications of the behavior of the life span T (κψ) as κ → ∞ and κ → +0 (See Subsection 1.4).
The main idea is to apply the necessary conditions and the sufficient conditions for the solvability, which have been proved in [10] (see Section 2, in which we review these conditions). Unfortunately, since these conditions have many parameters and are complicated, careful calculation is required to apply them.
Preliminaries
Before stating the main results of this paper, we have to define the life span T (κψ) of solutions to (1.1) with (1.2) strictly. To do that, we formulate the definition of solutions to (1.1). Let G = G(x, y, t) be the Green function for the heat equation on R N + with the homogeneous Neumann boundary condition. • Let ϕ be a nonnegative measurable function in R N + . We say that u is a solution to Since the minimal solution is unique, we can define the life span T (κψ) as following:
The life span T (κψ) of solutions to (1.1) with (1.2) is defined by the maximal existence time of the minimal solution to (1.1) with (1.2).
Next, we set up notation. Throughout this paper, p * is given by
For any x ∈ R N and r > 0, set
For any set E, let χ E be the characteristic function which has value 1 in E and value 0 outside E.
Main results
Now we are ready to state the main results of this paper. In Theorem 1.1 we obtain the relationship between the singularity of ψ and the life span T (κψ) as κ → ∞ and give an optimal estimate to the life span as κ → ∞. Subsection 1.4 contains a brief summary of Theorem 1.1 (See Tables 1, 2 and 3) .
Then T (κψ) → 0 as κ → ∞ and following holds:
and We remark that when ψ is as in Theorem 1. 
for sufficiently large κ > 0. Compare with Theorem 1.1.
Theorem 1.2 gives an optimal estimate to the life span T (κψ) as κ → +0 with ψ behaving like |x| −A (A > 0) at the space infinity. Subsection 1.4 contains a brief summary of Theorem 1.2 (See Tables 4 and 5) .
Then T (κψ) → ∞ as κ → 0 and following holds:
as κ → +0;
(2) Let p = p * and A ≥ 1/(p − 1). Then
(3) Let p > p * and A ≥ 1/(p − 1). 
for all x ∈ D, then the following holds:
for sufficiently small κ > 0 (See also [14] )
Finally, we show that lim κ→0 T κ = ∞ does not necessarily hold for problem (1.1) if ψ has an exponential growth as x N → ∞. By Theorem 1.1, we obtain following tables. These tables show the behavior of the life span T (κψ) as κ → ∞ when ψ is as in Theorem 1.1. For simplicity of notation, we write T κ instead of T (κψ). 
By Theorem 1.2, we obtain following tables. These tables show the behavior of the life span T (κψ) as κ → +0 when ψ is as in Theorem 1.2. 
The rest of this paper is organized as follows. In Section 2, we review some of the facts on the solvability of problem (1.1), which have been already proved in [10] . In Section 3, we give an upper estimate and a lower estimate to the life span T (κψ) as κ → ∞ (See Proposition 3.1 and 3.2). By combining these estimates, we can prove Theorem 1.1. In Section 4, we prove For any L ≥ 0, we set
Now, we review the necessary conditions for the solvability of problem (1.1), which has been proved in [10] .
Theorem 2.1 Let p > 1 and u be a solution to
for 0 < σ ≤ T 1/2 . In particular, in the case of p = p * , there exists γ ′ Next, we review the sufficient conditions for the solvability of problem (1.1), which have been proved also in [10] . For any measurable function φ in R N and any Borel set E,
where |E| is the Lebesgue measure of E.
. Then there exists γ 2 = γ 2 (N, p, δ) > 0 with the following property:
. Then there exists γ 3 = γ 3 (N, p, a, δ) > 0 with the following property:
Then there exists a solution u to
Theorem 2.4 Let p = p * , T > 0 and δ ∈ (0, 1). Let ϕ be a nonnegative measurable
Then there exists γ 4 = γ 4 (N, δ) > 0 with the following property:
• Assume that ϕ 1 satisfies
Furthermore, assume that ϕ 2 satisfies
3 Proof of Theorem 1.1
For simplicity of notation, we write T κ instead of T (κψ). Let κ > 0 and ψ be a nonnegative measurable function in D. In this section we study the behavior of T κ as κ → ∞ and prove Theorem 1.1. In the following two propositions we study the relationship between the behavior of the life span T κ for sufficiently large κ > 0 and the singularity of ψ at 0 ∈ ∂D. In order to prove Theorem 1.1, we suffice to prove these propositions. Proposition 3.1 gives an upper estimate of T κ as κ → ∞.
Then lim κ→∞ T (κψ) = 0. Furthermore, the following holds:
for sufficiently large κ > 0;
(ii) Let p > p * . If, either 
(iii) Let p = p * . If 
for sufficiently large κ > 0.
Proof. For any p > 1, by (2.1) and (3.1) we can find a constant γ 1 > 0 such that
Firstly, we show that lim κ→∞ T κ = 0 by contradiction. Assume that there exist {κ j } ∞ j=1 and c * > 0 such that
Applying Theorem 2.1 with σ = c * , by (3.5) we have
where γ 1 is a constant independent of κ j . Since lim j→∞ κ j = ∞, we have a contradiction.
Since c * is arbitrary, we have lim
Without loss of generality we can assume that T κ > 0 is sufficiently small. We prove assertion (i). Let 1 < p < p * , A > −N and B ∈ R. For any p > 1, by (3.5) we have
for 0 < σ ≤ T 1/2 κ and sufficiently large κ > 0, where L ≥ e is a sufficiently large constant. We notice that for any a 1 > 0 and a 2 ∈ R,
for sufficiently small τ > 0. We consider the case where A > −N and B ∈ R. Set
By (3.6), (3.7) and (3.8) we have
κ , we obtain (3.2) . Similarly, we can obtain (3.3). Thus assertion (i) follows.
We prove assertion (ii). Let p > p * . In the case of (3.4), we can assume that A > −N and B ∈ R or A = −N and B > 1 (3.9) since −N < −1/(p − 1). If A and B do not satisfy (3.9), then
for all σ > 0. By (3.5) , this implies that T κ = 0 for all κ > 0. By condition (3.9), we have (3.6). Since A and B satisfy (3.4), the right hand side of (3.6) goes to infinity as σ → +0. This implies that T κ = 0 for all κ > 0. In the case where A = −1/(p − 1) and B = 0, it follows from (3.6) that
κ . This implies that T κ = 0 for sufficiently large κ > 0. Furthermore, if A > −1/(p − 1) > −N , we obtain (3.3) by a similar argument to the proof of assertion (i).
Then we obtain (a). It remains to consider the case where A = −1/(p − 1) and B > 0. Since T κ > 0 is sufficiently small, by (3.6) we have
Since B > 0, this implies that there exists a constant γ ′ > 0 such that
for sufficiently large κ > 0 and (b) follows. Thus assertion (ii) is proved.
Finally, we prove assertion (iii). Let A = −N . Since p = p * and B > 1, by (2.2) we have
κ . Now we assume that T κ > 0. In the case where B < N + 1, we see that (3.10) does not hold for sufficiently small σ > 0. This implies that T κ = 0 for all κ > 0. In the case of B = N + 1, it follows from (3.10) with σ = T κ < T
Since this inequality does not hold for sufficiently large κ > 0, we have a contradiction. This implies that T κ = 0 for sufficiently large κ > 0. In the case of A > −N , since (3.6) holds, we obtain (3.3) by a similar argument to the proof of assertion (i). In the case where A = −N and B > N + 1, since T κ > 0 is sufficiently small, by (3.10) with σ = T κ we have , y ∈ B + (0, 1), (3.11) where −N ≤ A ≤ 0 and B is as in (1.3).
(i) Let 1 < p < p * . Then there exists γ > 0 such that
(iii) Let p = p * . for sufficiently large κ > 0.
Proof. We first consider the case where p > p * and A > −1/(p − 1). Let a ∈ (1, p) be such that aA > −N . By (3.11), (3.7) and the Jensen inequality, we have 
Since A > −1/(p − 1), taking a sufficiently small c > 0 if necessary, we have 
for sufficiently large κ > 0. So we have (a). Similarly, we have (b) and (c). Furthermore, we can prove (3.12) by using the above argument with α = 1 and applying Theorem 2.2.
Next we consider the case where 1 < p < p * , A = −N and B > 1, let c be a sufficiently small positive constant and set
By (3.11), we havẽ
for sufficiently large κ > 0, where γ 2 is as in Theorem 2.2. Then (3.15) yields (2.3). Applying Theorem 2.2, we see that (1.1) with (1.2) has a solution in [0,T ′ κ ) and
for sufficiently large κ > 0. So we have assertion (i). 
for 0 < σ ≤T 1/2 κ and sufficiently large κ > 0. This together with (3.16) implies that We state two results on the behavior of T κ as κ → +0. If ψ is a bounded function in R N , then T κ → ∞ as κ → +0 and the behavior of T κ depends on that of ψ at the space infinity. In order to prove Theorem 1.2, we suffice to prove following propositions. In Proposition 4.1 we give an upper estimate of T κ as κ → +0. (i) Let p = p * and A ≥ 1/(p − 1) = N . Then there exists γ > 0 such that
for sufficiently small κ > 0.
(ii) Let 1 < p < p * or A < 1/(p − 1). Then there exists γ ′ > 0 such that
Proof. Since ψ ∈ L ∞ (D), by Theorem 2.3 we have
for sufficiently small κ > 0. This implies that lim κ→0 T κ = ∞. Without loss of generality, we can assume that T κ > 0 is sufficiently large. For any p > 1, we see that 
for sufficiently small κ > 0. By (4.1) and (4.2) with σ = T 1/4 κ we obtain assertion (i). Furthermore, by (4.1) and (4.3) with σ = T 1/2 κ we obtain assertion (ii) in the case where p = p * and A < 1/(p − 1).
We prove assertion (ii) in the case of 1 < p < p * . By (2.1) we see that (i) Let p = p * and A ≥ 1/(p − 1) = N . Then there exists γ > 0 such that
Proof. Let p = p * and A > N . Let c be a sufficiently small positive constant and set 
for sufficiently small κ > 0, we have
for 0 < σ ≤T for 0 < σ ≤T 1/2 κ and sufficiently small κ > 0. Therefore, taking a sufficiently small c > 0 if necessary, we apply Theorem 5.6 to see that (1.1) with (1.2) has a solution in [0,T κ ) and
T κ ≥T κ = exp(cκ −(p−1) ) for all sufficiently small κ > 0.
In the case of A = N , settinǧ
similarly to (4.6) and (4.7), we have
and sufficiently small κ. Then we apply the same argument as in the case of A > N to see that
for sufficiently small κ. Thus assertion (i) follows. We show assertion (ii). Let 1 < p < p * and 0 < A < N . Let c be a sufficiently small positive constant and setT κ := cκ 
for all x ∈ D Tκ , where γ 1 is as in Theorem 2.1. Letting x N → ∞, we see that λ − (1 + δ)/4T κ ≤ 0. Since δ > 0 is arbitrary, we obtain
On the other hand, it follows that
whereT δ := (1 − δ)/4λ. Then we deduce from Theorem 2.3 that T κ ≥T δ for sufficiently small κ > 0. Since δ > 0 is arbitrary, we obtain lim inf κ→+0 T κ ≥ (4λ) −1 . This together with 5 Life span of the solution to the semilinear heat equation
Motivation and known results
Let v be a nonnegative solution to semilinear parabolic equation
where N ≥ 1, α ∈ (0, 1) ∪ N, q > 1, κ > 0 and ψ is a nonnegative measurable functions in R N . In the case of α ∈ (0, 1), the operator (−∆) α is defined by
for any x ∈ R N and φ ∈ S(R N ), where F[φ] is the Fourier transform of φ. In this section, we consider the life span T ′ (κψ) of nonnegative solutions to problem (5.1) with (5.2), as κ → ∞ or κ → +0 and obtain analog estimates of Theorem 1.1 and 1.2. The research on the life span T ′ (κψ) has been studied in many papers (See e.g. [4, 8, 9, 12, 16, 17, 18, 19, 20, 22, 21] and references therein). Among others, in 1992 Lee and Ni [16] gave an optimal estimate to the life span T ′ (κψ) as κ → +0 in the case of α = 1 when ψ behaves like |x| −A (A > 0) at the space infinity. Subsequently, the author of this paper and Ishige [9] extended Lee and Ni's work [16] to the case of 0 < α < 1, that is, they proved following:
Let A > 0 and ψ(x) = (1 + |x|) −A . Then T ′ (κψ) → ∞ as κ → 0 and following holds:
(1) Let 1 < q < 1 + 2α/N or 0 < A < 2α/(q − 1). Then
(2) Let p = 1 + 2α/N and A ≥ 2α/(q − 1). Then
(3) Let q > 1 + 2α/N and A ≥ 2α/(q − 1). Then, problem (5.1) with the initial data v(0) = κψ possesses a global-in-time solution if κ > 0 is sufficiently small.
The main idea is to apply the necessary conditions and the sufficient conditions for the solvability. In the study of the solvability of problem (5.1), the author of this paper and Ishige [9] (in the case of α ∈ (0, 1]) and Ishige, Kawakami and Okabe [11] (in the case of α ∈ N) obtained the necessary conditions and the sufficient conditions. In subsection 5.3 we review these conditions.
Main results
Before stating our main results, we formulate the definition of solutions to (5.1) and the life span T ′ (κψ) of solutions to (5.1). In Definition 5.1, (i) is the definition of solutions to (5.1) in the case α ∈ (0, 1) and (ii) is that of in the case α ∈ N. Let G α = G α (x, t) be the fundamental solution to
where α ∈ (0, 1). (i) In the case of α ∈ (0, 1), we say that v is a solution to problem
for almost all x ∈ R N and t ∈ (0, T ).
(ii) In the case of α ∈ N, we say that v is a solution to problem
(iii) We say that v is a minimal solution to Now we are ready to state our main results. We state them without the proofs, since the results on the solvability of (5.1) (which will be stated later) can yield them in a similar way to the proofs Theorems 1.1 and 1.2. In Theorem 5.1 we obtain the relationship between the singularity of ψ and the life span T ′ (κψ) as κ → ∞ and give an optimal estimate to the life span T ′ (κψ) as κ → ∞. In what follows, we set q α := 1 + 2α/N .
where −N ≤ A ≤ 0 and
Then T ′ (κψ) → 0 as κ → ∞ and following holds:
and
as κ → ∞.
• Let q > q * . If, either We remark that (5.3) implies that ψ ∈ L 1 loc (R N ) if ψ is as in Theorem 5.1. Theorem 5.2 gives an optimal estimate to the life span T ′ (κψ) with ψ behaving like |x| −A (A > 0) at the space infinity as κ → +0. As mentioned above, in the case of 0 < α ≤ 1 an optimal estimate has been already obtained (see [16] and [9] ). Theorem 5.2 Let A > 0 and ψ(x) = (1 + |x|) −A . Then T ′ (κψ) → ∞ as κ → 0 and following holds:
(1) Let 1 < q < q α or 0 < A < 2α/(q − 1). Then
(2) Let q = q α and A ≥ 2α/(p − 1). Then
(3) Let q > q α and A ≥ 2α/(p − 1). Then, problem (5.1) with (5.2) possesses a globalin-time solution if κ > 0 is sufficiently small.
Solvability of problem (5.1).
In this subsection we review the results on the solvability of problem (5.1), which have been proved in [9] and [11] . These results can yield Theorems 5.1 and 5.2. For any x ∈ R N and r > 0, let B(x, r) := {y ∈ R N : |x − y| < r}. We consider the solvability of problem (5.1) with the initial condition v(x, 0) = ϕ(x), x ∈ R N , (5.4) where ϕ is a nonnegative measurable function in R N . In Theorem 5.3, we obtain the necessary conditions for the solvability of (5.1) with (5.4). Next, we review the results on sufficient conditions for the solvability of problem (5.1), which have been proved also in [9] and [11] . 
