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Hillman and Grass1 have devised a correspondence between reverse plane 
partitions and nonnegative integer arrays of the same shape that allowed them to 
easily enumerate reverse plane partitions and provided a combinatorial connection 
between hook lengths and plane partitions. In this work, a collection of properties 
of this correspondence are presented, including two characterizations that relate this 
map to the familiar Schensted-Knuth correspondence. These properties are used to 
derive simple expressions for the generating functions of reverse plane partitions 
and symmetric reverse plane partitions with respect to sums along the diagonals. 
Equally general results are obtained for shifted reverse plane partitions using a new 
type of hook, thereby proving a conjecture of Stanley. 
1. INTR~DLJCTI~N 
One of the intriguing aspects of the study of plane partitions is the 
common occurrence of simple generating functions. This simplicity is even 
more curious in light of the time it has taken and the fairly complicated 
algebraic and analytic tools used to verify these generating functions. 
Certain of these results have eventually been derived by natural 
combinatorial constructions. The technique developed by Bender and Knuth 
[2], based on Knuth’s generalization [lo] of Schensted’s algorithm [ 161, 
finished many enumerative problems with one blow. Extensions and 
variations of this technique have led to the demise of many others. More 
recently, Hillman and Grass1 [8] have presented a new procedure that 
elegantly explains the occurrence of hook lengths in the enumeration of 
reverse plane partitions. 
This last construction, a correspondence between certain integer arrays 
and reverse plane partitions, will be the focus of this paper. After certain 
preliminaries have been presented, the Hillman-Grass.1 correspondence will 
be defined and its properties investigated. It will be seen that the correspon- 
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dence allows the derivation of a more general generating function than one 
that only considers the sum of the parts of a plane partition. As a 
generalization of this, the image of an array under the correspondence will be 
characterized in terms of certain “paths” in the array, thus providing an 
explicit connection between the Hillman-Grass1 algorithm and the 
correspondence due to Knuth. In turn, this characterization implies that 
symmetric arrays correspond to symmetric reverse plane partitions. 
Sections 5, 6 and 7 of this work are devoted to employing the correspon- 
dence in the solution of various enumerative problems. In particular, we 
obtain the generating functions for reverse plane partitions and symmetric 
reverse plane partitions with respect to the sums of parts along the diagonals. 
Exploiting these results, we are able to derive equally general results 
concerning a new type of plane partition. This will allow us to verify a 
conjecture of Stanley [ 191 concerning the enumerative use of a new type of 
hook length. 
2. SHAPES, ARRAYS AND PARTITIONS 
We first want to consider the underlying pattern of a reverse plane 
partition. A shape 1 is a finite, nonincreasing sequence of positive integers 
We let r(n) be the set of all pairs of integers (i,j) such that 1 < j < Aj for 
1 < i < p. In addition, we let p(A) = p, the number of terms in the sequence. 
Note that a shape A is simply a partition of an integer while r(n) and p(1) 
are the Ferrers graph and number of parts of the partition ;1, respectively. We 
let r(n) equal the largest integer i such that (i, i) is in r(n). 
It will be useful to have notation for certain subsets of r(n). First, we 
denote by F(;<n) all pairs (i, j) in r(J) with j > i. Second, let k be ‘an integer 
where 1 -p(J) < k < A, - 1. Let r equal the maximum of all i such that 
(i, k + i) is in r(n) and let s = r + k. We then let d&) be the set of all those 
(i, j) in Z(n) with i < r and j Q s. When k = 0, d,(A) is the familiar Durfee 
square of the partition A. 
A final notion concerning partitions that we wish to associate with shapes 
is that of conjugacy. Given a shape A, let r’ be the set of (i, j) such that (i, j) 
is in P if and only if (j, i) is in r(1). The unique shape 1’ such that 
r@‘) = r’ is called the conjugate of A. A shape A is symmetric (or self- 
conjugate) if A = A’. 
The combinatorial objects we are principally interested in are nonnegative 
integer arrays M = (mij) indexed by r(A) for some fixed J.. Given such an 
array, we say that it has shape 1. We let J(n) be the set of all arrays of 
shape A. Let k be an integer, 1 -p(l) < k < II, - 1. The k-diagonal of an 
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array M is the sequence of all entries mij with j - i = k; the k-trace tk(M) of 
M is the sum of the entries in the k-diagonal. We let M, be the subarray of 
M consisting of those entries mij of M with (i, j) in dk(d). Note that M, is a 
rectangular subarray. The norm a(M) of M is the sum of all the entries in M. 
If M = (mij) is an array of shape 1, we define the transpose of M to be the 
array TM = (mij) of shape A’ such that rn; = mji. If A is symmetric and 
TM = M, we say that M is symmetric. The set of all symmetric arrays of 
shape l is denoted by <-4(n). 
Finally, we narrow our attention to reverse plane partitions. A reverse 
plane partition of shape A is an array P = (pii) of shape 1 with the additional 
property that pij > pk, whenever both sides are defined and i 2 k and j > 1. 
The entries pij in P are called the parts of P. We denote by 9(n) the set of 
all reverse plane partitions of shape A and by Ys(l) all symmetric such 
reverse plane partitions. 
3. THE CORRESPONDENCE AND ITS PROPERTIES 
Hillman and Grass1 [8] have presented an extremely useful tool for 
working with reverse plane partitions. They have devised a natural 
constructive correspondence between arrays M and reverse plane partitions P 
such that o(P) is a weighted sum of the entries in M. Since arrays are much 
easier to count than reverse plane partitions, a variety of enumeration 
problems dealing with reverse plane partitions can be easily solved using 
their correspondence (Sections 5, 6 and 7). 
We fix a shape 1 and let M = (mii) be an array of shape L. We will use M 
to inductively construct a reverse plane partition H(M) of shape A. If all the 
entries of M are 0, we let H(M) be the reverse plane partition of shape A with 
all of its parts equal to 0. 
If M has some nonzero entry, let s = min{ j: mij # 0 for some i} and let 
r = max{i: m,, # 0). Let M’ be the array of shape J obtained from M by 
subtracting 1 from mrs. We assume that Q = (qij) = H(M’) has been defined. 
We next want to define a path in Z-(h). Let (iI, j,) = (r, A,.). Assume that 
(ikr j,) has been defined for some k> 1. Let (ik+l, j,,,) be (ik + 1, j,) if 
qi,j, = rli, t I j, and let (ikt i, j,, ,) be (ik, j, - 1) otherwise. (By convention, 
we may assume that qij = co if (i, j) is not in r(A).) It is implicitly shown in 
[8] that we have (i,, j,) = (ni,s) for some n. The path terminates at this 
position. 
Finally, we let H(M) be the array (prj) of shape A defined by 
Pij = 
! 
9ij+ l if (i, j) = (ik, j,) for some k 
4ij otherwise. 
for all (i, j) in r(A). This procedure is illustrated in Fig. 1 with A = (3, 3, 2). 
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0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 
0 0 1 0 0 1 
0 0 0 0 0 1 
0 0 0 0 
0 1 1 0 0 2 
0 0 0 0 1 2 
0 0 0 1 
0 1 1 0 0 2 
0 1 0 0 2 3 
0 0 0 2 
0 1 1 0 0 2 
0 2 0 0 3 4 
0 0 0 3 
0 1 1 0 0 2 
0 2 0 0 3 4 
0 1 0 4 
1 1 1 1 1 3 
0 2 0 1 3 4 
0 1 1 4 
2 1 1 2 2 4 
0 2 0 2 3 4 
0 1 2 4 
2 1 1 2 2 4 
0 2 0 2 3 4 
1 1 3 5 
FIG. 1. The construction of H(M). 
In general, H(M) is a reverse plane partition and H is the Hillman-Grass1 
correspdndence. The following theorem is the basic result of [S]. 
THEOREM 3.1. For a given shape 1 = (A,, A, ,... ), H is a bijection from 
J(A) onto 9(k). In addition, if A4 = (m,), we have 
a(H(M)) = L- 
(i.jFLk) 
(Ai - i + Aj - j + 1) mij 
where 1’ = (Al,, Al, ,...) is the conjugate of A. 
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The second part of this theorem is obvious from the definition of H and 
leads immediately to a proof of Corollary 5.2. We can use H to obtain a 
more refined enumeration of reverse plane partitions. To see this, consider 
what a 1 in position (r, s) of an array M of shape I contributes to H(M). 
Such a 1 causes a 1 to be added to each part of H(M) along some path from 
(Y, A,) to (,I:, s). This path will meet the k-diagonal of H(M) if and only if 
s - ,I; < k < 1, - r, and in this case, it meets the k-diagonal exactly once. 
Thus, a 1 in position (r, s) adds 1 to the k-trace of H(M) if and only if (r, s) 
is in d,J,I). This leads us immediately to a method for computing the traces 
of H(M). 
THEOREM 3.2. For M in A(A), the k-trace of H(M) equals a(M,). 
This result can be refined even further to give us not only the k-trace of 
H(M) but the entire k-diagonal. To present this characterization we must 
first introduce some new notation. 
Let B = (6,) be a nonnegative integer matrix of size m x n. An A-chain in 
B is a sequence ((iI, jr), (iz, j*),..., (i,, j,)) of ordered pairs such that 1 < i, < 
i, < . . . <i,<m and n>j,>j,>... > j, > 1 with the additional condition 
that (i, j) can occur at most b, times in the sequence. A D-chain in B is a 
sequence ((iI, j,), (iz, j,) ,..., (i,, j,)) such that 1 < i, < i, < ... < i, < m and 
l<j,<j,<... < j, < n and the pair (i, j) can be used only if b, # 0. We 
allow empty A-chains and D-chains. 
For k > 1, define a,(B) to equal the maximum of 1 V, ) + 1 V,I + . .. + 1 VJ, 
where the maximum is taken over all collections of k A-chains Y, , V, ,..., V, 
such that the number of times (i, j) appears in all the A-chains combined is 
at most b,. (I V,I is the number of terms in the sequence V,.) We define 
d,(B) similarly by replacing “A-chains” by “D-chains.” For example, let 
The longest A-chain consists of two (2,4)‘s, two (3, 3)‘s, (3, 2) and three 
(3, 1)‘s. The longest D-chain is ((1, l), (2, 2), (3, 3), (4,4)). This implies that 
a,(B) = 8 and d,(B) = 4. These numbers for all values of k are given in 
Fig. 2. 
With these definitions, we can now characterize H. 
THEOREM 3.3. Let M be an array of shape A and let 1 be an integer such 
that 1 - p(A) ,< I < 1, - 1. Let p = (a,, p, ,...) be the shape determined by the 
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k ak(B) d,(B) 
1 8 4 
2 11 6 
3 12 8 
4 13 9 
5 13 10 
6 13 11 
7 13 12 
9 13 13 
FIG. 2. The values a, and d, for the matrix B. 
l-diagonal of H(M) and let ,u’ be its conjugate shape. Then, for all k > 1, we 
have 
6) ak(M,)=k fh + “’ +pk, 
(ii) dk(M,)=,U; +,a; + **. +/fu;. 
A proof of this theorem can be found in [5, Theorem 3.51 (cf. [6, 
Theorem 10.11). Part (i) of this theorem was also discovered by Hillman and 
Grass1 [ 91. Such characterizations are usually associated with Schensted’s 
correspondence and its generalizations and, indeed, that holds in this case as 
well. It can be shown (61 that when H is restricted to arrays of rectangular 
shape, which determine the case of general shapes, H is equal to a variation 
of Knuth’s correspondence due to Burge [3]. 
From this characterization follows the rather surprising symmetry 
property that H commutes with T. If M’ = TM, we have M; = T(M-,) and 
a,(M;) = a,(T(M-,)) = a,(M-,). Using Theorem 3.3, this tells us that the 
(-Z)-diagonal of H(M) is the same as the Z-diagonal of H(TM) and yields the 
following corollaries. 
COROLLARY 3.4. H(TM) = TH(M). 
COROLLARY 3.5. Let I be a symmetric shape. An array M is in AS(A) if 
and only if H(M) is in S,(A). 
For the sake of completeness, we mention that, if M is symmetric, the 
number of odd entries on the O-diagonal of M equals the number of odd 
parts on the O-diagonal of H(M). This is an easily proven property (cf. [3] 
or [6]) of the above-mentioned correspondence due to Burge and, as such, 
applies to H as well. 
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4. FURTHER PROPERTIES 
There are several other interesting properties concerning H(M) and the 
diagonals of M. For example, we can use Theorem 3.3 to calculate the 
smallest part size of H(M) given an array M = (mij) of shape A. We only 
need to consider the O-diagonal of H(M) and the array M,. Now, M, is a 
square array of size k x k, where k = r(k). It is easy to see that the nonzero 
entries of M, can be entirely contained in k - 1 A-chains, except possibly for 
one entry on the O-diagonal, and that this is the best we can do with k - 1 A- 
chains. Hence, uk- ,(M,) = u(MO) - min{mii: 1 < i < k}. Trivially, a,(M,) = 
a(M,,). Noting that the minimum part size of H(M) is given by 
a,(M,) - uk- ,(M,), we have the following result. 
THEOREM 4.1. Let M = (m,) be an array of shape A. The minimum part 
size of H(M) equals min(mii: (i, i) E r(A)}. 
This result can also be proved as an easy consequence of the next 
theorem, which essentially extends the above theorem to other rows than the 
first. 
THEOREM 4.2. Let A be a shape with p(A) > 1. Let M = (mij) be an 
array of shape A and let H(M) = (pij). If 1 < r <p(A), the minimum element 
on the (1 - r)-diagonal of M equals min{ prj - p,- 1 j: 1 < j < A,.}. 
Proof We induct on the number of columns of M with nonzero entries. 
If M has only zero entries, the result clearly holds. We therefore assume that 
M is nonzero and, without loss of generality, that mi, # 0 for some i < r and 
mi, = 0 for i > r. Let N be the array of shape J derived from M by replacing 
its first column with a column of zeros. By induction, the theorem holds for 
N. 
H(M) is obtained from H(N) by using the first column of M to finish the 
construction. This completion requires the addition of m = Cr= I m,, paths of 
1’s. Let PO = (pt) = H(N) and, for 1 < k < m, let Pk = (p$) be the reverse 
plane partition obtained after the addition of the kth path of 1’s. Thus, Pm = 
H(M). 
Suppose r = p(A). If n = 2;:: m,, , it is clear from the construction that 
p:j = pp- i j for some j, 1 < j < A,. The completion of the construction adds 
mrl to every part in the last row of P”. Hence, 
min{p; - py-, /: 1 <l<~,}=P~-P~-~j=m,,, 
which is the only entry in the (1 - r)-diagonal of M. 
We may thus assume that r < p(A). We have p:, = p:- 1 1 = 0. At each 
stage in the building of Pm from PO, we add a path of l’s to the previous 
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reverse plane partition. This path must intersect rows r and r + 1. So, with 
each stage k, 1 < k < n, where n = CT:: mi,, we can associate the index of 
the column in which the path first entered row r. With k = 0, we can 
associate column 1. 
These associated indices need not all be distinct, but they do form a 
nondecreasing sequence in k. In fact, each path must lie below the preceding 
one, as shown implicitly in [8, Section 41 or as can easily be seen from the 
construction. Ifj is the index associated with the kth stage, i.e., the step from 
Pkp ’ to Pk, we note that pfj = pf-, j. 
Let 3’ be the set of these indices, ignoring multiplicities and including 1. 
Let t be the maximum integer in 3. If s is in 3, let s’ be the smallest 
element in .7’ greater than s. If s = t, we let t’ = A, + 1. Ifs < il,, i, we define 
e,=min{pF+, k- pzk:s+ 1 <k<min{&+,,s’}}. 
Ifs>&+,, we let e, be any integer greater than m. 
For each s in 3, we must have pFs = pr- i s at some stage k. After this, 
whenever a path passes through position (r, j), s + 1 < j ,< s’, it must pass 
through all positions (r, j), s < j < s’, in r(1). This holds until, at some later 
stage, the path first enters row r + 1 in column 1 for some 1 satisfying s + 1 < 
l< s’, after which the part in position (r, s) is never again altered. This need 
not occur, but if it does, we must have added pp, I , - pp, to the part in 
position (r, s) and none to the part at (r - 1, s) since they were last equal. 
Thus, p; - PE1 s= PFt1 I- 
0 Pr I’ 
In addition, since up to this point we have added equally to the parts in 
positions (r, s + 1) ,..., (r, s’), we must have pFtl [ - py I = e,. Hence, 
p,“, - pr- i 5 = e,. In particular, if this case holds for s = t, we have 
P,“, - P;-, t = et < m,, . 
If a path never enters row r + 1 in some column j, s + 1 < j < s’, we must 
then have p: - p:-, s < P:+~ j - p:j for all j such that S + 1 < 
j < min{A,+ 1, s’}. Hence, p;-pFmls<e,. For s # t, we also must have 
P~-P~-,5/P~s~-P~- > I sI. This occurs because we will have pFsf = pt-, sf 
for some h > k, after which, by assumption, every 1 added to position (r, s’) 
is accompanied by a 1 added to position (r, s). As for s = t, in this case we 
havepz-p:-‘_,,=m,,. 
Combining these two cases, we note that pz - p:- i f = min{m,, , e,} and 
that for every s in 3. e, > p: - pp-, s > min{m,,, e,: u E ,Y}. Thus, 
min{pz-p~~,,:sE3)=min{m,,, e, : s E 3’). By induction, we have that 
the smallest entry on the (1 - r)-diagonal of M is 
min{m,,,m,- , 2,... } = minim,, , PF, I j - PFj’ 2 Q j < 4, I I 
= min{m,,, e,: s E 3}. 
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We complete the proof by noting that, from the construction and the 
definition of s’, for a path to pass through (r, s) and not (I - 1, s), it must 
also pass through the positions (r, j), s + 1 < j ,< s’. Hence, p: - pr-, s < 
p;-p;-rjfors+l<j<s’.Thus, 
Finally, we have 
min(m,, , m,, , z ,...) = min{m,, , e,: s E 7} 
=min{pz-py-,,:sEY} 
=min{pz-pF-“_, j: 1 <j<A,}. 
Using Corollary 3.4, we can immediately give a column version of this 
result. 
COROLLARY 4.3. Let A be a shape with 1, > 1. Let M be an array of 
shape A and let H(M) = (pii). If 1 < c < A,, the minimum element on the 
(c - l)-diagonal of M equals min{p, - piC-,: 1 < i < AL}, where A’ is the 
conjugate of ;1. 
It is interesting to compare the form of these two results with the form of 
Theorem 3.3. This theorem uses the difference of certain values derived from 
an array M to yield a diagonal of H(M). Theorem 4.2 and its corollary use 
the differences of certain values derived from H(M) to yield an entry from a 
diagonal of M. 
5. COUNTING REVERSE PLANE PARTITIONS 
The Hillman-Grass1 correspondence gives us a potent tool for 
enumerating reverse plane partitions. Specifically, we are enabled to compute 
the generating functions for symmetric or general reverse plane partitions 
with respect to the traces. 
Given a shape A, we define a weight function w  on r(A) by letting 
w(u) = Hx, 
where u is in r(A) and the product is taken over all 1, 1 -p(A) < I< 1, - 1, 
such that u is in d,(A). We will also have need of a certain integer-valued 
function on r(A). If u = (i, j) E T(A), we let h(u) be the number of (m, n) in 
r(A) with m = i or IZ = j or both. It is easy to see that h(u) = 
Ai - j + Ai - i + 1, where A’ is the conjugate shape of A. 
The number h(u) is called the hook length at u since it counts the number 
582a/30/1-6 
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9 7 5 2 1 
6 4 2 
5 3 1 
3 1 
1 
FIG. 3. Hook lengths for A= (5,3,3,2, 1). 
of positions in r(L) forming the (v)-hook, the set of positions immediately 
below or to the right of u. A table of hook lengths for I = (5,3,3,2, 1) is 
given in Fig. 3. Hooks and hook lengths play an interesting role in the 
representation theory of the symmetric group and a variety of combinatorial 
problems (cf. [4, 13, 181). 
We note that there are h(u) factors in the product defining w(u). Indeed, 
w(u) = flxIek, where the product is taken over pairs (k, I) in the (v)-hook of 
ru 1. 
To each P = (p/J in 9(n) we assign a weight W(P) given by 
W(P) = 17(Xj - i)py 
the product taken over all (i, j) in r(L). Summing these weights over all P in 
9(A), we obtain the trace generating function 
F(A) = x W(P) 
for reverse plane partitions of shape L The Hillman-Grass1 correspondence 
allows us to give a simple, explicit expression for F(A). 
THEOREM 5.1. F(R) = zz(1 - w(u))-‘, where the product is taken over 
all v in f(A). 
ProoJ It follows immediately from the definitions that 
11-l 
I”@) = \‘ n (x,y’. 
PE7m 1= 1 -Is(I) 
Using the Hillman-Grass1 correspondence and Theorem 3.2, this becomes 
11-l 
M&) ,= *c$, (XJu(Mt)* 
Regrouping the factors, we obtain 
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where, for fixed M = (mu) in M(n), m(v) = mk, if ZJ = (k, I). Switching the 
product and the sum, we arrive at the expression 
F(A) = n 
ucr(,t) 
To concentrate our attention on the norm of a reverse plane partition P, 
we map all the x, to X. The image of W(P) under this map is x0(‘). For u in 
r(n), the image of w(v) is x “(“). Applying these remarks to Theorem 5.1, we 
obtain the next result. 
COROLLARY 5.2. The norm generating function for Y(l) is given by 
The above corollary was first proved by Stanley [ 17, p. 1741, using 
entirely different techniques. Hillman and Grass1 devised H specifically to 
give a straightforward, elegant proof of such a straightforward, elegant result. 
If we desire to enumerate the reverse plane partitions of a fixed shape 
whose parts strictly increase down the columns, this can be accomplished by 
a simple trick. Given a reverse plane partition of shape 1, if we add i to all 
the parts in row i, we obtain a column-strict reverse plane partition. This 
establishes a bijection between unrestricted and column-strict reverse plane 
partitions and the generating function given in Theorem 5.1 can be multiplied 
by the obvious monomial to yield the trace generating function for column- 
strict reverse plane partitions of shape 1. Similarly, adding i + j - 1 to the 
part in position (i, j) for all (i, j) in r(1) gives a bijection from reverse plane 
partitions of shape A to reverse plane partitions of the same shape whose 
parts strictly increase both along the rows and down the columns. Again, an 
obvious modification to F(1) yields the trace generating function for these 
strict reverse plane partitions. 
6. COUNTING SYMMETRIC REVERSE PLANE PARTITIONS 
Before considering the symmetric case, we introduce some additional 
notation. Let 1 be a symmetric shape. We define a symmetrized weight 
function w, on r(1) by letting 
w,(v) = I 
w(v) if v is on the O-diagonal 
w(v) WV) otherwise 
where v’ = (i, j) if v = (‘j, i). 
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Recalling that Ys(A) is the set of all symmetric reverse plane partitions of 
shape A, we define the trace generating function for Ys(A) by 
where W is the same weight function as defined in Section 5. Corollary 3.5 
allows us to compute F,(A) in the same manner as F(A). 
THEOREM 6.1. If A is a symmetric shape, we have 
F,(I) = I7( 1 - w,(v))- ‘, 
where the product is over all v in r(A). 
Proof. We immediately have 
Since A 1 = p(A) and t,(P) = t _ [(P), this equals 
p-1 \‘ I xy E (xpJ’(p) 
PE ?&I) 
where p = p(k). 
Using Corollary 3.5, we can change this to a sum over all symmetric 
arrays of shape A. Thus, 
p-1 
F#)= 2: 
ME M&n, 
xpfo) ,‘sI (xIx-y”‘). 
We let 6, be the characteristic function of d,(A), i.e., 6,(v) = 1 if v is in d,(L) 
and 6,(v) = 0 otherwise. In addition, for a fixed M = (mij) in A(A), we let 
m(v) = mij, where v = (i, j) E r(A). With this notation, we can regroup the 
factors in the above equation to yield 
(1) 
If v = (i, j) in r(A), we let v’ = (j, i). We note that 6,(v) = &,(v’) and 
thus, if v = v’, 6,(v) = 6-,(v) and 
i---1 p-1 
x~o(~) p’ (x,x-l)h(“) =x:0(“) E (X~)~yX-J-‘(“) 
= w(v) = w,(v). 
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For v # v’, we have 
n-l -1 -1 
1=I, (x-p’) = n (x,)6-‘(U) = ,Jp (x,p? 
IL--p 
Hence, for v # II’, 
p--l 
x;o(“) E (x,x-,)m”) . xy’) fi (XIX-JG’(“‘) 
p-1 p-1 
= x0 W”) n (x,)6,w n (X-,)S/w’) 
I= I /=I 
p-1 p-1 
. xy”‘) fi (xp”‘) fi (X-P”) 
P--l 
-ML’) n (xl)sIw jj (x,)s,w) 
= x0 
/=I /=1-p 
p-1 
* x0 60(“‘) E (xp’) ,=Qp (x,p”‘) 
= w(v) w(v’) = w,(v). 
For a fixed M in &(A), m(v) = m(v’) and we find that 
Applying this to Eq. (l), we have 
As in Section 5, if we wish to restrict our .attention to the norm function, 
we replace every x, by x. This changes W(P) to xUo’), and the weight w,(v) 
becomes xh(‘) if v is on the O-diagonal and x *‘(“) otherwise. Applying these 
remarks to Theorem 6.1, we obtain the symmetric version of Corollary 5.2. 
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COROLLARY 6.2. Let A be a symmetric shape. The norm generating 
function for $(A) is given by 
x xdP) = 
PE *,cn, 
J*, (1 - Xh(“)c(“))r ‘, 
where c(v) = 1 if v is on the O-diagonal and c(v) = 2 otherwise. 
To find the trace generating function for symmetric reverse plane 
partitions of a fixed shape whose parts strictly increase along the rows and 
down the columns, the same technique works in this case as was discussed in 
Section 5 for strict reverse plane partitions. 
7. COUNTING SHIFTED REVERSE PLANE PARTITIONS 
Hook lengths play a natural role in the enumeration of reverse plane 
partitions and various other types of plane partitions. The existence of 
analogues of hooks and hook lengths for other combinatorial objects seems 
to be a rare occurrence. However, there is another type of planar array, 
shifted reverse plane partitions, that can be enumerated using a natural set of 
associated hook lengths. 
Let 1 be a symmetric shape. We recall that F(A) consists of those (i, j) in 
r(n) with i < j. With each v = (i, j) in F(A) we can associate a U-shaped 
hook in r(A) given by {(i,j)}U{(i,Z): j+l</<&}U((I,j): i+l< 
I< min{Aj,j}} U {(j+ 1, Z):j+ 1 < l<Aj+r}. This is the (v)-shified hook of 
/I. 
We note that the last set in the definition of a shifted hook is nonempty if 
and only ifj < r(A). In addition, forj > r(A), the (v)-shifted hook is the same 
as the (u)-hook of Z(A) discussed in Section 5. 
For each v = (i, j) in F(A), we let g(v) be the number of positions in the 
(v)-shifted hook. Ifj < r(A), min{Aj, j} = j and we have 
g(V)= 1 + (Ai-j) + (j-i) + (Aj+* -j) 
=Li-i+Izj+,-j+ 1. 
Ifj = r(A), min{S, j} = j and 
g(v)= 1 +(A,-j)+(j-i)=;li-ii 1. 
Finally, if j > t(A), min{Aj, j} = A, and 
g(v) = 1 + (Ai -j) + (Aj - i) = h(v), 
which was expected since, in this case, the shifted hook and hook are iden- 
tical. 
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FIG. 4. The (1, 2). and (2.4)shifted hooks for A= (7, 6, 6, 4, 3, 3. 1). 
12 11 8 7 5 4 1 
9 6 5 3 2 
5 4 2 1 
1 
FIG. 5. Shifted hook lengths for A= (7, 6,6,4, 3, 3, 1). 
To illustrate these definitions, let A = (7, 6, 6, 4, 3, 3, 1). Then r;(A) can be 
represented as in Fig. 4. The (1, 2)- and (2,4)-shifted hooks are indicated in 
this figure. In Fig. 5, we give a table of the shifted hook lengths of 1. 
We wish to assign a weight to each position z1 in F(A). We do this by 
letting 
where the product is taken over all (k, 1) in the (u)-shifted hook. It is clear 
that the degree of the monomial S?(U) is g(v). 
Given a symmetric shape A, we define a shifted reverse plane partition of 
shape A to be an array P = (pii) of nonnegative integers indexed by @.) 
such that pij < pi + i j and pij < pij+ 1. The pij are the parts of P, and the l- 
trace t,(P) and norm a(P) are defined in the obvious manner. 
Letting y(n) be the set of all shifted reverse plane partitions of shape A, 
we can define a trace weight function r on p’(A) in the same manner in 
which we defined W on 9(A). If P = (pii) is in T(A), we let 
I = “(Xj- I)“, 
where the product is over all (i, j) in r(A). We then have the trace generating 
function 
for 9(A). 
Using what we know about F,(A), we can now evaluate F(A). 
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THEOREM 7.1. m = rIue~~A’ (1 - @(u>>-‘. 
ProoJ There is an obvious bijection from Ys(l) to y(A): ignore the parts 
beneath the O-diagonal. Thus, to obtain F(A), we replace xI and x-!, I> 1, in 
F,(d) by (x,)“*, and leave x,, fixed. 
We must consider what this map does to w,(v). Let u = (i, j) E &l). If 
j > r(1), we know that the (u)-shifted hook and the (v)-hook are the same, 
and that the hook does not pass through the O-diagonal. Therefore, by 
sendmg x1 to (x,,,) lj2, ) II > 1, wJu> becomes KY-~, the product taken over 
all (k, I) in the (v)-hook. Hence, ws(v) becomes G(v). 
Now, if i = j < +I), we have 
Ai-i 
w,(u) =x0 n (XIX-J, 
I=1 
which becomes 
.X-i 
where u = (i, $1)). 
Finally, for i < j < r(A), 
w,(u) = w(v) w(v’) = n (x,x-,). 
l=j-Aj 
This is sent to 
which is nothing more than C(u) with u = (i,j - 1). Hence, from 
Theorem 6.1 and the above calculations, we have 
An analogue of the Hillman-Grass1 correspondence for shifted shapes has 
been found by Sagan [ 151 that yields a constructive proof of Theorem 7.1. In 
the work cited, he also investigates a variety of other interesting properties 
concerning shifted plane partitions. 
We note that, using the same techniques employed in Section 5 in the 
nonshifted case, it is easy to derive from F(A) the trace generating function 
for shifted reverse plane partitions with strictness conditions on the columns 
or rows. 
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To obtain the generating function for shifted reverse plane partitions with 
respect to the norm, we let x, = x for I > 0 in Theorem 7.1. 
COROLLARY 7.2. The norm generating function for s(A) is 
\‘ xdp) = 
PC7,1, 
JA) (1 - xKT ‘- 
The result of Corollary 7.2 was conjectured by Stanley [ 19, p. 851. He 
suspected that shifted reverse plane partitions form a third class of 
combinatorial structures possessing “hook lengths,” the other two being 
reverse plane partitions and partitions based on rooted trees. At present, it 
seems that these are the only such classes. More details concerning this 
problem can be found in [ 151 and [ 191. 
There was fairly strong evidence for the validity of Corollary 7.2. It was 
known to be true for certain shapes. In addition, it leads to a certain value 
for the number of shifted reverse plane partitions of shape ,l whose parts 
consist of all integers from 1 to I&l)], a value already verified by Rutherford 
[14] and Thrall [20]. (Also see [ll, p. 71, Ex. 211.) 
THEOREM 7.3. Let A be a symmetric shape and let n = jr;<A)i. The 
number of shifted reverse plane partitions of shape 1 whose parts consist of 
all integers from 1 to n is n!/n,,,,, g(v). 
Proof: By Corollaries 5.3 and 5.4 in [19], we know that the norm 
generating function for p(A) given in Corollary 7.2 can be written as 
P(X) 
I 
I”l (1 - Xk)7 
k=l 
where p(x) is a polynomial with integer coefficients 
number we desire. Using Corollary 7.2, we have 
such that p(1) is the 
P(X) = rI (1 -Xk) .w, (1 -xg(9-1. 
k=l 
Letting x go to 1 in the above equation completes the proof. 
A similar analysis applied to the norm generating function for y(1) given 
in Corollary 5.2 yields the Frame-Robinson-Thrall [4] hook length formula 
n! n h(v)-‘, where n = IT(A)], for the number of standard Young tableaux of 
shape A. This use of the Hillman-Grass1 correspondence gives one of the 
more combinatorial proofs of this result. 
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8. CONCLUSION 
If 1 is a rectangular shape, i.e., A, = A2 = . . . = ,$,, where p = p(A), we note 
that any reverse plane partition of shape L can be associated with a plane 
partition of shape 1 by rotating the reverse plane partition 180”. (A plane 
partition is defined in the same fashion as a reverse plane partition except 
that the inequalities concerning the parts are reversed.) In this manner, we 
see that F(L) and F,(n) are the trace generating functions for plane partitions 
and symmetric plane partitions of shape 2. In particular, Corollary 5.2 
becomes a special case of a result due to MacMahon [ 12, Section X, 
Chapter 21 and Corollary 6.2 becomes a special case of a conjecture of 
MacMahon [ 12, p. 2671 recently proved by Andrews [ 11. In both instances 
in his work, MacMahon assumed that the parts were bounded in size. 
Reverse plane partitions themselves give little help in enumerating plane 
partitions of nonrectangular shape with unbounded part size. (However, in 
the column-strict case, the two enumeration problems, become the same. See 
[ 17, pp. 167-1681.) Unlike reverse plane partitions, plane partitions have 
fairly complicated generating functions. The norm generating function for 
plane partitions of a fixed shape was first calculated by MacMahon [ 12, 
Section X, Chapter 11. The trace generating function for plane partitions and 
symmetric plane partitions are given in [7] using a correspondence very 
much related to H. 
If we wish to consider reverse plane partitions with bounded part size, the 
enumeration problem becomes complex and the Hillman-Grass1 correspon- 
dence does not seem to be of any use. It is clear from Theorem 3.3 that we 
can bound the part size of a reverse plane partition by restricting the A- 
chains in the corresponding array. However, there does not seem to be any 
way to use this criterion in practice. This was the same problem Bender and 
Knuth encountered with the related correspondence of Knuth for plane 
partitions [ 21. 
Indeed, if we wish to bound the parts, it is probably simpler to note that 
there is an obvious correspondence between plane partitions and reverse 
plane partitions of the same shape and with the same bound on the part size. 
We can then restrict our attention to bounded plane partitions, in which case 
we need only worry about bounding the part in position (1, 1) as opposed to 
trying to bound several parts on the rim of r(L) as in the case of reverse 
plane partitions. The norm generating function G(x) for plane partitions of 
shape 1 and with parts bounded by m was computed by MacMahon [12, 
Section X, Chapter 21. The norm generating function for reverse plane 
partitions is thus xm”G(l/x), where n = ]r(L)(. Considering the complexity of 
these functions, it seems unlikely that a relatively simple constructive 
derivation d la Hillman and Grass1 exists. 
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