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Abstract
In this paper, the homotopy perturbation method (HPM) is applied to compute the fuzzy Laplace transform of fuzzy
functions. The basic properties of the fuzzy Laplace transform are again obtained by HPM and examples assuring the
applicability of HPM are presented.
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1 Introduction
One of the interesting transforms in the theory of fuzzy differential equations (FDEs) is Laplace transforms. The
fuzzy Laplace transform method solves FDEs and corresponding fuzzy initial and boundary value problems. In this
way, the fuzzy Laplace transforms reduce the problem of solving a FDEs to an algebraic problem. This switching
from operations of calculus to algebraic operations on transforms is called operational calculus, a very important area
of applied mathematics, and for the engineer, the fuzzy Laplace transform method is practically the most important
operational method. The fuzzy Laplace transform also has the advantage that it solves problems directly without
determining a general solution in the ﬁrst and obtaining non homogeneous differential equations in the second. One
can see some useful papers about fuzzy Laplace transforms in [2, 15, 16]. Also, there exist some recently published
papers with some modiﬁcations about application of fuzzy Laplace transforms to solve fuzzy differential equation
[19, 20].
In recent years, the homotopy perturbation method (HPM), ﬁrst proposed by He [9], has successfully been applied to
solve many types of linear and non- linear functional equations. This method which is a combination of homotopy in
topology, and classic perturbation techniques, provides a convenient way to obtain analytic or approximate solutions
to a wide variety of problems arising in different ﬁelds, see [1, 3, 7, 9, 10, 11, 13, 14] and the references there.
In this work, we intend to use HPM for computing the fuzzy Laplace transforms. The paper is organized as follows:
In section 2, we present the basic notions of fuzzy number, fuzzy valued function, fuzzy derivative, fuzzy integral and
fuzzy Laplace transform. In section 3, homotopy perturbation method is presented and the procedure for computing
the fuzzy Laplace transforms is proposed by proving some theorems based on the HPM and ﬁnally som examples are
given. Conclusions are drawn in section 4.
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2 Preliminaries
We represent an arbitrary fuzzy number by an ordered pair function (u(r);u(r)), which satisﬁes the following
requirements [12]:
a: u(r) is abounded monotonic increasing left continuous function,
b: u(r) is abounded monotonic decreasing left continuous function,
c: u(r) ≤ u(r) , 0 ≤ r ≤ 1.
A crisp number α is simply represented by u(r) = u(r) = α, 0 ≤ r ≤ 1. We recall that for a < b < c which a;b;c ∈ R,
the triangular fuzzy number u = (a;b;c) are determined by a;b;c such that u(r) = a+(b−c)r and u(r) = c−(c−b)r
are the endpoints of the r-level sets, for all r ∈ [0;1]. Let E be the set of all fuzzy number on ℜ.
For arbitrary u = (u(r);u(r)), v = (v(r);v(r)) and k > 0, we deﬁne addition u⊕v , subtraction u⊖v and scalar multi-
plication by k as [8].
a) Addition:
u⊕v = (u(r)+v(r);u(r)+v(r)) ,
b) subtraction:
u⊖v = (u(r)−v(r);u(r)−v(r)) ,
c) scalar multiplication:
k⊙u =
{(ku;ku) k ≥ 0
;
(ku;ku); k < 0
if k = −1 then k⊙u = −u.
Deﬁnition 2.1. [18] For arbitrary fuzzy numbers u=(u(r);u(r)) and v=(v(r);v(r)), we show the Hausdorff distance
between u and v by D(u;v), and take D : E×E −→ ℜ+∪(0) . Also, we know (E;D) is a complete metric space, thus:
D(u;v) = sup
0≤r≤1
{max[|u(r)−v(r)|;|u(r)−v(r)|]};
We have following traits for Hausdorff distance; per u;v;e; f ∈ E and all k ∈ ℜ:
i) D(u+e;v+e) = D(u;v);
ii) D(ku;kv) = |k|D(u;v),
iii) D(u+v;e+ f) ≤ D(u;e)+D(v; f).
Deﬁnition 2.2. [8] Let f : ℜ −→ E be a fuzzy-valued function. If for arbitrary ﬁxed x0 ∈ ℜ and ε > 0, a δ > 0 such
that
|x−x0| < δ ⇒ D(f(x); f(x0)) < ε;
f is said to be continuous.
Deﬁnition 2.3. [21] A mapping f : ℜ×E −→ E is called continuous at point (t0;x0) ∈ ℜ×E provided for any ﬁxed
r ∈ [0;1] and arbitrary ε > 0, there exists an δ(ε;r) > 0, such that
D([f(t;x)]r;[f(t0;x0)]r) < ε;
whenever |t −t0| < δ and D([x]r;[x0]r) < δ(ε;r) for all t ∈ ℜ; x ∈ E.
Theorem 2.1. [22] Let f(x) be a fuzzy value function on [a;b] and it is represented by (f(x;r); f(x;r)) for r ∈ [0;1],
assume f(x;r) are Riemann-integrable on [a;b] for every b ≥ a and assume. There are two positive values M(r) and
M(r) such that
∫ b
a
|f(x;r)|dx ≤ M(r) ;
and ∫ b
a
|f(x;r)|dx ≤ M(r) ;
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for every b ≥ a .
Then f(x) is improper fuzzy Riemann-integrable on [a;∞) and is a fuzzy number. furthermore, we have:
∫ ∞
a
f(x)dx = (
∫ ∞
a
f(x)dx;
∫ ∞
a
f(x)dx) :
Proposition 2.1. [23] If f(x) and g(x) are fuzzy value functions and fuzzy Riemann-integrable on [a;∞) then f(x)+
g(x) is fuzzy Riemann-integrable on [a;∞).
Moreover , we have: ∫
l
(f(x)⊕g(x))dx =
∫
l
f(x)dx⊕
∫
l
g(x)dx :
It is well-known that the H-derivative (differentiability in the sense of Hukuhara) for fuzzy mappings was initially
introduced by Puri and Ralescu [17] and it is based in the H-difference of sets, as follows.
Deﬁnition 2.4. Suppose x;y ∈ E. If there exists z ∈ E such that x = y⊕z, then z is called the H-difference of x and y,
and it is denoted by x−hy.
In this paper, the sign ”−h” always stands for H-difference and also note that x−hy̸=x⊖y. We consider the following
deﬁnition which was introduced by Bede et al. [4].
Deﬁnition 2.5. Suppose f : (a;b) → E and x0 ∈ (a;b): We say that f is strongly generalized differential at x0 (Bede
et al. [5]) if there exists an element f′(x0) ∈ E, such that:
a) for all h > 0 sufﬁciently small, ∃f(x0+h)−h f(x0), ∃f(x0)−h f(x0−h) and the limits (in the metric D)
lim
h→0
f(x0+h)−h f(x0)
h
= lim
h→0
f(x0)−h f(x0−h)
h
= f′(x0)
or
b) for all h > 0 sufﬁciently small, ∃f(x0)−h f(x0+h), ∃f(x0−h)−h f(x0) and the limits (in the metric D)
lim
h→0
f(x0)−h f(x0+h)
−h
= lim
h→0
f(x0−h)−h f(x0)
−h
= f′(x0)
or
c) for all h > 0 sufﬁciently small, ∃f(x0+h)−h f(x0), ∃f(x0−h)−h f(x0) and the limits (in the metric D)
lim
h→0
f(x0+h)−h f(x0)
h
= lim
h→0
f(x0−h)−h f(x0)
−h
= f′(x0)
or
d) for all h > 0 sufﬁciently small, ∃f(x0)−h f(x0+h), ∃f(x0)−h f(x0−h) and the limits (in the metric D)
lim
h→0
f(x0)−h f(x0+h)
−h
= lim
h→0
f(x0)−h f(x0−h)
h
= f′(x0)
(h and −h at denominators mean 1
h and −1
h , respectively )
Theorem 2.2. [6] Let f : R −→ E be a function and denote f(t) = (f(t;r); f(t;r)) for each r ∈ [0;1]. Then
(1) If f is (i)-differentiable, then f(t;r) and f(t;r) are differentiable functions and f′(t) = (f′(t;r); f
′(t;r)),
(2) If f is (ii)-differentiable, then f(t;r) and f(t;r) are differentiable functions and f′(t) = (f
′(t;r); f′(t;r)).
Deﬁnition 2.6. Let f(x) be continuous fuzzy-value function. Suppose that f(x)⊙e−sx is improper fuzzy Riemann
integrable on [0;∞), then
∫ ∞
0 f(x)⊙e−sxdx is called fuzzy Laplace transforms and is denoted as:
L[f(x)] =
∫ ∞
0
f(x)⊙e−sxdx (s > 0 and integer):
From theorem 2.1, we have:
∫ ∞
0
f(x)⊙e−sxdx =
(∫ ∞
0
f(x;r)e−sxdx;
∫ ∞
0
f(x;r)e−sxdx
)
;
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also by using the deﬁnition of classical Laplace transform:
F(s;r) = L[f(x;r)] =
∫ ∞
0
f(x;r)e−sxdx;
and
F(s;r) = L[f(x;r)] =
∫ ∞
0
f(x;r)e−sxdx;
then, we follow:
L[f(x)] = F(s) = (L[f(x;r);L[f(x;r)]):
3 Homotopy perturbation method
To illustrate the homotopy perturbation method (HPM) for solving non-linear differential equations, He [9, 10]
considered the following non-linear differential equation:
A(u) = F(r); r ∈ Ω; (3.1)
subject to the boundary condition
B(u;
∂u
∂n
) = 0; r ∈ Γ; (3.2)
where A is a general differential operator, B is a boundary operator, f(r) is a known analytic function, Γ is the bound-
ary of the domain Ω and , ∂
∂n denotes differentiation along the normal vector drawn outwards from Ω. The operator A
can generally be divided into two parts M and N therefore, Eq. (3.1) can be rewritten as follows:
M(u)+N(u) = F(r); r ∈ Ω: (3.3)
He [9, 10] constructed a homotopy v(r;p) : Ω×[0;1] → R which satisﬁes
H(v;p) = (1− p)[M(v)−M(u0)]+ p[A(v)− f(r)] = 0: (3.4)
Which is equivalent to
H(v;p) = M(v)−M(u0)+ pM(u0)+ p[N(v)− f(r)] = 0; (3.5)
where p ∈ [0;1] is an embedding parameter, and u0 is an initial approximation of Eq. (3.1). Obviously, we have
H(v;0) = M(v)−M(u0) = 0; H(v;1) = A(v)−F(r) = 0: (3.6)
The changing process of p from zero to unity is just that of H(v;p) from M(v)−M(u0) to A(v)−F(r). In topology,
this is called deformation and M(v)−M(u0) and A(v)−F(r) are called homotopic. According to the homotopy
Perturbation method, the parameter p is used as a small parameter, and the solution of Eq. (3.4) can be expressed as a
series in p in the form
u = v0+ pv1+ p2v2+ p3v3+··· : (3.7)
When p → 1, Eq. (3.4) corresponds to the original one. Eq. (3.7) becomes the approximate solution of Eq. (3.3), i.e.,
u = lim
p→1
v = v0+v1+v2+v3+··· ; (3.8)
the convergence of the series in Eq. (3.8) is discussed by He in [9, 10].
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3.1 HPM to compute the fuzzy Laplace transform
Consider the fuzzy ﬁrst-order differential equations du
dx −su = f(x), u(0) = 0, s > 0. The solution of equation can
be expressed in the following integration:
u(x)µ(x) =
∫
f(x)µ(x)dx; (3.9)
where
µ(x) = e
∫
−sdx;
If the crisp function µ(x) is continuous in the metric D , its deﬁnite integral exists. Furthermore
u(x;r)e−sx|∞
0 =
∫ ∞
0
f(x;r)e−sxdx; (3.10)
and
u(x;r)e−sx|∞
0 =
∫ ∞
0
f(x;r)e−sxdx: (3.11)
It should be noted that the fuzzy integral can be also deﬁned using the Lebesgue-type approach. More details about
properties of the fuzzy integral are given in [24].
Generally the integral of Eq. (3.10) and Eq. (3.11) are complicated and can not be expressed in term of elementary
functions nor conveniently tabulated in open literature. However, this method is a powerful tool to calculate such
difﬁcult fuzzy integrals. We construct the following homotopy with
M(u;r) = −su(x;r) ;
M(u;r) = −su(x;r) ;
and
N(u;r) = u′(x;r) ;
N(u;r) = u′(x;r) ;
{M(u;r)−M(u0;r)+ pM(u0;r)+ p[N(v0;r)− f(x;r)] = 0 ;
M(u;r)−M(u0;r)+ pM(u0;r)+ p[N(v0;r)− f(x;r)] = 0 :
(3.12)
Substituting Eq. (3.7) into Eq. (3.12) and equating coefﬁcients of like power of p, we obtain:
p0 :
{
M(v0;r)−M(u0;r) = 0;
M(v0;r)−M(u0;r) = 0;
p1 :
{
M(v1;r)+M(u0;r)+N(v0;r)− f(x;r) = 0;
M(v1;r)+M(u0;r)+N(v0;r)− f(x;r) = 0;
p2 :
{
M(v2;r)+N(v1;r) = 0;
M(v2;r)+N(v1;r) = 0;
. . .
pn+1 :
{
M(vn+1;r)+N(vn;r) = 0;
M(vn+1;r)+N(vn;r) = 0:
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By computing vi’s, vi’s and using Eqs. (3.8), (3.10) and (3.11), we obtain
L[f(x)] = F(s) =(
∫ ∞
0
f(x;r)e−sxdx;
∫ ∞
0
f(x;r)e−sxdx)
= (e−sx
∞
∑
n=1
vi(x;r)|∞
0 ;e−sx
∞
∑
n=1
vi(x;r)|∞
0 )
= ([e−sx
∞
∑
n=1
−f(n−1)(x;r)
sn ]∞
0 ;e−sx
∞
∑
n=1
−f
(n−1)(x;r)
sn ]∞
0 )
= (F(s;r);F(s;r)):
(3.13)
Theorem 3.1. Let f(x) and g(x) be continuous fuzzy-value functions and suppose that α is constant, then
L[f(x)⊕(α ⊙g(x))] = F(s)⊕(α ⊙G(s)):
Proof. According to Eq. (3.13) If α > 0, we have
L[f(x;r)+αg(x;r)] =(e−sx
∞
∑
n=1
−(f(n−1)(x;r)+αg(n−1)(x;r))
sn )∞
0
= (e−sx
∞
∑
n=1
−f(n−1)(x;r)
sn )∞
0 +α(e−sx
∞
∑
n=1
−g(n−1)(x;r)
sn )∞
0
= L[f(x;r)]+αL[g(x;r)];
also, similarly
L[f(x;r)+αg(x;r)] = L[f(x;r)]+αL[g(x;r)];
therefore
L[f(x)⊕(α ⊙g(x))] = F(s)⊕(α ⊙G(s)):
If α < 0, we have
L[f(x;r)+αg(x;r)] =(e−sx
∞
∑
n=1
−(f(n−1)(x;r)+αg(n−1)(x;r))
sn )∞
0
= (e−sx
∞
∑
n=1
−f(n−1)(x;r)
sn )∞
0 +α(e−sx
∞
∑
n=1
−g(n−1)(x;r)
sn )∞
0
= L[f(x;r)]+αL[g(x;r)];
also, similarly
L[f(x;r)+αg(x;r)] = L[f(x;r)]+αL[g(x;r)]
therefore
L[f(x)⊕(α ⊙g(x))] = (L[f(x;r)]+αL[g(x;r)];L[f(x;r)]+αL[g(x;r)]) = F(s)⊕(α ⊙G(s)):
Theorem 3.2. Let f(x) be continuous fuzzy-value function and L[f(x)] = F(s). Suppose that a is constant, then
L[f(ax)] =
1
a
⊙F(
s
a
):
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Proof. According to Eq. (3.13), If a > 0, we have
L[f(ax;r)] =(e−sx
∞
∑
n=1
−f(n−1)(ax;r)
sn )∞
0 = (e−sx
∞
∑
n=1
−an−1 f(n−1)(ax;r)
sn )∞
0
=
1
a
(e−( s
a)ax
∞
∑
n=1
−f(n−1)(ax;r)
( s
a)n )∞
0 =
1
a
F(
s
a
;r);
also, similarly
L[f(ax;r)] =
1
a
F(
s
a
;r);
therefore
L[f(ax)] = (
1
a
F(
s
a
;r);
1
a
F(
s
a
;r)) =
1
a
⊙F(
s
a
):
The same trend holds for a < 0.
Theorem 3.3. Let f(x) be continuous fuzzy-value function and L[f(x)] = F(s), then L[f(x)⊙eax] = F(s−a) for
s > a.
Proof. According to Eq. (3.13), we have
L[f(x;r)⊙eax] =(e−sx
∞
∑
n=1
−f(n−1)(x;r)
sn eax)∞
0 = (e−(s−a)x
∞
∑
n=1
−f(n−1)(x;r)
sn )∞
0
= F(s−a;r);
also, similarly
L[f(x;r)⊙eax] = F(s−a;r);
therefore
L[f(x)⊙eax] = (F(s−a;r);F(s−a;r)) = F(s−a):
Theorem 3.4. Let f(x) be an integrable fuzzy-value function and f(x) is primitive of f′(x) on [0;∞), then L[f′(x)] =
s⊙F(s)−h f(0), where f is (i)- differentiable.
Proof. According to Eq. (3.13), we have
L[f′(x;r)] =(e−sx
∞
∑
n=1
−f′(n−1)(x;r)
sn )∞
0
= (e−sx
∞
∑
n=1
−f(n)(x;r)
sn )∞
0
= (e−sx(f(x;r)+s[
−f(x;r)
s
−
f′(x;r)
s2 −
f′′(x;r)
s3 −···]))∞
0
= e−sx f(x;r)|∞
0 +(se−sx
∞
∑
n=1
−f(n−1)(x;r)
sn )∞
0
= −f(0;r)+sF(s;r);
also, similarly
L[f′(x;r)] = −f(0;r)+sF(s;r);
therefore
L[f′(x)] = s⊙F(s)−h f(0):
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Example 3.1. Suppose f(x) = (r;2−r). By choosing u0(x) = 0, we have:
F(s) =([e−sx
∞
∑
n=1
−f(n−1)(x;r)
sn ]∞
0 ;e−sx
∞
∑
n=1
−f
(n−1)(x;r)
sn ]∞
0 )
= ([e−sx(−
r
s
−
0
s2 −···)]∞
0 ;e−sx(−
2−r
s
−
0
s2 −···)]∞
0 )
= (
r
s
;
2−r
s
):
Example 3.2. Suppose f(x) = (r2+r;4−r−r3)x3. By choosing u0(x) = 0, we have:
F(s;r) =(e−sx
∞
∑
n=1
−f(n−1)(x;r)
sn )∞
0
= [e−sx(−
(r2+r)
s
x3−
3(r2+r)
s2 x2−
6(r2+r)
s3 x−
6(r2+r)
s4 −0)]∞
0
=
6(r2+r)
s4 ;
and
F(s;r) =(e−sx
∞
∑
n=1
−f
(n−1)(x;r)
sn )∞
0
= [e−sx(−
4−r−r3
s
x3−
3(4−r−r3)
s2 x2−
6(4−r−r3)
s3 x−
6(4−r−r3)
s4 −0)]∞
0
=
6(4−r−r3)
s4 ;
therefore
F(s) = (r2+r;4−r−r3)
6
s4:
Example 3.3. Suppose f(x) = (3r−1;3−r)sin(ax) and a > 0. By choosing u0(x) = 0, we have:
F(s;r) =(e−sx
∞
∑
n=1
−f(n−1)(x;r)
sn )∞
0
= [e−sx(−
(3r−1)
s
sin(ax)−
a(3r−1)
s2 cos(ax)+
a2(3r−1)
s3 sin(ax)−
a3(3r−1)
s4 cos(ax)+−···)]∞
0
= [
a(3r−1)
s2 −
a3(3r−1)
s4 +
a5(3r−1)
s6 −+···]
=
a(3r−1)
s2+a2 ;
and
F(s;r) =(e−sx
∞
∑
n=1
−f
(n−1)(x;r)
sn )∞
0
= [e−sx(−
3−r
s
sin(ax)−
a(3−r)
s2 cos(ax)+
a2(3−r)
s3 sin(ax)−
a3(3−r)
s4 cos(ax)+−···)]∞
0
= [
a(3−r)
s2 −
a3(3−r)
s4 +
a5(3−r)
s6 −+···]
=
a(3−r)
s2+a2 ;
International Scientiﬁc Publications and Consulting ServicesJournal of Interpolation and Approximation in Scientiﬁc Computing
http://www.ispacs.com/journals/jiasc/2014/jiasc-00059/ Page 9 of 13
therefore
F(s) = (3r−1;3−r)
a
s2+a2:
Example 3.4. Suppose f(x) = (2r−5;−3r)eax and s > a. By choosing u0(x) = 0, we have:
F(s;r) =(e−sx
∞
∑
n=1
−f(n−1)(x;r)
sn )∞
0
= [e−sx(−
(2r−5)
s
eax−
a(2r−5)
s2 eax−
a2(2r−5)
s3 eax−···)]∞
0
= [
(2r−5)
s
+
a(2r−5)
s2 +
a2(2r−5)
s3 +
a3(2r−5)
s4 +···]
=
(2r−5)
s−a
;
and
F(s;r) =(e−sx
∞
∑
n=1
−f
(n−1)(x;r)
sn )∞
0
= [e−sx(−
−3r
s
eax−
a(−3r)
s2 eax−
a2(−3r)
s3 eax−···)]∞
0
= [
(−3r)
s
+
a(−3r)
s2 +
a2(−3r)
s3 +
a4(−3r)
s5 +···]
=
(−3r)
s−a
;
therefore
F(s) = (2r−5;−3r)
1
s−a
:
Example 3.5. Suppose f(x) = (2r+1;4−r)esin(x). By choosing u0(x) = 0, we have:
F(s;r) =(e−sx
∞
∑
n=1
−f(n−1)(x;r)
sn )∞
0
= [e−sx(−
(2r+1)
s
esin(x)−
(2r+1)
s2 cos(x)esin(x)−
(2r+1)
s3 (−sin(x)+cos2(x))esin(x)−···)]∞
0
= [
(2r+1)
s
+
(2r+1)
s2 +
(2r+1)
s3 +···]
= (2r+1)[
1
s
+
1
s2 +
1
s3 +···];
and
F(s;r) =(e−sx
∞
∑
n=1
−f(n−1)(x;r)
sn )∞
0
= [e−sx(−
(4−r)
s
esin(x)−
(4−r)
s2 cos(x)esin(x)−
(4−r)
s3 (−sin(x)+cos2(x))esin(x)−···)]∞
0
= [
(4−r)
s
+
(4−r)
s2 +
(4−r)
s3 +···]
= (4−r)[
1
s
+
1
s2 +
1
s3 +···];
therefore
F(s) = (2r+1;4−r)[
1
s
+
1
s2 +
1
s3 +···]:
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Also, we have
F5(s) = (2r+1;4−r)[
1
s
+
1
s2 +
1
s3 −
3
s5];
F10(s) = (2r+1;4−r)[
1
s
+
1
s2 +
1
s3 −
3
s5 −
8
s6 −
3
s7 +
56
s8 +
217
s9 +
64
s10]:
In tables 1, 2 and 3, we calculate the exact values of F(s), which computed numerically by MAPLE 13 package, with
values F5(s) and F10(s) in some points. Results show that the method is very effective for large s.
Table 1: Numerical results of Example 3.5 for exact value of F(s)
r s = 10 s = 100 s = 1000 s = 10000
0.0 (0.110962,0.443848) (0.0101010,0.0404040) (0.0010010,0.0040040) (0.00010001,0.00040004)
0.1 (0.1331544,0.4327518) (0.0121212,0.0393939) (0.0012012,0.0039039) (0.000120012,0.000390039)
0.2 (0.1553468,0.4216556) (0.0141414,0.0.383838) (0.0014014,0.0038038) (0.000140014,0.000380038)
0.3 (0.1775392,0.4105594) (0.0161616,0.0373737) (0.0016016,0.0037037) (0.000160016,0.000370037)
0.4 (0.1997316,0.3994632) (0.0181818,0.0363636) (0.0018018,0.0036036) (0.000180018,0.000360036)
0.5 (0.221924,0.388367) (0.0202020,0.0353535) (0.0020020,0.0035035) (0.00020002,0.000350035)
0.6 (0.2441164,0.3772708) (0.0222222,0.0343434) (0.0022022,0.0034034) (0.000220022,0.000340034)
0.7 (0.2663088,0.3661746) (0.0242424,0.0.333333) (0.0024024,0.0033033) (0.000240024,0.000330033)
0.8 (0.2885012,0.3550784) (0.0262626,0.0323232) (0.0026026,0.0032032) (0.000260026,0.000320032)
0.9 (0.3106936,0.3439822) (0.0282828,0.0313131) (0.0028028,0.0031031) (0.000280028,0.000310031)
1.0 (0.332886,0.332886) (0.0303030,0.0303030) (0.0030030,0.0030030) (0.00030003,0.00030003)
Table 2: Numerical results of Example 3.5 for F5(s)
r s = 10 s = 100 s = 1000 s = 10000
0.0 (0.1109700,0.44388) (0.0101010,0.0404040) (0.0010010,0.0040040) (0.00010001,0.00040004)
0.1 (0.133164,0.432783) (0.0121212,0.0393939) (0.0012012,0.0039039) (0.000120012,0.000390039)
0.2 (0.155358,0.421686) (0.0141414,0.0.383838) (0.0014014,0.0038038) (0.000140014,0.000380038)
0.3 (0.177552,0.410589) (0.0161616,0.0373737) (0.0016016,0.0037037) (0.000160016,0.000370037)
0.4 (0.199746,0.399492) (0.0181818,0.0363636) (0.0018018,0.0036036) (0.000180018,0.000360036)
0.5 (0.22194,0.388395) (0.0202020,0.0353535) (0.0020020,0.0035035) (0.00020002,0.000350035)
0.6 (0.244134,0.377298) (0.0222222,0.0343434) (0.0022022,0.0034034) (0.000220022,0.000340034)
0.7 (0.266328,0.366201) (0.0242424,0.0.333333) (0.0024024,0.0033033) (0.000240024,0.000330033)
0.8 (0.288522,0.355104) (0.0262626,0.0323232) (0.0026026,0.0032032) (0.000260026,0.000320032)
0.9 (0.310716,0.344007) (0.0282828,0.0313131) (0.0028028,0.0031031) (0.000280028,0.000310031)
1.0 (0.33291,0.33291) (0.0303030,0.0303030) (0.0030030,0.0030030) (0.00030003,0.00030003)
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Table 3: Numerical results of Example 3.5 for F10(s)
r s = 10 s = 100 s = 1000 s = 10000
0.0 (0.1109625,0.44385) (0.0101010,0.0404040) (0.0010010,0.0040040) (0.00010001,0.00040004)
0.1 (0.133155,0.43275375) (0.0121212,0.0393939) (0.0012012,0.0039039) (0.000120012,0.000390039)
0.2 (0.1553475,0.4216575) (0.0141414,0.0.383838) (0.0014014,0.0038038) (0.000140014,0.000380038)
0.3 (0.17754,0.41056125) (0.0161616,0.0373737) (0.0016016,0.0037037) (0.000160016,0.000370037)
0.4 (0.1997325,0.399465) (0.0181818,0.0363636) (0.0018018,0.0036036) (0.000180018,0.000360036)
0.5 (0.221925,0.38836875) (0.0202020,0.0353535) (0.0020020,0.0035035) (0.00020002,0.000350035)
0.6 (0.2441175,0.3772725) (0.0222222,0.0343434) (0.0022022,0.0034034) (0.000220022,0.000340034)
0.7 (0.26631,0.36617625) (0.0242424,0.0.333333) (0.0024024,0.0033033) (0.000240024,0.000330033)
0.8 (0.2885025,0.35508) (0.0262626,0.0323232) (0.0026026,0.0032032) (0.000260026,0.000320032)
0.9 (0.310695,0.34398375) (0.0282828,0.0313131) (0.0028028,0.0031031) (0.000280028,0.000310031)
1.0 (0.3328875,0.3328875) (0.0303030,0.0303030) (0.0030030,0.0030030) (0.00030003,0.00030003)
4 Conclusion
The homotopy perturbation method is an elegant method which is easy to use. In this paper, we have veriﬁed
its efﬁciency in computing the fuzzy Laplace transform, which is the most important integral transform. The classic
calculation of fuzzy Laplace transform involves a computation of an inﬁnite range deﬁnite integral. Instead, the
proposed method based on HPM uses differentiations, so it can be used as an alternative. We have also veriﬁed the
basic properties of the fuzzy Laplace transform in this new frame work. Using these properties and the presented
examples, it would be easy to calculate the fuzzy Laplace transform of a large number of fuzzy functions.
Acknowledgments
The authors are grateful to the reviewers for careful reading and helpful suggestions.
References
[1] S. Abbasbandy, Application of He’s homotopy perturbation method for Laplace transform, Chaos, Solitons and
Fractals, 30 (2006) 1206-1212.
http://dx.doi.org/10.1016/j.chaos.2005.08.178
[2] T. Allahviranloo, M. Barkhordari Ahmadi, Fuzzy Laplace transforms, Soft Comput, 14 (2010) 235-243.
http://dx.doi.org/10.1007/s00500-008-0397-6
[3] E. Babolian, J. Saeidian, M. paripour, Computing the Fourier Transform via Homotopy Perturbation Method, Z.
Naturforsch, 64a (2009) 671-675.
[4] B. Bede, S. G. Gal, Generalizations of the differentiability of fuzzy-number-valued functions with applications
to fuzzy differential equations, Fuzzy Set Syst, 151 (2005) 581-599.
http://dx.doi.org/10.1016/j.fss.2004.08.001
[5] B. Bede, I. J. Rudas, A. L. Bencsik, First order linear fuzzy differential equations under generalized differentia-
bility, Inform. Sci, 177 (2006) 1648-1662.
http://dx.doi.org/10.1016/j.ins.2006.08.021
International Scientiﬁc Publications and Consulting ServicesJournal of Interpolation and Approximation in Scientiﬁc Computing
http://www.ispacs.com/journals/jiasc/2014/jiasc-00059/ Page 12 of 13
[6] Y. Chalco-Cano, H. Roman-Flores, On new solutions of fuzzy differential equations, Chaos, Solitons Fractals,
38 (2006) 112-119.
http://dx.doi.org/10.1016/j.chaos.2006.10.043
[7] C. Chun, Integration using He’s homotopy perturbation method analysis method, Chaos, Solitons and Fractals,
34 (2007) 1130-1134.
http://dx.doi.org/10.1016/j.chaos.2006.04.019
[8] M. Friedman, M. Ming, A. Kandel, Numerical solution of fuzzy differential and integral equations, Fuzzy Set
Syst, 106 (1999) 35-48.
http://dx.doi.org/10.1016/S0165-0114(98)00355-8
[9] J. H. He, Homotopy perturbation technique, Comput. Methods Appl. Mech. Engrg, 178 (1999) 257-262.
http://dx.doi.org/10.1016/S0045-7825(99)00018-3
[10] J. H. He, A coupling method of a homotopy technique for nonlinear problems, Int. J. Non-linearmech, 35(1)
(2000) 37-43.
http://dx.doi.org/10.1016/S0020-7462(98)00085-7
[11] J. H. He, Homotopy perturbation method: a new non-linear analytical technique, Appl. Math. Comput, 135 (1)
(2003) 73-79.
http://dx.doi.org/10.1016/S0096-3003(01)00312-5
[12] O. Kaleva, Fuzzy differential equations, Fuzzy Sets Syst, 24 (1987) 301-317.
http://dx.doi.org/10.1016/0165-0114(87)90029-7
[13] M. Paripour, N. Najaﬁ, Fuzzy integration using homotopy perturbation method, Journal of Fuzzy Set Valued
Analysis, 2013 (2013) 1-6.
http://dx.doi.org/10.5899/2013/jfsva-00172
[14] M. Paripour, J. Saeidian, A. Sadeghi, A new approach to solve fuzzy system of linear equations by Homotopy
perturbation method, Journal of Linear and Topological Algebra, 2 (2) (2013) 105-115.
[15] M. Paripour, F. Mirzaee, M. Komak Yari, Solving linear and nonlinear Abel fuzzy integral equations by fuzzy
Laplace transforms, Mathematical Inverse Problems, 1 (2) (2014) 58-70.
[16] I. Perﬁlieva, Fuzzy transforms: theory and applications, Fuzzy Sets Syst, 157 (2006) 993-1023.
http://dx.doi.org/10.1016/j.fss.2005.11.012
[17] M. L. Puri , D. Ralescu, Differential for fuzzy function, J. Math. Anal. Appl, 91 (1983) 552-558.
http://dx.doi.org/10.1016/0022-247X(83)90169-5
[18] M. L. Puri , D. Ralescu, Fuzzy random variables, J. Math. Anal. Appl, 114 (1986) 409-422.
http://dx.doi.org/10.1016/0022-247X(86)90093-4
[19] S. Salahshour, T. Allahviranloo, S. Abbasbandy, Solving fuzzy fractional differential equations by fuzzy Laplace
transforms, Commun Nonlinear Sci. Numer. Simulat, 17 (2012) 1372-1381.
http://dx.doi.org/10.1016/j.cnsns.2011.07.005
[20] S. Salahshour, E. Haghi, Solving fuzzy heat equation by fuzzy Laplace transforms, Commun Comput. Inform.
Sci, 81 (2010) 512-521.
http://dx.doi.org/10.1007/978-3-642-14058-7 53
[21] S. Song, C. Wu, Existence and uniqueness of solutions to Cauchy problem of fuzzy differential equations, Fuzzy
Set Syst, 110 (2000) 55-67.
http://dx.doi.org/10.1016/S0165-0114(97)00399-0
International Scientiﬁc Publications and Consulting ServicesJournal of Interpolation and Approximation in Scientiﬁc Computing
http://www.ispacs.com/journals/jiasc/2014/jiasc-00059/ Page 13 of 13
[22] C. Wu, M. Ma, On the integrals, series and integral equations of fuzzy set-valued functions, J. Harbin Inst. Tech,
21 (1990) 11-19.
[23] H. C. Wu, The fuzzy Riemann integral and its numerical integration, Fuzzy Set Syst, 110 (2000) 1-25.
http://dx.doi.org/10.1016/S0165-0114(97)00353-9
[24] H. J. Zimmerman, Fuzzy Set Theory and its Applications, Kluwer Academic, NewYork, (1996).
International Scientiﬁc Publications and Consulting Services