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Abstract: BACKGROUND The authors evaluated the local accuracy of intraoral scanning (IOS) sys-
tems for single-tooth preparation impressions with an in vitro setup. METHODS The authors digitized
a mandibular complete-arch model with 2 full-contour crowns and 2 multisurface inlay preparations with
a highly accurate reference scanner. Teeth were made from zirconia-reinforced glass ceramic material
to simulate toothlike optical behavior. Impressions were obtained either conventionally (PRESIDENT,
Coltène) or digitally using the IOS systems TRIOS 3 and TRIOS 3 using insane scan speed mode
(3Shape), Medit i500, Version 1.2.1 (Medit), iTero Element 2, Version 1.7 (Align Technology), CS 3600,
Version 3.1.0 (Carestream Dental), CEREC Omnicam, Version 4.6.1, CEREC Omnicam, Version 5.0.0,
and Primescan (Dentsply Sirona). Impressions were repeated 10 times per test group. Conventional
(CO) impressions were poured with type IV gypsum and digitized with a laboratory scanner. The au-
thors evaluated trueness and precision for preparation margin (MA) and preparation surface (SU) using
3-dimensional superimposition and 3-dimensional difference analysis method using (95% - 5%) / 2 per-
centile values. Statistical analysis was performed using Kruskal-Wallis test. Results were presented as
median (interquartile range) values in micrometers. RESULTS The authors found statistically significant
differences for MA and SU among different test groups for both trueness and precision (P < .05). Me-
dian (interquartile range) trueness values ranged from 11.8 (2.0) ฀m (CO) up to 40.5 (10.9) ฀m (CEREC
Omnicam, Version 5.0.0) for SU parameter and from 17.7 (2.6) ฀m (CO) up to 55.9 (15.5) ฀m (CEREC Om-
nicam, Version 5.0.0) for MA parameter. CONCLUSIONS IOS systems differ in terms of local accuracy.
Preparation MA had higher deviations compared with preparation SU for all test groups. PRACTICAL
IMPLICATIONS Trueness and precision values for both MA and SU of single-unit preparations are equal
or close to CO impression for several IOS systems.
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Background: Aim of this study was to evaluate the local accuracy of intraoral 
scanning systems (IOSs) for single tooth preparation impressions with an in vitro setup. 
Methods: Lower jaw complete-arch model with two full contour crowns and two 
multi-surface inlay preparations was digitized with a highly accurate reference scanner. Teeth 
were made from zirconia reinforced glass ceramic material in order to simulate tooth-like 
optical behavior. Impressions were performed either conventionally (CO: President) or 
digitally using IOSs (TRn: Trios3; TRi: Trios3 insane; MD: Medit i500; iT: iTero Element2; 
CS: CS3600; OC4: CEREC Omnicam v.4.6.1; OC5: CEREC Omnicam v.5.0.0; PS: 
Primescan) with each n=10. Conventional impressions were poured with type IV gypsum and 
digitized with a lab scanner. Trueness and precision for preparation margin (MA) and 
preparation surface (SU) was evaluated using 3D superimposition and 3D difference analysis 
method using (95-5)/2 percentile values. Statistical analysis was performed with Kruskal-
Wallis test. Results are given as median[IQR] values in µm. 
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Results: Statistically significant differences were found for MA and SU among 
different test groups for both trueness and precision (p<0.05). Trueness values ranged from 
11.8[2.0] µm (CO) up to 40.5[10.9] µm (OC5) for parameter SU and from 17.7[2.6] µm (CO) 
up to 55.9[15.5] µm (OC5) for parameter MA. 
Conclusions: IOSs differ in terms of local accuracy. Preparation margin (MA) shows 
higher deviations compared to preparation surface (SU) for all test groups.  
Practical implications: Trueness and Precision values both for MA and SU of single 




CAD/CAM (Computer-aided-design/computer-aided-manufacturing) technology has 
gained a significant use in today´s restorative dentistry.1 Digitalization of tooth geometries 
with optical devices such as intraoral scanning systems (IOSs) represents the first step within 
the digital dental workflow. Availability of IOSs has significantly increased in recent years 
and improvements both in software and hardware components have been realized.2 Digital 
impressions with IOSs have been demonstrated to be a clinically acceptable alternative to 
conventional impression methods for the fabrication of single tooth restorations and short 
fixed dental prosthesis (FDPs) with limitations still being present for implant supported 
restorations and edentulous jaws.3-6 Among the advantages described for IOSs are time 
efficiency, increased patient comfort and data fusions options within the CAD/CAM 
workflow.7-9 
Accuracy of impression methods is crucial for the internal and external fit of the final 
restoration. Accuracy can be described in terms of trueness and precision and has been 
measured for IOSs for single abutments, multi-abutment models, complete-arch and 
edentulous jaw models.10-15 In literature, different approaches have been described to measure 
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the accuracy of IOSs. Accuracy can be evaluated using indirect 2D/3D approaches by 
evaluating the fit of restorations.16,17 Studies regarding the marginal fit of crown restorations 
have been conducted and misfits of 63.6 µm for restorations derived from IOSs and 58.9 µm 
for restorations derived from conventional impression workflows have been described in a 
recent review.18 Internal marginal discrepancies of below 120 µm have been described to be 
clinically sufficient for the fit of single tooth restorations.19 Factors such as the preparation 
geometry, the CAD design, the CAM milling process and the seating of the restoration have 
to be considered when evaluating the final fit of the restoration.18,20,21 
Direct accuracy measurement approaches through linear measurements and 3D 
difference analysis after best-fit alignment are most commonly used for accuracy evaluation 
of impression methods.13,14,22,23 Local accuracy measurements for impression methods can be 
performed with respect to clinically relevant focus areas such as the preparation margin and 
the internal fit. Poor marginal fit may favor biofilm accumulation and can cause 
complications such as secondary caries and periodontal disease.24 Poor internal adaptation can 
result in loss of axial retention, missing rotational stability, reduced fracture toughness and 
positioning inaccuracies leading to interproximal and occlusal interferences.25 
Digitalization of tooth preparation surface areas with IOSs has been shown to result in 
alterations of specific geometries such as sharp edges.26 Difficulties for detection of 
preparation margins has been reported for IOSs if the margin is located at a close distance 
from the interproximal neighboring tooth.27 Confounding factors affecting the margin quality 
of different IOSs such as neighboring teeth, location of the preparation margin and location of 
the tooth abutment have been recently demonstrated.28,29 
 The aim of this study was to evaluate the local accuracy of intraoral scanning devices 
for different tooth preparations with an in vitro setup. The null hypothesis of this study was 
that there are no statistically significant differences between different impression methods for 





Custom-made lower jaw complete-arch model with teeth made from zirconia 
reinforced glass ceramic material (Celtra Duo; Dentsply Sirona) was used as a reference 
model. All teeth were bonded in a fixed position, which ensures that no movement was 
possible. Glass ceramic material was used to approximate the refractive index of natural 
teeth.11,30,31,33 Reference model comprised different types of single tooth preparations. Tooth 
41 and 46 were prepared for full contour crowns, tooth 44 for a mesio-occlusal-distal inlay 
and tooth 36 for a mesio-occlusal inlay. Preparations were performed manually on the 
reference model in respect to actual preparation parameters for full ceramic restorations.32 
Preparations were done using rotating diamond coated instruments with coarse and fine 
diamonds under the dental microscope. The absence of undercuts, line angle visibility and 
wall divergence was verified. Figure 1 illustrates the reference model with the respective 
tooth preparations. 
Reference model was digitized with a high accurate reference scanner ATOS III Triple 
Scan MV60; GOM).33 The reference scanner has been shown to be accurate up to 3 µm and to 
have a repeatability of 2 µm for scans with the dimensions of full-arches.34 Impressions were 
taken from the reference model using one conventional impression technique with 
polyvinylsiloxane material President (CO) and eight different IOSs. IOSs comprised different 
hardware and software combinations: Trios3 Pod v.1.18.2.6 using normal scan speed mode 
(3Shape; [TRn]), Trios3 Pod v.1.18.2.6 using insane scan speed mode (3Shape; [TRi]), 
CS3600 v.3.1.0 (Carestream Dental; [CS]), Medit i500 v.1.2.1 (Medit; [MD]), iTero 
Element2 v.1.7 (Align Technology; [iT]) CEREC Omnicam v.4.6.1 (Dentsply Sirona; [OC4]), 
CEREC Omnicam v.5.0.0 (Dentsply Sirona; [OC5]) and Primescan v.5.0.0 (Dentsply Sirona; 
[PS]). Impressions were repeated ten times (n=10) per test group. Manufacturers´ 
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recommended scanning strategies were used for all IOSs with specific high-resolution tooth 
preparation scanning modes used for TRn, CS, iT and MD. All scan data were exported as 
binary STL-files (standard tessellation language files) for further processing. 
Stock metal trays (ASA Permalock; ASA Dental) prepared with VPS universal 
adhesive (Coltène AG) and polyvinylsiloxane material (President 360 heavy and President 
light body, Coltène AG) were used for taking conventional impressions of the reference 
model using a one-step two-viscosity technique. Impressions were repeated ten times (n=10). 
Impression material setting time was ten minutes and storage time prior to pouring with type 
IV gypsum (Fujirock EP; GC Corporation,) was eight hours. Storage time for poured model 
casts was 24 hours. Model casts obtained via conventional impression were subsequently 
digitized with an extraoral lab scanner (inEos X5; Dentsply Sirona). All scan data was again 
exported as binary STL-files. Table 1 shows a summary of the impression methods for all test 
groups. 
In this study, parameters preparation margin (MA) and preparation surface (SU) were 
evaluated. Data sets were manually cropped for each tooth individually. Preparation margin 
(MA) was manually determined on the digitized reference model in a 3D CAD software 
(GOM Inspect 2018 rev 114010; GOM) for each preparation as a spline curve. Preparation 
surface (SU) was selected as the entire tooth surface within the determined preparation 
margin line. Figure 2 exemplarily shows determination of MA and SU for mesio-occlusal 
inlay preparation of tooth 36. 
Before superimposition, the respective preparation surfaces (SU) were selected in all 
data sets as relevant matching regions. All impression data were then superimposed with the 
reference data set with a 3D best-fit alignment method and 3D-differences were calculated for 
each superimposition (GOM Inspect 2018 rev 114010). At the end, 10 difference maps per 
impression group were available for the calculation of trueness (N=10). Precision was 
determined in the same way with 3D best-fit alignment and 3D-diffence calculation by 
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superimposing each data set with each other in the respective impression group (N=45). 3D 
differences were determined by a pointwise signed distance measurement between the 
respective surfaces (GOM Inspect 2018 rev 114010). For each 3D difference map, the 
distance values were sorted in a histogram, the 5% and 95% percentile value were determined 
and the (95-5)/2 value was calculated as a measure for the deviation values.10,15. Preparation 
margin (MA) was calculated as the surface distance measurement under the spline curve, 
determined as preparation margin at the reference model (GOM Inspect 2018 rev 114010). 
Normal distribution and equality of variances were tested with Shapiro Wilk and Levene´s 
test and statistical analysis was performed with Kruskal-Wallis test with adapted significance 




The of MA and SU were first evaluated separately for inlay and crown preparations. 
This evaluation did not reveal differences between the different preparation types within the 
respective test groups. Data for parameter MA and SU was subsequently pooled for all 4 
preparations in terms of trueness and precision values for statistical analysis. Results for 
trueness and precision values of preparation margin (MA) and preparation surface (SU) 
indicated as median[IQR] (interquartile range) and mean±SD are shown in Table 2 and 
Figure 3. Statistically significant differences were found for both parameters MA and SU 
among different test groups for trueness and precision (p<0.05). For parameter SU, precision 
values ranged from 8.3[2.4] µm (PS) up to 23.9[8.8] µm (OC5) and trueness values ranged 
from 11.8[2.0] µm (CO) up to 40.5[10.9] µm (OC5). For parameter MA, precision values 
ranged from 14.3[9.0] µm (CO) up to 48.8[24.4] µm (OC5) and trueness values ranged from 
17.7[2.6] µm (CO) up to 55.9[15.5] µm (OC5). Conventional impression method (CO) 
showed higher trueness with 11.8[2.0] µm (parameter SU) and 17.7[2.6] µm (parameter MA) 
 7 
than all tested IOSs for single tooth preparation impressions. Statistically significant 
differences were found to all IOSs except PS. IOSs showed great variability in terms of 
trueness and precision for preparation margin (MA) and preparation surface (SU). Within the 
IOSs, group PS showed higher trueness with 19.4[5.0] µm for parameter SU with values 
being statistically significant different to all IOSs except TRn and Tri. Group PS showed also 
higher trueness with 21.4[2.7] µm for parameter MA with statistically significant differences 
to all IOSs. For precision values, best values with 8.3[2.4] µm for parameter SU were found 
for group PS with statistically significant differences to all IOSs. For parameter MA precision 




In this study, local accuracy of conventional and digital impression methods for 
different single tooth preparation geometries was evaluated in vitro using a custom-made 
reference model. There were eight different IOS setups comprising different hardware and 
software combinations and one conventional impression method using polyvinylsiloxane 
material as a control group. Evaluation of accuracy was performed using superimposition 
method with best-fit alignment of digitized models and difference analysis with a 3D 
difference analysis software using (95-5)/2 percentile values. Results varied statistically 
significantly among different test groups (p<0.05). Based on the findings of this study, the 
null hypothesis that there are no statistically significant differences between different 
impression methods for local accuracy of tooth preparations has to be rejected. Results of this 
study need to be discussed under various aspects. 
In this study, local accuracy of impression methods for single tooth crown and inlay 
preparations was evaluated using an in vitro test setup model with specific model 
characteristics. Teeth were fabricated from zirconia reinforced lithium silicate ceramic 
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material Celtra Duo (Dentsply Sirona) to imitate tooth like translucency and reflectivity.30,31,35 
Gingiva material was fabricated from conventional PMMA material with preparation margins 
being located supragingival for all preparations. Scanning accuracy of IOSs might be 
influenced by model characteristics and subsurface scattering and light travelling through 
different media.11 The idea of creating the present custom-made model was to scan from a 
surface with a refraction index close to the natural dentition. However, this does not display 
the real optical properties of teeth and the results of the study additionally lack adverse 
clinical factors for IOSs such as subgingival preparation margins, presence of gingival 
crevicular fluid, humidity through breathing, saliva, patient movement and a limited access as 
a result of anatomical structures. Further in vivo studies might be thus necessary to support 
findings of this study also for more challenging clinical application of IOSs. However, results 
of this in vitro study give a first assessment of the different quality of the digitalization 
process for different IOSs in terms of objects with specific geometries such as preparation 
margins and translucent optical characteristics. Beyond this aspect, parameter trueness is only 
quantifiable using in vitro test setups. 
Internal fit of restorations plays a predominant role in the long-term success of indirect 
restorations.24,25 High precise digitalization of tooth abutments is thus an important step 
within the digital restorative CAD/CAM workflow. All median values for parameters MA and 
SU for all IOSs evaluated in this study were in range or better than the clinically 
recommended threshold of 120 µm for the fit of indirect restorations.19 In this study, trueness 
values for parameter SU ranged from 11.8[2.0] µm for group (CO) to 40.5[10.9] µm for 
group (OC5). Specific IOSs show an equal accuracy level of highly accurate impression 
materials for parameter SU. When comparing values found for parameters SU and MA it is 
important to emphasize that results for SU are less influenced by possible inaccuracies of the 
impression method since specific localized deviations represent only a small part of the entire 
surface data set. 
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Both trueness and precision values for parameter MA showed higher deviations 
compared to parameter SU for all groups. Trueness values for parameter MA ranged from 
14.3[9.0] µm for group (CO) to 48.8[24.4] µm for group (OC5). Group (PS) shows no 
statistically significant differences to group (CO) for parameter MA in terms of trueness and 
parameter SU in terms of precision. When evaluating local accuracy of tooth abutments, 
parameter preparation margin (MA) might be a crucial clinical parameter. Positive deviations 
for the preparation margin line might result in restorations being too short on the preparation. 
Negative deviations for the preparation margin line might result in restorations with 
premature contacts and as a result of restorations being stuck to the abutment. Results of this 
study support findings of previous studies that report from difficulties for IOSs in the exact 
reproduction of preparation margin.26-29 Nedelcu et al. qualitatively reported from rounding of 
sharp preparation angles for specific IOSs.26 Ferrari et al. demonstrated the appearance of 
bridging effects for IOSs if distances to neighboring teeth are too close.27 
In this study, local accuracy for tooth preparations was measured using parameters 
trueness and precision. Trueness is obtained by comparing the reference master model cast 
with the digitized model casts. Precision is obtained by intragroup comparison of digitized 
model casts. Precision values for parameters SU and MA were lower than the respective 
trueness values for all test groups. Whereas results for trueness show the deviation from the 
reference geometry, results for precision values for parameters SU and MA show the different 
variability of IOSs in digitizing tooth abutment geometries. Variability in local accuracy for 
IOSs might be caused by varying acquisition techniques and software algorithms that are used 
by the different IOSs. When comparing trueness and precision values for the different test 
groups, no systematic failures were evident. 
In this study, values were pooled for different tooth preparation types (tooth 46,44,41 
and 36) to evaluate trueness and precision values for the different impression methods. 
Studies have shown that the accuracy of IOSs might be influenced by the abutment tooth 
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geometry and its location.28,36 Marginal fit of CAD/CAM restorations has been shown to be 
influenced also by the type of tooth preparation.37 Aim of this study was to give an evaluation 
for the local accuracy of impression methods for typical inlay and full crown preparations 
used within the CAD/CAM workflow for single unit restorations. Tooth preparation 
indications were thus selected with different locations and different preparation dimensions. 
Data analysis within this study setup revealed no differences for these different preparation 
types. 
Results of the present study can be compared with results previously published for the 
local accuracy of impression methods for single tooth preparations. Carbajal Mejia et al. 
report trueness values of 19.1±2.0 µm and precision values of 11.9±2.3 µm using IOS Trios.36 
Lee et al. report trueness value of 13.8±1.4 µm and precision values of 12.5±3.7 µm for IOS 
CEREC Omnicam.38 Different values reported in different studies can be explained by 
different study design and different 3D difference evaluation methods (RMS vs. percentiles). 
Several studies regarding the fit of crown restorations have been conducted and 
marginal misfits of 63.6 µm for restorations derived from IOSs and 58.9 µm for restorations 
derived from conventional impression workflows have been described in a recent review.18 It 
is important to emphasize that values for restoration fit are not identical with accuracy values 
for local tooth preparation impression methods since they exclude summarizing errors 
deriving from the previous steps of the CAD/CAM workflow. When evaluating the final fit of 
restorations, all contributing factors such as the CAD design, the CAM milling process and 
the seating of the restoration have to be considered.18 The present results on the local accuracy 
of different impression methods do not provide any information about its influence on the fit 





IOSs show different behaviors in terms of local accuracy. Preparation margin (MA) 
shows higher deviations compared to preparation surface (SU) for all test groups. Trueness 
and Precision values both for MA and SU of single unit preparations are equal or close to 
conventional impression taking for several IOS systems.  
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Figure 1:  Customized complete-arch lower jaw reference model with teeth made from 
zirconia reinforced lithium silicate ceramic material (Celtra Duo, Dentsply 
Sirona); local accuracy of impression methods was analyzed for full contour 
crown preparations on tooth 46 (A) and 41 (C) and mesio-occlusal-distal inlay 
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Figure 2:  Visualization of parameters used for the evaluation of local accuracy of 
conventional and digital impressions methods for single tooth preparations; 
parameter preparation margin (MA) highlighted in red and preparation surface 
(SU) highlighted in blue; example shown for mesio-occlusal inlay preparation 





Figure 3: Boxplot diagrams for trueness and precision values of conventional and digital 
impressions methods for local accuracy of tooth preparations using (95-5)/2 
percentile values; values in µm; parameter preparation surface (SU) and 









Table 1: Test groups including indication of software versions, manufacturers and post-
processing protocols to obtain STL data sets for the evaluation of accuracy of 
impression methods for local accuracy of tooth preparations. 
 
  
Test group System Manufacturer Software Post-processing 
CO President 360 
Heavy Body + 
President Light 
Body 
Coltène AG not applicable Poured with type IV 
gypsum, digitized with 
inEOS X5, direct export 
to STL 
TRn Trios3 normal 
scan mode 
3Shape Trios3 Software v. 
1.18.2.6 
Direct export to STL 
TRi Trios3 insane 
speed scan mode 
3Shape Trios3 Software v. 
1.18.2.6 
Direct export to STL 
CS CS3600 Carestream 
Dental 
CS IO 3D Acquisition 
Software v. 3.1.0 
Direct export to STL 
MD Medit i500 Medit Medit Link v. 1.2.1 Direct export to STL 
iT iTero Element2 Align Technology iTero Element2 
Software v. 1.7 
Direct export to STL 
OC4 CEREC 
Omnicam 
Dentsply Sirona CEREC Software v. 
4.6.1 
Direct export to STL 
OC5 CEREC 
Omnicam 
Dentsply Sirona CEREC Software v. 
5.0.0 
Direct export to STL 
PS Primescan Dentsply Sirona CEREC Software v. 
5.0.0 
Direct export to STL 
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Table 2: Results for trueness and precision values of conventional and digital 
impressions methods for local accuracy of tooth preparations using (95-5)/2 
percentile values; values in µm; parameter preparation surface (SU) and 
preparation margin (MA); values indicated as median[IQR] and mean±SD; 
values in µm; values with the same superscript letter within the same column 
indicate non-statistically significant differences (Kruskal-Wallis test for non-










Precision (Median[IQR]/MEAN±SD, µm, Percentile (95-5)/2) 
 Preparation surface (SU) Preparation margin (MA) 
Group Median[IQR] MEAN±SD  Median[IQR] MEAN±SD  
CO 8.7 [2.2] 9.5±3.9 A 14.3 [9.0] 17.7±8.8 A 
TRn 13.6 [3.8] 14.0±2.4 B 18.9 [8.7] 21.2±6.7 B,C,D 
Tri 15.8 [3.5] 16.0±2.3 C 22.5 [12.4] 24.4±6.9 C,E 
CS 18.3 [6.7] 19.5±6.1 D,F 38.0 [17.7] 38.5±12.0 F 
MD 13.4 [3.4] 13.6±2.5 B 21.0 [7.6] 21.6±6.9 D,E 
iT 17.8 [7.7] 19.6±8.0 C,D,E 47.0 [14.9] 47.6±11.3 G 
OC4 21.1 [6.0] 20.3±4.0 E,F 39.0 [15.7] 38.5±10.6 F 
OC5 23.9 [8.8] 24.7±5.3 G 48.8 [24.4] 50.2±15.4 G 
PS 8.3 [2.4] 8.3±1.5 A 15.5 [8.4] 17.9±7.6 A,B 
 
 
Trueness (Median[IQR]/MEAN±SD, µm, Percentile (95-5)/2) 
 Preparation surface (SU) Preparation margin (MA) 
Group Median[IQR] MEAN±SD  Median[IQR] MEAN±SD  
CO 11.8 [2.0] 12.2±2.3 A 17.7 [2.6] 18.2±3.0 A 
TRn 23.3 [4.2] 22.6±2.7 B,D 31.9 [7.0] 32.0±4.8 B,E,F 
Tri 23.6 [5.4] 23.6±3.0 C,D 30.7 [6.0] 31.5±4.6 B,C,D 
CS 28.9 [9.4] 31.1±7.9 E,F,G 34.9 [8.4] 35.8±6.0 C,F,G,I 
MD 31.4 [5.1] 32.0±3.2 E,H 34.5 [6.2] 34.6±4.3 D,E,G,H 
iT 34.6 [8.6] 36.3±7.8 F,H,I,K 38.1 [11.1] 40.0±6.9 H,I 
OC4 36.7 [10.1] 36.6±6.4 G,I,L 54.3 [9.0] 53.4±6.2 L 
OC5 40.5 [10.9] 41.7±7.0 K,L 55.9 [15.5] 58.0±10.6 L 
PS 19.4 [5.0] 18.7±2.8 A,B,C 21.4 [2.7] 22.4±2.4 A 
