Abstract-With the growth of digital technology over the past decades, the issue of copyright protection has become especially important. Digital watermarking is a suitable way of addressing this issue. The main problem in the area of watermarking, is the balance between image transparency and resistance to attacks after watermarking, where an increase in either one of them will always cause a decrease in the other. Providing statistical and intelligent methods, is the most common way of optimizing resistance and transparency. In this paper, the intelligent method of genetic algorithm (GA) in watermarking will be examined and also the results of using this method will be compared with the results of a statistical SVD-based method. Also, by combining the issues of watermarking and authentication, a relatively higher security in these two issues can be achieved. In this scheme, the security of watermarking increases through the provision of a new method which is based on the combination of image watermarking with a person's handwritten signature. It must be mentioned that the section of signature recognition is implemented using neural networks. The results from implementing these two methods show that in this area, intelligent methods have a better performance compared to statistical methods. This method can also be used for tasks like passport or national identity card authentication.
INTRODUCTION
With the growth of digital technology over the past decades, sending and storing of electronic media have also increased, because copying data without any loss of quality and with a very small cost has become possible. Therefore, use of digital works without compliance with copyrights, document manipulation and use of forged documents, have found new dimensions. Use of traditional encryption systems made it possible that only a person possessing a key would be able to view an encrypted media text. But even in this condition, after data decryption, it will still be possible to use it illegally. Therefore, traditional encryption methods will not be efficient enough to prevent unauthorized use and malicious attacks. In such circumstances, intangible data embedding for prevention of unauthorized use, has a high commercial potential. Digital watermarking has been introduced to overcome this problem [1] . In watermarking methods, there are a series of requirements which need consideration. Of the most important requirements to mention are watermark transparency, resistance, security and capacity. Here, watermarking transparency and resistance are more important than others. Transparency is the invisibility of the information hidden in an image, and resistance is the resistance of a watermark signal against various image processing techniques and intentional or inadvertent attacks. These two characteristics are in contrast with each other, that means, an increase in either one of them will always cause a decrease in the other. One of the factors effective at creating a balance between transparency and resistance, is the adaptive and optimized selection of watermark strength coefficient. Watermark strength coefficient, represents a watermark's injection into the host image. An increase in this coefficient, increases resistance and decreases transparency, and vice versa. The proposed algorithm in this scheme for intelligent watermarking is based on GA and the HVS. This scheme is an adaptive watermarking method in the area of the discrete cosine transform (DCT) for digital images [2] .
II. GENETIC ALGORITHM (GA)
A genetic algorithm (GA) is a method for solving both constrained and unconstrained optimization problems based on a natural selection process that mimics biological evolution. The algorithm repeatedly modifies a population of individual solutions. At each step, the genetic algorithm randomly selects individuals from the current population and uses them as parents to produce the children for the next generation. Over successive generations, the population "evolves" toward an optimal solution. You can apply the genetic algorithm to solve problems that are not well suited for standard optimization algorithms, including problems in which the objective function is discontinuous, no differentiable, stochastic, or highly nonlinear [3] .
Before a GA can be run, a suitable coding (or representation) for the problem must be devised. We also require a fitness function, which assigns a figure of merit to each coded solution. During the run, parents must be selected for reproduction, and recombined to generate offspring. The most common way to show chromosomes in genetic algorithms is binary strings. Decision variables are converted to binary form and then after these variables are joined together, a chromosome is created. This method is the most common coding method, but there are also other rapidly developing methods such as representing with real numbers.
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III. INTELLIGENT IMAGE WATERMARKING IN THE
PROPOSED SCHEME
The proposed algorithm in this scheme for intelligent watermarking is based on GA and HVS. This scheme is an adaptive watermarking method in the area of the discrete cosine transform (DCT) for digital images. In this method, the host image is classified into non-overlapping 8×8 blocks and watermark bits are embedded into the DCT coefficients of these blocks. To increase the security of this method, embedding locations are selected randomly. The selected blocks are classified into six different classes based on characteristics such as texture, brightness and proximity to edges. Also, a support vector machine (SVM) is used for the simulation of human visual system (HVS) for the classification of the blocks. One of the factors effective at creating a balance between transparency and resistance, is the adaptive and optimized selection of the watermark strength coefficient. Watermark strength coefficient represents the watermark injection into the host image. An increase in this coefficient, increases image resistance and decreases its transparency, and vice versa. Adaptive watermarking methods which are based on the HVS, determine the watermark strength coefficient in an adaptive way suited for the HVS [5] . 
A. Watermark embedding algorithm
The proposed watermark embedding method, is a blind watermarking approach in the area of the DCT. Therefore, watermark extraction does not require the original image. If the host image, is image 'I' with the dimensions of M*N and the watermark image, is a binary image with the dimensions of * , to embed the watermark in the host image, first, image 'I' will be classified into non-overlapping 8×8 blocks, and a DCT is taken from each of them. Next, the DCT coefficients of each block, are adjusted in a zigzag form:
F k , includes the DCT coefficients of the k(th) block in host image 'I' which are adjusted in a zigzag form, and kt shows the total number of 8×8 blocks 8 8
is made of a combination of 64 coefficients. This is shown in figure 2-4. In this proposed method, in order to increase the watermarking security, two keys of key1 and key2 have been used to determine the watermark embedding locations. It is assumed that the number of the watermark bits is lower than the 8×8 blocks in the host image * w w t M N k ≤ . Therefore, utmost one bit of watermark is embedded in each block. First, the DCT blocks are selected by the number of the watermark bits via key1, which are called B k .
Next, via key2, in each selected block, one of the DCT coefficients in the intermediate frequency band will be selected for embedding the watermark bit. For the watermark strength coefficients to be minimized to the location of the DCT coefficients, only coefficients 11 to 15 will be used for this. In each DCT block, coefficients 11 to 15 will be used because we want to consider the minimum watermark strength coefficient for embedding so image transparency will be increased after watermarking. These coefficients are of the intermediate frequency band. The selected coefficient in block B k will be calledc k . So, ( ),1 *
, show the watermark embedding location. Now, in order to embed the watermark in the host image, first, we define ( )
is an approximate of Bk(i) and is used as a reference value for watermark embedding and extraction. Ultimately, watermark embedding per bit is as follows: 
signatures are taken from each individual
The neural network is trained by the signature types A signature recognition file is used to examine a person's signature.
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k a is watermark strength coefficient in block B k . After watermark embedding, a DCT reaction is taken from the resulting blocks so image Iw which is the watermark carrying image is obtained [6] .
B. Watermark extraction algorithm
If image 'I ? ' with the dimensions of ' ' * N M , is the image carrying the watermark, in order to extract the watermark, first, 'I ? ' will be classified into non-overlapping 8×8 blocks and DCT is taken from each of them. In the next step, using key1, the blocks carrying the watermark (B k ? ), and then using key2, the coefficients in which the watermark is embedded (c k ? ), will be identified. Finally, watermark bits w ? will be extracted from each of the blocks carrying the watermark, which is shown below:
C. Determining watermark strength coefficient
At this stage, the watermark strength coefficient will be adaptively determined. The adaptive determination of this coefficient, includes three stages:
-Extracting appropriate characteristics from the image blocks based on HVS characteristics.
-Categorizing the blocks into different classes based on the extracted characteristics.
-Determining the watermark strength coefficient for each class [5] .
D. HVS-based characteristics extraction
Watermark embedding into a host image is actually the task of adding a weak noise to a strong signal, and as long as the noise power is below the just noticeable difference 1 (JND), the human eye cannot detect it. Studies have shown that the human eye is as follows:
-It has lower noise sensitivity in higher resolution groups.
-It has lower noise sensitivity in areas of an image with higher or lower brightness.
-It has lower noise sensitivity in areas with high texture, however, it has higher sensitivity to the proximity of edges.
Based on this, in a watermarking system, it is possible to consider different watermark strength coefficients for different areas of an image. For example, in noisy textures, a higher watermark strength coefficient can be used around the edges and in bright or dark areas. In this scheme, different image blocks are classified into six classes based on texture and brightness, and different watermark strength coefficients are determined for each class. The six classes are as follows:
T1: blocks with a smooth texture and high brightness T2: blocks with a smooth texture and average brightness T3: blocks with a smooth texture and low brightness T4: blocks with edges T5: blocks with a relatively noisy texture (coarse texture) T6: blocks with a very noisy texture (fine texture)
In this scheme, four characteristics are used to classify the blocks into the aforementioned classes: brightness level, entropy, variance and contrast. In other words, the four characteristics are extracted from each block, then based on them, the class corresponding to each block is determined. The brightness level of each block is obtained by averaging from its pixel values. When the brightness of a block is low or high, it is possible to use a higher watermark strength coefficient. Second moment or variance has a especial importance in texture description and is a criterion of intensity contrast which can be used to determine the relative smoothness of images.
Entropy is a criterion which shows dispersion in pixels intensity. Thus, in images having a texture, it has higher values. Brightness level, variance and entropy are obtained from the equations below:
In these equations, z i represents brightness and l shows the number of gray levels. P(z i ) represents the probability of brightness intensity z i of an image, and equals the ratio of the number of pixels with brightness z i to total image pixels. Texture criteria which are only calculated using a histogram, like the above criteria, do not carry any information about the relative location of pixels relative to each other. This point is important when describing a texture, and a method for embedding this type of information in a texture analysis process is to consider the relative location of each pixel. For this purpose, in this scheme, a second order elemental differential moment or in other words, a contrast criterion is used. For this purpose, first, a co-occurrence matrix is formed for the image block. A co-occurrence matrix is a matrix whose elements show the number of times when the pixel pairs of z i and z j are placed in a particular position relative to each other. Here, each of the elements of this matrix (g ij ) , shows the number of times when the pixel pairs of z i and z j are placed next to each other in each other's eightfold neighborhood. The contrast criterion for each image block is calculated as follows:
z i and z j represent brightness intensity and P(z i , z j ) is the probability of them being placed next to each other which is calculated as follows:
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n represents the total number of pixel pairs placed next to each other, and in other words, equals the sum of the cooccurrence matrix elements. As is clear from equation (10) , if the difference in the brightness intensity of adjacent pixels is higher, the contrast will be higher. Variance, entropy and contrast are used to determine block texture. When entropy and variance have small values, the image is smooth. If entropy is high, if variance has a large value, it is edge or otherwise texture. In images with a very noisy texture (fine texture), contrast has large values [7] .
E. Classification of blocks via SVM
In order to determine watermark strength coefficients in embedding blocks , the 4 characteristics of brightness level, variance, entropy and contrast are extracted, next, based on them, the blocks are classified into six classes. In this scheme, for block classification, a trained support vector machine (SVM) is used [8] . In previous papers where block classification has been used to make watermarking adaptive [6] , mostly, classic classification methods based on thresholding for extracted characteristics are used. Such classifier will not provide the necessary accuracy, because the HVS is an entirely complicated and nonlinear system. Therefore, here, an SVM is used to find a relationship between the mentioned characteristics and their corresponding classes because of its high capability at simulating the HVS and its high capabilities at learning, nonlinear generalization and approximation. To use SVM in data classification, first, it must be trained. For this purpose, in this scheme, 1000 image blocks with different texture and brightness are used as training samples. At the end, the trained SVM will be used to determine the class of the blocks. 
Class B t t t t t t ∈ (12)
SVM, represents the process of data classification via the SVM. Since the number of the classes is more than 2, the oneagainst-one method is used for data classification ( mean k , var k , ent k , cont k ). The characteristic vector is extracted from block B k which includes brightness level, variance, entropy, and contrast [9] .
F. Determining watermark strength coefficients via a GA
After classifying the blocks into the six mentioned classes, the suitable watermark strength coefficient for each class is determined using a GA. We define vector S as below which shows the watermark strength coefficient in each class. 
The GA starts with a primary population of S vectors. For every S vector in the population, the resulting fit functions of a number of them are selected as the parents. After carrying out crossover and mutation operations on the parents and production of children, a new generation including a new population of S vectors will be formed. This process continues until the population is converted into an optimal vector. At the end, the vector with the greatest fit value in the last generation, will be the ultimate response of the algorithm (S*). In order to define the fit function, the watermarking transparency and watermark's resistance will be calculated for every S vector. Therefore, for every S vector, a watermark embedding operation is carried out. Next, in order to evaluate the watermarking transparency, the similarity level of the watermarked image to the host image will be measured. Now the simplest and most useful criteria for measuring similarity are MSE and PSNR which are calculated from the equations below and the reason for it is the simple calculation and inclusion of an understandable physical meaning.
After evaluating the watermarking transparency level through the calculation of the structural similarity index between the host image and the watermarked image, for evaluating the watermark resistance level, a number of attacks and image processing operations are carried out on the watermarked image. Then the watermark is extracted from the images, and the BCR index for each of them, between the original watermark and the extracted watermark is calculated. The maximum value for BCR is 1, and this value is obtained only if the original watermark and the extracted watermark are the same. The fit function for each S vector is defined as below:
'I' is the host image and ' I is the watermarked image which was obtained via the separation of the watermark in image 'I' through the use of an S vector. P shows the number of attacks applied to image I ? . W is the original watermark and w ? is the watermark extracted from each of the attacked images. In this scheme, two attacks including a median filtering and a JPEG compression with a quality factor of 40 for evaluation of the watermark resistance level in the fit function [14] were used.
IV. SIGNATURE RECOGNITION IN THE PROPOSED SCHEME
The main difference between simple watermarking and handwritten signature-based watermarking is that in simple watermarking, an ordinary logo is placed behind the host image but in handwritten signature-based watermarking, a person's handwritten signature is used as the watermark. In the proposed scheme, signature recognition is done based on static signature characteristics. The purpose in this project, was network training for three people, which, 40 handwritten 50 | P a g e www.ijacsa.thesai.org signatures of every user have been taken and scanned. Next, the waste areas around the signature are removed. For this purpose, after acquiring the image size, the sum of the elements of its rows and columns is calculated and finally, a figure is shown from an area whose sum of row and column is lower than the row and column of the image, because the background of the signatures was white and they are considered as being monochrome and the signatures were black and zero. We place the cut image in that same primary matrix and then alter its size and change it into a 70 × 20 matrix. Now, we change the figure matrix into a column shaped one and change it into a 1400 × 1 matrix. Now using a Perceptron Neural Network with 3 nerves and with a target vector as [100,010,001] which represent the first, second and third person, respectively, these signatures are trained to the network. The interesting point is that the watermark acceptable for the host image in the watermarking in the proposed scheme, must be of a 70 × 20 size. Also, since the person's signature may be written in different colors, before the network training, the signatures are changed from the RGM mode into binary mode, so the watermark image finds a 0 and 1 mode. Therefore, during the network training, the signatures are primarily changed into the considered size and are given gray color and then will be trained to the network.
After the network is trained, one sample of a person's handwritten signature will be changed into the mentioned size and color and is hidden behind the host image as the watermark. After that, this watermark can be extracted before or after the attacks, and the signature's originality can be verified using the trained network, and it will be possible to verify whose signature it is. The flowchart of the process of network training for handwritten signatures is shown in figure  (3) . The interesting point about watermarks is that, given that a watermark is a person's handwritten signature, after it is altered to the size acceptable for watermarks that is 70 × 20, only a part of the signature is selected and used as a watermark. An example of this is shown in figure 6 . 
The SVD-based watermarking scheme is provided by Kumar Gupta et al. (2010) , this method is a combination of watermarking in the area of DWT and SVD. DWT, decomposes an image into four frequency groups: LL, HL, LH and HH. LL represents low frequency, HL and LH represent average frequency and HH represents high frequency. LL shows approximate details, HL shows horizontal details, LH provides vertical details and HH highlights the diagonal details of an image. In this suggestion, the HH group is selected for watermark embedding, because it includes more accurate details and provides a small contribution to image energy. Therefore, watermark embedding does not affect the image perceptual correctness [10] . The proposed scheme is based on an idea of replacing special values from the HH group with special values from the watermark. The special values of the HH group of various experimental images, have shown that these values are between 84 and 173. If a watermark is selected in a way whose special values are placed inside the given range, after that, the energy of the special values of the watermark will almost equal the special values of the HH group. For this purpose, the replacement of special values does not affect the perceptual image quality and the energy level of the HH group. In this method, the size of the host image, was considered as 512 × 512 and the watermark size was considered as 256 × 256, which during the process of watermarking, the size of the watermark changes and becomes equal with the size of the HH group.
VI. RESULTS OF IMPLEMENTATION OF THE PROPOSED INTELLIGENT SCHEME AND COMPARING IT WITH THE SVD METHOD
Based on the results of Gupta et al. (2010) which investigated the resistance and transparency of watermarked images via the SVD method, we will compare this method with the proposed method. In terms of image resistance and transparency, the GA method is better than the special values method. Experiments were performed on Bubble, Lena and Cameraman images. In table (1), the image transparency level in the two methods after watermarking is shown, and in table (2) , image resistance to attacks is shown. The attacks tested in both methods include JPEG40 compression attacks and median filtering [10] . 
WATERMARK CORRECTNESS LEVEL AFTER VARIOUS ATTACKS
As is seen in table 1, image transparency in the GA method is more than the SVD statistical method. Also, based on the results in table 2, we will see that the correctness level of the watermark after various attacks, is better in the GA method than the SVD method. The reason for the superiority of the intelligent making GA scheme compared to the SVD statistical method at image transparency is that in the GA method, the watermark strength coefficients for embedding are considered as the smallest values possible, and smaller bits of the host image are placed for covering the watermark. For example, in the following, we will investigate the Cameraman image before and after watermarking and after the attacks in the intelligent method. 
VII. CONCLUSION
Biometrics are the most secure identity verification factors in the world of information and communication, which also provide improved accuracy, speed, ease and reduce costs. Here, authentication via a person's signature is one of the most widely used authentication methods and it is because of its importance in e-commerce security issues where the real identity of the person who signs documents is discovered. Watermarking is the act of hiding a data (watermark) in a covering data (cover) in order to exercise of the right of ownership on the cover. The difference between a normal watermarking and a handwritten signature-based watermarking is that in normal watermarking, one image with one sign is selected and used as the watermark, but in the method of handwritten signature-based watermarking, the person's signature is embedded in the image and prevents all attempts to copy it.
In images which are watermarked, the two topics of resistance to attacks (or any changes) and quality are important. The balance between resistance and quality can be properly achieved through the adjustment of the embedded parameters. In intelligent watermarking, evolutionary computing algorithms such as genetic algorithms and particle swarm optimization, automatically find the embedded parameters which are the results of optimization for each image. For intelligent watermarking, techniques such as fuzzy logic, genetic algorithms and artificial neural networks are used.
In the proposed scheme, a GA is used for intelligent watermarking. Watermark embedding in this scheme, was performed based on the DCT method and in an adaptive way and the results from implementing it compared to the results of the SVD statistical method, provided better transparency and resistance for the image. Signature recognition in the proposed scheme was performed via the perceptron neural network and given the static characteristics of the signature, the network was trained and it was tested. Since the person's signature was considered as the watermark, despite the addition of many noises after the attack to the watermark image, still, the signature recognition was properly done and the signatures of all the individuals were recognized without any mistakes. Based on what is mentioned above, handwritten signaturebased intelligent watermarking will be a method that provides more security in authentication systems and copyright issues and is done with optimal quality and resistance.
VIII. RECOMMENDATIONS FOR FUTURE RESEARCH
In the future, the three items below can be applied to the proposed scheme to improve it: 1) In signature recognition, for more accurate recognition, instead of the static characteristics of a signature, its dynamic characteristics can be used.
2) The proposed method for handwritten signature-based intelligent watermarking can be tested with more attacks and its results can be investigated.
3) The present scheme was implemented on black and white images, and to further develop it, it can be used on black and white images as well.
