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Summary. 
Some properties, eog., unbiasedness, of a class of test procedures 
for the one-population and the two~population problems concerning dis-
persion matrices of multivariate normal distributions are studied 
using the methods in [2] and [3]. 
Problem 1. 
Consider N (µ, E).· The problem is to test the hypothesis p 
H01 : E = Ip on the basis of a random sample x1 , ••• , Xn+l from 
N (µ, E), µ being unknown. (n ~ p). Let p 
n+l 
s = E (x - X) (x - x) I ' 
1 ex ex Cl'= 
where 1 
n+l 
X = n+l E 
0'=1 
X o 
ex 
The following results are known so far in the area under study: 
(a) Let w be a region in the space of the characteristic roots 
of S. Suppose 
where c1 s= C. . l. 
Then Pr(wlE) is a function of the characteristic roots of E and 
decreases as each of these roots increases (Anderson and Das Gupta [1]). 
(b) The modified likelihood ratio test of H01 against H11 : 
having the critical region 
n 
1s12 etr(-sl2) s= A 
is unbiased. (Suguira and Nagao, [3]). 
I: I: I p 
(c) The power of the modified likelihood-ratio test monotonically 
increases as Ir - lj increases for each characteristic root r of E. 
(Das Gupta, [2 ]).. 
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(d) The likelihood-ratio test of H01 against H11 is biased. 
(Das Gupta, [2]). 
We shall now mention some more results which can be obtained from 
[ 2] and [ 3]. 
(e) Let w be a region in the space of the roots of S given by 
r 
w : 
r 
r/2 Isl etr(~s/2) ~ A 
where r ~ O. Then the power of this test monotonically increases 
as Ir - r/nl increases for each root r of E. In particular, 
w 
r 
if 
is an unbiased critical region for testing 
r ~ n and for testing a01 against a13 : 
H01 against H12 : Ch(r:) > Ip 
Ch(r:) < I if r ~ n. p 
(Notation: Ch(r:) denotes the p x p diagonal matrix with the char-
acteristic roots of r: as its diagonal elements. We write A> B for 
two matrices A= [a .. ], B = [b .. ] of the same dimension if A J B 
1.J 1.J 
and a. . 2: b.. . for all i, j o) 
1.J 1.J 
The proof of the above result follows from Lemmas 2.1, 2.2, and the 
proof of Theorem 2.1 of Das Gupta [2] when r > 01 and the result 
(a) confirms the case when r = Oo 
(f) It can be shown, following the method of Suguira and Nagao [3], that 
P(w It) - P(w Ir:= I) 
r r p 
n-r n-1-p-r· 
;,: K(n, p) exp(-~/2) [1 - IEI- 2 ] J Is I ~s 
where K(n, p) 
complement of 
w 
r 
is a constant depending on n, p, 
w • 
r 
and w is the 
r 
- 3 ·-
This gives a lower bound for the power function of the test whose 
critical region is 
unbiased, if 
w . 
r 
In particular, it follows that the test is 
or, if 
IEI ~ 1 and n ~ r. 
Problem 2. 
Consider N (~1 , L1) and Np(~,~). The problem is to test p . 
H02 : E1 = r2 on the basis of a random sample 
and a random sample 
~1' ~ are unknown. Let 
n1+1 1 
n1+1 
s1 = }: (X - X) (X - X) I 
' 
X = E Xa 
a=l (X (X n1+1 Q'=l 
n2+1 1 
n2+1 
s2 = E (Y - Y) (Y - Y) I y = E Ya 
O'=l (X Q' n2+1· a=l 
. 
The following results are known so far in the area under study: 
(a) Let w be a region in the space of the characteristic roots 
of -1 s1s2 such that 
e w, where C. ~ C .• 
l. l. 
Then Pr(w\E1 , L2 ) is a function of the characteristic roots of 
-1 ( E1E2 and decreases as each of these roots increases. Anderson and 
Das Gupta, [l])e 
..... 
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(b) The modified likelihood-ratio test of H02 against H12 : E1 J E2 
having the critical region 
is unbiased. (Suguira and Nagao, (3)). 
(c} The likelihood-ratio test of ~02 against H12 is biased when 
n1 J n2 (Das Gupta, (2)). 
We shall now state a few more results which can be obtained from 
(2] and [ 3]. 
Define 
and consider the class of tests based on the characteristic roots of U. 
Without any loss of generality, we may assume E1 = Ip and E2 = r = Ch(E1 E;
1). 
The density of U is given by [3] 
n1 -p-1 
K( p, n1 , n2 ) \u \ 2 
-n2 -nl+n2 
\r\ 2 1r-1+ u\ 2 
Note that the distribution of U under H02 is the same as the dis-
1 1 
tribution of V = r2 U r2 under H12 • Consider a test having the 
following acceptance region: 
w: 
a 
(d) Following the proof of Theorem 3ol of Suguira and Nagao [3] it 
can be seen that 
;; - 5 -
P(w lf=I) - P(w 
a p a 
This again gives a lower bound for the power ~unction of the test 
with the acceptance region 
in the following two cases: 
w .• 
a 
In particular, this test is unbiased 
(i) \r1 ~ 1, when n1 ~ a 
(ii) \rl ~ 1, when a~ n, 
Note that for the modified likelihood-ratio test, a= 
~-
To study these tests further, or, more generally, the class of 
tests with acceptance regions of the form w b: 1u1a \I+ u\-b ~ A 
a, 
consider a family of regions given by 
R b: ya (1 + y)-b ~ K 
a, 
where y > Oo For differen~ values of a and b the regions R 
a,b 
are either intervals (endpoints may be O or =) or complements of 
intervalso Our first object is to study 
e(r) = Pr [Ye R b] a, 
where rY (r > 0) is distributed as the F distribution with 
(n1 , n2 ) degrees of freedom. For this purpose it is sufficient to 
consider the case O < a< b when the regions R b are mainly of the 
a, 
form y1 < y < y2 where y1 and y2 are finite constants, 0 ~ y1 < y2 
(excluding the case y1 = y2). It is obvious that a(r) is an 
increasing function of r when Ra,b = (o, y2} and a decreasing 
. '\ 
.. 
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function when Ra,b = (y1 , m) • We state the following lemma which 
is an easy generalizatio~ of Lemma 5.1 of Das Gupta [2]. 
Lemma. Let Y be a random variable such that 1Y (1 > o) is 
distributed as the F-distribution with {n1 , n2 ) degrees of freedom. 
Let 
where O <a< b. Then ~(1) ~ ~(1) for all 1 lying between 1 
and r 0 = bn1/a(n1+n2 ). {The strict inequality holds if 1 is different 
from 1 and 10 and iies within 1 and r0 .) 
(e) Following the proof of Theorem 5.1 of Das Gupta [2] and using the 
above lemma, it can be seen that all acceptance regions 
are biased for 
1P < r, if 1 < r 0 
and, for 
r < 1P, if 10 < 1. 
w 
a,b (o < a< b} 
In particular, the acceptance region w is biased {when r ~I) for 
a P 
I r I < 1, when n1 < a 
and, for 
1 ~ I r I , when a < n1 • 
The above results and the lemma hold trivially for the region w b 
a, 
when O =a< b. 
Remarks. 
(1) Consider the first problem. Note that the results (a) can be 
applied to the regions w only when r = 0 and, in that case, result 
r 
... 
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(f) is stronger than (a) so far as the 'unbiasedness' part is concerned. 
Tite result (e) indicates that 
ltl > 1 and n < r 
or, when 
(El< 1 and r < n. 
w 
r 
is a bjased critical region, 
An interesting problem is to partition the parameter space into the 
regions of biasedness and unbiasedness for a given test. Another problem 
is to find the class of unbiased tests given a set of alternatives. 
None of these problems are solved even in this restricted set-up under 
study. However, we know that the critical regions w are biased if 
r 
each root of E lie between 1 and r/n. This, along with (f), gives 
a partial answer. 
It may be noted that th7 technique used by Suguira and Nagao [3], 
which is essentially Pitman's technique (see[2]), fails to provide 
results on monotonicity of power functions. 
Similar remarks can also be made for the second problem. 
(2) Recently it has been brought to my attention· that some of the 
results in [2] and [3] were also obtaine~ by Nagao and published in 
Journ. Hiroshima Univ., 1967, pp. 147-150. 
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