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Abstract
We study confidence intervals based on hard-thresholding, soft-thresholding, and
adaptive soft-thresholding in a linear regression model where the number of regressors
k may depend on and diverge with sample size n. In addition to the case of known
error variance, we define and study versions of the estimators when the error variance
is unknown. In the known-variance case, we provide an exact analysis of the coverage
properties of such intervals in finite samples. We show that these intervals are always
larger than the standard interval based on the least-squares estimator. Asymptotically,
the intervals based on the thresholding estimators are larger even by an order of mag-
nitude when the estimators are tuned to perform consistent variable selection. For the
unknown-variance case, we provide non-trivial lower bounds and a small numerical study
for the coverage probabilities in finite samples. We also conduct an asymptotic analysis
where the results from the known-variance case can be shown to carry over asymptoti-
cally if the number of degrees of freedom n− k tends to infinity fast enough in relation
to the thresholding parameter.
1 Introduction
We study confidence sets based on thresholding estimators such as hard-thresholding, soft-
thresholding, and adaptive soft-thresholding in a Gaussian linear regression model when the
number of regressors can be large. When the regressors are orthogonal, the estimators we
consider can be viewed as penalized least-squares estimators, with soft-thresholding then
coinciding with the Lasso (introduced by Frank & Friedman, 1993, Alliney & Ruzinsky,
1994, and Tibshirani, 1996) and adaptive soft-thresholding coinciding with the adaptive Lasso
(introduced by Zou, 2006). Thresholding estimators have of course been discussed earlier in
the context of model selection (see Bauer et al., 1988) and in the context of wavelets (see,
e.g. Donoho et al., 1995).
These types of estimators also widely gained importance in the context of econometric
models: Belloni & Chernozhukov (2011) provide a discussion of using Lasso-type estimators in
econometrics, including applications to earning regressions, instrument selection, and cross-
country growth regressions. Caner & Knight (2013) introduce Bridge estimators (of which
the Lasso is a special case) to the to the framework of unit root tests, whereas Caner & Zhang
(2014) investigate the elastic net estimator (merging the Lasso with ridge regression) in the
context of generalized method of moments estimators. For using thresholding estimators
in connection with econometric models, see e.g. Bai & Ng (2008) who use hard- and soft-
thresholding for factor forecasting.
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When using and applying these kinds of estimators to econometric (and other) models,
it is of course of importance to know about the statistical performance of the estimator in
question, in particular of how to perform valid inference (see also Berk et al. (2013) for a
treatment within a different context). For this, knowledge of the distributional properties of
the particular estimator is needed. Contributions concerning such properties of thresholding
and penalized least-squares estimators include the following: Knight & Fu (2000) derive the
asymptotic distribution of the Lasso and related estimators when they are tuned to act as
a conservative variable selection procedure, while the asymptotic distribution of the Lasso
and the adaptive Lasso estimator when tuned as a consistent variable selection procedure
is considered in Zou (2006). The asymptotic distribution of the so-called smoothly clipped
absolute deviation (SCAD) estimator is derived in Fan & Li (2001) and Fan & Peng (2004)
also under consistent tuning. Following this work, many papers have been published that
study the asymptotic distribution of various penalized least-squares estimators when those
are tuned to act as a consistent variable selection procedure, see the introduction in Po¨tscher
& Schneider (2009) for a partial list. With the exception of Knight & Fu (2000), all these
papers consider a so-called fixed-parameter framework for the asymptotic results. But as
pointed out in Leeb & Po¨tscher (2005), such a framework may be highly misleading in the
context of variable selection procedures and penalized least-squares estimators. To this end,
Po¨tscher & Leeb (2009) and Po¨tscher & Schneider (2009) carry out a detailed study of the
finite-sample as well as large-sample distribution of various penalized least-squares estimators,
adopting a moving-parameter framework for the asymptotic results. While these two papers
are set in the framework of an orthogonal linear regression model with a fixed number of
parameters and known error variance, Po¨tscher & Schneider (2011) investigate finite-sample
and large-sample distributions for thresholding estimators also for non-orthogonal regressors
and a potentially diverging number of parameters.
Given all these distributional results in finite samples as well as asymptotically within a
moving parameter framework, a natural question is of course what these results imply for
confidence sets, as this is an important issue for statistical inference. To address this question,
Po¨tscher & Schneider (2010) consider confidence intervals based on hard-thresholding, Lasso,
and adaptive Lasso within an orthogonal linear regression model with normal errors. In
the present paper, we extend these results relaxing the condition of orthogonality as well as
allowing for a high-dimensional framework where the number of parameters k may depend
on and diverge with sample size n. The estimators we consider are hard-, soft-, and adaptive
soft-thresholding acting componentwise. In addition to the case of known error variance σ2,
we define versions of the estimators when the error variance is unknown. We also make use
of some distributional results derived in Po¨tscher & Schneider (2011).
Our main contributions and findings are as follows. In the case of known error variance,
we derive explicit expressions for the minimal coverage probabilities of fixed (non-random)
width confidence intervals in finite samples based on the estimators in question. We show that
symmetric intervals are the shortest. The interval based on soft-thresholding is smaller than
the one based on adaptive soft-thresholding which in turn is smaller than the one based on
hard-thresholding. Compared to the standard interval based on the least-squares estimator,
the intervals based on the thresholding estimators are all larger in finite samples. Asymp-
totically, two different pictures arise: when the estimators are tuned to perform conservative
model selection, the lengths of the intervals are all of the same order which essentially is
n−1/2. If the estimators are tuned to carry out consistent selection, however, it turns out
the lengths of the intervals based on the thresholding estimators are larger by an order of
magnitude compared to the standard one based on least-squares estimation.
In the case of unknown error variance, we consider symmetric intervals of random width
(where the randomness is introduced by scaling the length with an estimate of the error
2
standard deviation). We provide lower and upper bounds for the minimal coverage prob-
abilities of the intervals based on the thresholding estimators under consideration. When
comparing the lengths of the intervals based on the thresholding estimators to the standard
one based on least-squares estimation, asymptotically we arrive at the same conclusions as in
the known-variance case. We also find that the effect of having to estimate the error variance
disappears asymptotically only the number of degrees of freedom n− k diverges fast enough
in relation to the tuning (thresholding) parameter of the estimators.
The paper is organized as follows. We introduce the model and define the estimators
and some notation in Section 2. Sections 3 and 4 derive auxiliary results for the finite- and
large sample distributions of the thresholding estimators which are needed later for the study
of confidence intervals in the main Section 5. Section 6 contains a short summary, and a
table with an overview of assumptions and results is given in Appendix A. Finally, proofs
are relegated to Appendix B.
2 The Model and the Estimators
Assumption M. The model we consider is the linear regression model
y = Xθ + u,
where y is the n× 1 data vector, X is a non-stochastic n×k matrix of rank k ≥ 1 containing
the regressors, and u ∼ N(0, σ2In).
We allow k, the number of columns of X, as well as the entries of y, X, and u to depend
on sample size n, although we almost always suppress this dependence on n in the notation.
Note that this framework allows for high-dimensional regression models, where the number
of regressors k may diverge, as well as for the more classical situation where k remains fixed.
Let
θˆLS = (X
′X)−1X ′y
σˆ2 = (y −XθˆLS)′(y −XθˆLS)/(n− k)
denote the least-squares estimator for θ and the associated estimator for σ2, the latter being
defined only if n > k. Furthermore, we denote by ξi,n the non-negative square root of
((X ′X/n)−1)ii, the i-th diagonal element of (X ′X/n)−1. Note that in the textbook case
where k is fixed and X ′X/n is assumed to converge to a finite positive definite matrix, ξi,n
asymptotically settles at a finite value greater than zero.
Definition 1. The hard-thresholding estimator θ˜H = (θ˜H,1, . . . , θ˜H,k)
′ is defined via its com-
ponents as follows
θ˜H,i = θ˜H,i(ηi,n) = θˆLS,i 1
(∣∣∣θˆLS,i∣∣∣ > σˆξi,nηi,n) ,
where the tuning or thresholding parameters ηi,n are positive real numbers that may change
over components and θˆLS,i denotes the i-th component of the least-squares estimator. We
also consider its infeasible counterpart θˆH = (θˆH,i, . . . , θˆH,i) given by
θˆH,i = θˆH,i(ηi,n) = θˆLS,i 1
(∣∣∣θˆLS,i∣∣∣ > σξi,nηi,n) ,
3
assuming knowledge of the error variance σ2. The soft-thresholding estimator1 θ˜S and its
infeasible counterpart θˆS are given by the components
θ˜S,i = θ˜S,i(ηi,n) = sgn(θˆLS,i)
(∣∣∣θˆLS,i∣∣∣− σˆξi,nηi,n)
+
=
{
0 if |θˆLS,i| ≤ σˆξi,nηi,n
θˆLS,i − sgn(θˆLS,i)σˆξi,nηi,n if |θˆLS,i| > σˆξi,nηi,n
and
θˆS,i = θˆS,i(ηi,n) = sgn(θˆLS,i)
(∣∣∣θˆLS,i∣∣∣− σξi,nηi,n)
+
=
{
0 if |θˆLS,i| ≤ σξi,nηi,n
θˆLS,i − sgn(θˆLS,i)σξi,nηi,n if |θˆLS,i| > σξi,nηi,n,
where (·)+ = max(·, 0). Finally, the adaptive soft-thresholding estimator2 θ˜AS and its infea-
sible counterpart θˆAS are defined componentwise via
θ˜AS,i = θ˜AS,i(ηi,n) = θˆLS,i
(
1− σˆ2ξ2i,nη2i,n/θˆ2LS,i
)
+
=
{
0 if |θˆLS,i| ≤ σˆξi,nηi,n
θˆLS,i − σˆ2ξ2i,nη2i,n/θˆLS,i if |θˆLS,i| > σˆξi,nηi,n
and
θˆAS,i = θˆAS,i(ηi,n) = θˆLS,i
(
1− σ2ξ2i,nη2i,n/θˆ2LS,i
)
+
=
{
0 if |θˆLS,i| ≤ σξi,nηi,n
θˆLS,i − σ2ξ2i,nη2i,n/θˆLS,i if |θˆLS,i| > σξi,nηi,n.
Note that θ˜H , θ˜S , and θ˜AS as well as their infeasible counterparts are equivariant under
scaling of the columns of (y : X) by non-zero column-specific scale factors. We have chosen
to let the thresholds σˆξi,nηi,n (σξi,nηi,n, respectively) depend explicitly on σˆ (σ, respectively)
and ξi,n in order to give ηi,n an interpretation independent of the values of σ and X. Often
ηi,n will be chosen independently of i, i.e., ηi,n = ηn where ηn is a positive real number.
Clearly, for the feasible versions we always need to assume n > k, whereas for the infeasible
versions n ≥ k suffices.
Aside from requiring that the regressor matrix X has full column rank, we essentially
have no assumptions on the regressor matrix X except that for simplicity for all asymptotic
considerations, we assume the following.
Assumption A. Let ξ2i,n/n = ((X
′X)−1)i,i satisfy
sup
n
ξ2i,n/n <∞
for every fixed i ≥ 1 satisfying i ≤ k(n) for large enough n.
1If the regressor matrix X contains orthogonal columns, the soft-thresholding estimator coincides with the
Lasso, the Dantzig and the Elastic Net estimator.
2If the regressor matrix X contains orthogonal columns, the adaptive soft-thresholding estimator coincides
with the adaptive Lasso estimator.
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Note that Assumption A is not really restrictive in the sense that the case excluded by
it implies unboundedness of ξ2i,n/n, which in particular would entail inconsistency of the
least-squares estimator3.
We now turn to some definitions in terms of the asymptotic regimes we consider. Clearly,
all three estimators exhibit positive probability of being set equal to 0 and in that sense they
perform variable selection. Asymptotically, we will distinguish two different cases for this.
Let θ˘i denote any of the thresholding estimators introduced above.
Definition 2. The case of consistent variable selection occurs when
lim
n→∞Pn,θ,σ(θ˘i = 0) = 1 whenever θi = 0,
in which we shall refer to θ˘i as being consistently tuned. The other case is the case of
conservative variable selection where
lim sup
n→∞
Pn,θ,σ(θ˘i = 0) < 1 whenever θi = 0,
in which we shall call θ˘i conservatively tuned.
Propositions 4 and 10 in Po¨tscher & Schneider (2011) show that θ˘i is consistently tuned when
n1/2ηi,n → ∞, and conservatively tuned when n1/2ηi,n → ei with 0 ≤ ei < ∞, including
the case ei = 0 in which θ˘i can be shown to be asymptotically equivalent to θˆLS,i (see
Remark 17 in the above reference). Moreover, Theorem 16 in the same reference shows
that θ˘i is consistent for θi in terms of parameter estimation whenever ξi,nηi,n → 0 (in fact,
the estimator is then even uniformly consistent) and this assumption will appear as a basic
condition in all asymptotic considerations.
We conclude this section by introducing some more notation: θˆi denotes any of the
estimators θˆH,i, θˆS,i, or θˆAS,i and θ˜i any of the estimators θ˜H,i, θ˜S,i, or θ˜AS,i. Let R be
the extended real line R ∪ {−∞,∞}. Furthermore, Φ and φ are the cumulative distribution
function (cdf) and the probability density function (pdf) of a standard normal distribution,
respectively. By Tm and tm we denote the cdf and pdf of a t-distribution with m ∈ N degrees
of freedom, respectively. We use the convention Φ(∞) = 1, Φ(−∞) = 0 with a similar
convention for Tm. By ρm we denote the density function of
√
χ2m/m, the square root of a
chi-squared-distributed random variable divided by its degrees of freedom, m. For repeated
later use, note that Tm(x) =
∫∞
0
Φ(xs)ρm(s) ds. Finally, δz will denote the measure for
pointmass at z.
3 Auxiliary Results: Finite-Sample Distributions
Po¨tscher & Schneider (2011) derive finite- and large-sample distributions of the thresholding
estimators defined in Definition 1 for the case of known and of unknown error variance.
More concretely, the finite-sample distributions of σ−1αi,n(θˆi − θi) and σ−1αi,n(θ˜i − θi) are
derived, where αi,n > 0 is a non-random scaling factor. When considering the large-sample
distributions, the scaling factor αi,n is set equal to n
1/2/ξi,n in case of conservative tuning
and equal to (ξi,nηi,n)
−1 in case of consistent tuning. These are shown to correspond to the
uniform convergence rates of the estimators.
3In fact, if k is fixed and for each n, the regressor matrix X changes only by appending an additional
row, unboundedness of ξ2i,n/n is impossible since then the diagonal elements of (X
′X)−1 are monotonically
decreasing.
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In the present paper, to analyze the coverage properties of confidence sets based on θˆi in
Section 5.1, we will make use of the finite-sample distributions of σ−1αi,n(θˆi − θi). These
distributions were derived in in Propositions 19-21 Po¨tscher & Schneider (2011). In the
unknown-variance case, to investigate the coverage probabilities of confidence sets based on
θ˜i in Section 5.2, we will need knowledge of the distributions of σˆ
−1αi,n(θ˜i−θi) with random
scaling by σˆ−1 rather than the distributions of σ−1αi,n(θ˜i − θi) with non-random scaling
which have been considered in the above mentioned paper.
To this end, we derive the finite-sample distributions of σˆ−1αi,n(θ˜i − θi) in the following
propositions and make some qualitative comparisons to the distributions of σ−1αi,n(θ˜i− θi).
The corresponding large-sample distributions are considered in Section 4.
We shall suppress the dependence of the distribution function on the scaling factor αi,n in
the notation. Moreover, note that the distribution functions depend on the parameter θ only
through the i-th component θi. We start by considering the hard-thresholding estimator.
Proposition 3 (Hard-thresholding in finite samples). The cdf H˜iH,n,θ,σ := H˜
i
H,ηi,n,n,θ,σ
of σˆ−1αi,n(θ˜H,i − θi) is given by
H˜iH,n,θ,σ(x) =
∫ ∞
0
[
Φ
(
n1/2xs/(αi,nξi,n)
)
1 (|xs/αi,n + θi/σ| > ξi,nsηi,n)
+ Φ
(
n1/2(−θi/(σξi,n) + sηi,n)
)
1 (0 ≤ xs/αi,n + θi/σ ≤ ξi,nsηi,n)
+ Φ
(
n1/2(−θi/(σξi,n)− sηi,n)
)
1 (−ξi,nsηi,n ≤ xs/αi,n + θi/σ < 0)
]
ρn−k(s) ds,
(1)
or equivalently, its measure is given by
dH˜iH,n,θ,σ(x) =
∫ ∞
0
[
Φ
(
n1/2sηi,n
)− Φ(− n1/2sηi,n)] ρn−k(s) ds dδ0(x)
+ 1 (|x| > αi,nξi,nηi,n)
∫ ∞
0
(n1/2s/(αi,nξi,n))φ
(
n1/2xs/(αi,nξi,n)
)
ρn−k(s) dsdx
(2)
for θi = 0, and by
dH˜iH,n,θ,σ(x) = 1{− sgn(θi)x ≥ 0}αi,n|θi|/(σx2) ρn−k (−αi,nθi/(σx))
×
[
Φ
(− (n1/2θi/(σξi,n))(1 + αi,nξi,nηi,n/x))− Φ(− (n1/2θi/(σξi,n))(1− αi,nξi,nηi,n/x))] dx
+
∫ ∞
0
(n1/2s/(αi,nξi,n))φ
(
n1/2xs/(αi,nξi,n)
)
1 (|xs/αi,n + θi/σ| > ξi,nsηi,n) ρn−k(s) dsdx
(3)
in case θi 6= 0.
We now look at the soft-thresholding estimator.
Proposition 4 (Soft-thresholding in finite samples). The cdf H˜iS,n,θ,σ := H˜
i
S,ηi,n,n,θ,σ
of σˆ−1αi,n(θ˜S,i − θi) is given by
H˜iS,n,θ,σ(x) =
∫ ∞
0
[
Φ
(
n1/2(xs/(αi,nξi,n) + sηi,n)
)
1 (xs/αi,n + θi/σ ≥ 0)
+ Φ
(
n1/2(xs/(αi,nξi,n)− sηi,n)
)
1 (xs/αi,n + θi/σ < 0)
]
ρn−k(s) ds,
(4)
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Figure 1: Hard-thresholding: Plots of dH˜iH,n,θ,σ for (a) θi = 0 and (b) θi = 0.16. Exemplar-
ily, in both plots we set n = 40, k = 35, ηi,n = 0.05, ξi,n = 1, σ
2 = 1, αi,n = n
1/2/ξi,n. The
dot in part (a) corresponds to the total mass of the atomic part.
or equivalently, its measure is given by
dH˜iS,n,θ,σ(x) =
∫ ∞
0
[
Φ
(
n1/2sηi,n
)− Φ(− n1/2sηi,n)] ρn−k(s) ds dδ0(x)
+
∫ ∞
0
(n1/2s/(αi,nξi,n))
[
φ
(
n1/2(xs/(αi,nξi,n) + sηi,n)
)
1 (x > 0)
+ φ
(
n1/2(xs/(αi,nξi,n)− sηi,n)
)
1 (x < 0)
]
ρn−k(s) dsdx
(5)
for θi = 0 and by
dH˜iS,n,θ,σ(x) = 1{− sgn(θi)x ≥ 0}αi,n|θi|/(σx2) ρn−k (−αi,nθi/(σx))
×
[
Φ
(− (n1/2θi/(σξi,n))(1 + αi,nξi,nηi,n/x))− Φ(− (n1/2θi/(σξi,n))(1− αi,nξi,nηi,n/x))] dx
+
∫ ∞
0
(n1/2s/(αi,nξi,n))
[
φ
(
n1/2(xs/(αi,nξi,n) + sηi,n)
)
1 (xs/αi,n + θi/σ > 0)
+ φ
(
n1/2(xs/(αi,nξi,n)− sηi,n)
)
1 (xs/αi,n + θi/σ < 0)
]
ρn−k(s) dsdx
(6)
in case θi 6= 0.
We next consider the adaptive soft-thresholding estimator.
Proposition 5 (Adaptive soft-thresholding in finite samples). The cdf H˜iAS,n,θ,σ :=
H˜iAS,ηi,n,n,θ,σ of σˆ
−1αi,n(θ˜AS,i − θi) is given by
H˜iAS,n,θ,σ(x) =
∫ ∞
0
[
Φ
(
z
(2)
n,θ,σ(xs, sηi,n)
)
1 (xs/αi,n + θi/σ ≥ 0)
+ Φ
(
z
(1)
n,θ,σ(xs, sηi,n)
)
1 (xs/αi,n + θi/σ < 0)
]
ρn−k(s) ds,
(7)
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Figure 2: Soft-thresholding: Plots of dH˜iS,n,θ,σ for (a) θi = 0 and (b) θi = 0.16. Exemplarily,
in both plots we set to n = 40, k = 35, ηi,n = 0.05, ξi,n = 1, σ
2 = 1, αi,n = n
1/2/ξi,n. The
dot in part (a) corresponds to the total mass of the atomic part.
or equivalently, its measure is given by
dH˜iAS,n,θ,σ(x) =
∫ ∞
0
[
Φ
(
n1/2sηi,n
)− Φ(− n1/2sηi,n)] ρn−k(s) ds dδ0(x)
+
∫ ∞
0
0.5(n1/2s/(αi,nξi,n))
[
φ
(
z
(2)
n,θ,σ(xs, sηi,n)
)
(1 + tn,θ,σ(xs, sηi,n))1 (x > 0)
+ φ
(
z
(1)
n,θ,σ(xs, sηi,n)
)
(1− tn,θ,σ(xs, sηi,n))1 (x < 0)
]
ρn−k(ds) dx
(8)
for θi = 0 and by
dH˜iAS,n,θ,σ(x) = 1{− sgn(θi)x ≥ 0}αi,n|θi|/(σx2) ρn−k (−αi,nθi/(σx))
×
[
Φ
(− (n1/2θi/(σξi,n))(1 + αi,nξi,nηi,n/x))− Φ(− (n1/2θi/(σξi,n))(1− αi,nξi,nηi,n/x))] dx
+
∫ ∞
0
0.5(n1/2s/(αi,nξi,n))
[
φ
(
z
(2)
n,θ,σ(xs, sηi,n)
)
(1 + tn,θ,σ(xs, sηi,n))1 (xs/αi,n + θi/σ > 0)
+ φ
(
z
(1)
n,θ,σ(xs, sηi,n)
)
(1− tn,θ,σ(xs, sηi,n))1 (xs/αi,n + θi/σ < 0)
]
ρn−k(ds) dx
(9)
for θi 6= 0, where z(1)n,θ,σ(u, v) ≤ z(2)n,θ,σ(u, v) are defined by
0.5n1/2(u/αi,n − θi/σ)/ξi,n ± n1/2
√
(0.5(u/αi,n + θi/σ)/ξi,n)
2
+ v2,
and tn,θ,σ(u, v) = 0.5ξ
−1
i,n (u/αi,n + θi/σ) /
(
(0.5ξ−1i,n
(
u/αi,n + θi/σ)
2 + v2
)1/2
.
Propositions 3-5 show the following about the finite-sample distributions of σˆ−1αi,n(θ˜i −
θi). The distributions of all three estimators are non-normal and depend on the unknown
parameter vector θ only through the i-th component θi. In case θi = 0, they are made up
of two components, one being pointmass at 0 and the other one being absolutely continuous
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Figure 3: Adaptive Soft-thresholding: Plots of dH˜iAS,n,θ,σ for (a) θi = 0 and (b) θi = 0.16.
Exemplarily, in both plots we set to n = 40, k = 35, ηi,n = 0.05, ξi,n = 1, σ
2 = 1,
αi,n = n
1/2/ξi,n. The dot in part (a) corresponds to the total mass of the atomic part.
(with respect to Lebesgue-measure) with a density that is generally bimodal. The pointmass
part has the same weight for all three estimators and is represented by the first term in (2),
(5), and (8) ending with dδ0(x). The remaining second term, ending with dx, represents the
absolutely continuous part. In case θi 6= 0, the distributions are always absolutely continuous,
as can be seen in in (3), (6), and (9).
Propositions 23-25 in Po¨tscher & Schneider (2011) show that the distributions of σ−1αi,n
×(θ˜i − θi) with non-random scaling consist of pointmass and an absolutely continuous part
for all values of θi. This means that scaling the estimators by σˆ
−1 instead of σ−1 results in
smoothing the distribution function to the extent that when θi 6= 0, the previously existing
pointmass is spread onto R− or R+ in case θi > 0 or θi < 0, respectively, yielding a contin-
uous distribution function for non-zero values of θi. In case θi = 0, the atomic part of the
distributions of σ−1αi,n(θ˜i − θi) remains the same as in the case of scaling by σˆ−1.
Curiously, on the other hand, scaling by σˆ−1 cancels out some smoothing effect of the
unknown-variance hard-thresholding estimator θˆH,i in case θi = 0: there, the density of the
absolutely continuous part of the distribution is only piecewise continuous (has an excised
part) both in the case of known variance and unknown variance with random σˆ−1-scaling,
that is, for the distributions of σ−1αi,n(θˆH,i − θi) and σˆ−1αi,n(θ˜H,i − θi), but not so for
the case of unknown variance with non-random σ−1-scaling, that is, for σ−1αi,n(θ˜H,i − θi),
cf. Figure 1 in Po¨tscher & Leeb (2009) and the paragraph above Remark 26 in Po¨tscher &
Schneider (2011).
4 Auxiliary Results: Large-Sample Distributions
We next derive the asymptotic distributions of σˆ−1αi,n(θ˜i − θi) under a so-called moving-
parameter framework where the unknown parameter θ is allowed to vary with sample size.
It is well known that asymptotics based on a fixed-parameter framework only do not yield
a representative picture of the finite-sample behavior and performance of the estimator, as
is mentioned in the introduction in Section 1. In particular, we will need the asymptotic
distributions of σˆ−1αi,n(θ˜i−θi) under a moving-parameter framework in order to carry out a
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uniform analysis of the coverage properties of confidence intervals based on θ˜i in Section 5.2.
The sequence of scaling factors αi,n is chosen according to the uniform convergence rate
of the estimators, that is, αi,n = n
1/2/ξi,n in the case of conservative tuning, and αi,n =
(ξi,nηi,n)
−1 in case of consistent tuning, see Theorem 16 in Po¨tscher & Schneider (2011).
Since the number of parameters k may vary with sample size n, asymptotically, we distin-
guish the case where the number of degrees of freedom n−k in the variance estimation tends
to infinity, and the case where n − k converges to a finite limit, implying that it eventually
remains constant. For the case where n − k → ∞, note that σˆ/σ converges to 1 in proba-
bility, so that the asymptotic distributions of σˆ−1αi,n(θ˜i − θi) coincide with the asymptotic
distributions of σ−1αi,n(θ˜i − θi) which have been derived in Po¨tscher & Schneider (2011).
Note that technically, for the proofs of Section 5, we make explicit use of the large-
sample distributions in the consistently tuned case only. We state the distributions of the
conservatively tuned case for completeness, but only list the case when n− k converges to a
finite limit. For the consistently tuned estimators, we also quote the case when n− k → ∞
since the results are directly relevant for Section 5.
4.1 Conservative Tuning
We first consider the case where the estimators are tuned to perform conservative variable
selection implying that the sequence of tuning parameters satisfies n1/2ηi,n → ei with 0 ≤
ei < ∞. We start by looking at the hard-thresholding estimator and derive the asymptotic
distribution of σˆ−1(n1/2/ξi,n)(θ˜H,i − θi).
Proposition 6 (Hard-thresholding with conservative tuning). Suppose that for a given
i ≥ 1 satisfying i ≤ k = k(n) for large enough n we have ξi,nηi,n → 0 and n1/2ηi,n → ei
where 0 ≤ ei <∞. Set the scaling factor αi,n = n1/2/ξi,n. Suppose that the true parameters
θ(n) = (θ1,n, . . . , θkn,n) ∈ Rkn and σn ∈ (0,∞) satisfy n1/2θi,n/(σnξi,n) → νi ∈ R and that
n− k → m in N. Then H˜i
H,n,θ(n),σn
converges weakly to the distribution with cdf∫ ∞
0
[
Φ (xs) 1 (|xs+ νi| > sei) + Φ (−νi + sei) 1 (0 ≤ xs+ νi ≤ sei)
+ Φ (−νi − sei) 1 (−sei ≤ xs+ νi < 0)
]
ρm(s) ds.
(10)
The corresponding measure is given by{
1{− sgn(νi)x ≥ 0} |νi|/x2 ρm (−νi/x)
[
Φ (−νi(1 + ei/x))− Φ (−νi(1− ei/x))
]
+
∫ ∞
0
sφ (xs) 1 (|xs+ νi| > sei) ρm(s) ds
}
dx
for 0 < |νi| <∞ and by[
Tm(ei)− Tm(−ei)
]
dδ0(x) + 1 (|x| > ei) tm(x) dx
for νi = 0.
Note that the limiting distribution in the above proposition is a t-distribution with m degrees
of freedom in case |νi| = ∞ or ei = 0. Moreover, if νi = 0, the expression in (10) simplifies
to
Tm(x)1 (|x| > ei) + Tm (ei) 1 (0 ≤ x ≤ ei) + Tm (−ei) 1 (−ei ≤ x < 0) .
By the argument given above, the limiting distribution for the case when n− k →∞ is the
same as in Theorem 33(b) in Po¨tscher & Schneider (2011).
We now look at the soft-thresholding estimator and derive the asymptotic distribution of
σˆ−1(n1/2/ξi,n)(θ˜S,i − θi).
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Proposition 7 (Soft-thresholding with conservative tuning). Suppose that for a given
i ≥ 1 satisfying i ≤ k = k(n) for large enough n we have ξi,nηi,n → 0 and n1/2ηi,n → ei
where 0 ≤ ei <∞. Set the scaling factor αi,n = n1/2/ξi,n. Suppose that the true parameters
θ(n) = (θ1,n, . . . , θkn,n) ∈ Rkn and σn ∈ (0,∞) satisfy n1/2θi,n/(σnξi,n) → νi ∈ R and that
n− k → m in N. Then H˜i
S,n,θ(n),σn
converges weakly to the distribution with cdf∫ ∞
0
[
Φ ((x+ ei)s) 1 (xs+ νi ≥ 0) + Φ ((x− ei)s) 1 (xs+ νi < 0)
]
ρm(s) ds. (11)
The corresponding measure is given by{
1{− sgn(νi)x ≥ 0} |νi|/x2 ρm (−νi/x)
[
Φ (−νi(1 + ei/x))− Φ (−νi(1− ei/x))
]
+
∫ ∞
0
s
[
φ ((x+ ei)s) 1 (xs+ νi > 0) + φ ((x− ei)s) 1 (xs+ νi < 0)
]
ρm(s) ds
}
dx
for 0 < |νi| <∞ and by[
Tm(ei)− Tm(−ei)
]
dδ0(x) + tm(x+ sgn(x)ei) dx
for νi = 0.
Note that the limiting distribution is a t-distribution with m degrees of freedom in case
ei = 0, and a shifted t-distribution with m degrees of freedom in case |νi| = ∞ (with shift
− sgn(νi)ei). In case νi = 0, the expression in (11) simplifies to
Tm(x+ ei)1(x ≥ 0) + Tm(x− ei)1(x < 0).
By the argument given above, the limiting distribution for the case n− k → ∞ is the same
as in Theorem 34(b) in Po¨tscher & Schneider (2011).
Finally, we consider the adaptive soft-thresholding estimator and derive the asymptotic
distribution of σˆ−1(n1/2/ξi,n)(θ˜AS,i − θi).
Proposition 8 (Adaptive soft-thresholding with conservative tuning). Suppose that
for a given i ≥ 1 satisfying i ≤ k = k(n) for large enough n we have ξi,nηi,n → 0 and
n1/2ηi,n → ei where 0 ≤ ei <∞. Set the scaling factor αi,n = n1/2/ξi,n. Suppose that the true
parameters θ(n) = (θ1,n, . . . , θkn,n) ∈ Rkn and σn ∈ (0,∞) satisfy n1/2θi,n/(σnξi,n)→ νi ∈ R
and that n− k → m in N. Then H˜i
AS,n,θ(n),σn
converges weakly to the distribution with cdf∫ ∞
0
[
Φ(z¯(2)νi (xs, sei))1(xs+ νi ≥ 0) + Φ(z¯(1)νi (xs, sei))1(xs+ νi < 0)
]
ρm(s)ds, (12)
where z¯
(1)
ν (u, v) ≤ z¯(2)ν (u, v) are defined as
(u− ν)/2±
√
((u+ ν)/2)2 + v2.
The corresponding measure is given by{
1{− sgn(νi)x ≥ 0} |νi|/x2 ρm (−νi/x)
[
Φ (−νi(1 + ei/x))− Φ (−νi(1− ei/x))
]
+
∫ ∞
0
0.5s
[
φ
(
z¯(2)νi (xs, sei)
)
(1 + t¯νi(xs, sei)) 1 (xs+ νi > 0)
+ φ
(
z¯(1)νi (xs, sei)
)
(1− t¯νi(xs, sei)) 1 (xs+ νi < 0)
]
ρm(s)ds
}
dx
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for 0 < |νi| <∞, where
t¯ν(u, v) :=
(u− ν)/2√
((u+ ν)/2)2 + v2
and by [
Tm(ei)− Tm(−ei)
]
dδ0(x)
+ 0.5
[
1 (x > 0) tm
(
x/2 +
√
x2/4 + e2i
)(
1 +
x/2√
x2/4 + e2i
)
+ 1 (x < 0) tm
(
x/2−
√
x2/4 + e2i
)(
1− x/2√
x2/4 + e2i
)]
dx
for νi = 0.
Note that the limiting distribution in the above proposition is a t-distribution with m degrees
of freedom in case |νi| =∞ or ei = 0. Moreover, when νi = 0, the expression in (12) simplifies
to
1 (x ≥ 0)Tm
(
x/2 +
√
x2/4 + e2i
)
+ 1 (x < 0)Tm
(
x/2−
√
x2/4 + e2i
)
.
By the argument given above, the limiting distribution for the case n− k → ∞ is the same
as in Theorem 35(b) in Po¨tscher & Schneider (2011).
More generally, Propositions 6-8 show the following: In case that n − k is eventually
constant, the large-sample distribution perfectly captures the behavior of the finite-sample
distribution. In fact, the limiting distribution has the same functional form as the finite-
sample distribution, only with the quantities n1/2θi,n/ξi,n and n
1/2ηi,n having settled down
to their limiting values, νi and ei, respectively. Similar to the finite-sample case, the large-
sample distribution possesses an atomic part only in case νi = 0.
In case n−k →∞, as can be learnt the Theorems 33(b)-35(b) form Po¨tscher & Schneider
(2011), not too surprisingly, the effect of having to estimate the error variance washes out, and
the limiting distribution actually coincides with the known-variance case, cf. Propositions 27-
29 in Po¨tscher & Schneider (2011). Here, the limiting distributions also possess an atomic
part when νi 6= 0, more concretely, the limiting distribution is only absolutely continuous
when |νi| =∞ or ei = 0.
4.2 Consistent Tuning
We now turn to the case where the estimators are tuned to perform consistent variable
selection so that the sequence of tuning parameters satisfies n1/2ηi,n → ∞. We start
by looking at the hard-thresholding estimator and derive the asymptotic distribution of
(σˆξi,nηi,n)
−1(θ˜H,i − θi).
Proposition 9 (Hard-thresholding with consistent tuning). Suppose that for a given
i ≥ 1 satisfying i ≤ k = k(n) for large enough n we have ξi,nηi,n → 0 and n1/2ηi,n →
∞. Set the scaling factor αi,n = (ξi,nηi,n)−1. Suppose that the true parameters θ(n) =
(θ1,n, . . . , θkn,n) ∈ Rkn and σn ∈ (0,∞) satisfy θi,n/(σnξi,nηi,n)→ ζi ∈ R.
(a) If n− k eventually converges to a finite limit m ∈ N, then
1. |ζi| =∞ or ζi = 0 implies that H˜iH,n,θ(n),σn converges weakly to δ0.
2. 0 < ζi <∞ implies that H˜iH,n,θ(n),σn converges weakly to the distribution with cdf
1(−1 ≤ x < 0) Pr(mζ2i < χ2m ≤ mζ2i /x2) + 1(x ≥ 0).
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3. −∞ < ζi < 0 implies that H˜iH,n,θ(n),σn converges weakly to the distribution with
cdf
1(0 ≤ x < 1)[Pr(χ2m ≤ mζ2i ) + Pr(χ2m > mζ2i /x2)]+ 1(x ≥ 1).
(b) If n− k →∞, then
1. |ζi| < 1 implies that H˜iH,n,θ(n),σn converges weakly to δ−ζi .
2. |ζi| > 1 implies that H˜iH,n,θ(n),σn converges weakly to δ0.
3. |ζi| = 1 implies that H˜iH,n,θ(n),σn converges weakly
w(fi, ri, si)δ−ζi + (1− w(fi, ri, si))δ0,
where fi,n = n
1/2ηi,n/(n − k)1/2 → fi ∈ R, ri,n = n1/2(ηi,n − ζiθi,n/(σnξi,n)) →
ri ∈ R and ri,n/fi,n → si ∈ R and the weight function w is given by
w(fi, ri, si) =

Φ(ri) fi = 0,∫
R Φ(2
−1/2fit+ ri)φ(t)dt 0 < fi <∞,
Φ(21/2si) fi =∞.
We now look at the soft-thresholding estimator and derive the asymptotic distribution of
(σˆξi,nηi,n)
−1(θ˜S,i − θi).
Proposition 10 (Soft-thresholding with consistent tuning). Suppose that for a given
i ≥ 1 satisfying i ≤ k = k(n) for large enough n we have ξi,nηi,n → 0 and n1/2ηi,n →
∞. Set the scaling factor αi,n = (ξi,nηi,n)−1. Suppose that the true parameters θ(n) =
(θ1,n, . . . , θkn,n) ∈ Rkn and σn ∈ (0,∞) satisfy θi,n/(σnξi,nηi,n)→ ζi ∈ R.
(a) If n− k eventually converges to a finite limit m ∈ N, then
1. |ζi| =∞ implies that H˜iS,n,θ(n),σn converges weakly to δ− sgn(ζi).
2. 0 < ζi <∞ implies that H˜iS,n,θ(n),σn converges weakly to the distribution with cdf
1(−1 ≤ x < 0) Pr(χ2m ≤ mζ2i /x2) + 1(x ≥ 0).
3. ζi = 0 implies that H˜
i
S,n,θ(n),σn
converges weakly to δ0.
4. −∞ < ζi < 0 implies that H˜iS,n,θ(n),σn converges weakly to the distribution with
cdf
1(0 ≤ x < 1) Pr(χ2m > mζ2i /x2) + 1(x ≥ 1).
(b) If n− k →∞, then
1. |ζi| ≤ 1 implies that H˜iS,n,θ(n),σn converges weakly to δ−ζi .
2. |ζi| > 1 implies that H˜iS,n,θ(n),σn converges weakly to δ− sgn(ζi).
Finally, we consider the adaptive soft-thresholding estimator and derive the asymptotic dis-
tribution of (σˆξi,nηi,n)
−1(θ˜AS,i − θi).
Proposition 11 (Adaptive soft-thresholding with consistent tuning). Suppose that
for a given i ≥ 1 satisfying i ≤ k = k(n) for large enough n we have ξi,nηi,n → 0 and
n1/2ηi,n → ∞. Set the scaling factor αi,n = (ξi,nηi,n)−1. Suppose that the true parameters
θ(n) = (θ1,n, . . . , θkn,n) ∈ Rkn and σn ∈ (0,∞) satisfy θi,n/(σnξi,nηi,n)→ ζi ∈ R.
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(a) If n− k eventually converges to a finite limit m ∈ N, then
1. ζi = 0 or |ζi| =∞ implies that H˜iAS,n,θ(n),σn converges weakly to δ0.
2. 0 < ζi <∞ implies that H˜iAS,n,θ(n),σn converges weakly to the distribution with cdf
1(−1 ≤ x < 0) Pr(mζ2i x2 < χ2m ≤ mζ2i /x2) + 1(x ≥ 0).
3. −∞ < ζi < 0 implies that H˜iAS,n,θ(n),σn converges weakly to the distribution with
cdf
1(0 ≤ x < 1)[Pr(χ2m ≤ mζ2i x2) + Pr(χ2m > mζ2i /x2)]+ 1(x ≥ 1).
(b) If n− k →∞, then
1. |ζi| ≤ 1 implies that H˜iAS,n,θ(n),σn converges weakly to δ−ζi .
2. 1 < |ζi| <∞ implies that H˜iAS,n,θ(n),σn converges weakly to δ−1/ζi .
3. |ζi| =∞ implies that H˜iAS,n,θ(n),σn converges weakly to δ0.
Inspecting the results from Propositions 9-11, we find the following: The limiting distributions
are concentrated on the interval [−1, 1] in all cases.
In the case when n − k → ∞, the limiting distributions always collapse to pointmass in
case of soft- and adaptive soft-thresholding and to a convex combination of two pointmasses
in case of hard-thresholding. The limits are the same as for the known-variance case for soft-
and adaptive soft-thresholding (cf. Propositions 28(b) and 29(b) in Po¨tscher & Schneider,
2011). It seems worth noting that for the hard-thresholding estimator, the limit also depends
on how fast n− k diverges in relation to the tuning parameter ηi,n.
When the number of degrees of freedom n − k eventually converges to a constant, in
contrast to the limiting behavior when scaling the same estimators by the unknown variance
instead of the corresponding estimator (cf. Theorems 36(a)-38(a) in Po¨tscher & Schneider,
2011), we find that the limiting distributions of are always concentrated on the interval [−1, 1].
Moreover, we find an absolutely continuous part in the limit also for hard-thresholding, which
was a convex combination of two pointmasses for non-random scaling.
When n− k →∞, we observe the same interesting phenomenon as for the estimators in
the known-variance case, namely that the limiting distributions always collapse to pointmass
or a convex combination of two pointmasses. This shows that the consistently tuned thresh-
olding estimators exhibit a severe bias-problem in the sense that the “bias-component” is the
dominant component and of larger order than the “stochastic variability” of the estimator.
Note that this is not due to a “wrong choice” of scaling factor since indeed the scaling was
chosen according to the uniform convergence rate of the estimators. When n − k converges
to a finite value, some “stochastic variability” due to the variance estimator can still be seen
in the limit, but only to the extent that it is contained in either the interval [−1, 0] or the
interval [0, 1].
Remark. Note that Po¨tscher & Schneider (2011) show that the distribution functions of
σ−1αi,n(θˆi− θi) and σ−1αi,n(θ˜i− θi) are uniformly close when the tuning parameter satisfies
n1/2ηi,n/(n − k)1/2 → 0 (cf. Theorem 30 in that reference). It seems worth noting that
it can be shown that the same is not true anymore when comparing the distributions of
σ−1αi,n(θˆi − θi) and σˆ−1αi,n(θ˜i − θi). We abstain from spelling out details.
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5 Main Results: Confidence Sets
We now turn to the main topic of the paper: analyzing coverage properties of confidence
sets based on the thresholding estimators defined in Section 2. More concretely, we consider
confidence intervals for a component θi of the unknown parameter vector θ based on the
introduced thresholding estimators. For comparison and illustration purposes, note that
the standard (1− α)-confidence interval based on the least-squares estimator in the known-
variance case is given by [θˆLS,i − σzi,n, θˆLS,i + σzi,n] where zi,n satisfies
Φ(n1/2zi,n/ξi,n)− Φ(−n1/2zi,n/ξi,n) = 1− α,
and by [θˆLS,i − σˆti,n, θˆLS,i + σˆti,n], where ti,n solves
Tn−k(n1/2ti,n/ξi,n)− Tn−k(−n1/2ti,n/ξi,n) = 1− α
in the unknown-variance case. Note that the coverage probabilities in the two displays above
do not depend on θi and σ so that the coverage is the same for any values of the unknown
parameters. For the thresholding estimators, however, this is clearly not the case anymore
as can be seen from the corresponding expressions for the finite-sample distributions that
depend on θi and σ in a complicated manner. Therefore, in order to come up with confidence
intervals based on the thresholding estimators, we actually need find lower bounds on the
coverage probabilities over all unknown parameters, that is, we need to minimize (or lower
bound) those probabilities over θi (and σ). This is done in the following two sections for the
known- and the unknown-variance case.
5.1 Known-variance Case
We consider confidence intervals of the form [θˆi − σai,n, θˆi + σbi,n] where ai,n, bi,n are non-
negative real numbers. We are interested in the finite-sample coverage properties of such
intervals, more concretely we aim to investigate for which ai,n and bi,n we have
Pn,θ,σ(θi ∈ [θˆi − σai,n, θˆi + σbi,n]) ≥ 1− α for all θ ∈ Rk
for some prescribed coverage probability 1 − α ∈ (0, 1). The finite-sample results for the
estimators in the known-variance case can be summarized in the following theorem.
Theorem 12. For every n ≥ 1 and every α satisfying 0 < α < 1 we have:
(a) The infimal coverage probability infθ∈Rk Pn,θ,σ(θi ∈ [θˆH,i − σai,n, θˆH,i + σbi,n]) is given
by
Φ(n1/2(ai,n/ξi,n − ηi,n))− Φ(−n1/2bi,n/ξi,n) if ξi,nηi,n ≤ ai,n + bi,n and ai,n ≤ bi,n
Φ(n1/2(bi,n/ξi,n − ηi,n))− Φ(−n1/2ai,n/ξi,n) if ξi,nηi,n ≤ ai,n + bi,n and ai,n > bi,n
0 if ξi,nηi,n > ai,n + bi,n.
Among all intervals [θˆH,i−σai,n, θˆH,i +σbi,n] with infimal coverage probability not less
than 1 − α there is a unique shortest interval CH,i,n = [θˆH,i − σa∗H,i,n, θˆH,i + σb∗H,i,n]
characterized by a∗H,i,n = b
∗
H,i,n with a
∗
H,i,n being the unique solution in a of
Φ(n1/2(a/ξi,n − ηi,n))− Φ(−n1/2a/ξi,n) = 1− α.
The interval CH,i,n has infimal coverage probability equal to 1 − α and a∗H,i,n satisfies
a∗H,i,n > ξi,nηi,n/2.
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(b) The infimal coverage probability infθ∈Rk Pn,θ,σ(θi ∈ [θˆS,i − σai,n, θˆS,i + σbi,n]) is given
by
Φ(n1/2(ai,n/ξi,n − ηi,n))− Φ(n1/2(−bi,n/ξi,n − ηi,n)) if ai,n ≤ bi,n
Φ(n1/2(bi,n/ξi,n − ηi,n))− Φ(n1/2(−ai,n/ξi,n − ηi,n)) if ai,n > bi,n.
Among all intervals [θˆS,i − σai,n, θˆS,i + σbi,n] with infimal coverage probability not less
than 1− α there is a unique shortest interval CS,i,n = [θˆS − σa∗S,i,n, θˆS + σb∗S,i,n] char-
acterized by a∗S,i,n = b
∗
S,i,n with a
∗
S,i,n being the unique solution in a of
Φ(n1/2(a/ξi,n − ηi,n))− Φ(n1/2(−a/ξi,n − ηi,n)) = 1− α.
The interval CS,i,n has infimal coverage probability equal to 1−α and a∗S,i,n is positive.
(c) The infimal coverage probability infθ∈Rk Pn,θ,σ(θi ∈ [θˆAS,i−σai,n, θˆAS,i+σbi,n]) is given
by
Φ(n1/2(ai,n/ξi,n − ηi,n))− Φ(n1/2ξ−1i,n((ai,n − bi,n)/2−
√
((ai,n + bi,n/2)2 + ξ2i,nη
2
i,n))
if ai,n ≤ bi,n
Φ(n1/2(bi,n/ξi,n − ηi,n))− Φ(n1/2ξ−1i,n((bi,n − ai,n)/2−
√
((ai,n + bi,n/2)2 + ξ2i,nη
2
i,n))
if ai,n > bi,n.
Among all intervals [θˆAS,i−σai,n, θˆAS,i+σbi,n] with infimal coverage probability not less
than 1−α there is a unique shortest interval CAS,i,n = [θˆAS,i−σa∗AS,i,n, θˆAS,i+σb∗AS,i,n]
characterized by a∗AS,i,n = b
∗
AS,i,n with a
∗
AS,i,n being the unique solution in a of
Φ(n1/2(a/ξi,n − ηi,n))− Φ
(
−n1/2
√
(a/ξi,n)2 + η2i,n
)
= 1− α.
The interval CA,i,n has infimal coverage probability equal to 1−α and a∗AS,i,n is positive.
It seems worth noting that the infimal coverage probabilities in Theorem 12 do not depend
on the particular value of σ. This is due to the scale-equivariance of the estimators men-
tioned in the Section 2, more concretely we have that for Ci,n = [θˆi − σai,n, θˆi + σai,n] and
pin(θ, σ, ai,n, ηi,n) = Pn,θ,σ(θi ∈ Ci,n) that pin(θ, σ, ai,n, ηi,n) = pin(θ/σ, 1, ai,n, ηi,n), so that
for the infimal coverage probabilities, it suffices to consider the case σ = 1.
The fact that symmetric intervals are the shortest even though the distributions of the es-
timation errors θˆi−θi are not symmetric seems to be linked to the fact that the corresponding
distributions under the parameters θi and −θi are mirror images of each other.
5.1.1 Comparison of lengths
When comparing the lengths of the different confidence intervals, note that the half-length
of the standard (1 − α)-confidence interval based on the least-squares estimator is given by
σzi,n = σ(ξi,n/n
1/2)Φ−1(1− α/2) and that the above theorem shows that
zi,n < a
∗
S,i,n < a
∗
AS,i,n < a
∗
H,i,n
for each n ≥ 1 and every 0 < α < 1. The asymptotic behavior is as follows. In the regime
of conservative variable selection where n1/2ηi,n → ei < ∞, it follows immediately from
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Theorem 12 that n1/2a∗H,i,n/ξi,n, n
1/2a∗S,i,n/ξi,n, and n
1/2a∗AS,i,n/ξi,n converge to the unique
solutions in a of
Φ(a− ei)− Φ(−a) = 1− α,
Φ(a− ei)− Φ(−a− ei) = 1− α,
Φ(a− ei)− Φ(−
√
a2 + e2i ) = 1− α,
respectively, so that while a∗H,i,n, a
∗
S,i,n, and a
∗
AS,i,n are larger than zi,n for each n ≥ 1, they
are of the same order ξi,n/n
1/2. For the case of consistent variable selection, however, when
n1/2ηi,n → ∞, a different picture arises. Let a∗i,n stand for any of the expressions a∗H,i,n,
a∗S,i,n, and a
∗
AS,i,n. Theorem 12 shows that
Φ(n1/2(a∗i,n/ξi,n − ηi,n)) −→ 1− α,
since Φ(−n1/2a∗H,i,n/ξi,n) < Φ(−n1/2ηi,n/2)→ 0, and both Φ(n1/2(−a∗S,i,n/ξi,n − ηi,n)) and
Φ
(−n1/2((a∗AS,i,n/ξi,n)2 + η2i,n)1/2) are less than Φ(−n1/2ηi,n) which converges to 0. This
entails that
n1/2a∗i,n/ξi,n = n
1/2ηi,n + Φ
−1(1− α) + o(1). (13)
Since n1/2ηi,n →∞ and n1/2zi,n/ξi,n = Φ−1(1− α/2), we find the lengths of the confidence
intervals for the thresholding estimators are actually larger than the standard confidence
interval by an order of magnitude in the case of consistent tuning.
5.1.2 A simple confidence interval
For the case of consistent tuning of the estimators, we find that we can construct a simple
confidence interval for which we can derive the asymptotic coverage probabilities. Consider
intervals of the form Di,n = [θˆi − σdξi,nηi,n, θˆi + σdξi,nηi,n], where d is a non-negative real
number. (Note that ξi,nηi,n corresponds to the uniform convergence rate in the consistently
tuned case.)
Proposition 13. Suppose that for given i ≥ 1 satisfying i ≤ k = k(n) for large enough n we
have ξi,nηi,n → 0 and n1/2ηi,n →∞. Then
lim
n→∞ infθ∈Rk
Pn,θ,σ(θi ∈ Di,n) = 1
if d > 1,
lim
n→∞ infθ∈Rk
Pn,θ,σ(θi ∈ Di,n) = 1/2
if d = 1 and
lim
n→∞ infθ∈Rk
Pn,θ,σ(θi ∈ Di,n) = 0
if d < 1.
Since Proposition 13 provides rather crude confidence intervals, it may be of interest to
asymptotically compare the lengths with the exact intervals proposed in Theorem 12. From
(13) we find that
dξi,nηi,n/a
∗
i,n = d+ o(1),
where d > 1 in fact can be chosen arbitrarily close to 1.
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5.2 Unknown-Variance Case
Computing coverage probabilities becomes more complicated when the error variance is not
known. In finite samples, we derive a closed form expression for the infimal coverage proba-
bility for an interval based on the soft-thresholding estimator and provide lower bounds when
the interval is based on hard-thresholding or adaptive soft-thresholding.
We construct intervals with exact asymptotic coverage for all three estimators when the
number of degrees of freedom n − k tends to infinity fast enough in relation to the tuning
parameter (for either conservative or consistent tuning) based on the fact that in this case the
infimal coverage probabilities in the known- and unknown-variance case become arbitrarily
close asymptotically.
Similarly to Proposition 13 we construct a simple confidence interval when the estimators
are tuned to perform consistent variable selection, independent of whether and how fast the
number of degrees of freedom tends to infinity.
Based on our findings in Theorem 12 in the known-variance case, for the unknown-variance
case we consider symmetric intervals of the form Ei,n = [θ˜i−σˆai,n, θ˜i+σˆai,n] for non-negative
ai,n. Note that
Pn,θ,σ(θi ∈ Ei,n) =
∫ ∞
0
pin(θ, σ, ai,ns, ηi,ns)ρn−k(s) ds
=
∫ ∞
0
pin(θ/σ, 1, ai,ns, ηi,ns)ρn−k(s) ds (14)
as discussed in Section 5.1, so that again it suffices to consider the case σ = 1 and in fact we
have
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ Ei,n) = inf
θ∈Rk
Pn,θ,1(θi ∈ Ei,n).
The lower bounds derived in Proposition 14 and 18 below are then based on the fact that by
we have (14)
inf
θ∈Rk
Pn,θ,1(θi ∈ Ei,n) ≥
∫ ∞
0
inf
θ∈Rk
pin(θ/σ, 1, ai,ns, ηi,ns)ρn−k(s) ds,
where the infimum inside the integral on the right-hand side of the inequality can by computed
using Theorem 12.
5.2.1 Hard-thresholding
We start by considering the hard-thresholding estimator. We look at intervals of the form
EH,i,n = [θ˜H,i − σˆai,n, θ˜H,i + σˆai,n], where ai,n is a non-negative real number. Let CH,i,n =
[θˆH,i − σai,n, θˆH,i + σai,n] be the corresponding interval for the hard-thresholding estimator
assuming knowledge of σ2. In contrast to the known-variance case, it is not possible any-
more to come up with a closed-form expression for the infimal coverage probability of EH,i,n.
Instead, we uniformly bound the coverage probability from below therefore allowing for con-
servative confidence intervals in finite samples. For the case when the number of degrees of
freedom n−k diverges sufficiently fast in relation to the tuning parameter ηi,n, we show that
the difference in the infimal coverage probabilities from the known- and unknown-variance
case tends to zero, yielding formulas for confidence sets in the unknown-variance case that
asymptotically have the exact prescribed coverage. We start by giving the bound in finite
samples.
Proposition 14. For every n ≥ 2, we have
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ EH,i,n) ≥ Tn−k(n1/2(ai,n/ξi,n − ηi,n))− Tn−k(−n1/2ai,n/ξi,n).
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Note that the bound is trivial in case ai,n ≤ ξi,nηi,n/2. The bound is “asymptotically sharp”
when n−k →∞ and n1/2ηi,n/(n−k)1/2 → 0 in the sense that the difference between the left-
and the right-hand side of the above display then converges to zero. This can be seen from the
following theorem, together with the fact that by Theorem 12(a) the difference between the
corresponding infimal coverage probability in the known-variance case and the above bound
is less than or equal to 2‖Φ− Tn−k‖∞, where ‖Φ− Tn−k‖∞ = supx∈R |Φ(x)− Tn−k(x)| → 0
as n− k →∞ by Polya’s Theorem.
Theorem 15. Suppose that for given i ≥ 1 satisfying i ≤ k = k(n) for large enough n we
have ξi,nηi,n → 0, n− k →∞, and n1/2ηi,n/(n− k)1/2 → 0. Then, for any sequence ai,n of
non-negative real numbers, we have
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ EH,i,n)− inf
θ∈Rk
Pn,θ,σ(θi ∈ CH,i,n) −→ 0.
Remark. In case of conservative tuning, the condition n1/2ηi,n/(n − k)1/2 → 0 in Theo-
rem 15 always holds when n− k →∞. In fact, if limn→∞ n1/2ηi,n = ei 6= 0, the condition is
equivalent to n− k →∞. In case of consistent tuning, n− k →∞ is a necessary condition
for n1/2ηi,n/(n− k)1/2 → 0 only, and it means that n− k needs to diverge “fast enough” in
relation to the tuning parameter.
5.2.2 Soft-thresholding
We consider intervals of the form ES,i,n = [θ˜S,i − σˆai,n, θ˜S,i + σˆai,n] based on the soft-
thresholding estimator, where ai,n is a non-negative real number. Let CS,i,n = [θˆS,i −
σai,n, θˆS,i+σai,n] be the corresponding interval for the soft-thresholding estimator assuming
knowledge of σ2. In contrast to hard-thresholding and adaptive soft-thresholding, it is indeed
possible to derive a closed-form expression for the infimal coverage probabilities for intervals
based on soft-thresholding also in the unknown-variance case.
Proposition 16. For every n ≥ 2, we have
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ ES,i,n) = Tn−k(n1/2(ai,n/ξi,n − ηi,n))− Tn−k(n1/2(−ai,n/ξi,n − ηi,n)).
We can derive the following theorem, the asymptotic equivalence of the infimal coverage prob-
abilities in the known- and unknown-variance case when n− k →∞, as an immediate conse-
quence of Proposition 16, together with Theorem 12(b) and the fact that ‖Φ− Tn−k‖∞ → 0
as n− k →∞.
Theorem 17. Suppose that for given i ≥ 1 satisfying i ≤ k = k(n) for large enough n we
have ξi,nηi,n → 0. Then, for any sequence ai,n of non-negative real numbers, we have
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ ES,i,n)− inf
θ∈Rk
Pn,θ,σ(θi ∈ CS,i,n) −→ 0
as n− k →∞.
5.2.3 Adaptive soft-thresholding
We consider intervals of the form EAS,i,n = [θ˜AS,i− σˆai,n, θ˜AS,i+ σˆai,n] based on the adaptive
soft-thresholding estimator, where ai,n is a non-negative real number. Let CAS,i,n = [θˆAS,i−
σai,n, θˆAS,i + σai,n] be the corresponding interval in the known-variance case. Just as for
the hard-thresholding estimator, we uniformly bound the coverage probability from below
allowing for conservative confidence intervals in finite samples. For the case when the number
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of degrees of freedom n− k diverges sufficiently fast in relation to the tuning parameter ηi,n,
we show asymptotic equivalence of the infimal coverage probabilities in the known- and
unknown-variance case.
Proposition 18. For every n ≥ 2, we have
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ EAS,i,n)
≥ Tn−k(n1/2(ai,n/ξi,n − ηi,n))− Tn−k(−n1/2
√
(ai,n/ξi,n)2 + η2i,n).
This bound is “asymptotically sharp” when n− k → ∞ and n1/2ηi,n/(n− k)1/2 → 0 in the
sense that the difference between the left- and the right-hand side of the above display then
converges to zero. This can be seen from the following theorem together with the fact that
by Theorem 12(c) the difference between the corresponding infimal coverage probability in
the known-variance case and the above bound is less than or equal to 2‖Φ− Tn−k‖∞, where
‖Φ− Tn−k‖∞ → 0 as n− k →∞.
Theorem 19. Suppose that for given i ≥ 1 satisfying i ≤ k = k(n) for large enough n we
have ξi,nηi,n → 0, n− k →∞, and n1/2ηi,n/(n− k)1/2 → 0. Then, for any sequence ai,n of
non-negative real numbers, we have
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ EAS,i,n)− inf
θ∈Rk
Pn,θ,σ(θi ∈ CAS,i,n) −→ 0.
Note that the remark below Theorem 15 applies for the above theorem as well.
5.2.4 Comparison of lengths
When comparing lengths of confidence intervals in the unknown-variance case in finite sam-
ples, Proposition 16 and the inequalities in (23) and (26) in the proofs of Theorems 15 and
19 show that
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ Ei,n) ≤ Tn−k(n1/2ai,n/ξi,n)− Tn−k(−n1/2ai,n/ξi,n) (15)
holds for Ei,n = [θ˜i − σˆai,n, θ˜i + σˆai,n] based on any of the three thresholding estimators in
consideration. Since the coverage probability of the standard interval [θˆLS,i − σˆti,n, θˆLS,i +
σˆti,n] based on the least-squares estimator is given by
Tn−k(n1/2ti,n/ξi,n)− Tn−k(−n1/2ti,n/ξi,n),
we see that the lengths for the (1 − α)-intervals based on the thresholding estimators are
larger than the corresponding standard (1 − α)-interval in finite samples in the unknown-
variance case also. Asymptotically, a similar discussion as in Section 5.1.1 applies. When
the estimators are conservatively tuned, the lengths of all intervals including the standard
one are of the same order ξi,n/n
1/2 (which can be seen from the inequality above together
with Propositions 14, 16, and 18). In the consistently tuned case, we also find the same
behavior as in the known-variance case in the sense that the lengths of the intervals based on
the thresholding estimators are larger by an order of magnitude compared to the standard
interval (which can be learnt from Proposition 20 below using the case d < 1).
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5.2.5 A simple confidence interval
Just like in the known-variance case, we can derive a simple confidence interval based on
each of the estimators in the unknown-variance case when the estimator is tuned to perform
consistent variable selection, in fact, this can be done independently of whether the number
of degrees of freedom n − k remains bounded or diverges, in particular independently of
how fast it diverges in relation to the tuning parameter. We consider intervals of the form
Fi,n = [θ˜i − σˆdξi,nηi,n, θ˜i + σˆdξi,nηi,n] where d is non-negative.
Proposition 20. Suppose that for given i ≥ 1 satisfying i ≤ k = k(n) for large enough n we
have ξi,nηi,n → 0 and n1/2ηi,n →∞. Then
lim
n→∞ infθ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ Fi,n) = 1
if d > 1, and
lim
n→∞ infθ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ Fi,n) = 0
if d < 1.
Remark. When d = 1, we cannot make a comprehensive statement in the unknown-variance
case. However, Proposition 16 shows that the limit always equals 1/2 for the soft-thresholding
estimator, and Theorem 15 and 19 provide the same limit for hard-thresholding and adaptive
soft-thresholding in case n1/2ηi,n/(n− k)1/2 → 0.
5.2.6 Numerical considerations
To get an idea of the meaning of the lower bounds in Propositions 14 and 18 for hard-
and adaptive soft-thresholding and the upper bound in (15), we provide some numerical
considerations. (Note that for soft-thresholding as well as for the known-variance case in
general, the corresponding results are exact in finite samples, making a numerical study
unnecessary.) We use 1− α = 0.95 and set to n = 40, k = 35, ξi,n = 1, and σ2 = 1 (just like
in Figures 1-3). Two different values for the threshold were chosen, ηi,n = 0.05 and ηi,n = 0.5.
For each of the two estimators, we use the corresponding lower bound from Proposition 14
and 18, respectively, to compute the length ai,n for a confidence interval of the form Ei,n =
[θ˜i− σˆai,n, θ˜i+ σˆai,n] (with θ˜i denoting either θ˜H,i or θ˜AS,i) with minimal coverage of at least
0.95. For the particular length ai,n, we also list the upper bound for the minimal coverage
probability from (15). The actual minimal coverage probability listed below in Table 1 is
computed by numerically minimizing the expression Pn,θ,σ(θi ∈ [θ˜i − σˆai,n, θ˜i + σˆai,n]) in θi
for the given length ai,n (see also Figure 4 for a plot of this coverage probability as a function
of θi).
length ai,n lower bound
actual min. coverage upper bound
ηi,n=0.05 ηi,n=0.5 ηi,n=0.05 ηi,n=0.5 ηi,n=0.05 ηi,n=0.5
θˆLS,i 0.406 – 0.95 –
θ˜H,i 0.434 0.823 0.95 0.9592 0.9893 0.9595 0.9965
θ˜AS,i 0.432 0.820 0.95 0.9574 0.9844 0.9591 0.9965
Table 1: Results for the 95%-confidence intervals based on the lower bounds. The parameters
were set to n = 40, k = 35, ξi,n = 1, and σ
2 = 1. The threshold was ηi,n = 0.05 and ηi,n = 0.5.
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We see that the threshold ηi,n plays an important role: a larger threshold yields larger
confidence intervals and also widens the range between lower and upper bound with the
actual minimal coverage probabilities being closer to the upper than the lower bound. In
order to get an idea of the “conservativeness” introduced by using the upper bounds we
found that for the larger threshold ηi,n = 0.5, the length ai,n = 0.67 approximately gave the
desired minimal coverage probability of 0.95 for hard-thresholding. This was computed by
decreasing the conservative value of ai,n = 0.823 until the numerically computed minimum
was at roughly at 0.95. Table 1 also shows that (for the values used) the intervals based hard-
thresholding are slightly larger than the ones based on adaptive soft-thresholding, which is
in line with the theoretical findings for the known-variance case.
-1.0 - 0.5 0.5 1.0
Θ
0.95925
0.95930
0.95935
0.95940
0.95945
0.95950
-1.0 - 0.5 0.5 1.0
Θ
0.958
0.959
0.960
0.961
Figure 4: Plots of coverage probabilities Pn,θ,σ(θi ∈ [θ˜i − σˆai,n, θ˜i + σˆai,n] as a function of
θi for hard-thresholding (left) and adaptive soft-thresholding (right), where ai,n was chosen
for each estimator so that the upper bound in Proposition 14 and 18 equals 1 − α = 0.95.
For both plots: n = 40, k = 35, ηi,n = 0.05, ξi,n = 1, σ
2 = 1.
6 Summary
We considered distributional properties of thresholding estimators within a normal linear
regression model with a potentially diverging number of parameters where the error variance
may be unknown. Aside from looking at finite-sample as well as large-sample distributions
(within a moving-parameter asymptotic framework) for the estimators, we constructed valid
confidence sets based on these estimators. We provided intervals that exactly have the
prescribed coverage as their minimal coverage probability in finite samples for the case when
the error variance is known, and conservative intervals where the minimal coverage probability
can never fall below the prescribed value for the case of unknown error variance. Some
numerical considerations were carried out to illustrate how conservative these lower bounds
are and what the approximation entails for the lengths of the so-constructed intervals.
We showed that the lengths of the intervals based on the thresholding estimators are
always larger compared to the corresponding standard intervals in finite samples. Asymp-
totically, in case of conservative variable selection, the lengths of all intervals including the
standard one are of the same order. When the estimators are tuned to perform consistent
variable selection, the lengths of the intervals based on the thresholding estimators are in
fact larger by an order of magnitude compared to the standard one.
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A Overview of Assumptions and Results
A quick overview of the propositions and theorems derived in this paper is given below in
Table 2. The first chart lists all finite-sample results. All of them except Theorem 12 concern
the estimators for the case of unknown error variance. The second chart depicts asymptotic
results under a conservatively tuned regime for the two cases of the asymptotic behavior of
the number of degrees of freedom, namely, when n−k eventually converges to a constant and
when n − k diverges. All results in this chart are for unknown error variance. Finally, the
asymptotic results under a consistent variable selection framework are specified in the last
chart. Proposition 13 concerns the known-variance case (for which the asymptotic behavior
of n − k is irrelevant), whereas all other results listed are for the unknown-variance case.
Here, we distinguish three situations for the large-sample behavior of n−k: n−k converging
to a finite value, n−k tending to infinity, and the subcase where n−k diverges “fast enough”
in relation to the tuning parameter ηi,n in the sense that n
1/2ηi,n/
√
n− k → 0. To contrast
the main contributions of this paper concerning the confidence intervals with the auxiliary
results on the distributions of the estimators, the former ones are listed in boldface.
finite-sample results
distributions Prop. 3, 4, 5
confidence intervals
Ther. 12 (known variance)
Prop. 14, 16, 18
asymptotic results: conservative tuning
n− k = m n− k →∞
distributions Prop. 6, 7, 8 –
confidence intervals – Ther. 15, 17, 19
asymptotic results: consistent tuning
n− k = m n− k →∞ n
1/2ηi,n/
√
n− k → 0
(n− k →∞ “fast enough”)
distributions Prop. 9(a), 10(a), 11(a) Prop. 9(b), 10(b), 11(b)
confidence intervals
Ther. 15, 17, 19
Prop. 13 (known variance), Prop. 20
Table 2: Overview of assumptions and results.
B Proofs
B.1 Proofs for Section 3
Proof of Proposition 3. In the following, we denote the distribution function of σ−1αi,n(θˆH,i−
θi), the estimator in the known-variance case, by H
i
H,ηi,n,n,θ,σ
which was already derived in
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Po¨tscher & Schneider (2011). We have
H˜iH,n,θ,σ(x) =
∫ ∞
0
Pn,θ,σ
(
σ−1αi,n(θ˜H,i − θi) ≤ xσˆ/σ
∣∣∣ σˆ/σ = s) ρn−k(s) ds
=
∫ ∞
0
HiH,sηi,n,n,θ,σ(xs) ρn−k(s) ds,
where we have used independence of σˆ and θˆLS,i allowing us to replace σˆ by sσ in the
relevant formulas, cf. Leeb & Po¨tscher (2003, p. 110). Replacing ηi,n by sηi,n and x by xs
in (7) in Po¨tscher & Schneider (2011) into the above equation gives (1). To show (2) and
(3), observe first that for each fixed s we can regard HiH,sηi,n,n,θ,σ(xs) as H
i
H,sηi,n,n,θ,σ
(x),
but with the scaling factor αi,n replaced by αi,n/s. Further rewriting this cdf as an integral
of the measure dHiH,sηi,n,n,θ,σ from (8) in Po¨tscher & Schneider (2011), applying Fubini’s
theorem and performing an elementary calculation yields
H˜iH,n,θ,σ(x) =
∫ ∞
0
1{xs/αi,n + θi/σ ≥ 0}
×
[
Φ
(
n1/2(−θi/(σξi,n) + sηi,n)
)− Φ(n1/2(−θi/(σξi,n)− sηi,n))] ρn−k(s) ds
+
∫ x
−∞
∫ ∞
0
(n1/2s/(αi,nξi,n))φ
(
n1/2ws/(αi,nξi,n)
)
1 (|ws/αi,n + θi/σ| > ξi,nsηi,n)
× ρn−k(s) dsdw
for any θi ∈ R. The second term in the above display immediately gives the second term
in (2) and (3). Also, the first term in (2) can be derived in a straightforward manner since
the indicator function in the first integral of the above display simply becomes 1{x ≥ 0} for
θi = 0. Finally, to obtain the first term in (3), “move” the corresponding indicator function
in the above display into the limits of the integral and differentiate with respect to to x
applying Leibniz’s integral rule.
Proof of Proposition 4. The proof proceeds in a similar manner as in the proof of Proposi-
tion 3. Let HiS,ηi,n,n,θ,σ denote the distribution function of σ
−1αi,n(θˆS,i − θi), the estimator
in the known-variance case, which was derived in Po¨tscher & Schneider (2011). We have
H˜iS,n,θ,σ(x) =
∫ ∞
0
Pn,θ,σ
(
σ−1αi,n(θ˜S,i − θi) ≤ xσˆ/σ
∣∣∣ σˆ/σ = s) ρn−k(s) ds
=
∫ ∞
0
HiS,sηi,n,n,θ,σ(xs) ρn−k(s) ds,
where we have used independence of σˆ and θˆLS,i allowing us to replace σˆ by sσ in the
relevant formulas, cf. Leeb & Po¨tscher (2003, p. 110). Replacing ηi,n by sηi,n and x by xs
in (9) in Po¨tscher & Schneider (2011) into the above equation gives (4). To show (5) and
(6), observe first that for each fixed s we can regard HiS,sηi,n,n,θ,σ(xs) as H
i
S,sηi,n,n,θ,σ
(x),
but with the scaling factor αi,n replaced by αi,n/s. Further rewriting this cdf as an integral
of the measure dHiS,sηi,n,n,θ,σ from (10) in Po¨tscher & Schneider (2011), applying Fubini’s
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theorem and performing an elementary calculation yields
H˜iS,n,θ,σ(x) =
∫ ∞
0
1{xs/αi,n + θi/σ ≥ 0}
×
[
Φ
(
n1/2(−θi/(σξi,n) + sηi,n)
)− Φ(n1/2(−θi/(σξi,n)− sηi,n))] ρn−k(s) ds
+
∫ x
−∞
∫ ∞
0
(n1/2s/(αi,nξi,n))
[
φ
(
n1/2(ws/(αi,nξi,n) + sηi,n)
)
1 (ws/αi,n + θi/σ > 0)
+ φ
(
n1/2(ws/(αi,nξi,n)− sηi,n)
)
1 (ws/αi,n + θi/σ < 0)
]
ρn−k(s) dsdw
for any θi ∈ R. The second term in the above display immediately gives the second term
in (5) and (6). Also, the first term in (5) can be derived in a straightforward manner since
the indicator function in the first integral of the above display simply becomes 1{x ≥ 0} for
θi = 0. Finally, to obtain the first term in (6), “move” the corresponding indicator function
in the above display into the limits of the integral and differentiate with respect to to x
applying Leibniz’s integral rule.
Proof of Proposition 5. The proof proceeds in a similar manner as in the proof of Proposi-
tion 3. Let HiAS,ηi,n,n,θ,σ denote the distribution function of σ
−1αi,n(θˆAS,i−θi), the estimator
in the known-variance case, which was derived in Po¨tscher & Schneider (2011). We have 4
that
H˜iAS,n,θ,σ(x) =
∫ ∞
0
Pn,θ,σ
(
σ−1αi,n(θ˜AS,i − θi) ≤ xσˆ/σ | σˆ = sσ
)
ρn−k(s) ds
=
∫ ∞
0
HiAS,sηi,n,n,θ,σ(xs) ρn−k(s) ds,
where we have used independence of σˆ and θˆLS,i allowing us to replace σˆ by sσ in the relevant
formulas, cf. Leeb & Po¨tscher (2003, p. 110). Replacing ηi,n by sηi,n and x by xs in (11)
in Po¨tscher & Schneider (2011) into the above equation gives (7). To show (8) and (9),
observe first that for each fixed s we can write HiAS,sηi,n,n,θ,σ(xs) as H
i
AS,sηi,n,n,θ,σ
(x), but
with the scaling factor αi,n replaced by αi,n/s. Further rewriting this cdf as an integral of
the measure dHiAS,sηi,n,n,θ,σ from Proposition 21 in Po¨tscher & Schneider (2011), applying
Fubini’s theorem and performing an elementary calculation yields
H˜iAS,n,θ,σ(x) =
∫ ∞
0
1{xs/αi,n + θi/σ ≥ 0}
×
[
Φ
(
n1/2(−θi/(σξi,n) + sηi,n)
)− Φ(n1/2(−θi/(σξi,n)− sηi,n))] ρn−k(s) ds
+
∫ x
−∞
∫ ∞
0
0.5(n1/2s/(αi,nξi,n))
[
φ
(
z
(2)
n,θ,σ(ws, sηi,n)
)
(1 + tn,θ,σ(ws, sηi,n))1{ws/αi,n + θi/σ > 0}
+ φ
(
z
(1)
n,θ,σ(ws, sηi,n)
)
(1− tn,θ,σ(ws, sηi,n))1{ws/αi,n + θi/σ < 0} ] ρn−k(s) ds dw
for any θi ∈ R. The second term in the above display immediately gives the second term in
(8) and (9). Also, the first term in (8) can also be derived in a straightforward manner since
the indicator function in the first integral of the above display simply becomes 1{x ≥ 0} for
θi = 0. Finally, to obtain the first term in (9), “move” the corresponding indicator function
in the above display into the limits of the integral and differentiate with respect to to x
applying Leibniz’s integral rule.
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B.2 Proofs for Section 4
Proof of Proposition 6. Note that for fixed x the expression inside the square brackets in
(1) converges to the expression inside the square brackets in (10) for Lebesgue-almost all
s ∈ (0,∞). Since n− k = m eventually, the dominated convergence theorem proves (10). To
conclude the expressions for the corresponding measure, note that the limit distribution in
(10) is the same as the finite-sample distribution in (1) with n1/2θi,n/(σnξi,n) and n
1/2ηi,n
having settled down to their limiting values νi and ei, respectively, so that the formulas in
(2) and (3) can be used.
Proof of Proposition 7. The proof proceeds in a similar manner as the proof of Proposition 6.
Note that for fixed x the expression inside the square brackets in (4) converges to the expres-
sion inside the square brackets in (11) for Lebesgue-almost all s ∈ (0,∞). Since n − k = m
eventually, the dominated convergence theorem proves (11). To conclude the expressions
for the corresponding measure, note that the limit distribution in (11) is the same as the
finite-sample distribution in (4) with n1/2θi,n/(σnξi,n) and n
1/2ηi,n having settled down to
their limiting values νi and ei, respectively, so that the formulas in (5) and (6) can be used.
Proof of Proposition 8. The proof proceeds in a similar manner as the proof of Proposition 6.
Note that for fixed x the expression inside the square brackets in (7) converges to the expres-
sion inside the square brackets in (12) for Lebesgue-almost all s ∈ (0,∞). Since n − k = m
eventually, the dominated convergence theorem proves (12). To conclude the expressions
for the corresponding measure, note that the limit distribution in (12) is the same as the
finite-sample distribution in (7) with n1/2θi,n/(σnξi,n) and n
1/2ηi,n having settled down to
their limiting values νi and ei, respectively, so that the formulas in (8) and (9) can be used.
Proof of Proposition 9. To prove part (a) note that by Proposition 3 the distribution function
of (σˆξi,nηi,n)
−1(θ˜H,i − θi,n) is given by∫ ∞
0
[
Φ
(
n1/2ηi,nxs
)
1
(|xs+ ζi,n| > s)+ Φ(n1/2ηi,n(s− ζi,n))1 (0 ≤ xs+ ζi,n ≤ s)
+ Φ
(
n1/2ηi,n(−s− ζi,n)
)
1 (−s ≤ xs+ ζi,n < 0)
]
ρn−k(s) ds,
(16)
where ζi,n = θi,n/(σnξi,nηi,n) and ζi,n → ζi. Since n1/2ηi,n →∞ and n− k = m eventually,
the dominated convergence theorem gives that the above display converges to∫ ∞
0
[
1(x ≥ 0)1(|xs+ ζi| > s) + 1(s > ζi)1(0 ≤ xs+ ζi ≤ s)
+ 1(s < −ζi)1(−s ≤ xs+ ζi < 0)
]
ρm(s) ds
(17)
for all x 6= 0 since then the integrand of (16) converges to the integrand of (17) for Lebesgue-
almost all s > 0. The expression in (17) clearly simplifies to 1(x ≥ 0) when |ζi| = ∞ or
ζi = 0, proving part 1. For 0 < |ζi| < ∞, after some elementary calculations, we can write
(17) as
1(−1 ≤ x < 0)
∫ −ζi/x
ζi
ρm(s) ds+ 1(x ≥ 0)
when ζi > 0, and as
1(0 ≤ x < 1)[ ∫ ∞
−ζi/x
ρm(s) ds+
∫ −ζi
0
ρm(s) ds
]
+ 1(x ≥ 1)
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when ζi < 0, yielding 2. and 3. and finishing the proof for part (a).
For proving part (b), note that the distribution corresponding to ρn−k, that is, the distri-
bution of σˆ/σn, now converges to pointmass at 1 in probability. This implies that by Slutzky’s
Theorem the limiting distribution of σˆ−1αi,n(θ˜H,i − θi,n) = (σˆ/σn)−1 σ−1n αi,n(θ˜H,i − θi,n) is
the same as the one of σ−1n αi,n(θ˜H,i−θi,n) which can be found in Theorem 36(b) in Po¨tscher
& Schneider (2011).
Proof of Proposition 10. To prove part (a) note that the cdf of σˆ−1αi,n(θ˜S,i − θi,n) with
αi,n = (ξi,nηi,n)
−1 is given by∫ ∞
0
[
Φ
(
n1/2ηi,n(x+1)s)
)
1 (xs+ ζi,n ≥ 0)+Φ
(
n1/2ηi,n(x−1)s
)
1 (xs+ ζi,n < 0)
]
ρn−k(s) ds,
(18)
again, where ζi,n = θi,n/(σnξi,nηi,n) and ζi,n → ζi. Since n1/2ηi,n → ∞ and n − k = m
eventually, the dominated convergence theorem gives that the above display converges to∫ ∞
0
[
1(x ≥ −1)1(xs+ ζi ≥ 0) + 1(x ≥ 1)1(xs+ ζi < 0)
]
ρm(s) ds, (19)
for all x 6= −1 when ζi > 0, for all x 6= 1 when ζi < 0, and for all x 6= 0 when ζi = 0, since
then the integrand of (18) converges to the integrand of (19) for Lebesgue-almost all s > 0.
The expression in (19) simplifies to 1(x ≥ −1) and 1(x ≥ 1) for ζi = ∞ and ζi = −∞,
respectively, and to 1(x ≥ 0) for ζi = 0, proving parts 1. and 3. For 0 < |ζi| < ∞, we can
write (19) as
1(−1 ≤ x < 0)
∫ −ζi/x
0
ρm(s) ds+ 1(x ≥ 0)
when ζi > 0, and as
1(0 ≤ x < 1)
∫ ∞
−ζi/x
ρm(s) ds+ 1(x ≥ 1)
when ζi < 0, yielding 2. and 4. and finishing the proof for part (a).
For proving part (b), note that the distribution corresponding to ρn−k, that is, the distri-
bution of σˆ/σn, now converges to pointmass at 1 in probability. This implies that by Slutzky’s
Theorem the limiting distribution of σˆ−1αi,n(θ˜S,i − θi,n) = (σˆ/σn)−1 σ−1n αi,n(θ˜S,i − θi,n) is
the same as the one of σ−1n αi,n(θ˜S,i− θi,n) which can be found in Theorem 37(b) in Po¨tscher
& Schneider (2011).
Proof of Proposition 11. To prove part (a) note that the cdf of σˆ−1αi,n(θ˜AS,i − θi,n) with
αi,n = (ξi,nηi,n)
−1 can be written as∫ ∞
0
[
Φ
(
n1/2ηi,n
(
(xs− ζi,n)/2 +
√
((xs+ ζi,n)/2)2 + s2
))
1 (xs+ ζi,n ≥ 0)
+ Φ
(
n1/2ηi,n
(
(xs− ζi,n)/2−
√
((xs+ ζi,n)/2)2 + s2
))
1 (xs+ ζi,n < 0)
]
ρn−k(s) ds,
(20)
again, where ζi,n = θi,n/(σnξi,nηi,n) and ζi,n → ζi. Since n1/2ηi,n → ∞ and n − k = m
eventually, the dominated convergence theorem gives that the above display converges to∫ ∞
0
[
1
(
(xs− ζi)/2 +
√
((xs+ ζi)/2)2 + s2 ≥ 0
)
1(xs+ ζi ≥ 0)
+ 1
(
(xs− ζi)/2−
√
((xs+ ζi)/2)2 + s2 ≥ 0
)
1(xs+ ζi < 0)
]
ρm(s) ds,
(21)
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for all x when 0 < |ζi| <∞, and for all x 6= 0 when ζi = 0, since then the integrand of (20)
converges to the integrand of (21) for Lebesgue-almost all s > 0. The expression simplifies to
1(x ≥ 0) for ζi = 0. To find the limit when |ζi| =∞, we first consider the case ζi =∞. For
large enough n, the integrand in (20) becomes 1((xs− ζi,n)/2 +
√
((xs+ ζi,n)/2)2 + s2 ≥ 0)
so that we need to determine the limit of(
(xs− ζi,n)/2
)
+
√(
(xs+ ζi,n)/2
)2
+ s2
=
(
(xs− ζi,n)/2
)
+
(
(xs+ ζi,n)/2
)√
1 +
(
2s/(xs+ ζi,n)
)2
=
(
(xs− ζi,n)/2
)
+
(
(xs+ ζi,n)/2
)(
1 +O
(
(s/(xs+ ζi,n)
2
))
= xs+ o(1)
as ζi,n →∞, where we have used a Taylor-expansion of
√
1 + z around 0. We can therefore
conclude that for all fixed x 6= 0, the integrand of (20) converges for Lebesgue-almost all
s > 0 to 1(xs ≥ 0) implying that the weak limit of (20) is 1(x ≥ 0). The proof for ζi = −∞
works analogously, finishing part 1.
For 0 < |ζi| <∞, a tedious but elementary case-by-case analysis shows that we can write
(21) as
1(−1 ≤ x < 0)
∫ −ζi/x
−xζi
ρm(s) ds+ 1(x ≥ 0)
when ζi > 0, and as
1(0 ≤ x < 1)[ ∫ ∞
−ζi/x
ρm(s) ds+
∫ −ζix
0
ρm(s) ds
]
+ 1(x ≥ 1)
when ζi < 0, yielding 2. and 3. and finishing the proof for part (a).
For proving part (b), note that the distribution corresponding to ρn−k, that is, the distri-
bution of σˆ/σn, now converges to pointmass at 1 in probability. This implies that by Slutzky’s
Theorem the limiting distribution of σˆ−1αi,n(θ˜AS,i−θi,n) = (σˆ/σn)−1 σ−1n αi,n(θ˜AS,i−θi,n) is
the same as the one of σ−1n αi,n(θ˜AS,i−θi,n) which can be found in Theorem 38(b) in Po¨tscher
& Schneider (2011).
B.3 Proofs for Section 5
Proof of Theorem 12. We first consider the hard-thresholding estimator. Observe that
θˆH,i/(σξi,n) =
(
θˆLS,i/(σξi,n)
)
1
(
|θˆLS,i/(σξi,n)| > ηi,n
)
and that θˆLS,i/(σξi,n) is N(θi/(σξi,n), 1/n). Po¨tscher & Schneider (2010) derive confidence
intervals for a hard-thresholding estimator for a Gaussian linear regression model with or-
thogonal regressors and known error variance. Identifying θˆLS,i/(σξi,n) and θi/(σξi,n) with
y¯ and θ and making use of Proposition 2 and Theorem 5 in the above reference by noting
that
Pn,θ,σ
(
θi ∈ [θˆH,i − σai,n, θˆH,i + σbi,n]
)
= Pn,θ,σ
(
θi/(σξi,n) ∈
[
θˆH,i/(σξi,n)− ai,n/ξi,n, θˆH,i/(σξi,n) + bi,n/ξi,n
])
immediately gives the result in (a) after replacing ηn with ηi,n and an by a/ξi,n. The results
for soft- and adaptive soft-thresholding in (b) and (c), respectively, follow analogously by
making use of Proposition 1 and 3, respectively, as well as Theorem 5 in the reference
mentioned above.
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Proof of Proposition 13. Note that
Pn,θ,σ(θi ∈ Di,n) = Pn,θ,σ
(
−d ≤ (σξi,nηi,n)−1(θˆi − θi) ≤ d
)
.
Propositions 27(b), 28(b), and 29(b) in Po¨tscher & Schneider (2011) show that any accu-
mulation point of the limiting distribution of (σξi,nηi,n)
−1(θˆi − θi) with respect to weak
convergence is a measure concentrated on [−1, 1], which proves the result for d > 1. If d < 1,
the same propositions show that we can always find a sequence θ(n) such that the distribu-
tion of (σξi,nηi,n)
−1(θˆi − θi,n) is concentrated on one of the endpoints of the interval [−1, 1]
implying
Pn,θ,σ
(
−d ≤ (ξi,nηi,n)−1(θˆi − θi,n) ≤ d
)
−→ 0
and proving the claim for d < 1. Finally, use the expressions for the infimal coverage
probabilities in Theorem 12 to see the result for d = 1/2.
Proof of Proposition 14. Define piH,n(θ, σ, ai,n, ηi,n) = Pn,θ,σ(θi ∈ CH,i,n), the coverage prob-
ability for the hard-thresholding estimator with known error variance. As discussed in the
beginning of Section 5.2, we have
inf
θ∈R,σ∈R+
Pn,θ,σ(θ ∈ EH,i,n) = inf
θ∈R
∫ ∞
0
piH,n(θ, 1, ai,ns, ηi,ns)ρn−k(s) ds
≥
∫ ∞
0
inf
θ∈R
piH,n(θ, 1, ai,ns, ηi,ns)ρn−k(s) ds
which equals∫ ∞
0
[
Φ(n1/2(ai,n/ξi,n − ηi,n)s)− Φ(−n1/2ai,ns/ξi,n)
]
ρn−k(s) ds
= Tn−k(n1/2(ai,n/ξi,n − ηi,n))− Tn−k(−n1/2ai,n/ξi,n)
when ai,n ≥ ξi,nηi,n/2, and 0 for ai,n < ξi,nηi,n/2, cf. Theorem 12(a).
Proof of Theorem 15. For piH,n(θ, σ, ai,n, ηi,n) = p
i
H,n(θ/σ, 1, ai,n, ηi,n) = Pn,θ,σ(θi ∈ CH,i,n),
the coverage probability in the known-variance case, we have
lim
θi→∞
piH,n(θ, 1, ai,n, ηi,n) = Φ(n
1/2ai,n/ξi,n)− Φ(−n1/2ai,n/ξi,n),
as can be seen from Proposition 19 in Po¨tscher & Schneider (2011). This implies that
inf
θ∈Rk
Pn,θ,σ(θi ∈ CH,i,n) ≤ Φ(n1/2ai,n/ξi,n)− Φ(−n1/2ai,n/ξi,n), (22)
as well as
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ EH,i,n) ≤ lim
θi→∞
∫ ∞
0
piH,n(θ, 1, ai,ns, ηi,ns)ρn−k(s) ds
=
∫ ∞
0
[
Φ(n1/2ai,ns/ξi,n)− Φ(−n1/2ai,ns/ξi,n)
]
ρn−k(s) ds
= Tn−k(n1/2ai,n/ξi,n)− Tn−k(−n1/2ai,n/ξi,n), (23)
where we have used dominated convergence for the first equality in the above display.
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Step 1: If n1/2ai,n/ξi,n → 0, the upper bounds in (22) and (23) both converge to 0, thus
proving the claim.
Step 2: Let n1/2ηi,n → 0. If ai,n < ξi,nηi,n/2, then n1/2ai,n/ξi,n → 0 also, showing the
theorem by Step 1. If ai,n ≥ ξi,nηi,n/2, we have by Theorem 12(a) that infθ∈Rk Pn,θ,σ(θi ∈
CH,i,n) differs from Φ(n
1/2ai,n/ξi,n) − Φ(−n1/2ai,n/ξi,n) only by a term that is o(1) since
Φ is globally Lipschitz. The same is true for infθ∈Rk,σ∈R+ Pn,θ,σ(θi ∈ EH,i,n) since then the
difference between lower bound from Proposition 14 and the upper bound from (23) converges
to zero, so that | infθ∈Rk,σ∈R+ Pn,θ,σ(θi ∈ EH,i,n)− [Φ(n1/2ai,n/ξi,n)− Φ(−n1/2ai,n/ξi,n)]| ≤
o(1) + 2‖Φ− Tn−k‖∞ → 0 by Polya’s Theorem.
Step 3: Assume n1/2(ai,n/ξi,n − ηi,n) → ∞. We then have n1/2ai,n/ξi,n → ∞ also, so
that by Theorem 12(a) together with Proposition 14 the infimal coverage probabilities both
converge to 1, showing the claim for this step.
Step 4: By a subsequence argument we may now assume that n1/2ai,n/ξi,n as well as
n1/2ηi,n are bounded away from zero, and that n
1/2(ai,n/ξi,n − ηi,n) is bounded from above.
Note that this implies that ai,n/(ξi,nηi,n) is also bounded from above by some constant, say,
C. By Lemma 13 in Po¨tscher & Schneider (2010) [after identifying n with n−k and hn with
ρn−k] we see that for every ε > 0 we can find a constant c(ε) > 0 such that for every n ≥ 2∫ 1+c(ε)(n−k)−1/2
1−c(ε)(n−k)−1/2
ρn−k(s) ds ≥ 1− ε. (24)
Now define θ(n)(ε) to have i-th component θi,n(ε) := ai,n(1 + c(ε)(n − k)−1/2) and set the
remaining components to arbitrary values. By Proposition 19 in Po¨tscher & Schneider (2011),
this choice of θ(n) implies that for large enough n we have
|piH,n(θ(n)(ε), 1, ai,n, ηi,n)− inf
θ∈Rk
piH,n(θ, 1, ai,n, ηi,n)|
= |max(0,Φ(n1/2(θi,n(ε)/ξi,n − ηi,n))− Φ(−n1/2ai,n/ξi,n))
−max(0,Φ(n1/2(ai,n/ξi,n − ηi,n))− Φ(−n1/2ai,n/ξi,n))|
≤ (2pi)−1/2n1/2|θi,n(ε)/ξi,n − ai,n/ξi,n| = (2pi)−1/2c(ε)(n− k)−1/2n1/2ai,n/ξi,n
≤ (2pi)−1/2c(ε)Cn1/2ηi,n/(n− k)1/2 −→ 0,
where we have used the fact that max(0, x) is globally Lipschitz with constant 1 and Φ(x) is
globally Lipschitz with constant (2pi)−1/2. Moreover, for s satisfying |s−1| < c(ε)(n−k)−1/2
we have by the boundedness of ai,n/(ξi,nηi,n) that sai,n < θi,n(ε) ≤ s(ai,n+ξi,nηi,n) for large
enough n. For such s and n, this implies, in a similar manner as above,
|piH,n(θ(n)(ε), 1, ai,ns, ηi,ns)− piH,n(θ(n)(ε), 1, ai,n, ηi,n)|
= |max(0,Φ(n1/2(θi,n(ε)/ξi,n − ηi,ns))− Φ(−n1/2ai,ns/ξi,n))
−max(0,Φ(n1/2(θi,n(ε)/ξi,n − ηi,n))− Φ(−n1/2ai,n/ξi,n))|
≤ (2pi)−1/2|s− 1|n1/2(ai,n/ξi,n + ηi,n)
≤ (2pi)−1/2c(ε)(1 + C)n1/2ηi,n/(n− k)1/2 −→ 0.
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This furthermore entails that
inf
θ∈R,σ∈R+
Pn,θ,σ(θi ∈ EH,i,n) ≤
∫ ∞
0
piH,n(θn(ε), 1, ai,ns, ηi,ns)ρn−k(s) ds
≤
∫ ∞
0
∣∣∣piH,n(θn(ε), 1, ai,ns, ηi,ns)− piH,n(θ(n)(ε), 1, ai,n, ηi,n)∣∣∣ ρn−k(s) ds
+ piH,n(θ
(n)(ε), 1, ai,n, ηi,n)
≤
∫ 1+c(ε)(n−k)−1/2
1−c(ε)(n−k)−1/2
∣∣∣piH,n(θn(ε), 1, ai,ns, ηi,ns)− piH,n(θ(n)(ε), 1, ai,n, ηi,n)∣∣∣ ρn−k(s) ds
+ ε+ piH,n(θ
(n)(ε), 1, ai,n, ηi,n)
= inf
θ∈Rk
piH,n(θ, 1, ai,n, ηi,n) + ε+ o(1) = inf
θ∈Rk
Pn,θ,σ(θi ∈ CH,i,n) + ε+ o(1),
where we have made use of (24) and ε > 0 was arbitrary. On the other hand, Proposition 14
and Theorem 12(a) show that
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ EH,i,n) ≥ max[0, Tn−k(n1/2(ai,n/ξi,n − ηi,n))− Tn−k(−n1/2ai,n/ξi,n)]
≥ max[0,Φ(n1/2(ai,n/ξi,n − ηi,n))− Φ(−n1/2ai,n/ξi,n)]− 2‖Φ− Tn−k‖∞
= inf
θ∈Rk
Pn,θ,σ(θi ∈ CH,i,n)− 2‖Φ− Tn−k‖∞,
where ‖Φ− Tn−k‖∞ → 0 when n− k →∞ by Polya’s Theorem, finally proving the claim.
Proof of Proposition 16. Define piS,n(θ, σ, ai,n, ηi,n) = Pn,θ,σ(θi ∈ [θˆS,i − σai,n, θˆS,i − σai,n]),
the coverage probability for the soft-thresholding estimator with known error variance. We
have
Tn−k(n1/2(ai,n/ξi,n − ηi,n))− Tn−k(n1/2(−ai,n/ξi,n − ηi,n))
=
∫ ∞
0
[
Φ(n1/2(ai,n/ξi,n − ηi,n)s)− Φ(n1/2(−ai,n/ξi,n − ηi,n)s)
]
ρn−k(s) ds
=
∫ ∞
0
lim
θi→∞
piS,n(θ, 1, ai,ns, ηi,ns)ρn−k(s) ds = lim
θi→∞
∫ ∞
0
piS,n(θ, 1, ai,ns, ηi,ns)ρn−k(s) ds
≥ inf
θ∈Rk
Pn,θ,1(θi ∈ ES,i,n) ≥
∫ ∞
0
inf
θ∈Rk
piS,n(θ, 1, ai,ns, ηi,ns)ρn−k(s) ds
=
∫ ∞
0
[
Φ(n1/2(ai,n/ξi,n − ηi,n)s)− Φ(n1/2(−ai,n/ξi,n − ηi,n)s)
]
ρn−k(s) ds
= Tn−k(n1/2(ai,n/ξi,n − ηi,n))− Tn−k(n1/2(−ai,n/ξi,n − ηi,n)),
where the second equality can be seen from Proposition 20 in Po¨tscher & Schneider (2011),
the third equality is due to dominated convergence, and the second-last equality comes from
Theorem 12(b).
Proof of Proposition 18. Define piAS,n(θ, σ, ai,n, ηi,n) = Pn,θ,σ(θi ∈ [θˆAS,i − σai,n, θˆAS,i −
σai,n]), the coverage probability for the adaptive soft-estimator with known error variance.
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As discussed in the beginning of Section 5.2, we have
inf
θ∈R,σ∈R+
Pn,θ,σ(θi ∈ EAS,i,n) = inf
θ∈Rk
∫ ∞
0
piAS,n(θ, 1, ai,ns, ηi,ns)ρn−k(s) ds
≥
∫ ∞
0
inf
θ∈Rk
piAS,n(θ, 1, ai,ns, ηi,ns)ρn−k(s) ds
=
∫ ∞
0
[
Φ(n1/2(ai,n/ξi,n − ηi,n)s)− Φ(−n1/2s
√
(ai,n/ξi,n)2 + η2i,n)
]
ρn−k(s) ds
= Tn−k(n1/2(ai,n/ξi,n − ηi,n))− Tn−k(−n1/2
√
(ai,n/ξi,n)2 + η2i,n)
where the second-last equality holds by Theorem 12(c).
Proof of Theorem 19. The proof proceeds in a similar manner as the proof of Theorem 15.
For piAS,n(θ, σ, ai,n, ηi,n) = p
i
AS,n(θ/σ, 1, ai,n, ηi,n) = Pn,θ,σ(θi ∈ CAS,i,n), the coverage prob-
ability in the known-variance case, we have
lim
θi→∞
piAS,n(θ, 1, ai,n, ηi,n) = Φ(n
1/2ai,n/ξi,n)− Φ(−n1/2ai,n/ξi,n),
as can be seen from Proposition 21 in Po¨tscher & Schneider (2011). This implies that
inf
θ∈Rk
Pn,θ,σ(θi ∈ CAS,i,n) ≤ Φ(n1/2ai,n/ξi,n)− Φ(−n1/2ai,n/ξi,n) (25)
as well as
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ EAS,i,n) ≤ lim
θi→∞
∫ ∞
0
piAS,n(θ, 1, ai,ns, ηi,ns)ρn−k(s) ds
=
∫ ∞
0
[
Φ(n1/2ai,ns/ξi,n)− Φ(−n1/2ai,ns/ξi,n)
]
ρn−k(s) ds
= Tn−k(n1/2ai,n/ξi,n)− Tn−k(−n1/2ai,n/ξi,n), (26)
where we have used dominated convergence for the first equality in the above display.
Step 1: If n1/2ai,n/ξi,n → 0, the upper bounds in (25) and (26) both converge to 0, thus
proving the claim.
Step 2: Let n1/2ηi,n → 0. By Theorem 12(c) infθ∈Rk Pn,θ,σ(θi ∈ CH,i,n) differs from
Φ(n1/2ai,n/ξi,n)−Φ(−n1/2ai,n/ξi,n) only by a term that is o(1) since Φ is globally Lipschitz
and 0 ≤ n1/2
√
(ai,n/ξi,n)2 + η2i,n − n1/2ai,n/ξi,n ≤ n1/2ηi,n → 0. The same is true for
infθ∈Rk,σ∈R+ Pn,θ,σ(θi ∈ EH,i,n) since then the difference between the lower bound from
Proposition 18 and the upper bound from (26) converges to zero by a similar reasoning, so
that infθ∈Rk,σ∈R+ Pn,θ,σ(θi ∈ EH,i,n)− [Φ(n1/2ai,n/ξi,n)−Φ(−n1/2ai,n/ξi,n)] = o(1) + 2‖Φ−
Tn−k‖∞ → 0 by Polya’s Theorem.
Step 3: Assume n1/2(ai,n/ξi,n − ηi,n)→∞. We then have n1/2
√
(ai,n/ξi,n)2 + η2i,n →∞
also, so that by Theorem 12(c) together with Proposition 18 the infimal coverage probabilities
both converge to 1, showing the claim for this step.
Step 4: By a subsequence argument we may now assume that n1/2ai,n/ξi,n as well as
n1/2ηi,n are bounded away from zero, and that n
1/2(ai,n/ξi,n − ηi,n) is bounded from above.
Note that this implies that ai,n/(ξi,nηi,n) is also bounded from above by some constant, say,
C. Again, for an arbitrary ε > 0 define θ(n)(ε) to have i-th component θi,n(ε) := ai,n(1 +
c(ε)(n − k)−1/2), where c(ε) is the constant from (24) and set the remaining components
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to arbitrary values. By Proposition 21 in Po¨tscher & Schneider (2011), this choice of θ(n)
implies that piAS,n(θ
(n)(ε), 1, ai,n, ηi,n) is given by
Φ
(
n1/2((ai,n − θi,n(ε))/(2ξi,n) +
√
((ai,n + θi,n(ε))/(2ξi,n))2 + η2i,n)
)
− Φ
(
n1/2(−(ai,n + θi,n(ε))/(2ξi,n) +
√
((−ai,n + θi,n(ε))/(2ξi,n))2 + η2i,n)
)
.
Now define δi,n = ai,nc(ε)(n − k)−1/2. Using Theorem 12(c), the fact that Φ is globally
Lipschitz with constant (2pi)−1/2, and the elementary inequality |√x−√y| ≤ |x− y|/(2√z)
for min(x, y) ≥ z > 0 applied for z = (ξi,nηi,n)2, some lengthy but elementary calculations
yield
|piAS,n(θ(n)(ε), 1, ai,n, ηi,n)− inf
θ∈Rk
piAS,n(θ, 1, ai,n, ηi,n)|
≤
∣∣∣Φ((n1/2/ξi,n)(ai,n + δi,n/2−√(δi,n/2)2 + ξ2i,nη2i,n))− Φ((n1/2/ξi,n)(ai,n − ξi,nηi,n))∣∣∣
+
∣∣∣Φ((n1/2/ξi,n)(δi,n/2−√(ai,n + δi,n/2)2 + ξ2i,nη2i,n))− Φ(−(n1/2/ξi,n)√a2i,n + ξ2i,nη2i,n)∣∣∣
≤ (2pi)−1/2(n1/2/ξi,n)
[
δi,n +
∣∣∣√(δi,n/2)2 + ξ2i,nη2i,n − ξi,nηi,n∣∣∣
+
∣∣∣√(ai,n + δi,n/2)2 + ξ2i,nη2i,n −√a2i,n + ξ2i,nη2i,n∣∣∣ ]
≤ (2pi)−1/2(n1/2/ξi,n)
[
1.5δi,n + (2ξi,nηi,n)
−1(δi,nai,n + δ2i,n/4)
]
≤ 0.5(2pi)−1/2(n1/2/ξi,n)δi,n
[
3 + C + 0.25δi,n/(ξi,nηi,n)
]
≤ 0.5(2pi)−1/2c(ε)Cn1/2ηi,n(n− k)−1/2
[
3 + C + 0.25Cc(ε)(n− k)−1/2] −→ 0.
Moreover, for s satisfying |s − 1| < c(ε)(n − k)−1/2 we have that sai,n < θ(n)(ε) for all n.
Again, with some lengthy but elementary calculations using the above mentioned inequality
twice with z = (ξi,nηi,n(1 − c(ε)(n − k)−1/2)2 we have for n large enough satisfying 1 −
c(ε)(n− k)−1/2 ≥ 1/2 (entailing (2√z)−1 ≤ (ξi,nηi,n)−1, as well as 1 + c(ε)(n− k)−1/2 ≤ 3/2
and |s+ 1| ≤ 5/2) that
|piAS,n(θ(n)(ε), 1, ai,ns, ηi,ns)− piAS,n(θ(n)(ε), 1, ai,n, ηi,n)|
≤ (2pi)−1/2(n1/2/ξi,n)
[
ai,n|s− 1|
+
∣∣∣√((ai,ns+ θi,n(ε))/2)2 + ξ2i,nη2i,ns2 −√((ai,n + θi,n(ε))/2)2 + ξ2i,nη2i,n∣∣∣
+
∣∣∣√((ai,ns− θi,n(ε))/2)2 + ξ2i,nη2i,ns2 −√((ai,n − θi,n(ε))/2)2 + ξ2i,nη2i,n∣∣∣ ]
≤ (2pi)−1/2(n1/2/ξi,n)|s− 1|
[
ai,n + (ξi,nηi,n)
−1(a2i,n|s+ 1|/2 + ai,nθi,n(ε) + 2ξ2i,nη2i,n|s+ 1|)
]
≤ (2pi)−1/2c(ε)n1/2ηi,n(n− k)−1/2
[
5 + C + (11/4)C2
] −→ 0.
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This furthermore implies that
inf
θ∈R,σ∈R+
Pn,θ,σ(θi ∈ EAS,i,n) ≤
∫ ∞
0
piAS,n(θn(ε), 1, ai,ns, ηi,ns)ρn−k(s) ds
≤
∫ ∞
0
∣∣∣piAS,n(θn(ε), 1, ai,ns, ηi,ns)− piAS,n(θ(n)(ε), 1, ai,n, ηi,n)∣∣∣ ρn−k(s) ds
+ piAS,n(θ
(n)(ε), 1, ai,n, ηi,n)
≤
∫ 1+c(ε)(n−k)−1/2
1−c(ε)(n−k)−1/2
∣∣∣piAS,n(θn(ε), 1, ai,ns, ηi,ns)− piAS,n(θ(n)(ε), 1, ai,n, ηi,n)∣∣∣ ρn−k(s) ds
+ ε+ piAS,n(θ
(n)(ε), 1, ai,n, ηi,n)
= inf
θ∈Rk
piAS,n(θ, 1, ai,n, ηi,n) + ε+ o(1) = inf
θ∈R
Pn,θ,σ(θi ∈ CAS,i,n) + ε+ o(1),
where ε > 0 was arbitrary. On the other hand, Proposition 18 and Theorem 12(c) show that
inf
θ∈Rk,σ∈R+
Pn,θ,σ(θi ∈ EAS,i,n)
≥ Tn−k(n1/2(ai,n/ξi,n − ηi,n))− Tn−k(−n1/2
√
(ai,n/ξi,n)2 + η2i,n)
≥ Φ(n1/2(ai,n/ξi,n − ηi,n))− Φ(−n1/2
√
(ai,n/ξi,n)2 + η2i,n)− 2‖Φ− Tn−k‖∞
= inf
θ∈Rk
Pn,θ,σ(θi ∈ CAS,i,n)− 2‖Φ− Tn−k‖∞,
where ‖Φ− Tn−k‖∞ → 0 when n− k →∞ by Polya’s Theorem, finally proving the claim.
Proof of Proposition 20. Note that
Pn,θ,σ(θi ∈ Fi,n) = Pn,θ,σ
(
−d ≤ (σˆξi,nηi,n)−1(θ˜i − θi) ≤ d
)
.
Propositions 9-11 show that any accumulation point of the limiting distribution of the se-
quence (σˆξi,nηi,n)
−1(θ˜i − θi) with respect to weak convergence is a measure concentrated
on [−1, 1], which proves the result for d > 1. If d < 1, the same propositions show that
we can always find a sequence θ(n) such that the distribution of (σˆξi,nηi,n)
−1(θ˜i − θi,n) is
concentrated on one of the endpoints of the interval [−1, 1] implying
Pn,θ,σ
(
−d ≤ (σˆξi,nηi,n)−1(θ˜i − θi,n) ≤ d
)
−→ 0,
proving the claim for d < 1 also.
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