Abstract. Using the generators labelled by simple and sincere semisimple modules for the Ringel-Hall algebra Hq(n) of a cyclic quiver ∆(n), we give a presentation for the degenerate algebra H0(n). This is achieved by establishing an isomorphism between H0(n) and the generic extension monoid algebra ZM(n) of ∆(n). As an application, we show that both the degenerate Ringel-Hall algebra and the degenerate quantum affine sln admit multiplicative bases.
bases, an elementary algebraic construction of canonical bases for both U v ( sl n ) and H q (n) was obtained in [5] .
For the purpose of this paper, we study the monoid algebra ZM(n). More precisely, we will describe the generating relations for ZM(n) in terms of a minimal set of generators of M(n) and show that ZM(n) is in fact isomorphic to H 0 (n). In particular, both the degenerate Ringel-Hall algebra H 0 (n) of ∆(n) and its degenerate composition subalgebra (called the degenerated quantum affine sl n ) admit multiplicative bases. We remark that the isomorphism between ZM(n) and H 0 (n) without involving generators and relations has been obtained independently in [19] by a direct calculation of certain Hall polynomials.
The paper is organized as follows. In §1 we introduce the degenerate Ringel-Hall algebra H 0 (n), derive a number of relations between the generators, and state the main theorem (Theorem 1.6). In §2 we recall the notion of generic extensions for nilpotent representations of ∆(n), and define the generic extension monoid M(n). We then state a similar presentation for the generic extension monoid algebra ZM(n) in Theorem 2.4 and show that Theorem 1.6 follows from Theorem 2.4. Before proving Theorem 2.4 in the last section, we give some applications of the main theorem in §3 dealing with a multiplicative bases for H 0 (n) and the degenerate quantum affine sl n .
1. The degenerate Ringel-Hall algebra H 0 (n) Let ∆ = ∆(n) (n 2) be the cyclic quiver with vertex set I := Z/nZ = {1, 2, . . . , n} and arrow set {i −→ i + 1 | 1 ≤ i ≤ n}. Let k be a field. For a representation M = (V i , f i ) i of ∆ over k (equivalently, a module over the path algebra k∆ of ∆), let dim M = n i=1 dim V i and dim M = (dim V 1 , . . . , dim V n ) ∈ N n denote the dimension and dimension vector of M , respectively, and let [M ] denotes the isoclass of M .
A representation M = (V i , f i ) i of ∆ is called nilpotent if the composition f n · · · f 2 f 1 : V 1 → V 1 is nilpotent. Let Rep 0 k ∆ denote the category of finite dimensional nilpotent representations of ∆ over k, and let S i = (S i ) k , i ∈ I, be the simple objects in Rep 0 k ∆. It is well-known that for each i ∈ I and each integer l 1, there is a unique (up to isomorphism) indecomposable object S i ⌈l⌉ k in Rep 0 k ∆ with top (S i ) k and dimension l. See Remark 2.2 for a dual version.
Following [8] , let Π denote the set of formal finite sums (called multisegments)
where π i,l ∈ N. Each multisegment π = i,l π i,l [i; l) ∈ Π defines a representation in
In this way we obtain a bijection between Π and the set M of isoclasses of representations in Rep 0 k ∆. Note that this bijection is independent of the field k. the modules S a := M (π a ) = n i=1 a i S i , for a ∈ N n , form a complete set of semisimple modules in Rep 0 k ∆. The semisimple module S a is called sincere if a = (a i ) ∈ N n is a sincere vector, i. e., supp a := {i ∈ I | a i = 0} = I. Let J = {all sincere vectors in N n } and I = I ∪ J.
If k is a finite field, then for given modules M, N 1 , . . . , N m in Rep 0 k ∆, the number of the filtrations
Denote this number by F M N 1 ,... ,Nm . By [17] and [6] , F M N 1 ,... ,Nm is a polynomial. More precisely, for π, µ 1 , . . . , µ m in Π, there is a polynomial ϕ π µ 1 ,... ,µm (q) ∈ Z[q] (the polynomial ring over Z in indeterminate q) such that for any finite field k of q k elements, [14] , is the free module over Z[q] with basis {u π |π ∈ Π} and multiplication given by
It is an N n -graded algebra
where H d is spanned by all u π , π ∈ Π d . Also, by [5, Th. 5.2(i)], H is generated by u a , a ∈ I, where a identifies with π a via (1.0.1).
The notation u π = u [M (π)] will be used when the relevant modules are involved in calculations. In particular, u a = u [Sa ] for each a ∈ N n . We also write u i = u e i = u [S i ] for each i ∈ I, where e i := (. . . , 0, 1
is the "standard basis" element of N n .
Let Ω (resp., Ω) denote the set of all words in the alphabet I (resp., I). Given a word w = a 1 a 2 · · · a m in Ω, we can uniquely express w in the tight form w = b
, where n r = 1 if b r ∈ J, and n r is the number of consecutive occurrences of b r if b r ∈ I. Define
Since
Now, by specializing q to 0, we obtain the Z-algebra H 0 (n), called the (integral) degenerate Ringel-Hall algebra associated with ∆(n). In other words,
where Z is viewed as a Z[q]-module with the action of q being zero. By abuse of notation, we also write u π = u π ⊗ 1, u w = u w ⊗ 1, etc. Thus, {u π | π ∈ Π} is a Z-basis of H 0 (n). The following result shows that the subset {u a | a ∈ I} of this basis generates H 0 (n). Lemma 1.1. The Z-algebra H 0 (n) is generated by u a , a ∈ I. In particular, u me i = u m i in H 0 (n) for all i ∈ I and m ∈ N.
Proof. By [5, Th. 5.2(ii)], for each distinguished section {w π } π∈Π (in the sense that each w π is a distinguished word; see §3 for the definition), the set {u (wπ ) | π ∈ Π} forms a basis for H q (n). Since the value [[m] ] 0 of [[m] ] at q = 0 is 1 for all m 0, we have u (wπ) = u wπ in H 0 (n). It follows that {u wπ } π∈Π is a Z-basis for H 0 (n). Hence, H 0 (n) is generated by u a , a ∈ I.
Consider the bijective map a 2 , . . . , a n ) −→ τ a = (a n , a 1 , . . . , a n−1 ).
For a, b ∈ N n , we write a b if a i b i for all i ∈ I, i. e., if b − a ∈ N n . Lemma 1.2. Maintain the notation introduced above. For a, b ∈ J, we have
Proof. Statement (1) is clear from the definition. To see (2), we observe We are ready to describe certain relations between the generators u a , a ∈ I of H 0 (n).
and, in addition, for n 3,
2 and the case in (R3) when a i 2. This relation has the form u i u a = u b u i+1 . Hence, we call it the shifted commutative relation between simple and sincere semisimple modules. Relations (R2) and (R3) are the so-called cyclic-linear relations because it turns a semisimple representation of a cyclic quiver to a representation of a linear quiver. Relation (R4) is used to turn a monomial associated with a word in the alphabet I into monomial associated with a standard word. So we call (R4) the standard word relation. Obviously, relations (R5)-(R7) are the degenerate quantum Serre relations.
Proof. Relations (R5)-(R7) follow from [17, 8.7] by setting q = 0.
Relations (R1)-(R3) follow from the following formulas in H q (n): for i ∈ I, b, c ∈ J,
(1.4.1)
Hence, taking b = a + e i+1 , c = a + e i and q = 0 gives
We now prove (R2). Relation (R3) can be proved similarly. For a ∈ J and i ∈ I, put
Then u a,i = u
It is clear that M (κ d ) is an extension of S a by S b , and each extension of S a by S b is isomorphic to some M (κ d ) with d c. Hence, in H q (n),
An easy calculation shows that
In other words, the product u a u b is completely determined by min(a, b). 
The main result of the paper is the following theorem. Theorem 1.6. The generators u a , a ∈ I, and relations (R1)-(R7) form a presentation of
The proof of the theorem is reduced to proving a similar presentation for the generic extension monoid algebra for ∆(n) which is discussed in the next section.
Reduction to the generic extension monoid algebras
Let M = M(n) be the set of all isoclasses of representations in Rep 0 k ∆. Given two objects M, N in Rep 0 k ∆, there exists a unique (up to isomorphism) extension G of M by N with minimal dim End k∆ (G) (see [1, 12, 2] ). The extension G is called the generic extension of M by N and is denoted by M * N . Thus, if we define
then it is known from [2] that * is associative and (M, * ) is a monoid with identity [0] .
This induces a map (cf. (1.0.1))
As we shall see shortly, the map ℘ is surjective and is independent of the field k.
The multisegment π * π ′ ∈ Π can be recursively computed as follows. First, by identifying i ∈ I with [i;
,
, then we have the following result.
Finally, following this lemma, for each M ∈ Rep 0 k ∆ with Loewy length l =: Ll(M ), the radical and socle filtrations (see [5, 1.1] give rise to
Thus, there exist elements a 1 , . . . , a l ∈ Z n such that
There is a dual version of the above formulas. Let S i ⌊l⌋ k be the indecomposable module in Rep 0 k ∆ with socle (S i ) k and dimension l and, for
, then for i ∈ I and a ∈ Z n ,
where l 0 is the maximal index such that π i−1,l 0 = 0, and
Since every non-sincere semisimple module can be generated by simple modules, the above discussion shows that the generic extension monoid M(n) is generated by [S a ], a ∈ I (see [5, Prop. 3.3] ). This gives the first assertion of the following result. Moreover, Lemma 2.1 can also be used to check that relations similar to Lemma 1.3 (R1)-(R7) hold in ZM(n).
For a ∈ J and i ∈ I, put
Moreover, the following relations hold in H 0 (n):
and, in addition, for n ≥ 3,
In fact, these relations provide a presentation of ZM(n).
Theorem 2.4. The monoid algebra ZM(n) has a presentation with generators [S a ], a ∈ I and relations (R1 ′ )-(R7 ′ ).
Like the Ringel-Hall algebra, there is a natural grading on ZM(n) in terms of dimension vectors:
Corollary 2.5. For each n 2, there is a graded Z-algebra isomorphism
Proof. By Theorem 2.4 and Lemmas 1.1 and 1.3, there is a surjective Z-algebra homomorphism
Choose a distinguished section {w π } π∈Π as in the proof of Lemma 1.1. Then ℘(w π ) = π and the set {u wπ } π∈Π forms a basis for H 0 (n). Since {[M (π)]} π∈Π is basis for ZM(n), and φ([M (π)]) = u wπ , it follows that φ is an isomorphism.
Thus, we have reduced the proof of Theorem 1.6 to proving Theorem 2.4 which will be given in §4.
Applications: multiplicative bases and degenerate quantum groups

Given two representations
for all X in Rep 0 k ∆ (see [1, 20] ). Since the order relation is independent of the field k, we may turn Π into a poset with the opposite partial order = op deg defined by setting
Applying Corollary 2.5 gives a multiplicative basis of H 0 (n). Namely, for each π ∈ Π, 
Hence, a π,π = 1, and a π,λ = 0 unless λ π. Moreover, a π,λ = γ λ w (0) for λ π.
Given a word w = a 1 a 2 · · · a m ∈ Ω and a module Since γ λ w (0) = ϕ λ a 1 ,... ,am (0) for any word w = a 1 a 2 · · · a m ∈ Ω, the above two propositions have the following direct consequence.
Corollary 3.3. For each π ∈ Π, we have a π,λ = 1 whenever λ π, and a π,λ = 0 otherwise. In other words, θ π = λ π u λ .
Remark 3.4. By a direct calculation of certain Hall polynomials, Wolf established in [19] the isomorphism given in Corollary 2.5 through the map
The next application is closely related to the Lusztig form of quantum affine sl n . Denote by C = C q (n) the Z[q]-subalgebra of H generated by u me i , i ∈ I, m 1. This is called the (generic) composition algebra of ∆ = ∆(n) [5, §6] .) It is easy to see that C is a proper subalgebra of H. Moreover, the N n -grading on H q (n) induces a grading on C:
By specializing q to 0, the resulting algebra identifies with the subalgebra C 0 (n) of H 0 (n) generated by u me i , i ∈ I, m 1. This is called the (integral) degenerate quantum affine sl n . It also inherits the N n -grading.
Remark 3.5. The subalgebra C ′ of H q (n) generated by u i (i ∈ I) is a proper subalgebra of C q (n) since for m > 1 and i ∈ I,
However, the equality u me i = u m i holds in H 0 (n). Thus, C 0 (n) coincides with the subalgebra of H 0 (n) generated by u i , i ∈ I.
The monoid M(n) admits a submonoid M c = M c (n) generated by [S i ], i ∈ I, called the composition monoid of ∆. It is shown in [2] that M c consists of the isoclasses [M (π)] with π ∈ Π a , where Π a denotes the set of aperiodic multisegments, that is, those π ∈ Π satisfying for each l 1, there is some i ∈ I such that π i,l = 0. The π ∈ Π\Π a are called periodic. The restriction of the map ℘ given in (2.0.1) induces a surjection ℘ : Ω ։ Π a (see [2, Th. 4 
.1]).
Also, the monoid algebra ZM c (n) is naturally N n -graded with
Proposition 3.6. For each n 2, the isomorphism φ : ZM(n) −→ H 0 (n) induces a graded Z-algebra isomorphism
In particular, {θ π | π ∈ Π a } is a multiplicative basis of C 0 (n).
In [5, §7] , a PBW-like basis for the quantum affine sl n was constructed in terms of the (twisted) composition algebra of ∆(n). This basis plays an important role in the elementary algebraic construction of the canonical basis. We now imitate this construction to obtain a PBW-like Z-basis of C q (n) which degenerates a basis of C 0 (n).
By [5, Prop. 4.3] , for each π ∈ Π a , there exists a distinguished word w π ∈ Ω ∩ ℘ −1 (π). Let j 
Now take a section
d , assuming that all e λ with λ < π have been already defined, we define
Thus, we have
where ζ π λ (q) ∈ Z[q]. An argument similar to that in [5, Th. 7.5] gives the following result.
Also, applying a similar argument as in [5, Cor. 8.3] shows that the basis {e π | π ∈ Π a } is independent of the choice of the distinguished section D.
For π ∈ Π d , set
The above proposition implies that {e π | π ∈ Π a } is a Z-basis of C 0 (n). By the proof of Proposition 3.1, the elements e π can be also obtained from the θ π recursively, namely, for
Proof of Theorem 2.4
We now prove Theorem 2.4. Let A = A (n) be the free Z-algebra with generators s a , a ∈ I. Clearly, A has a monomial basis {s w } w∈ Ω , where s w := s a 1 · · · s am with a i ∈ I. For a ∈ N n and i ∈ I, define elements
Consider the idea I of A (n) generated by the following elements (cf. [11] 
. Thus, the surjective algebra homomorphism Ψ : A (n) −→ ZM(n), s a −→ [S a ] induces, by Lemma 2.3, a surjective algebra homomorphism Ψ : A (n)/I → ZM(n). Now, to complete the proof of Theorem 2.4, it suffices to show that Ψ is an isomorphism. The rest of this section is devoted to proving this fact.
Given two elements x, y ∈ A (n), we say that x and y are equivalent, write x ∼ y, if x − y ∈ I . This is clearly an equivalence relation on A (n). Also,
In particular, (E5) implies that if i, j ∈ I are not adjacent in ∆(n), then s i s j ∼ s j s i . Lemma 4.1. Let a = (a l ) ∈ N n be a non-sincere vector and assume a i = 0. Then Ψ(s a,i ) = [S a ], and for w ∈ Ω, s w ∼ s a,i if and only if w ∈ ℘ −1 ([S a ] ). In particular, if a j = 0 with j = i, then s a,i ∼ s a,j .
Proof. The first assertion is clear since
If a = 0 and a i = a j = 0 for i = j, then n ≥ 3. The last assertion follows from (E5).
We introduce, for a non-sincere a, the notation s a which leads to a number of generalizations.
Definition 4.2.
(1) By definition, for each non-sincere vector a ∈ N n , let s a denote a monomial representative of the form s w for some w ∈ ℘ −1 ([S a ]). (If a = 0, set s 0 = 1, the identity element.) (2) For a word w = a 1 . . . a m with a i ∈ N n \{0}, let s w := s a 1 · · · s am . This is a well-defined element in A (n). Though s w depends on the selection of s a i for those non-sincere a i , changes of selection result in equivalent elements. Clearly, the restriction of ℘ to Ω is the map defined in (2.0.1).
In the rest of the proof, we aim to prove that (i) there is a one-to-one correspondence between M(n) and the set Ω std of standard words in Ω; (ii) for every word w ∈ Ω, there is a standard word w ′ such that s w ∼ s w ′ . The following result establishes (i). Proof. We first prove that ℘ std is surjective. Let M ∈ Rep 0 k ∆ have Loewy length l. The first formula in (2.1.1) defines a word w M := a 1 . . . a l , where, for each 1 t l, a t ∈ N n is defined by rad t−1 M/rad t M ∼ = S at . We claim that w M is a standard word, giving the required surjectivity. Indeed, by definition, we need to show that a t+1 τ a t for each 1 t < l. Suppose M = M (π) for some π = i∈I,r 1 π i,r [i; r) ∈ Π. For each i ∈ I, let π (i) = r 1 π i,r [i; r). Then for 1 t < l, S at ∼ = n i=1 c t,i S i+t−1 , where c t,i = r,π i,r t π i,r . Putting c t = (c t,1 , . . . , c t,n ), it is clear that c t+1 c t for 1 t < l. Also, a 1 = c 1 , a 2 = (c 2,n , c 2,1 . . . , c 2,n−1 ) = τ c 2 and, in general, a t+1 = τ t c t+1 . Thus,
i. e., w M = a 1 . . . a l is standard. It remains to prove that ℘ std is injective. Suppose w = a 1 . . . a l is a standard word and M = M (w). It suffices to prove that w = w M . This is clear if l = 1. Assume now l > 1. Since M = S a 1 * M (a 2 . . . a l ) and a 2 τ a 1 , it follows that Rad(M ) = M (a 2 . . . a l ). Thus, by induction, w = w M .
We need some preparatory results for establishing (ii).
Proof. This is clear as the equivalences become equalities if we choose s a = s a,i .
The following relation generalizes (E1) to an arbitrary a ∈ N n . Lemma 4.5. For a ∈ N n and i ∈ I, we have
Proof. There is nothing to prove if a = 0. Assume a = 0 and that a is non-sincere since the sincere case follows from (E1). Then at least one of the a + e i and a + e i+1 is non-sincere. Thus, we consider the following three cases. Case 1. a ∈ J, but a + e i+1 ∈ J. Then a i+1 = 0 and a i ′ = 0 for all i ′ = i + 1. Thus, a + e i ∈ J and
This implies that
Case 2. a ∈ J, but a + e i ∈ J. Then a i = 0 and a i ′ = 0 for all i ′ = i. Thus, a + e i+1 ∈ J and s a+e i+1 = s a+e i+1 ,i = s
Case 3. a + e i ∈ J and a + e i+1 ∈ J. Then either a i a i+1 = 0 or a i a i+1 = 0 and n 3, since n = 2 implies a = 0.
If a i a i+1 = 0, then there exists i 1 = i, i + 1 such that a i 1 = 0. The selection of s a+e i = s a+e i ,i 1 and s a+e i+1 = s a+e i+1 ,i 1 gives
If a i a i+1 = 0, there are three subcases to consider. gives
If a i = 0 and a i+1 = 0, then the selection of s a+e i = s a+e i ,i+1 and s a+e i+1 = s a+e i+1 ,i 2 , where i 2 = i, i + 1 and a i 2 = 0, gives
i 2 +1 (using (E5)) = s i s a+e i+1 (since s i−n+2 = s i+2 and s i 2 +1 = s i 2 −n+1 ). 
The proof is completed.
This lemma gives the following shifted commutative relations. Corollary 4.6. For each a = (a l ) ∈ N n , i ∈ I and 0 a a i+1 ,
We now introduce a partial ordering on Ω. Recall that the set N n is a poset with the partial ordering: a b ⇐⇒ b − a ∈ N n . This induces a lexicographic partial ordering on Ω by setting
(1) m t and a l = b l for all 1 l m, or (2) there exists 0 l min{m, t} such that a r = b r for 1 r < l and a l < b l .
Proof. Let a, b ∈ N n satisfy b τ a. There are three cases to consider. Now we assume that b ∈ J and a ∈ J. Suppose a i = 0 for some i ∈ I and choose s a = s a,i = s
. e., b j a j−1 for all j ∈ I and at least one inequality is strict, then repeatedly applying Corollary 4.6 yields
Thus, a ′ = b + a − τ a and b ′ = τ a satisfy the required properties. If b > τ a, i. e., there is some j ∈ I such that b j < a j−1 , then, since b i+1 > 0 = a i , there is d 1 such that
Repeated applications of Corollary 4.6 gives Hence, substituting and repeatedly applying Corollary 4.6 backwards yields .
Put w 1 = a 1 · · · a t−1 a ′ t a ′ t+1 a t+2 · · · a m . Then we have w ≺ w 1 and s w ∼ s w 1 . If w 1 is standard, then we can take w ′ = w 1 . Otherwise, we can repeat the above process. So, we finally get a sequence of words w, w 1 , w 2 , . . . such that w ≺ w 1 ≺ w 2 ≺ · · · and s w ∼ s w 1 ∼ s w 2 ∼ · · · . In particular, dim M (w i ) = dim M (w) for all i 1. But there are only finitely many words v in Ω with dim M (v) = dim M (w). Hence, there must exist t 1 such that w t is standard. Letting w ′ = w t gives s w ∼ s w ′ . Now, the proof of Theorem 2.4 follows easily from Theorems 4.3 and 4.8.
Proof of Theorem 2.4. We need to show that the surjective algebra homomorphism Ψ : A (n)/I → ZM(n) is injective. By Theorems 4.3 and 4.8, the set {s w + I | ∈ Ω std } spans the Z-module A (n)/I and its image is a basis of ZM(n). Hence, Ψ is injective.
Remark 4.9. The generating relations for the composition monoid algebra ZM c (n) are given in [11] . For example, it is shown there that ZM c (2) is generated by [ 
