The object of this paper is to demonstrate how critics can mislead themselves and others in pursuing examples and ideas that draw false conclusions. The Analytic Hierarchy Process (AHP) has clear requirements that involve both the hierarchical structure and the priorities in the structure. Any example that purports to show that the AHP does not give correct results must first follow these requirements. Here we take some of these examples and show that by correctly structuring and setting the priorities they do give the expected results. The most common misconception is that the AHP should be able to reproduce results in a specific situation from a scientific formula without including enough data from the outside world to represent the situation in an AHP model. Scientific formulas (usually involving combinations of mathematical operations: adding, multiplying, raising factors to powers) have been arrived at through the ages based on experience, the need to make results fit some kind of measuring device, and pure whim. To make an AHP model reproduce the results of these myriads of formulas one must understand the precepts of AHP very well so that the AHP model can be set up properly to incorporate the data. We examine a few of these examples and show how they should be properly modeled for AHP to give the expected results.
Introduction
One critical article by Barzilai [1] , brought to our attention by a Canadian friend who asked us to write a commentary on it, has examples of AHP models that lead to wrong results. We show that his examples give the right results when modeled according to AHP principles. The models purport to show that the AHP gives different results when the same decision is structured using different decision hierarchies and that therefore it must be flawed. But in the models that supposedly give incorrect answers Barzilai did not assign the correct priorities to the criteria. One needs to assign priorities to the criteria in order to link a model to data to validate against known results. It cannot be assumed that a hierarchic structure alone without setting priorities can give an answer that can be validated against data from the real world. Priorities are needed in the model as these are what link it to the problem.
An interesting thing happens here. The very foundation of the AHP model formulation is not correct but the author proceeds from his faulty start to use elaborate mathematics to show that different results are obtained for different hierarchical structures and that they do not match the known answers. The mathematics is impressive and many readers think the conclusions derived must necessarily be correct. If one goes through the steps, they are in fact correct. But the effort is doomed from the very beginning because the starting assumptions are not right. A basic principle in the AHP is that valid results depend on establishing priorities for the criteria, priorities for the alternatives with respect to each criterion, and synthesizing the results by weighting and adding. If one does not establish priorities for the criteria, based on the data, no hierarchical structure can compensate for this to make the results for the alternatives correct.
In Section 2 we start by giving a small instructional exercise to show how to determine the priorities of the criteria and subcriteria when data for the priorities of the alternatives is known in advance and the object of the exercise is to show that the same priorities are obtained using the AHP. Then we turn to the marketing example given by Barzilai and apply the same process to his example to get the weights he should have used for his criteria and subcriteria. In the example, he presents two different marketing strategies that are known to result in the same income. His approach is to model each strategy and show that the results are different using the AHP though they should be the same. But if the proper weights are used in his two models they do give the same expected outcome with the priorities for the marketing strategies being equal.
The same marketing problem can be formulated as an ANP (Analytic Network Process) [3] network with feedback that leads to the correct synthesized priorities for the alternatives. We first show how to structure the ANP network for our simple example of Section 2 and then do it for Barzilai's marketing example. The limit supermatrix of the ANP automatically produces the correct weights for both the criteria and alternatives when the data are normalized and entered as priority vectors in the supermatrix. It is simpler in a way because one does not have to know the process for establishing weights for the criteria in an AHP hierarchy to reproduce known results. The direct data is put into the model and the limiting supermatrix cranks out the priorities for all the nodes in the model.
Criteria may depend on alternatives even for intangibles. If one is dealing with intangibles, the priorities for the criteria are determined by using judgments to pairwise compare the criteria, but judgments on the criteria should be made only after carefully studying the alternatives. For example, in a car purchase decision where one of the criteria is style and another is cost, one might have a pre-conceived idea that cost is the most important criterion. But after actually visiting the auto showroom and seeing the stylish cars side-by-side with the cheap cars, it is surprising how many people revise the importance they had given to cost and walk out with a beautiful but costly car. What has happened is that after studying the properties of the actual alternatives, the cars, the importance of the criteria changed. The Analytic Network Process (ANP) makes it clear how to determine the priorities of criteria, tangible and/or intangible, by considering their dependence on the alternatives.
How to determine the priorities for the criteria to yield known outcomes
Priorities, like probabilities, are relative numbers. Numbers from a ratio scale can be transformed to relative priorities, but not conversely, unless there is some link to the actual values. Consider the case of two objects A and B worth 25 dollars and 50 dollars respectively. One converts from dollars to relative numbers by normalizing as follows:
Object A = 25/75 = 1/3 of the total dollars Object B = 50/75 = 2/3 of the total dollars.
If we are told only that A = 1/3 and B = 2/3, we can say B is worth twice A, but we cannot say whether A and B originally were 25 dollars and 50 dollars or 1000 dollars and 2000 dollars. In passing we note that the AHP with its homogeneity requirement requires elements of different orders of magnitude to be grouped together and appropriately linked for comparison purposes. One would not directly pairwise compare $25 and $2000 using judgments from the 1-to-9 fundamental scale of the AHP because the largest element in any comparison set should be no more than 9 times the smallest element, one order of magnitude. When using direct data one can input the ratios of the direct data as the judgments in the pairwise comparison matrix, rather than using the fundamental scale, and in that case it is all right to group widely varying elements together. One is then not limited to the numbers 1-9 and can, for example, use the ratio of 2000/25 or 80 in the matrix.
The following example will make clear how one determines the criteria weights [2] . The investments A and B, for the same period of time, have both interest and capital gains returns as shown in Table 1 . The capital gains returns are assumed to be known as well as the interest returns (certainly not true in real life!). The first criterion C 1 is the interest return and the second C 2 is the capital gains return. Note that the capital gains returns are much heftier than the interest returns. We can see from Table 1 that A's gain of 13 would be 0.382 of the total dollars ($34) possible from the two investments while B's would be 0.618. Investments with returns measured in dollars using ordinary arithmetic give the right answer both in absolute dollar terms as shown in the total return column and in relative terms as shown in the normalized total return column. This is, however, not the result we get if we normalize the dollars in the C 1 and C 2 columns first before adding as shown in Table 2 . There we first converted the dollars in each column to relative values by dividing by the total, and then summed across the rows. The entries in the column "Sum of columns C 1 and C 2 " do not sum to 1, so they must be normalized to obtain the final column, and it does not correspond with the final column of Table 1 which is known to be the correct answer.
To make the values in Table 2 correspond to those in Table 1 , the correct relative values, we need to set the proper weights for the criteria. To determine the weight of each criterion, sum the values in all its columns in Table 1 and then divide by the total 34. The priority of C 1 is 9/34, or about 0.265, and that of C 2 is 25/34 or 0.735. We then multiply the normalized returns of the alternatives in each column in Table 2 by these criteria weights and add. This yields Table 3 , whose final column is identical with the final column of Table 1 . Thus we see here that the criteria in a sense "inherit" their priorities from the measurements of the alternatives under them and cannot be arbitrarily assigned. This is always the process in multi-criteria decisions when one has measurements -in the same scale -that need to be converted to relative values.
The ANP solution to the above investment problem
The same problem can be solved by structuring it as an ANP network with feedback and dependence with two clusters: Criteria and Alternatives as shown in Fig. 1 Table 5 .
We start with the raw data shown in Table 4 below. We then normalize the data so that it sums to 1 for each cluster in each column, as shown in Table 5 . We raise this matrix to powers until it converges to obtain the limit supermatrix which has all its columns the same, as shown in Table 6 . Finally, we normalize for each cluster in the column to obtain the overall priorities as shown in the rightmost column of Table 6 . Note that we now have overall or synthesized priorities for all the nodes in the entire structure.
The overall priorities of the nodes in the model are given in the rightmost column in Table 6 . They are correct and are what we computed they should be in Table 3 using ordinary arithmetic: The final priorities are found from the ANP model in a very natural way by normalizing the input data to get priorities and entering the priorities directly in the ANP supermatrix. There is no need to do any of the side calculations to weight the criteria to produce the right results with the AHP model. The ANP model produces the correct priorities for all the nodes in the model automatically as the supermatrix is raised to powers until it converges. This example is a simple ANP model, but ANP models are capable of handling far greater complexity and interdependence than this.
Barzilai's marketing example
Consider the following problem. Barzilai uses it to illustrate his proposition that the AHP gives different results for the same problem if one structures it with different hierarchies. He uses direct data in his exercise so that it will not be clouded by the issue of deriving priorities from pairwise comparisons, and this is quite permissible.
"The president and three vice-presidents of a company are analyzing their marketing options. The company produces and sells a single product for a fixed price through five stores in the city. Stores 1 and 2 are in the city's West Side, store 3 is at City Center, and stores 4 and 5 are in the East Side. They all agree to define the company's value function v(x) = v(x 1 , . . . , x 5 ) as its total annual revenue where x i represents annual sales in millions of dollars in store i, i = 1, . . . , 5. The company needs to choose between marketing strategies A and B. These strategies will result in annual revenue of P = (3, 3, 1, 1, 1) (i.e., x 1 = 3, x 2 = 3, x 3 = 1, etc.) if strategy A is chosen and Q = (1, 1, 1, 3, 3) if strategy B is implemented. In our terminology, the criteria are x i , i = 1, . . . , 5, the alternatives are marketing strategies A and B and the coordinates of the alternatives in the evaluation space are given by the points P and Q.
The four executives agree that the criteria are identical: x i differs from x j only in its index. Therefore, the president concludes that v(x) = x 1 + x 2 + x 3 + x 4 + x 5 and since v(P) = v(Q) = 9, the two alternatives are equally preferred."
Barzilai is somewhat confused in the above paragraph when he says: "The four executives agree that the criteria are identical: x i differs from x j only in its index". Earlier he had defined the x i as: "x i represents annual sales in millions of dollars in store i, i = 1, . . . , 5". Perhaps this was a simple grammatical error that makes it seem as though he is referring to the x i as criteria when what he really means is that the stores aggregated into territories, s i in Fig. 2 are criteria, but it may have contributed to his misunderstanding.
In any case, it is not correct to put it like this: the four executives agree that "x i differs from x j only in its index". These variables represent the annual sales from the stores and their value must be either 1 or 3 depending on which of the two marketing strategies is employed. This confusion of using the same symbol to denote both a node and a value for the node makes the work mathematically inaccurate and highly questionable. Even when one tries with the best will to interpret it in the most positive way, one sees there is confusion in Barzilai's logic about working with value functions in the way he assigns values to the variables.
Barzilai's value function v(x) = x 1 +x 2 +x 3 +x 4 +x 5 is the common sense arithmetic approach to the problem that everyone would agree gives the correct answer. This value function uses data expressed in dollars (the annual sales for each store) and the answer happens to be the same, 9 million dollars, whether one applies it to strategy A or strategy B. He then structures three different hierarchies for this decision problem, Fig. 2 for the situation as viewed by the vice-president of the Center region and Figs. 3 and 4 as viewed by the vice-presidents of the East and West regions respectively, and obtains a different value function for each hierarchy, on page 168 in [1] . But the value functions in the hierarchies are weights, not dollars, though he compares the results with his original value function of 9 million dollars. He incorrectly concludes that the AHP is flawed, rather than that the flaw is in how he went about calculating his value functions.
In fact, all three hierarchical structures do give the same result when the priorities of the nodes in the three structures are correctly calculated along the lines of the measurement example of Section 2 above. His basic reference is a value function, shown above, which expresses the total annual sales in dollars as a function of the x i . But writing a single value function is incorrect. The 9 million dollars is computed as the outcome of a strategy, but really there should be two value functions, one for each strategy. It is a coincidence that his original value function happens to give the same result, with annual sales totaling 9 million dollars, for both strategies:
According to Barzilai the three vice-presidents use the AHP to decompose the problem as follows. The first, whose territory is City Center, decomposes the criteria into the tree in Fig. 2 . The variables x i are defined as above with s 1 representing total revenue from sales in stores 1 and 2, s 2 sales in store 3 and s 3 sales in stores 4 and 5; that is, this vice-president groups the stores the same way they are grouped into sales territories. As before, he assumes that equal weights must be attached to the edges at each node (essentially a criterion) of the tree "Therefore, according to the AHP procedure, in an obvious notation, the intermediate weights ("local" priorities in AHP terminology) are given by w s 1 = w s 2 = w s 3 = 1/3, w x 1 = w x 2 = 1/2, w x 3 = 1, and w x 4 = w x 5 = 1/2." This casual and unjustifiable assumption is why Barzilai's AHP formulations do not give the correct result. The priorities of the criteria inescapably depend on data when it is known for the alternatives. One would have to calculate what those priorities must be in order for the model to give results that agree with the known data. Usually in an AHP model the priorities of the alternatives are derived, not given as known data in advance, but Barzilai takes this approach in an effort to prove that the AHP is faulty. We agree that the way to validate the AHP and any scientific theory is to show that it gives expected results in a real world problem, so Barzilai has shown initiative by trying such an approach. It has, however, spread misinformation about the validity of the AHP because of his error.
Starting with these three structures and arbitrarily assuming default equal priorities for the criteria at the same time that he assumes data for the alternatives that contradict the assumed priorities, Barzilai ends up with three different answers. Furthermore, he computes a value function on the structures that is in terms of priorities, but he then compares it to his original value function that was in terms of dollars. The value functions for the three structures, his measure of whether the AHP composition works correctly or not, are computed without any input concerning the known annual sales data of the two strategies for the stores. How could a value function applied to some hierarchical structure with arbitrary priorities be expected to give back known answers when there is no information supplied to the function about the assumed data? It puts one in mind of giving a Chinese student without knowledge of English a question written in English and when he does not reply properly concluding that he does not know the correct answer.
The central issue in this example, and some wrong thinking that may be at the root of many of Barzilai's criticisms, is that he mixes up how he is dealing with data and with priorities, and furthermore he does not know that though it is possible to go from data to priorities it is not possible to go the other way without outside information to link the priorities to the data. One would rarely if ever set up a practical decision problem in the AHP the way he does. If there are two criteria with outcomes in the same scale, one would usually first combine them into a single criterion using whatever arithmetic is used in practice to combine the outcomes. One would then use that criterion in the AHP problem. In any case, the AHP always gives the correct answer if the model is set up correctly.
Barzilai's wrong assumption
To formulate his problem correctly with AHP, Barzilai should have followed his two strategies, A and B, with corresponding outcomes (alternatives) P i and Q i , for the ith store. Let us show that, when his hierarchies are set up properly for the data that are given, the AHP composition is correct and gives the same results, in relative terms, for v A (x) and v B (x). This problem can also be formulated as an ANP network with dependence and it gives the correct answer as well, but we demonstrate it here only for the first of Barzilai's three cases.
Correct AHP model for "Center" vice-president's structure
The first vice-president, whose territory is the center of the city, comes up with the structure shown in. In Barzilai's notation the strategies P and Q for the alternatives are given in terms of millions of dollars for each store, with P = (3M, 3M, 1M, 1M, 1M) the result of applying strategy A and Q = (1M, 1M, 1M, 3M, 3M) the result of applying strategy B, having aggregated the data upward through the hierarchy for all nodes above the bottom level alternative nodes. The value x i associated with the ith store S i is the sum of the ith component of the strategies P and Q immediately below it and is written in the second line of each box. Normalizing the data for the nodes directly under each parent node one obtains the relative values, the priorities, shown in the first line of each box.
Below the Goal are the territories, below them the stores and below the latter the two alternative strategies. We see that the two value functions, for strategy A and strategy B, have correct equal priorities of 0.50, and not those Barzilai calculated incorrectly.
The priorities of the criteria need to be calculated from the priorities of the alternatives in the part of the tree beneath each criterion. Barzilai does not calculate his value function for the two strategies. Had he done it correctly he would have had to develop priorities for the criteria above the strategies as shown in Fig. 5 . All three of his examples would Table 7 The data * for "Center" vice-president's structure
give the correct answer when done correctly. One cannot simply assign arbitrary weights to the criteria and hope that these weights will somehow give the correct answer for value functions at whatever level in the tree they are computed.
The ANP formulation of the "Center" vice-president's structure
We will formulate the AHP structure for the "Center" vice president shown in Fig. 5 above as an ANP model. Here again we get the precise answer we obtained before. It too is at variance with what Barzilai obtained. We start by putting the known data into a supermatrix as shown in Table 7 and showing that the resulting priorities for each of the alternative strategies are 0.5. The supermatrix of data in Table 7 is converted to a supermatrix of priorities as shown in Table 8 by normalizing each cluster. The priority supermatrix is raised to powers until it converges to give the limit supermatrix shown in Table 9 in which all columns are the same. Normalize the values by cluster again to obtain the final priorities for the districts, stores and alternative strategies as shown in Table 10 . The same results would be obtained if the ANP model were done for the other two structures.
Again, as we see, the priorities of P and Q (for strategies A and B) are shown using the ANP to be 0.5 and 0.5, the correct answer. A side benefit is that we also get the priorities of all the other nodes in the model. Note that S2 with a priority of 0.111 is the least desirable district. It has only one store while S1 and S3 have two stores providing income. This matches our common sense that the less stores in a territory the less the income for that territory and the less desirable it is regardless of marketing strategy.
Correct AHP model for "East" vice-president's structure
Let us now create the right AHP model for the second vice-president's structure. The second vice-president, whose East side territory contains stores 4 and 5, lumps together all sales outside his territory and uses the structure shown in Fig. 6 . Table 9 Limit supermatrix obtained from supermatrix in Table 8 Table 10 Final normalized priorities obtained from supermatrix in Table 9 for "Center" vice-president's structure and again the two value functions for strategy A and strategy B have equal priority of 0.5. 
Correct AHP model for "West" vice-president's structure
The third vice-president, whose territory is the West side, containing stores 1, 2 and 3, lumps all sales outside his territory and arrives at the structure shown in Fig. 7 .
Here we have: and again the value functions for the two strategies are equal. Finally, we have outside information that links the priorities to the data, so in this case we can convert the strategies back into dollars. We know that the total sales are 18M, by adding all the dollars for both strategies at the bottom of the model. Multiplying the priority value of 0.50 for either strategy by 18M we obtain 9M. This corresponds to the original value function of the president of the company, and the actual annual sales from the five stores under both scenarios.
The AHP is known to be particularly appropriate for handling intangibles, so one might ask how would the criteria be weighted when dealing with intangibles. Criteria, whether they are tangible or intangible, need to be weighted when they depend on their alternatives. With intangibles one needs to be very familiar with the alternatives before pairwise comparing the criteria. In Barzilai's marketing example, in Fig. 5 , when making pairwise comparisons of the importance of the S 1 and S 2 groupings of stores, but not directly using the information about the incomes from the stores under the different strategies, the decision maker would observe that there are two stores in S 1 and only one in S 2 , and therefore would know that S 1 should be about twice as important as S 2 . But the annual sales from the store in the middle grouping are known to be less under than the other districts under either strategy, so the decision maker might raise his or her judgment from 2 to 3 when comparing the two to take this into account. And as S 1 and S 2 have the same number of stores, without precisely calculating the income under the two strategies, S 1 would be judged to be equally as important as S 3 . The pairwise comparison matrix and vector of priorities using judgment rather than data might sensibly be:
The priorities derived from the decision maker's "subjective" judgments about the importance of the territories are not very different from the values computed using the data. Similar kinds of analyses can be done throughout the structure. If one obtains priorities by making subjective pairwise comparisons that seem reasonable, as shown in Table 11 , which one would have to use in any case for intangibles, the results are fairly similar to those that were obtained using data.
On Barzilai's linearity proof
Barzilai assumes what he is trying to prove in his Theorem 2 on page 161 of [1] . He shows that the marginal substitution rate of x i with respect to x j for a linear value function is constant and goes on to enunciate the following theorem on page 162 of his paper, without proof, that the AHP gives rise to linear value functions. He writes, incorrectly:
Theorem 3. The value functions generated by the AHP are always linear. This is not correct because in the AHP the priorities of the alternatives are derived from paired comparisons and the resulting values are not linearly related. Therefore substituting different values of the variables for different alternatives generally produces nonlinear values for the value function. In a related paper on validation in this journal we give several validation examples to show that the priorities in the AHP are nonlinear functions of their attributes. In addition, the AHP is a special case of the ANP with its dependencies in which composition yields multilinear forms of infinite order whose entries are functions, not linear variables. The AHP derived function is not a linear Cartesian function involving orthogonal axes nor is it affine involving non-orthogonal axes, but curvilinear possibly with locally affine coordinate systems from which it is well known one cannot read off incremental changes from point to point by simply taking the affine derivatives. One must consider not only the increments of the components due to the transition from a point to an infinitesimally close point, but also to the change in the local coordinate system. Counterexamples are well-known. In other words one must not identify the components of the increments of a tensor with the increments of its components. Nor are the coefficients in the AHP arbitrarily determined. When one performs comparisons of the attributes that depend on the alternatives, one either uses the ANP directly for accuracy, or approximates with a hierarchy by thinking about what the attributes mean through the alternatives. Their meaning is not independent of the concrete alternatives which they characterize. Barzilai, rather haphazardly, although I am certain that he knows better, concludes that the AHP has a linear value function and proceeds to arrive at a conclusion having nothing to do with the AHP. In his heart example discussed in the next section it appears that he thinks that the criteria may depend in their priorities on the alternatives, and admits that it is a subject for the ANP but then gallantly dismisses the ANP by, for example, referring to himself and to Kamenetzky, a student of Saaty's, who knew the subject of hierarchies well and was correct to observe that hierarchies can only be used when the criteria are assumed to be independent of the alternatives. At the time Kamenetzky did not know about the ANP that deals with this type of dependence.
Hierarchic composition is given by:
where the x i do not belong to a linear system of coordinates, but, as we said before, are generally nonlinear functions derived in the AHP through paired comparisons. Recall that the components of a priority vector are not linear variables, but are readings from nonlinear functions. The richer the structure of a hierarchy in breadth and depth, for example that shown in Fig. 8 is fairly rich, the more complex are the multilinear forms, which of course are nonlinear, derived from it. Let us show that the AHP composition gives rise to multilinear forms whose marginal rate of substitution is not constant. The composite vector for the entire hth level is shown in (1) above and it has covariant tensorial components. Similarly, the left eigenvector approach to a hierarchy gives rise to a vector with contravariant tensor components [4] .
Consider a hierarchy of two criteria, the first with three subcriteria and the second with two subcriteria, and finally with two alternatives as shown in the figure below together with hierarchic composition and marginal rate of substitution. One can see that neither is the first linear nor is the second constant, contradicting Barzilai's incorrect claims.
Consider a hierarchy in which one wants to find the relative cost of three alternatives. Let the criteria be area (A) and volume (V ) and let alternatives be three spheres (S 1 , S 2 , S 3 ). The criteria weights are the relative cost of unit of area versus a unit of volume. In general, the area and volume of a sphere with radius r is equal to 4πr 2 and 4 3 πr 3 , respectively. Let the three spheres S 1 , S 2 and S 3 have radii equal to r 1 , r 2 and r 3 , respectively. Thus, the priorities of the spheres with respect to their area is given by , i = 1, 2, 3.
To obtain the relative costs of the spheres from the relative areas and volumes we would have to find values α 1 and , i = 1, 2, 3. Clearly, α 1 and α 2 are given by In practice the criteria weights would be estimates of these values but so would also be the functions f 1 and f 2 . See Table 12 for the following example involving three spheres having different radii. A sphere costs $1 for each unit of its surface area plus $5 for each unit of its volume. Think of hot air balloons that have to be purchased by the square unit of area, but filled with hot gas to fly them according to their volume. Volume and surface area are not linearly related.
Barzilai assumes incorrectly that the AHP approximates hierarchic composition by a linear value function in his statement on page 165 of his paper: "It is tempting to assume that when the components f k of v(x) are replaced by their first-order approximations, these components may be converted to normalized linear value functions as well. We show in Section 5.4 that this implicit assumption which is utilized in AHP decompositions is incorrect".
In Section 5.4 of his paper Barzilai assumes that the priorities of the alternatives are given but those of the criteria are arbitrarily determined and from that concludes that his value functions will be the same under linear transformations but not under affine transformations. Here again he misses the fundamental point that once the weights of the alternatives are given, those of the criteria are automatically determined in relative terms and that composing with these normalized weights of the criteria automatically gives the correct relative values of the alternatives which he ignores by assuming that the priorities of the criteria are arbitrarily given. He is correct to conclude that, when the weights of the criteria are independent from those of the alternatives, the final value functions would not lead to the same relative measurement of the alternatives under affine transformations, but one never does that when one has measurements for the alternatives.
Let A i , i = 1, . . . , n be the alternatives and let C j , j = 1, . . . , m be the criteria. Let x i j be the actual measurement of alternative A i with respect to criterion C j , then m j=1 x i j is the total value of alternative A i with respect to all the criteria C j and m j=1 x i j / n i=1 m j=1 x i j is its overall relative value. Let us show now how to obtain this by normalizing the alternatives with respect to each criterion. With that we have for alternative A i with respect to criterion C j the normalized value x i j / n i=1 m j=1 x i j . Now we assign criterion C j the relative value of the sum of the alternative values under it to the sum of the values of all the alternatives with respect to all the criteria. We have
m j=1 x i j for the priority of criterion C j . Finally we multiply the normalized weight of alternative A i under each criterion by the corresponding weight of that criterion and take the sum over all the criteria. We obtain for the relative value of A i , n j=1
, which is precisely the overall relative value of alternative A i obtained above from measurements. It is clear that there is no other meaningful way to obtain this answer without the particular weights assigned to the criteria.
Again, we repeat that when given the weights of the alternatives the AHP behaves as we just described and not in Barzilai's way of assigning arbitrary weights to the criteria. When measurements are not given one either proceeds from the bottom up or the top down to derive weights for the alternatives in terms of the criteria and the criteria in terms of higher level criteria. In practice one would not start by knowing the weights of the alternatives -that is the object of the decision model: to determine these weights. In the usual AHP problem the alternative weights are unknown and we need the judgments of a knowledgeable person to derive them. The many validation examples in the validation paper by this same author in this journal provide evidence that the AHP correctly reflects measurable events in the real world.
6. The heart transplant example -a poorly drawn non-conclusion Not only does Barzilai draw incorrect conclusions and prove false theorems about the AHP but then he also draws misleading attention to examples that he does not show any fault with. He takes an example of prioritizing heart transplant patients to receive hearts and essentially says this: I have shown with my examples that the AHP does not work, so how can one trust it with something as serious as establishing priorities for heart transplants? He goes on to say that as hierarchic composition is a product of matrices of priorities, a multilinear mapping that involves sums of products of nonlinear variables (functions), it is linear. But neither the variables nor the composition are linear.
In its simplest hierarchic form with only a goal, criteria and alternatives, the outcome of the AHP is a convex combination of the weights of the alternatives i α i f i , where i α i = 1. These priorities ( f i ) are themselves nonlinear functions and not ordinary linear Cartesian variables.
Observations and conclusions
Of course, a person who knows well how the AHP works and has used it in practice would never actually set up the kind of problems examined above. If there is more than one criterion with an existing scale and alternatives under them with actual data, in practice one would first combine everything into a single criterion using whatever standard arithmetic is required. These criteria are then usually put alongside intangible criteria and the usual process of paired comparisons is applied to determine the importance of the criteria with respect to the goal. Barzilai set up the problem in this way in an attempt to show that the AHP does not work. But it does work, both on his artificially conceived and wrongly developed example, and in general as a sound theory.
In his paper "On MAUT, AHP, PFM", delivered at the International Symposium on the Analytic Hierarchy Process in 1999, Barzilai wrote [5] that Belton, Gear and Dyer "have misidentified the problem, and proposed incorrect revisions and failed to address the fundamental issues" yet he frequently uses them to support his arguments against the AHP. He also says in that paper about measurement theory: "Basic concepts such as scale type and meaningfulness are not fully understood. . . they will be fully resolved in a forthcoming paper". That was six years ago, and we await with anticipation a constructive and complete exposition of new ideas about measurement in multicriteria decisionmaking and how to use them in practice to make decisions.
There are numerous validation examples developed by many people using pairwise comparison matrices, hierarchies and networks for which the answers are already known that show the accuracy and robustness of AHP/ANP and these have been shown in the paper on validation of the AHP by this same author in this journal.
