Symmetries, higher order symmetries and supersymmetries by Ferrantelli, Andrea
ar
X
iv
:1
00
2.
25
59
v2
  [
he
p-
th]
  1
6 M
ar 
20
12
M.Sc. thesis
Symmetries, higher order symmetries and supersymmetries
Andrea Ferrantelli
Dipartimento di Fisica Teorica, Universita´ di Torino,
via P. Giuria 1, I-10125 Torino, Italy
Torino, July 11th 2002
1
Contents
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1 Structure group bundles 7
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Structure group bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.1 Sections of bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.2 Fibered coordinates and local expressions . . . . . . . . . . . . . . . 10
1.2.3 Particular classes of bundles . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.4 The Lie derivative . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Jet bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.1 The prolongation of order k of a bundle . . . . . . . . . . . . . . . . 11
1.3.2 The transition functions of JkB . . . . . . . . . . . . . . . . . . . . . 12
1.3.3 The prolongation of a fibered morphism . . . . . . . . . . . . . . . . 13
1.3.4 The prolongation of sections . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.5 Contact forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.6 Total derivatives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 Principal fiber bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.1 The right action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.2 The bundle of s-frames . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.5 Canonical constructions of fiber bundles . . . . . . . . . . . . . . . . . . . . 16
1.5.1 Associated bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.5.2 Structure bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.5.3 Natural bundles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.6 Infinitesimal generators of principal automorphisms . . . . . . . . . . . . . . 18
2
1.6.1 The bundle of vertical infinitesimal automorphisms . . . . . . . . . . 19
1.7 Principal connections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.7.1 Definition of a principal connection . . . . . . . . . . . . . . . . . . . 19
1.7.2 Equivalent definitions of connection . . . . . . . . . . . . . . . . . . 20
1.7.3 Induced connections on associated bundles . . . . . . . . . . . . . . 21
1.7.4 The covariant derivative of a section . . . . . . . . . . . . . . . . . . 22
1.7.5 The stress tensor of a principal connection . . . . . . . . . . . . . . . 22
1.8 Gauge-Natural prolongations of principal bundles . . . . . . . . . . . . . . . 23
1.8.1 Gauge-Natural bundles . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.8.2 Local expressions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.8.3 The Lie derivative of connection and curvature . . . . . . . . . . . . 25
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2 Geometrical formalism for variational calculus 27
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Lagrangian formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Euler-Lagrange equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Poincare´-Cartan form and symmetries . . . . . . . . . . . . . . . . . . . . . 32
2.5 Covariant Lagrangians and the No¨ther theorem . . . . . . . . . . . . . . . . 33
2.5.1 The superpotential . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3 Gauge-Natural formalism 38
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Gauge-Natural field theories . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 The generalized Bianchi identities . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Existence of the superpotentials . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5 Existence of the superpotentials: the general case . . . . . . . . . . . . . . . 42
3.6 Generalized symmetries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4 Spin structures 46
3
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Spin structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3 Spin frames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3.1 The structure bundle . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3.2 Infinitesimal generators of automorphisms of Σ . . . . . . . . . . . . 50
4.4 The spin frames bundle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4.1 Definition of the spin frames bundle . . . . . . . . . . . . . . . . . . 50
4.4.2 The spin connection over Σ . . . . . . . . . . . . . . . . . . . . . . . 52
4.4.3 Vielbein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.4.4 The Lie derivative of spin frames . . . . . . . . . . . . . . . . . . . . 54
4.4.5 The spinor fields bundle . . . . . . . . . . . . . . . . . . . . . . . . . 54
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5 Supersymmetry 57
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 The Wess-Zumino model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.2.1 Dirac matrices and Majorana spinors . . . . . . . . . . . . . . . . . . 58
5.2.2 Covariance of the Lagrangian . . . . . . . . . . . . . . . . . . . . . . 59
5.2.3 Closure of the algebra . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6 Supergravity 64
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.1.1 Expression of the principal connection ω . . . . . . . . . . . . . . . . 65
6.2 Field equations for the Rarita-Schwinger Lagrangian . . . . . . . . . . . . . 66
6.2.1 Equations for the vielbein field . . . . . . . . . . . . . . . . . . . . . 66
6.2.2 Equations for the gravitino field . . . . . . . . . . . . . . . . . . . . 67
6.2.3 Equations for the connection . . . . . . . . . . . . . . . . . . . . . . 67
6.3 Transformation of the connection under supersymmetries . . . . . . . . . . 69
6.4 Covariance of the Lagrangian . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.4.1 Covariance with respect to automorphisms . . . . . . . . . . . . . . 70
6.4.2 Covariance under supersymmetries . . . . . . . . . . . . . . . . . . . 74
4
6.5 Closure of the supersymmetric algebra . . . . . . . . . . . . . . . . . . . . . 79
6.5.1 Commutator on the vielbein . . . . . . . . . . . . . . . . . . . . . . . 80
6.5.2 Commutator on the gravitino . . . . . . . . . . . . . . . . . . . . . . 81
6.6 The Grignani-Nardelli approach . . . . . . . . . . . . . . . . . . . . . . . . . 89
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
A Group theory for supersymmetries 94
A.1 Superalgebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
A.2 Grassmann algebras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
A.3 Supermanifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
A.4 Supergroups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
A.5 Osp (m/N) and the Poincare´ supergroup . . . . . . . . . . . . . . . . . . . . 103
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5
Abstract
This thesis deals with an alternative (geometrical) formulation for the study of symmetries
and supersymmetries. It is called Gauge-Natural, and it has been developed mainly by
the Mathematical Physics groups in Turin (Italy) and in Brno (Czech Republic).
Gauge-Natural field theories are a generalization of the so-called natural theories, i.e.
field theories where all space-time diffeomorphisms are symmetries. In natural theories,
the Lagrangian of the system is required to be covariant with respect to all space-time
diffeomorphisms which act on the fields. However, physicists realized very soon that
natural field theories were not enough to describe physical phenomenology. If a gauge
symmetry is involved, a more general framework is needed; its mathematical bases have
to deal with the notions of principal and associated bundles. Gauge-Natural field theories
regard interactions between natural and gauge fields.
In this framework, the group of automorphisms of some suitable principal bundle P,
the structure bundle, acts on fields by means of gauge transformations. At this point, one
requires such a group to contain the symmetries of the theory. Since the fields do not carry
any representation of space-time diffeomorphisms, every consideration about symmetries
is moved from the space-time manifold to this bundle.
This is one of the most innovative features of the Gauge-Natural formalism, since
actually the concept of symmetry in physics is mainly related to that of manifold. The
model will be exposed in details in Chapter 3.
Chapter 1 deals with the mathematical basics of the model, i.e. we define principal,
associated and jet bundles. In Chapter 2 these are used to define the Lagrangian formu-
lation of field theories (by introducing the Poincare´-Cartan form). Chapter 4 introduces
spin structures on the Gauge-Natural bundles thus described. Spin structures overcome
the problems encountered when defining spinors in a curved space. Chapter 5 deals with
the Wess-Zumino model. Here Supersymmetry (SUSY) is global, since the SUSY trans-
formations are point-independent. The generator of supersymmetries is indeed covariantly
conserved. When this no longer holds, the corresponding theory is Supergravity (SUGRA),
namely local SUSY. As an example, we consider the Rarita-Schwinger model in Chapter
6. We calculate the on-shell covariance of the Lagrangian and the on-shell closure of the
SUSY algebra. We show that this is problematic for the formalism which is exposed in
this thesis, and introduce a particular model for Supergravity, to which the Gauge-Natural
framework might be applied.
Finally, in the Appendix we give some background on supergroups, supermanifolds
and other mathematical tools which are widely used in theories of Supersymmetry and of
Supergravity.
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Chapter 1
Structure group bundles
1.1 Introduction
The concept of field as a physical entity endowed with energy, impulse and angular mo-
mentum follows from Faraday’s and Maxwell’s works about electromagnetism.
A field, by definition, provides each space-time point with several quantities. If we
denote with F the set of values that can be taken, the configurations in an open subset U
of space-time are locally described by the functions ϕ : U −→ F. After assigning a topology
and a differential structure to F , one can require ϕ to be continue and differentiable.
The above object can be used to introduce a geometrical point of view of field theo-
ries. The function ϕ can be equivalently defined by means of its graph {(x, ϕ (x)) ∈ U × F}.
One therefore defines the function ϕ̂ : U −→ U × F that is given by ϕ̂ : x 7−→ (x, ϕ (x)) .
Hence U ×F can be regarded as the local model of a bundle with fiber F . As we shall see,
in this formalism ϕ̂ is the local expression of a section. It follows immediately that the field
configurations are the bundle sections, and that such a bundle can be called configuration
bundle.
At a first sight, this way of introducing bundles in field theory may seem forced and
not useful. One may think that only trivial bundles (i.e. Cartesian products like M × F )
are essential to physics. However, the formulation of field theories on fiber bundles is not
only motivated by some principle of generalization. On the contrary, it is an empirical
consequence of physical situations that we can find in nature.
For example, if we want to study the motion of a particle on a sphere, we must give
the position x ∈ S2, a tangent velocity υ in TxS
2 and finally a point (x, υ) ∈ TS2 of the
bundle TS2 that is tangent to the sphere S2. It can be easily proven that TS2, as a bundle
on S2, is non trivial. When looking for the solutions of the equations of motion (e.o.m.)
on the sphere, one has first to choose a local frame on it. On this open subset the bundle
TS2 can be trivialized, and therefore the e.o.m. are locally written on R2 ×R2. Together
with these equations, some conditions which guarantee the regularity of their solutions
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at every point of S2 must be also given. This is non trivial e.g. at the points which are
excluded from the open subset previously chosen, like the north pole.
Moreover, General Relativity can provide us with a possibly crucial argument in
favor of a geometric framework for physics. This theory assumes that space-time is a
generic differentiable manifold, not flat Minkowski. Then, to choose a trivial bundleM×F
as the configuration bundle of a field theory is often both mathematically incorrect and
physically wrong, since this arbitrary choice regards just one among many possibilities.
In this chapter, we will introduce (in a basic and not complete manner) some concepts of
the theory of fiber bundles. This will be useful for the discussion of the Gauge-Natural
formalism in Chapter 3.
1.2 Structure group bundles
A fiber bundle on a manifold M , intuitively speaking, is a space whose local topology is
that of a Cartesian product Uα×F , where {Uα} form a covering of M . These local models
can be glued together in a non trivial way, and consequently the bundle, as a whole, may
not be a Cartesian product.
The gluing procedure is done by choosing suitable automorphisms on the standard
fiber F . In general, the group Diff(F ) we have chosen is infinite dimensional.
It happens however for the automorphisms to be chosen only in a finite subgroup
G ⊂ Diff(M). In this case we say that G is the structure group of the bundle. Hereafter
we will be interested only in bundles admitting a structure group, thence we give the
following definition.
Definition (1.2.1.1): a bundle B = (B,M, π, F, λ,G) with structure group G is an object
such that
(a) B,M,F are differentiable manifolds (paracompact) called respectively total space,
base and standard fiber. The map π : B −→ M surjective and of maximum rank is
called projection. The structure group G is a Lie group and λ is a left action of G on the
standard fiber F .
(b) there exists an open covering {Uα}α∈I of the base M such that for each α ∈ I there
exists a diffeomorphism
t(α) : π
−1 (Uα) −→ Uα × F (1.1)
The pair
(
Uα, t(α)
)
(but often only t(α)) is called local trivialization of B. The set of all
local trivializations
{(
Uα, t(α)
)}
α∈I
is simply labeled as the trivialization of B.
(c) if Uαβ = Uα ∩ Uβ and eG is the group identity, there exists a collection of maps
g(αβ) : Uβα −→ G satisfying the relations:
g(αα) (x) = eG
g(αβ) (x) =
[
g(βα) (x)
]−1
g(αβ) (x) · g(βγ) (x) · g(γα) (x) = eG
(1.2)
8
such that: 
idUαβ × ĝ(αβ) : Uβα × F −→ Uαβ × F
t(β) : π
−1 (Uβα) −→ Uαβ × F
t(α) : π
−1 (Uαβ) −→ Uβα × F
(1.3)
where ĝ(αβ) : Uβα × F −→ F is defined by:
ĝ(αβ) : (x, ϕ) 7−→ λ
(
g(αβ) (x) , ϕ
)
(1.4)
The functions g(αβ) are called transition functions and depend on the trivialization. The
bundles (M × F,M, p1,F, λ, {e}), where p1 : M × F −→ M is the projection on the first
factor, are called trivial bundles.
Definition (1.2.1.2): a morphism between the bundles B = (B,M, π, F ) and B′ =
(B′,M ′, π′, F ′) is the pair of maps Φ = (φ, f) with φ : B −→ B′ and f : M −→ M ′
making the following diagram be commutative:
B
φ
−→ B′
π ↓ ↓ π′
M
f
−→ M ′
(1.5)
A morphism Φ = (φ, f) is called strong if f :M −→M ′ is a diffeomorphism. To the whole
of structure bundles one can apply the usual terminology of morphisms: the notions of
bundles epimorphisms, isomorphisms, endomorphisms, automorphisms are well defined.
We remark that the only difference between the bundles analyzed above and those
more commonly mentioned in literature (which do not necessarily have a structure group),
is that axiom (c) in definition (1.2.1.1) needs not to be satisfied in the latter class of
bundles, which we will call geometrical bundles. In fact, no additional structure has been
added to them.
In the following we will deal only with structure bundles.
Proposition (1.2.1.1): let M be a manifold, {Uα}α∈I one of its open coverings and
g(αβ) : Uαβ −→ G satisfying the conditions{
g(αα) (x) = eG
g(αβ) (x) · g(βγ) (x) · g(γα) (x) = eG
(1.6)
Moreover an action λ : G × F −→ F of G on a manifold F is given: so there exists a
bundle B = (B,M, π, F, λ,G) unique up to isomorphisms which admits g(αβ) as transition
functions.
1.2.1 Sections of bundles
Definition (1.2.2.1): given a bundle B = (B,M, π, F ), a map ρ : U −→ π−1(U) such
that π ◦ ρ = idU is called local section. If U =M , ρ is a global section.
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The existence of local sections is guaranteed by local trivializations; indeed if a local
trivialization is t(α) : π
−1(Uα) −→ Uα × F , fixing a map ϕ : Uα −→ F one can define the
local section ρϕ : x 7−→ t
−1
(α) (x, ϕ (x)). On the contrary, global sections of a bundle may
not exist in general.
1.2.2 Fibered coordinates and local expressions
Let us consider a point p ∈ B and fix a local trivialization giving t(α)(p) = (x, ϕ); let also
be p = [x, ϕ]α. There can be chosen a chart {x
µ} in Uα, neighborhood of x, and another
chart {ϕa} in F, neighborhood of ϕ.
This way a system of coordinates {xµ, ϕa} has been defined over B; such coordi-
nate systems are named fibered coordinate systems. Consequently, a morphism between
two bundles B and B′ in fibered coordinates has the following local expression over the
trivialization domain Uα: {
x′µ = fµ(α) (x)
ϕ′a = Φa(α) (x, ϕ)
(1.7)
1.2.3 Particular classes of bundles
There are several subclasses within the class of fibered bundles. We discuss them briefly
here. A bundle is called vector bundle if it has a vector space V as standard fiber and
GL (n,R) (n = dim(V )) represented on V through the standard representation (therefore
the transition functions are linear). A morphism between vector bundles is linear if it acts
linearly on the fibers.
An affine bundle has an affine space A as standard fiber and the affine group as
structure group, represented on A with the standard representation. A morphism is affine
if, restricted on each fiber, it is an affine map.
A principal bundle has a Lie group G as fiber and as structure group; G is
represented over itself with the left translation Lg : G −→ G : h 7−→ g · h. Consequently,
we will indicate a principal bundle with P =(P,M, π,G).
On every principal bundle P =(P,M, π,G), a right action of the structure group G is
locally defined by
R˜g : P −→ P : [x, h]α 7−→ [x, h · g]α (1.8)
which is independent of the used trivialization (see section 1.4.2). If now P =(P,M, π,G)
and P ′=(P ′,M ′, π′, G′) are two principal bundles and θ : G −→ G′ a Lie groups homomor-
phism, a fiber bundle morphism defined by Φ = (φ, f) : P −→ P ′ is a principal morphism
with respect to θ if:
P
φ
−→ P ′
R˜g ↓ ↓ R˜θ(g)
P
φ
−→ P ′
(1.9)
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In the case where G = G′ and θ = idG, Φ is simply called principal morphism.
1.2.4 The Lie derivative
Let B = (B,M, π, F ) be a bundle. We can consider the space TB tangent to the total
space B.
Definition (1.2.5.1): a vector v ∈ TB is called vertical if Tπ (v) = 0. The set of all
vertical vectors is a subbundle of TB which we will denote by V (π) −→ B.
V (π) −→ TB
↓ ↓ τB
B B
↓ π
M
(1.10)
By composing the projections V (π) −→ B −→M , we obtain a bundle over M ; the notion
of vertical vector fields on a submanifold U ⊂ M of the base manifold M is thence well
defined. Analogously, for a section σ :M −→ B there exist vertical fields over the section
σ; they are defined only over σ (M) ⊂ B.
If a vector field Ξ over B is considered, it can happen that there can exist over M
a field ξ such that:
Tπ (Ξ (b)) = ξ (x) , ∀b ∈ π−1 (x) (1.11)
This vector field is called projectable and ξ is its projection. For instance, a vertical vector
field is projectable and its projection is the null vector field over M .
If Ξ is a projectable field over B vanishing in π−1 (U), with abuse of notation we
say that Ξ vanishes over U ⊂M .
Definition (1.2.5.2): let ρ :M −→ B be a section of B, Ξ a projectable vector field over
B and ξ its projection.
We define the Lie derivative of the section ρ along the field Ξ with the following
expression:
£Ξρ = Tρ (ξ)− Ξ ◦ ρ (1.12)
It is easy to prove that £Ξρ is a vertical field over ρ.
1.3 Jet bundles
1.3.1 The prolongation of order k of a bundle
Let B = (B,M, π, F ) be a bundle over M and Γx (B) the set of all sections of B locally
defined in a neighborhood of x ∈ M ; consider the equivalence relation ∼kx defined on
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Γx (B) by
ρ ∼kx σ ⇔ ∀f : B −→ R and ∀γ : R −→M such that γ (0) = x (1.13)
Defining now the functions {
(f ◦ ρ ◦ γ) : R −→ R
(f ◦ σ ◦ γ) : R −→ R
(1.14)
the equivalence relation (1.13) is equivalent to:
tk0 (f ◦ ρ ◦ γ) = t
k
0 (f ◦ σ ◦ γ) (1.15)
i.e., they have the same Taylor expansion up to the order k in t = 0.
If we choose a local trivialization in B and a fibered coordinate system (xµ, ϕa), a
local section ρ : U −→ π−1 (U) is given in coordinates by ρ : x 7−→
(
x, ρ(α) (x)
)
(with
ρ(α) : U −→ F ). The equivalence relation (1.13) reduces to require the local expressions
of ρ(α) and σ(α) to have the same Taylor expansion up to the order k around the point
x ∈ M . This equivalence relation is obviously independent of the trivialization and the
fibered coordinates.
Here and hereafter we denote by jkxρ the equivalence class (with respect to ∼
k
x)
pointed out by the representative ρ ∈ Γx (B). Moreover, the space formed by these equiv-
alence classes is called JkxB and J
kB = ∐x∈M
(
JkxB
)
the disjoint union of all the spaces
JkxB.
We have thence the local fibered coordinate system:(
xµ, ϕa, ϕaµ1 , ϕ
a
µ1...µk
)
(1.16)
named natural coordinates over JkB. Please note that the ϕaµ1...µk are symmetric in the
indices (µ1, . . . , µk), representing the values of the partial derivations of ϕ
a with respect
to xµ.
1.3.2 The transition functions of JkB
In the case k = 1 we can easily compute the transition functions by changing the trivial-
ization. In the new coordinates, the local expression for the same representative ρ is given
by ρ(α) such that:
ρa(α) (x) = g
a
(αβ)
(
x, ρ(β) (x)
)
(1.17)
where g(αβ) are the transition functions over B. By derivative with respect to x ∈M , one
obtains the transition functions{
ϕ′a = ga(αβ) (x, ϕ)
ϕ′aµ = ∂µg
a
(αβ) (x, ϕ) + ∂bg
a
(αβ) (x, ϕ)ϕ
b
µ
(1.18)
which are in the form
ϕ′aµ = Y
a
µ (x, ϕ) + Y
a
b (x, ϕ)ϕ
b
µ (1.19)
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In the case k = 2, one can add to the previous one
ϕ′aµν = ∂µνg
a
(αβ) (x, ϕ) + ∂µbg
a
(αβ) (x, ϕ)ϕ
b
ν + ∂νbg
a
(αβ) (x, ϕ)ϕ
b
µ +
+∂bcg
a
(αβ) (x, ϕ)ϕ
b
µϕ
c
ν + ∂bg
a
(αβ) (x, ϕ)ϕ
b
µν (1.20)
The structure is given again by
ϕ′aµν = Y
a
µν
(
xλ, ϕc, ϕcλ
)
+ Y ab (x, ϕ)ϕ
b
µν (1.21)
The coefficients Y aµν are polynomial functions of degree 2 in ϕ
c
λ.
In general, to the k-order, this structure is preserved being
ϕ′aµ1...µk = Y
a
µ1...µk
(
xλ, ϕc, ϕcλ, ϕ
c
λ1...λk−1
)
+ Y ab (x, ϕ)ϕ
b
µ1...µk
(1.22)
and the Y aµ1...µk are polynomial functions of degree 2 in ϕ
c
λ1...λk−1
.
The natural coordinates define therefore an atlas of class C∞ providing a differen-
tiable structure to JkB. Moreover, one can define the projections
πkk−1 : J
kB −→ Jk−1B (1.23)
with
πkk−1 :
(
xµ, ϕa, ϕaµ1 , . . . , ϕ
a
µ1...µk
)
7−→
(
xµ, ϕa, ϕaµ1 , . . . , ϕ
a
µ1...µk−1
)
(1.24)
Now, the transition functions are affine maps in the variables on the fiber ϕaµ1...µk ; con-
sequently, we can build a family of affine bundles defined by the projections πkk−1. A
sequence of maps is obtained:
M
π
←− B = J0B
π1
0←− J1B
π2
1←− J2B ←− . . . (1.25)
each map defines an affine bundle Jk+1B over JkB. In general we define for composition
the projections
πk+h : Jk+hB −→ JkB (1.26)
and we denote simply by πk : JkB −→M the projections on the base M . In the following
the bundle
(
JkB,M, πk, Jk0 (R
m × F )
)
will be defined only by JkB.
1.3.3 The prolongation of a fibered morphism
Let now B and B′ be two bundles and Φ = (φ, f) : B −→ B′ a strong bundle morphism;
one can define the prolongation of k-order of the (strong) morphism Φ in the following
way:
JkΦ : JkB −→ JkB′ : jkxρ 7−→ j
k
f(x)
(
φ ◦ ρ ◦ f−1
)
(1.27)
which turns out to be a (strong) bundle morphism.
Consequently, we have the
Proposition (1.3.3.1): given two morphisms Φ : B −→ C and Ψ : C −→ D we have:{
Jk (Ψ ◦ Φ) = Jk (Ψ) ◦ Jk (Φ)
Jk (idB) = idJkB
(1.28)
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1.3.4 The prolongation of sections
If ρ is a section of B we can define a bundle morphism, to which Jk can be applied, giving:
M
ρ
−→ B
‖ ↓ π
M M
Jk
−→
M
Jkρ
−→ JkB
‖ ↓ π
M M
(1.29)
The map Jkρ can be reinterpreted as a section of JkB called the prolongation to the k-
order of the section ρ; by convention, such a section is denoted jkρ instead of Jkρ. Among
the sections of JkB, those which can be obtained as prolongations of sections of B are
regarded as holonomic sections.
Given a local section of B represented by ρ(α) : U −→ F : x
µ 7−→ ρ(α) (x), the
prolongation assumes the form:
jkρ : xµ 7−→
(
xµ, ρ(α) (x) , ∂µ1ρ
a
(α) (x) , . . . , ∂µ1...µkρ
a
(α) (x)
)
(1.30)
1.3.5 Contact forms
Definition (1.3.5.1): a form ω over JkB is a contact form if it vanishes on all the
holonomic sections, i.e. (
jkρ
)∗
ω = 0 (1.31)
The contact forms of JkB create an ideal of the external algebra over JkB. A set of
generators is formed by
ωa = dϕa − ϕaσdx
σ
ωaµ = dϕ
a
µ − ϕ
a
µσdx
σ
. . .
ωaµ1...µk−1 = dϕ
a
µ1...µk−1
− ϕaµ1...µk−1σdx
σ
dωaµ1...µk−1 = −ϕ
a
µ1...µk−1σ
∧ dxσ
(1.32)
1.3.6 Total derivatives
We introduce a family of operators dµ, called total derivatives, acting on the functions of
JkB to give functions over Jk+1B such that:
∀ρ :M −→ B, (dµF ) ◦ j
k+1ρ (x) = ∂µ
(
F ◦ jkρ (x)
)
(1.33)
It is easy to show that the operators dµ act as follows:
dµF
(
xµ, ϕa, ϕaµ1 , . . . , ϕ
a
µ1...µk
)
= ∂µF + ∂aF · ϕ
a
µ+
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+ ∂µ1a F · ϕ
a
µµ1 + . . .+ ∂
µ1...µk
a F · ϕ
a
µµ1...µk
(1.34)
where ∂a denotes the derivative with respect to ϕ
a, ∂µ1a those w.r. to ϕaµ1 and so on.
If a change of fibered coordinates (or an automorphism) over B is considered, i.e.{
x′µ = fµ (x)
ϕ′a = φa (x, ϕ)
(1.35)
the prolongation takes the form:
x′µ = fµ (x) J
ν
µ = ∂µ
(
f−1
)ν
(x)
ϕ′a = φa (x, ϕ)
ϕ′aµ1 = J
ν1
µ1dν1φ
a (x, ϕ)
ϕ′aµ1µ2 = J
ν2
µ2dν2
(
J
ν1
µ1dν1φ
a (x, ϕ)
)
. . .
(1.36)
which represents also the transition functions of JkB.
1.4 Principal fiber bundles
1.4.1 The right action
Let P = (P,M, π,G) be a principal bundle and fix a local trivialization on the open subset
Uα. There are locally four maps:
R˜(α)g : π
−1 (Uα) −→ π
−1 (Uα) : [x, h]α 7−→ [x, h · g]α
L˜(α)g : π
−1 (Uα) −→ π
−1 (Uα) : [x, h]α 7−→ [x, h · g]α
L˜(α)p : G −→ π
−1 (Uα) : g 7−→ R˜
(α)
g (p) (1.37)
R˜(α)p : G −→ π
−1 (Uα) : g 7−→ L˜
(α)
g (p)
An important theorem states that there exists a global action R˜g of G over P which
is vertical, free and fiber-transitive, whose local expressions are given by R˜
(α)
g . As a
corollary, we say that it is possible to associate to each local section σ(α) : Uα −→ P
a local trivialization t(α) : π
−1 (Uα) −→ Uα × G, canonically and in one-to-one
correspondence.
For this reason, on principal bundles, with an abuse of notation, a trivialization is
often assigned by defining a set of local sections
{
σ(α)
}
whose domains form a covering of
M. This corollary proves (but the proof will be omitted here) that principal bundles are
completely identified by their right action. In fact the following is derived:
Property (1.4.1.1): given a manifold P and a free right action of G so that the quotient
space is a manifold, P is the total space of a principal bundle.
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1.4.2 The bundle of s-frames
As an example of principal bundle let us consider
Ls (M) = {js0ǫ | ǫ : R
m −→M} (1.38)
with ǫ locally invertible around the origin. The projection π : Ls (M) −→M : js0ǫ 7−→ ǫ (0)
takes values in all the codomain.
As standard fiber let us define:
GLs (M) = {js0α | α : R
m −→ Rm} (1.39)
where α is locally invertible around the origin and α (0) = 0. The product is:
js0α · j
s
0β := j
s
0 (α ◦ β) (1.40)
Therefore we have that (Ls (M) ,M, π,GLs (M)) is a principal bundle; in fact one can
define the right action
js0ǫ · j
s
0α := j
s
0 (ǫ ◦ α) (1.41)
which turns out to be free.
Given a morphism between manifolds f :M −→M ′,
Ls (f) : Ls (M) −→ Ls
(
M ′
)
: js0ǫ 7−→ j
s
0 (f ◦ ǫ) (1.42)
can be defined.
With these hypotheses (Ls (f) , f) is a principal morphism. The bundle Ls (M) is
called bundle of the s-frames while Ls (f) is regarded as the natural lift to the s-frames.
1.5 Canonical constructions of fiber bundles
1.5.1 Associated bundles
Suppose to have a principal bundle P = (P,M, π,G) and λ : G × F −→ F a left action
of the group G over a manifold F . The associated bundle P ×λ F is the bundle having as
total space the quotient of P × F with respect to the equivalence relation
(p, ϕ) ∼
(
p′, ϕ′
)
⇐⇒ ∃g ∈ G | R˜gp = p
′and ϕ = λ
(
g, ϕ′
)
(1.43)
The equivalence classes will be denoted with [p, ϕ]λ. Indeed, given a trivialization σ
(α) of
P we have the trivialization:
t
(α)
λ : π
−1
λ (Uα) −→ Uα × F : [p, ϕ]λ 7−→ (x, λ (g, ϕ)) p = σ
(α) (x) · g (1.44)
which is one-to-one because of (1.43).
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1.5.2 Structure bundles
Let B = (B,M, π, F, λ,G) be a bundle with structure group; let us fix a trivialization t(α)
and let g(αβ) be the corresponding transition functions. By applying Proposition (1.2.1.1),
we can define a bundle having G as standard fiber with the use of g(αβ) and of the left
translation Lg : G −→ G. The bundle P = (P,M, π,G) we obtain is a principal bundle
called structure bundle of B.
Now, if we start from P, choose F as standard fiber and build the associated bundle
with the action λ : G × F −→ F , we obtain B again. Thus every bundle with structure
group can be viewed as associated to some structure bundle. Though in physics associated
bundles have, as we shall see, the precise meaning of configuration bundles, while structure
bundles do not have a direct physical interpretation, it is actually of use building up the
configuration bundles by starting from their structure bundles. Taking into account this
equivalence between structure and associated bundles, we will adopt systematically this
habit.
An example
We will show that the tangent bundle TM is associated to the frame bundle L (M). The
frame bundle is a principal bundle with group GL (m,R) and we can choose the natural
representation:
λ : GL (m,R)×Rm −→ Rm : (Jµν , υ
ν) 7−→ Jµν υ
ν (1.45)
Therefore we build the associated bundle L (M)×mλ R. We shall show that this bundle is
isomorphic to TM .
We begin by fixing a chart ϕ(α) : Uα −→ R
m of the base M and by denoting with
ϕ(α) : ϕ(α) (Uα) −→ Uα its inverse map; hence a local section of L (M) is
e(α) : x 7−→ jsxϕ(α) x = ϕ(α) (x) (1.46)
and consequently a trivialization of L (M).
Moreover, the choice of ϕ(α) induces locally the natural base ∂
(α)
µ of the vectors tan-
gent to M . A point of L (M)×λR
m is thus in the form
[
e(α) · ‖aµν‖, υν
]
λ
=
[
e(α), aµν · υν
]
λ
and we can locally define the isomorphisms:
ψ(α) : L (M)×λ R
m −→ TM :
[
e(α), υµ(α)
]
λ
7−→ υ˜µ(α)∂
(α)
µ (1.47)
where υ˜µ(α) = a
µ
ν · υν(α).
The above local morphisms point out a single global bundle isomorphism ψ : L (M)×λ
R
m −→ TM because the morphisms ψ(α) satisfy to the required compatibility conditions
. In fact, if we choose another chart ϕ(β) and define over ϕ(α) (Uαβ) ⊂ R
m, where both
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the charts are defined, the map f = (ϕ(β) ◦ ϕ
−1
(α)) : ϕ(α) (Uαβ) −→ ϕ(β) (Uαβ), we get:{
e(α) = e(β) · J
∂
(α)
µ = Jνµ∂
(α)
ν
(1.48)
the compatibility condition is therefore:
ψ(α) :
[
e(α), υµ(α)
]
−→ υ˜µ(α)∂
(α)
µ
ψ(β) :
[
e(β), υµ(β)
]
−→ υ˜µ(β)∂
(β)
µ[
e(α), υµ(α)
]
=
[
e(β), υµ(β)
]
υ˜µ(α)∂
(α)
µ = υ˜
µ
(β)∂
(β)
µ
∂
(α)
µ = Jνµ∂
(β)
ν
υ˜µ(β) = J
µ
ν υ˜ν(α)
(1.49)
Note also that the isomorphism TM ≃ L (M)×λ R
m created in this way does not depend
on any additional structure and it is by consequence canonical.
1.5.3 Natural bundles
Definition (1.5.4.1): a fiber bundle is natural if it is canonically isomorphic to a bundle
associated to Ls (M), for some s ≥ 1.
Hence we have just shown that TM is a natural bundle. Over each natural bundle
Ls (M) ×λ F one can define, for any manifold diffeomorphism f : M −→ M , the bundle
morphism:
fλ : L
s (M)×λ F −→ L
s (M)×λ F : [j
s
0ǫ, ϕ]λ −→ [L
s (f) (js0ǫ) , ϕ]λ (1.50)
called natural lift of f .
1.6 Infinitesimal generators of principal automorphisms
Let P = (P,M, π,G) be a principal bundle. In the following the group Aut (P) of the
principal automorphisms of P will be particularly relevant. In analogy with generic trans-
formation groups, each one-parameter subgroup is the flow of a vector field on P called
the infinitesimal generator of the subgroup. Throughout this section we fix a trivialization
σ(α) of P and a set of right invariant vector fields ρA.
Proposition (1.6.1.1): an infinitesimal generator of automorphisms of P has locally the
following form:
Ξ = ξµ (x) ∂µ + ξ
A (x) ρA (1.51)
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Proof: a one-parameter family of automorphisms of P, (Φt, ft) ∈ Aut (P); in a trivializa-
tion we have: 
Φt : P −→ P
ft :M −→M
Φt [x, h]α = [ft (x) ,Φt (x) · h]α
(1.52)
The generator of this automorphism is therefore
Ξ = ξµ (x) ∂µ + ξ
A (x) ρA
with {
ξµ (x) = f˙0 (x)
ξA (x) =
(
T−1
)A
a
Φ˙a0 (x)
(1.53)
Theorem (1.6.1.1): if every infinitesimal isomorphism is in the form
Ξ = ξµ (x) ∂µ + ξ
A (x) ρ̂A (1.54)
ρ̂A are right invariant fields.
Proof: the infinitesimal generators of automorphisms are right invariant:
TpR˜gΞp = Ξp·g =⇒ ξ
A (x)TpR˜gρ̂A (p) = ξ
A (x) ρ̂A (p · g) =⇒
=⇒ TpR˜gρ̂A (p) = ρ̂A (p · g) (1.55)
The group Aut (P ) has a subgroup Aut(V ) (P ) consisting of vertical automorphisms, that
is automorphisms projecting on the identity in M . The infinitesimal generators of vertical
automorphisms are:
Ξp = ξ
A (x) ρA (p) π (p) = x (1.56)
1.6.1 The bundle of vertical infinitesimal automorphisms
Let us call g the Lie algebra of the group G and indicate with Ad : G×g −→ g the adjoint
representation of the group over the algebra. We can build the associated bundle P ×Ad g,
called the bundle of vertical infinitesimal automorphisms because the following holds:
Proposition (1.6.2.1): there is a one-to-one correspondence between infinitesimal gen-
erators of vertical automorphisms and sections of P ×Ad g.
1.7 Principal connections
1.7.1 Definition of a principal connection
Let P = (P,M, π,G) be a principal bundle, σ(α) be a trivialization and ρA a base of right
invariant vertical vectors.
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Note that the vertical vectors of P have an intrinsic meaning, independent of any
additional structure. Over each bundle the vectors in ker (Tπ) form indeed a subbundle
V (π) of the tangent bundle TP to the total space P . On the contrary, there is no canonical
notion of horizontal vector; if in a local trivialization we consider the vectors ∂
(α)
µ these,
by changing local trivialization, acquire also a vertical component. In other terms, such a
concept of horizontal vectors should depend on the trivialization, and therefore would be
non canonical.
The notion of connection allows to preserve the globality, taking into account the
impossibility of a canonical choice.
Definition (1.7.1.1): a connection is a family Hp ⊂ TpP such that:
(a) the family is smooth with respect to the point p: H = {υ ∈ TP | p = τP (υ) , υ ∈ Hp}
must be a subbundle of TP
(b) ∀p ∈ P, TpP = Hp ⊕ Vp (π) where Vp (π) is the set of the vertical vectors in p ∈ P.
The connection is principal if the family Hp is invariant under the right action of G on P ,
i.e.:
(c) TR˜gHp = Hp·g
A vector υ ∈ TpP is horizontal if υ ∈ Hp.
Notice that (c) determines Hp·g once given Hp; hence, with the transitivity of the
right action over the fibers, condition (c) states that for giving a principal connection it
is enough to assign properly a subspace Hp for each fiber.
1.7.2 Equivalent definitions of connection
Connections are sometimes introduced in the literature in a way equivalent to Definition
(1.7.1.1): a connection induces a lift ω : TM −→ TP which associates to each vector
υ ∈ TM the only vector in Hp projecting, through Tπ, over υ. This vector may be locally
written in the form
ω (ξµ∂µ) = ξ
µ
(
∂µ + ω
A
µ (p) ρA
)
(1.57)
Proposition (1.7.2.1): a connection ω over P is principal if and only if it is in the form
ω = dxµ ⊗
(
∂µ + ω
A
µ (x) ρA
)
(1.58)
Proof: if ω is in the required form, ω (ξ) is right invariant and thence the connection
is principal. Conversely, if the connection ω = dxµ ⊗
(
∂µ + ω
A
µ (x, g) ρA
)
is principal,
ωAµ (x, g) is constant on the fibers and as such depends only on x.
If we choose a trivialization σ(α) in P, a trivialization ∂
(α)
µ in L (M) and we denote by
dxµ(α) the dual base of the 1-forms of M , the local expression of the principal connection
is thence:
ω = dxµ ⊗
(
∂(α)µ + ω
(α)A
µ ρ
(α)
A
)
(1.59)
This is well defined also under a change of trivializations.
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Another representation of principal connections, used mainly in Mathematical physics,
is that using the differential forms on P valued in the Lie algebra g of the group G.
This representation considers the projection of a vector Ξ ∈ TP over the vertical part
Ξ(v) ∈ V (π), depending on the connection ω even if the set of vertical vectors is indepen-
dent of ω. At this point, if one uses the isomorphism ∼ between the algebra g and the
fiber of Vp (π), there can be defined a g-valued form ω over P . In this way, ω (Ξ) is the
element of g which, through the isomorphism, corresponds to Ξ(v).
The form ω thus introduced has the following properties:
(a) ω (Hp) = 0
(b) ω
(
Ξ(v)
)
∼ Ξ(v)
(c) R
∗
gω = Ad
(
g−1
)
ω
(1.60)
Conversely, if a g-valued form ω over P satisfies the conditions (b) and (c), then (a)
defines a family of subspaces Hp ⊂ TP pointing out a principal connection. Locally, if θ
A
is the base of the right invariant 1-forms dual to the base of ρA, the form representing the
principal connection ω is:
ω =
(
θA +AAµ (x) dx
µ
)
TA A
A
µ (x) = −ω
A
µ (x) (1.61)
The components AAµ (x) are called vector potentials of the connection.
1.7.3 Induced connections on associated bundles
If we choose a principal connection ω = dxµ ⊗
(
∂µ + ω
A
µ (x) ρA
)
over a principal bundle
P = (P,M, π,G) , we can build in a canonical way a connection on every bundle P ×λ F
associated to P named the induced connection.
In fact, chosen ϕ ∈ F , one can define the map
Φϕ : P −→ P ×λ F : p 7−→ [p, ϕ]λ (1.62)
Let now (p, ϕ) be a representative of the point [p, ϕ]λ ∈ P ×λ F ; the tangent map TΦϕ :
TpP −→ T[p,ϕ]λ (P ×λ F ) defines the horizontal subspaces in the associated bundle:
Ĥ[p,ϕ]λ := TpΦϕ (Hp) (1.63)
One can check that Ĥ[p,ϕ]λ does not depend on any chosen representative for the point
[p, ϕ]λ ∈ P ×λ F.
It can be also proven that Ĥ[p,ϕ]λ is a connection over P ×λ F : for instance, the
connection induced on P×Adg by a principal connection ω on P is in the form:
ω̂(xµ,υa) = dx
µ ⊗
(
∂µ + c
A
·BCω
B
µ υ
C∂A
)
(1.64)
where cA·BC are the structure constants of the group G with respect to the generators TA
chosen in its Lie algebra g.
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1.7.4 The covariant derivative of a section
A bundle B = (B,M, π, F ) (associated to P) and a connection ω̂ in B (induced by a
principal connection ω in P) are given.
Definition (1.7.4.1): let ξ be a vector field on the base M and ρ : M −→ B a section.
The covariant derivative of ρ along ξ is the vector
∇ξρ (x) = Txρ (ξ (x))− ω̂ρ(x) (ξ (x)) (1.65)
If we choose a chart on M and the natural base of tangent vectors ∂
(α)
µ , the covariant
derivative of ρ along ∂
(α)
µ is ∇
(α)
µ ρ (x).
Proposition (1.7.4.1): the vector ∇ξρ (x) is a vertical vector in ρ (x).
Proof: Txρ (ξ (x)) and ω̂ρ(x) (ξ (x)) are tangent vectors of B in the point ρ (x) and they
project both on ξ (x).
If
(
xµ, ϕi
)
are fibered coordinates on B, ω̂ = dxµ ⊗
(
∂µ + ω
i
µ (x, ϕ) ∂i
)
is the connection,
ξ = ξµ∂µ is the vector field on the base and ρ : x 7−→
(
x, ρi (x)
)
is the section, the covariant
derivative is then given by
∇ξρ (x) = ξ
µ
(
∂µρ
i − ωiµ (x, ρ)
)
∂i (1.66)
1.7.5 The stress tensor of a principal connection
If ξ = ξAρA is an infinitesimal generator of vertical automorphisms, it corresponds to a
section in P×Adg of which the covariant derivatives can be defined:
Proposition (1.7.5.1): called FAµν := dνω
A
µ − dµω
A
ν + c
A
BCω
B
µ ω
C
ν the stress tensor of the
principal connection ω, we get
[∇µ,∇ν ] ξ
A = cABCF
B
µνξ
C (1.67)
Proof: the local expression of the section representing ξ is
x 7−→
(
x, ξA
)
(1.68)
the covariant derivatives of this section are thence:
∇µξ
A = ∂µξ
A − cABCω
B
µ ξ
C (1.69)
the iteration of indices gives the thesis.
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1.8 Gauge-Natural prolongations of principal bundles
Let P = (P,M, π,G) be a principal bundle. The standard fiber of the prolongation JrP
is the group JrG = {jr0a | a : R
m −→ G}. Let us denote by W (s,r)G = GLs (m)×JrG the
semidirect product defined by the product law
[js0α, j
r
0a]⊙ [j
s
0β, j
r
0b] = [j
s
0 (α ◦ β) , j
r
0 ((a ◦ β) · b)] (1.70)
where ⊙ denotes the product in W (s,r)G. Such a product is well defined provided s ≥ r
(otherwise, jr0 ((a ◦ β) · b) would depend on the representative of j
s
0β chosen). The semidi-
rect product W (s,r)G will be also denoted by GLs (m)⊙ JrG and it will be called Gauge-
Natural prolongation of order (s, r) of G.
Theorem (1.8.1.1): W (s,r)P = Ls (M) ×M J
rP is a principal bundle called Gauge-
Natural prolongation of order (s, r) of the principal bundle P.
Proof: W (s,r)P is a bundle with fiberW (s,r)G. A point in W (s,r)P has the form [js0ǫ, j
r
xσ]
with ǫ : Rm −→ M , locally invertible in a neighborhood of the origin and such that
α (0) = x, while σ : M −→ P is a local section defined around x ∈M . To show that it is
principal, we define the right action:
[js0ǫ, j
r
xσ]⊙ [j
s
0α, j
r
0a] =
[
js0 (ǫ ◦ α) , j
r
x
(
σ
(
a ◦ α−1 ◦ ǫ−1
))]
(1.71)
where ⊙ denotes now the right action of W (s,r)G on W (s,r)P.
1.8.1 Gauge-Natural bundles
We define here the Gauge-Natural bundles of finite order associated to a principal bundle
P. It can be shown that these objects are actually characterized by the action of Aut (P) ,
whose expression will be given immediately below. Furthermore Gauge-Natural bundles
of infinite order do not exist. For these results we refer to the literature (see Ref.[2]), since
the according proofs need an advanced and more abstract formalism which is beyond the
scope of this work.
Definition (1.9.1.1): let P = (P,M, π,G) a principal bundle. A Gauge-Natural bundle
of order (s, r) associated to P is a bundle C isomorphic to an associated bundleW (r,s)P×λ
F through an action λ of W (r,s)G on the manifold F .
If now (Φ, f) ∈ Aut (P) is an automorphism of P, it induces an automorphism of C in the
following way:
WλΦ : W
(r,s)P ×λ F −→ W
(r,s)P ×λ F
: [(js0ǫ, j
r
xσ) , ϕ̂]λ 7−→
[
W (r,s)Φ (js0ǫ, j
r
xσ) , ϕ̂
]
λ
(1.72)
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1.8.2 Local expressions
If C is a Gauge-Natural bundle, it admits local coordinates (xµ, ϕa). These are chosen to
parametrize the point
[(
js0ǫ
(α), jrxσ
(α)
)
, ϕ
]
λ
∈ C according to the conventions fixed in 1.6.
The local expression of an automorphism of P represented over C is:{
x′µ = fµt (x)
g′ = Φt (x) · g
(1.73)
its infinitesimal generator is in the form:
Ξ = ξµ (x) ∂µ + ξ
A (x) ρA
where {
ξµ (x) = f˙µ0 (x)
ξA (x) =
(
T−1
)A
a
φ˙a0 (x)
(1.74)
and the components of the infinitesimal generator of the automorphism (1.72) induced
on C (and therefore the Lie derivative £Ξϕ = Tϕ (ξ) − Ξλ ◦ ϕ) depend linearly on
ξµ (x) , ∂σξ
µ (x) , . . . , ∂σ1...σsξ
µ (x) and ξA (x) , ∂σξ
A (x) , . . . , ∂σ1...σrξ
A (x).
An example: the principal connections bundle
Let us define the Gauge-Natural bundle whose sections are in one-to-one correspondence
to the principal connections of P = (P,M, π,G) .
We choose the vector space ((Rm)∗ ⊗ g)and we fix a basis (∂µ ⊗ TA). Let us define
the following representation:
λ :
(
GL (m)⊙ J1G
)
× ((Rm)∗ ⊗ g) −→ ((Rm)∗ ⊗ g) :
:
((
aνµ, g
a, gaµ
)
, ωAµ
)
7−→ aνµ
(
AdAB (g)ω
B
ν +R
A
a (g) g
a
ν
)
(1.75)
where the bar denotes, as usual, the inverse matrix. The Gauge-Natural bundleW (1,1)P×λ
((Rm)∗ ⊗ g) will be indicated with CP .
Proposition(1.9.3.1): there is a one-to-one relation between sections of CP and principal
connections of P .
Proof: chosen a local trivialization, let
ω = dxµ(α) ⊗
(
∂(α)µ + ω
A(α)
µ (x) ρ
(α)
A
)
(1.76)
be the principal connection on P. It induces a section of CP (which we denote again by
ω):
ω :M −→ CP : x 7−→
[
∂(α)µ , j
1σ(α), ωA(α)µ (x) ∂
µ(α) ⊗ TA
]
λ
(1.77)
it is well defined because of the form of the representation λ and the transformation rules
of principal connections.
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1.8.3 The Lie derivative of connection and curvature
Now that we are able to regard the principal connections with the sections of a bundle,
we can evaluate the Lie derivatives with respect to a projectable field (Ξ, ξ) of P. It can
be easily proven that:
£Ξω
A
µ = F
A
µνξ
ν −∇µξ
A
(υ) (1.78)
being ξA(υ) = ξ
A − ωAµ ξ
µ the vertical part of the generator Ξ.
For the curvature, we get:
£ΞF
A
µν = ∇σF
A
µνξ
σ + FAµσ∇νξ
σ + FAσν∇µξ
σ + cA·BCF
B
µνξ
C
(υ) (1.79)
where the covariant derivative of the field strength (curvature) FAµν is
∇σF
A
µν = dσF
A
µν − F
A
ρνΓ
ρ
µσ − F
A
µρΓ
ρ
νσ + c
A
·BCF
B
µνω
C
σ (1.80)
Now, by using the form (1.80) of the covariant derivative of the curvature, it is easy
to verify the following:
Proposition: for the stress tensor the Bianchi identities hold:
∇σF
A
µν +∇µF
A
νσ +∇νF
A
σµ = 0 (1.81)
(notice that the connection Γρµσ used is torsion free).
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Chapter 2
Geometrical formalism for
variational calculus
2.1 Introduction
This chapter regards the study of variational calculus from a geometrical point of view,
that has been developed in order to extend the results found in Rn to general manifolds.
However, it assumes a quite strong notion of regularity (i.e. we shall use C∞ objects). We
are not usually interested in searching for solutions: this is a local problem, and as such
it can be treated by the powerful functional analysis.
Despite at a first sight the regularity hypotheses may seem very restrictive, these are
typically satisfied in the applications in fundamental physics. Moreover, the geometrical
framework is very effective in searching for the fundamental structures of field theories.
Indeed, it often simplifies the work made in a local framework: the need to introduce an
enough general structure, which has to be well defined from the global point of view, limits
the possible choices in a local framework.
As an example, we will analyze in details symmetries and conserved quantities. It
is clear from physics that they play a fundamental role in model building. Yet, from
a mathematical point of view, there exist many ways to implement this concept. The
characteristic property of symmetries is to preserve the space of solutions of the field
equations, but depending on the case they can be more or less generalized. In this chapter
we choose a characterization of the concept of symmetry which preserves the Lagrangian
structure of the field equations (i.e., it leaves the Poincare´-Cartan form invariant). Though
this is not the most general characterization, it will be enough for our purposes.
Within the geometrical framework, then, some key-concepts such as the variation
of the action functional can be obtained. The definition we give for this object is deeply
geometric. Though coinciding substantially with the usual definition of variation used
in the local paradigm, this is conceptually much simpler. More precisely, the functional
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derivative is normally defined in functional analysis as a directional derivative of the action
functional. namely, of a function on the infinite dimensional space of sections defined over
D, with boundary conditions fixed on the boundary ∂D. Consequently, when dealing with
variation one has to specify first of all this functional space, and then define derivatives,
theorems of derivation and so on. After this, one can proceed with the variation. The
result is the same when using the geometrical formalism, where function spaces or other
infinite dimensional spaces are absent. The functional variation we will introduce simply
coincides with the total derivative of a real function of a real variable.
Besides, there are phenomena, such as monopoles and instantons, whose properties
are hidden in the boundary conditions, thus remain quite obscure from a local perspec-
tive. Since the chosen function space is infinite dimensional, we usually do not know
almost anything of it. This occurs if one uses the local point of view. Using the geomet-
rical formalism, on the contrary, instantons and monopoles can be described in terms of
sections of non trivial bundles. This fact is a further evidence that field theories should
be formulated on bundles instead of Cartesian products (i.e. the local models), simply
because the world does work this way.
However, although we prefer a geometrical perspective, we do not think local results
are of minor interest: on the contrary, they are often the foundation of the geometrical
viewpoint. Variational calculus is, among the branches of Mathematics, maybe the disci-
pline where the interaction between the analytic and the geometric formalisms have been
developed more extensively.
In this chapter we provide a rapid summary of the geometrical formulation of field
theories, embedding the structures introduced in the previous chapter in a physical envi-
ronment. The resulting Lagrangian formalism is provided with techniques of variational
calculus over bundles. The topic of conserved quantities is also briefly addressed.
2.2 Lagrangian formalism
As anticipated in the introduction, the configurations of a field theory are, by definition,
the smooth sections of the configuration bundle C = (C,M, π, F ) over the space-time M .
A section of C describes the values of the fields in F at each point of the space-timeM , and
it represents indeed the entire evolution of the system. In other words, the Euler-Lagrange
equations will have to single out particular sections of C.
A Lagrangian of order k is a bundle morphism L : JkC −→ Λ0m (M):
JkC −→ Λ0m (M)
πk ↓ ↓ τ0m
M M
(2.1)
where Λ0m (M) is the m-forms bundle over M (m = dim (M)) . The bundle J
kC is called
(lagrangian) phases bundle.
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Such a definition could seem odd, but it leads in a direct manner to the formulation
of Hamilton’s principle of stationary action. In fact, if D ⊂M is a region of M (that is, a
compact submanifold of dimensionm with a boundary ∂D which is a compact submanifold
of dimension m− 1) and ρ : M −→ C is a configuration, we can evaluate the Lagrangian
L on the k-order prolongation of the section. One then obtains an m-form L ◦ jkρ over
M ; this is the correct object to be integrated over D. We define the action in D of the
section ρ as follows:
AD (ρ) =
∫
D
L ◦ jkρ (2.2)
In the case of Mechanics J1 (R×Q) ≃ R × TQ and a first order Lagrangian is locally
described by
L : R× TQ −→ Λ01 (R) : (t, q
α, uα) 7−→ L (t, qα, uα) dt (2.3)
which coincides with the notion of Lagrangian given in (time-dependent) Mechanics.
Let us now choose a vertical field X with compact support D such that jk−1X
vanishes over ∂D; this field is called deformation (with fixed values at the boundary) over
D. Now we can drag a section ρ : M −→ C in order to define a one-parameter family of
sections:
ρs = φs ◦ ρ (2.4)
and calculate the action for each element of the family:
AsD (ρ) =
∫
D
L ◦ jkρs (2.5)
Being ρ and X fixed, AsD (ρ) is a function associating to s ∈ R the value of the action in the
region D of the section ρ dragged along the fieldX. It is thence a function AsD (ρ) : R −→ R
and one can consider the derivative at s = 0. Therefore we define:
δXA
s
D (ρ) =
[
d
ds
AsD (ρ)
]
s=0
(2.6)
and enunciate Hamilton’s principle of stationary action:
Definition (2.2.1): a configuration ρ : M −→ C is a section of motion (or a critical
section or a shell) if for every region D and for every deformation X over D the following
holds:
δXA
s
D (ρ) = 0 (2.7)
Since there is not any a priori physical reason to accept this rule, it is very important to
explain its meaning. From a mathematical point of view, it is relatively simple to show
that this axiom implies that the section ρ is a solution of the Euler-Lagrange equations (see
the next section). It remains anyway obscure the physical reason why some phenomena
(and among them, all the fundamental physics) have to obey this prescription. A partial
clarification comes by observing that the Lagrangian is not an observable, and that it is
not determined by the system.
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The only reason to be of the Lagrangian is indeed to determine canonically (through
variational calculus and Euler-Lagrange equations) and universally (at least for a huge class
of phenomena) the correct equations which select the observed evolution.
Accordingly, the principle of stationary action may be viewed as an implicit definition
of the Lagrangian: it is the object which gives the correct field equations through the
Euler-Lagrange equations.
2.3 Euler-Lagrange equations
The variation of the action introduced in the previous paragraph can be expanded as
follows:
δXA
s
D (ρ) =
[
d
ds
∫
D
L ◦ jkφs ◦ j
kρ
]
s=0
=
=
∫
D
[
d
ds
(
L ◦ jkφs ◦ j
kρ
)]
s=0
=
:=
∫
D
〈
δL ◦ jkρ | jkX
〉
(2.8)
where δL : JkC −→ V ∗
(
JkC
)
⊗ Λ0m (M) is a global bundle morphism (see Ref.[2]).
For each Lagrangian of order k over C there exists a unique Euler-Lagrange morphism
E (L) : J2kC −→ V ∗ (C)⊗ Λ0m (M) (2.9)
and a family of Poincare´-Cartan morphisms parametrized by a linear fibered connection
γ
F (L, γ) : J2k−1C −→ V ∗
(
Jk−1C
)
⊗ Λ0m−1 (M) (2.10)
such that, for each section ρ : M −→ C and for each vertical vector field X over C, the
first variation formula holds:〈
δL ◦ jkρ | jkX
〉
=
〈
E (L) ◦ j2kρ | X
〉
+ d
[〈
F (L, γ) ◦ j2k−1ρ | jk−1X
〉]
(2.11)
where 〈· | ·〉 denotes the duality between V (C) and V ∗ (C) and even its prolongations, for
instance between V
(
Jk−1C
)
and V ∗
(
Jk−1C
)
. With this convention F (L, γ) ◦j2k−1ρ is an
element of V ∗
(
Jk−1C
)
⊗Λ0m−1 (M) and therefore the object
〈
F (L, γ) ◦ j2k−1ρ | jk−1X
〉
is
an (m− 1) form over M.
Although the fibered connection γ is useful to prove the globality of these morphisms,
it has been shown that the Poincare´-Cartan morphism depends only on a connection over
the base. However, in the case we are going to study (k = 1) this dependence does not
exist, and both the morphisms are uniquely defined.
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The first variation formula contains all the information of variational calculus. In-
deed, for deducing the Euler-Lagrange equations from the principle of stationary action,
it is enough to operate in the following way:
δXAD (ρ) =
∫
D
〈
δL ◦ jkρ | jkX
〉
=
=
∫
D
〈
E (L) ◦ j2kρ | X
〉
+
∫
D
d
[〈
F (L, γ) ◦ j2k−1ρ | jk−1X
〉]
=
=
∫
D
〈
E (L) ◦ j2kρ | X
〉
+
∫
∂D
[〈
F (L, γ) ◦ j2k−1ρ | jk−1X
〉]
(2.12)
Now it is easy to note that the second integral gives no contribution because the integrand
is calculated over ∂D where jk−1X = 0.
So we obtain the following,∫
D
〈
E (L) ◦ j2kρ | X
〉
= 0 (2.13)
in every region D and for each deformation X. Since D is arbitrary, the integrand〈
E (L) ◦ j2kρ | X
〉
has to vanish for any X, hence:
E (L) ◦ j2kρ = 0 (2.14)
which are the Euler-Lagrange equations. These are partial differential equations of order
2k in the section ρ.
Definition (2.3.1): a formal divergence is the operator associating uniquely a morphism
Divθ : Jh+1C −→ Λ (M) to a morphism θ : JhC −→ Λ (M) such that
∀ρ :M −→ C, (Divθ) ◦ jh+1ρ = d
(
θ ◦ jhρ
)
(2.15)
It is also easy to prove:
Theorem (2.3.1): if the Lagrangian is a formal m-divergence (i.e., if there exists a
morphism θ : Jk−1C −→ Λ0m−1 (M) such that L = Divθ), then ∀ρ :M −→ C, E (L)◦j
2kρ =
0.
Proof: notice that the variation of the action is identically zero:
δXAD (ρ) = δX
∫
D
L ◦ jkρ =
= δX
∫
D
(Divθ) ◦ jkρ = δX
∫
∂D
θ ◦ jk−1ρ ≡ 0 (2.16)
being jk−1X |∂D= 0.
The above property justifies the previous claim that the Lagrangian of a system is
not uniquely determined. Let L be a Lagrangian of order k, ∀θ : Jh−1C −→ Λ0m−1 (M).
The new Lagrangian L+Divθ is (by abuse of notation) another Lagrangian (of order less
than max (k, h)) which gives the same Euler-Lagrange equations. It is therefore equivalent
to L.
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2.4 Poincare´-Cartan form and symmetries
To each Lagrangian L of order k, once we choose a linear connection γ, we can associate
an m-form Θ (L, γ) over J2k−1C called Poincare´-Cartan form, whose local expression is
Θ (L, γ) = Lds+
[
f̂µ1α ω
α + f̂µ1µ2α ω
α
µ2 + . . .+ f̂
µ1µ2...µk
α ω
α
µ2...µk
]
∧ dsµ1 (2.17)
where 
f̂µ1α := F′ (L, γ)
µ1
α
f̂µ1µ2α := F′ (L, γ)
µ1µ2
α
f̂µ1µ2...µkα := F′ (L, γ)
µ1µ2...µk
α
(2.18)
with {
F
′ (L, γ)µ1α := pˆ
µ1
α −∇µ2 pˆ
µ1µ2
α + . . .+ (−1)
k−1∇µ2...µk pˆ
µ1µ2...µk
α
F
′ (L, γ)µ1µ2...µkα := pˆ
µ1µ2...µk
α
(2.19)
and the pˆα, called covariant momenta of the Lagrangian L, are defined by the following
identity:
pαX
α + pµ1α Xαµ1 + . . .+ p
µ1µ2...µk
α Xαµ1µ2...µk =
= pˆαXˆ
α + pˆµ1α Xˆαµ1 + . . .+ pˆ
µ1µ2...µk
α Xˆαµ1µ2...µk
(2.20)
with the vertical field X = Xα∂α.
In Eq.(2.17), ωα, ωαµ2 , . . . , ω
α
µ2...µk
are the contact forms defined on Jk+1C. If k = 0, 1, 2,
Θ(L, γ) does not depend on the connection.
Being Θ (L, γ)− Lds a contact form, the action functional can be rewritten as:
AD (ρ) =
∫
D
(
j2k−1ρ
)∗
Θ(L, γ) (2.21)
The Euler-Lagrange equations can be thence formulated in terms of the Poincare´-Cartan
form with the variation
δXAD (ρ) =
[
d
ds
∫
D
(
j2k−1ρ
)∗ (
j2k−1φs
)∗
Θ(L, γ)
]
s=0
=
=
∫
D
(
j2k−1ρ
)∗ (
ij2k−1X ◦ d+ d ◦ ij2k−1X
)
Θ(L, γ) =
=
∫
D
(
j2k−1ρ
)∗
ij2k−1X ◦ dΘ(L, γ) +
∫
∂D
(
j2k−1ρ
)∗
ij2k−1XΘ(L, γ)
The last term gives no contribution because it depends linearly on jk−1X and is evaluated
on ∂D (where jk−1X = 0); D and X are arbitrary, therefore:
E (L) ◦ j2kρ =
(
j2k−1ρ
)∗
ij2k−1X ◦ dΘ(L, γ) = 0 (2.22)
are equivalent to the field equations.
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Definition (2.4.1): a (Lagrangian) symmetry for the Lagrangian L is an automorphism
of the configuration bundle:
C
Φ
−→ C
π ↓ ↓ π
M
f
−→ M
(2.23)
such that
(
j2k−1Φ
)∗
Θ(L, γ) = Θ (L, γ), i.e. such that it leaves the Poincare´-Cartan form
invariant.
Theorem (2.4.1): if (Φ, f) is a symmetry for L, it sends solutions into solutions.
Proof: let ρ : M −→ C be a solution of the Euler-Lagrange equations, i.e. such that
jk−1X = 0 on ∂D, we have: (
j2k−1ρ
)∗
ij2k−1XdΘ(L, γ) = 0 (2.24)
We can use (Φ, f) to define a new section ρ′ = Φ ◦ ρ ◦ f−1; then ρ′ is itself a solution: in
fact, (
j2k−1ρ′
)∗
ij2k−1XdΘ(L, γ) =
=
(
f−1
)∗ (
j2k−1ρ
)∗ (
j2k−1Φ
)∗
ij2k−1XdΘ(L, γ) =
=
(
f−1
)∗ (
j2k−1ρ
)∗
ij2k−1(Φ∗X)
(
j2k−1Φ
)∗
dΘ(L, γ) =
=
(
f−1
)∗ (
j2k−1ρ
)∗
ij2k−1(Φ∗X)dΘ(L, γ) (2.25)
from which it follows that:(
j2k−1ρ′
)∗
ij2k−1XdΘ(L, γ) =
=
(
f−1
)∗ (
j2k−1ρ
)∗
ij2k−1(Φ∗X)dΘ(L, γ) = 0⇐⇒
⇐⇒
(
j2k−1ρ
)∗
ij2k−1XdΘ(L, γ) = 0 (2.26)
This is not the most general definition of symmetry, but it is enough to develop a theory
of conserved quantities that covers most of cases of physical interest.
Theorem (2.4.2): (Φ, f) is a symmetry for L if and only if J · L ◦ jkΦ = L, where
J = det (J) , L = Lds (so that L will be called Lagrangian density) and J is the
Jacobian of the diffeomorphism f :M −→M .
2.5 Covariant Lagrangians and the No¨ther theorem
Let G ⊂ Aut (C) be a subgroup of automorphisms of the configuration bundle.
Definition (2.5.1): a Lagrangian of order k isG-covariant if every automorphism (φ, f) ∈
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G is a symmetry.
Let H ⊂ G be a 1-parameter subgroup (φs, fs) of symmetries:
ϕ′a = φas (x, ϕ) , s ∈ R (2.27)
x′µ = fµs (x) (2.28)
and let us denote with Ξ = ξµ∂µ + ξ
a∂a its infinitesimal generator. The following holds:
Theorem (2.5.2): if the Lagrangian is G-covariant,〈
δL | jk£Ξϕ
〉
= Div (iξL) (2.29)
which is called fundamental identity.
Proof: (φs, fs) are symmetries, therefore it must be L = J · L ◦ j
kΦs which implies the
infinitesimal condition:
0 = (∂µξ
µ)L+ ξµ (∂µL) + paξ
a + pµaξ
a
µ + . . .+ p
µ1...µk
a ξ
a
µ1...µk
(2.30)
that can be recast as
dµ (Lξ
µ) = pa (£Ξϕ
a) + pµa
(
£Ξϕ
a
µ
)
+ . . .+ pµ1...µka
(
£Ξϕ
a
µ1...µk
)
(2.31)
This is the local expression of (2.29) in natural fibered coordinates.
Note that the intrinsic expression (2.29) is much more useful than the one in coor-
dinates (2.31). It can happen for instance that a Lagrangian (supposed here of the first
order, for simplicity) depends on the fields’ derivatives just through some combination:
L = L
(
xµ, ϕa, RA
(
ϕb, ϕbν
))
ds (2.32)
In this case, the fundamental identity can be written as
dµ (Lξ
µ) = (∂aL) (£Ξϕ
a) + (∂AL)
(
£ΞR
A
)
(2.33)
where £ΞR
A is expressed in terms of £Ξϕ
a and £Ξϕ
a
µ. When the function R
A is compli-
cated, it is simpler to use Eq.(2.33) than the version in local natural coordinates Eq.(2.31).
Using now the fundamental identity and the first variation formula, we can obtain
the following property:
Div (iξL) = 〈E (L) | £Ξϕ〉+Div
〈
F (L, γ) | jk−1£Ξϕ
〉
(2.34)
which can be easily recast in the form:
DivE (L,Ξ) =W (L,Ξ) (2.35)
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with {
E (L,Ξ) =
〈
F (L, γ) | jk−1£Ξϕ
〉
− iξL
W (L,Ξ) = −〈E (L) | £Ξϕ〉
(2.36)
Equations (2.35) and (2.36) are one of the forms of the No¨ther theorem, which gives a
prescription to construct the (m− 1)-form E (L,Ξ) on j2k−1C starting from the infinitesi-
mal generator of generalized symmetries (Ξ, ξ) for the Lagrangian L1. Such (m− 1)-form
associates, by pull-back, an (m− 1)-form of the base M to each section ρ :M −→ C,
E (L,Ξ, ρ) =
(
j2k−1ρ
)∗
E (L,Ξ) (2.37)
which is closed if ρ is a solution, because in that case
W (L,Ξ, ρ) =
(
j2kρ
)∗
W (L,Ξ) = 0 (2.38)
Definition (2.5.2): the form E (L,Ξ) is called conserved current (on-shell), whileW (L,Ξ)
is the work form.
Definition (2.5.3): let us consider the conserved current E (L,Ξ); we define the corre-
sponding conserved quantity :
QD (L,Ξ, ρ) =
∫
D
E (L,Ξ, ρ) (2.39)
If the configuration bundle is a natural bundle, each diffeomorphism of the base M can be
lifted to an automorphism of the configuration bundle. Thus we can (improperly) identify
the group Diff (M) with a subgroup of Aut (C) . The Lagrangians Diff (M)-covariant are
called natural Lagrangians. A theory described by a natural configuration bundle and by
a natural Lagrangian is called natural theory.
2.5.1 The superpotential
As we have seen above, to evaluate the conserved quantities one has to integrate the closed
form E (L,Ξ, ρ) in a region D. It is therefore interesting to know if E is exact, in view of
a possible use of the Stokes theorem.
Definition (2.6.1): if the conserved current E (L,Ξ) can be written in the form
E (L,Ξ) = E˜ (L,Ξ) +Div (U (L,Ξ)) (2.40)
where E˜ (L,Ξ, ρ) :=
(
j2k−1ρ
)∗
E˜ (L,Ξ) = 0 for every ρ : M −→ C which is a solution,
the (m− 1)-form E˜ (L,Ξ) is the reduced current, while the (m− 2)-form U (L,Ξ) is the
superpotential. If the reduced current and the superpotential exist for each 1-parameter
subgroup of symmetries, we say that the theory admits a superpotential.
1see Section 3.6 for the definition of generalized symmetries.
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Proposition (2.6.1): if a theory admits a superpotential, the conserved quantities are
rewritten as follows:
QD (Ξ, ρ) =
∫
D
E (L,Ξ, ρ) =
∫
D
dU (L,Ξ, ρ) =
∫
∂D
U (L,Ξ, ρ) (2.41)
The conserved current E (L,Ξ) is, in general, closed only on-shell (namely, along the
solutions). We say that it is subject to a weak conservation law. However, the existence
of the superpotential allows to define a quantity, E (L,Ξ) − E˜ (L,Ξ), which is conserved
also off-shell (i.e., even for sections which are not a solution). In this case, we say that it
is subject to a strong conservation law.
In view of the applications to quantum field theories, it may happen that the strong
conserved currents play a different role with respect to the weakly conserved currents.
Indeed, in a path-integrals formulation of quantum theories one integrates not only along
the classical solutions, but over all the configurations. In this context we can reasonably
expect quantum effects depending strongly on the specific Hamiltonian, that is chosen in
the class of the classically equivalent Hamiltonians. The strong conservation law can be a
way to select the true quantum Hamiltonian, or at least to select a class of Hamiltonians
which are physically reasonable. This could be the topic of a future work.
More generally, it has been proven that all natural theories admit superpotentials.
An analogous proof has been given for gauge theories coupled with bosonic and fermionic
matter. In the next chapter, we will define Gauge-Natural theories, which encompass the
natural theories on one side and the gauge theories on the other.
36
Bibliography
[1] L. Fatibene, M. Ferraris and M. Francaviglia, “Noether formalism for conserved quan-
tities in classical gauge field theories,” J. Math. Phys. 35 (1994) 1644.
[2] L. Fatibene, M. Ferraris and M. Francaviglia, “Noether formalism for conserved quan-
tities in classical gauge field theories. II: The arbitrary bosonic matter case,” J. Math.
Phys. 38 (1997) 3953.
[3] M. Ferraris, M. Francaviglia in: Mechanics, Analysis and Geometry: 200 years after
Lagrange, Editor: M.Francaviglia, Elsevier Science Publishers B.V. (1991)
[4] M. Ferraris, M. Francaviglia and I.Sinicco, Il Nuovo Cimento, 107B, n.11, (1992),
1303-1311
37
Chapter 3
Gauge-Natural formalism
3.1 Introduction
Contemporary physics has provided with some insights about the world that will be hardly
disproved in the near future. First of all, most of what we know to be fundamental in
nature can be stated in terms of the structure groups of the theories. Since there exists a
duality between symmetries and conserved quantities given by No¨ther’s theorem, we may
also claim that conserved quantities are a way for analyzing the fundamental structure of
physical theories.
Secondly, it is clear that some conserved quantities (energy, momentum and angular
momentum) should have a meaning in any theory, while others are conserved only within
certain theories and not in others. In natural theories this is easily implemented, because
there are symmetries which are the lift of space-time diffeomorphisms. These symmetries,
consistently with General Relativity, must exist in every theory.
Moreover, each theory can have further own symmetries, and therefore more con-
served quantities. In this framework, a canonical notion of energy, momentum and angular
momentum can be given. This is connected to the symmetry under space-time diffeomor-
phisms. Within the natural theories, the lift of diffeomorphisms allows to identify a class of
horizontal symmetries to which these conserved quantities are associated. This is possible
because the fields are natural objects.
We also know that, in general, physical fields are not natural objects. In other
words, there is not a canonical way to associate a transformation of the configuration
bundle to a diffeomorphism of the space-time. In such theories, a notion of horizontal
symmetry is absent. If we want to define energy, momentum and angular momentum, we
must require supplementary structures. These can replace the natural lift and define at
least the concept of 1-parameter flow of horizontal symmetries, that are needed in No¨ther’s
theorem.
We believe that these ingredients are a motivation for Gauge-Natural theories as
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they will be presented in this chapter. Moreover, it has been shown that all the theories
in use in particle physics and in General Relativity can be obtained with this formalism
as well. This is encouraging for our future investigations.
3.2 Gauge-Natural field theories
Definition (3.2.1): a Gauge-Natural field theory consists of:
(a) a structure bundle P which is a principal bundle with fiber G;
(b) a configuration bundle C which is a Gauge-Natural bundle of order (s, r) associated
to the structure bundle;
(c) a Lagrangian L of order k over C which is Aut (P)-covariant, where Aut (P) acts on
C with the canonical action defined in Eq.(1.72);
(d) two morphisms ω : JkC −→ CP and Γ : J
kC −→ CL(M) associating to each configura-
tion ρ :M −→ C a principal connection ω ◦ jkρ of the structure bundle P and a principal
connection Γ ◦ jkρ of the frame bundle L (M).
The structure bundle encodes the structure of the symmetries of the theory. The
configuration bundle is supposed to be a Gauge-Natural bundle associated to the structure
bundle, in order to have the canonical action (1.72) of Aut (P) over C which partly replaces
the lift of the natural theories. The morphism ω defines on the structure bundle a principal
connection, called dynamical connection, to which connections on the configuration bundle
are associated. This means that a flow of horizontal symmetries can be now defined.
In this chapter we will define the conserved currents and the superpotentials for a
generic Gauge-Natural theory. Using the morphisms ω : JkC −→ CP and Γ : J
kC −→
CL(M), one can define the symmetrized covariant derivatives:
∇σξ
µ = dσξ
µ + Γµρσξρ; ∇σξ
A = dσξ
A − ωABρξ
B
∇σ1σ2ξ
µ = ∇(σ1∇σ2)ξ
µ; ∇σ1σ2ξ
A = ∇(σ1∇σ2)ξ
A
. . . . . .
(3.1)
The conserved currents can be expanded on the basis of these covariant derivatives:
E (L,Ξ) =
〈
F (L, γ) | jk−1£Ξϕ
〉
− iξ ◦ L =
= (T λµ ξ
µ + T λσµ ∇σξ
µ + . . . + T
λσ1...σs+k−1
µ ∇σ1...σs+k−1ξ
µ + (3.2)
+T λAξ
A + T λσA ∇σξ
A + . . .+ T
λσ1...σr+k−1
A ∇σ1...σr+k−1ξ
A)dsλ
Accordingly the work form is:
W (L,Ξ) = −〈E (L) | £Ξϕ〉 =
= (Wµξ
µ +W σµ∇σξ
µ + . . .+W σ1...σsµ ∇σ1...σsξ
µ + (3.3)
+WAξ
A +W σA∇σξ
A + . . . +W σ1...σrA ∇σ1...σrξ
A)ds
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The quantities T λµ , T
λσ
µ , . . . , T
λσ1...σs+k−1
µ and T λA, T
λσ
A , . . . , T
λσ1...σr+k−1
A are tensor densities
symmetric in the upper indices (except λ) and are called canonical tensors, while the quan-
tities Wµ,W
σ
µ , . . . ,W
σ1...σs
µ and WA,W
σ
A, . . . ,W
σ1...σr
A are symmetric in the upper indices
and they are called the stress tensors.
The numbers (s, r) are the geometrical orders of the theory, while the numbers
(α, β) = (s+ k − 1, r + k − 1) are the effective orders. Moreover, n = max (α, β) is the
total order.
3.3 The generalized Bianchi identities
We can consider a Gauge-Natural field theory where the conserved current and the work
form assume the following expression:
E (L,Ξ) = (T λµ ξ
µ + T λσµ ∇σξ
µ + . . .+ T
λσ1...σs+k−1
µ ∇σ1...σs+k−1ξ
µ + (3.4)
+T λAξ
A + T λσA ∇σξ
A + . . . + T
λσ1...σr+k−1
A ∇σ1...σr+k−1ξ
A)dsλ
W (L,Ξ) = (Wµξ
µ +W σµ∇σξ
µ + . . .+W σ1...σsµ ∇σ1...σsξ
µ + (3.5)
+WAξ
A +W σA∇σξ
A + . . . +W σ1...σrA ∇σ1...σrξ
A)ds
with some of these vector densities possibly vanishing. Integrating by parts (3.5) and
recalling the symmetry one obtains:
W =
(
Bρξ
ρ +BAξ
A
)
ds+Div
(
E˜ (L,Ξ)
)
= Div (E (L,Ξ)) (3.6)
where: {
Bρ =Wρ −∇σ1W
σ1
ρ + . . .+ (−1)
α∇σ1...σαW
σ1...σα
ρ
BA =WA −∇σ1W
σ1
A + . . .+ (−1)
α∇σ1...σαW
σ1...σα
A
(3.7)
and the reduced current is
E˜ (L,Ξ) = (T˜ λµ ξ
µ + T˜ λσµ ∇σξ
µ + . . .+ T˜
λσ1...σs+k−1
µ ∇σ1...σs+k−1ξ
µ +
+T˜ λAξ
A + T˜ λσA ∇σξ
A + . . . + T˜
λσ1...σr+k−1
A ∇σ1...σr+k−1ξ
A)dsλ
with 
T˜ σρ =W
σ
ρ −∇σ2W
σσ2
ρ + . . . + (−1)
α−1∇σ2...σαW
σσ2...σα
ρ
T˜ σσ2ρ =W
σσ2
ρ −∇σ3W
σσ2σ3
ρ + . . .+ (−1)
α−2∇σ3...σαW
σσ2σ3...σα
ρ
. . .
T˜ σσ2...σαρ =W
σσ2...σα
ρ
(3.8)

T˜ σA =W
σ
A −∇σ2W
σσ2
A + . . . + (−1)
β−1∇σ2...σβW
σσ2...σβ
A
T˜ σσ2A =W
σσ2
A −∇σ3W
σσ2σ3
A + . . .+ (−1)
β−2∇σ3...σβW
σσ2σ3...σβ
A
. . .
T˜
σσ2...σβ
A =W
σσ2...σβ
A
(3.9)
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Notice that the coefficients of E˜ (L,Ξ) are totally symmetric in the upper indices.
Proposition (3.3.1): with the introduced notations, Bρ = 0 and BA = 0.
Proof: let us integrate Eq.(3.6) over a region Ω ⊂ J2kC and for a field Ξ with compact
support contained in Ω; recalling (2.35) we obtain:∫
Ω
(
Bρξ
ρ +BAξ
A
)
ds+
∫
∂Ω
E˜ (L,Ξ) =
∫
∂Ω
E (L,Ξ) = 0 (3.10)
which, being Ω and Ξ arbitrary, implies Bρ = 0 and BA = 0; these are called generalized
Bianchi identities.
3.4 Existence of the superpotentials
The following results are very important to compute the conserved currents within a
Gauge-Natural theory of any effective order (α, β). We refer to the literature for some of
the proofs. First of all, we present a theorem which computes explicitly the superpotentials
for a Gauge-Natural theory of effective order (2, 2). This will then be extended to the
general case.
It is always possible to write the conserved current in the form
E (L,Ξ) = Ê (L,Ξ) +Div (U (L,Ξ)) (3.11)
with the coefficients of Ê (L,Ξ) completely symmetric in the upper indices. Before proving
the above, let us study the unicity:
Lemma (3.4.1): there exists a unique form Ê (L,Ξ) with symmetric coefficients, called
reduced current, satisfying Eq.(3.11).
Corollary (3.4.1): if it exists, the reduced current Ê (L,Ξ) coincides with E˜ (L,Ξ), i.e.
it is given by (3.7), (3.8), (3.9).
Proof: by differentiating both sides of (3.11) we obtain, for the generalized Bianchi iden-
tities:
Div
(
Ê (L,Ξ)
)
=W (L,Ξ) = Div
(
E˜ (L,Ξ)
)
(3.12)
and from the theorem above it follows that Ê (L,Ξ) = E˜ (L,Ξ) .
Lemma (3.4.2): these identities hold:
T λρσα ∇σρξ
α = ∇σ
[
4
3
T [λσ]ρα ∇ρξ
α
]
−
4
3
∇σT
[λσ]ρ
α ∇ρξ
α +
+T (λρσ)α ∇σρξ
α +
1
3
T
[σρ]λ
β R
β
ασρξ
α (3.13)
T λρσA ∇σρξ
A = ∇σ
[
4
3
T
[λσ]ρ
A ∇ρξ
A
]
−
4
3
∇σT
[λσ]ρ
A ∇ρξ
A +
+T
(λρσ)
A ∇σρξ
A +
1
3
T
[σρ]λ
B c
B
CAF
C
σρξ
A (3.14)
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Lemma (3.4.3): if the theory is of effective order (1, 1), namely T λρσα = 0 and T
λρσ
A = 0,
E (L,Ξ) = E˜ (L,Ξ) +Div (U (L,Ξ))
U (L,Ξ) = 12
(
T
[λσ]
A ξ
A + T
[λσ]
α ξα
) (3.15)
Proof: integrating by parts we obtain:
E (L,Ξ) =
[
T λµ ξ
µ + T λσµ ∇σξ
µ + T λAξ
A + T λσA ∇σξ
A
]
dsλ =
= [
(
T λµ −∇σT
[λσ]
µ
)
ξµ +
(
T λA −∇σT
[λσ]
A
)
ξAdsλ +
+T (λσ)µ ∇σξ
µ + T
(λσ)
A ∇σξ
A +∇σ
(
T [λσ]µ ξ
µ + T
[λσ]
A ξ
A
)
]dsλ
By the condition of weak conservation for the current:
∇λT
λ
α +
1
2T
λσ
β R
β
αλσ =Wα ∇λT
λ
A +
1
2T
λσ
B c
B
CAF
C
λσ =WA
T σα +∇λT
λσ
α =W
σ
α T
σ
A +∇λT
λσ
A =W
σ
A
T
(λσ)
α =W λσα ≡ 0 T
(λσ)
A =W
λσ
A ≡ 0
(3.16)
we can easily obtain:
E (L,Ξ) = [W λµ ξ
µ +W λσµ ∇σξ
µ +W λAξ
A +W λσA ∇σξ
A +
+∇σ
(
T [λσ]µ ξ
µ + T
[λσ]
A ξ
A
)
]dsλ (3.17)
We can finally enunciate the following theorem:
Theorem (3.4.1): every Gauge-Natural theory of effective order (2,2) admits a super-
potential:
E (L,Ξ) = E˜ (L,Ξ) +Div (U (L,Ξ))
U (L,Ξ) =
1
2
[
(
T
[λσ]
A −
2
3
∇ρT
[λσ]ρ
A
)
ξA +
4
3
T
[λσ]ρ
A ∇ρξ
A + (3.18)
+
(
T [λσ]µ −
2
3
∇ρT
[λσ]ρ
µ
)
ξµ +
4
3
T [λσ]ρµ ∇ρξ
µ]dsλσ
3.5 Existence of the superpotentials: the general case
Theorem (3.5.1): every Gauge-Natural theory of effective order (α, β) admits a super-
potential.
The proof is given by induction up to the effective order (α, β) .
In conclusion, we can write each current in the form:
E (L,Ξ) = E˜ (L,Ξ) +Div (U (L,Ξ)) (3.19)
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with the coefficients of E˜ (L,Ξ) completely symmetric and vanishing along the solutions
of the field equations.
We stress that currents and superpotentials have a physical meaning, because they
give the conserved quantities when integrated. The physically relevant objects are there-
fore the values of the integrals which depend only on the cohomology class, not on the
chosen representative. In simpler terms, the currents are defined up to a divergence while
the superpotentials are defined up to a form with vanishing divergence.
3.6 Generalized symmetries
In many applications, symmetries of a more general nature than the standard Lagrangian
symmetries are often used. One can consider transformations which preserve the La-
grangian not exactly, but modulo contact forms and exact differentials. Both contact
forms and exact forms are, in fact, irrelevant to the No¨ther theorem.
One can generally consider a transformation on the infinite jet prolongation of the
configuration bundle. The infinitesimal generators of such transformations are the gener-
alized vector fields.
(
πk0
)∗
(TC)
Φ∗
−→ TC
π∗ ↓ ↓ τC
JkC
πk
0−→ C
πk ↓ ↓ π
M M
(3.20)
The bundle
(
πk0
)∗
(TC) is the pull-back of the bundle TC along the map πk0 : J
kC −→ C
and Φ∗is uniquely defined; a point in
(
πk0
)∗
(TC) is a pair (p, υ) where p ∈ JkC, υ ∈ TC
and τC (υ) = π
k
0 (p), i.e. υ ∈ Tπk
0
(p)C. Let us consider a section Ξ of the bundle
(
πk0
)∗
(TC)
−→ JkC; its local expression is
Ξ : JkC −→
(
πk0
)∗
(TC) : p 7−→
(
p, ξµ (p) ∂µ + ξ
i (p) ∂i
)
(3.21)
The section Ξ is called generalized vector field and by an abuse of notation is denoted
simply by
Ξ = ξµ
(
xµ, yi, yiµ, . . . , y
i
µ1...µk
)
∂µ + ξ
i
(
xµ, yi, yiµ, . . . , y
i
µ1...µk
)
∂i (3.22)
Notice that a generalized vector field Ξ is not a vector field on C (unless k = 0) since its
components depend on the derivatives of fields. Furthermore, it can be shown that no jet
prolongation jrΞ of a generalized vector field Ξ is an ordinary vector field on any JsC.
So, even if one can drag sections along Ξ, this object does not define a transformation
on any finite jet bundle. Generalized vector fields can in fact be regarded as infinitesimal
generators of transformations on J∞C, as shown by Saunders. We do not discuss this
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further, and we remand to the literature. Here we are only interested in defining the
generalized symmetries:
Definition (3.6.1): a generalized symmetry of a Lagrangian L is a generalized vector
field Ξ over C such that the Poincare´-Cartan form of L satisfies the following
£j1ΞΘL = ω + dα (3.23)
where ω is any contact form and α is any (m− 1)-form (both possibly depending on the
derivatives of fields).
Since the sum of horizontal and contact forms is direct, condition (3.23) is equivalent
to the following:
hor
(
£j1ΞΘL
)
= hor dα (3.24)
which, since the Lie derivative of a contact form is again a contact form, is equivalent to
hor
(
£j1Ξ (horΘL)
)
= hor
(
£j1Ξ (Lds)
)
= hor dα (3.25)
By expanding this last equation in local fibered coordinates
(
xµ, yi, yiµ
)
over J1C, for
the jet prolongation of a generalized vector field j1Ξ = ξµ∂µ + ξ
i∂i + ξ
i
µ∂
µ
i projecting on
ξ = ξµ∂µ, one obtains
dµ (ξL)− pi
(
ξµyiµ − ξ
i
)
− pµi
(
ξνyiµν − ξ
i
µ
)
= dµα
µ (3.26)
One can also regard this condition as global, expressed directly in terms of the Lagrangian
(i.e. not involving the Poincare´-Cartan form); in the notation used in the previous sections,
Eq.(3.26) can be intrinsically expressed as
£ξL− < δL|£Ξσ >= Div (α) (3.27)
where σ :M −→ C is a section of C.
The conclusion is that a generalized symmetry leaves the Lagrangian invariant up
to a pure divergence plus terms depending on the first variation δL. Now the generalized
No¨ther theorem follows:
Theorem (3.6.1): for any generalized symmetry generator (of order s) Ξ the following
holds true:
£j1ΞΘL = ω + dα (3.28)
Expanding the Lie derivatives and collecting terms this can be recast as
d
(
ij1ΞΘL − α
)
= −ij1ΞdΘL + ω (3.29)
If we define now the quantities{
E =
(
j2k−1σ
)∗ (
ij1ΞΘL − α
)
W = −
(
j2kσ
)∗
ij1ΞdΘL
(3.30)
the identity (3.29), pulled back on M along a section σ, can be expressed as
dE =W (3.31)
Therefore, whenever σ is a solution of field equations then W = 0 and thence the No¨ther
current E is conserved: dE = 0.
44
Bibliography
[1] L. Fatibene, M. Ferraris and M. Francaviglia, “Noether formalism for conserved quan-
tities in classical gauge field theories,” J. Math. Phys. 35 (1994) 1644.
[2] L. Fatibene, M. Ferraris and M. Francaviglia, “Noether formalism for conserved quan-
tities in classical gauge field theories. II: The arbitrary bosonic matter case,” J. Math.
Phys. 38 (1997) 3953.
[3] I. Kola´r, P.W. Michor, J. Slova´k, Natural operations in Differential geometry,
Springer & Verlag, New York, 1993 USA
[4] I. Kola´r, Prolongations of Generalized Connections, Colloquia Mathematica Societatis
Ja´nos Bolyai, 3.1 Differential Geometry, Budapest 1979, North-Holland, (1982) 317
[5] L. Fatibene, M. Ferraris, M. Francaviglia, R.G. Mc Lenaghan, Generalized Symme-
tries in Mechanics and Field Theories, J. of Math. Phys. 43 (6), (2002) 3147-3161.
45
Chapter 4
Spin structures
4.1 Introduction
It is evident from the observed phenomenology that there exists a set of elementary
particles, called spinors or fermions, which are not described by natural objects. They
show some peculiar transformation characteristics with respect to changes of frame. In
Minkowski space, for instance, if the frame is rotated by an angle θ = 2π, the spinor
changes sign, remaining invariant only for rotations of θ = 4π. Despite these odd trans-
formation properties of spinors, one can anyway define a lift of the 1-parameter group of
Minkowski isometries (i.e. of the Poincare´ group).
The problem arises when describing spinors over a curved space, namely if one wants
to describe the interaction between the gravitational field and the spinors. In this case,
the analogous of the infinitesimal flows of the Poincare´ transformations, that is the Killing
vectors, may not exist depending on the metric structure of the space-time. Moreover, a
natural way to define the lift of an arbitrary space-time transformation, does not seem to
exist.
Similarly, in Minkowski space-time we cannot define a lift for a transformation that
is not an isometry. Global topological problems can also make it impossible to solve the
Dirac equations. An ambiguity in the sign arises from the particular behavior of spinors
under transformations of the Poincare´ group. These problems are faced by substituting
the Lorentz group with its universal covering, that is the group Spin (1,m− 1). This
operation has hence no effect on infinitesimal transformations.
The results here reported are valid for Spin (η), where η = (r, s) is a signature fixed
from the beginning, and for its connected component to the identity, Spin0 (η). For this
reason and for simplicity, we indicate the component connected to the identity only when
it is important.
All the above fundamental problems are circumvented by introducing the concept
of spin structure. It is a principal bundle morphism Λ : Σ −→ SO (M,g), where Σ is
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a principal bundle with structure group Spin (η) called spin bundle. SO (M,g) is the
orthonormal frame bundle of the pseudo-Riemannian manifold (M,g) , with signature
η = (r, s). Spin structures define the spin fields, which are indeed the sections of a Gauge-
Natural vector bundle Eσ = W (1, 0) = Σ ×σ V associated to the spin bundle. More
precisely, the spin structure is necessary to overcome the problems in defining the global
Dirac equations in curved spaces, possibly endowed with a non trivial topology.
The standard theory of spin structures, as it will be exposed in section (4.2), has
unfortunately some disadvantages. There exists in fact a clear link between metric and
spin structure: one cannot define the latter without a background metric fixed a priori.
When a metric on the manifold is fixed, the spin bundle Σ may not exist at all. It may
be uniquely defined or there can be many different nonequivalent spin bundles.
The problem is that one cannot give a physical interpretation of a non-dynamical
background metric, since the only metric physically defined over the space-time is related
to the gravitational field and it must be dynamical. This is true for the influence of spin
fields on gravity, a fact that is expected for physical reasons. We can then formulate the
following principle:
Axiom 0: a physically meaningful theory of spin structures must not have non-dynamical
background fields.
In other terms, we should create a theory in the category of manifolds (and not in that of
pseudo-Riemannian manifolds). Moreover, if the metric g is dynamical, the spin structure
itself must be dynamical, since the standard construction of the spin structure depends on
the metric. Being every dynamical field a section of some bundle, we state the following
principle:
Axiom 1: there must exist a bundle whose sections are in one-to-one correspondence to
the spin structures.
The second problem arises from the fact that the relation between metrics and spin struc-
tures is one-to-many. This means that if the metric varies, such a deformation does not
induce canonically a corresponding variation of the spin structure.
A solution can be to choose as fundamental field variables the spin structures (modi-
fying their definition, to make them formally independent of the metric background). The
new spin structures (which will be called spin frames) determine uniquely a metric, called
associated metric. Hence a deformation of the spin structures (which is canonically defined
by axiom 1) induces a variation in the metric. In this context, spin frames are the true
variables which describe the gravitational field, while metric and geometry of space-time
are derived structures.
The theory defined this way is Gauge-Natural: a canonical treatment of the con-
served quantities is now possible. Besides, this is easily generalized to fermionic matter
in interaction with a dynamical gravitational field. In other terms, we find a Lagrangian
theory which describes the interaction between gravitational field and fermionic matter.
This allows not only to determine the way a gravitational field influences fermions, but
also to evaluate the gravitational field generated by fermions themselves.
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4.2 Spin structures
We shall assume the reader to be familiar with the Clifford algebra framework. We refer
to the references and to the literature for details and notation.
Let (M,g) be a pseudo-Riemannian manifold of signature η = (r, s) .
Definition (4.2.1): a spin structure on (M,g) is a pair (Σ,Λ) such that (a) Σ is a
principal bundle with structure group Spin (η) called spin bundle.
(b) Let us denote by SO (M,g) the orthonormal frame bundle of (M,g); we define with
Λ : Σ −→ SO (M,g) a principal bundle morphism with respect to the Lie groups morphism
given by ℓ : Spin (η) −→ SO (η), namely
Σ
Λ
−→ SO (M,g)
↓ ↓
M M
(4.1)
Definition (4.2.2): let us hereafter denote by g(αβ) the transition functions of SO (M,g);
the functions G(αβ) : Uαβ −→ Spin (η) are a lift of g(αβ) : Uαβ −→ SO (M,g) if ℓ◦G(αβ) =
g(αβ). They are a cocycle if ∀x ∈ Uαβ the following holds:{
G(αα) = I
G(αβ) ◦G(βγ) ◦G(γα) = I
(4.2)
Proposition (4.2.1): if
{
G(αβ)
}
are a cocycle and a lift of
{
g(αβ)
}
, then (M,g) admits
a spin structure.
A theorem (the proof, which is not shown here, can be found in Ref.[3]) claims that a lift
of the
{
g(αβ)
}
always exists as a consequence of the properties of the covering map ℓ.
Let us finally state an important result by Geroch [4]:
Theorem (4.2.1): in 4 dimensions and signature (1, 3) a non-compact pseudo-Riemannian
manifold (M,g) admits spin structures if and only if it admits an orthonormal global frame.
This result is important because its hypotheses are satisfied by all physically admissible
space-times. The fact that (M,g) is not compact implies the possibility of a well-defined
Cauchy problem for the Einstein equations. Moreover, problems with causality (closed
time-like or light-like geodesics) can be avoided. It can indeed be proven that in compact
space-times closed causal curves always exist.
4.3 Spin frames
4.3.1 The structure bundle
Fix a manifold M , oriented which admits pseudo-Riemannian metrics of a fixed signature
η = (r, s).
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Let Σ be a principal bundle with group Spin (η):
Definition (4.3.1.1): a spin frame onΣ is a morphism Λ : Σ −→ L (M), where L (M)
denotes the frame bundle of M and such that
Σ
Λ
−→ L (M)
↓ ↓
M M
Σ
Λ
−→ L (M)
RS ↓ ↓ Rℓˆ(S)
Σ
Λ
−→ L (M)
(4.3)
{
ℓˆ = i ◦ ℓ : Spin (η) −→ GL (n)
i : SO (η) →֒ GL (n)
(4.4)
The analogy with the spin structures defined in the previous section is clear. The main
differences are that a background metric is not needed and that the bundle Σ is defined
once for all. In this context Σ will be called structure bundle.
The codomain of spin frames is the entire frame bundle, instead of the bundle of
orthonormal frames of the background metric. This happens first of all for avoiding any
reference to such a metric. Secondly, if we deform a spin frame we modify its image within
L (M) . The image of Λ is a principal subbundle of L (M) with group SO (η) , and therefore
it singles out uniquely an associated metric g (Λ) such that
Im (Λ) = SO (M,g (Λ)) (4.5)
Depending on Σ, there may (or may not) exist spin frames on Σ. If there are no spin
frames, a meaningful application to field theories is anyway impossible. Therefore we
require the following:
Axiom 2: the structure bundle Σ must be chosen such that there exists at least one spin
frame.
If the (oriented) manifold M admits spin structures and a metric g of signature η, there
always exists a structure bundle Σ verifying axiom 2. It is easy to prove, indeed, that
if ig : SO (M,g) →֒ L (M) is the canonical immersion in the frame bundle and (Σ,Λ) is
one of the spin structures which can be considered over (M,g), ig ◦ Λ : Σ −→ L (M) is a
spin frame over Σ; the spin bundle defined in this way can be taken as structure bundle
because it satisfies axiom 2.
If more than one structure bundle Σ is available on M , let us fix a representative
Σ and consider every spin frame on Σ. To each such spin frame we can associate the
induced metric, and obtain a whole class of metrics on M . Depending on the topology of
M , it may happen that all metrics on M can be obtained by spin frames over Σ (these
are called Σ-admissible metrics). But it can also happen that the classes of Σ-admissible
metrics are just a subset of the set of all metrics over M . In this case, the set of metrics is
disconnected into classes of Σ-admissible metrics for Σ varying over all possible structure
bundles. In any case, Σ can be fixed once for all. By the variation of the spin frame one
can get all the Σ-admissible metrics on M . The only difference between the metric and
the spinor theories is that the latter allows to describe the fermionic matter canonically.
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As long as the gravitational field is considered in the vacuum (or with bosonic matter),
the two theories are equivalent.
We remark that in two important cases all metrics are Σ-admissible:
Proposition (4.3.1.1): in a strictly Riemannian signature, if M is parallelizable all
metrics are Σ-admissible.
Proof: the fact that M is parallelizable implies the existence of a global frame, which
induces, by the Gram-Schmidt procedure, a global orthonormal frame with respect to any
metric g.
The orthonormal frame bundle SO (M,g) ≃ SO (M,g) is trivial. If we choose Σ to
be the trivial bundle, every metric is Σ-admissible.
Proposition (4.3.1.2): in 4 dimensions and signature (1, 3), for each non-compact space-
time admitting spin structures all the metrics are Σ-admissible (by Geroch theorem).
4.3.2 Infinitesimal generators of automorphisms of Σ
We can represent the group Spin (η) as a subgroup of GL (k,K) defined by
S · γa · S
−1 = γba
b
a a
b
a ∈ SO (η) (4.6)
where {γa} is a set of Dirac matrices. This provides the way to give an expression for the
infinitesimal generators of automorphisms of Σ.
Let Φt = (φt, ft) be a 1-parameter subgroup of automorphisms of Σ given locally by
φt : [x, S]α 7−→ [f (x) , ϕ (x)S]α.
The infinitesimal generator has the form
Ξ = ξµ∂µ + ϕ˙
α
0βS
β
γ
∂
∂Sαγ
= ξµ∂µ + ξ
abσab (4.7)
where we set 
ξµ = f˙µ0 (x)
ξab = ∂βαℓ
[a
c (I) ηb]cϕ˙α0β
σab =
1
8 ([γa, γb]S)
α
β
∂
∂Sα
β
(4.8)
For theorem (1.6.1.1) the fields σab are right-invariant and they form a local basis of
right-invariant vertical fields of Σ.
4.4 The spin frames bundle
4.4.1 Definition of the spin frames bundle
For what has been said in the previous paragraphs, axiom 0 is always verified, axiom 2 is
true for all the manifolds M admitting spin structures.
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It remains to prove that axiom 1 always holds. We begin by defining the action of
the group over the manifold GL (m):
λ : Spin (η)×GL (m)×GL (m) −→ GL (m)
: (S, J, e) 7−→ J · e · ℓ
(
S−1
)
(4.9)
and we give the following
Definition (4.4.1.1): we choose as spin frames bundle the bundle associated toW (1,0)Σ =
L (M)× Σ through the representation λ defined by (4.9), namely
Σλ =W
(1,0)Σ×λ GL (n) (4.10)
The bundle Σλ is by construction a Gauge-Natural bundle of order (1, 0)
associated to Σ .
Proposition (4.4.1.1): there is a one-to-one correspondence between sections of Σλ and
spin frames on Σ.
Proof: s(α) is a trivialization of Σ and ∂(α) a trivialization of L (M).
A section of Σλ is locally given by
ρ : x 7−→
[
s(α), ∂(α), e
(α)µ
i
]
λ
(4.11)
with the compatibility condition
e(α) = g(αβ) · e
(β) · ℓ
(
G(βα)
)
(4.12)
where g(αβ) are the transition functions of L (M) and G(βα) are the transition functions
of Σ.
We can associate to the section ρ the spin frame locally defined by
Λρ : s
(α) · S 7−→ ∂(α) · e(α) · ℓ (S) (4.13)
For the compatibility condition (4.12), Λρ is a global spin frame.
The application associating ρ to Λρ is one-to-one because we can define its inverse
which takes a spin frame Λ : Λρ : s
(α) · S 7−→ ∂(α) · u(α) and associates it to the section
ρλ : x 7−→
[
s(α), ∂(α), u(α) · ℓ
(
S−1
)]
λ
(4.14)
which is global, being Λ global.
The existence of the metric associated to a spin frame can be stated now by saying that
there exists a bundle epimorphism
Σλ −→ Met (M,η)
↓ ↓
M M
(4.15)
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where Met (M,η) denotes the bundle of metrics with signature η. This epimorphism is
canonical, not depending on the choice of any background. Moreover the bundle Σλ is
not a bundle of groups, because the transition functions do not fix the identity. Besides,
axiom 2 ensures that Σλ admits at least one global section.
Admitting each point in Σλ a representative in the form
[
s(α), ∂(α), e
(α)µ
i
]
λ
, (xµ, eµi )
are coordinates on Σλ. The associated metric is in the form
gµν = e¯
a
µηabe¯
b
ν (4.16)
where e¯aµ is the inverse matrix of e
µ
a .
In the following we will analyze in details analogies and differences between spin
frames and vielbein. In analogy with the usual convention about vielbein, we use the
matrix ηab to lower the Latin indices, its inverse η
ab to raise them and the induced metric
gµν and its inverse g
µν to lower and raise the Greek indices. For this reason we can omit
everywhere the bar for the inverse, because the position of indices identifies unambiguously
the matrix. For instance, eaµ can be obtained by lowering an index in e
µ
a or in e¯aµ; in both
cases the result is the same.
4.4.2 The spin connection over Σ
Let Λ : Σ −→ L (M) be a spin frame over Σ and g is its associated metric. Let us choose
natural coordinates (xµ, uµa) on L (M) .
The metric g defines a Levi-Civita connection
Γ = dxµ ⊗
(
∂µ − Γ
λ
σµρ
σ
λ
)
(4.17)
where ρσλ = u
σ
a
∂
∂uλa
are right-invariant fields over L (M) and Γλσµ are the Christoffel symbols
of the metric g.
The spin frame Λ allows to define, by pull-back, a connection over Σ, called spin
connection, given by
ω = dxµ ⊗
(
∂µ − Γ
ab
µ σab
)
Γabµ = e
a
λ
(
Γλσµe
σb + dµe
λb
)
(4.18)
This implies the following
Theorem (4.4.2.1): there exist two morphisms{
Γ : J1Σλ −→ CL(M)
ω : J1Σλ −→ CΣ
(4.19)
which allow to construct principal connections on L (M) and Σ starting from dynamical
fields (and their first derivatives).
As a consequence of the definition of the spin connection ω, the following holds:
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Theorem (4.4.2.2): ∇µe
ν
a = dµe
ν
a + Γ
ν
σµe
σ
a − Γ
b·
aµe
ν
b = 0
Indeed, for the definition of the spin connection (4.18), we recover
∇µe
ν
a = e
ν
ce
c
σ
(
dµe
σ
a + Γ
σ
ρµe
ρ
a
)
− Γc·aµe
ν
c = 0 (4.20)
4.4.3 Vielbein
Definition (4.4.3.1): if M is a manifold, a system of (local) vielbein is a family of
local sections e(α) : Uα −→ L (M) where {Uα} is an open covering of M , such that the
transition functions, defined by e(β) = e(α) · a(αβ), are orthogonal group-valued, namely
a(αβ) : Uαβ −→ SO (η) .
Proposition (4.4.3.1): on every (oriented) manifoldM admitting a metric g of signature
η there exists a system of local vielbein.
Proof: consider a family of local sections ∂(α) : Uα −→ SO (M,g) associated to a trivial-
ization of the bundle of the oriented orthonormal frame. Using the canonical immersion
ig : SO (M,g) −→ L (M) we obtain a set of local sections of L (M) which we indicate
again with ∂(α) : Uα −→ L (M) . The transition functions of the trivialization on L (M)
associated to this set are orthogonal group-valued, and therefore the ∂(α) are vielbein.
Proposition (4.4.3.2): the choice of a spin frame induces (in a non canonical way) a
system of local vielbein.
Proof: fix a spin frame Λ : Σ −→ L (M). If we define a trivialization σ(α) of Σ it induces
a system of vielbein e(α) = Λ
(
σ(α)
)
.
If we change trivialization sˆ(α) = s(α) · S(α) of Σ, with transition functions S(α) :
U(α) −→ Spin (η), we obtain another vielbein
eˆ(α) = e(α) · ℓ
(
S(α)
)
(4.21)
The fixing of a system of vielbein e(α) induces a metric g which, by definition, admits e(α)
as orthonormal frame. The metric g is global because the e(α) are the vielbein.
The analogy between spin frames and vielbein is really very strict, and it is one of
the reasons which justify the choice of the name ”spin frames”. It should be stressed,
however, that the two structures are not equivalent. The existence of the spin frames
requires topological conditions which are stronger than those ensuring for the existence of
the vielbein. These supplementary conditions define the coupling of spinors with gravity
in a canonical, geometric and global way.
In other words, if we choose some vielbein over the manifoldM , we can not generally
reconstruct the spin frame that induces the vielbein1. This is possible only if we lift the
cocycle a(αβ) of the transition functions of the vielbein to the group of Spin (η) (see Ref.[1]).
This implies some topological constraints. Besides, even this is possible, in general there
1This can be done by following proposition (4.4.2.1).
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is not only one way to do that. In any case, the vielbein do not induce a spin frame
canonically.
The supplementary information necessary to build the spin frame are actually en-
coded in the choice of the spin bundle Σ. Once a trivialization of this bundle is chosen,
one obtains the Spin (η)-valued transition functions. By composing with the covering map
ℓ : Spin (η) −→ SO (η), a cocycle ℓ
(
G(αβ)
)
: Uαβ −→ SO (η) is obtained. This defines a
way to glue together the local sections of L (M) coherently. The families of local sections
of L (M) which glue together coherently are the global objects which we have called spin
frames. Thanks to these information, which are codified by Σ, the global spin frames do
exist. This is in contrast with the global vielbein, even on non parallelizable manifolds.
Following from these considerations, it can be claimed that the framework of spin
frames allows to globalize the vielbein, which are necessarily local. Each time the vielbein
are used as dynamical fields (for example in the theory of Dirac spinors), it is natural
to substitute the vielbein with the spin frames, to obtain a global theory geometrically
well-formulated. In this sense, the vielbein formalism is the local version of the formalism
of spin frames.
4.4.4 The Lie derivative of spin frames
Let Ξ = ξµ∂µ + ξ
abσαβ be an infinitesimal generator of automorphisms over Σ and in-
dicate with Ξ(v) = ξ
ab
(v)σαβ =
(
ξab + Γabµ ξ
µ
)
σαβ its vertical part with respect to the spin
connection.
Being Σλ a Gauge-Natural bundle associated to Σ, we can associate to Ξ an in-
finitesimal generator Ξλ of transformations of Σλ in the following way:{
(x, S) 7−→ (f (x) , ϕ · S) Ξ = ξµ∂µ + ξ
abσαβ
(x, e) 7−→
(
f (x) , J · e · ℓ
(
ϕ−1
))
Ξλ = ξ
µ∂µ + Ξ
µ
a∂aµ
(4.22)
where
Ξµa = ∂ρξ
µeρa − e
µ
b ∂
β
αℓ
b
a (I) ϕ˙
α
β = ∂ρξ
µeρa − e
µ
b ξ
b·
a (4.23)
The Lie derivative of a spin frame is thence given by:
£Ξe
µ
a = dσe
µ
aξ
σ − Ξµa =
=
(
dσe
µ
a + Γ
µ
νσe
ν
a − Γ
b
aσe
µ
b
)
ξσ −∇νξ
µeνa + e
µ
b ξ
b ·
(v)a =
= −∇νξ
µeνa + e
µ
b ξ
b ·
(v)a (4.24)
4.4.5 The spinor fields bundle
Consider now a vector space V and a representation over it of the group Spin (η), which
we denote by σ : Σ× V −→ V.
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Consider also the vector bundle Eσ = Σ ×σ V associated to Σ with respect to the
chosen representation σ; the sections of this bundle are regarded as spinor fields. Being
defined on Eσ the spin connection (4.18), we can define the (formal) covariant derivative
of the sections of Eσ, obtaining
Ωiµ = υ
i
µ +
1
8
Γabµ [γa, γb]
α
β ∂
β
ασ
i
j (I) υ
j (4.25)
We also define the Lie derivative of the sections of Eσ with respect to the vector fields of
the base M :
£Xυ
i := ξµυiµ −
1
8
ξab [γa, γb]
α
β ∂
β
ασ
i
j (I) υ
j (4.26)
However, one can define a canonical lift over Σ induced by a spin frame eaµ given by
ξab(υ) = e
a
µ∇νξ
µebν (4.27)
The Lie derivative (4.26) with respect to such a field becomes
£Kˆ(X)υ
i = ξµ∇µυ
i +
1
8
∇µξ
νeaµebν [γa, γb]
α
β ∂
β
ασ
i
j (I) υ
j (4.28)
Notice however that this Lie derivative is not natural (i.e. it does not preserve the com-
mutators) unless X is a Killing vector.
We stress that in the context of Gauge-Natural theories, it is not necessary to define
the Lie derivatives with respect to the vector fields of the base. This is done in natural
theories. Gauge-Natural theories, indeed, have been formulated to study fields which are
not natural objects from a geometrical viewpoint (i.e., they are not sections of natural
bundles).
We thus believe that the true analogy is with gauge theories, where it is necessary
to renounce to the naturality of the fields. Therefore one might say that Gauge-Natural
theories rise from the need to provide a general context to develop field theories with non
natural objects.
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Chapter 5
Supersymmetry
5.1 Introduction
The formalism presented in the previous chapters can be now applied to supersymmetric
theories. Supersymmetries consist of transformations exchanging bosons with fermions;
when made local and embedded in a gravitational context, they originate the theory of
Supergravity (SUGRA).
SUGRA can be viewed as the theory of the gravitational field, associated to a spin
2 boson called the graviton, that interacts with a 3/2 spin fermion, the gravitino. In the
simplest case, namely in d=4, N=1 Supergravity, there are 4 space-time dimensions (as in
usual General Relativity), and only one fermionic dimension (i.e., supersymmetries have
only one generator).
In this chapter we shall attempt to formulate Supergravity as a Gauge Natural field
theory. This should be alternative to the framework based on supermanifolds, and it is
motivated by the following facts:
- If space-time has to be modeled as a supermanifold (with fermionic dimensions) at
least one should clarify which extent is a notational trick and which extent is fundamental.
- Most of the motivations that bring to supermanifolds are based on quantum con-
siderations. At least at an early stage the quantum and the classical formulation of the
theory should be kept separated (if possible).
The tools discussed in so far should allow to describe Supergravity (as a first step) in
a purely classic form. The procedure is the following: given a manifold M , the supersym-
metries are the automorphisms of a spin bundle Σ, whose structure group is a supergroup
but with an ordinary base. The configuration bundle is associated to the structure group,
so that the natural action of automorphisms of the structure bundle acting on configura-
tions reproduces supersymmetry transformations.
The first step is achieved in the case of the Wess-Zumino model, where the SUSY
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transformations are independent of the space-time coordinates. In this case, just a subset
of automorphisms is taken into consideration. On the other hand, the Rarita-Schwinger
theory deals with local supersymmetry. This introduces some nontrivial issues, as it is
shown in the next chapter.
5.2 The Wess-Zumino model
In this section we discuss the simplest application of supersymmetries to a physical system
endowed with a gravitational background. This constitutes a first step towards Supergrav-
ity. As it will be shown, here the transformations are point-independent; the link between
their algebra and the Gauge-Natural theory that can be constructed is given by the Lie
derivatives of the fields. However, the following is not a complete discussion of the Wess-
Zumino model, but it is just an example of how the geometrical framework discussed so
far can be applied to physical systems.
5.2.1 Dirac matrices and Majorana spinors
Let λ : Spin (η) ×W −→ W be a representation induced by a complex representation of
the group Spin (η) over Ck, given by the k× k Dirac matrices γa such that (a = 0, 1, 2, 3)
{γa, γb} = 2ηabI (5.1)
as a consequence
{γa, γ5} = 0 (5.2)
where ηab is the canonical diagonal matrix of signature η = (r, s) and
γ5 = −iγ0γ1γ2γ3 (5.3)
Here and hereafter we will consider only the Dirac representation.
In dimension k = 4 and with Lorentz signature η = (1, 3), we choose the set of Dirac
matrices
γ0 =
(
0 I
I 0
)
γi =
(
0 −σi
σi 0
)
(5.4)
where the 2× 2 matrices σi denote the standard Pauli matrices.
Definition (5.2.1): a spinor field ψ is called Majorana spinor if it satisfies the condition
ψ = Cψ¯† (5.5)
where C is the charge conjugation matrix. In Dirac representation, we have
C =
(
−iσ2 0
0 iσ2
)
ψMaj =
(
α
iσ2 tα†
)
(5.6)
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here α is any two-component anticommuting spinor. In the following, the Majorana flip
identities will be considerably important:
ψ¯ϕ = ϕ¯ψ
ψ¯γaϕ = −ϕ¯γaψ
ψ¯γ5ϕ = ϕ¯γ5ψ
ψ¯γaγbϕ = −ϕ¯γaγbψ
ψ¯γ5γaϕ = ϕ¯γ5γaψ
(5.7)
5.2.2 Covariance of the Lagrangian
We consider as fields a Majorana anticommuting spinor ψ and four scalars (A,B,C,D) on
a space-time manifold M with a spin frame (i.e. a vielbein) eµa . After defining a structure
bundle Σ −→M , which is indeed a spin bundle (see Chapter 4), the Lagrangian is
LWZ =
1
2
(
∇µA∇
µA+D2 + 2mAD
)
eds− ψ¯ (iγa∇aψ +mψ) eds+
+
1
2
(
∇µB∇
µB + C2 − 2mBC
)
e3ds (5.8)
(e is the determinant of the vielbein eµa). The covariant derivatives of the scalar fields are
considered with respect to the Levi-Civita connection induced by the metric, which is in
turn induced by the spin frame. Instead, the covariant derivatives of spinors are evaluated
with respect to the spin connection (4.18), namely:
∇aψ = e
µ
a
(
dµψ +
1
8
Γabµ [γa, γb]ψ
)
, Γabµ = e
a
λ
(
Γλσµe
σb + dµe
λb
)
(5.9)
This Lagrangian is invariant (modulo divergence terms) under the infinitesimal transfor-
mations 
δA = 12 (ǫ¯ψ)
δB = − i2
(
ǫ¯γ5ψ
)
e−1
δC = −12
(
ǫ¯γ5γa∇aψ
)
e−1
δD = i2 (ǫ¯γ
a∇aψ)
δψ = 12
[
i (γaǫ)∇aA+ e
(
γ5γaǫ
)
∇aB + ie
(
γ5ǫ
)
C + ǫD
]
δψ¯ = 12
[
−i∇aA (ǫ¯γ
a)− e∇aB
(
ǫ¯γ5γa
)
+ ie
(
ǫ¯γ5
)
C + ǫ¯D
]
(5.10)
The transformation parameter ǫ is a Majorana anticommuting spin 1/2 spinor which is
assumed to be covariantly conserved: ∇µǫ = 0. This condition is very strong, because
it corresponds to a point-independent transformation which defines gauge theories. If
∇µǫ 6= 0, the transformations would be point dependent and this happens in Supergravity,
as we shall see in the next chapter.
One can define the infinitesimal generator of supersymmetries
Ξ = (δA)
∂
∂A
+ (δB)
∂
∂B
+ (δC)
∂
∂C
+ (δD)
∂
∂D
+ (δψ)
∂
∂ψ
+
(
δψ¯
) ∂
∂ψ¯
(5.11)
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It can be shown that this leaves the Lagrangian invariant, modulo the following divergence
term,
δLWZ = Div (α) (5.12)
where
α =
1
4
[(2imA (ǫ¯γµψ) + 2∇µA (ǫ¯ψ)−∇νA (ǫ¯γ
νγµψ) + iD (ǫ¯γµψ)) e+
+(2mB
(
ǫ¯γ5γµψ
)
− 2i∇µB
(
ǫ¯γ5ψ
)
+ i∇νB
(
ǫ¯γ5γνγµψ
)
+
+C
(
ǫ¯γµγ5ψ
)
)e2]dsµ (5.13)
Thus the infinitesimal generator Ξ can be seen as a generalized symmetry (see section
3.6).
5.2.3 Closure of the algebra
Here we calculate the commutator of two supersymmetries on the fields, in order to check
the closure of the algebra and to formulate the theory from a Gauge-Natural point of view.
Closure on the scalar fields
We begin with the scalar fields:
[δ1, δ2]A =
1
4
[i (ǫ¯2γ
aǫ1 − ǫ¯1γ
aǫ2)∇aA+
+e−1∇aB
(
ǫ¯2γ
aγ5ǫ1 − ǫ¯1γ
aγ5ǫ2
)
+D (ǫ¯2ǫ1 − ǫ¯1ǫ2) +
+iC (ǫ¯2ǫ1 − ǫ¯1ǫ2) = i
1
2
(ǫ¯2γ
aǫ1)∇aA (5.14)
this result holds by virtue of the Majorana flip identities
ǫ¯2γ
aγ5ǫ1 = ǫ¯1γ
aγ5ǫ2
ǫ¯2ǫ1 = ǫ¯1ǫ2
ǫ¯1γ
aǫ2 = −ǫ¯2γ
aǫ1
(5.15)
Similarly, for the other scalar fields we obtain
[δ1, δ2]B =
i
2
(ǫ¯2γ
aǫ1)∇aB (5.16)
[δ1, δ2]C =
i
2
(ǫ¯2γ
aǫ1)∇aC (5.17)
[δ1, δ2]D =
i
2
(ǫ¯2γ
aǫ1)∇aD (5.18)
These objects can be reinterpreted as the Lie derivatives with respect to an appropriate
vector field
ξ =
i
2
(ǫ¯2γ
µǫ1) ∂µ (5.19)
of a scalar density of weight k:
£ξA = ξ
µ∇µA+ k∇µξ
µA , being∇νξ
µ = 0 (5.20)
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Closure on the vielbein and on the spinor field
A vector Ξ = ξµ∂µ + ξ
abσab acts on e
µ
a as:
£Ξe
µ
a = −∇νξ
µeνa + e
µ
b ξ
b
(υ)a (5.21)
Being
δeµa = 0 (5.22)
the commutator on the vielbein is
[δ1, δ2] e
µ
a = 0 (5.23)
so if we want to obtain
[δ1, δ2] e
µ
a = £Ξe
µ
a (5.24)
we have to choose a vertical field such that
£ξˆe
µ
a = 0 (5.25)
This happens if and only if
ξab(υ) = e
a
µ∇νξ
µebν (5.26)
which is the Kosmann lift. This leads to
[δ1, δ2] e
µ
a = £ξˆe
µ
a (5.27)
defined on the structure bundle Σ :
ξˆ = ξµ
(
∂µ − Γ
ab
µ σab
)
⊕
(
eaµ∇νξ
µebν
)
σab , ξ
µ =
i
2
(ǫ¯2γ
µǫ1) (5.28)
We have now to check if this vector is suited also for the spinor field ψ: the commutator
is
[δ1, δ2]ψ =
i
4
[γa (ǫ¯1ǫ2 − ǫ¯2ǫ1)∇aψ − γ
aγ5 (ǫ¯1ǫ2 − ǫ¯2ǫ1) γ
5∇aψ +
+(ǫ¯1ǫ2 − ǫ¯2ǫ1) γ
a∇aψ − γ
5 (ǫ¯1ǫ2 − ǫ¯2ǫ1) γ
5γa∇aψ] =
=
i
4
[
−
1
2
(ǫ¯1γbǫ2)
](
γaγb + γaγ5γbγ5 + γbγa − γ5γbγ5γa
)
∇aψ +
+
i
4
(ǫ¯1γbγcǫ2)
(
γaγbγc − γaγ5γbγcγ5 + γbγcγa − γ5γbγcγ5γa
)
∇aψ =
=
i
4
[
− (ǫ¯1γbǫ2)
{
γa, γb
}]
∇aψ =
=
i
4
(ǫ¯2γ
aǫ1)∇aψ (5.29)
by using the Majorana flip identities. Now, the Lie derivative of the spinor ψ with respect
to a generic infinitesimal generator defined on Σ can be written as (4.26):
£Ξψ = ξ
µ∇µψ −
1
8
[γa, γb]ψξ
ab
(υ) (5.30)
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Calculated with respect to (5.28), this becomes
£ξˆψ = ξ
µ∇µψ −
1
8
[γa, γb]ψ∇
bξa (5.31)
This is indeed the commutator of two supersymmetries on the spinor field ψ, because
∇bξa = 0 and [δ1, δ2]ψ = ξ
µ∇µψ.
In conclusion, once we take into account both the vector fields (5.28) and the super-
symmetry generators, these form an algebra with the following commutation rules:
[δ1, δ2] = £ξˆ,
[
δ1,£ξˆ
]
= 0,
[
£ςˆ ,£ξˆ
]
= 0 (5.32)
These vector fields do not span an ordinary Lie algebra, since some of the parameters
are actually anticommuting. In contrast, the parameters of the ordinary Lie algebras are
scalars. They can be seen as generators of a graded Lie algebra, a superalgebra, which
will be analyzed in the Appendix.
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Chapter 6
Supergravity
6.1 Introduction
As we already remarked, Supergravity is the theory of the gravitational field interacting
with a spinor. Therefore we will consider as fields the following:
- a vielbein eaµ (or a spin frame in our formalism), with determinant e. It is defined
on the structure bundle Σ.
- the µ-component of a 4-component spin 3/2 Majorana (anticommuting) spinor ψµ.
- the principal spin connection on the bundle Σ, which we call ω.
The configuration bundleB −→M projects into an ordinary 4-dimensional manifold
M , with supermanifolds as fibers. Regarding the spin connection ω, we will use the so-
called standard approach. This consists of imposing the null (super)torsion constraint
T a =
(
dµe
a
ν + ω
a ·
bµe
b
ν −
i
2
ψ¯µγ
aψν
)
dxµ ∧ dxν = 0 (6.1)
This condition is fixed a priori and it is kinematical, in the sense that it does not affect
the Lagrangian and accordingly, the dynamics of fields. As it will be shown later, this
simplifies the theory, because by its means the connection is no longer an independent
field. It then becomes expressed as a function of the vielbein and of the gravitino. Thus
there are only two independent fields: eaµ and ψµ.
The Rarita-Schwinger Lagrangian was postulated long ago [1],
L = Lds =
(
−4Rabµνe
µ
ae
ν
b e+ 8ψ¯µγ5γa∇νψρe
a
σǫ
µνρσ
)
ds :=
= (LH + LS) ds (6.2)
where we set:
LH := −4R
ab
µνe
µ
ae
ν
b e (6.3)
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and
LS := 8ψ¯µγ5γa∇νψρe
a
σǫ
µνρσ (6.4)
These are, respectively, the Hilbert-Einstein and the spin lagrangian densities. ds is the
standard volume element, and Rabµν is the Riemann tensor of the connection ω:
Rabµν = dµω
ab
ν − dνω
ab
µ + ω
a·
cµω
cb
ν − ω
a·
cνω
cb
µ (6.5)
Exactly as in the Wess-Zumino model, γa belongs to the set of 4× 4 matrices in the Dirac
representation. The covariant derivative of the gravitino is calculated with respect to the
spin connection:
∇µψν = dµψν −
1
8
[γa, γb]ω
ab
µψν − Γ
λ
µνψλ (6.6)
The supersymmetry parameter is a 4-component spin 1/2 Majorana spinor ε, which acts
on the fields as follows: {
δeaµ = ε¯γ
aψµ
δψµ = ∇µε
(6.7)
We now have all the necessary elements to study the Rarita-Schwinger model; we begin
by working out the field equations for the vielbein and for the gravitino. Those of the
connection are also taken into account (though this field is not independent), to verify
that they are identically satisfied by virtue of the null torsion constraint (6.1).
6.1.1 Expression of the principal connection ω
Let us use the constraint (6.1):
d[µe
a
ν] + ω
a ·
b[µ e
b
ν] =
i
2
ψ¯µγaψν (6.8)
We denote
ωλµν =
i
2
ψ¯µγλψν − eaλdνe
a
µ (6.9)
and permute the indices as follows:
1
2 (−ωλνµ + ωλµν) = −
i
2 ψ¯µγλψν −
1
2
(
−eaλdµe
a
ν + eaλdνe
a
µ
)
1
2 (ωνµλ − ωνλµ) =
i
2 ψ¯λγνψµ −
1
2
(
eaνdλe
a
µ − eaνdµe
a
λ
)
1
2 (ωµλν − ωµνλ) =
i
2 ψ¯νγµψλ −
1
2 (eaµdνe
a
λ − eaµdλe
a
ν)
(6.10)
By adding together the three equations, we get
ωabλ = e
aνebµ(−
i
2
ψ¯µγλψν +
i
2
ψ¯λγνψµ +
i
2
ψ¯νγµψλ +
+
1
2
dµgλν −
1
2
dνgµλ −
1
2
dλgµν + ecµdλe
c
ν) =
eaµebν(−
i
2
ψ¯νγλψµ +
i
2
ψ¯λγµψν +
i
2
ψ¯µγνψλ +
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−gνρΓ
ρ
µλ + ecνdλe
c
µ) =
= eaµebν
(
i
2
ψ¯µγλψν + iψ¯λγ[µψν]
)
− ebρΓ
ρ
µλe
aµ − ebµdλe
aµ =
= eµ[aeb]ν
(
i
2
ψ¯µγλψν + iψ¯λγ[µψν]
)
− Γbaλ (6.11)
where we have used (4.18). Therefore the null torsion connection which will be used in
the following has the expression
ωabλ = Γ
ab
λ +H
ab
λ (6.12)
where
Habλ = e
µ[aeb]ν
(
i
2
ψ¯µγλψν + iψ¯λγ[µψν]
)
=
i
2
(
eµaebν − eµbeaν
) (
ψ¯λγµψν − ψ¯λγνψµ + ψ¯µγλψν
)
=
i
(
ψ¯λγ
aψb − ψ¯λγ
bψa + ψ¯aγλψ
b
)
(6.13)
or, equivalently,
Habc = Habλ e
λc = i
(
ψ¯cγaψb + ψ¯aγbψc + ψ¯aγcψb
)
(6.14)
6.2 Field equations for the Rarita-Schwinger Lagrangian
We now want to evaluate the equations for the three fields involved, i.e. the vielbein eaµ,
the Majorana spinor ψ and ωabµ , the principal connection, independent of e
a
µ, defined on
the bundle Σ.
According to the general theory (see Chapter 2), the field equations corresponding
to the Lagrangian (6.2) are:
δL = Eiδy
i ⊗ ds+Div(Fµi δy
i ⊗ dsµ) (6.15)
where
Eiδy
i = Eµa δe
a
µ + E
µδψµ + E
µ
abδω
ab
µ (6.16)
6.2.1 Equations for the vielbein field
We apply Eq.(6.15):
Eµa δe
a
µ =
[(
Raµ −
1
2
eaµR
)
e− 2eaν ψ¯λγ5γµ∇ρψσǫ
λνρσ
]
δeµa = 0 (6.17)
Hence we conclude that the field equations for the vielbein are:
Raµ −
1
2
Reaµ =
2
e
eaν ψ¯λγ5γµ∇ρψσǫ
λνρσ (6.18)
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6.2.2 Equations for the gravitino field
In this case Eq.(6.15) reduces to:
Eµδψµ = 8δψ¯µγ5γa∇νψρe
a
σǫ
µνρσ + 8ψ¯µγ5γa∇νδψρe
a
σǫ
µνρσ =
= 8δψ¯µγ5γa∇νψρe
a
σǫ
µνρσ + 8∇ν(ψ¯µγ5γaδψρe
a
σǫ
µνρσ) +
−8∇νψ¯µγ5γaδψρe
a
σǫ
µνρσ − 8ψ¯µγ5γaδψρ∇[νe
a
σ]ǫ
µνρσ +
−8iψ¯µγ5γaδψρ(ψ¯νγaψσ)ǫ
µνρσ = 8δψ¯µγ5γa∇νψρe
a
σǫ
µνρσ +
+8∇ν(ψ¯µγ5γaδψρe
a
σǫ
µνρσ)− 8δψ¯ργ5γa∇νψµe
a
σǫ
µνρσ =
= 8δψ¯µγ5γa∇νψρe
a
σǫ
µνρσ + 8∇ν(ψ¯µγ5γaδψρe
a
σǫ
µνρσ) +
+8δψ¯µγ5γa∇νψρe
a
σǫ
µνρσ =
= 16δψ¯µγ5γa∇νψρe
a
σǫ
µνρσ + 8∇ν(ψ¯µγ5γaδψρe
a
σǫ
µνρσ) (6.19)
The bilinear iψ¯µγ5γaδψρ(ψ¯νγaψσ)ǫ
µνρσ is equal to zero because among ψ¯µ and ψρ, only
C-symmetric matrices give no vanishing contribution, and γ5γa is C-skewsymmetric.
Recalling now the first variation formula, i.e. Eq.(2.11):〈
δL ◦ jkρ | jkX
〉
=
〈
E (L) ◦ j2kρ | X
〉
+ d
[〈
F (L, γ) ◦ j2k−1ρ | jk−1X
〉]
we see that
E (L) ◦ j2kρ = 16γ5γa∇νψρe
a
σǫ
µνρσ (6.20)
and
F (L, γ) ◦ j2k−1ρ = 8ψ¯µγ5γaδψρe
a
σǫ
µνρσ (6.21)
Thus the field equations for the 32 spin field of component ψµ are given by Eq.(2.14):
E (L) ◦ j2kρ = γ5γa∇νψρe
a
σǫ
µνρσ = 0 (6.22)
6.2.3 Equations for the connection
By recalling that {
δRabµν = ∇µ(δω
ab
ν )−∇ν(δω
ab
µ )
δ∇ν(ψρ) = ∇ν(δψρ)−
1
4δω
ab
ν γaγbψρ
(6.23)
the field equations for the connection are
Eµabδω
ab
µ =
∂L
∂ωabµ
δωabµ = −4δR
ab
µνe
µ
ae
ν
b e+ 8ψ¯µγ5γaδ(∇νψρ)e
a
σǫ
µνρσ =
= −4∇µ(δω
ab
ν )e
µ
ae
ν
b e+ 4∇ν(δω
ab
µ )e
µ
ae
ν
b e+
−2ψ¯µγ5γaγrγse
a
σǫ
µνρσδωrsν =
= −4∇µ(δω
ab
ν e
µ
ae
ν
b e) + 4δω
ab
ν ∇µe
µ
ae
ν
b e+
+4δωabν e
µ
a∇µe
ν
b e+ 4δω
ab
ν e
µ
ae
ν
b∇µe+ 4∇µ(δω
ab
ν e
µ
b e
ν
ae) +
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−4δωabν ∇µe
ν
ae
µ
b e− 4δω
ab
ν ∇µe
µ
b e
ν
ae− 4δω
ab
ν e
µ
b e
ν
a∇µe+
−2ψ¯µγ5γaγrγse
a
σǫ
µνρσδωrsν = −8(∇µδω
ab
ν e
µ
ae
ν
b e) +
+8δωabν (∇µe
µ
ae
ν
b e+ e
µ
a∇µe
ν
b e+ e
µ
ae
ν
b∇µe) +
−2ψ¯µγ5γaγrγse
a
σǫ
µνρσδωrsν = −8(∇µδω
ab
ν e
µ
ae
ν
b e) +A+B
where we have set
A = 8δωabν (∇µe
µ
ae
ν
b e+ e
µ
a∇µe
ν
b e+ e
µ
ae
ν
b∇µe) (6.24)
and
B = −2ψ¯µγ5γaγrγse
a
σǫ
µνρσδωrsν (6.25)
Let us now evaluate the covariant derivative of eµa :
∇µ(δ
ν
σ) = ∇µ(e
ν
ce
c
σ) = ∇µe
ν
ae
a
σ + e
ν
c∇µe
c
σ = 0
Therefore
∇µe
ν
a = −e
σ
ae
ν
d∇µe
d
σ (6.26)
A similar formula holds for the covariant derivative of e:
∇µe = ∇µ(dete
a
σ) = ee
σ
a∇µe
a
σ (6.27)
By substituting (6.26) and (6.27) in A, we find:
A = 8δωabν (−e
σ
b e
ν
d∇µe
d
σe
µ
ae− e
σ
ae
µ
d∇µe
d
σe
ν
b e+ e
µ
ae
ν
b∇µe) =
= 8δωabν [−e∇µe
d
σ(e
σ
b e
ν
de
µ
a + e
σ
ae
µ
de
ν
b − e
µ
ae
ν
b e
σ
d )] =
= 8δωabν [−e∇µe
d
σ(e
σ
b e
ν
de
µ
a + 2e
σ
ae
µ
de
ν
b )] (6.28)
where we have used also the skewsymmetry of∇µe
d
σ in µ and σ, given by the skewsymmetry
of ωabν in a and b.
As far as B is concerned, we use the formulas
γ5γaγrγs = iγ
dǫrsad + 2γ5ηd[aγb] (6.29)
and
eaσǫ
µνρσ = eµl e
ν
me
ρ
nǫ
lmna (6.30)
which give
B = 2ψ¯µγ5γaγrγse
a
σǫ
µνρσδωrsν = −2iψ¯µγ
dψρǫrsadǫ
µνρσeaσδω
rs
ν =
= −4ei(ψ¯µγ
ρψρe
µ
ae
ν
b − ψ¯µγ
νψρe
µ
ae
ρ
b − ψ¯µγ
µψρe
ν
ae
ρ
b )δω
ab
ν =
= −4ei(2ψ¯µγ
ρψρe
µ
ae
ν
b − ψ¯µγ
νψρe
µ
ae
ρ
b )δω
ab
ν (6.31)
So we conclude that
Eνabδω
ab
ν = −8(∇µδω
ab
ν )e
µ
ae
ν
b e+ 8δω
ab
ν [−e∇µe
d
σ(e
σ
b e
ν
de
µ
a + 2e
σ
ae
µ
de
ν
b )] +
−4eiδωabν (2ψ¯µγ
ρψρe
µ
ae
ν
b − ψ¯µγ
νψρe
µ
ae
ρ
b ) = 0 (6.32)
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This formula leads to the required field equations for the connection
Eνab = ∇[µe
d
σ](e
σ
b e
ν
de
µ
a + 2e
σ
ae
µ
de
ν
b ) + (2ψ¯[µγ
σψσ]e
µ
ae
ν
b − ψ¯[µγ
νψσ]e
µ
ae
σ
b ) = 0 (6.33)
which can be recast as
(T d[µσ]δ
σ
ρ − 2T
d
[µσ]δ
σ
µ)e
µ
ae
ν
de
ρ
b = 0 (6.34)
where
T d[µσ] = ∇[µe
d
σ] −
i
2
ψ¯[µγ
dψσ] (6.35)
is the supertorsion of the connection ω. Now, if we require the supertorsion to vanish, the
field equations (6.33) are identically satisfied, as expected. For this reason, at the beginning
we have assumed the constraint of null torsion. This will simplify the treatment: in the
condition of covariance of the Lagrangian, the terms containing the field equations of the
connection will not contribute.
6.3 Transformation of the connection under supersymme-
tries
Since the connection is a function on eaµ and ψµ, the action of the supersymmetries on e
a
µ
and ψµ induces the action on ω. First of all, we recall the null torsion constraint (6.1)
T a[µν] = ∇[µe
a
ν] −
i
2
ψ¯[µγ
aψν] = 0 (6.36)
which can be recast as
d[µe
a
ν] + ω
a·
b[µe
b
ν] − Γ
λ
[µν]e
a
λ −
i
2
ψ¯[µγ
aψν] = 0 (6.37)
By varying this with respect to supersymmetries, one gets
d[µδe
a
ν] + δω
a·
b[µe
b
ν] + ω
a·
b[µδe
b
ν] −
i
2
δψ¯[µγ
aψν] −
i
2
ψ¯[µγ
aδψν] =
= ∇[µδe
a
ν] + δω
a·
b[µe
b
ν] − iδψ¯[µγ
aψν] = 0 (6.38)
where we have used the symmetry of the Christoffel symbol in the lower indices, the
Majorana flip identity
ψ¯[µγ
aδψν] = −δψ¯[νγ
aψµ] (6.39)
and the fact that this bilinear is skewsymmetric in µ and ν. Therefore
δωa·b[µe
b
ν] = −∇[µδe
a
ν] + iδψ¯[µγ
aψν] = −i∇[µ(ε¯γ
aψν]) + i∇[µε¯γ
aψν] =
= −i∇[µε¯γ
aψν] − iε¯γ
a∇[µψν] + i∇[µε¯γ
aψν] = −iε¯γ
a∇[µψν]
Now, to isolate δωa·bµ, we define
δω · ·ab[µe
b
ν] := −(kaµν − kaνµ) (6.40)
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and
− iε¯γa∇[µψν] := caµν (6.41)
An easy calculation shows that
caµν + cµνa − cνaµ = −kaµν (6.42)
which is
δω · ·abνe
b
µ = i(ε¯γa∇[µψν] + ε¯γµ∇[νψa] − ε¯γν∇[aψµ]) (6.43)
or
δω · ·abν = i(ε¯γa∇[µψν] + ε¯γµ∇[νψa] − ε¯γν∇[aψµ])e
µ
b
Changing µ in ρ, ν in µ and raising the indices a and b gives:
δωabµ = i(ε¯γρ∇[νψµ] + ε¯γν∇[µψρ] + ε¯γµ∇[νψρ])e
ρaebν (6.44)
which can be recast as
δωabµ = −i(ε¯γµ∇ρψν + ε¯γρ∇µψν − ε¯γρ∇νψµ)e
ρ[aeb]ν (6.45)
6.4 Covariance of the Lagrangian
Our next purpose is to check the covariance of the Lagrangian (6.2) with respect to auto-
morphisms of Σ and supersymmetries.
6.4.1 Covariance with respect to automorphisms
The infinitesimal generator of automorphisms on Σ is the right invariant vector field:
Ξ = ξµ(x)∂µ + ξ
ab
(υ)(x)σab
The flow is defined by: {
x′ = φ(x)
g′ = S(x) · g
(6.46)
therefore the components of Ξ can be written as:
ξµ = φ˙µ(x), ξab(υ) = S˙
α
β ∂
β
αρ
[a
c (e)η
c]b (6.47)
The infinitesimal generator Ξ acts on the fields, by means of the corresponding Lie deriva-
tives, as follows (see Chapter 3):
£Ξe
a
µ = ∇µξ
νeaν +∇νe
a
µξ
ν − ebµξ
a
(υ)b (6.48)
£Ξψµ = ξ
ρ∇ρψµ +∇µξ
νψν −
1
8
[γa, γb]ψµξ
ab
(υ) (6.49)
£Ξω
ab
µ = R
ab
νµξ
ν +∇µξ
ab
(υ) (6.50)
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where
ξ ab(υ) = ξ
ab + ωabµ ξ
µ (6.51)
is the vertical part of Ξ. We remark that from (6.48) we obtain:
£Ξe
µ
a = ∇νe
µ
aξ
ν −∇νξ
µeνa + e
µ
b ξ
b
(υ)a (6.52)
Under (6.48), (6.49), (6.50) and (6.52), the two Lagrangian densities LH and LS are
separately covariant.
Hilbert Lagrangian
For the Hilbert Lagrangian, i.e.
LH := −4R
ab
µνe
µ
ae
ν
b e
the covariance condition is equivalent to the following identity:
dρ(LHξ
ρ) = paµ£Ξe
µ
a + p
µν
ab£ΞR
ab
µν (6.53)
with the naive momenta of LH
paµ :=
∂LH
∂eµa
= 2e(Raµ −
1
2
Reaµ)
pµνab :=
∂LH
∂Rabµν
= eeµ[ae
ν
b]
We remark that Eq.(6.53) can be written in standard notation as
δLH = p
µ
aδe
a
µ + p
µν
ab δR
ab
µν = dρ(LHξ
ρ) (6.54)
Now we want to evaluate the right hand side of (6.53). By applying the Lie derivative
along Ξ to the Riemann tensor
Rabµν = dµω
ab
ν − dνω
ab
µ + ω
a
cµω
cb
ν − ω
a
cνω
cb
µ
we obtain:
£ΞR
ab
µν = ∇µ£Ξω
ab
ν −∇ν£Ξω
ab
µ (6.55)
Now, using
[∇µ,∇ν ]ξ
ab
(v) = R
a·
cµνξ
cb
(v) +R
· b
c µνξ
ac
(v) (6.56)
and the skewsymmetry of Rcbµν in b and c, we obtain the following identity:
2pµνab∇µ∇νξ
ab
(v) = p
µν
ab [∇µ,∇ν ]ξ
ab
(v) = 0 (6.57)
For the skewsymmetry of ξ ab(v) , and the definition of p
a
µ,
paµe
µ
b ξ
b
(v)a = 0
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So the r.h.s. of (6.53) becomes
paµ∇ρe
µ
aξ
ρ − paµ∇νξ
µeνa + 2p
µν
ab∇µR
ab
ρνξ
ρ + 2pµνabR
ab
ρν∇µξ
ρ (6.58)
Now we analyze the terms separately:
paµ∇ρe
µ
aξ
ρ = e(2Raµ −Re
a
µ)ξ
ρ∇ρe
µ
a =
= eξρ(−2Raµe
σ
ae
µ
d∇ρe
d
σ +Re
a
µe
σ
ae
µ
d∇ρe
d
σ) =
= eξρ(−2Rσµe
µ
d∇ρe
d
σ +Rδ
σ
µe
µ
d∇ρe
d
σ) =
= eξρ(−2Rσµe
µ
d∇ρe
d
σ +Re
σ
d∇ρe
d
σ) (6.59)
where we used Eq.(6.26). Moreover,
− paµ∇νξ
µeνa = −2e(R
a
µ −Re
a
µ)e
ν
a∇νξ
µ = −2eRνµ∇νξ
µ + eRδνµ∇νξ
µ (6.60)
and
2pµνabR
ab
ρν∇µξ
ρ = 2eeµae
ν
bR
ab
ρν∇µξ
ρ = 2eeµaR
a
ρ∇µξ
ρ = 2eRνµ∇νξ
µ (6.61)
Before studying the remaining term, we recall the Bianchi identities for the curvature Rab
of a generic principal connection Γ (Eq.(1.81)):
∇µR
ab
ρν +∇ρR
ab
νµ +∇νR
ab
µρ = 0 (6.62)
which gives
2eµae
ν
b∇µR
ab
ρν = e
µ
ae
ν
b∇ρR
ab
µν (6.63)
Hence
2pµνab∇µR
ab
ρνξ
ρ = 2eeµae
ν
b∇µR
ab
ρνξ
ρ = eeµae
ν
b∇ρR
ab
µνξ
ρ =
= ∇ρ(LHξ
ρ)− e∇ρe
a
σe
σ
aRξ
ρ + 2eRσµe
µ
d∇ρe
d
σξ
ρ − eR∇ρξ
ρ =
= ∇ρ(LHξ
ρ)− eR∇ρξ
ρ +
+eξρ(−∇ρe
a
σe
σ
aR+ eR
σ
µe
µ
d∇ρe
d
σ) (6.64)
This equation has been evaluated integrating by parts eeµaeνb∇ρR
ab
µνξ
ρ, and then using the
formulas (6.26) and (6.27).
By adding now (6.59), (6.60), (6.61), (6.64), we verify the covariance of the Hilbert
Lagrangian, i.e. the condition (6.53) is satisfied.
Spin Lagrangian
As long as the spin Lagrangian density (6.4), i.e.
LS := 8ψ¯µγ5γa∇νψρe
a
σǫ
µνρσ
is regarded, the covariance condition is
dρ(LSξ
ρ) = πσa (£Ξe
a
σ) + (£Ξψ¯µ)π
µ + πνρ£Ξ(∇νψρ) (6.65)
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where the momenta are 
πσa :=
∂LS
∂eaσ
= ψ¯µγ5γa∇νψρǫ
µνρσ
πµ := ∂LS
∂ψ¯µ
= γ5γa∇νψρe
a
σǫ
µνρσ
πνρ := ∂LS∂(∇νψρ) = ψ¯µγ5γae
a
σǫ
µνρσ
(6.66)
and the Lie derivatives hold as
£Ξe
a
σ = ∇σξ
νeaν − e
b
σξ
a
(v)b
£Ξψ¯µ = ξ
λ∇λψ¯µ +∇µξ
λψ¯λ +
1
8 ψ¯µ[γl, γm]ξ
lm
(v)
£Ξ(∇νψρ) = ξ
λ∇λ∇νψρ +∇νξ
λ∇λψρ +∇ρξ
λ∇νψλ −
1
4γlγmξ
lm
(v)∇νψρ
(6.67)
By substituting these expressions in (6.65 ), we obtain:
dρ(LSξ
ρ) = ψ¯µγ5γa∇νψρ∇σξ
λeaλǫ
µνρσ − ξλ∇λψ¯µγ5γa∇νψρe
a
σǫ
µνρσ +
+∇µξ
λψ¯λγ5γa∇νψρe
a
σǫ
µνρσ + ψ¯µγ5γae
a
σ∇νξ
λ∇λψρǫ
µνρσ +
+ψ¯µγ5γae
a
σξ
λ∇λ∇νψρǫ
µνρσ + ψ¯µγ5γae
a
σ∇ρξ
λ∇νψλǫ
µνρσ +
−ψ¯µγ5γa∇νψρξ
:a
(v)be
b
σǫ
µνρσ + ψ¯µγlγmγ5γa∇νψρξ
lm
(v) e
a
σǫ
µνρσ +
−ψ¯µγ5γaγlγm∇νψρξ
lm
(v) e
a
σǫ
µνρσ (6.68)
The addenda depending on the vertical field vanish altogether, provided the following
property of the gamma matrices:
[γlγm, γ5γa] = −2ηamγlγ5 + 2ηalγmγ5 (6.69)
Eq.(6.68) then deduces to:
dρ(LSξ
ρ) = ψ¯µγ5γa∇νψρ∇σξ
λeaλǫ
µνρσ + ξλ∇λψ¯µγ5γa∇νψρe
a
σǫ
µνρσ
+∇µξ
λψ¯λγ5γa∇νψρe
a
σǫ
µνρσ + ψ¯µγ5γae
a
σ∇νξ
λ∇λψρǫ
µνρσ
+ψ¯µγ5γae
a
σξ
λ∇λ∇νψρǫ
µνρσ + ψ¯µγ5γae
a
σ∇ρξ
λ∇νψλǫ
µνρσ
Now we want to calculate the right hand side of this equation. First of all we integrate by
parts the term ψ¯µγ5γae
a
σξ
λ∇λ∇νψρǫ
µνρσ . Then we recall that
£Ξǫ
µνρσ = ∇αξ
µǫανρσ +∇αξ
νǫµαρσ +∇αξ
ρǫµνασ +
+∇αξ
σǫµνρα −∇αξ
αǫµνρσ = 0 (6.70)
and consequently the r.h.s. of (6.68) becomes:
∇µ(ξ
µLS)
The quantity ξµLS is a vector density, therefore
∇µ(ξ
µLS) = dµ(ξ
µLS)
which proves the claim (6.65). This allows us to conclude that the matter Lagrangian (6.4)
is covariant. Recalling that for the gravity Lagrangian (6.3) we obtain the same result,
the covariance of the Rarita-Schwinger Lagrangian (6.2) with respect to automorphisms
on Σ has been recovered.
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6.4.2 Covariance under supersymmetries
In this case the generator is no longer a vector, but an anticommuting Majorana 1/2 spinor
ε. This generator acts on the vielbein, on the gravitino and on the connection as follows
(we recall Eq.(6.7) and (6.45)):
δψµ = ∇µε
δeaµ = iε¯γ
aψµ
δωabµ = −i(ε¯γρ∇[λψµ] + ε¯γλ∇[µψρ] − ε¯γµ∇[ρψλ])e
ρaebλ
(6.71)
The Rarita–Schwinger Lagrangian is:
L = −4Rabµνe
µ
ae
ν
b e+ 8ψ¯µγ5γa∇νψρe
a
σǫ
µνρσ = (LH) + (LS)
The condition of covariance, similar to (6.53) and to (6.65), is(
∂L
∂eµa
− ebσ
∂L
∂ebσ
eaµ
)
δeµa + δψ¯µ
∂L
∂ψ¯µ
+
∂L
∂(∇νψρ)
δ(∇νψρ) = 0 (6.72)
where
∂L
∂eµa
= −8e(Raµ −
1
2
Reaµ)
∂L
∂eaσ
= 8ψ¯µγ5γa∇νψρǫ
µνρσ
∂L
∂ψ¯µ
= 8γ5γa∇νψρe
a
σǫ
µνρσ
∂L
∂(∇νψρ)
= 8ψ¯µγ5γae
a
σǫ
µνρσ
and
δeµa = −e
σ
ae
µ
b δe
b
σ = −ie
σ
a ε¯γ
µψσ (6.73)
δψ¯µ = ∇µε¯ (6.74)
δ (∇νψρ) = ∇ν(δψρ)−
1
4
δωabν γaγbψρ = ∇ν∇ρε−
1
4
δωabν γaγbψρ (6.75)
We remark that, given the supersymmetry transformations, the two Lagrangians (6.3) and
(6.4) are not separately covariant; for this reason, Eq.(6.72) refers to the entire Lagrangian
of the model LH + LS given above. As we have already observed at the end of section 2
of this chapter, the terms in this formula containing the field equations for the connection
identically vanish for the condition of null torsion (6.1). These appear in (6.72) as the
naive momenta of the Lagrangian with respect to the connection ω.
We also remark that supersymmetries are vertical transformations, i.e.
ξµ = 0
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Therefore we have to prove the following identity:
8i(εγaψσ)ψ¯µγ5γa∇νψρǫ
µνρσ + 8ψ¯µγ5γa∇ν∇ρεe
a
σǫ
µνρσ +
+8∇µε¯γ5γa∇νψρe
a
σǫ
µνρσ + 8ieε¯γµψσR
a
µe
σ
a − 4ieε¯γ
µψµR = 0 (6.76)
We begin with the integration by parts of ∇µε¯γ5γa∇νψρe
a
σǫ
µνρσ :
∇µε¯γ5γa∇νψρe
a
σǫ
µνρσ = ∇µ(ε¯γ5γa∇νψρe
a
σǫ
µνρσ) +
−ε¯γ5γa∇µ∇νψρe
a
σǫ
µνρσ − ε¯γ5γa∇νψρ∇µe
a
σǫ
µνρσ (6.77)
Now we use the constraint of null torsion (6.1):
T d[µσ] = ∇[µe
d
σ] −
i
2
ψ¯[µγ
dψσ] = 0
which implies
∇[µe
d
σ] =
i
2
ψ¯[µγ
dψσ] (6.78)
Provided that, multiplying ∇µe
d
σ by ǫ
µνρσ, only ∇[µe
d
σ] survives, Eq.(6.76) becomes:
8[i(εγaψσ)ψ¯µγ5γa∇νψρǫ
µνρσ + ψ¯µγ5γa∇ν∇ρεe
a
σǫ
µνρσ +
−ε¯γ5γa∇µ∇νψρe
a
σǫ
µνρσ −
i
2
ε¯γ5γa∇νψρ(ψ¯µγ
aψσ)ǫ
µνρσ ] +
+8ieε¯γµψσR
a
µe
σ
a − 4ieε¯γ
µψµR = 0 (6.79)
Now we consider the sum
i(ε¯γaψσ)ψ¯µγ5γa∇νψρǫ
µνρσ −
i
2
ε¯γ5γa∇νψρ(ψ¯µγ
aψσ)ǫ
µνρσ (6.80)
We start from the gravitino field equations (6.22):
γ5γa∇νψρe
a
σǫ
µνρσ = 0
and take their covariant derivative:
∇µ (γ5γa∇νψρe
a
σ) ǫ
µνρσ = γ5γa∇µ∇νψρe
a
σǫ
µνρσ + γ5γa∇νψρ∇µe
a
σǫ
µνρσ =
= γ5γa∇µ∇νψρe
a
σǫ
µνρσ +
i
2
γ5γa∇νψρ
(
ψ¯µγ
aψσ
)
ǫµνρσ =
= −
1
4
γ5γaγbγcψρR
bc
µνe
a
σǫ
µνρσ +
i
2
γ5γa∇νψρ
(
ψ¯µγ
aψσ
)
ǫµνρσ (6.81)
Now we recall the gamma matrices property
γ5γaγbγc = 2γ5ηa[bγc] + iǫabcdγ
d (6.82)
and the Fierz identity
γaψµψ¯νγaψρǫ
µνρσds = 0 (6.83)
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which leads to
∇σ(γ
aψµψ¯νγaψρ)ǫ
µνρσds = 0 (6.84)
By considering the total derivative and using the Majorana identity
∇σψ¯νγaψρ = −ψ¯ργa∇σψ¯ν (6.85)
we get from Eq.(6.84)
γa∇νψρ
(
ψ¯µγaψσ
)
ǫµνρσ = −2γaψρ
(
ψ¯µγa∇νψσ
)
ǫµνρσ (6.86)
With the use of (6.82) and (6.86), Eq.(6.81) becomes:
∇µ (γ5γa∇νψρe
a
σ) ǫ
µνρσ = −
1
2
γ5ηa[bγc]ψρR
bc
µνe
a
σǫ
µνρσ +
−
i
4
γdψρR
bc
µνe
a
σǫabcdǫ
µνρσ − iγ5γaψρ
(
ψ¯µγ
a∇νψσ
)
(6.87)
which, imposing the field equations of the vielbein (6.18)
Rabµνe
c
σǫabcd = −2ψ¯µγ5γd∇νψσ (6.88)
can be recast as
∇µ (γ5γa∇νψρe
a
σ) ǫ
µνρσ = −
1
2
γ5ηa[bγc]ψρR
bc
µνe
a
σǫ
µνρσ +
+
i
2
γdψρ
(
ψ¯µγ5γd∇νψσ
)
ǫµνρσ − iγ5γaψρ
(
ψ¯µγ
a∇νψσ
)
ǫµνρσ =
= γ5γaψρR
ab
µνebσǫ
µνρσ +
i
2
γaψρ
(
ψ¯µγ5γa∇νψσ
)
ǫµνρσ +
−iγ5γaψρ
(
ψ¯µγ
a∇νψσ
)
ǫµνρσ (6.89)
Finally, using the Bianchi identities
Rabµνebσ = iψ¯µγ
a∇νψσ (6.90)
(remember the constraint T a = 0), we get
∇µ (γ5γa∇νψρe
a
σ) ǫ
µνρσ =
i
2
γ5γaψρ
(
ψ¯µγ
a∇νψσ
)
ǫµνρσ +
+
i
2
γaψρ
(
ψ¯µγ5γa∇νψσ
)
ǫµνρσ − iγ5γaψρ
(
ψ¯µγ
a∇νψσ
)
ǫµνρσ= 0 (6.91)
Which leads to
− iγ5γaψρ
(
ψ¯µγ
a∇νψσ
)
ǫµνρσ + iγaψρ
(
ψ¯µγ5γa∇νψσ
)
ǫµνρσ = 0 (6.92)
Now, using this property, Eq.(6.80), i.e.
i(ε¯γaψσ)
(
ψ¯µγ5γa∇νψρ
)
ǫµνρσ −
i
2
(ε¯γ5γa∇νψρ) (ψ¯µγ
aψσ)ǫ
µνρσ
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can be rewritten as
− (ε¯γ5γaψµ)
(
ψ¯νγ
a∇ρψσ
)
ǫµνρσ −
i
2
(ε¯γ5γa∇νψρ) (ψ¯µγ
aψσ)ǫ
µνρσ (6.93)
We use again Eq.(6.86), obtaining
− (ε¯γ5γaψµ)
(
ψ¯νγ
a∇ρψσ
)
ǫµνρσ = +
i
2
(ε¯γ5γa∇νψρ) (ψ¯µγ
aψσ)ǫ
µνρσ (6.94)
and the final result is
i(ε¯γaψσ)
(
ψ¯µγ5γa∇νψρ
)
ǫµνρσ −
i
2
(ε¯γ5γa∇νψρ) (ψ¯µγ
aψσ)ǫ
µνρσ = 0 (6.95)
Therefore the covariance condition (6.72) reduces to
8
(
ψ¯µγ5γa∇ν∇ρε
)
eaσǫ
µνρσ + 8 (ε¯γ5γa∇µ∇νψρ) e
a
σǫ
µνρσ +
8ie (ε¯γµψσ)R
a
µe
σ
a − 4ie (ε¯γ
µψµ)R+∇µ(ε¯γ5γa∇νψρe
a
σǫ
µνρσ)=0
We expand the double covariant derivatives of ψ and ε:
∇ν∇µψρ = dν∇µψρ −
1
8
[γa, γb]∇µψρω
ab
ν − Γ
λ
µν∇λψρ − Γ
λ
ρν∇µψλ =
= dµνψρ −
1
8
[γa, γb]dνψρω
ab
µ −
1
8
[γa, γb]ψρdνω
ab
µ −
1
8
[γa, γb]∇µψρω
ab
ν =
= −
1
8
[γa, γb](dνω
ab
µ +
1
8
[γc, γd]ω
cd
ν ω
ab
µ )ψρ =
−
1
8
[γa, γb]dνω
ab
µ ψρ −
1
8
[γb, γc]ω
c·
νaω
ab
µ ψρ
where we used the fact that dµν and Γ
λ
µν , symmetric in µ and ν, vanish if multiplied by
ǫµνρσ , and the property of the gamma matrices
[γa, γb][γc, γd] = 8ηad[γb, γc] (6.96)
Now
∇ν∇µψρǫ
µνρσ = (∇(ν∇µ)ψρ +∇[ν∇µ]ψρ)ǫ
µνρσ =
= ∇[ν∇µ]ψρǫ
µνρσ = −[γa, γb]ψρR
ab
νµǫ
µνρσ (6.97)
which implies
∇µ∇νψρǫ
µνρσ = −[γa, γb]ψρR
ab
µνǫ
µνρσ (6.98)
Considering the spinor ε, the covariant derivative of which is given by
∇µε = dµε− [γa, γb]ω
ab
µ ε
the calculation is the same as before, because the only difference between the two covariant
derivatives is given by the vanishing symmetric terms.
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Consequently,
∇ν∇ρεǫ
µνρσ = −[γa, γb]R
ab
νρεǫ
µνρσ (6.99)
Hence, by using (6.98) and (6.99), we obtain the following objects:
8
(
ψ¯µγ5γa∇ν∇ρε
)
eaσǫ
µνρσ = −
1
2
(
ψ¯µγ5γc[γa, γb]ε
)
Rabνρe
a
σǫ
µνρσ =
= −
(
ψ¯µγ5γcγabε
)
Rabνρe
a
σǫ
µνρσ = (ε¯γ5γcγabψρ)R
ab
µνe
c
σǫ
µνρσ (6.100)
−8 (ε¯γ5γa∇µ∇νψρ) e
a
σǫ
µνρσ =
1
2
(ε¯γ5γc[γa, γb]ψρ)R
ab
µνe
c
σǫ
µνρσ =
= (ε¯γ5γcγabψρ)R
ab
µνe
c
σǫ
µνρσ = (ε¯γ5γabγcψρ)R
ab
µνe
c
σǫ
µνρσ (6.101)
which added together give:
(ε¯γ5{γc, γab}ψρ)R
ab
µνe
c
σǫ
µνρσ = 2i
(
ε¯γdψρ
)
Rabµνe
c
σǫabcdǫ
µνρσ (6.102)
Provided the property (6.29), i.e.
γ5{γa, γrs} = 2iγ
dǫrsad + 4γ5ηr[aγs]
we can recast now (6.102) recalling that
ǫabcdǫ
µνρσ = −(4!)eµ[ae
ν
b e
ρ
ce
σ
d]e
Therefore
2i
(
ε¯γdψρ
)
Rabµνe
c
σǫabcdǫ
µνρσ = −8ie (ε¯γµψσ)R
a
µe
σ
a + 4ie (ε¯γ
µψµ)R
Finally, by substituting this equation in (6.96), we obtain
δL = ∇µ(ε¯γ5γa∇νψρe
a
σǫ
µνρσ) (6.103)
which is the fundamental identity (2.29). So we conclude that the Rarita-Schwinger La-
grangian is covariant under the supersymmetry transformations generated by the vector
field Ξ.
The fact that the Lagrangian is covariant only on-shell (i.e. assuming the vielbein
field equations) is very important. It gives rise to serious problems in the construction of
the theory, from our specific point of view. These are related to the supersymmetry alge-
bra, and are the same which arise in General Relativity when dealing with the covariance
of the Lagrangian under the transformations of the Poincare´ group [3]. In this case it can
be shown that the Hilbert-Einstein action is invariant under diffeomorphisms and Lorentz
rotations, but not under Poincare´ translations [3]. To recover covariance under the whole
group, a torsion free condition similar to (6.1) is introduced. The price to pay is to modify
the Poincare´ algebra, which now closes only on-shell.
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In Supergravity, this happens as well. Without imposing the (super)torsion free
condition (6.1), the action is not covariant under the translations of the Poincare´ super-
group; with the constraint, the theory is covariant, but the Poincare´ super algebra closes
only on-shell [3]. The non closure of the algebra is shown in section 6.5
The on-shell covariance of the Rarita-Schwinger Lagrangian is a first warning of
these problems. It shows indeed that the theory, if considered in the standard approach,
is not consistent as a Gauge-Natural theory.
For these and other reasons, theoretical physicists have introduced the concept of
rehonomy, and Superstrings [2]. The formulation of Supergravity with a Gauge-Natural
framework might require another approach, which is introduced in the last section of this
chapter.
6.5 Closure of the supersymmetric algebra
After proving the covariance of the Lagrangian, we now obtain the algebra of the super-
symmetries. We shall check also if it is possible to regard the action of the commutators
on the fields as their Lie derivative with respect to a suitable infinitesimal generator
Ξ = ξµ(x)∂µ + ξ
ab(x)σab (6.104)
We recall the supersymmetry transformations{
δψµ = ∇µε
δeaµ = iε¯γ
aψµ
(6.105)
These can be viewed as vector fields along a configuration (see Section 3.6 for the definition
of generalized vector fields):
X =
(
δ1e
a
µ
) ∂
∂eaµ
+ (δ1ψµ)
∂
∂ψµ
= Xi∂i (6.106)
Y =
(
δ2e
a
µ
) ∂
∂eaµ
+ (δ2ψµ)
∂
∂ψµ
= Y i∂i (6.107)
Their commutator must be evaluated on the infinite jet bundle, and then projected down
again on the configuration bundle. Since the components Xi, Y i depend on the first
derivative, we obtain:
[X,Y ] =
(
Xk∂kY
i +Xkσ∂
σ
kY
i − Y k∂kX
i − Y kσ ∂
σ
kX
i
)
∂i =
= [δ1e
c
ρ
∂
(
δ2e
a
µ
)
∂ecρ
+ δ1ψρ
∂
(
δ2e
a
µ
)
∂ψρ
+
+dσ
(
δ1e
c
ρ
) ∂ (δ2eaµ)
∂
(
dσecρ
) + dσ (δ1ψρ) ∂ (δ2eaµ)
∂ (dσψρ)
+
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− (1←→ 2)]
∂
∂eaµ
+
+[δ1e
c
ρ
∂ (δ2ψµ)
∂ecρ
+ δ1ψρ
∂ (δ2ψµ)
∂ψρ
+
+dσ
(
δ1e
c
ρ
) ∂ (δ2ψµ)
∂
(
dσecρ
) + dσ (δ1ψρ) ∂ (δ2ψµ)
∂ (dσψρ)
+
− (1←→ 2)]
∂
∂ψµ
(6.108)
6.5.1 Commutator on the vielbein
Taking Eq.(6.105) into account, it is easy to verify that
∂
(
δ2e
a
µ
)
∂ecρ
=
∂
(
δ2e
a
µ
)
∂
(
dσecρ
) = ∂ (δ2eaµ)
∂ (dσψρ)
= 0 (6.109)
Therefore we are left with:
(δ1ψρ)
∂
(
δ2e
a
µ
)
∂ψρ
= iε¯2γ
aδρµ∇ρε1 = iε¯2γ
a∇µε1 (6.110)
(δ2ψρ)
∂
(
δ1e
a
µ
)
∂ψρ
= iε¯1γ
a∇µε2 = −i∇µε¯2γ
aε1 (6.111)
By summing the above equations, one finds
iε¯2γ
a∇µε1 + i∇µε¯2γ
aε1 = i∇µ (ε¯2γ
aε1) (6.112)
If the commutator is applied to the vielbein, we then get
[δ1, δ2]e
a
µ = i(ε¯2γ
a∇µε1 − ε¯1γ
a∇µε2) (6.113)
because
δ1δ2e
a
µ = δ1(iε¯2γ
aψµ) = iε¯2γ
aδ1ψµ = iε¯2γ
a∇µε1 (6.114)
and
δ2δ1e
a
µ = δ2(iε¯1γ
aψµ) = iε¯1γ
aδ2ψµ = iε¯1γ
a∇µε2 (6.115)
Using now the Majorana flip identities, we can rewrite Eq.(6.113) as follows:
[δ1, δ2]e
a
µ = i∇µ(ε¯2γ
aε1) (6.116)
The Lie derivative of eaµ is given by (6.48):
£Ξe
a
µ = ∇µξ
νeaν +∇νe
a
µξ
ν − ebµξ
a
(v)b (6.117)
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If we want to interpret the commutator (6.116) as the Lie derivative (6.117) for some
suitable vector field Ξ, we should require
£Ξe
a
µ := [δ1, δ2]e
a
µ = i∇µ(ǫ¯2γ
aε1) = i∇µ(ǫ¯2γ
ρε1e
a
ρ) =
= i∇µ(ǫ¯2γ
ρε1)e
a
ρ + i(ǫ¯2γ
ρε1)∇µe
a
ρ = ∇µξ
ρeaρ + ξ
ρ∇µe
a
ρ =
= ∇µξ
ρeaρ + ξ
ρ∇µe
a
ρ + ξ
ρ∇ρe
a
µ − ξ
ρ∇ρe
a
µ =
= ∇µξ
ρeaρ + ξ
ρ∇ρe
a
µ − e
b
µξ
a
(v)b (6.118)
Thus Ξ can be defined as
Ξ = ξρ(x)∂ρ + ξ
ab
(v)(x)σab
so that
ξρ = i(ε¯2γ
ρε1) (6.119)
and
ξ a(v)b = (ξ
ρ∇ρe
a
λ − ξ
ρ∇λe
a
ρ)e
λ
b = 2ξ
ρeλb∇[ρe
a
λ] (6.120)
6.5.2 Commutator on the gravitino
We begin by expanding Eq.(6.12:
δψµ = ∇µε = dµε−
1
4
γaγb
(
Γabµ +H
ab
µ
)
ε (6.121)
Then we calculate each single term appearing in the r.h.s. of Eq.(6.108):
∂ (δψµ)
∂ecρ
= −
1
4
γaγb
(
∂Γabµ
∂ecρ
+
∂Habµ
∂ecρ
)
ε (6.122)
Now,
∂Γabµ
∂ecρ
=
∂
(
ebσΓ
σ
λµe
aλ
)
∂ecρ
+
∂
(
ebλdµe
aλ
)
∂ecρ
(6.123)
The first term can be recast as follows:
∂
(
ebσΓ
σ
λµe
aλ
)
∂ecρ
= δbcδ
ρ
σΓ
σ
λµe
aλ + gρλδac e
b
σΓ
σ
λµ + e
b
σe
aλ
∂Γσλµ
∂ecρ
=
= δbcΓ
ρ
λµe
aλ + δac g
ρλebσΓ
σ
λµ + e
b
σe
aλ
∂Γσλµ
∂ecρ
(6.124)
Γσλµ is a Christoffel symbol, so the Palatini formula
Γσλµ =
1
2
gσν (∂λgµν + ∂µgλν − ∂νgλµ) (6.125)
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must hold; this leads to
∂Γσλµ
∂ecρ
=
∂
∂ecρ
[
1
2
gσν (∂λgµν + ∂µgλν − ∂νgλµ)
]
=
=
1
2
∂gσν
∂ecρ
(∂λgµν + ∂µgλν − ∂νgλµ) +
+
1
2
gσν
∂
∂ecρ
(∂λgµν + ∂µgλν − ∂νgλµ) (6.126)
By recalling that
gµν = e
m
µ e
n
νηmn (6.127)
we get
(∂λgµν + ∂µgλν − ∂νgλµ) = ∂λ
(
emµ e
n
νηmn
)
+
+∂µ (e
m
λ e
n
νηmn)− ∂ν
(
emλ e
n
µηmn
)
= emµ (∂λeνm − ∂νeλm) +
+emν (∂µeλm + ∂λeµm) + e
m
λ (∂µeνm + ∂νeµm) (6.128)
This gives
∂
∂ecρ
(∂λgµν + ∂µgλν − ∂νgλµ) = δ
m
c δ
ρ
µ (∂λeνm − ∂νeλm) +
δmc δ
ρ
ν (∂µeλm + ∂λeµm) + δ
m
c δ
ρ
λ (∂µeνm + ∂νeµm) =
= δρµ (∂λeνc − ∂νeλc) + δ
ρ
ν (∂µeλc + ∂λeµc) +
+δρλ (∂µeνc + ∂νeµc) (6.129)
By deriving Eq.( 6.127), one gets
∂gσν
∂ecρ
=
∂
∂ecρ
(eσme
ν
n) η
mn = eνcg
ρσ + eσc g
ρν (6.130)
and by consequence
1
2
ebσe
aλ ∂g
σν
∂ecρ
(∂λgµν + ∂µgλν − ∂νgλµ) =
=
1
2
ebσe
aλ (eνc g
ρσ + eσc g
ρν) (∂λgµν + ∂µgλν − ∂νgλµ)
= ebσe
aλ
(
eσcΓ
ρ
λµ + e
ν
cΓ
θ
λµg
ρσgνθ
)
=
(
δbcΓ
ρ
λµ + e
bρecσΓ
σ
λµ
)
eaλ (6.131)
This is the first term in the r.h.s of (6.126). The second term becomes
1
2
ebνeaλ
∂
∂ecρ
(∂λgµν + ∂µgλν − ∂νgλµ) =
=
1
2
ebνeaλ[δρµ (∂λeνc − ∂νeλc) + δ
ρ
ν (∂µeλc + ∂λeµc) +
+δρλ (∂µeνc + ∂νeµc)] = e
bνeaλ
(
∂λeνcδ
ρ
µ − ∂νeµcδ
ρ
λ
)
(6.132)
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because, being multiplied by γaγb, it is antisymmetric in ν and λ.
Now, by adding (6.131) to (6.132), Eq.(6.126) can be recast as
∂Γabµ
∂ecρ
= δbcdµe
aρ +
(
δbcΓ
ρ
λµ + e
bρecσΓ
σ
λµ
)
eaλ + δbcΓ
ρ
λµe
aλ +
+δac g
ρλebσΓ
σ
λµ + e
bνeaλ
(
∂λeνcδ
ρ
µ − ∂νeµcδ
ρ
λ
)
(6.133)
Let us now consider the elements of the second parenthesis of the commutator (6.108)
containing spinors. First of all, remember Eq.(6.13):
Habµ = i
(
ψ¯µγ
aψb + ψ¯aγbψµ + ψ¯
aγµψ
b
)
(6.134)
This gives
∂Habµ
∂ecρ
= i
∂
∂ecρ
(
ψ¯µγ
aψνe
bν + ψ¯νγ
bψµe
aν + ψ¯νγdψσe
aνebσedµ
)
=
= i(ψ¯µγ
aψνg
ρνδbc + ψ¯νγ
bψµg
ρνδac + ψ¯νγdψσg
ρνδac e
bσedµ +
+ψ¯νγdψσg
ρσδbce
aνedµ + ψ¯νγdψσe
aνebσδdc δ
ρ
µ) =
= i(ψ¯µγ
aψρδbc + ψ¯
ργbψµδ
a
c + ψ¯
ργµψ
bδac + ψ¯
aγµψ
ρδbc +
+ψ¯aγcψ
bδρµ) (6.135)
which leads to
−
1
4
γaγb
∂Habµ
∂ecρ
ε1 = −
i
4
γaγb
(
2ψ¯µγ
aψρδbc + 2ψ¯
aγµψ
ρδbc + ψ¯
aγcψ
bδρµ
)
ε1 =
= −
i
4
[
2γaγcε1
(
ψ¯µγ
aψρ + ψ¯aγµψ
ρ
)
+ γaγbε1
(
ψ¯aγcψ
b
)
δρµ
]
where Majorana flip identities and the fact that, multiplied by γaγb,
∂Habµ
∂ecρ
is antisymmetric
in a and b, have been used.
The term containing the principal connection Γabµ can be recast with the use of
(6.133):
−
1
4
γaγb
∂Γabµ
∂ecρ
ε1 = −
1
4
[γaγcε1dµe
aρ + 2γλγcε1Γ
ρ
λµ + γcγσε1g
ρλΓσλµ +
+γλγρε1ecσΓ
σ
λµ + γ
νγλε1
(
∂λeνcδ
ρ
µ − ∂νeµcδ
ρ
λ
)
] (6.136)
Therefore the first element of the commutator acting on the gravitino can be written as
δ1e
c
ρ
∂ (δ2ψµ)
∂ecρ
= −
i
4
{(ε¯1γ
cψρ) dµe
aργaγcε2 + 2 (ε¯1γ
cψρ) γ
λγcε2Γ
ρ
λµ +
+
(
ε¯1γ
cψλ
)
γcγσε2Γ
σ
λµ + (ε¯1γ
cψρ) γ
λγρε2ecσΓ
σ
λµ +
+(ε¯1γ
cψρ) γ
νγλε2
(
∂λeνcδ
ρ
µ − ∂νeµcδ
ρ
λ
)
+
+2i (ε¯1γ
cψρ)
(
ψ¯µγ
aψρ + ψ¯aγµψ
ρ
)
γaγcε2 +
+i (ε¯1γ
cψρ)
(
ψ¯aγcψ
b
)
γaγbε2δ
ρ
µ}
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We have now to evaluate the other two terms:
∂ (δψµ)
∂
(
dσecρ
) = ∂
∂
(
dσecρ
) [−1
4
γaγb
(
Γabµ +H
ab
µ
)
ε
]
=
= −
1
4
γaγb
(
∂Γabµ
∂
(
dσecρ
) + ∂Habµ
∂
(
dσecρ
)) ε (6.137)
Since
∂Habµ
∂(dσecρ)
= 0, we are left with
∂Γabµ
∂
(
dσecρ
) = ∂
(
ebσΓ
σ
λµe
aλ
)
∂
(
dσecρ
) + ∂ (ebλdµeaλ)
∂
(
dσecρ
) =
= ebλδ
σ
µδ
a
c g
ρλ = ebρδσµδ
a
c (6.138)
which leads to
∂ (δψµ)
∂
(
dσecρ
) = −1
4
γaγbe
bρδσµδ
a
c ε = −
1
4
γcγ
ρδσµε (6.139)
and finally to
dσ
(
δ1e
c
ρ
) ∂ (δ2ψµ)
∂
(
dσecρ
) = − i
4
dσ (ε¯1γ
cψρ) γcγ
ρδσµε2 =
= −
i
4
dµ (ε¯1γ
cψρ) γcγ
ρε2 (6.140)
Only the quantity
δ1ψρ
∂ (δ2ψµ)
∂ψρ
(6.141)
has still to be calculated. Expanding the expression of the supersymmetries on the grav-
itino field gives
∂ (δ2ψµ)
∂ψρ
=
∂ (∇µε2)
∂ψρ
=
∂
∂ψρ
[
dµε2 −
1
4
γaγb
(
Γabµ +H
ab
µ
)
ε2
]
=
= −
1
4
γaγb
∂Habµ
∂ψρ
ε2 = −
i
4
γaγb
∂
∂ψρ
(
ψ¯µγ
aψb + ψ¯aγbψµ + ψ¯
aγµψ
b
)
=
= −
i
4
γaγb
∂
∂ψρ
(
ψ¯µγ
aψνe
bν + ψ¯aγbψµ + ψ¯
aγµψνe
bν
)
=
= −
i
4
γaγb
(
ψ¯µγ
a ∂ψν
∂ψρ
ebν + ψ¯aγb
∂ψµ
∂ψρ
+ ψ¯aγµ
∂ψν
∂ψρ
ebν
)
=
= −
i
4
γaγb
[(
ψ¯µγ
a + ψ¯aγµ
)
ebρ + ψ¯aγbδρµ
]
(6.142)
So (6.141) can be recast as
δ1ψρ
∂ (δ2ψµ)
∂ψρ
= −
i
4
γaγb
[(
ψ¯µγ
a + ψ¯aγµ
)
ebρ + ψ¯aγbδρµ
]
ε2∇ρε1 =
= −
i
4
[
γaγ
ρ
(
ψ¯µγ
aε2 + ψ¯
aγµε2
)
∇ρε1 + γaγbψ¯
aγbε2∇µε1
]
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This allows to conclude that the commutator of supersymmetries applied to the gravitino
is
[δ1e
c
ρ
∂ (δ2ψµ)
∂ecρ
+ δ1ψρ
∂ (δ2ψµ)
∂ψρ
+ dσ
(
δ1e
c
ρ
) ∂ (δ2ψµ)
∂
(
dσecρ
) +
+dσ (δ1ψρ)
∂ (δ2ψµ)
∂ (dσψρ)
− (1↔ 2)]
∂
∂ψµ
=
= −
i
4
{(ε¯1γ
cψρ) dµe
aργaγcε2 + 2 (ε¯1γ
cψρ) γ
λγcε2Γ
ρ
λµ +
+
(
ε¯1γ
cψλ
)
γcγσε2Γ
σ
λµ + (ε¯1γ
cψρ) γ
λγρε2ecσΓ
σ
λµ +
+(ε¯1γ
cψρ) γ
νγλε2
(
∂λeνcδ
ρ
µ − ∂νeµcδ
ρ
λ
)
+
+2i (ε¯1γ
cψρ)
(
ψ¯µγ
aψρ + ψ¯aγµψ
ρ
)
γaγcε2 +
+i (ε¯1γ
cψρ)
(
ψ¯aγcψ
b
)
γaγbε2δ
ρ
µ + γaγ
ρ
(
ψ¯µγ
aε2 + ψ¯
aγµε2
)
∇ρε1 +
+γaγb
(
ψ¯aγbε2
)
∇µε1 + dµ (ε¯1γ
cψρ) γcγ
ρε2 − (1↔ 2)}
∂
∂ψµ
(6.143)
The right hand side of this equation becomes, with some easy calculations,
−
i
2
{[2
(
ε¯[1γ
bψc
)
Γacµ +
(
ε¯[1γ
aψc
) (
ecλdµe
b
λ + e
cλebσΓ
σ
λµ
)
+
+
(
ε¯[1γ
cψρ
)
eaλeρbecσΓ
σ
λµ +
+
(
ε¯[1γ
cψρ
) (
∂λeνcδ
ρ
µ − ∂νeµcδ
ρ
λ
)
eaνeλb +
+2i
(
ε¯[1γ
bψρ
) (
ψ¯µγ
aψρ + ψ¯aγµψ
ρ
)
+
+i
(
ε¯[1γ
cψρ
) (
ψ¯aγcψ
b
)
δρµ + dµ
(
ε¯[1γ
aψλ
)
eλb]γaγbε2] +
−
[(
ψ¯µγ
aε[1 + ψ¯
aγµε[1
)
eρb + ψ¯aγbε[1δ
ρ
µ
]
γaγb∇ρε2]}
∂
∂ψµ
(6.144)
So we finally obtain
[X,Y ]ψµ = −
i
2
{[2
(
ε¯[1γ
bψc
)
Γacµ +(
ε¯[1γ
aψc
) (
ecλdµe
b
λ + e
cλebσΓ
σ
λµ
)
+
(
ε¯[1γ
cψρ
)
eaλeρbecσΓ
σ
λµ +(
ε¯[1γ
cψρ
) (
∂λeνcδ
ρ
µ − ∂νeµcδ
ρ
λ
)
eaνeλb +
2i
(
ε¯[1γ
bψρ
) (
ψ¯µγ
aψρ + ψ¯aγµψ
ρ
)
+
i
(
ε¯[1γ
cψρ
) (
ψ¯aγcψ
b
)
δρµ + dµ
(
ε¯[1γ
aψλ
)
eλb]γaγbε2] +
−
[(
ψ¯µγ
aε[1 + ψ¯
aγµε[1
)
eρb + ψ¯aγbε[1δ
ρ
µ
]
γaγb∇ρε2]} (6.145)
This form is very complicated. Now we want to rewrite this commutator as a function of
the field equations of the gravitino, in order to check that the algebra closes only on-shell,
as the on-shell covariance of the Lagrangian seems to suggest.
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We start from (6.45)
δωabµ = −i(ε¯γµ∇ρψν + ε¯γρ∇µψν − ε¯γρ∇νψµ)e
ρ[aeb]ν
which can be recast as
δωabµ = i(ε¯γµ∇[νψρ] + 2ε¯γ[ρψν]µ)e
ρaebν (6.146)
where
ψνµ = ∇[νψµ] (6.147)
We now use the property
γµ∇[ρψν] = −
1
2
ǫlρνµγ5E
l − 2γ[ρψν]µ (6.148)
with
El = γ5γa∇νψρe
a
σǫ
lνρσ (6.149)
which are the gravitino field equations. Therefore
δωabµ = i(4ε¯γ[ρψν]µ +
1
2
ε¯γ5E
lǫlρνµ)e
ρaebν (6.150)
Now the commutator of two supersymmetries applied to the gravitino is
[δ1, δ2]ψµ =
1
4
δ1ω
ab
µ γaγbε2 −
1
4
δ2ω
ab
µ γaγbε1 =
=
i
4
(4ε¯1γ[ρψν]µ +
1
2
ε¯1γ5E
lǫlρνµ)e
ρaebνγaγbε2 +
−
i
4
(4ε¯2γ[ρψν]µ +
1
2
ε¯2γ5E
lǫlρνµ)e
ρaebνγaγbε1 =
= 2iγργνε[2ε¯1]γρψνµ +
i
4
γργνε[2ε¯1]γ5E
lǫlρνµ (6.151)
With the Fierz formula
ε[2ε¯1] = −
1
4
γλε¯1γλε2 +
1
8
γλγθε¯1γλγθε2 (6.152)
we obtain
[δ1, δ2]ψµ = 2iγ
ργν
(
−
1
4
γλε¯1γλε2 +
1
8
γλγθε¯1γλγθε2
)
γρψνµ +
+
i
4
γργν
(
−
1
4
γλε¯1γλε2 +
1
8
γλγθε¯1γλγθε2
)
γ5E
lǫlρνµ (6.153)
Recalling Eq.(6.119), i.e.
ξρ = i(ε¯2γ
ρε1) = −i(ε¯1γ
ρε2) (6.154)
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and the gamma matrices properties
γργνγλγρ = 4η
νλ (6.155)
γργνγλγθγρ = γ
λγθγν (6.156)
the four terms of (6.153) can be rewritten as:
1 + 3 =
1
2
ξλγ
ργνγλγρψνµ +
1
16
ξλγ
ργνγλγ5E
lǫlρνµ =
= 2ξνψνµ +
1
16
ξλγ
ργνγλγ5E
lǫlρνµ (6.157)
2 + 4 =
i
4
(ε¯1γλγθε2) γ
ργνγλγθγρψνµ +
i
32
(ε¯1γλγθε2) γ
ργνγλγθγ5E
lǫlρνµ =
= (ε¯1γλγθε2) (−
i
2
γθγλγνψνµ +
i
32
γργνγλγθγ5E
lǫlρνµ) (6.158)
Using now the properties
γργνγλγ5ǫlρνµ = −2iγlγµγ
λ (6.159)
γνψνµ = −
i
4
γµγ
lEl +
i
2
Eµ (6.160)
γργνγλγθγ5ǫlρνµ = 2iγlγµγ
λγθ (6.161)
We finally recover
1 + 3 = 2ξνψνµ −
i
8
ξλγlγµγ
λEl (6.162)
and
2 + 4 = (ε¯1γλγθε2)
(
i
4
γλγθγνψνµ −
1
16
γlγµγ
λγθEl
)
=
= (ε¯1γλγθε2)
(
1
16
γλγθγµγ
lEl −
1
8
γλγθEµ −
1
16
γlγµγ
λγθEl
)
=
=
1
16
(ε¯1γλγθε2)
(
γλγθγµγlE
l − 2γλγθEµ − γlγµγ
λγθEl
)
(6.163)
Now, the property of the gamma matrices[
γλγθ, γµγl
]
= −2δθl γ
λγµ + 2δ
λ
l γ
θγµ (6.164)
gives
2 + 4 =
1
8
(ε¯1γλγθε2)
(
−γλγµE
θ + γθγµE
λ − γlγµγ
λγθEl
)
=
=
1
8
(ε¯1γλγθε2)
(
−γλγµδ
θ
l + γ
θγµδ
λ
l − γlγµγ
λγθ
)
El (6.165)
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Thus the commutator of two supersymmetries on the gravitino is expressed in function of
the gravitino field equations as follows:
[δ1, δ2]ψµ = 2ξ
νψνµ +
1
8
[(ε¯1γλγθε2) (−γ
λγµδ
θ
l +
+γθγµδ
λ
l − γlγµγ
λγθ) + iξλγlγµγ
λ]El (6.166)
It is now clear that the algebra closes on-shell. Furthermore we see that the commutator
is a Lie derivative of the field, but with respect to a vector field over Σ which depends on
the field. In fact,
[δ1, δ2]e
a
µ = £Ξe
a
µ (6.167)
gives
Ξ = i(ε¯2γ
ρε1)∂ρ + 2(ε¯2γ
ρε1)e
λ
b∇[ρe
a
λ]σ
b
a = iξ
ρ∂ρ + 2ξ
ρeλb∇[ρe
a
λ]σ
b
a (6.168)
For the gravitino, the condition
[δ1, δ2]ψµ = £Ξψµ (6.169)
provided Eq.(6.49), i.e.
£Ξψµ = ξ
ρ∇ρψµ +∇µξ
νψν −
1
4
γaγbψµξ
ab
(υ)
gives
ξρ = i(ε¯2γ
ρε1) (6.170)
and
γaγbψµξ
ab
(υ) = 4∇µ (ξ
νψν)−
1
2
[(ε¯1γλγθε2) (−γ
λγµδ
θ
l +
+γθγµδ
λ
l − γlγµγ
λγθ) + iξλγlγµγ
λ]El (6.171)
This is fairly different from what happens in the Wess-Zumino model. It is not unexpected,
since we found previously that the Rarita-Schwinger Lagrangian is covariant on-shell. Both
results mean that it is not clear, at least within the standard approach, how to apply the
Gauge-Natural formalism to Supergravity. The correspondence between Lie derivatives
and commutators is indeed fundamental in this sense.
All troubles seem to arise from the choice of the null torsion constraint. Therefore if
the algebra would close off-shell, it might be possible to define a Gauge-Natural theory of
Supergravity. The Grignani-Nardelli approach could suit to our purposes; it is addressed
in the next section.
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6.6 The Grignani-Nardelli approach
This framework was first introduced in the early 80s by Stelle and West for the SO(3,2)
group spontaneously broken to the Lorentz group [4]. Later, Grignani and Nardelli adapted
this formalism to a toy model [5] and to the Poincare´ group [6]. We will show here only
the basic features of this alternative; a complete analysis will be given in a future work.
The key ingredient is the introduction of an extra field in the theory: the set of
Poincare´ coordinates qa (x). These are regarded as Higgs fields that transform as vectors
”under Poincare´ transformations”. In our perspective they are simply the sections of a
bundle Σσ associated to the spin bundle by means of the representation
σ : Spin (η)× Rm −→ Rm : (S, qa) 7−→ ℓab (S) q
b (6.172)
These are used to redefine the vielbein as follows:
eaµ 7−→ V
a
µ = e
a
µ +∇µq
a (6.173)
This equation is justified by the following argument: for any fixed space-time point xµ,
we can choose a frame in which the space-time is locally Minkowski. In xµ one can choose
ωabµ = e
a
µ = 0, so that the vielbein becomes V
a
µ = ∂µq
a. This means that the qa can be
regarded as the local orthonormal coordinates at a fixed point. By general covariance, one
can then evaluate the form of the vielbein at any other point by imposing ∂µq
a 7−→ ∇µq
a,
which is Eq.(6.173). For this reason the qa are called ”Poincare´ coordinates”.
With the Poincare´ coordinates, the fields involved are now four: the new vielbein
V aµ , the gravitino ψµ, the spin connection ω
ab
µ (which is now independent) and the q
a (x).
The supersymmetries are generated again by the 4-component, spin 1/2 Majorana spinor
ε as follows 1: 
δV aµ = iε¯γ
aψµ
δψµ = ∇µε
δωabµ = 0
δqa = 0
(6.174)
By means of the substitution (6.173), the Rarita-Schwinger Lagrangian is rewritten as
L = Lds =
(
−4RabµνV
µ
a V
ν
b V + 8ψ¯µγ5γa∇νψρV
a
σ ǫ
µνρσ
)
ds :=
= (LH + LS) ds (6.175)
where V is the determinant of the new vielbein V aµ . The supersymmetries (6.174) close
off-shell as follows: 
[δ1, δ2]V
a
µ = [δ1, δ2] e
a
µ = ∇µq
a = i∇µ (ε¯2γ
aε1)
[δ1, δ2]ψµ =
1
4γaγb
(
δ2ω
ab
µ ε1 − δ1ω
ab
µ ε2
)
= 0
[δ1, δ2]ω
ab
µ = 0
[δ1, δ2] q
a = 0
(6.176)
1The covariant derivative is calculated with respect to the spin connection ωabµ
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Therefore their algebra is well-defined. This is the possible starting point of a Gauge-
Natural theory. There is indeed a theorem claiming that the commutator of two generalized
symmetries is a generalized symmetry. This leads to the closure of their algebra. In
conclusion, a formulation of Supergravity that is analogous to what has been done for the
Wess-Zumino model seems to be possible. It can be developed in the same way we tried
to do within the standard approach. The form of the generator of automorphisms on Σ
can be obtained from the identification between commutators and Lie derivatives, possibly
leading to a reformulation of Supergravity as a Gauge-Natural field theory.
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Conclusions and perspectives
In this thesis the Gauge-Natural framework has been discussed. First, we have gone
through the mathematical basics of this formalism, namely we have defined i) principal,
associated and jet bundles, ii) a geometrical setup for the Lagrangian formulation of field
theories and iii) spin structures on the Gauge-Natural bundles.
Chapters 5 and 6 focus instead on the applications of this model to some basic
supersymmetric theories. Chapter 5 deals with the Wess-Zumino model, namely with
global supersymmetries. It is shown that this theory can be consistently embedded into
a Gauge-Natural formulation. In Chapter 6 we have extended the discussion to local
SUSY, and analyzed the Rarita-Schwinger (R-S) model. We have calculated the on-shell
covariance of the Lagrangian and the closure of the SUSY algebra. Since the SUGRA
algebra closes on-shell, it turns out that the description of the R-S model is problematic
for the Gauge-Natural formalism.
Despite these difficulties, we have pointed out possible solutions. The choice of
the Grignani-Nardelli model, that is sketched in Section 6.6, may solve the problems
encountered with the null torsion constraint. There is also another possibility: a definition
of on-shell symmetries within the Gauge-Natural framework. These are topics of interest
for future investigations.
Let us finally comment on the differences between the Gauge-Natural model and
the standard approach to gauge field theories. It seems that the former allows a better
control on global properties, by the global nature of the structure bundle. The concept
of structure bundle provides the symmetries and the conserved quantities with additional
information, which one could not obtain in the approach based on manifolds. This has
been shown for General Relativity, gauge and spinor theories by the Mathematical Physics
group in Turin.
It follows that the Gauge-Natural formalism can be, in some sense, innovative. Other
global frameworks which describe the interactions between spinor fields and the gravita-
tional field do not actually exist. Certainly, local formulations give the correct field equa-
tions. However, their locality makes it impossible to study the conserved quantities, which
are non-local objects, in a fully consistent manner.
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Appendix A
Group theory for supersymmetries
A.1 Superalgebras
A super Lie algebra is a vector space A over the real or complex field which is the direct
product of the two subspaces P and D:
A = P⊕ D (A.1)
P and D are called, respectively, the even and odd subspace.
To provide A with the structure of algebra, one must define in addiction to the sum
and the product by a scalar a suitable Lie bracket, which we denote by [ , ]±,satisfying
some additional properties. The first property of the Lie bracket is:
i) ∀X,Y ∈ P, [X,Y ]± ∈ P ∧ [X,Y ]± = −[Y,X]± (A.2)
i.e. P is a subalgebra. Furthermore, on this subspace the properties of the Lie bracket are
the same of an ordinary Lie algebra. Consequently, P is an ordinary Lie algebra.
ii) ∀X ∈ P, ∀Ψ ∈ D, [X,Ψ]± ∈ D, [X,Ψ]± = −[Ψ,X]± (A.3)
∀Y ∈ P, [X, [Y,Ψ]±]± + [Y, [Ψ,X]±]± + [Ψ, [X,Y ]±]± = 0 (A.4)
These equations state that the odd subspace D is a carrier space for a representation of
the Lie algebra P, the Lie bracket [ , ]± defining the action of P on D. Indeed, Eq.(A.4)
can be rewritten as follows:
[X, [Y,Ψ]±]± − [Y, [X,Ψ]±]± = [[X,Y ]±,Ψ]± (A.5)
which implies that the action of elements of P is consistent with the Lie bracket defined
over P.
iii) ∀Ξ,Ψ,Λ ∈ D, [Ψ,Ξ]± ∈ P ∧ [Ψ,Ξ]± = [Ξ,Ψ]± (A.6)
[Ψ, [Ξ,Λ]±]± + [Ξ, [Λ,Ψ]±]± + [Λ, [Ψ,Ξ]±]± = 0 (A.7)
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∀X ∈ P, ∀Ξ,Ψ,Λ ∈ D, [X, [Ψ,Ξ]±]± − [Ξ, [X,Ψ]±]± + [Ψ, [Ξ,X]±]± = 0 (A.8)
Eqs.(A.6), (A.7) and (A.8) introduce a symmetric Lie bracket, that is an anticommutator,
over the odd space D, and they state that the anticommutator of two odd elements is an
even one. The following property
iv) ∀α, β ∈ C, ∀F,G,H ∈ A, [αF + βG,H]± = α[F,H]± + β[G,H]± (A.9)
states that the Lie bracket is distributive with respect to the vector space operations.
By using this last property, we now introduce a more compact notation, and define the
concept of grading.
Let Z2 be the set of integer numbers modulo 2; the two equivalence classes are
represented by 0 and 1. To each element A ∈ A we associate a degree a which is an
element of Z2; a is 1 if A lies in the odd space, zero if A lies in the even one:
A ∈ P =⇒ a = 0 (mod 2) (A.10)
A ∈ D =⇒ a = 1 (mod 2) (A.11)
We can now rewrite the defining properties of the Lie bracket of two arbitrary elements of
the superalgebra. These elements, which in general do not have a definite degree, because
they are the sum of an even and an odd part, for the property (A.9) can be decomposed
into a sum of terms which are Lie brackets of elements possessing a definite grading. Then
if A, B , C are elements of A endowed with this property, we can write:
[A,B]± = (−1)
(1+ab)[B,A]± (A.12)
[A, [B,C]±]± + (−1)
a(b+c)[B, [C,A]±]± + (−1)
b(a+c)[C, [A,B]±]± = 0 (A.13)
If we define TA (A = 1, . . . , d = dimA) as the generators of A, they have a definite degree,
since A is the direct sum of P and D. This means that the basis {TA} can be chosen so
that it is the union of a basis for P and a basis for D.
To completely specify the superalgebra, we have to give the Lie bracket of two
generators:
[TA, TB ]± = C
· · F
AB TF , C
· · F
AB ∈ R (A.14)
C · · FAB are graded structure constants of the superalgebra, and from (3.7) and (3.8) it
follows that they have to satisfy the two properties
C · · FAB = (−1)
(1+ab)C · · FBA (A.15)
C · ·MAL C
· · L
BC + (−1)
a(b+c)C · ·MBL C
· · L
CA + (−1)
b(a+c)C · ·MCL C
· · L
AB = 0 (A.16)
We now want to introduce a matrix representation of the Lie superalgebras discussed up
to now. We consider complex matrices in dimension
d = m+N
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where m and N are two integer numbers. Any d× d matrix can be written in block form,
with complex entries, as follows:
Q =
(
A B
C D
)
(A.17)
A is m ×m, D is N × N and B and C are m × N and N ×m respectively. The space
of d× d matrices is a d2-dimensional vector space which can be split, according to (A.1),
into an even and odd subspace by defining:
Q ∈ P⇐⇒ B = C = 0 =⇒ Q =
(
A 0
0 D
)
(A.18)
Q ∈ D⇐⇒ A = D = 0 =⇒ Q =
(
0 B
C 0
)
(A.19)
The Lie bracket of two ”supermatrices” can now be derived from the grading just intro-
duced and the axioms of a superalgebra:
∀Q1, Q2 ∈ P, [Q1, Q2]± = [Q1, Q2]
∀Q1 ∈ P,∀Q2 ∈ D [Q1, Q2]± = [Q1, Q2]
∀Q1, Q2 ∈ D, [Q1, Q2]± = {Q1, Q2}
(A.20)
where [ , ] and { , } denote the usual commutator and anticommutator of two matrices.
Finally, we can express Eq.(A.20) by stating that the Lie bracket of two ”supermatrices”
is a new matrix of the same type:
[Q1, Q2]± = Q3 =
(
A3 B3
C3 D3
)
(A.21)
where:
A3 = [A1, A2] +B1C2 +B2C1
D3 = [D1,D2] + C1B2 + C2B1
B3 = A1B2 −B2D1 −A2B1 +B1D2
C3 = D1C2 − C2A1 −D2C1 +C1A2
This superalgebra is called the general graded Lie algebra GL (m/N); it is not simple. The
simple algebras Osp (2p/N) and SU (m/N) are obtained as superalgebras of GL (m/N)
by imposing further conditions on the graded matrices (i.e., the supermatrices).
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A.2 Grassmann algebras
In order to exponentiate the superalgebras and obtain the corresponding supergroups,
we have to define these particular algebras. Their elements will be the parameters of
the supergroups. A Grassmann algebra GAn is an extension of the complex field; its
generators are n objects
πi i = 1, 2, . . . , n (A.22)
which satisfy the following anticommutation relations:
{πi, πj} = 0 =⇒ π
2
i = 0 (A.23)
both if i = j and i 6= j. Consider now all the possible monomials πi1 . . . πik : the number
Nk of different k-monomials is Nk =
(n
k
)
, and the total number of monomials is
N =
n∑
s=0
(
n
k
)
= 2n (A.24)
The Grassmann algebra GAn generated by {πi} is the 2
n-dimensional complex vector
space spanned by all the linear combinations of the 2n monomials πi1 . . . πik . We can
therefore write an element α ∈ GAn as
α = z + αiπ
i + αijπ
iπj + αijkπ
iπjπk + . . .+ α12...nπ
1π2 . . . πn (A.25)
where z, αi, αij , αijk, . . . are complex numbers. In particular, if αi = αij = αijk = . . . = 0,
α is an ordinary complex number. Moreover, αi1...ik is a skewsymmetric tensor w. r. to
linear changes of generators.
The whole set GAn is an algebra because the product of the generators induces,
canonically, a product operation of the elements of GAn. The product operation in this
algebra is associative and distributive, but it is not commutative. Every even monomial
commutes with any other monomial, odd or even. Consequently, every element of the
algebra should split into an even and an odd part:
α = α(+) + α(−) =⇒ GAn = GA
(+)
n ⊕GA
(−)
n (A.26)
where the even and the odd part are a linear combination, respectively, of all the even
monomials and of all the odd ones. So there is a Z2 grading of the Grassmann algebra,
with the following properties:
GA(+)n ·GA
(+)
n ⊂ GA
(+)
n (A.27)
GA(+)n ·GA
(−)
n ⊂ GA
(−)
n (A.28)
GA(−)n ·GA
(−)
n ⊂ GA
(+)
n (A.29)
While an even element commutes with every other element of GAn, two odd elements
anticommute. Therefore, as we did for superalgebras, we define the grading a of an
element α ∈ GAn to be zero if it is even and to be 1 if it is odd:
αβ = (−1)abβα (A.30)
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We can now use the formalism developed above to introduce the complex conjugation on
Grassmann algebras. If n = 2p, we assume as generators
πα (α = 1, 2, . . . , p)
πβ (β = p+ 1, . . . , 2p)
The action of the complex conjugation ∗ on the generators defined above is:
(πα)
∗ = πβ
(πβ)
∗ = πα
(πiπj)
∗ = (πj)
∗(πi)
∗
(A.31)
The mapping ∗ extends canonically to all the element of the algebra. If α ∈ GA(2p) is
given by (A.25), then
α∗ = z∗ + α∗i (π
i)∗ + α∗ij(π
j)∗(πi)∗ + . . . (A.32)
Its formal properties are:
∀α ∈ GA(2p), (α
∗)∗ = α
∀α1α2 ∈ GA(2p), (α1α2)
∗ = α∗2α
∗
1
∀a ∈ C, ∀α ∈ GA(2p), (aα)
∗ = a∗α∗
(A.33)
Given the complex conjugation, the notions of reality and of norm are defined in the same
way as for complex numbers:
∀α ∈ R =⇒ α∗ = α
‖α‖2 = α∗α
We remark, however, that ‖α‖2 is NOT positive definite: in fact, the norm of an imaginary
odd element is always zero. We are now ready to introduce the concept of an analytic
function on a Grassmann algebra GAn into itself: if
f : GAn −→ GAn
it can be defined via a power series expansion:
∀α ∈ GAn, f(α) =
∞∑
m=0
fmα
m ∈ GAn (A.34)
where fm are coefficients of a series with finite convergence radius. If α is an even element,
the series may extend to infinity; anyway, if α is odd, the series stops after the first element
since α2 = 0.
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A.3 Supermanifolds
Provided with Grassmann algebras, we can introduce the concept of supermanifold. In
order to give only a basic notion of this object, we defined it as a smooth space whose
point are labeled by two sets of coordinates: bosonic and fermionic.
The bosonic coordinates are chosen to be even elements of a Grassmann algebra
GA∞, while the odd ones are odd elements of the same algebra. Being the concept of
function well defined in GA∞, the whole formalism of differential geometry can be used.
Accordingly, we shall denote by Mp/q a supermanifold with p bosonic dimensions and q
fermionic ones. The coordinates of a point p ∈ Mp/q will be denoted by {xa, θα}, where
xa (a = 1, 2, . . . , p) are bosonic and θα (α = 1, 2, . . . , q) are fermionic.
A superfield is a function of several variables mapping Mp/q into GA∞:
φ :Mp/q −→ GA∞ (A.35)
Using the nilpotency of θα, φ(x, θ) can be written as a polynomial in θα, whose coefficients
are functions of the bosonic coordinates only:
φ(x, θ) = ϕ(x) + ϕα(x)θ
α + ϕα1α2(x)θ
α1α2 + . . .+ ϕα1...αq (x)θ
α1...αq (A.36)
We emphasize that all the ϕα1...αq (x) are completely antisymmetric in their indices because
of the anticommutativity of the θ.s. In supersymmetric theories, where the fermionic
coordinates θα are spinors, the fields in the collection have different spins, bosons and
fermions necessarily coexisting in the same superfield.
The space of superfields is called C(Mp/q). The differential operators acting on it
are linear combinations of the fundamental derivatives
∂a =
∂
∂xa
(A.37)
and
∂α =
∂
∂θα
(A.38)
which act on the superfield in the following way:{
∂aφ(x, θ) = ∂aϕ(x) + ∂aϕα(x)θ
α + . . .
∂αφ(x, θ) = ϕα(x) + 2ϕαβ(x)θ
β + ϕαβγ(x)θ
βθγ + . . .
(A.39)
It is easy to verify the formal properties
[∂α, ∂β ] = 0
[∂a, ∂β ] = 0
{∂α, ∂β} = 0
∂α[θ
βφ(x, θ)] = δβαφ− θβ∂αφ
(A.40)
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The tangent space to Mp/q, T (Mp/q), can be therefore defined; it is spanned by the
differential operators
t = ta(x, θ)∂a + t
α(x, θ)∂α (A.41)
where ta and tα are respectively bosonic and fermionic superfields.
At each point p = (x, θ), T (Mp/q) is a graded vector space with p bosonic and q
fermionic dimensions. We can also define a graded vector space V (n/m): let {ea, eα} be
a collection of n elements ea (a = 1, 2, . . . , n) and m elements eα (α = 1, 2, . . . ,m) respec-
tively called the bosonic and fermionic fundamental vectors. An element ν ∈ V (n/m) is
a linear combination
ν = νaea + ν
αeα (A.42)
with νa ∈ GA
(+)
∞ and να ∈ GA
(−)
∞ .
In complete analogy to ordinary vector space theory, one can introduce the dual
space V ∗(n/m) defining a basis of linear functionals {ea, eα} and the following rules:
∀w ∈ V (n/m), (w, e∗) ∈ GA∞
(ea, e
b) = δba , (eα, e
b) = 0
(eα, e
β) = δβα , (ea, e
β) = 0
∀ν∗ ∈ V ∗(n/m), ν∗ = νae
a + ναe
α
(A.43)
Hence
∀ν ∈ V (n/m), ∀w∗ ∈ V ∗(n/m), (ν,w∗) = (νawa + ν
αwα) ∈ GA∞ (A.44)
The differential 1-forms on Mp/q are elements of the dual vector space T ∗(Mp/q), where
a basis is provided by the differentials dxa and dθα:{
(∂a, dx
b) = δba , (∂α, dx
b) = 0
(∂a, dθ
β) = 0 , (∂α, dθ
β) = δβα
(A.45)
so we are lead to define a 1-form ω ∈ T ∗(Mp/q) as:
ω = dxaωa(w, θ) + dθ
αωα(x, θ) (A.46)
where ωa(w, θ) and ωα(x, θ) are respectively bosonic and fermionic superfields. To extend
this concept to p-forms, we must define some rules for the exterior product:
dxa ∧ dxb = −dxb ∧ dxa
dxa ∧ dθβ = −dθβ ∧ dxa
dθα ∧ dθβ = dθβ ∧ dθα
(A.47)
and if we define
ω(p) = ωa1...ap(x, θ)dx
a1 ∧ dxa2 ∧ . . . ∧ dxap +
+ωα1a2...ap(x, θ)dθ
α1 ∧ dxa2 ∧ . . . ∧ dxap + . . .+
+ωα1...αpdθ
α1 ∧ . . . ∧ dθαp (A.48)
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where again ωα1...αpam+1...ap(x, θ) are fermionic or bosonic superfields, depending on whether
the number of Greek indices is odd or even. In this way, the usual grading of the exterior
product of forms is respected:
ω(p) ∧ ω(q) = (−1)pqω(q) ∧ ω(p) (A.49)
This equation can be generalized: indeed, the above choice of the bosonic or fermionic
character of ωα1...αpam+1...ap(x, θ) is the right one for a bosonic p-form ω
(p). However, we
can consider also fermionic p-forms, like the coordinate differentials and, in general, all
the p-forms carrying free fermionic indices in an odd number. Consequently, Eq.(A.49) is
replaced by
ω
(p)
(a) ∧ ω
(q)
(b) = (−1)
ab+pqω
(q)
(b) ∧ ω
(p)
(a) (A.50)
With the notions of supermanifold, super Lie algebra and Grassmann algebra, we are now
ready to introduce the concept of supergroup.
A.4 Supergroups
Consider GL (m/N) , namely the algebra of (m+N)× (m+N) complex matrices, closed
under (A.21), and let {ta, tα} be a basis of GL (m/N). {ta}
(
a = 1, 2, . . . ,m2 +N2
)
is a
basis of the even subspace:
ta =
(
Aa 0
0 Da
)
(A.51)
while {tα} is a basis of the odd subspace:
tα =
(
0 Bα
Cα 0
)
(A.52)
Any matrix Q ∈ GL (m/n) can be written as
Q = Qata +Q
αtα (A.53)
where Qa, Qα ∈ C and the Lie bracket, according to (A.21), is
[Q1, Q2]± = Q
a
1Q
b
2[ta, tb] + (Q
a
1Q
β
2 −Q
β
1Q
a
2)[ta, tβ ] +Q
α
1Q
β
2{tα, tβ} (A.54)
Notice that the right hand side of this equation would be the ordinary commutator of Q1
and Q2
[Q1, Q2] = (Q1Q2 −Q2Q1) (A.55)
if Q1a, Q
2
a, Q
1
α, Q
2
α, instead of being complex numbers, were, respectively, even and odd
elements of a Grassmann algebra GA∞. Therefore, to every superalgebra we associate a
graded vector space spanned by the linear combinations of the even generators of GA∞
and of the odd generators with odd elements of the same GA∞.
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The ordinary commutator of elements of the associated vector space provides an
isomorphic realization of the superalgebra. This point of view is useful, because we can
now define the supergroup corresponding to a given superalgebra as the exponentiation of
the graded vector space A′ associated to A. The difference between the two spaces is that
in A′ complex numbers are replaced by elements of the Grassmann algebra.
It follows that we can define the supergroup associated to A as
G = exp(A′) (A.56)
In the case of GL (m/N), an element of the associated vector space is a graded matrix,
whose entries are elements of the Grassmann algebra: even in the diagonal blocks (A,D),
odd in the off diagonal ones (B,C). Such objects can be viewed as GA∞ - linear operators
on graded vector spaces. The product operation is the ordinary product of graded matrices,
whose construction is exactly the same as in the first section of this chapter: if a graded
matrix is
Q =
(
A Σ
Υ D
)
(A.57)
A,D are m×m and N ×N matrices, with commuting entries, while Σ and Υ are m×N
and N ×m matrices, respectively, with anticommuting entries.
The product Q1Q2 is defined as for ordinary matrices:
Q1Q2 = Q3 =
(
A3 Σ3
Υ3 D3
)
(A.58)
where
A3 = A1A2 +Σ1Υ2
Σ3 = A1Σ2 +Σ1D2
Υ3 = Υ1A2 +D1Υ2
D3 = Υ1Σ2 +D1D2
There follow the definitions of transposition, Hermitian conjugation, supertrace and su-
perdeterminant:
QT =
(
AT ΥT
−ΣT DT
)
, Q† =
(
A† Υ†
Σ† D†
)
(A.59){
StrQ = TrA− TrD
SdetQ = (detA)(detD′)
(A.60)
D′ is defined by the inverse of Q:
Q−1 =
(
A′ Σ′
−Υ′ D′
)
(A.61)
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With these definitions, the following properties valid for ordinary matrices continue to
hold true: 
(Q1Q2)
T = QT2Q
T
1
(Q1Q2)
† = Q†2Q
†
1
Str(Q1Q2) = Str(Q2Q1)
Sdet(Q1Q2) = (SdetQ1)(SdetQ2)
Sdet(expQ) = exp(StrQ)
(A.62)
A.5 Osp (m/N) and the Poincare´ supergroup
First of all we introduce the orthosymplectic algebra Osp (m/N), which exists only when
m = 2p is even; it is a (super)subalgebra of GL (2p/N) characterized by the following
conditions (see Eq.(A.17)): ∀Q ∈ Osp (2p/N),
ATΩ(2p) +Ω(2p)A = 0
DTΩ(N) +Ω(N)D = 0
C = Ω(N)B
TΩ(2p)
(A.63)
where the two matrices Ω(2p) and Ω(N) have been chosen so that
Ω2(2p) = I , Ω
T
(2p) = −Ω(2p)
ΩT(N) = Ω(N)
(A.64)
From these equations, one can see that since Ω(2p) is skewsymmetric, the matrices A span
a symplectic subalgebra Sp (2p,C) of Osp (2p/N). On the other hand, Ω(N) is symmetric,
thence it is an orthogonal metric, and the submatrices D span an orthogonal subalgebra
O (N,C) of Osp (2p/N). The ordinary Lie subalgebra of Osp (2p/N) is therefore
G = Sp(2p)⊗O(N) (A.65)
The symplectic and orthogonal algebra acts on the off-diagonal matrices B and C trans-
forming respectively in the defining representations of Sp (2p) and O (N). For our purposes
are important only the algebras Osp (4/N), with 1 ≤ N ≤ 8. In this case, the Lie algebra
isomorphism
Sp(4, C) ∼ O(5, C) (A.66)
can be used, and imposing suitable reality conditions, one obtains a real superalgebra
Osp (4/N) whose Lie algebra is SO (2, 3) ⊗ SO (N). SO (2, 3) is the anti-de Sitter group,
containing the Lorentz generators Mab and the non commuting anti-de Sitter translations
Pa. The off-diagonal generators transform as vectors under SO (N) and as spinors under
SO (2, 3), playing a role analogue to the role of the supersymmetry generators in the
Poincare´ superalgebra.
Exploiting a method called Inonu¨–Wigner contraction [1], it is possible to get the
N -extended Poincare´ algebra from Osp (4/N). But here we follow another procedure:
suppose that
Ω′ =
(
Ω(m) 0
0 Ω(N)
)
(A.67)
This is a graded matrix of even type, whose diagonal blocks are defined in (A.64). Ω′ is
called orthosymplectic metric: it can be utilized to define a quadratic form on a graded
vector space V (m/N) of which it is the generalization of a symplectic plus an orthogonal
quadratic form.
Given two elements ν,w ∈ V (m/N), we set
Ω′(ν,w) = νTΩ′w = ναwβΩ(m)αβ + ν
awbΩ(N)ab (A.68)
and we can define the complex orthosymplectic group Osp (m/N ;C) as the group of graded
matrices O which preserve Ω′:
Ω′(Oν,Ow) = Ω′(ν,w) (A.69)
that is
OTΩ′O = Ω′ (A.70)
Setting
O = exp(Λ) (A.71)
and considering Λ infinitesimal, we see that (A.70) is equivalent to
Ω′ΛΩ′−1 = −ΛT (A.72)
Now we can finally obtain the explicit form of the superalgebra Osp (4/N), making the
following choice for the matrix Ω′:
Ω′ =
(
C 0
0 I(N)
)
(A.73)
where C is the charge conjugation matrix and I(N) is the identity matrix in N -dimensions.
The most general graded matrix Λ which satisfies (A.72) is
Λ =
(
−14ǫ
abγab +
i
2ǫ
aγa ξ
B
ξ¯A 12ǫ
AB
)
(A.74)
where ǫab = −ǫba are the parameters of the Lorentz subalgebra and ǫa may be interpreted
as the parameters of the anti-de Sitter boosts. Indeed the 4× 4 matrices
L =
1
4
ǫabγab −
i
2
ǫaγa (A.75)
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generate the anti-de Sitter group SO (2, 3). Furthermore the skewsymmetric parameters
ǫAB correspond to the generators of SO (N), while the ξA are the supersymmetry param-
eters and Majorana spinors.
Given these interpretations to the objects in Eq.(A.74), it is clear that a matrix
representation for the Poincare´ superalgebra is given by
Θ =
(
−14ǫ
abγab ξ
B
ξ¯A 12ǫ
AB
)
(A.76)
where we have imposed the ǫa.s to vanish.
Finally, one can evaluate the algebra of the Poincare´ supergroup: writing Θ as a
GA∞ linear combination of matrices:
Θ = −(ǫaPa + ǫ
abMab + ǫ
ABTAB + Q¯Aξ
A) (A.77)
calculating the commutator
[Θ1,Θ2] = Θ3 (A.78)
and expanding the result along the generators Mab, Pa, TAB , Q¯A (the Pa are the generators
of translations in Minkowski space-time), the following relations hold:
[Mab,Mcd] =
1
2(ηbcMad + ηadMbc − ηbdMac − ηacMbd)
[Pa, Pb] = 0
[Mab, Pc] = −
1
2(ηacPb − ηbcPa)
[Mab, Q¯Aβ] =
1
4Q¯Aβ(γab)αβ
[Pa, Q¯Aβ] = 0
{Q¯Aα, Q¯Bβ} = i(Cγ
a)αβδABPa − 4CαβTAB
[TAB , Q¯Cα] = 0
[TAB , TCD] = 0
(A.79)
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