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We present the first measurem ent of dijet angular distributions in pp  collisions at =  1.96 TeV 
a t the Fermilab Tevatron Collider. The measurem ent is based on a dataset corresponding to  an 
integrated luminosity of 0.7 fb-1 collected w ith the D0 detector. D ijet angular distributions have 
been measured over a range of dijet masses, from 0.25 TeV to above 1.1 TeV. The d a ta  are in good 
agreement w ith the predictions of perturbative QCD and are used to  constrain new physics models 
including quark compositeness, large ex tra  dimensions, and TeV-1 scale ex tra dimensions. For all 
models considered, we set the most stringent direct lim its to  date.
P A C S num b ers: 12 .60.R c, 11 .25 .W x, 12 .38.Q k, 13 .87 .C e
At large m om entum  transfers, dijet production  has the It can be used to  test the  s tan d ard  model (SM) a t previ- 
largest cross section of all processes a t a hadron  collider ously unexplored small distance scales and to  search for 
and therefore d irectly  probes the highest energy regime. signals predicted by new physics models. The angular
4distribu tion  of dijets w ith respect to  the  hadron beam  
direction is directly  sensitive to  the dynam ics of the un­
derlying reaction. W hile in quantum  chrom odynam ics 
(QCD) this d istribu tion  shows small bu t noticeable de­
viations from R utherford  scattering, an excess a t large 
angles from the beam  axis would be a sign of new physics 
processes not included in the SM, such as substructu re  of 
quarks ( “quark com positeness” ) [1, 2, 3], or the  existence 
of additional com pactified spatial dimensions ( “ex tra  di­
m ensions” ) [4, 5, 6, 7, 8]. Earlier m easurem ents of dijet 
angular d istributions and related  observables in pp  colli­
sions a t a/s =  1.8 TeV were used to  set lim its on quark  
com positeness [9, 10].
In this L etter we present the  first m easurem ent of 
dijet angular d istribu tions in pp  collisions a t a center- 
of-mass energy of a / s  =  1.96 TeV. The d a ta  sample, 
collected w ith the DO detector during 2004-2005 in 
R un II of the Ferm ilab Tevatron Collider, corresponds 
to  an in tegrated  lum inosity of 0.7 fb- 1 . In the experi­
m ent and  in theory  calculations, je ts  are defined by the 
R un II m idpoint cone je t algorithm  [11] w ith a cone 
radius of 72. =  y / ( A y ) 2 +  (A</>)2 =  0.7 in rap id ity  y  
and azim uthal angle </>. R apidity  is related  to  the po­
lar scattering  angle 0 w ith  respect to  the  beam  axis by 
y  =  0.5 In [(1 +  /? c o s# ) /( l  — /3cos0)] w ith ß  =  \p \ /E .  
We m easure d istributions in the dijet variable X d ije t  =  
exp(|y i — j/2 1) in ten  regions of dijet invariant mass Mjj, 
where y \  and  y 2 are the rapidities of the  two je ts  w ith 
highest transverse m om entum  p t  w ith  respect to  the  
beam  axis in an event. For massless 2 — 2 sca tte r­
ing, the variable X d ije t  is related  to  the  polar sca tte r­
ing angle 0* in the partonic center-of-m ass frame by 
X d ije t  =  (1 +  C O S 0 * ) / ( 1  — co s0*). The choice of this 
variable is m otivated by the fact th a t R utherford  scat­
tering is independent of X d ije t-  The phase space of this 
analysis is defined by Mjj  >  0.25 TeV, X d ije t  <  16, and 
2/boost =  0.5 \yi H— 2/21 ^  1* Together, the  X d ije t  and 2/boost 
requirem ents restric t the je t phase space to  |i / je t |  <  2.4 
where je ts  are w ell-reconstructed in the DO detector and 
the energy calibration is known to  high precision. To 
minimize sensitivity  to  correlated experim ental and the­
oretical uncertainties, the X d ije t  distribu tions in the dif­
ferent Mjj  ranges are norm alized by their respective inte­
grals. Based on the  m easurem ent, we set lim its on quark  
com positeness [1, 2, 3], large spatial ex tra  dimensions 
according to  the  model proposed by Arkani-Ham ed, Di- 
mopoulos and Dvali (ADD LED) [4, 5], and TeV-1 scale 
ex tra  dimensions (TeV-1 ED) [6, 7, 8].
A detailed description of the DO detector can be found 
in Ref. [12]. The event selection, je t reconstruction, je t 
energy and m om entum  correction in this m easurem ent 
follow closely those used in our recent m easurem ent of 
the  inclusive je t cross section [13]. The prim ary  tool for 
je t detection is the finely segm ented uranium -liquid ar­
gon calorim eter th a t has alm ost com plete solid angular 
coverage 1.7° <  0 <  178.3° [12]. Events are triggered by
the je t w ith highest p t , referred to  as p™ax. In each Mjj  
region, events are taken from a single trigger which is cho­
sen such th a t the  sm allest p™ax in the Mjj region is above 
the threshold th a t ensures 100% efficiency. The Mjj re­
gions utilize triggers w ith different prescales, resulting 
in in tegrated  lum inosities of O .lOpb-1 (Mjj <  0 .4 TeV),
1.54p b -1 (0.4 <  Mjj  <  0 .5 TeV), ^ p b -1  (0.5 <  Mjj < 
0.6 TeV), 73 p b - 1 (0.6 <  Mjj <  0.8 TeV), 0.5 f t r 1 (0.8 < 
Mjj <  1 .0TeV), and 0 .7 fb-1  (Mjj > 1 .0TeV).
The position of the pp  in teraction is reconstructed  
using a tracking system  consisting of silicon m icrostrip  
detectors and scintillating fibers, located inside a 2 T 
solenoidal m agnet [12], and is required to  be w ithin 50 cm 
of the detector center along the beam  direction. The 
je t four-m om enta are corrected for the  response of the 
calorim eter, the net energy flow through the je t cone, 
energy from event pile-up and m ultiple pp  in teractions, 
and for system atic shifts in [y\ due to  detector effects [13]. 
Cosmic ray  backgrounds are suppressed by requirem ents 
on the missing transverse m om entum  in an event [13]. 
R equirem ents on characteristics of shower shape are used 
to  suppress the rem aining background due to  electrons, 
photons, and detector noise th a t mimic jets. The effi­
ciency for these requirem ents is above 97.5%, and the 
fraction of background events is below 0.1% in all Mjj  
regions.
The X d ije t  distributions are corrected for instrum ental 
effects using events generated w ith P Y T H IA  v6.419 [14] 
using tune Q W  [15] and M STW 2008LO parton  d istribu­
tion  functions (PD Fs) [16]. The generated particle-level 
events are subjected  to  a fast sim ulation of the DO de­
tecto r response, based on param etrizations of resolution 
effects in p t , the  polar and azim uthal angles of je ts, je t 
reconstruction  efficiencies, and m isidentification of the 
event vertex. These param etrizations have been deter­
m ined either from d a ta  or from a detailed sim ulation of 
the DO detector using G E A N T  [17]. The generated events 
are reweighted according to  the Mjj d istribu tion  in data . 
To minimize m igrations between Mjj regions due to  reso­
lution effects, we use the sim ulation to  ob tain  a rescaling 
function in Mjj th a t optimizes the correlation between 
the reconstructed  and true  values. The bin sizes in the 
X d ije t  distributions are chosen to  be much larger th an  the 
X d ije t  resolution. The bin purity  after Mjj rescaling, de­
fined as the  fraction of all reconstructed  events th a t were 
generated in the same bin, is between 42% and 68%. We 
then  use the sim ulation to  determ ine X d ije t  bin correction 
factors for the differential cross sections in the different 
Mjj regions. These also include corrections for the ener­
gies of unreconstructed  m uons and neutrinos inside the 
jets. The to ta l correction factors for the  differential cross 
sections are typically  between 0.9 and 1.0, and always in 
the range 0.7 to  1.1. The corrected differential cross sec­
tions w ithin each Mjj range are subsequently norm alized 
to  their integrals, providing the corrected, final results 
for 1 /  cf d ije t • d a j d \  d ije t a t the  “particle level” as defined
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FIG. 1: Normalized differential cross sections in Xdijet com­
pared to  standard  model predictions and to  the predictions 
of various new physics models. The error bars display the 
quadratic sum of statistical and system atic uncertainties. The 
standard  model theory band includes uncertainties from scale 
variations and PD F uncertainties (see tex t for details).
in Ref. [18].
In order to  take into account correlations between sys­
tem atic uncertainties, the experim ental system atic un­
certainties are separated  into independent sources, for 
each of which the effects are fully correlated between all 
d a ta  points. In to ta l we have identified 76 independent 
sources, of which 48 are related  to  the  je t energy calibra­
tion  and 15 to  the je t p t  resolution uncertainty. These 
are the  dom inant sources of uncertainty. Smaller con­
tribu tions are from the je t 0 resolution and from the 
system atic shifts in y.  All o ther sources are negligible. 
All sources and their effects are docum ented in Ref. [19]. 
For Mjj  <  1 TeV (Mjj >  1 TeV) system atic uncertainties 
are l% -5%  (3 % -ll% ); they  are in all cases less th an  the 
sta tistical uncertainties.
The results are available in Ref. [19] and displayed 
in Fig. 1. The norm alized X dije t distribu tions are 
presented in ten  Mjj  regions, s ta rtin g  from Mjj > 
0.25 TeV, and  including one region for Mjj  >  1.1 TeV. 
The d a ta  are com pared to  predictions from a pertur- 
bative QGD calculation a t next-to-leading order (NLO) 
w ith non-perturbative corrections applied. The non- 
pertu rbative  corrections are determ ined using P Y T H IA .
They are defined as the product of the corrections due 
to  hadronization  and to  the underlying event. The 
NLO results are com puted using FA STN LO  [20] based 
on N L O JE TH — h [21, 22]. All theory  calculations use 
M STW 2008NLO PD Fs [16] and the corresponding value 
of a s ( M z ) =  0.120. The P D F  uncertainties are provided 
by the tw enty M STW 2008NLO 90% G.L. eigenvectors. 
R enorm alization and factorization scales /x are varied si­
m ultaneously around the central value of /xn =  ( p t } in 
the range 0.5 /xn <  <  2 /xn where ( p t } is the average 
dijet p t -  The quadratic  sum  of scale and PD F uncer­
tain ties is displayed as a band  around the central SM 
value in Fig. 1. The scale (PD F) uncertainties are al­
ways below 5% (2%) so the band  is nearly  a line. The 
theory, including the pertu rbative  results and the non- 
pertu rbative  corrections, is in good agreem ent w ith the 
d a ta  over the  whole Mjj range w ith a x 2 (defined later) of
127.2 for 120 d a ta  points in ten  norm alized distributions. 
Based on the agreem ent of the  X dije t m easurem ent w ith 
the SM, we proceed to  set lim its on quark  compositeness, 
ADD LED, and TeV-1 ED models.
Hypothetically, quarks could be m ade of o ther p a rti­
cles, as assum ed in the quark  com positeness model in 
Ref. [1, 2, 3]. We investigate the  model in which all 
quarks are considered to  be com posite. The param eters 
in th is model are the energy scale A and the sign of the 
interference term  i] between the stan d ard  model and the 
new physics term s. The ADD LED model [4, 5] assumes 
th a t ex tra  spatial dimensions exist in which gravity  is al­
lowed to  propagate. Je t cross sections receive additional 
contributions from v irtual exchange of Kaluza-Klein ex­
citations of the graviton. There are two different for­
malisms (GRW  [23] and HLZ [24]). The model param eter 
is the  effective Planck scale, M s ,  and the HLZ formalism 
also includes the subleading dependence on the num ber 
n  of ex tra  dimensions. The TeV-1  ED model [6, 7, 8] 
assumes th a t ex tra  dimensions exist a t the  TeV-1 scale. 
SM production  cross sections are modified due to  v irtual 
K aluza-K lein excitations of the SM gauge bosons. In this 
model, gluons can travel through the ex tra  dimensions, 
which changes the dijet cross section. The param eter in 
th is model is the com pactification scale, M e -
The new physics contributions have only been calcu­
la ted  to  leading order (LO), while the QGD predictions 
are known to  NLO. In this analysis, to  ob tain  the best 
estim ate for new physics processes, we m ultiply the new 
physics LO calculations bin-by-bin by the SM fc-factors 
(k =  c tn lo /c lo ) -  The fc-factors are in the  range 1.25-
1.5, increasing w ith Mjj and decreasing w ith X dijet- Their 
effects on single bins of the  norm alized X dije t distribu­
tions w ithin the different Mjj regions is below 12%. The 
new physics cross sections are com puted using the m a­
trix  elements from Refs. [2, 3, 5, 8]. The theoretical 
variations (scale variations and PD F uncertainties) are 
consistently propagated  into b o th  the SM and the new 
physics contributions. Predictions for the different m od­
6TABLE I: Expected and observed 95% C.L. limits in units of TeV on various new physics (NP) models for different Bayesian 
priors, and for the A \ 2 criterion.
Model (param eter)
Prior flat in NP Lagrangian 
Expected Observed
Prior flat in NP æ-section 
Expexted Observed
A x 2 =  3.84 criterion 
Expected Observed
Q uark compositeness (A)
r¡ = + 1 2.91 3.06 2.76 2.84 2.80 2.92
Tj =  —1 2.97 3.06 2.75 2.82 2.82 2.96
T e V -1 ED ( Mc ) 1.73 1.67 1.60 1.55 1.66 1.59
ADD LED (Ms)
GRW 1.53 1.67 1.47 1.59 1.49 1.66
HLZ n =  3 1.81 1.98 1.75 1.89 1.77 1.97
HLZ n  = 4 1.53 1.67 1.47 1.59 1.49 1.66
HLZ n =  5 1.38 1.51 1.33 1.43 1.35 1.50
HLZ n =  6 1.28 1.40 1.24 1.34 1.25 1.39
HLZ n  = 7 1.21 1.33 1.17 1.26 1.19 1.32
els are com pared to  the  X d ije t  d a ta  and to  the SM results 
in Fig. 1. I t is observed th a t all models predict increased 
contributions as X d ije t  —► 1 tow ards large Mjj. The Mjj 
evolution of the  excess tow ards small X d ije t  is observed 
to  be different for different models.
We define the x 2 between d a ta  and theory  using the 
Hessian approach [25] which introduces nuisance param ­
eters for all correlated sources of experim ental and the­
oretical uncertainty. The x 2 is then  minimized w ith re­
spect to  all nuisance param eters, and  is therefore only 
a function of the new physics model param eter(s). In 
m ost cases x 2 h as the  m inim um  for a new physics mass 
scale of infinity, corresponding to  the SM value. Only for 
the quark com positeness model w ith positive interference 
and for the TeV-1  ED model x 2 has small m inim a at 
A =  9.88 TeV w ith A \ 2 =  0.01 and M e  =  2.96 TeV w ith 
A x 2 =  0.28 below the SM value, respectively.
The x 2 is then  transform ed into a likelihood which is 
used in a Bayesian procedure [10] to  ob tain  95% C.L. 
lim its on the new physics m ass scales A, M e , and M s  in 
the different models. The prior is chosen to  be flat in the 
new physics mass scale raised to  the power in which it 
appears in the Lagrangian or, alternatively, raised to  the 
power in which it enters the model cross section. W hile 
the former has been used in m any previous analyses, the 
la tte r is s ta tistically  preferred for being unbiased in the 
cross section. A lternatively, we have applied a procedure 
which defines the 95% C.L. lim it as the mass scale at 
which x 2 — Xmin =  3-84 [26]. This procedure has the ad­
vantage of being independent of an assum ed prior. The 
observed lim its and the expectation  values are listed in 
Table I. All observed lim its are w ithin one stan d ard  de­
viation of the expected limits.
The lim it on M e  obtained in th is analysis, while in­
ferior to  indirect lim its from electroweak precision m ea­
surem ents (Ref. [8] and references therein), is comple­
m entary  and is the result of the first direct search for 
TeV-1  ex tra  dimensions a t a particle collider. The lim­
its on M s  in the different formalisms of the ADD LED
model are on average slightly higher as com pared to  re­
cent DO results from the com bination of 1 fb_1 of dielec­
tro n  and diphoton d a ta  in Ref. [27], which were so far the 
m ost restrictive lim its on ADD LED. O ur lim its on quark  
com positeness improve previous results from related  di­
je t observables [9, 10] and are the m ost stringent lim its 
to  date.
In sum m ary, we have presented the first m easurem ent 
of dijet angular distributions in R un II of the  Ferm ilab 
Tevatron Collider. This is the first m easurem ent of an­
gular d istribu tions of a hard  partonic scattering process 
a t energies above 1 TeV in collider-based high energy 
physics. The norm alized X d ije t  distributions are well- 
described by theory  calculations in next-to-leading order 
in the strong coupling constan t and are used to  set lim­
its on quark compositeness, ADD large ex tra  dimensions, 
and TeV-1 ex tra  dimensions models. For the  TeV-1  ex­
tra  dimensions model th is is the first direct search a t a 
collider. For all models considered, this analysis sets the 
m ost stringent direct lim its to  date.
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