An iterative method for the extrapolation of band-limited functions  by Lent, Arnold & Tuy, Heang
JOURNAL OF MATIIEMATICAL ANALYSIS AND APPLICATIONS 83, 554-565 (198 1) 
An iterative Method for the Extrapolation 
of Band-Limited Functions 
ARNOLD LENT* 
Biodynamics Research Unit, Mayo Clinic 
Rochester, Minnesota 55901 
AND 
HEANC TUY+ 
Medical Image Processing Group, Dept. of Computer Science, 
State University of New York at Buflalo, Amherst, New York 14226 
Submitted by B. Kashef 
We derive an iterative algorithm to extrapolate band-limited functions using the 
operators of Fourier transform and projection on convex subsets. The algorithm 
allows the use of a priori knowledge in the extrapolation procedure. 
1. INTRODUCTION 
Entire functions of exponential growth such that the real part is slowly 
increasing are the Fourier transforms of distributions of compact support 
(I lo], p. 3 11). Physicists call them band-limited functions ([2], p. 83). In 
practice, very often we know the functions only in a region B of I?” and we 
want to know the functions on the whole of lRm, or at least in a region as 
large as possible. Theoretically, the problem has a unique solution if B # 0 
(@ is the interior of B) due to the fact that an entire function is identically 
zero if it is zero on an open ball. In the following we give an iterative method 
to extrapolate a band-limited function knowing the support of its Fourier 
transform. In addition to the iterative algorithms studied by Gerchberg [3], 
Papoulis [8] and Youla [ 131, the algorithm given in Section 2 below allows 
relaxation parameters and the use of other a priori knowledge. The 
improvement of the quality of the extrapolated function gained by the use of 
relaxation parameters and the incorporation of more a priori knowledge is 
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illustrated in Section 3. Although we study the problem in connection with 
computed tomography from a limited range of views [ 111, the problem itself 
has theoretical value and applications in many other fields such as acoustics 
[ 121, positron tomography [9] and signal processing, which use the Fourier 
transform as a tool. 
In the following we assume that the Hilbert space 3 is the space L2(lRm) 
of square integrable complex valued functions defined on IR”. Let X be a 
unitary operator on Z. For any f E Z, f = Re f + iImf, where both Re f 
and Im .f are real valued and are called the real part and the imaginary part 
off, respectively. If f, g E &4 we write f < g if and only if Re f < Re g and 
Im f < Im g almost everywhere. We define 
supdf g) = sup&f, Re g) + i sup(Im f, Im g), 
inf(f, g) = inf(Re f, Re g) + i inf(Re f, Re g). 
For any measurable set S c lRm the operator Sp defined by 
Yf =x,f (1) 
01, is the characteristic function of S) is an orthogonal projection operator. 
The support of a function f (the complement of the maximal open set in 
whichf is a.e. zero) is denoted by suppf. 
DEFINITION. Let A and B be subsets of E. Let b EZ with the property 
that 915 = b. We say that a function f is of type (A, B) if 
6) suppfc4 
(ii) 9f= b. 
The set of all functions of type (A, B) is denoted by Cl@, B). In the 
following, we assume that Cl@, B) # 0 and the two sets A and B are closed. 
Throughout this article, for any closed and convex set C ~8, P, 
designates the orthogonal projection operator on the set C (by definition, 
P,(J) = g if g is the unique point of C such that for any t E C, 11 f - g(l < 
Ilf - tll). 
2. EXTRAPOLATION OF FUNCTIONS 
Suppose the value of a function f is known in a measurable subset B. In 
the following we shall derive an iterative algorithm to extrapolate f incor- 
porating the following a priori knowledge, 
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(a> suppfcA> 
(b) K$Qu, 
(c) 3is a real function, 
where A is a known subset of IR”, 1 and u are two known functions of ,F. 
One way of extrapolating f incorporating the above a priori information is to 
find a function SE Cl (A, B) such that 3 is in the intersection L f? un Z, 
where 
These sets are closed and convex subsets of A? Starting from an arbitrary 
point, successive orthogonal projections on these subsets lead to a point of 
intersection. Precise mathematical formulation of the idea is given below. 
LEMMA 0. Let S be a closed subset of Rm and f E ,W. We have 
suppf CSOYf =f: (2) 
LEMMA 1. Let L be a closed subspace of 8. Let a and f be two points of 
A?. Then 
where PL(f) is the orthogonal projection off on L and L is the orthogonal 
complement of L. 
Proof: g = PLdf) + PLY (a) satisfies the following properties: 
(1) g=a-PP,(a)+P,Cf)Ea+L, 
(2) for any tEa+L, (f-g, t-g)=O. Note that (f-g, t-g)= 
(f - PL(f > -p Lla, a + l- g) for some 1 EL. Hence (f - g, t - g) = 
(PLl (f - a), I- PL(f - a)) = 0. Therefore g = Pa+L(f ). 
LEMMA 2. Zff ECl(A,B)andg=fthen 
g E ker(l- ~4) n (g, + ker(F.%U~‘)), (3) 
where g, = A!8 
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Prooj: From (2) it follows that dg = g; hence g E ker(1 - d). We note 
that g -- g, E ker XZ&‘Y-’ because jT- *g = f and .9- ‘g, = 9y, hence 
9X-‘(g - g,) = 0 since 9* = 9. Therefore g E g, + kerY$‘Y-i. The 
lemma is then proved. 
We assume that L, U and 2 are all nonempty. 
LEMMA 3. The orthogonal projections P,, P, and P, on the sets L, U 
and Z are given as follows: 
P,.(h) = SUP&~), (4) 
P,(h) = inf(u, h), (5) 
P,(h) = Re(h). (61 
Proof By the definition of L, we conclude that t = sup(Z, h) E L. 
Moreover for any sEL, (Ih-tl(<((h-s((. For, 
I( h - t I(* = I (Re l(x) - Re h(x))2 a5 + 1 (Im l(x) - Im h(x))* dx, 
c D 
where C = (x) Re h(x) < Re l(x)} and D = {x ) Im h(x) < Im I(x)}. If C and 
fi designate the complements of C and D, respectively, then we have 
11 h - s iI2 = \ (Re s(x) - Re h(x))* dx + 1 (Re s(x) - Re h(x))2 dx 
‘C c 
+ 1” (Im s(x) - Im h(x))* tix + I (Im s(x) - Im h(x))* dx. 
B 
For all s E L, we have 0 < Re(l(x) - h(x)) < Re(s(x) - h(x)) for each x E C 
and 0 < Im(l(x) -h(x)) < Im(s(x) - h(x)) for all x E D. It follows that 
P,(h) = t, i.e., PL. is indeed given by (4). Similarly, we can prove relations 
(5) and (6). 
THEOREM 4 (Bregman). Let (CiJizO 1 9 ,...,r be a Jnite family of closed 
and convex subsets of a separable Hilbert space and Pi be the orthogonal 
projection on Ci, i = 0, l,..., r. Let f. be an arbitrary point of the Hilbert 
space. DeJine a sequence {f,) as follows: 
fn + 1 = fn + Pn(pi,(ftr) - f-1 n > 0, 
wherei,=nmod(r+1)andi,=O.Ifnr=,Ci#0andO<&l~p,~&z<2 
for some real numbers E, and o2 then the sequence f, -+ f * weakly, where 
f * E n;=, ci. 
For the proof of the theorem, we refer the reader to [ 11. Actually, the 
number of the convex sets {Ci} need not be finite. The strong convergence of 
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the above sequence in the case where the family (Ci) satisfies some 
additional conditions has been proved by Gubin et al. [4]. Halperin [5 ] 
shows the strong convergence of the sequence in the case of a finite family of 
subspaces { Cj). 
ALGORITHM. Let f E Cl(A, B) be a function such that 1 <f< u and 
Im 3= 0. Let g, be a sequence of functions defined as follows: 
(i) g, is as in Lemma 2. 
(ii> (4 d = g, + A: (Wg,) - g,), 
(b) d, = s:, + Aft Wd - d>, 
cc> d = d + 4 (sup& g:> - g:x 
(4 gi = si + 1: (in@, gi> - gfJ, 
(e> 8,+1 =s'(n;ziYf + (1 -n;>.X++gpt + (Z-AQVg;). 
Zfforalli=1,2,3,4,5,O~e,~~~~~2~2thenasn~~,g,-tgweakly, 
where g and, F- ‘g satisfy all the above conditions on p and 5 respectively. 
Proof: From Lemma 2 and the conditions on j: we conclude that 
3E ker(Z - J) n (g, + ker jr.9F- ‘) n L n U r7 2 # 0. The five sets to 
which 3 belongs are closed and convex subsets of 3. The weak convergence 
of the above sequence to a point of intersection follows immediately from 
Theorem 4, Lemma 3 and Lemma 1. 
Remarks. (a) We can incorporate more a priori knowledge in the 
algorithm if we can interpret he knowledge in the form ‘f belongs to some 
closed and con.vex subset of R” and if we know the orthogonal projection 
on the convex subset explicitly. 
(b) In Lemma 2, we show that if f E Cl(A, B) then f belongs to the 
intersection of two affine subspaces. In Chapter 6 of his Ph.D. dissertation 
[ 71, Lent gave different ways of representing the intersection of two affine 
subspaces which give rise to many different iterative algorithms to find a 
common point. 
(c) In the case where the set A is a compact subset of R” and 8 # 0 
the above algorithm gives an iterative method to extend band-limited 
functions. In this case, by the Paley-Wiener theorem ([lo], p. 307), Cl(A, B) 
consists of one element only. Furthermore if both A and B are compact 
intervals of R, the above algorithm with relaxation parameter = 1, and no 
other constraints on 3 beside compact support, coincides with the algorithm 
given in [8], where the decomposition of band-limited function in terms of 
prolate spheroidal functions [6] is used to prove the convergence of the 
algorithm. 
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3. NUMERICAL IMPLEMENTATION AND ILLUSTRATION 
The two basic steps in the Algorithm can be described in words as 
follows: 
(i) To obtain g,, form $, where J’(x) = f(x) if x E B and f(x) = 0 
outside of B and then compute g, =Yf 
(ii) The five intermediate iterative steps in part 2 of the algorithm can 
be implemented as follows: 
(a) Keep the real part of g, as it is. Change the imaginary part of 
g, to (1 - Ai) Im g,, . The function obtained is the function g:. 
(b) The function gi is given by the relations g:(x) = g:(x) if x E A 
and g:(x) = (1 - Ai) g:(x) if x b? A. 
(c) The function gi is obtained from gi as follows: g:(x) = g:(x) if 
g:(x) > f(x). If g:(x) < I(x) then g:(x) = g;(x) + $,(l(x) - g:(x)). 
(d) The procedure to get g’, is similar to that given in (c). 
(e) From a function h, where h(x) =Y-‘g”,(x) if x 6S B and h(x) = 
nzf(x) + (1 - Ji).9- ‘g”,(x) if x E B. Finally form gn+ , =3X 
In Ill 1, we have shown that the Fourier transform of the density function 
g of a cross-section of an object is known in a well-defined region B if the X- 
ray projection data 9, g are given only for a < 8 < b with b - a = 180” - E, 
47 
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FIG. 1. Mathematical simulated phantom representing a human thorax. 
FIG. 2. Reconstructed picture of the phantom from the simulated projection data taken 
from 70” to 70” using the algorithm given in / I1 1. 
FIG. 3. The real part of the discrete Fourier transform of the phantom. 
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FIG. 4. The real part of the discrete Fourier transform of the picture given in Fig. 2. 
FIG. 5 _ Reconstructed picture produced by the algorithm after the 1 Ith iteration. A priori 
knowledge used: Im(g) = 0, support g is compact and g > 0. 
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for some E < 0. One way of improving the quality of the picture given in 
[ 1 I] is to extrapolate the function f = 2 incorporating available a priori 
knowledge. As an illustration of the performance of the algorithm, we have 
applied it to enhance the quality of the picture obtained by the algorithm 
given in [ 111. 
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