Abstract. Fourier coefficients of automorphic representations π of Sp 2n (A) are attached to unipotent adjoint orbits in Sp 2n (F ), where F is a number field and A is the ring of adeles of F . We prove that for a given π, all maximal unipotent orbits that gives nonzero Fourier coefficients of π are special, and prove, under a well acceptable assumption, that if π is cuspidal, then the stabilizer attached to each of those maximal unipotent orbits is F -anisotropic as algebraic group over F . These results strengthen, refine and extend the earlier work of Ginzburg, Rallis and Soudry on the subject. As a consequence, we obtain constraints on those maximal unipotent orbits if F is totally imaginary, further applications of which to the discrete spectrum with the Arthur classification will be considered in our future work.
Introduction
Fourier coefficients of automorphic representations of a reductive algebraic group G over a number field F have been used by Steve Rallis in most of his mathematics work. Motivated by his work on constructions of integral representations for various automorphic L-functions, and on constructions of automorphic descents for the Langlands functorial relations between classical groups and the general linear groups, Rallis with Ginzburg and Soudry started in their 2003 paper ( [GRS03] ) a systematic investigation of Fourier coefficients of automorphic representations of the symplectic group Sp 2n (A), where A is the ring of adeles of F , attached to unipotent adjoint orbits in Sp 2n (F ), and obtained some basic structures of the Fourier coefficients.
In this paper, we follow [GRS03] and also the work of Ginzburg ( [G06] ) to obtain more refined structures and properties of Fourier coefficients of automorphic representations of Sp 2n (A). The results obtained here can be viewed as natural extensions of their earlier work. Following the general framework of [J14] , they are expected to have more impacts to the discrete spectrum of square-integrable automoprhic forms with the Arthur classification ( [Ar13] and [Mk14] ).
We recall some basics of Fourier coefficients of automorphic representations in Section 2. In order to strengthen and extend the results from [GRS03] and [G06] , we prove two properties of Fourier coefficients attached to composite partitions (Propositions 3.2 and 3.3), including a complete proof of a technical lemma (Lemma 3.1), which is Lemma 2.6 of [GRS03] . In Section 4, we prove one of the main results of this paper (Theorem 4.1) that for any irreducible automorphic representation π of Sp 2n (A), if π has a nonzero Fourier coefficient attached to a symplectic partition p, then it has also a nonzero Fourier coefficient attached to the symplectic extension p Sp 2n of p. This implies immediately that if p is a maximal partition to which a nonzero Fourier coefficient of π attached, then p is special. This result is motivated by the corresponding local result by Moeglin in [M96] and was proved in [GRS03] . We provide here an algorithm which sees an inductive way to give a complete proof. In the last section (Section 5), we prove our second main result (Theorem 5.2) that for a maximal partition p to which a nonzero Fourier coefficient of an irreducible cuspidal automorphic representation π is attached, the stabilizer in a Levi subgroup L p of the corresponding character ψ p.a is F -anisotropic. The notation will be defined Section 2. In fact, we prove this result under an assumption that for an irreducible cuspidal automorphic representation π, there exists a unique maximal partition to which a nonzero Fourier coefficient of π is attached. We are going to investigate this assumption in our future work. We also refer to [G06] for a more general conjecture on this issue. When the group is GL n , this uniqueness was proved by Piatetski-Shapiro in [PS79] and by Shalika in [Sl74] for π to be cuspidal, and by the authors in [JL13] for π to be in the discrete spectrum of GL n . One of the interesting consequences of Theorem 5.2 is to provide constraints on the maximal partitions p to which a nonzero Fourier coefficient of an irreducible cuspidal automorphic representation π is attached (Theorem 5.3). Further application of this result to the understanding of discrete spectrum with the Arthur classification will be considered in our future work within the framework of [J14] .
We would like to thank David Vogan for stimulating conversation on the topic, which brings our attention to the statement of Theorem 5.2, and for bringing our attention to his student's thesis [H11] . We would like to thank Joseph Hundley and Monica Nevins for helpful discussions on relevant topics. We would also like to thank the referee for the useful suggestions and comments on an early version of this paper.
Fourier Coefficients For Symplectic Groups
We recall the definition of Fourier coefficients attached to unipotent orbits of symplectic groups. Let G n = Sp 2n be the symplectic group with a Borel subgroup B = T U, where the maximal torus T consists of all diagonal matrices of form: diag(t 1 , · · · , t n ; t −1 n , · · · , t −1 1 ) and the unipotent radical of B consists all upper unipotent matrices in Sp 2n .
Let F be a number field and F be the algebraic closure of F . It is well known that the set of all unipotent adjoint orbits of G n (F ) is parameterized by the set of partitions of 2n whose odd parts occur with even multiplicity (see [CM93] , [N11] and [W01] , for instance). We may call them symplectic partitions of 2n.
If we consider G n = Sp 2n over F , the symplectic partitions of 2n parameterize the F -stable unipotent orbits of G n (F ). In order to define the Fourier coefficients of automorphic forms of G n (A) attached to an F -unipotent orbit, where A is the ring of adeles of F , we introduce certain explicit elements in the F -unipotent orbit. We do this following [CM93] , and see also [N11] and [W01] .
Given a symplectic partition p = [p 1 , . . . , p t ], the Recipe 5.2.2 for Type C n ([CM93, Page 77]) gives a way to attach to p a standard sl 2 -triple. It is easy to see that this method also works over F by using [N11] and [W01] . One may break the series {p 1 , . . . , p t } into chunks of the following two types: {2k + 1, 2k + 1} or {2k}, and rewrite the partition as p = [p e 1 1 · · · p er r ], with p 1 ≥ p 2 ≥ · · · ≥ p r , where e i = 1 if p i is even, e i = 2, if p i is odd. From now on, general symplectic partitions will always be written in this form.
We assign a block of consecutive indices for each p i inductively. For p 1 , choose the block {1, . . . , q 1 }, where q 1 = p 1 2 if e 1 = 1, and q 1 = p 1 if e 1 = 2. Assume that for p i−1 , i ≥ 2, the block of consecutive indices has been chosen to be { where a i ∈ F * /(F * )
2 if e i = 1, which defines a = {a i : e i = 1}, and for each root α, x α (x) is defined to be the a root vector in the corresponding root subspace. Then, we can find Y p,a a sum of positive root vectors and a semisimple element H p,a , such that {H p,a , Y p,a , X p,a } is a standard sl 2 -triple. Since we will only use X p,a to define the Fourier coefficients attached to the partition p = [p e 1 1 · · · p er r ], we will not make Y p,a and H p,a more explicit here.
To this sl 2 -triple {H p,a , Y p,a , X p,a }, we define a one-dimensional toric subgroup H p of G n (F ): for t ∈ F * , (2.1) H p (t) := diag(T 1 (t), . . . T r (t), T * r (t), . . . , T *
(t)), where
T i (t) = diag(t q i −1 , . . . , t) if e i = 1; diag(t q i −1 , . . . , t 1−q i ) if e i = 2.
It is easy to see that under the adjoint action, Ad(H p (t))(X p,a ) = t −2 X p,a , ∀t ∈ F * .
Let g be the Lie algebra of G n . Under the adjoint action of H p , g has the following direct sum decomposition into H p -eigenspaces:
for some positive integer m, where g l := {X ∈ g|Ad(H p (t))(X) = t l X}. Let V p,j (j = 1, . . . , m) be the unipotent subgroup of G n (F ) with Lie algebra ⊕ m l=j g l . Let L p be the algebraic subgroup of G n (F ) with Lie algebra g 0 . Under the adjoint action, the set Ad(L p (F ))(X p,a ) is Zariski open dense in dual space of V p,2 (F )/V p,3 (F ). Note that when passing to F from F , the F -points of this Zariski open dense orbit decomposes as a union of F -rational orbits, which form the corresponding F -stable orbit defined over F . By Proposition 5 of [N11] (see also [W01] ), when the a i 's in a run through all the square classes in F * /(F * ) 2 , Ad(L p (F ))(X p,a ) gives all the F -rational orbits in the corresponding F -stable orbit defined over F .
Each F -rational Ad(L p (F ))(X p,a ) defines a character of V p,2 as follows: for v ∈ V p,2 (A) and for a nontrivial character ψ of F \A,
From now on, we may take G n (A) = Sp 2n (A) or Sp 2n (A), unless specified otherwise. Since G n (A) = Sp 2n (A) splits over any unipotent subgroup, the above discussion holds for G n (A) = Sp 2n (A).
For an arbitrary automorphic form ϕ on G n (A), the ψ p,a -Fourier coefficient of ϕ is defined by
where for a group G, we denote the quotient G(F )\G(A) simply by [G] . Since ϕ is automorphic, the non-vanishing of the ψ p,a -Fourier coefficient of ϕ depends only on the F -rational orbit Ad(L p (F ))(X p,a ). When an irreducible automorphic representation π of G n (A) is generated by automorphic forms ϕ, we say that π has a nonzero ψ p,a -Fourier coefficient or a nonzero Fourier coefficient attached to p if there exists an automorphic form ϕ in the space of π with a nonzero ψ p,a -Fourier coefficient ϕ ψp,a (g), for some choice of a. For any irreducible automorphic representation π of G n (A), as in [J14] , we define n m (π) to be the set of all symplectic partitions p which have the properties that π has a nonzero ψ p,a -Fourier coefficient for some choice of a, and for any p ′ > p (with the natural ordering of partitions), π has no nonzero Fourier coefficients attached to p ′ . Recall that V p,1 (F ) is the unipotent subgroup of G n (F ) whose Lie algebra is
, which is a normal subgroup of
From the definition of (X p,a ) ♯ , it is easy to see that the character ψ p,a on V p,2 can be trivially extended to V ′ p,2 , which we still denote by ψ p,a . It turns out that V p,1 / ker V ′ p,2 (ψ p,a ) has a Heisenberg structure W ⊕ Z (see [MW87] , Section I.7), where
(ψ p,a ). Note that the symplectic form on W is the one inherited from the Lie algebra bracket, i.e., for w 1 , w 2 ∈ W (here, we identify w ∈ W with any of it's representatives in V p,1 such that log(w) ∈ g 1 ), w 1 , w 2 = tr(X p,a log([w 1 , w 2 ])) = tr(X p,a [log(w 1 ), log(w 2 )]). The nondegeneracy of this symplectic form can be checked easily as following: for fixed w 1 ∈ W , if w 1 , w 2 ≡ 0 for any w 2 ∈ W , that is,
Lemma 2.1. The two subgroups V ′ p,2 and V p,2 are equal. In particular, the quotient group V p,1 / ker V p,2 (ψ p,a ) has a Heisenberg structure W ⊕ Z, where W ∼ = V p,1 /V p,2 is symplectic, and Z ∼ = V p,2 / ker V p,2 (ψ p,a ) is the center.
Proof. If g 1 is zero, there is nothing to prove. We assume that g 1 = {0}. To prove V ′ p,2 = V p,2 , it suffices to prove that g 1 ∩ (X p,a ) ♯ = {0}. First, we are going to describe structure of elements in V p,2 . By definition, elements v in V p,2 can be written as a product of 
2 ) * ∈ M q i ×q j , and p j,j ∈ M q j ×q j , satisfying certain conditions. By definition, g 1 = 0 if there are parts p i and p j having different parity. The above "certain conditions" are needed for the case that the parts p i and p j are of different parity. We only need to describe them for q 2 . There are two sub-cases to be considered: (1) p i is even and p j is odd and (2) p i is odd and p j is even, assuming that i < j.
For Case (1) where p i is even and p j is odd, we have that q i = p i 2 and q j = p j . Then q i,j k ∈ M q i ×q j with k = 1, 2 and q
; and p i,j k ∈ M q j ×q i with k = 1, 2 and p
+ 1. For Case (2) where p i is odd and p j is even, we have that q i = p i and
where α i,j l
, and β
. Here to each given root α, X α (x) is the corresponding one-dimensional root subgroup. Then we define
where
; and δ
For Case (2), we define abelian groups Y i,j 2 and X i,j 2 as follows. First, we define
. Then we define
, and δ 
In other words, it suffices to show that for 1 ≤ i < j ≤ r such that p i and p j are of different parity,
If (p i , p j ) is in Case (1), i.e., p i is even, p j is odd, then by direct calculation, we obtain that when 1 ≤ l ≤ (1) Let n = 3, then Fourier coefficients of automorphic forms ϕ of Sp 6 (A) attached to the partition [41 2 ] with respect to a square class α are defined as follows. 
Define roots α 1 = e 2 + e 3 , α 2 = e 2 − e 3 . Let X α i be the onedimensional root subgroup corresponding to α i , i = 1, 2. Then the unipotent subgroup of Y defined in (2.5) equals X α 1 , the unipotent subgroup of X defined in (2.6) equals X α 2 . (2) Let n = 5, then Fourier coefficients of automorphic forms ϕ of Sp 10 (A) attached to the partition [43 2 ] with respect to a square class α are defined as follows. 
Then the corresponding Fourier coefficient of ϕ is
Define roots α 1 = e 1 −e 3 , α 2 = e 1 +e 5 , α 3 = e 2 +e 4 , α 4 = e 3 −e 2 , α 5 = −e 5 −e 2 , α 6 = e 2 −e 4 . Let X α i be the one-dimensional root subgroup corresponding to α i , i = 1, · · · , 6. Then the unipotent subgroup of Y defined in (2.5) equals
In general explicit calculations of Fourier coefficients of automorphic forms when g 1 is nonzero, there is a very useful lemma, which has been formulated in a general term as Corollary 7.1 of [GRS11] and as Lemma 5.2 of [JL13] in a slightly different way. We recall this lemma below and apply it to G n .
Let C be an F -subgroup of a maximal unipotent subgroup of G n , and let ψ C be a non-trivial character of [C] = C(F )\C(A). X, Y are two unipotent F -subgroups, satisfying the following conditions:
(1) X and Y normalize C; 
Remark 2.4. The basic example of the setting above is the case that C is the center of the Heisenberg group and X, Y correspond to the two isotropic spaces. Lemma 2.5. Assume the quadruple (C, ψ C , X, Y ) satisfies the above conditions. Let f be an automorphic form on G n (A). Then
if and only if
if and only if [B] f (vg)ψ
For simplicity, we will use ψ C to denote its extensions ψ B and ψ D in the remaining of the paper when we use Lemma 2.5. Applying Lemma 2.5 to the ψ p,a -Fourier coefficients for automorphic forms on G n (A), we obtain a different proof of a useful result [GRS03,  
is non-vanishing. Here the subgroups X and Y are defined in (2.6) and (2.5), respectively.
Proof. By Lemma 2.1 and Corollary 2.2,
, and X ⊕ Y is a polarization of W , where X, Y are defined in (2.6), (2.5). This implies directly that the quadruple (V p,2 , ψ p,a , X, Y ) satisfies all the conditions for Lemma 2.5.
Certain Properties of Fourier Coefficients
In our study of Fourier coefficients of automorphic forms, we have often to consider the Fourier development in stages, which leads to consider Fourier coefficients attached to composite partitions. We consider two types of composite partitions in Section 3.2, the proofs of which extend the arguments used in the proofs of [GRS03, Lemmas 2.5 and 2.6]. For completeness, we give fully detailed proofs here, including in Section 3.1 a proof for a technical lemma [GRS03, Lemma 2.6]. We refer to [GRS03, Section 1] for definition of composite partitions. Note that G n (A) = Sp 2n (A) or Sp 2n (A).
3.1. A Technical Lemma. The technical, but useful lemma we referred here is Lemma 2.6 of [GRS03] . In order to understand the technical insight of the statement of the lemma and its proof, we provide a repeatable argument based on Lemma 2.5 and give a complete proof and more explicit statement. 
Proof. Take ϕ ∈ π. We are going to start from a ψ p,{a 1 }∪a -Fourier coefficient of ϕ attached to p. For definition of composite partitions and the attached Fourier coefficients, we refer to Section 1 of [GRS03] .
By (2.4), ϕ ψ p,{a 1 }∪a is defined as follows:
By Corollary 2.6 (see also Lemma 1.1 of [GRS03] ), the ψ p,{a 1 }∪a -Fourier coefficient of ϕ in (3.1) is non-vanishing if and only if the following integral is non-vanishing:
where Y is a group defined in (2.5) corresponding to the partition p.
Let ω 1 be a Weyl element of G n−n 1 which sends the one-dimensional toric subgroup H [p e 2 2 ···p er r ] defined in (2.1) to the following toric subgroup: {diag(t p 2 −1 , . . . , t 1−p 2 )}, where the exponents of t are of nonincreasing order.
Let ω 2 = diag(I n 1 ; ω 1 ; I n 1 ). Conjugating by ω 2 , the integral in (3.2) becomes:
where z ∈ N n 1 ; q 1 ∈ Mat (n 1 )×(2n−2n 1 ) with certain conditions; q 2 ∈ Mat ′ (n 1 )×(n 1 ) , which consists of matrices q in Mat (n 1 )×(n 1 ) satisfying the property that q t v n 1 − v n 1 q = 0, and v n 1 is a matrix only with ones on the second diagonal; p 1 ∈ Mat (2n−2n 1 )×(n 1 ) with certain conditions; and finally 
for w ∈ W as above. Now, we specify the conditions on q 1 and p 1 above. For q 1 , the last row is zero, assume that 1 ≤ i 0 ≤ n 1 − 1 is the first row that q 1 has zero entries. For i 0 ≤ i ≤ n 1 − 1, assume that α i,1 , α i,2 , . . . , α i,s i are all the roots such that q 1 has zero entries at corresponding places from right to the left with s i ∈ Z >0 . Then i 0 + 1 is the first column that p 1 had non-zero entries. For i 0 ≤ i ≤ n 1 − 1, in the column i + 1, there are exactly s i roots β i,j with 1 ≤ j ≤ s i , such that p 1 has non-zero entries at corresponding places from bottom to top. Finally, for i 0 ≤ i ≤ n 1 −1
We are getting ready to apply Lemma 2.5.
First, for i = i 0 , we consider the following sequence of quadruples
Applying Lemma 2.5 repeatedly, we see that the integral in (3.3) is non-vanishing if and only if the following integral is non-vanishing (3.5)
Next, for i = i 0 + 1, we consider the following sequence of quadruples
Applying Lemma 2.5 repeatedly, we see that the integral in (3.5) is non-vanishing if and only if the following integral is non-vanishing (3.6)
Then we continue the above procedure to consider the case of i = i 0 + 2, i 0 + 3, . . . , n 1 − 2, and finally for i = n 1 − 1, we need to consider the following quadruples
Again, applying Lemma 2.5 repeatedly, we see that the integral in (3.6) is non-vanishing if and only if the following integral is non-vanishing (3.7)
which is exactly the following integral
, and identified with the image, and Y is the group defined in (2.5) corresponding to the partition [(2n 1 )1 2n−2n 1 ]. By the discussion at the end of Section 1 of [GRS03] , it is easy to see that the integral in 3.8 is non-vanishing if and only if a Proof. Assume that π has a nonvanishing Fourier coefficient attached to the composite partition [(2k)1
and Corollary 2.6, there is a ϕ ∈ π such that the following integral is nonvanishing:
where Y is the group defined in (2.5) corresponding to the partition [(2k)1 2n−2k ], Y ′ is the group defined in (2.5) corresponding to the partition [(2k + 2)1 2n−4k−2 ], and
Then the integral in (3.9) becomes:
Following (2.1), we define the following one-dimensional toric subgroup
, . . . , t 2 ). Note that actually here t 1 = t 2 = t, we just want to label them to make the definition of certain Weyl element easier.
Let ω be a Weyl element which sends H to the following toric subgroup: (3.12) {diag(T 3 ; I 2n−4k−2 ; T *
3 )}, where
Conjugating by ω, the integral in (3.10) becomes (3.13)
ω have the following form:
(3.14)
where z is in the unipotent radical of the parabolic subgroup of GL 2k+1 with Levi isomorphic to GL 1 × GL 2 × · · · × GL 2 (k-copies of GL 2 ), but z 1,3 = 0; q 1 ∈ Mat (2k+1)×(2n−4k−2) with q 1 (i, j) = 0 for any i = 2k, 2k +1 and j = 1, 2, . . . , n − 2k − 1; and finally q 2 ∈ Mat ′ (2k+1)×(2k+1) , which is the set of matrices in Mat (2k+1)×(2k+1) with property that q t 2 v 2k+1 − v 2k+1 q 2 = 0, where v 2k+1 is a matrix only with ones on the second diagonal. The character is given by
for v ∈ V ω as in (3.14). Let X e 1 −e 3 be the root subgroup corresponding to the root e 1 − e 3 . It follows from the structure of elements in V ω that X e 1 −e 3 normalizes V ω . Hence we are able to take the Fourier expansion of the integral in (3.13) along X e 1 −e 3 . After the Fourier expansion, the integral in (3.13) becomes
where ι(γ) = diag(γ, I 2n−2 , γ −1 ). Note that up to conjugation by a Weyl element, the integral
is essentially a Fourier coefficient attached to [(2k + 2)(2k)1 2n−4k−2 ], which is identically zero, since π has no nonzero Fourier coefficients attached the partition [(2k + 2)1 2n−2k−2 ]. Therefore, the integral in (3.13) is nonvanshing if and only if there is at least one γ ∈ F * such that the following integral is nonvanishing:
Let U = V ω X e 1 −e 3 , and for
, and define
Conjugating by ǫ, the integral in (3.18) becomes:
ǫ have the following form:
with z in the unipotent radical of the parabolic subgroup of GL 2k+1 whose Levi isomorphic to GL 1 × GL 2 × · · · × GL 2 (k-copies of GL 2 ) and with q 1 , q 2 having the same structure as elements in (3.14). The character is given by
for u ∈ U ǫ as in (3.20). Therefore, the integral in (3.19) is a Fourier coefficient attached to the partition [(2k + 2)(2k)1 2n−4k−2 ], which is identically zero by assumption.
Therefore, we may only consider the case β = −α mod (F * ) 2 in the character ψ V ω as expressed in (3.15). Without loss of generality, we may assume that β = −α. Now, take B = Conjugating by ǫ, the integral in (3.18) becomes:
with the same structure as elements in (3.20). The character is given by
(3.24)
for u ∈ U ǫ as defined in (3.23). Let ω ′ be a Weyl element which sends the one-dimensional toric subgroup in (3.12) to the following one-dimensional toric subgroup:
and
, . . . , t 2 ; t −1
).
Conjugating by ω ′ , the integral in (3.22) becomes:
ǫ,ω ′ have the following form:
where z ∈ N 2k+1 , the maximal upper-triangular unipotent subgroup of GL 2k+1 ; q 1 ∈ Mat (2k+1)×(2n−4k−2) with q 1 (i,
for u as in (3.27).
It is easy to see that the integral in (3.26) is non-vanishing if and only if the following integral is non-vanishing:
We claim that the integral in (3.29) is nonzero if and only if ϕ has a nonzero Fourier coefficient attached to [(2k + 1) 2 1 2n−4k−2 ]. Indeed, if ϕ has a non-zero Fourier coefficient attached to the partition [(2k + 1) 2 1 2n−4k−2 ], then the following integral is nonzero:
where elements in [V [(2k+1) 2 1 2n−4k−2 ],2 ] have the following form (3.32)
where in the left matrix, z ∈ N 2k+1 ; q 1 ∈ Mat (2k+1)×(2n−4k−2) with q 1 (i, j) = 0 for any i ≥ k +1; and q 2 ∈ Mat ′ (2k+1)×(2k+1) with q 2 (i, j) = 0 for i ≥ j, while in the right matrix, p 1 ∈ Mat (2n−4k−2)×(2k+1) with p 1 (i, j) = 0 for any j ≤ k + 1; and p 2 ∈ Mat ′ (2k+1)×(2k+1) with p 2 (i, j) = 0, for i ≥ j. The character is given by
It is easy to see that it satisfies the conditions for Lemma 2.5 and hence the integral in (3.31) is non-vanishing if and only if the following integral is non-vanishing
Then consider the following sequence of quadruples 
Since the root subgroup X e k+1 +e k+1 normalizes the group k i=1 X γ i R V , we can take the Fourier expansion of the integral in (3.36) along the subgroup X e k+1 +e k+1 . We will get two orbits. Any Fourier coefficient corresponding to the non-trivial orbit contains an inner integral which is a Fourier coefficient attached to the partition [(2k + 2)1 2n−2k−2 ], and is identically zero by assumption. Therefore, the integral in (3.36) becomes (3.37)
[X e k+1 +e k+1
It is easy to see that the integral in (3.37) is exactly the integral in (3.29). This proves the claim and completes the proof of the proposition.
For [GRS03] . Note that
The following proposition is an analogue of Lemma 2.6 of [GRS03] . 
Proof. We are going to show that for any ϕ ∈ π, 
where elements in U have the following form (3.39)
where z ∈ N 2k+1 ; q 1 ∈ Mat (2k+1)×(2n−4k−2) with q 1 (i, j) = 0 for k + 1 ≤ i ≤ 2k + 1 and 1 ≤ j ≤ 2n − 4k − 2; p 1 ∈ Mat (2n−4k−2)×(2k+1) with p 1 (i, j) = 0 for 1 ≤ i ≤ 2n − 4k − 2 and 1 ≤ j ≤ k + 1; and 
where z ∈ N 2k+1 ; q 1 ∈ Mat (2k+1)×(2n−4k−2) with q 1 (i, j) = 0 for any i ≥ k + 1 and 1 ≤ j ≤ 2n − 4k − 2; and p 2 , q 2 ∈ Mat
consists of matrices in Mat (2k+1)×(2k+1) satisfying the property that q t v 2k+1 − v 2k+1 q = 0, with v 2k+1 being a matrix only with ones on the second diagonal. Also p 1 ∈ Mat (2n−4k−2)×(2k+1) with p 1 (i, j) = 0 for any 1 ≤ i ≤ 2n − 4k − 2 and 1 ≤ j ≤ k + 1; and 1 . The character is given by 
We will apply Lemma 2.5 repeatedly to the integration over
To do this, we need to consider pairs of groups ordered as following:
For the pair (R 2 1 , C 2 1 ), we consider the following sequence of quadruples
By Lemma 2.5, the integral in (3.40) is non-vanishing if and only if the following integral is non-vanishing (3.42)
For the pair (R 
After considering all the pairs (R 2 s , C 2 s ), s = 2, 3, . . . , k, and applying Lemma 2.5 repeatedly to all the quadruples above, the integral in (3.42) is non-vanishing if and only if the following integral is non-vanishing (3.43) 
where z ∈ N 2k+1 , and also q 1 ∈ Mat (2k+1)×(2n−4k−2) with certain conditions; p 2 , q 2 ∈ Mat ′ (2k+1)×(2k+1) with p 2 (i, j) = q 2 (i, j) = 0 for any i ≥ j; p 1 ∈ Mat (2n−4k−2)×(2k+1) with certain conditions; and finally 1 . The character is given by
Now, we specify the conditions on q 1 and p 1 above. For q 1 , the last row is zero, assume that 1 ≤ i 0 ≤ k is the first row that q 1 has zero entries. For i 0 ≤ i ≤ k, assume that α i,1 , α i,2 , . . . , α i,s i are all the roots such that q 1 has zero entries at corresponding places from right to the left with s i ∈ Z >0 . Assume that k + 1 ≤ i 00 ≤ 2k is the last row that q 1 has nonzero entries. For k + 1 ≤ i ≤ i 00 , assume that α i,1 , α i,2 , . . . , α i,s i are all the roots such that q 1 has nonzero entries at corresponding places from left to the right with s i ∈ Z >0 . Then
• i 0 + 1 is the first column that p 1 has non-zero entries; • for i 0 ≤ i ≤ k, in the column i+1, there are exactly s i roots β i,j , 1 ≤ j ≤ s i , such that p 1 has non-zero entries at corresponding places, from bottom to top; and • for 1 ≤ j ≤ s i , α i,j + β i,j = e i − e i+1 ; • i 00 + 1 is the last column that p 1 has zero entries;
• for k + 1 ≤ i ≤ i 00 , in the column i+ 1, there are exactly t i roots β i,j , 1 ≤ j ≤ s i , such that p 1 has zero entries at corresponding places, from top to bottom; and
As above, for 1 ≤ i ≤ k, we define R 
and write ψ W = ψ W | W .
We are ready to apply Lemma 2.5 to the integration over
For this, we need to consider pairs of groups ordered as following By Lemma 2.5, we can see that the integral in (3.44) is non-vanishing if and only if the following integral is non-vanishing (3.46)
For the pair (R 2 t , C 2 t ), t = 2, 3, . . . , i 0 − 1, we consider the following sequence of quadruples
After considering all the pairs of groups (R 2 t , C 2 t ), t = 2, 3, . . . , i 0 − 1, and applying Lemma 2.5 repeatedly to all the above quadruples, we can see that the integral in (3.46) is non-vanishing if and only if the following integral is non-vanishing (3.47)
For the pair (R
. . , k, we consider the following sequence of quadruples
After considering all the pairs of groups (R 2 t C 1 t , C 2 t C 1 t ), t = i 0 , i 0 + 1, . . . , k, and applying Lemma 2.5 repeatedly to all the above quadruples, we can see that the integral in (3.47) is non-vanishing if and only if the following integral is non-vanishing (3.48)
For the pair (C 1 t , R 1 t ), t = i 00 , i 00 − 1, . . . , k + 1, we consider the following sequence of quadruples
After considering all the pairs of groups (C 1 t , R 1 t ), t = i 00 , i 00 −1, . . . , k+ 1, and applying Lemma 2.5 repeatedly to all the above quadruples, we can see that the integral in (3.48) is non-vanishing if and only if the following integral is non-vanishing (3.49)
which is exactly of the kind of integrals in (3.38). This completes the proof of the proposition.
Special Unipotent Orbits and Fourier Coefficients
A symplectic partition is called special if it has an even number of even parts between any two consecutive odd ones and an even number of even parts greater than the largest odd part, equivalently, the number of even parts (counted with multiplicity), greater than any odd part is even.
It is a general expectation that for any irreducible automorphic representation π, the partitions in the set n m (π) should be all special. This has been checked in [GRS03, Theorem 2.1] for Sp 2n , and a very sketching argument is given in [G06] for all classical groups. We give here a complete proof for the fact that for any irreducible automorphic representation π of symplectic groups G n (A), a partition p providing non-vanishing Fourier coefficients implies that the symplectic expansion p G of p also provides non-vanishing Fourier coefficients. As an immediate corollary, this implies that the partitions in the set n m (π) are all special. We remark that the argument given here has potential applications to other problems on Fourier coefficients of automorphic representations, which will be dealt with in our future work.
For a symplectic partition p of 2n, which is not special, the smallest special symplectic partition which is greater than p is call the Gexpansion of p, denoted by p G , with G = Sp 2n here. Theorem 6.3.9 of [CM93] gives a recipe for passing from a symplectic partition p to its G-expansion, which can be explicitly described as follows.
Given a symplectic partition p of 2n, whose odd parts occur with even multiplicity, we may write
Enumerate the indices i such that p 2i = p 2i+1 is odd and p 2i−1 = p 2i as i 1 < · · · < i t . Then the G-expansion of p can be obtained by replacing each pair of parts (p 2i j , p 2i j +1 ) by (p 2i j + 1, p 2i j +1 − 1), respectively, and leaving the other parts alone. For example, for the symplectic partition p = [65 2 43 2 21 2 ], which is not special, we have p 1 = p 2 = p 3 = 5, and
, which is exactly obtained by replacing the pair (5, 5) by (6, 4), (1, 1) by (2, 0), and leaving the other parts alone.
Theorem 4.1. Let π be an irreducible automorphic representation of G n (A) = Sp 2n (A). If π has a nonzero Fourier coefficient attached to a non-special symplectic partition p of 2n, then π must have a nonzero Fourier coefficient attached to p G , the G-expansion of p.
Proof. We are going to prove this theorem by induction on the rank of G n , and reduce the proof to Lemma 4.3. When n = 1, it is obvious that the statement is true, since any symplectic partition of 2 is special. We assume that the statement is true for any irreducible automorphic representation of Sp 2m (A) with m < n. Now we consider the case of Sp 2n (A). Since p is not special, we may assume that (2n 2 + 1) is the largest odd part of p such that the number of even parts (counted with multiplicity) greater than (2n 2 + 1) is odd. We may write p as
where 2n 2 + 1 > p r+1 if s > 0, and the partition [p 1 p 2 · · · p r ] is special. Since by the above assumption, the number of even parts greater than or equal to 2n 1 is even, after taking the descent of π corresponding to the partition [p 1 p 2 · · · p r 1 2n− r i=1 p i ], we will also get an automorphic representation of Sp 2n− r i=1 p i (A). Note that the notion of descent with respect to any symplectic partition is defined in Section 1 of [GRS03] . Therefore, applying Lemma 3.1 and Proposition 3.3 repeatedly, it is enough to consider p of the following form [(2n 1 )(2n 2 + 2)(2n 2 + 1)
Applying Lemma 3.1 and Proposition 3.3 repeatedly, π has a nonzero Fourier coefficient attached to the partition in (4.2) if and only if it has a nonzero Fourier coefficient attached to the following partition
By Lemma 3.1 and Proposition 3.3, it remains to prove that for any irreducible automorphic representation π ′ of G m (A), with 2m = 2n − 2n 1 − (2n 2 + 2) − (2n 2 + 1)(2k − 2), if it has a nonzero Fourier coefficient attached to the partition [(2n 2 )p 1 · · · p s ] and if this partition is not special, then π ′ must have a nonzero Fourier coefficient attached
Since m < n, this is true by induction.
Therefore, π has a nonzero Fourier coefficient attached to the following partition
Applying Lemma 3.1 and Proposition 3.3 repeatedly again, π has a nonzero Fourier coefficient attached to the following partition
which is exactly [(2n 1 )(2n 2 + 1) (1) k ≥ 1 and 2n 1 ≥ 2n 2 + 2; and (2) if s > 0, then 2n 2 + 1 > p 1 ; and e i = 1 if p i is even, and e i = 2 if p i is odd, for 1 ≤ i ≤ s.
Then π must have a nonzero Fourier coefficient attached to the following partition
. Therefore, we may assume that if s = 0, then n 2 ≥ 1.
Take ϕ ∈ π. We start from a nonzero ψ p,{a 1 }∪a -Fourier coefficient of ϕ attached to p, where a = {a i ∈ F * /(F * ) 2 | e i = 1, 1 ≤ i ≤ s} and a 1 ∈ F * /(F * ) 2 . By (2.4), ϕ ψ p,{a 1 }∪a is defined as follows:
By Corollary 2.6 (see also Lemma 1.1 of [GRS03] ), the ψ p,{a 1 }∪a -Fourier coefficient of ϕ in (4.6) is non-vanishing if and only if the following integral is non-vanishing:
where Y is a group defined in (2.5), corresponding to the partition p.
Let m = n − n 1 − k(2n 2 + 1), then [p 
where the exponents of t are of non-increasing order. Note that [(2n 1 )(2n 2 + 1) 2k ] is a partition of 2n − 2m. Let ω 2 be a Weyl element of G n−m which sends the one-dimensional toric subgroup H [(2n 1 )(2n 2 +1) 2k ] defined in (2.1) to the following toric subgroup:
where the exponents of t are of non-increasing order. Write ω 2 as ω (4.8)
where z is in a subgroup of N n 1 +k(2n 2 +1) ; q 1 ∈ Mat (n 1 +k(2n 2 +1))×(2m) with certain conditions; p 1 ∈ Mat (2m)×(n 1 +k(2n 2 +1)) with certain conditions; q 2 ∈ Mat ′ (n 1 +k(2n 2 +1))×(n 1 +k(2n 2 +1)) with q 2 (i, j) = 0 for n 1 + 2kn 2 + 1 ≤ i ≤ n 1 + k(2n 2 + 1) and 1 ≤ j ≤ k; and finally (2n 2 +1) ) consists of matrices q in Mat (n 1 +k(2n 2 +1))×(n 1 +k(2n 2 +1)) satisfying the property that q t v n 1 +k(2n 2 +1) − v n 1 +k(2n 2 +1) q = 0, where v n 1 +k(2n 2 +1) is a matrix only with ones on the second diagonal. After conjugating by a suitable toric element to adjust the signs, the character can be given by
(4.9)
By Theorem 5.8 of [N99] , as ϕ runs through π, the integrals in (1.3) of [GRS03] with respect to the nilpotent orbit corresponding to (p, {a 1 } ∪ a) define a geniune representation of Sp 2k (A). Let α be the highest root of Sp 2k and X α be the corresponding one-dimensional root subgroup. After taking the Fourier expansion the integral in (1.3) of [GRS03] along X α (A), we get a nonzero nontrivial Fourier coefficient. By the property at the end of Section 1 of [GRS03] , the integral in (1.3) of [GRS03] has a nonzero nontrivial Fourier coefficient along X α (A) if and only if the integral in (4.7) has a nonzero nontrivial Fourier coefficient along X α (A). Therefore, the integral (4.8) has a nonzero nontrivial Fourier coefficient along X α (A). Without loss of generality, we assume that the following Fourier coefficient is non-vanishing (4.10)
with X α being diagonally embedded into Sp 2n . We define that α i = e n 1 −n 2 +(n 2 −i)(2k+1) − e n 1 −n 2 +(n 2 −i)(2k+1)+1 and β i = e n 1 −n 2 +(n 2 −i)(2k+1)+1 − e n 1 −n 2 +(n 2 −i)(2k+1)+2k+1 for 1 ≤ i ≤ n 2 , and let X α i and X β i be the corresponding one-dimensional root subgroups, respectively. Write
Consider the quadruple (
It is easy to see that it satisfies the conditions for Lemma 2.5. Therefore, by Lemma 2.5, the integral in (4.8) is non-vanishing if and only if the following integral is non-vanishing (4.11)
Then we consider the following sequence of quadruples
Applying Lemma 2.5 repeatedly, the integral in (4.11) is non-vanishing if and only if the following integral is non-vanishing (4.12)
j=1 X β j W 1 , and ψ W 2 (xw) = ψ W 1 (w), for x ∈ n 2 j=1 X β i , and w ∈ W 1 . For 1 ≤ i ≤ n 2 and 1 ≤ j ≤ 2k − 2, let α i,j = e n 1 −n 2 +1+(i−1)(2k+1)+j − e n 1 −n 2 +1+i(2k+1) , β i,j = e n 1 −n 2 +1+(i−1)(2k+1) − e n 1 −n 2 +1+(i−1)(2k+1)+j , and let X α i,j , X β i,j be the corresponding one-dimensional root subgroups. Let
Consider the following sequence of quadruples
Applying Lemma 2.5 repeatedly, the integral in (4.12) is non-vanishing if and only if the following integral is non-vanishing (4.13)
For i = n 2 , define γ n 2 = e n 1 −n 2 −1+n 2 (2k+1) − e n 1 −n 2 +1+n 2 (2k+1) δ n 2 = e n 1 −n 2 +1+n 2 (2k+1) + e n 1 −n 2 +1+n 2 (2k+1) .
For 1 ≤ i ≤ n 2 , let X γ i , X δ i be the corresponding one-dimensional root subgroups. Write
Applying Lemma 2.5 repeatedly, the integral in (4.13) is non-vanishing if and only if the following integral is non-vanishing (4.14)
γ s = e n 1 −n 2 −1+n 2 (2k+1) − e n 1 −n 2 +1+n 2 (2k+1)+s δ s = e n 1 −n 2 +1+n 2 (2k+1)+s + e n 1 −n 2 +1+n 2 (2k+1) , and X γs , X δs be the corresponding quadruples. Let X = 
where z runs over the unipotent radical of a parabolic subgroup of GL n 1 +k(2n 2 +1) with Levi isomorphic to GL n 1 −n 2 +1 ×GL n 2 2k+1 ×GL k−1 , and z i,j = 0 for n 1 −n 2 −1+n 2 (2k+1) ≤ i ≤ n 1 −n 2 +1+n 2 (2k+1) and n 1 − n 2 +2+n 2 (2k+1) ≤ j ≤ n 1 +k(2n 2 +1); q 1 ∈ Mat (n 1 +k(2n 2 +1))×(2m) with certain conditions; p 1 ∈ Mat (2m)×(n 1 +k(2n 2 +1)) with certain conditions; q 2 ∈ Mat ′ (n 1 +k(2n 2 +1))×(n 1 +k(2n 2 +1)) with q 2 (i, j) = 0 for n 1 + 2kn 2 + 2 ≤ i ≤ n 1 + k(2n 2 + 1) and 1 ≤ j ≤ k − 1, where
consists of matrices q satisfying the property that
with v n 1 +k(2n 2 +1) being a matrix only with ones on the second diagonal; and finally 
(4.17)
Let i 0 be the first row of q 1 such that q 1 (i 0 , j) ≡ 0 for some j. Assume that the number of j's in the row i 0
s k , be the one-dimensional subgroups such that the corresponding entries are in the i-th row of q 1 must be zero, from right to left.
s k , be the one-dimensional subgroups such that the corresponding entries are in the (i + k + 2)-th column of p 1 not always zero, from bottom to top. Write W 5 be the subgroup of W 5 with p 1 part being zero, and denote
Consider the following sequence of quadruples 
Let W 6 = s j=1 X j W 5 , and ψ W 6 (xw) = ψ W 5 (w). Note that elements in W 6 have the following form
where the structures of z, q 2 , v ′ are the same as in (4.16);
such that no entries in the first (n 1 + 2n 2 k − 2) rows are always zero. If q 1 (n 1 + 2n 2 k − 1, 1 : m) has entries that are not always zero, let α i = e n 1 +2n 2 k−1 −e s i , 1 ≤ i ≤ ℓ, n−m+1 ≤ s i ≤ n, be all the roots such that the corresponding root subgroups in q 1 are not identically zero. Let
Consider the quadruple ( W 6 , ψ W 6 , X, Y ). By Lemma 2.5, the integral in (4.19) is non-vanishing if and only if the following integral is non-vanishing (4.20)
Let W 7 = Y W 6 , and ψ W 7 (yw) = ψ W 6 (w). with n 2 -copies of B. Let ǫ = (C, I 2m+2k−2 , C * ). It is easy to see that ǫ normalizes W 7 . Conjugating by ǫ from left, the integral in (4.15) becomes:
It is easy to see that
·ψ( 1 γ w n 1 +2kn 2 −1,n 1 +2kn 2 +2k+2+2m )ψ(−γw n 1 +2kn 2 +1,n 1 +2kn 2 +2k+2m ) ·ψ(a 1 w n 1 +2kn 2 ,n 1 +2kn 2 +2k+1+2m )ψ }∪a , such that after conjugating by a certain Weyl element ω 4 from the left, and considering similar quadruples as in (4.18), the following integral is non-vanishing 
which is a Fourier coefficient attached to the partition
Therefore, π has a nonzero Fourier coefficient attached to the expected partition [(2n 1 )(2n 2 + 2)(2n 2 + 1) 2k−2 (2n 2 )p
This completes the proof of the lemma.
Refined Properties of Fourier Coefficients
In this section, we assume that π is an irreducible cuspidal automorphic representation of G n (A). Theorem 4.1 shows that every partition p ∈ n m (π) is special for G n (A) = Sp 2n (A). It is also generally believed that for any p ∈ n m (π) and for a such that π has a nonzero ψ p,a -Fourier coefficient, the stabilizer Stab Lp (ψ p,a ) should be an F -anisotropic algebraic group. There is currently no direct global evidence to support this proposition, except a conjecture given by Ginzburg [G06, We study here this conjecture for G n (A) = Sp 2n (A) or Sp 2n (A). It is clear that if one knows more about the set n m (π), it would be easier to understand the conjecture. As suggested from [Ka87] , [MW87] , [M98] , and [GRS03] , the set n m (π) should contain only one partition. This is one of the problems concerning Fourier coefficients that we are going to study in our future work. On the other hand, Ginzburg, Rallis and Soudry found in [GRS03] a particular partition in n m (π), which is denoted by p(π) for all irreducible cuspidal automorphic representations π of G n (A). This particular partition p(π) has the properties that (1) every part in p(π) is even, and (2) it is "maximal at every stage" in the sense of the proof of Theorem 2.7 of [GRS03] .
The property that p(π) ∈ n m (π) is "maximal at every stage" will also play a crucial role in our investigation of the conjecture below. In the following remark, we briefly explain the meaning of being "maximal at every stage". (π) is a cuspidal representation of G n−n 1 (A) with
If we assume that the set n m (π) contains only one partition, then we only need to prove that the stabilizer Stab Lp (ψ p,a ) is F -anisotropic for p = p(π).
Theorem 5.2. Let π be an irreducible cuspidal automorphic representation of Sp 2n (A) or Sp 2n (A). Assume that the set n m (π) contains only one partition. Then for any data a such that π has a nonzero ψ p,a -Fourier coefficient with p ∈ n m (π), the stabilizer Stab Lp (ψ p,a ) is F -anisotropic.
Proof. We may write an even symplectic partition as constructed in [GRS03] as
It is enough to show that for p = p(π), all the quadratic forms
We will prove this last statement by contradiction. First, we claim that without loss of generality, we may assume that the quadratic form diag (a 1 , a 2 , . . . , a s 1 ) is F -isotropic.
Indeed assume that there exists 1 < j ≤ k such that the quadratic form
is F -isotropic. Let π 1 = F J ψ [(2n 1 )1 2n−2n 1 ],a 1 (π) be the descent of π with respect to the partition [(2n 1 )1 2n−2n 1 ] and character ψ [(2n 1 )1 2n−2n 1 ],a 1 as in [GRS11] . By assumption, π has a nonzero ψ p(π),a -Fourier coefficient. From Lemma 3.1 and Remark 5.1, π 1 is cuspidal and nonzero, and
We repeat the above procedure of doing descent and get a sequence of nonzero cuspidal representations (assuming that s 1 ≥ 2):
Then, we can start to prove the theorem by considering π j−1 i=1 s i which is cuspidal, with
Note that if s 1 = 1, then
Therefore, we have proved the claim. Now, we assume that the quadratic form diag(a 1 , a 2 , . . . , a s 1 )
is F -isotropic. Note that this implies that s 1 ≥ 2. Since every isotropic quadratic space is universal and contains a hyperbolic plane, we can assume that a 1 = 1 and a 2 = −1. We are going to show that as a cuspidal representation, π has no nonzero ψ p(π),{a} -Fourier coefficients, with a = {1, −1, a 3 , . . . , a r }, a i ∈ F * /(F * ) 2 and r = k i=1 s k . On the other hand, by the assumption of the theorem, π has a nonzero ψ p(π),{a} -Fourier coefficient, which is a contradiction.
By Lemma 3.1, it is enough to show that any ψ 
where Y is the group defined in (2.5) corresponding to the partition ; . . . ; t 1 , t 2 ).
Conjugating by ω 1 , the integral in (5.7) becomes where z in unipotent radical of the parabolic subgroup of GL 2n 1 with Levi isomorphic to GL 2 × GL 2 × · · · × GL 2 ; q 1 ∈ Mat (2n 1 )×(2n−4n 1 ) with q 1 (i, j) = 0 for i = 2n 1 −1, 2n 1 and 1 ≤ j ≤ n−2n 1 ; q 2 ∈ Mat ′ (2n 1 )×(2n 1 ) , which consists of matrices q in Mat (2n 1 )×(2n 1 ) satisfying the property that q t v 2n 1 − v 2n 1 q = 0, where v 2n 1 is a matrix only with ones on the second diagonal. The character is given by z i,i+2 + q 2 (2n 1 − 1, 1))).
(5.15)
Let ω 2 be a Weyl element which sends the one-dimensional toric subgroup in (5.9) to the following one-dimensional toric subgroup: (5.16) {diag(T ′ ; I 2n−4n 1 ; T ′′ )}, X α i , where X α i is the one-dimensional root subgroup corresponding to the root α i = e n 1 − e 2n 1 +i , for 1 ≤ i ≤ n − 2n 1 . Let C = n−2n 1 i=1 X β i , where X β i is the one-dimensional root subgroup corresponding to the root β i = e 2n 1 +i − e n 1 +1 , for 1 ≤ i ≤ n − 2n 1 .
For 1 ≤ i ≤ n 1 , 1 ≤ j ≤ i, define that γ i,j = e i + e 2n 1 −i+j , and δ i,j = −e 2n 1 −i+j − e i+1 . Let X γ i,j , X δ i,j be the corresponding one-dimensional root subgroups. Let W = C Next, we repeat the above procedure for i = 2, 3, . . . , n 1 , and for each 2 ≤ i ≤ n 1 , we consider the following sequence of quadruples: where U n 1 is the unipotent radical of the parabolic subgroup of G n with Levi isomorphic to GL n 1 1 × G n−n 1 , and
By Lemma 2.2 of [GRS03] , if the integral in (5.25) is non-vanishing, then there exists n 1 < m ≤ n, such that π has a non-zero Fourier coefficient attached to the partition [(2m)1 2n−2m ]. But, this contradicts the "maximal at every stage" property of p(π). Therefore, the integral in (5.25) is identically zero. Hence, from the above discussion, we conclude that π has no nonzero ψ [(2n 1 ) 2 1 2n−4n 1 ],{1,−1} -Fourier coefficients attached to the partition [(2n 1 ) 2 1 2n−4n 1 ]. Then, by Lemma 3.1, π has no nonzero ψ p(π),{a} -Fourier coefficients, with a = {1, −1, a 3 , . . . , a r } for all a i ∈ F * /(F * ) 2 , which contradicts the assumption of the Theorem. This completes the proof of the theorem.
Theorem 5.2 has the following application that the type of Fourier coefficients could be restricted when the underground number field F is totally imaginary. Further applications to the discrete spectrum of square-integrable automorphic forms based on the Arthur classification will be addressed in our future work.
Theorem 5.3. Assume that the number field F is totally imaginary. Let π be an irreducible cuspidal automorphic representation of Sp 2n (A), or Sp 2n (A), with the even symplectic partition constructed in Theorem 2.7 of [GRS03] p(π) = [(2n 1 )
where n 1 > n 2 > · · · > n k . Then the inequality s i ≤ 4 holds for i = 1, 2, · · · , k.
Proof. Since p(π) = [(2n 1 ) s 1 (2n 2 ) s 2 · · · (2n k ) s k ] ∈ n m (π), π must have a nonzero ψ p(π),a -Fourier coefficient for some a = {a 1 , . . . , a r } with all a i ∈ F * /(F * ) 2 , and r = k i=1 s i . Assume that there is some 1 ≤ j ≤ k, such that s j ≥ 5. Then, there is quadratic form diag(a j−1 i=1 s i +1 , a j−1 i=1 s i +2 , . . . , a j i=1 s i ),
with dimension s j ≥ 5. Since F is a totally imaginary number field, it is well-known that any non-degenerate quadratic form of dimension bigger than or equal to 5 is F -isotropic. is F -anisotropic for every 1 ≤ j ≤ k. This contradiction implies that for all i = 1, 2, · · · , k, the inequality s i ≤ 4 must hold.
Remark 5.4. The assumption that F is totally imaginary in Theorem 5.3 is not merely for a technical reason. Without it the statement of the theorem may no longer be true.
