Abstract-A physical-layer network coded two-way relay system applying Low-Density Parity-Check (LDPC) codes for error correction is considered in this paper, where two sources A and B desire to exchange information with each other by the help of a relay R. The critical process in such a system is the calculation of the network-coded transmit word at the relay on basis of the superimposed channel-coded QPSK words of the two sources. For this joint channel-decoding and network-encoding task a generalized Sum-Product Algorithm (SPA) over F16 is developed. This novel iterative decoding approach outperforms other recently proposed schemes as demonstrated by simulations.
I. INTRODUCTION
The concept of network coding enables throughput enhancements by allowing the intermediate nodes to perform operations on the incoming data [1] . The basic idea can be applied to wireless two-way relay systems, where two sources A and B want to exchange information with each other by the help of a relay node R. In a direct approach the sources send their information one after the other to R and the relay transmits the XOR of both received messages to the sources in a third time slot exploring the broadcast nature of the wireless channel [2] . As both sources know what they have transmitted previously, they can estimate the message of the other source by simple XOR operation. Allowing A and B to transmit their information simultaneously to R, the number of time slots for information exchange can be reduced to two. As the information of both sources are combined during the transmission, this scheme is called physical-layer network coding (PLNC) [3] . In PLNC a relay is not required to decode the information of the two sources explicitly, but it can map the received signal directly to a network encoded signal to be relayed. Such modulation-demodulation approaches neglecting the impact of channel coding have been considered in [3] , [4] . Extensions for Joint Channel decoding and physicallayer Network Coding (JCNC) have been introduced in [5] , [6] . Applying the same linear channel code at both source nodes, the XOR of both source codewords is also a valid codeword. Thus, the received signal can be decoded to the XOR of the source information at the relay without changing This work was supported in part by the German Research Foundation (DFG) under grant Wu 499/7. the decoding algorithm. As this approach looses information, decoding based on the Arithmetic-Sum (AS-JCNC) of the source codewords was proposed for Repeat Accumulate (RA) codes in [7] and for LDPC codes in [8] , [9] requiring an adapted channel decoder at the relay. As these schemes were restricted to AWGN channels with BPSK transmission, a generalization with respect to fading channels was presented in [10] . In this contribution, we extend the proposed scheme to QPSK transmission, leading to sixteen different undisturbed receive values. For this system we develop a Generalized SumProduct Algorithm (G-SPA) over the Galois field F 16 [11] , [12] resulting in improved performance.
The remainder of this paper is organized as follows. In Section II the two-way relaying system is introduced. In Section III common schemes for joint channel decoding and physical-layer network coding from the literature are reviewed. Our new approach is developed in Section IV and the performance of the different schemes is compared in Section V. The paper is finished by a summary in Section VI.
II. SYSTEM MODEL
The two-way relay system with two sources A and B, and one relay R is shown in Fig. 1 . Both sources wish to exchange information with each other by the help of R as no direct link is present. It is assumed, that all nodes are perfectly synchronized and operate in half-duplex mode, i.e., they can not receive and transmit simultaneously. denoted as source codewords. Afterwards, the codewords are QPSK-modulated to x A = M{c A } and x B = M{c B } according to the mapping rule {00, 10, 01, 11} → {1, j, −1, −j}.
In order to ease the notation, the time index will be avoided whenever possible, e.g., c A denotes an arbitrary tuple of the source codeword c A . The same argument holds for the elements of the remaining vectors. The two-way relaying transmission consists of a multiple access (MAC) and a broadcast (BC) stage. In the MAC stage, both sources transmit x A and x B to the relay R simultaneously. Thus, the -th received signal at R is given by the linear superposition of the transmit signals weighted by the fading coefficients h A ( ) and h B ( ), i.e.,
The elements of the noise vector n R at R are i.i.d zeromean complex Gaussian random variables with variance σ 2 n . For network coding the relay performs an estimation with respect to the XOR of the source codewords c A⊕B = c A ⊕ c B based on y R . This estimated relay codeword c R =ĉ A⊕B is again QPSK-modulated and the relay transmits x R = M{c R } towards both sources A and B in the BC stage. For simplicity it is assumed, that the transmission channels are reciprocal, the relay R transmits with the same power as both sources, and the noise variance is again σ 2 n . Thus, the -th received signals at A and B are given by 
For the critical step of channel decoding and physical-layer network encoding at the relay, a new decoding algorithm for y R → c R is derived in this paper for QPSK transmission. This new algorithm makes full use of both channel codes in combination with the PLNC scheme.
01 01 00 The a-priori probabilities for c AB = C AB (i) and s AB = S AB (i) are given for equally likely code symbols by
The probability density for y R given the noise-free receive signal s AB ∈ S AB corresponds to
Thus, the probability that the signal s AB = S AB (i) was transmitted given the current receive signal y R is
As the sum over all probabilities P i equals 1, the constant C = 16 Pr{y R } in (4) can be calculated and is used to normalize the probabilities P i .
III. COMMON DECODING SCHEMES
In this section two common approaches to perform the decoding at the relay are shortly repeated.
A. Separated Channel Decoding (SCD)
The estimation of the source information at the relay can be interpreted as the traditional multiple access problem, which aims to estimate c A and c B explicitly by Separated Channel Decoding (SCD). One simple approach performs a decoding of c A and c B on basis of the receive word y R in parallel (called P-SCD). The a-posteriori probabilities (APPs) for c A given the receive signal y R are given by
and can be calculated using (4). Here, Ω is fed to the decoder B to yield the estimateĉ B . Finally, the decoder output vectorsĉ A andĉ B are combined to achieve the relay codeword c R =ĉ A ⊕ĉ B . Thus, at the relay common network coding is performed as presented in [2] 
Alternatively, for successive decoding (called S-SCD) the decoding result of the channel with the larger fading gain is subtracted form the receive signal and a common decoding for the second codeword with respect to this interference reduced signal is performed.
B. Joint Channel Decoding and Physical-Layer Network Coding (JCNC)
For physical-layer network coding the relay is asked to generate from the receive signal y R a network coded symbol x R being a function of c A and c B (or x A and x B ). To build this relay codeword c R it is not necessary that the relay knows the source codewords c A and c B explicitly as observed in [3] .
Since c A and c B are codewords of the same linear channel code Γ, the modulo-2 sum c A⊕B = c A ⊕ c B is also a valid codeword of Γ. Thus, Joint Channel decoding and physicallayer Network Coding (JCNC) aims to estimate that codeword c A⊕B that caused the observation y R most likely using a standard decoding algorithm, i.e., by SPA for LDPC codes. To this end, the APPs for c A⊕B,ν = 0 and c A⊕B,ν = 1 have to be determined with respect to the corresponding observation y R . The APPs
can again be calculated using (4). Now, Ψ 
is fed to the SPA. At the output the estimate for the relay codeword c R =ĉ A⊕B is achieved which is then transmitted to both sources after QPSK-modulation. The basic idea of this approach is the estimation of the XOR of the two source vectors using a common decoder. However, this direct decoding y R →ĉ A⊕B discards useful information provided by the two channel codes [7] . In order to improve the decoding at the relay, an improved decoding algorithm is presented in the next section.
IV. GENERALIZED JOINT CHANNEL DECODING AND PHYSICAL-LAYER NETWORK CODING (G-JCNC)

A. General Approach
Instead of decoding the source signals separately as presented in Section III-A or by decoding with respect to the XOR as in Section III-B, we propose to decode the two codes jointly within a Generalized Sum-Product Algorithm (G-SPA). Thus, first the decoding y R →ĉ AB with respect to F 16 is performed and then the physical layer network codingĉ AB → c R is executed by a corresponding mapping rule. This approach fully exploits all available information about the superimposed receive signal as well as the code structure of both channel codes within the decoding.
The basic idea goes back to the Arithmetic-Sum JCNC (AS-JCNC) approach presented in [7] - [9] , where the authors restricted the analysis to the transmission of BPSK signals over AWGN channels which results in only three different undisturbed signal levels S AB = {−2, 0, 2} where s AB = 0 is true for the two cases where x A = x B . However, as the gains h A and h B are usually different for fading channels, the knowledge due to the four different receive signal levels should be used in the decoding process by means of a Generalized-SPA over F 4 as presented in [10] and denoted as G-SPA 4 . In this paper, we extend this scheme with respect to the transmission of QPSK signals resulting in a G-SPA over F 16 called G-SPA 16 in the sequel.
For the G-SPA 16 scheme a slightly different encoding process compared to the system defined in Sec. II is assumed, where two similar encoders are used to achieve the code bits streams Basically, each code symbol of a linear channel code consists of the modulo-2 sum of some information bits, e.g., the codebit c A,ν ( ) of Γ is given by the sum of the ν-th and the μ-th information bits c A,1 ( ) = b A,1 (ν) ⊕ b A,1 (μ). As the same code is used for both code bit streams at both sources, the -th 16-ary signal c AB ( ) calculates as
Thus, c AB ( ) is simply given by the sum of the 16-ary information symbols
. Similarly, if a code bit equals the modulo-2 sum of more than two information bits, the symbol c AB ( ) is given by the sum of the corresponding 16-ary symbols b AB (·) in F 16 . Based on this observation, the overall encoding process of b AB → c AB can be interpreted as a LDPC code over F 16 with the restriction, that the elements of the resulting parity check matrix are either 0 or 1+D+D 2 +D 3 . Consequently, a SPA for F 16 can be used for decoding [12] . In a similar way also the sum of several code symbols c AB (·) has to be executed.
B. Messages and Initialization
The G-SPA 16 determines iteratively the a-posteriori probability of each message symbol c AB and it is conveniently described over a factor graph which depicts the relations between the variable nodes and the check nodes defined by the parity check matrix H of the LDPC code [11] .
The probability mass function for a 16-ary random variable can be represented by the probability vector p = [p 0 . . . p 15 ] where p i denotes the probability that the value of the variable is C AB (i) with i ∈ {0, 1, . . . , 15} and 15 i=0 p i = 1 holds. Within the G-SPA 16 these probability vectors are exchanged between the variable nodes and the check nodes as messages. The initial message of variable node c AB given the received signal y R equals
with probabilities P i = Pr{c AB = C AB (i)|y R } given in (4). Within the G-SPA 16 the same message updating rules at the variable and the check nodes are used as discussed in [11] . Consistently, the update functions at the variable nodes and at the check nodes are defined as VAR and CHK, respectively. Subsequently, the discussion will be restricted to nodes of degree three, i.e., the nodes are connected by three edges. Messages from variable nodes (or check nodes) with degree larger than three can be calculated by
where p and q denote corresponding input messages of the variable nodes (or check nodes) [11] .
C. Output Message of Variable Nodes
When the two input messages p = [p 0 . . . p 15 ] and q = [q 0 . . . q 15 ] arrive at the variable node c AB ( ), the probability that the code symbol c AB ( ) is C AB (i), 0 ≤ i ≤ 15, is given by
where β = Pr{p} Pr{q} Pr{cAB( )=CAB(i)} Pr{p,q} is a normalization factor. Since the sum of the probabilities (12) should be 1 over all i, the normalization factor equals β = 1/ 
Here, the variable ψ k,i denotes the integer representation of
. Finally, the message vector out of one check node equals
E. Finalization and PLNC Mapping
The decoding is stopped if all parity check equations are fulfilled or the maximum number of iterations is reached. Otherwise, the algorithm proceeds with steps C and D for further iterations until one of these conditions is fulfilled. At the end the decoding algorithm generates the APP vector p with p i = Pr{c AB ( ) = C AB (i)|y R } for each code symbol c AB ( ) and the PLNC mapping is done by 
V. SIMULATION RESULTS
In this section, the performance of the proposed G-JCNC scheme using G-SPA 16 is compared to the separated channel decoding schemes P-SCD and S-SCD of Sec. III-A, and the JCNC of Sec. III-B. Optimized LDPC codes for code rate R c = 0.4 and codeword length N = 1000 for the schemes of Sec. III and N = 500 for G-JCNC are used to yield equal frame length of L = 500 [13] . All SPA decoders perform 10 iterations. For the first simulations, a normalized fading channel is considered, where the channel for A is always h A = 1 and the channel for B is uniformly distributed on the unit circle with an angle between π/8 and 3π/8, i.e., h B = exp(jφ) with φ ∼ U (π/8, 3π/8), but remains constant for one transmission block. Thus, both channels have the same reliability, but a strong overlapping of the QPSK symbols of A and B is avoided by the restricted phase rotation. This enables an investigation of the decoding gain of the different approaches neglecting the influence of fading or diversity. is achieved. This justifies the application of a G-SPA over F 16 . If the channel h B contains arbitrary elements on the unit circle, it is likely that receive signal space S AB contains only four well distinguishable signals. Thus, the performance of all detection schemes would be bad. Fig. 3 shows BERs for an OFDM system where 500 out of N C = 512 sub carriers are used for data transmission. The fading coefficients h A and h B are given by the IFFT of the corresponding frequency-selective fading channels of order 7 containing i.i.d. elements. Thus, on some sub carriers the receive signal space does not contain 16 well distinguishable points leading to similar APPs for different events S AB (i). Consequently, the gains for our new approach are reduced in comparison to Fig. 2 . However, improvements of more than 1 dB for BER of 10 −5 are still achieved.
VI. SUMMARY In this paper joint channel decoding and physical-layer network coding in two-way relay systems with QPSK transmission is investigated. The new decoding approach Generalized Joint Channel decoding and physical-layer Network Coding (G-JCNC) was presented to estimate the XOR of the two source codewords at the relay from the superimposed receive signal exploiting the overall channel code. To this end a Generalized Sum-Product Algorithm (G-SPA) was derived which performs decoding with respect to F 16 . The simulation results show a significant performance improvement in comparison to the schemes from the literature.
