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CONVERGENCE OF SERIES OF STRONGLY INTEGRABLE
RANDOM VARIABLES AND APPLICATIONS
FAKHREDDINE BOUKHARI AND DOUNYAZED MALTI
Abstract. We investigate the convergence of series of random variables with
second exponential moments. We give sufficient conditions for the convergence
of these series with respect to an exponential Orlicz norm and almost surely.
Applying this result to d-subgaussian series, we examine the asymptotic be-
havior of weighted series of subgaussian random variables in a unified setting.
1. Introduction
Let a˜ = {ak, k ≥ 1} be a sequence of real numbers, X = {Xk, k ≥ 1} a sequence
of real random variables, defined on some probability space (Ω,F , P ). We focus
on the asymptotic behavior of the weighted series S(a˜,X ) = ∑n anXn, when the
increments belong to some exponential Orlicz space. This problem was examined
for the first time by Chow [6] when X is a sequence of independent subgaussian
random variables. In Azuma [3] the series S(a˜,X ) were investigated when the
increments form a sequence of conditionally subgaussian random variables. These
results were extended to m-dependent subgaussian random variables by Ouy [16]
and to negatively dependent subgaussian random variables by Amini et al [1, 2].
More recently Guiliano et al [9] examined the convergence of the series S(a˜,X ) when
X is an m-acceptable sequence of φ-subgaussian random variables, they obtained
positive results assuming that x 7→ φ(|x|1/p) is a convex function for some p ∈ [1, 2],
then they deduced the corresponding results for the classical subgaussian case.
In this note, we first study the asymptotic behavior of the series S = {∑n1 Xk, n ≥
1}, when X is a sequence of random variables satisfying some increment condi-
tion with respect to an exponential Orlicz norm, defined by the function ϕ(x) =
exp (x2) − 1. Using the entropy criterion of Dudley, we prove our main result in
section 2. When the series S converges, we provide estimates for the Orlicz norms
of the limit and the two-sided maximal function of its partial sums. We would like
to underline the fact that the result of section 2 is stated without any assumption
on the dependence structure of X .
Subgaussian random variables are typical examples of random variables belong-
ing to the Orlicz space Lϕ(Ω). We collect some useful facts about these variables in
section 3, we also introduce the class of processes with d-subgaussian increments.
This last notion will be crucial in our investigation.
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In section 4 the problem of convergence of the series S(a˜,X ) is considered as-
suming that X is a d-subgaussian increments sequence. This framework enables us
to deduce corresponding results for series of independent or negatively dependent
increments and for conditionally subgaussian series, we thus recover some results
of [1, 2, 3, 6, 9]. Finally, we examine an example of a d-subgaussian series, which
is beyond the scope of the last quoted papers.
2. Convergence of Lϕ-valued series under increment condition
Let (Ω,F , P ) be a probability space, a Young function ψ : R+ −→ R+ is an
increasing convex function with ψ(0) = 0 and ψ(x)→ +∞ when x→ +∞. For any
Young function ψ we can associate the Orlicz space Lψ(Ω), the space of random
variable X : Ω −→ R such that E(ψ(a|X |)) < ∞ for some 0 < a < ∞, see for
instance Chapter III in [17]. Recall that the space Lψ(Ω) is endowed with the norm
∀X ∈ Lψ(P ), ‖X‖ψ = inf
{
c > 0 : E
(
ψ{ |X |
c
}) ≤ 1}
and that
(
Lψ(Ω), ‖ · ‖ψ
)
is a Banach space.
Let E be a non empty set, a pseudo-metric d is a positive application on E ×E
which has the properties of a distance except that it does not necessarily separate
points (d(s, t) = 0 does not always imply s = t). For a pseudo-metric space (E, d)
and δ > 0, the δ-entropy number N(E, d, δ) is the smallest covering number (pos-
sibly infinite) of E by open d-balls of radius δ. Dudley [7] used this last notion
to formulate his famous entropy criterion for local continuity and boundedness of
sample paths of Gaussian processes. This result was further extended by Pisier
to non-Gaussian processes satisfying incremental Orlicz conditions, see for instance
[14], Chapter XI. Since we only deal with random series, we state Dudley’s criterion
for countably indexed processes.
Theorem 2.1 (Dudley). Let E be a countable set, provided with a pseudo-metric
d and let X = {Xt, t ∈ E} be a stochastic precess indexed on E, with a basic
probability space (Ω,F , P ), and satisfying the following increment condition
∀s, t ∈ E, ‖Xt −Xs‖ψ ≤ d(s, t).
Set diam(E, d) = sups,t∈E d(s, t) and assume that the entropy integral
I(E, d) =
∫ diam(E,d)
0
ψ−1
(
N(E, d, u)
)
du
is convergent. Then
(2.1)
∥∥ sup
s,t∈E
|Xt −Xs|
∥∥
ψ
≤ 8 I(E, d).
Remark 2.2. Theorem 2.1 is stated and proved in [20] with a universal constant
C in (2.1).
From now on, ϕ will denote the Young function defined on R+ by ϕ(x) =
exp(x2) − 1, Lϕ(Ω) the corresponding Orlicz space. Consider a sequence of real
random variables X = {Xk, k ≥ 1} in Lϕ(Ω) and the sequence of their partial
sums S = {Sn, n ≥ 1}, that is Sn =
∑n
k=1Xk for n ≥ 1. In this section we are
interested in the asymptotic behavior of the series S when the sequence X satisfies
the following increment condition:
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For some sequence u˜ = {uk, k ≥ 1} of positive real numbers, and some α > 0,
we have
(2.2) ∀ 0 ≤ n < m <∞, ‖
m∑
k=n+1
Xk‖ϕ ≤
( m∑
k=n+1
uk
)α
We emphasize that this will be the only condition on X for the validity of our
main result (Theorem 2.3), in particular there is no restriction on the dependence
structure of the underlying sequence.
Theorem 2.3. Let {Xk, k ≥ 1} be a sequence of random variables in Lϕ(Ω)
satisfying the increment condition (2.2), then
(2.3)
∥∥∥ max
n<s<t≤m
|
t∑
k=s+1
Xk|
∥∥∥
ϕ
≤ 8C(α)
( m∑
k=n+1
uk
)α
,
for 0 ≤ n < m <∞, where C(α) = 22α+2√
α
∫ +∞√
α ln 3
x2e−x
2
dx <∞ .
If in addition the series
∑
k≥1 uk converges, then (2.3) holds true for m =∞, the
sequence of partial sums S = {Sn, n ≥ 1} converges in Lϕ(Ω) and P -almost surely
to a random variable S∞ ∈ Lϕ(Ω) such that ‖S∞‖ϕ ≤ (
∑
k≥1 uk)
α, furthermore
(2.4)
∥∥∥ sup
1≤i<j
|
j∑
k=i+1
Xk|
∥∥∥
ϕ
≤ 8C(α)
( ∞∑
k=1
uk
)α
.
Proof. We first prove (2.4), let α > 0, assume u :=
∑
k≥1 uk < ∞ and set S0 =
0, U0 = 0, Un =
∑n
k=1 uk for n ≥ 1 and U = {Un, n ≥ 0}. We will apply Theorem
2.1 with E = N, endowed with the pseudo metric dϕ(n,m) = ‖Sm − Sn‖ϕ for
n ≤ m, to succeed we need to estimate the entropy numbers N(N, dϕ, ǫ). Let d be
the distance defined on N2 by d(i, i) = 0 for each i ∈ N and d(i, j) =∑i∨jk=i∧j+1 uk
otherwise. Using dϕ and d, assumption (2.2) becomes dϕ(n,m) ≤ dα(n,m) for all
n,m in N. We also have sups,t≥0 d(s, t) = u < ∞, hence N(N, d, ǫ) < ∞ for any
ǫ > 0, this entails the existence of a finite sequence {lk, 1 ≤ k ≤ N(N, d, ǫ)} in N,
and a finite collection of open d-balls {Bd(lk, ǫ), 1 ≤ k ≤ N(N, d, ǫ)} which form
an ǫ-covering of N. Thus
N ⊂
N(N,d,ǫ)⋃
k=1
Bd(lk, ǫ) ⊂
N(N,d,ǫ)⋃
k=1
Bdϕ(lk, ǫ
α),
this shows that
(2.5) N(N, dϕ, ǫ
α) ≤ N(N, d, ǫ).
Let a, b be two reals with a < b, d0 the usual distance on R (d0(x, y) = |x − y| for
x, y in R) and denote by [x] the greatest integer less than or equal to the real x. It
is well-known that N([a, b], d0, δ) ≤ [ b−aδ ] + 1 ≤ 2 b−aδ , for any 0 < δ < b − a, this
and the fact that U is a subset of [0,u], yield
(2.6) N(U , d0, δ) ≤ N([0,u], d0, δ) ≤ 2 u
δ
,
for any 0 < δ < u. Now U is a countable set and d(n,m) = d0(Un, Um), so we
can assign to each open d-ball Bd(n, δ) of (N, d), one and only one open d0-ball
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Bd0(Un, δ) of (U , d0) such that: m ∈ Bd(n, δ) if and only if Um ∈ Bd0(Un, δ).
Combining this with (2.6), we obtain
N(N, d, δ) = N(U , d0, δ) ≤ 2 u
δ
for 0 < δ < u.
Thus taking δ = ǫ1/α in this last estimate and making use of (2.5), we get
N(N, dϕ, ǫ) ≤ 2u ǫ− 1α for 0 < ǫ < uα.
This inequality is enough to ensure the finiteness of the entropy integral I(N, dϕ)
in Dudley’s Theorem, indeed it is easily seen that ϕ−1(x) =
√
ln(x + 1) for x > 0
and diam(N, dϕ) = supn,m≥1 dϕ(n,m) ≤ uα. On the other hand, as x > x+12 for
any x > 1, we may write
I(N, dϕ) ≤
∫
u
α
0
√
ln
(
2u ǫ−
1
α + 1
)
dǫ ≤
[22α+2√
α
∫ +∞
√
α ln 3
x2e−x
2
dx
]
uα := C(α)uα
with C(α) = 2
2α+2
√
α
∫ +∞√
α ln 3 x
2e−x
2
dx < ∞. Combining this with (2.1), we reach
that
∥∥∥ sup
i,j≥1
|
j∑
k=i
Xk|
∥∥∥
ϕ
≤ 8C(α)uα,
which is exactly (2.4). To prove (2.3), fix 0 ≤ n < m <∞ and apply the first step to
the sequences {Yk, k ≥ 1} and {vk, k ≥ 1}, where we have set Yk = Xk, vk = uk for
n < k ≤ m and Yk = 0, vk = 0 otherwise. It is clear that the increment condition
(2.2) is fulfilled for these new sequences, moreover
∑
k≥1 vk =
∑m
k=n+1 uk < ∞,
hence one has by (2.4)
∥∥∥ max
n<s<t≤m
|
t∑
k=s+1
Xk|
∥∥∥
ϕ
=
∥∥∥ sup
1≤i<j
|
j∑
k=i+1
Yk|
∥∥∥
ϕ
≤ 8C(α)
( ∞∑
k=1
vk
)α
= 8C(α)
( m∑
k=n+1
uk
)α
.
Now we turn to the convergence problem of the series S. Since∑k≥1 uk <∞, then
(2.2) immediately gives ‖∑mk=n+1Xk‖ϕ −→ 0 as n,m→∞, thereby S is a Cauchy
sequence in Lϕ(Ω), so it converges in ‖·‖ϕ-norm to a random variable S∞ ∈ Lϕ(Ω),
moreover taking n = 0 and letting m tend to infinity in (2.2), we get ‖S∞‖ϕ ≤ uα.
For the almost sure convergence, let n, r ≥ 1, making use of Markov’s inequality,
the fact that ‖ · ‖1 ≤ ‖ · ‖ϕ and (2.3), we obtain
P
(
sup
1≤k≤r
∣∣Sn+k − Sn∣∣ > ǫ) ≤ 1
ǫ
∥∥∥ sup
n<j≤n+r
|
j∑
i=n+1
Xi|
∥∥∥
ϕ
≤ 8C(α)
ǫ
( ∞∑
k=n+1
uk
)α
,
for any ǫ > 0. Consequently P
(
supk≥1
∣∣Sn+k − Sn∣∣ > ǫ) −→ 0 as n → ∞, which
proves the almost sure convergence of S and achieves the proof of Theorem 2.3. 
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Remarks 2.4. For α > 0, C(α) will denote the positive constant of Theorem 2.3,
in particular C(1/2) ≃ 8.26 and
C(α) ≤
√
2
α
[
(
4
3
)α
√
2α ln 3 + 4α
√
π
2
]
,
3. processes with d-subgaussian increments
Subgaussian random variables were introduced by Kahane [11] in his study of
random Fourier series. (see also [12], Chapter VI) Later on the class of subgaussian
random variables was studied thoroughly by Buldygin and Kozachenko [4].
A real random variable X is called subgaussian if there exists c ≥ 0 such that
∀t ∈ R, E exp{tX} ≤ exp{c2t2
2
}
.
Centered Gaussian random variables and centered bounded random variables are
examples of subgaussian random variables. Thus we can easily build subgaussian
random variables by truncation and mean-centering.
Following [5], we denote by Sub(Ω) the class of subgaussian random variables,
defined on some probability space (Ω,F , P ). For any X ∈ Sub(Ω), we can associate
its subgaussian standard τ(X) defined by
τ(X) = inf
{
c ≥ 0 : E exp{tX} ≤ exp{c2t2
2
}
, t ∈ R
}
.
It is worth noting that the application X −→ τ(X) induces a norm on Sub(Ω),
moreover
Theorem 3.1 ([5], Theorem 1.2). The space Sub(Ω) is a Banach space with respect
to the norm τ(·).
The space of subgaussian random variables Sub(Ω) is a subspace of Orlicz space
Lϕ(Ω) of section 2. To be more precise, if L01(Ω) stands for the space of inte-
grable and centered random variables, then Sub(Ω) = Lϕ(Ω)∩L01(Ω). Furthermore
Kozachenko and Ostrovsky showed that τ(·) and ‖ · ‖ϕ are equivalent on Sub(Ω).
Giuliano [8] strengthened their result by proving that
(3.1)
1
2
√
2
τ(X) ≤ ‖X‖ϕ ≤
√
2 + 2
√
2 τ(X),
for any X ∈ Sub(Ω).
Notation : For a sequence X = {Xk, k ≥ 1} in Sub(Ω), we will denote by
τ = {τk, k ≥ 1} the sequence of its subgaussian standards, i.e. τk = τ(Xk)
for k ≥ 1, for such random variables we will write Xk →֒ Sub(τk). We also set
Sn =
∑n
k=1Xk for n ≥ 1.
Definition 3.2 ([14], p.322). Let (T, d) be a pseudo-metric space, Z = {Zt, t ∈ T }
a stochastic precess in Sub(Ω).
• The process Z is said to have d-subgaussian increments, if for all λ ∈ R
and all u, v ∈ T
(3.2) E exp
{
λ(Zv − Zu)
} ≤ exp{d2(u, v) λ2
2
}
.
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• A random series S = {Sn, n ≥ 1} fulfilling (3.2), will be called a d-
subgaussian series. If X1 = S1, Xk = Sk − Sk−1 for k ≥ 2, then X =
{Xk, k ≥ 1} will be called the d-subgaussian increments sequence of S or
simply the d-subgaussian increments sequence.
Gaussian processes are certainly prime examples of processes with d-subgaussian
increments, however the class of processes with d-subgaussian increments is large.
Actually, we can build examples of such processes using random series of functions,
see for instance Example 5.5 in [10]. Here we have chosen to borrow an example
from the theory of stochastic integration.
Example 3.3. Let B = {Bt, t ≥ 0} be a standard Brownian motion defined on
(Ω, F , P ), Ft = σ{Bu, u ≤ t} its natural filtration and H = {Ht, t ≥ 0} an
adapted, continuous process, such that P{|Ht| ≤ K} = 1 for all t ≥ 0 and some
positive constant K. Set for t ≥ 0
Mt =
∫ t
0
HudBu and M = {Mt, t ≥ 0}.
M = {Mt, t ≥ 0} is a continuous local martingale and <M,M>t=
∫ t
0 H
2
udu for
any t ≥ 0. Making use of Itoˆ’s Formula, we conclude that the positive process
Eλ(M) =
{
exp{λMt − λ
2
2
∫ t
0
H2udu}, t ≥ 0
}
is also a continuous local martingale, thus it is a supermartingale. Therefore
E
(
exp{λMt − λ
2
2
∫ t
0
H2udu}/Fs
) ≤ exp{λMs − λ2
2
∫ s
0
H2udu},
for any 0 ≤ s ≤ t, which is equivalent to
E
(
exp{λ(Mt −Ms)− λ
2
2
∫ t
s
H2udu}/Fs
) ≤ 1.
Now taking expectation in the previous inequality and using the boundedness as-
sumption on H, we reach that
E exp{λ(Mt −Ms)} ≤ exp{K
2(t− s)λ2
2
}
for all λ ∈ R. Hence M is a process with d-subgaussian increments, where we have
set d2(s, t) = K2|t− s| for s, t ≥ 0. On the other hand, if the bounded process H is
chosen such that for some t > 0,
∫ t
0 H
2
udu is not deterministic, then M can not be
a Gaussian process, see for instance [18], Chapter IV.
Remark 3.4. Let 0 ≤ i < j, X = {Xk, k ≥ 1} a sequence of random variables in
Sub(Ω) with Xk →֒ Sub(τk) for k ≥ 1. In view of Theorem 3.1, Sj − Si ∈ Sub(Ω)
and τ(Sj − Si) ≤
∑j
i+1 τk, thus
∀t ∈ R, E exp {t(Sj − Si)} ≤ exp
{δ2(i, j) t2
2
}
,
where we have set δ(i, i) = 0 and δ(i, j) =
∑i∨j
i∧j+1 τk for i 6= j. This shows that
{Sn, n ≥ 1} is a δ-subgaussian series.
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4. Convergence of weighted series of subgaussian random variables
In this section we focus on the convergence problem of series with d-subgaussian
increments. The main idea is to rewrite Theorem 2.3 for these series by means of the
equivalence between τ(·) and ‖·‖ϕ given by (3.1). For any sequence Y = {Yk, k ≥ 1}
in Sub(Ω), S(Y) = {Sn(Y), n ≥ 1} will denote the sequence of its partial sums.
Let 0 ≤ n < m and set
(4.1) S∗n,m(Y) = max
n<i<j≤m
|
j∑
k=i+1
Yk| and S∗(Y) = sup
1≤i<j
|
j∑
k=i+1
Yk|,
Definition 4.1. Let 0 < α ≤ 1, u˜ = {uk, k ≥ 1} a sequence of positive real
numbers. du˜,α is the distance defined on N
2 by
du˜,α(i, i) = 0 and du˜,α(i, j) =
( i∨j∑
k=i∧j+1
uk
)α
,
for i, j ∈ N with i 6= j. When uk = τ2k for all k in N\{0}, we will write dτ2,α.
Theorem 4.2. Let 0 < α ≤ 1, Y = {Yk, k ≥ 1} a du˜,α-subgaussian increments
sequence, then
‖S∗n,m(Y)‖ϕ ≤ 8
√
2 + 2
√
2C(α) du˜,α(n,m)
for 0 ≤ n < m, where C(α) is the constant defined in Theorem 2.3.
If in addition u :=
∑
k≥1 uk < ∞, then ‖S∗(Y)‖ϕ ≤ 8
√
2 + 2
√
2 C(α) uα,
furthermore the series {Sn(Y), n ≥ 1} converges with respect to the norms τ(·)
and ‖ · ‖ϕ and P -almost surely to a random variable S∞(Y) ∈ Sub(Ω) fulfilling
τ
(
S∞(Y)
) ≤ uα and ‖S∞(Y)‖ϕ ≤
√
2 + 2
√
2 uα.
Proof. Let 0 ≤ n < m and set u′k = (2+2
√
2)
1
2α uk for k ≥ 1, as S(Y) is a sequence
with du˜,α-subgaussian increments, we have
(4.2) τ
( m∑
k=n+1
Yk
) ≤ du˜,α(n,m) = (
m∑
k=n+1
uk
)α
.
This and (3.1), yield
‖
m∑
k=n+1
Yk‖ϕ ≤
√
2 + 2
√
2 τ
( m∑
n+1
Yk
) ≤ (
m∑
n+1
u
′
k
)α
.
Thus the increment condition (2.2) of section 2 is fulfilled for {Yk, k ≥ 1} and
{u′k, k ≥ 1}, the result follows immediately by applying Theorem 2.3, in particular
S(Y) converges with respect to τ(·), to a random variable S∞ ∈ Sub(Ω). Going
back to (4.2), putting n = 0 and letting m tend to infinity we get τ
(
S∞(Y)
) ≤ uα,
this and (3.1) allow us to conclude that ‖S∞(Y)‖ϕ ≤
√
2 + 2
√
2uα. 
Now we apply Theorem 4.2 in the study of the asymptotic behavior of weighted
series of subgaussian random variables. Let a˜ = {ak, k ≥ 1} be a sequence of real
numbers, X = {Xk, k ≥ 1} ∈ Sub(Ω) and S(a˜,X ) = {Sn(a˜,X ), n ≥ 1}, where we
have set
Sn(a˜,X ) =
n∑
1
akXk, n ≥ 1.
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Corollary 4.3. Let X be a sequence in Sub(Ω), with Xk →֒ Sub(τk) for k ≥ 1 and
assume
∑∞
k=1 |ak|τk < ∞. Then the sequence of partial sums S(a˜,X ) converges
with respect to the norms τ(·) and ‖·‖ϕ and P -almost surely to S∞(a˜,X ) ∈ Sub(Ω),
such that
τ
(
S∞(a˜,X )
) ≤
∞∑
k=1
|ak|τk and ‖S∞(a˜,X )‖ϕ ≤
√
2 + 2
√
2
∞∑
k=1
|ak|τk.
Proof. For k ≥ 1, let uk = |ak|τk and u˜ = {uk, k ≥ 1}, then τ(akXk) = uk, but as
du˜,1 coincide with the metric δ of Remark 3.4, then S(a˜,X ) is a du˜,1-subgaussian
series. The conclusion follows by applying Theorem 4.2 to Y = {akXk, k ≥ 1}. 
The question raised by the definition of a d-subgaussian process and Theorem
4.2, is how to find a suitable pseudo-metric d such that (3.2) holds true? Remark
3.4 shows that a series in Sub(Ω) is always a δ-subgaussian series, however when
some knowledge of the dependence structure of the underlying sequence is available,
then we can replace the trivial distance δ by a more accurate metric. Let us recall
some dependence concepts which will be useful for our purpose, we begin by the
notion of negative dependence, introduced by Lehmann [15].
Definition 4.4.
• Let n ≥ 2, x1, x2, . . . , xn ∈ R. The real random variables X1, X2, . . . , Xn
are said to be negatively dependent (ND) if
P
{ n⋂
k=1
{Xk ≤ xk}
}
≤
n∏
k=1
P{Xk ≤ xk} and P
{ n⋂
k=1
{Xk > xk}
}
≤
n∏
k=1
P{Xk > xk}.
• A sequence X = {Xk, k ≥ 1} is said to be negatively dependent (ND) if
any finite subfamily Xi1 , Xi2 , . . . , Xin is negatively dependent.
The second notion we need was introduced by Azuma [3], let c = {ck, k ≥ 1}
be a sequence of positive real numbers, B = {Bk, k ≥ 0} an increasing family of
sub σ-algebras of F , such that B0 = {∅,Ω}.
Definition 4.5. Let X = {Xk, k ≥ 1} be a sequence of random variables, we
will say that X is (B, c2)-conditionally subgaussian if it is a sequence of martingale
differences with respect to B and
∀t ∈ R, E(exp{tXk}/Bk−1) ≤ exp
{c2kt2
2
}
P. a. s for k ≥ 1.
For a sequence X ∈ Sub(Ω) enjoying of one of the aforementioned properties, we
have
Proposition 4.6. Let X = {Xk, k ≥ 1} be a sequence in Sub(Ω),
(1) If X is a sequence of independent random variables with Xk →֒ Sub(τk) for
k ≥ 1, then S(a˜,X ) is a du˜, 1
2
-subgaussian series, where u˜ = {a2kτ2k , k ≥ 1}.
(2) If X is a sequence of ND random variables with Xk →֒ Sub(τk) for k ≥ 1,
then S(a˜,X ) is a dv˜, 1
2
-subgaussian series, where v˜ = {2a2kτ2k , k ≥ 1}.
(3) If X is (B, c2)-conditionally subgaussian, then S(a˜,X ) is a dw˜, 1
2
-subgausian
series, where w˜ = {a2kc2k, k ≥ 1}.
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Proof. Let 0 ≤ n < m, t ∈ R and X in Sub(Ω).
1. Assume that X is a sequence of independent random variables, then we have
by Lemma 1.7 of Chapter I in [5]: τ2(
∑m
n+1 akXk) ≤
∑m
n+1 a
2
kτ
2
k , hence
E exp
{
t
m∑
n+1
akXk
} ≤ exp{d2(n,m) t2
2
}
,
where we have set d2(i, j) =
∑i∨j
i∧j+1 a
2
kτ
2
k for i, j ∈ N. This proves the first point.
2. If X is a sequence of ND random variables, then according to the proof
of Theorem 1 in [2], τ2(
∑m
n+1 akXk) ≤ 2
∑m
n+1 a
2
kτ
2
k , which is equivalent to the
assertion in the second point.
3. Let X be (B, c2)-conditionally subgaussian, then
E exp
{
t
m∑
k=n+1
akXk
}
= E
(
E
(
exp
{
t
m∑
k=n+1
akXk
}
/Bm−1
))
= E
(
exp
{
t
m−1∑
k=n+1
akXk
}
E
(
exp{tamXm}/Bm−1
))
≤ exp{a
2
mc
2
mt
2
2
}E exp
{
t
m−1∑
k=n+1
akXk
}
.
By induction, we conclude that
E exp
{
t
m∑
k=n+1
akXk
}
≤ exp
{∑m
k=n+1 a
2
kc
2
k
2
t2
}
,
which yields the last item of Proposition 4.6. 
Remark 4.7. Proposition 4.6 and Theorem 4.2 highlight the interest of introduc-
ing sequences with du˜,α-subgaussian increments, it shows that this class of random
variables provides a unified framework to study the asymptotic behavior of series in
Sub(Ω).
Let S∗n,m(a˜,X ) and S∗(a˜,X ) be the maximal functions of S(a˜,X ) defined by
setting Yk = akXk in (4.1).
Corollary 4.8. Let 0 ≤ n < m, X = {Xk, k ≥ 1} a ND sequence in Sub(Ω), with
Xk →֒ Sub(τk) for k ≥ 1, then
‖S∗n,m(a˜,X )‖ϕ ≤ 16
√
1 +
√
2C(1/2)
( m∑
k=n+1
a2kτ
2
k
) 1
2 ,
where C(1/2) ≃ 8.26. Further, if
(4.3) A2(a˜, τ) :=
∑
k≥1
a2kτ
2
k <∞,
then ‖S∗(a˜,X )‖ϕ ≤ 16
√
1 +
√
2C(1/2)A(a˜, τ), the series {Sn(a˜,X ), n ≥ 1} con-
verges with respect to the norms τ(·) and ‖ · ‖ϕ and P -almost surely to a random
variable S∞(a˜,X ) ∈ Sub(Ω) fulfilling
τ
(
S∞(a˜,X )
) ≤ √2A(a˜, τ) and ‖S∞(a˜,X )‖ϕ ≤ 2
√
1 +
√
2A(a˜, τ).
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Proof. By the second item of Proposition 4.6, S(a˜,X ) is a du˜, 1
2
-subgaussian se-
ries with u˜ = {2a2kτ2k , k ≥ 1}. The result follows by applying Theorem 4.2 to
{akXk, k ≥ 1} with u = 2A2(a˜, τ) and α = 1/2. 
For series with conditionally subgaussian increments sequences, we have
Corollary 4.9. Let 0 ≤ n < m, X = {Xk, k ≥ 1} a (B, c2)-conditionally subgaus-
sian, then
‖S∗n,m(a˜,X )‖ϕ ≤ 8
√
2 + 2
√
2C(1/2)
( m∑
k=n+1
a2kc
2
k
) 1
2 ,
where C(1/2) ≃ 8.26. If in addition B2(a˜, c) :=∑k≥1 a2kc2k <∞, then ‖S∗(a˜,X )‖ϕ ≤
8
√
2 + 2
√
2 C(1/2)B(a˜, c), furthermore {Sn(a˜,X ), n ≥ 1} converges with respect
to the norms τ(·) and ‖ · ‖ϕ and P -almost surely to a random variable S∞(a˜,X ) in
Sub(Ω) and fulfilling
τ
(
S∞(a˜,X )
) ≤ B(a˜, c) and ‖S∞(a˜,X )‖ϕ ≤
√
2 + 2
√
2B(a˜, c).
Proof. By the last item in Proposition 4.6, S(a˜,X ) is a du˜, 1
2
-subgaussian series with
u˜ = {a2kc2k, k ≥ 1}, hence it is enough to apply Theorem 4.2 to {akXk, k ≥ 1}
with u = B2(a˜, c) and α = 1/2. 
Remarks 4.10. (1) Corollary 4.8 extend the well-known results on the con-
vergence of series of independent gaussian (resp. Rademacher) random
variables.
(2) Let σ = {σk, k ≥ 1} be a sequence of positive numbers and consider a
sequence g = {gk, k ≥ 1} of independent Gaussian random variables such
that gk →֒ N (0, σ2k). Put Sn(a˜, g) =
∑n
1 akgk for n ≥ 1. In this case
τ(gk) = σk, besides by Theorem 6.1 in [14], the series {Sn(a˜, g), n ≥ 1}
converges P almost surely and with respect to the L2-norm, if and only if∑∞
1 a
2
kτ
2(gk) < ∞. This indicates that the condition in (4.3) can not be
weakened without additional assumptions.
(3) Corollary 4.8 (resp. Corollary 4.9) is stated in [1, 2, 6, 16] (resp. [3]) under
stronger conditions.
The following result illustrates again the convenience of introducing d-subgaussian
processes. Indeed the increments sequence of the series in Theorem 4.11 is not
necessarily acceptable or (B, c2)-conditionally subgaussian, therefore the results of
[1, 2, 3, 6, 9, 16] do not apply for it. We first remind that the decoupling coefficient
p(g) of a stationary centered Gaussian sequence g = {gk, k ≥ 1} is given by
p(g) :=
∞∑
k=1
∣∣∣E(g1gk)
E(g21)
∣∣∣
Theorem 4.11. Let g = {gk, k ≥ 1}, g′ = {g′k, k ≥ 1} be two stationary
Gaussian sequences of N (0, 1) random variables with finite decoupling coefficients,
a˜ = {ak, k ≥ 1} and b˜ = {bk, k ≥ 1} two sequences of real numbers. For n ≥ 1,
put
Rn =
n∑
k=1
akgk + bkg
′
k, R = {Rn, n ≥ 1}.
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Then, R is a sequence with d˜-subgaussian increment sequence, where we have set
(4.4) d˜2(i, j) = 2max
(
p(g), p(g
′
)
) i∨j∑
k=i∧j+1
a2k + b
2
k,
for i, j ∈ N. If in addition ∑∞1 a2k + b2k <∞, then R converges with respect to τ(·)
and ‖ · ‖ϕ and P -almost surely to a random variable R∞ ∈ Sub(Ω) such that
(4.5) τ(R∞) ≤
(
2max
(
p(g), p(g
′
)
) ∞∑
k=1
a2k + b
2
k
) 1
2
.
Proof. First notice that g and g
′
are not assumed to be independent, so Rn is not
necessarily a Gaussian random variable. To prove the claim, we argue as in [19].
We begin by recording a result of Klein-Landau-Shucker ([13], Theorem 1) : Let
γ = {γk, k ≥ 1} be a stationary Gaussian sequence of N (0, 1) random variables,
with a finite decoupling coefficient p(γ), then
(4.6)
∣∣∣E(∏
k∈J
Hk(γk)
)∣∣∣ ≤ ∏
k∈J
∥∥Hk(γk)∥∥p(γ),
for any finite subset J of N and any family {Hk, k ≥ 1} of complex-valued Borel-
measurable functions, where ‖ · ‖r stands for the usual Lr-norm.
Let 1 ≤ n < m and λ ∈ R, applying Cauchy-Schwarz’s inequality, we get
(4.7) E exp
{
λ
(
Rm −Rn
)} ≤ (E exp{2λ
m∑
k=n+1
akgk
}
E exp
{
2λ
m∑
k=n+1
bkg
′
k
}) 1
2
.
Set Z(g) = exp
{
2λ
∑m
k=n+1 akgk
}
, J = {n + 1, . . . ,m} and apply (4.6) to g and
g
′
with H a˜k (x) = e
2λakx and H b˜k(x) = e
2λbkx, respectively. We obtain
EZ(g) ≤ exp
{
2p(g)λ2
m∑
k=n+1
a2k
}
and EZ(g
′
) ≤ exp
{
2p(g
′
)λ2
m∑
k=n+1
b2k
}
,
where we have used E exp{λN (0, 1)} = exp(λ22 ). Going back to (4.7) we reach that
E exp
{
λ
(
Rm −Rn
)} ≤ exp{max(p(g), p(g′))λ2
m∑
k=n+1
a2k + b
2
k
}
,
thus R is a sequence with d˜-subgaussian increments sequence, where d˜ is the dis-
tance defined by (4.4). Furthermore τ2
(
Rm−Rn
) ≤ 2max(p(g), p(g′))∑mk=n+1a2k+
b2k. If in addition a˜ and b˜ are in ℓ
2, then Theorem 4.2 ensures that R converges with
respect to τ(·) and ‖ · ‖ϕ and P -almost surely to a random variable R∞ ∈ Sub(Ω)
and (4.5) follows. 
Now let b˜ = {bnk, n ≥ 1, k ≥ 1} be an array of real numbers, we examine the
problem of convergence of T (b˜,X ) = {Tn(b˜,X ), n ≥ 1}, where
(4.8) Tn(b˜,X ) =
∞∑
k=1
bnkXk, n ≥ 1
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and X = {Xk, k ≥ 1} belongs to one of the following classes :
(ND) X is ND, Xk →֒ Sub(τk), and A2n(b˜, τ) :=
∑
k≥1
b2nkτ
2
k <∞,
or
(CS) X is (B, c2)-conditionally subgaussian and B2n(b˜, c) :=
∑
k≥1
b2nkc
2
k <∞,
for n, k ≥ 1. We point out that in view of Corollaries 4.8 and 4.9, the random
variable Tn(b˜,X ) is well-defined in both cases.
Theorem 4.12. Let n ≥ 1, X a sequence in (ND) (resp. in (CS)), then Tn(b˜,X )
is in Sub(Ω) and τ
(
Tn(b˜,X )
) ≤ √2An(b˜, τ) (resp. τ(Tn(b˜,X )) ≤ Bn(b˜, c)). Fur-
thermore, if
(4.9)
∞∑
1
exp{− t
2
4A2n(b˜, τ)
} <∞ (resp.
∞∑
1
exp{− t
2
2B2n(b˜, c)
} <∞)
for each t > 0, then the sequence T (b˜,X ) converges P -almost surely and with respect
to τ(·) and ‖ · ‖ϕ to zero.
Proof. Assume that X is in the class (ND), fix n ≥ 1 and set uk(n) = 2b2nkτ2k
and u˜(n) = {uk(n), k ≥ 1}. According to the second item of Proposition 4.6,
{∑mk=1 bnkXk, m ≥ 1} is a du˜(n), 12 -subgaussian series, as A2n(b˜, τ) < ∞, it con-
verges P -almost surely and with respect to τ(·) and ‖ · ‖ϕ to Tn(b˜,X ) ∈ Sub(Ω)
and
(4.10) τ
(
Tn(b˜,X )
) ≤ √2An(b˜, τ).
Let λ, t > 0, the previous estimate and Markov’s inequality yield
P{|Tn(b˜,X )| ≥ t} ≤ exp{−λt}
(
E exp{λTn(b˜,X )} + E exp{−λTn(b˜,X )}
)
≤ 2 exp{−λt+A2n(b˜, τ)λ2}.
Optimizing with respect to λ, we reach that
P{|Tn(b˜,X )| ≥ t} ≤ 2 exp{− t
2
4A2n(b˜, τ)
}.
Combining this with (4.9) and the Borel-Cantelli lemma, we get the P - almost sure
convergence to zero of T (b˜,X ). Besides, by (4.9) limn→∞An(b˜, τ) = 0, this and
(4.10) entail the τ -convergence to zero of T (b˜,X ). The convergence with respect
to ‖ · ‖ϕ comes easily from (3.1). The proof of the Theorem for a conditionally
subgaussian increments sequence is similar, we omit it. 
Let β > 0, applying the last result to the sequence bnk =
(
n ln1+β(n)
)− 1
2 for
2 ≤ k ≤ n and bnk = 0 otherwise, we get
Corollary 4.13. Let X be a sequence in (ND) (resp. in (CS)) with supk≥1 τk <
∞ (resp. supk≥1 ck <∞), then P -almost surely,
lim
n→∞
(
n ln1+β(n)
)−1/2
Sn = 0.
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