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本論文ではそのような転移を行うために BERT を用いる。具体的には、 英語 BERT を用い
て英語の訓練文書をベクトル化し、それをもとに分類器を学習する。次に、ターゲット領域の
文書となる日本語の文書を、日本語 BERT を用いてベクトル化する。あらかじめ学習してお




本論文では BERT(Devlin et al. (2018)) と Bilingual Word Embeddings (以下、




























本研究は事前学習モデルである BERT を BWE に応用したと捉えられる。ここでは事前学





も学習する fine-tuning の利用法がある。BERT は feature based の利用法を用いることで
文脈を考慮した単語の分散表現を得ることができる。そのようなモデルとして ELMo(Peters
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表 1 BERT を用いた感情分析
テスト文書 books DVD music
日本語の文書 0.64 0.60 0.57
英語の文書 0.65 0.59 0.60
日英翻訳した文書 0.63 0.55 0.53
図 3 BERT を用いた感情分析
次に、上記の実験のうち、単語をベクトル化する部分をWord2Vec を用いて行った場合の結






表 2 Word2Vec を用いた感情分析
テスト文書 books DVD music
日本語の文書 0.64 0.69 0.70
英語の文書 0.75 0.74 0.76
日英翻訳した文書 0.69 0.70 0.72
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