This study shows that regional CMR02 can be estimated by means of nonlinear regression using dy namic positron emission tomographic data acquired during 1 min following single-bolus inhalation of 1502, The fe asibility of simultaneous estimation of CBF, cere bral blood volume (CBV), oxygen extraction ratio (OER), and CMR02 was assessed by simulations using the model of Mintun et al. Four oxygen metabolic measurements, each consisting of a CBF, CBV, and 1502 bolus study, were carried out on three volunteers. Regional values for CBF, CBV, OER, and CMR02 were derived in two ways: from the fits of the time-activity curves of the dynamic
Quantitative positron emission tomography (PET) using 150 gas is being utilized in many centers to measure the local CMROz (Frackowiak et al., 1980; Baron et al., 1981; Mintun et al., 1984) . At present, the methodology is based mainly on two techniques: (a) the steady-state technique (Russ et al., 197 4; Jones et al., 197 6; Frackowiak et al., 1980) , and (b) the auto radiographic , or bolus, approach Raichle et al., 1983; Mintun et al., 1984) . Both procedures require the administration of 150-labeled COz , CO, and Oz in turn for the separate measurements of CBF, ce rebral blood volume (CBV) , and cerebral oxygen extraction ratio (OER). The strengths and limita tions of these two methods have been discussed (Lammertsma et al., 1981 (Lammertsma et al., , 1982 Lammertsma and Jones, 1983; Jones et al., 1982; 1502 bolus study alone [CMR02(fit)] and from the three separate studies [CMR02 (control)]. For the 56 regions of interest analyzed, using a fit interval of 60 s, CMR02(fit) was 93. 4 ± 7.8% of CMR02(control) (mean ± SD) with a correlation coefficient of r = 0.95. CMR02(control) ranged from 87 to 290 fLmollminilOO g. Individual simul taneous estimates of CBF, CBV, and OER were not reli able. Finally, we fo und that the validity of the model was limited in practice to the first minute after tracer inhala tion. Key Words: Bolus inhalation-Cerebral metabolic rate of oxygen-150-Positron emission tomography Sensitivity fu nctions. Raichle, 1983b; Meyer and Yamamoto, 1984; Cor reia et al., 1985) . The major drawbacks of both methods are the duration of the procedure and the fact that information from three separate studies has to be combined to calculate OER and CMROz . Since it takes between 30 and 60 min to complete an oxygen metabolic study by either of these two methods, the vulnerability to errors arising from subject movement and/or a change in physiological state during the imaging period is high. Efforts have therefore been made to correct these shortcomings. The first proposals to measure CBF, OER, and CMROz simultaneously, using 150 Z inhalation and dynamic PET, were made by Huang et al. (1983 Huang et al. ( , 1986 . These authors concluded that it was quite feasible to simultaneously estimate CMROz and CBF (or CBV) , provided that data were collected in dynamic mode over a sufficiently long period of time, typically for �3 min, following bolus inhala tion of 150 Z ' The estimates, however, appeared to be fairly sensitive to the model configuration. Using continuous 150z inhalation over a 10-min period, Lammertsma et al. (1986) concluded that reliable simultaneous estimation of CMR02 and CBF should be possible.
From the above it is clear that there is a need for a less time-consuming, more convenient method for the measurement of CMR02 by PET. It also ap pears that a solution might be provided by the 1502 inhalation approach combined with dynamic PET and the selection of an appropriate model.
This study describes a method for the measure ment of CMR02 that is based on nonlinear regres sion applied to dynamic PET data collected fol lowing bolus inhalation of 1502, The underlying model is the one developed by Mintun et al. (1984) . Initially, the reliability with which CBF, CBV, OER, and CMR02 can be simultaneously estimated from an 150 tissue time-activity curve and a given set of arterial input functions was evaluated by sim-product of the local extraction fraction OER and the arterial 150 concentration. Upon entering the tissue, 150_0 is assumed to be immediately metabo lized to water of metabolism, which is then cleared by venous drainage. The second compartment, as signed to H2150, corresponds to the distribution space of free water in the brain, including all its vascular components and assuming free diffusion of water across the blood-brain barrier . Its arterial input consists of recirculating H2150 from all tissues [input function CaH20(t)]. The 150 activity in a brain volume element (region of interest) measured by a PET device during the scanning interval TI-T2 [PET(TI-T2)] is the sum of the activities in the two compartments. For the present model, expressed on a per 100-g basis, we get (Mintun et aI., 1984) :
ulation. PET studies that were originally performed in dynamic mode on humans to measure CBF, CBV, OER, and CMR02 by the conventional three study sequence as described by Mintun et al. (1984) , referred to as the sequential-bolus method in this article, were then analyzed in retrospect ac cording to the new dynamic 1502 single-bolus ap proach. The results are compared and the reliability of the estimates derived by the new method dis cussed.
THEORY
A model describing the distribution of 150 in the human body, and the brain in particular, after inha lation of an I S02 bolus has been proposed and dis cussed by Mintun et al. (1984) . where CBV is measured as milliliters per 100 g, CBF is measured as milliliters per minute per 100 g, R is the small-to large-vessel hematocrit ratio (Grubb et aI., 1978; Lammertsma et aI., 1984) , pis the brain-blood equilibrium partition coefficient for water (mlllOO g) , and Ca 02(t) and Ca H20(t) are the arterial input functions of ISO_O and H21SO (cps/mI), respec tively. The factor 0.835 relates the blood volume fraction for capillary and postcapillary vessels to the total local CBV. The quantities PET(TI-T2), Ca02(t), and CaH20(t) are assumed to be corrected for the radioactive decay of ISO (ty, = 2 min). To calculate the oxygen extraction fraction according to Mintun et aI. (1984) , Eq. 1 is solved for OER, assuming a single scan interval of 40 s and with CBF and CBV known from separate studies. The local CMR02 is then calculated as
where [02] a is the total oxygen content of arterial blood (ml 02/ml blood). Equation 1 describes the local tissue 150 activity as a function of time (time-activity curve) as re corded during a dynamic scan where the tissue ac-tivity is measured for a multitude of adjacent short scan intervals. The three terms of Eq. 1 are shown in Fig. 1 . The first term, involving CBV, describes the contribution from intravascular 150-0 activity. It reaches its maximum early (�1O s aft er start of 1502 inhalation). The second term, describing the tissue 150 activity due to recirculating HPO, grad ually increases over the 3-min experimental period. The last and most important term represents 150 activity due to water of metabolism.
The basis of this study is Eq. 1, which describes the tissue time-activity curve for a given region of interest in terms of the two measured input func tions CaO,(t) and CaH'0(t) with CBF, CBV, and OER as parameters. Theoretically, simultaneous estima tion of these parameters, and therefore of CMR02, should be possible by applying suitable nonlinear regression techniques to individual time-activity curves .
METHODS

Simulation
The input fu nctions Ca02(t) and CaH20(t) were simulated by a sum of time-weighted exponentials 
(3) with N, Ai' and tPi chosen so as to match the shapes of input functions available both from the literature (Mintun et al., 1984; Huang et al., 1986) and from our studies (Fig. 2) . Two to fo ur terms were needed to model three major types of input fu nctions Ca02(t), termed according to their peak times tp as fa st (7 .5 s), medium (15 s), and slow (30 s). A single term was sufficient to describe the slowly Time After Inhalation (min)
FIG. 1. Simulated tissue time-activity curve with its principal components as described by Eq. 1 (see text) based on the model by Mintun et al. (1984) . The total brain 150 concentra tion is the sum of activities due to intravascular hemoglobin bound 1502, recirculating H2'50, and water of metabolism.
The values of CBF, cerebral blood volume, and oxygen ex traction ratio used for the simulation were 40 ml/min/1 00 g, 4 ml/100 g, and 0.4, respectively. The arterial input function was of the fast type (see Fig. 2 ). varying arterial concentration of recirculating H 2 150 [CaH20(t)]. A blood-sampling interval of 5 s, typically used in our experiments, was chosen and a uniform 5% Poisson random noise level was added to each data point ( Fig. 3 ). This was consistent with our blood-sampling strategy where the samples are assayed in reverse order of their withdrawal. In this manner, similar numbers of total counts (typically between 2,000 and 10,000) are ob tained for the majority of blood samples. The 5% noise figure , apart from statistical noise, included experimental errors due to sample timing and weighing. Tissue time-activity curves PET(n were generated by evaluating Eq. 1. Following suggestions by Huang et al. (1986) , a frame length of 6 s and a data collection time of 3 min were chosen. Poisson random noise (standard de viation (Ii) was added to the tissue data according to a fo rmulation developed by Evans et al. (1987) , which as signs a mean noise level F (%) to a given tissue curve consisting of M frames with individual counts PET(n M and a mean frame count Nm = L PET(n;fM such that ;=1 C:J· JpE��n (4) PET(n The superposed noise amplitude (Ii was based on the non-decay-corrected values of tissue activity. A mean noise level of F = 5% was selected. This gave noise pat terns similar to those observed in practice for 4-cm 2 re gions of interest and 106 total counts/slice/3 min ( Fig. 3) . For each pair of input functions and three sets of param eters CBF, CBV, and OER (Table 1) , tissue time-activity curves with 12 different noise patterns were generated. 
FIG. 3. Simulated and measured 150 tissue time'activity and blood concentration curves. Top: Simulated data (Eq. 1 and 3 in text) with CBF = 40 ml/min/100 g, CBV = 4 ml/100 g, OER = 0.4, CMR02 = 143 j.lmol/min/100 g, and a peak time for the arterial 150-0 curve of tp = 7.5 s. A constant 5% noise level is superposed on the blood data. The large fluctuations in the tissue data at later times are due to the fact that the 5% noise level is based on the non·decay·corrected data.
Bottom: Measured data. The values for CBF, CBV, OER, and CMR02 calculated by the sequential-bolus method for a 2.3em-diameter region of interest were 38 ml/min/100 g, 3.5 ml/100 g, 0.75, and 256 j.lmol/min/100 g, respectively [mea· sured at PaC02 = 24 mm Hg (hyperventilation) during mi· graine attack). The similarity in the noise patterns of the two data sets is apparent. (Notice the different vertical scales for the brain and the blood data.) See text for abbreviations.
These curves were then fitted by a nonlinear regression routine to determine the apparent values of CBF, CBV, and OER. CMR02 was calculated according to Eq. 2. The regression routine (Bevington, 1969 ) employed a gradient search to locate the global minimum, fo llowed by a grid search to more accurately identify the final so lution. To speed up the fitting process, the double inte grals in Eq. 1 were approximated, as suggested by Her scovitch et ai. (1985) , by second-order polynomials in CBF. For data collection times beyond 1 min, three sepa rate parabolas were fitted over adjacent CBF segments of equal lengths. The fitting was performed for two time in tervals, namely from 6 to 60 and 6 to 180 s. The first frame , which in practice might exhibit artifacts caused by the proximity of the breathing apparatus containing high activities of 150, was rejected. The apparent values for CBF, CBV, and OER resulting fr om the fit as well as the calculated value of CMR02 were compared with the true input values. The root mean square error was calculated for each noisy data set, where Root mean square error (%) p with Pi = apparent value of parameter i (CBF, CBV , OER), p = true value of parameter i, N = number of noise patterns per data set. Sensitivity fu nctions (Huang et aI. , 1986) , defined as:
api (6) were calculated analytically from Eq. 1. The symbol p indicates the ensemble of parameters CBF, CBV, and OER, and Pi represents one of them in particular. These fu nctions indicate the degree of change in the tissue curve PET(T;p) due to a change in one of the parameter values. The magnitude of the fu nction with respect to a parameter indicates the degree of accuracy with which this parameter can be estimated. The shapes of these fu nctions with respect to the various parameters contain information as to how well these parameters can be esti mated simultaneously. The more similar the shapes, the more difficult it is to estimate the parameters from a single tissue curve since an error in one of them can be compensated for by errors in the others without affecting the tissue curve.
PET studies
The radioisotopes 1502, C1502, and C150 were prepared at the MNI Medical Cyclotron. PET studies were per fo rmed on Positome I1Ip (Thompson et aI., 1986 ), a two ring BOO head machine with transverse and axial spatial resolutions of 11 and 16 mm full width at half-maximum, respectively. A continuous wobbling motion allowed dy namic scanning at a maximum rate of 1 frame/3 s and peak total coincidence count rates of 30,000 cps/slice. The true count rate efficiency of the tomograph is 75 (kC/s)/(/J-Cilcc) for the direct slices and 61 (kC/s)/(/J-Ci/cc) for the cross slice. CBF, CBV, and 1502 bolus inhalation studies were car ried out in rapid sequence on three young volunteers ac cording to the sequential-bolus method. (One subject was studied twice.) A short indwelling catheter was placed into the left radial artery for blood sampling and blood gas determinations. The subjects were positioned in the to mograph with the three image planes centered at 35 , 53, and 71 mm above the inferior orbitomeatal reference line. Reconstruction software included corrections for de tector efficiency variations, random events, and dead time as well as a deconvolution procedure to eliminate scattered events (Cooke and Evans, 1983; Cooke et aI., 1984) . Attenuation correction was performed using a pro jection thresholding method similar to that of Bergstrom et al. (1982) .
For the measurement of CBF, -20 mCi of H2150 was injected as a bolus into the brachial vein of the right arm. Arterial blood sampling and dynamic imaging were started at injection time. A series of 30 sequential PET scans of 3-s duration each were obtained over 90 s. Blood samples were collected at -5-s intervals during the entire data collection period. Upon completion of the study, the blood samples were assayed in reverse order of their withdrawal. The difference in the arrival times of the tracer in the brain and at the peripheral sampling site was corrected for using interactive computer software. The blood curve was shifted along the time axis until its up slope matched the fa st-rising portion of the curve repre senting the total number of coincidence counts of the upper detector ring, which was recorded at 0.5-s in tervals. The PET data were decay corrected based on principles outlined by Raichle et al. (1983) and the first 14 nonzero frames integrated into a single 42-s image. CBF maps were calculated according to the procedure de scribed by and Raichle et al. (1983) .
CI50 was used to measure CBV After inhalation, 1 min was allowed for equilibration fo llowed by a 3-min PET scan during which three arterial blood samples were withdrawn. CBV was calculated as outlined by Grubb et al. (1978) , using a small-to large-vessel hematocrit ratio of R = 0.85.
An 1502 bolus inhalation study was required for the cal culation of OER. For this purpose, 1502 was pumped from the cyclotron into a lead-shielded rubber bag at the subject's side where it was mixed with medical air. After a sufficient level of activity had accumulated , the subject, wearing a nose clamp, inhaled the gas (-30-40 mCi) via a mouthpiece and a short connecting ventilator hose by taking a single deep breath and holding it for -10 s. Scanning and blood sampling were initiated at the start of inhalation. Thirty sequential PET scans of 6-s duration were collected over a 3-min period. Arterial samples were withdrawn at 5-s intervals. Starting at 90 s after in halation, additional larger samples (-2 m!) were with drawn every 30 s. Of these, 0.5 ml was used to assay whole-blood activity as before. The remaining 1.5 ml was centrifuged and the plasma pipetted off and placed into another tube that was assayed in the well counter. The measured plasma radioactivity concentration was consid ered to reflect pure H/50 activity. The H2150 concentra tion in whole blood was calculated [input fu nction CaH20(t)], as suggested by Mintun et al. (1984) , by multi plying the plasma activity by the ratio of the fractional water contents of blood and plasma for which a value of 0.87 was used. CaH20(t) was assumed to increase linearly during the first 90 s of the study (Mintun et aI., 1984) . The hemoglobin-bound 150 fraction CaO,(t) was obtained by interpolating and subtracting CaH20(t) from the whole blood radioactivity curve. The tracer arrival time differ ence was accounted for. The PET data were decay cor rected and integrated into a single 42-s image and OER calculated as described by Mintun et al. (1984) . CMR02 maps were generated according to Eq. 2. Blood gases were monitored during the entire three-study sequence, which took 40-50 min for completion. Using the dynamic PET data from the 1502 study, time-activity curves for selected regions of interest of various diameters were then generated. These tissue curves were fitted to Eq. 1 by means of the nonlinear regression routine. A single mean equilibrium partition coefficient for water of p = 0.9 ml/g was used for all regions of interest throughout this study. The estimated apparent values of CBF, CBV, OER, and CMR02 were compared with the control values obtained on the same subject for the same regions of interest by the sequential bolus method. When necessary, CBF and CBV were nor malized to the Paco2 measured at the time of the 1502 bolus study. The regression equations and correlation co efficients for paired ensembles of estimates and control values were calculated. Figure 3 shows a se t of simulate d (top) and ex perime ntally me asure d (bottom) tissue and blood activity curve s and illustrate s the similarity of the two noise patterns. This comparison indicates that the 5% noise le ve l chose n for both the tissue and the blood simulation data corre sponds we ll to noise patterns found in 1502 bolus time-activity curves of the pre se nt se ries using a region-of-interest size of �4 cm 2 . The me asured arterial 150_0 concentration curve s in general we re less noisy than the simulated ones. The constant 5% noise level therefore repre sents an upper limit. Ta ble 2 summarizes the results of the simulation study that was carried out for three se ts of parameters (Table 1) , three types of input functions (Fig. 2) , and two fitting intervals. It shows the means of the apparent values of CBF, CBV, OER, and CMR02, determined from 12 noisy time-activity curves each. Results are expressed as a percentage of their true values. The corre sponding root mean square errors are given in pa renthese s. The accuracy of the fitting algorithm, in cluding the polynomial approximation of the double integrals in Eq. 1, was tested by analyzing noiseless simulation data. The average error induced in the estimation of CMR02 was <2%. Although obtained from sets of 12 simulations only, the results of Ta ble 2 exhibit some significant features. The mean ap parent CMR02 is within 8% of its true value throughout with an average root mean square error of �6% and no apparent dependence on the length of the fitting interval. The root mean square errors for CMR02 are smallest (�5%) for parameter set 3 (high CMR02) and largest (�l 0%) for set I (low CMR02). The means for CBF and OER differ from their true values by 0-46% and there is a strong negative correlation between the two parameter es timates (rCBF-OER) ' The means of all parameters tend to be closer to their true values for the longer (3 min) fit interval. For example, the means for CBF and OER are within 15% of their true values for the 180-s fit, whereas for the 60-s fit, deviations as large as 46% are observed. Similarly, in most in stances, the root mean square errors are smaller for the longer fit interval. This observation was also made by Huang et al. (1986) . Good estimates of CBV are shown for values above normal (set I), but large deviations occur at normal levels (sets 2 and 3). The dependence of the parameter estimates (mean and root mean square error) on the shape of the input functions is complex. For example, for parameter set 1 and a 180-s fit, the best results were obtained with the medium-type input function, whereas for set 3, equally good estimates were ob tained with both the fast and the slow input func tions, the medium type giving the worst results. Figure 4 shows two sets of sensitivity functions with respect to CBF, CBV, and OER for two dif ferent input functions but the same set of parameter values. For the fast input function (top), the small magnitude and the similarity in shape of the curves for CBF and OER let one expect relatively inaccu-rate and unstable estimates for CBF and OER, par ticularly for short fit intervals. For the medium type input function (bottom), the relatively large magnitude and marked difference in the shapes of all three sensitivity curves suggest accurate esti mates for all three parameters, except for estimates of CBF and OER obtained from short fit intervals up to � 1 min after inhalation. Here, the two sensi tivity curves are essentially parallel. The relevant figures in Ta ble 2 (set 1) are in good agreement with these predictions.
RESULTS
Simulation
PET studies
Ta ble 3 gives a comparison of values for CBF, CBV, OER, and CMR02 as measured by the se quential-bolus method (control) and the single bolus, nonlinear regression approach (fit) for study no. 1. The fit interval was limited to the first 60 s of the time-activity curves in consideration of the fact that the sequential-bolus method, except for the measurement of CBV, does not use data beyond this time. Several circular regions of interest with different diameters were analyzed. They were simply labeled as entire slice, occipital, left, right, frontal, left frontal, and right frontal (see Fig. 5 ). The occipital, left, right, and frontal regions of in terest with a diameter of 2.3 cm contain major por tions of gray matter, whereas the left and right frontal regions of interest contain significant por tions of white matter. (It should be noted that this study was carried out at a P a co2 of 24 mm Hg with the subject hyperventilating during a migraine at tack.) Excellent agreement between the apparent (fit) and the control values is observed for CMROz. The average ratio of CMROifit)/CMROi control) is for each region of interest (diameter 2.3 cm). The scan in terval was 3.5 min. For identification of regions of interest, see Table 3 .
99.2 ± 6.6% (± SD ) for n = 15 regions of interest.
The largest deviation is observed for the predomi nantly white matter regions where the apparent values are lower than the control figures by � 13%. Large discrepancies are found between the ap parent and the control values for CBF and OER, and, as in the simulation study, there is a strong negative correlation between the estimates of these two parameters (rCBF-OER = -0.92). CBV is over estimated by an average of 48% with a large stan dard deviation (54%). The estimates are particu larly poor for the predominantly white matter re gions of interest where CBV is lowest. Neglecting the effect of recirculating water (study no. 1) re sulted in an average increase by �6% for CMR02 The ratio (%) of the fit and the control value for each parameter is given in parentheses for all regions of interest analyzed. CMR02 = CBF' OER . [02l •. N.B.: P.C02 � 24 mm Hg (hyperventilation). See text for abbreviations. a See Fig. 5 . estimated from the 60-s fit. The corresponding figures for CBF, CBV, and OER were +5, -8, and + 3%, respectively. The sensitivity of the param eter estimates to errors in the timing alignment of the head and blood curves was tested by artificially introducing a ± 2-s time shift to the data of study no. 1. This resulted in an average change of ± 4% in the CMR02 estimates (60-s fit). The corresponding changes for CBF, CBV, and OER were ±8, ±40, and ± 3%, respectively. Figure 5 shows an 150 activity image from an O2 bolus study (study no. 1) with 2.3-cm-diameter re-gions of interest superposed. The scan duration was 3.5 min. The apparent CMR02 values esti mated by nonlinear regression for each region are given in j..l moles per minute per 100 g. In Fig. 6 , the apparent CMR02(fit) is plotted as a function of CMR02(control) over a range from 87 to 290 j..l mol/ min/IOO g for the 56 regions of interest analyzed in the four studies for fit intervals of 60 (top) and 180 (bottom) s. Excellent correlation (r = 0.95) is found with the 60-s fit interval. With the 180-s fit (r = 0.90), the data points are more widely scattered. For both cases, the regression lines and the line of unity are not statistically different from each other. Figure 7 displays two time-activity curves related to the same regions of interest. The measured curve, shown with its fit, was obtained from a single-breath 1502 bolus dynamic study. The second curve, predicted by the model, was generated ac cording to Eq. 1 with a frame length of 6 s and values of CBF, CBV, and OER as determined from the three-study sequence (control values) of which the former 1502 bolus study was a part. The pre dicted curve clearly overestimates the measured tissue 150 concentration at times beyond -60 s after tracer inhalation. Ta ble 4 shows the effect of progressively longer scan intervals on the calcula tion of OER by the sequential-bolus technique. Using T = 40 s as a standard scan interval and the corresponding OER as a reference [OER (40 s)], a gradual decrease in the calculated OER is noted, which reaches -80% of the reference value for a scan interval of 160 s. Similar results were obtained in all four studies.
DISCUSSION
The need to combine information from three sep arate PET studies for the calculation of CMR02 is a well-recognized disadvantage of the two methods presently available for that purpose, namely, the steady-state (Frackowiak et aI., 1980) and the se quential-bolus (Mintun et aI., 1984) techniques. The assumption that position and physiological state of the subject are unchanged during the three studies single-bolus inhalation study for a selected region of in terest. The predicted curve was generated according to Eq. 1 (see text) with a frame length of 6 s and values for CBF, cere bral blood volume, and oxygen extraction ratio determined according to Mintun et al. (1984) from the three-study se quence of which the O2 bolus study was a part. This graph demonstrates the limitation of the validity of the model to approximately the first minute after bolus inhalation as well as its insensitivity to the exact curve shape during the scan interval of D. T = 42 s, where the areas under the two curves are approximately identical. is difficult to satisfy, particularly in the case of the more time-consuming steady-state method. The problem of patient movement has been dealt with by Correia et al. (1985) for the case of the steady state technique. They showed that errors of up to 20% may occur in dividing two misaligned images by each other. This results in an error of similar magnitude for CMR02. With respect to patient comfort and constancy of physiological state, both are improved by reducing the study duration. This would allow the scanning of subjects who might not be able to stand an extended PET investigation. The recent efforts to measure CMR02, plus pos sibly CBF and CBV, by a shorter procedure are therefore of importance (Huang et aI., 1986; Lam mertsma et aI., 1986) . Realizing the growing impor tance of dynamic PET and parameter estimation by nonlinear regression such as in the study of [18F]fluorodeoxyglucose rate constants (Evans et aI., 1987 ) or receptor kinetics (Wong et aI., 1986) , we have applied this approach to the measurement of cerebral oxygen metabolism. For this purpose it seemed appropriate to adopt the model and the se quential-bolus method described and validated by Mintun et ai. (1984) as a reference against which the results obtained by the new dynamic method would be measured. The parameter estimation reliability to be expected in practice was assessed by simula tions. The three sets of CBF, CBV, and OER com binations we used (Table 1) , although not exhaus tive, covered a wide range of values found in prac tice. The approximation of the double integrals in Eq. 1 by second-order polynomials (Herscovitch et aI., 1983 (Herscovitch et aI., , 1985 is just one way to generate func tional maps efficiently. More direct methods similar to the one described by Blomqvist (1984) could be applied to this problem. Since our method at present works on only a regional rather than a pixel-by-pixel basis, accuracy and reliability of the fitting algorithm were investigated rather than its efficiency.
The use of sensitivity functions proved helpful in assessing the influence of the shape of the arterial 150-0 input function on the estimation reliability of the model parameters (Mazoyer et aI., 1986) . The three types of input functions used in the simulation were representative of the majority of shapes ob served in practice for the case of a bolus inhalation (Mintun et aI., 1984; Huang et aI., 1986) . The inter esting observation that emerged from the simula tion data was the fact that the estimates for CMR02 were remarkably accurate and stable with no appre ciable dependence on length of fit interval and shape of input function. The best results were ob tained for the highest CMR02 and vice versa. If, for a given parameter set and input function type, the means and root mean square errors of CBF, CBV, OER, and CMR02 were each averaged, the overall estimation reliability of the four quantities as a group was better for the slow input function than for the fast and medium types. More sophisticated data analysis methods, however, such as outlined by Mazoyer et al. (1986) , could be used to further investigate this question. The strong negative cor relation between the estimates for CBF and OER balanced the individual deviations of these two pa rameters such that their product, which is propor tional to CMR02, fluctuated very little about its true value. A similar observation was made by Huang et al. (1980) and by Evans et al. (1987 ) with respect to the estimation of the transfer rate con stants k; in the [I8F]fluorodeoxyglucose model. These authors found that, although individual rate constant estimates fluctuated considerably, the ex pression (kl • k3)/(k2 + k3), which is proportional to the glucose metabolic rate, was remarkably stable. The conclusion drawn from the simulation study that CMR02 could be estimated reliably by the single-bolus approach was confirmed by the good agreement observed between the CMR02 values calculated on the same subject by the new method and the sequential-bolus technique in the four PET studies (Table 3 ; Fig. 6 ). The particularly good agreement for the CMR02 values estimated from the 60-s fits was assisted by the fact that the control CMR02 values were based on data collected within the first 60 s after bolus inhalation. As shown below, the validity of the model is restricted to this short time interval. This observation explains the discrepancy with respect to the optimal duration for the simulation (�3 min) and human (�1 min) studies. In the light of this restriction, the surpris ingly good correlation between CMR02(control) and CMR02(fit) found with the 180-s fit interval J Cereb Blood Flow Metab, Vol. 7, No.4, 1987 (Fig. 6, bottom) is worth noticing. CBF and CBV were consistently over-and OER underestimated. The deviations from their control values were much larger (30-100%) than in the simulation. This was probably due to the observation (see Fig. 7 ) that even during the first 60 s, the model does not accu rately describe the measured dynamic data (see discussion below). The relatively low values of CBF(control) and the high values of OER(control) ( Table 3) are explained by the fact that the subject was hyperventilating (P a co2 = 24 mm Hg) owing to a migraine attack. No attempt was made to com pare CMR02 values of the arbitrarily chosen re gions of interest with literature values, the major goal of this study being the evaluation of the single bolus method with respect to the sequential-bolus approach. It is nevertheless worth noticing that the ratio for CMR02(fit) between the predominantly gray and white matter regions of interest in the four studies was � 3: 1, which is in agreement with pub lished values (Frackowiak et aI., 1980; Lebrun Grandie et aI., 1983) .
In view of the fact that CMR02 appears to be the only parameter that can be estimated reliably from the dynamic data based on the present model, some observations with respect to its validity are in order. Figure 7 indicates that the measured and the predicted curves progressively diverge from each other as time after inhalation increases. This diver gence is an indication that the validity of the model is restricted to short times (approximately the first minute) after 1502 bolus inhalation. This discrep ancy between measured and predicted tissue curves was observed to a variable extent for all re gions of interest analyzed. As far as the determina tion of OER according to Mintun et al. (1984) is concerned, Fig. 7 further illustrates the insensi tivity of the model to the shape of the tissue time activity curve during the scan interval t:.. T since only the integrated number of tissue counts enters the calculation of OER. The results of Ta ble 4 on the variability of OER with scan duration are a fur ther demonstration of the time constraints that apply to this model and illustrate the importance of limiting the scan length to < 1 min when measuring OER by this method. Interestingly enough, similar observations apply to the intravenous H2150 bolus CBF model (Herscovitch et aI., 1983; Raichle et aI., 1983) . Iida et al. (1986) attributed the time-depen dent CBF measurements by this latter model to dis persion effects that have to be accounted for when estimating the cerebral arterial input function from blood samples withdrawn at a peripheral site. To what extent the time restrictions that apply to the present model are due to similar effects has to be determined by further analyses of our data. Timing errors in the alignment of the head and bloo d cu rves of ilt = ± 2 s gave average errors in the pa rameter estimates of less than ± 10% (Dhawan et aI., 1986) , except for CBV where it was ±4 0%. The possibility of including ill as a fitting parameter should therefore be considered (Mazoyer et aI., 1986) . Additional factors to consider are the choice of values for the partition coefficient of water (p = 0.9 mllg) and the fraction of capillary plus post capillary blood volumes (0.835).
The advantages of the proposed new method can be fully exploited only with multi slice tomographs of high count rate performance. Administration of larger 1502 bolus activities would improve the esti mation reliability in smaller regions of interest or in areas of substantially reduced oxygen metabolism and would not present a significant radiation hazard to the subject since the number of studies is re duced from three to one. Although the single-bolus method in its present form yields CMR02 only, es timation of this quantity alone has its merits in cases where patient movement and comfort, physi ological variability, convenience of the procedure, and permissible radiation dose are of primary con cern. Even though the present approach does not provide functional CMROz maps on a pixel-by pixel basis, the fact that CMR02, an important indi cator of oxidative metabolism, can be measured re gionally (�4-cm Z regions of interest) in a single �5min PET session, including patient setup time, constitutes a significant advantage over other ex isting techniques. Where necessary, CBF and/or CBV might be obtained from additional separate studies.
In conclusion, the results obtained indicate that regional CMR02 can be estimated by nonlinear re gression using dynamic PET data collected fol lowing a single 150Z bolus inhalation. The estimates for CMROz derived from the first 60 s of the study closely agree with control values determined in the same subjects by the sequential-bolu s method de velop ed and validated by Mintun et al. (1984) . Si multaneous individual estimates of CBF, CBV, and OER by the single-bolus approach are unreliable with the present model. Reliable simultaneous esti mation of all four quantities requires a refined model that accurately describes the measured data over long er times, allowing longer fit intervals to be used.
