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ПРЕДИСЛОВИЕ
Методы и инструменты математического моделирования 
и компьютерных наук играют решающую роль в развитии не только 
современных областей прикладной математики, но и теоретической 
биофизики, биологии, медицины, в том числе молекулярной и кле­
точной биологии, системной биологии, физико-химической биологии, 
генной инженерии, биомедицинской инженерии, физиологии, фунда­
ментальной медицины.
Учебное пособие «Математическое моделирование живых 
систем» предназначено для начального знакомства с современными 
направлениями исследований в прикладной математике, биофизике, 
биомедицинской инженерии, биологии, использующими методы 
математического моделирования и биоинформатики, а также с неко­
торыми классическими примерами математических моделей биоло­
гических процессов, использующих аппарат нелинейных динамиче­
ских систем, отражающих характерные особенности биологических 
процессов и демонстрирующих эффективность использования мате­
матических моделей для понимания механизмов функционирования 
биологических систем.
Курс «Математическое моделирование живых систем», для 
сопровождения которого в основном предназначено данное пособие, 
входит в список профильных дисциплин ряда направлений несколь­
ких институтов УрФУ (Институт математики и компьютерных наук, 
Физико-технологический институт, Уральский энергетический инсти­
тут). Он является принципиально мультидисциплинарным и пред­
полагает получение знаний и умений, а также овладение методами 
и подходами из разных областей знания — математики, физики, био­
логии, компьютерных наук и информационных технологий.
Предлагаемое учебное пособие предназначено для самосто­
ятельной работы студентов над лекционным материалом и подго­
товки к выполнению практических заданий. Изучение материала
з
пособия направлено на формирование мотивации к самостоятельным 
исследованиям в области математической биологии.
В связи с огромным разнообразием современных исследований 
в области математической биологии и стремительным расширением 
областей применения математического моделирования в биологиче­
ских исследованиях данное учебное пособие не предполагает сколько- 
нибудь полного охвата всех существующих направлений математиче­
ской биологии. Задача его — познакомить читателя с рядом типовых 
биологических процессов (транспорт веществ, химическая кинетика, 
типы взаимодействий в биологических системах и др.) и способами 
их математической формализации, различными и вместе с тем наи­
более часто используемыми приемами моделирования сложных био­
логических систем и методами анализа моделей; обсудить примене­
ние различных вычислительных схем расчета моделей; познакомить 
с классическими моделями в биологии и продемонстрировать значе­
ние математического и компьютерного моделирования для понима­
ния природы биологических процессов и функционирования биоло­
гических систем; познакомить с современным состоянием в области 
математического моделирования живых систем биологии; обсудить 
новые направления исследований в области математической биоло­
гии и биоинформатики, биоинженерии, интегративной биологии, 
системной биологии.
На отбор и изложение материала в настоящем учебном посо­
бии повлияло знакомство авторов с материалами учебных кур­
сов и монографиями А. Б. Рубина [25], Г. Ю. Ризниченко [21, 22] 
и А. А. Антонова [4], на которые имеются многочисленные ссылки 
в тексте пособия. Важными и полезными представляются также 
монографии Д. Мюррея (J. D. Murray) «Математическая биология», 
а также Д. П. Кинера и Дж. Снейда (J. P. Keener and J. Sneyd) «Мате­
матическая физиология» [56], содержащие обширный материал по 
теме пособия. Последние разделы настоящего пособия, связанные 
с моделированием электрической и механической функции сердеч­
ной мышцы, написаны на основе результатов собственных професси­
ональных научных исследований авторов, проводимых в Институте 
иммунологии и физиологии УрО РАН.
ВВЕДЕНИЕ
В течение последних десятилетий наметился значительный 
прогресс в количественном (математическом) описании функций 
различных биосистем на различных уровнях организации жизни: 
молекулярном, клеточном, органном, организменном, популяци­
онном, биогеоценологическом (экосистемном). Жизнь определя­
ется множеством различных характеристик этих биосистем и про­
цессов, протекающих на соответствующих уровнях организации 
системы и интегрированных в единое целое в процессе функцио­
нирования системы. О моделях, базирующихся на существенных 
постулатах о принципах функционирования системы, которые 
описывают и объясняют широкий круг явлений и выражают зна­
ние в компактной, формализованной форме, можно говорить как 
о теории биосистемы.
Построение математических моделей (теорий) биологических 
систем стало возможным благодаря исключительно интенсивной 
аналитической работе экспериментаторов: морфологов, биохими­
ков, физиологов, специалистов по молекулярной биологии и др. 
В результате этой работы кристаллизованы морфофункциональ­
ные схемы различных клеток, в рамках которых упорядоченно 
в пространстве и во времени протекают различные физико-хими­
ческие и биохимические процессы, образующие весьма сложные 
переплетения.
Вторым очень важным обстоятельством, способствующим 
привлечению математического аппарата в биологию, является 
тщательное экспериментальное определение констант скоро­
стей многочисленных внутриклеточных реакций, определяющих 
функции клетки и соответствующей биосистемы. Без знания 
таких констант невозможно формально-математическое описание 
внутриклеточных процессов.
И наконец, третьим условием, определившим успех матема­
тического моделирования в биологии, явилось развитие мощных 
вычислительных средств в виде персональных компьютеров, 
суперкомпьютеров и информационных технологий. Это связано 
с тем, что обычно процессы, контролирующие ту или иную функ­
цию клеток или органов, многочисленны, охвачены петлями пря­
мой и обратной связи и, следовательно, описываются сложными 
системами нелинейных уравнений с большим числом неизвест­
ных. Такие уравнения не решаются аналитически, но могут быть 
решены численно при помощи компьютера.
Численные эксперименты на моделях, способные воспроиз­
водить широкий класс явлений в клетках, органах и организме, 
позволяют оценить правильность предположений, сделанных при 
построении моделей. Заметим, что, хотя в качестве постулатов 
моделей используются экспериментальные факты, необходимость 
некоторых допущений и предположений является важным теоре­
тическим компонентом моделирования. Эти допущения и предпо­
ложения являются гипотезами, которые могут быть подвергнуты 
экспериментальной проверке. Таким образом, модели становятся 
источниками гипотез, притом экспериментально верифицируе­
мых. Эксперимент, направленный на проверку данной гипотезы, 
может опровергнуть или подтвердить ее и тем самым способст­
вовать уточнению модели. Такое взаимодействие моделирования 
и эксперимента происходит непрерывно, приводя ко все более 
глубокому и точному пониманию явления: эксперимент уточняет 
модель, новая модель выдвигает новые гипотезы, эксперимент 
уточняет новую модель и т. д.
В настоящее время область математического моделирования 
живых систем объединяет ряд различных и уже устоявшихся тра­
диционных и более современных дисциплин, названия которых 
звучат достаточно общо, так что трудно бывает строго разгра­
ничить зоны их специфического использования. Это биофизика 
или математическая биофизика, изучающие физические основы 
биологических систем с использованием математического опи­
сания физических процессов; математическая биология или 
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теоретическая биология, которые могут охватывать любые обла­
сти моделирования живого, традиционно включают в себя популя­
ционную динамику, моделирование экосистем, климата; систем­
ная биология, традиционно обращающаяся к моделям сложных 
внутриклеточных систем, включая протеомику (науку о белках), 
метаболомику (науку о метаболических процессах); компьютер­
ная биология, которая также обращается к математическим моде­
лям сложных биологических процессов и систем, реализуемым 
в компьютерных экспериментах; биоинформатика, традиционно 
ассоциирующаяся с моделированием в геномике.
В настоящее время особенно бурно развиваются специализи­
рованные области применения математического моделирования 
живых систем — математическая физиология, математическая 
иммунология, математическая эпидемиология, направленные 
на разработку математических теорий и компьютерных моделей 
соответствующих систем и процессов.
Эти междисциплинарные исследования бесспорно являются 
приоритетными и в мировой, и в отечественной науке, объединяя 
усилия специалистов из различных областей знания — математи­
ков, биологов, физиков, химиков и специалистов по компьютер­
ным наукам.
Как всякая научная дисциплина, математическая (теорети­
ческая) биология имеет свой предмет, способы, методы и проце­
дуры исследования. В качестве предмета исследований выступают 
математические (компьютерные) модели биологических процес­
сов, одновременно представляющие собой и объект исследования, 
и инструмент для исследования собственно биологических объек­
тов. В связи с такой двоякой сущностью биоматематических моде­
лей они подразумевают использование имеющихся и разработку 
новых способов анализа математических систем (теорий и методов 
соответствующих разделов математики) с целью изучения свойств 
самой модели как математического объекта, а также использова­
ние модели для воспроизведения и анализа экспериментальных 
данных, получаемых в биологических экспериментах. При этом 
в качестве одного из наиболее важных назначений математических
моделей (и теоретической биологии в целом) является возмож­
ность предсказания биологических явлений и сценариев поведе­
ния биосистемы в определенных условиях и их теоретического 
обоснования до (или даже вместо) проведения соответствующих 
биологических экспериментов.
Основным методом исследования и использования слож­
ных моделей биологических систем является вычислительный 
компьютерный эксперимент, который требует применения адекват­
ных методов вычислений для соответствующих математических 
систем, алгоритмов вычислений, технологий разработки и реали­
зации компьютерных программ, хранения и обработки результатов 
компьютерного моделирования. Эти требования подразумевают 
разработку общих и специальных теорий, методов, алгоритмов 
и технологий компьютерного моделирования в рамках различных 
направлений математической биологии, что само по себе является 
составной частью данной научной дисциплины.
Наконец, в связи с основной целью использования биоматема- 
тических моделей для познания законов функционирования био­
логических систем, все стадии разработки и использования мате­
матических моделей предполагают обязательную опору на теорию 
и практику биологической науки, и в первую очередь на резуль­
таты натурных экспериментов.
Учебное пособие «Математическое моделирование живых 
систем» включает несколько связанных друг с другом разделов, 
каждый из которых иллюстрирует важные особенности биоло­
гических систем, такие как интеграция процессов с существенно 
различными характерными масштабами величин и времен, муль­
тистационарность систем и возможность переключения между 
различными стационарными состояниями, цикличность во вре­
мени, наличие прямых и обратных связей между величинами и др. 
При этом в рамках курса демонстрируется широкая возможность 
использования сходных математических формализмов для описа­
ния биологических процессов различной природы.
В пособии приведен многочисленный иллюстративный мате­
риал, который должен облегчить читателю знакомство с особенно- 
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стями биологических объектов моделирования и визуализировать 
результаты численного моделирования.
Авторы надеются, что данное издание поможет освоить 
материал учебного курса и послужит стимулом к дальнейшему, 
более глубокому изучению и самостоятельному использованию 
математического моделирования в той или иной предметной 
области.
Дополнительные учебно-методические материалы по курсу 
«Математическое моделирование живых систем» содержатся на 
портале электронного обучения УрФУ http://eleam.urfu.ru/ и на 
портале информационно-образовательных ресурсов УрФУ http:// 
study.urfii.ru.
1. МЕТОДЫ СИСТЕМНОЙ БИОЛОГИИ
1.1. Методы моделирования биологических 
процессов и систем
1.1.1. Модель как динамическая система
При создании количественной модели любой системы или 
объекта требуется определить состояние объекта и предложить 
способ описания изменения этого состояния во времени.
Состояние объекта — это совокупность наиболее существен­
ных количественных признаков, переменных, характеризующих 
существование, поведение, эволюцию этого объекта или системы.
В биологических системах в качестве существенных пере­
менных могут выступать различные измеряемые величины: 
в биохимии —  концентрации веществ, в микробиологии — число 
микроорганизмов или их биомасса, в экологии — численность 
вида, в биофизике мембранных процессов — мембранные потен­
циалы и т. д.
Изменение состояния системы во времени предполагает пере­
ходные процессы из одного стабильного состояния (например, 
стационарного, т. е. неизменного во времени, или периодического, 
т. е. циклически повторяющегося через определенные интервалы 
времени) в другое стабильное состояние. Такие переходы, как пра­
вило, бывают вызваны воздействием на систему, меняющим пара­
метры системы, или скачком, меняющим само состояние системы. 
Параметры системы — это постоянные (по крайней мере доста­
точно длительное время) количественные характеристики усло­
вий протекания процессов в системе. Например, внешними пара­
метрами, определяющими существование клетки, могут быть 
температура, ионный состав внеклеточной среды. Внутренними
ю
параметрами динамики веществ в клетке могут быть характери­
стики молекулярных механизмов, обеспечивающих их движение 
или преобразования, например, электрическая проводимость мем­
браны, плотность ионных насосов на мембране, максимальные 
скорости работы ионных обменников и др.
Динамическая система описывает изменение состояния объ­
екта во времени, т. е. процессы, сопровождающие смену состояния.
Традиционно термин «динамическая система» применялся 
к механическим системам, движение которых описывается диф­
ференциальными уравнениями, а конкретная траектория опреде­
ляется начальными условиями (положением, скоростями и т. п.). 
Сейчас понятие и теория динамических систем широко исполь­
зуются в различных прикладных областях, в частности, для опи­
сания биологических систем, где могут отсутствовать собственно 
механические переменные, а скорости движения заменяются ско­
ростями изменения состояния.
В теории динамических систем состояние системы ассо­
циируется с фазовой точкой или фазовым вектором X, компо­
нентами которого являются переменные {хк, Л: = 1,..., л}, характе­
ризующие состояние системы в данный момент времени (от греч. 
phasis — появление, определенный момент в ходе развития какого- 
либо процесса). Динамическая система описывает изменение во 
времени состояния X(t) в фазовом пространстве, т. е. в простран­
стве всех допустимых значений элементов фазового вектора. Осо­
бенно наглядно эти представления работают в 2-мерной динамиче­
ской системе (две переменные, характеризующие состояние), когда 
фазовым пространством является фазовая плоскость, или в 3-мер­
ном случае, когда фазовое пространство можно визуализировать 
в виде привычной 3-мерной системы координат. Процесс изме­
нения состояния во времени можно представить в виде движения 
фазовой точки по фазовой траектории, соответствующей заданным 
начальным условиям Х 0 = Х(0) в начальный момент времени t = 0.
Закон связи между переменными и параметрами системы 
записывается в виде системы уравнений, в которых должно
и
присутствовать время t, указывая на возможные изменения состо­
яния системы.
При этом время может быть непрерывным fe[0,oo] или дис­
кретным t е {О, /р t2 ,...}. В дискретном случае фазовая траектория 
превращается в набор точек {Х0, Х ], Х 2,...} в фазовом простран­
стве и часто называется орбитой.
В непрерывном случае традиционным объектом теории 
динамических систем являются обыкновенные дифференциальные 
уравнения (ОДУ) [19], формализующие законы связи между 
скоростью изменения состояния (dX/dt) и самим текущим 
состоянием X:
dX  / dt = F(t, X).  (1)
В правой части динамической системы (1) учитываются вза­
имные связи между компонентами фазового вектора и условия, 
при которых эта система функционирует, т. е. в уравнениях при­
сутствуют параметры системы A  = {kl,. . . ,Xm}.
Как правило, правая часть системы (1) явно не зависит от t (так 
что фазовые траектории не зависят от начального момента времени 
и определяются только начальной точкой в фазовом пространстве).
Такие системы называются автономными системами и запи­
сываются в виде
d X / d t  = F(X) .  (2)
В дискретном случае динамическая система описывается раз­
ностными уравнениями и представляет собой закон связи между 
состоянием в последующий момент времени и состоянием в пре­
дыдущие моменты, например,
* ,+ .= * Т О .  (3)
Заметим, что при описании приведенных выше систем (1)-(3) 
термин «пространство» фигурировал только в связи с фазовым 
пространством, относящимся к совокупности признаков, харак­
теризующих состояние системы. При этом реальное физическое 
пространство (например, привычное нам объемное 3-мерное 
12
пространство), в котором существует данная система, исключа­
лось из рассмотрения, как если бы все рассматриваемые процессы 
происходили в некоторой физической точке или точечной обла­
сти, где значения рассматриваемых фазовых признаков одинаковы 
в любой части этой области.
Такое упрощение часто является вполне допустимым (позднее 
мы обсудим возможность таких допущений). Соответствующие 
системы называются точечными или сосредоточенными.
Это допущение не работает, когда распределение наблю­
даемых величин (например, концентраций веществ или других 
количественных характеристик процессов) в пространстве суще­
ственно неоднородно. Причиной этого может быть, например, 
достаточно медленный (в сравнении с характерными временами 
изменения величины во времени) транспорт веществ или медлен­
ное распространение сигнала между различными пространствен­
ными участками рассматриваемого объема. Такие системы называ­
ются распределенными. В этом случае состояние системы зависит 
от ее пространственной координаты, т. е. описывается величиной 
X(t, г), где г — вектор пространственного положения X. Напри­
мер, в 3-мерном пространстве X ( t , г) = {XU)(t) ,XU)(t)9X ik)(t)}9 где 
X  (t) — проекция фазового вектора на соответствующую коорди­
натную ось. Математическое описание и дальнейший анализ рас­
пределенных систем значительно сложнее, чем сосредоточенных. 
Здесь на замену ОДУ приходят системы уравнений в частных про­
изводных, в которых кроме производной по времени (т. е. скорости 
изменения состояния во времени) фигурируют производные по 
пространственным координатам (т. е. скорости изменения состоя­
ния в пространстве). Пример распределенной модели мы приведем 
в разделе 6, посвященном моделированию диффузии.
Сложность биологических систем заключается в том, что они 
представляют собой:
1) открытые системы — непрерывно взаимодействуют 
с внешней средой в форме обмена энергией, веществом, инфор­
мацией;
2) неравновесные системы —  функционируют вдали от термо­
динамического равновесия и, следовательно, требуют энергетиче­
ских затрат для поддержания существования;
3) мультишкалъные системы (multi-scale system) — объеди­
няют воедино процессы различной физической природы (элек­
тричество, механика, магнетизм, химия, оптика и др.) с бес­
прецедентным для неживой природы диапазоном характерных 
пространственных масштабов величин и временных масштабов 
процессов, обусловливающих существование системы.
Например, в организме человека интегрируются процессы, 
происходящие на разных уровнях организации системы: 
молекулярном наноуровне с характерными временами порядка 
фемто- (10"15) с  и пространственными размерами порядка 
нано- (10~9) м, клеточном микро- или мезоу^оъш (микро- (10~6) м 
и микро- или милли- (10 3) с), тканевом и органном .макроуровнях 
(пространственные размеры от миллиметров до метров 
и временные характеристики от миллисекунд до дней — 10 5 с 
и десятков лет —  10 8 с).
Поэтому невозможно представить себе универсальную модель 
биологической системы. Такая гипотетическая модель соответст­
вовала бы высказыванию основоположника кибернетики Нор- 
берта Винера: «Лучшей моделью кошки является другая, а жела­
тельно та же самая кошка». Ее, скорее всего, было бы ничуть не 
проще изучать, чем исходный объект. Поэтому построение модели 
должно отвечать на конкретные вопросы исследователя, математи­
ческие инструменты для моделирования должны зависеть от кон­
кретной решаемой задачи.
Естественно, что при указанной сложности биологических 
систем и соответствующих математических моделей основным 
инструментом их анализа является вычислительный экспери­
мент.. В рамках данного курса мы будем рассматривать классиче­
ские модели математической биологии, представляющие собой 
в основном сосредоточенные системы малой размерности. Для 
этих моделей существенным этапом анализа является качествен­
ный анализ динамической системы, о котором пойдет речь в сле­
дующих подразделах данного раздела.
1.1.2. Модель динамики 
состояния ионных каналов
Ионные каналы —  это сложные белковые молекулы, располо­
женные в мембране клетки, через которые осуществляется тран­
спорт ионов в клетку или из нее (более подробно об ионном тран­
спорте см. в разделе 6).
С функциональной точки зрения важно, что канал может нахо­
диться в различных конформационных состояниях —  открытом 
или закрытом, допускающем или не допускающем прохождение 
ионов через мембрану. Понятно, что величина ионного тока должна 
быть пропорциональной средней по клетке доле открытых каналов 
в их общем числе. Обозначим эту величину п е [0,1 ] и попробуем 
выписать модель, описывающую ее динамику во времени.
Наиболее простая схема переходов одиночного канала из 
закрытого в открытое состояние может быть следующей:
С ^ О .  (4)
<-
к_
Здесь С (closed) — закрытое состояние канала, О (open) —  
открытое состояние канала, к+ик_ — константы скоростей пере­
ходов, показывающие, сколько в единицу времени в среднем про­
исходит переходов из закрытого в открытое состояние и наоборот.
Пусть известна доля открытых каналов n{t) в момент вре­
мени t. Определим, какая доля каналов будет открыта через малый 
промежуток времени At в момент / +Д/. Понятно, что величина 
n(t + At) определяется тем, какая часть закрытых каналов откро­
ется за интервал At и какая часть отрытых — закроется.
Естественно предположить, что количество открывающихся 
каналов в единицу времени пропорционально доле закрытых кана­
лов 1 -  л, а количество закрывающихся — пропорционально числу 
открытых п.
Выпишем уравнение материального баланса, учтя приход-рас­
ход в системе открытых каналов:
n{t + At) = n(t) + (k+ *(1 - r i ) - k _  •n)-At . 
Перепишем это выражение в виде 
n(t + A t ) -n ( t )
At
Заметим, что слева в этой формуле записана средняя за At ско­
рость изменения доли п.
Теперь перейдем к пределу при At —> 0 и получим следующее 
ОДУ:
—  = к, ( \ - п ) - к  п. (5)
Л  +
Это ОДУ является линейным неоднородным уравнением пер­
вого порядка для искомой функции n(t). Оно относится к типу 
уравнений с разделяющимися переменными, его решение может 
быть выписано аналитически.
Перепишем уравнение (5) в эквивалентной форме:
*L = .1 Z iк , (6)
dt т
где
к++к_ ’ Х~ к++к_' (?)
Сделаем замену переменных: х  = п — п*,, для которого спра­
ведливо линейное однородное уравнение
dx х
~ Т = • (8)at т
Разделим переменные и проинтегрируем:
'dx  с dtс ах _ cat 
J jc J т
Общее решение имеет вид следующей экспоненциальной 
функции:
х - С - е  \
Здесь С е R — произвольная постоянная.
Для решения задачи Коши с начальными условиями дг(0) = х0 
найдем С = х0и запишем частное решение:
J
х = х0- е \  (9)
На рис. 1 показано несколько решений (9) с различными зна­
чениями параметра т. Видно, что с ростом времени х (/) —> 0, т. е. 
решения стремятся к нулевому стационарному состоянию. При 
этом кривые тем круче, чем меньше значение параметра т.
1 ч
0 1 2 3 4 5
t
Рис. 1. Решение (9) уравнения (8) 
при различных значениях параметра т
Выясним более детально смысл параметра т.
З а д а ч а .  Определим время Г, за которое решение (9) 
изменится в е раз, т. е. найдем Г, при котором х(Т ) = х0 / е, х0 ^  0. 
Подставив это значение в формулу (9), получим
е
Разделив обе части на jc0, получим
Поскольку Т не зависит от х0, его можно считать характе­
ристическим временем для всех решений (9), удовлетворяющих 
уравнению (8), при заданном т. Поэтому т называется констан­
той времени уравнения (9) или процесса (9). Понятно, что чем 
меньше т, тем процесс протекает быстрее и стационарное решение 
достигается быстрее, чем при больших т.
Можно переписать уравнение (8) в виде
Параметр X называется константой скорости процесса 
и является обратной величиной константы времени т.
Вернемся к исходной задаче отыскания доли открытых кана­
лов п. Подставив в (9) вместо х = п -  получим
На рис. 2 представлены решения задачи при различных значе­
ниях константы времени т.
— и,, — .
dt т
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Рис. 2. Доля открытых каналов n(t) в модели (6) 
при лх = 2 и п0 = {0,1, 3}
Заметим, что выписать общее решение ОДУ в аналитическом 
виде или в квадратурах (в виде интегралов от известных функ­
ций) удается лишь для небольшого класса систем, в частности для 
линейных. Процессы, происходящие в биологических системах, 
в основном существенно нелинейны, соответственно они опи­
сываются нелинейными уравнениями, которые, как правило, не 
решаются в квадратурах.
Что делать, если отсутствует аналитическое решение или 
решение в квадратурах модельной системы?
1.1.3. Приближенное решение ОДУ. 
Вычислительный эксперимент
В большинстве случаев для анализа поведения моделей про­
водят вычислительные эксперименты, опирающиеся на прибли­
женные методы интегрирования систем ОДУ. Как правило, для 
нахождения приближенного решения ОДУ необходимо вычислять 
функции в правой части системы, что для современных вычисли­
тельных устройств не представляет труда, какими бы сложными 
ни были эти функции.
В большинстве исследовательских задач приближенными 
методами находят решение начальной задачи или задачи Коши 
для системы ОДУ, т. е. частное решение системы (1) (или, напри­
мер, (2)), удовлетворяющее начальным условиям
*(Р) = Х 0.
Оставляя за пределами нашего изложения детали теории ОДУ, 
мы будем предполагать, что все необходимые условия существова­
ния и единственности решения задачи Коши выполнены. В част­
ности, для автономной системы (2) для этого достаточно, чтобы 
функции в правой части были непрерывными вместе со своими 
частными производными в рассматриваемой области допустимых 
значений переменных.
Простейшим, но вместе с тем и наиболее часто употребляемым 
методом приближенного решения является метод Эйлера [26].
Проиллюстрируем его для скалярного ОДУ первого порядка, 
поскольку аналогичные построения без труда обобщаются для 
систем ОДУ в нормальной форме (1).
Итак, будем решать задачу Коши для уравнения
£ = /( '•* >  <м)at
с начальными условиями
x(t0) = x0. (12)
Искомым решением является функция x(t), удовлетворяющая 
начальному условию (12), для которой уравнение (11) превраща­
ется в тождество по t на некотором промежутке [/0, t0 + 7]. График
решения в плоскости (t, х ) называется интегральной кривой урав­
нения (11).
Идея приближенных методов решения ОДУ опирается на 
физический и геометрический смысл ОДУ, связывающего произ­
водные (т. е. скорости изменения величин) и сами значения иско­
мых функций.
В любой точке (t, х) области, где решается задача, ОДУ 
задает направление касательной к интегральной кривой (рис. 3). 
Действительно, тангенс угла наклона а  касательной в силу 
уравнения нам известен:
tg(a) = х = f ( t , x ) .
Другими словами, уравнение (11) задает поле направлений 
касательных к интегральным кривым уравнения.
Пусть мы хотим построить приближение интегральной кри­
вой на отрезке |70, t0 + Т \  Задав начальную точку (t0, х0), мы можем 
двигаться на коротком интервале времени At в направлении каса­
тельной и приближенно найти следующую точку (t], jc, ), /, = tQ + At, 
близкую к соответствующей точке (tx, x(tx)) на интегральной кривой 
(рис. 3). Другими словами, мы заменяем на промежутке[t0, ^ н е и з ­
вестную нам интегральную кривую х = x(t) отрезком [(/0, х0), (tx, хх)] 
известной нам в силу уравнения касательной к интегральной кри­
вой в точке (t0, х0). Очевидно, что по построению
х, = * 0  + x'(t0) • ( / , - /0) = x0 + f ( t 0, x0)-At.
0 t
Рис. 3. Метод Эйлера (синяя линия — точное решение, 
красная — приближенное)
Построив приближение (/,,*,), будем продолжать аналогич­
ные построения и получим ломаную Эйлера {(^> хк),к = 0 , 1 , п) 
(рис. 3):
хм  =xk + f { t k, x k)-M.(13)
В силу теоремы Эйлера при достаточно малых At эта ломаная 
является приближением искомого решения x(t) с глобальной 
погрешностью метода порядка 1 (ошибка имеет глобальный 
порядок O(At)), т. е. для любого tk е  [t0, tQ + Т] \ x(tk) -  хк \< С • Д /, где 
С — константа.
Формулы (13) без труда переписываются для системы ОДУ (2), 
при этом вместо скалярной переменной х  и функции / просто сле­
дует использовать векторную величину X  и функцию F(t , X).
Существуют разнообразные приближенные методы решения 
ОДУ, порядок погрешности которых выше первого. Большая точ­
ность может, например, быть достигнута за счет многократных 
пересчетов функции в правой части уравнения (11) в некоторых 
промежуточных точках, что дает более близкое к точному направ­
ление движения (взвешенный угол) при переходе от точки к точке
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в строящейся ломаной. К таким относятся широко используемые 
высокоточные, но вычислительно-затратные методы Рунге-Кутты 
[26]. В других методах точность достигается за счет многошаго­
вое™, т. е. использования информации о приближенном решении 
не только на предыдущем временном шаге, как в методе Эйлера, 
но и на нескольких предыдущих шагах. К таким методам отно­
сятся методы Адамса [Там же] и другие ^-шаговые разностные 
методы.
Приближенные методы позволяют находить и анализировать 
частные решения уравнения (И ) или в более общем случае — 
системы уравнений (2). В случае сложных нелинейных систем 
большой размерности только вычислительный эксперимент, 
основанный на приближенном решении модельной системы, 
позволяет обнаружить особенности поведения модели в тех или 
иных условиях. Однако эти методы не могут дать общей картины 
возможных режимов работы системы («портрета» системы) при 
различных начальных условиях или в зависимости от значений 
параметров.
На многие вопросы, касающиеся качественного характера 
поведения системы, в частности о существовании и устойчивости 
стационарных состояний или колебательных режимов, отвечают 
методы качественной теории дифференциальных уравнений. 
Эти методы позволяют выявить важные особенности поведения 
модели, не прибегая к нахождению решения системы в явном виде. 
Правда, надо понимать, что качественные методы затруднительно 
(если вообще возможно) применять для сложных систем большой 
размерности, и в таких случаях требуется предварительное 
применение специальных методов редукции (декомпозиции) 
систем.
В рамках данного курса мы проиллюстрируем приемы 
качественного анализа ОДУ в относительно простых случаях: для 
скалярных уравнений и для систем ОДУ с двумя переменными, 
для которых можно использовать наглядную визуализацию 
обсуждаемых методов и их результатов.
1.1.4. Качественное исследование простейших 
моделей биологических процессов
Начнем с качественного исследования скалярного ОДУ пер­
вого порядка:
—  = /(* )• (14> 
dt
Фазовым пространством этой системы является числовая 
ось R.
В первую очередь рассмотрим состояния равновесия системы, 
когда состояние х  не меняется во времени, т. е. х  = const = х.
Следовательно, в этих точках
Поэтому для нахождения стационарных точек следует 
приравнять правую часть уравнения нулю и найти решения 
уравнения:
/ ( * )  = 0. (15)
Изолированные корни 3cj,x2, . . . ,хп алгебраического уравне­
ния (15) являются стационарными состояниями {точками покоя) 
дифференциального уравнения (14). Если вывести систему из 
состояния равновесия, она будет вести себя в соответствии с урав­
нением (14), описывающим ее переходные режимы между стацио­
нарными состояниями.
Биологические системы постоянно испытывают внешние воз­
действия и претерпевают многочисленные флуктуации. При этом 
биологическим системам присуще свойство гомеостаза —  способ­
ность к саморегуляции открытой системы для сохранения посто­
янства (динамического равновесия) своего внутреннего состояния. 
На математическом языке это означает, что состояние возмущен­
ной системы возвращается к своему стационарному состоянию. 
Другими словами, стационарное состояние является устойчивым 
к возмущениям. При анализе модели важно убедиться, будет ли
она отражать характер поведения биологической системы, устой­
чивы ли стационарные состояния модели.
Содержательное определение устойчивости стационарного 
состояния связано с характером долговременного отклика системы 
на возмущение. Стационарное состояние является устойчивым, 
если при достаточно малом отклонении от положения равновесия 
оно сильно не удалится от точки покоя (см. пример шарика в яме 
на рис. 4, панель а). Стационарное состояние называется неус­
тойчивым,, если малые отклонения со временем увеличиваются 
(см. пример шарика на горке на рис. 4, панель б).
а б
Рис. 4. Стационарное состояние: 
а — устойчивое; б — неустойчивое
Математическое определение устойчивости выглядит следую­
щим образом [19].
Стационарное состояние х = х  уравнения (14) устойчиво по 
Ляпунову [Там же], если для любого е > 0 найдется такое б > 0, что 
если | х (/0) -  х  |< 5, то | x(t) -  х  |< г для всех t0 <t<  00.
То есть можно выбрать такую начальную 8-окрестность точки 
покоя, что любая выпущенная из этой окрестности траектория 
системы остается в заданной е-окрестности.
Если, кроме того, | x(t) — jc |—> 0 при t —> оо, т. е. траектория при­
ближается к точке покоя, то стационарное состояние называется 
асимптотически устойчивым.
Это определение обобщается и на случай системы (2) большей 
размерности.
В случае скалярного уравнения (14) можно, непосредственно 
исследуя характер функции f{x)  вблизи состояния равновесия 
х  = х , определить тип его устойчивости (рис. 5).
Рис. 5. Характер устойчивости особой точки в зависимости 
от поведения функции f(x)
Рассмотрим возможные ситуации, изображенные на рис. 5, 
в предположении достаточной гладкости функции f(x).
1. Вблизи состояния равновесия х функция f{x)  убывает, меняя 
знак с «+» на «-» при возрастании х  (рис. 5, панель а). Это означает, 
что при х < х  скорость dx ld t  = f ( x )  > 0, следовательно, x{t) 
увеличивается и стремится к х . При этом по мере приближения к х 
скорость роста х  уменьшается, так как f (x)  приближается к 0. При 
х > х , напротив, dx ld t<  0, следовательно, x(t) уменьшается и тоже 
стремится к х. Отсюда следует, что при достаточной близости 
начальной точки х0 к Зс, х(t) будет асимптотически приближаться 
к х при возрастании t, т. е. состояние равновесия асимптотически 
устойчиво. Заметим, что, поскольку f (x )  убывает в окрестности х , 
в этом случае / '( * )  < 0.
2. Вблизи состояния равновесия х функция f{x)  возрастает, 
меняя знак с «-»  на «+» при возрастании х  (рис. 5, панель б). При
любом как угодно близком к х начальном значении xQ изобража­
ющая точка x(t) будет удаляться от точки покоя. В этом случае 
/ '( * )  > 0 и состояние равновесия х  неустойчиво.
З.Д х) не меняет знака вблизи состояния равновесия (рис. 5, 
панели в, г). Изображающая точка x(t), с одной стороны, будет 
приближаться к х,  а с другой — удаляться. Состояние равновесия 
является неустойчивым по Ляпунову, но ситуация несколько 
отличается от регулярного случая выше. Заметим, что в этом 
специальном случае / '( * )  = 0.
Существует аналитический метод определения устойчивости 
состояния равновесия, предложенный А. А. Ляпуновым и пригод­
ный для исследования систем уравнений. В рамках этого метода 
для анализа типа устойчивости точки покоя используется система 
первого приближения для исходной системы.
Пусть х  = х  —  стационарное состояние уравнения (14). Будем 
рассматривать поведение решения уравнения в окрестности точки 
покоя: х  = х  + где £ достаточно мало. Подставим это выражение 
для х  в исходное уравнение:
< /(* + «
Заметим, что
. -= /(* + £ ) •  at
d jx  + Q  d^  
dt dt
Правую часть разложим в ряд Тейлора в окрестности х :
f \ x ) - ^ \ - f \ x ) ^ 2+.... 
at 2
Учтя, что / (Зс) = 0 и f ' ( x )  * 0, оставим только линейный член 
по \  в правой части уравнения и получим
f - r e v t  ев)
Получили уравнение первого приближения (16) для исходного 
уравнения (14).
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Введем обозначение а = f ' ( x ) .  Решение уравнения (16) имеет 
вид £(0 = • еа', где ^(0) = (рис. 6).
Рис. 6. График решения уравнения первого приближения.
При а > 0 решение является возрастающей функцией, 
при а < 0 — убывающей
Если а = / '( * )  < 0, то первое приближение Lfjt) для отклонения 
от точки покоя будет со временем затухать (^(0 —» 0). В соответствии 
с теоремой Ляпунова об устойчивости по первому приближению 
стационарное состояние х  является асимптотически устойчивым.
Если а = / '( * )  > 0, то с увеличением времени £(t ) будет 
только увеличиваться, и по теореме Ляпунова стационарное 
состояние х  — неустойчивое.
В случае а = / '( * )  = 0 (критический случай) уравнение пер­
вого приближения (16) вырождается, и для ответа на вопрос об 
устойчивости стационарного состояния необходимо рассматри­
вать члены более высокого порядка разложения функции в ряд 
Тейлора.
Итак, в регулярных случаях устойчивость стационарного 
состояния уравнения (14) определяется знаком производной пра­
вой части в стационарной точке.
Пример модели кинетики ионных каналов. Проведем 
качественный анализ уравнения (6): найдем стационарные
решения и определим их устойчивость.
Точки покоя удовлетворят уравнению
/ ( х )  = - ^ ^  = 0,
I
следовательно, п = — стационарное решение уравнения (6). При
этом f \ n Qо) < 0, так что точка покоя асимптотически устойчива.
Таким образом, в уравнении динамики открытия ионных кана­
лов (6) оба параметра функции в правой части имеют важный био­
логический смысл; параметр определяет стационарное значение 
доли открытых каналов, к которому стремится величина n(t) при 
любом л0, а параметр т — константа времени процесса, которая 
определяет, насколько быстро достигается стационарное состоя­
ние (см. рис. 2).
На этом простом примере мы проиллюстрировали, как, не 
находя решения уравнения (тем более это почти всегда невоз­
можно), провести качественный анализ его поведения.
Обратим внимание на одну важную особенность моделей, 
описываемых скалярным автономным ОДУ (6). В случае гладкой 
функции /(* ) в правой части уравнения (6) могут быть описаны 
только монотонные изменения переменной х. Следовательно, ни 
периодические, ни хаотические процессы в рамках таких простых 
уравнений описаны быть не могут! Для описания более слож­
ного поведения систем необходимо либо переходить к системам 
большей размерности (2, 3 порядка и выше), либо вводить время 
в явном виде в правую часть уравнения.
1.2. Методы качественного исследования системы 
дифференциальных уравнений
Вкратце изложим основные приемы качественного исследова­
ния систем ОДУ на примере автономной системы двух ОДУ, кото­
рая в нормальной форме записывается следующим образом:
Заранее договоримся, что все условия существования и един­
ственности решения начальной задачи (задачи Коши) для системы 
(17) с начальными условиями
выполнены в некоторой области фазового пространства допусти­
мых значений (х, у) е G. Например, Р(х, у), Q (х, у)  —  гладкие 
функции в G. Во многих биологических задачах в качестве фазо­
вого пространства G мы будем рассматривать первый (положи­
тельный) квадрант координатной плоскости: 0 < jc < оо, 0 < у < оо.
Переменные x(t), y(t) изменяются во времени в соответствии 
с законом (17). Состоянию системы в момент времени t можно 
поставить в соответствие точку М  с координатами (х(/), y(t)). Тогда 
взаимосвязанное изменение обеих координат в силу системы (17) 
будет определять траекторию движения изображающей точки M(t) 
в фазовом пространстве — фазовую траекторию. Совокупность 
фазовых траекторий при различных начальных значениях 
переменных дает наглядный «портрет» системы. Построение 
фазового портрета позволяет сделать выводы о характере 
изменений переменных х ,у  без отыскания аналитических решений 
исходной системы уравнений (17) (что почти всегда невозможно 
сделать).
Как построить фазовую траекторию, определяемую системой
С п о с о б  1 . Определимся вначале с физическим и геометри­
ческим смыслом системы (17). В силу системы мы можем вычи­
слить вектор мгновенной скорости движения точки М  = (х, у)  на 
фазовой плоскости:
*(0) = *о> Я 0) = У о
(17)?
V = {v,> = {■*. У} = у), Q(x, у)}. (18)
Таким образом, система (18) задает на фазовой плоскости век­
торное поле направлений движения изображающей точки.
Начиная в начальный момент времени t = 0 с некоторой 
выбранной точки М0 = (х0, y Q), можно, двигаясь в соответствии 
с этим полем направлений, восстановить фазовую траекторию 
системы.
Перемещение точки М0 за время At можно приближенно вычи­
слить как произведение скорости на время s=  vl^ -Дл Тогда за 
время At точка М0 переместится в точку M x= M 0+v \м • At. Продол­
жая аналогичным образом, мы получим орбиту {М0, А/,, Л /2,...}, 
представляющую дискретное приближение к искомой фазовой 
траектории M{t) (рис. 7). Важной особенностью фазовой траекто­
рии является то, что, в силу системы, мы можем указать направле­
ние движения изображающей точки вдоль этой траектории, соот­
ветствующее росту времени и
Уа
О х
Рис. 7. Построение фазового портрета
Данный метод построения приближения фазовой траектории 
фактически является векторной формой записи метода Эйлера [26] 
для приближенного решения системы (17):
*„+i =xK + P(x„,yll)-At, (19)
У*+\ = У п +<2(х п’ У п ) А ‘-
Интуитивно ясно, что, уменьшая шаг движения по времени At, 
мы будем все точнее приближать искомую фазовую траекторию. 
Соответствующая теорема Эйлера гарантирует сходимость дан­
ного метода к решению начальной задачи системы (17) с глобаль­
ной погрешностью O(At).
С п о с о б  2.  Для отыскания фазовой траектории можно 
поступить несколько иначе.
Разделим второе уравнение системы (17) на первое:
dy Q(x, у)  (20)
dx Р(х, у)
Решение уравнения (20) дает семейство интегральных 
кривых у  = у{х), которые представляют собой фазовые траектории 
системы (17) на фазовой плоскости (х,у)  (рис. 7).
Заметим, что преобразование системы к уравнению допу­
стимо при Р(х, у) Ф 0. В точках, где Р(х, у)  = 0 (т е. в точках 
соответствующей кривой на фазовой плоскости), функция в пра­
вой части уравнения (20) не определена и могут быть нарушены 
условия существования и единственности решения этого урав­
нения. Таким образом, мы видим, что в этом случае система (17) 
не эквивалентна уравнению (20). В то же время, руководствуясь 
изложенным выше способом 1, мы без труда можем построить век­
тор скорости в точках, где Р(х, у)  = 0. Он будет иметь нулевую пер­
вую координату, т. е. v = [Р{х,у),  Q(x, >>)} = {о, vy Ф 0 | направлен 
вертикально, и соответствующая фазовая траектория также может 
быть построена в точках кривой Р{х, у)  = 0.
1.2.1. Метод изоклин
Для построения фазового портрета удобно пользоваться мето­
дом изоклин [19].
Изоклина — это линия на фазовой плоскости, которая пересе­
кает интегральные кривые уравнения (20) (или фазовые траектории 
системы) под некоторым одинаковым углом, т. е. в каждой точке 
этой линии пересекающие ее фазовые траектории имеют одно и то 
же направление вектора скорости, или соответствующие интег­
ральные кривые имеют одинаковый угол наклона касательной.
В соответствии с уравнением (20) получим уравнение изо­
клины, задав некоторое значение тангенса угла наклона а  каса­
тельной к интегральной кривой, которое должно быть одинаковым 
во всех точках искомой изоклины.
Зададим некоторое значение С и воспользуемся равенством
f  = ,8 (0 , = C  (21,
По определению значение С может принимать значения от -оо
ДО + 00 .





Совокупность изоклин, соответствующих уравнению (22) при 
различных значениях С, определяет поле направлений касательных 
к интегральным кривым вдоль каждой из этих линий. Исключение 
составляют лишь точки, где одновременно выполняются равенства 
Р(х , у)  = 0 и Q{jc, у)  = 0, так что направление касательной 
становится неопределенным.
Эта точка является особой точкой уравнения (20). 
В ней одновременно обращаются в нуль производные х  и у . 
Следовательно, особая точка уравнения (20) является точкой покоя 
или стационарным состоянием системы (17).
Рассмотрим главные изоклины:
—  =0, Q (x ,y )  = 0 — горизонтальных касательных,
%  (23) -  =оо, Р ( jc,у ) = 0 — вертикальных касательных.
Очевидно, что точки покоя системы (17) являются точками 
пересечения главных изоклин, т. е. удовлетворяют стационарной 
системе (рис. 8):
Р ( х , у )  = 0 ,
Q( x , y )  = 0 . (24)
Q(x,y)= о
Р(х, у ) =  0
О х
Рис. 8. Пересечение главных изоклин на фазовой плоскости
Иногда для построения фазового портрета системы бывает 
достаточно изобразить только ее ишвные изоклины и найти точки 
их пересечения, что позволяет предсказать характер поведения 
фазовых траекторий в окрестности точек покоя.
1.2.2. Исследование устойчивости 
стационарных состояний нелинейных систем
Как и в случае скалярного уравнения, рассмотрим характер 
поведения системы в окрестности точки покоя х , у:
Подставим эти выражения в (17) и разложим правые части 
уравнений в ряд Тейлора. Учтем, что Р ( х 9 у )  = 0 и Q(x, у ) = 0; 
отбросив в разложении нелинейные члены, получим систему 
первого приближения для системы (17):
X = х  +£
у  = у  + г\.
(25)
- у  =Р:(х , у К  + Р'г(х , у )Ц, 
at
^  = < 2'Л х,ж + в'У( х , т .
(26)
Система (26) является системой линейных дифференциаль­
ных уравнений с постоянными коэффициентами, которую в век­
торной форме можно записать в виде
^ Г  = А ' Х ,  (27)
dt
где X  = (£, г|)г —  вектор смещений от точки покоя системы; А — 
постоянная матрица системы первого приближения:
э ? ( х , я  р ; х х , у А  









= at> + br\ 
= c \  + dr |.
(28)
Для большого класса нелинейных систем — грубых систем, 
характер поведения которых не меняется при малом изменении 
параметров системы, информацию о типе поведения в окрестно­
сти стационарного состояния можно получить, исследуя не исход­
ную, а упрощенную систему первого приближения.
В соответствии с теоремой Ляпунова [10] об устойчивости по 
первому приближению следует определить собственные значения 
Х] 2 матрицы первого приближения А. Если действительные части 
собственных значений отрицательны (Re(X{ 2) < 0), то точка покоя 
асимптотически устойчива; если хотя бы одна из них положительна 
(Ке(к() > 0), то точка покоя неустойчива.
В других случаях для определения типа устойчивости точки 
покоя недостаточно знать только линейное приближение, требу­
ется проведение дополнительного исследования с учетом более 
старших слагаемых в разложении правой части системы в ряд 
Тейлора.
Смысл теоремы Ляпунова становится понятным, если 
вспомнить, какие возможные типы точек покоя имеет линейная 
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однородная система ОДУ вида (27) и как соответственно выгля­
дит фазовый портрет такой системы в зависимости от типа точки 
покоя [19].
1.2.3. Фазовые портреты системы линейных ОДУ
Во-первых, будем считать, что линейная система (27) имеет 
невырожденную матрицу А, т. е. det(A) = a d - b  c * 0 .  В этом 
случае система (27) имеет единственную точку покоя (0,0).
Общее решение системы линейных ОДУ размерности п запи­
сывается в виде линейной комбинации п линейно-независимых 
фундаментальных решений, которые по аналогии со скалярным 
линейным уравнением можно найти в виде комплексной экспонен­
циальной функции вида
Ф(0 = h • ехр(А^), (29)
где А, = р + /у * 0 — комплексная константа; h = (А,, h2 )т *  0 —  
комплексный вектор.
В соответствии с формулой Эйлера
exp(Ai) = exp(p0(cos v* + * si° v0-
Кроме того, как и для скалярной функции, для комплексной 
функции ехр(А,0 справедливо (можно проверить непосредственно 
при помощи формулы Эйлера)
(ехр(А,0) = А. • exp(Ai).
Подставив функцию (29) в уравнение (27), получим
Xh exp (А,/) = Ah ехр(АJ),
откуда следует, что пара А, и А должна удовлетворять следующему 
алгебраическому уравнению
Ah = Xh,
т. е. они должны быть собственным числом и собственным векто­
ром матрицы А соответственно и удовлетворять уравнению
( A - X E ) h  = 0.
Чтобы это уравнение имело ненулевые решения, X должно 
быть корнем характеристического уравнения:
de t(A-XE)  = 0. (30)
Действительным собственным числам X соответствуют дейст­
вительные собственные векторы h и фундаментальные решения 
Ф(0 вида (29), комплексно-сопряженным X — комплексно­
сопряженные h и Ф(0- Каждой паре комплексно-сопряженных 
фундаментальных решений соответствует пара действительных 
линейно-независимых решений — действительная и мнимая части 
соответствующих комплексных функций Ф(/) (Ле(Ф(/)) и 1т(Ф(0))- 
Различным (некратным) собственным числам соответствуют 
линейно-независимые собственные векторы и фундаментальные 
решения линейного ОДУ. Кратным собственным числам 
соответствуют функции вида
Ф(0 -  К  /*exp(Ai), к = 0,..., г -1 ,
где г — кратность собственного числа X.
Таким образом, для линейной системы ОДУ с постоянной 
матрицей А, имеющей с учетом кратности п собственных чисел, 
выписывается ровно п линейно-независимых фундаментальных 
решений, имеющих в качестве множителя экспоненты, в показателе 
которых присутствуют действительные части собственных 
чисел Re(X.). Общее решение (и, значит, любое частное решение) 
представляет собой линейную комбинацию этих фундаментальных 
решений.
Отсюда становится ясно, что если все показатели экспонент 
отрицательные (Re(X^) < 0 для всех /), решение стремится к нулю 
с ростом времени и точка покоя системы (0,0) асимптотически 
устойчивая. Если же хотя бы один показатель положительный 
(Re(X.) > 0 для какого-либо /), то решение со временем уходит 
в бесконечность и точка покоя системы (0,0) неустойчивая.
В случае рассматриваемой выше системы первого приближе­
ния (28) имеем
где о = Sp(A) — след матрицы А; А = det(^4) — определитель.
Квадратное характеристическое уравнение (31) имеет два 
решения:
от типа которых зависят вид фазового портрета и устойчивость 
точки покоя.
Рассмотрим основные невырожденные варианты.
1. Собственные числа \ ]2 — ненулевые, действительные 
и различные. Этот случай имеет место, когда в формуле (32) выпол­
няются неравенства
или, в эквивалентной форме,
0 * Д  < — .
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Общее решение имеет вид
X  = С,ехр(А,,0 • А, -I- С2ехр(Х,2/) • ,
где h{2 — действительные собственные векторы; Сх 2e R  —  свобод­
ные константы.
Видно, что вектор X{t) (т. е. точка в фазовой плоскости) может 
быть представлен в виде разложения по собственным векторам А, 2 
в виде
Представим, что hx 2 — базисные ортонормальные векторы. 
Этого всегда можно добиться при помощи линейного преобразо­
вания координат, поскольку hX2 — линейно-независимые векторы 
и, значит, неколлинеарные.
(32)
Д * 0 ,  а 2 -  4 Д > О,
* ( 0  = ^ (0 - /* ,+<;2(0 А >  
где C,x(t) = CxQxp(Xxt) и £,(*) = С2ехр(>.20-
Тогда и — суть координаты точки А" в этом пространстве, 
а сама фазовая траектория при этом задается параметрически, где 
в роли параметра выступает время t.
При Сх 2 = 0 имеем точку покоя системы (0,0). При Сх = 0 имеем 
= 0, фазовые траектории лежат на оси hr  При Сх ф 0 нетрудно 
показать, что
и вид зависимости £2 = ср(£1), т. е. вид соответствующей кривой 
АЦД определяется знаками Хх г  
q 2
(а) Если 0 < А < — , то Хх 2 — различные и одного знака.
Тогда £2 = ф(<^ 1) — степенная функция; точка покоя — узел, 
устойчивый для Х]2<0  или неустойчивый для Хх 2 > 0 (рис. 9).
Рис. 9. Возможные типы особых точек и фазовых портретов 
в зависимости от собственных значений матрицы
(b) Если A = 0, то Х{ 2 — различные и разных знаков.
С,2 = (р(£,) — гиперболическая функция; точка покоя — седло, 
она неустойчивая (рис. 9).
В этом случае есть только одна фазовая траектория, вдоль 
которой изображающая точка стремится к точке покоя, —  это ось 
собственного вектора А., соответствующего отрицательному собст­
венному числу X. (рис. 9). Эта ось называется сепаратрисой седла, 
она разделяет фазовую плоскость на две половины, в которых 
траектории расходятся в противоположных направлениях, уходя 
в бесконечность и приближаясь при этом к оси второго вектора, 
соответствующего положительному X..
Понятно, что если h]2 не являются ортонормальными векто­
рами, то вследствие линейного преобразования пространства, т. е. 
поворота и растяжения осей, вид кривых и тип точек покоя качест­
венно не изменятся.
Q2
2. Если Д > — , то собственные числа Xl 2 =^i±iv  — комп- 
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лексно-сопряженные. В этом случае, как было отмечено выше, 
фундаментальные решения системы представляют комплексно­
сопряженные функции Ф(/) и Ф(0> гДе
X = (I + /v; h — соответствующий комплексный собственный вектор.
Что нового дает комплексная экспонента z = ехр(^/) в поведе­
нии фундаментальных решений по сравнению с действительной 
экспонентой?
Используя формулу Эйлера, запишем
z = exp(Xt) = ехр((р + iv)t) = e^elvt = ew (cos vt ± i sin vt).
Комплексное число z можно представить на плоскости в виде 
точки с координатами
или в виде радиуса-вектора z = p -е'ф, где длина вектора р = ^ ,  
а угол поворота <р = vt.
Ф(0 = h • ехр(Ал); (33)
Понятно, что с ростом t будут меняться и длина вектора р, 
и угол поворота (р. Следовательно, точка z будет вращаться по 
спирали.
При этом, если р < 0, то с ростом t радиус р = ец/ будет стре­
миться к нулю, т. е. спираль будет закручиваться к началу коорди­
нат (точке покоя системы). Если р > 0, то р будет расти, а спираль 
раскручиваться от центра. Наконец, при р = 0 радиус р меняться 
не будет, следовательно, z будет вращаться по окружности. При 
этом величина v определяет частоту вращения z по спирали 
(окружности).
Умножение комплексной экспоненты на постоянные комплекс­
ные векторы и комплексные константы не изменит качественного 
поведения кривых на плоскости, поэтому фазовые траектории 
в случае комплексных корней — это аналогичные спирали, только 
растянутые по осям и повернутые в соответствии с линейным 
преобразованием координат, или эллипсы — вместо окружности 
в случае р = 0 (рис. 9).
Можно показать, что все действительные решения системы 
с комплексно-сопряженными 2 можно записать в виде следую­
щей линейной комбинации фундаментальных функций:
ЛХ0 = С-Ф (0 + С-Ф(0,
где С —  комплексная константа; Ф(0 определяется формулой (33); 
С и Ф(/) —  комплексно-сопряженные к С и Ф(0-
Представим собственный вектор h и z = С • exp(kt) в виде
a = 1 ( A 1- * a 2) , z  = ; 1( / ) + ^ 2( o .
Тогда
а д = | ( ; , ( о + ^ 2 ( о х А , - ш 2) = ^ т + ^ т -
Как и в рассмотренном ранее случае действительных соб­
ственных чисел, мы получили разложение решения по линейно­
независимым компонентам собственного вектора, которые для 
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простоты можно считать ортонормированными. Тогда Q и — 
суть координаты точки X в этом пространстве.
Мы видим, что эти координаты представляют собой действи­
тельную и мнимую части комплексного числа z = С • exp(Ai).
Пусть С = С, + /С2 = R • е,фо,
где Л =| С |= л/с,2 +С2 , tg(<p0) = С2 / С,
Тогда z -  С • expftO  = Л е* • емУ 1' = ReTe11***' = р е '\  
где р = , ф = у/ + ф0.
Понятно, что точка z(/) описывает во времени спирали, кото­
рые закручиваются при р < О, раскручиваются при р > 0 или при 
р = 0 происходит движение по окружности с постоянным радиу­
сом р. Заметим, что в результате линейного преобразования коор­
динат при переходе к неортонормированным базисным векто­
рам hx 2 окружности трансформируются в эллипсы.
Итак, суммируя сказанное выше, мы приходим к следующим 
видам фазового «портрета» системы в случае комплексно-сопря­
женных корней (32) характеристического уравнения (31). 
q 2
(a) При Д > —  и а  < 0 имеем А,, 2 = р ±/V, 
где р < 0.
Точка покоя системы — асимптотически устойчивый фокус 
(рис. 9), фазовые траектории — закручивающиеся к точке покоя 
спирали, описывающие затухающие колебания X{t) вокруг точки 
покоя.
(b) При Д > —  и а  > 0 имеем А,, 2 = р ± /V, где р > 0.
4
Точка покоя системы —  неустойчивый фокус (рис. 9), фазовые 
траектории — раскручивающиеся от точки покоя спирали, т. е. 
колебания X(t) с возрастающей амплитудой.
(c) При ст = 0 и Д > 0 имеем Х] 2 = ±iv — чисто мнимые корни.
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Точка покоя системы — центр (рис. 9), фазовые траектории — 
эллипсы с центром в точке покоя, описывающие периодические 
колебания состояния X{t). Точка покоя является устойчивой, но не 
асимптотически устойчивой, поскольку траектории со временем 
не приближаются к точке покоя.
3. Оставим на самостоятельное рассмотрение читателя осталь­
ные возможные варианты корней характеристического уравне­
ния — действительные совпадающие корни или действительные 
корни, один из которых (или оба) равен нулю, и соответствующие 
им фазовые портреты (см. также [19]).
Итак, мы показали, что тип устойчивости точки покоя 
линейной системы ОДУ с постоянными коэффициентами (27), 
в частности системы первого приближения (26) для нелинейной 
системы уравнений (17), определяется знаками действительных 
частей собственных чисел матрицы системы. Далее, мы пока­
зали, что в рамках такой системы можно описать колебательные 
процессы — либо затухающие колебания, либо колебания с нара­
стающей амплитудой, либо периодические колебания. Ранее мы 
обращали внимание, что колебания невозможно описать в рамках 
скалярных моделей.
Возвращаясь к исходной задаче анализа нелинейной системы 
ОДУ (17), мы видим, что в невырожденных случаях ее поведение 
в малой окрестности точки покоя качественно близко к поведению 
соответствующей системы первого приближения. В то же время 
нелинейность правых частей уравнений позволяет системе демон­
стрировать большее разнообразие сценариев поведения, напри­
мер, предельные циклы —  устойчивые периодические колебания, 
не зависящие от начальных условий системы, а также хаотические 
режимы поведения.
Приемы качественного анализа систем ОДУ, изложенные 
в этой главе, мы будем использовать в последующих разделах при 
обсуждении поведения рассматриваемых моделей биологических 
систем.
2. СКАЛЯРНЫЕ МОДЕЛИ ДИНАМИКИ  
ЧИСЛЕННОСТИ ПОПУЛЯЦИЙ
2.1. Непрерывные модели динамики популяций
В качестве примера использования скалярных уравнений для 
моделирования биологических процессов рассмотрим простые 
примеры моделирования численности популяций, которые затем 
будут применены в более сложных системах взаимодействующих 
видов (см. разделы 4 и 5).
Популяция — группа особей, способная к более-менее устой­
чивому воспроизводству, относительно обособленная от других 
групп.
2.1.1. Уравнение экспоненциального роста
Одной из наиболее широко известных моделей популяци­
онной динамики является классическая модель Мальтуса [66], 
предложенная английским священником и экономистом Томасом 
Робертом Мальтусом в работе «Опыт о законе народонаселения» 
в 1798 г. В этой модели численность популяции N  описывается 
в виде геометрической прогрессии:
N l+l= q - N t , (34)
q > 0, q Ф 1.
Можно выразить текущее значение N(t) через начальное зна­
чение N0\
N , = q ' - N 0.
При q > 1 численность населения N(t) растет неограни­
ченно. В предположении, что питательные ресурсы прирастают
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в арифметической прогрессии, а население — в геометрической, 
модель Мальтуса предсказывала наступление неизбежного голода 
и его плачевных для населения последствий в виде войн, гибели, 
разрухи и т. д.
При 0 < q < 1 численность населения N{t) стремится к нулю, 
т. е. модель предсказывает гибель населения при недостаточном 
воспроизводстве.
Конечно, модель слишком проста, чтобы описать реальные 
процессы в обществе, но на некоторых конечных промежутках 
времени она может неплохо имитировать рост (или убыль) числен­
ности популяции.
Теперь положим, что t —  непрерывная переменная, и продиф­
ференцируем функцию
x = q‘ -x0.
Имеем
*' = W  *0)' = *0 • Ч' ■ ln(?) = X • 1п(я).
Обозначим г = 1п(<7) и получим следующее линейное одно­
родное ОДУ для численности населения х  в непрерывном 
представлении:
dx
-  = г - ,  ,35,
Заметим, что г > 0 при q > 1, т. е. в случае преобладающего 
воспроизводства популяции. Напротив, г < 0 при 0 < q < 1, когда 
убыль населения преобладает над прибылью.
Мы уже рассмотрели уравнение вида (35) и знаем, что его 
решением будет экспоненциальная функция:
x = x0 -ert. (36)
График функции (36) при положительных (размножение) 
и отрицательных (вымирание) значениях константы скорости 
роста г представлен на рис. 10.
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Рис. 10. Зависимость численности популяции 
от времени в модели Мальтуса
Уравнение (35) можно получить другим способом.
Пусть за время At пополнение численности равно Ах = В - D ,  
где В (birth) — число родившихся и D (death) —  число умерших 
особей за время At.
Можно предложить различные законы пополнения, т. е. зави­
симости величин В и D от текущей численности х и промежутка 
времени At.
Самый простой закон — линейный:
B(At,x) = B(x)-At  = b x At, b>  0, (37)
и аналогично
D(At , х) = d  • х  • At, d  > 0.
Подставим эти зависимости в формулу для Ajc, разделим обе 
части равенства на At и, переходя к пределу при At —> 0, получим 
уравнение (35):
dx
—  = Ъ' х  -  d  • х  = (b -  d)  • х = г • х, (38)
dt
где г — b — d .
Экспоненциальный закон роста популяции при г > 0 пред­
полагает, что изолированная популяция существует в условиях 
неограниченных ресурсов. В природе такие условия встречаются
крайне редко. Примером может служить размножение видов, заве­
зенных в места, где много пищи и отсутствуют конкурирующие 
виды и хищники. Например, катастрофический рост популяции 
кроликов или опоссумов, завезенных в Австралию или Новую 
Зеландию, которые затем привели к гибели большой части уро­
жаев в одном случае или птиц и мелких животных в другом случае.
Поскольку популяции не размножаются до бесконечности, 
должны существовать факторы, препятствующие неограничен­
ному росту их численности. Среди этих факторов могут быть 
нехватка ресурсов (продовольствия), вызывающая конкуренцию 
внутри популяции за питание, хищничество, конкуренция с дру­
гими видами. Результатом являются замедление скорости роста 
популяции и выход ее численности на стационарный уровень.




Рассмотрим еще один пример, который относится к классиче­
ским моделям популяционной динамики.
Модель Мальтуса (35) с постоянной константой скорости 
прироста населения г описывает экспоненциальный (т. е. очень 
быстрый) рост населения х  с течением времени. Когда население 
становится слишком большим, мальтусовская модель перестает 
действовать, возникающая конкуренция за ресурсы (пищу, деньги 
и т. д.) должна приводить к уменьшению г.
Другими словами, коэффициент г не должен быть постоянным 
(как в «жесткой» модели Мальтуса), а может зависеть от х. Вид 
этой зависимости может быть разнообразным. В такой ситуации 
принято говорить о «мягкой» модели — модели, поддающейся 
изменениям за счет выбора функции г(х):
dx , ч
—  = г(х)х. (39)
at
Естественным шагом усложнения модели является выбор 
линейной функции г(лс) = r - b x  , что приводит к так называемой 
логистической модели, предложенной бельгийским математиком 
Пьером Франсуа Ферхюльстом (Verhulst, 1838) [90, 91]:
/ту V-
- { г  -  Ьх) • х  — гх — Ьх2 = г- х ( \ ----- ), (40)
dt К
П. Ф. Ферхюльст высказал догадку, что в случае очень 
быстрого роста населения должны включаться механизмы саморе­
гуляции. Квадратичный член в правой части уравнения отражает 
внутреннюю конкуренцию за ресурсы, которая ограничивает рост 
популяции.
Это уравнение можно решить аналитически методом разделе­
ния переменных (предлагается выполнить это самостоятельно.
Легко убедиться, что х = 0 п х  = К  —  стационарные решения 
(точки покоя) уравнения.
Решение, соответствующее начальным условиям
х(0) = х0 > 0, х(0) * К , удовлетворяет уравнению
V V
(41)
К - х  ( К - х 0)
При хй > 0 решение может быть выписано в явном виде:
х ^ )  = к ---- /  „  1 л • (42)
1 + £ - 1
У х о J
■ег'
Нормированная S'-образная логистическая кривая или логит- 




Графики логистических кривых (42) при различных начальных 
значениях xQ представлены на рис. 11.
Рис. 11. Зависимость численности популяции 
от времени в модели Ферхюльста
Если начальное значение лг0 < К/2, кривая численности имеет 
S'-образный вид с точкой перегиба при х0 = К/2 и асимптотой х = К. 
При малых х  численность популяции возрастает экспоненциально, 
как в уравнении Мальтуса, при х  > КИ скорость роста постепенно 
снижается и численность популяции приближается к пределу К. 
Если х0 > К , численность популяции со временем убывает и тоже 
стремится к К.
Таким образом, из графика решений видно, что х = 0 — неу­
стойчивое положение равновесия, а х = К  — устойчивое. Пара­
метр К  носит название «емкости популяции» и выражается 
в единицах численности (или концентрации). Он определяется 
ограниченностью пищевых ресурсов, доступного объема про­
странства, многими другими факторами, которые могут быть раз­
личными для разных видов.
Таким образом, в отличие от экспоненциальной модели, опи­
сывающей либо неограниченный рост численности (при г > 0), 
либо полное вымирание популяции (при г < 0), модель Ферхюль­
ста описывает насыщение численности на некотором уровне К.
Примеры экспериментально наблюдаемой динамики популя­
ций, развивающихся по логистическому закону, представлены на 
рис. 12.
Рис. 12. Жук Rhizoretha dominica в 10-граммовой порции 
пшеничных зерен, пополняемых каждую неделю (а); 
водоросль Chlorella в культуре (б).
Иллюстрация заимствована из монографии [20]
Можно было качественно предсказать поведение модели Фер- 
хюльста (42), не решая уравнения явно.
Действительно, стационарное уравнение
т = г - Х{ 1 ~ ) = о -
К
квадратное уравнение, которое имеет два корня:
х{ = 0, х2 = К,
две точки покоя уравнения (42). График параболы у = Д х ), на 
котором точкам покоя соответствуют точки пересечения графика 
с осью абсцисс, представлен на рис. 13.
Рис. 13. Стационарные состояния логистического уравнения
Проанализируем их на устойчивость. Для этого вычислим 
производную правой части уравнения в точках покоя:
л*)=
/
( \ х Л
\ г
(  2 х Л  1- —г х 1 — =  г
V 1 к ) ) ,  к ,
(43)
Имеем / '( 0 )  = г > 0, следовательно, х { = 0 — неустойчивая осо­
бая точка.
Напротив, f \ K )  = - r  <0, следовательно, точка покоя х2 = К  
устойчивая.
а б
Рис. 14. Кривые пополнения.
Иллюстрации заимствованы из монографии [20]
На рис. 14 показана схема расчета экспериментальных кри­
вых пополнения. Разность между двумя кривыми (число рожден­
ных минус число погибших особей) представляет собой число 
особей, на которое изменится численность популяции за неко­
торый промежуток времени (т. е. величину, близкую к dx/dt). 
Видно, что пополнение популяции невелико при достаточно 
низких значениях численности (или плотности) популяции, оно 
возрастает по мере ее увеличения, а затем снова снижается при 
приближении к предельной численности насыщения, после чего 
становится отрицательным (при кривой смертности выше кривой 
рождаемости).
Во многих случаях наблюдается колоколообразная кривая 
пополнения (см. примеры, приведенные на рис. 15), допускающая 
использование квадратичной функции в правой части уравнения 
модели, как это имеет место в модели Ферхюльста.
Логистическая модель удовлетворительно описывает явле­
ние насыщения в популяционной динамике. Например, население 
Земли сейчас приближается к 7 млрд, а насыщающее значение 
численности, по разным оценкам, должно составить 16-20 млрд 
человек, т. е. рост численности человека приближается к точке 
перегиба. Логистическая модель роста популяции имеет два 
параметра — г и К, которые вместе с начальным состоянием х0 
можно оценить на основе реальных данных. Например, при 
использовании данных, полученных в результате переписи насе­
ления в нескольких странах (США, Франция, Швеция) за раз­
личные периоды времени, было показано их хорошее совпадение 
с логистической моделью [73]. Для США и Франции этот период 
покрывал достаточно длительный интервал времени —  с 1790 до 
1910-1920 гг. Но, несмотря на это, предсказания о насыщающих 
численностях населения к середине 2000 г. оказались неправиль­
ными, не потому, что модель неверна, а потому, что данные за 
более поздние периоды не использовались при выборе параме­
тров (более подробно см. [73]).
Численность популяции 
в
Рис. 15. Численность фазана обыкновенного на о. Протекши-Айленд 
после его ввоза в 1937 г .; экспериментальная популяция 
плодовой мушки Drosophyla melanogaster; 
оценка численности арктического финвала.
Иллюстрации заимствованы из монографии [20]
2.1.3. Модель Ферхюльста с эффектом охоты
Логистическая модель является достаточно традиционной 
в экологии. Например, х  может представлять собой численность 
рыбы в некотором водоеме или численность определенного вида 
животных в некотором районе проживания.
Проанализируем, как скажется на численности этой популя­
ции рыболовство или охота с постоянной интенсивностью с (фик­
сированной квотой вылова или охоты в единицу времени):
dx х
—  = гх (\  ) — с.
dt К
(44)
Видно, что модель Ферхюльста — частный случай модели 
охоты при с = 0 [40].
При небольших значениях параметра с > 0 парабола в правой 
части уравнения немного смещается вниз, и сохраняются два ста­
ционарных решения модели охоты (42), которые смещаются по 
сравнению с моделью Ферхюльста в точки А > 0 и В < К  (рис. 16).
Рис. 16. Стационарные значения модели Ферхюльста 
с эффектом охоты при разных значениях квоты вылова с
При этом, анализируя поведение функции Дх), нетрудно уви­
деть, что тип точек покоя сохраняется: А > 0 — неустойчивая точка 




Рис. 17. Поведение модели охоты при различных значениях параметра с.
На левой панели изображен график функции/(лг).
В центре — векторное поле на изображающей всевозможные состояния 
системы оси х, А, В — стационарные значения модели.
На правой панели — результирующая зависимость 
численности популяции от времени.
Иллюстрации заимствованы из монографии [5]
Обратим внимание на важное отличие модели охоты при с > О 
от модели Ферхюльста (с = 0). В модели Ферхюльста при любом 
ненулевом (даже очень малом) начальном значении численности 
популяции (*0 > 0) наблюдается ее рост до уровня насыщения К.
Добавление охоты приводит к появлению ненулевого критического 
уровня численности популяции А > 0, при попадании ниже кото­
рого (х0 < А) численность со временем убывает и достигает нуля за 
конечное время Т (т. е. х(Г) = 0 и популяция вымирает, рис. 17, а).
При начальных значениях выше критического уровня (х0 > А) 
модель охоты дает решения, аналогичные модели Ферхюльста, 
только стационарное значение численности несколько снижается 
по сравнению с ситуацией при отсутствии охоты (рис. 17, а).
Такая же качественная картина сохраняется при увеличении 
параметра охоты с (см. рис. 16). При этом стационарные значения 
А > 0 и В < К  приближаются друг к другу.
Видно, что при некотором критическом значении квоты 
вылова с* две точки покоя А > 0 и В < К  сольются в одну, совпа­
дающую с вершиной параболы х = К/2 (см. рис. 17, в). Отсюда 
нетрудно найти значение с*:
* К /л К  / 2  1 ^
с = r — ( 1---------) = —гК. (45)
2 К  4 V '
Другими словами, при критическом значении параметра охоты 
с фаза нарастания численности популяции исчезает. Либо при 
х0 < К/2 вид вымирает за конечное время, либо при xQ > К/2 числен­
ность постепенно снижается до стационарного уровня х = К  / 2 
(рис. 17). Другими словами, качественное поведение возможных 
решений модели при с = с существенно отличается от таковых 
при 0 < с < с*.
При переходе через критический порог вылова при с> с кар­
тина снова критически меняется. Точка покоя системы исчезает, 
и, поскольку Дх) < 0 при всех х > 0, численность вида уменьшается 
до нуля за конечное время при любой начальной численности xQ 
(рис. 17).
Анализ модели охоты показывает, что выбор значения параме­
тра охоты с является чрезвычайно важным параметром управле­
ния численностью популяции х. С одной стороны, стремясь к уве­
личению дохода, пропорционального квоте эксплуатации с, нельзя 
превосходить критический уровень квоты с*, за которым наступает 
точка невозврата системы и численность популяции неуклонно
уменьшается вплоть до полного уничтожения. С другой стороны, 
максимальный доход от охоты достигается именно при с = с*, что, 
как мы показали выше, приводит к потере устойчивости положе­
ния равновесия системы и возможности полного исчезновения 
вида при переходе через критический уровень численности.
Таким, образом, мы видим, что поведение системы при кри­
тическом значении параметра с = с существенно отличается от ее 
поведения при других значениях параметра, либо при 0 < с < с ,  
либо при с > с .
Если записать совокупность моделей с учетом явной зависи­
мости от параметра с в виде
Ц- = f ( x ; с), (46)
at
то говорят, что при с Ф с модель является грубой или структурно 
устойчивой, поскольку малые изменения параметра не приводят 
к существенному изменению качественной структуры фазового 
портрета системы, т. е. не меняют числа и типа точек покоя, вида 
фазовых траекторий и т. п. В случае с = с* модель является негру­
бой или структурно неустойчивой, поскольку как угодно малые 
изменения параметра (либо его уменьшение, либо увеличение) 
нарушают качественную структуру ее решений.
В нашем случае при переходе через критическое значение 
параметра с* меняется число точек покоя — либо их число удва­
ивается, либо они исчезают. Такое значение параметра называ­
ется бифуркационным (бифуркация —  раздвоение), а тип данной 
бифуркации называется складкой.
Обратим внимание на то, что для всех значений параметра 
О < с * с*производная правой части Д г) в точках покоя х  (если 
таковые имеются) отлична от нуля ( / '( * )  * 0), т. е. это регулярные 
точки покоя. Особенность с = с* связана с тем, что при этом значе­
нии параметра появляются нерегулярные точки покоя, для которых 
/ '( * )  = 0 (рис. 17).
С одной стороны, биологическая система, как правило, 
должна обладать свойством структурной устойчивости, т. е. рабо­
тать в таком диапазоне параметров, малые флуктуации которых
не приводят к существенному изменению поведения и состояния 
системы. С другой стороны, необходимо знать бифуркационные 
значения параметров системы, в окрестности которых она легко 
может быть переведена из одного структурно устойчивого в суще­
ственно другое структурно устойчивое состояние.
Более подробно вопросы структурной устойчивости и бифур­
кационных параметров моделей мы рассмотрим в разделе 4, посвя­
щенном триггерным свойствам биологических систем.
Обратим внимание еще на один важный содержательный 
аспект выбора модели квотирования охоты [6]. Анализ особенно­
стей модели с постоянной квотой позволяет предложить компро­
миссный оптимальный способ управления охотой, сохраняющий 
устойчивость точки покоя системы. Следует, например, заменить 
жесткое планирование обратной связью. Иными словами, решение 
о величине эксплуатации (квоты вылова, налогового пресса и т. д.) 
следует принимать не директивно (с = const), а в зависимости от 
достигнутого состояния системы, например, так: с = кх, где пара­
метр к («дифференциальная квота») подлежит выбору. В этом слу­
чае модель принимает вид (рис. 18)
- г х  
dt
1-  —  
К
-кх .  (47)
При этом при всех начальных значениях численности попу­
ляции с течением времени устанавливается стационарное состоя-
( Лние В (точка пересечения параболы у  -  гх 1 и прямой у  = к с),
V К )
которое устойчиво (рис. 18). Средний доход от охоты, пропор­
циональный величине с = к с, будет наибольшим, когда прямая
у  = кх проходит через вершину параболы y  = rx 1 - — , т. е. при
* V К
к = 1/2-г.
Замечательно, что при одинаковом уровне оптимального 
дохода с -  к* • х  = 11А гК  система с обратной связью устойчива 
в отличие от жестко планируемой системы охоты при оптималь­
ном значении коэффициента к '\ так что небольшое случайное
уменьшение численности популяции по отношению к стационар­
ному уровню х = К  / 2 приводит к снижению уровня отлова и авто­
матическому восстановлению стационарного уровня силами самой 
системы.
Рис. 18. Планирование обратной связи в модели рыболовства.
Иллюстрации заимствованы из монографии [5]
Кроме того, небольшое отклонение коэффициента к от опти­
мального значения к* приводит не к самоуничтожению системы, 
как это было при небольшом превышении оптимального жесткого 
плана с*, а лишь к небольшому уменьшению «дохода».
Итак, введение обратной связи (т. е. зависимости принимае­
мых решений от реального состояния дел, а не только от идеаль­
ных планов) стабилизирует систему, которая без обратной связи 
разрушилась бы при оптимизации управляемых параметров.
2.2. Дискретные модели популяционной динамики
Допустим, наблюдатель имеет возможность регистрировать 
изменения численности популяции не непрерывно во времени, 
а через некоторые дискретные временные интервалы. В этом слу­
чае для моделирования изменения численности могут быть более 
удобными не ОДУ с непрерывным временем t, а разностные урав­
нения с дискретным временем {/0, /2, ...}.
Пусть численность популяции Nt в момент времени tn зависит 
от численности в некоторые предшествующие моменты времени 
{/я_у},7 = 1, к. Эта связь может быть описана при помощи разност­
ного уравнения
Nt = F (N (^ N t_2,...,N'_k). (48)
В частности, численность каждого следующего поколения 
популяции Nt+l зависит лишь от численности предыдущего поколе­
ния Nr Это справедливо, например, для многих видов насекомых. 
Их взрослые особи живут непродолжительное время, достаточное 
для откладывания яиц, и к моменту появления на свет нового поко­
ления предшествующее поколение прекращает свое существова­
ние. Про эти виды можно сказать, что поколения в них не перекры­
ваются во времени, уравнение (48) может быть записано в виде
tf,+1 = / W ) .  (49)
Далее мы продемонстрируем одно принципиально важ­
ное отличие дискретных моделей от непрерывных. В отличие от 
непрерывных скалярных уравнений в дискретных моделях при 
определенных условиях мы можем получить не только монотон­
ные решения, но и колебательные процессы и даже так называе­
мый детерминированный хаос.
2.2.1. Дискретное логистическое уравнение
Заменим непрерывное время в логистическом уравнении (40) 
на дискретное с условным временным интервалом Д /= 1  [91]. 
Заметим, что
d N / d t ,
At
где AN  = NM - N r
Получим следующее разностное уравнение:
Nl+i= K 1 + г (50)
Однако уравнение (50) может, в отличие от непрерывного, 
давать биологически некорректные результаты. Например, если 
Nt > ЛТ(1 + г) / г, то уравнение (50) дает отрицательное значение N(+] 
(рис. 19).
Перепишем уравнение (45) в более общем виде: 
ЛГ+1=^,.ф (Л Г).
Можно в качестве cpC/V) взять функцию, асимптотически стре­
мящуюся к нулю при N  —^ оо, например экспоненциальную функ­
цию (рис. 19)
N l+i=N,exp Г
\  V К
(51)
Рис. 19. Вид функции для дискретного аналога логистического
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Напомним некоторые сведения из теории разностных уравне­
ний, позволяющие проанализировать модели вида (49), в частно­
сти модель (51).
Решением уравнения (49) называется числовая последователь­
ность N t, / = 0,1,..., удовлетворяющая данному уравнению при 
любом t. Разным начальным значениям соответствуют различные 
решения.
Равновесием называется решение вида Nt = const = N \  удов­
летворяющее уравнению
Л Г = /(Л О . (52)
Как и в случае дифференциальных уравнений, для исследова­
ния устойчивости применим линейный анализ. Пусть
Nt = N *+ xr
Линеаризуем уравнение (49), разлагая/ в ряд по степеням х : 
Nl+t = N '+ x M = / ( A O  + ^ | „ .  x ,+ 0 (x f) .
Учтя, что N* удовлетворяет уравнению (52), и отбрасывая 
члены порядка х2, получим линейное разностное уравнение пер­
вого приближения для (49):
Обозначим а = 14. Ф 0, имеем
d N 'N
Из условий сходимости геометрической прогрессии следует,
что
х, —► 0 при t -> оо, если 0 <| а |< 1,
и соответствующее положение равновесия 1ST для (49) устойчиво. 
Напротив,
х( —> оо при t —> оо, если | а |> 1,
и соответствующее положение равновесия N* для (49) неустойчиво.
Случаи | а |= 1 и а = 0 требуют дополнительного исследования 
членов более высокого порядка в разложении.
В случае устойчивого равновесия наблюдаются следующие 
переходные процессы (рис. 20):
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• при 0 < а < 1 решение монотонно стремится к положению 
равновесия;
• при -1 < а < 0 возникают затухающие колебания вокруг N*. 
В случае неустойчивого равновесия возможны различные сце­
нарии поведения решения.
*'t
1 ^  _ • • •
0,5--
Ч----- 1— ь
и 2 4 6 8 10
а
Рис. 20. Графики численности популяции в модели (51).
При 0 < г < 2 равновесие устойчиво:
(а) при 0  < г < 1 — монотонный рост;
(б) при 1 < г <2 — затухающие колебания.
Иллюстрации заимствованы из монографии [20]
Рассмотрим уравнение (51). Найдем для него точки равнове­
сия из уравнения
N  = N  ■ ехр
Понятно, что N* = 0 —  положение равновесия. 
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откуда следует, что имеется единственное ненулевое положение 
равновесия
N * = K >  О,
которое существует при любом г.
Исследуем состояния равновесия на устойчивость. Вычислим 
производные в точках покоя.
4 L
dN
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Во-первых,
/  (0 ) = er > 1 , г > 0 , 
значит, как и в непрерывной модели Ферхюльста, N* = 0 — неус­
тойчивая точка покоя. 
Во-вторых,
следовательно, в отличие от непрерывной модели, N* = К  может 
быть как устойчивой, так и неустойчивой точкой покоя:
1)при 0 < г < 2  равновесие устойчиво, при этом решение 
монотонно при 0 < г < 1 или представляет собой затухающие коле­
бания при 1 < г < 2 (рис. 20);
2) при г>  2 возможны различные сценарии поведения реше­
ния, в частности, появляются характерные колебания (циклы) 
с удваивающимся числом чередующихся стационарных значений 
при увеличении параметра г (см. примеры 2, 4 и т. д. точечных 
циклов на рис. 21), а при дальнейшем увеличении параметра г 
могут наблюдаться квазихаотические решения уравнения (рис. 22).
Более подробно этот пример рассматривается в книге [73].
Таким образом, рассмотренные примеры дискретных моделей 
показывают, что, в отличие от непрерывной модели, описываемой 
скалярным уравнением, дискретные скалярные модели обладают 
большим разнообразием возможных типов поведения, вплоть до 
псевдохаотических (детерминированный хаос). Это происходит за
счет скачкообразных изменений значений функции в правой части 
уравнения при дискретном изменении времени, в то время как 
в непрерывной модели (при непрерывной правой части уравне­
ния) состояние меняется гладко за счет рассмотрения бесконечно 
малых изменений непрерывно текущего времени, что не допускает 
скачков состояния системы.
Рис. 21. Циклическое поведение решения уравнения (51): 
а — двухточечный цикл; б — четырехточечный цикл. 
Иллюстрации заимствованы из монографии [20]
Рис. 22. Примеры квазистохастических решений для уравнения (51). 
Иллюстрации заимствованы из монографии [20]
Для того чтобы непрерывная модель могла воспроизводить коле­
бательные режимы поведения системы или детерминированный
хаос, в этой модели должны быть взаимодействующие перемен­
ные, влияние которых друг на друга позволяет нарушать монотон­
ность процессов. Другими словами, вместо одного ОДУ должна 
быть выписана система ОДУ. Примеры таких систем будут рассмо­
трены в последующих разделах.
Другой тип моделей, позволяющих описывать колебательные 
процессы в рамках непрерывных скалярных уравнений, — функ­
ционально-дифференциальные уравнения, чаще называемые урав­
нениями с запаздыванием, в которых состояние в текущий момент 
времени зависит от предыстории процесса на некотором предше­
ствующем промежутке времени. Такие модели часто использу­
ются для моделирования развития заболеваний, иммунного ответа 
и др. Однако рассмотрение такого сорта моделей выходит за рамки 
настоящего курса.
3. КИНЕТИКА ФЕРМЕНТАТИВНЫХ  
ПРОЦЕССОВ
3.1. Моделирование биохимических реакций. 
Ферментативная кинетика
3.1.1. Кинетика ферментативных реакций
Обмен веществ в организме можно определить как совокуп­
ность всех химических превращений, которым подвергаются 
соединения, поступающие извне или продуцируемые самим орга­
низмом. Эти биохимические реакции протекают с чрезвычайно 
большой скоростью благодаря участию катализаторов — белков, 
которые называются ферментами (от лат. fermentum —  закваска, 
это название чаще используется в литературе на немецком или 
русском языках) или энзимами (от греч. ev^opov —  закваска, 
дрожжи) — в англо- и франкоязычных источниках. Реагенты 
в реакции, катализируемой ферментами, называются субстра­
тами, а получающиеся вещества —  продуктами. Ферменты высо­
коспецифичны к субстратам (например, АТФаза катализирует 
расщепление только АТФ, а киназа фосфорилазы фосфорилирует 
только фосфорилазу). Ферменты увеличивают скорость химиче­
ской реакции, но сами при этом не расходуются.
Ферменты выступают в роли катализаторов практически во 
всех биохимических реакциях (более 4000), протекающих в живых 
организмах, направляя и регулируя обмен веществ организма. 
Известно более 3000 ферментов, они делятся на шесть классов по 
типу катализируемой реакции. В частности, гидролазы катализи­
руют реакции гидролиза, т. е. расщепления веществ с присоеди­
нением по месту разрыва связи воды. К этому классу относятся
преимущественно пищеварительные ферменты, например, ами­
лаза, сахараза, мальтаза, — гликозидазы, которые расщепляют гли- 
козидные связи в молекулах поли- и олигосахаридов. Трансферазы 
катализируют перенос различных радикалов от молекулы-донора 
к молекуле-акцептору, например, фосфорилаза, катализирующая 
отщепление молекулы глюкозы от гликогена.
Рассмотрим простейшую ферментативную реакцию, 
в которой участвуют одна молекула фермента (Е) и одна 
молекула субстрата (5), при этом продуцируется одна молекула 
продукта (Р) [24]:
S + E ^ > P  + E.
Промежуточной стадией этой реакции является образование- 
распад ферментсубстратного комплекса (ES), поэтому реакция 
может быть схематически представлена в виде двух стадий:
S + E ^ E S ,
<-
e s X p + e .
Объединив обе стадии, можно представить схему реакции 
в следующем виде:
—> *2
S + E ES^>P + E. (54)
<-
к~\
Классическим примером количественного описания такой 
ферментативной реакции является модель Михаэлиса — Мен- 
тен (1913), к которой они пришли, обобщив свои наблюдения над 
кинетикой действия фруктофуранозидазы [70].
Рассмотрение этой модели является важным со многих точек 
зрения. Во-первых, будет показано, как записываются уравнения 
химической кинетики, т. е. кинетики взаимодействия веществ, 
при котором образуются и распадаются комплексы (в данном 
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случае ферментсубстратный комплекс), происходят преобразова­
ния веществ из одного состояния в другое и, следовательно, осу­
ществляется изменение во времени концентраций всех компо­
нентов реакции — фермента, субстрата, их комплекса и, наконец, 
продукта. Далее, будет проведено обезразмеривание перемен­
ных, что является важным этапом построения модели, позволяю­
щим, в частности, выявить иерархию времен в рассматриваемой 
системе, определить так называемые быстрые и медленные про­
цессы и соответственно переменные модели. Будет показано, как 
с учетом временной иерархии переменных конструктивно редуци­
ровать систему, используя так называемую псевдостационарную 
систему. И наконец, на примере модели ферментсубстратной реак­
ции мы обсудим вычислительные аспекты реализации модели, 
содержащей быстрые и медленные переменные, и убедимся в пре­
имуществах использования редуцированной системы не только для 
качественного анализа рассматриваемых процессов, но и с точки 
зрения эффективности проводимых вычислений. Все перечислен­
ные этапы построения модели — выбор ключевых переменных, 
количественно характеризующих поведение системы, написание 
уравнений, обезразмеривание, редукция системы, выбор вычисли­
тельных методов для компьютерной реализации модели —  явля­
ются необходимыми этапами моделирования любого сложного 
биологического объекта.
3.1.2. Скорость химических реакций
В ходе химической реакции вещество А превращается в веще­
ство В. За единицу времени в ходе реакции преобразуется х  молекул 
(или граммов) вещества А и возникает соответствующее количе­
ство вещества В. Поэтому было бы естественно определить ско­
рость химической реакции как число молекул, превращающихся 
за единицу времени. При этом, конечно, следует рассматривать 
изменение количества вещества в единичном объеме эффектив­
ного пространства, где протекает реакция, поэтому вместо масс 
возникают величины концентраций.
Скорость реакции — это изменение концентрации вещества, 
участвующего в реакции, в единицу времени.
Концентрацию веществ, характеризующую число молекул 
в единице объема, чаще всего выражают в единицах «моль на 
литр» (будем далее использовать обозначение М ), при этом коли­
чество молекул в одном моле любого вещества постоянно и равно 
числу Авогадро N A~ 6,02x1023. Для обозначения концентраций 
веществ обычно используют квадратные скобки, например, кон­
центрация вещества А обозначается как [А].
С уменьшением концентрации реагирующих веществ по ходу 
реакции будет уменьшаться и число молекул этих веществ, и соот­
ветственно число преобразований, сопутствующих реакции. Сле­
довательно, скорость по мере прохождения реакции будет падать. 
Для одного и того же химического превращения скорость реакции, 
измеренная в разные моменты времени, будет величиной различ­
ной, определяющейся концентрациями веществ в текущий момент 
измерения. Поэтому скорость химической реакции не является 
величиной постоянной и также меняется во времени.
3.1.3. Закон действующих масс
Фундаментальный закон, связывающий скорость реакции 
с концентрациями реагирующих веществ, — это закон действу­
ющих масс (ЗДМ), согласно которому скорость реакции пропор­
циональна произведению концентраций реагентов. В отличие от 
фундаментальных физических законов этот закон является фено­
менологическим, т. е. описывает в виде формулы многочислен­
ные наблюдения, сделанные в процессе наблюдения за реакциями 
самого разного типа с участием самых разнообразных веществ.
В простейшем случаем рассмотрим преобразование одного 
вещества А в другое вещество В:
А ^ В .
Естественно предположить, что количество превращений 
вещества А в В в единицу времени тем больше, чем выше концен­
трация вещества А, поэтому можно записать
где d[B]/dt — мгновенная скорость изменения [В]; к — коэффици­
ент пропорциональности, называемый константой скорости реак­
ции. Знак «+»указывает на то, что вещество В возникает в процессе 
реакции и его концентрация возрастает. Если размерность [5] —  
моль на литр (М), размерность времени t —  секунды (с), то размер­
ность d[B]/dt — (М/с) и размерность к —  обратные секунды (с-1). 
Аналогичное уравнение, только с противоположными знаками, 
записывается для [А]:
Знак «-»  указывает на то, что вещество А расходуется в про­
цессе реакции и его концентрация убывает,
Если реакция обратима, т. е.
то в уравнениях для [А] и [В] появится слагаемое, пропорциональ­
ное [В]:
Здесь кА кв — константы скоростей прямой и обратной реакций. 
Аналогичное уравнение, только с противоположными зна­
ками, записывается и для [А]:
Если предположить, что в этой реакции нет никаких других 
превращений и вещества ниоткуда более не поступают и не выво­
дятся, то в соответствии с законом сохранения суммарное количе­
ство вещества в этой реакции не меняется и определяется суммой 
начальных концентраций веществ. Действительно, если сложить 
d[A\ / dt и d[B] / dt, то их сумма будет тождественно равна нулю, 
следовательно,
А ^ В ,
± -1  = +кл[ А \ - к в[В]. 
dt
(56)





[Л] + [5] = const =[Л ] 0 + [В]0,
где [.А]0, [5]0 — концентрации веществ в начальный момент 
времени.
Это соотношение позволяет выразить одну концентрацию 
через другую и вместо двух уравнений рассматривать одно.
Пусть, например, в начале реакции вещество В отсутствует, 
т. е. [5]0 = 0, тогда
[A] + [В] = [А]0.
Сделав в правой части уравнения (56) замену [А] -  [А]0 - [5 ] , 
получим
= кА([А]0 - [5 ] )  -  кв[В] = кл[АЪ -  (кл + кв)[В]. (57)
at
Через некоторое время реакция придет в стадию равновесия, 
когда скорости изменения [А\ и будут равны нулю. Приравняв пра­
вую часть уравнения (57) к нулю, получим соотношение для ста­
ционарного значения [В]:
[В] = - ^ - [ А ] 0. (58)
кл + кв
Поделим числитель и знаменатель дроби на кА и, обозначив 
К  - к в / кА (К —  безразмерная величина), перепишем формулу (58) 
в виде
[B] = - ^ — [А \.  (59)
1 + А
Здесь К  является одной из констант равновесия (аналог кон­
станты диссоциации, см. ниже).
Как нетрудно убедиться, приравняв нулю правую часть урав­
нения (56), справедливо соотношение
70
[В]’
т. е. К , будучи отношением констант скоростей распада (диссоциа­
ции) и образования В , дает оценку соотношения равновесных кон­
центраций исходного вещества А и продукта реакции В.
Рассмотрим теперь более интересный случай, когда веще­
ство С образуется при взаимодействии веществ А и В. Пусть для 
начала реакция является необратимой:
Л+В->С.
В системе, содержащей молекулы двух веществ A w  В, проис­
ходят соударения видов А + А ,В  + В,А + В. При этом к химической 
реакции может привести только третий тип столкновений. Подсчи­
таем их число в единицу времени. Число столкновений, испытыва­
емых молекулами вещества А , должно быть пропорционально их 
концентрации. То же самое можно сказать и о веществе В. Таким 
образом, частота соударений третьего вида пропорциональна про­
изведению концентраций реагирующих веществ [Л], [5].
Это заключение и отражает суть закона действующих масс, 
который записывается в виде уравнения
^ Г ~ [ А ] [ В ]  = к[А][В]. (61)
at
Остановимся подробнее на смысле параметра к. Химиче­
ские реакции принято характеризовать скоростями, отнесенными 
к единичным концентрациям реагирующих веществ. Из уравне­
ния (61) видно, что константа скорости к, которая является фун­
даментальной характеристикой химической реакции, равна значе­
нию скорости реакции при единичных концентрациях реагентов. 
Обычно константы скорости пишутся в схемах реакции над соот­
ветствующими стрелками, указывающими направление реакции: к 
(см., например, схему ферментсубстратной реакции, приведенную 
выше (54)).
Размерность величины к определяется формой реакции. 
Так, в уравнении (56) для одномолекулярной реакции к имеет
размерность с-1, а в уравнении (61) для бимолекулярной реак­
ции — размерность Таким образом, константа скорости
реакции не зависит ни от выбранного объема системы, ни от кон­
центрационных условий проведения реакции и является инди­
видуальной характеристикой реакции. Этот коэффициент про­
порциональности зависит от физико-химических свойств самих 
реагентов, а также от температуры среды (раствора).
Если реакция обратима и константы скорости прямой и обрат­
ной реакций к+ и к соответственно, то схема реакции приобретает 
вид
А + В ^ С .
Соответствующее этой схеме уравнение имеет вид
^ 1  = к+[А][В]-к_[С]. (62)
at
Аналогичные уравнения выписываются для А и В, только 
с противоположными знаками, например, 
d[A]
dt
= -kSA][B] + k_[C].
Уравнение (62) позволяет получить соотношение для стаци­
онарных концентраций веществ. Приравняв правую часть к нулю 
(по аналогии с формулой (60)), получим
<«>
[С] *,
Здесь Kd —  константа диссоциации, равная отношению кон­
стант скоростей диссоциации и образования комплекса и соот­
ветственно отношению произведения стационарных концентра­
ций реагентов к концентрации продукта. Это соотношение будет 
нами часто использоваться далее для выведения формул скоростей 
ферментсубстратных реакций. Обратная к Kd величина Ка = MKd 
называется константой сродства веществ A w  В, характеризующей
вероятность образования комплекса С при взаимодействии этих 
веществ.
3.1.4. Ферментсубстратная реакция 
Михаэлиса — Ментен
Вернемся к ферментсубстратной реакции, схема которой была 
представлена выше (см. (54)). В соответствии с этой схемой суб­
страт S, взаимодействуя с ферментом Е , образует комплекс ES, 
который претерпевает химическое превращение, в результате чего 
образуется продукт Р  и высвобождается фермент Е. Таким обра­
зом, катализатор, прокручивая реакцию, не расходуется и через 
определенное время снова готов к последующим каталитическим 
циклам.
Для краткости обозначим концентрации реагентов малыми 
буквами: s = [S], е  =  [£], с  = [£5], р  = [Р].
В соответствии с законом действующих масс и по аналогии 









=  - k l e s  +  k _ ]c ,
= - k ]e ' S  +  k _ ]c  +  k 2c ,
(64)
=  k {e  s  -  k _ xc  -  k 2c ,
= k 2c .
Рассмотрим следующие начальные условия для системы (64). 
Пусть в начальный момент времени имеем следующее распределе­
ние концентраций веществ:
s(O) = s 0 >  0, е (0 ) = е 0 >  0, с(0) = 0, /?(0) = 0, (65)
т. е. начальные концентрации комплекса с  и продукта р  равны 
нулю.
Заметим, что последнее уравнение в системе (64) отличается от 
первых трех тем, что переменная р  не входит в правую часть диффе­
ренциального уравнения, т. е. р  может быть найдено прямым интег­
рированием функции, стоящей в правой части этого уравнения:
t
p(t) = к2J c(x)d т. (66)
о
Таким образом, концентрация продукта р  полностью опреде­
ляется концентрацией субстратферментного комплекса с.
Далее, поскольку фермент в реакции не расходуется и может 
находиться в одном из двух возможных состояний — свобод­
ном состоянии Е  или связанном с субстратом ES, то в соответст­
вии с законом сохранения сумма концентраций е + с постоянная
и в соответствии с выбранными начальными условиями равна 
начальной концентрации фермента е0:
е + с = const = е0. (67)
Это же соотношение мы получим, если сложим второе и тре­
тье уравнения системы (64), правые части которых отличаются 
только знаками.
Постоянство общего количества фермента позволяет исклю­
чить одно из дифференциальных уравнений системы (64), заменив 
алгебраическим:
е = е0 - с .
Следовательно, поведение всей системы может быть описано 
двумя существенными переменными: концентрацией расходуемого 
субстрата s и концентрацией субстратферментного комплекса с:
Ц- = - k ^ { e Q- c ) - s  + k_x c, 
at
dc (68)
—  = kr (e0- c ) - s - ( k _ [+k2) c .  
dt
Выпишем единицы измерения величин в системе (68).
И ,[с ]  = М; [*_1М*2] = с-1; [к]\ = М~'с~1 (69)
Проведем обезразмеривание системы (68). В первом уравне­
нии поделим слагаемые слева и справа на s0eQkv
Перепишем уравнения системы (68) в виде
d s !s 0  ft, (g0 - c )  5  | ft_, с
kr e0 dt ft, е0 s0 ft,-s0 е0
Второе уравнение аналогично делим на sQk {e0, кроме того, 
левую часть делим и умножаем на е0:
е0 d c /e 0 _ft, (g0 - c )  5  ft.,+ft2 с 
s0 dt ft, <?„ .s0 ft, • s0 e0
Введем новые безразмерные переменные и параметры:
S с
х = — , у  = — , X = ft,e0/, (72)
^ 0  * 0
a  = - p L , Р = -р2- ,  у = a  + р,
V o  V o
Заметим, что в обезразмеренной системе переменные х и у  
изменяются в одинаковом диапазоне значений [0,1] независимо 
от соотношения концентраций субстрата и фермента в исходной 
системе.
В новых обозначениях получим следующую систему: 
dx
d х
=  - ( \ - у ) х  +  а у ,
(73)
в • —  = +(1 -  у )  • х  -  (а  + Р) - у
d  т
с начальными данными
*(0) = 1, у (0) = 0.
Поскольку реакция превращения ферментсубстратного ком­
плекса необратима, уже из схемы реакций ясно, что с течением 
времени весь субстрат будет превращен в продукт и в стационар­
ном состоянии концентрации субстрата и комплекса станут равны 
нулю: х  =  0 , у  =  0.
Проанализируем качественно, как ведут себя j c (t )  иу(х).
Поскольку ^(0) = 0, вблизи т = 0 dx/dx < 0. Это означает, что 
jc(t ) уменьшается, начиная с х = 1. В то же время dyldi > 0, значит, 
у(т) увеличивается, при этом из уравнения (73) видно, что наиболь­
шая скорость роста у  будет в начальный момент времени, а затем 
она уменьшается вместе с уменьшением х  и ростом у. В некото­
рый момент времени т* скорость dy/dx станет равной нулю и в этой 
точке будет наблюдаться максимальное значение у*=у(х*) (заме­
тим, что у* = х*/(х* + у), где х* = х  (т*)). После этого величина ^(т) 
будет уменьшаться до нуля. Относительная концентрация свобод­
ного фермента e/eQ = 1 -  у  сначала убывает, а затем снова возра­
стает до величины е/е0 = 1 , поскольку с течением времени суб­
страт исчерпывается и все меньшая доля фермента оказывается 
связанной.
Кинетические кривые для х, у  и е/е0 изображены на рис. 23.
'— -V ( т ) *   х ( т )  -— —  у (т )  -— v( т )
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Рис. 23. Кинетика безразмерных переменных в ферментсубстратной 
реакции Михаэлиса — Ментен с учетом (а) и без учета (б) области пере­
ходных процессов на малых временах при г = 0 .2 , а = 1 , р = 1
3.1.5, Редукция ферментсубстратной системы
Как следует из приведенного выше словесного анализа пове­
дения переменных х  и у  и как показано на рис. 23, jc(t) и  у { т) асимп­
тотически стремятся к нулю при выбранных начальных условиях. 
При этом видно, что на относительно коротком начальном проме­
жутке времени y(i) меняется значительно быстрее, чем х(т).
Перепишем уравнение для^(т) в (73) в нормальной форме:
: г = - - ( 0 - уУ х - у у ) <74>d  т е
и будем рассматривать только значения х  > 0, у  > 0, допустимые 
для решений нашей биохимической задачи.
Нетрудно заметить, что почти при всех х  и у  скорость измене­
ния у(т), т. е. правая часть уравнения (74), благодаря множителю 1/г 
значительно превышает скорость изменения х(т) (здесь s —  малый 
параметр). Другими словами, почти во всех точках фазовой пло­
скости (jc, у) вектор скорости ( i ,  у)  будет направлен почти верти­
кально (так как вторая координата значительно превышает первую 
по модулю). Исключения составляют только точки (х,у), в которых У 
близко к нулю, т. е. лежащие на или вблизи линии, определяемой 
равенством у  = 0 в уравнении (74) или, что то же самое, в уравне­
нии (73):
( 1 - у ) х - у > -  = 0 .
Перепишем это уравнение в эквивалентном при х  > 0 виде:
у  =  — . (75)
х  +  у
Заметим, что линия (75) является изоклиной горизонтальных 
касательных для системы (73). Изоклина вертикальных касатель­
ных системы (73) (т. е. линия, вдоль которой х  = 0) имеет похожий 
вид:
- ( \ - у ) - х  +  а - у  =  0  
или, в эквивалентной форме,
х
У = ------- •х + а
Изоклина вертикальных касательных лежит выше изоклины 
горизонтальных касательных (а < у), за исключением точки (0 ,0 ) — 
единственной точки покоя системы (73), где изоклины пересека­
ются в первом квадранте (рис. 24).
Следовательно, можно ожидать, что траектории (х(т), у(х)) 
в интересующей нас части фазовой плоскости имеют почти вер­
тикальные участки, по которым происходит движение изобража­
ющей точки вплоть до приближения к изоклине у - 0 (75). Затем 
движение изображающей точки продолжается по направлению 
к точке покоя вблизи этой изоклины, поскольку большие по абсо­
лютной величине значения у  вне этой изоклины не дают фазовой 
точке (*(т), у (т)) от нее удаляться.
Фазовый портрет системы (73) изображен на рис. 24.
Рис. 24. Фазовый портрет модели ферментсубстратной реакции 
(системы (73))
Сопоставление рис. 23 и 24 показывает, что движение изобра­
жающей точки по почти вертикальным участкам фазовой траекто­
рии, например, соответствующим фазе нарастания величины у(т) 
на фазовых траекториях системы (73), выходящих из точек с коор­
динатами (jc0, 0 ), происходит в течение сравнительно коротких 
начальных интервалов времени по отношению ко времени после­
дующего движения вдоль изоклины у  = 0 (75) в направлении точки 
покоя (0 ,0 ).
Все сказанное выше может быть строго обоснованно благо­
даря качественному анализу системы (73), исследованию харак­
тера ее точки покоя и определению характеристических времен 
изменения ее переменных.
Действительно, нетрудно убедиться, что система (73) имеет 
в первом квадранте единственную точку покоя (0,0). Анализ устой­
чивости этой точки покоя с использованием теоремы Ляпунова 
показывает, что она является устойчивым узлом.
При этом действительные отрицательные собственные числа 
< 0 и Х2 < 0 системы первого приближения в окрестности точки 
покоя имеют абсолютные величины существенно различных 
порядков, а именно, | X, |~ 1 для переменной jc(t ) и  | Х2 1~ 1 / г для 
переменной у{т). В предположении малости е это означает, что 
переменная х  медленная, а у  —  быстрая, с характеристическими 
временами порядка 1 и г соответственно.
Решение системы первого приближения (линейной системы 
ОДУ) представляет собой линейную комбинацию экспоненциаль­
ных функций ехр(^,т) и ехр(>-2 т). Слагаемое, содержащее ехр(>*2 т), 
достаточно быстро затухает, значит, быстрая переменная вносит 
вклад в решение системы на относительно коротких интервалах 
времени (порядка г). Поведение решения системы первого при­
ближения на более продолжительных интервалах времени опре­
деляется в основном слагаемым, содержащим множитель ехр(Х,т), 
т. е. определяется поведением медленной переменной.
Естественно было бы ожидать подобного поведения и для 
исходной нелинейной системы (73), по крайней мере в окрестно­
сти точки покоя. И действительно, как мы видели на рис. 23 и 24, 
на коротком промежутке времени после начала реакции поведение 
решения системы (73) в основном диктуется изменением быстрой 
переменной^ (вертикальные участки фазовых траекторий), а затем 
фазовая траектория проходит вблизи линии j^  = 0  и движение по 
ней определяется изменением медленной переменной х. Другими 
словами, начиная с некоторого времени (немного позже начала 
реакции), быстрая стадия образования ферментсубстратного 
комплекса в реакции (54) почти мгновенно отслеживает текущее
значение концентрации субстрата х, приводя концентрацию фер- 
ментсубстратного комплекса у  в стационарное значение, удовлет­
воряющее равенству у  = 0, т. е. соотношению (75) для данного х.
Система (73), в которой в одном из уравнений присутствует 
малый множитель при производной, является примером системы 
с сингулярным возмущением [30, 72].
Проведенный выше качественный анализ системы (73) 
обусловливает наше желание редуцировать исходную систему 
с учетом различия характеристических времен переменных 
и использовать «квазистационарность» переменной^ (т. е. соотно­
шение (75)) при всех текущих значениях х.
Формально нам это позволяет сделать теорема Тихонова, 
которая устанавливает условия редукции системы дифферен­
циальных уравнений с малым параметром [30, 34] (условия 
замены дифференциальных уравнений для быстрых переменных 
алгебраическими).
Приведем здесь формулировку теоремы Тихонова.
Пусть полная система имеет вид
%- = F(x,y) ,
at
e ^  = G(x,y).
at
Второе уравнение этой системы называется присоединенным.
Вырожденная (псевдостационарная или редуцированная) 
система получается, если формально положить а = 0  в уравнении 
для быстрой переменной:
^j- = F(x,y), G(x,y) = 0. 
at
Решение полной системы стремится к решению вырожденной 
системы при а —► 0 , если:
1 ) решения полной и присоединенной системы единственны, 
а правые части непрерывны;
2 ) решение у = у(х) представляет собой изолированный корень 
уравнения G(;t,y) = 0 (в окрестности этого корня нет других 
корней);
3) решение у  = у(х) является устойчивой изолированной осо­
бой точкой присоединенного уравнения при всех значениях jc;
4) начальные условия у 0 попадают в область влияния устойчи­
вой особой точки у = y(jc0).
Число начальных условий вырожденной системы меньше, чем 
полной: начальные значения быстрых переменных не использу­
ются в вырожденной системе. Согласно теореме Тихонова, если 
выполняется условие 3, результат не зависит от начальных усло­
вий для переменных присоединенной системы.
Таким образом, необходимым условием редукции полной 
системы является наличие малого параметра г при производной 
в одном из уравнений системы.
В нашем примере реакции Михаэлиса —  Ментен условия 
теоремы Тихонова для системы (73) выполняются при малых 
е = е0 / s0 «: 1 .
Во многих реальных реакциях это условие также выполняется 
и значения 8  лежат в диапазоне КГ7 < 8  < 1 0 ”2.
В соответствии с этой теоремой мы можем формально поло­
жить е = 0  и заменить присоединенное уравнение для у  в пол­
ной системе (73) алгебраическим уравнением (75), определяю­
щим «квазистационарные» концентрации ферментсубстратного 
комплекса.
Таким образом, вырожденная (редуцированная) система имеет
вид
—  = - (1 -х )у  + ау, (76)
ах
х
У = -------•jc + y
Подставив выражение для у  в дифференциальное уравнение 
для х  и учтя, что у = а  + р, получим
dx _  Q x
, — —P ’ ax jc-hy
jc(0) = 1.
Решение редуцированной системы (76) представлено на 
рис. 23 в сравнении с решением полной системы (73). Видно, что 
наибольшие отличия решений наблюдаются в течение начального 
промежутка времени, поскольку в полной и вырожденной систе­
мах не совпадают начальные условия для у: в полной системе 
у(0 ) = 0 , а в вырожденной системе в силу соотношения (75) при 
х(0 ) = 1 имеем
Несовпадение начальных условий является «платой» за пони­
жение порядка системы ОДУ в редуцированной системе при 
замене одного из ОДУ полной системы алгебраическим уравне­
нием (полагая г = 0 в системе (73)).
Тем не менее мы видим, что на продолжительном промежутке 
времени немного позднее начала реакции квазистационарное при­
ближение (решение вырожденной системы (76)) неплохо заменяет 
решение полной системы (рис. 23).
Кроме снижения порядка системы квазистационарное при­
ближение (76) выгодно также и с вычислительной точки зрения. 
Поскольку при его выводе уже учтены характеристические вре­
мена и особенности поведения быстрых и медленных переменных 
в системе (73), это позволяет обойти проблемы ее вычислительной 
жесткости, требующие применения неявных методов для эффек­
тивного численного решения таких систем.
Рассмотрим исходную систему в так называемом пограничном 
слое, т. е. при т ~ е. Выберем другой, более приемлемый масштаб 
времени вблизи т = 0. Для этого введем новую переменную о = т/е, 
тогда о ~ 1 .
Это преобразование означает, что масштаб времени в окрест­
ности т = 0  увеличен в 1 / г : » 1  раз, и тогда с о в  качестве независи-
мой переменной мы сможем исследовать более подробно область 
вблизи т = 0 : эта окрестность увеличивается, как под микроскопом.
После этого преобразования уравнения (73) превращаются 
в уравнения
= е ( - ( 1 -у )-х + < х -у); 
dG (78)
-2 - = ( \ - у ) - х - у у ,  
d a
* ( 0 )  =  1; у ( 0 )  =  0.
Теперь на рассматриваемых нами временах первый процесс 
протекает очень медленно, значит, можно считать, что на таких 
временах его скорость равна нулю.
Если мы положим 8  = 0, то не понизим порядок системы, 
поскольку обе производные сохранятся, и сможем удовлетворить 
обоим начальным условиям:
dx
—  = 0 => х  = 1; 
d a
= 1 - ( 1 +уЪ>.
d o
Решим это уравнение. Получим
(79)
В результате получили два решения: 
при т ~ 0
при т > 0
1 а-»эо(е->0 ) 1
у  = ~ (  1 - е - " ^ )  -> - i - ;  (81)
1 +у 1 +у
т—>0 (о—>0 ) J
У = --------  —> у(0) = ------ • (82)jt + y 1 + у '  ’
То есть два псевдорешения «сшиваются» и их можно исполь­
зовать вместо решения общей системы уравнений.
Решение в форме (81), для которого соответствующий масштаб 
времени есть о = т/в и которое удовлетворяет начальным условиям 
при а  = т = 0 , называется внутренним решением, или сингуляр­
ной частью решения, тогда как решение в форме (82), соответст­
вующее значениям 0  т «: оо, называется внешним решением или 
несингулярной частью решения.
Внутреннее решение применимо для 0 < т / е оо, когда экспо­
нента е~{1+у)х1е в уравнении (81) существенно отлична от 1. При 6  1
это очень короткое время. В плоскости (т, у) это узкая по т область, 
где концентрация ферментсубстратного комплекса изменяется 
очень быстро (рис. 23, слева от пунктирной линии). Эта узкая 
область называется сингулярным слоем.
Возвращаясь к биологическому смыслу проведенного выше 
анализа, обратим внимание, что биологи долго не предполагали 
существования промежуточного состояния ферментсубстратного 
комплекса, участвующего в преобразовании субстрата в продукт, 
поскольку быстрые изменения его концентрации происходят, 
вообще говоря, прежде, чем начинаются какие-либо эксперимен­
тальные измерения. Поэтому биологов, как правило, устраивает 
псевдостационарное решение, хорошо согласующееся с результа­
тами экспериментальных наблюдений.
Первоочередной интерес для биологов представляет опреде­
ление скорости реакции, которое в эксперименте обычно измеря­
ется в моменты времени, выходящие за рамки действия внутрен­
него решения.
Напомним, что скорость реакции
(83)
Вернемся к размерным единицам и выразим с через s\






Кт=—  - -  константа Михаэлиса. (85)
к ,V 1
Подставим выражение (84) в формулу (83):
S S
v = L e -
2 °  г, I V  max „  Iт т
где
Vmax=*2 - e 0 (8 6 )
Заметим, что в псевдостационарной системе
ds dx ,, ч k?-(kx-sn -en) s , s .
—  = ------( t  - s - e n) = — 2 v 1 ° o )  = - L  •en  = - k 7 -c,
dt dx 0 0 k. -s s + K m ° s + Кl о m m
т e скорость расхода субстрата равна скорости образования 
продукта:
ds _ dp
■ =  -  = - Vmaxdt dt maA s + K m
поскольку предполагается, что промежуточная стадия субстрат- 
ферментного комплекса в каждый момент времени находится 
в стационарном состоянии.
Формула скорости реакции
V = Vmaх-— V "  (8?)
S + K m
является классической формулой Михаэлиса —  Ментен в фермен­
тативной кинетике.
Величина Кт в (87) соответствует концентрации субстрата, 
при которой скорость v равна половине максимальной, т. е. при 
s = Кт v = 1/2 * vmax. В то же время из формулы (84) следует, что 
при s = Кт с = 1/2 * е0, т. е. величина Кт дает концентрацию суб­
страта, при которой половина фермента находится в состоянии 
комплекса с субстратом. Другими словами, Кт отражает чувст­
вительность (сродство) фермента к субстрату. Чем она выше, тем
ниже сродство фермента к субстрату (аналогично константе диссо­
циации комплекса, см. выше).
Графически скорость производства продукта от концентрации 
субстрата будет выглядеть как на рис. 25:
d p  
v =  —  
d t
Рис. 25. График скорости производства продукта v 
от концентрации субстрата s
При малых концентрациях субстрата s промежуточного ком­
плекса с тоже мало, и скорость образования продукта практиче­
ски пропорциональна концентрации субстрата s. При достаточно 
больших концентрациях субстрата s практически все частицы 
фермента будут входить в состав промежуточного комплекса с. 
Дальнейшее увеличение s к росту с приводить не будет. Поэтому 
скорость реакции приближается к насыщению, определяемому 
величиной vmax, которая, в свою очередь, линейно зависит от е0 и от 
константы скорости преобразования комплекса в продукт с высво­
бождением свободного фермента. Поэтому константа скорости к2 
еще называется скоростью оборота фермента.
Эффект насыщения не является специфической чертой про­
текания ферментативных реакций. Подобный же эффект харак­
терен для ряда различных явлений в биологии, да и просто для 
повседневной жизни. Например, на остановке транспорта скапли­
ваются пассажиры. До тех пор пока пассажиры свободно разме­
щаются в подходящем автобусе, скорость отправки людей будет 
пропорциональна числу пассажиров на остановке. С увеличением
количества пассажиров автобус сможет забирать максимально 
допустимое количество пассажиров, скорость перевозки будет 
лимитироваться максимальной емкостью автобуса и скоростью его 
оборота, в точности как в ферментсубстратной реакции.
Итак, скорость ферментсубстратной реакции Михаэлиса — 
Ментен определяется двумя параметрами: vmax и Кт. Их вычисляют 
по экспериментальным данным, например при поддержании 
постоянной концентрации субстрата. Это удобно сделать, преобра­
зовав формулу (87) следующим образом. Выпишем выражение для 
величин, обратных v и s:
1 1 s + K_   (88)
Видно, что величина 1/v линейно зависит от 1 Is (рис. 26).
Рис. 26. График Лайнуивера — Берка
Такая зависимость называется зависимостью Лайнуивера — 
Берка (Lineweaver — Burk). Величины, обратные vmax и Кт, явля­
ются параметрами этой линейной функции, которые определяются 
по экспериментальным данным.
Для этого экспериментатор:
1) задает концентрацию s и определяет соответствующее зна­
чение v;
2) инвертирует эти значения и получает точку на координат­
ной плоскости (I/5 , 1/v);
3) проделывается это несколько раз при разных величинах 5;
4) по полученным точкам, например методом наименьших 
квадратов, строит прямую;
5) для этой прямой определяет оценки значений Кт и vmax.
Формально формулу (88) можно было получить, опираясь на
соотношение (аналогичное соотношениям (60) и (63)), вытекаю­
щее из предположения стационарности промежуточной реакции 
образования ферментсубстратного комплекса. В соответствии 
с этим приравняем к нулю правую часть уравнения для концентра­
ции комплекса в системе (68):
откуда следует соотношение для стационарных концентраций
Учтя определения (83) и (86), а также равенство е0 = с + е, 
выпишем соотношение для величины v /v:max
Преобразуем последнее слагаемое и воспользуемся соотноше­
нием (89):
Осталось поделить обе части равенства на vmax, чтобы полу­
чить формулу (88). Имея это соотношение, легко перейти к исход­
ным координатам (s , v) и получить формулу (87) для скорости 
реакции v.
Получим
kx e s-{k_\ +k2) c = 0,
(89)
v k2 • с с с
vrmax
т
С C S  С S SV
Далее мы будем пользоваться этим приемом для выведения 
формул скорости реакции в более сложных случаях. При этом мы 
будем предполагать, что проведен анализ характеристических вре­
мен в системе и обоснована возможность перехода к псевдостаци- 
онарной системе, для которой справедливы стационарные соотно­
шения типа (89).
3.2. Нелинейные эффекты  
в ферментативной кинетике
3.2.1. Конкурентное ингибирование
Рассмотрим несколько более сложную ситуацию, чем в реак­
ции Михаэлиса — Ментен. Пусть, как и раньше, фермент Е  имеет 
один связывающий центр, за который конкурируют два вещества 
со сходной структурой — субстрат S  и ингибитор /. Когда ингиби­
тор связывается с ферментом, образования продукта не происхо­
дит, что приводит к уменьшению скорости реакции или, другими 
словами, ингибированию (inhibition, т. е. подавление) функции 
фермента [24].
Схема реакции может быть представлена в виде
_> *2 
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Используем аналогичные обозначения, как и в предыдущем 
параграфе, с учетом существования двух видов комплекса фер­
мента с субстратом ES и ингибитором EI:
 ^= [5], / = [/], е = [Е1 с, = [ESI с2 = [E II  р  = [Р].
Применение закона действующих масс дает следующие кине­
тические уравнения:
ds / /—  = к ,с. -k .es ,
dt ■ '1 1
di
— = к -  k.ei,dt  - 3 2 3 ’
—  = (к_, + к2 )с, + к_ъс2 -  k3ei - k{es,
dt
dc  ( 9 1 )— 1 = k ls e - ( k _ l + k 2)ct, 
dt
- 2-  = k3e i - k _ 3c2, 
dt
=k,c, .  
dt  2 1
s ( 0 )  =  s 0 , г(0 )  =  /0 , e(0) =  e0, c , ( 0 )  =  c 2( 0 )  =  0 .
Здесь, как и в уравнениях для реакции Михаэлиса — Ментен, 
концентрация продукта также может быть легко найдена, если 
известна концентрация комплекса с,.
Уравнение сохранения для фермента е получаем, складывая 
уравнения для сг с2 и е й  учитывая начальные условия:
с1+с2+е = е0. (92)
Можно провести обезразмеривание системы (91) и при усло­
вии малости величин
е =3» в
получить уравнения с малыми параметрами при производ­
ной в уравнениях для концентраций ферментсубстратных ком­
плексов, как это было сделано ранее для исходной реакции 
Михаэлиса — Ментен.
По теореме Тихонова эти уравнения можно заменить алгеб­
раическими. Сделаем это сразу для исходных уравнений для
(93)
Cj и c2в системе (91) и выпишем стационарные соотношения, как 
это было сделано в предыдущем параграфе:
_ к-\_+ к2 -  к  константа Михаэлиса;I т ~с, к{
в ' i к
—  = — = К( -  константа ингибирования.
с2 к3
Используем эти выражения в формуле для vmax/v: 
v е + с ,+ с7 е , с,шах   2 U   1_2________ |_ 1 _j___2_
v к2с] сх сх с)
Домножим первое и последнее слагаемое так, чтобы исполь­
зовать формулы (93).
vmax e s l  1 с2 . e s 1
_JSSL = --------------- +  J +  ---------------- =
v Cj s г г  c\ s
m s K, m s k ’ m s
Окончательно получим следующее выражение:
i  = _ L . ( l  + (l + J _ ) . ^  I ) . (94)
V Vn,ax K i S
Если сравнить его с аналогичным выражением (8 8 ) для скоро­
сти реакции без ингибирования, то видно, что множитель при Кт 
больше 1, как если бы увеличилась эффективная константа Миха­
элиса в данной реакции:
1 1
где
'  —  1 л 
1 + К т ~
S /
к т =(\ + — ) К т.т \ ^  ' т
В прошлом параграфе мы отмечали, что чем больше константа 
Михаэлиса, тем меньше скорость реакции (так как нужно больше 
субстрата, чтобы достичь полумаксимума скорости реакции).
Действительно, из графика Лайнуивера — Берка для зави­
симости (8 8 ) видно, что при одних и тех же значениях 1 Is значе­
ния 1 /v лежат выше в случае, когда есть ингибирование (рис. 27), 
следовательно, исходные значения скорости реакции v, напротив, 
меньше.
Таким образом, при конкурентном ингибировании увеличи­
вается эффективная (кажущаяся) константа Михаэлиса, а макси­
мальная скорость ферментативной реакции остается неизменной. 
Эффективная чувствительность фермента к субстрату снижается, 
и скорость реакции уменьшается. При одинаковых значениях 




Ингибирования нет (/ = 0)
s
Рис. 27. График Лайнуивера — Берка для реакции 
с конкурентным ингибированием
Вернувшись к прямым зависимостям, получим
S S
v = vf
"“ 's  + K.
=  V,max / \
т (95)
Рис. 28. График скорости для реакции 
с конкурентным ингибированием
3.2.2. Неконкурентное ингибирование
В наиболее простом случае неконкурентного ингибирования 
субстрат S  и ингибитор I  связываются каждый со своим активным 
центром на молекуле фермента Е , но производство продукта воз­
можно только в отсутствие ингибитора в комплексе, т. е. ингибитор 
вызывает такие конформационные изменения, которые не позво­
ляют ферменту превращать субстрат в продукт. Предположим для 
простоты, что присоединение ингибитора не влияет на сродство 
фермента к субстрату и ингибитор способен присоединяться как 
к свободному ферменту, так и к ферментсубстратному комплексу 
с одинаковыми кинетическими константами.







^  *-э к} I t  к ,
EI +5 ESI
<-
Обозначим концентрацию комплексов фермента с субстратом 
и ингибитором с3 = [ES/]. Остальные обозначения сохраним, как 
в предыдущем разделе.
Естественно, что здесь справедливо следующее уравнение 
сохранения:
е + сх +с2 +с3 =е0.















= - k xes + k_xcx и- k2cx -  k3ei + k_3c2,
= - k xes + k_xcx -  kxc2s + к_хсъ,
= - k 3ei + k_3c2 -  k3cxi + k_3c3,
= kxse -  {k_x + k2 )cx -  k3cxi + k_3c3, (97)
= -k_3c2 + k3ie -  kxsc2 + k_xc3,
= kxc2s -  kxc3 -  k_3c3 4- k3cxi,
= k2cv
В результате обезразмеривания системы, как и раньше, возни­
кают малые параметры при производных для безразмерных пере­
менных, соответствующих переменным с,, с2и с у Значит, опять 
можно воспользоваться псевдостационарными уравнениями.
Сделаем более сильное допущение и будем считать, что все 
промежуточные стадии образования комплексов в схеме (96) нахо­
дятся в псевдостационарном состоянии. Это некоторое огрубле­
ние ситуации, позволяющее получить более простые формулы, 
чем при приравнивании нулю правых частей в уравнениях для 
с р с2 и с3 системы (97) и решении полученной системы алгебра­
ических уравнений относительно данных переменных. С учетом 
94
этого допущения можно получить следующие псевдостационар- 
ные соотношения, аналогичные соотношениям (93):
e-s СII
с3
e i д ч '
(98)
Дальше воспользуемся прежней схемой вывода формулы для 
обратной величины для скорости реакции:
max _  2 0 _
V k2c,
е + с, + с, +С-,
• = — + 1 + ^  + -Ч
Первые три слагаемых с учетом (98) преобразуются анало­
гично предыдущему случаю (см. выше), а последнее слагаемое —  
следующим способом:
сз _  сз i _  1
с, •/ К.
В итоге имеем 
1 1 f  1 . 1 . л„ 1 * i „ I iК — I-1 н------- К  — I—
” j  К ; т S К
1 +  —  
к,I /
\+кт- \ . т
S ,
Если сравнить это выражение с аналогичным выражением (8 8 ) 
для скорости реакции без ингибирования, видно, что здесь ингиби­
рующий множитель действует не на константу Михаэлиса Кт, как 
в случае конкурентного ингибирования, а на величину максималь­
ной скорости, как если бы эффективная максимальная скорость 
данной реакции уменьшилась:
1 1 Г
Естественно, что снижение максимальной скорости реакции 
означает ее замедление или ингибирование фермента. Действи­
тельно, из графика Лайнуивера — Берка для зависимости (99) 
видно, что при одних и тех же значениях 1 Is значения 1 /v лежат 
выше в случае неконкурентного ингибирования (рис. 29), сле­
довательно, исходные значения скорости реакции v, напротив, 
меньше.
Рис. 29. График Лайнуивера — Берка для реакции 
с неконкурентным ингибированием
Перейдя к исходным координатам, получим следующую фор­
мулу для скорости реакции в случае неконкурентного ингибиро­
вания:
v = “^ - — =^ - V -------— •
s + Km 1 + J_  s + Km (ЮО)
К,
Таким образом, константа Михаэлиса для реакции образова­
ния продукта не изменяется, а максимальная скорость — уменьша­
ется, так что при одинаковых значениях концентрации s скорость v 
будет меньше в случае ингибирования (рис. 30).
Рис. 30. График для скорости реакции 
с неконкурентным ингибированием
1
Рис. 31. Сравнение скорости реакции с конкурентным 
и неконкурентным ингибированием
Сравним конкурентное и неконкурентное ингибирование 
с точки зрения снижения скорости образования продукта. Рассмо­
трим частный случай, когда / = К..
В случае конкурентного ингибирования имеем 
К т = 2К т, v = v   — .т т 7 m ax г\ туs + 2Kmm
В случае неконкурентного ингибирования получим 
v v sт т    m ax , .   m ax . ___________
max — Л 5 V ~/-ч у л  ту2 2 s + К  жm
На рис. 31 видно, что график Лайнуивера — Берка лежит выше 
в случае неконкурентного ингибирования, указывая на более силь­
ное замедление скорости реакции по сравнению с конкурентным.
3.2.3. Кооперативные явления 
в ферментативной кинетике
В предыдущих рассмотренных случаях фермент имел только
один центр связывания субстрата. Однако таких центров может
быть несколько. Например, гемоглобин, важный белок — перенос­
чик кислорода в красных кровяных клетках, — имеет четыре свя­
зывающих центра для субстрата — кислорода.
Будем рассматривать случай, когда присоединение одной 
молекулы субстрата ускоряет (положительная кооперативность) 
или замедляет (отрицательная кооперативность) присоединение 
молекулы субстрата в другом центре.
Например, возможна такая ситуация, когда присоединение 
к одному центру настолько сильно увеличивает вероятность при­
соединения к другому центру, что это выглядит как присоедине­
ние либо сразу двух молекул, либо ни одной. По такому принципу 
работают, например, кальциевые насосы в клетках сердечной 
мышцы, переносящие ионы кальция через внешнюю мембрану 
клетки или через мембраны внутриклеточных органелл. Чтобы 
осуществить конформацию белка, обеспечивающую перенос, 
к молекуле насоса-переносчика должно присоединиться два иона 
кальция.
Рассмотрим такую схему реакции:
ESS -+P + ES
Здесь ESS — комплекс фермента с двумя молекулами суб­
страта. Обозначим Cj = [ES\, с2 = [£SS].
В рассматриваемом случае и комплекс сх, и комплекс с2 пре­
терпевают преобразования с образованием продукта.
Полная система уравнений имеет вид
= - k xes + к_хсх -  k3scx + к_ъс2,
= - k xes + +к2)сх,







— -  =kic]s - ( k _ i +k4)c2, 
dt
dp , ,v = —  = к?с,+клс7.
dt
Предположим, что, как и прежде, допустима замена уравне­
ний для комплексов сх и с2 на псевдостационарные уравнения: 
kx- s - e -  (к_х +k2) c x- k 3 cx s + (к_ъ + к4) с 2 = 0 ,
k3 cx s -  (к_ з +к4)-с2 = 0 .
Тогда справедливы следующие стационарные соотношения:
e-s к_х+к2
Используя эти соотношения и условие сохранения е0 = е + с, + с2, 
найдем обратные величины отношений в правой части следую­
щего выражения для скорости реакции:
V ео ео J
(103)
еп е + с}+с2 е л с2 „  1 , 1= ------1---- -  = — + \ + —  = К„1 • -  + ! +  5 =т\ „ г■/-
K ml.K m2+ K M2s  + s 2 
K m 2s
Далее, заметим, что справедливо преобразование
e s  1 с , s 1 1
ml * m2 2*С, S с2 S S
Используя его, получим
4  _ i ± a ± 2 t _ i + £ L + 1 _  ^  , i + I _
с2 с2 с2 с2 S S
K mr K m2+ K m2.s + s2
S2
Подставив перевернутые дроби в выражение (103), оконча­
тельно получим
k2 К т2 -s + L - s 2 
У = е0  1---------   *-г-. (104)
K m\'K m2+ K m2-S + S
Обратим внимание, что в формуле (104) возник квадрат кон­
центрации субстрата, что отражает участие двух молекул суб­
страта в данной реакции. Заметим, что зависимость скорости реак­
ции v от концентрации субстрата s описывается более нелинейной 
функцией, чем в реакции с одним центром связывания. График
этой зависимости имеет характерный 5-образный характер и назы­
вается кривой Хилла [56] (рис. 32).
Рис. 32. Кривая Хилла для скорости ферментсубстратной реакции 
с двумя активными центрами связывания субстрата
Если концентрация s мала, то s2 —  величина большего порядка 
малости и в формуле (104) ею можно пренебречь:
v ~ е0  ^ т2 S = е0 'к2 ----  — .
K ml-Km2 + Km2-s К т] +s
Таким образом, при s ~ 0 формула (104) дает значения скоро­
сти реакции, близкие к скорости в классической формуле Миха- 
элиса — Ментен при отсутствии второго центра, т. е. кооператив­
ный эффект незначителен.
Когда s растет, роль слагаемых, содержащих s2, возрастает 
и максимальная скорость реакции пропорциональна константе 
скорости кл для преобразования комплекса с двумя присоединен­
ными молекулами субстрата:
v ~ e 0-k4.
Рассмотрим далее две пограничные ситуации.
1. Два активных центра связывают субстрат независимо 
друг от друга.
Обозначим константу скорости связывания молекулы субстрата 
с одним из активных центров &f, соответствующую константу рас­
пада — а константу скорости образования продукта — к .
Когда фермент свободен, то вероятность связывания с одним 
из двух доступных центров в два раза больше по сравнению с к+, 
т. е. к{ = 2  • к+ (в соответствии со схемой вероятность одновремен­
ного связывания с двумя центрами полагается равной нулю). Рас­
суждая аналогично, имеем
кх= 2-к3= 2-к+; к_ъ=2-к_х=2-к_\ к4 = 2-к2=2кр.
Подставим эти соотношения в выражения для констант 
Михаэлиса:
* _ , + * 2 _ * .+ * ,  _ 1 
ml it, 2-к+ 2 ’
к , + к. 2 -к + 2 'к
= = -----1 --------~ = 2 К,
кг К
где
к + кв 
К  = -  р-
есть константа Михаэлиса для реакции с одним центром связыва­
ния субстрата.
Подставим эти выражения в формулу (104):
v . v  . 2 Л Л . / •< * + » >  ,
- K - 2 K  +  2 K - S  +  S 2 К  + 2 K ' S +  S
2
. , s
= 2enk„ = 2 v„тг . ш ал  j r  ,K  + s K  + s
где vmax — максимальная скорость реакции с одним центром.
Таким образом, скорость удваивается по сравнению со скоро­
стью реакции с одним местом связывания субстрата. То есть, если 
связывание одной молекулы субстрата не влияет на связывание 
другой, емкость фермента как бы увеличивается пропорционально 
количеству мест связывания субстрата.
2. Присоединение одной молекулы субстрата почти мгно­
венно влечет присоединение второй молекулы.
Положим, что к ъ, так что можно использовать следующие
соотношения:
к х =  0; к ъ = оо; к х ' к ъ =  const,
где последнее соотношение указывает на конечную константу ско­
рости образования комплекса с двумя присоединенными молеку­
лами субстрата. Тогда справедливы следующие соотношения:
К т\ ° ° ;  К т2 0 -
Введем также обозначение
К тГК т2= К 2.
Тогда справедлива формула
k2-0-s + k4 s 2 s 2 s '
v = en • —^ -----------—z- = enkd —:----  = vmj,Y —=-----7 . (105)о Т/-2 I 2 0 4 f^2 . 2 max t s 2 . 2 v 7К + U s  + s К +s К +s
Эта функция называется функцией Хилла с параметром Хилла 
я = 2 , равным степени концентрации s.
На рис. 33 кривая Хилла сравнивается с гиперболической
функцией v = vmax , соответствующей реакции с одиночным
K + s
центром (/1=1) при одинаковых значениях vmax. Видно, что при 
малых s гиперболическая функция близка к линейной, а кривая 
Хилла ближе к квадратичной функции и лежит ниже гиперболы. 
Точка пересечения кривых s = К, при s > К  кривая Хилла лежит 
выше гиперболы. Асимптота в обоих случаях одна и та же: v = vmax. 
То есть при малых концентрациях s кооперативность ферментсуб- 
стратного взаимодействия приводит к снижению скорости реак­
ции, а при больших s , напротив, к ускорению реакции.
В общем случае, когда у молекулы фермента имеется п актив­
ных центров, формула скорости описывается следующей функ­
цией Хилла:
V =  Vmax „ • (Ю6)К +S
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Рис. 33. Сравнение кривой Хилла (синяя линия п = 2) 
с гиперболической зависимостью (пунктирная линия п=  1)
Понятно, что чем выше параметр Хилла п, тем круче зависи­
мость скорости реакции (106) от концентрации субстрата s. При 
этом зона нечувствительности фермента к субстрату, т. е. диапа­
зон концентраций s , при которых скорость реакции близка к нулю, 
расширяется с увеличением п. Насыщение фермента и достижение 
максимальной скорости реакции происходят при меньших концен­
трациях S .
Если предположить, что ферментсубстратный комплекс может 
образовываться только если все п молекул субстрата одновременно 
присоединяются к ферменту, то, согласно закону действующих 
масс (скорость образования комплекса пропорциональна произве­
дению концентраций реагентов), соответствующее кинетическое 
уравнение для концентрации комплекса с будет иметь вид
Отсюда, с учетом закона сохранения е + с = е0, нетрудно полу­
чить стационарное значение концентрации комплекса
—  =  k +  e  s n -  к  с - к п ' С .
dt + ~ '
(107)
Учтя, что скорость образования продукта пропорциональна 
концентрации комплекса, мы получим соответствующую формулу 
Хилла (106) для скорости данной реакции.
Заметим, что зачастую зависимость скорости реакции от кон­
центрации субстрата аппроксимируют кривой Хилла, даже если 
степень кооперативное™ реакции не определяется напрямую 
количеством мест связывания субстрата на молекуле лиганда. 
S'-образный вид зависимости между скоростью реакции и концен­
трацией субстрата говорит о наличии нелинейных кооперативных 
связей между ферментом и субстратом, и параметр Хилла характе­
ризует степень нелинейности этой связи.
Используют следующие способы нахождения параметра п по 
экспериментальным данным:
1) п характеризует максимальный угол наклона кривой 
связи s—v. При известных значениях vmax и К  параметр п можно 
найти из следующей формулы:
2) используя следующее преобразование координат, можно 
привести зависимость (106) к линейной функции:
S=K
=  Vrmax
гy n  n-1 rs -n  т/ 'П -1n • К •s n -K A
-------------- = V ------------------= V______  r  m a v        v r





Рассмотрим частный случай реакции (101), когда преобразо­
вание комплекса в продукт не происходит в случае двух присоеди­
ненных модекул субстрата, т. е. к4 = 0 [24].
Тогда скорость реакции выражается следующим образом:
v = e0  2 т 2  r  = vmax   г , (ПО)
K ml-K m2 + K m2-s + s 2 + s + s 2_
К .
где
1с А- 1с к
т m l7 / т
Заметим, что, в отличие от всех рассмотренных выше при­
меров, где наблюдалась максимальная скорость насыщения при 
достаточных больших концентрациях субстрата s , в этом случае 
скорость реакции в пределе стремится к нулю. Таким образом, 
происходит ингибирование реакции при увеличении концентра­
ции субстрата s.
На рис. 34 представлен график скорости v. Видно, что при 
увеличении концентрации субстрата s достигается некоторое кри­
тическое значение, которому соответствует максимальная ско­
рость реакции. Дальнейшее увеличение концентрации s приводит 
к уменьшению скорости реакции, поскольку начинает преобладать 
форма комплекса с двумя связанными центрами, из которой не 
образуется продукт.
В природе такие механизмы могут играть регуляторную роль. 
Подобные процессы называются процессами с отрицательной 
обратной связью. Известны также реакции с ингибированием про­
дуктом. Так, например, если промежуточный или конечный про­
дукт реакции является ее ингибитором, будет наблюдаться само­
торможение реакции — скорость будет уменьшаться быстрее, чем 
уменьшаются концентрации реагентов.
Рис. 34. Скорость реакции при ингибировании субстратом
В следующем разделе мы рассмотрим реакцию с ингибирова­
нием субстратом в более реалистичных условиях, когда в системе 
предполагается динамический вход и выход субстрата, и увидим, 
к чему может приводить нелинейность в такой биохимической 
системе.
4. ТРИГГЕРНЫЕ СИСТЕМЫ В БИОЛОГИИ
4.1. Биохимический триггер
Важной особенностью биологических систем является их 
способность переключаться из одного режима функционирования 
в другой, что соответствует нескольким устойчивым стационар­
ным состояниям системы.
Продолжим рассматривать пример ферментсубстратной реак­
ции с ингибированием субстратом, рассмотренный в предыдущем 
разделе (схема реакции представлена ниже, см. (111)). Напомним, 
что в этом случае фермент имеет два активных центра связывания 
субстрата, но преобразование комплекса в продукт не происходит 
в случае двух присоединенных молекул субстрата.
—> * 2
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Как было показано в разделе 3, зависимость скорости реак­
ции v от концентрации субстрата s выражается следующей форму­
лой (рис. 35):
В отличие от рассмотренных ранее примеров реакций сде­
лаем систему открытой, т. е. добавим обмен субстрата с внешней 
средой (см. схему реакции (113)) [23, 24]. Положим, что субстрат 
поступает в поле реакции извне с некоторой постоянной скоро­
стью, часть субстрата выводится из поля реакции со скоростью, 
пропорциональной текущей концентрации субстрата. При этом 
будем предполагать, что концентрация субстрата во внешнем источ­
нике I  настолько велика, что можно не учитывать ее изменений за 
счет притока-оттока субстрата из поля реакции. Поэтому полагаем 
I  = const.
к0 к{
S ~ * E  +S ES  4 Р + Е
Выпишем уравнение для изменения концентрации s в поле 
реакции с учетом формулы (112). При этом в соответствии с псев- 
достационарными представлениями мы считаем, что скорость рас­
хода субстрата равна скорости образования продукта в соответст­
вующей реакции:
ds s
= kn -s -  к „ • s -  v'О J  "--о J  max 2 'dt s
+ —Kt
Можно привести это уравнение к безразмерному виду:
^  = f ( s )  =  ----- ------г + р - 5 -5 . (114)
а т \ + s + y-s
Найдем стационарные состояния системы. Для этого решим 
уравнение / ( 5 ) = 0, записав его в эквивалентном виде:
v(s) = w(s), (115)
где
v(s) = ------------- F; w(s) = p - 8 - s .
l + s + y-s
Другими словами, в равновесном состоянии обмен субстрата 
с внешней средой должен уравновесить расход субстрата на обра­
зование продукта.
Зафиксируем параметры 5 и у, а параметр р, отвечающий за 
скорость притока субстрата в поле реакции, будем варьировать 
и наблюдать за изменением стационарных состояний системы 
в зависимости от р.
Решения стационарного уравнения легко находятся графиче­
ски. На рис. 36 видно, как меняется количество точек пересечения 
графиков функций v(s) и w(s), т. е. сколько решений имеет уравне­
ние (115) при различных значениях параметра р.
При р = 0, т. е. при отсутствии поступления субстрата в поле 
реакции извне, единственная точка покоя системы I  = 0. Это 
вполне естественно, поскольку весь имеющийся в начальный 
по
момент субстрат будет при отсутствии поступления переработан 
в продукт.
р < р ‘ Одна
р = р ; Две
р * < р < р‘2 Три
Р = Р2 Две
Р > Р ; Одна
S
Рис. 36. Графическое решение стационарного уравнения (115) 
при различных значениях параметра р. Точки пересечения 
графиков дают стационарные значения J
При достаточно малых значениях Р > 0 картина качественно 
не меняется и у графиков по-прежнему сохраняется единственная 
точка пересечения на восходящей ветке графика v(s). Это означает, 
что благодаря внешней подпитке реакция выходит на стационар­
ный режим с постоянным значением концентрации субстрата I  
и соответствующей ему скоростью реакции v(s), значение которой 
тоже можно увидеть на графике. Заметим, что при малых Р > О 
и значение стационарной концентрации J  > 0, и скорость реакции 
v(s) тоже достаточно малы.
Дальнейшее увеличение параметра Р > 0 приводит к росту 
стационарной концентрации 5 > 0  и к росту v(s), при этом ско­
рость реакции растет в большей степени в силу нелинейной 
зависимости v(s).
Из приведенных на рис. 36 графиков видно, что в окрестности 
точки покоя I  функция J{s) = w(s) -  v(s) в правой части уравнения 
(114) убывает, поскольку слева от точки покоя w(s) > v(s), значит, 
J{s) > 0, а справа от точки покоя w ^) < v(s), значит,/(s) < 0. Следо­
вательно, f ' ( s )  < 0 и точка покоя J  — устойчивая.
in
Аналогичная картина сохраняется, пока значение параметра 
р < Р[, а при при Р = р| появляется вторая точка пересечения гра­
фиков, расположенная на нисходящей ветви графика v(s), т. е. воз­
никает второе состояние равновесия J2 с более высоким уровнем 
субстрата ~s2 > Jl9 но, напротив, в силу ингибирования субстратом — 
с более низкой скоростью образования продукта v(s2) < v(sj).
Дальнейшее увеличение параметра Р > Р| приводит к «удвое­
нию» J2 и появлению третьей стационарной точки J3 еще дальше на 
нисходящей ветви кривой v(s) с еще более высоким уровнем суб­
страта J3 >J2 > Sj, но и более низкой скоростью образования про­
дукта v(^3). При этом с ростом р стационарные точки J2 начи­
нают удаляться друг от друга, так что J2 постепенно сближается 
с 7} до тех пор, пока они не сольются в одну точку при Р = Р2 и пока 
снова не останутся только две стационарные точки.
Наконец, при Р > Р2 исчезает левая стационарная точка с отно­
сительно невысоким значением У, но с высокой скоростью обра­
зования продукта, и останется только правая высокая стационар­
ная точка J , при которой скорость образования продукта близка 
к нулю.
Итак, этот пример замечателен тем, что он демонстрирует воз­
можность нелинейной биохимической системы обладать несколь­
кими возможными стационарными состояниями, в частности, при 
Р* < Р < Р2 имеется три стационарных состояния, что соответствует 
трем действительным корням кубического уравнения J{s) = 0 .
Рисунок 37 показывает так называемую бифуркационную 
диаграмму зависимости стационарных состояний от параметра р, 
а кривая возникновения точки покоя и ее раздвоение — бифур­
кацию. При этом кривая имеет характерный вид складки, так же 
называется соответствующий тип бифуркации.
Проанализируем тип устойчивости стационарных точек 
в случае, когда Р е (Р [ ,Р 2), т. е. имеются три стационарные точки
{Sp S29 S3 }.
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Рис. 37. Бифуркационная диаграмма зависимости стационарных 
состояний от параметра р
Проанализируем поведение функции f ( s )  = w(s) -  v(s) в окрест­
ности точек покоя (рис. 38).
Рис. 38. Поведение функции f ( s )  = w(s) -  v(s) 
в окрестности точек покоя при Р е (Р, ,Р2)
Видно, что / '( s j )< 0 ,  f ' ( s 2)> 0 , / ' ( s 3 )< 0 , так что s } n s 3 —  
устойчивые точки покоя, a s2 — неустойчивая точка покоя. Таким
из
образом, нижняя и верхняя ветви бифурационной кривой соот­
ветствуют устойчивым состояниям равновесия, а между ними — 
ветвь неустойчивых состояний.
Возникает вопрос, в каком из двух устойчивых стационарных 
состояний оказывается система? И как, находясь в одном стацио­
нарном состоянии, перейти в другое?
На фазовой оси, изображенной на рис. 38, видно, что система 
приходит в то или другое устойчивое состояние в зависимости 
от того, по какую сторону неустойчивой точки покоя 12 окажется 
начальное состояние системы sQ = 5 (0 ). Если s0 < Т2, то s(t) -> 
а если 5 0 > 5 2, то s(t) —> Jy Другими словами, J2 является водораз­
делом начальных состояний реакции, определяющим, по какому 
сценарию пойдет дальнейший ход реакции — с достаточно боль­
шой скоростью, соответствующей стационарному значению или 
с относительно меньшей скоростью, соответствующей Jy
Пусть система находится в стационарном состоянии Как ее 
перевести в состояние 5 3? Есть два способа переключения.
7. Силовое переключение
В этом случае следует скачком изменить состояние системы, 
чтобы «перепрыгнуть» точку неустойчивости (рис. 39, а). После 
этого через некоторое время реакция сама перейдет в новое асимп­
тотически устойчивое состояние.
В нашем примере необходимо добавить в поле реакции столько 
субстрата А5 , чтобы Тх + А? > J2.
2. Параметрическое переключение
В этом случае следует циклически менять параметр Р так, 
чтобы, перейдя через бифуркационное значение параметра, пере­
вести стационарную точку с нижней ветви бифуркационной кри­
вой на верхнюю ветвь (рис. 39, б).
Если постепенно увеличивать р, то система будет переходить 
в новое стационарное состояние, соответствующее измененному 
значению р. При этом, поскольку мы предполагаем малые изме­
нения параметра, и новое стационарное значение будет оставаться 
вблизи исходного значения 5 ,. Другими словами, стационарная 
точка будет двигаться по нижней ветви бифуркационной кривой 
(рис. 39, б). Так будет продолжаться, пока стационарная точка не
совпадет с правой бифуркационной точкой, соответствующей Р2 . 
Дальнейшее как угодно малое увеличение параметра Р > Р2 при­
ведет к исчезновению нижней ветви стационарной кривой и авто­
матическому перескоку стационарной точки на верхнюю ветвь 
бифуркационной кривой в область притяжения стационарной 
точки J3 (рис. 39, б). Теперь, уменьшая обратно значение параме­
тра Р, стационарная точка будет уже двигаться по верхней ветви 
стационарной кривой, приближаясь к значению ?3, соответствую­
щему исходному значению параметра р.
Рис. 39. Силовое (а, в) и параметрическое (б, г) 
переключение триггера
Заметим, что параметрический сценарий переключения состо­
яния ^  в 5 3 не предполагает скачкообразного изменения состояния 
£(/) во времени, что может быть более естественным способом 
переключения биологической системы, чем резкое изменение s , 
подразумеваемое при силовом переключении (рис. 39 в, г). Так, 
например, если хотят сбить высокую температуру больного, ему 
дают лекарства (меняют параметры метаболических реакций), а не 
окунают в холодную ванну.
Петля, которую совершает стационарное состояние при 
циклическом изменении параметра, называется петлей гистере­
зиса системы [3].
Наличие петли гистерезиса при циклическом изменении усло­
вий функционирования системы является характерной особен­
ностью поведения биологических систем, свидетельствующей 
о наличии эффектов памяти в этих системах. Другими словами, 
система помнит, в каком начальном состоянии она находилась до 
изменения условий и «траектория» ее перехода в новое состояние 
зависит от предыстории ее функционирования.
Мы рассмотрели простой пример биохимической системы, 
имеющей несколько состояний равновесия, часть из которых — 
устойчивые. Устойчивые состояния равновесия отделены друг от 
друга неустойчивыми, что позволяет системе переключаться из 
одного устойчивого режима функционирования в другой за счет 
изменения начальных (или в какой-либо другой момент времени) 
условий функционирования. Кроме того, количество точек покоя 
системы может варьировать в зависимости от параметров; при 
этом при определенных значениях параметров, бифуркацион­
ных, система становится очень чувствительной к их изменению. 
Как угодно малое изменение параметра в ту или другую сторону 
приводит к качественному изменению режима функционирования 
системы. Это позволяет осуществлять переключения между каче­
ственно различными состояниями этой системы за счет изменения 
параметров, достигая бифуркационных значений, а затем возвра­
щая исходные значения параметров.
Таким образом, рассмотренная система, как и многие другие 
биологические системы, обладает триггерными свойствами — 
способностью к переключениям в разные режимы функциони­
рования в зависимости от условий. В следующих разделах мы 
приведем некоторые другие примеры биологических триггерных 
систем. Из рассмотренного примера видно, что необходимым 
условием для адекватного описания триггерных свойств биологи­
ческой системы в рамках модели является ее нелинейность.
4.2. Немного о бифуркации
Рассмотрим более подробно нашу систему при бифуркацион­
ном значении параметра, например, при Р = Р2, когда точки покоя 
сливаются в одну, назовем ее Т2.
Нетрудно убедиться (рис. 40), что в точке покоя J2 имеем 
f ' ( s 2) = 0, следовательно, для анализа поведения уравнения 
в окрестности этой точки покоя недостаточно пользоваться систе­
мой первого приближения, а следует рассматривать более старшие 
члены в разложении правой части системы в ряд в окрестности 
точки покоя.
Кроме того, мы видели, что как угодно малое изменение пара­
метра по сравнению с $2 приводит либо к раздвоению точки покоя 
при р < Р2 , либо к ее исчезновению при Р > Р2 . Другими словами, 
наша система является структурно неустойчивой при Р = $*2.
Проанализируем аналогичную ситуацию в более общем слу­
чае скалярного уравнения вида
*' = / ( * ,  с), (116)
где с — параметр уравнения.
Без ограничения общности можно рассмотреть случай, когда 
при с = 0  точка покоя х  = 0 , т. е. Д 0 ,0 ) = 0 .
Действительно, рассмотрим уравнение у  = g ( y ; b), для кото­
рого параметру Ь* соответствует точка покоя у*, т. е. g ( y \  b ) = 0 . 
Тогда заменой переменных х = у - y \ c  = b-b*  этот случай сведется 
к предыдущему:
х 9 = (х + у ) 9 = g (x  + у \  с + b*) = f ( x , с),
где х = 0 , с = 0  / ( 0 , 0 ) = g (y \b * )  = 0 .
Итак, рассмотрим, как будет изменяться поведение системы х  
вблизи точки покоя х = 0  при изменении параметра с * 0  около 
с = 0. В первую очередь нас интересует, сколько точек покоя имеет 
исходная система при х  ~ 0  и с -  0 .
Опять воспользуемся разложением в ряд Тейлора: 
х 9 = / ( * ,  с) = f ( x 9 с)  + f 9(x , с ) - ( х - х )  +
4- f 9( x , c ) ( c - c )  + ... = a x  + b c  + ...,
где а = /.'(0,0), Ъ = /'(0 ,0 ).
Если а *  0, то нам для анализа исходной системы (116) доста­
точно линейного разложения. Получившаяся система
х = а х  + Ь с
есть система первого приближения для (116).
Ее единственная точка покоя
* _ Ь с  
а
Можно показать, что и у исходной системы (116) в достаточно 
малой окрестности нуля —  единственная точка покоя х, которая 
близка к точке х* и, следовательно, в силу малости с Ф 0 , близка к х .
Покажем это. При зафиксированном значении с стационарная 
точка х  должна удовлетворять уравнению
/( х ,  с) = 0 .
Пусть
X = X* + 8 .
Подставим его в функцию Дх, с), для которой справедливо 
следующее разложение:
/ ( х ,  с) = а х  + Ь с  + 0 ( х 2 + с 2),
здесь 0 (х2 + с2) — малая величина большего порядка малости, чем 
малые х и с.
Получим
/(х ,с )  = а (х* + е) + 6 с + 0 (х 2 + с2) =
= (я • х + Z? • с) + я • 8  + 0 (х 2 + с2) = 0 .
Отсюда, с учетом определения х*, получим, что
л 0 (х 2 + с 2)
^ — ? 
а
т. е. в мало и, следовательно, х близко и к х*, и к х.
Покажем, что корень х — единственный в некоторой окрест­
ности х. Если бы было два корня, то производная между ними 
должна была бы менять знак. А она сохраняет знак, совпадающий 
со знаком а , поскольку
/ ;  = * + о (х ) ,
и окрестность можно выбрать так, чтобы в предположении доста­
точной гладкости Дх) а + 0(х)  не меняла знак.
Поскольку f !  = a + О(х), она также имеет тот же знак, что и а , 
поэтому тип устойчивости точки покоя х такой же, что у х.
Итак, при а = //(0 ,0 ) Ф 0 и количество, и тип точек покоя для 
системы х  = / ( х , с) не меняются по сравнению с этой системой 
при с = 0 в окрестности х  = 0. Такая точка покоя х  называется 
гиперболической точкой покоя, а система х -  f  (х, с) — струк­
турно устойчивой при с .
Теперь рассмотрим случай, когда а = 0. При х = 0, с = 0: 
/(0 ,0) = 0, //(0 ,0 )  = 0. В этом случае уже следует раскладывать пра­
вую часть Дх, с) уравнения (116) в ряд Тейлора до производных 
второго порядка:
х' = / (0 ,0 )  + /ДО, 0) • х + /ДО, 0) ■ с +
+ Ш 0 ) ~  + Ш 0 ) - х с  + С ( 0 , 0 ) ~  + ...=
= Ь-с + а-дг2 +р*х-с + у-с2+ . . . ,
где параметры Ъ, а , р, у — соответствующие коэффициенты в раз­
ложении в ряд.
Нетрудно показать, что если в правой части полученного урав­
нения оставить только перечисленные слагаемые, за исключением 
слагаемого порядка ^ (с 2), которым при с, близком к нулю, можно 
пренебречь, то это уравнение можно привести к эквивалентному:
л' = ± л 2 ± ц , ц > 0 .
Знак перед г|2 определяется знаком а, а знак перед р — знаком 
b • с.
Итак, при с = 0 и я  = //(0 ,0 )  = 0 исходное уравнение эквива­
лентно уравнению
у которого единственная точка покоя равна нулю: rj = 0 .
Нетрудно непосредственно убедиться, что эта точка неустой­
чивая, точнее, полуустойчивая. Так, например, для уравнения
„2л =-T | 
при л 0 < 0  получим, что л ( 0  —> °°, а при л 0 > 0 , л ( 0  ~^ 0 .
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При с * 0  иа-f x'(0,0) = 0 исходное уравнение эквивалентно
уравнению
Л' = ±Л2 + Ц, ЦеД .
Несложный анализ показывает, что у этого уравнения либо нет 
точек покоя, либо их две. Например, для уравнения
л ' = - л 2 + ц = ф ( л )
при | 1 > 0  имеем две точки покоя;
Л,,2 =±л/р.
Проверим эти точки на устойчивость:
1) Л, = +77 => ф;, (л.) = -2 • Л, < о, 
следовательно, rj, — устойчивая точка покоя;
2) Л2=-Т^ = > СПа) = - 2 -ri2 > О,
л 2 — неустойчивая точка покоя (рис. 41).
Рис. 41. Бифуркация-складка
В случае |х < 0 действительных точек покоя нет (рис. 41).
Таким образом, для эквивалентного уравнения 
г|' = ±г| 2 + р, р е R при р = 0 имеем бифуркацию (букв, «раздвое­
ние») типа складка [3, 7].
Если мы посмотрим на бифуркационную диаграмму для нашей 
исходной задачи (см. рис. 37), мы видим, что Р = Р* и Р = Р2 — 
точки бифуркации для нашей системы, при переходе через кото­
рые качественно меняется структура решения, количество точек 
покоя удваивается или исчезает.
4.3. Модель генетического триггера
4.3.1. Генетический код
В живой клетке непрерывно идут разнообразные биохимиче­
ские процессы, среди которых один из важнейших — синтез бел­
ков, основного «строительного материала» живых организмов. 
Белки выполняют множество функций в клетке. Они непрерывно 
создаются и распадаются в ней. Синтез белка является очень слож­
ным процессом. Естественно возникает вопрос об исследовании 
механизма, управляющего по определенной программе этим син­
тезом, заложенного в клетке и передаваемого каким-то образом из 
поколения в поколение от родительских организмов к потомкам.
Носителями наследственной информации в клетке являются 
молекулы дезоксирибонуклеиновой кислоты (ДНК). С химической 
точки зрения ДНК — это длинная полимерная молекула, состоя­
щая из повторяющихся блоков, нуклеотидов. Условно молекулы 
ДНК можно представить как последовательность символов четы­
рех типов, скажем ААГЦАТЦГ (обозначения входящих в ДНК 
оснований: А — аденин, Г —  гуанин, Т — тимин, Ц — цитозин).
С другой стороны, белковые молекулы представляют собой 
цепочки разной длины, составленные из аминокислот 2 0  раз­
личных типов. Процесс синтеза каждой белковой молекулы 
задается молекулой ДНК, т. е. последовательность чередования 
2 0  аминокислот в белке определяется чередованием четырех 
1 2 2
оснований в ДНК. Ясно, что аминокислота не может опреде­
ляться одним основанием, поскольку аминокислот 2 0 , а оснований 
только 4. Нельзя кодировать аминокислоты и парами оснований, 
так как число таких пар всего 16. Таким образом, каждая амино­
кислота должна кодироваться по крайней мере тройкой оснований 
(триплетом), число которых равно 64. Действительно, в 60-х гг. 
прошлого столетия было показано, что последовательность ами­
нокислот в белке определяется неперекрывающимися триплетами 
оснований в ДНК, т. е. код действительно оказался трехбуквенным.
Ф. Крик с соавторами предположили четыре свойства генети­
ческого кода:
1 )три азотистых основания (триплет) кодируют одну 
аминокислоту;
2 ) триплеты генетического кода не перекрываются;
3) последовательности триплетов считываются с опреде­
ленной начальной точки, знаки препинания внутри кодирующей 
последовательности отсутствуют;
4) генетический код вырожден — одна аминокислота может 
быть закодирована разными триплетами.
За расшифровку генетического кода были получены Нобелев­
ские премии по физиологии и медицине:
-  1962 — Ф. Крик, Д. Уотсон, М. Уилкинс «за открытия, каса­
ющиеся молекулярной структуры нуклеиновых кислот и их 
значения для передачи информации в живой материи»;
-  1968 — Р. Холли, X. Корана, М. Ниренберг «за расшифровку 
генетического кода и его роли в синтезе белков».
Наряду с самим генетическим кодом большой интерес пред­
ставляет и выяснение механизма его реализации. Каким именно 
образом информация, «записанная» в молекуле ДНК, считыва­
ется с нее и используется для построения соответствующей бел­
ковой молекулы? В общих чертах этот процесс выглядит следу­
ющим образом. На молекуле ДНК синтезируется одноцепочечная 
молекула рибонуклеиновой кислоты (РНК), которую называют 
информационной, или матричной РНК (т-РНК). Эта т-РНК 
попадает в рибосому — особую внутриклеточную частицу, где
и происходит синтез белка. Отдельные аминокислоты, имеющиеся 
в цитоплазме, присоединяются к молекулам особой, так называ­
емой транспортной РНК, с помощью которой они доставляются 
к рибосоме и используются там как «строительный материал».
4.3.2. Управление синтезом белка 
в бактериальных клетках
Из большого числа различных внутриклеточных биохимиче­
ских процессов довольно детально исследован процесс синтеза 
белка в бактериальных клетках. Этот синтез идет под контролем 
генов —  структурных единиц хромосом. В соответствии с инфор­
мацией, записанной в данном гене, синтезируется соответству­
ющая белковая цепь, например, образуются структурные белки, 
которые входят в состав клеточных органелл, или синтезируются 
ферменты — катализаторы внутриклеточных химических реак­
ций. При этом активность соответствующих генов может регули­
роваться в зависимости от окружающих условий.
Детальный анализ этого процесса регуляции был выполнен 
Жакобом и Моно на примере ферментов кишечной палочки (бакте­
рия, обитающая в кишечнике), переваривающих молочный сахар.
Жакоб и Моно высказали гипотезу, что в клетке существует 
два типа генов: структурные гены, которые заведуют синтезом 
специфических белков, и управляющие гены, контролирующие 
активность структурных генов. Таким образом, система регуляции 
синтеза белка представляет иерархическую систему, состоящую по 
крайней мере из двух уровней: структурных генов и управляющих 
генов. Управляющие гены, в свою очередь, делятся на два типа. 
Гены первого типа (гены-опероны) расположены вблизи структур­
ных генов и играют роль выключателей. При одном положении 
гена-оперона структурный ген ведет синтез белка, а при другом 
синтез белка блокируется. Управляющие гены второго типа (гены- 
регуляторы) включают или выключают ген-оперон. Это происхо­
дит так. Под действием гена-регулятора синтезируется особый 
белок — репрессор. Этот белок переводит ген-оперон в состояние 
«выключено».
4.3.3. Генетический триггер Жакоба и Моно
Рассмотрим модель биохимической регуляции белкового син­
теза, предложенную Жакобом и Моно в 1962 г. [50] и математиче­
ски разработанную Д. С. Чернавским в 1967 г. Эта модель показы­
вает принципиальные возможности триггерных систем [33]. Она 
легла в основу целой серии более подробных и конкретных моде­
лей. Подробный вывод модели описан в монографии [23]. Схема 
взаимной регуляции двух систем синтеза ферментов изображена 
на рис. 42.
Рис. 42. Схема синтеза двух ферментов по Жакобу и Моно. /и-РНК 
ответственна за синтез белка Е. Транскрипция /w-РНК не происходит, 
пока оперон О не свяжется с РНК-полимеразой. Этому может помешать 
репрессор г, который синтезируется геном-регулятором Reg. Для того 
чтобы активизировать репрессор rfl, необходим корепрессор Р, который 
является продуктом аналогичного цикла синтеза другого белка [27]
Процесс транскрипции, т. е. синтез молекул т-РНК, ответст­
венных за синтез белка Е  и несущих информацию о его структуре, 
происходит на комплиментарном участке гена — структурном 
гене G (рис. 42). Перед G имеется участок ДНК, называемый опе- 
роном (оперативный ген) О, он ответствен за начало транскрип­
ции. Оперон взаимодействует с ферментом — РНК-полимеразой,
которая «садится» на оперон и приобретает конформацию, необхо­
димую для дальнейшего продвижения вдоль цепи ДНК и синтеза 
цепочки m-РНК. Одна и та же молекула РНК-полимеразы может, 
взаимодействуя с различными участками цепи ДНК, способст­
вовать транскрипции разных последовательностей РНК. С дру­
гой стороны, оперон может взаимодействовать с другими моле­
кулами, репрессорами (г), — белками, ингибирующими посадку 
РНК-полимеразы на оперон и тем самым блокирующими тран­
скрипцию. Для того чтобы репрессор играл регуляторную роль, он 
должен специфически подходить определенному участку оперона, 
иначе он блокировал бы весь белковый синтез.
Репрессор — белковая молекула, для ее синтеза требуется соб­
ственный ген-регулятор — R e g  на схеме. Активность репрессо- 
ров, т. е. их способность связываться с опероном, зависит от наличия 
в плазме клетки некоторых низкомолекулярных соединений — 
корепрессоров или индукторов, которые, соединяясь с репрессо- 
ром, либо активируют его и тем самым блокируют синтез белка Е, 
либо инактивируют репрессор и тем самым индуцируют синтез 
белка Е. Другими словами, индуктор служит для своего рода сбора 
информации о целесообразности синтеза белка Е. Поэтому взаи­
модействие репрессора с низкомолекулярными веществами может 
происходить вдали от участков ДНК и отражает состав веществ 
в плазме. Несмотря на кажущуюся перегруженность схемы, она 
оправданна и позволяет осуществлять регулируемый синтез бел­
ков в зависимости от состава низкомолекулярных соединений 
в плазме, которые не могли бы, в силу своей простоты, сами взаи­
модействовать с достаточно длинными участками ДНК, содержа­
щими информацию о специфичности того или иного оперона.
Переключения возможны в системе, содержащей по крайней 
мере две возможные цепочки синтеза белка (рис. 42). В такой 
модели ген-регулятор R e g - i  каждой системы синтезирует неак­
тивный репрессор г. Этот репрессор, соединяясь с продуктом про­
тивоположной системы Р , выступающим в роли корепрессора для 
первой системы, образует активный комплекс rj, который, обра­
тимо реагируя с опероном О., блокирует транскрипцию т-РНК
и синтез белка Е.. Таким образом, продукт первой системы Р х явля­
ется корепрессором второй системы и, следовательно, ингибито­
ром реакции образования продукта Pv  а продукт второй системы 
Р2 — корепрессором первой системы и ингибитором образования 
продукта Р у При этом в процессе корепрессии могут принимать 
участие одна, две и более молекул продукта.
Очевидно, что при таком характере взаимодействий при интен­
сивной работе первой системы вторая заблокирована, и наоборот. 
Простейшая система уравнений, описывающая такой тип взаимо­
действий, после обезразмеривания имеет вид
dxy А.
~ d t ~ \ + х п2 ~ Х”
л  /  (117)ах1 А1
~ d t ~ \ + х пх ~ * 2'
Здесь x v х2 — безразмерные концентрации продуктов Р х 2, 
параметры А х, А2 выражаются через параметры ферментсуб- 
стратных реакций с участием соответствующих синтезируемых
белков Ег Будем для простоты считать, что эти реакции в отсут­
ствие ингибиторов происходят с постоянными скоростями. Пока­
затель степени п говорит о том, сколько молекул корепрессора 
(неконкурентного ингибитора) необходимо для активации репрес- 
сора и его взаимодействия с опероном для блокировки синтеза 
m-РНК. Видно, что в этой системе х у х2 выступают в качестве 
неконкурентных ингибиторов и (как было показано ранее в раз­
деле 3) влияют на максимальную скорость образования продукта 
в противоположной цепи.
В том случае когда обе системы синтеза предполагаются иден­
тичными, параметры А х и А 2 равны и модель симметрична.
4.3.4. Кооперативность и триггерные свойства 
модели Жакоба — Моно
Пусть А х = А2 = А. Рассмотрим поведение системы при разных 
значениях показателя п.
При п = 1 система имеет одно симметричное стационарное 
решение 3cj = х2 = х, определяемое как единственный положитель­
ный корень системы уравнений для стационарных концентраций:
х 2 + х  -  А = 0.
Главные изоклины и направление фазовых траекторий 
системы показаны на рис. 43. Видно, что система имеет одну точку 
покоя — устойчивый узел, поэтому такая система не может рабо­
тать как триггер.
Рис. 43. Фазовый портрет системы (117) при п = 1 (слева) и п = 2 (справа): 
(а) при п = 1 система имеет единственное устойчивое стационарное 
состояние; (б) при п = 2  в системе либо одно стационарное состояние 
(при А < 2), либо три стационарных состояния (при А > 2), два из которых 
(а и с) — устойчивые узлы, а третье (Ъ) — седло.
Иллюстрации заимствованы из монографии [20]
При п = 2 число стационарных состояний равно числу поло­
жительных вещественных корней уравнения:
А
\ + Az /{\ + х 2)г
- J  = 0 . (П 8 )
При А <2  имеется одно стационарное решение х = х < 1, и оно 
устойчиво —  типа устойчивый узел. При А > 2 появляются три 
стационарных состояния (рис. 43, б), система становится триг­
герной. Величина А = 2 — бифуркационное значение параметра,
при котором в системе первого приближения появляется нулевое 
собственное число, а при переходе через это значение параме­
тра устойчивый узел преобразуется в седло и возникают еще два 
устойчивых узла.
Таким образом, триггерный режим в системе возникает в том 
случае, когда в корепрессии участвуют две (или более) молекулы 
продукта (п > 2 ) и когда уровень базового метаболизма достаточно 
высок (А > 2).
Рассмотрим теперь несимметричный случай: А хф А 2.
При п > 2  и определенных значениях отношения А / А 2> у 
система также приобретает триггерные свойства. На фазовой пло­
скости такая система имеет две устойчивые особые точки, между 
которыми расположено седло. Значение параметра у является 
бифуркационным, причем бифуркация имеет триггерный характер 
(образуется седло). Отношение AJA2 служит управляющим пара­
метром, изменение значения которого может привести к смене ста­
ционарного режима в системе. Величина параметров А {9 А2 зави­
сит от многих биохимических характеристик: скорости снабжения 
субстратами, активности ферментов, времени жизни ферментов, 
aw-Р Н К  и продуктов.
4.3.5. Способы переключения триггера
Рассмотрим фазовый портрет нашей системы, обладающей 
при некоторых А ]/А2> у двумя устойчивыми стационарными 
состояниями (рис. 44). Пусть х = хх, у  = х2. Здесь а, с — устойчивые 
стационарные состояния, Ъ —  седло.
Если начальное положение изображающей точки располо­
жено левее сепаратрисы седла (пунктирная линия), система нахо­
дится в области притяжения особой точки а и со временем стре­
мится к этому устойчивому стационарному состоянию. Из точек, 
лежащих правее сепаратрисы, система будет двигаться к особой 
точке с. Рассмотрим возможные способы переключения системы 
из режима а в режим с.
Рис. 44. Триггерная система. Жирными линиями показаны главные 
изоклины, пунктирной линией — сепаратриса, отделяющая области 
влияния двух устойчивых стационарных состояний а и с. Стрелка 
показывает процесс силового переключения триггера.
Иллюстрация заимствована из монографии [20]
Допустим, что система функционирует в устойчивом режиме а, 
т. е. преимущественно синтезируется белок второго типа и соот­
ветственно производится продукт второй цепочки (у >х). Необхо­
димо перевести систему в другой устойчивый режим с, где будет 
преимущественно синтезироваться белок первого типа и произво­
диться продукт первой цепочки (х>у) . Это можно сделать двумя 
способами.
1. Силовое переключение. За счет внешнего воздействия можно 
так изменить значения переменных х и у, например резко увели­
чив х, что это переведет систему в некую точку сг находящуюся по 
правую сторону сепаратрисы седла в области притяжения устой­
чивого стационарного состояния с, к которому система перейдет 
сама с течением времени и окажется в требуемом режиме. В слу­
чае химической реакции для такого переключения можно изме­
нить значения концентраций (например, добавить определенное 
количество вещества х).
Силовой способ переключения триггера называется также 
специфическим [20, 27].
На фазовом портрете (рис. 44) силовое (специфическое) пере­
ключение показано стрелкой. Кинетика переменных во времени 
при таком переключении показана на рис. 45.
Рис. 45. Поведение переменных во времени при силовом переключении 
после добавления в систему вещества х в количестве, достаточном для 
переключения системы из режима а в режим с.
Иллюстрация заимствована из монографии [20]
2. Параметрическое переключение. Другим, более тонким, 
является способ параметрического неспецифического переключе­
ния [20,27]. При таком способе переключения непосредственному 
воздействию подвергаются не переменные, а параметры системы. 
Это может быть достигнуто разными способами, например, изме­
нением скорости поступления субстрата, температуры, pH и др.
Процесс параметрического переключения триггерной системы 
на фазовой плоскости показан на рис. 46. Его сущность состоит 
в использовании характерной зависимости фазового портрета от 
некоторого управляющего параметра системы, в случае рассма­
триваемой модели Жакоба — Моно этим параметром служит соот­
ношение параметров А ]/Аг  На рис. 46 трансформация «портрета»
может быть вызвана, например, увеличением параметра А х при 
зафиксированном значении параметра А2 или, наоборот, умень­
шением параметра А 2 при фиксированном значении А г Другими 
словами, мы меняем условия функционирования генетической 
системы в пользу преимущественного производства продукта пер­
вого типа. С изменением этого параметра фазовый портрет претер­
певает последовательность превращений I—IV.
Рис. 46. Параметрическое переключение триггера. Последовательные 
стадии трансформации фазового портрета. Стрелками обозначено 
направление фазовых траекторий
При изменении управляющего параметра система, находив­
шаяся в начале процесса переключения в точке а0 с соответству­
ющими координатами х  и у  на фазовой плоскости (I), окажется
вследствие изменения фазового портрета в области притяжения 
устойчивого узла с (IV), куда она самопроизвольно перейдет (через 
стадии, изображенные на рис. (II) и (III)).
На стадии (II) точки покоя устойчивый узел а и седло Ъ при­
ближаются друг к другу, а на стадии (III) сливаются в одну полу- 
устойчивую точку седло-узел. На стадии (IV) в системе остается 
лишь одно устойчивое стационарное состояние, к которому и схо­
дятся все фазовые траектории.
При изменении фазового портрета сами координаты осо­
бой точки с, конечно, также несколько изменятся, поскольку они 
зависят от параметров системы. При возвращении к прежним 
значениям управляющего параметра исходный фазовый портрет 
системы восстановится, но она уже будет работать в требуемом 
режиме с.
При этом, аналогично рассмотренному в предыдущем пара­
графе скалярному случаю, параметрическое переключение, 
в отличие от силового, не предполагает скачков состояния системы 
во времени (рис. 47). Переключение происходит на фоне посте­
пенного, непрерывного изменения переменных, что кажется более 
естественным для биологической системы.
Рис. 47. Поведение переменных во времени при параметрическом 
переключении из режима а в режим с.
Иллюстрация заимствована из монографии [20]
Параметрический способ переключения реализуется при 
изменении любой генетической программы, он может также иметь 
место при изменении внешних условий, приводящих к изменению 
управляющего параметра системы.
4.4. Модель конкурирующих видов.
Пример популяционного триггера
Приведем другой пример системы триггерного типа — модели 
конкурирующих видов.
В соответствии с гипотезами Вольтерра [92] взаимодействие 
двух видов, численности которых х ] и х2, может быть описано 
уравнениями
dx\ , 2
dt ~ а'Х] С]Хх ’
dx2 , 2= a2x2+b2,x,x2- c 2x2.
(119)
Здесь параметры а. — константы собственной скорости 
роста видов, с. —  константы самоограничения численности 
(внутривидовой конкуренции), Ь.. — константы взаимодейст­
вия видов (/, у = 1,2). Знаки этих коэффициентов определяют тип 
взаимодействия.
Видно, что в отсутствие взаимодействия ф.. = 0) динамика 
численности каждого из видов описывается рассмотренным ранее 
уравнением Ферхюльста, определяющим рост численности попу­
ляции с насыщением вследствие самоограничения.
Е. Одум, учитывая модели Вольтерра, предложил классифика­
цию видов взаимодействия по их результатам [76]. Согласно этой 
классификации оценивать взаимоотношения следует как положи­
тельные, отрицательные или нейтральные в зависимости от того, 
возрастает, убывает или остается неизменной численность одного 
вида в присутствии другого. Тогда основные типы взаимодействий 
могут быть представлены в виде табл. 1 .
Таблица 1
Типы взаимодействий в модели Вольтерра




Рассмотрим тип взаимодействия «конкуренция». Для изуче­
ния конкуренции видов ставились эксперименты на самых различ­
ных организмах. Обычно выбирают два близкородственных вида 
и выращивают их вместе и по отдельности в строго контролируе­
мых условиях. Через определенные промежутки времени проводят 
полный или выборочный учет численности популяции. Регистри­
руют данные по нескольким повторным экспериментам и анали­
зируют. Исследования проводили на простейших (в частности, 
инфузориях), многих видах жуков рода Tribolium, дрозофиллах, 
пресноводных ракообразных (дафниях). Много экспериментов 
проводилось на микробных популяциях. В природе также прово­
дили эксперименты, в том числе на планариях (Рейнольдс), двух 
видах муравьев (Понтин) и др. [47].
Уравнения конкуренции имеют вид
Рассмотрим, какие стационарные решения может иметь дан­
ная система. Поведение фазовых траекторий системы дает нагляд­
ное представление о возможных исходах конкуренции (рис. 48). 
Приравняем нулю правые части уравнений системы (120): 
х,(а, - b nx2 — c,jc, ) = 0 , 
x2{a2 - b 2xjc, - с 2х2) = 0 .
(120)
- f -  = x2{a2- b 2Xxx- c 2x2). 
at
Рис. 48. Расположение главных изоклин на фазовом портрете 
вольтерровской системы конкуренции двух видов ( 1 2 0 )
При этом получим уравнения для главных изоклин системы:
_ —Ь2Ххх 4- а2
2 “  9




jCj = 0  — изоклины вертикальных касательных.
Точки попарного пересечения изоклин вертикальных и гори­
зонтальных касательных системы представляют собой стационар­
ные решения системы уравнений ( 1 2 0 ), а их координаты суть ста­
ционарные численности конкурирующих видов.
Нетрудно убедиться, что, в зависимости от соотношения коэф­
фициентов системы, у нее может быть различное количество ста­
ционарных точек.
У системы всегда есть неустойчивая точка покоя типа неустой­
чивый узел —
Стационарные точки на пересечении с одной из осей, т. е. 
когда стационарная численность одного из видов равна нулю, 
имеют следующие координаты:
Стационарное состояние (121) представляет собой седло 
при ах>Ьп / с2 или устойчивый узел при ах<ЬХ2/ с 2. Это усло­
вие означает, что вид вымирает, если его собственная скорость 
роста меньше некоторой критической величины. Стационарное 
решение ( 1 2 2 ) — седло при а2 >Ь2Х/ сх или устойчивый узел при
а2 < ^ 2 1  I С\'
Другими словами, при конкуренции выживает только один 
из видов, а другой вымирает. При этом либо в системе возможен 
лишь один из указанных вариантов (имеются две точки покоя), 
либо возможны оба (четыре точки покоя) и тогда система имеет 
возможность переключения между ними.
Наконец, при определенных условиях возможно существо­
вание стационарной точки с ненулевыми значениями для обоих 
видов:
Стационарное состояние (123) характеризует сосуществова­
ние двух конкурирующих видов и представляет собой устойчивый 
узел в случае выполнения соотношения
' 2
(121)
*<3 > = 3 - , s f = 0 . (122)







позволяющее сформулировать условие сосуществования видов: 
произведение коэффициентов межпопуляционного взаимодейст­
вия меньше произведения коэффициентов внутрипопуляционного 
взаимодействия.
Действительно, пусть естественные скорости роста двух рас­
сматриваемых видов av а2 одинаковы. Тогда необходимым для 
устойчивости условием будет
Эти неравенства показывают, что увеличение численности 
одного из конкурентов сильнее подавляет его собственный рост, 
чем рост другого конкурента. Если численность обоих видов огра­
ничивается, частично или полностью, различными ресурсами, 
приведенные выше неравенства справедливы. Если же оба вида 
имеют совершенно одинаковые потребности, то один из них ока­
жется более жизнеспособным и вытеснит своего конкурента.
Наконец, в случае когда условие (124) не выполняется, точка 
покоя (123) является неустойчивым седлом. При этом по разные 
стороны этого седла имеются две стационарные точки покоя, соот­
ветствующие выживанию только одного из конкурирующих видов.
Расположение главных изоклин в системе (120) в данном слу­
чае изображено на рис. 48. Видно, что исход конкуренции в дан­
ной системе зависит от начальных условий, а именно, от того, куда 
по отношению к сепаратрисе седла попадет начальная точка, т. е. 
начальные численности видов.
Другими словами, в этом случае система демонстрирует триг­
герные свойства, и между ее возможными состояниями можно 
переключаться либо силовым, либо параметрическим способами, 
рассмотренными выше.
5. АВТОКОЛЕБАТЕЛЬНЫЕ ПРОЦЕССЫ  
В БИОЛОГИЧЕСКИХ СИСТЕМАХ
5.1. Взаимодействие видов типа «хищник —  жертва». 
Модель Лотки —  Вольтерра
Известно, что численность многих видов животных цикличе­
ски меняется. Например, в результате почти столетней регистра­
ции вылова канадской рыси и североамериканского зайца одной 
пушной компанией (рис. 49) были показаны близкие к периодиче­
ским колебания их численности с периодом около 10 лет. При этом 
максимум численности зайцев опережает, как правило, максимум 
численности рысей на один год. Можно полагать, что мы видим 
регулярные колебания, осложненные случайными факторами, свя­
занными с погодой и прочими моментами [2 0 ].
Рис. 49. Кривые численности зайца и рыси в Канаде по данным 
компании Гудзонова залива о числе заготовленных шкурок 
(по К. Вилли, В. Детье, 1974)
Во всех классических учебниках в течение многих лет колеба­
тельный характер этих изменений приводили как подтверждение 
гипотез, положенных в основу модели Вольтерра, которую мы рас­
смотрим далее.
В. Вольтерра (V. Volterra, 1926) [92] предложил ставшую клас­
сической модель [9, 92], описывающую колебания улова рыбы 
в Адриатическом море. Интересно, что независимо от него (и даже 
чуть раньше) А. Лотка (A. J. Lotka, 1920, 1925 [64, 65]) вывел 
точно такие же уравнения для описания некой химической реак­
ции с осциллирующими концентрациями реагентов на основе 
закона действующих масс (схему этой реакции и ее обсуждение 
см. ниже).
В отличие от предыдущего параграфа, где мы подробно про­
анализировали модель взаимодействия конкурирующих видов, 
здесь мы рассмотрим другой тип взаимодействия видов — «хищ­
ник — жертва», при котором взаимодействие между популяци­
ями приводит к снижению численности одной из них (жертвы) и, 
напротив, к увеличению другой (хищники).
При построении были сделаны следующие допущения:
1. Жертвы в отсутствие хищников размножаются по закону 
Мальтуса (экспоненциально), не испытывая ограничений в еде 
и т. д. — т. е. пропорционально текущей численности.
2. Жертвы погибают при контакте с хищниками с константой 
скорости, пропорциональной численности хищников.
3. Хищники, поедая жертвы, воспроизводят потомство со ско­
ростью, пропорциональной численности жертв: прирост потом­
ства в пересчете на каждого хищника в единицу времени пропор­
ционален количеству жертв.
4. Хищники в отсутствие жертв (еды) вымирают по закону 
Мальтуса (экспоненциально), т. е. пропорционально текущей 
численности с постоянной константой скорости.
Конечно, постулаты модели заведомо содержат грубые допу­
щения, но эта модель способна описать ключевое свойство 
динамики численности хищников и жертв — их периодические
колебания. Она сыграла исключительную роль в качестве отправ­
ной точки для дальнейших усовершенствований [31].
Выпишем систему уравнений Вольтерра:
dx ,
—  = а х -  Ьху,
d!  (125)
dy  j—  = сху -  ay.
d t
Видно, что эта система является частным случаем более общей 






= axxx + bX2xxx2 -c,jc, ,
= a2x2 + b2Xxxx2 -  c2x2,
(126)
где a, > 0 , bn < 0 , c, = 0 , a2 < 0 , b2{ > 0 , c2 = 0 .
Основной особенностью модели «хищник —  жертва» явля­
ются разные знаки коэффициентов в членах, описывающих вза­
имодействие между популяциями (т. е. члены с произведением 
переменных), где отрицательный коэффициент соответствует жер­
твам ф 2Х < 0 ), а положительный — хищникам (Ь]2 > 0 ).
Введем безразмерные переменные:
_ сх „ by ~ 2 d
х = — , у  = — , t = a t , со = —. 
d a  а
Далее для краткости опустим знак ~ и будем рассматривать 
следующую систему для безразмерных переменных:
^  = Х- Ху = Х( \ -у) ,
d  (127)
= to2 (ху -  у)  = со2 (х - 1 )>\
at
Рассмотрим фазовую плоскость системы и построим главные 
изоклины системы, а затем и ее фазовый портрет (рис. 50).
Изоклины вертикальных касательных —  линии, где dxldt = 0: 
х  = 0  — ось ординат и у  = 1 — горизонтальная прямая.
В первом квадранте, где х > 0, у  > 0, знак горизонтальной ком­
поненты vx вектора скорости в произвольной точке (х, у) определя­
ется положением этой точки относительно изоклины у  = 1 : ниже 
нее при у  < 1 vx > 0 , т. е. координата jc в  точках ниже изоклины 
в силу системы возрастает. Напротив, выше изоклины при у  > 1 
vx < 0 , т. е. координата jc в  точках выше изоклины в силу системы 
убывает (см. поведение горизонтальных стрелок — компонент век­
торного поля системы (127) — на рис. 50). Это поведение вытекает 
из постулатов системы. При достаточно малом количестве хищни­
ков (при у  < 1 ) преобладает рождаемость жертв над их поеданием 
хищниками, а при достаточно большой численности хищников 
поедание начинает доминировать, что ограничивает рост числен­
ности жертв.
Рис. 50. Векторное поле и фазовый портрет 
системы «хищник — жертва»
На вертикальной оси координат jc = 0 vx = 0, т. е. фазовая точка 
движется по этой оси. При этом в отсутствие еды хищники не вос­
производятся и их численность убывает, т. е. фазовая точка стре­
мится к нулю.
Изоклины горизонтальных касательных — линии, где 
dxldt = 0  : х = 1 — вертикальная прямая, у  = О — ось абсцисс.
Аналогично можно показать, что левее изоклины х  = 1 вер­
тикальная компонента вектора скорости vy < 0 , т. е. координата у  
в точках (х,у), расположенных слева изоклины горизонтальных 
касательных, в силу системы убывает. Напротив, при х  > 1 vy > О, 
т. е. координата у  в точках (лг, у \  расположенных справа изоклины 
горизонтальных касательных, в силу системы возрастает (см. 
поведение вертикальных стрелок —  компонент векторного поля 
системы (127) — на рис. 50).
На горизонтальной оси координат у  = 0 vy = 0, т. е. фазовая 
точка также движется по этой оси. При этом в отсутствие хищни­
ков жертвы экспоненциально размножаются и фазовая точка ухо­
дит по оси абсцисс в бесконечность.
Напомним, что точки пересечения главных изоклин дают 
точки покоя системы (рис. 50). Их две: х = 0, у  = 0 и х  =1, у  = 1.
Построенная картина векторного поля позволяет предпо­
ложить, что точка х = 0, у  = 0 —  неустойчивая точка покоя типа 
седло, при этом прямая х = 0 —  сепаратриса седла. Видно, что 
вокруг точки покоя х = 1, у  = 1 фазовые траектории должны закру­
чиваться. Действительно, можно показать, что точка покоя (1,1) —  
центр, а фазовые траектории вокруг нее — замкнутые орбиты.
Выпишем систему первого приближения и найдем ее собст­
венные числа в точках покоя.
Пусть г| — отклонения х, у  от их стационарных значений х , у :
$(0 = *(0-* . ч(0 = у(0-у-
Матрица системы первого приближения имеет вид
В точке х = 0, у  = 0 имеем
(I  0  ^1 0
следовательно, собственные значения — диагональные числа — 
действительные и разных знаков, значит, точка покоя — седло.
В точке х = 1, у  -1  имеем
( О - 1 Л
А  2 
I® 0  ,
следовательно, собственные значения есть корни характеристи­
ческого уравнения de t(A -X E )  = X2 +со2 =0. Корни этого уравне­
ния X = ± т  чисто мнимые, значит, точка покоя —  центр. Как мы 
уже обсуждали в главе 3, фазовые траектории вокруг центра — 
эллипсы, т. е. замкнутые траектории. Это нетрудно показать непо­
средственно, если от системы первого приближения
^  = - п
dt Л’ 
dt
перейти к эквивалентному уравнению
dr\ _  to2!;
~ d i~ ~  Т ’
в котором можно разделить переменные и решить его в явном виде:
^  \  т|</ц = °, 
to
„2
5! + \ = с .
СО
Полученное уравнение есть уравнение эллипса. Таким обра­
зом, исследование системы первого приближения показывает, что 
точка покоя ( 1 , 1 ) —  центр и траектории вблизи нее являются кон­
центрическими эллипсами.
Замкнутые фазовые траектории системы свидетельствуют 
о том, что переменные х (/), y(t) совершают периодические коле­
бания, т. е. существует такое Г (Г > 0 ) — наименьшее число, для 
которого при любом t справедливы равенства
x(t + T) = x ( t \ y ( t  + T) = y(t). (128)
Период колебаний Т решений системы первого приближения
2п
равен Т = — . В размерных единицах Т = . = 2к у /а /d ,  т. е.
со yjd / а
зависит от констант скорости воспроизводства жертв и смертно­
сти хищников. Увеличение скорости роста жертв или уменьшение 
скорости смертности хищников увеличивает период колебаний.
Для исходной нелинейной системы (127) естественно ожи­
дать, что траектории вблизи точки покоя также близки по форме 
к эллипсам, но оказывается, что и вдали от особой точки фазовые 
траектории — замкнутые, хотя их форма значительно отличается 
от эллипсоидальной (рис. 51), особенно при приближении траек­
торий к осям координат.
Действительно, при д: > 0, у >  0 от системы (127) можно 
перейти к эквивалентному уравнению и выписать его первый 
интеграл:
dy _ со2 у ( ;с - 1 ) 
dx jc(1 - у )
x - l ,  1 - у d x  T^-dy = 0,
x  со у
(x -  lnx) + —j { y  -  Iny) = C.
CO
В силу существования первого интеграла ни одна траектория 
не уходит в бесконечность, и все они замкнутые. Следовательно, 
решения системы хищник —  жертва периодические.
Обратим внимание на направление движения по фазовым тра­
екториям: оно происходит против часовой стрелки, следовательно, 
пик численности жертв предшествует пику численности хищни­
ков (рис. 50, 51), т. е. они колеблются в противофазе.
Полученные результаты качественно согласуются с экспе­
риментальными данными, представленными на рис. 49, но при 
этом можно заметить существенное ограничение модели, связан­
ное с ответом на возможные возмущения (флуктуации) состояния 
системы при движении по фазовой траектории.
Рис. 51. Фазовый портрет системы ««хищник — жертва» (а) 
и изменение численности обоих видов во времени (б). Видно, что, 
поскольку фазовые траектории — замкнутые линии, численности 
хищников и жертв совершают периодические колебания
Особая точка типа центр устойчива по Ляпунову, но не асимп­
тотически. Покажем на данном примере, в чем это проявляется. 
Пусть колебания х(0 и y(t) происходят таким образом, что изобра­
жающая точка движется по фазовой траектории 1 (рис. 52).
Рис. 52. Фазовый портрет системы. Возмущение при движении по 
орбите меняет параметры колебаний. Параметры системы: 
а) а = 4, 7; Ъ = 0,3; с = d = 0,4; б) а = 2; Ъ = 0,3; с = d = 0,4
В момент когда точка находится в положении M v в систему 
добавляется извне некоторое число особей х  такое, что изобража­
ющая точка переходит скачком из точки М { в точку Мг  Если после 
этого систему предоставить самой себе, колебания x(t), y(t) уже 
будут происходить с большими амплитудами, чем прежде, и изо­
бражающая точка будет двигаться по траектории 2. Это и означает, 
что колебания в системе неустойчивы: они навсегда изменяют свои 
характеристики при внешнем воздействии.
Другими словами, модель Вольтерра слишком чувствительна 
к изменению начальных условий, которые определяют траекто­
рию движения (их можно также рассматривать в качестве внешних 
параметров системы).
5.2. Модификация классической 
модели Вольтерра. Предельный цикл
Одним из недостатков классической модели Вольтерра явля­
ется бесконечный экспоненциальный рост жертв в отсутствие 
хищников.
Рассмотрим классическую систему Вольтерра (127) как част­
ный случай системы (126), где в уравнении для жертв сх = 0 . Поло­
жим, что в модели (126) в отличие от модели (127) параметр с } * 0, 
т. е. в отсутствие хищников жертвы подчиняются логистическому 
уравнению Ферхюльста [6 , 31] (см. раздел 2). Тогда уравнение для 
жертв примет вид
dx I dt = х -  х у - у х 2 = х(\ -  у  -  ух), у > 0 , (129)
откуда видно, что вместо изоклины вертикальных касательных 
у  = 1 появляется наклонная прямая у  = 1 -  ух (рис. 53).
Рис. 53. Фазовый портрет и изменение численности видов х, у  
во времени модифицированной системы «хищник — жертва». 
Устойчивый фокус
( 1 ЛВо-первых, видно, что она дает еще одну точку покоя —, 0
при пересечении с осью абсцисс — изоклиной горизонтальных 
касательных. Эта точка представляет собой стационарное значе­
ние для численности жертв в отсутствие хищников.
Рассмотрим поведение системы при малом значении 0 < у < 1, 
т. е. при малом изменении параметра с] Ф 0  по сравнению с с1 = 0 .
В этом случае новая точка покоя лежит правее точки- о
кУ ,
пересечения главных изоклин ( 1 , 1  -  у), которая находится немного 
ниже точки покоя (1,1) для исходной системы Вольтерра и явля­
ется ее модификацией в ответ на возмущение параметра у.
( \  ЛНетрудно убедиться, что при этом тип точки покоя —, 0
\У >
седло, а точки покоя (1,1 -  у) —  устойчивый фокус (рис. 53).
Таким образом, малое изменение параметра у (и соответст­
венно параметра с j) по сравнению с нулем привело к качествен­
ному изменению структуры решения: появилась новая, неустойчи­
вая точка покоя, а вместо периодических колебаний вокруг точки 
покоя типа центр возникли затухающие колебания, стремящиеся 
к точке покоя — устойчивому фокусу. Другими словами, при у Ф 0 
мы достигли независимости стационарного состояния системы от 
начальных данных, но при этом модифицированная модель поте­
ряла способность описывать колебания численности хищников 
и жертв.
Следовательно, значение параметра у = 0 (или с] = 0 в исход­
ной системе (126)) представляет собой бифуркационное значе­
ние параметра, а сама классическая система Вольтерра является 
структурно-неустойчивой.
Нетрудно убедиться, что при относительно большом значении 
параметра у > 0  точка покоя на пересечении с изоклиной горизон­
тальных касательных х = 1 пропадает, т. е. в системе остается лишь
одна устойчивая точка покоя ' \  Л - о на оси абсцисс, что означает,
v Y
что хищники вымирают от недостатка пищи. Этот случай соответ­
ствует существенному изменению параметра с, ф 0  по сравнению 
с с} = 0 в классической модели Вольтерра, поэтому неудивительно, 
что картина решений сильно изменилась.
Понятно, что у = 1 также является бифуркационным зна­
чением параметра, в окрестности которого поведение системы
качественно меняется: при переходе через него в решении либо 
пропадает, либо возникает еще одна точка покоя, а тип точки покоя
f l \
—, 0  меняется от устойчивого узла к седлу.
У )
Представим теперь, что при у *  0 главная изоклина поверну­
лась в противоположную сторону по сравнению с горизонтальной 
линией у  -  1 для исходного уравнения при у = 0  (рис. 54). Напри­
мер, такая картина будет при смене знака коэффициента при х2 
в уравнении (129) для жертв:
dx / dt = х -  ху + ух2 = х ( 1  -  у  + ух), у > 0 .
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Рис. 54. Фазовый портрет и изменение численности видов х, у  
во времени модифицированной системы «хищник — жертва».
Неустойчивый фокус
Не будем обсуждать содержательный смысл такого уравнения, 
а просто обратим внимание, что в этом случае вместо центра при 
у = 0  получится неустойчивый фокус, что еще раз подтверждает, 
что у = 0  — бифуркационный параметр для системы «хищник — 
жертва» (126).
5.2.1. Предельный цикл
Итак, наша цель — получить устойчивые колебания числен­
ности хищников и жертв (х, у ), не зависящие от начальных усло­
вий. Такое поведение системы называется предельным циклом, т. е.
150
изолированная замкнутая кривая на фазовой плоскости соответ­
ствует устойчивому периодическому решению системы, к кото­
рому асимптотически возвращается любое возмущенное решение 
(рис. 55).
X
Рис. 55. Предельный цикл на фазовой плоскости
Заметим, что на приведенном на рис. 55 примере внутри пре­
дельного цикла содержится неустойчивая точка покоя, а траекто­
рии системы не уходят в бесконечность, оставаясь внутри неко­
торой замкнутой области. Такие требования для системы при 
определенных условиях являются достаточными для существова­
ния предельного цикла.
В случае существования предельного цикла периодическое 
изменение величин представляет собой один из типов стацио­
нарного поведения системы. Если колебания в системе имеют 
постоянные период и амплитуду, устанавливаются независимо 
от начальных условий и поддерживаются благодаря свойствам 
самой системы, а не вследствие воздействия периодической силы, 
система называется автоколебательной.
Незатухающие колебания в таких системах устойчивы, так как 
отклонения от стационарного колебательного режима затухают.
К классу автоколебательных систем относятся, например, колеба­
ния в гликолизе (ферментативный процесс последовательного рас­
щепления глюкозы в клетках, сопровождающийся синтезом АТФ) 
и других метаболических системах, периодические процессы 
фотосинтеза, авторитмические возбуждения клеток — водителей 
ритма (пейсмейкеров) в сердце, устойчивые периодические коле­
бания численности животных в популяциях и сообществах и мно­
гие другие.
Приведем пример системы, обладающей предельным 
циклом [13]:
Траектория х 2 + у 2 -1  является устойчивым предельным 
циклом (рис. 55).
Предельный цикл называется устойчивым, если существует 
такая область на фазовой плоскости, содержащая этот предельный 
цикл — е-окрестность, что все фазовые траектории, начинающи­
еся в г-окрестности, асимптотически приближаются к предель­
ному циклу при t —► оо.
Если же, наоборот, в любой сколь угодно малой г-окрестности 
предельного цикла существует по крайней мере одна фазовая тра­
ектория, не приближающаяся к предельному циклу при t —► оо, то 
такой предельный цикл называется неустойчивым. Такие циклы 
разделяют области влияния (бассейны) разных притягивающих 
множеств.
На рис. 56 изображены устойчивый (а) и неустойчивые 
(б и в) предельные циклы. У неустойчивого предельного цикла 
(рис. 56, 6) все траектории с одной стороны (например, изнутри) 
приближаются к нему, а с другой — (извне) удаляются при t —> оо. 
Такой предельный цикл называют «полуустойчивым» или двой­
ным. Последнее название связано с тем, что обычно такие циклы
(130)
^  = - x  + >>(l-(x2+ / ) ) .
при подходящем изменении параметра системы расщепляются на 
два, один из которых устойчив, а другой неустойчив (рис. 57).
Рис. 56. Устойчивый (а) и неустойчивые (б и в) 
предельные циклы на фазовой плоскости
Рис. 57. Фазовый портрет системы, имеющей устойчивый 
и неустойчивый (пунктир) предельные циклы
Для исследования устойчивости периодического движения 
х = ф(/), y  = \i/(t) можно использовать линеаризованную систему 
уравнений, подобно тому, как мы это делали при исследова­
нии устойчивости состояний равновесия. Разложение в ряд Тей­
лора в окрестности периодического решения приводит к системе 
линейных уравнений с периодическими коэффициентами для 
отклонений от предельного цикла. Существуют методы, позволя­
ющие по характеристическим показателям этой системы судить об
устойчивости предельного цикла. Мы не будем останавливаться 
на этом анализе, а будем непосредственно по поведению фазовых 
траекторий судить об устойчивости предельного цикла.
Для нахождения предельных циклов также не существует про­
стых аналитических методов, как для нахождения стационарных 
точек. Однако исследование фазовой плоскости системы позволяет 
ответить на вопрос, есть в данной системе предельный цикл или 
нет. Для этого имеются несколько теорем, формулирующих доста­
точные условия существования предельного цикла, с ними можно 
познакомиться в монографиях [3, 7]. Мы приведем выборочно 
наиболее конструктивные формулировки признаков наличия или 
отсутствия предельного цикла, которые могут быть полезны как 
при аналитическом, так и при компьютерном анализе системы.
Признак наличия предельного цикла. Если существует на 
фазовой плоскости некоторая замкнутая область, такая, что все 
фазовые траектории, пересекающие границу этой области, входят 
в нее и внутри этой области находится неустойчивая особая точка, 
то в этой области обязательно имеется хотя бы один предельный 
цикл (рис. 58).
Рис. 58. Иллюстрация к теореме о наличии предельного цикла
Приведем также некоторые критерии отсутствия замкнутых 
фазовых траекторий:
1. Если в системе не существует особых точек, то в ней не 
может быть и замкнутых фазовых траекторий.
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2. Если в системе существует только одна особая точка, отлич­
ная от узла, фокуса и центра (например, седло), то такая система не 
допускает замкнутых фазовых траекторий.
3. Если в системе имеются лишь простые особые точки (изо­
лированные), причем через все точки типа узел и фокус прохо­
дят фазовые траектории, уходящие на бесконечность, то в такой 
системе нет замкнутых фазовых траекторий.
В случае если какое-либо из условий 1-3 выполнено, можно 
утверждать, что в системе нет предельных циклов. Однако невы­
полнение этих критериев еще не позволяет сделать вывод о нали­
чии в системе предельных циклов и, следовательно, автоколебаний.
Неустойчивый предельный цикл также может содержаться 
в фазовом портрете грубых систем, т. е. систем дифференциаль­
ных уравнений, у которых топологическое поведение траекторий 
не меняется при малых возмущениях параметров (правой части) 
системы. Однако такой предельный цикл не может описывать 
реальный периодический процесс, поскольку любое возмущение 
в процессе движения уводило бы систему от этого предельного 
цикла. Поэтому неустойчивый предельный цикл мог бы играть 
роль «водораздела», по разные стороны которого траектории ведут 
себя по-разному. Например, на рис. 57 неустойчивый предельный 
цикл представляет собой сепаратрису, отделяющую область тяго­
тения траекторий к устойчивой особой точке, с одной стороны, 
или к устойчивому предельному циклу, с другой.
5.2.2. Обобщенная модель «хищник — жертва», 
допускающая существование предельного цикла
Вернемся к нашей модели «хищник — жертва» (127) и будем 
ее модифицировать так, чтобы она могла иметь предельный цикл.
Рассмотрим следующее существенное ограничение класси­
ческой модели. Возьмем слагаемые -ху  и \\Pxy, описывающие 
в уравнениях (127) взаимодействие между видами. Их можно 
представить в обобщенном виде: г(х)у, где г(х) можно интерпре­
тировать как константу скорости поедания хищниками жертв или
воспроизводства хищников вследствие переработки жертв, т. е. 
количество съеденных или переработанных в потомство жертв, 
приходящееся на одного хищника.
В классической модели г(х) ~ х, т. е. г{х) пропорционально рас­
тет вместе с численностью жертв х  (рис. 59), что, конечно, невоз­
можно при достаточно больших значениях х.
г(х)
Рис. 59. Зависимость г(х) в классической модели (синяя линия) 
и в обобщенной (красная линия) модели «хищник — жертва»
Поэтому в более реалистичной модели естественно ввести 
асимптоту для г\х) при х —► оо (рис. 59, пунктирная линия). Мы 
много раз встречались с кривыми насыщения, описываемыми при 
помощи гиперболических или сигмоидальных функций (рис. 59).
Заменим г{х) ~ х  на г{х) ~ х/{х + к) и с учетом логистического 
уравнения для жертв в отсутствие хищников (см. уравнение (129)) 
получим следующую систему: 
dx
—  = х - р ,  
dt Jt + к
dy 2 х
—  = <в (р2——  
dt jc + к
х  1
у - у х 2 = x ( \ - p i—
у - у )  = со2 (р2
JC +  K  
X
JC +  K
-1 )у.
(131)
Видим, что изоклина вертикальных касательных, которая, 
в силу уравнения (129), для жертв была прямой линией (либо гори­
зонтальной прямой при у = 0 , либо наклонной прямой при у * 0 ), 
стала параболой (рис. 60):
1 - р , -------  О
х + к
или
(х + к)(1 -ух ) 
р.
0.2 0.4 0.6 0.8 1
Рис. 60. Фазовый портрет обобщенной системы «хищник — жертва»
Видим, что парабола пересекает положительную ветвь оси 
абсцисс в точке х  = 1 / у, как и в рассмотренном выше случае для 
системы с уравнением (129) (рис. 60).
Изоклина горизонтальных касательных остается в виде верти­
кальной прямой:




р 2 - 1
(133)
Видно, что должно выполняться условие р2 > 1 и для суще­
ствования точки пересечения параболы и прямой должно быть 
к / ( р 2 - 1 ) < 1 /у.
Тип устойчивости точки пересечения изоклин (132) и (133) 
определяется тем, на какой оси параболы — правой или левой — 
будет находиться точка пересечения. Как мы видели выше при
анализе влияния наклона изоклины вертикальных касательных 
в случае модифицированного уравнения (129) (рис. 53, 54), при 
пересечении изоклин на правой ветви параболы следует ожидать 
устойчивой точки покоя, а на левой — неустойчивой (рис. 60).
В случае неустойчивой точки покоя мы имеем в системе пре­
дельный цикл (рис. 60, правая панель).
Итак, мы видим что увеличение степени неоднородности 
системы «хищник — жертва» позволяет получить модель, адек­
ватно описывающую наличие устойчивых, не зависящих от 
начальных условий колебаний численности популяций взаимодей­
ствующих видов.
Более полное изложение обобщений модели хищник — жертва 
можно найти в монографии [13].
5.3. Автоколебания в биохимических реакциях
Как мы уже отмечали, уравнения классической модели Воль­
терра полностью совпадают с моделью некой биохимической 
реакции, предложенной Лоткой:
R + X - + 2 X ,  ve = * ,• [* ] • [* ] ’
X  + Y —» 2F, vh =k2 [X]-[Y],
Y ^ P ,  vc = k3-[Y].
Для нее выписывается соответствующая система уравнений:
им,
Видно, что при неизменном резервуаре R эти уравнения совпа­
дают с системой (127).
Другим классическим примером автоколебательной системы 
химических реакций является тримолекулярная модель «брюс-
158
селятор», предложенная в Брюсселе Пригожиным и Лефевром 
(1965) [78].
Брюсселятор, как и гармонический осциллятор в физике или 
модель Вольтерра в динамике популяций, описывает определен­
ный тип процесса, в данном случае опирающийся на простейшую 
реализацию кубической нелинейности химической реакции:
2 X  + Y -> 3 X .  (134)
Хотя тримолекулярная стадия в химической кинетике не столь 
распространена, как бимолекулярные процессы, выражения для 
скорости ряда биохимических реакций в определенных случаях 
можно свести к кубическому виду. В качестве примера приведем 
следующую последовательность ферментативных реакций:
X  + Е -> EX, E X  + Y -> EXY , EXY + X  -> E X 2Y. (135)
Здесь предполагается, что фермент Е  имеет по крайней мере 
три каталитических центра, способных одновременно фиксиро­
вать две молекулы X  и одну молекулу Y (вспомним кооператив­
ные эффекты в ферментативной кинетике). Если образующиеся 
комплексы распадаются с достаточно большой скоростью, а фер­
менты присутствуют в небольших количествах, легко показать, что 
всю последовательность реакций можно свести к одной стадии, 
дающей нелинейный член типа X 2Y в выражении для скорости 
реакции.
Брюсселятор представляет собой следующую схему гипотети­
ческих химических реакций:
к\ к2 къ кА
X , 2 X  + Y ^ 3 X , B  + X ^ Y  + C , X ^ R .  (136)
* - l  к_2 к_у к А
Здесь А, В — исходные вещества; С, R — продукты; X, Y —  
промежуточные вещества.
Пусть конечные продукты С и R немедленно удаляются из 
реакционного пространства. Это означает, что обратные константы 
к_з = к_ 4 = 0. Если субстрат А находится в избытке, к_х = 0. Предпо­
ложим также, что к_2 = 0. Значения остальных констант положим
равными единице. Тогда схема реакций описывается системой 
уравнений
—  = A + X 2Y - { B  + \)X ,  
dt
-  = b x - x 2y .
dt
Y = — ,A  + X 2 —  - { B  + \ )X  = 0 
X  X
A + X B - { B  + l )X  = 0 ->  A - X  = 0 ->  X  = A.
(137)
Подробнее: вторую реакцию можно записать в виде
1
X  + X  + Y ~ * X  + X  + X ,  (138)
<-О
j y
- X  = - X X Y - X X Y  + XXY + XXY + XXY = X 2Y. (139)
Найдем особые точки модели (137):
A + X 2Y - { B  + \ )X  = Q , B X - X 2Y = Q, (140)
B - X Y  = 0 —>
(141)
Таким образом, модель (137) имеет одну особую точку 
с координатами
Х  = А,
Y = B_ (142)
X '
Исследуем стационарное решение (142) на устойчивость по 
методу Ляпунова. Введем переменные, характеризующие отклоне­
ния от особой точки:
^ = х - х , ц  = у - у .  (143)
Линеаризация:
p; = 2 x y - ( b + i ) , p;  = x \
Q'x = B-2XY,Q 'y = - X \  
a = P'x{ x , y )  = 2 A ~ ( B  + \) =
= В - \ , Ь  = Ру{ х , у )  = Аг, 
c = Q'x{ x ,y )  = B - 2 A ^  =
= - B , d  = Q'y(x ,y )  = - A 2. 
Линеаризованная система имеет вид
^  = а^ + Ьг] = ( В - Щ  + А2ц,
(145)
(146)
-cx \ + dr\ = -ВЪ, -  Л2г|.
Характеристическое уравнение
В - \ - Х  А2
- В  - А 2 - X
X2 + (А2 +1 -  В)Х + А2 = 0 имеет корни
X, 2= - - ( А 2 + l - B ) ± - y J ( A 2 + \ - В )2- 4 А 2.
(147) 
= 0  или
(148)
Напомним, что особая точка является устойчивой, если дей­
ствительные части корней характеристического уравнения отри­
цательны. Из выражения (148) видно, что при В<  1 + А2 особая 
точка (142) устойчива. Если же В > 1 + А2, особая точка становится 
неустойчивой и у системы (137) появляется устойчивый предель­
ный цикл. Значение В = 1 + А2 является бифуркационным. Если
величина В лишь немного превосходит бифуркационный порог, 
автоколебания в системе носят квазигармонический характер.
Таким образом, брюсселятор при выполнении условия 
В > 1 + А2 является автоколебательной системой. Фазовый пор­
трет брюсселятора при разных значениях параметров изображен 
на рис. 61.
Рис. 61. Фазовый портрет системы брюсселятор при В > 1 + А2 (а)
и В < 1 + А2 (б)
В 1958 г. появилось первое сообщение о чисто колебатель­
ной химической реакции. Б. П. Белоусов наблюдал периодическое 
изменение окраски раствора, в котором происходило окисление 
лимонной кислоты бромат-ионом (ВЮ3) в присутствии ионов 
церия [8 ]. Реакция Белоусова — Жаботинского не только пред­
ставляет собой еще один классический пример автоколебаний 
в химической системе (и соответствующей точечной модели), но 
и демонстрирует образование пространственных структур в слу­
чае распределенной системы, когда кроме реакции в ней еще имеет 
место диффузия веществ.
Более подробный материал по моделям автоколебаний в био­
химических системах можно найти также в [18, 73].




Клетка — элементарная единица строения и жизнедеятельно­
сти всех живых организмов.
Существуют разные типы клеток, например, нервные, мышеч- 
ные, эндокринные, почечные и т. д. Практически все клетки обла­
дают универсальными механизмами жизнедеятельности, но в то 
же время выполняют свою специфическую функцию. Клетки раз­
личаются по форме и размеру. Число клеток различно в разных 
тканях, наибольшее число — в тканях нервных. Некоторые клетки 
активно делятся, например, печеночные, почечные, а, например, 
сердечные и нервные практически не делятся. Начиная с постна- 
тального периода происходит только увеличение размеров сердеч­
ных и нервных клеток, а их число почти не меняется.
С термодинамической точки зрения живая клетка представ­
ляет собой открытую систему. Она поглощает пищевые продукты 
извне, использует их для построения собственных структур и энер­
гообеспечения. Все живые клетки находятся вдали от термодина­
мического равновесия. Они могут быть в стационарном состоянии, 
но не в равновесном.
Клеточная мембрана (плазматическая мембрана) отделяет 
содержимое клетки от внешней среды, обеспечивая ее целостность, 
регулирует обмен веществ между клеткой и внешней средой.
На рис. 62 маленькие голубые и белые шарики соответствуют 
гидрофильным «головкам» липидов, а присоединенные к ним
линии — гидрофобным «хвостам». На рисунке показаны только 
интегральные мембранные белки (красные глобулы и желтые 
спирали). Желтые овальные точки внутри мембраны — моле­
кулы холестерола. Желто-зеленые цепочки бусинок на наружной 





Рис. 62. Схема клеточной мембраны.
Иллюстрация заимствована из работы [41 ]
Клеточная мембрана представляет собой двойной слой 
(бислой) молекул липидов. Молекулы липидов имеют гидрофиль­
ную (полярная заряженная фосфатная головка) и гидрофобную 
(«хвост» — длинные углеводородные цепочки, принадлежащие 
жирным кислотам) часть. При образовании мембран гидрофобные 
участки молекул оказываются обращенными внутрь, а гидрофиль­
ные — наружу. Толщина мембраны 7-8 нм (не превышает 1 0 0  А). 
В мембраны также встроены молекулы белков и углеводов.
Биологическая мембрана включает различные виды белков: 
интегральные (пронизывающие мембрану насквозь), полуинтег- 
ральные (погруженные одним концом во внешний или внутренний 
липидный слой), поверхностные (расположенные на внешней или 
прилегающие к внутренней стороне мембраны).
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Основные функции биомембран
1. Барьерная. Мембрана служит барьером для свободного 
потока веществ в клетку и из клетки. Таким образом мембрана 
обеспечивает регулируемый избирательный обмен веществ 
с окружающей средой. Избирательная проницаемость означает, 
что проницаемость мембраны для различных атомов или моле­
кул зависит от их размеров, электрического заряда и химических 
свойств, а также состояния самой мембраны. Избирательная про­
ницаемость обеспечивает отделение клетки от окружающей среды 
и снабжение ее необходимыми веществами.
2. Транспортная. Через мембрану происходит транспорт 
веществ в клетку и из клетки. Транспорт через мембрану обеспе­
чивает доставку питательных веществ, удаление конечных продук­
тов обмена, создание ионных градиентов, поддержание в клетке 
соответствующей ионной концентрации. Например, транспорт 
ионов осуществляется через ионные каналы, которые представ­
ляют собой макромолекулы — белковые структуры.
3. Электрическая. Мембрана участвует в генерации элек­
трических потенциалов и проведении электрического сигнала от 
клетки к клетке. Различие количества ионов внутри и снаружи 
клетки создает разность потенциалов на мембране, которая может 
меняться специфическим образом, обеспечивая возбуждение, 
например, нервных или сердечных клеток.
Внутриклеточная и внеклеточная среда состоит из ионизо­
ванных водных растворов солей, преимущественно NaCl и КС1, 
которые в диссоциированном состоянии разлагаются на ионы Na+, 
К+ и СГ. Концентрации этих ионов, а также других ионов, напри­
мер Са2+, различны внутри и снаружи клетки (табл. 2). Концентра­
ции Na+ и Са24 внутри клетки меньше, чем снаружи клетки, а кон­
центрация К+ больше внутри, чем снаружи клетки. Поддержание 
такого неравновесного соотношения концентраций требует затрат 
энергии, которая, в частности, расходуется на транспорт ионов 
против градиентов концентрации.
Таблица 2
Концентрации ионов внутри и снаружи клетки*























Са2+ 0,1 • 10"3 1,8
* Таблица заимствована из монографии [56].
6.1.2. Вывод уравнения диффузии
Остановимся подробнее на транспортной функции мембран. 
Транспорт веществ через мембрану разделяется на пассивный 
и активный.
Пассивный транспорт предполагает движение частиц (моле­
кул, ионов) из области с более высокой концентрацией в область 
с более низкой концентрацией («спуск с горы»), поэтому он не 
требует дополнительных затрат энергии. К пассивному транспорту 
относятся следующие виды транспорта веществ:
1 ) диффузия — свободное перемещение частиц вещества 
в силу броуновского движения по градиенту концентрации;
2 ) облегченная диффузия —  диффузия в свободной и связан­
ной с молекулами переносчика форме;
3) переносчиком опосредованный транспорт (carrier-mediated 
transport) — перенос вещества через мембрану в результате вза­
имодействия транспортируемого вещества с переносчиком и кон­
формации комплекса;
4) осмос — диффузия растворителя через полупроницаемые 
мембраны из области с меньшей концентрацией раствора в область 
с большей концентрацией.
Активный транспорт переносит вещества из области низкой 
концентрации в область высокой концентрации («подъем в гору»), 
такой транспорт требует затрат энергии.
Рассмотрим основной вид пассивного транспорта вещества 
без затрат энергии, диффузию, — перенос частиц разной при­
роды, обусловленный хаотическим тепловым движением молекул 
(атомов).
В соответствии с законом сохранения вещества скорость 
изменения количества вещества = транспортный приход — рас­
ход + локальная продукция в единицу времени.
6.1.3. Одномерная диффузия
Рассмотрим одномерный случай, когда перенос вещества 
происходит вдоль некоторой оси, с которой сопряжена простран­
ственная координата х. Вначале будем предполагать, что внутрен­
ние источники вещества отсутствуют (продукция равна нулю), 
так что изменение количества вещества происходит только за счет 
диффузии.
Пусть и{jc, t) — концентрация вещества U, меняющаяся во вре­
мени t и пространстве х.
Рассмотрим тонкую длинную трубку (поперечное сечение 
трубки — 5), в которой частицы вещества могут свободно дви­
гаться (63).
Вычислим скорость v изменения количества вещества U в эле­
ментарной области R = dx S, где dx — малый элемент длины 
трубки. Она равна разности притока и оттока U в/из R.
Пусть J (x , t) — поток вещества, т. е. количество вещества, 
проходящее в единицу времени через единицу площади поверхно­
сти в точке х в момент времени t (рис. 63).
dx
г*\ у* .......
f \ I '
Jx —L* ' ( —Ц. Jxа - р *  /  К Л
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Рис. 63. Тонкая длинная трубка поперечного сечения 5, в которой 
свободно двигаются частицы вещества U концентрации и
Количество U в R равно
ч
U = jw(x, t)Sdx.
ха
Приток минус отток U через границу R в единицу времени 
в предположении, что концентрация вещества и уменьшается слева 
направо с ростом лг, а положительным считается поток из области 
с большей в область с меньшей концентрацией, будет равен
(J{xa, t ) - J ( x h,t))S.
Тогда скорость изменения количества вещества в элементар­
ном объеме будет равна
4 ?  U(x, t)Sdx = (■/(*„, t ) - J ( x h, 0 )5 ,
d ti
так что, сократив на S , получим
Далее, заметим, что по формуле Ньютона — Лейбница спра­
ведливо равенство
хь q
J{xa, t ) - J ( x h,t)  = - \  —  J (x , t)dx
и соответственно
d 4 4 д
— f m(jс, t)dx = -  [ — J { jc, t)dx. 
dt J J dxxa xa
Выпишем равенство соответствующих интегралов
^ д д
[ — и(х, t)dx  = -  [ — J (x , t)dx  
3 dt 3 дхxa xa
и, перейдя от равенства интегралов к равенству подынтегральных 
выражений, получим закон связи скорости изменения концентра­
ции вещества и диффузионного потока в точке х:
^  = 4 ^ , 0 .  (149)
dt дх
Используем закон Фика, согласно которому поток вещества 
пропорционален градиенту концентрации:
J (x ,t )  = - D ^ ^ - .  (150)
дх
Знак «-»  означает, что вещество движется из области с более 
высокой концентрацией в область с более низкой концентрацией, 
т. е. поток имеет обратный знак градиента концентрации.
О законе Фика и коэффициенте диффузии. Заметим, что 
закон Фика не является таким основополагающим (constitutive), 
как закон сохранения вещества, а представляет собой один из 
феноменологических законов типа рассмотренного нами ранее 
закона действующих масс.
Понять его суть можно, изучив следующее приближе­
ние. Рассмотрим диффузию через тонкий фрагмент стержня
длиной е, окружающий сечение стержня в точке jc, т. е. интервал 
jc- e / 2 ,  jc + e / 2 ) (рис. 64).
/ ; \ , ; \ , ; \
J(x, t) L I , . I , I I
jc- e/2 jc jc+e/2
Рис. 64. Диффузия через тонкий фрагмент стержня длиной 8 , 
окружающий сечение стержня в точке jc, т. е. интервал ( jc - e / 2 , jc + e / 2 )
Количество молекул вещества, пересекающих границу этого 
интервала слева, можно считать пропорциональным концентра­
ции и{х -  е / 2 ), а количество молекул вещества, выскакивающих за 
пределы рассматриваемого интервала, пропорционально концен­
трации на правом конце и(х + г / 2 ), при этом вероятность проско­
чить сечение х обратно пропорционально расстоянию до него, т. е. 
длине интервала е.
Таким образом, можно записать, что поток через сечение стер­
жня в точке х  пропорционален следующей дроби:
а коэффициентом пропорциональности является коэффициент
диффузии D  в формуле Фика (150).
Рассмотрим размерность коэффициента диффузии D.
Поток имеет размерность количество/площадь/время, т. е. 
г г 1  моль
Градиент концентрации имеет размерность количество/объем/
у/ ч m ( j c - s / 2 ) - m ( j c  +  s / 2 )  
J ( j с, 0  ос -Ъ ------------- 1------Ь------------- L
8
откуда, переходя к пределу при е —► 0 , получим
дх
И = см2 - с
длина: [н^]
моль
Следовательно, коэффициент диффузии имеет размерность
Коэффициент диффузии представляет собой количество веще­
ства (в массовых единицах), проходящего в единицу времени ( 1  с) 
через участок единичной площади (например, 1 см2) при градиенте 
концентрации, равном единице (соответствующем изменению 
1 моль/л на 1 см длины). Коэффициент диффузии определяется 
свойствами среды и типом диффундирующих частиц (табл. 3).
Таблица 3
Связь коэффициента диффузии D  и размера частиц*




Миоглобин 16 900 11,3 (4,4)
Гемоглобин 64 500 6,9
* Таблица заимствована из книги [56].
Эйнштейн (1906) показал, что в растворе для сферических 
молекул, больших по сравнению с молекулами растворителя, 
коэффициент диффузии определяется формулой
где к — постоянная Больцмана; Т  —  абсолютная температура рас­
твора; ц — коэффициент вязкости раствора; г — радиус молекулы.
Таким образом, чем больше размер частиц, тем медленнее они 
диффундируют (табл. 3).
Вернемся к выводу уравнения диффузии. Подставим формулу 
Фика (150) в формулу (149) для скорости изменения концентрации 
m(jc, t)\
ди(х, t ) = д2и(х, t) 
dt дх1
(151)
Если в области имеются источники или стоки вещества, 
обусловленные протеканием какой-либо реакции, то в уравне­
нии диффузии (151) добавится реакционный членДдг, t), задаю­
щий интенсивность этих источников, т. е. продукцию вещества 
в единицу времени. Уравнение диффузии становится реакционно­
диффузионным уравнением или уравнением реакции диффузии 
(reaction-dijfusion equation)
Как правило, интенсивность источников не зависит явно от 
времени, а зависит только от пространственной координаты, т. е. 
является функцией плотности источников /=Ддс). В биологиче­
ских системах, где функция /  описывает скорость некой реакции 
с участием рассматриваемого вещества, например биохимической 
реакции, скорость реакции зависит от концентрации реагентов, 
т. е., в скалярном случае, от самой величины и: f= J{u). При этом 
линейная задача диффузии становится нелинейной задачей реак­
ции диффузии.
Полученное уравнение диффузии (реакции диффузии) явля­
ется уравнением в частных производных параболического типа. 
Его еще называют уравнением теплопроводности, так как оно опи­
сывает распределение температуры в стержне. Далее мы увидим, 
что аналогичное уравнение используется для описания проведе­
ния возбуждения в ряде возбудимых тканей, в частности в нервном 
волокне или сердечной мышце.
Чтобы окончательно поставить задачу определения и(х, /), тре­
буется задать начальные и граничные условия задачи.
Например, начальное распределение концентрации веще­
ства может быть равномерным, т. е. и(х, 0 ) = const, или задаваться 
известной функцией
у-*? ч  _
dt дх~
(152)
и(х , 0 ) = ц>(х).
Граничные условия определяют способ обмена веществом на 
границе области, в одномерном случае — на концах нашей узкой 
трубочки.
Например, концентрация вещества на границе может под­
держиваться заданной, в частности постоянной. Такое граничное 
условие называется условием первого рода:
м (0 , 0  =  a ,  u(L, t) =  (3.
Граничное условие второго рода задает поток вещества через 
границу:
м '(0 ,0  = а , и ' ( 1 ,0  = Р-
В частности, при нулевых граничных условиях второго рода 
моделируется случай изолированных концов (поток вещества 
отсутствует).
Вместо постоянных значений концентрации (условия первого 
рода) или потока (условия второго рода) на границе также могут 
быть заданы функции, зависящие от времени.
Наконец, можно рассмотреть граничные условия третьего 
рода смешанного типа, когда на границе происходит обмен веще­
ством с внешней средой по закону Ньютона, т. е. пропорционально 
разности концентраций во внешней среде и на границе, например 
вида
а  • м' ( 0 ,  / )  +  Р  • м ( 0 ,  t) = 0 .
Решение уравнения диффузии с заданными начально-гра­
ничными условиями в некоторых случаях, например для линей­
ной однородной задачи ( f  = 0 ), можно выписать аналитически, но 
в общем случае, особенно в присутствии реакционного слагае­
мого, решение находят при помощи численных методов.
В трехмерном случае формализуем тот же самый закон 
сохранения вещества при помощи соответствующих объемных 
интегралов:
где u(t, X )  = u ( t,x ,y ,z )  — концентрация вещества в замкну­
той области £2 ; дО. — граница области £2 ; п — единичный век­
тор внешней нормали к границе £2; f ( X )  = f ( x ,y ,z )  — функция, 
задающая интенсивность источников вещества в единице объема 
в ходе реакции; J  = {Jx(x ,y ,z ) , Jy(x ,y ,z ) ,J z(x ,y ,z)}  — векторный 
поток и через границу 5£2; dV, dА — бесконечно малые элементы 
объема и площади границы, через которую направлен поток J  
соответственно.
Таким образом, в формуле (153) слева записана скорость изме­
нения количества вещества в объеме £2 , которая равна разности 
количества вещества, продуцируемого источниками, и количества 
вещества, переносимого через границу области 5Q, в единицу 
времени. Знак « -»  для потока вещества через границу Э£2 предпо­
лагает перенос вещества через границу изнутри области наружу 
в направлении вектора нормали п к внешней границе области 5£2 
(однако поток при этом может иметь противоположный знак, так 
что фактически диффузия происходит извне внутрь области).
Согласно теореме Остроградского [19]
здесь V • J  = div J  —  дивергенция потока; J  — скалярное произве-
(153)
|  (J  n)dA = \ ( V  J)dV ,
Q
Переходя от равенства интегралов к равенству подынтеграль­
ных выражений, получим
f W - V -У. (154)
dt
Далее, аналогично одномерному случаю по закону Фика имеем
J  = -D V u , (155)
где D — коэффициент диффузии, в общем случае — (3 х 3 ) ква­
дратная матрица; Vw для скалярной функции и дает векторную 
функцию — градиент и:
— , \ди ди ди\
V „  = grad„ = | - , - , - j .
Подставив (149) в (154), получим следующее уравнение 
диффузии:
| ^  = V(£>V m) + / .  (156)
Если D = const, то
^ -  = DV(Vu) + f  = DAu + f ,  (157)
dt
где Д = div grad — оператор Лапласа:
d2u d2u d2u 
A u = — 7  + — 7  + — 7 . 
dx dy dz
Аналогично одномерной задаче для определения и требу­
ется задать начальные условия и |/=0 и граничные условия: и \Хеда9 
(grad и • п) \Хедп> или смешанного типа, постоянные или в виде соот­
ветствующих заданных функций.
6.1.5. Диффузия через мембрану. Стационарный 
случай — химический аналог закона Ома
Пусть через мембрану толщиной L переносится вещество
(рис. 65), с — концентрация вещества. Пусть перенос проис­
ходит преимущественно в одном направлении, поэтому будем
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рассматривать случай одномерной диффузии вдоль координаты х. 
По одну сторону мембраны (х = 0), назовем ее внешней (outer) 
стороной, поддерживается концентрация со, а по другую  сторону 
(jc = Z,), назовем ее внутренней (inner) стороной мембраны, — кон­
центрация с .
out
с(0, 0 = со
ш
c(L, i) = с.
J
L
Рис. 65. Перенос вещества через мембрану толщиной L
Используя (150), запишем
дс _ д2с 
dt дх2
Граничные условия:
с(090  = со,с (1 ,0  = с(.
В стационарных условиях с не меняется во времени, следова-
дс
тельно, —  = 0 . 
dt
Тогда, в силу уравнения диффузии, - —  = D^-^r = 0.
дх дх
дс
Отсюда J  = - D —  = const и 
дх
с(х) = ах+ Ь.
Подставляя граничные условия, найдем а и Ь: 
са = с(0) = a O  + b^C; = c(L) = a-L  + b.
Отсюда получим
Тогда линейное распределение с(х) в стационарных условиях 
имеет вид
с(х) = со - ^ - ^ - - х ,
т. е. с(х) линейно убывает от внешней к внутренней границе 
мембраны.
Соответственно поток J  имеет следующий вид [56]:
J  = - D ^  = ?-(co - c i), (158)
дх L
т. е. стационарный поток вещества через мембрану пропорциона­
лен разности концентраций вещества на границе и обратно про­
порционален характерному расстоянию диффузии, в данном слу­
чае — толщине мембраны.
Достаточно часто формулу (158) для стационарного потока 
используют при моделировании нестационарных процессов, когда 
концентрации вещества по обе стороны мембраны меняются во 
времени. При этом полагают, что характеристическое время диф­
фузии существенно меньше, чем характеристические времена 
изменения концентраций на границах. Таким образом, уравнение
(158) является псевдостационарным приближением, позволяю­
щим избежать использования уравнения в частных производных 
и остаться в рамках ОДУ, если для изменения со и с. можно исполь­
зовать точечные модели.
Для того чтобы оценить характерное время диффузии, решим 
следующую простую задачу.
6.1.6. Характерное время диффузии
Определим время Т, за которое станут равными концентрации 
вещества внутри и снаружи длинной тонкой трубки поперечного 
сечения S', длины / и объема V (рис. 6 6 ). Положим, что снаружи
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трубки концентрация равна нулю, т. е. рассмотрим граничные 
условия
с(0 , t) = 0 , c(L, t) = 0 .
В начальный момент времени будем предполагать равномер­
ное распределение концентрации в трубке, т. е.
с(ху0) = со.
с(0, 0 = 0 ф ,  /) = 0
in
Ф , 0 ) =
1/2
Рис. 6 6 . Тонкая длинная трубка поперечного сечения S, в которой сво­
бодно двигаются частицы вещества концентрации и
Рассмотрим половину трубки, предполагая, что диффузия оди­
наково выводит вещество из трубки в противоположных направ­
лениях от центра. Вычислим количество вещества Со, которое 
должно диффундировать во внешнюю среду за искомое время Т, 
когда концентрация вещества в трубке также станет равна нулю:
^  V 1-SС = с — — с ----- .о о 2  о 2
Рассмотрим псевдостационарный поток, соответствующий 
начальной концентрации с \
J  = — (co-0 ) ,
I I 2 "
и будем полагать, что этот поток будет сохраняться весь промежу­
ток времени Г, пока все вещество Со не выведется во внешнюю 
среду.
Тогда
l -S  , c T Dс ----- = J S T  = ------cn S T ,





Таким образом, характерное время диффузии пропорцио­
нально квадрату расстояния и обратно пропорционально коэф­
фициенту диффузии. Эта, вообще говоря, нестрогая формула 
позволяет оценить, можно ли в том или ином случае пренебречь 
нестационарной диффузией и использовать формулы для стацио­
нарного потока в моделях транспорта вещества.
6.2. Пассивный и активный транспорт
6.2.1. Пассивный транспорт. Облегченная диффузия
Термин «облегченная диффузия» (ОД) используется в различ­
ных ситуациях. Часто под ОД понимают диффузию вещества через 
мембрану, облегченную молекулами-переносчиками, встроен­
ными в мембрану, но обладающими подвижностью в ее пределах.
Другим примером ОД может быть транспорт ионов в клет­
ках, содержащих лиганды, связывающие эти ионы и способные 
диффундировать в клетке. Например, рассмотрим ОД кислорода 
в миоцитах (рис. 67).
Кислород поступает в клетку через мембрану, а затем диф­
фундирует во внутриклеточном пространстве в сторону митохон­
дрий (основное энергетическое «депо» клетки, где происходит 
синтез АТФ, для чего необходим постоянный приток кислорода). 
Поскольку мышечные клетки постоянно совершают механи­
ческую работу, то расход энергии (в данном случае гидролиз 
АТФ в клетке) очень велик, и для пополнения «энергоресурсов» 
приток кислорода к митохондриям должен быть достаточно 
интенсивным.
Рис. 67. Облегченная диффузия кислорода в кардиомиоцитах
В миоцитах кислород, поступивший в клетку извне, связы­
вается с молекулами миоглобина и переносится к митохондриям 
частично в связанном виде, т. е. как оксимиоглобин. Формирование 
оксимиоглобина — кинетический процесс: комплексы образуются 
и распадаются в каждой точке среды, в частности около митохон­
дрий. Поэтому миоглобин является переносчиком кислорода от 
мембраны к митохондриям в клетке. Кроме того, часть кислорода 
диффундирует в том же направлении в свободном состоянии. Ока­
зывается, что перенос части кислорода миоглобином способствует 
тому, что суммарный поток кислорода к митохондриям становится 
более интенсивным по сравнению с раствором, в котором нет мио­
глобина. Этот факт подтвержден экспериментально.
Молекула миоглобина намного больше молекулы кислорода. 
Молекулярный вес первой 16 890 а.е. м (дальтон), а второй — 
всего 32 а.е.м. (дальтон). Соответственно коэффициент диффузии 
миоглобина намного меньше: 4,4 • 10 7 см2/с против 1,2 • 10" 5 см2/с 
для кислорода. То есть диффузия оксиомиоглобина гораздо мед­
леннее, чем чистого кислорода. Поэтому возникает естественный 
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вопрос: почему суммарный поток эффективнее? Для ответа рас­
смотрим упрощенную модель процесса.
Возьмем прямоугольный реактор, содержащий диффундирую­
щий миоглобин (рис. 6 8 ). Пусть на левой границе реактора (.х = 0) 
поддерживается постоянная концентрация кислорода [0 2 ]„ = s o, 
равная внеклеточной концентрации кислорода. На правой границе 
(x = L), т. е. внутри клетки, поддерживается постоянная концен­
трация кислорода [0 2],. = si9 которая меньше, чем so. Это соотноше­
ние оправдано тем обстоятельством, что моделируется ситуация 











Рис. 6 8 . Прямоугольный реактор, 
содержащий диффундирующий миоглобин
Итак, имеют место следующие процессы:
1 ) диффузия свободного кислорода;
2 ) диффузия миоглобина;
3) связывание и распад оксимиоглобиновых комплексов;
4) диффузия оксимиоглобина.
Введем следующие обозначения концентраций веществ: 






В соответствии с законом действующих масс имеем
/  = k+se-k_c.
Выпишем сопряженные уравнения реакции и диффузии:
dt 5 дх2
dt e dx2 J ’ 
dc d2c
 = A .  7 + / •dt dx
Так как миоглобин и оксимиоглобин имеют практически 
идентичный молекулярный вес и структуру, то их коэффициенты 
диффузии равны: De = Dc. Далее, полагаем, что поскольку мио­
глобин и в свободной, и в связанной с кислородом форме оста­
ется внутри реактора, то его поток через границы равен нулю, т. е.
е х  lx =0, L ~  С х  1дг=0, L  =  О -
По закону сохранения общее количество миоглобина в реак­
торе не меняется, так что суммарная концентрация миоглобина 
и оксимиоглобина равна начальной концентрации ео. Таким обра­
зом, справедливо тождество е + с = е0 и по t, и по х. Это обстоя­
тельство делает одно из уравнений системы, например уравнение 
для е, избыточным.
В стационарных условиях st = 0 и с( = 0, так что 
О = s ,+ c ,= D jXI + Dec]0'.
J  —  суммарный поток свободного кислорода и оксимиогло­
бина, в стационарных условиях он постоянен, и, так же как было 
получено в случае простой диффузии, равен
J  = ^ ( s o- s i) + ^ ( c o- c i). (159)
Заметим, что, в отличие от заданных граничных значений 
so и s. для кислорода, нам пока не известны входящие в выражение
(159) значения концентрации оксимиоглобина со и с. на границах 
реактора.
Введем безразмерные переменные и параметры:
К  = — , с  = — , и = — , у  = x / L , s ] = ^  , е 2 = — у-.
*+ k_L2
В этих переменных уравнения приобретают вид
8,стл. = а (1 -м )-м  = -82мл,. (160)
Данный переход полезен потому, что все входящие в урав­
нение (160) коэффициенты можно оценить в реальном натурном 
эксперименте, что и было сделано Виттенбергом (У. В. Wittenberg) 
в 1966 г. Он провел реальный эксперимент, соответствующий 
модели, т. е. построил прямоугольный реактор, помещенный 
в физраствор, насыщенный кислородом.
Стенки реактора проницаемы для 0 2, но не для миоглобина. 
Внешний резервуар с раствором разделен на две непроницаемые 
для 0 2 части так, что справа и слева от реактора могут поддер­
живаться различные постоянные концентрации 0 2 (слева больше, 
чем справа). Затем концентрации 0 2 свободного и связанного 
с миоглобином измерялись в различных участках реактора в двух 
случаях: 1 )в  отсутствие миоглобина в реакторе; 2 ) при загрузке 
миоглобина в реактор. Именно в этом эксперименте было установ­
лено, что во втором случае суммарный перенос кислорода слева 
направо больше, чем в первом. Для объяснения этого факта в той 
же работе Виттенберг предложил описанную выше модель.
Для использованных значений коэффициентов модели 
к+ = 1.4-1010 cm3M V ‘, Л. =11 с -1, £  = 0.022см, е„ =1.2-10"3М /с м 3 
величины е, =1,5-10 - 7 , е2 = 8 , 2  * 1 0 - 5  оказались близки к нулю. 
Поэтому можно использовать псевдостационарные приближения 
и положить 8 , и е2 равными нулю. Тогда получим
а ( 1  - и ) - и  = 0 ,
что означает, что реакция образования оксимиоглобина происхо­
дит достаточно быстро и можно считать, что м, т. е. концентра­
ция оксимиоглобина с, практически мгновенно выходит на ста­
ционарный уровень, соответствующий концентрации субстрата
о, —  концентрации кислорода s , так что допустимо пользоваться 
псевдостационарным приближением
с = ео-гг— ’ (161>К + s
где ео —  суммарная концентрация миоглобина в свободном и свя­
занном с кислородом виде в реакторе.
Выражение (161) позволяет записать со через so и с через s. 
в соотношении (159).
В результате имеем
J  = ^ { s 0- Si) + ^ e 0{ Y l ------- * - )  =
L L K + s„ K + s;
А
1 + А  еаК  
А  (*. + * ) ( * /+ * ) .
где
D, в. К 2
А  *  А + Ю А + Л
Формула (162) показывает, что поток ОД больше потока сво­
бодного кислорода, так как по сравнению с потоком свободного 
кислорода содержит множитель 1 + цр > 1 .
Чем больше в клетке миоглобина, тем больше р, в то время 
как в отсутствие миоглобина р = 0. В частности, при указанных 
выше значениях параметров р = 560, что позволяет утверждать, 
что суммарный поток кислорода (в свободном и связанном состоя­
нии) существенно больше, чем поток кислорода в отсутствие мио­
глобина. То есть миоглобин действительно облегчает диффузию 
кислорода [56].
Поскольку наибольшая концентрация кислорода поддер­
живается на левой границе, там и достигается наибольшая
концентрация оксимиоглобина. По мере продвижения вглубь 
реактора концентрация свободного кислорода падает, поскольку 
он активно расходуется на образование комплексов и диффунди­
рует. При этом, несмотря на то что и концентрация комплексов 
уменьшается вместе с уменьшением концентрации кислорода, 
поток оксимиоглобина нарастает по мере продвижения к правой 
границе. Таким образом, основное количество кислорода перено­
сится к правой границе именно в комплексе с миоглобином. В то 
же время на правой границе идет и более интенсивный распад ком­
плекса, так что высвобождается достаточно большое количество 
кислорода, необходимое для поддержания заданной на правой гра­
нице концентрации.
Поэтому, несмотря на достаточно медленную диффузию мио- 
глобина, его много; в стационарном режиме он способен транспор­
тировать значительно большее количество кислорода, чем может 
обеспечить диффузия в свободной форме.
Естественно, что при условии поддержания постоянных 
концентраций кислорода на границах интервала диффузии (что, 
вообще говоря, не является физиологически оправданным тре­
бованием) увеличение потока через мембрану фактически озна­
чает увеличение общего количества кислорода, циркулирующего 
в системе. Поэтому в динамических условиях, когда указанные 
граничные условия не выполняются, достаточно затруднительно 
сравнивать реальные скорости транспорта кислорода.
6.2.2. Пассивный транспорт при помощи переносчиков 
{carrier-mediated transport)
Мембранные транспортные белки. Рассмотрим еще один тип 
пассивного транспорта веществ по градиенту концентрации. Кле­
точные мембраны, так же как и искусственные липидные бислои, 
способны пропускать воду и неполярные молекулы за счет простой 
физической диффузии. Однако клеточные мембраны проница­
емы также и для различных полярных молекул, таких, как сахара,
аминокислоты, нуклеотиды и многие другие метаболиты, которые 
проходят через мембранный бислой чрезвычайно медленно.
Особенность транспорта этих веществ заключается в том, что 
они достаточно большие и не могут самостоятельно диффундиро­
вать через мембрану.
За перенос подобных растворенных веществ через клеточные 
мембраны ответственны специфические белки, называемые мем­
бранными транспортными белками (рис. 69).
Рис. 69. Упрощенное схематическое изображение двух классов мембран­
ных транспортных белков. А. Белок-переносчик может попеременно 
существовать в двух конформациях, так что участок связывания опреде­
ленного вещества последовательно доступен то с одной, то с другой сто­
роны бислоя. Б. Каналобразующий белок формирует в липидном бислое 
заполненные водой поры, через которые могут диффундировать специ-
Они обнаруживаются во всех типах биологических мембран 
и могут сильно отличаться друг от друга. Каждый конкретный 
белок предназначен для определенного класса молекул (например, 
неорганических ионов, сахаров или аминокислот), а нередко лишь 
какой-то разновидности молекул из этих классов. Специфичность 
транспортных белков была впервые показана, когда обнаружи­
лось, что мутации в одном-единственном гене приводят к исчез­
новению у бактерий способности транспортировать определенные 
сахара через плазматическую мембрану. Аналогичные мутации 
теперь известны и у людей, страдающих различными наследствен­
ными болезнями, при которых нарушается транспорт тех или иных 








Участок связывания Водяная пора
А. Белок-переносчик Б. Белковый канал
фические ионы
Этот вид транспорта, казалось бы, похож на облегченную диф­
фузию, которую мы рассмотрели выше, и во многих источниках 
он так и называется. Но мы будем пользоваться термином «пере­
носчиком обусловленный транспорт» {carrier-mediated transport), 
чтобы подчеркнуть, что данные вещества не могут самостоятельно 
диффундировать; транспортные молекулы тоже, как правило, не 
диффундируют, а, связываясь с транспортируемым веществом, 
претерпевают конформационные преобразования, в результате 
которых центры связывания на одной стороне мембраны оказы­
ваются на противоположной стороне, где транспортируемая моле­
кула может освободиться от транспортной молекулы.
Многие мембранные транспортные белки изучены доста­
точно детально, их расположение в мембране точно установлено. 
Они являются трансмембранными белками, полипептидная цепь 
которых пересекает липидный бислой несколько раз. Эти белки 
обеспечивают перенос специфических веществ через мембраны 
без непосредственного контакта с гидрофобной внутренностью 
липидного бислоя, формируя в нем сквозные проходы.
Существуют два основных класса мембранных транспортных 
белков: белки-переносчики и каналобразующие белки. Белки-пере- 
носчики (называемые также переносчиками или транспортерами) 
связывают молекулы переносимого вещества, что приводит к их 
конформационным изменениям и, как результат, к переносу этой 
молекулы через мембрану (рис. 69).
Напротив, каналобразующие белки (или белки-каналы) форми­
руют заполненные водой поры, пронизывающие липидный бислой. 
Когда эти поры открыты, молекулы специфических веществ 
(обычно неорганические ионы подходящего размера и заряда) про­
ходят сквозь них и, следовательно, через мембрану [1] (рис. 69).
Все каналобразующие белки и многие белки-переносчики 
позволяют растворенным веществам проходить через мембраны 
пассивно («с горки»). Если молекула транспортируемого вещества 
не имеет заряда, то направление пассивного транспорта опреде­
ляется только разностью концентраций этого вещества по обеим 
сторонам мембраны (градиентом концентрации). Однако если
молекула заряжена, то на ее транспорт влияют как градиент кон­
центрации, так и разница электрических потенциалов на сторонах 
мембраны (см. следующий раздел).
Клеткам также необходимы транспортные белки, активно 
перекачивающие определенные растворенные вещества против их 
электрохимических градиентов («в горку»). Этот процесс, извест­
ный под названием активного транспорта, всегда осуществляется 
белками-переносчиками. Таким образом, транспорт при помощи 
белков-переносчиков может быть как активным, так и пассивным, 
в то время как транспорт через каналы является всегда пассивным 
(рис. 70).
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Рис. 70. Схематическое изображение пассивного транспорта молекул 
по электрохимическому градиенту и активного транспорта против гра­
диента. Простая диффузия и пассивный транспорт, осуществляемый 
транспортными белками (облегченная диффузия), протекают самопроиз­
вольно. Для активного транспорта необходимо использовать метаболиче­
скую энергию. Только неполярные и маленькие незаряженные полярные 
молекулы могут проходить через липидный бислой путем простой диф­
фузии. Перенос других полярных молекул осуществляется белками-пере­
носчиками или благодаря каналобразующим белкам
Процесс, с помощью которого белки-переносчики специ­
фически связывают и транспортируют растворенные молекулы 
через липидный бислой, напоминает ферментативную реакцию,
а транспортные белки выступают как особые, связанные с мембра­
ной ферменты. В белках-переносчиках всех типов имеются участки 
связывания для транспортируемой молекулы (субстрата). Когда 
белок насыщен (т. е. когда все участки связывания заняты), ско­
рость транспорта максимальна. Эта скорость, обозначаемая vmax, 
является характеристикой данного белка-переносчика. Кроме того, 
каждый белок-переносчик имеет характерную для него константу 
связывания Kw равную концентрации транспортируемого веще­
ства, при которой скорость транспорта составляет половину ее 
максимальной величины.
Связывание растворенного вещества может быть специфи­
чески блокировано как конкурентными ингибиторами (конкури­
рующими за тот же участок связывания), так и неконкурентными 
ингибиторами (связывающимися где-нибудь в другом месте 
и специфически влияющими на структуру переносчика). Однако 
в данном случае аналогия с реакцией фермент— субстрат непол­
ная, поскольку некоторые транспортные белки просто переносят 
какое-либо растворенное вещество с одной стороны мембраны на 
другую. Такой простой перенос называется унипортом.
Другие белки функционируют как котранспортные системы, 
в которых перенос одного растворенного вещества зависит от 
одновременного или последовательного переноса другого веще­
ства либо в том же направлении (симпорт), либо в противопо­
ложном (антипорт, рис. 71). Например, большинство клеток 
животных поглощают глюкозу из внеклеточной жидкости, где ее 
концентрация относительно высока, путем пассивного транспорта, 
осуществляемого специфическими переносчиками глюкозы, рабо­
тающими как унипорты. В то же время клетки кишечника и почек 
поглощают глюкозу из люменального пространства кишечника 
и почечных канальцев, где концентрация этого сахара мала. В дан­
ном случае имеет место симпорт глюкозы.
Молекулярный механизм работы белков-переносчиков не 
вполне изучен. Предполагается, что они переносят растворенные 
вещества через бислой, претерпевая обратимые конформационные 
изменения, которые позволяют им попеременно экспонировать
участки связывания растворенных веществ то с одной, то с  дру­
гой стороны. Переносчики представляют собой трансмембранные 
белки, цепь которых пересекает бислой несколько раз. Маловеро­
ятно, что такие белки беспрестанно перескакивают в мембране из 
одного монослоя в другой или перемещаются взад-вперед через 
липидный бислой, как это предполагали раньше.
Транспортируемая молекула Котранспортируемый ион
Унипорт Симпорт
Совместный транспорт
Рис. 71. Виды пассивного транспорта молекул.
Унипорт, симпорт и антипорт
6.2.3. Унипорт. Транспорт глюкозы в клетку
В качестве примера унипорта рассмотрим транспорт глюкозы 
в клетку.
Введем обозначение концентраций: S  — глюкоза, С — белок- 
переносчик, Р  — комплекс S  + С.
Индекс i (internal) обозначает состояние, когда активный сайт 
на переносчике находится внутри клетки, е (external) — снаружи. 
Для глюкозы: S. — концентрация глюкозы в клетке, Se — внекле­
точная концентрация глюкозы.
Пусть J  = const — стационарный поток глюкозы через мем­
брану, который устанавливается при поддержании постоянных
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концентраций глюкозы S. и 5 е с обеих сторон мембраны. Выведем 
формулу для искомого J.
Выпишем схему преобразований, приводящих к пере­
носу глюкозы с внешней стороны мембраны е на внутреннюю i
в результате взаимодействия с белком-переносчиком и конформа­
ции комплекса.
К  к к_
[s i h c i ^ p^ p^ I S I H C I  (163)
к. к к+
к
[ С \ ^ С, (164)
к
Здесь для простоты будем полагать, что переходы (конфор­
мация) белка-переносчика (свободного С или связанного с глюко­
зой Р) из состояния е в состояние / и обратно равновероятны, так 
как транспорт происходит без затрат энергии. Аналогично, вза­
имодействие субстрата (глюкозы) с транспортным белком также 
происходит с одинаковыми кинетическими константами по обе 
стороны мембраны.
Запишем соответствующие уравнения кинетики: 
ds
Заметим, что слагаемые ± J  в уравнениях для se, s. обеспечи­
вают заданные постоянные концентрации глюкозы на противо­
положных сторонах мембраны, компенсируя расход se снаружи 
клетки и приток s. внутрь клетки в результате транспорта через 
мембрану.
Условия постоянства выполняются для общего 
количества рецепторов на молекулах-переносчиках: 
а) р ( + р е + с{ + се = с() = const, и для общего количества глюкозы 
около мембраны: б) ^  +se + /?, + р е = so = const (из постоянства 
потока J).
При переходе к стационарному состоянию получаем шесть 
линейных алгебраических уравнений с семью неизвестными, 
включая J. Используя условие постоянства а), выразим поток J  
через концентрации глюкозы по разные стороны мембраны:
J  = —К dKk с --------------------------------------------------- (166)
2 '  ° (s i + K  + K d)(se + K  + Kd) - K 2d 
где К = k /k+, Kd = k/k+.
Из (166) видно, что эффективный поток через мембрану 
направлен снаружи внутрь, когда se > s.. При неизменной s. поток 
имеет насыщение по росту концентрации se, связанное с насыще­
нием скорости реакции взаимодействия глюкозы с переносчиком.
6.2.4. Симпорт и антипорт. Мембранные обменники
Аналогично полученной выше формуле (166) для унипорта 
можно получить модели симпорта — однонаправленного пере­
носа нескольких веществ с одной стороны мембраны на противо­
положную или модели антипорта (обменника) — противоположно 
направленного переноса веществ.
В этом случае белок-переносчик имеет несколько активных 
центров либо по одну, либо по разные стороны мембраны, с кото­
рыми взаимодействуют переносимые вещества, затем происходят 
конформация комплекса и смена положений связывающих цен­
тров на противоположные (рис. 72).
CT ST
X /SCT
Рис. 72. Возможные конформации белка-переносчика с двумя 
субстратами S и Т и одним центром связывания для каждого. Р = SCT
В общем случае вывод формул затруднен, поэтому, как 
и раньше, будем предполагать, что конформация белка-перенос- 
чика возможна только либо в случае свободной молекулы-пере­
носчика (все активные центры свободны), либо в случае полно­
стью заполненного комплекса, когда все места связывания заняты 
соответствующими субстратами —  молекулами транспортируе­
мых веществ. Так, в примере, представленном на рис. 72, полным 
комплексом, способным совершать конформационные преобразо­
вания, будем считать Р  = SCT.
Тогда схему реакции можно представить следующим образом:
к+
mS + nT + С ^ Р .
<-
к
Далее, свободный белок С и полный комплекс Р  могут совер­
шать конформационные переходы с соответствующими констан­
тами скоростей:
К кп
С ^ С е, Р ^ Р е.
<- <-
к с к~р
Однако для простоты предположим, что переходы (конформа­
ция) белка-переносчика (свободного С или связанного с субстра­
том Р) из состояния е в состояние / и обратно равновероятны, т. е. 
к = кс = к_с = кр = к_р; взаимодействие субстрата с транспортным 
белком происходит с одинаковыми кинетическими константами 
к_, к+ по обе стороны мембраны.
Тогда для симпорта можно получить следующую формулу 
потока:
1 amfn _ omfn
J  = - К .К кс  ------------------ g g г , (167)
2 '  ° { s W + K  + K № t : + K  + Kd) - K l
is k_ к
™ К = к ' К ‘ = т :
Для антипорта справедлива аналогичная формула:
1 cmtn _ vmtn
J  = —K dKkc ------------------------ g f ‘ g =-. (168)
2 “( s X + K  + K J W + K  + K ^ - K ]
Заметим, что поток ионов s равен mJ, а поток ионов t равен nJ.
Рассматриваемые процессы симпорта и антипорта предпо­
лагаются пассивными, не требующими затрат энергии. При этом 
либо оба вещества транспортируются по градиенту концентрации, 
либо энергии, запасенной в химическом градиенте одного веще­
ства, достаточно, чтобы транспортировать другое вещество против 
градиента концентрации.
Так, например, происходит в случае работы одного из ключе­
вых механизмов транспорта ионов в мышечных и нервных клет­
ках — Na+-Ca2+ обменника. Как правило, этот обменник может 
обменивать три иона Na+, транспортируемых снаружи внутрь 
клетки (по градиенту концентрации), на один ион Са2+, перено­
симый изнутри наружу клетки (против градиента). В этом случае 
энергии, запасенной в химическом градиенте ионов Na+, доста­
точно, чтобы наряду с пассивным транспортом ионов Na+ по 
градиенту концентрации котранспортировать ионы Са2+ против
градиента концентрации. Такой режим работы Na+-Ca2+ обменника 
называется прямой модой {forward mode).
Рассмотрим условие, которое должно выполняться для работы 
Na+-Ca2+ обменника в прямой моде, т. е. выпишем условие, когда 
поток У в формуле (168) положительный, где s w t  обозначают кон­
центрации ионов Na+ и Са2+, т = 3 и п = 1 соответственно:
Видно, что это условие значительно проще выполнить при 
т = 3, нежели при т = 1 , так как при фиксированном s./sc < 1 оно 
выполняется при меньших значениях t.lte < 1 .
Следует отметить, что в случае Na+-Ca2+ обменника ситуация 
осложняется тем, что осуществляемый через него поток ионов 
не является электронейтральным (3Na+: 1Са2+) и, следовательно, 
в значительной степени зависит от разности потенциалов на мем­
бране. В частности, при определенных величинах мембранного 
потенциала Na+-Ca2+ обменный ток даже может менять направле­
ние, т. е. обменник может функционировать в обратном режиме 
(reverse mode) и транслоцировать ионы Na+ против градиента кон­
центрации из клетки, в обмен на поступление ионов Са2+ в клетку.
6.2.5. Активный транспорт
Na-K+ — насос (Na+-K+ АТФаза). Примером белка-пере- 
носчика, использующего энергию гидролиза аденозинтрифос- 
фата (АТФ) для перекачки ионов Na+ и К+, служит Na+-K+-Hacoc, 
играющий решающую роль в поддержании их неравновесных 
концентраций в клетке и формировании мембранного потенциала 
на плазматических мембранах животных клеток [1]. Создаваемая 
ферментом разница концентраций катионов используется для про­
текания ключевых реакций жизнедеятельности —  генерации воз­
буждения, водно-солевого обмена, а также для регуляции клеточ­
ного метаболизма.
Na+-K+-Hacoc или Na+-K+ АТФаза —  фермент клеточной мем­
браны животных тканей, который избирательно выкачивает из
клетки ионы Na+ и аккумулирует в ней ионы К \  используя для 
этой работы энергию АТФ. Концентрация К+ внутри клетки, как 
правило, в 10-20 раз выше, чем снаружи. Для ионов Na+ картина 
прямо противоположная. Na^-IC-насос работает по принципу 
антипорта, активно перекачивая Na+ из клеток, а К+ внутрь клеток 
против их высоких электрохимических градиентов. Почти треть 
всей энергии, необходимой для жизнедеятельности клетки живот­
ных, расходуется именно на работу этого насоса.
В электрически активных нервных клетках при распростране­
нии потенциала действия происходят многократное накапливание 
небольших порций Na+ и потери небольших количеств К+. При этом 
на восстановление концентраций этих ионов уходит до 2/3 энер­
гии, необходимой клетке. Значительный шаг вперед в понимании 
молекулярного механизма работы натриево-калиевого насоса был 
сделан в 1957 г., когда обнаружилось, что для оптимальной актив­
ности фермента, гидролизующего АТФ до АДФ и неорганического 
фосфата, требуется соотношение 3Na+: 2К+.
Рис. 73. Na -K -АТФаза активно перекачает ионы Na" наружу, 
а К" — внутрь клетки против их электрохимических градиентов
При гидролизе каждой молекулы АТФ три иона Na+ выводятся 
из клетки и два иона К/ поступают в клетку (рис. 73). Перенос
обоих видов ионов происходит против градиента концентрации, 
т. е. это энергоемкий процесс.
Схему данной реакции можно записать в следующем виде:
Е  + A TP + 3Na,+ + 2К е+ -> Е  + ADP + Р, + 3Na,+ + 2К,+, (169)
где Е  — молекула АТФазы; АТР — молекула АТФ, которая при 
гидролизе преобразуется в молекулу АДФ (ADP) с последующим 
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Рис. 74. Реакционная диаграмма для Na+-K+-Hacoca
Положим для простоты, что реакция взаимодействия перенос­
чика с ионами Na+ и К+происходит в соотношении lNa+: 1К+. Обо­
значим молекулу переносчика С. Последовательные преобразова­
ния комплекса можно описать следующим образом (рис. 74 [56]).
1. В дефосфорилированном состоянии фермента активные 
места связывания ионов Na+ расположены на внутренней стороне 
мембраны. Три иона Na+ присоединяются к АТФазе, затем проис­
ходит ее фосфорилирование за счет гидролиза АТФ.
2. Конформация комплекса, при которой места связывания 
Na+ оказываются на внешней стороне мембраны, понижение срод­
ства белка и отсоединение Na+ на внешней стороне мембраны 
(см. табл. 4 для сравнения значений константы равновесия для
насоса на внутренней и наружной стороне мембраны клетки). 
Параллельно происходит присоединение ионов К+ к активным 
местам на внешней стороне мембраны.
3. Дефосфорилирование переносчика (отсоединением неорга­
нического фосфата) и конформационное преобразование с поворо­
том мест связывания К + на внутреннюю сторону мембраны.
4. Отсоединение ионов К+ за счет снижения сродства перенос­
чика и повтор цикла.
Таблица 4
Константы равновесия для Na+-K+-Hacoca





Соответствующая формализованная схема преобразований 
Ыа+-К+-АТФазы имеет вид
А, к 2
V A T P -> A D P  V
Na ,+ + С  NaC -> NaCP Na^+CP,
a3 a4




Если выписать кинетические уравнения для соответствующих 
фаз реакции и использовать псевдостационарные приближения 
для всех состояний комплекса фермента с субстратами (Na+ и К+), 
то можно получить следующую формулу для стационарного потока
ионов при условии поддерживаемых концентраций Na+ и К+ по обе 
стороны мембраны [56]:
J  с  [ Ы а П Р а ^ К ,  ~[Na;][K;]K_,K_2 [P]
° ([К ;]К 2 + [К |Г]К.2 )К | |+([Ы аПК 1 + [N a;]K .1)K, ’
где Kj = кхк2кр, = к_хк_2к_р, К 2 = къкАк5; К _ 2 = к_3к^к_5;
К„ = к_хк_ + к2к_х + к2к ; К к = к_3к^[Р] + к_ъкъ + клк5. Константы 
скорости кр и к_р — константы скорости прямой и обратной фазы 
насоса для гидролиза АТФ. Как и ранее, суммарная концентрация 
молекулы-переносчика обозначена Со.
Заметим, что в реальных условиях в клетке обратное преобра­
зование ADP —► АТР маловероятно в ходе данной реакции, таким 
образом, кр »  к_р и, следовательно, К_, = 0, так что формула потока 
упрощается:
у  .  СД |К,--------------- Й И Н ---------------
<[к;]кг +[k; jk.2)k , +[n«;]k ,k ,
и он становится практически независимым от концентрации Na* 
снаружи клетки. Эта формула еще больше напоминает гиперболи­
ческие зависимости для скоростей фермент-субстратных реакций, 
которые мы видели в предыдущих разделах.
Заметим, что, поскольку Ыа+-К+-АТФаза транспортирует три 
положительно заряженных иона Na+ в обмен на два иона К+, она 
оказывается «электрогенной». Это значит, что через мембрану 
течет ток и работа насоса также зависит от электрического потен­
циала на мембране и вносит вклад в изменение формирования дан­
ного потенциала.
№ +-К+-АТФаза играет непосредственную роль в регуляции 
клеточного объема. Она контролирует концентрацию раство­
ров внутри клетки, следовательно, и осмотические силы, приво­
дящие к разбуханию или сжатию клетки (рис. 75). Важная роль 
N a -К+-АТФазы в регуляции клеточного объема подтвержда­
ется тем фактом, что при обработке животных клеток уабаи- 
ном, ингибирующим натриево-калиевую АТФазу, они разбухают
и разрываются. Осмотические проблемы могут решаться в клет­
ках и другими способами. У многих бактерий и растительных 
клеток плазматическая мембрана окружена полужесткой стенкой, 
предохраняющей клетку от разрыва. У амеб излишек воды, про­
никающий внутрь в результате осмоса, собирается в сократитель­
ных вакуолях, периодически выбрасывающих свое содержимое 
наружу. Однако в большинстве животных клеток основная роль 
в предотвращении разрыва из-за осмотического давления принад­
лежит Ыа+-К+-АТФазе.
Округлозубчатый Нормальный Набухший Лизированный
Эритроцит
Концентрация ионов
во внеклеточном <  ■    ■■ ■■■■■ ■■■ —
пространстве Гипертонический Изотонический Гипотонический Сильно
раствор раствор раствор гипотонический
раствор
Рис. 75. Реакция эритроцитов человека на изменение осмотических усло­
вий во внеклеточной жидкости. Вода всасывается в клетку или выходит 
из нее по градиенту концентрации, поскольку плазматическая мембрана 
хорошо проницаема для молекул воды. Этот процесс называется осмо­
сом. При помещении клеток в гипотонический раствор (т. е. в раствор 
с низкой концентрацией соли и, следовательно, с высокой концентрацией 
воды) молекулы воды движутся внутрь клеток, что приводит к их разбу­
ханию и разрыву (лизису). Наоборот, при помещении клеток в гиперто­
нический раствор они будут сморщиваться
Кальциевый насос в клетке. Ионы Са2+ играют важную 
регуляторную роль во многих клетках, в частности в мышечных. 
Концентрация ионов Са2+ в цитозоле клеток поддерживается на 
гораздо более низком уровне (-10_7М) по сравнению с его кон­
центрацией снаружи клетки (-10 3М). Поэтому даже небольшой 
приток Са24 извне или из внутриклеточных накопителей значи­
тельно увеличивает концентрацию свободного Са2" в цитозоле,
и поэтому ее изменение во времени может служить необходимым 
стимулом для последующих внутриклеточных событий, например 
для сокращения мышечных клеток (см. раздел 8 ). Градиент кон­
центрации Са2+ частично поддерживается при помощи Na+-Ca2+ 
обменников, а также при помощи мембранных Са2+-насосов, 
активно выводящих кальций из цитозоля клетки против градиента 
концентрации. В мышечных клетках наряду с сарколеммальным 
Ca2f-HacocoM, транслоцирующим ионы Са2+ из клетки наружу, 
значительную роль в кинетике внутриклеточного кальция играют 
Са2+-насосы саркоплазматического ретикулума (СР) —  специали­
зированного внутриклеточного накопителя кальция. В ответ на 
электрическое возбуждение клетки Са2+ высвобождается из СР 
в цитозоль, активируя сократительные белки и инициируя процесс 
сокращения мышцы, а затем поглощается обратно в СР, обеспечи­
вая расслабление клетки. Поскольку объем СР составляет около 
3 % объема клетки, концентрация кальция в СР на три порядка 
величин выше, чем в цитозоле, поэтому Са2+-насосы СР также 
работают против градиента концентрации, т. е. с затратами энер­
гии. Подобно Ыа+-К+-АТФазе, Са2+-насос также АТФаза, которая 
фосфорилируется и дефосфорилируется в каждом цикле работы 
и транслоцирует два иона Са2+ наружу клетки или внутрь СР в рас­
чете на каждую гидролизованную молекулу АТФ.
В немышечных клетках также имеются внутриклеточные 
органеллы, содержащие Са2+-АТФазу, выкачивающую Са2+ из 
цитозоля [ 1 ].
Пусть [Са2+]. — концентрация кальция в цитозоле, а [Са2+]е —  
концентрация кальция во внеклеточном пространстве (или внутри 
СР), [Са2+] < [Са2+]е. Для переноса Са2+ изнутри клетки наружу 
(или в СР) молекула АТФазы должна связать ионы Са2+ и молекулу 
АТФ в цитозоле, гидролизовать АТФ (с образованием АДФ и сбро­
сом фосфата), за счет энергии гидролиза АТФ совершить конфор- 
мационное преобразование и перенести ионы Са2+ через мембрану 
наружу клетки (или в СР) и «сбросить» их там.
Считается, что в нормальных условиях АТФ в клетке 
всегда в избытке. Поэтому скорость гидролиза можно считать
равной vmaxATp. Скорость потока Са2+ через насос лимитируется 
кинетикой связывания-распада Са2+ и АТФазы в цитозоле и сна­
ружи клетки (или в СР), а также соотношением характерных вре­
мен этой реакции и гидролиза АТФ.
Можно схему реакции записать в следующем упрощенном 
виде:
*■
Са2+ + АТРт  ~ * с Х с а 2е+ + АТРШ, (170)
<—
* 1
где к2 определяется величиной vmaxATP, а С — общее обозначение для 
комплекса, принимающего последовательно одно из трех состоя- 
ний: (Са2+ • АТР„ АТР), (Са2+ • АТРт  ■ ADP) или (Са2+ • АТР„).
В предположении взаимодействия фермента с одним ионом 
Са2+ квазистационарная аппроксимация, аналогичная той, что мы 
использовали для ферментативной кинетики, позволяет получить 
следующую формулу для скорости реакции и соответствующего 
потока Са2+ через мембрану:
4 С а 2+1 , [Са2+1 [Са2+1
v = —------ — = к,е„—  ------- ^ —  = v —  -------±— , (171)
dt 2 ° K m+[Са2+], Km +[Са ],
к к
где К т = —  vmax пропорциональна к2 и зависит от vmaxATp [56].
К
В случае конформации АТФазы при присоединении двух 
ионов Са2+ гиперболическая зависимость в (171) заменяется на 
кривую Хилла с коэффициентом п = 2:
7. МОДЕЛИ ВОЗБУДИМЫХ СРЕД
7.1. Мембранный потенциал. Потенциал покоя
Клеточная мембрана при определенных условиях и в раз­
ной степени является проницаемой для одних видов заряженных 
частиц, например, ионов К+, Na+, Са2+, СГ и т. д., но непроница­
емой для других видов заряженных частиц, например, для боль­
ших молекул белков, обладающих собственным, как правило 
отрицательным, зарядом. Поэтому суммарный заряд внутри и сна­
ружи клетки неодинаковый, что обусловливает наличие разности 
потенциалов на мембране. Традиционно под разностью потенци­
алов понимают разность потенциалов внутри и снаружи клетки: 
V = V. -  F. Поскольку основной заряд в клетке определяется 
именно анионами, то внутренность клетки заряжена отрицательно. 
А заряд внеклеточной среды определяют диссоциировавшие соли, 
т. е. катионы.
Потенциал покоя (ПП) — разность потенциалов, наблюдае­
мая в невозбужденном состоянии клетки. Потенциал покоя равен 
примерно -8 0 ...-9 0  мВ. Это значит, что внутри клетки в покое 
(в невозбужденном состоянии) содержится более отрицательный 
заряд, чем снаружи.
Все клетки делятся на два типа — возбудимые и невозбуди­
мые. К невозбудимым клеткам относятся клетки, у которых стиму­
лирующее воздействие электрическим током не приводит к значи­
тельным отклонениям потенциала от ПП. При воздействии на них 
внешним стимулирующим током разность потенциалов меняется, 
но незначительно, и возвращается к ПП, как только стимулирую­
щий ток прекращается. К невозбудимым клеткам относятся, напри­
мер, эпителиальные клетки, выстилающие стенки кишечника.
В возбудимых клетках разность потенциалов под действием 
электрического тока значительно изменяется. После кратковре­
менного воздействия стимулирующим током мембранный потен­
циал проходит через ряд стадий изменения, которые формируют 
так называемый потенциал действия (ПД), после чего мембрана 
возвращается в состояние покоя. К возбудимым клеткам относятся 
нервные, мышечные и секреторные клетки.
7.1.1. Потенциал Нернста
Равновесная разность потенциалов для определенного типа 
иона, которая устанавливается на границе раздела двух фаз, напри­
мер на клеточной мембране, в результате выравнивания потоков 
ионов, обусловленных градиентом концентрации этого иона по 
разные стороны границы и электрическим полем, возникающим 
из-за неравенства заряда вблизи границы фаз, называется потен­
циалом равновесия или потенциалом Нернста.
Рассмотрим два резервуара, разделенных полупроницаемой 
мембраной и содержащих один и тот же ион S. Концентрации иона 
отличаются в резервуарах (рис. 76). Предположим, что растворы, 
находящиеся по обе стороны мембраны, электронейтральны 
(по крайней мере в начальный момент времени), следовательно, 
заряд каждого иона S  сбалансирован зарядом другого иона S' про­
тивоположного знака. Например, положим, что S  — это ионы Na+, 
а S' —  ионы СГ. Будем считать для определенности, что с левой 
стороны мембраны находится внутриклеточное пространство, 
а с правой — внеклеточная среда.
В случае если мембрана проницаема к 5, но не к S \  различие 
концентраций по обе стороны мембраны приведет к потоку иона S 
с одной стороны мембраны на другую, положим с левой на правую. 
Поскольку ионы S' не могут диффундировать через мембрану, диф­
фузия ионов S  приводит к накоплению заряда по разные стороны 
мембраны (например, положительного заряда справа от мембраны 
и отрицательного — слева). Эта разница зарядов создает электри­
ческое поле, которое препятствует последующей диффузии ионов 
S  через мембрану. Равновесие достигается, когда электрическое
поле полностью компенсирует диффузию ионов S, так что суммар­
ный поток ионов через мембрану будет равен нулю.
Отметим, что в положении равновесия за счет диффузии ионов 
несколько изменится их концентрация по обе стороны мембраны, 
поэтому ни одна из сторон не будет абсолютно электронейтраль- 
ной. Однако важно отметить, что хотя диффузия ионов S  приводит 
к появлению электрического потенциала, только небольшое коли­
чество ионов S  диффундирует через мембрану. Поэтому можно 
считать, что концентрация ионов S  в растворах по обеим сторонам 
мембраны не меняется и они остаются электронейтральными.
Клеточная мембрана 









Рис. 76. Два резервуара, содержащих растворы с различными 
концентрациями иона S, разделенных мембраной
Для равновесного потенциала Vs для одиночного иона спра­
ведлива формула Нернста:
vs=— ln ^ iL , (172)
s zF  [5],.
где [S]e и [S]. — концентрации ионов данного вида (Na+, К +, Са2+ 
и т. д.) снаружи и внутри клетки; R — газовая постоянная; Т —  
абсолютная температура; F — число Фарадея; z — заряд иона.
Формула Нернста может быть получена на основе основопо­
лагающих законов термодинамики и рассмотрения электрохими­
ческих потенциалов соответствующих фаз. Ниже мы приводим
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другой, более формальный вывод формулы Нернста из стационар­
ного уравнения электродиффузии Нернста — Планка.
Когда мембранный потенциал равен Vs, градиент концентра­
ций в точности сбалансирован электрическим полем. Поэтому 
поток ионов через мембрану (и соответственно электрический 
ток) отсутствует.
Например, для мышечных сердечных клеток потенциал рав­
новесия VNa для ионов Na+ составляет примерно +60 мВ при нор­
мальной внеклеточной концентрации ионов [Na+] 6 = 140 ммоль 
и внутриклеточной [Na+]. = 5 ммоль. Потенциал равновесия VK 
для ионов К+ составляет приблизительно -90  мВ при концентра­
ции [К+]. = 145 ммоль внутри клетки и [К+]е = 4 ммоль во внекле­
точной жидкости. Потенциал равновесия VCa для ионов Са2+ равен 
приблизительно +100 мВ.
В реальности клеточные мембраны не бывают избирательно 
проницаемы только для ионов Na+ или только для ионов К+. 
Поэтому равновесный потенциал клетки, т. е. ПП, отличается от 
равновесных потенциалов для какого-либо одного иона. При этом 
ПП наиболее близок к равновесному потенциалу Кк, что указывает 
на существенно различную проницаемость мембраны для ионов 
разного вида в покое и позволяет предположить наибольшую про­
ницаемость для ионов К + по сравнению с другими ионами. Равно­
весный потенциал покоя в клетке является результатом взаимной 
компенсации нескольких токов (см. ниже формулу для ПП).
7.1.2. Уравнение электродиффузии Нернста — Планка. 
Вывод формулы Нернста
Рассмотрим математическое описание процесса электродиф­
фузии.
Поток ионов через мембрану определяется и градиентом кон­
центраций, и электрическим полем. Вклад, обусловленный гради­
ентом концентраций, описывается рассмотренным ранее законом 
Фика (150). Вклад, обусловленный электрическим полем, описы­
вается уравнением Планка:
здесь с — концентрация заряженных частиц (ионов S); и —  под­
вижность, т. е. скорость движения ионов при постоянном единич­
ном электрическом поле; z — валентность иона; z / \ z  \ определяет 
направление движущей силы иона; ср —  электрический потен­
циал; Уф — градиент потенциала, создающий электрическое поле, 
обусловливающее движение ионов.
Справедливо найденное Эйнштейном соотношение между 
подвижностью и и коэффициентом диффузии D  в формуле Фика:
RT _  J z \F
D = u  =>u = D 1—1— .
\ z \F  RT
Суммарный эффект концентрационного и электрического гра­
диентов предполагается аддитивным, т. е. в целом поток описыва­
ется уравнением Нернста — Планка
zF
J{ jc, t) = -Z)(Vc + -----сУф). (173)
RT
Для потока ионов через мембрану можно использовать одно­
мерный (скалярный) вариант уравнения Нернста —  Планка
/
J(jc, t) = - D
дс zF  Эф
—  +  с —
дх RT дх
(174)
где пространственная переменная х  задает положение точки 
в толще мембраны.
Обозначим х = 0 внутреннюю {inner) сторону мембраны, 
х = L — наружную {outer) и зададим следующие постоянные гра­
ничные условия задачи: с(0 , t) = с,; c{L, t) = с0.
Выведем формулу Нернста из условия равновесия между диф­
фузионным и электрическим потоками, т. е. равенства нулю потока 
иона J  = 0 в уравнении (174):
dc zF  dip
Отсюда имеем
1 dc zF  dip .
 +  — = 0 .
с dx RT dx
Интегрируя это равенство по х  на отрезке [0, L\, получаем 
1п (с „ ) - 1п(с,) = - | ^ ( ф п-ф,.),
здесь и ф. —  потенциалы на внешней и внутренней границе 
мембраны.
Пользуясь договоренностью обозначать разность потенциалов 
на мембране как разность потенциалов внутри и снаружи клетки: 
V = ф. -  фо, из выписанного равновесного соотношения получим 
формулу Нернста для равновесного потенциала:
vs=— liA.
s zF  с..
7.1,3. Уравнение Голдмана — Ходжкина — Каца. 
Потенциал покоя
Предположим, что электрическое поле постоянно в толще 
мембраны. Это приближение называется приближением постоян­
ного поля и не учитывает локальных отличий в плотности заряда 
в мембране в результате движения зарядов.
Пусть, как и раньше, х = 0 обозначает внутреннюю сторону 
мембраны, х = L — ее наружную сторону, с(0, t) = с,., c(L, t) = са — 
концентрации иона S  внутри и снаружи клетки.
Обозначим разность потенциалов между внутренней и внеш­
ней стороной мембраны V = ф (0)-ф (£). Пусть J  — стационар-
дс
ный поток, при котором —  = 0. Поэтому из уравнения диффузии
dt
дс dJ т—  =  следует, что J = const и не зависит от х.
dt dx
Постоянство поля означает, что
L L
Отсюда имеем
Подставив (175) в уравнение Нернста— Планка (174), получим
имеем следующее линейное неоднородное уравнение для с :
Решив его и подставив граничные условия для с, получим сле­
дующую формулу для потока J :
Здесь J — плотность потока (поток через единичную площадь 
поверхности), выраженный в молях в единицу времени на единицу 
площади.
Для перехода к плотности электрического тока (ток на еди­
ницу площади) / 5  следует умножить У на zF, т. е. на число зарядов, 
переносимых одним молем иона S :
 с  +  —  =  0.
dx RTL D
(176)
( zFV \Ci~C0QXp —
где Ps = D/L — проницаемость мембраны к иону S.
Формула (177), связывающая разность потенциалов на мем­
бране и вызываемый этой разностью потенциалов электрический 
ток, называется уравнением Голдмана — Ходжкина — Каца (ГХК). 
Это одно из ключевых уравнений, используемых в моделях элек­
трической активности клеток.
Если в (176) положить J  = 0, то можно вновь получить формулу
RT с
для потенциала равновесия. Как и должно быть, V = Vs =  In—,
zF ci
т. e. потенциал Нернста. Иными словами, когда мембрана разде­
ляет ионы только одного вида S , то отсутствие тока через мембрану 
определяется равенством мембранного потенциала равновесному 
потенциалу Нернста.
Если же мембрана разделяет несколько типов ионов, равновес­
ный потенциал на мембране не равен потенциалу Нернста ни для 
одного из типов ионов. Уравнение ГХК позволяет найти потенциал 
покоя Г, при котором будет отсутствовать суммарный электриче­
ский ток через мембрану, несмотря на то, что отдельные токи раз­
личных ионов могут быть ненулевыми (поскольку их потенциалы 
Нернста не совпадают с Г).
Разделим все ионы на две группы в соответствии с валентно­
стью z (z > 0 и z < 0). Для простоты будем считать, что z = ±1. Сум­
марный поток ионов равен сумме потоков для всех ионов, выра­
женных формулой ГХК. Приравняем суммарный поток к нулю 
и получим выражение для Г
j j)
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Это равенство можно разрешить относительно exp
а затем, прологарифмировав, получить формулу для V:
F K )  
RT  /
То есть в числителе под логарифмом стоит взвешенная сумма 
внешних концентраций положительно заряженных ионов и вну­
тренних концентраций отрицательно заряженных ионов, а в зна­
менателе, наоборот, взвешенная сумма внутренних концентраций 
положительно заряженных ионов и внешних концентраций отри­
цательно заряженных ионов. Этот потенциал называется потенци­
алом Голдмана — Ходжкина — Каца.
В частности, если мембрана разделяет ионы N a+(z = l), 
K+(z = 1) и Cl“(z = -1), то потенциал ГХК имеет вид
v  RT ln|4 a[Na+j,, + /ЦК*]. + Ра[С\~ j, )
'  F  U j N a 4  + / U n , + ^ c , [ C n J '
Эта формула говорит о том, что вклад ионов каждого вида 
в мембранный потенциал покоя определяется градиентом концен­
трации этих ионов и проводимостью мембраны для данного вида 
ионов.
Проницаемость мембраны для ионов Na+, К+, СГ различна. От­
ношение проницаемостей в покое таково: Рк :PNa :Ра = 1:0,04:0,05, 
т. е. мембрана в покое практически непроницаема для ионов Na+ по 
сравнению с ионами К+. Действительно, потенциал покоя в клет­
ках имеет значение, близкое к значению потенциала ГХК, который, 
в свою очередь, в силу относительно малой проводимости мембра­
ны ко всем ионам, за исключением ионов К +, близок к равновесно­
му потенциалу Нернста для ионов К+.
И уравнение Нернста, и уравнение ГХК определяют соотно­
шение между мембранным потенциалом и ионными концентраци­
ями в стационарном состоянии, когда большинство ионных кана­
лов на мембране закрыты и потенциал в основном определяется 
простой электродиффузией ионов через мембрану.
7.2. Модель мембраны как электрической цепи
Поскольку мембрана разделяет заряды, ее можно рассматривать 
как конденсатор, обладающий определенной электроемкостью:
здесь S  — площадь обкладки конденсатора (площадь поверх­
ности клетки); d  — расстояние между обкладками (толщина мем­
браны); 5 » rf; г — относительная диэлектрическая проницае­
мость; ео =8.8542-КГ12 —  проницаемость вакуума; Q — заряд на 
обкладке; V = Vi -  Vo —  разность потенциалов внутри и снаружи 
клетки.
Обкладками мембраны как конденсатора являются электро­
литы внутри и снаружи клетки, диэлектриком — сама мембрана. 
Емкость мембраны составляет около 1,0 м кФ /см 2. Отсюда можно 
получить относительную диэлектрическую константу мембраны
Клеточная мембрана может быть представлена в виде электри­
ческой цепи (рис. 77).
Предполагается, что мембрана работает как емкостное сопро­
тивление (конденсатор), соединенный параллельно с сопротивле­
нием (резистором), через который может течь ионный ток (т. е. ток 
через ионный канал).
Поскольку ток —  это производная заряда по времени, можно 








Рис. 77. Схема мембраны как электрической цепи
Растворы по обе стороны мембраны электрически ней­
тральны, т. е. разность потенциалов между любыми двумя точками 
пространства внутри (или снаружи) клетки равна нулю. Внутри/ 
снаружи клетки происходит простая диффузия, а не электродиф­
фузия ионов. Это позволяет утверждать, что накопления заряда 
по разные стороны мембраны не происходит. Заряд —  только на 
границах мембраны (внутренней и внешней), т. е. на обкладках 
конденсатора.
Поскольку нет результирующего накопления заряда на каждой 
из сторон мембраны (или, согласно первому закону Кирхгофа, 
поскольку все поле сосредоточено в мембране, во внеклеточной 
и внутриклеточной жидкости нет ни поля, ни токов), сумма ион­
ного и емкостного тока должна быть равна нулю, т. е.
Отсюда имеем основное уравнение для моделей электрофи­
зиологии
Итак, мы выяснили, как динамика мембранного потенциала 
зависит от ионного тока через мембрану. Теперь рассмотрим, как 
можно моделировать ионный ток в зависимости от разности потен­
циалов на мембране. Одну из возможных моделей дает уравнение 




где istim — ток стимуляции, который в возбудимой клетке иниции­
рует изменение мембранного потенциала; is —  токи ионов натрия, 
калия и т. д. через мембранные каналы.
Напряжение на мембране, обусловливающее ненулевой транс­
мембранный ток ионов 5, создается разностью текущего потенци­
ала на мембране V и потенциала Нернста создаваемого раз­
ностью концентраций иона S  по разные стороны мембраны. По 
закону Ома ток иона S  пропорционален напряжению, т. е.
is = 8 s< y-V s\  (179)
где g s = 1 / г —  проводимость мембраны для данного вида ионов, 
величина, обратная сопротивлению г. В соответствии с форму­
лой (179) положительным будет ток, выводящий положительные 
заряды из клетки.
Заметим, что проводимость мембраны в общем случае не 
является константой, а зависит от мембранного потенциала, состо­
яния самого канала, ионных концентраций:
85=85(УЛЗЫЗЪ9:.)9
т. е. gs меняется со временем. Далее будут рассмотрены модели, 
описывающие изменение проводимости мембраны.
Обычно задают проводимость на единицу площади поверхно­
сти мембраны, имея в виду, что суммарный ток определяется про­
водимостью одиночного канала и числом каналов, приходящихся 
на единицу поверхности.
С учетом соотношения (179) потенциал Нернста Vs для иона S 
называют еще и потенциалом реверсии, поскольку при изменении 
мембранного потенциала с величин, меньших Vs, до значений, 
больших Vp ионный ток меняет свое направление.
7.2.1. Ионные каналы. Вольтамперные 
характеристики с учетом специфики каналов
Ионные каналы (ИК) —  особым образом устроенные макро- 
молекулярные поры, через которые осуществляется селективный 
пассивный транспорт тех или иных ионов. Как мы уже видели, этот 
транспорт регулируется разностью концентраций ионов данного 
типа внутри и снаружи клетки, а также мембранным потенциалом. 
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Разделим вольтамперные характеристики (ВАХ) клеточной 
мембраны на две составляющие, условно называемые стационар­
ной ВАХ и мгновенной ВАХ.
Каналы могут открываться и закрываться в зависимости от 
величины мембранного потенциала. Поэтому, если на мембране 
наблюдается рост тока в ответ на рост потенциала, это может быть 
результатом двух различных факторов: 1 ) роста числа каналов, 
находящихся в открытом состоянии, даже если ток через отдель­
ный канал не меняется; 2 ) увеличения тока через отдельный канал, 
даже если число каналов остается неизменным. Это две крайние 
ситуации, в реальности они могут сочетаться.
В рамках физиологически оправданного допущения можно 
положить, что в ответ на мгновенное изменение разности потенци­
алов на мембране происходит относительно медленное открытие/ 
закрытие каналов и быстрое изменение тока через отдельные, уже 
открытые каналы. Такое изменение тока через одиночный канал 
характеризует его мгновенную ВАХ. Позднее в ответ на изменение 
потенциала открываются/закрываются каналы и возникает стаци­
онарный ток, в который вносят вклад и уже измененный ток через 
канал, и новое количество каналов. Такая связь напряжения и тока 
характеризует стационарную ВАХ. Таким образом, изучая в экспе­
рименте быстрый ответ (мгновенную ВАХ), можно оценить, какой 
тип связи — линейная (омическая) или нелинейная (в силу урав­
нения ГХК) — больше подходит для данного типа клеток (более 
подробно см. [56]).
7.2.2. Независимость движения ионов через канал. 
Соотношение Уссинга
Является ли движение одного иона через канал независимым 
от других ионов? Если да, то говорят, что такой канал отвечает 
принципу независимости. Принцип независимости базируется на 
предположении, что броуновские столкновения есть некий фак­
тор, в среднем одинаково влияющий на движение каждого иона,
т. е. эти столкновения — фактор среды как единого целого, а не 
взаимного влияния отдельных ионов друг на друга.
Рассмотрим ионный канал. Пусть мембрана разделяет два рас­
твора, содержащих ионы вида S  с концентрациями со (внешняя) 
и с. (внутренняя). Если предполагать справедливым выполнение 
принципа независимости, поток ионов S  из любой точки среды 
должен зависеть только от локальной концентрации S  в этой точке 
(быть пропорциональным этой локальной концентрации). В част­
ности, J.n — поток через мембрану снаружи внутрь клетки не зави­
сит от концентрации S  внутри клетки. Можно записать следующее 
соотношение:
Л ,= * вс„- (180)
Аналогично можно записать исходящий из клетки поток в виде
Лш = к£п  (181)
где ко и к. — некоторые константы, к. Ф ко.
Суммарный поток J s = kici -  к0с0.
Введем две величины: Vs — потенциал Нернста для задан­
ных концентраций с. и со, т. е. Vs — это потенциал, при котором
J s = 0 и J in = J our Пусть V —  заданный мембранный потенциал,
при котором J s Ф 0.
Для определенности положим, что S  — одновалентный поло­
жительный ион. Тогда из формулы потенциала Нернста следует, 
что
Определим такую гипотетическую внешнюю концентра­
цию с*, для которой потенциал Нернста оказался бы равен потен­
циалу V при данной внутренней концентрации с . Концентрация с* 
должна удовлетворять соотношению
Кроме того, для с* должно выполняться равенство к0с* = kicr 
Теперь оценим J in / J oux при заданных концентрациях ct и со\
Преобразовывая последнее выражение, получаем соотноше­
ние потоков Уссинга (Ussing flux ratio):
полученное им в 1949 г.
Кооме того, можно числитель в fhonMvne (183), используях ' 1 " 1' J V /  * J
соотношение (182), записать как cjc.. Тогда отношение Уссинга 
(ОУ) записывается в другой форме:
Из этого выражения следует, что при отсутствии разности 
потенциалов на мембране ( К = 0 ) отношение потоков совпадает 
с отношением концентраций иона S  по разные стороны мембраны.
Проиллюстрируем применение отношения потоков Уссинга 
для сравнения натриевых токов, если одну и ту же клетку поме­
стить в раствор с высокой концентрацией Na+ (используем знак ' 
для обозначения величин при этой концентрации) либо с низкой 
концентрацией.
Как внутриклеточная концентрация [Na+]., так и мембранный 





Поскольку [Na+], взята одинаковой при рассматриваемых 
[Na+]^  и [Na+]„, то из соотношения (180) следует, что J'out = J ouV В то 
же время из соотношения (181) следует, что J'n / J in = [Na+ ]'о / [Na+]о.
Преобразуя выражение в (186) и используя отношение Уссинга
(185), получим
Это соотношение можно использовать для эксперименталь­
ной проверки того, удовлетворяют ли натриевые каналы той или 
иной клетки принципу независимости. Для этого клетку после­
довательно помещают в растворы с различными концентрациями 
Na+, методом фиксации потенциала {voltage clamp) поддерживают 
постоянную разность потенциалов на мембране, измеряют токи 
и сравнивают их отношение с (187).
Заметим, что в ходе разработки классической модели возбу­
ждения аксона кальмара А. Ходжкин и А. Хаксли проводили тон­
чайшие эксперименты по оценке натриевых и калиевых токов 
через мембрану аксона [46]. Для этого они использовали соот­
ношение (187) и аналогичное соотношение для калиевых токов 
(более подробно см. [56]).
7.2.3. Теоретический анализ выбора уравнения 
для ВАХ ионного тока через канал
Пусть на мембране поддерживается некая разность потенци­
алов V. Для этого анализа мы вернемся к уравнению электродиф­
фузии ионов через канал, при этом учтем, что электрическое поле
Ли, [Na+], ч  RT )
[Na+] ,- [N a +Xexp —
_________________ J
(~ V F \
(187)
непостоянно в разных точках канала, т. е. в общем случае градиент 
5ф
потенциала —  * const.
дх
Рассмотрим для простоты случай, когда только положитель­
ные одновалентные ионы одного типа Sx и отрицательные однова­
лентные ионы второго типа S2 могут диффундировать через канал. 
В этом случае кроме уравнения Нернста — Планка для каждого 
типа ионов понадобится еще одно уравнение для оценки их сов­
местного действия. Мы получим его из уравнения Пуассона.
Для каждого типа ионов уравнение Пуассона выглядит так:
^ Ч = _ _ р ^ п = 1 2
, 2  ’ ах 8 8 0
где фл — потенциал поля, создаваемого ионами Sn в произволь­
ной точке х  канала; ри —  объемная плотность заряда ионов 
ео — диэлектрическая проницаемость вакуума; 8  —  относитель­
ная диэлектрическая проницаемость среды (в данном случае вод­
ного раствора); рп = q c n, где сп — концентрация иона, a qn —  заряд 
на единицу концентрации этого иона. В случае противоположно 
направленных зарядов qx = +q, q2 = -q .
С учетом того что потенциалы электростатических полей, 
создаваемых двумя зарядами, складываются, получаем
d 2 ср_ q{cx- c 2)
dx еео
Для каждого типа ионов запишем уравнение Нернста 
Планка с учетом валентности иона:
J | = _A f e + _5LCi^ 2
I dx RT dx
(188)
(189)
dc2 F  dip
dx R T ° 2 dx
Мы рассматриваем стационарный режим функционирования 
канала, когда величины (концентрации, потоки, потенциал) не 
меняются во времени. Поэтому выполняется еще одно условие:
У, = const,, У2 =const2.
Наша задача как раз и состоит в отыскании неизвестных вели­
чин У, и Jr
Зададим граничные условия для сг с2 и ср. Пусть канал имеет 
длину L и, как обычно, х = 0 соответствует внутренней стороне 
мембраны, а х = L —  внешней.
В силу электронейтральности растворов зададим
Значения потенциала на границах определим следующим 
образом:
В общем виде система уравнений (188)—(189) не может быть 
решена аналитически. Однако в 1992-1993 гг. Изенбергом с кол­
легами были предложены важные аппроксимации уравнений 
системы, которые мы далее рассмотрим.
Проведем обезразмеривание системы:
с2 (0) = с, (0) = с,. с2 (L) = с, (L) = са.
ф(0 ) = V , <р(1 ) = 0 .
X
(190)




Выразив (188) и (189) через новые переменные и опустив *, 
получим
-  dcx Уф
где X2 = J  = J L / (cD,), J 2 = J 2l / (cD2).
eeoRT
Теперь искомыми величинами являются J x и Jr
С учетом того что мы отбросили индекс *, граничные условия 
записываются следующим образом:
с2 (0 ) = с,(0 ) = с,., с2 (1 ) = с,(1 ) = с0, Ф(0 ) = v, ф(1 ) = 0 .
Рассмотрим две аппроксимации, учитывающие особенности 
каналов.
Короткий канал или низкие концентрации ионов. Если 
канал короткий (т. е. L —  малая величина) или концентрации ионов 
по обе стороны мембраны низкие (т. е. с —  малая величина), то 
можно принять X 1 .
Тогда положим X = 0, что дает
^1 = 0 .
dx
Имеем ф = их + Ь. Учитывая граничные условия, получим
dip _
dx
То есть аппроксимация X » 0 дает постоянный градиент элек­
трического потенциала, т. е. выполнение условия постоянного 
поля, которое приводит к уравнению ГХК, как мы видели раньше.
Уравнение для сх в системе (191) принимает вид
^ - v c , + 7 ,  = 0 . 
dx 1 1
Решая линейное ОДУ относительно ср получим
сх = — + AT,exp(vjc), 
v
где У, и К х находятся из граничных условий с,(0) = с, и с,(1) = со:
откуда получим
с , .= ^  + К„
V
се = ^ -  + К / ,
V
7  С( - С ле 
*/, =  V—
\ - e v
Если вернуться к размерным величинам и перейти к электри­
ческому току. С учетом того, что z = 1, то, как и ожидалось, полу­
чим в точности уравнение ГХК
; Fу  я  «т.
' ' L RT , F V '
1 —  е х п ----------------------
RT
с, - с оехр
1 -ех р
Так же можно получить выражение для ионов S2, но с учетом
z = - 1 .
Таким образом, уравнение ГХК применимо для описания ВАХ 
ионных токов через канал в случае короткого канала и/или низких 
концентраций иона.
Длинный канал. Обозначим ц= 1/Х и перепишем уравнение
(191) с параметром ц:
2 < /2ф  
-j dc. d<p
-У ' = ^ г +С> : г ’ ( 192>ах ах
-  dc, dip
- J 7 = — -~с\ — . 
dx dx
Для длинного канала г| * 0. Вообще говоря, исходя из этого, 
было бы некорректным прямо перейти к псевдостационарному 
уравнению с, -  с2 = 0 , поскольку замена левой части уравнения на 
ноль понижает порядок системы и граничные условия, заданные
для системы ОДУ второго порядка, могут не выполняться для 
редуцированной системы. Однако в нашей системе при заданных 
граничных условиях такая редукция допустима.
В результате получаем, что c,(x) = с2(х) во всех точках канала. 
С учетом этого имеем
2—  = - 7  - J  * J \ J 2*ах
dc
Поскольку оба потока постоянны, — - = const, следовательно,
dx
с (х) — линейная функция. С учетом граничных условий имеем
cl =c2 =ci +(ca - c i)x. (193)
Далее, вычтем третье уравнение из второго в системе (192). 
Получим
2 с, — = 2 J ,
' dx
где 2 J  = J 2 - J x.





-1п ( с , . + ( с 0 - с ,.)х ) + А:, (195)
где J  и К, как и в случае первой аппроксимации, находятся из гра­





где V, = In
с.
V е / У
— потенциал Нернста для обезразмеренных
величин.
Подставив найденные величины и их производные в уравне­
ние для J  j в системе (192), получим
J\ = ~  (v v,).
V 1
Видно, что мы получили линейную зависимость ионного 
потока от мембранного потенциала. Отсюда, перейдя к размер­
ным величинам и домножая на постоянную Фарадея, мы получим 
линейную зависимость для ВАХ канала.
Итак, для протяженных каналов более корректной аппрокси­
мацией ВАХ является линейная.
В обоих рассмотренных случаях концентрация с монотонно 
возрастает в толще канала, а значение ср потенциала, напротив, 
монотонно убывает в направлении «изнутри — наружу». Однако 
в первом случае линейной является зависимость ф(х), а во вто­
ром —  зависимость с(х).
Отметим, что при анализе ВАХ мы использовали особенно­
сти электродиффузии внутри канала в толще мембраны. Однако 
сами полученные зависимости (и линейная, и ГХК) определяют 
ток сквозь мембрану уже как функцию состояний (потенциалов 
и концентраций) только на границе мембраны. Это позволяет во 
многих более сложных интегративных моделях клеточного гомео­
стаза пренебрегать толщиной мембраны и процессами, происхо­
дящими в ее толще, рассматривая ее упрощенно, как тонкую (не 
имеющую поперечного размера) пленку, отделяющую клетку от 
внешней среды.
7.3. Потенциал действия. 
Модель Ходжкина —  Хаксли
7.3.1. Потенциал действия
Мы уже видели, что мембранный потенциал — один из ключе­
вых участников клеточного гомеостаза, который участвует в орга­
низации потоков ионов через мембрану. В ряде случаев наиболее 
важная регуляторная роль мембранного потенциала — передача 
сигнала от клетки к клетке или внутрь клетки.
В настоящее время общепризнанно, что распространение воз­
буждения в нервных и мышечных волокнах обусловлено электри­
ческим током. Возбужденный участок волокна становится генера­
тором электрического тока. Этот ток, возбуждая соседние участки, 
заставляет их, в свою очередь, генерировать ток, который перево­
дит в возбужденное состояние новые участки, и т. д.
В возбудимых клетках разность потенциалов на мембране 
может существенно изменяться в ответ на действие электри­
ческого тока. Это изменение разности потенциалов называется 
потенциалом действия (ПД). Во всех возбудимых тканях потен­
циалы действия обеспечивают сигнализирующую функцию и во 
многих клетках функцию управления, например в клетках сердеч­
ной мышцы. В клетках рабочего миокарда ПД участвует в регу­
ляции силы сокращения, служит в качестве триггера — запускает 
функцию сокращения.
Будем возбуждать клетку электрическим током в виде кратко­
временного электрического импульса.
При определенных значениях электрического импульса вели­
чина изменения разности потенциалов на мембране будет тем 
больше, чем больше амплитуда импульса. Такие ответы —  про­
порциональные импульсу и затухающие — называются градуаль­
ными. Если мы будем дальше увеличивать амплитуду импульса, 
то, начиная с некоторой величины мембранного потенциала, воз­
никает ответ по принципу «все или ничего», т. е. практически 
независимо от амплитуды стимула формируется характерный по 
форме и длительности ПД, а критический уровень изменения раз­
ности потенциалов, выше которого запускается этот ответ, назы­
вается пороговым уровнем. Малые изменения ПД к окрестности 
порогового уровня приводят к большим ответам (рис. 78).
Согласно закону «все или ничего» мембрана клетки воз­
будимой ткани либо практически не отвечает на стимул, либо 
отвечает с максимально возможной реакцией. То есть, если сти­
мул слишком слаб и порог не достигнут, потенциал действия не 
возникает; а если порог достигнут, то возникнет потенциал дей­
ствия, амплитуда которого практически не зависит от величины
стимулирующего тока. Это не означает, что амплитуда потенциала 
действия всегда одинакова: один и тот же участок мембраны, нахо­
дясь в разных состояниях, может генерировать потенциалы дейст­
вия разной амплитуды.
Толчок тока, 2 мс
Рис. 78. Влияние амплитуды стимулирующего тока на мембранный 
потенциал. Генерация ПД при надпороговой стимуляции
Во время развития потенциала действия наблюдаются быстрое 
смещение значений мембранного потенциала клеток от отрица­
тельных значений, соответствующих потенциалу покоя клетки 
-7 0 ...-9 0 м В , до положительных значений +40...+50мВ (депо­
ляризация) и последующий возврат к прежним значениям (репо­
ляризация). Реверсия мембранного потенциала во время развития 
импульса вызвана резким изменением проницаемостей мембраны 
для ионов.
В различных возбудимых тканях и амплитуда, и длительность, 
и конфигурация ПД могут существенно различаться, хотя меха­
низм остается сходным (рис. 79). В разных тканях вклады различ­
ных токов в формирование ПД могут быть разными.
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Рис. 79. Потенциалы действия в различных 
сердечных клетках млекопитающих
Рассмотрим ПД, характерный для миокарда желудочка сердца 
(рис. 80).
Как мы уже ранее выяснили, в покое проницаемость мем­
браны для ионов К+ наибольшая по сравнению с проницаемостью 
к другим ионам. Поэтому потенциал покоя всех клеток близок 
по значению к равновесному потенциалу Нернста для ионов К +.
Во время возбуждения происходит последовательное чередование 
фаз, когда проницаемость мембраны меняется в пользу тех или 
других ионов, что активирует соответствующие ионные токи через 
ионные каналы и другие транспортные механизмы, направленные 
внутрь или наружу клетки. Эти токи влекут изменение заряда 
на мембране и динамическое изменение мембранного потенци­
ала. Это, в свою очередь, снова меняет проводимость мембраны 
к ионам того или иного вида; таким образом реализуется регенера­
тивный процесс изменения мембранного потенциала во времени, 
т. е. формируется ПД.
Рис. 80. Потенциал действия кардиомиоцитов желудочков сердца 
млекопитающих. АРП и ОРП — абсолютный и относительный 
рефракторный периоды сердечного цикла
В частности, у ПД кардиомиоцитов рабочего миокарда желу­
дочков выделяют пять характерных фаз.
Ф а з а  0. Начальная фаза возбуждения — фаза быстрой 
деполяризации, т. е. достижение нулевой разности потенциалов, 
а затем смена поляризации мембраны. После достижения поро­
гового уровня мембранного потенциала резко увеличивается 
проницаемость мембраны клетки для ионов Na+, которые быстро 
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устремляются внутрь клетки (быстрый натриевый ток). При этом 
меняется заряд мембраны: внутренняя поверхность мембраны 
становится положительной, а наружная отрицательной. Вели­
чина мембранного потенциала изменяется от -90  до +30 мВ, т. е. 
происходит реверсия заряда — перезарядка мембраны. Продол­
жительность этой фазы составляет от долей миллисекунды до 
нескольких миллисекунд в различных типах возбудимых клеток, 
но не превышает 10 мс. Овершут — это часть ПД выше нулевого 
уровня. Во время овершута мембрана оказывается заряженной 
положительно.
Ф а з а  1. Фаза начальной быстрой реполяризации. Реполя­
ризация — восстановление поляризации, т. е. исходной отрица­
тельной разности потенциалов. Как только величина потенциала 
достигает примерно +30 мВ, проницаемость мембраны для ионов 
Na+ существенно снижается, а для ионов К+ начинает постепенно 
увеличиваться, что обусловливает выход положительных зарядов 
из клетки и снижение мембранного потенциала в сторону нулевого 
значения разности потенциалов.
Ф а з а  2. Фаза плато. В течение данной фазы величина 
потенциала снижается, но медленно, так что на кривой ПД наблю­
дается своеобразное плато. Эта фаза обусловлена одновременным 
противоположно направленным входом ионов Са2+ через кальци­
евые каналы и выходом ионов К + через калиевые каналы. Про­
должительность этой фазы достаточно велика и может составлять 
100-200 мс. В течение фазы мышечная клетка остается в возбуж­
денном состоянии.
Ф а з а  3. Фаза поздней быстрой реполяризации. К началу 
третьей фазы резко, практически до исходного уровня, уменьша­
ется проницаемость клеточной мембраны для Na+ и Са2+ и значи­
тельно возрастает проницаемость для К+. Поэтому вновь начинает 
преобладать выведение ионов К + наружу из клетки, что приводит 
к восстановлению прежней поляризации клеточной мембраны, 
имевшей место в состоянии покоя: наружная ее поверхность 
вновь оказывается заряженной положительно, а внутренняя
поверхность — отрицательно. Мембранный потенциал достигает 
величины потенциала покоя.
Ф а з а  4. Потенциал покоя. Во время этой фазы происхо­
дит восстановление исходных концентраций ионов внутри и вне 
клетки благодаря действию различных механизмов активного 
транспорта, в частности Na+-K+-Hacoca (см. раздел 6). При этом 
мембранный потенциал мышечных клеток остается на уровне 
потенциала покоя, т. е. около -90  мВ.
В некоторых клетках достижение порогового значения потен­
циала (следовательно, и генерация возбуждения) может происхо­
дить полностью за счет внутриклеточных процессов. В этом слу­
чае говорят, что клетка обладает спонтанной активностью.
В клетках сердечной мышцы есть специализированные клетки 
водителей ритма — синусного узла, которые обладают авторитми- 
ческой активностью, т. е. генерируют периодические колебания 
мембранного потенциала и тем самым задают ритм сердцебиения 
(см. рис. 79). В клетках синусного узла во время четвертой фазы 
происходит спонтанная диастолическая деполяризация мембраны, 
в результате которой достигается пороговый уровень потенциала, 
вслед за чем происходит генерация очередного импульса.
Сигнальная роль потенциала действия имеет две стороны. 
Во-первых, ПД, как правило, активирует основную функцию 
самой клетки (например, побуждает мышечную клетку к сокраще­
нию). Во-вторых, он позволяет возбуждению передаваться вдоль 
ткани — от одной клетки к другой (инициируя процесс возбужде­
ния как процесс горения).
Изучение генерации и распространения ПД является одной из 
центральных задач как экспериментальной, так и теоретической 
электрофизиологии в течение более чем 1 0 0  лет.
7.3.2. Модель Ходжкина—Хаксли
Алан Ходжкин и Эндрю Хаксли предложили математическое 
описание экспериментально наблюдаемой кинетики изменений 
натриевой и калиевой проводимости мембраны при различных сме­
щениях мембранного потенциала и построили модель генерации
ПД в нервных клетках, ставшую классической моделью в элек­
трофизиологии [46]. Они проводили свои работы на гигантском 
аксоне нейрона кальмара — нервных волокнах, идущих к мышцам 
кальмара, которые достигают в диаметре 1 мм (это в 50 раз больше 
диаметра самого толстого аксона млекопитающих, а по площади 
поперечного сечения аксоны кальмара превосходят аксоны млеко­
питающих в 2500 раз). В 1963 г. «за открытия, касающиеся ионных 
механизмов возбуждения и торможения в периферических и цен­
тральных участках нервных клеток», включая разработку мате­
матической модели, этими учеными совместно с Джоном Эклсом 
была получена Нобелевская премия по физиологии и медицине.
Значение модели Ходжкина — Хаксли (МХХ) выходит далеко 
за пределы собственно изучения ПД гигантского аксона каль­
мара. Ее идеи — основа моделей различных возбудимых клеток, 
в частности моделей электрической активности клеток сердечной 
мышцы.
Перейдем к рассмотрению МХХ. Основные ионные каналы 
в гигантском аксоне кальмара, определяющие поведение мембран­
ного потенциала, — натриевые и калиевые. Хотя имеются и другие 
токи, прежде всего обусловленные ионами хлора, они в совокуп­
ности малы и в МХХ объединены в общий ток утечки.
Аналогично рассмотренной ранее электрической схеме мем­
браны с одним сопротивлением (см. предыдущий параграф), 
в электрической схеме МХХ рассматривается несколько сопро­
тивлений, через которые могут течь калиевый и натриевый токи, 
а также обобщенный ток утечки (рис. 81).
Для этой схемы записывается уравнение, в котором скорость 
изменения мембранного потенциала определяется суммой всех 
ионных токов через мембрану:
Cm^ -  = - ( g ^ ( V - K * )  + g A V - V b )  + g L{ V - V L) + i^m). (196) 
at
Здесь, как и раньше, V = Vi -  Ve — разность потенциалов на вну­
тренней и внешней поверхности мембраны; Ст — емкость мем­
браны; g Na, FNa, g K, VK — проводимости мембраны и равновесные
потенциалы Нернста для ионов Naf и К+; gL и VL — обобщенная 
проводимость и равновесный потенциал для всех остальных ион­
ных токов через мембрану, т. е. параметры обобщенного тока 
утечки; /stim < 0  — стимуляционный ток, как правило, достаточно 
интенсивный, но кратковременный, который необходим, чтобы 
довести мембранный потенциал до порогового уровня.
Измерено, что в течение развития ПД концентрации перено­
симых через мембрану ионов малы — порядка единиц пмоль/см2. 
Поэтому наружные и внутренние концентрации ионов, следова­
тельно и соответствующие потенциалы реверсии в модели аксона 
кальмара, можно считать постоянными (это часто не так для дру­
гих типов возбудимых клеток, например, для кардиомиоцитов 
позвоночных животных).
Внеклеточное пространство
Рис. 81. Электрическая схема модели Ходжкина —Хаксли 
Уравнение (200) можно переписать в эквивалентном виде:
(197)
где g  — эффективная проводимость мембраны g = g Na + g K + g L; 
Kq —  Равновесный потенциал = (g NaFNa + g KVK +gLVL) /g .
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Если бы проводимости g Na, g K, g L имели постоянные значе­
ния, то линейное относительно V уравнение (197) описывало бы 
процесс экспоненциальной релаксации мембранного потенциала 
к равновесному значению причем с достаточно большой скоро­
стью, поскольку константа времени этого процесса т = Ст/ g  при 
значениях проводимости в состоянии покоя имеет порядок 1 мс.
Именно так происходит при малых стимуляционных воздей­
ствиях, когда возмущенное значение потенциала не превышает 
порогового уровня. В этом случае в ответ на стимулирующее воз­
мущение потенциал очень быстро возвращается к исходному зна­
чению и потенциала покоя.
В случае когда возмущенное значение потенциала преодоле­
вает пороговый уровень, мембранный потенциал начинает изме­
няться практически независимо от стимула по собственному сце­
нарию. Единственным разумным объяснением этому явлению 
в рамках уравнения (2 0 0 ) является предположение, что проводи­
мости для ионных токов не есть постоянные величины, но сами 
зависят от мембранного потенциала.
А. Ходжкин и Э. Хаксли сумели измерить ионные токи при 
разных значениях постоянного мембранного потенциала и сумели 
определить вид зависимостей от потенциала соответствующих 
проводимостей в уравнении (200). Эти результаты обобщены в их 
классической работе 1952 г. [46].
Ионные токи в МХХ. Как зависят проводимости мембраны 
для ионов натрия и калия от величины мембранного потенциала 
и времени?
Существует экспериментальный метод фиксации напряжения 
на мембране (voltage clamp). Он обеспечивает создание на мем­
бране фиксированной разности потенциалов. Существуют веще­
ства, которые избирательно блокируют либо натриевые, либо кали­
евые каналы. Кроме того, можно использовать либо безнатриевые, 
либо бескалиевые растворы, чтобы исключить токи через соответ­
ствующие каналы. Таким образом, можно исследовать отдельно 
натриевый или калиевый токи, их кинетику в зависимости от мем­
бранного потенциала.
Было показано, что при возникновении потенциала действия 
существенно изменяется проводимость мембраны и для натрия, 
и для калия.
На рис. 82 показано семейство кривых, демонстрирующих 
зависимость проводимости от времени после ступенчатого изме­
нения напряжения на мембране на различную величину. Как 
видно, при ступенчатой деполяризации мембраны натриевая про­
водимость быстро нарастает, а затем падает до исходного уровня. 
Рост проводимости для калия имеет вид S'-образной кривой, кото­
рая выходит на постоянный уровень, зависящий от амплитуды 
изменения мембранного потенциала.
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Рис. 82. Изменения натриевой (а) и калиевой (б) проводимости 
мембраны аксона кальмара при различных смещениях мембранного 
потенциала от уровня потенциала покоя. Цифрами обозначена 
величина деполяризации
Таким образом, экспериментальные данные ясно показывают, 
что проводимости для ионов натрия и калия есть функции мем­
бранного потенциала и времени.
Предположим, что каждая из проводимостей мембраны и для 
ионов N a \ и для К+ регулируется некоторыми управляющими 
частицами, перемещающимися в мембране при изменении элек­
трического поля. Канал находится в открытом состоянии и спо­
собен пропускать ионы только в том случае, когда все управляю­
щие частицы пребывают в определенном состоянии. Вероятность 
обнаружить каждую из управляющих частиц в требуемом для 
открытия канала положении зависит от мембранного потенциала 
и изменяется во времени в соответствии с собственным кинетиче­
ским уравнением. В результате в уравнении для соответствующего 
тока присутствует вероятность одновременного нахождения сово­
купности частиц в нужном состоянии, и в предположении их неза­
висимости эта вероятность равна произведению вероятностей для 
каждой частицы занять требуемое положение, что приводит к сте­
пенным функциям и делает зависимость тока от потенциала суще­
ственно нелинейной. В частности, в МХХ было предположено, 
что для калиевого канала четыре «-частицы управляют открытием 
канала, а для натриевого — три активирующие т -частицы и одна 
инактивирующая й-частица.
Описание калиевой проводимости в МХХ. В МХХ было
предположено, что калиевая проводимость есть степенная функ­
ция вида
ё к = Т кп \  (198)
где g K — максимальная проводимость канала, константа, а п 
можно интерпретировать как вероятность некой управляющей 
частицы находиться в состоянии, обеспечивающем открытие 
калиевого канала. Поэтому п называется калиевой активационной 
переменной.
При этом величина п (или доля частиц, занимающих требуе­
мое состояние) зависит от мембранного потенциала и удовлетво­
ряет линейному кинетическому уравнению
dn n - n ^ v )  / ] f i n 4
где ^ ( v )  и x(v) —  функции, зависящие от величины v = V -  Veq, т. е. 
от отклонения потенциала V от некоторого равновесного потенци­
ала V 9 например, потенциала покоя или потенциала Нернста для 
ионов калия или потенциала, выбранного в качестве исходного 
в экспериментах со ступенчатым изменением потенциала, пока­
занных на рис. 82.
Напомним, что в этом уравнении при фиксированном зна­
чении потенциала n^iy) есть стационарное значение, к которому 
стремится п с константой времени x(v) при любом начальном зна­
чении п0 = п(0). Переход в стационарное состояние происходит тем 
быстрее, чем меньше величина т (рис. 83, левая панель).
Напомним также, что уравнение (199) можно переписать 
в эквивалентной форме:
~ Т ~ а п (у)0 -  и) -  Ря (v)w> (200)at
где параметры связаны следующими соотношениями:
п„ = —5»— , т = — !— .
а „ + р .  а .  + р.
Кинетические параметры ал, Рп есть потенциалзависимые кон­
станты скоростей переходов активационной частицы из состояния 
С, соответствующего закрытому состоянию канала, в состояние О, 




Заметим, что выбор четвертой степени в формуле (198) для 
калиевой проводимости МХХ не был обусловлен физиологиче­
скими причинами, например, данными о наличии именно четырех 
управляющих частиц, отвечающих за открытие канала. Эта сте­
пень была найдена авторами, чтобы воспроизвести в модели сиг­
моидальный характер нарастания во времени проводимости при 
ступенчатом повышении потенциала и экспоненциальный харак­
тер возврата проводимости к исходному уровню при обратном
скачке потенциала к исходному уровню в соответствии с экспери­
ментальными данными.
Рис. 83. Стационарные зависимости параметров проводимости каналов от 
потенциала. Левая панель: юх(Г), h^V), nJF)  — стационарные значения, 
к которым стремятся активационные переменные т, п и инактивационная 
переменная h с соответствующими константами времени тт h n(V). Правая 
панель: потенциалзависимые константы а(У), р(Г) скоростей переходов 
активационной частицы из состояния, соответствующего закрытому 
состоянию канала, в состояние, допускающее открытие канала
Пусть рассматривается ответ на скачок потенциала с Ve(j = 0 до 
некоторого значения V= v0, который затем удерживается постоян­
ным. Положим также для простоты, что п0 = 0. Тогда в соответст­
вии с уравнением (199) изменение во времени п описывается сле­
дующей функцией:
(  ' ^
И = И.(Уо) l - e  T(Vo)
V У
Это экспоненциальная функция с монотонно убывающим 
наклоном, а и4 обеспечивает сигмоидальный характер кривой.
Параметры ^ ( v )  и x(v) были оценены при каждом фиксиро­
ванном vk из соответствующих экспериментов, показанных на 
рис. 82; таким образом были получены дискретные наборы точек 
V* ~п^(ук) и vk - т ( уД  для которых затем были найдены наиболее 
подходящие непрерывные аппроксимирующие функции (рис. 83, 
левая панель).
7.3.3. Описание натриевой проводимости в МХХ
Из экспериментальной записи, представленной на рис. 82, 
видно, что в ответ на положительный скачок потенциала имеет 
место сначала довольно быстрое нарастание проводимости, 
а затем ее уменьшение. Это наводит на мысль, что в работе натри­
евого канала участвуют не только активационные переменные, 
открывающие канал, но и инактивационные переменные, которые 
переводят его в закрытое состояние.
Натриевая проводимость была представлена в МХХ в следу­
ющей форме:
(201)
где g Na —  максимальная проводимость, константа; т — вероят­
ность того, что активационная частица находится в состоянии, 
соответствующем открытому каналу; h — вероятность того, что 
инактивационная частица не блокирует канал (инактивационная 
переменная).
В состоянии покоя т близка к нулю и быстро нарастает при 
отклонении мембранного потенциала от потенциала покоя, а А, 
напротив, близка к единице в покое, а при изменении потенциала 
ее величина уменьшается (т. е. канал переходит в инактивирован­
ное состояние).
Для управляющих переменных записываются соответствую­
щие кинетические уравнения:
^ ■  = a m(v)(1 - " J) - P m(vK  (2 0 2 )
at
^  = a*(vXl-A)-P*(v)A,
at
где a m, Pm, aA, PA — функции мембранного потенциала (рис. 83, пра­
вая панель).
Собрав все уравнения для параметров проводимости кана­
лов и задав постоянную проводимость для тока утечки g L = const, 
получаем полную систему МХХ со следующим уравнением для 
мембранного потенциала v:
Cm^ = - ( g * y h(v - v^ ) +
+ g K n * (V-  VK ) + SL (V -  Vi ) + 'stim ).
7 N a  = g ^ K V ~ V  N a ) ’
Ac = £ кп (v —Vk)’
I L = g L ( v - v L\  (203)
где v = V -  Veq, vNa = FNa -  Veq, vK =VK-  Veq, vL =VL-  Veq —  отклонения 
потенциала V и потенциалов Нернста VK, FNa, VL от потенциала 
равновесия V , а кинетические уравнения для переменных т9 h и п 
представлены выше (см. формулы (2 0 0 ), (2 0 2 )).
Изложим некоторые результаты, вытекающие из анализа 
МХХ. При малых и кратковременных (подпороговых) токах сти­
муляции возмущенный мембранный потенциал быстро релакси- 
рует к потенциалу равновесия veq = V(0) -  Veq = 0, значение кото­
рого чуть выше величины vK = VK - V eq = - \ 2 m V .  Это происходит 
в модели так же, как и в натурном эксперименте на аксоне кальмара.
Заметим, что vK < vL < vNa, это приводит к выполнению соот­
ношения vK < v < vNa, т. е. значение мембранного потенциала лежит 
всегда между потенциалами Нернста для К+ и Na+. Поэтому / Na < О 
всегда направлен внутрь клетки, а / к > 0 — наружу. Если бы 
S k и £ка были константами, то возвращение к состоянию равнове­
сия (veq = 0 ) происходило бы после прекращения стимулирующего 
тока с достаточно большой скоростью.
Реальная последовательность событий в ответ на надпоро- 
говый ток определяется динамикой величин т, h и п (рис. 84). 
Из рис. 83 видно, что тДу) при любом v намного меньше, чем тДу) 
и x„(v). Поэтому dm/dt меняется гораздо быстрее в ответ на измене­
ние v, чем dn/dt и dh/dt (рис. 84). При каждом текущем значении v 
фазовая переменная т достаточно быстро стремится к стационар­
ному значению m j y )  с характерным временем xm(v), а зависимость 
m j y )  является возрастающей с ростом v (см. рис. 83).
Итак, в первую фазу формирования ПД происходит следую­
щая цепь событий: стимул —> рост v (в силу выполнения уравнения 
(203)) —► рост т —► pocTgNa и соответствующего /Na —► дальнейший 
рост v (рис. 84, 85).
Если бы только т зависела от v, то потенциал постепенно 
вышел бы на стационарное значение, близкое к vNa (так как m j v )  
имеет горизонтальную асимптоту).
Однако / Na зависит также от величины инактивационной пере­
менной h. В состоянии покоя (v = 0) инактивационная компонента 
Ав(0) = 0 ,6 . Когда v увеличивается, то h j v )  —► 0  (см. рис. 83), 
следовательно, и A(v) —► 0 (см. рис. 84). Однако xA( v ) »  t w( v ), 
поэтому приближение h к соответствующим значениям h^ проис­
ходит намного медленнее, чем стремление т к (см. рис. 83).
В результате имеется значительная задержка между временем, 
когда /и, возрастая, вызывает рост натриевого тока, и последую­
щей стадией, когда натриевый ток начинает уменьшаться за счет 
уменьшения h (рис. 84, 85).
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Рис. 84. Изменение фазовых переменных т, /?, п 
и проводимостей каналов gNa, gK в МХХ
Таким образом, сначала /Na растет, за ним растет потенциал, 
и только через какое-то время /Na начинает падать, так что дальней­
шее изменение потенциала начинает в значительной степени зави­
сеть о т  соотношения внутрь направленного /Na и противоположного
наружу направленного / к. При этом стационарные характеристики 
калиевой проводимости л х ( г )  и т „ ( у )  таковы, что / к активируется 
за счет роста проводимости gK примерно в ту же фазу, когда инак­
тивируется /Na (рис. 84).
Преобладание / к приводит к падению потенциала v, причем 
даже ниже ПП (v = 0) в направлении v = vK (рис. 85). Наконец, 
когда v становится близким к vK, то / к становится достаточно 
малыми, что вместе с внутрь направленным током утечки (так как 
v < v L, IL < 0) приводит к возвращению потенциала к значению ПП 
(рис. 85) и последующему установлению всех исходных значе­
ний параметров проводимостей каналов. В частности, происходит 
процесс восстановления натриевых каналов от инактивации (рост 
величины Л), что через некоторое время делает мембрану вновь 
восприимчивой к следующему стимулу (см. рис. 84).





Рис. 85. Генерация нервного импульса. Формирование потенциала 
действия V и изменение во времени токов через натриевые 
и калиевые каналы /Na, / к и тока утечки IL
Итак, можно выделить четыре фазы ПД (рис. 85):
1 ) быстрый рост v в ответ на стимул — деполяризация 
мембраны;
2 ) возбужденное состояние (v > 0 );
3) рефрактерность (некоторый период невозбудимости, в тече­
ние которого мембрану практически невозможно возбудить новым 
стимулом);
4) восстановление потенциала до ПП.
Порог стимуляции. Изменение потенциала мембраны в ответ 
на стимул приводит к возбуждению нервного волокна и возник­
новению в нем импульса лишь в том случае, когда это началь­
ное изменение превышает пороговую величину. Слишком малые 
«подпороговые» изменения потенциала затухают, не порождая 
импульса.
Как объясняется наличие порога у нервного волокна в рам­
ках МХХ? Если изменение потенциала мало, то вызванный 
этим изменением /Na оказывается меньше / к и суммарный ток 
возвращает потенциал мембраны к исходному значению. Если 
же изменение мембранного потенциала превосходит некоторое 
определенное значение, то / Na становится больше /к. При этом 
деполяризация волокна увеличивается, что приводит к дальней­
шему увеличению /Na, и т. д. Происходит регенеративное развитие 
импульса. Таким образом, значение мембранного потенциала, при 
котором /Na = /к, и есть порог возбуждения.
Рефрактерность. Наличие у всех нервных и мышечных воло­
кон интервала рефрактерное™, т. е. некоторого периода невозбу­
димости, наступающего после прохождения импульса, тоже есте­
ственно вытекает из рассматриваемой модели. Как мы видели, 
через некоторое время после возникновения в волокне импульса 
величина h становится мала, а величина п возрастает. В этих усло­
виях при любом увеличении мембранного потенциала соответст­
вующий / к будет превышать /Na, т. е. любая стимуляция будет под- 
пороговой. В этом и состоит явление рефрактерное™.
Существует несколько путей, когда система Ходжкина —  
Хаксли может перейти в режим осцилляций (автоколебаний):
1. Периодическая стимуляция электрическим током доста­
точно высокой постоянной амплитуды. В этом случае, если сти­
мулы наносятся позднее интервала рефрактерное™, они вызы­
вают периодические ответы в виде ПД.
2. Увеличение концентрации внеклеточного калия. Это уве­
личивает потенциал Нернста для калия, стало быть, и потенциал 
покоя. Если данное увеличение достаточно высоко, то потенциал 
покоя оказывается над пороговым уровнем, что вызовет осцил­
ляции и без стимулирующего тока. Поскольку в МХХ нет пара­
метров, непосредственно связанных с ионными концентрациями, 
можно, напрямую меняя потенциал Нернста для ионов калия, выз­
вать автоосцилляции в модели.
3. Уменьшение максимальной проводимости для ионов калия 
g K более чем в 2  раза подобным же образом вызывает автоколеба­
ния (рис. 8 6 ).
Рис. 8 6 . Уменьшение максимальной проводимости для ионов калия gK 
вызывает периодические ПД, т. е. автоосцилляции 
мембранного потенциала, в МХХ
Итак, модель Ходжкина —  Хаксли достаточно хорошо вос­
производит, притом не только качественно, но и количественно, 
основные особенности процесса возбуждения реального нервного 
волокна.
Вместе с тем при создании этой модели такие свойства волокна, 
как рефактерность, наличие порога и т. д., вовсе не закладывались 
в модель в явном виде и оказались предсказаниями модели.
Как мы уже замечали, МХХ легла в основу построения моде­
лей возбуждения различных возбудимых клеток. Например, модели 
генерации потенциала действия в сердечных клетках разного типа 
также опираются на МХХ. Одна из таких моделей, разработан­
ная профессором Д. Ноблом из Оксфордского университета для 
мышечных клеток желудочка сердца, обсуждается в разделе 9.
8. МОДЕЛИРОВАНИЕ 
МЫШЕЧНОГО СОКРАЩЕНИЯ
8.1. Механизмы мышечного сокращения
Способность к движению —  одно из характерных свойств 
всех живых организмов, начиная от простейших и кончая самыми 
сложными [32].
Мышечная ткань является возбудимой. Мышечные клетки 
имеют способность преобразовывать электрический сигнал 
в механическое сокращение, которое позволяет мышечным клет­
кам выполнять работу. Интервалы электрической стимуляции раз­
личны у разных видов животных в зависимости от типа мышц, 
например, для сердечных мышц это сотни миллисекунд в зависи­
мости от сердечного ритма.
В ответ на одиночный электрический стимул в мышечной 
клетке развивается потенциал действия, вслед за которым мышца 
развивает одиночный цикл сокращения-расслабления. Например, 
в сердечной мышце при периодической стимуляции наблюдаются 
периодические сокращения (рис. 87). Связь между возбуждением 
и механическим ответом мышцы называется электромеханиче­
ским сопряжением.
В любом цикле сокращения-расслабления выделяют фазу 
сокращения, т. е. фазу нарастания напряжения (силы к площади 
поперечного сечения) или укорочения мышцы, и фазу расслабле­
ния, т. е. фазу спада напряжения или обратное растяжение мышцы 
и возврат на исходную, начальную длину.
Мышцы делятся на два класса — поперечно-полосатые и глад­
кие мышцы. К первым относят все мышцы опорно-двигательного 
аппарата и сердечную мышцу. Гладкие мышцы обеспечивают 
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Рис. 87. Электромеханическое сопряжение в сердечной мышце. Сверху 
вниз — потенциал действия, изменение концентрации свободного 
кальция в клетке и генерируемая сила мышцы при периодической
стимуляции
Мышечные клетки называются миоцитами, клетки сердечной 
мышцы — кардиомиоцитами.
Рис. 8 8 . Одиночный кардиомиоцит
Поперечно-полосатые мышцы обладают поперечной исчер- 
ченностью — чередованием светлых и темных полос, заметным 
с помощью микроскопа.
Кардиомиоциты —  клетки неправильной цилиндрической 
формы длиной 100-150 мкм и диаметром 10-20 мкм. Рисунок 8 8
демонстрирует электронно-микроскопическую фотографию 
сердечной клетки, на которой видна ее поперечно-полосатая 
структура.
Схема организации мышцы показана на рис. 89. Мышца 
состоит из пучков волокон, а каждое волокно — из миофибрилл 
(сократительных белков), состоящих из элементарных сократи­
тельных единиц саркомеров.
Пучки мышечных волокон
Рис. 89. Структура мышцы
На рис. 90 показано одиночное волокно, состоящее из 
миофибрилл.
Каждая миофибрилла разделена на множество сократительных 
единиц, называемых саркомерами. Каждый саркомер имеет длину 
около 2,5 мкм и ограничен двумя так называемыми Z-дисками 
(Z-линия). Каждый саркомер содержит два типа параллельных 
друг другу белковых филаментов (нитей): тонкие нити актина 
и толстые нити миозина. К Z-дискам крепятся концы актиновых 
филаментов. Если смотреть с торца, шесть тонких нитей располо­
жены вокруг каждой центральной толстой нити в шестиугольном 
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порядке, в то же время каждая тонкая нить окружена тремя тол­
стыми (рис. 90) [30].
Рис. 90. Структура миофибрилл.
Иллюстрация заимствована из [2]
Если смотреть сбоку, в саркомере есть области, где тонкие 
и толстые нити перекрываются и не перекрываются. Области, 
где нет перекрытия, содержащие только тонкие нити, называ­
ются У-band (/-диски), от слова «изотропный», а области, содер­
жащие миозиновые (толстые) нити, перекрывающиеся с тонкими,
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называются /1-band (/1-диски), от слова «анизотропный». Цен­
тральная область саркомера, содержащая только толстые нити, 
называется Я-zone (Я-зона). Во время сокращения-расслабления 
за счет взаимодействия между толстыми и тонким нитями пере­
крытие между ними динамически меняется: сначала увеличива­
ется, а затем возвращается к исходному уровню, зависящему от 
начального растяжения саркомеров, другие зоны соответственно 
тоже изменяют свою длину.
8.1.1. Мостиковая теория мышечного сокращения. 
Теория скользящих нитей
Толстые нити состоят из белка миозина, который образован 
полипептидной цепочкой с глобулярной головкой (рис. 91).
Поперечный мостик
б
Рис. 91. Толстые нити миофибрилл. (а) Центральную часть толстого 
филамента составляют тяжелые цепи молекул миозина, головки кото­
рых ориентированы в противоположном направлении в двух половинах 
толстого филамента. (б) Структура молекулы миозина. Две глобулярные 
головки каждой молекулы образуют боковые выступы — поперечные 
мостики толстого филамента, которые могут связываться с активными 
центрами на тонкой нити
Эти головки при взаимодействии с тонкой нитью образуют 
поперечные мостики, формируя связь, которая действует по прин­
ципу трещетки (шестеренки, храповика), чтобы тянуть тонкие 
нити. Кроме того, миозиновые головки могут дефосфорилировать 
АТФ в качестве источника энергии.
Тонкие нити состоят из трех типов белков: актина и регуля­
торного белкового комплекса — связанных друг с другом моле­
кул тропомиозина и тропонина (рис. 92). Каждая молекула актина 
(мономер) имеет примерно сферическую форму — глобула, они 
группируются в двухнитиевую спираль. Тропомиозин, белок 
в форме стержня или палочки, образует основу двойной спирали. 
Тропонин состоит из трех молекул, одна из которых содержит 
центр связывания для кальция. В отсутствие кальция тропонин- 
тропомиозиновый комплекс закрывает на актиновой нити места 
для связывания с миозином. Когда кальций связывается с тропо- 
нином, меняется конформация тропонин-тропомиозинового ком­
плекса так, что на актиновой нити открываются места для связы­
вания поперечных мостиков.




Рис. 92. Тонкие нити
Сокращение происходит, когда образуются поперечные 
мостики, они претерпевают конформационное изменение, 
обусловливающее генерацию усилия, заставляющего тонкие нити 
скользить вдоль толстых нитей.
В головке миозиновой молекулы содержится фермент 
АТФаза, который гидролизует АТФ в кинетическом цикле попе­
речного мостика, а именно без преобразования АТФ невозможно 
отсоединение мостиков. Этим, в частности, объясняется трупное 
окоченение —  невозможность расслабления мышц в отсутствие 
энергии. Энергия, высвобождаемая в ходе этой реакции, лежит 
в основе механической работы, осуществляемой поперечным 
мостиком.
8.1.2. Сопряжение возбуждения с сокращением 
(электромеханическое сопряжение)
Мышечное сокращение клетки запускается потенциалом 
действия (ПД), который генерируется в ответ на стимул, переда­
ваемый от нейрона в скелетной мышце или от клетки к клетки 
вслед за периодическим возбуждением пейсмейкерных клеток 
(водителей ритма) в сердечной ткани. Этот процесс называется 
возбуждением.
В сердечной мышце управляемые разностью потенциалов 
кальциевые каналы открываются вследствие развития ПД и ионы 
кальция входят в клетку, запуская высвобождение дополнитель­
ного кальция из саркоплазматического ретикулума (СР) — вну­
триклеточного кальциевого накопителя (депо), представляющего 
собой сеть, как бы опутывающую миофибриллы (рис. 93).
Характерное изменение внутриклеточной концентрации сво­
бодного кальция ([Са2+].) — быстрый рост вслед за началом воз­
буждения и последующий более медленный спад — называется 
кальциевым переходом. Увеличение [Са2+] на порядок величин 
по сравнению с покоем (с 0,1 до 1-2 мкМ) во время возбужде­
ния вызывает активное образование регуляторного комплекса на 
актине и изменение в его структуре, что позволяет толстым нитям 
связываться с тонкими и тянуть их, приводя к сокращению мышцы.
Итак, имеются три взаимосвязанных компонента электроме­
ханического сопряжения, которые во времени следуют друг за дру­







Рис. 93. Структура мембраны мышечного волокна с характерными 
впячиваниями (Г-системой) и сети внутриклеточных накопителей 
кальция —  саркоплазматического ретикулума. 
Иллюстрация заимствована из монографии [35]
[Са2+]
Рис. 94. Три компонента электромеханического сопряжения. 
Показаны ПД, кальциевый переход и сокращение, характерные 
для миоцитов желудочков сердца
8.1.3. Частота сокращений мышцы 
и механический ответ
1. В сердечной мышце происходят циклические сокращения, 
вызванные периодической электрической стимуляцией клеток со 
стороны клеток —  водителей ритма. Интервал стимуляции раз­
личен у разных видов животных, обычно это сотни миллисекунд. 
Пример — пульс человека в покое 1 Гц, а при нагрузке — до 2 Гц 
и более. Описанные выше процессы возбуждения-сокращения 
происходят периодически с этой внешней частотой.
2. В скелетной мышце импульс подается из спинного мозга 
в момент появления механической задачи, например, удержание 
груза, и постоянно подается (повторяется) с высокой частотой 
(> 20 Гц) до конца выполнения этой задачи.
В отличие от сердечной мышцы в скелетной мышце можно 
инициировать не только одиночные сокращения, но и так называе­
мое тетаническое сокращение. Тетанус — состояние длительного 
непрерывного напряжения мышцы, возникающее при поступле­
нии к ней нервных импульсов с такой частотой, что расслабления 
между последовательными одиночными сокращениями практиче­
ски не происходит [56].
В результате кальциевые сигналы возникают вновь и вновь, 
когда еще предшествующий сигнал не успел уменьшиться. 
В результате наблюдается стационарный режим с постоянной 
силой сокращения в течение интервала выполнения механической 
задачи.
В скелетной мышце различают два вида тетануса: зубчатый 
и гладкий. Эти два вида сокращений достигаются за счет разной 
частоты стимуляции мышц. В скелетной мышце частоты стимуля­
ции могут достигать 50 Гц, поскольку у них очень короткий ПД. 
Гладкий тетанус образуется при более высокой частоте стимуля­
ции, чем зубчатый.
Таким образом, для миокарда характерны циклические 
сокращения, связанные с циклами изменения [Са2+]. и кальцие­
вой активации сократительных белков, а скелетная мышца может 
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в физиологических условиях сокращаться при постоянном уровне 
кальциевой активации, т. е. в условии тетануса.
8.1.4. Режимы механического нагружения мышцы
В физиологических экспериментах используются глав­
ным образом два основных режима механического нагружения 
мышцы — изометрический или изотонический.
Изометрический режим. В изометрическом режиме фикси­
руется длины мышцы, при этом исходное растяжение саркомеров 
(и соответствующая длина зоны перекрытия между миофила- 
ментами) может варьировать в зависимости от заданной длины 
мышцы. Мышца генерирует изометрическое напряжение при 
заданной частоте стимуляции (одиночное сокращение или тета­
нус) (см. пример изометрического сокращения сердечной мышцы 
на рис. 95).
В сердечной мышце изометрический режим сокращения отча­
сти имитирует изоволюмическую фазу сердечного цикла, когда, 
например, напряжение растет в стенке левого желудочка и увели­
чивается давление в полости желудочка без изменения его объема, 
пока не откроется аортальный клапан и не начнется фаза изгнания 
крови из желудочка в аорту.
Изотонический режим. В изотоническом режиме фиксиру­
ется нагрузка на мышцу, и она укорачивается (растягивается) под 
заданной постоянной нагрузкой. Например, для сердечной мышцы 
изотоническая фаза имитирует фазу выброса крови во время сокра­
щения интактного сердца.
В изотоническом режиме сокращения (см. пример изотони­
ческого сокращения сердечной мышцы на рис. 95) нагрузка на 
мышцу поддерживается постоянной и в фазу сокращения, и в фазу 
расслабления.
В течение сократительного цикла мышцы при заданной 
нагрузке можно выделить несколько чередующихся фаз сокра­
щения: фазу изометрического напряжения, фазу изотонического 
укорочения/растяжения и фазу изометрического расслабления 
(см. кривые 2). Невозбужденная мышца сначала пассивно растя­
гивается до некоторой начальной длины Linit вследствие приложен­
ной преднагрузки г. В интактном желудочке начальное растяжение 
мышцы обусловлено притоком крови в полость желудочка в диа­
столу и соответствует установившемуся конечно-диастолическому 
объему. Эта длина фиксируется, а к преднагрузке добавляется 
постнагрузка Д  которая более не растягивает мышцу. В сердце 
закрытие атриовентриклулярного клапана (например, митраль­
ного клапана у левого желудочка) в конце диастолы не позволяет 
в начале нового цикла изменять размер желудочка до тех пор, пока 
не откроется аортальный (или легочный) клапан.
Время, мс
Рис. 95. Режимы механического нагружения сердечной мышцы. Изме­
нение силы и длины мышцы в изометрическом ( 1 ) и изотоническом (2 )
режимах сокращений
В изометрическую фазу сокращения сила, развиваемая мыш­
цей, должна достигнуть уровня суммарной нагрузки Р = D + г.
После этого мышце позволяют укорачиваться, а затем растяги­
ваться под постоянным грузом Р, это собственно изотоническая 
фаза. В сердце данная фаза начинается, когда давление в полости 
желудочка выравнивается с давлением в аорте и открывается аор­
тальный клапан, после чего начинается фаза изгнания.
Когда длина мышцы в фазу растяжения возвращается на 
исходный уровень, длину мышцы снова фиксируют и дальнейший 
спад силы до исходного уровня происходит при постоянной длине 
Linit, это фаза изометрического расслабления.
В отличие от сердечной мышцы в скелетной мышце и изоме­
трические, и изотонические сокращения могут быть получены не 
только в течение одиночного сокращения, но и при так называе­
мых тетанических сокращениях, т. е. в условиях тетануса.
8,2, Связь «длина — сила» мышцы.
Закон Франка — Старлинга для сердца
Из-за структуры саркомера напряжение, развиваемое мышцей, 
зависит от длины мышцы. На рис. 96 показана зависимость ампли­
туды изометрического напряжения как функции длины саркомера.
При малых длинах саркомера увеличение длины приводит 
к увеличению генерируемой силы мышцы вместе с увеличением 
перекрытия между тонкими и толстыми миофиламентами (восхо­
дящая ветвь связи «длина —  сила»). Однако при больших длинах 
саркомера дальнейшее увеличение длины либо не меняет силы —  
наблюдается плато связи «длина —  сила», либо сила начинает 
падать с ростом длины — нисходящая ветвь связи «длина —  сила».
Скелетная мышца работает при длинах саркомеров, соответст­
вующих плато связи «длина —  сила». Сердечная мышца работает 
в диапазоне длин саркомеров, соответствующих восходящей ветви, 
т. е. зависит от длины зоны двойного перекрытия миофиламентов. 
Но в отличие от скелетной мышцы связь «длина — сила» для сер­
дечной мышцы оказывается гораздо круче и не может быть объя­
снена только изменением длины зоны перекрытия тонких и тол­
стых миофиламентов (рис. 97). Для объяснения этого феномена
следует привлекать более тонкие механизмы мышечного сокраще­
ния в сердечной мышце, которые будут рассмотрены в разделе 9.
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Рис. 96. Связь «длина — сила» мышцы (а) и зависимость зоны 
перекрытия между тонкими и толстыми нитями в саркомере (б) [56]
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Рис. 97. Связь «длина — сила» для сердечной мышцы [56]
Применительно к целому сердцу связь «длина — сила» отра­
жается в фундаментальном законе сердца —  законе Франка —  
Старлинга: сила сокращения желудочков сердца, измеренная 
любым способом, является функцией длины мышечных волокон 
перед сокращением, т. е. чем больше наполнение камер сердца 
кровью в диастолу, тем больше сердечный выброс.
8.3. Связь «сила —  скорость»: модель Хилла
Одна из наиболее ранних моделей мышечного сокращения 
была создана А. Хиллом в 1938 г. [32], еще до того, как стали 
известны подробности строения саркомеров, Хилл ничего не знал 
про поперечные мостики.
В скелетной мышце (т. е. при постоянной кальциевой актива­
ции мышцы) при длинах, соответствующих плато изометрической 
связи «длина — сила», он проводил следующие эксперименты. 
К растянутой активной мышце, генерирующей постоянную силу, 
подвешивался груз /?, меньший изометрической силы мышцы. 
Затем мышце позволяли укорачиваться под этим постоянным 
грузом.
Оказывается, что после короткого переходного процесса 
устанавливается постоянная скорость укорочения v, соответст­
вующая данной величине нагрузки р. Причем чем меньше р, тем 
больше v. В целом v(p)  — монотонно убывающая зависимость. 
Хиллом в ходе тщательных измерений была получена аналитиче­
ская аппроксимация этой зависимости. Оказалось, что она имеет 
гиперболический вид.
Итак, Хилл заметил, что когда мышца сокращается под посто­
янным грузом (изотонически), стационарная зависимость между 
постоянной скоростью укорочения v и нагрузкой р  хорошо описы­
вается соотношением «сила — скорость»:
(p  + a)v = b(p0- p ), (204)
где а и b — параметры уравнения Хилла, которые зависят от типа 
мышцы и от условий, в который происходит эксперимент (в част­
ности, от температуры). Типичная кривая «сила — скорость» пока­
зана на рис. 98.
Рис. 98. Связь между нагрузкой на мышцу и скоростью ее укороче­
ния [32]. Экспериментально полученные значения (кружки) соеди­
нены кривой, удовлетворяющей уравнению Хилла с параметрами 
а = 14,35 грамм силы; a/pQ = 0,22; Ъ = 1,03 см/с
Когда v = 0, р =р 0, т. е. р 0 представляет собой изометриче­
скую силу — максимально возможную силу, развиваемую мыш­
цей при фиксированной длине. Напряжение, генерируемое ске­
летной мышцей в изометрическом тетанусе, почти не зависит от 
длины (скелетная мышца работает на длинах зоны плато кривой 
«длина — сила»), поэтому р 0 почти не зависит от длины.
Когда р  = 0, v = b p ja , эта скорость является максимальной, 
при такой скорости мышца может укорачиваться и соответствует 
скорости укорочения при нулевой нагрузке.
8.3.1. Реологические модели
Мышечная ткань (как сплошная среда) обладает одновременно 
и упругими, и вязкими свойствами (вязкоупругостью). Свойства 
таких сред называются реологическими.
Какой-либо материал может быть представлен в виде реологи­
ческой модели — комбинации вязких и упругих элементов. Упру­
гий элемент представляется в виде пружинки, вязкий —  в виде 
демпфера. В реальном материале морфологически (т. е. струк­
турно) таких элементов может и не быть, поэтому реологические 
модели — это не модели структуры, а модели функционального 
поведения вязкоупругих тел.
Мышца также может быть представлена в виде реологической 
модели — комбинации различных элементов (рис. 99). Модель 
активной мышцы включает в себя активный сократительный эле­
мент, представляющий собой саркомеры, т. е. он может сам гене­
рировать активную силу. В реологическую схему мышцы также 
включаются пассивные вязкие и/или упругие элементы. Они свя­
заны с пассивными свойствами мышечной ткани, например, с вяз­
костью и упругостью сократительных белков, соединительноткан­
ного каркаса и др., т. е. со свойствами ткани как материала.
Рис. 99. Упругий (слева) и вязкий (справа) элементы 
в реологических схемах
Сократительный элемент (рис. 100) представляет сократитель­
ные белки. Параллельная упругость относится главным образом 
к белку тайтину и частично к соединительнотканному каркасу. 
Последовательная упругость — упругие свойства миофиламентов 
и структурных и регуляторных белков, а также концевые эффекты 
или более податливые кардиомиоциты (когда они еще не акти­
вированы или активированы, но не успели развить достаточное 
напряжение).
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Чтобы имитировать переходный процесс изменения силы 
мышцы, возникающий при изменении ее длины, Хилл построил 
модель мышечного волокна, состоящую из сократительного эле­
мента, соединенного с последовательным упругим элементом 
(рис. 101). Характеристики сократительного элемента удовлет­
воряют соотношению «сила — скорость». Обозначим / длину 
сократительного элемента, х  — длину упругого элемента, тогда 
L = 1 + х  — общая длина мышцы. Обозначив v скорость сокраще­
ния сократительного элемента, мы получим
d[ 
d t 5
где v по определению связана с нагрузкой уравнением 
«сила — скорость».
Для моделирования переходного процесса Хиллу нужна была 
связь между наблюдаемыми переменными dp I dt и dLl  dt (точнее, 
p( t ) и L(t) — наблюдаемые, а их производные вычисляются на 




Рис. 101. Схема двухэлементной модели скелетной мышцы Хилла
Чтобы получить дифференциальное уравнение для р , восполь­
зуемся тем, что при последовательном соединении элементов их 
силы равны, т. е. сила сократительного элемента равна силе упру­
гого элемента. Предположим, что сила, генерируемая упругим 
элементом, — функция его длины р  = Р(х). Используем правило 
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Остается определить dP/dx.
Хилл сделал наиболее простое предположение, что упругий 
элемент линеен. Это значит, что его силу можно представить в виде 
P(jc) = a (x - jc 0), где х0 — заданная длина покоя. Тогда dP/dx = a, 
и дифференциальное уравнение относительно р  будет иметь вид
' dL | Ь(р0- р ) л 
v dt р  + а ,
8.3.2. Некоторые решения модели Хилла
Изометрический тетанус. Если скелетную мышцу привести 
в состояние тетануса с помощью повторяющейся стимуляции, 
через определенный период времени мышца разовьет изометриче­
ское напряжение. В изометрических условиях сокращения длина 
не меняется, поэтому dL/dt = 0. Следовательно, ДУ для напряже­
ния примет вид
Поскольку это дифференциальное уравнение первого порядка, 
его качественное поведение легко можно понять. Правая часть 
имеет единственный ноль при р  = р 0, это устойчивая особая точка. 
Значит, все решения уравнения должны стремиться к р 0 при t —► со. 
Решение может быть найдено в явном виде, так как это уравне­
ние с разделяющимися переменными. Найдем общее решение 
данного ДУ:
—  = аdP а К Р о~Р )
dt р  + а
Р +0 J  L J— dp = а  bdt,
Р0~ Р
Ро~Р Ро~Р Ро~Р Ро~Р
Р ь - Р )  J Ро~Р
- р  -  (Ро + а) 1п(Л) - р )  + С = а Ы.
Используем начальное условие /7(0 ) = 0, получим частное 
решение
- Р  ~ (Ро + а)ЩРо ~Р) + (Ро + а )1пЛ) =
= a b t - p - ( p 0+ а )( 1п ( / > 0 - р ) - \ п р 0) = а  Ы.
Получим уравнение - р - ( р 0 + а) ln(—— —) = а  bt, которое
Ро
в неявной форме описывает временной ход напряжения (рис. 1 0 2 ). 
При t —> оо р  —► р о , как и предполагалось.
Рис. 102. Изометрический тетанус
Отпускание мышцы с постоянной скоростью. Предполо­
жим, что мышцу, которую первоначально удерживали в ее изоме­
трическом напряжении, отпускают и позволяют ей укорачиваться 
с постоянной скоростью м. Кажется справедливым то, что напря­
жение мышцы должно уменьшаться, пока оно не достигнет значе­
ния р и, определяемого соотношением «сила —  скорость» для ско­
рости и. Дифференциальное уравнение для р  в этом случае
Ф  = а (_  + *<& г£))
dt р  + а
с начальным условием /?(0 ) = р 0.
Мы полагаем, что р 0 не меняется в ходе сокращения. Как 
и в предыдущем случае, у нас ОДУ первого порядка, правая часть 
которого имеет единственный корень, это устойчивая особая
точка р  = р и, где р и определяется соотношением «сила — ско­
рость» (ри + а)и = Ь(ро - р и). Чтобы найти решение, разделим 
переменные:
Ф  а  ~и(Р + д) + КРо -  р)  _ а  ФРо -  ид) -  (Ь + и)р
dt р  +а р  +а
Р + а , . р + а , /f ч ,dp = схЛ ——  dp = а ( 6  + м)Л;
(Ьр0 - и а ) - ( Ь  + и)р Ьр0- и а
Ь + и И
р и удовлетворяет соотношению «сила — скорость» для скорости и:
Ьр0 -  иа
р и = —^ -------, следовательно,
Ь + и
-^-dp = a(b + u)dt.
Р и - Р
Преобразуем левую часть, получим
Р + а = Р ~ Р и + Р и +а = _ ( 1  + Р»+ а ^
Р~Ри Р - Р и  Р~Ри  ’
J -  (1 + )dp = j a(b + u)dt,
P Pu
-p -  (Ри + а ) Щ р  -  Pu) + с = a(b + u)t.
Используем начальное условие p(0) = p0, найдем частное 
решение
~Ро ~(Ри + а)1п(А  ~Ри) + с = 0,
где с = р 0 +  ( р и +  а)1п(/?0 -  р и),
Р о - Р  + (Р„+ ° )1п Ро Ри = а (ь + и V- 
Р -Ри
При t —► оо р  —► р и, как и должно быть (рис. 103).
Модель Хилла является чисто феноменологической моде­
лью, т. е. моделью, воспроизводящей не механизмы поведения,
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а феноменологию — явления. В ней не заложены внутренние 
законы мышечного сокращения.
t
Рис. 103. Отпускание мышцы с постоянной скоростью
8.4. Мостиковая модель 
мышечного сокращения Хаксли
Через 20 лет после того, как была предложена модель Хилла, 
наблюдения, ставшие возможными благодаря усовершенствова­
нию экспериментальных методик, привели к выводу, что модель 
Хилла имеет серьезные ограничения (несовпадение вычислений 
с экспериментально полученными зависимостями). В частности, 
источником ошибочных вычислений может быть предположение 
о том, что соотношение «сила —  скорость» должно выполняться 
немедленно после изменения напряжения, что не соответствует 
экспериментальным наблюдениям по восстановлению напряже­
ния после ступенчатого изменения длины мышцы. Это привело 
к созданию модели совершенно другого типа, основанной на кине­
тике поперечных мостиков, а не на воображаемых сократительном 
и упругом элементе. Первая модель такого нового типа принадле­
жит А. Хаксли (1957) [48] и является основой для многих последу­
ющих моделей поведения мышцы.
Предположим, что поперечный мостик может связаться с цен­
тром связывания на актине в положении jc, где jc — расстояние
вдоль тонкой нити от позиции, при которой мостик не развивает 
силы (jc = 0), до центра связывания (рис. 104).










Рис. 104. Схема мостиковой модели Хаксли
Поперечные мостики могут быть связаны с центром связы­
вания при х > 0 , в этом случае они развивают активную сократи­
тельную силу, зависящую от х > 0 , или они могут быть связаны 
с актином при х  < 0 , в этом случае они развивают силу, которая 
препятствует сокращению.
Будем говорить, что поперечный мостик, связанный с центром 
связывания на актине в положении х , имеет смещение х  от ненапря­
женного состояния, определяющее его силу. Хаксли в своей модели 
предположил, что места связывания на актине находятся доста­
точно далеко друг от друга, так что каждому мостику доступно 
только одно такое место. С учетом данного предположения каж­
дый мостик (связанный или несвязанный) может быть ассоци­
ирован с единственным значением х. Поскольку мостики на проти­
воположных сторонах саркомера по отношению к средней линии 
(Я-зоне) ориентированы противоположно друг другу, при укоро­
чении саркомера половинки саркомера движутся навстречу друг 
другу, и изменение длины саркомера равно удвоенной величине 
смещения каждой из его половинок. Поэтому будем рассматривать 
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динамику мостиков в одной из половин саркомера, допустим для 
определенности — правой (рис. 104).
Обозначим р число поперечных (связанных и несвязанных) 
мостиков со смещением х. Предполагается, что возможность 
связывания ограничена некоторым интервалом - х 0 < х  < х0. Для 
простоты примем, что р не зависит ни от х  на этом интервале, ни 
от времени t. Другими словами, для каждого смещения х  число 
мостиков (связанных и несвязанных), оказавшихся в положении 
с таким смещением, одинаково и не меняется во времени, т. е. 
распределение общего числа мостиков не меняется во времени, 
но при этом доля присоединенных мостиков будет меняться. Это 
упрощение модели, первоначально принятое для изометрического 
случая, когда мышца имеет фиксированную длину, но оно не обя­
зательно должно выполняться в условиях, когда мышцу быстро 
растягивают внешней силой.
Обозначим п(х, t) долю мостиков со смещением jc, находя­
щихся в связанном состоянии. Сильно упростив механизм реакции 
циклирования (прикрепления-открепления) мостика, предполо­
жим, что мостик может находиться только в двух состояниях —  
несвязанном (U — unbound) или сильносвязанном (В —  bound), 
т. е. в состоянии, когда он генерирует силу.
Переходы между состояниями описываются простой схемой:
где константы скорости прямой и обратной реакции —  функции 
смещения х.
Закон сохранения для доли связанных поперечных мостиков 
можно получить следующим образом.
Рассмотрим все связанные мостики со смещением х  в интер­
вале [а, Ь\. Их общее число будет равно
ь
а
т. е. доля связанных поперечных мостиков на интервале равна
N  = J n(x , t)dx.
a
Пусть v > 0 — скорость скольжения нитей актина относительно 
миозина при заданной постоянной скорости укорочения саркомера 
(см. направление скорости движения на схеме, рис. 104). При этом 
скорость укорочения саркомера в 2  раза больше скорости скольже­
ния нитей.
Если бы движения миофиламентов не было, т. е. v = 0, то кине­
тическое уравнение для доли прикрепленных мостиков имело бы 
вид
т. е. мы имели бы в случае v = 0  фактически однопараметрическое 
семейство ОДУ с параметром х.
Однако, в общем случае, саркомер укорачивается с ненулевой 
скоростью (скорость скольжения миофиламентов рана v), и мы 
должны учесть ее влияние.
Поскольку мы рассматриваем случай укорочения мышцы, 
то движение нитей происходит справа налево, так же направлен 
«поток» мостиков через границы отрезка [а , Ь].
Покажем, что через границу х = а поток (количество в единицу 
времени) за пределы интервала равен J(a, t) = p v n  ( a , t \  а при­
ток внутрь интервала через границу х = b равен J(b , t) = p v n ( b , t )  
(рис. 105).
Действительно, общее количество мостиков, выходящих за 
малый интервал времени At за границу а , двигаясь справа налево, 
определяется количеством мостиков, которые в момент времени t 
имели смещение jc, не превышающее максимальное смещение 
Хт = v • А/, которое можно пройти, двигаясь со скоростью v за 
время At. Следовательно средний за время At поток через границу а 
выражается соотношением
-  = f ( x ) ( l - n ) - g ( x ) n ,  
at
рv(t)n(a, t) рv(t)n(b, t)
^ --------------------- 1--------------- ---------- ^
Рис. 105. Изменение доли связанных поперечных мостиков 
в интервале [а, Ь] в связи с движением нитей
По теореме о среднем имеем
л(я + Е, t ) -xm n(a + £, t )-vAt  , -гг ч
J(a, t) ~ р — 7  ;----------------------- ------ = p-/i(a + ^ ,0 -v ,
At At
где £, — некоторая средняя точка на интервале [0 , хт].
Далее перейдем к пределу при А* —► 0 и получим 
У(я, t) = p-n(a, t)-v.
Аналогично получим формулу для J(b, t) = р • пф, t) • v. 
Следовательно, с учетом реакции прикрепления-открепления 
мостиков и движения нитей имеем следующее уравнение для ско­
рости изменения общего количества присоединенных мостиков во 
времени:
д b ьр— J t^dx = p j (f  (jc)(1 -  az(jc, t)) -  g(x)n(x, t ))dx+J(b , t) -  J (a , t) =
^  a a
b
= p j ( /W ( l  -  n(x, 0 ) -  g(x)n(x, t))dx + p • V • (пф , 0  -  л(я, 0 ).
В силу формулы Ньютона —  Лейбница справедлива следую­
щая замена:
п ф , 0  -  п ф , 0  = [ ^  rfy.
J Я г
Подставим это выражение в правую часть уравнения сохране­
ния, внесем производную по времени под знак интеграла в левой 
части равенства и поделим все слагаемые на р. После этого 
перейдем от равенства интералов к равенству подынтегральных
выражений и получим следующее уравнение Хаксли для дина­
мики поперечных мостиков:
—  = f ( x ) ( \ - n ) - g ( x ) n .  (205)
dt dx
Полученное уравнение есть уравнение в частных производ­
ных. Проведя аналогичные преобразования, как было показано 
выше, можно показать, что уравнение (205) справедливо и для слу­
чая заданной скорости скольжения нитей как функции времени v(f).
+ 00
Вспомним, что р J п(х, t)dx —  общее число связанных мости-
— 00
ков. Предположим, что каждый мостик представляет собой пру­
жинку, развивающую силу упругости г(х), зависящую от его 
смещения х. То есть любой мостик, растянутый на величину х 
по отношению к нейтральной позиции, развивает одну и ту же 
силу г{х).
Тогда сила, развиваемая половинкой саркомера, будет равна
+00
р  = р J г(х)п(х, t)dx. (206)
-00
Именно эта формула является ключевой для дальнейшего при­
менения модели Хаксли.
Чтобы найти стационарную зависимость «сила — скорость» 
для мышцы, положим, что волокно движется с постоянной скоро­
стью и что п(х, t) стационарно, т. е. —  = 0. Тогда стационарное рас-
dt
пределение мостиков п(х) —  решение ОДУ первого порядка:
- v ^ -  = f ( x ) ( l - n ) - g ( x ) n .  (207)
ах
Если v мала, то п(х) хорошо аппроксимируется квазистацио-
f  («^ )нарным решением: п{х) = п ^ х )  = ----------  . При больших v п(х)
f ( x )  + g(x)
меняется медленно, как функция х.
Итак, в общем случае зависимость «сила — скорость» имеет
вид
где п(х) — решение уравнения (207).
Большая сила достигается при меньших скоростях. При нуле­
вой скорости изометрическая сила равна
При больших скоростях сила уменьшается, потому что мостик 
находится близко от центра связывания недолго, поэтому свя­
зывание маловероятно, в результате меньшая доля поперечных 
мостиков генерирует силу. Другой фактор уменьшения силы при 
больших скоростях — это то, что большее число мостов успевает 
попадать в область х < 0  до того, как они открепились, таким обра­
зом, генерируя силу, которая сопротивляется сокращению. При 
какой-то максимальной скорости сила, генерируемая мостиками 
с х  < 0 , уравновешивает силу, генерируемую мостиками с х  > 0 , 
мышца перестает генерировать силу, достигается максимум ско­
рости укорочения. Мы уже наблюдали, как это происходит в урав­
нении Хилла. Теория поперечных мостиков дает хорошее объясне­
ние этого явления.
Чтобы получить конкретные формулы для связи «сила —  ско­
рость», нужно подобрать подходящие функции Дх) и g(x) и затем 
вычислить п(х) и р  численно или аналитически.
Хаксли выбрал следующие кусочно-непрерывные функции
+ 00
р  = р J r(x)n(x)dx,
-0 0
(рис. 106):
Рис. 106. ФункцииДх) и g(x) в модели Хаксли
В этой модели скорость отсоединения мостика g небольшая, 
когда мостик генерирует сократительную силу, а когда х  отрица­
тельно и поперечный мостик сопротивляется сокращению, то 
g  возрастает. По тем же причинам мостики не присоединяются 
при отрицательных х (f= 0  при х  < 0 ) и скорость прикрепления 
возрастает с ростом х. Начиная с некоторого значении х = h ско­
рость прикрепления поперечных мостиков становится нулем, так 
как предполагается, что мостики не могут присоединяться к месту 
связывания, которое находится слишком далеко.
Решение стационарного уравнения (207) для п{х) 
можно получить с помощью кусочного решения ДУ.
Обозначим nv nv пъ решения на интервалах jc<0, 0 < jc<h  
и h < x .
dn.
Тогда n — решение уравнения - v — - = - g 2%
dx
nx V
A — константа интегрирования. Это решение ограничено при 
л: —> -о о , как и должно быть.
Найдем решение для п2, которое удовлетворяет уравнению
dx h h
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ДУ для л3 имеет вид
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g\x решение неограничено при х - > о о и у > 0 .
Единственное ограниченное решение этого уравнения —  
пъ = 0. Это понятно из физических соображений, так как мостик не 
может прикрепиться при х  > А, когда v > 0. Чтобы найти константы 
А и В, учтем, что решение должно быть непрерывным при х = 0 
и х = А.
л,(0) = и2 (0), « 2 (Л) = и3 (А) = 0,
#2°
и,(0) = ^ е ‘ = А,
п2( 0 ) = у;
g.+y;





Л = ^ l—  + B,
g \ + f \
n2(h)= +Bexp
g t + A
" (g\ + f \ )
2 vh
= ———  + 5exp 
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2v
B = — J±_
S\+fx






g \ + A  
0,x > h
+ fiexp
r x 2(g]+f ^  
2 vh
, 0 < x < h,
где A = - A A
gi+Ai gi+A\exp 2v
B = — A
gi +A\
exp '  K g ^ f ^
2v
На рис. 107 приведены решения для четырех значений v. 
Параметры модели были подобраны Хаксли таким образом, 
чтобы модель хорошо удовлетворяла экспериментальным данным.
Предположим, что мостик представляет собой линейно­
упругую пружинку, т. е. развиваемая им сила упругости r(x) = for,
тогда сила, развиваемая мышцей, определяемая формулой
+ 00
р  = рк j* х  • n(x)dx, может быть вычислена как функция скорости
— оо
укорочения, и результат можно сравнить с уравнением «сила — 
скорость» Хилла. Формулу здесь не приводим, она очень громозд­
кая. Результат сравнения приведен на рис. 108. В результате кри­
вая «сила —  скорость» по Хаксли демонстрирует очень хорошее 
совпадение с экспериментальными данными Хилла. Этот факт 
стал мощным свидетельством в пользу теории скользящих нитей 
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и циклирования поперечных мостиков как основы силогенерации 
и укорочения мышцы (модель Хаксли —  это упрощенное форма­
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Рис. 107. Распределения п в модели Хаксли для различных значений v, 
построенные в виде функции от безразмерной пространственной 
переменной x/h [56]
Нагрузка на мышцу
Рис. 108. Кривая «сила — скорость» модели Хаксли (сплошная линия) 
в сравнении с данными Хилла (кружки). Сила пронормирована так, 
что р(0) = 1. Параметры пронормированы так, что vmax = 1
Наличие х  — второй независимой переменной в дополнение 
к t, как правило, не нужно при решении задач интегративной физи­
ологии. Причем интегративные физиологические модели сами по 
себе сложны. Поэтому включение в них дифференциальных урав­
нений в частных производных —  часто непозволительная роскошь, 
особенно если одна из переменных этого ДУ не нужна для реше­
ния физиологических задач. Поэтому в таких моделях желательно 
описывать циклирование поперечных мостиков с помощью ОДУ.
9. МАТЕМАТИЧЕСКАЯ МОДЕЛЬ 
СЕРДЕЧНОЙ МЫШ ЦЫ
Выяснение молекулярно-клеточных механизмов возбуждения 
и сокращения сердечной мышцы является основой для понимания 
ее функционирования в норме и патологии, а также для диагно­
стики, прогноза и рациональной терапии заболеваний сердца.
Поскольку миокард — сложная биологическая система, 
в которой многочисленные внутриклеточные процессы тесно свя­
заны и взаимно влияют друг на друга, построение интегративных 
моделей электромеханической активности миокарда, верифици­
рованных по отношению к широкому кругу известных экспери­
ментальных данных и предназначенных для выяснения причинно- 
следственных связей между механическими и электрическими 
явлениями в кардиомиоцитах и тем более количественного анализа 
чувствительности миокардиальной системы к возможной вари­
ации (нормальной или патологической) параметров внутренних 
процессов или внешних условий ее функционирования, является 
актуальной задачей математической физиологии.
Математическое моделирование электромеханических про­
цессов в сердечной мышце стало возможным благодаря ряду обсто­
ятельств. Во-первых, многочисленные электронно-микроскопиче­
ские исследования позволили идентифицировать внутриклеточные 
структуры, ответственные за контрактильные процессы в кардио­
миоцитах. Удалось также установить морфологический субстрат 
сопряжения возбуждения с сокращением. Важным моментом яви­
лось и определение пространственных отношений между элемен­
тами аппарата сопряжения возбуждения с сокращением и количе­
ственных соотношений между этими элементами. Специальные 
физиологические эксперименты позволили определить характер 
физиологических процессов и их локализацию в сократительных
белках и аппарате электромеханического сопряжения, а также 
закономерности их протекания во времени. В итоге все это позво­
лило кристаллизовать гибкую схему физико-химических процес­
сов, протекающую в пространстве и во времени и регулирующую 
контрактильный акт кардиомиоцитов.
Во-вторых, тщательные высокоточные исследования на изо­
лированных внутриклеточных структурах (регуляторных белках 
актиновых нитей, рианодиновых каналах терминальных цистерн 
саркоплазматического ретикулума и кальциевых насосах про­
дольного ретикулума, одиночных ионных каналах сарколеммы) 
позволили определить ряд важных констант, характеризующих 
кинетические процессы в этих структурах. Первое и второе обсто­
ятельства обеспечивали описание физико-химических процессов, 
регулирующих контрактильный акт, на языке дифференциальных 
уравнений.
И наконец, третье обстоятельство, позволившее моделировать 
физиологические процессы в сердечной мышце, — создание мощ­
ной вычислительной техники.
Обычно первое и притом не самое сильное требование, кото­
рое предъявляют математической модели, состоит в ее способно­
сти при заданном наборе констант правильно описывать некоторое 
экспериментальное наблюдение. Более сильное требование заклю­
чается в том, чтобы при данном наборе констант модель описывала 
не одно явление, а широкий класс, в идеале — весь класс явлений 
(например, многочисленные экспериментальные факты, установ­
ленные при биомеханических исследованиях изолированной сер­
дечной мышцы).
Однако существует еще более сильное требование, предъяв­
ляемое математической модели: она должна предсказывать новые, 
неизвестные ранее явления, которые могут быть проверены экспе­
риментально. Другими словами, модель должна быть источником 
гипотез, притом конкретных, экспериментально верифицируемых. 
В принципе эвристический потенциал модели может быть обна­
ружен двумя путями. Во-первых, при численных эксперимен­
тах, направленных на описание данного класса явлений, может 
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выясниться, что при определенных условиях возникает неожидан­
ный или контринтуитивный результат. Во-вторых, модель заве­
домо может быть поставлена в условия физиологически значимые, 
но для описания которых она не была исходно предназначена. При 
этом в рамках модели может быть установлен новый, неизвест­
ный ранее класс эффектов, которые далее должны быть проверены 
экспериментально. Экспериментальное подтверждение результа­
тов численного моделирования в этом случае является мощным 
источником верификации исходной модели.
Далее мы проиллюстрируем, как фундаментальные электро­
механические процессы в клетках сердечной мышцы могут быть 
эффективно описаны на математическом языке. Мы покажем, 
как много полезного может дать математическое моделирование 
для выяснения возможных молекулярных механизмов регуляции 
сократительной функции сердечной мышцы. Наконец, мы проде­
монстрируем потенциал математического моделирования в каче­
стве уникального инструмента для установления нового класса 
явлений в сердечной мышце и выяснения молекулярно-клеточных 
механизмов этих явлений.
9.1. Схема электромеханического сопряжения 
в сердечной клетке
Хорошо известно, что механический ответ мышцы тесно 
связан с электрическими явлениями в ней благодаря совокупно­
сти внутриклеточных процессов, объединенных традиционным 
названием «сопряжение возбуждения с сокращением» (excitation- 
contraction coupling) [39, 54] или термином «электромеханическое 
сопряжение» (ЭМС), который используется в российской литера­
туре. В традиционной схеме ЭМС центральная роль в обеспече­
нии прямой связи между электрическим сигналом и механической 
реакцией общепризнанно принадлежит ионам кальция (Са2+).
На рис. 109 приведена реконструкция сердечной клетки, 
полученная на основании электронной микроскопии. Основ­
ными сократительными единицами сердечной клетки являются
саркомеры — упорядоченные структуры из толстых и тонких 
белковых нитей, которые формируют регулярную прямоуголь­
ную форму клетки и создают ее характерную поперечно-полоса­
тую исчерченность. В основе сократительной функции сердечных 
клеток лежит кинетика поперечных мостиков — головок миозина, 
взаимодействующих с активными центрами на актиновых нитях. 
Известно, что в процессе активации актиновых центров на тонкой 
нити принимают участие регуляторные белки, входящие в тропо- 
нин-тропомиозиновый комплекс. В состоянии покоя (в бескаль- 
циевой среде) молекулы тропомиозина, лежащие вдоль бороздок 
актиновой нити, препятствуют образованию актомиозиновых 
комплексов. Для того чтобы взаимодействие актина и миозина 
стало возможным, требуется участие Са2+ в достаточной концен­
трации. Присоединение Са2+ молекулами специфического тропо- 
нина С (ТпС) приводит к конформации тропонинового комплекса 
и изменению аксиального положения тропомиозиновой нити, 






Рис. 109. Схематическая реконструкция структуры волокна сердечной 
мышцы [39]. Показаны Т-трубочки и сеть СР, влючая терминальные 
цистерны, ассоциированные с миофибриллами
В качестве внутриклеточного депо Са2+, который активирует 
сократительные белки в сердечных клетках, служит сеть сар- 
коплазматического ретикулума (СР) (рис. 109), который пред­
ставляет собой разветвленную систему пронизывающих клетку 
трубочек, в которых морфологически выделяют два отдела: терми­
нальные цистерны (ТЦ) (или контакный ретикулум), контактиру­
ющие с Т-трубочками — впячиваниями мембраны внутрь клетки 
(фрагмент мембраны с Т-трубочкой изображен на рис. 109 и 110), 
и продольный ретикулум (ПР) (или ретикулярная сеть), распола­
гающийся внутри всего объема клетки и окружающий саркомеры. 
Функционально ТЦ и ПР также имеют различное назначение: 
на мембране ТЦ находятся рианодиновые рецепторы (RyR) —  
каналы, через которые Са2+ высвобождается из СР в саркоплазму, 
а на мембране ПР расположены Са2+—  АТФазы ретикулярного 
насоса, обеспечивающего обратную транслокацию Са2+ из сар­
коплазмы в СР. Кроме того, в ТЦ сосредоточены молекулы белка 
кальсеквестрина (CaS), имеющего большую емкость и низкое 
сродство к кальцию [39], так что кальций в ТЦ находится в преи­
мущественно связанной форме с CaS, что к тому же способствует 
направленному потоку свободного кальция внутри СР из сети СР 
в сторону ТЦ.
Остановимся кратко на описании цепочки биохимических 
событий в сердечных клетках, приводящих к формированию 
сократительного ответа сердечной мышцы.
На рис. 110 приведена схема участников процесса электро­
механического сопряжения в сердечной клетке. Процесс возбу­
ждения клетки обеспечивается возникновением относительно 
кратковременного специфического изменения разности потенциа­
лов на мембране клетки —  потенциала действия (ПД) (рис. 110). 
Потенциал действия имеет несколько фаз развития, начиная с фазы 
быстрой деполяризации мембраны и заканчивая реполяризацией 
к исходному уровню потенциала покоя, и занимает приблизи­
тельно третью часть длительности сократительного цикла в клет­
ках рабочего миокарда. Конфигурация и длительность ПД зави­
сят не только от типа сердечных клеток, существенно отличаясь
в клетках синусного узла, волокнах Пуркинье, предсердии или 
желудочке [54], но и существенно различаются в зависимости от 
локализации клеток в рамках одной камеры сердца, например в раз­
личных трансмуральных слоях или продольных участках стенки 
желудочка [42]. Кроме того, характеристики ПД сильно варьируют 
в зависимости от вида животных. Так, длительность ПД в клетках 
желудочка крысы составляет 100 мс, а у кролика — до 300 мс [54].
Рис. 110. Схема электромеханического сопряжения в кардиомиоци- 
тах. Стрелками обозначены ионные токи i k, переносящие ионы Na\ Kf 
и Са2\  потоки Са2+ между цитозолем и СР и внутри СР (./ , */tr, */е1),
а также образование комплексов Са2+ с внутриклеточными буферами
(CaS, ТпС, В,, В2)
Изменение мембранного потенциала определяется совокупно­
стью ионных (в основном Na% К+ и Са2 ) токов через мембрану 
через различные специфические и неспецифические мембранные 
каналы, обменники, насосы (рис. 110). В свою очередь, мембран­
ный потенциал влияет на величину и направление этих токов, 
изменяя проводимость мембраны к тем или иным ионам.
Ионы Са2+, наряду с участием в генерации сокращения, играют 
также важную роль в формировании ПД клеток рабочего миокарда 
(в дальнейшем мы будет рассматривать только такие клетки).
Поскольку в покое большая часть внутриклеточного Са2+ нахо­
дится в СР, концентрация свободного кальция Са2+ в саркоплазме 
([Са2+].) низкая -0,1 цМ. При деполяризации мембраны происходит 
активация кальциевых каналов L -типа на мембране клетки, пре­
имущественно локализованных в Т-трубочках. С одной стороны, 
внутрь направленный Са2+-ток через L-каналы /Са£ существен для 
поддержания положительного мембранного потенциала и играет 
важную роль в формировании плато ПД в клетках желудочка. 
С другой стороны, поступление относительно небольшого коли­
чества ионов Са2+ в субпространство (или диадическое простран­
ство), объединяющее L -каналы с расположенными в непосредст­
венной близости высвобождающими RyR каналами контактного 
СР, стимулирует активацию и открытие этих каналов и запускает 
лавинообразный процесс высвобождения Са2+ из СР —  так назы­
ваемый процесс кальцием вызванного высвобождения кальция 
(КВВК) [39]. Отношение количества кальция, высвобождающегося 
в цитозоль из СР (-100 рМ), к количеству кальция, поступающего 
через L-каналы (-10 рМ), называется в литературе коэффициентом 
усиления КВВК и варьирует в клетках разных видов животных, 
например, от 5:3 у морской свинки до 10:1 у крысы [Там же]. При 
этом коэффициент усиления может существенно увеличиваться 
при увеличении уровня Са2+ в СР. Поскольку процесс КВВК пре­
имущественно обеспечивает увеличение концентрации Са2+ в сар­
коплазме клетки, необходимое для формирования сократительного 
ответа, регуляция этого процесса имеет исключительное значение 
в обеспечении функции клетки. Контроль КВВК происходит на 
уровне локальных подпространств и вовлекает тонкие механизмы 
взаимодействия L- и RyR-каналов [82, 87].
Итак, приток Са2+ в клетку через L -каналы и вызванный им мощ­
ный поток из СР приводят к резкому и существенному повышению 
[Са2+]. (на два порядка величин — с 0,1 до 1 цМ). Характерное изме­
нение [Са2+]. в течение сократительного цикла, называемое Са2+
переходом (Са2+ transient), изображено на рис. 110. Видно, что Са2+ 
переход имеет некоторый сдвиг по времени развития и длитель­
ности по отношению к генерации ПД. Некоторый вклад в увели­
чение [Са2+]. вносит также и Na+-Ca2+ обменный ток 0 NaCa) в фазу 
reverse-mode, когда величина мембранного потенциала превышает 
потенциал реверсии для обменника, и один ион Са2+ поступает 
в клетку в обмен на три иона Na+, транслоцируемых из клетки. 
Роль этого тока в качестве потенциального триггера КВВК до сих 
пор обсуждается, но большинство исследователей придержива­
ются мнения о приоритетной роли iCaL в этом процессе [81]. В то 
же время количество кальция, поступающего в клетку с /NaCa, оце­
нивается как сравнимое с интегралом iCzL (Там же), поэтому /NaCa 
может играть определенную роль в регуляции соотношения входа- 
выхода Са2+ в течение одиночного цикла и поддержании его гомео­
стаза в клетке. Кроме того, /NaCa не только зависит от мембранного 
потенциала, но и, в силу своей электрогенности, может влиять на 
его изменение. Как будет показано ниже, в обратную фазу работы 
обменника {reverse-mode) ток /NaCa может оказаться достаточно 
чувствительным к временному ходу изменения [Са2+]. и благодаря 
этому существенно влиять на длительность фазы плато ПД.
Далее, резкий рост [Са2+]. вблизи саркомеров приводит к обра­
зованию комплексов Са2+ с ТпС (Са-ТпС). Благодаря этому происхо­
дят конформация тропонин-тропомиозинового комплекса и дере­
прессия свободных центров на актине, доступных для связывания 
с головками миозина, т. е. к образованию поперечных мостиков 
между актином и миозином. Дальнейшая конформация прикре­
пленных мостиков (переход из слабо- в сильносвязанное или сило­
генерирующее состояние) обеспечивает генерацию напряжения 
в саркомере и скольжение тонких (актиновых) нитей относительно 
толстых (миозиновых), что приводит к укорочению саркомера [54]. 
Таким образом, кальцийзависимая (зависимая от концентрации 
Са-ТпС комплексов ([Са^с])) кинетика прикрепления-открепления 
мостиков определяет сократительный цикл саркомера.
Расслабление мышцы происходит вследствие выведения Са2+ 
из поля реакции. Это осуществляется двумя путями: большая
часть кальция транслоцируется насосами СР обратно в сеть СР, 
а оставшаяся часть выводится из клетки частично при помощи 
кальциевой АТФазы сарколеммы, в основном благодаря Na+-Ca2+ 
обмену в прямую фазу работы обменника (forward-mode), когда 
Са2+ выводится из клетки в обмен на поступление Na+.
Таким образом, в соответствии с приведенной классической 
схемой электромеханического сопряжения генерация силы и уко­
рочение в течение цикла «сокращение — расслабление» мышцы 
определяются кинетикой поперечных мостиков, число которых 
определяется кинетикой Са-ТпС комплексов. Ключевую роль 
в электромеханическом сопряжении играют СР, а также согласо­
ванная работа кальциевых каналов, обменников и АТФаз, которые 
обеспечивают циклическое изменение концентрации Са2+ в сар­
коплазме, а также тонкую регуляцию общего содержания Са2+ 
в клетке в зависимости от условий сокращения сердечной мышцы.
9.2. Механоэлектрическая обратная связь 
в миокарде
Итак, схема электромеханического сопряжения или прямая 
зависимость между электрическими явлениями в миокарде и его 
механической функцией, опосредованная изменением [Са2+] . в кар- 
диомиоцитах (потенциал н> Са2+ переход I—» механический ответ), 
является общепринятой. Относительно недавно (см., например, 
обзоры [17, 61]) в физиологии сердечной мышцы начала форми­
роваться концепция о наличии контура обратной связи в схеме 
электромеханического сопряжения и значимости обратной связи 
между механическими и электрическими явлениями в регуляции 
функции миокарда. Состояние проблемы механоэлектрического 
сопряжения и основные достижения в этой области нашли отра­
жение в международной коллективной монографии «Сердечная 
механоэлектрическая обратная связь. От пипетки к пациенту» под 
редакцией П. Коля, Ф. Сакса, М. Франца [59] и ее недавнем втором 
издании [60]; в каждой из них одна из глав написана В. С. Марха- 
синым и О. Э. Соловьевой с соавт. [67, 68].
Поскольку феномен механоэлектрической обратной связи 
в регуляции функции миокарда только в последнее время начал 
активно обсуждаться физиологами и еще не нашел достаточного 
отражения в русскоязычной литературе (нам известна лишь моно­
графия «Механоэлектрическая обратная связь в сердце» (А. Г. Кам- 
кин и др.) [11] и глава в учебнике под редакцией А. Г. Камкина 
и А. А. Каменского [12] на эту тему), мы остановимся на обзоре 
состояния этой проблемы более подробно.
В 1915 г. Ф. Бэинбридж (F. Bainbridge) опубликовал резуль­
таты экспериментов, демонстрирующих механически вызванное 
увеличение сердечного ритма [38]. По-видимому, впервые понятие 
«механоэлектрическая обратная связь» (нем. Mechano-electrische 
Ruckkoppelung) применительно к регуляции функции сердечной 
мышцы было предложено в 1967 г. Р. Кауфманом (R. Kauftnann) 
и У. Теофил (U. Theophile), продемонстрировавшими усиление 
спонтанной и эктопической автоматии на мультиклеточных препа­
ратах предсердия и желудочков [59]. Появление аритмии при ударе 
в грудь без повреждения сердечной ткани — Commotio Cordis — 
впервые было описано в работе Ф. Ридингера (F. Riedinger) 
в 1982 г. [Там же]. В дальнейшем были получены многочисленные 
экспериментальные свидетельства влияния механических условий 
сокращения миокарда на его электрическую функцию (см. ниже). 
Однако механизмы, лежащие в основе феноменов обратной связи, 
и ее физиологическая и патофизиологическая значимость до сих 
пор являются предметом интенсивных исследований.
Механоэлектрическое сопряжение. В конце 70-х и в 80-е гг. 
были получены многочисленные экспериментальные свидетель­
ства существования обратной связи между механическими усло­
виями сокращения сердечной мышцы и формой и длительностью 
ПД. Было найдено, что длительность ПД (ДПД) возрастает, когда 
мышца укорачивается под меньшей постнагрузкой [63]. Напротив, 
увеличение начальной длины мышцы приводит к укорочению ПД 
[55, 63].
Наибольшее внимание исследователей, особенно в послед­
нее время, привлечено к изучению влияния растяжения препарата
{stretch) на его электрическую активность. Это, вероятно, вызвано 
поиском механизмов возникновения аритмий, наблюдающихся на 
фоне увеличения объема сердца (и, как следствие, возможного рас­
тяжения сердечных клеток) при перегрузке давлением, а также при 
резкой локальной деформации сердца. В частности, описанные 
в клинике случаи внезапной смерти при ударе в грудь {Commotio 
Cordis) связывают с такими не повреждающими ткани деформаци­
ями (предположительно растяжением) миокарда [59].
Влияние укорочения на электрическую активность карди- 
омиоцитов менее изучено. В то же время еще в работах группы 
Р. Кауфмана было показано, что скорость и длительность укоро­
чения, а также фаза сердечного цикла, в которую осуществляется 
навязанное укорочение, существенно влияют на длительность ПД 
[55, 63]. В частности, резкое укорочение сердечной мышцы в фазу 
завершения ПД (в фазу быстрой реполяризации) также может 
вызывать внеочередное возбуждение, как и ступенчатое растяже­
ние. Вместе с тем в интактном сердце в физиологическом диапа­
зоне постнагрузок не было обнаружено увеличения длительности 
ПД в фазу выброса [45].
Механохимическая обратная связь. В другой группе экспе­
риментов с прямой регистрацией [Са2+]. было установлено, что 
временной ход изменения концентрации свободного Са2+ в цито­
золе в процессе сокращения меняется при переключении от изоме­
трического режима сокращений к изотоническому и обратно [63], 
а также в зависимости от степени растяжения препарата в изоме­
трическом режиме сокращений [36, 37]. В ответ на кратковремен­
ные деформации (укорочение или растяжение) мышцы в процессе 
сокращения наблюдался дополнительный всплеск концентрации 
Са2+ в цитозоле, свидетельствующий о дополнительном механиче­
ски вызванном высвобождении кальция из некоторых источников. 
Кроме того, в экспериментах на скинированных волокнах сердеч­
ной мышцы было показано, что стационарная связь кальций —  
сила (зависимость стационарной силы, генерируемой мышцей, 
от постоянной концентрации Са2+ в растворе) зависит от длины 
препарата.
Было высказано предположение, что сродство ТпС к кальцию 
меняется при изменении механических условий, в частности, оно 
падает при укорочении мышцы и зависит от скорости укороче­
ния. Это положение было подтверждено рядом эксперименталь­
ных работ (см., например, обзор [71]). Оно также было проверено 
в ряде математических моделей (см. ниже о моделировании коопе­
ративных механизмов активации сократительных белков), где учет 
кооперативных механизмов активации сократительных белков 
позволил в рамках моделей описать широкий класс механических 
явлений в изолированных мультиклеточных препаратах.
Кинетика кальция —  звено механоэлектрической обрат­
ной связи. В экспериментах с одновременной регистрацией Са2+ 
свечения и ПД был выявлен существенный параллелизм измене­
ния длительности Са2+ перехода и длительности ПД, что позво­
лило высказать предположение о тесной связи этих явлений. 
Многие авторы пришли к выводу, что механозависимая кинетика 
внутриклеточного Са2+ через влияние на кальцийчувствительные 
токи (в частности, токи через каналы L-типа или через Na+-Ca2+ 
обменники) может лежать в основе обратной связи между сокра­
щением и возбуждением (см. обзоры [61, 62]).
Механочувствительные каналы. Вместе с тем открытие 
механочувствительных каналов (МЧК), которые вначале называли 
стретчактивируемыми каналами, поскольку они были обнаружены 
в экспериментах с растяжением препаратов миокарда, явилось 
новым толчком в исследовании связи между механическими усло­
виями сокращения кардиомиоцитов и электрическими явлениями 
в них. Выяснилось, что растяжение кардиомиоцитов желудоч­
ков сопровождается деполяризующим током, величина которого 
зависит от величины растяжения. Было найдено, что вклад МЧК 
в механозависимое изменение длительности ПД существенно 
зависит от момента деформации кардиомиоцитов. Если клетки 
растягиваются во время ранней реполяризации ПД, то ПД уко­
рачивается, однако такая же деформация в более позднюю фазу 
реполяризации увеличивает ДПД [93]. Более того, было показано, 
что резкое растяжение после реполяризации ПД в определенных
условиях может порождать преждевременные ПД, что указывает 
на то, что деформации миокарда могут служить источником нару­
шений ритма [93].
Приведенные данные свидетельствуют: между потенциаль­
ными механизмами реализации механоэлектрической связи — 
механозависимой кинетикой Са2+ и активностью механочув- 
ствительных каналов — должна быть тесная связь, и влияние 
механического воздействия на эти два контура обратной связи 
может быть как одно-, так и противоположно направленным. Ниже 
мы приведем примеры с различным вкладом указанных механиз­
мов в генерацию ПД в рамках математической модели.
9.3. ЕО-модель электромеханического  
сопряжения в кардиомиоците
Поскольку многочисленные внутриклеточные процессы, 
участвующие в электромеханическом сопряжении и в механо­
электрической обратной связи, тесно связаны и взаимно влияют 
друг на друга, поиск механизмов механоэлектрического сопряже­
ния в физиологическом эксперименте крайне затруднен. Поэтому 
математические модели являются уникальным инструментом для 
выяснения причинно-следственных связей между механическими 
и электрическими явлениями в кардиомиоцитах.
Объединенная модель электромеханического сопряжения 
в клетках сердечной мышцы была получена в результате объ­
единения механического блока, разработанного в Екатеринбурге 
в лаборатории математической физиологии Института иммуноло­
гии и физиологии УрО РАН [83] на основе более ранней версии 
механической модели [49, 51], и электрического блока, разрабо­
танного в лаборатории физиологии Оксфордского университета 
под руководством профессора Д. Нобла [75].
Эта модель получила название «Екатеринбург — Оксфорд» 
(ЕО-модель) по названию городов, где работают группы ее 
разработчиков, ссылки на EO-model имеются в публикациях
в международных журналах (см. например, обзор электромехани­
ческих моделей кардиомицотов в работе [89]).
ЕО-модель описывает взаимосвязанные электрические, хими­
ческие и механические процессы, протекающие в кардиомицитах 
в течение сократительного цикла:
d ^ _ _ ± _ ...............................
^  ~  g  W im  +  ZN a +  l Xo *СаL  +  */?Na +  *N aCa +
ZK *К1 ip +  ^Na 4ca ) ’ (208)
d[C a2+],
dt ~ ^  Jik Ca + JD + Ле1
4 C a rnC] ^ 4 C a fiy]
A - r dt
(209)
^ C a a £ l- ^ „ ( [ 7 ’«C,ot] - [C a r„c ] ) [C a 2+] , -dt
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Здесь перечислены только основные уравнения системы. Пол­
ная система уравнений состоит из 25 уравнений [84]. Полный 
список уравнений вместе с функциями, используемыми в правых 
частях уравнений, таблицу значений параметров и начальных дан­
ных модели содержатся в работе [84]; могут быть также найдены 
на сайте http://models.cellml.org/e/b9/ в виде описания, выполнен­
ного при помощи специализированного языка CellML, который
можно использовать в среде Cellular Open Resource (http://cor. 
physiol.ox.ac.uk/, статья [44], посвященная этому ресурсу).
Опишем подробнее каждое уравнение в системе (208)—(213).
9.3.1. Возбуждение кардиомиоцитов
Возбуждение кардиомиоцитов, т. е. специфическое изменение 
мембранного потенциала Е  — потенциал действия (ПД), проис­
ходит благодаря активации-инактивации разнообразных входящих 
и выходящих ионных токов ik через сарколемму (см. уравнение 
(208)).
Как было упомянуто выше, электрофизиологическая модель 
кардиомиоцита была разработана профессором Д. Ноблом из 
Оксфордского университета, прямым учеником А. Хаксли, одного 
из авторов классической модели Ходжкина —  Хаксли возбужде­
ния нервной клетки, которую мы рассмотрели в разделе 7. Д. Нобл 
первым адаптировал идеи и формализмы МХХ для построения 
моделей возбуждения различных сердечных клеток. Первая модель 
Д. Нобла 1962 г. [74] описывала потенциал действия в волокнах 
Пуркинье — клетках специализированной проводящей системы 
сердца. В ЕО-модели используется модифицированная модель кле­
ток желудочка сердца морской свинки 1998 г. [75], которая опира­
ется на более ранние работы этого автора, затем она была развита 
в последующих работах, а также адаптирована другими авторами 
к описанию особенностей возбуждения клеток желудочка других 
видов животных или для сердечных клеток другого типа.
Видно, что уравнение (208) для мембранного потенциала 
имеет такой же вид, как уравнение в МХХ, только в соответствии 
с экспериментальными данными более детализировано описание 
токов через мембрану.
Напомним, что под термином «входящий/выходящий ион­
ный ток» подразумевается приток/отток положительных заря­
дов внутрь/наружу клетки. В электрофизиологии входящий 
деполяризующий ток считается отрицательным, а выходящий 
реполяризующий — положительным.
В модели учтены быстрый натриевый ток /Na через Na+ каналы; 
кратковременный выходящий калиевый ток ito; внутрь направлен­
ный кальциевый ток iCaL через каналы L-типа; персистирующий 
натриевый ток z^ Na; калиевые задержанный ток /к и ток аномаль­
ного выпрямления /К1; Na+-Ca2+ обменный ток /NaCa и ток iMSC через 
механочувствительные каналы (оба способны менять полярность); 
Na+-K+ обменный ток ip\ Na+ и Са2+ фоновые токи /^ Na и i ^ ,  акти­
вация которых в определенной очередности и комбинации опре­
деляет специфическую форму ПД в кардиомиоцитах желудочка 
(рис. 112).
Описание ионных токов, как и МХХ, опирается либо на линей­
ную модель ВАХ, либо используется модель Голдмана — Ходж­
кина —  Каца. Описание кинетики регуляторных частиц, форми­
рующих проводимость ионных каналов, зависит от доступности 
соответствующих экспериментальных данных и опирается на ана­
логичные подходы, какие были использованы в МХХ.
Ионные токи ik в правой части уравнения (208) есть сущест­
венно нелинейные функции, зависящие от величины Е  и концен­
траций ионов Са2+, Na+ и К+ внутри и вне клетки (часть из которых 
является фазовыми переменными системы, как [Са2+]/, (см. уравне­
ние (209)), а также ряда вспомогательных переменных [75].
Так, например, ряд токов ik, переносящих ионы X  через спе­
цифические ионные каналы, в частности калиевые токи /к и др., 
описываются формулами вида
h ~ 8к (Е — Ех ),
где
g k = J k p km x u x \ )
определяется в результате решения вспомогательной системы 
для нахождения проводимости ионного канала, а Ех — потенциал 
Нернста для ионов X  (см. раздел 7).
Токи, создаваемые молекулярными обменными механизмами 
и насосами, транслоцируют ионы против градиентов концентра­
ций либо за счет обмена с другими ионами, например Na+-Ca2f
обменный ток /NaCa, либо за счет расходования энергии АТФ, напри­
мер Na+-K+ ток ip через Na+-K+ АТФазу (см. раздел 7). Их актив­
ность также зависит от текущего потенциала Е и концентраций 
транспортируемых ионов.
Наиболее важную роль в сопряжении возбуждения с сокраще­
нием играют потенциалзависимые и вместе с тем кальций зависи­
мые токи: внутрь направленный кальциевый ток /CaL через каналы 
L-типа и Na+-Ca2+ обменный ток i'NaCa. Ток /CaL является триггером 
для кальцием вызванного высвобождения кальция из саркоплаз- 
матического ретикулюма (СР), в результате которого происходит 
эффективное повышение концентрации кальция в саркоплазме 
и активируются сократительные белки. Ток /NaCa в основном (или 
прямом) режиме работы обменника, когда ионы Са2+ выводятся 
из клетки в обмен на поступление ионов Na+, является основным 
механизмом выведения кальция из клетки в фазу расслабления, 
что обеспечивает баланс входа-выхода кальция в течение сократи­
тельного цикла и гомеостаз этого иона в кардиомиоцитах.
Таким образом, оба этих тока оказывают существенное влия­
ние на изменение концентрации свободного кальция в саркоплазме 
или так называемый Са2+ переход, который описывается в модели 
отдельным кинетическим уравнением.
Выше мы обратили внимание на возможную роль механочувст- 
вительных каналов (МЧК) в механоэлектрической обратной связи 
в сердечных клетках. Чтобы исследовать этот вопрос, в модели 
был учтен ток iMSC через неселективные МЧК. Он описывается 
весьма упрощенно, феноменологически [57], поскольку структура 
и механизмы работы МЧК до сих пор детально не изучены:
W  = Smc ' 7—-  1 „s<-a-^r> ' ( Е ~ Е^ с )’ (214)
1 + r msc е
где Ешс = -20  мВ — потенциал реверсии для МЧК; gmc —  мак­
симальная проводимость МЧК. Активация каналов после изме­
нения длины клетки описывается при помощи множителя, зави­
сящего от отклонения текущей длины препарата L от некоторой
фиксированной реферативной длины Lref; yMSC и KMSC — параметры 
чувствительности тока к изменению длины.
9.3.2. Кинетика кальция в кардиомиоцитах
Са2+ переход, т. е. динамическое изменение концентрации сво­
бодного внутриклеточного кальция в клетке [Ca2f]., формируется 
за счет входа-выхода Са2+ в клетку через сарколемму, рециркуля­
ции Са2+ между саркоплазмой и СР и взаимодействия Са2+ с каль- 
цийбуферной системой (см. уравнение (209) для [Са2+].)).
В уравнении (209) учтены:
-  потоки кальция через сарколемму
где ik Са —  ток, знак потока определяется направлением движения 
ионов; Vc>t — объем цитозоля; F — число Фарадея;
-  диффузия кальция из диадического пространства, объеди­
няющего каналы L-типа с высвобождающими каналами СР
где [Са24]^5 — концентрация кальция в диадическом пространстве, 
которая определяется притоком кальция с током /Са£;
-  обмен кальция с СР
т. е. кратковременный и интенсивный поток Са2+, высвобождаю­
щегося из терминальных цистерн СР пропорционально градиенту 
концентрации (т. е. [Са2+]гс) в ответ на резкое увеличение [Ca2+]D5 
в диадическом пространстве во время возбуждения, он обеспечи­
вает основное количество кальция, необходимое для активации 
сократительных белков,
J D=kD-([ Са2+]П5-[С а 2+],),
Л с - ^ , ( [ С а 2+]„[Са2+]ю ) [С а 2+]го
W [ C a 2+UCa2+U -
поток Са2+, поглощаемого насосами СР, он зависит от концентра­
ции кальция снаружи и внутри СР и в основном определяет про­
цесс расслабления);
-  взаимодействие кальция с кальцийсвязывающими лиган-
d[C a fi Г,
включая регуляторный белок тропонин Сдами Вj dt
Ч С а ^ - Г  
< dt ,
Блок описания кальциевой динамики объединенной модели 
претерпел наибольшие модификации по сравнению с исходными 
механической [51] и электрофизиологической моделями [75]. 
В частности, в нем было модифицировано описание поглощения 
кальция в СР с учетом обратного аллостерического ингибирования 
насосов СР при увеличении концентрации кальция в поглощаю­
щем отсеке СР и добавлено описание кинетики кальция внутри 
СР; проведено исследование кальцийбуферной системы и благо­
даря использованию рекуррентных методов идентификации пара­
метров нелинейных динамических систем получено обобщенное 
описание буферной системы, используемое в объединенной элек­
тромеханической модели [84].
Кроме того, были уточнены многие параметры моделируе­
мых процессов для более адекватного описания временного хода 
Са2+ перехода и соотношения потоков кальция через сарколемму 
и через мембрану СР [84].
9.3.3. Активация сократительных белков
Изменение [Са2+]. непосредственно влияет на механические 
процессы в кардиомиоцитах. Взаимодействие кальция с регуля­
торным белком тропонином С (ТпС) (см. уравнение (210), опи­
сывающее изменение концентрации Са-ТпС комплекса [Са^г]) 
обусловливает активацию сократительных белков саркомеров 
и образование силогенерирующих мостиков между актином 
и миозином.
В отличие от мостиковой модели Хаксли, описывающей кине­
тику поперечных мостиков с учетом их пространственного распо­
ложения по отношению к местам связывания на актине (см. описа­
ние модели Хаксли в разделе 7), в ЕО-модели описываются только 
два возможных состояния мостика — силогенерирующее и неси­
логенерирующее и переходы между ними, при этом уравнение 
записывается для средней на саркомер доли силогенерирующих 
мостиков N  (см. уравнение (211)).
В уравнении (211) отражены следующие важные механизмы 
активации сократительных белков:
-  доля присоединенных мостиков определяется числом мест 
на актине (NA), доступных для взаимодействия с головками мио­
зина, и вероятностью (п) присоединения мостика к этим местам. 
Na зависит от усредненной концентрации комплексов кальция 
с тропонином С ([C a^J) и длины зоны одинарного перекрытия 
тонких и толстых волокон миофибрилл, т. е. зависит от длины сар- 
комера Lce;
-  вероятность п зависит от расстояния между тонкими и тол­
стыми нитями саркомера (lattice spacing), которое также зависит 
от длины саркомера ЬСЕ и скорости изменения длины саркомера 
dLCE/dt.
Все эти механизмы отражены в сложной зависимости ско­
ростей образования-распада силогенерирующих мостиков, 
к+ ([СаГлС], Lce , dLCE / dt) и к_ (dLCE / dt), от перечисленных вели­
чин [52], благодаря чему не только кинетика поперечных мостиков 
напрямую влияет на механические параметры состояния сарко­
мера, но и сама зависит от них (см. уравнения (211)—(212)).
В численных экспериментах, результаты которых представ­
лены в данном разделе, использовалось более упрощенное описа­
ние активации сократительных белков в виде алгебраического урав­
нения для N  [51]: N = N A ([Ca TnC], L C E )  п, где п = п{(ЬСЕ) • п2; 
пх — вероятность найти головкам миозина близлежащий активный 
центр, зависящая от длины саркомера LCE; п2 — условная вероят­
ность присоединиться к найденному центру, которая описывается 
уравнением dn_2 / dt = k_+(dL_CE/dt) (1 -  n_2) -  k_-(dL_CE/dt) n_2.
9.3.4. Кооперативные механизмы активации 
сократительных белков
Важнейшей особенностью механохимического блока модели 
является учет кооперативных механизмов активации сократи­
тельных белков. Формализованы три типа кооперативности сокра­
тительных белков [49,51 ]. К ним относятся следующие механизмы:
-  сродство ТпС к кальцию увеличивается:
1) при увеличении концентрации поперечных мостиков, при­
крепленных к актиновой нити около данного комплекса (коопера­
тивность первого типа);
2) при увеличении концентрации Са-ТпС комплексов вблизи 
данного комплекса (кооперативность второго типа);
-  присоединение кальция к молекуле ТпС, приводящее 
к сдвигу сопряженной молекулы тропомиозина, облегчает дере- 
прессию близлежащих мономеров актина на тонкой нити благо­
даря взаимодействию конец-в-конец соседних молекул тропомио­
зина (кооперативность третьего типа).
Кооперативность 1 -го и 2-го типа формализована в виде убы­
вающей зависимости константы скорости распада kofr Са-ТпС ком­
плекса от величин N  и [СаТпС] в уравнении (210). Кооперативность 
третьего типа формализована в виде гиперболической зависимо­
сти к+ в уравнении (211) (или NA в формуле (9.3.3)) от величины
[С а«].
Заметим, что механозависимая кооперативная регуляция вза­
имодействия кальция с тропонином С (см. уравнение (210)) есте­
ственно должна отражаться на кинетике свободного кальция (см. 
уравнение (209)), которая благодаря этому оказывается механочув- 
ствительнощ временной ход изменения [Са2+]. в модели зависит 
от механических условий сокращения сердечной мышцы.
Учтенные механизмы кооперативности позволили воспроиз­
вести и объяснить в рамках модели многочисленные биомехани­
ческие явления, наблюдаемые в сердечной мышце: эффекты гру­
зозависимого сокращения и расслабления, механические ответы 
на деформации в течение активного сократительного цикла и др.
(см. некоторые примеры ниже, а также обзор [28], в котором даны 
ссылки на более ранние работы).
9.3.5. Механическая активность сердечной мышцы
Временной ход изменения доли силогенерирующих мостиков 
тесно связан с собственно механической активностью сердечной 
мышцы — изменением ее длины L и силы F  в течение сократи­
тельного цикла в различных режимах сокращения (изометриче­
ском, изотоническом, ауксотоническом).
В качестве сократительной единицы миокарда рассматрива­
ется саркомер, погруженный в реологическую среду (рис. 111), 
так что L и F  тесно связаны с изменением длины LCE и активной 
силы Fce саркомера и зависят от упругих свойств параллельного 
и последовательного элементов (РЕ и SE).
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Рис. 111. Реологическая схема трехэлементной модели Хилла, в которой 
саркомер (СЕ — contractile element) связан с параллельным и последо­
вательным пассивно-упругими элементами (РЕ — parallel element, SE — 
series element). Длина мышцы L считается пропорциональной длине 
параллельного элемента LpE, а напряжение F, развиваемое мышцей, про­
порционально сумме напряжений упругих элементов Fse + Fpf
зоо
Механическая активность саркомера. Сила FCE, развивае­
мая сократительным элементом, полагается пропорциональной 
произведению доли N  силогенерирующих мостиков в усреднен­
ной совокупности мостиков, приходящихся на один саркомер, на 
усредненную силу р, генерируемую усредненным силогенерирую­
щим мостиком при текущей скорости изменения длины саркомера 
v = dLCE / dt :
F CE = Xp(v)N ,
где X — коэффициент пропорциональности. Средняя сила усред­
ненного мостика задается в виде явной обратимой функции 
p=p(v) ,  которая позволяет при известной нагрузке на мостик р  
найти в явном виде скорость укорочения/удлинения саркомера 
v = v(p).
Зависимости «деформация — напряжение» для обоих упругих 
элементов являются входными функциями модели:
5^Е = МЛ FpE = М^С^ )*
Соответственно сила мышцы
F  = Fse + FPE = cp(Z/C£, L)
зависит и от длины саркомера, и от длины мышцы.
В силу равенства Fcf = FSE и благодаря обратимости функции 
p{v) можно выписать уравнение (212) для ЬСЕ, где правая часть 
зависит также от величин Ь и  N.
Сокращения мышцы в различных режимах. В изометри­
ческом режиме сокращения мышцы при фиксированной длине 
L = L ее сила F  находится благодаря соотношению F = (p(LCE, L \  
где Lcf — решение уравнения (212) при L = L.
В изотоническом режиме сокращения при фиксированной 
нагрузке на мышцу F = F  для нахождения пары (LCE,L)  к урав­
нению (212) добавляется связное уравнение ср(LCE,L) = F  относи­
тельно L.
Продифференцировав соответствующее алгебраическое урав­
нение, можно получить обыкновенное дифференциальное уравне­
ние (213) для L , где правая часть имеет вид
О, при L = L,
dL
и, так же как правая часть в уравнении для ЬСЕ, зависит от доли 
силогенерирующих поперечных мостиков N.
Итак, объединив уравнения механического и электриче­
ского блоков модели и переоценив ряд параметров объединенной 
модели, мы получили интегративную модель электромеханиче­
ского сопряжения в кардиомиоцитах, описывающую взаимосвя­
занные процессы возбуждения и сокращения-расслабления мио­
карда в течение сократительного цикла.
При этом основным связующим звеном между процессами 
возбуждения и сокращения выступает кинетика кальция в кар­
диомиоцитах, которая благодаря механозависимым механизмам 
кооперативное™ активации сократительных белков включена 
в обратную связь между механическими условиями сокращения 
сердечной мышцы и химическими и электрическими процессами 
в кардиомиоцитах.
Эта модель была верифицирована по отношению к широкому 
классу экспериментальных данных [28]. Кроме того, она предска­
зала ряд новых явлений, ранее неизвестных. Эти явления затем 
были обнаружены в целенаправленных физиологических экспери­
ментах (см., например, недавние статьи [53, 69, 88]).
9.4. Моделирование электрических 
и механических явлений в сердечной мышце 
в рамках ЕО-модели
Далее мы представим ряд результатов численных эксперимен­
тов на ЕО-модели и приведем их анализ.
9.4.1. Изометрические сокращения 
виртуальной мышцы
Мы показали, что в соответствии с экспериментальными дан­
ными модель адекватно воспроизводит влияние длины сердечной 
мышцы (т. е. начального растяжения саркомеров) в изометриче­
ском режиме сокращения на временной ход генерации силы, Са2+ 
переход и длительность ПД (рис. 112).
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Рис. 112: Влияние длины виртуальной мышцы на временной ход 
сокращения-расслабления, кинетику кальция, ионные токи и потенциал 
действия в течение изометрических сокращений [84]. (а) Рассмотрены 
изометрические сокращения при различных длинах мышцы, 
последовательно увеличивающихся на 5 % от реферативной длины Lr, 
соответствующей 85 % от Lmax, вплоть до длины L3 = Lmax (Lmax — длина, 
при которой наблюдается максимально возможная изометрическая сила 
мышцы). При увеличении длины мышцы начальная длина саркомеров SL 
увеличивалась с 1,9 до 2,23 мкм. Чем больше длина мышцы, тем большую 
изометрическую силу F она развивала и тем короче был потенциал ее 
действия Е. (б) Внутриклеточные процессы в виртуальной мышце при 
длинах L, и Ly показаны [Са2+], концентрация Са-ТпС комплекса [СаГпС], 
Na+-Ca2+ обменный ток /ЫаСа и реполяризующие К+ токи /к и /К1 как функции
времени
Так, при увеличении длины мышцы максимальная изометри­
ческая сила возрастает (т. е. в модели адекватно воспроизводится 
связь «длина — сила»); время достижения максимума и характе­
ристическое время расслабления увеличиваются; длительность 
Са2+ перехода укорачивается. При этом в модели, не учитывающей 
механочувствительные каналы (gMSC = 0 в формуле (214)) или при 
малой проводимости этих каналов (gMSC= 0,013 мкСм), длитель­
ность ПД также укорачивается.
В то же время модель, учитывающая МЧК, предсказывает, 
что ответ кардиомиоцитов на растяжение может быть самым 
разнообразным: ПД может либо укорачиваться, либо удли­
няться, при этом может наблюдаться перекрест хода реполя­
ризации по отношению к контрольному ПД (например, при 
gMSC = 0,09 мкСм). При этом характер изменений ПД зависит от 
соотношения вклада кальцийзависимых процессов, модулирую­
щих временной ход ПД в ответ на растяжение, и интенсивности 
токов через МЧК.
9.4.2. Изотонические сокращения 
виртуальной мышцы
В рамках модели впервые воспроизведено и исследовано 
влияние нагрузки на механическую и электрическую активность 
сердечной мышцы в постнагрузочных сокращениях (рис. 113). 
В частности, модель адекватно описывает связи «конечносистоли­
ческая длина — сила» и «сила — скорость», а также зависимость 
работы и мощности от приложенной нагрузки. Модель воспроиз­
водит тонкие эффекты грузозависимого расслабления сердечной 
мышцы, наблюдаемые в норме, или их исчезновение при патоло­
гии, например при гипертрофии мышцы [15, 83]. Показано, что 
динамическое укорочение мышцы в слабонагруженном сокраще­
нии приводит к увеличению длительности ПД на фоне увеличения 
длительности Са2+ перехода, что согласуется с соответствующими 
экспериментальными данными (рис. ИЗ).
Рис. 113. Различия в кинетике кальция и генерации потенциала действия 
в изометрическом (кривые А) и изотоническом (кривые Б) циклах сокра­
щения в эксперименте на папиллярной мышце хорька (левая панель) 
и в виртуальной мышце (правая панель) [84]. Сверху вниз: временной ход 
изменения [Са2+].; напряжения, генерируемого мышцей; длины мышцы 
и мембранного потенциала. Длительность постнагрузочного сокращения 
короче, чем длительность изометрического сокращения, а длительность 
Са2+ перехода и ПД, напротив, больше во время сокращения при малой
нагрузке
9.4.3. Влияние механических возмущений 
на потенциал действия
Показано, что в соответствии с экспериментальными данными 
и кратковременное укорочение, и кратковременное растяжение 
виртуальной мышцы в течение изометрического сокращения при­
водят к специфическому изменению формы и длительности ПД, 
зависящему от времени нанесения деформации, ее длительности 
и амплитуды [86].
Деформация как аритмогенный фактор. В соответствии 
с экспериментальными данными модель воспроизводит арит- 
могенноопасные последствия больших деформаций сердечной 
мышцы, наносимых в определенную фазу ПД. Мы показали, что 
в фазу завершения ПД имеется узкий диапазон времени, когда 
быстрые деформации виртуальной мышцы: и резкое укорочение, 
и резкое растяжение, амплитуда и скорость которых превышает 



























Рис. 114. Внеочередные ПД, вызванные деформациями [86]. Виртуальная 
мышца мгновенно высвобождалась (а) или растягивалась (б) незадолго 
до завершения очередного ПД в течение контрольного изометрического 
сокращения (жирные линии), (а) Изменение длины мышцы L, [Са2+]., 
Na+-Ca2+ обменного тока /NaCa и мембранного потенциала Е в ответ на 
11 % ступенчатое укорочение (тонкие линии), (б) Изменение длины 
мышцы L, тока через механочувствительные каналы iMSC и мембранного 
потенциала Е в ответ на 5 % растяжение (тонкие линии)
Заметим, что если аритмогенный фактор растяжения кардио­
миоцитов достаточно широко обсуждается в литературе и ассоци­
ируется с активацией МЧК, то влиянию резкого укорочения пра­
ктически не уделялось должного внимания, и этот эффект впервые 
воспроизведен в рамках нашей модели.
9.4.4. Молекулярно-клеточные механизмы 
механоэлектрической обратной связи
Мы применили разработанный нами метод интегралов от 
разности токов [85] для количественной оценки вклада измене­
ния различных ионных токов в суммарное изменение потенциала 
действия в ответ на механическое воздействие.
Мы также использовали метод фиксации потенциала дейст­
вия, который позволяет в экспериментах с механическими дефор­
мациями исключать потенциалзависимые изменения токов и тем 
самым выявить токи, реагирующие на изменение собственно 
механических условий.
Количественный анализ результатов численных эксперимен­
тов позволил нам впервые установить причинно-следственную 
связь между молекулярными процессами, лежащими в основе 
наблюдаемых механоэлектрических проявлений. Центральным 
звеном механоэлектрической связи во всех случаях является меха- 
нозависимая кооперативная модуляция кинетики связывания-рас­
пада кальцийтропонинового комплекса, которая отражается на 
временном ходе и длительности Са2+ перехода. Это изменение 
кинетики кальция в рамках нашей модели приводит к кальцийзави- 
симой модуляции Na+-Ca2+ обменного тока /NaCa, что является триг­
гером для механовызванного изменения генерации ПД, т. е. вызы­
вает небольшие изменения потенциала, которые, в свою очередь, 
приводят к изменению потенциалзависимых токов (калиевых, 
натриевых, кальциевых), существенно модулирующему итоговое 
изменение потенциала. Таким образом, кальцийзависимое звено 
в цепи механоэлектрической обратной связи может быть пред­
ставлено следующей схемой: сокращение кинетика Са-ТпС
комплексов <=^  Са2+ переход /NaCa мембранный потенциал ^  
потенциалзависимые токи. Заметим, что изменение длительности 
ПД в ответ на механические воздействия во всех рассмотренных 
экспериментах было однонаправленным с изменением длитель­
ности Са2+ перехода: укорочению Са2+ перехода соответствовало 
укорочение ПД и наоборот.
Наряду с механозависимой кинетикой кальция важным меха­
низмом механоэлектрической обратной связи является непосред­
ственное влияние механического воздействия на механочувстви- 
тельные токи iMSC: механический стимул —► iMSC <=* мембранный 
потенциал. Численные эксперименты показали, что ряд измене­
ний ПД, например экспериментально наблюдаемый перекрест 
временного хода реполяризации или внеочередное возбуждение 
в ответ на растяжение сердечной мышцы, не могут быть получены 
в модели без учета этого механизма.
Описание в рамках модели широкого класса механических 
и электрических явлений, а также многократное подтверждение 
эвристических возможностей модели позволили нам использовать 
ее для изучения нового, неизвестного ранее класса явлений, свя­
занных с неоднородностью миокарда. Здесь мы смогли предсказать 
ряд новых явлений, вызванных механическим взаимодействием 
между мышечными сегментами неоднородной миокардиальной 
ткани, которые затем были зарегистрированы в целенаправленных 
физиологических экспериментах (см., например, обзорные работы 
[17, 28, 68]).
О РОЛИ
МАТЕМАТИЧЕСКИХ МОДЕЛЕЙ  
В ФИЗИОЛОГИЧЕСКИХ ИССЛЕДОВАНИЯХ. 
ПЕРСПЕКТИВЫ РАЗВИТИЯ: 
«ВИРТУАЛЬНЫЙ ЧЕЛОВЕК»
Подведем некоторые итоги, следующие из приведенных 
в этом пособии примеров моделирования физиологических про­
цессов и в том числе нашего собственного длительного опыта 
моделирования функции сердечной мышцы [17], которые имеют 
достаточно общий характер и применимы к различным областям 
использования математического моделирования в биологии, физи­
ологии, медицине.
1. При разработке модели для описания ряда комплексных 
эффектов часто требуется высказывать догадки о виде некоторых 
функциональных зависимостей или даже о неизвестных механиз­
мах, которые требует сам процесс моделирования. Разумеется, 
в дальнейшем необходимо хорошее экспериментальное обосно­
вание вводимых инноваций. Если такая процедура состоялась, 
можно утверждать, что моделирование способствовало прираще­
нию новых знаний об изучаемом явлении.
Например, для описания сложного комплекса механических 
явлений в миокарде нам пришлось привлечь фактически нигде 
не обсуждавшийся ранее новый механизм кооперативности, для 
которого в последующем нашли экспериментальное обоснование. 
Важно, что в рамках модели для этого нового механизма было най­
дено его специфическое служебное значение.
2. Благодаря экспериментальной технике и собственно экспе­
риментам высокого аналитического разрешения, а также разви­
тию могучей компьютерной техники стала возможной разработка
сложных, реалистических математических (компьютерных) моде­
лей физиологических процессов на разных уровнях организации 
(от молекулярного до организменного).
3. В математических моделях для описания физиологических 
явлений употребляют строгий язык математики, благодаря кото­
рому можно количественно предсказать различные явления, выте­
кающие из модельных представлений. Словесное, образное опи­
сание физиологических явлений и следствий, вытекающих из них, 
не обладает такими возможностями. Многие вербальные высказы­
вания о механизмах физиологических явлений на первый взгляд 
могут казаться непротиворечивыми, но не выдерживают критики 
при математическом описании. Последнее является эффективным 
инструментом отсечения невозможного и нередко кладет предел 
словесным фантазиям.
4. Математические модели являются источником конкретных 
количественных, как правило экспериментально верифициру­
емых, гипотез. У Лакатоса по этому поводу имеется следующая 
легенда [14]: в Александрии жил царь. Он любил доказывать тео­
ремы, но не умел их формулировать, и поэтому по всему свету рас­
сылал письма, чтобы ему присылали теоремы. По этому поводу 
Прокл замечал: «Вначале надо знать, что ищешь». Численные 
эксперименты на моделях как раз помогают понять, что следует 
искать.
5. Модель позволяет более глубоко, широко и строго изучить 
представление о сложных процессах, вначале описанное словесно, 
а затем формализованное. Исследование влияния изменения тех 
или иных параметров системы на характер ответа модели, устой­
чивость ее ответа и ее чувствительность к этим изменениям позво­
ляет узнать о таких свойствах системы, которые принципиально 
невозможно изучить, опираясь на словесное описание. Возможный 
характер ответа модели, который ожидался при словесном описа­
нии, в модели может оказаться совершенно неожиданным. Напри­
мер, при определенных параметрах модели в ней могут возникать 
решения в виде автоколебаний, которые невозможно было пред­
видеть при вербальных описаниях. В этом смысле модель, если
она достаточно сложна, чтобы быть реалистичной, может являться 
источником новых, иногда контринтуитивных знаний.
6. В некоторых случаях математическая модель физиологи­
ческого явления может стать стимулом для пересмотра или даже 
радикального изменения парадигмы этого явления.
7. Особую роль математическое моделирование играет в тех 
случаях, когда модель ставится в принципиально новые, но физи­
ологически значимые условия. Так, используя математическую 
модель, воспроизводящую механические и электрические явле­
ния в однородном миокарде, для исследования эффектов, возни­
кающих при взаимодействии неоднородных виртуальных кардио- 
миоцитов в неоднородном миокарде, нами был открыт новый, 
неизвестный ранее класс явлений, подтвержденных в дальнейшем 
экспериментально.
8. Одна из кардинальных особенностей математических моде­
лей, способных генерировать гипотезы, — их тесная и постоян­
ная связь с экспериментом. В некоторых случаях (возможно, они 
преобладают) для экспериментальной проверки гипотез доста­
точно имеющегося ассортимента методов их регистрации. В дру­
гих случаях, однако, может потребоваться принципиально новая, 
неизвестная ранее, методика. Возможно даже, что для этого нужно 
будет много времени. Тем не менее принципиально важно, что ана­
лиз модели способен приводить не только к предсказаниям новых 
явлений, но и к формулировке новых методов их регистрации.
В настоящее время в мире наблюдается резкий подъем в раз­
витии математического моделирования в физиологии и меди­
цине. Создание интегративных математических моделей сложных 
физиологических систем позволяет использовать математические 
методы и инновационные компьютерные технологии для описания 
этих систем сразу на нескольких уровнях их организации: от моле­
кулярного наноуровня до организменного макроуровня. Интегра­
тивный анализ физиологической системы как целого позволяет 
в рамках компьютерного эксперимента более глубоко понять 
механизмы функционирования системы в норме и при патологии,
а также предсказать возможные способы коррекции патологиче­
ских нарушений физиологических систем.
Понимание уникальности метода математического модели­
рования для анализа живых систем наряду с физиологическими 
и клиническими экспериментами обусловило появление ряда меж­
дународных программ и крупномасштабных проектов, связанных 
с разработкой количественных методов описания биологических 
систем и их компьютерных моделей. Глобальным международ­
ным проектом в этой области является научный проект «Физиом» 
{Physiome — от physio жизнь и -оте — как целое)1 [43], кото­
рый является естественным продолжением проекта «ГЕНОМ» 
и предназначен для перехода от расшифровки генов к пониманию 
механизмов реализации кодируемых ими физиологических функ­
ций в рамках математических компьютерных моделей.
Хотя проект «Физиом» был провозглашен в 1997 г. в Санкт- 
Петербурге на 33-м съезде Международного союза физиологиче­
ских наук (IUPS), к сожалению, российская научная обществен­
ность до сих пор мало информирована об этой инициативе, и лишь 
единичные российские группы исследователей связаны с этим 
проектом.
Многомиллионные проекты, направленные на разработку 
и использование математических моделей в физиологии и меди­
цине, широко финансируются Национальным институтом здоро­
вья США (программа Predictive Multiscale Models of the Physiome 
in Health and Disease), Японии, Новой Зеландии, Китая и других 
стран.
Европейский союз в рамках 7-й рамочной программы поддер­
жал приоритетную программу «Виртуальный Физиологический 
Человек» ( Virtual Physiological Human (VPH))2 [29, 58]. Одной из 
долгосрочных задач этой программы является разработка персони­
фицированных моделей для оценки состояния конкретного боль­
ного и выбора индивидуального метода его лечения.
1 http://physiom eproject.org/
2 http://cordis.europa.eu/fp7/ict/program m e/challenge5en.htm l
Ниже мы приводим выдержку из так называемой «Дорожной 
карты» проекта VPH, в которой сформулированы его цели и пер­
спективы развития3:
VPH проект является совокупностью (framework) методов 
и технологий, которая создаст возможность накапливать знания 
о физиологии и патологии человека, систематизируя и объединяя 
эти знания (аналогично со сборкой головоломок, части которых 
непрерывно обновляются), и представит их в виде, позволяю­
щем предсказать, что произойдет с конкретным пациентом, если 
мы предложим процедуру его лечения, будет ли это предписание 
определенных лекарств, или рекомендация выполнить специфиче­
ские упражнения, или рекомендация придерживаться определен­
ной диеты и т. д. Продолжая аналогию с головоломкой (puzzle), 
в настоящее время мы пытаемся создать цельную картину, прини­
мая во внимание лишь некоторые разрозненные части головоломки 
поочередно. Проект VPH создаст фундамент, на который могут 
быть положены наши индивидуальные знания, чтобы обеспечить 
нас лучшим видением создаваемой картины, даже при наличии 
всего нескольких ее частей.
По завершении VPH проект позволит аккумулировать клини­
ческие данные, медицинские изображения, биомедицинские дан­
ные, или лабораторные наблюдения, собранные во многих (потен­
циально во всех) европейских госпиталях и исследовательских 
институтах. Это обеспечит для исследователей прямой доступ 
к пониманию полной картины событий через различные дисци­
плины, подсистемы и масштабы величин. Распределенная сеть 
суперкомпьютеров будет служить для хранения этих географиче­
ски распределенных данных, предоставляя их пользователям как 
легкодоступный и легкоиспользуемый унифицированный центра­
лизованный ресурс.
Исследователи используют этот огромный объем резуль­
татов наблюдений для формулировки новых гипотез, которые, 
будучи воплощенными в форме компьютерных моделей, позволят
3 https://w w w .biom edtow n.org/biornedtow n/STEP/Reception/step-definitions/
аккуратно продемонстрировать вероятные исходы или предска­
зать определенные эффекты. Эти модели будут также сохранены 
и сделаны доступными (shared), так что каждый исследователь 
получит возможность экспериментировать непосредственно на 
компьютере (in silico) с любыми доступными моделями или ком­
бинировать их, исследуя взаимосвязи, присутствующие в орга­
низме человека, рассматриваемом как целое. Когда эти модели 
проверены на достоверность и точность, они могут быть исполь­
зованы клиницистами в их повседневной практике как обогащен­
ные источники информации, на которых могут быть основаны 
принимаемые ими решения относительного каждого индивиду­
ального пациента.
К сожалению, до настоящего времени Россия недостаточно 
представлена в перечисленных выше программах, и большинство 
общепризнанных российских ученых, специалистов в этой обла­
сти, работают в зарубежных университетах и лабораториях. Для 
развития подобной сферы деятельности в России необходима под­
готовка специалистов нового типа, владеющих мультидисципли- 
нарными знаниями, технологиями и навыками работы.
В настоящее время мы являемся свидетелями становления 
новой области знания — математической физиологии. Цель этой 
науки —  количественное описание сложных физиологических 
систем при помощи математических моделей процессов, опреде­
ляющих функцию этих систем. Уже появились учебные пособия 
по математической физиологии, в которых представлены мате­
матические модели физиологических процессов, протекающих 
в разнообразных физиологических системах на разных уровнях 
их организации — от молекулярного до органного (см., например, 
учебник «Математическая физиология» Кинера и Снейда [56]).
Направление математической и компьютерной физиологии 
находится в стадии становления в российских вузах и академиче­
ских институтах. Настоящий учебный курс призван предоставить 
студентам классические примеры успешного и перспективного 
моделирования физиологических систем, во многом способствовав­
шие пониманию сути наблюдаемых явлений и предопределившие
дальнейший прогресс в своей предметной области. Мы полагаем, 
что представленные в настоящем пособии примеры — модели био­
химических реакций, клеточного транспорта, модель Ходжкина —  
Хаксли нервного импульса, модели Хилла и Хаксли мышечного 
сокращения, наконец, ЕО-модель электрических и механических 
явлений в сердечной мышце демонстрируют уникальные возмож­
ности математического моделирования в физиологии как само­
стоятельного инструмента не только исследования и понимания 
природы явлений, но и как инструмента получения новых знаний 
в физиологии.
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Учебное пособие предназначено для начального знакомства с сов­
ременными направлениями исследований в прикладной математике, био­
физике, биомедицинской инженерии, биологии, использующими методы 
математического моделирования и биоинформатики. Приводятся неко­
торые классические примеры математических моделей биологических 
процессов, использующих аппарат нелинейных динамических систем, от­
ражающих характерные особенности биологических процессов и демон­
стрирующих эффективность использования математических моделей для 
понимания механизмов функционирования биологических систем.
Для студентов, магистрантов и аспирантов, обучающихся по направ­
лениям прикладной математики, компьютерных наук, биофизики, биоло­
гии и биомедицинской инженерии.
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