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 Forest growth modeling has a long tradition of development and application in 
even?aged stands targeting single-species plantations. Modeling efforts in mixed-species 
stands that contain uneven?aged stand structures are much more recent. Serving as a 
transitional zone between the boreal and eastern broadleaf deciduous forest types, the 
Acadian Forest found throughout Maine and the Canadian Maritime Provinces is host to 
a wide variety of tree species that form complex stand structures. This study validated 
existing and developed component equations that comprise a widely-used individual tree 
growth and yield model in the northeastern US and Canadian Maritime provinces. An 
assessment of deadwood stocking was conducted and models were developed to 
improve our understandings of standing deadwood dynamics as they relate to 
silvicultural treatment, species, and stand conditions in these forests. 
 Three key submodels of the Northeastern variant of the Forest Vegetation 
Simulator (FVS-NE) were benchmarked and calibrated using remeasurement data 
 obtained from a national forest inventory, suggesting improvements that could be made 
in model structure and methodologies. Using 29 years of remeasured tree data from the 
US Forest Service Penobscot Experimental Forest (PEF), long-term projections 
suggested that modeling diameter (dbh) increment as opposed to basal area increment 
reduced root mean square error by up to 24% for the primary species in the region. 
Advances in methodologies for fitting individual-tree increment equations in mixed-
species stands were made by including species as a random element of the regional 
equations. Using an extensive regional database compiled with over 1.15 million dbh 
remeasurements, dbh and maximum height (ht) increment submodels were fit using 
nonlinear mixed-effects models that employ tree species as a random effect. Predictions 
of dbh and ht increment represented an improvement over currently-used models in 
FVS-NE and reduced the complications of portraying growth dynamics in mixed-species 
stands with multi-cohort stand structures. 
 Snag measurements totaling 2,751 observations collected across eight silvicultural 
treatments on the PEF indicated the highest volume in standing deadwood occurred in a 
nonharvested reference area (23.6 m3ha-1) and lowest volume in a 5-year selection 
cutting (5.2 m3ha-1). Methodologies highlight the effectiveness of models that relate 
standing deadwood abundance variables common to traditional forest inventories. 
Results provide insight into snag survival and decay dynamics for the species in the 
region and further our knowledge about the roles that deadwood dynamics play in the 
regional forest carbon cycle.   
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PROLOGUE 
 
 Forest growth and yield models are used by land managers and researchers alike 
for predicting future stand conditions, updating forest inventory information, and 
weighing alternative forest management scenarios. Forest models require a scientific 
approach during their development, as model underpinnings should accurately reflect key 
biological processes. Similarly, model output must adequately depict forest stand 
dynamics. These models rely on an accurate estimate of the site productivity potential of 
a given stand and contain statistical models which forecast (live and dead) tree and stand 
attributes. There has been an increase in using growth and yield models in forecasting 
forest characteristics for attributes other than wood fiber: assessing carbon stocks for 
ownerships and having quantitative tools available for meeting forest biodiversity and 
forest certification standards are two such examples. 
 Stand models consider the forest stand as the smallest unit for modeling growth, 
while tree-list models consider the individual tree as the most detailed level of modeling 
(Porté and Bartelink 2002). The temporal scale of models is concerned with the basic 
time unit of growth prediction, which can range from daily time scales in some process-
based models (e.g., Kirschbaum 1999) to decadal scales in some statistical models (e.g., 
Crookston and Dixon 2005). Models also can be made either distance-dependent, where 
the location of prediction units is mapped and made spatially explicit, or distance-
independent, where the locations of units are not required. The approach of using 
distance-independent, tree-list models that are statistical in their design is preferred 
because it can be used in stands with a range of stand structures (Weiskittel et al. 2011b). 
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Tree-list models are particularly advantageous for use in mixed-species (Porté and 
Bartelink 2002) and uneven-aged (Peng 2000) stand types.       
 Growth and yield models have a long tradition of development and application in 
even?aged plantations, yet tree-list models for uneven?aged stands with various 
assemblages of species are much more recent. Moser and Hall (1969) are credited with 
developing the first set of prediction equations for these types of stands, using uneven-
aged mixed northern hardwood forests as their focus. Despite their accomplishments, 
uneven-aged forest management in North America has largely followed the philosophies 
of even-aged forest management (Hann and Bare 1979; Peng 2000) by continuing to rely 
on variables such as stand age when fitting equations to individual species. 
 Specifically, the Acadian forest found in Maine and the Canadian Maritime 
provinces, which is a transition zone between the conifer-dominant boreal forests to the 
north and the mixed hardwood forests to the south (Braun 1950; Rowe 1972), is 
comprised of both even? and uneven?aged stands with varying species compositions. 
Because of the naturally regenerated, mixed?species stands that dominate the Acadian 
forest, developing and validating models requires a distinct approach. A widely-used 
tree-list model in this region is the Northeast Variant of the Forest Vegetation Simulator 
(FVS; Dixon et al. 1995), however, several deficiencies have been found in the model, 
particularly in the need for diameter growth multipliers (Ray et al. 2009) and its inability 
to accurately project diameter growth following thinning (Saunders et al. 2007). The 
ability of the Fires and Fuels Extension of FVS (Rebain et al. 2009) to accurately 
characterize deadwood dynamics in the Acadian forest region also remains unknown. 
xx 
 
 
 Modeling the diameter or basal area increment is a significant component that 
model output relies on in the tree-list model. Tree diameter increment is primarily related 
to initial tree size, some measure of competition, and site productivity potential. 
Subsequent equations in the growth model rely on predicted diameter in submodels such 
as stem bark thickness, tree crown width, and tree volume. Modelers often chose to 
model either tree diameter directly, or converting diameter to its equivalent basal area for 
predicting tree radial growth, with little justification for either approach. Employing 
diameter increment or basal area increment as the dependent variable has not been shown 
to vary significantly in making short-term predictions under ten years (West 1980; 
Shifley 1987), however the implications of simulating long-term growth (e.g., > 30 years) 
of diameter versus basal area predictions is poorly understood. This issue has important 
ramifications in the overall growth model, especially in relation to three key principles: 
First, a 10% bias in predicting individual tree diameter could cause up to a 25% error in 
predicting stand-level basal area (Gertner and Dzialowy 1984). Second, increment is 
known to occur earlier in stand development for diameter than basal area (Lynch and 
Zhang 2011), so understanding the quantitative performance of each is essential. Lastly, 
the error observed in one prediction equation such as a diameter or basal area increment 
equation can compound in subsequent equations (e.g., Fortin and DeBlois 2010).   
 Modeling the height and height-to-crown base increment is often more 
challenging for modelers because these variables are more difficult to accurately measure 
when compared to diameter and data collection protocols for collecting this information 
differs across inventories. Tree height increment is commonly estimated as a function of 
initial tree height, site productivity potential, tree crown dimensions, and competition. 
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Most equations predicting height increment rely on some estimate of tree or stand age, 
which presents a problem when quantifying growth in uneven-aged stands. In stands 
across the Acadian forest, few inventories collect age information, which limits the 
usefulness of age to predict height increment. Because of its high variability, height-to-
crown base increment, also termed crown recession, is not often modeled directly. 
Instead modelers often choose to predict the position of the lower crown along the stem 
with a static allometric equation after all other components such as tree diameter 
increment and height increment have been estimated. Despite its high variability, those 
that have sought to model crown recession directly have found it to be superior to using 
an allometric equation and is related to predicted height increment, crown size, and 
competition (Maguire and Hann 1990; Hann and Hanus 2004), and species shade 
tolerance (Garber et al. 2008). An assessment of how species shade tolerance can 
represent the future prediction of total tree height and height-to-crown base remains to be 
quantified for species found in the Acadian forest. 
 Methodologies for incorporating multiple species within a modeling dataset into a 
growth model have largely remained unchanged since the development of tree-list 
models for mixed-species stands. In eastern North America, growth models use species-
specific equations for predicting the diameter and height increment of individual trees 
(Dixon et al. 1995; Woods and Penner 2007). Grouping species with similar attributes 
and developing increment models for species groups has historically been a method for 
quantifying growth in mixed-species stands (Phillips et al. 2002; Picard et al. 2010; 
Vanclay 1991; Zhao et al. 2006). However, problems of grouping species continue to 
remain. The species groupings which are derived are specific to the dataset used in model 
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parameterization (Vanclay 1995; Zhao et al. 2006) and the question of the appropriate 
number of groups to employ remains to be answered (Picard et al. 2010). Regardless, a 
quantitative method for incorporating the multitude of species found in forest stands 
across the Acadian forest region would advantageous in that 1) species-specific 
covariates could be used to help predict growth in a unified equation, 2) it would 
eliminate the need for developing numerous species-specific equations, each of which 
would display a distinct error component depending on species, which would make 
scaling error to the plot or stand level more difficult. 
 Deadwood components such as snags and coarse woody debris are a key element 
of many forest ecosystem processes and are integral to maintaining forest biodiversity 
and wildlife habitat. Despite our knowledge on the stocking levels and dynamics of 
deadwood components in the Acadian forest (e.g., Heath and Chojnacky 2001; 
Chojnacky et al. 2004; Taylor and MacLean 2007), the availability of modeling tools that 
can help to improve our understanding of these concepts remains slim. As deadwood is 
often disregarded in many forest inventories, or is sampled to a lesser extent when 
compared to live trees, using livewood attributes to predict deadwood attributes offers a 
unique approach to address this problem. An assessment of how currently-used models 
such as the Fire and Fuels Extension to FVS (Rebain et al. 2009) quantify deadwood 
attributes remains to known. Improved modeling tools that will help us to estimate 
attributes such as snag survival and decay will aid not only in predicting future forest 
structure and composition, but also is a requirement to quantifying forest carbon stocks. 
 Evaluating model performance is essential when developing any forest growth 
model and involves two steps: criticism and benchmarking (Weiskittel et al. 2011b). 
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Model criticism seeks to examine the structural properties of a model to ensure that 
model predictions are biologically reasonable. Model benchmarking involves comparing 
observed with predicted values using an independent dataset to assess model 
performance. Uncertainty in model predictions includes both systematic and random 
variation. Evaluation measures such as mean bias and mean absolute deviation measure 
systematic variation, while root mean square error measures both types (Kangas 1999).  
Equivalence testing methodologies provide an opportunity in model benchmarking to test 
dissimilarities between observed data and model predictions (Robinson and Froese 2004; 
Leites et al. 2009). These methods provide an alternative to traditional statistical testing 
procedures testing a null hypothesis that the model in unacceptable. 
 Newer statistical methodologies and techniques for quantifying forest resources 
have developed considerably since the development the earliest tree-list models. Three 
such examples are nonlinear mixed?effects (NLME), quantile regression (QR), and 
Bayesian modeling. NLME models have the ability to incorporate both fixed and random 
effects containing multiple levels (Pinheiro and Bates 2000). The NLME framework 
allows variability to be parsed into these hierarchical levels. In forestry, these levels can 
range from as coarse as the geographic region of interest to as specific as the individual 
tree (Hall and Bailey 2001). As forest managers are not always exactly interested in  
predictions of the statistical means of a stand, QR allows questions to be asked that can 
be derived from any quantile of the data (Koenker and Hallock 2001). QR would help 
modelers understand such attributes as the potential diameter increment of a given tree 
for given set of stand conditions and initial tree size. Bayesian modeling techniques have 
received little attention in forest modeling but offer a unique solution to common forestry 
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problems as model parameters are not considered fixed but as random variables. Newer 
techniques for fitting increment data to datasets with variable remeasurement intervals 
(e.g., 1 to 5 years) seeks to annualize predictions (Weiskittel et al. 2007), which allows all 
of the data to be used and provides a finer resolution of stand dynamics.  
 The work presented herein evaluates the performance of existing individual tree 
growth models and equations that are commonly-used today, develops novel tree 
increment equations using a database compiled with permanent sample plot inventory 
data across the Acadian forest region, and quantifies standing deadwood dynamics for the 
common species in the region.  
 This thesis is divided into six chapters and a concluding Epilogue. Chapter 1 
seeks to benchmark the Northeastern variant of the Forest Vegetation Simulator using the 
US Forest Service’s Forest Inventory and Analysis database gathered from Northeastern 
US states. An assessment of the performance in forecasting individual tree diameter 
versus basal area increment is made in Chapter 2 using data compiled from a long-term 
silvicultural study located at the Penobscot Experimental Forest (PEF) in central Maine. 
Various modeling approaches and methodologies for modeling individual tree diameter 
(Chapter 3) and height and height-to-crown base increment (Chapter 4) are made using a 
region wide database compiled from naturally-regenerated, mixed-species stands across 
the Acadian forest region. Standing deadwood attributes measured at the PEF are 
quantified across a range of silvicultural treatments and linked to standing live-tree 
metrics in Chapter 5, and standing deadwood survival and decay dynamics are assessed, 
quantified, and modeled in Chapter 6.   
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Chapter 1  
BENCHMARKING AND CALIBRATION OF KEY SUBMODELS IN THE 
NORTHEAST VARIANT OF THE FOREST VEGETATION SIMULATOR  
 
1.1 Abstract 
 This study uses permanent sample plot data gathered across the northeastern US 
to benchmark and calibrates three key submodels of the northeast variant of the Forest 
Vegetation Simulator (FVS-NE). Data gathered from the US Forest Service’s Forest 
Inventory and Analysis database were used to benchmark the performance of three key 
submodels within FVS-NE. Model predictions for total tree height (ht), 10-year diameter 
increment (∆dbh10), and 10-year height increment (∆ht10) did not indicate any serious 
spatial trends across the suggested geographic range of the model. Equivalence testing 
procedures indicated that FVS-NE predictions for total ht performed moderately well, but 
predictions of ∆dbh10 and ∆ht10 performed poorly.  After calibrating model predictions 
using Bayesian techniques, measures of tree size, site index, plot basal area, and/or 
geographic coordinates help to explain some of the variability in FVS-NE predictions. 
Calibrations reduced root mean square error on average by 12.5%, 8.1%, and 31.9% for 
the ht, ∆dbh10, and ∆ht10 submodels, respectively. When applying the calibrated diameter 
increment equation to estimate plot basal area, however, it did not result in any 
improvement over baseline FVS-NE predictions, which suggests that model calibrations 
may not be efficient when scaled up. Results indicate that (1) an assessment of overall 
model performance should be made if efforts are made in calibrating individual 
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submodels, or, (2) that alternative model forms and model fitting strategies be pursued to 
represent the allometry and growth of important tress species across the northeastern US.     
 
1.2 Introduction 
 The Forest Vegetation Simulator (FVS) is a distance-independent growth model 
that forecasts the individual tree through time and operates on a 10-year interval. With 
the principal goal of projecting future forest growth, composition, and structure, FVS 
sees specific use in management applications ranging from weighing alternative 
silvicultural prescriptions for individual stands to developing landscape and regional 
assessments (Crookston and Dixon 2005). FVS can similarly be used to estimate forest 
carbon (Hoover and Rebain 2011). Different geographic variants of FVS employ a 
myriad of submodels that together forecast forest growth. Specifically, the Northeast 
variant of FVS (FVS-NE) was originally adopted from the equations of the NE-TWIGS 
model (Hilt and Teck 1989) and has a suggested geographic range from an eastern 
boundary in Maine to a western boundary of Ohio and south to West Virginia. 
Submodels from other variants were additionally incorporated into the model structure, 
but to date, the diameter increment equation for large trees remains the only submodel 
originally designed in NE-TWIGS that is found within the current version of FVS-NE 
(Dixon and Keyser 2008). As the growth of large trees is driven by diameter increment in 
FVS (Crookston and Dixon 2005), benchmarking the key submodels within FVS-NE by 
assessing their predictions would provide insight into the performance of the model 
across its suggested geographic range.          
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 Model benchmarking of FVS variants has been accomplished through various 
techniques with various scopes in mind. Lacerte et al. (2004) found through a validation 
of the Lake States variant of FVS (FVS-LS) that differences in observed and predicted 
stand-level basal area were primarily due to inaccuracies in predicting individual-tree 
mortality using an independent data set. Through validating the diameter increment 
function of FVS-LS, Pokharel and Froese (2008) found that equations overpredicted 
diameter increment on average by 17%. These reasons warrant a careful examination of 
the individual-tree submodels within the existing FVS framework, as bias at the tree level 
will likely compound to the plot and stand levels. By testing the assumption that a model 
is not valid if its predictions are biased (Robinson and Froese 2004), equivalence testing 
has become a conventional means to evaluate the predictions of various submodels within 
individual-tree growth models like FVS (Pokharel and Froese 2008; Leites et al. 2009).   
 Assessing the baseline performance of such models is necessary prior to 
evaluating their influence when incorporated into model extensions such as the Fires and 
Fuels Extension (Rebain et al. 2009) and to novel modeling frameworks such those 
making FVS sensitive to future climate scenarios (Crookston et al. 2010).    
 Researchers have observed various successes in updating equations and their 
predictions provided by the various submodels of FVS. In FVS-LS, recalibrating 
Holdaway’s (1985) diameter increment adjustment factor did not lead to substantial 
improvements in diameter increment predictions for 30 species in Michigan (Pokharel 
and Froese 2008). Refitting submodels such as diameter and height increment did 
however lead to considerable improvements in biological consistency over FVS-LS 
model predictions (Lacerte et al. 2006). Similarly, predictions of plot-level basal area and 
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number of trees were improved over a short time period (5 years) upon updating the 
individual-tree mortality submodel in FVS’s Southern variant (Radtke et al. 2012). To 
date, calibrations of statistical equations such as those of FVS’s individual-tree 
submodels have relied on recalibrations or refittings using traditional statistical 
approaches. Calibrations employing Bayesian methodologies would seemingly be more 
robust and flexible for three primary reasons. First, one could quantify the uncertainty of 
parameters associated with the calibrations such that different parameters could be 
chosen from simulated posterior distributions (Van Oijen et al. 2005). Through this 
approach, Green et al. (1999) discuss how to carry this uncertainty through to assessing 
model output such as basal area and number of trees. Second, strategies for linking 
predictions with output from other models of differing types and resolutions can be made 
(e.g., Radtke and Robinson 2006). Lastly, Monte Carlo simulations provide a distribution 
of parameters, as opposed to treating parameters as fixed values as in traditional 
techniques. 
 The performance of key FVS-NE submodels have yet to be tested under the 
variety of forest conditions, species compositions, and forest management regimes that 
comprise the thirteen states found throughout the suggested geographic range of the 
model.   
 The purpose of this analysis was to investigate the performance of key submodels 
within FVS-NE across its suggested geographic range and to seek improvements using 
independent data. The specific objectives of this chapter were to: (1) quantify the 
performance of the height-diameter, diameter increment, and height increment submodels 
within FVS-NE using independent data gathered from the FIA program across the 
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northeastern US (benchmarking), and (2) examine submodel predictions for individual 
tree attributes and plot-level basal area after making adjustments using a Bayesian 
modeling approach (calibration).  
 
1.3 Methods 
 Methods described below present the structure of the key FVS-NE submodels, 
describe data used in the analysis, and present methods employed in benchmarking and 
calibrating FVS-NE predictions.  
 
     1.3.1 Review of FVS-NE Submodels 
 Tree height (ht) is estimated using tree diameter at breast height (dbh) for trees 
where ht is missing in the tree list and is influential in estimating dbh increment for small 
trees provided to FVS-NE (Dixon and Keyser 2008). Model form of the ht-dbh equation 
depends on tree species: for the species of interest herein, conifer species are estimated 
with the Curtis (1967) form and hardwood species are estimated with the Wykoff et al. 
(1982) form. Biologically, both equations are based on the allometric principle of taller 
tree ht with increasing dbh. The Curtis (1967) model is estimated by: 
 ? ?321 dbhexp5.4ht ??? ???        [1.1] 
whereas the Wykoff et al.(1982) model is estimated by:  
 ? ?? ?0.1dbh/exp5.4ht 21 ???? ??       [1.2] 
The regression coefficients αi and βi for the ht-dbh models in FVS were derived from data 
fit to FVS’s Southern variant (Dixon and Keyser 2008). 
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 The diameter increment (∆dbh) for trees ≥ 5.0 in FVS-NE is estimated using the 
potential-modifier approach outlined in Teck and Hilt (1991). First, potential basal area 
growth (∆bapot) is estimated using tree dbh and species site index (SI). Second, a growth 
modifier (growthmod) is estimated using the basal area in larger trees two 1-inch diameter 
classes below the subject tree (bal). Lastly, predicted annual basal area growth (∆ba) is 
estimated by multiplying the potential and modifier components. Hence,    
 
? ?? ?
? ?
modpotgrowth
3mod
21pot
growthbaba
balexpgrowth
7.0*dbhexp1SIba
????
??
????
?
??
     [1.3] 
is the system used for predicting ∆bagrowth where γi are species group variables. The data 
used to parameterize the large-tree ∆dbh equation were collected as part of the FIA 
program from the 1960s through the 1980s from 14 states in the Northeastern US (Teck 
and Hilt 1991). 
  The potential-modifier approach is similarly used in FVS-NE for predicting 
height increment. First, growth effective age (GEA) is estimated using initial tree ht and 
SI with the equations of Carmean et al. (1989). Second, the tree is grown for 10 years and 
A is used to then predict an updated tree ht. The difference between these two ht values is 
assumed to be potential 10-year height increment (htpot). Modified ht increment is 
estimated using growthmod from Eq. 1.3 and the subject tree’s ht divided by the 40 largest-
diameter trees in the stand, termed relative ht (htrel):  
 
? ?? ?? ?? ?
modpot
relmodmod
hththt
8.0*ht1growth11ht
*??
????
     [1.4] 
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     1.3.2 FIA Data 
 Tree and plot records were obtained from the USDA Forest Service’s Forest 
Inventory and Analysis (FIA) program. Many of these inventory plots were remeasured 
but some were not. Data were obtained from the online FIA database at 
http://apps.fs.fed.us/fiadb-downloads/datamart.html, (download date 11 November 2011). 
FIA data from thirteen US states where the suggested FVS-NE geographic range lies 
were used: Connecticut, Delaware, Maine, Maryland, Massachusetts, New Hampshire, 
New Jersey, New York, Pennsylvania, Ohio, Rhode Island, Vermont, and West Virginia. 
Compiled data spanned seven ecoregions as defined by Bailey (1980). Plots began 
measurement in 1998 which was when the FIA’s annual inventory design was 
implemented across the US (McRoberts et al. 2005).  
 The analysis was limited to all trees with dbh ≥ 5.0 inches because (1) it is the 
threshold for measurement trees on FIA Phase II plots, and (2) it is the threshold for the 
large-tree ∆dbh and ∆ht equations within FVS-NE. Plot-level metrics such as basal area, 
number of trees per acre, and quadratic mean dbh were computed for the conditions of 
each plot-year combination. Individual species were examined and their size and growth 
measurements analyzed. Increments for dbh and ht were standardized to a 10-year 
interval for each tree that survived a remeasurement period, such that 
 
10
YY
sizesize
inc
12
12
10 ??
???        [1.5] 
where ∆inc10 is 10-year dbh or ht increment, size1 is dbh or ht at initial measurement year 
Y1, and size2 is dbh or ht at remeasurement year Y2. 
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     1.3.3 FVS-NE Benchmarking 
 Predicting tree ht was accomplished after employing the appropriate ht-dbh model 
form suggested for the individual species (Dixon and Keyser 2008; pp. 10-12). Only 
heights that were directly measured were used in this analysis. Tree records which 
contained ocular estimates of ht, or records where ht was predicted with a model, were 
omitted. 
 Predicted annual basal area increment from Eq. 1.3 was first added to the current 
tree’s basal area, and then converted to dbh. This process occurred iteratively until the 
10-year cycle was complete. Predicted ∆dbh10 was considered as dbh predicted after 10 
years and the initial dbh of the tree. For the increment equations, the FIA site index for 
the condition of the plot was used. In the FIA database, this value for site index is 
estimated by either employing an individual tree or by averaging site index values that 
have been calculated for specific site trees of the same species (USDA Forest Service 
2010). For plot conditions where site index was not measured, the FVS-NE default 
setting of 56 ft at a base age of 50 years for sugar maple was used. For predicting ∆ht, the 
same approach was used for estimating site index. The value for htrel was computed for 
each tree in predicting ∆ht: if a tree’s actual ht was recorded in the FIA tree record, it was 
used. If not, the tree’s estimated ht from Eq. 1.1 or 1.2 was used. 
 For each of the ht, ∆dbh, and ∆ht equations for the 20 species, root mean squared 
error (RMSE) and mean bias (MB) were computed as:  
 
? ??
?
??
n
i 1
2
ii /npredobsRMSE  
 
/npredobsBM
1
ii?
?
??
n
i
          [1.6]  
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where obsi and predi are the observed and predicted values using the FVS-NE equation 
for the species of interest for tree i, respectively, and n is the number of observations for a 
species. Mean bias for individual FIA plots was also computed to examine the spatial 
pattern of the performance of the FVS-NE equations. This bias was mapped if there were 
at least five observations on the plot. The ∆dbh equation from Eq. 1.3 was used to 
calculate plot-level basal area at the remeasurement period, and then was compared to 
measured basal area.    
 Equivalence tests were also employed to test the null hypothesis that FVS-NE 
model predictions were unacceptable (Robinson and Froese 2004). The two-one-sided 
tests of Wellek (2003) were used to examine equivalency for individual species. When 
examining observed and predicted values, indifference intervals were chosen as 10% of 
the mean ht or mean predicted 10-year increment for ∆dbh and ∆ht, similar to the 
approach of  Pokharel and Froese (2008). On the other hand, the slope of the equivalence 
test was placed to be between 0.75 and 1.25, or 25% of the standard value of 1. 
Confidence intervals, which were computed around the model prediction of interest for a 
given species, were compared to the indifference interval. If the confidence interval was 
contained within the indifference interval, the null hypothesis of model predictions being 
different from observed values was rejected (Pokharel and Froese 2008). The minimum 
percentage which would have resulted in a successful validation was also computed to 
overcome the somewhat subjective assignment of the indifference interval.   
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     1.3.4 FVS-NE Calibrations 
 The process of calibrating the ht, ∆dbh, and ∆ht equations began by first 
examining the prediction errors (observed value – predicted value from FVS-NE) 
calculated for each tree record. Prediction errors were plotted against tree, plot, and 
spatial location variables such as tree size (e.g., dbh or ht), site index (SI; ft at base age 50 
years), plot basal area (BA; ft2ac-1), and latitude and longitude (LAT and LONG; decimal 
degrees) of the plot where the tree was located. Considering the prediction error as the 
dependent variable for each species, the Holdaway (1985) adjustment factor computed as 
a quadratic function of dbh was expanded upon to include additional independent 
variables. Hence, the adjustment factor (AFjk) was estimated via a full model for the jth 
submodel for the kth species as: 
 27654
2
321 LONGLATBASIsizesizeAF jkjkjkjkjkjkjkjkjk ???????? ????????   
           [1.7] 
where size is (1) initial tree dbh when calibrating the ht or ∆dbh submodel or (2) initial 
tree ht for calibrating the ∆ht submodel, and σ2jk is the variance parameter for the jth 
submodel for the kth tree species.  
 We estimated Bayesian parameters for the AFjk using the MCMC procedure 
within SAS/STAT® software (SAS Institute Inc. 2010). For each of the prediction errors, 
100,000 iterations were run through a Markov chain to achieve convergence and 
estimation of posterior distributions. These iterations were conducted following a 10,000 
iteration burn-in, where sample estimates were discarded. To reduce autocorrelations 
between successive Markov chain samples, the thinning parameter was set to 50. Prior 
distributions for parameters and errors in Eq. 1.7 were selected to be wide and non-
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informative because little knowledge about the values of those parameters exists. A 
normal distribution was selected as a prior for each of the θijk parameters such that θijk 
~N(0.0,1.0e-6). The inverse-gamma distribution was chosen as a prior for each of the 
variance parameters (Gelman 2006), such that σjk2 ~fiΓ(0.001,0.001). Final selection of the 
parameters for each AFjk were chosen after an assessment similar to what is outlined by 
McCarthy (2007; pp. 252-253). This included requiring the trace plots to be well-mixed, 
inspecting graphs to ensure that successive Markov chains were not correlated, and 
ensuring that the value zero was not included in the highest posterior density (HPD) 
interval (akin to the traditional approach of accepting a value at the α=0.05 level). 
Effective sample sizes (Kass et al. 1998) for each of the θijk parameters were examined to 
assess Markov chain mixing. Deviance information criterion (DIC; Spiegelhalter et al. 
2002) was used to examine model fit as non-significant independent variables were 
excluded from  the model fitting for each AF. 
 The calibrated ∆dbh10 prediction was used to calculate plot-level basal area at the 
remeasurement period, and then was compared to measured basal area.    
 
1.4 Results 
 Results presented below describe findings and results related to benchmarking 
and calibration efforts with FVS-NE using the FIA data compiled across the northeastern 
US. 
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     1.4.1 FVS-NE Benchmarking 
 In total, 94 tree species were observed across the FIA data gathered from 13 states 
across the northeastern US. Among these, the 20 most abundant species chosen for 
investigation (6 conifers and 14 hardwoods) made up 86% of all ∆dbh observations 
(Table 1.1). Mean plot basal area was 92.2 ± 60.9 ft2ac-1 and quadratic mean dbh was 
10.0 ± 3.0 in. Plots contained a greater degree of hardwood dominance, as percent basal 
area in hardwoods was 80.7 ± 29.2%. FIA plot locations spanned 10 degrees of latitude 
and 18 degrees of longitude across the region (Table 1.2) across seven ecoregions as 
outlined by Bailey (1980; Table 1.3) 
 The performance of the FVS-NE submodels was variable across the region as 
measured by mean bias (Figure 1.1). In predicting total tree ht, 47% of FIA plots 
displayed a MB within ±5 ft of the observed ht. There was general trend of 
overprediction of ht across northern New England states and across much of 
Pennsylvania, while ht was somewhat underpredicted across the Allegheny subregion. In 
predicting ∆dbh10, 39% of FIA plots displayed a MB within ±0.25 in of the observed 
diameter increment. There was a general trend of underprediction across the entire region 
expect in the Allegheny subregion where overprediction of diameter increment was 
evident. In predicting ∆ht10, 41% of FIA plots displayed a MB within ±3.0 ft of the 
observed height growth. Although there was data available from only two states (Maine 
and Pennsylvania), there were no indications of spatial trends in the submodel 
performance of ∆ht10.  
 The RMSE for FVS-NE predictions of total tree ht for individual species ranged 
from 6.7 ft for black spruce to 15.7 ft for black cherry, while MB ranged from -13.6 ft for 
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northern white-cedar to 6.7 ft for black cherry (Table 1.4). The RMSE for ∆dbh10 for 
individual species ranged from 0.53 in for black spruce to 1.54 in for yellow poplar, 
while MB ranged from -0.40 in for paper birch to 0.50 in for yellow poplar. The RMSE 
for ∆ht10 for individual species ranged from 9.0 ft for balsam fir to 14.2 ft for American 
beech, while MB ranged from -4.6 ft for American beech to 2.3 ft for eastern white pine 
(Table 1.5). 
 Considering total tree height, equivalence tests of the intercept indicated that 13 
of 20 species successfully validated the FVS-NE predictions when compared to observed 
ht, while nine of these species were also validated for the slope. For the ∆dbh10 
submodels, two of the 20 species passed the equivalence test for the intercept, but none 
for the slope. For the ∆ht10 submodels, none of the nine species under investigation 
passed the equivalence test for neither the intercept nor the slope (Table 1.6). For the four 
most abundant species, confidence intervals for the intercept terms were narrow relative 
to indifference intervals for the ht and ∆dbh10 submodels, but confidence intervals were 
wider for the ∆ht10 submodel (Figure 1.2). For these species, the estimated slopes were 
less than 0.5 for the ∆dbh10 submodel. 
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Table 1.1 Species codes for FIA data. Common and scientific names with species codes 
for the most abundant tree species across 13 northeast states in the Forest Inventory and 
Analysis database. 
Species code Common name Scientific name 
AB American beech Fagus grandifolia Ehrh. 
BC black cherry Prunus serotina Ehrh. 
BF balsam fir Abies balsamea (L.) Mill. 
BO black oak Quercus velutina Lam. 
BS black spruce Picea mariana (Mill.) B.S.P. 
CO chestnut oak Quercus prinus L. 
EH eastern hemlock Tsuga canadensis (L.) Carr. 
PB paper birch Betula papyrifera Marsh. 
QA quaking aspen Populus tremuloides Michx. 
RM red maple Acer rubrum L. 
RO northern red oak Quercus rubra L. 
RS red spruce Picea rubens Sarg. 
SB sweet birch Betula lenta L. 
SM sugar maple Acer saccharum Marsh. 
WA white ash Fraxinus americana L. 
WC northern white-cedar Thuja occidentalis L. 
WO white oak Quercus alba L. 
WP eastern white pine Pinus strobus L. 
YB yellow birch Betula alleghaniensis Britton 
YP yellow poplar Liriodendron tulipifera L. 
 
 
 
Table 1.2 FIA plot condition summaries. Summaries of plot conditions for data acquired 
from thirteen states across the northeastern US from the Forest Inventory and Analysis 
database. 
Attribute Mean SD Min Max 
Trees (count ac-1) 169.7 103.3 24.0 843.0 
Basal area (ft2ac-1) 92.2 60.9 3.5 513.9 
Quadratic mean dbh (in) 10.0 3.0 5.0 42.7 
Site index (ft, base age 50 years) 57.1 17.2 16.0 173.0 
Percent basal area in conifers 19.3 29.2 0 99.0 
Percent basal area in hardwoods 80.7 29.2 1.0 100.0 
Latitude (°) 42.9 2.3 37.2 47.4 
Longitude (°) -74.0 4.61 -84.8 -67.0 
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Figure 1.1 Mean biases of FVS-NE predictions at FIA plots. Approximate Forest 
Inventory and Analysis plot locations displaying mean bias for predictions from the 
northeast variant of the Forest Vegetation Simulator for total tree height (a), and 10-year 
diameter (b), and height increment (c). 
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Table 1.3 FIA ecoregion descriptions. Ecoregion descriptions in the northeastern US as 
described in Bailey (1980). 
Ecoregion 
code Description States 
211 Laurentian mixed forest ME, NY, PA, VT 
221 Eastern broadleaf (oceanic) CT, DE, MA, MD, ME, NH,  NJ, NY, OH, PA, RI, WV 
222 Eastern broadleaf (continental) NY, OH, PA 
223 Western Allegheny plateau OH 
232 Adirondack-New England mixed forest MA, ME, NH, NY, VT 
M211 Central Appalachian broadleaf forest MD, PA, WV 
M221 Outer coastal plain mixed forest DE, MD, NJ 
 
 
     1.4.2 FVS-NE Calibrations 
 The kinds of independent variables that helped to explain the prediction error of 
the FVS-NE submodel and species of interest varied for Eq. 1.7, depending on tree size, 
plot, and site attributes (Appendix I). For the 20 species examined, the AF could 
generally be explained by dbh, dbh2, and BA for most species when investigating the 
total tree ht submodel. To a lesser extent, SI explained some of the variability in 
predicting ht. Terms for BA and SI were always positive for the species if it was a 
significant independent variable. The coordinates of LAT and/or LONG were significant 
for northern red oak, red maple, and white oak. After applying the calibrations to FVS-
NE predictions, RMSE ranged from 6.0 ft for northern white-cedar to 13.1 ft for yellow 
poplar, and RMSE was reduced on average by 12.5% after comparing calibrated ht 
predictions to those of FVS-NE. Mean bias was minimal after applying the calibrations 
(Table 1.4). 
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Table 1.4 Number of FIA observations and FVS-NE height calibrations. Tree summaries 
for total height (ht) observations with root mean square error (RMSE) and mean bias 
(MB) using FVS predictions and calibrated FVS predictions (FVScalib). 
Species 
code 
   ht (ft) 
 No. 
trees 
  observed  RMSE  MB 
ht ∆ dbh10 ∆ht10  Mean SD  FVS FVScalib  FVS FVScalib 
AB 6,357 8,892 298  52.7 15.3  13.2 11.4  -5.4 0.0 
BC 5,110 6,726 -  63.3 18.1  15.7 12.0  6.7 -0.1 
BF 8,996 13,834 763  43.6 9.8  8.1 7.6  1.3 0.0 
BO 1,695 1,988 -  65.9 16.2  11.8 10.8  1.9 0.0 
BS 1,813 2,558 -  46.0 8.9  6.7 8.3  5.2 0.0 
CO 4,461 5,459 -  58.6 14.5  11.1 10.3  -1.9 0.0 
EH 10,223 12,869 568  47.8 14.8  12.5 9.7  -7.7 0.0 
PB 4,376 7,530 289  50.5 11.7  12.3 9.2  -7.6 -0.1 
QA 2,264 2,949 -  61.8 12.6  9.6 9.1  1.6 0.1 
RM 27,749 36,935 1710  58.6 14.3  11.6 10.2  2.6 0.0 
RO 6,627 8,173 -  66.2 16.2  11.7 10.8  -0.1 0.0 
RS 9,120 12,796 796  48.5 11.9  8.2 7.6  0.9 0.0 
SB 4,002 5,149 -  59.2 13.3  10.7 10.2  1.3 0.0 
SM 12,692 15,518 -  62.1 14.5  11.1 10.6  0.7 0.0 
WA 5,001 6,257 -  64.5 17.4  14.0 11.8  6.6 0.0 
WC 5,345 9,769 644  40.5 8.9  15.0 6.0  -13.6 -0.2 
WO 3,643 4,205 -  62.5 17.3  11.6 10.2  -1.2 0.0 
WP 7,672 9,907 392  59.5 19.3  12.5 11.5  -2.3 0.0 
YB 5,022 7,407 318  53.8 11.8  12.3 9.5  -7.2 -0.1 
YP 1,908 2,141 -  80.8 22.7  14.1 13.1  2.3 0.0 
 
 
 The AF for ∆dbh10 could generally be explained by dbh, SI, and BA.  To a lesser 
extent dbh2 explained some of the variability in predicting ∆dbh10. Terms for SI were 
always negative for the species if it was a significant independent variable, while terms 
for BA were always positive (with the exception of red spruce). Coordinates of LAT 
and/or LONG were insignificant for all species in calibrating ∆dbh10. After applying the 
calibrations to FVS-NE predictions, RMSE ranged from 0.46 in/10-years for black spruce 
to 1.43 in/10-years for yellow poplar, and RMSE was reduced on average by 8.1% after 
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comparing calibrated ∆dbh10 predictions to those of FVS-NE. Mean bias was minimal 
after applying the calibrations (Table 1.5). 
 The FVS-NE prediction of plot-level BA, derived from the baseline dbh 
increment equation from Eq. 1.3, differed somewhat from the BA predicted using the 
calibrated dbh increment. Across the seven ecoregions, equivalence tests indicated that 
FVS predictions resulted in smaller minimum percentages to result in a successful 
validation compared to calibrated FVS predictions for both intercept and slope terms, 
with the sole exception of the slope term for the eastern broadleaf, oceanic province 
(Figure 1.3).  
 For seven species with height increment data gathered across Maine and 
Pennsylvania, the AF for ∆ht10 could generally be explained by dbh and/or dbh2 
(Appendix I).  Calibrations of ∆ht10 were unsuccessful for American beech and eastern 
white pine. Site index helped to explain variability in height increment for paper birch 
(negative term), while BA was significant (positive term) for red spruce. Coordinates of 
LAT and/or LONG were insignificant for all species in calibrating ∆ht10. After applying 
the calibrations to FVS-NE predictions, RMSE ranged from 4.9 ft/10-years for balsam fir 
to 9.0 ft/10-years for paper birch. The RMSE for ∆ht10 was reduced on average by 39.4%, 
however, mean bias increased drastically after calibrations, by as much as 7.5 ft/10-years 
for red maple (Table 1.5).
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Table 1.6 Equivalence test results for FVS-NE predictions. Equivalence test results for 
FVS-NE predictions of total height (ht) and 10-year diameter (∆dbh10) and height 
increment (∆ht10), where minimum percentages in order to pass an equivalence test for 
intercept and slope terms are shown (successful validations shown in italics).  
Species code               ht        ∆dbh10              ∆ht10 
 Int (%) Slope (%)     Int (%) Slope (%)  Int (%) Slope (%) 
AB 9.8 34.1  28.2 61.6  91.3 181 
BC 12.4 113.2  39.9 68.7  - - 
BF 3.5 25.0  29.1 63.6  28.2 90.0 
BO 3.7 52.3  28.3 48.5  - - 
BS 13.5 37.2  26.4 90.1  - - 
CO 3.7 36.7  17.3 64.2  - - 
EH 14.2 7.1  2.7 63.2  14.0 79.2 
PB 13.7 17.5  45.3 85.4  156 115 
QA 3.4 22.7  20.7 84.6  - - 
RM 4.9 64.6  14.0 55.5  37.3 33.1 
RO 0.6 38.4  46.1 54.7  - - 
RS 2.3 22.3  35.5 57.3  28.3 85.3 
SB 2.9 23.5  33.5 63.6  - - 
SM 1.5 26.7  29.6 52.3  - - 
WA 12.0 24.8  13.5 62.1  - - 
WC 25.5 19.3  16.2 88.3  82.3 102 
WO 2.3 54.5  19.5 62.6  - - 
WP 4.2 11.8  9.7 49.5  52.2 60.0 
YB 12.2 13.3  33.7 69.3  65.7 136 
YP 3.6 25.7  38.3 38.1  - - 
 
 
1.5 Discussion 
 Through this analysis, the performance of the allometric height-diameter 
submodel within FVS-NE performed moderately well. However, equivalence tests 
revealed that the increment submodels for diameter and height performed poorly. Trends 
in predictions across the northeastern US states did not indicate any strong spatial 
patterns for any of the submodels. Employing FVS-NE prediction errors as the dependent 
variable, calibration efforts using a Bayesian approach found that tree size, plot-level 
basal area, site index, and geographic coordinates could help explain the prediction 
variability for some species when considering specific submodels. When considering 
bias, calibrations helped to improve predictions of total tree height and dbh increment, 
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but not for ht increment. Computing basal area using the dbh increment provided by 
FVS-NE outperformed basal area computed using calibrated predictions. This result 
suggests that although improvement in model prediction can be achieved at the tree level, 
it does not necessarily equate to improvement when scaled up to make plot-level 
predictions.   
 
 
 
 Figure 1.3 Minimum equivalence test percentages for basal area. Minimum 
 percentages which would have resulted in successful equivalence test validations 
 for predicting plot-level basal area using FVS predictions and calibrated FVS 
 predictions for various ecoregions. 
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     1.5.1 FVS-NE Benchmarking 
 This investigation was an attempt to benchmark key submodels of FVS-NE across 
the northeastern US. Other assessments of FVS-NE performance have occurred at more 
local levels. Specifically, Ray et al. (2009) present dbh increment adjustments based on 
long-term growth records from central Maine. Outside of the northeast, Shaw et al. 
(2006) presented a case study investigating how FVS can be locally calibrated by 
modifying key submodels such as total tree ht and dbh increment. Although local 
assessments and calibrations will continue to be needed for routine forest management 
activities, the benchmarking of growth models is particularly needed at larger geographic 
scales. As questions arise that ask the role that forests play in the global carbon cycle, 
assessments on much broader scales, such as regional ones, is necessary. Exercises that 
benchmark growth model performance in their present form are necessary prior to 
calibrating or reengineering them to reflect future climate scenarios (e.g., Crookston et al. 
2010) or carbon storage potential (e.g., Woodall et al. 2011). The observation that FVS-
NE predictions did not exhibit an overtly spatial pattern (Figure 1.1) could signify that 
the geographic region for the model is appropriate for making these kinds of regional 
assessments. Further assessments of the performance of FVS-NE across other 
physiographic features and glaciated versus nonglaciated soils is warranted.  
 The equivalence test bounds were somewhat subjective but were chosen to be 
liberal. The intercept set at 10% of the mean prediction for the intercept is 2.5 times 
larger than the error tolerance specified by the FIA program, so the degree of accuracy 
for the population target was placed to be quite wide. The slope set at 25% of the ideal 
value of 1 ensured large flexibility compared to the measured slope. The results observed 
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for ∆dbh10 here agree with those found for many of the same species in the Lake States 
implementation of FVS (Pokharel and Froese 2008): no species were successfully 
validated through the equivalence tests and estimates for the slope terms were quite 
small. For the four most abundant species here, none of the slope estimates were greater 
than 0.5 (Figure 1.2), suggesting that the FVS-NE model form for ∆dbh10 may be 
resulting in bias across multiple species. Results here showed FVS-NE to underpredict 
the dbh increment for both quaking aspen and black spruce, but Lacerte et al. (2004) 
found general agreement between the observed and predicted dbh increment for the two 
species in Ontario.  
 The performance of the allometric ht submodel was surprising, considering that 
equation parameters are adopted from the southern variant of FVS (Dixon and Keyser 
2008). Results showed that 11 of the 20 species displayed a mean bias for ht within 3 feet 
(Table 1.4), which speaks to their robustness. Tests of the ∆ht10 predictions were much 
more variable because of the limited height increment data available from only two states 
and the tremendous variability observed in the data (Table 1.5). This variability resulted 
in wide confidence intervals when running the equivalence tests (Figure 1.2). Indeed for 
one species (paper birch), mean observed ht increment was actually negative—a surprise 
because only trees where height was actually measured were used in the analysis. 
Variability in predictions of ht increment are likely due to the reliance on the Carmean 
(1989) equations that use site index computed primarily from localized studies and the 
requirement for FVS-NE to estimate a tree’s age before predicting increment. As the 
annual FIA program continues, height data for additional species gathered across broader 
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geographic regions will help to further investigate the performance of the ht increment 
equations within growth models such as FVS.   
 
     1.5.2 FVS-NE Calibrations 
 Building from the adjustment factors which take into account measures of tree 
size to calibrate model predictions (Holdaway 1985), results indicated that improvement 
in model predictions could be attained for some species by implementing site index, plot 
basal area, and/or spatial location of plots. Although they observed some variability in 
model residuals for dbh increment, Pokharel and Froese (2008) did not pursue model 
calibrations due to the complexities of residuals with multiple plot attributes such as site 
index, basal area, and quadratic mean diameter. Calibrations produced here provided 
minimal mean bias for ht and ∆dbh10 for nearly all species, but not for ∆ht10. Tree size 
(whether dbh or ht) accounted for much of the variability for the three submodels 
investigated, suggesting the Holdaway (1985) model calibration technique can be 
successful on a regional basis. The finding that the allometric total tree ht predictions 
were improved for many species by incorporating geographic locale variables agrees with 
previous studies (Huang et al. 2000; Russell et al. 2010). Whether one refits submodels 
(e.g., Lacerte et al. 2006; Radtke et al. 2012) or employs calibration adjustments, 
improvement can  be achieved if the focus is solely on the individual tree. The manner in 
which these updated predictions influence other submodel performance and model 
performance at larger, e.g., plot scales, should be investigated—adjusting component 
equations could lead to unanticipated overall model behavior (Westfall and Burkhart 
2001).  
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 Techniques presented herein provide an alternative and appealing method to 
adjust tree-level predictions by employing Bayesian techniques. Calibrations here were 
applied to the baseline FVS-NE predictions in a similar manner as one would apply 
traditional regression techniques, namely by applying the mean value drawn from the 
posterior distribution (Appendix I). However, the Bayesian calibration technique has a 
number of advantages. First, parameters can be treated as distributions rather than fixed 
values. In doing this, estimates of correlations among calibration parameters can be 
assessed, similar to the approach of Green et al. (1999). Second, Bayesian methods can 
help link models of different resolutions (Radtke and Robinson 2006). Lastly, uncertainty 
upon calibrating tree-level models can be more directly assessed through understanding 
the dynamic properties of the posterior distributions. These calibrations can then be 
simulated and scaled up to the plot and stand levels. There has been some research in 
calibrating process-based model output using Bayesian methodologies (Van Oijen et al. 
2005), but there remain abundant opportunities that investigate the use these methods for 
empirical tree-level models like FVS. 
 Although studies have calibrated tree-level predictions of dbh increment 
(Holdaway 1985; Pokharel and Froese 2008), there has been little work examining the 
impact of scaling these calibrated predictions to compute plot-level attributes. The results 
here showed that predictions were actually stronger in predicting plot–level basal area 
using nonadjusted FVS predictions as opposed to calibrated ones, as evident through 
equivalence testing procedures (Figure 1.3).  This outcome requires a thorough 
assessment of overall model accuracies when calibrating even just one submodel. In the 
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case here, improvement in tree-level accuracy did not equate to any improvement in plot-
level accuracy.  
 As national forest inventory data such as those available through the FIA program 
continue to be collected across expansive geographic ranges, inventory information serve 
as an excellent clearinghouse for such exercises in benchmarking, calibrating, and 
refitting growth and yield submodels such as those found in FVS. Analyses herein 
indicate that reengineering model forms and refitting models, rather than calibrating 
existing model structures and predictions, is warranted. 
 
1.6 Conclusions 
 Using national forest inventory data gathered from permanent sample plots across 
the northeastern US, this analysis found that the current implementation of the FVS-NE 
growth and yield model performed moderately well for reflecting the height-diameter 
relationship of 20 common species, but poorly for predicting the 10-year increment for 
tree diameter and height. Calibrating FVS-NE predictions using a Bayesian approach 
resulted in minimal bias for ht and ∆dbh10, but not for ∆ht10. Using the calibrated 
predictions for the dbh increment submodel did not lead to any improvements in 
estimating plot-level basal area, suggesting that model improvements at the tree level do 
not equal improved predictions at the plot level. Future work can follow from the 
Bayesian technique in order to quantify the uncertainty when making plot-level 
predictions using calibrated tree-level submodels. Results indicate that efforts in model 
reengineering, as opposed to calibrating existing model predictions, should be 
undertaken. 
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Chapter 2  
ASSESSING MODEL PERFORMANCE IN FORECASTING  
LONG-TERM INDIVIDUAL TREE DIAMETER VERSUS BASAL AREA 
INCREMENT FOR THE PRIMARY ACADIAN SPECIES 
 
2.1 Abstract 
 Tree basal area (ba) or diameter at breast height (dbh) is universally used to 
represent tree secondary growth in individual tree-based growth models. However, the 
long-term implications of using either ba or dbh for predictions are rarely fully assessed. 
In this analysis, ∆ba and ∆dbh increment equations were fit to identical datasets gathered 
from six conifer and four hardwood species grown in central Maine. The performance of 
∆ba and ∆dbh predictions from nonlinear mixed-effects models were then compared with 
observed growth measurements of up to 29 years via a Monte Carlo simulation. Two 
evaluation statistics indicated substantial improvement in forecasting dbh using Δdbh 
rather than Δba. Root mean squared error (RMSE) and percent mean absolute deviation 
(MAD%) were reduced by 14 and 15% on average, respectively, across all projection 
length intervals (5-29 years) when Δdbh was used over Δba. Differences were especially 
noted as projection lengths increased. RMSE and MAD% were reduced by 24% when 
Δdbh was employed over Δba at longer projection lengths (up to 29 years). Simulations 
found that simulating random effects rather than using local estimates for random effects 
performed as well or better at longer interval lengths. These results highlight the 
implications that selecting a growth model dependent variable can have, and the 
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importance of incorporating model uncertainty into the growth projections of individual 
tree-based models. 
 
2.2 Introduction 
 Diameter or basal area can be used to predict secondary growth of individual trees 
in forest growth models. The circumference of the tree at breast height is commonly 
measured in the field using diameter tapes, and this value is then converted into 
corresponding diameter or basal area. Since basal area increment measures the increase in 
geometric area of the bole at breast height measured at two time periods, it represents 
individual tree increment differently than does the linear distance measure of diameter.  
 Given that a significant portion of the variability in basal area increment (Δba) 
can be attributed to initial tree diameter, Δba will generally display a higher correlation 
with initial tree diameter than will diameter increment (Δdbh; West 1980). Employing 
basal area as the dependent variable in tree increment models is also appealing because 
basal area is directly related to silvicultural practices (Peng 2000). Despite the importance 
of these assumptions, relatively little work has been done quantitatively comparing 
effectiveness of Δdbh or Δba as the dependent variable in growth modeling.  
In a study directly comparing performance of Δdbh and Δba equations developed for 
even-aged Eucalyptus forests in southern Tasmania and northern hardwood stands in 
southern Ontario, Canada, West (1980) concluded that prediction of future diameters 
using a Δdbh or Δba equation did not differ appreciably. Using equations that predicted 
maximum potential growth followed by a modifying function, Shifley (1987) similarly 
found no difference in precision of Δdbh or Δba equations developed for 22 different 
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species growing in three states across the U.S. Midwest. However, these analyses were 
limited in terms of the projection lengths used, as West (1980) only examined intervals of 
3 to 6 years, while Shifley (1987) studied 10-year intervals.  
 Using Δba as the unit of prediction has some important limitations. Hann and 
Larsen (1991) found transforming ba to dbh resulted in unreasonable predictions for trees 
with small diameters. This outcome is likely because basal area assumes that trees are 
circular and non-eccentric. Although stem eccentricity is relatively small in conifers, it 
can still vary significantly between species, regions, and dbh classes (Tong and Zhang 
2008). The importance of the non-eccentric assumption would seemingly increase as 
growth projection lengths increase, which could lend to additional error compounding. In 
addition, Vanclay (1995) hypothesized that differences in Δdbh versus Δba equations 
could be due to error structures of the equations and their implied functional 
relationships. The choice of which dependent variable to employ is fundamental, as the 
error in one prediction equation can be compounded in subsequent equations within a 
growth and yield system (e.g., Fortin and DeBlois 2010). 
 The goal of this analysis was to evaluate the performance of individual tree 
diameter versus basal area increment models using long-term growth records for ten 
species common to the Acadian forest region. The specific objectives of this chapter were 
to: (1) fit species-specific equations using Δdbh and Δba as dependent variables, (2) use a 
Monte Carlo simulation study to assess the performance of nonlinear mixed-effects 
models in forecasting the Δdbh and Δba equations; and (3) evaluate the influence of 
short- (<10 years) and long-term (>25 years) projection intervals on the effectiveness of 
using Δdbh or Δba as the dependent variable. 
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2.3 Methods 
 Methods described below outline the study area under investigation, describe the 
data used in the analysis, discuss the developed models and simulation study used, and 
define evaluation statistics used. 
 
     2.3.1 Study Area 
The 1,619-ha United States Forest Service (USFS) Penobscot Experimental Forest 
(PEF), owned by the University of Maine Foundation, is located in the towns of Bradley 
and Eddington, Maine (44° 52' N, 68° 38' W). Mean temperature in February and July is -
7.1° C and 20.0 ° C, respectively, and mean annual precipitation is 107 cm. Soils in this 
area are typically thin and often wet with somewhat poorly- to poorly-drained soils.   
Located within the Acadian forest ecotype, the PEF is characterized by a mixture 
of northern conifer and hardwood species that dominate its forest cover. Conifer species 
include balsam fir (Abies balsamea (L.) Mill.), red spruce (Picea rubens Sarg.), black 
spruce (Picea mariana (Mill.) B.S.P.), white spruce (P. glauca (Moench) Voss), eastern 
hemlock (Tsuga canadensis (L.) Carr.), northern white-cedar (Thuja occidentalis L.), and 
eastern white pine (Pinus strobus L.). Common hardwood species include red maple 
(Acer rubrum L.), paper birch, (Betula papyrifera Marsh.), gray birch (B. populifolia 
Marsh.), and quaking aspen (Populus tremuloides Michx.).  
 Ten silvicultural treatments were applied between 1952 and 1957 by the USFS. 
Treatments in this ongoing experiment, each with two replicates, are located in an 
approximate 170-ha area of the PEF. Twenty managed compartments resulted from the 
various silvicultural treatments that included: selection system based on 5-, 10-, and 20-
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year harvest cycles; an unregulated commercial harvest; modified and flexible diameter 
limit harvests; two- and three-stage uniform shelterwood treatments; three-stage 
shelterwood treatment later split to include precommercial thinning; and an unmanaged 
natural area (Sendak et al. 2003). 
 
     2.3.2 Penobscot Experimental Forest Data 
A network of permanent sample plots was established along transects nested 
within each compartment at the start of the study. Plots consist of a nested design with 
0.081- and 0.020-ha, circular plots sharing the same plot center. All trees ≥ 11.4 cm dbh 
are measured in the 0.081-ha plot, while trees with dbh ≥ 1.3 cm and <11.4 cm are 
measured in the 0.020-ha plot. Beginning in 1974, individual trees were numbered in 
these plots and stand, plot number, tree number, species, dbh, and live/dead status are 
recorded. Tree dbh measurements are made with a diameter tape. Plots were initially 
measured before treatments, then remeasured before and after harvests and at 
approximately 5-year intervals. Beginning in 2000, a 0.008-ha plot was nested within the 
plot and trees ≥ 6.4 cm dbh were measured on the original 0.020-ha plots and trees ≥ 1.3 
cm dbh measured in the new 0.008-ha plots. Plots also switched from being remeasured 
on a 5- to a 10-year interval between harvests.  
 Compartments were selected from treatments which contained individually 
numbered trees with consecutive dbh measurements and where harvesting did not occur 
during the growth interval. Growing period length of the stands ranged from an average 
of 3.6 to 6.6 years and cumulative years of diameter measurement reached 29 years 
(Table 2.1). 
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Table 2.1 PEF silvicultural treatments. Silvicultural treatments and stand information for 
diameter growth data obtained from Penobscot Experimental Forest, Bradley and 
Eddington, Maine. 
Treatment Code Stands 
Count of stand 
measurements 
Length of growing period (years) 
Mean Range Cumulative 
Unharvested control NAT 2 6 5.8 4-10 29 
Two-stage shelterwood SW2 2 5 5.0 4-10 20 
Three-stage shelterwood SW3 2 6 5.5 3-6 24 
Three-stage shelterwood 
with precommercial thinning SW3PCT 1 6 3.6 2-6 18 
Commercial clearcutting URH 2 5 6.6 5-10 21 
 
 
 
Observed individual tree dbh increment (Δdbh; cm) was defined as the difference 
between two consecutive dbh measurements. These dbh measurements were converted to 
basal area to compute tree basal area increment (Δba; m2). Because of their abundance at 
the PEF and their ecological and commercial importance to the Acadian forest region, the 
following conifer species were chosen to develop species-specific increment equations: 
balsam fir, red spruce, white spruce, northern white-cedar, and eastern white pine. 
Similarly, equations for the following hardwood species were developed: red maple, 
paper birch, gray birch, and quaking aspen (Figure 2.1). Since red and black spruce 
hybridize at the PEF (Saunders and Wagner 2008), no distinction between the two 
species is made in the field. Hence, these species are grouped and are referred to as red 
spruce throughout. The number of growth observations varied between species (Table 
2.2). 
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Figure 2.1 Diameter and basal area increment data. Annual diameter at breast height 
(Δdbh) and basal area (Δba) increment versus initial tree dbh with loess regression line 
for conifers (dashed line) and hardwoods (solid line) for long-term data obtained from 
Penobscot Experimental Forest, Bradley and Eddington, Maine. 
 
 
Table 2.2 Tree diameter statistics. Tree diameter statistics including number of 
observations used in model development (n), initial tree diameter (dbh), and Pearson 
correlation coefficients of dbh with diameter (Δdbh) and basal area increment (Δba), by 
species. 
 
Species 
n 
dbh (cm)  Pearson correlation 
Mean (SD) Range  rdbh,Δdbh rdbh,Δba 
  Conifers     
Balsam fir 25111 5.5 (4.9) 1.3-50.3  0.238 0.664
 
Red spruce 7477 6.8 (6.0) 1.3-48.5  0.049 0.557 
Eastern hemlock 4423 11.2 (11.2) 1.3-56.6  0.279 0.699 
Eastern white pine 2079 14.0 (14.8) 1.3-80.0  0.148 0.789 
Northern white-cedar 1696 16.9 (6.1) 1.3-53.3  0.128 0.490 
White spruce 820 9.2 (9.6) 1.3-46.7  0.070 0.537 
  Hardwoods     
Red maple 8374 6.7 (6.6) 1.3-54.9  0.066 0.618 
Paper birch 3941 4.7 (5.1) 1.3-38.9  0.138 0.562 
Quaking aspen 2191 6.5 (6.1) 1.3-45.0  0.196 0.744 
Gray birch 1887 3.5 (2.4) 1.3-25.2  0.161 0.509 
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     2.3.3 Model Development 
 The Wykoff (1990) model form was selected for use in this analysis:   
 ijk
2
3
21 ε100
dbhβexpβdbhβΔgr ????
?
???
??       [2.1] 
where Δgr is tree diameter (Δdbh; cm) or basal area (Δba; m2) increment and dbh (cm) is 
initial tree diameter at breast height. In terms of general performance and magnitude of 
parameter estimates, preliminary analyses indicated that eq. 2.1 fit the data well for the 
species examined. 
 Using a nonlinear mixed-effects modeling approach (Pinheiro and Bates 2000), 
eq. 2.1 was structured in a manner that took into account both fixed and random 
parameters: 
      [2.2] 
where Δgrijk is the annual observed increment of the kth tree found in the jth plot in the 
ith stand, β1, β2, and β3 are population-level fixed effect parameters, bi and bij are random 
effect parameters for the ith stand and the jth plot, respectively, and εijk is the model error 
term, where ? ?ijkijk ,0~ RN?  and ijkR  is the variance-covariance matrix for the model error 
term.  
 To test whether or not ba would serve better as an independent variable than dbh 
in predicting Δba, initial tree basal area (baijk) was used in place of dbhijk on the right 
hand side of eq. 2.2. 
 
 A variance power function of initial diameter was used to represent the non-
homogeneous variance observed in the growth data. This function took the form
? ? ijk
2
ijk3β
ijkiji1ijk ε100
dbhβ
expdbhbbβΔgr 2 ????
?
???
????
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? ? δijk2ijk dbhσVar ?? , where σ2 was the residual sums of squares and δ was the variance 
function coefficient. A first-order continuous autoregressive correlation structure 
(CAR1), defined as ? ? itisisit ????? ??,Corr , where ρ is the autocorrelation parameter 
between two growth observations on tree i and λis-λit is the interval length between 
observation t and s. The CAR1 structure allows fitting of unbalanced data that are spaced 
irregularly (Gregoire et al. 1995).   
 Because measurement intervals ranged from 2 to 10 years, an annualization 
technique was employed to make full use of all growth measurements and to provide a 
finer resolution of individual tree increment predictions (Weiskittel et al. 2007). 
Individual tree dbh was assumed to transition linearly during the growth interval, so that 
annual growth was computed as the average increment over the interval (Cao 2000). 
Hence, the βi coefficients in eqs. 2.1 and 2.2 are annualized coefficients that can be used 
to simulate tree increment to any desired projection length. Model parameters were 
estimated in R using the nonlinear mixed-effects (nlme) package (R Development Core 
Team 2011). 
 
     2.3.4 Monte Carlo Simulation System 
 Data from the PEF ranged from a total of 18-29 years of measurements depending 
on the stand of interest (Table 2.1). Not all trees, individually tagged at the initial 
measurement, survived this entire period, and ingrowth was considerable in some plots. 
To compare simulated increment with observed values, trees that survived all 
measurements in a plot were used as the tree list for the simulation. Simulated data were 
considered a subset from the data used in model development. This resulted in simulating 
37 
 
growth for 3,784 trees from 110 plots across the nine different stands. The most abundant 
species that composed the simulation dataset were (number of observations in 
parentheses): balsam fir (1448), red maple (726), eastern hemlock (471), northern white-
cedar (319), red spruce (246), and paper birch (229). To compare the baseline 
performance of the fixed-effects equation (eq. 2.1) with simulated predictions, a 
deterministic prediction was made using the developed equations with the simulation 
data.  
 Variability within the Monte Carlo simulation was assigned in various ways 
(Fortin et al. 2009): random numbers from a normal probability density function were 
drawn to account for errors associated with model coefficients, i.e., ~N (βi, SE (βi)) and 
model error terms, i.e., ~N (0, εijk). Annual variability in dbh increment was also assigned 
in a manner consistent with other regions: as dbh increment can deviate ±25% from 
expected growth in a given year (Kangas 1998), predicted annual growth was multiplied 
by a uniform random variable drawn from U(-0.25, 0.25), then added to the previous 
year’s tree size. During the same Monte Carlo run, random error terms and model error 
terms were held constant throughout the entire length of the simulation. Annual 
variability was assigned at each annual time step. Predicted Δdbh and Δba occurred 
within the same growth step, so variability attributed to climate would increase or 
decrease by the same relative amount for both Δdbh and Δba. Since correlations between 
equation parameters were relatively low, it was assumed to have no influence on model 
predictions. 
 Two sets of simulations were run to test the influence of the model random effects 
on the Δdbh and Δba predictions. In one simulation, the local random effects for each 
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stand (bi) and plot (bij) were extracted from model output and used throughout the 
simulation. In the other, random effects were simulated. The bi and bij random effects 
were simulated from a normal distribution assuming a mean of 0 with their associated 
standard error obtained from model output, i.e., ~N (0, SE (bi)) and ~N (0, SE (bij)). 
 For each of the 110 plots used in the simulation, a 1000-run Monte Carlo 
simulation was performed. Equations provided annual predictions, and simulations were 
run up to the maximum observed cumulative growing period length (29 years). 
Simulations were carried out using R (R Development Core Team 2011).  
 
     2.3.5 Evaluation Statistics 
 Uncertainty in future predictions includes both systematic and random variation. 
Mean bias (MB) and percent mean absolute deviation (MAD%) measure systematic 
variation, while root mean square error (RMSE) measures both types (Kangas 1999). 
These measures were computed in this analysis as:  
 
? ??
?
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1
2
ii /ˆRMSE
       [2.3a]  
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100%MAD
       
[2.3c]
 
where iy  is the observed diameter, iyˆ  is the mean predicted tree diameter from the 
simulations, and n is the number of observations.  
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2.4 Results 
 Results presented below describe findings related to the developed models and 
assessments of their prediction uncertainty. 
 
     2.4.1 Model Development 
 For the six conifer species examined, the number of growth observations ranged 
from 820 for white spruce to 25,111 for balsam fir. For the four hardwood species 
examined, number of observations ranged from 1887 for gray birch to 8374 for red 
maple. Average annual Δdbh was 0.21 and 0.18 for conifers and hardwoods, respectively. 
The sample Pearson correlation coefficient between initial tree dbh and Δba (rdbh, Δba) 
was always higher than the correlation between dbh and Δdbh (rdbh, Δdbh). For all 
species, rdbh, Δdbh ranged from 0.049 to 0.279 and rdbh, Δba   ranged from 0.509 to 0.789 
(Table 2.2). On average rdbh, Δba was 0.48 higher than rdbh, Δdbh for all species.  
 Akaike’s and Bayesian information criterions showed that including β1 as the 
mixed-effect parameter rather than β2 resulted in slightly favorable model fits. The βi 
parameters were retained such that they displayed biologically appropriate properties, i.e., 
were of the proper sign and approximate magnitude (Table 2.3). Tree dbh alone proved to 
be an effective predictor of individual tree increment.     
 
     2.4.2 Assessing Model Prediction Uncertainty 
 Growth observations were grouped into 5-year intervals according to their 
projection length from the initial measurement year (Figure 2.2). The greatest number of 
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plots with growth observations (99) occurred in the 6-10 year projection length interval, 
and the fewest number of plots (9) occurred in the 26-29 year projection length interval.  
 Generally, deterministic predictions were similar to stochastic predictions derived 
from the Monte Carlo simulation (Table 2.4). For all projection length intervals, 
evaluation statistics (eq. 3.3) showed favorable results when predicted Δdbh was used 
rather than Δba and compared with observed dbh values. Minimum values for these 
statistics were observed in the ≤5 year projection length interval: for stochastic 
simulations that used local estimates of random effects, RMSE, MB, and MAD% for 
Δdbh equations were 1.78 cm, 0.73 cm, and 11%, respectively. Similarly for Δba 
equations, RMSE, MB, and MAD% were and 1.89 cm, 0.84 cm and 13%, respectively. 
For simulations that simulated random effects, RMSE, MB, and MAD% for Δdbh 
equations were 2.10 cm, 0.71 cm, and 13%, respectively. Similarly for Δba equations, 
RMSE, MB, and MAD% were 2.20 cm, 0.94 cm, and 14%, respectively.  
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Figure 2.2 Number of PSPs by silvicultural treatment. Number of permanent sample plots 
used in simulation for conifer (a) and hardwood species (b) according to projection length 
and silvicultural regime: unharvested control (NAT), two-stage shelterwood (SW2), 
three-stage shelterwood without (SW3) and with precommercial thinning (SW3PCT), and 
commercial clearcutting (URH). 
 
 
 Maximum values for these statistics were observed in the 26-30 year projection 
length interval: for stochastic simulations that used local estimates of random effects, 
RMSE, MB, and MAD% for Δdbh equations were 8.66 cm, -7.25 cm, and 31%, 
respectively. Similarly for Δba equations, RMSE, MB, and MAD% were 10.78 cm, -9.49 
cm, and 39%, respectively. For predictions that simulated random effects, RMSE, MB, 
and MAD% for Δdbh equations were 6.01 cm, -4.62 cm, and 22%, respectively. 
Similarly for Δba equations, RMSE, MB, and MAD% were 7.91 cm, -6.85 cm, and 28%, 
respectively. Mean bias showed that models underpredicted tree growth in all but the 
longest projection intervals. Generally, equations that predicted Δba using ba as the 
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independent variable produced similar evaluation statistics to Δba equations when dbh 
was used as the independent variable. 
 
Table 2.4 Evaluation statistics for diameter and basal are increment models. Comparisons 
of root mean square error and mean bias for tree diameter at breast height (Δdbh) and 
basal area (Δba) increment equations for projections that simulated stand- and plot-level 
random effects or used local estimates of random effects in a stochastic simulation (eq. 
2.2), or used fixed-effects (eq. 2.1) in a deterministic prediction. 
  
 
 When simulated random effects were used, the RMSE and MAD% were reduced 
on average by 15% and 16%, respectively, for conifer species across all projection length 
intervals when Δdbh was used over Δba. Similarly, for hardwood species both RMSE and 
MAD% were reduced on average by 9% across all projection intervals when Δdbh was 
Dep. 
variable 
Ind. 
variable 
Random 
effects 
Prediction 
Projection length (years) 
< 5 6-10 11-15 16-20 21-25 26-30 
    Root mean squared error 
Δdbh dbh Simulated Stochastic 2.10 2.94 3.52 3.80 3.15 6.01 
Δdbh dbh Local Stochastic 1.78 2.88 3.66 3.93 2.72 8.66 
Δba dbh Simulated Stochastic 2.20 3.23 4.04 4.40 3.85 7.91 
Δba dbh Local Stochastic 1.89 3.23 4.23 4.65 3.45 10.78 
Δba ba Simulated Stochastic 2.21 3.18 3.97 4.31 3.80 6.36 
Δba ba Local Stochastic 1.87 3.10 3.99 4.29 3.43 9.50 
Δdbh dbh Fixed Deterministic 1.81 2.71 3.51 3.68 3.12 6.95 
Δba dbh Fixed Deterministic 1.88 3.07 3.92 4.23 3.58 8.29 
Δba ba Fixed Deterministic 1.86 3.08 3.86 4.12 3.52 7.94 
    Mean bias 
Δdbh dbh Simulated Stochastic 0.71 0.12 0.65 0.52 -0.7 -4.62 
Δdbh dbh Local Stochastic 0.73 0.06 0.55 0.59 0.07 -7.25 
Δba dbh Simulated Stochastic 0.94 0.42 1.27 1.42 1.44 -6.85 
Δba dbh Local Stochastic 0.84 0.18 0.96 0.99 1.52 -9.49 
Δba ba Simulated Stochastic 1.00 0.53 1.46 1.59 1.43 -4.97 
Δba ba Local Stochastic 0.92 0.35 1.28 1.23 1.54 -7.52 
Δdbh dbh Fixed Deterministic 0.86 0.34 1.08 0.98 0.61 -4.90 
Δba dbh Fixed Deterministic 0.96 0.40 1.34 1.38 1.45 -6.95 
Δba ba Fixed Deterministic 0.97 0.44 1.42 1.45 1.45 -6.11 
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used over Δba. For conifer species averaged across all diameters classes, RMSE and 
MAD% were reduced on average by 16 and to 17% when Δdbh was used over Δba. 
Similarly, for hardwood species averaged across all diameter classes, both RMSE and 
MAD% were reduced on average by 17% when Δdbh was used over Δba (Figure 2.3). 
 
 
 
Figure 2.3 Reductions in RMSE using diameter over basal area increment. Percent 
reduction in root mean square error (RMSE) and percent mean absolute deviation 
(MAD%) for conifers and hardwoods using tree dbh increment equations over ba 
increment equations compared to observed dbh (cm), according to projection length and 
diameter class. 
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2.5 Discussion 
 After developing equations for predicting diameter and basal area increment for 
ten species common to the Acadian forest, results showed Δdbh equations to be superior 
to Δba equations when RMSE and MB were computed for up to 29 years of observations. 
Nonlinear mixed-effects models fitted with stand- and plot-level random effects 
adequately predicted future growth, as mean bias was generally within 5 cm for up to 29 
years using trees growing in a variety of stand types subject to varying silvicultural 
practices.  
 The data herein support the results that others have found in contrasting forest 
types, i.e., that higher correlations are observed when Δba is compared with dbh than 
Δdbh (West 1980; Shifley 1987), as noted in Figure 2.1. Since accurate prediction of 
future dbh is the aim of most growth models, these results favor the use of Δdbh over Δba 
equations because improvements were observed in three evaluation statistics when using 
Δdbh (Table 2.4). This result was especially true for trees simulated to long projection 
length intervals and at larger diameter classes. Percent improvements in RMSE and 
MAD% for Δdbh versus Δba was always 10% or greater, except for shorter projection 
length intervals (i.e., <10 years). A sharp decrease in the percent reduction for RMSE and 
MAD% in hardwood species at the 21-25 year projection interval is likely due to the 
relatively smaller numbers of tree observations for hardwoods in that interval (n = 104), 
the majority of the hardwoods being red maple (n = 91), and the data only being collected 
from 15 plots within two stands.   
 Regardless of the dependent variable used, simulations that employed extracted 
random effects from model output appeared to perform well for shorter projection lengths 
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(i.e., <5 years). For simulations carried out past 5 years, our analyses indicated that 
simulating random effects rather than using extracted values performed as well or better 
in 3 of the 5 remaining interval lengths for RMSE and 2 of the 5 remaining interval 
lengths for MB. As projections at longer interval lengths contain a greater degree of 
uncertainty given the influence of previous growth, this analysis indicated that simulating 
the general error structure of equations performs nearly as well or better than using 
precise estimates of random effects for longer projection lengths. Deterministic 
predictions made with fixed-effects equations generated evaluation statistics in agreement 
with statistics drawn from stochastic simulations, which highlights the role that fixed-
effects parameters can play in making long-term growth projections. 
Evaluating the results by species groups, the six conifer species examined tended 
to be more sensitive to differences in terms of Δdbh versus Δba than hardwood species. 
For predicting increment across interval lengths, hardwood species showed less drastic 
improvement in using Δdbh over Δba. In a database compiled with stem taper 
measurements for conifers across the Acadian forest (Li et al. 2012), stem eccentricity 
(ratio of smaller diameter to larger diameter) for balsam fir, red spruce, and white spruce 
was 0.98, 0.96, and 0.97, respectively. Although these eccentricity values were relatively 
low, a one-tailed t-test for each species indicated that the values were significantly 
different from 1. Tong and Zhang (2008) found that several of the conifers used in this 
study displayed similar eccentricity values. In a stem analysis of hardwood species found 
at the PEF (data not published), eccentricity was calculated as 0.93, 0.90, 0.95, and 0.92 
for red maple, paper birch, gray birch, and quaking aspen, respectively. Although these 
hardwood data came from a small sample size for each species (n ≤ 12) and were of 
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relatively small dbh (up to 12 cm), supplementary data indicate that hardwood species 
could display more eccentric stems compared to conifer species found throughout the 
region. Additional data is needed to assess how these values change through time.  
 The biological differences between tree dbh and ba should be noted as they relate 
to tree radial increment. As the cross section of trees measured at breast height are rarely 
perfectly circular, measuring eccentrically shaped boles with diameter tapes is likely to 
be positively biased (Binot et al. 1995; Avery and Burkhart 2002; p. 144). Much data 
used in modeling Δdbh come from permanent sample plots where circumference is 
measured using diameter tapes. Differences in dbh error associated with the type of 
dendrometer used in measuring diameter exist (Binot et al. 1995), however, from the 
perspective of monitoring individual tree growth, diameter tapes are preferred over other 
dendrometers such as calipers because they provide the most consistent measurement of 
dbh. As circumference is measured with a diameter tape, this value is converted to 
diameter assuming a circular shape of the tree bole at dbh. Outlined in Husch et al. (2003; 
p. 89), as the major: minor axes length ratio increases, i.e., as the eccentricity of cross-
sectional area at dbh becomes more pronounced, circumference of the tree and associated 
“diameter” increases. This will tend to overestimate the true diameter at cross section. 
Converting this value to a measurement of area (basal area) requires the further 
assumption that the stem is circular at the cross section measured at dbh. Using ba would 
also be more sensitive to measurement error, as error would propagate as one converted 
an inaccurate linear measurement (dbh) to an area measurement. We hypothesize that the 
improved performance of employing Δdbh over Δba could be attributed to (1) the 
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extension of the assumption of a circle in modeling tree basal area increment, and (2) the 
supposition that error is compounding when simulating long-term increment. 
 Individual tree diameter increment plays a tremendous role in forest growth and 
yield simulators as dbh predictions are used in subsequent equations such as volume, 
biomass, and mortality. If a ∆ba equation is employed within a growth and yield system, 
predicted ba is generally converted to dbh in order to be used in subsequent equations. As 
an example, a 10% bias in tree diameter could cause a 25% error in predicting stand-level 
basal area (Gertner and Dzialowy 1984). This outcome warrants a thorough assessment 
of the performance of Δdbh equations as they relate to various sources of error at the 
level of the individual tree, but also as one scales to the plot and stand levels. 
 
2.6 Conclusions 
 Using up to 29 years of observed growth data for ten Acadian species grown in a 
range of stand types, this analysis found that Δdbh equations outperformed Δba equations 
by up to 16% when averaged across all projection lengths. Fitting nonlinear mixed-
effects models that provided annualized output allowed the ability to incorporate model 
error terms and annual climate variability into a Monte Carlo simulation system to 
directly assess performance of Δdbh over Δba equations. Although higher correlations in 
the data were observed between initial tree dbh and the dependent variable Δba, 
incorporating model error terms into growth simulations showed Δdbh equations to more 
accurately project future growth. Results showcase the importance of incorporating 
attributes of model error into projections and assessing the stochastic elements of forest 
growth and yield models.   
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Chapter 3  
COMPARING STRATEGIES FOR MODELING INDIVIDUAL-TREE DIAMETER 
INCREMENT IN MIXED-SPECIES STANDS IN THE ACADIAN FOREST REGION 
 
3.1 Abstract 
 Annual tree diameter increment (∆dbh) is a key submodel within a forest growth 
and yield system as predictions are passed to other submodels and tree-level estimates are 
scaled up to represent plot- and stand-level measures. A common problem faced by 
modelers working in mixed-species stands is that ∆dbh needs to be characterized for 
numerous species, each with varying growth rates, shade tolerances, and competitive 
abilities. This analysis used remeasurement data from 18,792 permanent sample plots 
across the Acadian forest region of North American to develop, compare, and validate 
∆dbh models. Forty-three species were represented where observed mean growth rates 
ranged from 0.07 to 1.35 cm yr-1, depending on species. Based on species-specific 
equations, results showed a 24% reduction in root mean square error (RMSE) when using 
a unified equation form as opposed to a maximum-modifier approach. Species was then 
used as a random effect within a nonlinear mixed-effect modeling framework and an 
equation to all species (AS) was fitted. Equivalence tests showed general agreement 
between this method and the best method which predicted ∆dbh using a species-specific 
(SS) prediction. Average RMSE across species was nearly equal for the SS and AS 
methods (0.89 versus 0.90 cm), while mean bias was minimal for the AS method (0.00 
versus -0.04 cm yr-1 for SS). This analysis showed the efficiency of including tree species 
 
 
50 
 
as a random element of the stand to account for species differences in growth rates for 
regions where mixed-species stand structures dominate the landscape.   
 
3.2 Introduction 
 Forests across Maine and the Canadian Maritime provinces are composed of tree 
species that occur in various assemblages and differ in terms of their growth rate, shade 
tolerance, and competitive ability. As a transition zone between the boreal forest to the 
north and the temperate deciduous forest to the south, this mixed-species forest type, 
termed the Acadian forest, contains many species growing at the limits of their natural 
range (Braun 1950; Rowe 1972). Given the complexities of mixed-species stands, 
modeling annual individual-tree diameter increment (Δdbh) often requires a novel 
approach. As most stands are regenerated by natural means, spatial information for trees 
within these stands is often lacking, which currently limits a model developer to 
constructing distance-independent growth models. In addition, the uneven-aged structure 
of many stands throughout the Acadian forest dismisses the possibility of using age as a 
potential covariate in explaining the growth of individual trees. Common measures of 
stand density, such as Reineke’s (1933) stand density index are often limited to even-
aged stands. The ability to accurately forecast tree diameter for each of the various tree 
species found within mixed-species, uneven-aged stands is essential to determining future 
forest structure and composition and for evaluating carbon sequestration potential.  
 Two primary strategies for model formulations have been employed for 
estimating Δdbh. The first strategy predicts increment in two stages: first by estimating 
an annual maximum increment (ΔdbhMAX) for an individual tree and second by adjusting 
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those estimates using multiplicative modifiers. This maximum-modifier approach (MAX-
MOD) is advantageous since it constrains the ultimate prediction of Δdbh not to exceed 
ΔdbhMAX. Estimating ΔdbhMAX in eastern North America has traditionally been 
accomplished by parameterizing models using a subset of the data (Wensel et al.1987; 
Moore 1989; Teck and Hilt 1991). Recently, nonlinear quantile regression methodologies 
(Koenker and Hallock 2001) have become available in statistical software packages that 
enable one to quantitatively estimate ΔdbhMAX. This method negates the need to 
subjectively select a subset of trees for model parameterization. Pretzsch and Biber 
(2010) fitted increment data at the 99th quantile to approximate ΔdbhMAX for three 
dominant species in central Europe, then used a modified measure of stand density index 
in the modifier function.  
 A second strategy predicts increment in a unified approach (UNIF) where Δdbh is 
estimated using tree size, competition, and site quality in a single equation. This strategy 
has seen limited use in the forests which comprise northeastern North America; however, 
the methods have performed well in other regions (Wykoff 1990; Monserud and Sterba 
1996; Cao 2000; Hann et al. 2003; Weiskittel et al. 2007). Regardless of whether the 
MAX-MOD or UNIF approach is used, prediction of future growth has tremendous 
implications in terms of estimating future forest structure and composition. In estimating 
Δdbh in two stages, Lessard et al. (2001) suggests that quantifying model prediction 
uncertainty cannot be accomplished due to the difficulties in estimating the covariance 
between the maximum and modifier equations. Assessing the performance of using both 
approaches would need to be determined for use in stands with various species 
assemblages in even- and uneven-aged stand structures.  
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 Increment models are regularly developed for individual species or species 
groups. As an example, the Forest Vegetation Simulator-Northeast Variant (FVS-NE) is a 
widely-used distance-independent growth model in the region that includes sets of model 
coefficients predicting Δdbh for 26 different species or species groups. Grouping species 
with similar attributes has historically been a method for quantifying growth in mixed-
species stands (Phillips et al. 2002; Picard et al. 2010; Vanclay 1991; Zhao et al. 2006). 
However, problems of grouping species remain. First, the species groupings which are 
derived are often specific to the dataset used in model parameterization (Vanclay 1995; 
Zhao et al. 2006). Second, the question how many groups to employ remains to be 
answered (Picard et al. 2010). Species groupings according to taxonomy may seem fitting 
in a biological sense but may be inappropriate in terms of quantifying growth (Zhao et al. 
2006). Lastly, while the method of grouping may successfully categorize the most 
common species into unique groups, determining how rare and/or infrequent species are 
accounted for remains a question (Picard et al. 2010). These infrequent species may be 
placed into groups subjectively (Phillips et al. 2002), while some argue that the 
characteristics of these rare species should not go into defining groupings (Picard et al. 
2010). A quantitative approach that eliminates the need to obtain a set of parameters for 
each species or each species group would be to consider each species as a random 
element of the stand mixture.    
 Statistical techniques have advanced rapidly in recent years for fitting and 
evaluating individual-tree increment models such as Δdbh. Despite this, common 
problems are encountered when dealing with varying measurement intervals observed in 
the dataset and attempting to coordinate them with desired model output. This has often 
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been accomplished using an annualization technique (Cao 2000; Cao et al. 2002; 
Weiskittel et al. 2007). In addition nonlinear mixed-effects models (NLME) have been 
shown to outperform annual ∆dbh predictions fitted with generalized nonlinear least-
squares (Weiskittel et al. 2007). By testing the assumption that a model is not valid if its 
predictions are biased (Robinson and Froese 2004), equivalence testing has become a 
conventional means to evaluate the predictions of various submodels within individual-
tree growth models (e.g., Pokharel and Froese 2008; Leites et al. 2009). In naturally-
regenerated, mixed-species stands, growth equations have primarily been developed on a 
species-by-species basis. Future efforts should consider model formulations for Δdbh 
which generate a universal growth equation that can be applied to trees of all species in 
mixed-species stand structures. 
 The overall objective of this analysis was to evaluate several methods for 
incorporating tree species in individual-tree diameter increment equations for use in the 
mixed-species Acadian forest. Specific objectives were to (1) develop and compare 
species-specific increment equations using MAX-MOD and UNIF modeling approaches, 
(2) assess alternative methods for modeling increment including using species-specific 
equations and incorporating tree species as a random effect, (3) evaluate and validate all 
model forms to assess their performance, and (4) validate and test the predictions of 
equations that incorporate species as a random effect with predictions of Δdbh of FVS-
NE.   
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3.3 Methods 
 Methods described below outline the study area under investigation, describe the 
data used in the analysis, discuss the developed model forms and modeling techniques, 
and define the model evaluations used. 
 
     3.3.1 Study Area 
 The Acadian forest region resides in the transition zone between the conifer-
dominant boreal forests to the north and the broadleaf forests to the south (Braun 1950; 
Rowe 1972). Three Canadian Maritime Provinces (New Brunswick, Nova Scotia, and 
Prince Edward Island) are found in the region, along with southern portions of Québec, 
and much of the US state of Maine. Across the region, climate estimates indicate average 
annual precipitation is 113 cm with a range of 87 to 175 cm, while mean growing degree 
days (sum of temperature >5°C) is 1625 with a range of 726 to 2292 days (Rehfeldt 
2006). Glacial till is the principal soil parent material with soil types ranging from well-
drained loams and sandy loams on glacial till ridges to poorly and very poorly drained 
loams on flat areas between low-profile ridges.  
 The majority of the Acadian forest is dominated by naturally-regenerated, mixed-
species stands that display either even- or uneven-aged stand structures, while some 
portions of New Brunswick contain intensively-managed, single-species plantations. 
Over 60 species dominate the region, and common conifer species include balsam fir 
[Abies balsamea (L.)], red spruce [Picea rubens (Sarg.)], white spruce [Picea glauca 
(Moench) Voss.], eastern white pine [Pinus strobus L.], eastern hemlock [Tsuga 
canadensis (L.) Carr.], black spruce [Picea mariana (Mill.) B.S.P], and northern white-
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cedar [Thuja occidentalis L.]. Common hardwoods include red maple [Acer rubrum L.], 
paper birch [Betula papyrifera Marsh.], gray birch [Betula populifolia Marsh.], yellow 
birch [Betula alleghaniensis Britt.], quaking aspen [Populus tremuloides Michx.], 
bigtooth aspen [Populus grandidentata Michx], American beech [Fagus grandifolia 
Ehrh.], northern red oak [Quercus rubra L.], and sugar maple (Acer saccharum Marsh.). 
      
     3.3.2 Data 
 Individual tree diameter at breast height (dbh) measurements for this study were 
obtained from an extensive database of fixed-area permanent sample plots (PSPs) 
compiled from a variety of data sources throughout the region (Weiskittel et al. 2010; Li 
et al. 2011; Figure 3.1). A more specific description of each dataset is described below. 
 
          3.3.2.1 Maine Forest Inventory and Analysis 
 Tree measurements were obtained from a network of PSPs at various locations 
across Maine as part of the US Forest Service (USFS) Forest Inventory and Analysis 
(FIA) Program (Bechtold and Patterson 2005). Nationally, approximately one location 
was established for each 2400-ha in a hexagonal grid, but plots were more frequent in 
Maine (approximately one plot per 300-ha). Four 7.32-m fixed area subplots were 
established at each location and trees larger than 12.3 cm dbh were measured. Trees less 
than 12.25 cm dbh were measured on a smaller 2.07-m fixed area microplot nested within 
the larger one. Measurement of plots began in 1998 when the FIA annual inventory 
design was implemented across the US (McRoberts et al. 2005), and measurements were 
recorded up to three times in some plots. Data were obtained from the online FIA 
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database at http://apps.fs.fed.us/fiadb-downloads/datamart.html (download date 15 
September 2011). 
 
          3.3.2.2 Maine Penobscot Experimental Forest 
 Long-term individual tree growth records were obtained from various research 
installations occurring at the USFS Penobscot Experimental Forest (PEF), located in the 
towns of Bradley and Eddington, Maine (44° 52' N, 68° 38' W). The PEF is characterized 
by a mixture of northern conifer and hardwood species that dominate its forest cover. As 
part of a replicated long-term silvicultural study, ten contrasting silvicultural systems 
were installed by USFS between 1952 and 1957. Beginning in 1974, individual trees 
were numbered in a network of PSPs established along transects traversing each stand. 
Plots consisted of a nested design with 0.081- and 0.020-ha, circular plots sharing the 
same plot center. Plots were initially measured then remeasured at 5-year intervals, 
provided no harvesting was scheduled within the stand. Beginning in 2000, a 0.008-ha 
plot was incorporated into the nested plot design and measurements remeasurements 
were recorded on a 10-year interval. A complete description of the measurements 
collected and the data collection procedures can be found in Brissette et al. (2012a). 
 Data were similarly obtained from a long-term precommercial thinning (PCT) x 
fertilization study at the PEF (Brissette et al. 2012b). Experimental design consisted of a 
factorial arrangement with four levels of PCT and two levels of fertilization. 
Measurement plots 0.038-ha in size were established in each replicated treatment. 
Identified crop trees were tagged in 1976 following PCT and were remeasured 
periodically up to seven times through 2008. 
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 Data were also obtained from the Acadian Forest Ecosystem Research Program 
(AFERP) located at the PEF (Saunders and Wagner 2005). The AFERP experiment was 
designed to investigate expanding-gap silvicultural treatments that seek to emulate the 
natural disturbance frequency of Acadian forests. Beginning in 1995, fixed-area circular 
plots were installed and overstory trees and saplings were measured in a 0.05- and 0.01-
ha plot, respectively. Two remeasurements occurred in 2000 and 2005.  
 
          3.3.2.3 Maine Commercial Thinning 
 Individual tree growth records were obtained from 12 research locations across 
the Maine as part of the Commercial Thinning Research Network (CTRN) established by 
the Cooperative Forestry Research Unit (Wagner and Seymour 2006). Two controlled 
experiments, one established in mature balsam fir stands that had previously received 
PCT and the other established in mature red spruce-balsam fir stands without previous 
PCT treatment, comprise the CTRN. Seven 0.081-ha measurement plots were installed at 
each research location. A thinning prescription was applied in a research area 
surrounding each measurement plot that differed in terms of type, intensity, and timing of 
thinning. Tree dbh measurements were initially made in 2001 and remeasured annually or 
every two years through 2010.  
 
          3.3.2.4 New Brunswick PSP  
 Individual dbh measurements were obtained from 1,999 PSPs that were 0.04-ha in 
size established across New Brunswick in a mix of multi-aged, mixed-species stand types 
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(Province of New Brunswick 2005; McGarrigle et al. 2011). Data collection was initiated 
in 1987 and measurement intervals ranged from three to five years. 
 
          3.3.2.5 Québec PSP  
 Tree dbh measurements were obtained from a variety of  PSPs located across 
Québec from various datasets (Weiskittel et al. 2010; Li et al. 2011). Datasets include: 
the first plot network that was established between 1970 and 1977 (PQ-BAS1); the 
second plot network that was established in 1989 (PQ-BAS2); Fédération des producteurs 
de bois du Québec (PQ-FEDE); Parks Canada (PQ-PACA); Service de la Comptablité 
Forestière (PQ-SCOF); Service de la protection des insectes et des maladies (PQ-SPIM); 
and University of Laval (UNLA). Mean plot sizes across these plots ranged from 0.32- to 
0.40-ha in size and mean measurement intervals ranged from five to 11 years. 
 
          3.3.2.6 Nova Scotia PSP  
 Individual dbh measurements were obtained from 2,754 PSPs that were 0.04-ha in 
size located across Nova Scotia (Weiskittel et al. 2010; Li et al. 2011). Tree dbh began 
measurement in 1965, and measurement intervals averaged five years. 
 
     3.3.3 Model Development 
 For modeling ∆dbh, single-species equations (SS) were first developed using the 
maximum-modifier (SS-MAXMOD) and unified (SS-UNIF) approaches. Then, tree 
observations from all species (AS) were used to develop a single equation that 
incorporated species as a random effect (AS-RAND). All increment equations were fit 
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using an annualization technique in order to provide a finer resolution of tree and stand 
dynamics and to overcome problems of varying measurement intervals observed within 
in data (Weiskittel et al. 2007). All models were fit using R software (R Development 
Core Team 2011). Each modeling approach is further described below. 
 
          3.3.3.1 Single-Species, Maximum-Modifier  
 The process of modeling the annual diameter increment of trees using the SS-
MAXMOD approach took the general form:  
 ΔdbhMAX = f (site, size) 
 ΔdbhMOD = f (size, one-, two-sided competition) 
 Δdbh = ΔdbhMAX × ΔdbhMOD       [3.1] 
where ΔdbhMAX , ΔdbhMOD, and Δdbh are maximum, modified, and ultimate predicted 
annual diameter increment (cm yr-1), respectively. The ΔdbhMAX equation is often 
characterized by using a measure of site quality and initial tree size, while ΔdbhMOD is 
often predicted using tree size and measures of one- (e.g., basal area in larger trees) and 
two-sided (e.g., basal area or crown competition factor) measures of competition.  
 An accurate estimate of site index (SI) proved problematic because height-age 
information was extremely limited across the study area and the mixed-species uneven-
aged stand structures limited the use of traditional SI equations. Because SI has been a 
significant predictor of ∆dbhMAX in several studies (e.g., Dixon and Keyser 2008; 
Pretzsch and Biber 2010), a climate-derived SI (SICLIM) was estimated. The SICLIM 
variable was derived by linking climate normal data from 1960-1991 with the latitude, 
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longitude, and elevation for each PSP and comparing with traditional site index 
(Weiskittel et al. 2011a).  
 A model form similar to that of Pretzsch and Biber (2010) was carried out to 
estimate ∆dbhMAX:  
 ? ? ? ?dbhexpdbhSIdbh 3CLIM1MAX 2 aa a ???      [3.2] 
where dbh is initial tree diameter (cm) and ai’s are species-specific parameters to be 
estimated. Nonlinear quantile regression was used to estimate ∆dbhMAX with the nlrq 
function found in the quantreg package (Koenker 2010). Specifying the 99th percentile, 
predictions were assumed to represent the species maximum diameter growth potential 
(Pretzsch and Biber 2010). 
 The second stage of SS-MAXMOD was to estimate a modified diameter 
increment (∆dbhMOD) for each species. This was characterized by competition and 
competitive interactions with dbh:  
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  [3.3]
 
where bal, balSW, and balHW are the basal area in larger trees for all trees, the bal in 
conifer trees, and the bal in hardwood trees, respectively. Parameters γi were estimated 
with the gnls function found in the nlme package (Pinheiro et al. 2012). Separating bal 
into conifer and hardwood components allowed for species-type differences reflecting 
influencing dbh increment that has shown to work well for stand with mixed species 
assemblages (Nunifu 2009). Final ∆dbh prediction for the SS-MAXMOD approach was 
then computed as ΔdbhMAX × ΔdbhMOD.  
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          3.3.3.2 Single-Species, Unified  
 For the SS-UNIF approach, a unified equation was fitted to measurements of each 
species which combined size, site, and competition variables in a single equation. The 
equation was adopted from Hann et al. (2003):  
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  [3.4]   
where all variables are as previously defined and parameters λi were estimated with the 
gnls function found in the nlme package (Pinheiro et al. 2012). 
 
          3.3.3.3 All Species, Species as a Random Effect  
 Incorporating tree species as a random effect within a ∆dbh equation would 
seemingly account for variation in growth associated with each species. Here, fixed-
effect parameters could account for population-level factors influencing ∆dbh, while 
random effects could account for subject-specific (i.e., species) influences that lead to 
differences in growth. Careful consideration and evaluation would be needed to 
determine which parameters to consider as random in a mixed-modeling framework. 
Incorporating species as a random effect would be advantageous in that it would reduce 
the amount of coefficients to be used for numerous species growing in mixed-species 
stands, the complexity of fitting species-specific equations, and could be applied to 
predict ∆dbh for rare and/or infrequent species where having enough observations to 
generate a biologically-consistent growth curve is often a limitation. 
 For the AS-RAND approach, all tree observations regardless of species were used 
as the data source:   
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where parameters βi and bi,sp were estimated with the nlme function found in the nlme 
package (Pinheiro et al. 2012) and all other variables are as previously defined. Two 
random effects for species were specified: one on the intercept term for the model (b0,sp) 
and the other on the slope term for the log(dbh+1) term (b1,sp). 
 For all model forms, plot-level measures of competition were tested that are 
applicable for these stand types with various species assemblages. Plot-level basal area 
(BA), crown competition factor (CCF), and relative density for mixed-species stands 
(RD; Ducey and Knapp 2010) were examined in Eq. 3.5, but were insignificant or 
behaved illogically (e.g., a wrong sign on a parameter estimate) with the general 
knowledge of growth dynamics for the species.  
 For all ∆dbh models, 30% of all PSPs were randomly reserved from model fitting 
to be used for validation purposes. 
 
3.3.4 Model Evaluation  
 Uncertainty in model predictions includes both systematic and random variation. 
Mean bias (MB) measures systematic variation, while root mean square error (RMSE) 
measures both types (Kangas 1999). These measures were computed for the developed 
models as:  
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where iy  is the observed value, iyˆ  is the predicted value, and n is the number of 
observations.  
 To compare AS-RAND predictions (AS) with the single-species equation that 
displayed the lowest RMSE (SS), whether from SS-MAXMOD or SS-UNIF, equivalence 
tests were conducted to examine model performance (Robinson and Froese 2004). Rather 
than testing the null hypothesis that deviants from the mean value of a prediction were 
not equal to the their measured values, these tests examined whether deviants from the 
mean value of predictions from an SS equation developed with observations from a 
single species were not equal to the mean value of predictions from an AS equation 
developed using all tree observations. Hence, the null and alternative hypotheses for these 
tests were: 
 0:
0:
ASSS1
ASSS0
??
??
??
??
H
H
        [3.7] 
Here, μSS refers to the mean value of predictions from the SS equation. The term μAS 
refers to the mean value of predictions from the equation which incorporated species as a 
random effect (Eq. 3.5). Two one-sided t-tests were used within a bootstrap to carry out 
the equivalence tests (Robinson 2010). The region of similarity was set at 10% for the 
intercept 25% of the ideal value of 1for the slope (Pokharel and Froese 2008). 
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3.4 Results 
 For the data used in model development, annual ∆dbh for all observations across 
all species averaged 0.21±0.21 cm yr-1. Calculated for each species, mean ∆dbh was a 
low as 0.07±0.09 cm yr-1 for Carpinus carolina Walt. and as high as 1.35±1.10 cm yr-1 for 
Populus deltoides Bartr. ex Marsh.(Table 3.1). Average plot size was 0.018 ha, where the 
number of species occurring on those plots averaged 3.7±1.7, but ranged from as low as 
one to as much as 12 species per plot. Plot locations spanned six degrees of latitude and 
13 degrees of longitude throughout the region (Figure 3.1).  In total, 43 species were 
present that were recorded to the species level, including 30 conifers and 13 hardwoods 
(Table 3.2). The ten most abundant species (6 conifers and 4 hardwoods) accounted for 
89% of all growth observations. 
 
 
 
Figure 3.1 Locations of PSPs. Permanent sample plot locations across the Acadian forest 
region of North America. 
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 Maximum diameter increment curves developed in the SS-MAXMOD approach 
indicated a strong relationship with initial dbh and SICLIM (Figure 3.2). For the ten most 
abundant species, FVS-NE predictions of annual ∆dbh resulted in overprediction, as 
indicated by an average MB of 1.09 (range of 0.67 to 1.36 cm yr-1). Similar 
overpredictions were observed using the SS-MAXMOD approach here, as average MB 
was 0.67 (range of 0.29 to 0.97 cm yr-1).  Compared to the SS-MAXMOD approach, 
results for these species indicated more favorable fit statistics using the SS-UNIF 
approach: RMSE averaged 0.89 (range of 0.70 to 1.05), representing an 24% reduction in 
RMSE using a unified equation form as opposed to a maximum-modifier one (Table 3.3). 
 
Table 3.1 Plot and tree diameter summaries. Plot- and tree-level summaries for diameter 
increment data gathered from mixed-species stands across the Acadian forest region of 
North America1. 
Attribute Mean SD Min Max  Mean SD Min Max 
 Model data  Validation data 
 Plot 
 n = 13,113 plots  n = 5,679 plots 
BA (m2 ha-1) 22.6 13.1 0.02 98.6  22.9 13.2 0.03 105.3 
SICLIM (m at 50 years) 12.8 2.4 5.3 23.0  12.8 2.4 5.3 26.8 
LAT (degrees) 45.7 1.1 43.1 49.2  45.7 1.1 43.1 49.2 
LONG (degrees) -67.3 3.1 -73.3 -59.8  -67.3 3.1 -73.3 -59.9 
Plot size (ha) 0.018 0.008 0.001 0.081  0.017 0.008 0.001 0.081 
Species per plot 3.7 1.7 1 12  3.7 1.7 1 12 
Interval length (years) 5.4 2.0 1 29  5.4 2.0 1 29 
 Tree 
 n = 807,379 measurements  n = 343,288 measurements 
dbh (cm) 15.2 7.7 0.4 106.2  15.3 7.9 0.3 98.0 
∆dbh (cm yr-1) 0.21 0.21 -12.7 26.9  0.21 0.22 -24.4 26.7 
bal (m2 ha-1) 18.1 11.1 0 104.5  18.3 11.4 0 122.9 
balSW (m2 ha-1) 12.2 11.0 0 94.3  12.2 10.9 0 122.9 
balHW (m2 ha-1) 5.8 7.6 0 67.9  6.1 7.7 0 97.1 
 1Plot basal area (BA), climate-derived site index (SICLIM), latitude (LAT), longitude (LONG), 
 elevation (ELEV), diameter at breast height (dbh), diameter at breast height increment (∆dbh), 
 basal area in larger trees (bal), bal of softwood trees (balSW), bal of hardwood trees (balHW). 
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Table 3.2 Species used in diameter increment modeling. Species names and codes with 
total number of measurements (n) and estimated random effects from Eq. 3.5 (bi,sp). 
Species 
code 
Common name Scientific name n b0,sp b1,sp 
AB American beech Fagus grandifolia Ehrh. 23,004 0.1210 0.0549 
AE American elm Ulmus americana L. 408 0.1841 0.0227 
AH American hornbeam Carpinus carolina Walt.  34 -0.6914 -0.0028 
BA black ash Fraxinus nigra Marsh. 2,145 -0.1106 -0.0958 
BC black cherry Prunus serotina Ehrh. 825 0.2838 -0.1001 
BE boxelder Acer negundo L.  1 0.7519 0.0804 
BF balsam fir Abies balsamea (L.) Mill. 336,469 0.4113 -0.1153 
BL black willow Salix nigra Marsh. 1 0.0710 0.0162 
BN butternut Juglans cinerea L. 12 -0.0901 0.1793 
BO black oak Quercus velutina Lam. 72 -0.0957 0.1231 
BP balsam poplar Populus basimifera L. 1,486 0.3310 -0.0523 
BS black spruce Picea mariana (Mill.) B.S.P. 110,046 0.4736 -0.3473 
BT bigtooth aspen Populus grandidentata Michx. 5,110 -0.1068 0.1066 
BW American basswood Tilia americana L. 243 0.5395 -0.2224 
EC eastern cottonwood Populus deltoides Bartr. ex Marsh.  4 1.4210 0.0570 
EH eastern hemlock Tsuga canadensis (L.) Carr. 34,468 0.2103 0.0125 
GA green ash Fraxinus pennslyvanica Marsh. 74 -0.1057 0.0198 
GB gray birch Betula populifolia Marsh. 5,802 0.1479 -0.2818 
HH eastern hophornbeam Ostrya virginiana (Mill.) K. Koch 1,986 -0.2262 -0.1415 
JP jack pine Pinus banksiana Lamb. 6,195 -0.1756 -0.0637 
NS Norway spruce Picea abies (L.) Karst. 345 0.5022 0.1053 
PB paper birch Betula papyrifera Marsh. 67,785 0.1055 -0.1889 
PP pitch pine Pinus rigida Mill. 29 -0.1479 -0.0186 
PR pin cherry Prunus pensylvanica L. f. 2,757 -0.2510 0.0120 
QA quaking aspen Populus tremuloides Michx. 27,565 -0.2559 0.1199 
RM red maple Acer rubrum L. 138,360 -0.1571 0.0068 
RN red pine Picea resinosa Ait. 1,863 1.8145 -0.4283 
RO northern red oak Quercus rubra L. 6,225 -0.8069 0.2975 
RS red spruce Picea rubens Sarg. 166,760 0.0137 -0.0118 
SB sweet birch Betula lenta L. 98 -0.1738 -0.0839 
SC Scotch pine Pinus sylvestris L. 87 -0.1851 0.1796 
SE serviceberry Amelanchier spp. 184 -0.6908 0.0599 
SM sugar maple Acer saccharum Marsh. 46,839 -0.6460 0.2181 
ST striped maple Acer pensylvanicum L. 5,013 -0.1436 0.0400 
SV silver maple Acer saccharinum L. 116 -0.0721 0.1610 
SW swamp white oak Quercus bicolor Willd. 2 -0.0747 -0.0300 
TA tamarack Larix laricina (Du Roi) K. Koch 9,270 -0.6784 0.1907 
WA white ash Fraxinus americana L. 5,359 -0.1799 0.1097 
WC northern white-cedar Thuja occidentalis L. 37,108 0.4211 -0.2228 
WO white oak Quercus alba L. 128 -0.7628 0.1088 
WP eastern white pine Pinus strobus L. 19,343 -0.0708 0.2140 
WS white spruce Picea glauca (Moench) Voss 50,012 0.3458 -0.0661 
YB yellow birch Betula alleghaniensis Britton 33,668 0.1078 -0.0064 
 
 
67 
 
 For the average tree, increment curves comparing SS-UNIF and AS-RAND 
approaches were similar for many species (e.g., A. balsamea, A. rubrum, B. papyrifera), 
but deviated somewhat for others (e.g., P. rubens, T. canadensis; Figure 3.3). For the AS-
RAND method, signs of parameters were significantly positive for dbh and SICLIM terms 
were significantly negative for dbh2, bal, balSW, and balHW terms (Table 3.4). Average 
RMSE across species was slightly smaller for the SS-UNIF method compared to the AS-
RAND method (0.89 versus 0.90 cm yr-1), while MB was minimal for the AS-RAND 
method (0.00 versus -0.04 cm yr-1 for SS-UNIF). RMSE ranged from 0.72 for P. rubens 
to 1.04 cm yr-1 for B. alleghaniensis, and MB ranged from -0.09 for B. alleghaniensis to 
0.08 cm yr-1 for T. canadensis for the AS-RAND approach (Figure 3.4).  
 Equivalence test results indicated general agreement between SS-UNIF and AS-
RAND predictions. With the exception of intercept terms for T. occidentalis and P. 
mariana, H0 (Eq. 3.7) was rejected for all other intercept and slope terms for the 10 most 
abundant species observed. 
 Using the extracted random effect, the AS-RAND method was robust to account 
for the growth patterns of two rare (<87 observations) Quercus and Pinus species: Q. 
velutina Lam. and P. sylvestris L. displayed curves characteristic of overstory trees by 
reaching a peak in ∆dbh around 20 cm dbh. For two shade-intolerant, medium- to small-
sized species (Q. bicolor Willd. and P. rigida Mill.), curves reached a peak in ∆dbh much 
more rapidly (Figure 3.5). 
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Table 3.4 Parameters for diameter increment equation. Parameter estimates 
(standard errors in parentheses) for predicting annual diameter incrementb for 
species in the Acadian forest region using nonlinear mixed-effects modeling 
techniques.   
Parameter Estimate SE 
b0 -2.454 0.0917 
b0,sp a 0.581 
b1 0.161 0.0292 
b1,sp a 0.178 
b2 -0.000402 0.00000438 
b3 -0.0290 0.000244 
b4 -0.0256 0.000254 
b5 -0.000728 0.0000197 
b6 0.454 0.00554 
n 1,150,350  
Residual standard error 0.644  
Fix index (fixed) 0.27  
Fix index (fixed + random) 0.35  
  a See Table 3.3            
  Model is
??
??
??
?
?
??
??
??
?
?
????
?
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)log(SIβ
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Figure 3.4 Fit statistics for diameter increment by species. Root mean square error 
(RMSE) and mean bias comparing various modeling strategies for diameter increment: 
single-species equations using maximum-modifier (SS-MAXMOD) and unified (SS-
UNIF) model forms fitted with generalize nonlinear least squares, and all-species 
equations fitted with nonlinear mixed-effects which include fixed effects solely (AS-
NLME [F]) and fixed plus random effects (AS-NLME [F+R]) 
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Figure 3.5 Diameter increment predictions for rare species. Diameter increment 
predictions for two oak (Quercus spp.) and pine (Pinus spp.) species with few growth 
observations (< 87) for mean stand and tree conditions. 
 
 
3.5 Discussion 
 Diameter increment is a key submodel within a forest growth and yield system as 
predictions are passed through to other submodels and tree-level estimates are scaled up 
to represent plot- and stand-level measures. This analysis showed the efficiency and 
flexibility of diameter predictions by including tree species as a random effect to account 
for ∆dbh differences of trees in mixed-species stands.   
 Based on the results of Chapter 2, dbh was selected as the dependent variable for 
modeling tree secondary growth. Results showed that the SS-UNIF approach 
outperformed that of the SS-MAXMOD for the ten most common species. This was also 
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shown by Sudebi and Sharma (2011) when examining Pinus banksiana and Picea 
mariana in Ontario. It is hypothesized that the maximum increment accounted for a large 
amount of the variability in the performance of the SS-MAXMOD method. Average 
mean bias across all species was 0.67 cm, indicating that ∆dbhMOD may not have reduced 
∆dbhMAX enough to account for the true growth patterns. Similarly, procedures for 
estimating the uncertainty of ∆dbh predictions in these two stages remains unknown 
(Lessard et al. 2001), especially when techniques such as annualization are employed in 
model fitting. 
 The AS-RAND approach was flexible in generating curves that were expected for 
the general growth pattern of each species, particularly for infrequent species. For 
example, only 29 growth measurements were available for P. rigida, an exceedingly 
variable tree in terms of form and growth, often putting on diameter growth in 
installments, and at its northern range limit in Maine (Hardin et al. 2001). The NLME 
procedure provided a corresponding ∆dbh curve that was expected for the species, by 
reaching a peak at a small dbh and diminishing thereafter. To construct an equation 
depicting ∆dbh for these kinds of species, modelers would be faced with the difficulties 
of dealing with small sample sizes to fit an accurate growth curve for a target species. 
Similarly, data that are available for these species likely come from a limited number of 
plots that may not represent the variability in terms of climate and stand structures that 
the species is subject to. Contrary to what Weiskittel et al. (2007) observed after fitting 
NLME equations using installation and plot as random effects, improvement in model 
performance was noted when extracted random effects were incorporated into ∆dbh 
predictions, as indicated by a lower RMSE and a smaller range in mean bias centered 
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around 0 for the ten species investigated (Table 3.3). Results highlight the ability that 
population level fixed-effects can have in accounting for plot-and tree-level differences in 
growth, but also how extracted random effects for species can provide robust predictions 
of ∆dbh for mixed-species stands.   
 The signs and magnitude of the fixed-effects parameters for the AS-RAND 
approach were generally what was expected for the growth of the species in the region 
(Table 3.4). The balSW and balHW terms were both significantly negative, indicating that 
competition from both conifers and hardwood species diminishes diameter growth. This 
was considered to be biologically appropriate, yet differed somewhat compared to other 
studies. Nunifu (2009) observed that an increase in balHW favored diameter growth for 
white spruce and lodgepole pine (Pinus contorta Dougl. ex Loud. var. latifolia Engelm.) 
in Alberta. Results observed here are likely due to the fact that a greater number species 
occurred in these stand types and stands observed by Nunifu (2009) contained a smaller 
proportion of hardwood dominance compared to this study.      
 An important future consideration will be in testing the ability that the extracted 
random effects for species (Table 3.2) will represent ∆dbh for new observations. Models 
of ∆dbh have commonly been designed that employ stand and/or plot as the random 
effect (e.g., Weiskittel et al. 2007; Fortin et al. 2008; Sudebi and Sharma 2011), however, 
an assessment of how best to predict random effects for a new stand offers further 
investigation. This might include selecting a random tree of each species within a plot to 
improve the predictive ability for the ∆dbh equation when applied to these new stands.   
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3.6 Conclusions 
 For estimating species-specific growth patterns, this analysis found that modeling 
∆dbh using a single, unified equation outperformed one which estimated maximum and 
modifier increment in two stages. Incorporating species as a random effect using a 
nonlinear mixed-effect modeling approach resulted in predictions that were nearly 
equivalent in terms of prediction accuracy and bias when compared to species-specific 
unified equations. Strategies and methodologies shown here can be useful for modelers 
seeking to capture the growth dynamics of individual trees found in complex stand 
structures with various species assemblages.    
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Chapter 4  
COMPATIBLE INDIVIDUAL-TREE HEIGHT INCREMENT AND CROWN 
RECESSION MODELS FOR MIXED-SPECIES STANDS IN THE ACADIAN 
FOREST REGION 
 
4.1 Abstract 
 Various methodologies for predicting the annual tree height increment (∆ht) and 
height-to-crown base increment (∆hcb) were developed and evaluated using remeasured 
data from 13,242 permanent sample plots compiled across the Acadian forest region of 
North America. Across these plots, 54 species were represented upon which total ht 
measurements were collected from stands displaying both even- and uneven-aged 
structures. For modeling ∆ht, the maximum-modifier approach was used. For the 
maximum component, species was incorporated as a random effect with initial ht and a 
climate-derived estimate of site index as fixed effects, while species shade tolerance and 
other covariates representing stand competition captured the variability observed in the ht 
data for the modifier component. Developed ∆ht equations were an improvement as root 
mean square error (RMSE) was reduced by as much as 7.1% depending on species when 
compared to currently-used species-specific used in the Northeast variant of the Forest 
Vegetation Simulator. For ∆hcb, equations that modeled the change in hcb over two time 
periods (an incremental approach) reduced RMSE by an average of 52% when compared 
to equations that predicted hcb using a static equation based on allometric relationships. 
Using locally imputed ht and hcb values in a mixed-effects modeling framework 
represented an improvement over the currently-used regional equations predicting hcb, 
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but were not as efficient compared to modeling crown recession directly. Results 
highlight the advantages of incorporating species as a random effect and shade tolerance 
ranking as a fixed effect in individual-tree models intended to be applied to a range of 
species and prove the effectiveness of modeling tree crown recession directly.    
 
4.2 Introduction 
 Tree height is a key determinant for total tree volume and biomass and is a useful 
indicator of forest site quality, while crown size (e.g., length, width, and profile) serves as 
an excellent surrogate for photosynthetic capacity and tree vigor (Assmann 1970). 
Coupled together, height and crown size play a physiological role in determining total 
leaf area of a stand. For forest products, crown size and associated crown-height 
dynamics can have a direct impact on wood quality such as determining the length of 
branch-free stem, the maximum branch diameter, and the transition from juvenile to 
mature wood (Garber et al. 2008). Through their role in forecasting canopy as well as 
other tree attributes, height (∆ht) and height-to-crown base increment (∆hcb) are 
important response variables within individual tree growth and yield models.   
 Models that predict ∆ht are commonly designed to be a product of both maximum 
(or potential) and modifiers that reduce this value. The potential component represents 
the theoretical maximum growth rate for an individual tree, while the modifier 
component reduces the height growth rate if a tree is an unfavorable position in the stand 
(Hann and Ritchie 1988). Estimating the maximum component is often accomplished by 
using stand-level dominant height growth curves for a single species to estimate a growth 
effective age (Hann and Ritchie 1988). Using this approach could be ineffective for use 
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in mixed-species stands that display even- or uneven-aged stand structures because (1) 
stand age may be inappropriate and/or difficult to estimate in these stands due to long 
periods of suppression, (2) multiple species may comprise the dominant canopy, 
rendering the question of which species to consider as dominant or representative of the 
site to be problematic, and (3) species-specific equations dependent on stand age may be 
inadequate for novel silvicultural regimes which target multi-species and multi-aged 
stand structures. 
 Also termed crown recession, ∆hcb occurs when branches at the base of the 
crown die as a result of shading (Oliver and Larson 1996). From a modeling perspective, 
the associated dynamics between ∆ht  and ∆hcb has led researchers to investigate their 
compatibility: for example, Krumland and Wensel (1981) and Hann and Hanus (2004) 
use ∆ht as a covariate that is directly entered into an ∆hcb model. Despite the importance 
of crown recession as a biological process, most work in modeling ∆hcb has been 
accomplished with conifers (Short and Burkhart 1992; Liu et al. 1995; Hann and Hanus 
2004; Garber et al. 2008). The dynamics of ∆hcb have been studied little specially for 
hardwood species and those species growing in mixed-species stands. 
 Two approaches are generally used to model ∆hcb: the static (or allometric) and 
incremental methods (Liu et al. 1995; Hann and Hanus 2004). For the static approach, 
hcb is predicted using individual tree variables, stand, and/or site factors. Here, ∆hcb is 
defined as the difference between the static equation applied at two different time periods 
(hcb2-hcb1). Examples of this approach can be found for a variety of regions and a large 
number of species (e.g., Dyer and Burkhart 1987; Zumrawi and Hann 1989). For the 
incremental approach, the change in hcb measurements at two time periods is modeled 
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directly. Examples of the incremental method can be found in Krumland and Wensel 
(1981), Short and Burkhart (1992), Liu et al. (1995), and Hann and Hanus (2004).  
 Of these two approaches, the static approach is more commonly used over the 
incremental one because of the scarcity of remeasured hcb data available (Hann and 
Hanus 2004) and errors associated with various hcb definitions (McRoberts et al. 1994). 
In terms of their ability in depicting crown recession, Hann and Hanus (2004) found the 
incremental method to work best for coastal Douglas-fir (Pseudotsuga menziesii [Mirb.] 
Franco), while Liu et al. (1995) found no difference in using either method for loblolly 
pine (Pinus taeda L.).  
 A third approach yet to be examined when considering ∆hcb models is local 
imputation using a mixed-effects modeling strategy. Robinson and Wykoff (2004) 
introduced this approach for locally imputing missing ht measurements. A similar 
approach would seemingly be appropriate for imputing missing hcb measurements as hcb 
is commonly collected on a subset of trees in routine forest inventories. By incorporating 
subject-specific random effects, local imputation was found to be superior for estimating 
total tree height when compared to regional static equations (Robinson and Wykoff 
2004). The effectiveness of an imputation method in comparison to the regional static and 
incremental methods for predicting ∆hcb remains to be quantified, especially for trees 
growing in mixed-species stands where each species displays its own shade tolerances 
and corresponding height growth rate.  
 The overall objective of this analysis was to model ∆ht and ∆hcb for the species 
found in the Acadian forest region of North America. The specific objectives of this 
chapter were to: (1) determine which tree-, species-, and plot-level variables portray ∆ht 
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and ∆hcb for mixed-species stands across the Acadian Forest region, (2) compare model 
predictions using observed ht and hcb measurements versus locally imputed ht and hcb 
values, and (3) compare the developed models that predict ∆hcb directly to static and 
imputation equations which estimate hcb after a growth period.  
 
4.3 Methods 
 Methods described below outline the study area under investigation, describe the 
data used in the analysis, discuss the developed model forms and modeling techniques, 
and define the model evaluations used. 
 
     4.3.1 Study Area 
 The Acadian Forest region resides in the transition zone between the conifer-
dominant boreal forests to the north and the broadleaf forests to the south (Braun 1950; 
Rowe 1972). Three Canadian Maritime provinces (New Brunswick, Nova Scotia, and 
Prince Edward Island) are found in the region, along with southern portions of Québec, 
and much of the US state of Maine. Across the region, climate estimates indicate average 
annual precipitation is 113 cm with a range of 87 to 175 cm, while mean growing degree 
days (sum of temperature >5°C) is 1625 with a range of 726 to 2292 days (Rehfeldt 
2006). Glacial till is the principal soil parent material with soil types ranging from well-
drained loams and sandy loams on glacial till ridges to poorly and very poorly drained 
loams on flat areas between low-profile ridges.  
 The majority of the Acadian forest is dominated by naturally-regenerated, mixed-
species stands that display either even- or uneven-aged stand structures, while some 
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portions of New Brunswick contain intensively-managed, single-species plantations. 
Over 60 species are found throughout the region, where common conifer species include 
balsam fir [Abies balsamea (L.)], red spruce [Picea rubens (Sarg.)], white spruce [Picea 
glauca (Moench) Voss.], eastern white pine [Pinus strobus L.], eastern hemlock [Tsuga 
canadensis (L.) Carr.], black spruce [Picea mariana (Mill.) B.S.P], and northern white-
cedar [Thuja occidentalis L.]. Common hardwoods include red maple [Acer rubrum L.], 
paper birch [Betula papyrifera Marsh.], gray birch [Betula populifolia Marsh.], yellow 
birch [Betula alleghaniensis Britt.], quaking aspen [Populus tremuloides Michx.], 
bigtooth aspen [Populus grandidentata Michx], American beech [Fagus grandifolia 
Ehrh.], northern red oak [Quercus rubra L.], and sugar maple (Acer saccharum Marsh.). 
 
     4.3.2 Data 
 Individual tree growth data for this study were obtained from an extensive 
database of fixed-area permanent sample plots (PSPs) compiled from a variety of data 
sources throughout the region (see Chapter 3 §3.3.2 for a full description of datasets; also 
Weiskittel et al. 2010; Li et al. 2011). A description of each dataset that collected ht 
and/or hcb measurements is further described below. 
 Although the datasets described below used slightly different definitions of hcb, 
preliminary analyses coupled with those of Rijal et al. (2012a) indicated that different 
definitions did not strongly influence the results, likely because of the high measurement 
error associated with determining hcb. 
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          4.3.2.1 Maine Forest Inventory and Analysis 
 Tree measurements were obtained from a network of PSPs at various locations 
across Maine as part of the US Forest Service (USFS) Forest Inventory and Analysis 
(FIA) Program (Bechtold and Patterson 2005). Nationally, approximately one location 
was established for each 2400-ha, but plots were more frequent in Maine. Four 7.3-m 
fixed area subplots were established at each location and trees larger than 12.3 cm 
diameter at breast height (dbh) were measured. Trees less than 12.3 cm dbh were 
measured on a smaller 2.1-m fixed area microplot nested within the larger one. Plots 
began measurement in 1998 when the FIA annual inventory design was implemented 
across the US (McRoberts et al. 2005). Data were obtained from the online FIA database 
at http://apps.fs.fed.us/fiadb-downloads/datamart.html, (download date 15 September 
2011). Only observed ht measurements were used from the FIA data, as crown ratio (and 
therefore hcb) was coarsely estimated by sight in 5% increments.  
 
          4.3.2.2 Maine Penobscot Experimental Forest  
 Individual tree growth records were obtained from various research installations 
occurring at the USFS Penobscot Experimental Forest (PEF), located in the towns of 
Bradley and Eddington, Maine (44° 52' N, 68° 38' W). As part of a replicated long-term 
silvicultural study, ten silvicultural treatments were installed by USFS between 1952 and 
1957. Tree ht and hcb measurements began in 2002 on a subsample of PSPs in a 0.08-ha 
circular plot. A complete description of the data collected and data collection procedures 
can be found in Brissette et al. (2012a). 
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 Tree dbh, ht, and hcb data were similarly obtained from a long-term 
precommercial thinning (PCT) x fertilization study at the PEF (Brissette et al. 2012b). 
Experimental design consisted of a factorial arrangement with four levels of PCT and two 
levels of fertilization. Measurement plots 0.04-ha in size were established in each 
replicated treatment. Identified crop trees were tagged in 1976 following PCT and were 
remeasured periodically up to seven times through 2008. 
 
          4.3.2.3 Maine Commercial Thinning 
 Individual tree dbh, ht, and hcb measurements were obtained from 12 research 
locations across Maine as part of the Commercial Thinning Research Network (CTRN; 
Wagner and Seymour 2006). Two controlled experiments, one established in mature 
balsam fir stands that had previously received PCT and the other established in mature 
red spruce-balsam fir stands without previous PCT treatment, comprise the CTRN. Seven 
0.08-ha measurement plots were installed at each research location. A thinning 
prescription was applied in a research area surrounding each measurement plot that 
differed in terms of type, intensity, and timing of thinning. Tree dbh measurements were 
initially recorded in 2001 and remeasured annually or every two years, with ht and hcb 
measured approximately every two years.   
 
          4.3.2.4 Nova Scotia 
 Individual dbh, ht, and hcb measurements were obtained from 2,754 PSPs that 
were 0.04-ha in size located across Nova Scotia (Weiskittel et al. 2010; Li et al. 2011). 
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Tree dbh and ht began being measured in 1965, while hcb measurements generally began 
being collected in the late 1990s. Measurement intervals averaged five years. 
 
          4.3.2.5 Additional Height Data 
 Although not remeasured, static measurements of ht and hcb data were similarly 
obtained from Québec and New Brunswick (Rijal et al. 2012a; Rijal et al. 2012b). In 
Québec, ht measurements began in 1978 at various locations throughout the province and 
numbered 60,334 observations. In New Brunswick, 27,620 ht observations were used that 
were collected from various locations throughout the province (Province of New 
Brunswick 2005). These static measurements were used in constructing ht imputation 
equations that would be applied to measurements gathered in the two provinces.  
 
     4.3.3 Model Development 
 Models were developed depending on the dependent variable of interest and the 
modeling strategy. Each method is further described below. 
 
 4.3.3.1 Imputing Height and Height-to-Crown Base 
 A proportion of all trees as part of the larger regional database (as described in 
Chapter 3 §3.2.2) were measured for ht and hcb. To make use of all growth 
measurements across the entire region, ht and hcb measurements were imputed using a 
mixed-effects modeling technique (Robinson and Wykoff 2004). The models chosen 
were the Chapman-Richards (Richards 1959; Chapman 1961) for estimating ht and a 
modified logistic hcb equation constrained by ht: 
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 ? ?? ? hththtiht b ,2dbhexp137.1ht ,1,,0 ??? ????      [4.1] 
 ? ?? ?dbh/htexp1 hthcb ,2,,1 hcbhcbihcb b ?? ????       [4.2] 
where dbh is diameter at breast height, βi,ht and βi,hcb are fixed-effects parameters fitted to 
each dataset (i.e., §4.3.2.1 through §4.3.2.5), and bi,ht and bi,hcb are random effects for the 
ith tree species found within each dataset.  
 
 4.3.3.2 Height Increment 
 The maximum-modifier approach was sought for modeling ∆ht for the multitude 
of species contained in the dataset. As dominant height growth curves are sparse for the 
species in this region, a subset of data was used to parameterize the maximum annual ht 
increment (∆htMAX) equation. All trees with a relative ht ≥ 0.99 were chosen, where 
relative ht was defined as the ratio of height of the subject tree divided by the maximum 
observed ht for that plot. The model was estimated using nonlinear mixed-effects 
modeling techniques as a function of site quality and initial tree ht using a form similar to 
Nunifu (2009):    
 
? ? ? ?24aαCLIM21MAX htαexphtSIαexpαht 33 j???     [4.3] 
where SICLIM is a climate-derived estimate of site index, αi’s are fixed-effects parameters, 
and a3j is a random effect term for the jth tree species. The SICLIM variable was derived by 
linking climate normal data from 1960-1991 with the latitude, longitude, and elevation 
for each PSP and relating them with observed site index (Weiskittel et al. 2011a).  
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 For the modified annual ht increment (∆htMOD) equation, one-sided measures of 
stand competition were calculated separately for conifer and hardwood species (Nunifu 
2009) and fitted to all ht measurements:  
 ? ?shadeβCCFβccflβccflββexpht 54HW3SW21MOD ??????    [4.4] 
where ccflSW and ccflHW is the crown competition factor in larger conifers and 
hardwoods, respectively, and CCF is plot crown completion factor. CCF and ccfl were 
computed using species-specific maximum crown width equation developed for the 
region (Russell and Weiskittel 2011). The variable shade is species-specific shade 
tolerance ranking (1-5) obtained from Niinemets and Valladares (2006). The predicted 
annual height increment (∆ht) was then taken as the product of the maximum and 
modified equations, hence: 
 MODMAX hththt ?????        [4.5] 
 Height equations were fit using an annualization technique in order to provide a 
fine resolution of height dynamics and to overcome problems of varying measurement 
intervals within the dataset (Weiskittel et al. 2007).  
 
          4.3.3.3 Crown Recession 
 An incremental approach was chosen to model the annual crown recession (∆hcb) 
for the species in this analysis. A model form adopted from Hann and Hanus (2004), 
which uses predicted ∆ht as a covariate, served as a baseline. A host of tree-, species-, 
and plot-level measures were found to be related to individual tree crown recession: 
 
? ? ? ?
? ? ? ? ? ????
?
???
?
????
?????
????
crγγcr01.1logγ
1CCFlogγcrlogγγ
exp1
htclhcb
654
321
shadeshade   
[4.6] 
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where cl is tree crown length, ∆ht is predicted ht increment from Eq. 4.5, cr is tree crown 
ratio, and all other variables are as previously defined. Similar to the ht equations, ∆hcb 
was fit using the annualization technique (Weiskittel et al. 2007). For both ∆ht and ∆hcb 
models, 30% of all PSPs were reserved from model fitting to be used for validation 
purposes. 
 
     4.3.4 Model Evaluations 
 Predictions of ∆ht (Eq. 4.5) were compared with the species-specific predictions 
provided by the Northeast Variant of the Forest Vegetation Simulator (FVS-NE; Dixon 
and Keyser 2008), which use a maximum-modifier approach. First, growth effective age 
(GEA) is estimated using initial tree ht and SICLIM using the equations of Carmean et al. 
(1989). Second, the tree is grown for 10 years and GEA is used to predict an updated ht. 
The difference between these two values is considered ∆htMAX. Modified ht increment is 
then estimated using a growth modifier and the relative ht of the tree in the stand. 
Predicted ∆ht from FVS-NE is provided on a 10-year interval, so predictions were 
annualized for direct comparisons to the equations developed here after applying them to 
the final validation datasets. 
 Annual predictions of ∆hcb (Eq. 4.6) were applied to the validation data and 
multiplied by the interval length (years). Then, a predicted hcb was made for each tree 
through this incremental approach. These predictions were compared with two other 
approaches: using a regional static equation and using local imputed values. For the static 
equation, hcb was estimated using the equations of Rijal et al. (2012a) which is predicted 
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as a function of dbh, ht, dbh/ht ratio, CCF, and the basal area in larger trees (bal). For the 
imputed values, an imputed hcb from Eq. 4.2 was estimated for the validation dataset.    
 Model predictions were tested by analyzing their systematic and random 
variation. Mean bias (MB) measures systematic variation while root mean square error 
(RMSE) measures both types (Kangas 1999). These measures were computed in this 
analysis as:  
 
? ??
?
??
n
i
nyy
1
2
ii /ˆRMSE
       [4.7a]  
 
nyy
n
i
/ˆBM
1
ii?
?
??
        [4.7b] 
where iy  is the observed value, iyˆ  is the predicted value, and n is the number of 
observations.  
 
4.4 Results 
 Results presented below describe findings related to the height increment and 
crown recession models and describe results in validating them. 
 
     4.4.1 Height Increment 
 The data collected comprised 474,561 measurements of ht from 13,242 plots 
across the region. Fifty-four species were present, including 12 conifers and 42 
hardwoods. For the measured data (MEAS), ∆ht for all observations and all species 
averaged 0.14±0.27 m yr-1. Calculated per each species, mean ∆ht was a low as 0.02±0.29 
m yr-1 for Malus spp. and as high as 0.43±0.30 m yr-1 for Picea abies (L.) Karst. Mean 
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tree dbh was 15.2±7.8 cm and mean ht was 10.8±3.7 m. The average plot size was larger 
for MEAS, but length of measurement interval averaged around 5 years for both datasets 
(Table 4.1). For MEAS, total number of observations ranged from 10 for silver maple 
(Acer saccharinum L.) to 129,113 for balsam fir. For IMP, total number of observations 
ranged from 72 for black oak (Quercus velutina Lam.) to 336,469 for balsam fir (Table 
4.2). 
 
Table 4.1 Plot and tree height summaries. Plot- and tree-level attributes for height 
increment data gathered from permanent sample plots established across the Acadian 
forest region1. 
 
Variable Mean SD Min Max  Mean SD Min Max 
 Observed data  Imputed data 
 Plot 
 n = 13,242  plots  n = 18,792 plots 
BA (m2ha-1) 22.4 13.6 0.0 105.3  22.7 13.4 0.0 105.3 
SICLIM (m at 50 years) 12.7 2.5 7.5 20.9  13.4 2.4 5.3 26.8 
CCF (%) 493.9 405.6 1.7 3729.3  471.9 371.2 0.7 3981.3 
Plot size (ha) 0.018 0.010 0.001 0.081  0.005 0.003 0.001 0.081 
Interval length (years) 5.0 0.4 1.0 10.0  5.4 2.0 1.0 29.0 
 Tree 
 n =  474,561 measurements  n =  1,150,667 measurements 
dbh (cm) 16.7 7.3 0.3 106.2  15.2 7.8 0.3 106.2 
ht (m) 11.1 3.8 0.5 39.0  10.8 3.7 0.2 26.0 
∆ht (m yr-1) 0.14 0.27 -9.8 7.7  0.10 0.10 -10.9 11.4 
hcb (m) 5.8 3.0 0.0 21.0  5.3 2.0 0.1 15.7 
∆hcb (m yr-1) 0.16 0.51 -7.7 8.2  0.05 0.05 -6.9 7.2 
cl (m) 4.8 2.3 0.1 22.9  5.5 2.3 0.1 18.2 
cr 0.47 0.20 0.0 1.0  0.51 0.09 0.28 0.77 
bal (m2ha-1) 15.3 10.5 0 101.0  18.1 11.4 0 122.9 
ccfl (%) 227.5 172.1 0 3173.0  516.9 314.0 0 3981.3 
ccflSW (%) 128.2 136.6 0 3173.4  153.3 163.3 0 3173.4 
ccflHW (%) 102.3 135.9 0 2762.0  127.4 185.0 0 3661.5 
 
1Plot basal area (BA), climate-derived site index (SICLIM), crown competition factor (CCF), 
 diameter at breast height (dbh), total height (ht), height increment (∆ht), height-to-crown base 
 (hcb), height-to-crown base increment (∆hcb), crown length (cl), crown ratio (cr), basal area in 
 larger trees (bal), crown competition factor in larger trees (ccfl), ccfl in softwood species (ccflSW), 
 and ccfl in hardwood species (ccflHW)
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Table 4.2 Species codes for height increment data. Species names and codes from 
permanent sample plots established across the Acadian forest region with number of 
growth measurements (n) for observed (MEAS) and imputed (IMP) height with estimated 
random effect from maximum annual height increment equation (a3) and shade tolerance 
value (shade) from Niinemets and Valladares (2006).  
 
Species 
code 
Common name nMEAS nIMP a3MEAS a3IMP shade 
AB American beech 9,747 23,004 -0.4600 -0.0475 4.75 
BA black ash 638 2,145 -0.5755 -0.1883 2.96 
BC black cherry 465 825 -0.3446 0.0168 2.46 
BF balsam fir 129,113 336,469 0.0864 0.0117 5.01 
BO black oak 69 72 -0.0654 0.1359 2.72 
BP balsam poplar 338 1,486 0.5171 0.0740 1.27 
BS black spruce 27,431 110,046 -0.2479 -0.2237 4.08 
BT bigtooth aspen 3,313 5,110 0.3859 0.1308 1.21 
BW American basswood 91 243 0.0093 -0.1454 3.98 
EH eastern hemlock 11,031 34,468 -0.1178 0.1330 4.83 
GA green ash 60 74 0.0875 0.0301 3.11 
GB gray birch 2,657 5,802 0.1543 -0.3348 1.5 
HH eastern hophornbeam 770 1,986 -0.4154 -0.3175 4.58 
JP jack pine 541 6,195 0.3102 -0.0851 1.36 
NS Norway spruce 256 345 0.5196 0.3144 4.45 
PB paper birch 23,335 67,785 -0.1570 -0.2213 1.54 
PR pin cherry 306 2,757 -0.3322 -0.1795 2.26 
QA quaking aspen 7,408 27,565 0.3977 0.0980 1.21 
RM red maple 71,587 138,360 -0.1249 -0.0349 3.44 
RN red pine 1,602 1,863 0.3130 0.1813 1.89 
RO northern red oak 5,351 6,225 0.0461 0.1138 2.75 
RS red spruce 79,495 166,760 0.0525 0.0022 4.39 
SB sweet birch 78 98 -0.0026 -0.0967 2.58 
SC Scotch pine 54 87 -0.0530 0.2343 1.67 
SE serviceberry 59 184 -0.0650 -0.1116 2.95 
SM sugar maple 17,831 46,839 0.1196 0.0521 4.76 
ST striped maple 511 5,013 -0.0929 -0.1177 3.56 
SV silver maple 10 116 0.2900 0.1370 3.60 
TA tamarack 6,447 9,270 0.0976 0.0147 0.98 
WA white ash 3,577 5,359 0.1703 0.0663 2.46 
WC northern white-cedar 11,350 37,108 -0.6099 -0.0813 3.45 
WO white oak 118 128 0.0390 -0.0738 2.85 
WP eastern white pine 13,269 19,343 0.3394 0.2518 3.21 
WS white spruce 28,228 50,012 0.2222 0.0863 4.15 
YB yellow birch 16,810 33,668 -0.1608 0.0293 3.17 
 
 
 
92 
 
 Based on relative ht, 27,480 trees were selected to be used to parameterize the 
model fitted to MEAS, while 45,351 trees were selected for IMP. Models indicated a 
strong relationship with initial tree ht and SICLIM (Table 4.3). Models predicted maximum 
annual ht increment to peak somewhere between initial tree ht of 5 and 8 m, depending 
on species. Predicted ∆htMAX for eastern white pine (shade-intolerant) ranged from about 
0.2 to 0.6 m yr-1for SICLIM of 9 and 15 m, respectively. Predicted ∆htMAX for eastern 
hemlock (shade-tolerant) ranged from about 0.1 to 0.3 m yr-1for SICLIM of 9 and 15 m, 
respectively (Figure 4.1). 
 Upon predicting ∆htMOD and applying the equation to the validation data, RMSE 
and MB ranged from 0.17 to 0.34 m and -0.07 to 0.04 m, respectively, depending on 
species using predictions from MEAS (denoted ∆htMEAS). For predictions using IMP 
(∆htIMP), RMSE and MB ranged from 0.16 to 0.34 m and 0.01 to 0.06 m, respectively, 
depending on species. Averaged across all species, RMSE was reduced by 3.7% when 
∆htMEAS was used over ∆htFVS-NE. RMSE for ∆htMEAS and ∆htIMP predictions were similar 
when averaged across all species, but percent differences between the two were as low as 
-4.7% for black spruce and as high as 4.0% for balsam fir (Figure 4.2). 
  
     4.4.2 Crown Recession 
 For MEAS, ∆hcb for all observations and all species averaged 0.16±0.51 m yr-1. 
Calculated per each species, mean ∆hcb was a low as 0.04±0.33 m yr-1 for Scotch pine 
and as high as 0.34±0.18 m yr-1 for Norway spruce. For the MEAS, mean hcb was 
5.8±3.0 m and mean cr was 0.5±0.2, ranging from 0.0 to 1.0. For the IMP, mean hcb was 
5.3±2.0 m and mean cr was 0.5±0.1, ranging from 0.3 to 0.8 (Table 4.1). 
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Figure 4.1 Predictions of maximum height increment. Predictions of maximum annual 
height increment (∆htmax) at various initial tree heights (ht) and climate-derived site 
indices (SIclim) for the primary Acadian species.       
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 Models indicated that annual crown recession peaked at crown ratios between 0.7 
and 0.9, and then decreased rapidly at very high crown ratios (Table 4.4; Figure 4.3). 
Incorporating the prediction of ∆ht into ∆hcb, which took into account species-level 
attributes through the random effect in ∆htMAX and the shade covariate in ∆htMOD and 
∆hcb, performed well to highlight species differences in crown recession: shade-tolerant 
species such as balsam fir, red spruce, and sugar maple were predicted to display a crown 
recession rate of around 0.20 m yr-1, while rate of crown recession for shade-intolerant 
species was as high as 0.28 m yr-1 for eastern white pine (conifer) and 0.26 m yr-1 for 
paper birch (hardwood; Figure 4.3).      
 Upon predicting ∆hcb and applying the equation to the validation data to estimate 
a new hcb, RMSE and MB ranged from 1.31 to 1.84 m and -0.51 to 0.22 m, respectively, 
depending on species using predictions from MEAS. For predictions that used the 
species-specific static equations of Rijal et al. (2012a), termed hcbSTATIC, RMSE and MB 
ranged from 2.46 to 3.93 m and -2.72 to 2.86 m, respectively, depending on species. For 
predictions that used imputed values (hcbIMPUTE), RMSE and MB ranged from 2.55 to 
2.71 m and -0.62 to 1.03 m, respectively, depending on species. Averaged across all 
species, RMSE was reduced by 52.0±11.5% when ∆hcb was used over hcbSTATIC, while it 
was reduced by 43.7±6.1% when ∆hcb was used over hcbIMPUTE (Figure 4.4). 
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Table 4.3 Maximum height increment parameters. Fixed-effects parameters for 
estimating the maximum height incrementa using observed (MEAS) and imputed (IMP) 
height measurements for all species in the Acadian forest region. 
Dataset n α1 α2 α3 α4 SE(α3i) 
MEAS 27,480 
0.01284 
(0.00225) 
0.1413 
(0.00563) 
0.8525 
(0.105) 
-0.01099 
(0.000490) 0.343 
IMP 45,351 0.07078 
(0.0143) 
0.03494 
(0.00185) 
0.8040 
(0.0972) 
-0.01068 
(0.000224) 
0.179 
  a Model is: ? ? ? ?24aαCLIM21MAX htαexphtSIαexpαht 33 j???  
 
 
Table 4.4 Modified height increment and crown recession parameters. Parameters for 
estimating the modified height increment (∆htMOD) and crown recession (∆hcb) using 
observed height measurements for all species in the Acadian forest region. 
Variable Parameter (standard error) MSE 
 β1 β2 β3 β4 β5   
∆htMODa 
-2.006 
(8.80e-3) 
2.304e-4 
(1.90e-5) 
-7.026e-4 
(2.30e-5) 
-7.360e-5  
(9.54e-6) 
6.633e-3 
(4.03e-4) 
 1.41 
 γ1 γ2 γ3 γ4 γ5 γ6  
∆hcbb 
2.863  
(7.96e-2) 
-2.298 
(5.88e-2) 
-0.2720 
(9.57e-3) 
-1.976e-2 
(2.18e-3) 
0.2458  
(0.0235) 
-0.5016 
(1.56e-2) 2.33 
 a Model is: ? ?shadeβCCFβccflβccflββexpht 54HW3SW21MOD ??????  
 b Model is: ? ? ? ?
? ? ? ? ? ????
?
???
?
????
?????
????
crγγcr01.1logγ
1CCFlogγcrlogγγ
exp1
htclhcb
654
321
shadeshade
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Figure 4.2 Height increment comparisons with FVS-NE. Root mean square error (RMSE) 
and mean bias for the primary Acadian species predicting the annual height increment 
using the Northeast variant of the Forest Vegetation Simulator (FVS-NE) and measured 
(HTmeas) and imputed heights (HTimp) in this analysis.  
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Figure 4.3 Predictions of crown recession. Predictions of annual crown recession at 
various crown ratios (crown competition factor = 400%) for the primary Acadian species.       
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Figure 4.4 Crown recession methods comparisons. Root mean square error (RMSE) and 
mean bias for the primary Acadian species for models that predict the height-to-crown 
base (hcb) by modeling annual crown recession (∆hcb), predicting hcb using static 
regional equations (Rijal et al. 2012a), and locally imputed hcb measurements. 
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4.5 Discussion 
 By incorporating species as a random effect in a mixed-modeling framework and 
employing shade tolerance metrics for each species, the dynamics of annual ∆ht was 
captured for the multitude of species occurring in the Acadian forest region and 
represented an improvement over currently used models. Using locally imputed height 
measurements via the Robinson and Wykoff (2004) method was robust to include a wider 
variety of data where ht measurements were not collected, however, using actual 
measured ht tended to outperform increment equations that used imputed ht for most 
species. Modeling crown recession directly as opposed to estimating hcb via a static 
equation or imputing an hcb value best ∆hcb for the species examined here. 
 Developing ∆htMAX equations that were independent of stand age was an 
important criterion for these even- and uneven-aged stands. The use of growth effective 
age and dominant height increment is one viable approach for accomplishing this, but site 
index estimates are not common in most operational inventories. Consequently, ∆htMAX 
equations were developed using dominant trees. The equations were successfully 
designed and shown to slightly outperform current species-specific equations that rely on 
growth effective age. Equation 4.3 shows that ∆htMAX can be accounted for by using the 
fixed effects parameters of site index and initial tree ht, similar to what was observed by 
Nunifu (2009) in mixed-species stands in Alberta. By including species as a random 
effect coefficient on the slope term of initial tree ht, the multitude of species ranging from 
shade intolerants such as tamarack and paper birch to shade tolerants like balsam fir and 
sugar maple displayed maximum height increment curves that are characteristic of the 
species. Other approaches to estimate ∆htmax could be pursued. For example, fitting 
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∆htMAX was initially attempted in this analysis using nonlinear quantile regression 
(Koenker and Hallock 2001) fitted at the 99th quantile, but ineffective and illogical results 
were observed, possibly attributed to the sparseness of ht data and the variability 
associated with ht measurements across the study region.  
 For independent variables, measures of both one- and two-sided measures of 
competition in addition to species shade tolerance were significant in predicting modified 
height increment for the species investigated. Nunifu (2009) fitted a diameter increment 
model that separates two-sided competition for both conifer and hardwood species, and in 
this analysis, using ccfl as opposed to bal was found to be effective for representing ∆ht. 
In modeling ∆ht, ccfl is likely to be more representative in height increment dynamics as 
it takes into account species-level potential crown sizes and their associated relationships 
with competition for light. For dependent variables, imputing ht values can be valuable 
for filling in missing measurements not recorded in the field. Limitations of this approach 
are that (1) a full assessment of using imputed values is needed when used in growth 
models and (2) imputation in a mixed-modeling sense requires one to estimate random 
effects parameters (in this case, species). Hence, at least some measurements of ht are 
needed to localize predictions if one chooses to use imputed ht as the dependent variable.  
 Crown recession rates for all species peaked at crown ratios that were generally 
between 0.6 and 0.9, depending on predicted ∆ht, species shade tolerance, and stand 
density. Rates of crown recession for these Acadian species are not available, but models 
by Hann and Hanus (2004) indicated a peak in crown recession between 0.62 and 0.64 
for coastal Douglas-fir. For interior Douglas-fir (Pseudotsuga menziesii [Mirb.] Franco 
var. glauca) and western white pine (Pinus monticola Dougl. ex D. Don), models by 
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Garber et al. (2008) estimated a conditional crown recession rate between 0.65 and 0.80 
and  0.60 and 0.80, respectively. The rapid crown recession on trees within this range of 
crown ratios could be attributed to the fact the trees are actively responding to crown 
closure occurring in the stand. Shade-intolerant species displayed a maximum crown 
recession rate to be greater than their tolerant counterparts, showing that a shade 
tolerance term and an interaction term between tolerance and crown ratio can capture 
some of the variability in crown recession, confirming the results that Garber et al. (2008) 
found after analyzing three conifer species in the Northern Rocky Mountain region of the 
US.    
 Similar to the results of Hann and Hanus (2004) but unlike the results of Liu et al. 
(1995), the static method explained much less of the variability associated with 
estimating ∆hcb for the species examined here. Imputing missing ht and hcb 
measurements is an attractive method for dealing with scarce ht and hcb data and can 
improve the prediction accuracy for ∆hcb compared to static equations, but again,  at 
least some ht/hcb measurements are needed to obtain a local estimate using random 
effects.  The ∆ht and ∆hcb models developed here are age-independent and non-spatial, 
which allows them to have wide application for these stand types across the Acadian 
forest region.   
 The influence of damaging agents such as the eastern spruce budworm 
(Choristoneura fumiferana) and white pine weevil (Pissodes strobi) would seemingly 
influence height increment and crown dynamics (e.g., Hann and Hanus 2002), but were 
not investigated in this analysis. For stands that have received precommercial and 
commercial thinning prescriptions in the region, thinning response functions for ∆ht and 
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∆hcb relationships should be developed in the future for these species (e.g., Liu et al. 
1995). Results show how a multitude of species can be incorporated into individual tree 
increment equations fitted to data that are quite variable, the use that imputed values for 
ht and hcb can serve in growth equations, and the compatibility between ∆ht and ∆hcb 
that can be observed in mixed-species stands. 
 
4.6 Conclusions 
 Using total tree height and height-to-crown base data compiled from permanent 
sample plots in the Acadian forest region, this analysis found compatible annual ∆ht and 
∆hcb predictions to be related to a host of tree, species, and plot variables. In estimating 
∆ht, specifying species as a random effect in a nonlinear mixed-effects modeling 
framework captured species differences for estimating ∆htMAX,  and incorporating species 
shade tolerance as a covariate provided species differences for predicting ∆htMOD. Passing 
predicted ∆ht through to estimate ∆hcb using species shade tolerance and crown ratio 
resulted in tree height and crown recession patterns that were expected for the species 
examined. Predictions of ∆ht represent an improvement over currently-used species-
specific equations which rely on growth effective age. Estimating ∆hcb using an 
incremental method outperformed predictions using static equations and imputed values, 
and provided species differences in crown recession rates. Results highlight the 
advantages of incorporating species as a random effect and shade tolerance as a fixed 
effect in individual-tree increment models and prove the effectiveness of modeling tree 
crown recession directly.    
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Chapter 5  
ASSESSING AND MODELING STANDING DEADWOOD ATTRIBUTES 
UNDER ALTERNATIVE SILVICULTURAL REGIMES IN THE ACADIAN 
FOREST  
 
5.1 Abstract 
 Estimating the amount of standing deadwood in forests is crucial for assessing 
wildlife habitat, quantifying biodiversity potential, and determining carbon stocks. The 
influence of silviculture on deadwood stocking levels, especially snag (standing dead 
tree) abundance within various stages of decay, has received little attention in the mixed-
species forests that comprise the Acadian forest region of North America. In this analysis, 
snags were inventoried across eight silvicultural regimes in central Maine nearly 60 years 
after treatments were initiated. Data collected were 2,751 snags comprised of 21 species 
across 260 permanent sample plots (PSPs). A reference area not harvested since the 
1800s displayed the highest basal area and volume (5.4 ± 3.1 m2ha-1 and 29.4 ± 23.6 
m3ha-1, respectively) of snags. Snags displayed the lowest basal area and volume (0.9 ± 
1.0 m2ha-1 and 3.1 ± 5.2 m3ha-1, respectively) for a selection system based on a 5-year 
cutting cycle. Seventy-nine percent of all snags were slightly or moderately decayed 
(decay classes 1 and 2).  
 For models that predicted snag abundance, results showed that snag density was 
related to stand density, depth-to-water table (DTW; an indicator of soil drainage and site 
quality), and the average harvest interval (AHI) of a stand. Error was reduced by 40% 
when predictions from count regression models were used over predictions from ordinal 
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regression models. Crown competition factor, a measure of stand density, captured the 
species-specific dynamics that occurred between live trees and snag density. Model 
predictions followed observations in the data, i.e., the highest number of snags were 
expected to occur in stands with a large AHI (e.g., 55 years) and the fewest in stands with 
a small AHI (e.g., 5 and 10 years). Including DTW suggested that a higher proportion of 
snags were found in advanced decay stages as soil drainage improved, suggesting snags 
may display weak mechanical stability on poorly-drained sites. Results highlight the 
advantages of relating snag abundance to stand and site conditions and silviculture 
method and the importance of quantifying snag quality attributes within various decay 
stages. Conclusions underscore the need for models that relate snag abundance to 
variables common to traditional forest inventories.     
 
5.2 Introduction 
 Estimating the amount of deadwood in forests is essential for assessing wildlife 
habitat, determining carbon stocks, gauging fuel loads, and quantifying biodiversity 
potential. Specifically, snags (standing dead trees) are key elements for maintaining 
forest biodiversity and providing a heterogeneous forest structure (Harmon et al. 1986). 
Many forest herpetofauna, mammals, and birds depend on snags for foraging, nesting, 
and roosting. Snags and downed logs store carbon and are an important process in forest 
carbon dynamics as they release carbon through decomposition (Harmon et al. 2011). 
Managing for snags is required by many forest certification programs (e.g., Sustainable 
Forestry Initiative 2004) and in the northeastern US and eastern Canada, site-specific 
management guidelines have been established that seek to establish a baseline for 
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maintaining sufficient levels of snags (Woodley 2005; Elliot 2008; Benjamin 2010). For 
these reasons, quantifying the amount and characteristics of snags is a significant 
component of determining forest structure and composition.  
 Despite the ecological importance of snags and the requirement that they be 
included in forest management planning, snags are rarely the focus of traditional forest 
inventories (Kenning et al. 2005). Predicting the number of snags per unit area is often 
difficult given that snags are less abundant than live trees and display high spatial 
(Raphael and Morrison 1987) and temporal (Ganey and Vojta 2005; Morrison and 
Raphael 1993) variability. The shortfalls of models predicting standing dead trees was 
recently highlighted by Woodall et al. (2012) who found that when using developed 
models, standing dead tree carbon stocks were overestimated by 100% at the national 
level when compared to field measurements across the US. This had tremendous 
influence to overall carbon stocks, as predicted carbon across the US was overestimated 
by 4%, principally resulting from inadequacies in predicting attributes of snags (Woodall 
et al. 2012).  
 Despite these difficulties, researchers have had some success in quantifying snag 
levels by relating them to site and stand attributes. Higher site productivity was 
associated with greater deadwood stocks in boreal forests of Finland (Siitonen et al. 
2000) and in the southern US (Spetich and Guldin 1999). However, site index was 
negatively associated with number of snags (Eskelson et al. 2009) and basal area of snags 
(Temesgen et al. 2008) in Oregon and Washington. Slope and aspect have been shown to 
be positively correlated with number of snags (Eskelson et al. 2009), but showed no 
relationship with snag basal area (Temesgen et al. 2008).  
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 Relationships between the number, basal area, and volume of snags and live-trees 
have been observed in multiple forest types (e.g., Temesgen et al. 2008; Woodall and 
Westfall 2009). For example, using a US national forest inventory, Woodall and Westfall 
(2009) found that relative density (RD) of live trees could be an effective measure of total 
deadwood biomass, but deadwood stocking levels might only be high in stands where RD 
is very high or very low.  The authors term  the “deadwood stocking conundrum zone” as 
the area where much less is known about the deadwood stocking levels common to these 
stand types (Woodall and Westfall 2009). The minimal influence of stand density in 
predicting deadwood abundance in this zone encourages researchers to investigate 
additional stand and site factors that relate specifically to snag abundance. These factors 
might include soil conditions, site physiographic features, and forest management 
activities such as method of silviculture. 
 With forest stand dynamics in mind, “pulses” of snags can occur throughout self-
thinning and immediately after catastrophic weather events (Jones et al. 2009). 
Furthermore, forest management practices may reduce snag abundance and recruitment 
by removing low-vigor trees. Large snags are most likely to be found in nonharvested 
stands (Garber et al. 2005; Marcot et al. 2010) and snag density was found to be lower in 
stands that receive intensive management (Wisdom and Bate 2008). On average, over 40 
snags ha-1 > 30 cm were observed in old-growth stands compared to an average of 12 
snags ha-1 > 30 cm in northern hardwood selection stands (Goodburn and Lorimer 1998). 
In the old growth stage, inputs of snags and coarse woody debris may be continuous 
(Jonsson 2000). Silvicultural experiments that have (1) well-established prescriptions for 
long durations, (2) data on live-tree and snag attributes, and (3) have detailed soils and 
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site information available would provide an excellent dataset to analyze the relationships 
between live-tree attributes, site conditions, and snag abundance.  
 Snag attributes in various stages of decay is an important metric for forest 
biodiversity and habitat availability and assures a continuous supply of snags through 
time (Hunter Jr. 1990 p. 167). Only recently have researchers begun to model snag 
quality attributes such as decay class (Bater et al. 2009; Eskelson et al. 2012). These 
kinds of efforts have been largely absent in the mixed-species stands found across the 
Acadian Forest region of North America.  
 To capture the stochastic nature of snag dynamics, count regression models have 
been used to analyze the frequency of snags within a stand (Temesgen et al. 2008; 
Eskelson et al. 2009). To date, predicting snag abundance by decay class has followed a 
probability-based approach. For example, ordinal regression techniques have been used 
to partition the total number dead trees in a stand into decay classes (Bater et al. 2009; 
Eskelson et al. 2012). Both snag diameter and height are important physical attributes of 
snags (Hunter Jr. 1990). Hence, when analyzing snag abundance at the scale of a forest 
stand, quantifying the volume of snags per unit area is equally as important as measures 
such as basal area and number, as volume would reflect the vertical structural component 
that snags provide.  
 Previously, predictions of snag abundance have required detailed knowledge of 
physiographic variables including slope, aspect, and elevation (Eskelson et al. 2009) or 
use of remote sensing technologies (Bater et al. 2009; Eskelson et al. 2012). In addition, 
physiographic attributes may have a relatively small influence on snag attributes in areas 
with modest variation in terrain. Conversely, snag biomass has been estimated using live-
 
 
108 
 
tree RD, but this relationship did not hold up across a full range of stand densities 
(Woodall and Westfall 2009). Often, forest managers have limited physiographic 
information about their site and limited access to remote sensing technologies. Forest 
managers may, however, have a clear understanding of the types of silviculture applied to 
a stand and are likely to have a tree-list of live trees obtained through a forest inventory. 
Modeling techniques that relate snag attributes to traditional forest inventory data would 
be advantageous and expedient for direct use by forest and wildlife habitat managers.  
 The goal of this study was to relate snag attributes to site and stand characteristics 
and silvicultural treatment on the Penobscot Experimental Forest (PEF) in central Maine. 
Stands found at the PEF are representative of forests found throughout the Acadian forest 
region and are comprised of naturally-regenerated, mixed-species stands under both 
even- and uneven-aged forest management regimes. The specific objectives of this study 
were to: (1) quantify snag abundance, basal area, and volume across eight silvicultural 
treatments ranging from reference (no harvesting since the 1800s) to commercial 
clearcut, and (2) evaluate two methods for estimating total snag abundance and snag 
abundance within four decay classes as a function of stand and site characteristics and 
average harvest interval. 
 
5.3 Methods 
 Methods described below outline the study area under investigation, describe the 
data used in the analysis, discuss the developed model forms and modeling strategies, and 
define the model evaluations used. 
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     5.3.1 Study Area 
 This study was conducted on the 1619-ha Penobscot Experimental Forest (PEF) 
located in the towns of Bradley and Eddington, Maine (44° 52' N, 68° 38' W; mean 
elevation of 43 m). At the PEF, climate estimates indicate mean annual temperature and 
precipitation is 6.2° C and 110 cm, respectively (Rehfeldt 2006). Soils are primarily 
derived from glacial till and range from well-drained loams and sandy loams found on 
glacial till ridges to poorly- and very poorly-drained silt loams found in flatter areas 
between ridges (Sendak et al. 2003).  
 Located within the Acadian forest, the PEF is characterized by a mixture of 
northern conifer and hardwood species that dominates its forest cover. Conifer species 
include red (Picea rubens Sarg.), black (P. mariana (Mill.) BSP), and white spruce (P. 
glauca (Moench) Voss), balsam fir (Abies balsamea (L.) Mill.), eastern hemlock (Tsuga 
canadensis (L.) Carr.), eastern white pine (Pinus strobus L.), and northern white-cedar 
(Thuja occidentalis L.). Hardwood species include red maple (Acer rubrum L.), paper 
(Betula papyrifera Marsh.) and gray birch (B. populifolia Marsh.), and quaking (Populus 
tremuloides Michx.) and bigtooth aspen (P. grandidentata Michx.).  
 An operational scale experiment to compare ten silvicultural treatments was 
established by US Forest Service (USFS) researchers on the PEF between 1952 and 1957. 
The experiment was designed to investigate the influence of silviculture on the growth, 
yield, and economics of eastern spruce-fir stands, now more often referred to as northern 
conifer stands. In the 1990s, a number of ecological variables were added to broaden the 
focus from timber management to how silviculture impacts the forest environment. 
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 The experiment was laid out in the most conifer-dominated portion of the PEF, 
primarily in red spruce-balsam fir-eastern hemlock cover types (Frank and Blum 1978). 
Treatments included uneven-aged, even-aged, and exploitive cutting regimes, and a 
reference area serving as an experimental control (Table 5.1; Sendak et al. 2003). The 
uneven-aged treatments included selection cutting with 5-, 10-, and 20-year cutting 
cycles. The even-aged treatments included commercial clearcutting and a two-stage 
shelterwood treatment. Exploitive cutting was represented by two forms of diameter-limit 
harvesting, one with fixed diameter limits and the other with flexible or modified limits. 
The treatments, each with two stand-level replicates, were randomly assigned to 
experimental units averaging 10 hectares in size.  
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Table 5.1 Treatments at the PEF. Descriptions of silvicultural treatments at the Penobscot 
Experimental Forest, Bradley and Eddington, Maine. 
Treatment Code Average harvest 
interval (years) 
Description 
Reference REF 55 Control treatment without harvesting since the 1800s 
Commercial 
clearcutting 
CC 30 Removal of all merchantable trees 
Selection with 5-year 
cutting cycle 
SC05 5 Single-tree and group selection with a 
5-year cutting cycle 
Selection with 10-year 
cutting cycle 
SC10 10 Single-tree and group selection with a 
10-year cutting cycle 
Selection with 20-year 
cutting cycle 
SC20 20 Single-tree and group selection with a 
20-year cutting cycle 
Two-stage shelterwood SW2 55 Shelterwood with a regeneration harvest and a final harvest 
Fixed diameter-limit FDL 22 
Removal of all merchantable trees 
above a fixed diameter at variable 
time intervals 
Modified diameter-limit MDL 22 
Removal of all merchantable trees 
above a modified diameter at fixed 
time intervals 
 
 
     5.3.2 Data Collection 
 A network of permanent sample plots (PSPs) was established along transects 
nested within each experimental unit, averaging 18 plots per unit. The PSPs consisted of 
a nested design with 0.08-, 0.02-, and 0.008-ha circular plots sharing the same plot center. 
The USFS routinely inventories these PSPs: all pole- and sawtimber-sized trees ≥ 11.4 
cm diameter at breast height (dbh) are measured in the 0.08-ha plot, large saplings (6.4 
cm ≤ dbh < 11.4 cm) are measured on the 0.02-ha plot, and small saplings (1.3 cm ≤ dbh 
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< 6.4 cm) are measured on the 0.008-ha plot. Since 2000, PSPs are remeasured by USFS 
every 10 years, and if harvesting is scheduled, immediately pre- and post-harvest. Live 
trees were uniquely numbered in these plots and experimental unit, plot and tree number, 
species, dbh, and status (e.g., live tree versus snag), are recorded.  
 In 2010-2011, for each PSP all snags ≥ 11.4 cm dbh were measured in the 0.081-
ha plot, and snags ≥ 2.5 cm dbh were measured in the 0.020-ha plot. Snag species, dbh, 
height, and decay class were recorded. A four-class system was used to designate the 
stage of decay of snags (Heath and Chojnacky 2001): (1) structurally sound, bark intact; 
(2) sound but somewhat rotten, branch stubs attached, partially soft texture; (3) rotten, 
branch stubs mostly pulled out, heavy bark peeling, soft texture; and (4) no structural 
integrity; bark detached or absent. 
 Soils and physiographic data used for this study were collected by Bryce (2009) 
on or adjacent to the PSPs. Soils variables included thickness of organic and eluvial 
horizons, depth to redoximorphic features, and Briggs (1994) soil drainage class. Slope 
and aspect of the PSPs was also recorded. Depth-to-water table (DWT) was obtained 
from a GIS raster layer based on the algorithm of Murphy et al. (2011) and was defined 
as the distance from soil surface to the normal high level of the water table.  
 For each experimental unit, stand conditions in 2010 and 2011 were estimated by 
projecting the dbh of live trees in the most recent USFS inventory using a species-
specific annualized dbh increment model parameterized with PEF data (Chapter 2; Eq. 
2.2). Predicted dbh increment to the snag inventory year (2010 or 2011) was added to the 
most recently measured dbh. Projections ranged from 0 to 9 years depending on the 
experimental unit. 
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 Plot-level metrics representing a variety of stand structural characteristics were 
computed for live trees (Table 5.2). These included number of trees ha-1 (TPH); basal 
area ha-1 (BAPH); stand density index (SDI; Ducey and Larson 2003); relative density 
(RD; Woodall et al. 2005); and crown competition factor (CCF) estimated using 
maximum crown width equations developed for the region (Russell and Weiskittel 2011). 
The average harvest interval (AHI) was calculated for uneven-aged stands and the 
commercial clearcut treatments, while the number of years since the initiation of the 
USFS experiment in the 1950s was used in the reference area and two-stage shelterwood 
treatments (Table 5.1). Volumes for snags and live trees were estimated using volume 
integrals of the species-specific taper equations of Li et al. (2012). Using integrals 
allowed us to account for volume reduction in snags that experienced breakage, without 
requiring a measurement of diameter at breakage (Aakala et al. 2008). 
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 Table 5.2 Mean live tree and snag attributes. Descriptive statistics for stand (live 
 and dead), site, and snag attributes collected at Penobscot Experimental Forest, 
 Bradley and Eddington, Maine. 
Attribute Mean SD Min Max 
 Stand (live; n = 260) 
Trees (count ha-1) 4475.0 2908.0 420.0 15640.0 
Basal area (m2ha-1) 34.4 12.4 5.7 90.7 
Volume1 (m3ha-1) 299.7 134.9 41.4 803.8 
Stand density index 956.1 358.3 185.9 2715.0 
Crown competition factor (%) 884.6 436.6 209.2 2957.0 
Relative density2 0.38 0.16 0.01 0.92 
Average harvest interval (years) 25.6 16.3 5.0 55.0 
 Stand (dead; n = 260) 
Snags (count ha-1) 407.0 621.0 0.0 4903.0 
Snag basal area (m2ha-1) 2.1 2.2 0.0 13.2 
Snag volume1 (m3ha-1) 8.7 12.4 0.0 71.9 
 Site  (n = 260) 
Depth-to-water table (cm) 178.6 215.4 0.0 1102.0 
Briggs site class3 3.6 1.1 1.0 5.0 
Slope (%) 3.2 1.8 0.0 12.0 
Aspect (°) 194.3 103.6 6.0 360.0 
 Snag (n = 2,751) 
Diameter at breast height (cm) 13.4 9.7 2.6 90.2 
Height (m) 9.2 5.4 0.6 29.7 
  1 Volume computed from Li et al. (2012) 
  2 Relative density computed from Woodall et al. (2005) 
  3 Briggs (1994) soil site class ranges from well drained (1) to very poorly drained (5) 
 
 
     5.3.3 Estimating Tree and Snag Density  
 Two methods were used to compare models estimating the number of live trees 
and snags in various stages of decay. In the first method, a count regression model 
(COUNTREG) was used to predict the number of stems in a specific tree status class (k = 
5 classes are described below). In the second method, ordinal regression (ORDREG) 
techniques were used to estimate the proportion of stems in a specific tree status class. 
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 For both the COUNTREG and ORDREG methods, the total number of live trees 
plus snags ha-1 (TSPH) was first estimated: 
 TSPH = TPH + SPH        [5.1] 
where TPH and SPH are live trees and snags ha-1, respectively, and SPH = SPH.d1 + 
SPH.d2 + SPH.d3 + SPH.d4 where SPH.d1, SPH.d2, SPH.d3 and SPH.d4 are snags ha-1 
in decay classes 1 through 4, respectively. For the COUNTREG method, the number of 
stems in each of the five classes was predicted separately. For the ORDREG method, the 
proportion of stems in each of the five classes was estimated similar to Eskelson et al. 
(2012). 
 For the COUNTREG method, Poisson (P) and negative binomial (NB) models 
were employed to test their effectiveness in accounting for the variability observed in the 
data. Count regression models are useful in describing the nonnegative integer values for 
estimating the number of snags found in a fixed area of land (Temesgen et al. 2008; 
Eskelson et al. 2009). The P regression model is the benchmark model for count data and 
can be applied to data whether the response variable is a count or continuous, but 
becomes restrictive when estimating attributes other than the mean (Winkelmann 2008). 
NB regression models are count models that include an overdispersion parameter, making 
them more flexible than P models (Eskelson et al. 2009). Comparing P and NB models 
becomes an evaluation of the degree of overdispersion in the data, unobserved 
heterogeneity, and excess zero values (Winkelmann 2008; p. 174). 
 Stand density measures for live trees, soils information, and AHI were used to 
estimate the mean number of stems in each tree status class, denoted hereafter as μk.  For 
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both methods, μTSPH was first estimated. For the COUNTREG method, μk was then 
estimated for the remaining tree status classes. The general model for estimating μk was:   
 ? ?pkpkk XX ???? ???? ...exp 110       [5.2] 
where p represents the number of predictor variables and the βi parameters were 
estimated via the P and NB models. Parameters were estimated using forward variable 
selection (R Development Core Team 2011) and models were compared using Akaike’s 
information criteria (AIC) and log-likelihoods when additional predictor variables were 
added. 
 For the ORDREG method, TPH, SPH.d1, … , SPH.d4 were modeled as ordinal 
data (Bater et al. 2009; Eskelson et al. 2012). The proportion of stems within each of the 
k tree status classes (i.e., live, d1, d2, d3, or d4) were modeled as cumulative 
probabilities, such that: 
 P(k = live) = πlive = γ1   
 P(k = live or d1) = πlive + πd1 = γ2    
 P(k = live or d1 or d2) = πlive + πd1 + πd2= γ3    
 P(k = live or d1 or d2 or d3) = πlive + πd1 + πd2 + πd3= γ4    
 P(k = live or d1 or d2 or d3 or d4) = πlive + πd1 + πd2 + πd3 + πd4 = γ5  [5.3]  
Cumulative probabilities were then estimated by: 
 ? ?? ?? ?pkpkkk XX ???? ??????? ...expexp1 110      [5.4] 
where θk is the intercept term for tree status class k and the αi parameters were estimated 
in the proportional odds model. To estimate the number of live trees and snags within 
each of the k status classes for each plot, predicted μTSPH from Eq. (5.2) was multiplied by 
the predicted πk for that plot.   
 Because of similarities in snag attributes (Figure 5.1), the eight silvicultural 
treatments were grouped into j = 5 more generalized treatments for the ORDREG 
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method. Estimates were made for the reference (REF), commercial clearcut (CC), 
selection cuttings with cutting cycles of 5-, 10-, and 20-years (SC05, SC10, and SC20, 
respectively), two-stage shelterwood (SW2), and modified and fixed diameter-limit 
cuttings (MDL and FDL, respectively). These condensed treatment groupings are referred 
to as REF, CC, SC, SW2, and DL, respectively. Incorporating silviculture into models 
was accomplished by using AHI and considering the treatment grouping as an indicator 
variable (1 if plot was found in a given silvicultural treatment; 0 if not). Models were 
parameterized as:          
 ? ?DLSW2SCURHAHIDWTCCFexp 76543210 aaaaaaaak ?????????  
           [5.5] 
 Upon incorporating silvicultural treatment in the ORDREG model, subsequent 
model forms including CCF and DWT did not reduce AIC. The final ORDREG model 
chosen was:
? ?? ?? ?jkjkjkjkkk DLSW2SCURHAHIexpexp1 543210 ??????? ?????????  
           [5.6] 
 For the COUNTREG method, indicator variables for type of silviculture were  not 
significant in predicting the number of snags in multiple decay classes. Instead, a mixed 
modeling strategy was used with experimental unit as a random effect. The final 
COUNTREG model chosen was:  
 ? ?AHIDWTCCFexp 3210 ????? ????? ik b     [5.7] 
where βi’s are fixed-effects parameters estimated using either P or NB regression and bi is 
a random intercept term for the ith experimental unit. 
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     5.3.4 Model Validation 
 Validation of the developed models was assessed on 82 plots (approximately 
30%) that were randomly withheld from model parameterization. The Reynolds et al. 
(1988) error index (EI) was employed as an evaluation measure to compare ORDREG 
and COUNTREG models because of its ability to measure goodness-of-fit with data that 
are summarized in classes, such as the data found in various stages of decay in this 
analysis: 
 ?
?
?? i
k
j
ikik nn
1
ˆEI          [5.8a] 
where ikn and iknˆ are the observed and predicted number of trees and snags ha
-1 in the kth 
status class found on the ith plot, respectively. To assess the performance of the P versus 
NB COUNTREG models, the root mean square error (RMSE) and mean absolute bias 
(MAB) were computed within each tree status class:  
 ? ??
?
??
n
i
n
1
2 /predobsRMSE       [5.8b] 
 n
n
i
/predobsMAB
1
?
?
??
       
[5.8c] 
where obs and pred are observed and predicted number of stems, respectively, and n is 
the number of plots.  
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5.4 Results 
 Results presented below describe findings related to standing deadwood attributes 
and the developed models for estimating standing deadwood. 
 
     5.4.1 Standing Deadwood Attributes 
 The data collected in 2010-2011 contained 2,751 snags comprised of 8 conifer 
and 13 hardwood species across 260 PSPs. Species could not be identified for 21 of these 
snags. Snag abundance was positively correlated with slope, aspect, and several stand 
characteristics (Table 5.3). Snag basal area was positively correlated with DWT and all of 
the stand characteristics listed in Table 5.3. Live tree abundance averaged 4475 ± 2908 
trees ha-1, while snag abundance averaged 407 ± 621 snags ha-1. Live tree basal area 
averaged 34.4 ± 12.4 m2ha-1, while snag basal area averaged 2.1 ± 2.2 m2ha-1 (Table 5.2) 
and varied with silvicultural treatment (Figure 5.2). Live tree volume averaged 299.7 ± 
134.9 m3ha-1, while snag volume averaged 8.7 ± 12.4 m3ha-1. Snags were absent in 12 
(5%) of the plots, 10 of which were in the selection treatments. 
 Across the eight different silvicultural treatments, mean snag diameter ranged 
from 5.7 cm in CC to 16.6 cm in REF and mean snag height ranged from 4.4 m in SC20 
to 7.2 m in REF (Figure 5.3). Basal area, volume, and density of snags varied across 
PSPs within silvicultural treatments (Figure 5.1). Mean basal area and volume in snags 
were highest in REF (5.4 m2ha-1 and 29.4 m3ha-1) and SW2 (4.6 m2ha-1 and 18.5 m3ha-1). 
Mean snag density was highest in SW2 (1329 ha-1) and CC (583 snags ha-1). Mean basal 
area, volume, and snag density were lowest in SC05 and FDL. 
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  Mean volume of snags in various decay classes generally decreased as stage of 
decay increased (Figure 5.4). Seventy-nine percent of observed snags across all PSPs 
were in decay classes 1 and 2. The mean proportion of volume in snags found in soft 
stages of decay (classes 3 and 4) was highest (0.27) in REF and lowest (0.06) in MDL. 
Soft snags were absent in 107 (41%) of the PSPs. The absence of soft snags was noted 
primarily in the selection (SC05, SC10, and SC20) and diameter-limit treatments (FDL 
and MDL). 
 
Table 5.3 Correlations between snags and site and stand conditions. Pearson correlation 
coefficients and significance (in parentheses) between explanatory variables and number 
of snags and snag basal area. 
Attribute Pearson correlation coefficient 
 
Site conditions 
Depth-to-
water table 
(cm) 
Thickness of 
O horizon 
(cm) 
Thickness of 
E horizon 
(cm) 
Depth to 
mottling 
(cm) 
Slope (%) Aspect (°) 
Snags 
(count ha-1) 
0.020 
(0.765) 
0.036 
(0.561) 
0.040 
(0.522) 
-0.020 
(0.750) 
0.168 
(0.014) 
0.079 
(0.252) 
Snag basal area 
(m2ha-1) 
-0.163 
(0.017) 
-0.074 
(0.238) 
-0.102 
(0.102) 
0.117 
(0.062) 
0.031 
(0.6358) 
-0.058 
(0.402) 
 Stand conditions 
 
Trees 
(count ha-1) 
Basal area 
(m2ha-1) 
Stand 
density 
index 
Relative 
density 
Crown 
competition 
factor (%) 
Average 
harvest 
interval 
(years) 
Snags 
(count ha-1) 
0.512 
(<0.0001) 
0.486 
(<0.0001) 
0.133 
(0.033) 
0.125 
(0.043) 
0.597 
(<0.0001) 
0.446 
(<0.0001) 
Snag basal area 
(m2ha-1) 
0.096 
(0.122) 
0.531 
(<0.0001) 
0.481 
(<0.0001) 
0.483 
(<0.0001) 
0.220 
(0.0003) 
0.586 
(<0.0001) 
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Figure 5.2 Live tree versus snag basal area. Observed plot basal area in live trees and 
snags with loess regression line for 260 plots in eight silvicultural treatments at 
Penobscot Experimental Forest, Bradley and Eddington, Maine. 
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Figure 5.3 Mean snag dbh and height by treatment. Mean snag diameter at breast height 
(dbh; a) and height (b) with standard errors by silvicultural treatment from data collected 
at the Penobscot Experimental Forest, Bradley and Eddington, Maine. 
 
 
     5.4.2 Modeling Standing Deadwood 
 Across nearly all snag decay classes, COUNTREG predictions outperformed 
ORDREG methodologies. Error index (EI; Eq. 8a) was 1.76x105 for the ORDREG 
method, and 1.13x105 and 9.90x104 for COUNTREG predictions that employed fixed 
effects solely for the P and NB regression models, respectively. For the P and NB models 
that incorporated experimental unit as a random effect, EI was 9.04x104 and 9.25x104, 
respectively. EI was reduced by 40% when fixed-effect COUNTREG were used over 
ORDREG models.    
 Model evaluation statistics comparing P and NB count regression models were 
similar when predicting TPH and SPH in various decay classes (Table 5.4). When only 
comparing fixed effects equations, RMSE and MAB were lower for NB models, except 
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for snags in advanced decay stages (SPH.d3 and SPH.d4). However, P regression 
predictions generally resulted in slightly lower RMSE and MB values compared to NB 
predictions when the random effect of experimental unit was taken into account.  
 Model predictions indicated a strong positive relationship between live tree and 
snag densities. (Figure 5.5). Model predictions followed observations in the data, i.e., the 
highest densities and basal area of snags were expected to occur in stands with a large 
AHI (e.g., 55 years) and the fewest in stands with a small AHI (e.g., 5 and 10 years). 
Depth-to-water table (DWT) was an influential variable that captured the proportional 
dynamics between hard (decay classes 1 and 2) and soft snags (decay classes 3 and 4). As 
DWT increased, models indicate a greater proportion of snags in the soft decay stage 
(Figure 5.6).     
 
Table 5.4 Fit statistics estimating trees and snags per hectare. Root mean square error 
(RMSE) and mean absolute bias (MAB) for predicting trees (TPH) and snags per hectare 
(SPH) in decay classes 1 (d1) through 4 (d4) using Poisson and negative binomial count 
regression models.
 
Method Metric 
Fit statistic 
RMSE MAB  RMSE MAB 
  fixed  fixed + random 
Poisson 
TPH 1888.1 1396.3  1398.9 1040.0 
SPH.d1 264.1 153.3  250.4 152.5 
SPH.d2 344.9 134.8  331.4 136.0 
SPH.d3 188.9 61.5  173.2 54.2 
SPH.d4 19.5 7.6  17.6 7.4 
       
Negative  
binomial 
TPH 1617.2 1169.1  1527.2 1073.1 
SPH.d1 238.8 147.0  239.0 150.2 
SPH.d2 340.5 136.7  333.5 134.2 
SPH.d3 186.4 61.8  180.1 58.4 
SPH.d4 19.7 7.6  17.5 7.4 
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Table 5.5 Parameters for estimating snag abundance. Parameter estimates (standard errors 
in parentheses) for predicting trees plus snags (TSPH), trees (TPH), and snags per hectare 
(SPH) in decay classes 1 (d1) through 4 (d4) using Poisson count regression models in 
central Maine.  
 
Parameter 
Metric 
TSPH TPH SPH.d1 SPH.d2 SPH.d3 SPH.d4 
β0 
7.42 
(0.11) 
7.34  
(0.11) 
3.83  
(0.17) 
2.51 
(0.32) 
1.01  
(0.52) 
-0.198  
(0.64) 
β1 
9.24e-4  
(2.1e-6)
9.34e-4  
(2.3e-6)
1.06-3  
(1.0e-5)
8.27e-4  
(1.1e-5)
4.12e-4  
(2.0e-5)
4.37e-4  
(6.8e-5)
β2 1.56e
-4  
(5.6e-6) 
0.820e-5  
(5.8e-6) 
2.54e-4  
(3.0e-5) 
1.34e-3  
(2.8e-5) 
1.59e-3  
(4.3e-5) 
-4.60e-4  
(2.2e-4) 
β3 - - - 3.59e
-2  
(9.6e-3) 
5.20e-2  
(1.6e-2) 
- 
σ2β0 0.161 0.177 0.394 0.444 1.17 5.30 
 ? ?AHIDWTCCFexp:isModel 3210 ????? ????? ik b
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Figure 5.4 Snag volume by decay class and treatment. Mean snag volume with standard 
errors in various decay classes by silvicultural treatment at Penobscot Experimental 
Forest, Bradley and Eddington, Maine. 
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Figure 5.5 Predictions of total snag abundance. Predictions of total snag abundance and 
snag abundance within four decay classes for a range of crown competition factors (CCF) 
and various average harvest intervals in years (a-d).  
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Figure 5.6 Predictions of soft snags by depth-to-water table. Predictions of proportion of 
snags in soft decay stage (decay classes 3 and 4) across a range of values for depth-to-
water table for various average harvest intervals (years). 
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5.5 Discussion 
 Presented below is a discussion of findings related to standing deadwood 
attributes and the developed models for estimating standing deadwood. 
 
     5.5.1 Standing Deadwood Attributes 
 Standing deadwood basal area and volume were generally greater in silvicultural 
treatments with less frequent harvests, or in which harvesting has not occurred during the 
length of the experiment. This supports previous research which has found that snag 
density is lower in intensively managed stands (Wisdom and Bate 2008) and that 
attributes of individual snags such as height and DBH are greater in nonmanaged stands 
(Garber et al. 2005). This was evident in the REF (not harvested during the length of the 
experiment) and SW2 treatments (last harvested in the 1960s). Here, plot- (e.g., snag 
abundance and basal area) and snag-level attributes (e.g., height) were consistently larger 
than observations made in the remaining treatments.  
 The average snag volume of 9 m3ha-1  (snags >2.5 cm dbh) observed across all 
PSPs in this study is less than the 39 to 50 m3ha-1 range (snags >9 cm dbh) reported by 
Taylor and MacLean (2007) in balsam fir-spruce stands in New Brunswick and the 15 to 
41 m3ha-1 range (snags >9 cm dbh) reported by Aakala et al. (2008) in balsam fir-black 
spruce stands in Québec. However, both of these studies were conducted in nonharvested 
stands, while the stands on the PEF encompass multiple silvicultural and harvesting 
regimes. The mean of 29.4 m3ha-1 of snags found in the PEF’s REF treatment is more 
similar to the values observed in these previous studies (Taylor and MacLean 2007; 
Aakala et al. 2008).  
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 There are few estimates of snag densities specific to the state of Maine, but coarse 
estimates suggest 2.7 snags ha-1 greater than 38.1 cm dbh across the state’s forests 
(McWilliams et al. 2005) and 195 to 217 snags ha-1 greater than 7.5 cm dbh in eastern 
pine-oak-hemlock stands in southern Maine (Kenning et al. 2005). This study observed 
an average of 407 snags ha-1 greater than 2.5 cm dbh across all PSPs. A reason for the 
stark differences observed in snag abundance at the PEF is likely due to the fact that a 
much smaller minimum dbh (2.5 cm) was assigned during data collection, whereas other 
studies commonly employ a minimum dbh of 9 cm (Cline et al. 1980; Aakala et al. 2008; 
Taylor and MacLean 2007) and may additionally establish a minimum height 
requirement that is much higher than dbh (e.g., Cline et al. 1980). Upon querying the 
data, analyses suggested that if a minimum dbh of 9 cm was used, standing dead trees 
would have averaged 70 snags ha-1. Similarly, snags would have been absent in 17% of 
all plots compared to the 5% that was observed. 
 The large number of small-diameter snags observed in the experimental units 
where the SW2 treatment was applied can be attributed to the fact that both units of the 
treatment were undergoing self-thinning. Measurement of these plots during this stage of 
stand development captured the “pulse” of snags that was introduced following crown 
closure in the stand. Additionally in the SW2 treatments, some nonmerchantable trees 
were left following the final overstory removal which may have contributed to the snag 
population. From the perspective of maintaining habitat suitability or biodiversity 
features, these smaller-diameter snags are less likely to be as important as larger-diameter 
snags. This finding encourages researchers to incorporate stand development stage in 
addition to silvicultural treatment in order to adequately describe the amount of standing 
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deadwood on a given site. Silvicultural practices that maintain large-diameter reserve 
trees are important for future ecosystem dynamics—as these reserve tree senesce, they 
can provide important ecological functions as legacy trees. 
 Measurements of individual snags were consistent with what those observed 
elsewhere for the species examined. The approximate mean snag height of 4.9 m 
observed in a second-growth northern hardwood stands in New Hampshire (Yamasaki 
and Leak 2006) was similar to the mean of 5.6 m observed in this study. The findings of 
Garber et al. (2005) using a standing deadwood inventory of the PEF in 1997 remain true 
for snags inventoried in 2011: snag heights are approximately one-third greater in 
nonharvested stands than in managed stands. These similarities and differences between 
measures at the two measurement periods highlight the importance of furthering our 
knowledge concerning the temporal elements of snag dynamics, which would require 
collecting repeated measurements on individual snags. Monitoring the temporal aspects 
of snag attributes is essential for understanding snag longevity and quantifying decay 
dynamics. 
 The volume of snags in various decay classes generally followed a negative 
exponential trend as they moved towards more advanced decay stages. This is similar to 
the findings of Goodburn and Lorimer (1998) who observed 80% of snags in northern 
hardwood and hemlock-hardwood stands under a range of forest management regimes 
were slightly and moderately decayed, as 79% of snags were observed in decay classes 1 
and 2. The role of individual species can provide further insight into standing deadwood 
dynamics within various decay classes. Coupled with knowledge of individual snag 
attributes such as dbh and height, results can be used for evaluating how stands managed 
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under a specific silviculture treatment can provide suitable wildlife habitat for a given 
species. For example, habitat management guidelines have been suggested for several 
bird species in Maine, such as establishing a minimum diameter of 55.9 cm and 30.5 cm 
for pileated woodpeckers (Dryocopus pileatus) and yellow-bellied sapsuckers 
(Sphyrapicus varius), respectively (Elliot 2008). 
 
     5.5.2 Modeling Standing Deadwood 
 The robustness of the P model predictions compared to NB predictions came as 
somewhat of a surprise given that the NB model contains an additional parameter that 
directly reflects the overdispersion of the data. This could be due to the fact that the 
proportion of plots measured that contained no snags was quite low (5%), whereas in 
other studies the problem of excess zeros was quite high (e.g., Eskelson et al. 2009 Figure 
1). As the interest in this analysis was solely in the mean prediction of snags, the 
performance of other parametric and nonparametric methods in capturing the variability 
of snag predictions lends to further investigations.  
 The fact that COUNTREG outperformed ORDREG methods showed that snag 
density can be quantified if one treats the snags observed within each decay class as the 
dependent variables, as opposed to considering snags across the entire sample as ordinal 
data. The inability of the ORDREG method to capture the variability observed across all 
decay classes could be because few explanatory variables were related to predicting the 
cumulative probabilities of snags found in each decay class. This is similar to the results 
of Bater et al. (2009) who used only one LiDAR-derived variable to predict stem density 
in different wildlife tree classes and by Eskelson et al. (2012) who found that stand age, a 
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surrogate for stand development stage in even-aged stands, was the only significant 
predictor for estimating snag density across three decay classes. Characterizing stand 
development stage would be difficult in the forests of Maine, as traditional metrics such 
as stand age are ineffective for use in silvicultural systems that create and maintain 
uneven-aged structures.   
 For the P regression models, crown competition factor (CCF) was an effective 
stand density measure for predicting snag abundance in these mixed-species stands. As 
CCF is a species-specific measure of stand density that relates the maximum area 
available to an individual tree of a given species to the maximum area it could occupy if 
it were open-grown, CCF takes into account the contribution that species differences play 
in estimating snag abundance. As stand structures become more diverse with snag 
presence, CCF could theoretically capture the vertical heterogeneity of the stand, whereas 
other measures of density such as basal area are solely measured at breast height and are 
often confounded with stand age and site quality. Results highlight the ability to use live-
tree attributes to predict those of snags (Woodall and Westfall 2009). 
 No relationships were found between soil attributes and overall snag abundance, 
but the models indicated that the proportion of soft snags increased as DTW increased, 
(i.e., as soil drainage improved). This relationship could be due to the high number of 
snags observed in decay classes 1 and 2 in the SW2 treatments that are primarily on 
poorly- or very-poorly drained soils (Bryce 2009). The low proportion of total snags in a 
soft decay stage is likely due to the fact that snags found on poorly-drained soils are 
likely to have poor mechanical stability. This was hypothesized by Garber et al. (2005) 
who suggested that differences in snag longevity, and hence, the increased probability 
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that a standing snag could reach an advanced decay stage, could be attributed to microsite 
conditions and the interactions between microsite and species. 
 The primary benefit of employing explanatory variables such as live tree density, 
site characteristics, and average harvest interval is that estimates of snag density can be 
made using routine forest inventory of live trees. As snags are not usually the focus of 
traditional inventories, models that accurately predict snag density and snag quality 
attributes can play a role in estimating forest carbon stocks under alternative forest 
management regimes or assessing habitat suitability for a specific wildlife species. 
Testing the performance of models that predict standing deadwood across various forest 
management regimes can help to reduce the disparities between model predictions and 
field observations as noted by Woodall et al. (2012). Explanatory variables described 
herein are common to most forest inventories and can bridge the gap between the timber-
focused output provided by forest growth models and the non-timber characteristics 
inherent in these forests. 
 
5.6 Conclusions 
 Employing snag data gathered across eight silvicultural treatments in central 
Maine, this analysis found that snag density and snag quality attributes were related to 
stand density, soil drainage, and silviculture. A reference and two-stage shelterwood 
treatment had the greatest snag basal area and volumes in snags nearly 60 years after 
treatments were established. Poisson regression models proved effective in characterizing 
the variability observed in the data collected across the sample plots and describing snag 
density within specific stages of decay. Results showcase the importance of incorporating 
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silvicultural treatment into models that estimate snags, and the importance of relating 
snags to variables commonly collected as part of routine forest inventories.   
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Chapter 6 
ASSESSESING AND MODELING SNAG SURVIVAL AND DECAY DYNAMICS 
FOR THE PRIMARY SPECIES IN THE ACADIAN FOREST REGION 
 
6.1 Abstract 
 Snags are important component of forest structure and a key carbon pool, but 
there is currently a limited understanding of their survival and decay dynamics in the 
Acadian forest region of North America. Using standing and fallen snag observations 
collected from permanent sample plot (PSP) remeasurements in central Maine, the 
objective of this analysis was to develop quantitative models to better understand snag 
survival and decay dynamics for the primary species occurring in the region. Differences 
in snag characteristics for six species investigated were considerable, as the average 
number of years since death (ysd) for snags ranged from 5.2 years for Abies balsamea 
(L.) Mill. to 9.2 years for Thuja occidentalis L. Proportional hazards regression models 
that estimate the probability (P) of snag survival indicated that observed decay class (a 
measure of snag decomposition) could be used as a surrogate for ysd given the 
difficulties and errors associated with determining ysd for standing snags. Averaged 
across all species, P(snag survival) in decay classes 1, 2, 3, and 4 were predicted as 0.66, 
0.34, 0.16, and 0.06, respectively. Where snag diameter at breast height (dbh) was 
significant in estimating survival, hazard ratios indicated that the P(snag survival) would 
increase by as much as 24% for each 10 cm increase in dbh, but was dependent on 
species. Probability matrices predicting the 5-year likelihood of snags transitioning to 
advanced decay classes or falling showed that Tsuga canadensis L. Carr. and T. 
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occidentalis snags were slowest to decay. Probability of snag height loss was predicted to 
be highest for larger dbh snags found in stands with frequent harvest intervals (e.g., 40 
cm dbh and every 5 years). Models predicting the amount of volume reduced in standing 
snags through time were related to the estimated total volume of a live tree with the same 
dbh, agent of mortality, and general decay stage (i.e., soft versus hard). Results highlight 
the importance of understanding species differences in snag survival and decomposition 
rates, the robustness of Bayesian regression techniques in parameterizing snag survival 
and decay models, and the effectiveness of PSPs in monitoring the decay dynamics of 
snags. 
 
6.2 Introduction 
 Monitoring coarse woody debris levels in managed forests is an essential 
component of determining forest carbon stocks, gauging forest fuel loads, and 
quantifying biodiversity potential. Specifically, snags (standing dead trees) are key 
elements for maintaining forest biodiversity and providing a heterogeneous forest 
structure (Harmon et al. 1986). When standing, snags serve as foraging, nesting, and 
roosting sites for a variety of forest herpetofauna, mammals, and bird species (Thomas 
1979; Hunter Jr. 1990). After falling, downed snags serve as growth substrates for fungi 
and vascular plants, while decomposers such as invertebrates further ameliorate the 
process of log decay (Harmon et al. 1986; Hunter Jr. 1990). Whether standing or fallen, 
decaying snags and logs store carbon and are an important process in forest carbon 
dynamics as they release carbon through decomposition (Harmon et al. 2011). Managing 
for snags and deadwood attributes has recently become a requirement for many forest 
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certification programs (e.g., Sustainable Forestry Initiative 2004). In the northeastern US 
and eastern Canada, site-specific management guidelines have been established that seek 
to establish a baseline for maintaining healthy snag densities (Woodley 2005; Elliot 2008; 
Benjamin 2010). The shortfalls of models depicting snag characteristics was recently 
highlighted by Woodall et al. (2012) who found that models predicting carbon stocks for 
standing snags in the US were overestimated by 100% when compared to observed 
values.    
 From a probabilistic perspective, rate of snag survival (defined as the probability 
of a standing dead tree to remain standing to a given age) is considered the complement 
to rate of snag fall. Understanding the dynamics of both provide insight into losses in 
snag population and recruitment of downed wood populations (Angers et al. 2010). A 
common approach in many analyses has been to fit curves employing a reverse sigmoid 
function to estimate the probability of snag survival (e.g., Garber et al. 2005, Aakala et al. 
2008; Angers et al. 2010). Snag survival has been shown to be related to a host of 
variables including species, snag size, agent of mortality, decay stage, stand age, stand 
density, and type of forest management (Lee 1998; Garber et al. 2005; VanderWel et al. 
2006; Aakala et al. 2008; Smith et al. 2009; Angers et al. 2010). Larger diameter snags 
may (Garber et al. 2005; Yamasaki and Leak 2006) or may not (Vanderwel et al. 2006; 
Holeksa et al. 2008) display greater longevity than smaller diameter snags, or their 
longevities may be approximately equal (Lee 1998). Forest management practices may 
reduce snag abundance and recruitment through removing trees deemed to be 
unacceptable growing stock (Cline et al. 1980). To estimate snag decay dynamics, Kruys 
et al. (2002) presented an approach to calculate the 5-year probability of snags advancing 
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in decay stage. Aakala et al. (2008) furthered the work of Kruys et al. (2002) by including 
the probability of snag falling when characterizing snag decomposition. They also found 
the decay class of snags to be a useful predictor in estimating the proportion of snags 
remaining standing (Aakala et al. 2008).   
 Estimating the amount of volume reduced through time as snags decay is 
important in understanding the dynamics between snag and downed wood fluxes. Snag 
height loss, and ultimately snag volume loss, has been related to species and whether or 
not a snag displays a broken or intact top (Ganey and Vojta 2005). Modeling efforts 
predicting the proportion of snags remaining through time have employed reverse 
sigmoid curves using years since death (Radtke et al. 2009) and decay stage (Aakala et al. 
2008) as predictors. Little research has been conducted for the primary species in the 
Acadian forest region assessing the degree to which snags lose volume. Current snag 
height?loss equations within the Forest Vegetation Simulator?Fires and Fuels Extension 
(FVS-FFE), a widely-used growth model throughout the northeastern US, assume a fixed 
proportion of height loss annually (Rebain et al. 2009). In addition, FVS-FFE uses an 
equation parameterized for Douglas-fir (Pseudotsuga menziesii [Mirb.] Franco) in the US 
Pacific Northwest for modeling the decay of snags for all species nationwide (Rebain et 
al. 2009). 
 Storaunet and Rolstad (2004) concluded that using ysd is most feasible for 
developing snag survival functions, however, the actual year when a tree died and entered 
the snag population is often unknown. This is an important variable because snags are 
required to be specified as either right- or left-censored (i.e., still surviving or not) when 
developing survival equations (Gore et al. 1985). There are several limitations in using 
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ysd to estimate snag survival. First, ysd cannot be directly measured on a snag in the 
field. Commonly, analyses will assign the year of death as the midpoint between the last 
year the tree was observed alive and the first year the tree was observed dead (e.g., 
Garber et al. 2005). This interpolated year of death is a strong assumption, especially 
when studies that employ permanent sample plots (PSPs) are inventoried on a 10-year 
cycle (a common cycle used throughout the Acadian forest region) and when half-times 
for snag survival can be as short as 6 years, as was shown for Picea species in the region 
(Garber et al. 2005). Second, agent of tree mortality is not taken into account when 
determining ysd. As an example, severe wind events such as microburst may create an 
immediate pulse of snags through breakage of stems, while a forest stand beginning to 
undergo self-thinning may lead to a gradual accretion of snags that will die through 
suppression. Third, ysd is difficult to quantify for snags in advanced decay stages, 
especially for studies that determine ysd through extracting tree cores and analyzing tree 
rings (e.g., Aakala et al. 2008; Angers et al. 2010). These reasons necessitate the 
investigation of surrogates for ysd such as stage of decay and agent of tree mortality. This 
would be advantageous for trees growing in mixed-species stands in the Acadian forest 
region because numerous agents of mortality affect trees and the multitude of conifer and 
hardwood species display varying wood densities.  
 The primary objective of this analysis was to develop quantitative tools to better 
understand the dynamics between the survival and decay of snags in the Acadian forest 
region. Specific objectives of this chapter were to: (1) determine differences in snag 
attributes for six common species found across the Acadian forest region using 
remeasurement data from PSPs located in central Maine, (2) estimate the probability of 
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snag survival using snag decay stage as a surrogate for ysd, and (3) predict volume 
reduction in decaying snags as a function of decay stage and agent of mortality. 
 
6.3 Methods 
 Methods described below outline the study area under investigation, describe the 
data used in the analysis, discuss the developed models, and describe the model fitting 
procedures. 
 
     6.3.1 Study Area 
 The Acadian forest region falls in the transition zone between the conifer-
dominant boreal forests to the north and the broadleaf forests to the south (Braun 1950; 
Rowe 1972). Three Canadian Maritime Provinces (New Brunswick, Nova Scotia, and 
Prince Edward Island) are found in the region, along with southern portions of Québec 
and much of the US state of Maine. Specifically, this study was conducted on the 1619-
ha Penobscot Experimental Forest (PEF) located in the towns of Bradley and Eddington, 
Maine (44° 52' N, 68° 38' W). Mean annual temperature is 6.2° C and mean annual 
precipitation is 110 cm. The principal soil material of the PEF is glacial till and soils 
range from well-drained loams and sandy loams found on glacial till ridges to poorly- and 
very poorly-drained silt loams found in flatter areas between ridges (Sendak et al. 2003).
 The PEF is characterized by a mixture of northern conifer and hardwood species 
that dominate its forest cover. Conifer species include red (Picea rubens Sarg.), black (P. 
mariana (Mill.) BSP), and white spruce (P. glauca (Moench) Voss), balsam fir (Abies 
balsamea (L.) Mill.), eastern hemlock (Tsuga canadensis (L.) Carr.), and eastern white 
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pine (Pinus strobus L.). Hardwood species include red maple (Acer rubrum L.), paper 
(Betula papyrifera Marsh.) and gray birch (B. populifolia Marsh.), and quaking (Populus 
tremuloides Michx.) and bigtooth aspen (P. grandidentata Michx.).  
 An operational scale experiment to compare nine silvicultural treatments was 
established by US Forest Service (USFS) researchers between 1952 and 1957 (Sendak et 
al. 2003). Experimental units were laid out primarily in red spruce-balsam fir-eastern 
hemlock cover types on the PEF (Frank and Blum 1978). The treatments, each with two 
replicates, were randomly assigned to experimental units averaging 10 ha in size. 
Uneven-aged treatments included selection cutting with 5-, 10-, and 20-year cutting 
cycles. Even-aged treatments included commercial clearcutting and two- and three-stage 
shelterwood treatments. Exploitive cutting was represented by a fixed diameter limits and 
flexible (or modified) diameter limits treatments.  A nonharvested reference area was 
established serving as an experimental control. This analysis utilized data gathered from 
all of the silvicultural treatments, with the exception of the three-stage shelterwood 
variant. 
 
     6.3.2 Snag Data Collection 
 A network of PSPs was established along transects nested within each 
experimental unit, averaging 18 plots per experimental unit. Plots consisted of a nested 
design with 0.08-, 0.02-, and 0.008-ha circular plots sharing the same plot center. The 
USFS routinely inventories these plots: all pole- and sawtimber-sized trees ≥ 11.4 cm 
diameter at breast height (dbh) are measured in the 0.08-ha plot, large saplings (6.4 cm ≤ 
dbh < 11.4 cm) are measured on the 0.02-ha plot, and small saplings (1.3 cm ≤ dbh < 6.4 
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cm) are measured on the 0.008-ha plot. Since 2000, plots have been remeasured by USFS 
every 10 years, and if harvesting is scheduled, immediately pre- and post-harvest. 
Beginning in 1974, trees were uniquely numbered in these plots and experimental unit, 
plot number, tree number, species, dbh, tree status (e.g., alive versus dead), and agent of 
mortality were recorded. In 1981, codes for agent of mortality were initiated to include 
the following: spruce budworm (Choristoneura fumiferana), uprooting, breakage, 
suppression, and unknown.  
 In 1996, the decay stage of standing snags began to be recorded on observed 
snags. A four-class system was used to designate the decay class of snags (Table 6.1). 
Shortly thereafter in 1997, each plot within each management unit was revisited to collect 
information on standing snags that were first observed dating back to 1981. These 
observations comprised the data presented in Garber et al. (2005). Tree species, dbh, 
height, and decay class were recorded on snags previously inventoried. Snags were 
recorded as either standing or downed. Recruited snags not previously inventoried by 
USFS were excluded in the 1997 measurement.  
 
Table 6.1 Snag decay classes. Decay class designations for snags used in this analysis 
(adapted from Heath and Chojnacky 2001). 
Decay class Characteristics 
1 Structurally sound; bark intact; fine branches 
2 Sound but somewhat rotten; branch stubs attached; partially soft texture 
3 Rotten; branch stubs mostly pulled out; heavy bark peeling; soft texture 
4 No structural integrity; bark detached or absent 
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 In 2010 and 2011, snags previously inventoried by USFS in addition to recruited 
snags not previously inventoried were recorded in a complete inventory of snags at the 
PEF. Each plot was revisited and all snags ≥ 11.4 cm dbh were measured in the 0.081-ha 
plot, while snags ≥ 2.5 cm dbh were measured in the 0.020-ha plot. Tree species, dbh, 
height, agent of mortality, and decay class were recorded on all snags. Snag conditions 
were recorded as either standing (height ≥ 1.37 m), leaning (< 45 degrees from terrain), 
downed (a snag that was standing at some earlier inventory), or nonlocatable (a snag that 
was standing at some earlier inventory but could not be located). For leaning snags, 
height was measured perpendicularly from the ground to the top of the leaning snag. 
Years since death (ysd) was calculated for each snag observation. The year of snag 
recruitment was defined as the midpoint between the year when the tree was last 
measured alive and the first year when the tree was measured dead, similar to Garber et 
al. (2005).  
 Various measures of density were computed for each plot. These included basal 
area ha-1 (BAPH), trees ha-1 (TPH), additive stand density index (SDI; Ducey and Larson 
2003), relative density for  mixed-species stands (RD; Woodall et al. 2005), and crown 
competition factor (CCF) as well as percent canopy cover (PCC) estimated using crown 
width equations developed for the region (Russell and Weiskittel 2011). Depth-to-water 
table (DWT), defined as the distance from soil surface to the normal high level of the 
water table, was obtained from a GIS raster layer based on the algorithm of Murphy et al. 
(2011). To represent the various silvicultural treatments, the average harvest interval 
(AHI) of each experimental unit was calculated in years to reflect the general 
management intensity occurring in a stand.       
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     6.3.3 Modeling Snag Survival 
 Previous work in modeling snag survival has been accomplished through fitting 
survival models with censoring (Lee 1998; Garbet et al. 2005; Aakala et al. 2008). 
Proportional hazards (PH) regression models are a class of survival models that differ 
from others in that they describe how a unit increase in a covariate changes survival with 
respect to a baseline hazard rate (Cox 1972). The PH model is considered semiparametric 
because no assumption is placed on the shape of a baseline hazard (nonparametric 
component), but it assumes a linear effect of the covariates on the hazard (parametric 
component). A hazard function h(t|X) assesses the risk of failure at some time t, 
conditioned on the probability of survival to time t:  
 
? ? ? ? ? ?ppXXthXth ?? ??? ...exp| 11       [6.1] 
where h(t) is the baseline hazard, Xi’s are the covariates, and αi’s are the estimated 
parameters. The PH model was chosen for modeling snag longevity at the PEF for 
several reasons. First, it allows for independent variables that can change through time. 
This could be advantageous when a plot-level metric such as density is used, which has 
been shown to influence snag survival (Garber et al. 2005) and can change as a stand 
develops and a snag is subject to varying stand structures. Second, the PH model ensures 
that probabilities and subsequent estimates of those probabilities are constrained between 
0 and 1 (O'Quigley 2008). Third, since the effect of covariates is the same at all times t, 
hazard ratios can be developed which compare the changes in probability of snag survival 
for each unit increase in a covariate.  
 Snag survival was modeled by censoring snag observations that fell. Given the 
usefulness of snag dbh in estimating snag survival (Aakala et al. 2008; Garber et al. 2005; 
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Vanderwel et al. 2006), dbh was used as a predictor in the PH model. Mean ysd within 
each decay class for each species was correlated with ysd (Figure 6.1), hence, snag decay 
class was used as the censoring variable as a surrogate for ysd. Hence, the initial snag 
survival model was fitted to each species as: 
 ? ? ? ? ? ?dbhaexpdcydbh|dcy 1hh ?       [6.2] 
where h(dcy|dbh) is the hazard function predicting snag decay class conditioned on snag 
dbh. Additional covariates were also tested in the models to reflect stand density (BAPH, 
TPH, CCF, PCC, RD), site conditions (DTW), and differences in the average harvest 
interval (AHI) for the various experimental units.  
 Decay class dynamics were quantified using matrix models that predicted the 5-
year probability of snags advancing in decay (Kruys et al. 2002; Aakala et al. 2008). In 
this approach, a snag in decay class i can either (1) remain in the same class i, (2) move 
to decay class i + 1, (3) move to decay class i + 2, or (4) fall (snag height reduced to 
<1.37 m). Residence times estimating the duration that snags remain in a certain decay 
class i were calculated by averaging the ysd for each decay class i for each species dating 
back to the 1996 inventory. Mean residence times and methodologies for estimating the 
annual and 5-year probabilities of decay class transitions were calculated as shown in 
Aakala et al. (2008). Snags in decay class 1 were assumed to have zero probability of 
falling during the first 5-year time period. 
 
     6.3.4 Modeling Snag Volume Reduction 
 Models representing the volume of snags following decay were estimated in two 
stages. First the probability of a snag experiencing height loss was modeled with logistic 
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regression. Second, the volume remaining in snags (provided that snag height loss has 
occurred) was modeled using a nonlinear form with the constraint that decayed snag 
volume could not exceed the volume of an equivalent size snag with no decay. 
 Volumes of snags were estimated using volume integrals of the species-specific 
taper equations of Li et al. (2012). This permitted the ability to calculate snag volume that 
accounts for the reduction of volume for snags that have broken and suffered height loss, 
without requiring the measurement of diameter at breakage (Aakala et al. 2008). 
Estimating the volume of snags prior to breaking was derived by first estimating total 
(e.g., nonbroken) height using the species-specific allometric equations of Saunders and 
Wagner (2008) developed at the PEF, then computing the total nonbroken volume using 
the taper equation. 
 A logistic regression model predicting the probability of a snag experiencing no 
height loss ( losshtno?ˆ ) was fitted to each species and was related to snag dbh and the 
average harvest interval (AHI) of the stand: 
 
AHI]bdbhbexp[b1
1ˆ
210 ???
?losshtno?      [6.3] 
 Additional covariates representing stand density and site conditions did not aid in 
predicting losshtno?ˆ . 
 Snags were assumed to have decayed if predicted snag volume was less than 
volume predicted assuming no height loss (or total snag volume, denoted voltotal). If 
height loss of snags occurred, then the volume of the decayed snag (voldcy) was modeled 
as the dependent variable:  
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]dcycmortcmortcexp[c1
vol
vol
hard3B2S10
total
dcy ?????     [6.4] 
where voldcy is decayed snag volume (m3), mortS and mortB are indicator variables 
representing whether or not a snag’s agent of mortality agent was suppression or 
breakage, respectively, and dcyhard is an indicator variable representing whether or not a 
snag was recorded as hard (decay classes 1 and 2) or soft (decay classes 3 and 4; dcysoft). 
Separate values for the ci parameters in Eq. 6.4 were estimated for conifers and 
hardwoods as few observations in decay classes 3 and 4 were recorded for many species.  
     
     6.3.5 Bayesian Estimation  
 Parameters were estimated for Eqs. 6.2, 6.3, and 6.4 using the PHREG, 
GENMOD, and MCMC procedures, respectively using SAS/STAT® software (SAS 
Institute Inc. 2010). The BAYES statement was used in the PHREG and GENMOD 
procedures to set the conditions for the Monte Carlo simulations. For each of the 
equations for each species, 100,000 iterations were run through a Markov chain to 
achieve convergence and estimation of posterior distributions. These iterations were 
conducted following a 10,000 iteration burn-in, where sample estimates were discarded. 
To reduce autocorrelations between successive Markov chain samples, the thinning 
parameter was set to 3. A normal distribution was selected as the prior distribution for 
each of the parameters such that ~N(0.0,1.0e-6). Final selection of the parameters for 
each equation for each species were chosen after an assessment similar to an approach 
outlined by McCarthy (2007; pp. 252-253). This included requiring the trace plots to be 
well-mixed, inspecting graphs to ensure that successive Markov chains were not 
correlated, and ensuring that the value zero was not included in the highest posterior 
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density (HPD) interval (akin to the frequentist approach of accepting a value at the 
α=0.05 level). Effective sample sizes (Kass et al. 1998) for each of the parameters were 
examined to assess Markov chain mixing. 
 
6.4 Results 
 Results presented below summarize the snag measurement data and present 
modeling results that estimate snag survival and snag volume loss. 
 
     6.4.1 Snag Measurements and Snag Fall 
 The data collected comprised 3,538 measurements of standing and fallen snags, 
which included 2,778 measurements on conifers, 735 measurements on hardwoods, and 
25 measurements of unknown species. The most abundant conifers were Abies balsamea 
and Picea rubens (1,468 and 665 measurements, respectively) and the most abundant 
hardwoods were Acer rubrum and Betula papyrifera (353 and 195 measurements, 
respectively). Together, the following six species comprised 90% of all snag observations 
at the PEF: A. balsamea, A. rubrum, B. papyrifera, P. rubens, Thuja occidentalis, and 
Tsuga canadensis. Twenty-four snags that were standing in 1997 inventory presented in 
Garber et al. (2005) were found to still be standing in the 2010-2011 inventory. AHI 
ranged from 5 years in the 5-year selection treatment to 55 years in the unharvested 
control and two-stage shelterwood treatments. 
 As measured in 2010-2011, mean dbh for standing snags ranged from 7.7 ± 6.4 
cm for A. rubrum to 18.5 ± 6.9 cm for T. occidentalis, while mean snag ht ranged from 
5.3 ± 3.2 m for T. occidentalis to 7.7 ± 4.7 m for T. canadensis (Table 6.2). Suppression 
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was the most common agent of mortality for four of the primary species measured (54% 
of all snags), while breakage was the most common agent of mortality for B. papyrifera 
and P. rubens. Mean ysd differed depending on species and the decay class of individual 
snags (Figure 6.1). The maximum ysd calculated for a standing snag was 20.5 years, and 
mean ysd ranged from 5.2 ± 2.8 years for A. balsamea to 9.2 ± 4.6 years for T. 
occidentalis.
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     6.4.2 Modeling Snag Survival 
 Models predicting snag survival by decay class were found to be dependent on 
species and snag dbh (Figure 6.2). Averaged across all species, the estimated probability 
of snag survival in decay classes 1, 2, 3, and 4 was 0.66, 0.34, 0.16, and 0.06, 
respectively. The hardwood species A. rubrum and B. papyrifera predicted half-times at 
an approximate decay class of 2, while P. rubens displayed the shortest half-time at a 
decay class between 1 and 2.  
 
Figure 6.2 Snag survival curves. Probability of snag survival by decay class for six 
common Acadian species with a diameter at breast height of 20 cm.  
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 The predicted coefficient for the PH model showed either that (1) the probability 
of snag survival increased as snag dbh got larger (e.g., A. balsamea, A. rubrum, and P. 
rubens), or (2) dbh was insignificant in predicting snag survival (e.g., B. papyrifera, T. 
occidentalis and T. canadensis; Table 6.3). Predicted hazard ratios indicated that the 
influence of snag dbh varied across species (Table 6.4). For example, for each 10-cm 
increase in snag dbh, survival was predicted to be 24.0% greater for A. rubrum snags, 
with a 95% highest probability density (HPD) interval of [8.7, 38.7]. In contrast, survival 
was predicted to be 14.0% greater for P. rubens snags for each 10-cm increase in dbh 
with a 95% HPD interval of [5.3, 22.5]. 
 
Table 6.3 Snag survival and height loss parameters. Mean posterior estimates (standard 
deviations in parentheses) for estimating the probability of snag survival (Eq. 6.2) and 
snag height loss not occurring (Eq. 6.3) for six common Acadian species. 
 
Species Parameter 
Eq. 6.2  Eq. 6.3   
a1  b0 b1 b2 
Abies balsamea -0.0193 (0.0048)  -0.00968 (0.21) -0.158 (0.017) 0.0267 (0.0045) 
Acer rubrum -0.0279 (0.010)  -0.237 (0.47) -0.296 (0.066) 0.0278 (0.013) 
Betula papyrifera -0.0104 (0.011)  0.871 (0.55) -0.253 (0.076) - 
Picea rubens -0.0152 (0.0052)  -0.167 (0.51) -0.159 (0.024) 0.0435 (0.0098) 
Thuja occidentalis -0.00142 (0.016)  4.21 (3.08) -0.523 (0.24) - 
Tsuga canadensis 0.00157 (0.011)  -2.94 (1.3) -0.333   (0.097) 0.129    (0.039) 
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 Mean residence times for all species was generally highest in decay classes 1 and 
4. Averaged across all species, mean residence times for decay classes 1 through 4 were 
9.6, 3.6, 3.0, and 7.8 years, respectively. Between-species differences in mean residence 
times of snags in each decay class resulted in differences in the 5-year transition rate 
from one decay class to another (Table 6.5). By including both the probability of a snag 
advancing in decay class and falling, the 5-year probablilty of snags remaining in decay 
class 1 was highest for T. occidentalis and T. canadensis. Snags beginning in decay 
classes 1 and 2 were predicted to either progress quickly through subsequent decay 
classes or fall. Snags in decay class 4 would likely fall in 5 years for P. rubens (p = 
0.854), but would more likely remain in decay class 4 for A. rubrum (p = 0.621) and T. 
occidentalis (p = 0.596).   
 
     6.4.3 Modeling Snag Volume Reduction 
 Average predicted ht loss ranged from 2.1±3.4 m for A. balsamea to 7.3±3.6 m 
for T. occidentalis. Species, dbh, and AHI were significant covariates in predicting the 
probability that a snag would experience ht loss. Parameter estimates from the logistic 
model in Eq. 6.3 indicated that larger dbh snags would experience a higher probability of 
ht loss. Assuming a constant dbh, models indicated that snags found in stands with a 
longer AHI displayed a lower probability of experiencing a reduction in ht (Table 6.3). 
Models predicted AHI to have a large influence on ht reduction for small dbh snags. For 
large dbh snags, AHI played less of a role in helping to predict the probability of snag ht 
loss, especially for A. rubrum and T. canadensis (Figure 6.3). 
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Figure 6.3 Probability of snag height loss. Probability of a snag experiencing height loss 
for common Acadian species with diameter at breast height set at 15 cm (a), 20 cm (b), 
and 25 cm (c).  
 
 
 Eq. 6.4 proved effective in estimating snag volume, assuming that the snag 
experienced ht loss. Models indicated that snag volume was related to indicators for agent 
of mortality and decay class (hard versus soft; Table 6.6). For conifers displaying hard 
decay classes, snags dying from suppression were shown to display the highest 
proportion of intact volume, followed by snags dying from other mortality agents, then 
snags dying from breakage. For hardwoods displaying hard decay classes, snags dying 
from other mortality agents were shown to display the highest proportion of intact 
volume, followed by suppressed and broken snags. Snags with soft decay classes were 
predicted to display a lower proportion of intact volume than their hard decay class 
counterparts. The differences in estimating the proportion of intact volume between hard 
and soft decay classes was more pronounced in conifers than hardwoods (Figure 6.4).   
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Table 6.4 Predicted hazard ratios of snag fall. Predicted hazard ratios (HR) of snag fall 
for each additional cm unit increase in snag dbh with mean percent increase and 95% 
highest probability density (HPD) intervals for six common Acadian species. 
  
Species 
dbh 
unit 
HR Mean (%) HPDLOW (%) HPDHIGH (%) 
Abies balsamea 5 0.908 9.2 5.0 13.4 
 10 0.826 17.4 9.7 25.0 
 20 0.683 31.7 18.4 43.7 
Acer rubrum 5 0.871 12.9 4.4 21.6 
 10 0.760 24.0 8.7 38.7 
 20 0.584 41.6 17.8 63.3 
Betula papyrifera 5 0.951 4.9 -5.6 15.5 
 10 0.907 9.3 -10.8 29.2 
 20 0.833 16.7 -22.4 50.2 
Picea rubens 5 0.927 7.3 2.6 11.9 
 10 0.860 14.0 5.3 22.5 
 20 0.741 25.9 10.7 40.5 
Thuja occidentalis 5 0.996 0.4 -15.0 15.5 
 10 0.998 0.2 -31.5 29.3 
 20 1.020 -2.1 -66.5 54.6 
Tsuga canadensis 5 1.009 -0.9 -11.6 9.3 
 10 1.022 -2.2 -23.8 18.4 
 20 1.055 -5.5 -50.5 35.6 
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Table 6.5 Five-year snag transition matrices. Transition matrices for six common 
Acadian species for predicting the 5-year probability of snags advancing in decay class or 
falling1. 
  1Transitions assumed to be biologically impossible denoted as “-“. 
 
 
From class To class     
 1 2 3 4 Fall 
Abies balsamea      
1 0.547 0.126 0.327 - - 
2 - 0.147 0.294 0.560 0.000 
3 - - 0.043 0.598 0.359 
4 - - - 0.454 0.546 
Acer rubrum      
1 0.560 0.121 0.319 - - 
2 - 0.046 0.458 0.496 0.000 
3 - - 0.041 0.554 0.405 
4 - - - 0.621 0.379 
Betula papyrifera      
1 0.537 0.130 0.333 - - 
2 - 0.018 0.528 0.455 0.000 
3 - - 0.113 0.357 0.530 
4 - - - 0.524 0.476 
Picea rubens      
1 0.607 0.104 0.289 - - 
2 - 0.229 0.232 0.539 0.000 
3 - - 0.163 0.351 0.487 
4 - - - 0.146 0.854 
Thuja occidentalis      
1 0.689 0.077 0.234 - - 
2 - 0.135 0.297 0.568 0.000 
3 - - 0.128 0.385 0.487 
4 - - - 0.596 0.404 
Tsuga canadensis      
1 0.668 0.083 0.249 - - 
2 - 0.113 0.340 0.547 0.000 
3 - - 0.414 0.156 0.430 
4 - - - 0.432 0.568 
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Table 6.6 Parameters for estimating volume remaining in snags. Mean posterior estimates 
(standard deviations in parentheses) for estimating the volume remaining in snags 
following height loss (Eq. 6.4) for conifers and hardwoods in the Acadian forest region, 
given that snag height loss has occurred. 
 
Species group 
Parameter 
co c1 c2 c3 
Conifers 0.814 (0.21) -0.818 (0.31) 0.948 (0.11) -1.21 (0.20) 
Hardwoods -0.652 (0.16) 0.980 (0.39) 0.959 (0.15) -0.215 (0.14) 
 
 
 
 
 
Figure 6.4 Predicted proportions of intact volume. Predicted proportions of intact volume 
by agent of mortality for conifers (a) and hardwoods (b) assuming a tree volume prior to 
mortality of 0.40 m3. 
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  6.5 Discussion 
 Results presented below discuss snag attributes and modeling results that estimate 
snag survival and snag volume loss. 
 
     6.5.1 Snag Measurements and Snag Fall 
 Snag characteristics presented in Garber et al. (2005) from an inventory in 1997 
were comparable to the 2010-2011 inventory. Abies balsamea and Acer rubrum were the 
most abundant conifer and hardwood snags, respectively. Approximate mean snag ht 
between 5 and 10 m across the various silvicultural treatments presented in Garber et al. 
(2005) agrees with the means presented herein that ranged between 5.3 m and 7.7 m for 
the six species under investigation. Mean dbh was smaller than the average of 16.0 cm 
reported for conifers and hardwoods by Garber et al. (2005) for some species, but likely 
arises due to the smaller minimum dbh measurement for snags (2.5 cm) used in this 
analysis in addition to measuring recruited snags. After analyzing data 42 (Garber et al. 
2005) and 55 years (this analysis) after initial silvicultural treatment, findings show that 
individual snag dimensions for the common species occurring at the PEF remain 
comparable. These similarities provide evidence that the prescribed treatments are 
continuing to produce snags with similar dimensions through time.    
 The mean number of years since death was highest for Thuja occidentalis and 
shortest for A. balsamea, confirming these results with the survival models developed by 
Garber et al. (2005), who showed these two species to display long and short half-times, 
respectively. Distributions of the number of standing snags across decay classes were 
generally right-skewed, with many snags observed in decay class 1 and fewer in decay 
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class 4, providing support that snag survival can be captured through modeling with a 
reverse-sigmoid curve. Suppression was observed as the most common agent of mortality 
for four of the species examined, which has been similarly reported in other species 
(Runkle 2000; Vanderwel et al. 2006). Stem breakage was observed as the most common 
mortality agent for the two other species. Whether or not stems actually broke initially, or 
they died from some other agent such as suppression, followed by stem breakage, 
remains to be known. Given the long duration between successive measurements for 
some PSPs (up to 10 years), snags may have suffered height loss through breakage prior 
to being recorded as a snag. The 1997 inventory of Garber et al. (2005) sampled snags 
that died from a spruce budworm (Choristoneura fumiferana) outbreak that ended 
approximately 15 years prior to measurement, however, no trees were designated as 
suffering mortality due to insect or disease in the 2010-2011. Such differences highlight 
the need for having flexible data collection protocols to assign mortality to new or 
reoccurring agents. Incorporating morphological attributes of snags such as wood 
penetrability, percent bark cover, and presence/absence of foliage (see Angers et al. 
2012) would likely provide a more comprehensive assessment of snag decomposition and 
agent of mortality for the six species examined here.      
    
     6.5.2 Modeling Snag Survival 
 Using observed decay class as a surrogate for years since death proved effective 
when estimating the probability of snag survival for the species examined here. The fact 
that P. rubens displayed the shortest half-time using decay class as the censoring variable 
agreed with what Garber et al. (2005) found using ysd as the censoring variable. A 
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primary difference in the survival curves developed here compared to those of Garber et 
al. (2005) was that dbh was not a significant predictor for estimating the survival for 
Betula papyrifera, T. occidentalis, and Tsuga canadensis (Table 6.3). These species 
similarly displayed some of the longest mean residence times within decay class 1 (Table 
6.5). Results for these species confirm the findings of Cline et al. (1980) who showed that 
snag longevities did not differ across a range of dbh. For other species (A. balsamea, Acer 
rubrum, and P. rubens), results here agree with Garber et al. (2005) and Yamasaki and 
Leak (2006) who showed that snag survival was greater for larger diameter snags. 
Species-specific equations were developed in this analysis, whereas Garber et al. (2005) 
fit snag survival curves to all snag observations, then used indicator variables to account 
for species differences. We withheld from using indicator variables to account for species 
as they tend to lead to large standard errors in the snag survival equation (e.g., see Garber 
et al. 2005 Table 5).      
 It was unanticipated that snag survival was related only to dbh for some species. 
Other covariates such as BAPH, CCF, AHI, and DTW offered no improvement in 
predicting the survival of snags for the six species examined here. Snag ht could be a 
useful predictor for survival, but ht was only measured in two inventories (1997 and 
2010-2011). Similarly, Angers et al. (2012) did not observe any correlation between ht 
and ysd for A. balsamea snags in northwestern Québec. In determining decomposition for 
standing snags and fallen logs, Storaunet and Rolstad (2002) suggest separating snag 
survival and snag failure components, a practice which can aid in determining which 
covariates relate to decomposition of snags depending on their status (i.e., standing or 
fallen).  
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 Transitional matrices reflected differences of species as related to snag decay 
dynamics. For snags in decay class 1, models predicted a more than even-chance that 
they would remain in in decay class 1 in 5 years (Table 6.5). Models then predicted snags 
to progress quickly through decay classes 2 and 3, while the 5-year probability of a snag 
remaining in decay class 4 increased. Results highlighted the usefulness of mean 
residence times (Kruys et al. 2002) to account for differences in decomposition for the 
various species measured. The two hardwood species analyzed (A. rubrum and B. 
papyrifera) were the two densest species in terms of wood density and displayed the 
longest half-time for snag survival, but this did not equate to longer durations of mean 
residence times in hard decay stages. T. occidentalis and T. canadensis displayed the 
longest durations in hard decay stages, likely due to the high lignin content for these 
species (Panshin and de Zeeuw 1970; Garber et al. 2005). Site quality does influence the 
probability of heart rot decay in T. occidentalis (Hofmeyer et al. 2009), citing the 
possibility that site and/or microsite characteristics could aid in modeling efforts that 
depict decay dynamics. Compared to this analysis, Aakala et al. (2008) observed a more 
uniform progression of decomposition into intermediate decay classes for A. balsamea in 
boreal forests in Québec, but they also observed a half-time at a much more advanced 
decay stage and collected data from old-growth stands. 
 Proportional hazards models fitting survival curves with Markov Chain Monte 
Carlo methods were flexible to account for the variability observed between species. 
Hazard ratios with appropriate highest probability density intervals (Table 6.4) which 
estimate the percent increase in snag survival as dbh increases can serve as useful tools 
for quantifying snag dynamics in these mixed-species stand types.  
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     6.5.3 Modeling Snag Volume Reduction  
 By first estimating the total height of a live tree using observed snag dbh, the 
probability of snag height loss was found to be related to snag dbh and the average 
harvest interval (AHI) of the stand. Results show the effectiveness of employing 
allometric equations of live trees to estimate intact snag height (in this case the Chapman-
Richards equations of Saunders and Wagner 2008 that are based on dbh), and then 
estimating the probability of that snag losing height. The model predictions showing that 
larger dbh snags would experience a higher probability of height loss could be related to 
snag longevity, as large dbh snags were predicted to have longer survival times for 
several species. These larger-sized snags would be subject to more agents influencing 
height loss if they remain standing longer, such as swaying of live trees and high wind 
events. Similarly, results showing that stands managed on a more frequent harvest 
interval (e.g., an AHI of 5 years) agree with the findings of Vanderwel et al. (2006) who 
showed that harvesting influenced snag survival, as harvesting brushes snag tops during 
felling operations. Models depicting snag decay dynamics that employ equations from 
their live tree counterparts can help to bridge the gap between traditional forest growth 
and yield models like the Forest Vegetation Simulator (Crookston and Dixon 2005) and 
their model extensions such as the Fires and Fuels Extension (Rebain et al. 2009), which 
provides estimates of forest carbon stocks and their dynamics.  
 Aakala et al. (2010) related the proportion of intact snag volume to decay class, 
while this analysis also found that agent of mortality and predicted total snag volume 
provided biologically sensible estimates of decayed snag volume. Tree taper equations 
which employ integral estimates for determining volume were flexible and robust, as 
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volume can be estimated for any snag with a broken stem and can also be used for 
determining the volume for live trees. The observation that broken and suppressed trees 
displayed similar amounts of intact volume for hardwoods could be due to the fact that 
differences in agent of mortality were observed (Table 6.2). For example, suppression 
was the most common mortality agent for A. rubrum, while breakage was most common 
for B. papyrifera. Models indicate that snags in soft decay stages were predicted to 
contain less volume than snags in hard decay stages, which is can be related to the snag 
survival and snag height loss equations developed.  
 Site differences have been shown to provide fluctuations in  mean residence 
times, even for the same species (Aakala 2010). Future efforts in modeling the decay 
dynamics of snags for these species could focus on employing data collected across more 
expansive geographic areas under a variety of site conditions. In doing this, additional 
variables such as those reflecting climate and geographic locale (e.g., Radtke et al. 2009) 
could be useful covariates for assessing snag and coarse woody debris decay rates.  
 
6.6 Conclusions 
 After analyzing remeasurement data from four conifer and two hardwood species 
that are abundant in the Acadian forest region, this work found that snag survival and 
decomposition could be attributed to snag dbh and mean residence time in a given decay 
classes. The hardwood species Acer rubrum and Betula papyrifera displayed the greatest 
half-times for all species, while the conifers Thuja occidentalis and Tsuga canadensis 
were the slowest to transition into advanced decay stages. The probability of a snag 
experiencing some loss in height was predicted to be almost certain for larger dbh snags 
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found in stands with a frequent harvest interval (or low AHI). Models developed with the 
constraint that volumes reduced and not exceed total volume if the tree was alive 
indicated that conifers dying through suppression would retain a greater amount of 
volume than trees dying from stem breakage. Analyses also indicated that snags in soft 
decay stages would contain less volume than snags in hard decay stages, which is in 
agreement with the developed survival and height loss equations. Results showcase the 
importance of species differences in snag survival and the effectiveness of PSPs in 
monitoring decay class dynamics of snags. 
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Chapter 7 
FINAL COMMENTS 
 
7.1 Summary of Findings 
 This study verified existing and developed component equations that comprise a 
widely-used individual tree growth and yield model in the northeastern US and Canadian 
Maritime provinces. The new component equations sought to represent individual tree 
growth in the mixed-species forests with even- and uneven-aged stand structures that 
dominate in the Acadian forest region. In addition, an assessment of deadwood stocking 
in relation to silvicultural treatment and individual snag characteristics by species was 
conducted and models were developed to improve our understandings of snag dynamics 
in these forests. As the methodologies described here are based on some key assumptions 
and have important constraints, a full discussion of their strengths and limitations is 
warranted.   
 In Chapter 1, three key submodels of the Northeastern variant of the Forest 
Vegetation Simulator (FVS-NE) were benchmarked and calibrated using remeasurement 
data obtained from the US Forest Service’s Forest Inventory and Analysis database. 
Benchmarking the model using equivalence testing procedures indicated that allometric 
equations performed moderately well when considering the height-diameter submodel, 
but diameter and height increment equations performed poorly for the 20 most abundant 
species in the region. Calibration procedures by fitting adjustment factors obtained 
through Bayesian regression techniques resulted in a small improvement in the submodel 
performance for some species at the tree-level, but this improvement did not equate to 
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improvement at the plot-level. Results suggest that a thorough investigation of the 
mortality submodel within FVS-NE is warranted, in addition to quantifying the 
uncertainties when tree-level predictions are scaled to represent plot-level attributes. 
 The question of which dependent variable best represents tree secondary growth 
for the primary species in the Acadian forest region was addressed in Chapter 2. Using 29 
years of remeasured tree data from the US Forest Service Penobscot Experimental Forest 
(PEF) as a data source, results indicated that modeling basal area increment provided the 
best model fit statistics when compared to tree diameter increment, but long-term 
projections suggested that using diameter increment as opposed to basal area increment 
performed best for 10 primary species under investigation. Results highlight the value of 
Monte Carlo simulation studies to analyze the uncertainties associated with individual 
tree growth models. 
 Annual rates of tree diameter and height increment and crown recession were 
modeled using an extensive regional database compiled with remeasurements from 
permanent sample plots in Chapters 3 and 4. Advances in methodologies for fitting 
growth equations in mixed-species stands were made by including species as a random 
element of the regional equation. This was accomplished by fitting nonlinear mixed-
effects models to the diameter and maximum height increment submodels that employ 
tree species as a random effect. Compatibility between height increment and crown 
recession was specified, with results showing that modeling crown recession as opposed 
to estimating crown dimensions using static (allometric-based) equations performed best. 
Predictions represented an improvement over currently-used models in FVS-NE and 
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reduced complications when predicting the growth in mixed-species stands with multi-
cohort stand structures. 
 Standing deadwood attributes were quantified across eight silvicultural treatments 
and related to standing live-tree metrics at the PEF in Chapter 5. Standing deadwood 
survival and decay dynamics were assessed, quantified, and modeled in Chapter 6. 
Estimating standing snag abundance using live-tree attributes that are readily available 
from routine forest inventories was accomplished and worked across the range of 
silvicultural treatments. Probability transition matrices and snag survival curves that use 
decay class as a surrogate for time since death provided insight into snag survival and 
decay dynamics for the primary species in the region. Both chapters highlight the 
important contribution that deadwood dynamics play in the regional forest carbon cycle.   
   
7.2 Strengths and Limitations 
 Methodologies used in these analyses took advantage of long-term data (e.g., > 30 
years) collected from permanent sample plots established across the Acadian forest 
region. The performance and predictive ability of growth and yield models heavily 
depends on the data used in their construction. As data were collected across the region 
from a variety of stands, which each varied in terms of their species compositions, stand 
structures, and management activities, individual tree increment equations accurately 
depict past and current stand conditions across the region. A hindrance of these analyses 
was that management activities (e.g., precommercial and commercial thinning 
prescriptions) were observed, but largely overlooked so that baseline growth models 
could be developed for the species in the region.    
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 The database used to develop increment equations (i.e., Chapters 3 and 4) was 
expansive enough in terms of number of growth observations so that the data could be 
split into model and verification datasets. This represents an important strength of the 
analysis as independent data were randomly chosen and used to verify models. A 
drawback to this approach is the assumption that the independent data, randomly chosen, 
truly represent the stand conditions under investigation. Diameter and height observations 
were plentiful making data-spitting an attractive verification method, but might not be 
useful for other component equations such as stem taper and volume due to the limited 
number of observations available (e.g., Li et al. 2012). Equivalence testing procedures 
that were used in Chapters 1 and 3 modify the traditional statistical hypothesis test by 
assessing the assumption that a model is not valid if its predictions are biased (Robinson 
and Froese 2004), which proved effective in validating these individual-tree models. 
 Nonlinear mixed-effects (NLME) models can outperform traditional least-squares 
methods through their ability to account for both population fixed effects and subject-
specific random effects (Pinheiro and Bates 2000). In these analyses, NLME models were 
annualized and flexible enough to account for the variability at hierarchical levels (e.g., 
inventory plots nested within stands; Chapter 2). A limitation of NLME models is that 
prediction of random effects for new observations should be examined for these 
developed models. A strategy for completing this exercise for the individual tree models 
developed here might include selecting a random, dominant, or small-sized tree from a 
plot in order to estimate the random effect (e.g., Subedi and Sharma 2011).    
 Using the climate-derived site index (Weiskittel et al. 2011a) proved to be an 
efficient measure of site productivity across the region through its relationships with 
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individual-tree growth predictions. This was advantageous as traditional measures of site 
index (e.g., dominant height over age) were not available for most inventory plots used in 
the analysis. Similarly, the value could be sensitive to account for future climate 
scenarios. A drawback is that does not fully account for the variability in traditional site 
index and some agreement may need to be made to link the climate-derived index with 
other indices of site productivity that are used throughout forest management.     
 As characteristic of all distance-independent growth models, a tree’s location 
within the stand was disregarded and not assessed for determining growth. This was 
primarily due to the lack of spatial tree data collected across the region and the 
dominance of stochastic natural regeneration patterns. The strength of the developed 
models is that they can be applied to any tree list throughout the region without spatial 
location data. 
 Stage of decay was incorporated into models that depicted standing deadwood 
abundance and snag dynamics, an attribute rarely quantified within the Acadian forest. 
One drawback to this is that the inference that can be made from Chapters 5 and 6, 
although analyzed on a variety of species subject to various silvicultural regimes, is 
limited because data are derived from a single experimental site in Central Maine that has 
a small range in climate and site productivity potential.    
 
7.3 Recommendations 
 Results and observations from these analyses indicate several recommendations 
for those interested in quantifying individual tree and snag dynamics in the mixed-species 
Acadian forest.  
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 First, the development, testing, and verification of forest growth models should be 
under continual scrutiny and development. In regions where growth and yield models are 
already available, such as the Forest Vegetation Simulator across the US, they should be 
benchmarked using independent data sources in order to test their performance. Efforts in 
calibrating these existing models using adjustment factors (Chapter 1; Holdaway 1985) or 
modifiers (Ray et al. 2009) should be carried out if there is evidence that the existing 
models can be improved. If calibration efforts do not yield improvements over baseline 
model performances, refitting of key submodels or the entire growth simulator is 
warranted. Viewing growth models as stochastic tools ensures that they are continually 
tested through validation and/or sensitivity analyses and are recalibrated or refitted when 
needed. This perspective leads to improved model performance for current stand 
conditions.      
 Second, users of forest inventory information can benefit from having full 
documentation with appropriate metadata of permanent sample plot (PSP) designs and 
structures. These include documentation of variables collected, methodologies and 
instruments used, and spatial extent of plot locations. A seminal piece for establishing 
PSPs can be found in Curtis and Marshall (2005) and example metadata documents for 
long-term datasets can be found in Brissette et al. (2012a, b). Time, budget, and labor 
expenses undoubtedly have an influence on agencies and their ability to maintain these 
PSPs, rendering issues of PSP maintenance more than just a scientific one.    
 Third, as our interest in forest products other than solely standing timber volume 
has become more diverse in recent years, sampling and collecting information on 
deadwood attributes should become more commonplace. This has a direct influence for 
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managing forest biomass and carbon stocks, wildlife habitat, and biodiversity features. 
PSPs should seek to monitor standing deadwood and downed woody debris and adopt 
appropriate protocols for their remeasurement, within time and budget constraints.   
 
7.4 Future Directions 
 Based on results found herein and other emerging issues, several avenues for 
future work and investigations have opened.  
 Incorporating the influence of forest management activities on the predictions of 
diameter, height, and height-to-crown base increment developed here needs to be 
investigated. These management activities include but are not limited to precommercial 
and commercial thinning prescriptions and herbaceous vegetation control. Growth 
modifiers can be applied to the baseline equations (e.g., Hann et al. 2003), but would 
require data to be obtained from well-designed experiments with documented 
management activities in their construction.  
 Evaluating the performance of distance-dependent versus distance-independent 
growth predictions is an important consideration as future growth models are designed. 
This is critical in regions that employ partial harvesting designs, such as those found in 
the northeastern US. Constructing distance-dependent models would require investment 
in the collection of spatial data across the region. Changes in input data such as data that 
are provided by LiDAR system should continue to be assessed for their compatibility and 
coordination within tree-level models.   
 Quantifying the uncertainty of individual tree models is often an impediment due 
to the complexities in various predictions and their temporal scales. Despite the 
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difficulties, understanding this uncertainty is essential as one scales model output from 
the tree to the plot and stand scales. Monte Carlo simulation techniques could serve as an 
excellent methodology to compare nominal versus real coverages of model predictions 
(Fortin et al. 2009). Bayesian methodologies should continue to play a large role in 
accounting for this uncertainty as one scales from the tree to the plot to the stand (Green 
et al. 1999). 
 There are a great number of opportunities for new methodologies in sampling and 
characterizing standing snags. Fixed-area plots may perform well for determining snag 
abundance, but other sampling schemes such as modified horizontal line sampling was 
shown to performed well in estimating snag basal area in southern Maine and New 
Hampshire (Kenning et al. 2005). An investigation into which sampling design(s) 
perform best to characterize standing deadwood volume throughout the Acadian forest 
region is warranted. For individual snags, the performance of equations that estimate snag 
volume, whether using geometric equations (Fraver et al. 2007), geometric equations 
with simple taper coefficients (Taylor and MacLean 2007), or taper equations adopted 
from live trees (Li et al. 2012), should be carefully examined. Including measurements of 
morphological attributes such as percent bark cover and wood penetrability (Angers et al. 
2012) would be advantageous for a number of reasons. First, they would provide a finer 
resolution in snag decay dynamics which are currently based on coarse metrics such as 
general decay stage. Second, they can be used to predict the amount of time a snag has 
been standing. Lastly, they can be useful in estimating decay class reduction factors such 
as those outlined in Harmon (2011), which has tremendous implication in determining 
forest biomass and carbon stocks of the standing deadwood pool.    
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APPENDIX A 
TREE SPECIES LIST, CODES, AND ABBREVIATIONS 
 
The following table contains information on all tree species used in this analysis. 
Variables are: 
 FVS species group (Forest Vegetation Simulator [FVS] species group code), 
 FVS alpha code (FVS alphabetic species code), 
 FIA code (Forest Inventory and Analysis species numeric code), 
 PLANTS code (USDA PLANTS database species code), 
 Shade Tol (Species shade tolerance ranking [Niinemets and Valladares 2006]) 
 Common name (Species common name)   
 Scientific name (Species scientific name)   
 
FVS 
species 
group 
FVS 
alpha 
code 
FIA 
code 
PLANTS 
code 
Shade 
Tol 
Common name Scientific name 
17 AB 531 FAGR 4.75 American beech Fagus grandifolia Ehrh. 
27 AE 972 ULAM 3.14 American elm Ulmus americana L. 
28 AH 391 CACA18 4.58 American hornbeam Carpinus carolina Walt.  
27 AP 660 MALUS 2.08 apple species Malus spp. 
18 AS 540 FRAXI 2.84 ash species Fraxinus spp. 
18 BA 543 FRNI 2.96 black ash Fraxinus nigra Marsh. 
21 BC 762 PRSE2 2.46 black cherry Prunus serotina Ehrh. 
28 BE 313 ACNE2 3.47 boxelder Acer negundo L.  
1 BF 012 ABBA 5.01 balsam fir Abies balsamea (L.) Mill. 
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27 BL 731 SANI 1.34 black willow Salix nigra Marsh. 
13 BM 314 ACNI5 3.00 black maple Acer nigrum Michx. f. 
27 BN 601 JUCI 1.88 butternut Juglans cinerea L. 
26 BO 837 QUVE 2.72 black oak Quercus velutina Lam. 
20 BP 741 POBA2 1.27 balsam poplar Populus basimifera L. 
22 BR 823 QUMA2 2.71 bur oak 
Quercus macrocarpa 
Michx. 
4 BS 095 PIMA 4.08 black spruce 
Picea mariana (Mill.) 
B.S.P. 
20 BT 743 POGR4 1.21 bigtooth aspen Populus grandidentata 
Michx. 
27 BW 951 TIAM 3.98 American basswood Tilia americana L. 
24 CO 832 QUPR2 2.98 chestnut oak Quercus prinus L. 
28 DW 491 COFL2 4.87 flowering dogwood Cornus florida L. 
20 EC 742 PODE3 1.76 eastern cottonwood 
Populus deltoides Bartr. ex 
Marsh.  
10 EH 261 TSCA 4.83 eastern hemlock 
Tsuga canadensis (L.) 
Carr. 
27 EL 970 ULMUS 3.23 elm species Ulmus spp. 
18 GA 544 FRPE 3.11 green ash Fraxinus pennslyvanica 
Marsh. 
15 GB 379 BEPO 1.50 gray birch Betula populifolia Marsh. 
28 HH 701 OSVI 4.58 eastern hophornbeam Ostrya virginiana (Mill.) 
K. Koch 
27 HK 462 CEOC 2.28 hackberry Celtis occidentalis L. 
28 HT 491 COFL2 2.20 hawthorn species Crataegus spp. 
11 JP 105 PIBA2 1.36 jack pine Pinus banksiana Lamb. 
16 MH 409 CAAL27 2.74 mockernut hickory 
Carya tomentosa (Poir.) 
Nutt. 
4 NS 091 PIAB 4.45 Norway spruce Picea abies (L.) Karst.  
27 OH 998 2TD 2.29 other hardwood species  
22 OK 800 QUERC 2.82 oak species Quercus spp. 
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27 OO 641 MAPO 1.45 osage-orange 
Maclura pomifera (Raf.) 
Schneid. 
11 OS 298 2TE 2.27 other softwood species  
15 PB 375 BEPA 1.54 paper birch Betula papyrifera Marsh. 
4 PI 090 PICEA 4.27 spruce species Picea spp. 
11 PP 126 PIRI 1.99 pitch pine Pinus rigida Mill. 
28 PR 108 PRPE2 2.28 pin cherry Prunus pensylvanica L. f. 
20 QA 746 POTR5 1.21 quaking aspen 
Populus tremuloides 
Michx. 
14 RB 373 BENI 1.45 river birch Betula nigra L. 
9 RC 068 JUVI 1.28 eastern redcedar Juniperus virginiana L.  
27 RL 975 ULRU 3.31 slippery elm Ulmus rubra Muhl. 
12 RM 316 ACRU 3.44 red maple Acer rubrum L. 
5 RN 125 PIRE 1.89 red pine Picea resinosa Ait. 
25 RO 833 QURU 2.75 northern red oak Quercus rubra L. 
4 RS 097 PIRU 4.39 red spruce Picea rubens Sarg. 
14 SB 372 BELE 2.58 sweet birch Betula lenta L. 
11 SC 130 PISY 1.67 Scotch pine Pinus sylvestris L. 
28 SE 356 AMELA 2.95 serviceberry Amelanchier spp. 
13 SM 318 ACSA3 4.76 sugar maple Acer saccharum Marsh. 
28 ST 315 ACPE 3.56 striped maple Acer pensylvanicum L. 
13 SV 317 ACSA2 3.6 silver maple Acer saccharinum L. 
24 SW 804 QUBI 2.98 swamp white oak Quercus bicolor Willd. 
27 SY 713 PLOC 2.28 sycamore Platanus occidentalis L. 
2 TA 071 LALA 0.98 tamarack 
Larix laricina (Du Roi) K. 
Koch 
18 WA 541 FRAM2 2.46 white ash Fraxinus americana L. 
9 WC 241 THOC2 3.45 northern white-cedar Thuja occidentalis L. 
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27 WL 731 QUPH 2.28 willow oak Quercus phellos L.  
22 WO 802 QUAL 2.85 white oak Quercus alba L. 
6 WP 128 PIST 3.21 eastern white pine Pinus strobus L. 
3 WS 094 PIGL 4.15 white spruce 
Picea glauca (Moench) 
Voss 
14 YB 371 BEAL2 3.17 yellow birch 
Betula alleghaniensis 
Britton 
19 YP 621 LITU 2.28 yellow poplar Liriodendron tulipifera L. 
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APPENDIX B 
 VARIABLE NAMES AND DESCRIPTIONS 
 
The following table contains variables and abbreviations, descriptions, and units used 
throughout Chapters 1-6. Generally, variables in lowercase represent tree-level attributes, 
while variables in uppercase represent plot- or stand-level attributes: 
 
Variable Description Units Chapters 
ht total height m OR ft 1,3,4,5,6 
dbh diameter at breast height cm OR in 1,2,3,4,5,6 
Δdbh10 10-year diameter increment in 1 
Δbapot potential basal area increment cm2 1 
SI site index ft at 50 yrs 1,3,4 
bal basal area in larger trees ft2 ac-1 OR m2 ha-1 1,3,4 
growthmod growth modifier - 1 
Δbagrowth ultimate basal area growth cm
2 yr-1 1 
GEA growth effective age yrs 1,4 
htmod modified height increment ft/10 yrs 1 
htrel relative height - 1,4 
htpot potential height increment ft/10 yrs 1 
Δinc10 10-year increment in or ft 1 
BA basal area ft
2ac-1 OR m2ha-1 1 
LAT latitude decimal degrees 1,3 
LONG longitude decimal degrees 1,3 
AF Adjustment factor *varies* 1 
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Δba annual basal area increment cm2yr-1 2 
Δdbh annual diameter increment cm yr-1 2,3,4 
Δgr annual tree diameter OR basal area 
increment 
cm yr-1  
OR  
cm2 yr-1 
2 
ΔdbhMAX maximum annual diameter increment cm yr
-1  3 
ΔdbhMOD modified annual diameter increment cm yr
-1  3 
SICLIM climate-derived site index m at 50 yrs 3,4 
balSW basal area in larger in conifer trees m
2ha-1 3,4 
balHW basal area in larger in conifer trees m2ha-1 3,4 
CCF crown competition factor % 3,4,5,6 
RD relative density - 3,4,5 
hcb height-to-crown base m 4 
Δhcb annual height-to-crown base increment m yr-1 4 
ΔhtMAX annual maximum height increment m yr-1 4 
ΔhtMOD annual modified height increment m yr-1 4 
Δht annual height increment m yr-1 4 
ccflSW crown competition factor in larger conifers % 4 
ccflHW 
crown competition factor in larger 
hardwoods 
% 4 
shade species shade tolerance ranking 1 through 5 4 
cl tree crown length m 4 
cr tree crown ratio - 4 
∆htMEAS 
predicted annual height increment, 
measured 
m yr-1 4 
∆htIMP 
predicted annual height increment, locally 
imputed 
m yr-1 4 
∆htFVS-NE 
predicted annual height increment, from 
FVS-NE 
m yr-1 4 
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hcbSTATIC 
predicted height-to-crown base, from static 
equation 
m 4 
hcbIMPUTE 
predicted height-to-crown base, from local 
imputation 
m 4 
DWT depth-to-water table cm 5 
TPH trees per hectare trees 5 
SDI stand density index - 5 
AHI average harvest interval years 5,6 
SPH snags per hectare snags 5 
TSPH live trees plus snags per hectare trees and snags 5 
SPH.d1 snags per hectare in decay class 1 snags 5 
SPH.d2 snags per hectare in decay class 2 snags 5 
SPH.d3 snags per hectare in decay class 3 snags 5 
SPH.d4 snags per hectare in decay class 4 snags 5 
PCC Percent canopy cover % 5,6 
NAT indicator variable for nonmanaged 
reference treatment 
1 or 0 5 
CC indicator variable for commercial clearcut 
treatment 
1 or 0 5 
SC indicator variable for selection cutting 
treatment 
1 or 0 5 
SW2 indicator variable for two-stage 
shelterwood treatment 
1 or 0 5 
DL indicator variable for diameter-limit 
treatment 
1 or 0 5 
ysd years since death (snags) years 6 
dcy snag decay class 1,2,3, or 4 5,6 
? ?dbh|dcyh  hazard function predicting snag decay class 
conditioned on snag dbh 
hazard 6 
losshtno?ˆ  probability of a snag experiencing no 
height loss 
0 to 1 6 
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APPENDIX C 
RESIDUALS FOR DIAMETER INCREMENT MODEL 
 
The following graphs present model residuals predicting annual diameter increment for 
Eq. 3.5 for the 10 most common species investigated. Variables are: 
 dbh (diameter at breast height; cm), 
 bal (basal area in larger trees; m2ha-1),  
 bal sw (basal area in larger conifer trees; m2ha-1), 
 bal hw (basal area in larger hardwood trees; m2ha-1), 
 BA (basal area; m2ha-1), and 
 Climate SI (climate-derived site index; m at 50 years) 
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APPENDIX D 
SPECIES-SPECIFIC COEFFICIENTS FOR DIAMETER INCREMENT 
EQUATIONS  
 
 The following presents species-specific parameter estimates (standard errors in 
parentheses) that predict the annual diameter increment for the most common species 
observed in this analysis. Species codes as in Appendix 1.  
 
1. Maximum diameter increment (Equation 3.2) 
Model is: ? ? ? ?dbhexpdbhSIdbh 3CLIM1MAX 2 aa a ???  
Parameter Conifer species 
 BF RS BS WS WC EH 
a1 
0.02394 
(0.00135) 
0.01758  
(0.00241) 
0.05487  
(0.00162) 
0.03854  
(0.00510) 
0.01460  
(0.00352) 
0.01614  
(0.00366) 
a2 
0.48630 
(0.03141) 
0.39736  
(0.06589) - 
0.41749  
(0.07481) 
0.45298  
(0.11459) 
0.49122  
(0.10150) 
a3 
-0.01514 
(0.00207) 
0.00822  
(0.00299) 
0.01108 
(0.00179) 
0.03092  
(0.00466) 
0.00894  
(0.00503) 
0.01042  
(0.00389) 
     
 
 
Parameter Hardwood species 
 RM PB SM YB 
a1 
0.01947  
(0.00189) 
0.03963  
(0.00384) 
0.01869  
(0.00253) 
0.04144  
(0.00494) 
a2 
0.44748  
(0.05451) 
0.19597  
(0.05809) 
0.46526  
(0.06925) 
0.23734  
(0.06073) 
a3 
0.00961  
(0.00329) 
0.02563  
(0.00386) 
0.01223  
(0.00370) 
0.01175  
(0.00321) 
 
 
 
 
 
204 
 
2. Modified diameter increment (Equation 3.3) 
Model is: ??
???
?
???
?
???
?
?????? )5log(dbh
balγbalγbalγγexpdbh
2
3HW2SW10MOD  
Parameter Conifer species 
 BF RS BS WS WC EH 
γ0 
-1.0164038 
(0.0039394) 
-1.1803328 
(0.0047878) 
-1.6377478 
(0.0059411) 
-1.0455666 
(0.0077418) 
-1.4402215 
(0.0104531) 
-0.9315990 
(0.0083442) 
γ1 
-0.0272536 
(0.0004968)   
-0.0147825 
(0.0006371)   
-0.0086389 
(0.0008029)   
-0.0169980 
(0.0013456)   
-0.0061536 
(0.0010718)  
-0.0105259 
(0.0009005)  
γ2 
-0.0041204 
(0.0005617)   
-0.0033459 
(0.0008556)    - 
-0.0087746 
(0.0016278)   
-0.0110691 
(0.0015417)  
-0.0063208 
0.0011858)   
γ3 
-0.0007952 
(0.0000381)   
-0.0015622 
(0.0000578)  
-0.0015649 
(0.0000667)   
-0.0015332 
(0.0001412)   
-0.0006638 
(0.0000692)  
-0.0009305 
(0.0000669)  
Residual 
standard 
error 
0.74 0.70 0.61 2.50 0.60 0.52 
Fix index  0.34 0.32 0.33 0.29 0.31 0.34 
 
 
Parameter Hardwood species 
 RM PB SM YB 
γ0 
-1.2586729 
(0.0066371) 
-1.5137718 
(0.0063917) 
-1.0851398 
(0.0086199) 
-1.1079503 
(0.008263246) 
γ1 
-0.0044572 
(0.0009562)   - -  
γ2 
-0.0189620 
(0.0008528)   
-0.0221299 
(0.0009263)   
-0.0103548 
(0.0010914)   
-0.0054249 
(0.001026737)  
γ3 
-0.0013040 
(0.0000727)   
-0.0017250 
(0.0000548) 
-0.0028706 
(0.0001010)   
-0.0020516 
(0.000077052)   
Residual 
standard 
error 
0.57 0.54 0.40 0.64 
Fix index  0.22 0.27 0.37 0.34 
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3. Unified diameter increment (Equation 3.4) 
Model is: 
??
?
?
?
??
?
?
?
????
?
???
?
??
?????
??
)log(SIλ
)5log(dbh
balλ
balλbalλdbhλ)1log(dbhλλ
expdbh
CLIM6
2
5
HW4SW3
2
210
 
Parameter Conifer species 
 BF RS BS WS WC EH 
λ0 
-2.7362642 
(0.037445) 
-1.1807465 
(0.053988) 
-2.1524239 
(0.066557) 
-1.5903374 
(0.072804) 
-1.5884270 
(0.064702) 
-2.3616912 
(0.109594) 
λ1 
0.2335256 
(0.009518)   
-0.0663156 
(0.010506)   - - 
0.0969615 
(0.024628)    
0.2284699 
(0.019830)   
λ2 
-0.0008455 
(0.000019) 
-0.0000953 
(0.000011)   
-0.0008738 
(0.000023) 
-0.0004048 
(0.000013) 
-0.0002159 
(0.000027)   
-0.0003032 
(0.000016) 
λ3 
-0.0389922 
(0.000539) 
-0.0201324 
(0.000707) 
-0.0229529 
(0.000883) 
-0.0377134 
(0.001489) 
-0.0103804 
(0.001157)   
-0.0237784 
(0.001011) 
λ4 
-0.0173470 
(0.000593) 
-0.0085643 
(0.000918)   - 
-0.0282133 
(0.001744) 
-0.0153740 
(0.001617)   
-0.0142857 
(0.001237) 
λ5 
-0.0003049 
(0.000041)   
-0.0015525 
(0.000063) 
-0.0016928 
(0.000072) 
-0.0007166 
(0.000146)   
-0.0004974 
(0.000072)   
-0.0004640 
(0.000070)   
λ6 
0.5758422 
(0.011527)   
0.1204419 
(0.018334)    
0.3580641 
(0.027602)   
0.3717248 
(0.029542)   - 
0.3800605 
(0.034986)   
Residual 
standard 
error 
0.74 0.68 0.59 2.52 0.60 0.50 
Fix index  0.35 0.32 0.33 0.31 0.31 0.35 
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3. Unified diameter increment, cont. (Equation 3.4) 
Model is: 
??
?
?
?
??
?
?
?
????
?
???
?
??
?????
??
)log(SIλ
)5log(dbh
balλ
balλbalλdbhλ)1log(dbhλλ
expdbh
CLIM6
2
5
HW4SW3
2
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Parameter Hardwood species 
 RM PB SM YB 
λ0 
-3.0176835 
(0.059934) 
-3.222364 
(0.096010) 
-3.447630 
(0.106002) 
-2.3059248 
(0.116474) 
λ1 
0.2427163 
(0.014007)   
0.117510 
(0.020334)    
0.414935 
(0.019430)   
0.2294714 
(0.021817)   
λ2 
-0.0004500 
(0.000019) 
-0.000996 
(0.000043) 
-0.000599 
(0.000021) 
-0.0005358 
(0.000024) 
λ3 
-0.0119644 
(0.001000) 
-0.018560 
(0.001531) - 
-0.0132838 
(0.001956)   
λ4 
-0.0290223 
(0.000916) 
-0.046085 
(0.001388) 
-0.026679 
(0.001097) 
-0.0261987 
(0.001650) 
λ5 
-0.0007594 
(0.000074) 
-0.001074 
(0.000120)   
-0.001937 
(0.000100) 
-0.0013024 
(0.000148)   
λ6 
0.5153414 
(0.018841)   
0.746626 
(0.032368)   
0.599486 
(0.035507)  
0.3752392 
(0.038703)    
Residual 
standard 
error 
0.56 0.54 0.39 0.64 
Fix index  0.24 0.29 0.37 0.36 
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APPENDIX E 
MEAN SNAG ATTRIBUTES BY SILVICULTURAL TREATMENT AT THE 
PENOBSCOT EXPERIMENTAL FOREST 
 
Treatment Attribute Class n Mean SD Min Max 
Nonharvested 
reference 
(MUs 32A and 
32B) 
Live trees 
Trees (count ha-1) All 20 2842.3 2775.1 457.0 9361.0 
Basal area (m2ha-1) All 20 48.0 10.1 27.2 63.9 
Crown Comp Factor 
(%) 
All 20 683.3 266.8 404.5 1249.5 
Volume (m3ha-1)
 
All 20 565.9 173.5 258.9 803.8 
Snags 
Snags (count ha-1) 
All 20 299.5 215.2 74.0 815.0 
DCY1 19 117.3 143.3 0.0 630.0 
DCY2 18 121.1 160.0 0.0 704.0 
DCY3 19 48.7 49.0 12.0 198.0 
DCY4 9 12.3 21.2 0.0 74.0 
Snag basal area 
(m2ha-1) 
All 20 5.4 3.1 0.6 13.2 
DCY1 19 1.5 1.3 0.1 4.3 
DCY2 18 1.4 1.0 0.4 3.5 
DCY3 19 1.4 1.3 0.1 4.8 
DCY4 9 1.4 0.9 0.3 3.3 
Snag volume  
(m3ha-1) 
All 20 29.4 23.6 1.4 71.9 
DCY1 19 11.4 11.6 0.3 42.3 
DCY2 18 9.5 9.4 0.4 28.3 
DCY3 19 6.3 7.9 0.0 28.8 
DCY4 9 8.9 7.8 0.2 20.7 
Snag dbh (cm) 
All 264 16.6 11.2 2.5 47.2 
DCY1 92 14.8 11.3 2.5 42.4 
DCY2 97 14.2 10.5 2.5 40.6 
DCY3 61 20.4 9.5 3 47.2 
DCY4 14 28.0 12.0 7.1 43.9 
Snag height (m) 
All 263 7.2 5.3 1.4 29.6 
DCY1 92 8.2 5.6 1.6 29.6 
DCY2 97 6.8 5.2 1.6 25.1 
DCY3 60 6.4 4.8 1.4 19.3 
DCY4 14 7.6 6.1 1.5 18.8 
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Treatment Attribute Class n Mean SD Min Max 
Commercial 
clearcut 
(MUs 8 and 22) 
Live trees 
Trees (count ha-1) All 41 6080.2 2920.3 1408.0 15635.0 
Basal area (m2ha-1) All 41 29.5 8.8 5.7 55.0 
Crown Comp Factor 
(%) 
All 41 1109.5 448.6 209.2 2957.3 
Volume (m3ha-1)
 
All 41 190.5 70.2 41.4 354.2 
Snags 
Snags (count ha-1) 
All 41 586.4 793.0 0.0 4903.0 
DCY1 29 145.7 219.7 0.0 1136.0 
DCY2 37 306.0 428.1 0.0 2532.0 
DCY3 30 129.2 202.2 0.0 1235.0 
DCY4 6 5.3 13.1 0.0 49.0 
Snag basal area 
(m2ha-1) 
All 41 1.5 1.7 0.0 8.5 
DCY1 29 0.5 0.6 0.0 2.0 
DCY2 37 0.7 0.8 0.1 4.4 
DCY3 30 0.4 0.4 0.1 2.1 
DCY4 6 0.2 0.2 0.0 0.6 
Snag volume  
(m3ha-1) 
All 41 5.0 7.4 0.0 42.2 
DCY1 29 2.7 3.9 0.1 12.7 
DCY2 37 2.5 3.6 0.1 20.3 
DCY3 30 1.0 1.7 0.1 9.1 
DCY4 5 0.6 1.1 0.1 2.6 
Snag dbh (cm) 
All 566 5.7 4.7 2.5 46.5 
DCY1 138 5.6 3.9 2.5 27.4 
DCY2 290 5.1 3.7 2.5 29 
DCY3 128 6.6 6.3 2.5 46.5 
DCY4 10 12.8 8.5 2.5 25.7 
Snag height (m) 
All 566 5.4 3.0 1.1 19.6 
DCY1 138 7.1 3.6 1.2 19.6 
DCY2 290 5.1 2.5 1.1 17.5 
DCY3 128 4.5 2.8 1.3 16.9 
DCY4 10 2.7 1.6 1.3 6.8 
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Treatment Attribute Class n Mean SD Min Max 
5-year selection 
(MUs 9 and 16) 
Live trees 
Trees (count ha-1) All 33 1960.6 1226.6 420.0 5199.0 
Basal area (m2ha-1) All 33 30.1 5.7 19.3 43.2 
Crown Comp Factor 
(%) 
All 33 506.0 185.9 272.5 1109.0 
Volume (m3ha-1)
 
All 33 315.0 64.7 213.4 429.1 
Snags 
Snags (count ha-1) 
All 33 74.1 74.7 0.0 321.0 
DCY1 19 39.9 54.3 0.0 259.0 
DCY2 17 23.1 25.2 0.0 74.0 
DCY3 6 8.6 20.6 0.0 74.0 
DCY4 3 2.2 8.9 0.0 49.0 
Snag basal area 
(m2ha-1) 
All 33 0.9 1.0 0.0 4.1 
DCY1 19 0.7 0.8 0.0 3.1 
DCY2 17 0.5 0.5 0.0 1.7 
DCY3 6 0.5 0.3 0.2 1.0 
DCY4 3 0.2 0.0 0.2 0.3 
Snag volume  
(m3ha-1) 
All 33 3.1 5.2 0.0 26.5 
DCY1 19 3.4 5.2 0.1 21.5 
DCY2 16 1.9 1.8 0.1 5.9 
DCY3 5 1.0 0.4 0.6 1.6 
DCY4 2 0.4 0.1 0.3 0.5 
Snag dbh (cm) 
All 96 13.9 9.1 2.5 51 
DCY1 50 12.8 9.8 2.5 51 
DCY2 29 15.3 9.4 2.8 42.2 
DCY3 14 15.6 6.0 6 27.6 
DCY4 3 12.1 3.5 8.1 14.5 
Snag height (m) 
All 95 5.8 4.1 0.6 17.8 
DCY1 49 6.5 4.5 1.3 17.8 
DCY2 29 5.6 3.6 0.8 13.3 
DCY3 14 4.2 2.8 0.9 10.5 
DCY4 3 2.7 2.1 0.6 4.7 
 
 
 
 
 
 
210 
 
Treatment Attribute Class n Mean SD Min Max 
10-year 
selection 
(MUs 12 and 
20) 
Live trees 
Trees (count ha-1) All 35 3986.3 2848.7 642.0 12893.0 
Basal area (m2ha-1) All 35 31.6 7.3 19.0 52.3 
Crown Comp Factor 
(%) 
All 35 710.5 302.8 227.6 1548.7 
Volume (m3ha-1)
 
All 35 288.6 89.5 150.5 489.5 
Snags 
Snags (count ha-1) 
All 35 250.9 470.0 0.0 2803.0 
DCY1 35 170.0 437.0 0.0 2581.0 
DCY2 32 60.7 62.5 0.0 210.0 
DCY3 21 17.2 31.0 0.0 148.0 
DCY4 12 2.8 8.9 0.0 49.0 
Snag basal area 
(m2ha-1) 
All 35 1.7 1.6 0.0 5.8 
DCY1 32 1.1 1.4 0.0 4.9 
DCY2 21 0.6 0.5 0.1 1.8 
DCY3 12 0.5 0.5 0.0 1.7 
DCY4 4 0.5 0.4 0.2 1.1 
Snag volume  
(m3ha-1) 
All 35 6.1 10.4 0.0 47.8 
DCY1 32 5.4 10.3 0.1 46.7 
DCY2 21 1.4 1.1 0.0 3.6 
DCY3 12 0.5 1.1 0.0 4.0 
DCY4 4 1.2 1.1 0.1 2.7 
Snag dbh (cm) 
All 252 10.0 9.1 2.5 47.8 
DCY1 166 9.1 9.4 2.5 47.8 
DCY2 62 10.5 7.1 2.5 35.3 
DCY3 19 13.8 9.9 2.7 38.9 
DCY4 5 19.3 9.9 8.3 34.3 
Snag height (m) 
All 252 4.4 3.1 1.3 19.3 
DCY1 166 4.7 3.4 1.3 19.3 
DCY2 62 4.1 2.7 1.3 13.6 
DCY3 19 2.9 1.8 1.3 6.4 
DCY4 5 3.9 2.0 1.6 6.7 
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Treatment Attribute Class n Mean SD Min Max 
20-year 
selection 
(MUs 17 and 
27) 
Live trees 
Trees (count ha-1) All 37 5122.6 2556.3 716.0 11239.0 
Basal area (m2ha-1) All 37 31.8 6.4 18.4 45.4 
Crown Comp Factor 
(%) 
All 37 916.3 367.4 285.3 1839.9 
Volume (m3ha-1)
 
All 37 275.9 52.8 165.1 398.3 
Snags 
Snags (count ha-1) 
All 37 255.1 272.4 0.0 1149.0 
DCY1 30 190.6 253.4 0.0 1050.0 
DCY2 24 54.3 66.8 0.0 296.0 
DCY3 9 9.3 21.6 0.0 99.0 
DCY4 2 0.6 2.8 0.0 12.0 
Snag basal area 
(m2ha-1) 
All 37 1.4 1.2 0.0 5.0 
DCY1 30 0.8 0.8 0.0 3.7 
DCY2 24 0.5 0.4 0.0 1.1 
DCY3 9 0.3 0.3 0.0 0.8 
DCY4 2 0.4 0.2 0.2 0.5 
Snag volume  
(m3ha-1) 
All 37 3.5 4.0 0.0 15.6 
DCY1 30 3.2 3.8 0.0 12.4 
DCY2 24 1.1 1.2 0.0 5.2 
DCY3 9 0.8 1.2 0.0 3.8 
DCY4 2 0.5 0.3 0.3 0.7 
Snag dbh (cm) 
All 256 9.2 8.9 2.4 41.9 
DCY1 177 7.8 8.9 2.4 41.9 
DCY2 67 12.0 8.1 2.6 34 
DCY3 10 12.2 9.6 2.6 28.4 
DCY4 2 19.4 6.0 15.1 23.6 
Snag height (m) 
All 255 4.3 2.7 1.3 20 
DCY1 177 4.4 2.7 1.3 18.2 
DCY2 67 4.0 2.9 1.4 20 
DCY3 9 3.9 2.3 1.7 8.3 
DCY4 2 2.6 0.4 2.3 2.9 
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Treatment Attribute Class n Mean SD Min Max 
Two-stage 
shelterwood 
(MUs 21 and 
30) 
Live trees 
Trees (count ha-1) All 30 6984.0 3291.1 1815.0 14363.0 
Basal are (m2ha-1) All 30 55.2 13.7 29.8 90.7 
Crown Comp Factor 
(%) 
All 30 1476.2 506.0 584.0 2683.0 
Volume (m3ha-1)
 
All 30 424.8 81.8 239.1 592.1 
Snags 
Snags (count ha-1) 
All 30 1329.3 967.6 272.0 4508.0 
DCY1 29 553.3 537.4 0.0 2334.0 
DCY2 30 530.7 442.4 12.0 1902.0 
DCY3 27 225.2 221.5 0.0 988.0 
DCY4 12 20.1 30.9 0.0 99.0 
Snag basal area 
(m2ha-1) 
All 30 4.6 2.4 0.7 10.9 
DCY1 29 1.3 1.1 0.1 4.7 
DCY2 30 1.9 1.2 0.2 5.5 
DCY3 27 0.9 0.8 0.1 3.9 
DCY4 12 0.3 0.4 0.0 1.4 
Snag volume  
(m3ha-1) 
All 30 18.5 11.4 2.2 60.9 
DCY1 29 7.4 7.9 0.3 39.8 
DCY2 30 9.2 6.5 0.8 24.8 
DCY3 27 2.0 1.6 0.1 5.4 
DCY4 12 0.9 1.5 0.0 5.1 
Snag dbh (cm) 
All 1013 6.9 6.0 2.5 53.3 
DCY1 391 5.1 4.7 2.5 53.3 
DCY2 412 7.4 5.9 2.5 33.5 
DCY3 190 8.9 7.0 2.5 28.2 
DCY4 20 11.6 8.4 2.5 28.4 
Snag height (m) 
All 1012 6.2 3.4 1.3 22.8 
DCY1 391 7.1 3.3 1.4 22.8 
DCY2 412 6.5 3.2 1.3 18.5 
DCY3 189 4.2 2.8 1.3 15.7 
DCY4 20 3.2 2.7 1.4 13.5 
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Treatment Attribute Class n Mean SD Min Max 
Fixed diameter 
limit 
(MUs 4 and 15) 
Live trees 
Trees (count ha-1) All 33 3948.3 2104.1 963.0 9571.0 
Basal area (m2ha-1) All 33 23.0 6.5 10.1 35.9 
Crown Comp Factor 
(%) 
All 33 752.9 275.3 251.8 1275.9 
Volume (m3ha-1)
 
All 33 167.0 57.2 61.6 290.1 
Snags 
Snags (count ha-1) 
All 33 217.9 168.8 0.0 704.0 
DCY1 18 58.0 67.2 0.0 198.0 
DCY2 28 120.9 122.1 0.0 445.0 
DCY3 19 37.3 52.4 0.0 247.0 
DCY4 3 1.5 4.0 0.0 12.0 
Snag basal area 
(m2ha-1) 
All 33 1.2 0.9 0.0 3.1 
DCY1 18 0.2 0.2 0.0 0.9 
DCY2 28 0.6 0.5 0.0 1.7 
DCY3 19 0.5 0.5 0.0 2.2 
DCY4 3 0.4 0.1 0.2 0.5 
Snag volume   
(m3ha-1) 
All 33 3.0 3.0 0.0 10.8 
DCY1 18 1.4 2.4 0.0 8.6 
DCY2 28 2.0 2.1 0.0 6.7 
DCY3 19 0.8 0.8 0.0 3.3 
DCY4 3 0.4 0.5 0.1 1.0 
Snag dbh (cm) 
All 220 9.2 6.9 2.5 35.1 
DCY1 51 5.6 5.5 2.5 24.4 
DCY2 121 9.3 6.7 2.5 26.7 
DCY3 44 12.2 7.2 2.5 35.1 
DCY4 4 17.9 3.8 14 22.1 
Snag height (m) 
All 220 5.1 3.1 0.8 19.1 
DCY1 51 5.9 3.1 1.4 19.1 
DCY2 121 5.2 3.1 0.8 18.2 
DCY3 44 3.9 3.0 1.4 14.9 
DCY4 4 2.1 1.1 1.4 3.7 
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Treatment Attribute Class n Mean SD Min Max 
Modified 
diameter limit 
(MUs 24 and 
28) 
Live trees 
Trees (count ha-1) All 31 3991.4 1740.9 790.0 7175.0 
Basal area (m2ha-1) All 31 34.7 4.4 24.5 43.1 
Crown Comp Factor 
(%) 
All 31 846.0 200.6 412.9 1173.8 
Volume (m3ha-1)
 
All 31 317.5 67.4 190.3 447.1 
Snags 
Snags (count ha-1) 
All 31 256.2 183.2 25.0 667.0 
DCY1 31 166.1 155.3 12.0 580.0 
DCY2 24 79.3 78.1 0.0 272.0 
DCY3 8 9.5 16.4 0.0 62.0 
DCY4 2 1.2 3.6 0.0 12.0 
Snag basal area 
(m2ha-1) 
All 31 2.1 1.1 0.3 5.0 
DCY1 31 1.1 0.9 0.0 3.0 
DCY2 24 0.8 0.6 0.0 1.9 
DCY3 8 0.2 0.1 0.1 0.4 
DCY4 2 0.6 0.3 0.4 0.8 
Snag volume  
(m3ha-1) 
All 31 7.4 5.9 0.1 24.3 
DCY1 31 4.8 5.6 0.1 24.3 
DCY2 24 2.9 3.5 0.1 14.5 
DCY3 8 0.6 0.4 0.2 1.4 
DCY4 2 2.1 1.6 1.0 3.3 
Snag dbh (cm) 
All 257 11.3 9.5 2.5 44.5 
DCY1 158 10.1 9.8 2.5 44.5 
DCY2 81 12.4 8.8 2.5 40.1 
DCY3 15 14.7 7.2 2.8 33.3 
DCY4 3 24.4 4.5 20.1 29 
Snag height (m) 
All 255 5.1 3.4 1.3 18 
DCY1 51 5.9 3.1 1.4 19.1 
DCY2 121 5.2 3.1 0.8 18.2 
DCY3 44 3.9 3.0 1.4 14.9 
DCY4 4 2.1 1.1 1.4 3.7 
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