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a b s t r a c t
The stability of three moving-mesh finite-difference schemes is studied in the L∞ norm for
one-dimensional linear convection–diffusion equations. These schemes use central finite
differences for spatial discretization and the θ method for temporal discretization, and they
are based on conservative and non-conservative forms of transformed partial differential
equations. The stability conditions obtained consist of the CFL condition and the mesh
speed related conditions. The CFL condition is independent of the mesh speed and has the
same form as that for fixedmeshes. Themesh speed related conditions restrict how fast the
mesh can move. The conditions of this type obtained in this paper are weaker than those
in the existing literature and can be satisfied when the mesh is sufficiently fine. Illustrative
numerical results are presented.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In the last two decades, moving-meshmethods have attracted considerable attention from scientists and engineers, and
they have been successfully applied to a variety of problems; e.g., see [1–16]; also see the books/review articles [17–23]. The
methods haveproven especially useful for problemswithmoving or deforming geometrywhose boundary needs to be traced
and represented accurately [24,25] and for problems with moving features that need dynamical mesh adaptation [17,19].
On the other hand, themeshmovement associatedwith thosemethods introduces extra convection terms and complexities
(such as nonlinearity) into the physical partial differential equation (PDE) which pose a serious challenge in the theoretical
analysis of themethods. Indeed, themathematical understandings ofmoving-meshmethods, especially for time-dependent
PDEs, are still far from complete. There exist only a few studies on stability and convergence for moving meshes, and most
of them have been carried out for linear convection–diffusion problems. For example, Dupont [26], Bank and Santos [27],
Dupont and Liu [28], and Liu et al. [29] establish symmetric error estimates for several finite-element methods (FEMs),
including semi-discrete FEM, semi-discrete mixed FEM, FEM-implicit Euler, and space–time FEM, under the conditions
∥x˙− b∥∞ ≤ C1, (1)
|J˙|
J
≤ C2, (2)
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or their discrete equivalents. Here, C1 and C2 are positive constants, x˙ is the mesh speed, b is the flow velocity (see the scalar
function b in the one-dimensional Eq. (3) below), J is the Jacobian determinant of a coordinate transformation associated
with the underlying moving mesh, and J˙/J represents the relative change in the element size.
Formaggia and Nobile [30,31] and Boffi and Gastaldi [32] study the relation between stability and satisfaction
of the geometric conservation law (GCL) in the arbitrary-Lagrangian–Eulerian formulation with finite-element spatial
discretization. They show that satisfying the GCL is neither a necessary nor a sufficient condition for the stability of a
scheme, although it often helps improve the accuracy and stability of the computation. In particular, Boffi and Gastaldi [32]
show that the FEM-implicit Euler scheme does not satisfy the GCL but is conditionally stable. Formaggia and Nobile [30,31]
propose modifications for the implicit Euler, Crank–Nicolson, and BDF(2) (two-step backward differentiation formula) to
satisfy theGCL. They show that the FEM-modified implicit Euler scheme is unconditionally stablewhereas the FEM-modified
Crank–Nicolson and FEM–BDF(2) schemes are only conditionally stable with the maximum allowable time step depending
on the magnitude of J˙/J. (It is not difficult to show that J˙/J = ∇ · x˙.)
Ferreira [33] considers an FDM (finite-difference method)-implicit Euler scheme using central finite differences for spa-
tial discretization and the implicit Euler scheme for temporal discretization for a non-conservative form of the transformed
physical PDE. He shows that the scheme is stable in a discrete energy norm and convergent under some discrete equivalents
of conditions (1) and (2).More recently,Mackenzie andMekwi [34] consider an FDM-θ scheme based on a conservative form
of the transformed physical PDE. They show that the FDM-implicit Euler scheme is unconditionally stable in an energy norm
and that the FDM-θ scheme can be made to be unconditionally stable when the parameter θ is properly chosen depending
on the mesh (and thus varying with time).
The objective of this paper is to study the stability of three moving-mesh finite-difference methods for one-dimensional
linear convection–diffusion equations. We view a moving mesh as the image of a reference mesh under a time-dependent
coordinate transformation from the computational domain to the physical domain. Under this coordinate transformation,
the physical PDE can be transformed into the computational domain in a conservative or a non-conservative form [19]. The
transformed PDE is then discretized using central finite differences in space and the θ method in time. Two schemes based
on a non-conservative form and one scheme based on a conservative form are considered. Those schemes have variable
coefficients due to mesh movement, and thus Fourier analysis is not applicable for their stability analysis. Moreover, the
energy method has been used successfully for the stability analysis for the FDM-θ method with θ = 1 [33,34] and with
a variable θ [34], but it is unclear if it works for the general case with θ ∈ [0, 1]. For this reason, we use the L∞ norm in
our stability analysis. It is known (e.g., see Morton and Mayers [35]) that stability conditions obtained in the L∞ norm are
generally stronger than those obtained with Fourier analysis or in an energy norm. Nevertheless, we recall [35] that the
above-mentioned three analysis methods lead to the same condition for the explicit (θ = 0) and implicit (θ = 1) Euler
methods for linear convection–diffusion equations for uniformmeshes.Wemay expect this is also true for themoving-mesh
situation. Moreover, as will be seen in Section 3, the L∞ analysis is simple and applicable for all θ ∈ [0, 1] for the FDM-θ
scheme. This is especially important, since no result is currently available for θ < 1. The stability results obtained for the
three schemes are summarized in Propositions 3.1–3.3.
It is emphasized that moving-mesh methods are typically used for more challenging multi-dimensional problems. Due
to the complexities introduced by mesh movement and the lack of analysis tools, we can analyze them only for model
problems. It is our hope that the results obtained in this paper will provide a better understanding of the stability of moving-
mesh methods. The current work can also be considered as a step toward the development of a more complete theory for
moving-mesh methods.
An outline of this paper is given as follows. In the next section, we give a description of the three moving finite-
difference methods based on conservative and non-conservative forms of the transformed PDE. The L∞ stability analysis
for those schemes are presented in Section 3. Illustrative numerical results are given in Section 4. Finally, Section 5 contains
conclusions and comments.
2. Method description
We consider the linear convection–diffusion equation
∂u
∂t
+ ∂
∂x
(bu)+ cu = ∂
∂x

a
∂u
∂x

+ f (x, t), x ∈ Ω ≡ (xl(t), xr(t)), t ∈ (0, T ] (3)
subject to the boundary conditions
u(xl(t), t) = gl(t), u(xr(t), t) = gr(t), (4)
and the initial condition
u(x, 0) = u0(x), (5)
where a(x, t), b(x, t), c(x, t), f (x, t), gl(t), gr(t), and u0(x) are given sufficiently smooth functions. For the posedness of the
initial-boundary value problem (IBVP), we assume that a(x, t), b(x, t), and c(x, t) satisfy
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a(x, t) ≥ α > 0, ∀x ∈ Ω, t ∈ (0, T ] (6)
c(x, t)+ ∂b
∂x
(x, t) ≥ 0, ∀x ∈ Ω, t ∈ (0, T ]. (7)
Since our focus is on the stability analysis, we take
f (x, t) = 0, gl(t) = 0, gr(t) = 0
in our theoretical analysis. But the numerical schemes described below are applicable to problems with non-vanishing f , gl,
and gr .
For the finite-difference solution of the above IBVP, we assume that a partition is given for the time interval [0, T ],
t0 < t1 < · · · < tN = T . (8)
We also assume that a moving mesh is given at these time instants, namely,
xn0 = xl(tn) < xn1 < · · · < xnJ = xr(tn), n = 0, . . . ,N. (9)
For simplicity, we consider the mesh to vary piecewise linearly in time; i.e.,
xj(t) = tn+1 − t
∆tn
xnj +
t − tn
∆tn
xn+1j , t ∈ [tn, tn+1], n = 0, . . . ,N − 1, (10)
where∆tn = tn+1 − tn. Note that the mesh speed is constant within each time interval; i.e.,
x˙(t) = x˙nj ≡
xn+1j − xnj
∆tn
, t ∈ [tn, tn+1]. (11)
In the context of moving-mesh methods, it is often convenient to view the moving mesh as the image of a uniform
computational mesh under a coordinate transformation. Denote the coordinate transformation by x = x(ξ , t) : [0, J] →
[xl(t), xr(t)]. Then the mesh can be expressed as
xj(t) = x(ξj, t), ξj = j, j = 0, . . . , J.
Using the coordinate transformation, we can transform PDE (3) from the physical domain to the computational domain;
e.g., see Huang and Russell [19]. The transformed PDE can be written in a conservative form as
˙
(xξu)− (x˙u)ξ + ∂
∂ξ
(bu)+ cuxξ = ∂
∂ξ

a
xξ
uξ

, (12)
or in a non-conservative form as
xξ u˙− x˙uξ + ∂
∂ξ
(bu)+ cuxξ = ∂
∂ξ

a
uξ
xξ

, (13)
where x˙, u˙, and ˙(xξu) denote the time derivatives of x, u, and xξu in the new coordinates (ξ , t), respectively. Finite-difference
schemes derived based on these forms are discussed in the following two subsections.
2.1. Schemes based on a non-conservative form
We first describe schemes based on the non-conservative form (13) using themethod of lines approach in the derivation.
Discretizing (13) using central finite differences gives
xj+1 − xj−1
2
u˙j − 12 x˙j+1/2

uj+1 − uj
− 1
2
x˙j−1/2

uj − uj−1

+ bj+1/2

uj+1 + uj
2

− bj−1/2

uj + uj−1
2

+ cjuj

xj+1 − xj−1
2

= aj+1/2

uj+1 − uj
xj+1 − xj

− aj−1/2

uj − uj−1
xj − xj−1

. (14)
Notice that special treatments have been used in the above scheme for convection terms; i.e.,
x˙uξ |j ≈ 12 x˙uξ

j+1/2
+ 1
2
x˙uξ

j−1/2
≈ 1
2
x˙j+1/2

uj+1 − uj
+ 1
2
x˙j−1/2

uj − uj−1

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and
(bu)ξ |j ≈ (bu)|j+1/2 − (bu)|j−1/2 ≈ bj+1/2 (uj+1 + uj)2 − bj−1/2
(uj + uj−1)
2
.
These treatments correspond to approximations of the convection fluxes at half grid points xj+1/2 = (xj+1 + xj)/2.
Multiplying (14) by 2/(xj+1 − xj−1) yields
u˙j = 2aj+1/2xj+1 − xj−1

uj+1 − uj
xj+1 − xj

− 2aj−1/2
xj+1 − xj−1

uj − uj−1
xj − xj−1

− bj+1/2
xj+1 − xj−1

uj+1 + uj
+ bj−1/2
xj+1 − xj−1

uj + uj−1
− cjuj
+ x˙j+1/2
xj+1 − xj−1

uj+1 − uj
+ x˙j−1/2
xj+1 − xj−1

uj − uj−1

. (15)
Applying the θ time discretization to (15) and using boundary condition (4), we obtain a fully discrete scheme. The scheme
can be cast in a matrix form as
Anun+1 = Bnun (16)
or
Anj,j−1u
n+1
j−1 + Anj,jun+1j + Anj,j+1un+1j+1 = Bnj,j−1unj−1 + Bnj,junj + Bnj,j+1unj+1, (17)
with the non-zero entries of matrices An and Bn being given by

Anj,j+1 = −
2θ∆tnan+1j+1/2
(xn+1j+1 − xn+1j−1 )(xn+1j+1 − xn+1j )
+
θ∆tn

bn+1j+1/2 − x˙nj+1/2

xn+1j+1 − xn+1j−1
,
Anj,j = 1+
2θ∆tnan+1j+1/2
(xn+1j+1 − xn+1j−1 )(xn+1j+1 − xn+1j )
+ 2θ∆tna
n+1
j−1/2
(xn+1j+1 − xn+1j−1 )(xn+1j − xn+1j−1 )
+
2θ∆tn

bn+1j+1/2 − bn+1j−1/2

xn+1j+1 − xn+1j−1
−
θ∆tn

bn+1j+1/2 − x˙nj+1/2

xn+1j+1 − xn+1j−1
+
θ∆tn

bn+1j−1/2 − x˙nj−1/2

xn+1j+1 − xn+1j−1
+ θ∆tncn+1j ,
Anj,j−1 = −
2θ∆tnan+1j−1/2
(xn+1j+1 − xn+1j−1 )(xn+1j − xn+1j−1 )
−
θ∆tn

bn+1j−1/2 − x˙nj−1/2

xn+1j+1 − xn+1j−1
,
Bnj,j+1 =
2(1− θ)∆tnanj+1/2
(xnj+1 − xnj−1)(xnj+1 − xnj )
−
(1− θ)∆tn

bnj+1/2 − x˙nj+1/2

xnj+1 − xnj−1
,
Bnj,j = 1−
2(1− θ)∆tnanj+1/2
(xnj+1 − xnj−1)(xnj+1 − xnj )
− 2(1− θ)∆tna
n
j−1/2
(xnj+1 − xnj−1)(xnj − xnj−1)
−
2(1− θ)∆tn

bnj+1/2 − bnj−1/2

xnj+1 − xnj−1
+
(1− θ)∆tn

bnj+1/2 − x˙nj+1/2

xnj+1 − xnj−1
−
(1− θ)∆tn

bnj−1/2 − x˙nj−1/2

xnj+1 − xnj−1
− (1− θ)∆tncnj ,
Bnj,j−1 =
2(1− θ)∆tnanj−1/2
(xnj+1 − xnj−1)(xnj − xnj−1)
+
(1− θ)∆tn

bnj−1/2 − x˙nj−1/2

xnj+1 − xnj−1
.
(18)
It is not difficult to show that, for sufficiently smooth meshes, the local truncation error of the above scheme has the
order
τ nj =

O(∆t)+ O(∆x2), for θ ≠ 1
2
O(∆t2)+ O(∆x2), for θ = 1
2
,
(19)
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where∆t = maxn∆tn and∆x = maxn,j (xnj+1 − xnj ). The numerical results presented in Section 4 confirm that the error in
the solution has the same order when the scheme is stable.
Next, we consider a standard central finite-difference approximation to the convection terms,
(x˙uξ )j ≈ x˙j uj+1 − uj−12 ,
∂
∂ξ
(bu)j ≈ bj+1uj+1 − bj−1uj−12 . (20)
The resulting scheme can be cast in the form (16), with the coefficients given by
Anj,j+1 = −
2θ∆tnan+1j+1/2
(xn+1j+1 − xn+1j )(xn+1j+1 − xn+1j−1 )
+ θ∆tn(b
n+1
j+1 − x˙nj )
xn+1j+1 − xn+1j−1
,
Anj,j = 1+
2θ∆tnan+1j+1/2
(xn+1j+1 − xn+1j )(xn+1j+1 − xn+1j−1 )
+ 2θ∆tna
n+1
j−1/2
(xn+1j − xn+1j−1 )(xn+1j+1 − xn+1j−1 )
+ θ∆tncn+1j ,
Anj,j−1 = −
2θ∆tnan+1j−1/2
(xn+1j − xn+1j−1 )(xn+1j+1 − xn+1j−1 )
− θ∆tn(b
n+1
j−1 − x˙nj )
xn+1j+1 − xn+1j−1
,
Bnj,j+1 =
2(1− θ)∆tnanj+1/2
(xnj+1 − xnj )(xnj+1 − xnj−1)
− (1− θ)∆tn(b
n
j+1 − x˙nj )
xnj+1 − xnj−1
,
Bnj,j = 1−
2(1− θ)∆tnanj+1/2
(xnj+1 − xnj )(xnj+1 − xnj−1)
− 2(1− θ)∆tna
n
j−1/2
(xnj − xnj−1)(xnj+1 − xnj−1)
− (1− θ)∆tncnj ,
Bnj,j−1 =
2(1− θ)∆tnanj−1/2
(xnj − xnj−1)(xnj+1 − xnj−1)
+ (1− θ)∆tn(b
n
j−1 − x˙nj )
xnj+1 − xnj−1
.
(21)
It can be shown that the local truncation error of this scheme has the order given in (19) when the mesh is sufficiently
smooth.
2.2. A scheme based on a conservative form
We now consider a scheme based on the conservative form (12). Applying the central finite-difference discretization to
(12), we obtain the semi-discrete equation
˙xj+1 − xj−1
2
uj

+ 1
2
(bj+1/2 − x˙j+1/2)(uj+1 + uj)− 12 (bj−1/2 − x˙j−1/2)(uj + uj−1)+ cjuj
xj+1 − xj−1
2
= aj+1/2

uj+1 − uj
xj+1 − xj

− aj−1/2

uj − uj−1
xj − xj−1

. (22)
Using the θ method for temporal discretization, we have
1
2

xn+1j+1 − xn+1j−1

un+1j +
θ∆tn
2

bn+1j+1/2 − x˙n+1j+1/2
 
un+1j+1 + un+1j

− θ∆tn
2

bn+1j−1/2 − x˙n+1j−1/2
 
un+1j + un+1j−1
+ θ∆tncn+1j un+1j xn+1j+1 − xn+1j−12
− θ∆tnan+1j+1/2

un+1j+1 − un+1j
xn+1j+1 − xn+1j

+ θ∆tnan+1j−1/2

un+1j − un+1j−1
xn+1j − xn+1j−1

= 1
2

xnj+1 − xnj−1

unj −
(1− θ)∆tn
2

bnj+1/2 − x˙nj+1/2
 
unj+1 + unj

+ (1− θ)∆tn
2

bnj−1/2 − x˙nj−1/2
 
unj + unj−1
− (1− θ)∆tncnj unj xnj+1 − xnj−12
+ (1− θ)∆tnanj+1/2

unj+1 − unj
xnj+1 − xnj

− (1− θ)∆tnanj−1/2

unj − unj−1
xnj − xnj−1

. (23)
Dividing both sides by Znj ≡ θ2

xnj+1 − xnj−1
+ 1−θ2 xn+1j+1 − xn+1j−1 , we can cast the above scheme in thematrix form (16) with
the non-zero entries of An and Bn given by
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Anj,j+1 =
θ∆tn
Znj

1
2

bn+1j+1/2 − x˙nj+1/2

− a
n+1
j+1/2
xn+1j+1 − xn+1j

,
Anj,j =
1
Znj

1
2

xn+1j+1 − xn+1j−1
+ θ∆tn
2

bn+1j+1/2 − x˙nj+1/2

− θ∆tn
2

bn+1j−1/2 − x˙nj−1/2

+ 1
2
θ∆tncn+1j (x
n+1
j+1 − xn+1j−1 )+
θ∆tnan+1j+1/2
xn+1j+1 − xn+1j
+ θ∆tna
n+1
j−1/2
xn+1j − xn+1j−1

,
Anj,j−1 =
θ∆tn
Znj

−1
2

bn+1j−1/2 − x˙nj−1/2

− a
n+1
j−1/2
xn+1j − xn+1j−1

,
Bnj,j+1 =
(1− θ)∆tn
Znj

−1
2

bnj+1/2 − x˙nj+1/2
+ anj+1/2
xnj+1 − xnj

,
Bnj,j =
1
Znj

1
2

xnj+1 − xnj−1
− (1− θ)∆tn
2

bnj+1/2 − x˙nj+1/2
+ (1− θ)∆tn
2

bnj−1/2 − x˙nj−1/2

− 1
2
(1− θ)∆tncnj (xnj+1 − xnj−1)−
(1− θ)∆tnanj+1/2
xnj+1 − xnj
− (1− θ)∆tna
n
j−1/2
xnj − xnj−1

,
Bnj,j−1 =
(1− θ)∆tn
Znj

1
2

bnj−1/2 − x˙nj−1/2
+ anj−1/2
xnj − xnj−1

.
(24)
Once again, the local truncation error of this scheme can be shown to have the order given in (19) when the mesh is
sufficiently smooth.
3. Stability analysis
In this section, we analyze the stability of the schemes described in the previous section. We emphasize that the Fourier
method cannot be applied since the coefficients of those schemes are generally not constant even if the coefficient functions
a(x, t), b(x, t), and c(x, t) in PDE (3) are. This variable feature is caused by the non-uniformity and the time-dependence
nature of the mesh. Moreover, the energy method has been used for analyzing the stability of scheme (21) and (23) with
θ = 1 (the implicit Euler method) in [33,34] and scheme (23) with a variable θ case in [34], where θ is chosen (depending
on the mesh) such that the resulting scheme is unconditionally stable and has a second-order accuracy. Unfortunately,
it is unclear if the energy method works for other cases of schemes (21) and (23) and for scheme (18) at all. For these
reasons, we choose to use the L∞ norm in our stability analysis. The motivation is the observation that the solution of (16)
satisfies
∥un+1∥∞ ≤ ∥(An)−1∥∞∥Bn∥∞∥un∥∞, (25)
and
∥(An)−1∥∞ ≤ 1
min
i

|Ani,i| −

j≠i
|Ani,j|
 , (26)
∥Bn∥∞ = max
i

j
|Bni,j|. (27)
Inequality (26) can be found in Varah [36]. Our goal is to show that the schemes described in the previous section
satisfy
min
i

|Ani,i| −

j≠i
|Ani,j|

≥ 1, (28)
max
i

j
|Bni,j| ≤ 1. (29)
Combining these with (25), we then have ∥un+1∥∞ ≤ ∥un∥∞, and thus the schemes are stable.
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3.1. Stability of the schemes based on a non-conservative form
We first consider scheme (16) with the coefficients given in (18).Wewant to find the conditions to ensure that Anj,j+1 ≤ 0
and Anj,j−1 ≤ 0, which will help ensure (28). From (18), we can easily see that these can be satisfied when
bn+1j+1/2 − x˙nj+1/2 ≤
2an+1j+1/2
(xn+1j+1 − xn+1j )
,
bn+1j−1/2 − x˙nj−1/2 ≥
2an+1j−1/2
(xn+1j − xn+1j−1 )
.
Combining these conditions givesx˙nj+1/2 − bn+1j+1/2 ≤ 2an+1j+1/2
(xn+1j+1 − xn+1j )
. (30)
From the non-positiveness of Anj,j+1 and A
n
j,j−1, we have
Anj,j − |Anj,j+1| − |Anj,j−1| = Anj,j + Anj,j+1 + Anj,j−1
= 1+ 2∆tnθ

bn+1j+1/2
xn+1j+1 − xn+1j−1

− 2∆tnθ

bn+1j−1/2
xn+1j+1 − xn+1j−1

+∆tnθcn+1j
= 1+∆tnθ

cn+1j +
2(bn+1j+1/2 − bn+1j−1/2)
xn+1j+1 − xn+1j−1

≥ 1, (31)
provided that
cn+1j +
2(bn+1j+1/2 − bn+1j−1/2)
xn+1j+1 − xn+1j−1
≥ 0, n = 0, . . . ,N − 1. (32)
Inequality (31) implies that An is strictly diagonally dominant and thus non-singular. Inequality (32) is a central finite-
difference approximation to condition (7), and it holds when the mesh is sufficiently dense and satisfies
max
j
(xnj − xnj−1) ≤
C
J
(33)
for some positive constant C .
We next look into condition (29). To this end, we require that Bnj,j−1 ≥ 0 and Bnj,j+1 ≥ 0. From (18), this leads tox˙nj+1/2 − bnj+1/2 ≤ 2anj+1/2(xnj+1 − xnj ) . (34)
This is similar to condition (30), except that the quantities excluding the mesh speed are now evaluated at t = tn. Using this
condition, from (18), we have
Bj,j ≥ 1−
4∆tn(1− θ)anj+1/2
(xnj+1 − xnj−1)(xnj+1 − xnj )
− 4∆tn(1− θ)a
n
j−1/2
(xnj+1 − xnj−1)(xnj − xnj−1)
− (1− θ)∆tn

cnj +
2(bnj+1/2 − bnj−1/2)
xnj+1 − xnj−1

.
Thus, requiring the right-hand-side term to be non-negative gives to the CFL condition
(1− θ)∆tn ≤

4anj+1/2
(xnj+1 − xnj−1)(xnj+1 − xnj )
+ 4a
n
j−1/2
(xnj+1 − xnj−1)(xnj − xnj−1)
+ cnj +
2(bnj+1/2 − bnj−1/2)
xnj+1 − xnj−1
−1
. (35)
Note that the sum in the bracket on the right-hand side is positive.
We are now ready to verify (29). Since all of the non-zero entries of Bn are positive, we have
|Bnj,j+1| + |Bnj,j| + |Bnj,j−1| = Bnj,j+1 + Bnj,j + Bnj,j−1
= 1−∆tn(1− θ)

cnj +
2(bnj+1/2 − bnj−1/2)
xnj+1 − xnj−1

≤ 1, (36)
where we have used (32) in the last step. Hence, (29) holds.
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We summarize the above result in the following proposition.
Proposition 3.1. Assume that (32) is true. If conditions (30) and (34) and the CFL condition (35) hold, then the scheme (18) is
stable in the L∞ norm.
It is remarked that the CFL condition (35) is not affected by mesh movement, and it has the same form for both fixed and
moving meshes. On the other hand, conditions (30) and (34) are the additional restrictions caused by mesh movement. For
meshes satisfying (33), they essentially require
∥x˙− b∥∞ = O( J). (37)
This can be satisfied for sufficiently large J for bounded mesh movement speed x˙ and convection term b. In this sense, we
can conclude thatmeshmovement has only amild effect on the stability of scheme (18) for linear convection–diffusion equations.
Similarly, the following proposition can be proven for scheme (21).
Proposition 3.2. Scheme (21) is stable in the L∞ norm under the conditions
cn+1j +
bn+1j+1 − bn+1j−1
xn+1j+1 − xn+1j−1
≥ 0 (38)
|x˙nj − bn+1j+1 | ≤
2an+1j+1/2
xn+1j+1 − xn+1j
, |x˙nj − bn+1j−1 | ≤
2an+1j−1/2
xn+1j − xn+1j−1
, (39)
|x˙nj − bnj+1| ≤
2anj+1/2
xnj+1 − xnj
, |x˙nj − bnj−1| ≤
2anj−1/2
xnj − xnj−1
, (40)
and the CFL condition
(1− θ)∆tn ≤

2anj+1/2
(xnj+1 − xnj )(xnj+1 − xnj−1)
+ 2a
n
j−1/2
(xnj − xnj−1)(xnj+1 − xnj−1)
+ cnj
−1
. (41)
3.2. Stability of the scheme based on a conservative form
The procedure used in the previous subsection can also be used for scheme (23). Indeed, the following proposition can
be proven with the use of the identity
θ
2

xnj+1 − xnj−1
+ 1− θ
2

xn+1j+1 − xn+1j−1
 = 1
2

xn+1j+1 − xn+1j−1
− θ∆tn x˙nj+1/2 − x˙nj−1/2
= 1
2

xnj+1 − xnj−1
+ (1− θ)∆tn x˙nj+1/2 − x˙nj−1/2 .
Proposition 3.3. Scheme (23) is stable in the L∞ norm under conditions (30), (32) and (34) and the CFL condition
(1− θ)∆tn ≤
θ

xnj+1 − xnj−1
+ (1− θ) xn+1j+1 − xn+1j−1 
4anj+1/2
xnj+1−xnj +
4anj−1/2
xnj −xnj−1 + c
n
j (x
n
j+1 − xnj−1)+ 2(bnj+1/2 − bnj−1/2)
. (42)
4. A numerical example
In this section, we present some numerical results to illustrate the theoretical findings in the previous section. We
consider an IBVP in the form (3)–(5) with the coefficients given by
a(x, t) = 1, b(x, t) = c(x, t) = f (x, t) = 0. (43)
Functions u0(x), gl(t), and gr(t) in the initial and boundary conditions are chosen such that the exact solution of the IBVP is
given by
u(x, t) = e−4t sin(2x). (44)
The physical domain is defined as
xl(t) = π3 sin(ωt), xr(t) = π −
π
3
sin(ωt), (45)
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(a) ω = π . (b) ω = 20π .
Fig. 1. The trajectories of the meshes of J = 40 are shown for ω = π and ω = 20π .
where ω is a parameter controlling the moving speed of the boundary. For this example, b = c = 0, and condition (7) and
its discrete counterparts (32) and (38) hold unconditionally.
For a given J , the mesh is defined as
xj(t) = xl(t)+ jJ (xr(t)− xl(t)), j = 0, . . . , J. (46)
The trajectories of the meshes of J = 40 for ω = π and ω = 20π are shown in Fig. 1. A constant time step size is used and
the IBVP is integrated till T = 1 in all computations.
The first set of numerical results is shown in Fig. 2; the results were obtained with scheme (18) (θ = 0.5 and θ = 1)
for ω = π . Fig. 2(a) shows the maximum error as a function of ∆t for J = 1000. For this large value of J , the spatial
discretization error is ignorable, and the total error behaves, as predicted, like O(∆t) and O(∆t2) for θ = 1 and θ = 0.5,
respectively. To verify the convergence of the error in space, we take ∆t = (π/J)2. Since the θ scheme converges at the
rate of O(∆t) + O( J−2) for θ = 1 and O(∆t2) + O( J−2) for θ = 0.5, we expect to see a second order of convergence as
J increases. This can be seen in Fig. 2(b), where the error is plotted as a function of J . Interestingly, we can also see that the
Crank–Nicolson scheme (θ = 0.5) is more accurate than the implicit Euler scheme (θ = 1) although both are of second
order in space.
It is pointed out that the CFL condition (35) is violated for the case θ = 0.5 and J = 1000 with large∆t (say 0.1 and 0.5).
But Fig. 2(a) shows that the error is bounded and that no instability occurs. This seems to suggest that the CFL condition (35)
obtained with the L∞ analysis is only a sufficient condition and that the Crank–Nicolson scheme is unconditionally stable
on moving meshes.
The results obtained forω = 20π are shown in Fig. 3. The same convergence order of the error can be observed.Moreover,
Fig. 3(a) shows that the error has a big jump near ∆t = 0.05. (This also happens with other schemes for ω = 20π .) An
explanation for this is that the fast movement of the boundary causes a higher error in the solution, and this error is felt
only when the boundary movement is resolved with sufficiently small ∆t . Finally, it is noted that the mesh speed is very
large for the current situation, and conditions (30) and (34) are violated for small J . But the results in Fig. 3(b) show that the
scheme is stable for the values of J considered. Once again, this indicates that (30) and (34) are only sufficient.
The results obtained with schemes (21) (based on a non-conservative form) and (24) (based on a conservative form) are
comparable to those obtained with scheme (18). To save space, we only show the results obtained with (24) for ω = 20π
in Fig. 4.
5. Conclusions and further comments
In the previous sections, we have studied the stability of three moving FDM-θ schemes in the form (16) with the
coefficients given in (18), (21) and (24), respectively. These schemes are obtained using central finite differences for
spatial discretization and the θ method for temporal discretization of both conservative and non-conservative forms of
the transformed physical PDE (cf. (12) and (13)). The stability analysis is carried out in the L∞ norm, and the main results
are summarized in Propositions 3.1–3.3. The stability conditions obtained consist of the CFL condition and the mesh speed
related conditions.
The CFL conditions for the three schemes, (35), (41) and (42), are independent of mesh speed. In fact, they have exactly
the same form as that obtained for fixed meshes in the L∞ norm. An explanation for this is that the major cause of mesh
movement is the extra convection term, which has a less significant effect on time step size than the diffusion term. On the
other hand, the extra convection term does put a constraint on how fast the mesh can move while maintaining the stability
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(a) J = 1000, ω = π . (b)∆t = (π/J)2 , ω = π .
Fig. 2. The solution error is plotted as function of∆t or J for scheme (18) based on a non-conservative form of the transformed PDE.
(a) J = 1000, ω = 20π . (b)∆t = (π/J)2 , ω = 20π .
Fig. 3. The solution error is plotted as function of∆t or J for scheme (18) based on a non-conservative form of the transformed PDE.
(a) J = 1000, ω = 20π . (b)∆t = (π/J)2 , ω = 20π .
Fig. 4. The solution error is plotted as function of∆t or J for scheme (24) based on a conservative form of the transformed PDE.
of the underlying numerical scheme. For meshes satisfying (33), conditions (30), (34), (39) and (40) require their speed to
satisfy
∥x˙− b∥∞ = O( J), (47)
where J is the number ofmesh points. Obviously, this can be satisfied by ameshwith a large number of points. The condition
is weaker than (1), which requires the mesh speed to be of constant order compared to the flow velocity b. It is also worth
pointing out that condition (2) is not required in our L∞ stability analysis of the three schemes.
Finally, it is emphasized that the stability conditions obtained are only sufficient. Numerical results in Section 4 show that
the violation of these conditions, especially the mesh speed related conditions, does not immediately result in instability in
the computation. It is interesting to know if this is also true for more challenging PDEs and in multi-dimensional situations.
These will be topics for future investigations.
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