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Abstract. We examine several aspects of black hole horizon physics using the
Melvin-Kerr-Newman (MKN) family of spacetimes. Roughly speaking these are black
holes immersed in a distorting background magnetic field and unlike the standard
Kerr-Newman (KN) family they are not asymptotically flat. As exact solutions with
horizons that can be highly distorted relative to KN, they provide a good testbed for
ideas about and theorems constraining black hole horizons.
We explicitly show that MKN horizons with fixed magnetic field parameter may be
uniquely specified by their area, charge and angular momentum and that the charge and
angular momentum are bound by horizon area in the same way as for KN. As expected,
extremal MKN horizons are geometrically isomorphic to extremal KN horizons and
the geometric distortion of near-extremal horizons is constrained by their proximity
to extremality. At the other extreme, Melvin-Schwarzschild (MS) solutions may be
infinitely distorted, however for intermediate cases any non-zero charge or angular
momentum restricts distortions to be finite. These properties are in agreement with
known theorems but are seen to be satisfied in interesting and non-trivial ways.
1. Introduction
The basic properties of Kerr-Newman (KN) spacetimes are well-known (see for example
[1] or [2]). There is a black hole region from which no signal can be sent to infinity
and the boundary of that region is the event horizon. Geometrically the horizon is a
non-expanding null surface and is a Killing horizon. Inside the horizon are trapped
surfaces and a gravitational singularity.
Physically these black holes have well-defined notions of total mass-energy M ,
charge Q and angular momentum J . Those quantities are related via the Smarr law:
M =
κ
4piG
A+ ΩJ + ΦQ . (1)
where A is the area of a cross-section of the horizon and κ, Ω and Φ are respectively its
surface gravity, angular velocity and Coulomb potential. Variations of these quantities
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through the set of all possible KN solutions gives rise to the first law of black hole
mechanics:
dM =
κ
8piG
dA+ ΩdJ + ΦdQ (2)
The celebrated black hole uniqueness theorems ([3] for a review) mean that all of
these properties are more than just peculiarities of a particular set of solutions. Those
theorems tell us that, in four dimensions, KN black holes are the only asymptotically
flat, stationary and axisymmetric Einstein-Maxwell black holes. From the perspective
of a black hole and its characteristic time-scale, most astrophysical processes are nearly
stationary and nearly asymptotically flat. Thus most astrophysical black holes are
(perturbed) KN black holes.
However, most is not all. Some extreme astrophysical process, such as black hole
formation or the final stages of a black hole merger are certainly not (perturbatively) KN:
they are not nearly stationary and may also contain extra matter fields. More generally,
alternative theories of gravity contain non-KN black holes. Thus there are good physical
reasons to study other, non-KN black holes. From a mathematical perspective it is
also of interest to study alternative or distorted black holes in order to sharpen our
understanding of mathematical definitions of black holes and better appreciate the
degree to which well-known properties are (or are not) peculiar to KN solutions.
Perhaps the easiest way to obtain non-KN black holes is to violate asymptotic
flatness. The best-known solutions of this type are the (vacuum) Weyl-distorted
Schwarzschild spacetimes [4]. Like standard Schwarzschild, these solutions contain
Killing horizons, trapped surfaces inside those horizons and interior singularities.
However in other ways they differ significantly. The horizons are no longer spherically
symmetric as the distortions force them to become oblate or prolate. The singularity is
similarly distorted [5]. While there are always trapped surfaces close to the singularity,
for sufficiently large distortions there are no longer trapped surfaces “just inside” the
horizon[6].
The distortions in these spacetimes are induced by distortions of the asymptotic
structure and by similar methods one can also distort both Reissner-Nordstro¨m[7, 8]
and KN[9, 10] solutions. Most generally, stationary axisymmetric electrovac spacetimes
may be written as Ernst solutions[11] and there are many solution generating techniques
that take existing solutions and generate new ones[12]. In this paper we focus on a
class of solutions generated by Harrison transforms of KN spacetimes. These Melvin-
Kerr-Newman (MKN) spacetimes describe a black hole immersed in a background
magnetic field (see, for example, [13, 14, 15, 16, 17, 18, 19, 20]). Though quite
complicated algebraically they are conceptually relatively easy to work with as the
degree of distortion is parameterized by a single parameterB which is associated with the
distorting magnetic field. MKN solutions are not asymptotically flat and the strength
of the electromagnetic field actually grows as one moves away from the black hole.
When interpreting these solutions, the loss of asymptotic flatness results in other
complications beyond the exact definition of a black hole. While surface area A, charge
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Q and angular momentum J remain well-defined for any axisymmetric horizon the other
quantities appearing in the first law become problematic. The standard definitions of
surface gravity κ and angular velocity Ω depend on the normalization of a global “time”
and its associated Killing vector field at infinity. The preferred gauge for the Coulomb
potential Φ also references infinity. Without asymptotic flatness it is no longer clear
how to do any of this.
Similarly, the standard ADM mass is only defined for asymptotically flat[1] or
asymptotically anti-deSitter[21, 22] spacetimes. There is no universally agreed method
for defining the mass of spacetimes with exotic asymptotics and it is not even obvious
that the mass of such a spacetime even should be well-defined. For an asymptotically
flat spacetime the ADM mass is equivalent to the Newtonian mass as measured in the
weak field zone (far from the source the gravitational field is essentially Newtonian)
however for other asymptotics there is no such region.
With all of these uncertainties the status of the Smarr relation (1) and first law
(2) is unclear: many of the quantities may no longer be well-defined. While there are
proposals to deal with the uncertainties (such as the isolated horizon formalism [23, 24]
or a recent MKN-specific proposal [19]) the problem is not fully resolved. That said,
not all structure is lost: horizon uniqueness and constraint theorems remain. Most of
these have been proved for marginally outer trapped surfaces (MOTS) which provide
the standard quasilocal characterization of a black hole boundary: examples of these
include apparent horizons as well as instantaneous slices of Killing horizons and isolated
horizons. Then with the extra assumption that the MOTS be stable (essentially there
are trapped surfaces “just inside” the horizon) and axisymmetric it has been shown
[25, 26] that there is a universal bound that is identical in form to that for KN horizons:
Q4 + 4J2 ≤ R4 , (3)
where R =
√A/4pi is the areal radius of a cross-section of the horizon and J is the total
angular momentum. This bound will then also hold for any axisymmetric distorted
horizon that is stable and marginally outer trapped (the MKN horizons satisfy this
condition).
It has also been known for quite a while that the KN family of extremal Killing
horizons are the unique extremal horizons in four-dimensional electrovac spacetimes
[27, 28, 29]. That is, if (3) is saturated then the intrinsic geometry along with certain
components of the extrinsic curvature of the horizon and electromagnetic field at the
horizon are identical to those of a member of the KN family‡.
There are also several interesting results which provide bounds using the Komar
angular momentum JK (total angular momentum minus the matter contributions).
Again assuming an axisymmetric and stable MOTS it has been demonstrated [31, 32, 33]
that for any matter fields satisfying the dominant energy condition, the possible values
‡ Examples of non-spherically symmetric Weyl-distorted spacetimes which nevertheless contain
extremal spherically symmetric Reissner-Nordstro¨m-type horizons can be found in [30].
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of the Komar angular momentum are bound by the areal radius:
|JK| ≤ R
2
2
. (4)
This is saturated only for horizons whose geometries are isomorphic to extremal Kerr. So
this is another bound that should apply to MKN horizons. Quite recently this result has
been extended to demonstrate that if the bound is nearly saturated then the horizon is
necessarily nearly extremal Kerr and even far from extremality the Kerr-family provides
constraints on possible horizon geometries [34].
Using the MKN solutions as a concrete example, this paper will explore these
bounds. The plan is as follows. In Section 2 we introduce the MKN spacetimes
and calculate basic physical properties including horizon location, (non-unique) surface
gravity, electric and magnetic charge and angular momentum. This is mostly a review
of existing knowledge. Section 3 is the beginning of new material. We show that for a
fixed value of the magnetic field parameter one can uniquely identify MKN horizons by
its areal radius, charge and angular momentum. We also demonstrate that the Harrison
transform preserves the degree of extremality of the KN seed and finally consider the
Komar angular momentum bound. Section 4 explores the range of possible MKN horizon
geometries and tests them against the bounds and constraints discussed above. Section
5 concludes the paper with a brief discussion. In Appendix A we give the explicit forms
of several important (but lengthy) functions which appear in the MKN metrics.
2. Melvin-Kerr-Newman Spacetimes
2.1. Form of the solutions
The Melvin-Kerr-Newman (MKN) family of solutions [14, 15] is described by a metric
and electromagnetic potential respectively of the form
ds2 =
1
f
(
−∆ sin2θdt2 +H sin2θ
(
dr2
∆
+ dθ2
))
+ f
(|Λo|2dφ− ωdt)2 ,(5)
and
A = Atdt+ |Λo|2Aφdφ . (6)
Of the functions appearing in this solution, two are the same as for Kerr-Newman:
∆ = r2 − 2mr + a2 + q2 and (7)
H = (r2 + a2)2 −∆a2 sin2θ , (8)
while f , ω and At and Aφ are different from KN and algebraically formidable. They
are defined by the complex MKN Ernst potentials (EMKN,ΦMKN). For a general review
of Ernst solutions see [11]. Here we will just define the parts necessary for studying the
metric.
First the potentials. These are generated by a Harrison transform of the regular
KN seed potentials (EKN,ΦKN). For KN
fKN =
H sin2θ
Σ
, (9)
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with Σ = r2 + a2 cos2θ and the electromagnetic potential
ΦKN = q
(
a− ir cosθ
r + ia cosθ
)
. (10)
Along with the twist potential
ϕKN =
2a cosθ
Σ
(−2m(r2 + a2) + (a2m−mr2 + q2r) sin2θ) (11)
these define:
EKN ≡ fKN + ΦKNΦ¯KN + iϕKN . (12)
In terms of the seeds, the MKN potentials are then
E = EKN
Λ
and (13)
Φ =
ΦKN +
1
2
BEKN
Λ
(14)
for
Λ = 1 +BΦKN +
1
4
B2EKN , (15)
where B is a free parameter.
The defining functions for the MKN solutions are then obtained from the potentials
in the following way. First, as in (12), f is defined by the real part of EMKN:
f = Re(E)− ΦΦ¯ . (16)
The imaginary part is again the twist potential
ϕ = Im(E) (17)
and defines ω via the system of differential equations
∂rω = − sinθ
f 2
(
∂θϕ+ i(Φ¯∂θΦ− Φ∂θΦ¯)
)
and (18)
∂θω =
∆ sinθ
f 2
(
∂rϕ+ i(Φ¯∂rΦ− Φ∂rΦ¯)
)
.
The potential Φ is composed of the φ-components of Aa and A˜a (the “dual” vector
potential that generates ?F ):
Φ ≡ Aφ + iA˜φ . (19)
Thus the t component of (6) is also defined by differential equations:
∂rAt = − 1
2f
(
∆ sinθ∂rA˜φ + 2fω∂θAφ
)
and (20)
∂θAt =
1
2f
(
sinθ∂θA˜φ − 2fω∂rAφ
)
.
Finally,
|Λo|2 = |Λθ=0|2 = 1 +
(
3q2
2
)
B2 + (2amq)B3 +
(
a2m2 +
q4
16
)
B4 . (21)
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This factor is included to eliminate conical singularities from the metric.
Equations (18) and (20) can be solved and f , ω and Aa written out explicitly
but they are complicated enough (see for example [20]) that the forms are not very
helpful and most direct calculations with the explicit metric are not practical. Luckily,
it turns out that a knowledge of the Ernst potentials is sufficient for many calculations,
including most of the quantities used in this paper. For a few calculations, values of
some of metric components and electromagnetic potential at the horizon are required
and these are given in Appendix A.
If we set m = a = q = 0, this spacetime is the Melvin magnetic universe[35, 36, 13].
The MKN solutions can be thought of as black holes immersed in background magnetic
fields, where B parameterizes the strength of the magnetic field. That said the
physical interpretation is not completely straightforward as these spacetimes are neither
asymptotically flat nor even asymptotically Melvin[16, 20]. Since we focus on quasilocal
quantities and horizons this is not a major concern for us.
2.2. MKN Horizons
In this subsection we locate MKN horizons and study their basic geometric properties.
2.2.1. Killing horizon and surface gravity Given the asymptotics of the MKN
spacetimes, they do not contain event horizons. However, if there is an event horizon
at r = rH in a seed KN solution, it remains as a Killing (and hence marginally outer
trapped) horizon for all MKN solutions generated from it via the Harrison transform.
That is r = rH for all values of B. The associated Killing vector field is
ξo =
∂
∂t
+
ΩH
|Λo|2
∂
∂φ
, (22)
where ΩH is the constant value of ω as evaluated on the horizon (see Appendix A for
the explicit form).
We consider the geometry of this horizon. On two-dimensional cross-sections the
induced metric is
dS2 = GH(θ)dθ
2 +
( |Λo|4(r2H + a2)2
GH(θ)
)
sin2θdφ2 (23)
where GH(θ) is a quite complicated function (Appendix A again).
This metric, of course, fully determines the intrinsic geometry including the area
element which does not depend on GH(θ):
˜H = |Λo|2(r2H + a2) sinθdθ ∧ dφ . (24)
Hence, the area of the horizon is
AMKN = 4pi|Λo|2(r2H + a2) , (25)
and so relative to the KN seed solution AMKN = |Λo|2AKN.
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The surface gravity associated with ξo is even more closely related to that of the
seed solution. By the standard methods for Killing horizons [1] this can be calculated
from the relation:
κ2 = −1
2
(∇aξob )(∇aξbo) , (26)
whence:
κMKN =
1
2(r2H + a
2)
d∆
dr
∣∣∣∣
rH
=
(
rH −m
r2H + a
2
)
= κKN , (27)
where κKN is the surface gravity of the seed solution. For this scaling of the Killing vector
field the surface gravity is unchanged, however it is important to keep in mind that ξo
may be rescaled by any constant ξo → αoξo and still be a suitable horizon-defining
Killing vector field. There is no natural way to fix this scaling; unlike the KN family of
spacetimes, the full MKN family is not asymptotically flat and so an appropriate scaling
cannot be read off from infinity. The surface gravity is only defined up to this freedom.
One characterization of an extremal horizon is one whose surface gravity vanishes.
For this purpose the rescaling freedom does not matter: if we rescale zero by a constant
then it is still zero. Thus the transformation of an extremal horizon is also extremal.
2.2.2. Horizon as a marginally outer trapped surface Next let us consider the null
expansions of the horizon. Surfaces of constant t and r have outward and inward oriented
null normals:
` =
∂
∂t
+
∆√
A
∂
∂r
+
ω
|Λo|2
∂
∂φ
(28)
N =
f
2 sin2θ
(
1
∆
∂
∂t
− 1√
A
∂
∂r
+
ω
|Λo|2∆
∂
∂φ
)
.
Here the scaling has been carefully chosen so that the vectors remain geometrically
well-defined at the horizon (even though the coordinate system itself fails there). In
particular note that on the Killing horizon, the Killing vector field ξo = `.
Then the associated outward expansion is
θ(`) = q˜
ab∇a`b = ∆Hr
2A3/2
(29)
for the inverse two-metric q˜ab = gab + `aN b + `bNa. It is clear that this vanishes on the
Killing horizon: as always the Killing horizon is a MOTS.
The inward expansion is
θ(N) = q˜
ab∇aNb = − Arf
4H3/2 sin2θ
(30)
and on the horizon this takes the form
θ(N)
∣∣
H
= −
(
4r4 + a2(3r2 − a2 sin2θ − q2 sin2θ − r2 cos2θ)
r(r2 + a2)GH(θ)
)
(31)
This is clearly negative everywhere for Melvin-Schwarzschild (MS) for which
θ(N)
∣∣MS
H
= − 16
r
(
4 + r2B2 sin2θ
)2 , (32)
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however a little algebraic analysis shows that this property continues to hold for all values
of (r, a, q, B). Thus the inward expansion of the Killing horizon is always negative and
by the discussion of [37] the Killing horizon is a future outer trapping horizon [38] with
fully trapped surfaces “just inside”. Equivalently in the language of [25, 26] the negative
inward expansion implies that the horizon is stable. This is true for arbitrarily large
B and is what one would intuitively expect for a black hole horizon§. It will also be
relevant in Sections 4.2 and 4.4 where we consider theorems which restrict the horizon
geometry: these theorems require stable MOTS.
2.3. Physical properties
We now turn to physical properties of the MKN horizons. The electric and magnetic
charges are uniquely defined and there are two common measures of angular momentum:
the total angular momentum and the Komar angular momentum. In the next sections
we will use them, along with surface area A, to characterize our horizons. These are
each calculated on spacelike two-dimensional surfaces S that respect the symmetries of
the spacetime.
2.3.1. Electric and magnetic charges First, for any two-surface S, the contained electric
and magnetic charges are:
Q ≡ 1
4pi
∫
S
F˜ =
1
4pi
∫
S
dA˜ =
1
4pi
∫
S
˜E⊥ (33)
P ≡ 1
4pi
∫
S
F =
1
4pi
∫
S
dA =
1
4pi
∫
S
˜B⊥
where the two-forms are understood to be pulled back into T 02S, ˜ is the induced area
element on the two-surface (24) and E⊥ = `aN bFab and B⊥ = `aN bF˜ab are the normal
components of the electric and magnetic fields. Note that these charges are determined
directly by the components of the electromagnetic potential Φ.
Evaluating these for MKN the magnetic charge is seen to vanish (P = 0) while [18]:
QMKN =
|Λo|2
2
[
A˜MKNφ
]θ=0
θ=pi
= q + 2amB − 1
4
q3B2 . (34)
2.3.2. Angular momentum The total angular momentum includes matter contributions
and has been derived by many different methods including those of Brown-York[40] and
isolated and dynamical horizons[24, 41]. Calculated on a spacelike two-surface S that
respects the rotational symmetry:
J ≡
∫
S
˜φa(˜a + ˜
EM
a ) (35)
§ Intuitively appealing as it is, this property does not always hold. There are Weyl-Schwarzschild
spacetimes for which θ(N)
∣∣
H
changes sign on the horizon[6]. Also, in highly dynamical spacetimes
where horizons “jump” there can be MOTSs for which the fully trapped region lies outside rather than
inside the surface[39]. In neither of these situations is the horizon stable.
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where φa is the rotational Killing vector (scaled so that its integral curves have affine
length 2pi) and the geometric and matter contributions to the angular momentum are
respectively:
˜a = − 1
8pi
q˜baNc∇b`c and ˜EMa =
1
4pi
E⊥A˜b (36)
where `a and Na are null normals to S as in Section 2.2.2 and A˜b = q˜
c
b Ac .
Attempting to calculate this directly for the MKN spacetime in Boyer-Lindquist
coordinates is not practical: the resulting expressions are too complicated to handle
even with the help of computer algebra. However, it can be calculated relatively easily
from the Ernst potentials (or see [19] for an equivalent method):
JMKN =
|Λo|4
8
[
ϕ+ 2AφA˜φ
]θ=0
θ=pi
(37)
= am− q3B − 3
2
q2amB2 − q
(
2a2m2 +
1
4
q4
)
B3 − am
(
a2m2 +
3
16
q4
)
B4 .
Then, as for the electromagnetic charges, this quantity is almost independent of the
particular S used for the calculation: if S encloses the horizon J = JMKN but if it
doesn’t then J = 0.
In future sections, an unqualified “angular momentum” will always mean total
angular momentum however occasionally we instead specify the Komar angular
momentum[1]. This is generally thought of as the angular momentum of the
gravitational fields alone and in terms of the quantities discussed above‖:
JK ≡
∫
S
˜φa˜a . (38)
Unlike the total angular momentum, the value of JK does depend on where it is evaluated.
For the familiar case of asymptotically flat electrovac spacetimes (like KN):
J = JK[S∞] , (39)
where S∞ is a sphere at spacelike infinity: the electromagnetic terms fall off quickly
enough that their contribution vanishes. However for more general asymptotics this is
not necessarily the case. In particular for MKN the electromagnetic field does not drop
off but instead grows in strength as one approaches infinity.
The Komar angular momentum for MKN does not evaluate to a simple form like
(37). We evaluate it on the horizon (the value needed for the theorems that we will
consider in later sections) however even there things are not simple. On a cross-section
of the Killing horizon SH:
JK[SH] =
|Λ0|2(r2H + a2)4
8
∫ pi
0
(
sin3 θ∂rω
G2H(θ)
)
dθ (40)
‖ The reader may be more familiar with an expression of the form
JK =
1
16
∫
S
˜
(
`aN b∇aφb
)
=
1
16
∫
S
?dφ ,
where here dφ is the exterior derivative of φa.
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where ∂rω may be calculated from (18). While this integral can be evaluated in closed
form, the result is complicated enough that it is not useful to present it explicitly (even
after significant simplification the expression is well over a page long). In future sections
we will evaluate this numerically when necessary.
3. Range of MKN spacetimes
In this section we consider the range of the physical parameters for the spacetimes
generated by the Harrison transformation.
In doing this it is useful to work with the measurable physical parameters (R,Q, J)
which, unlike metric parameters (m, q, a), are well defined for both KN and MKN
spacetimes. For KN solutions:
R =
√
r2H + a
2 , Q = q and J = am , (41)
where rH is the positive root of ∆(r) = r
2 − 2mr + a2 + q2 = 0. Conversely
m =
R2
2R
, rH =
(R2 +Q2)R
R2
, a =
2JR
R2
and q = Q , (42)
for R2 =
√
(R2 +Q2)2 + 4J2.
The effects of the Harrison transformations can then be rewritten as:
R2MKN =
(
1 +
(
3Q2
2
)
B2 + (2JQ)B3 +
(
J2 +
Q4
16
)
B4
)
R2 , (43)
QMKN = Q+ 2JB − 1
4
Q3B2 and (44)
JMKN = J −Q3B − 3
2
JQ2B2 −Q
(
2J2 +
1
4
Q4
)
B3 (45)
− J
(
J2 +
3
16
Q4
)
B4 .
To emphasize that these equations give the mapping between the measurable
characteristics of the seed and final solutions, we refer to them as the physical parameter
transforms. Then we can demonstrate the following important properties.
3.1. Physical parameters are sufficient to specify a unique MKN horizon
In this section we show that a set of values (Bo, Ro, Qo, Jo) is sufficient to specify a
unique MKN horizon, just as (Ro, Qo, Jo) is sufficient for KN.
As defined in Section 2.1, MKN spacetimes (and so horizons) are a four-parameter
family of spacetimes specified by (B,m, q, a). They can equivalently be specified by
(B,Rseed, Qseed, Jseed) but those are parameters for the seed rather than MKN horizon.
Thus to see that (Bo, Ro, Qo, Jo) is sufficient we need to demonstrate that the set of
equations
RMKN = Ro , QMKN = Qo and JMKN = Jo (46)
has a unique solution (R,Q, J) for each Bo.
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We begin by showing that a solution always exists. First, it is obvious that (43)
fixes R given a Q and J and so the proof rests on (44) and (45). The result is trivial
for B = 0 and so we restrict our attention to B 6= 0. Then we can use B to fix a length
scale and so remove it from the equations. For Q = Q˜/B and J = J˜/B2, (44) can be
solved for J˜ as:
J˜ =
1
2
(
1
4
Q˜3 − Q˜+ Q˜o
)
. (47)
Substituting this in (45) we get a ninth-degree polynomial equation in Q˜:
F (Q˜) = 0 (48)
where
F (Q˜) =
(
1
512
)
Q˜9 +
(
1
32
)
Q˜7 +
(
3Q˜o
128
)
Q˜6 +
(
3
16
)
Q˜5 +
(
5Q˜o
32
)
Q˜4
+
(
3Q˜2o
32
+
1
2
)
Q˜3 +
(
Q˜o
8
)
Q˜2 +
(
Q˜2o
8
+
1
2
)
Q˜ (49)
+
(
Q˜3o
8
− Q˜o
2
+ Jo
)
.
Given that F is of odd order, F (Q˜) = 0 has at least one solution and so the equations
(46) always have a solution.
It remains to show that it is unique. To see this note that
dF
dQ˜
=
1
512
(9Q˜4 + 4)
(
16Q˜2o + 8Q˜[Q˜
2 + 4]Q˜o + [Q˜
2 + 4]3
)
(50)
where we have regrouped the term in the right-most parentheses as a quadratic
polynomial in Q˜o. The discriminant of that term is everywhere negative and so
dF
dQ˜
is nowhere vanishing. Hence since it is positive when Q˜ = 0, it is positive everywhere.
Thus F (Q˜) is monotonically increasing and the mappings (43-45) are one-to-one from
(R,Q, J) to (RMKN, QMKN, JMKN) and we are done.
3.2. Harrison transform preserves the degree of extremality
The results of subsection 3.1 depend only on the form of the transformations and apply
for any real (Ro, Qo, Jo). However, the parameters are not entirely independent. For
KN horizons:
a2 + q2 ≤ m2 ⇐⇒ Q4 + 4J2 ≤ R4 (51)
where the inequality is saturated for extremal horizons.
As noted in the introduction, it has recently been proved that this inequality is
a universal bound for stable MOTS in four-dimensional electrovac spacetimes[25, 26]
(though it can be violated in anti-deSitter spacetimes [37] or in higher dimensions
[42, 43]). Thus we can define an extremality parameter
χ2 =
4J2 +Q4
R4
(52)
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such that 0 ≤ χ2 ≤ 1 with any χ2 = 1 horizon said to be extremal. This bound should
equally well apply to MKN horizons and in fact this is easy to see. By direct calculation
4J2MKN +Q
4
MKN = |Λo|4
(
4J2 +Q4
)
, (53)
and so
χ2MKN = 4J 2MKN +Q4MKN = 4J 2seed +Q4seed = χ2seed , (54)
where we have adopted the convention that a calligraphic quantity is the dimensionless
version of the corresponding physical property as scaled against Rseed or RMKN (as
indicated by the subscript). Thus the Harrison transformation preserves the degree
of extremality and in particular this confirms that the KN bound (3) also holds for
MKN horizons.
We can make use of this invariance to better understand the physical parameter
transforms. Figure 1a) shows how the transformation changes the physical properties
of the solution as B runs from −∞ to ∞. A particular seed solution is shown, however
the behaviour is generic: the evolution curve wraps around the Q4 + 4J 2 = χ2 surface
and ultimately asymptotes to
Q∞ = lim
B→±∞
QMKN = − Q
3
seed√
16J 2seed +Q4seed
(55)
J∞ = lim
B→±∞
JMKN = −Jseed
(
16J 2seed + 3Q4seed
16J 2seed +Q4seed
)
(56)
from both directions.
At the same time, from (43) it follows that RMKN has an absolute minimum at
B = 0:
d(R2MKN)
dB
=
B
4
(
Q2(3 +BQ2) + (4BJ + 3Q)2
)
. (57)
If either of Q or J are non-vanishing then this vanishes only for B = 0, is negative for
B < 0 and positive for B > 0. Thus area increases monotonically with the magnitude
of B and goes to infinity as B → ±∞. This is shown in Figure 1b) for the same seed
solution as earlier and again the behaviour is qualitatively generic. The only exception
is Q = J = 0 (Melvin-Schwarzschild) for which the area is independent of B.
3.3. Komar angular momentum is bound by area
Recall [31, 32, 33] that there is also a universal bound on the Komar angular momentum
(4). To confirm this for the MKN horizons we need to demonstrate that
|JK|
R2MKN
≤ 1
2
. (58)
This is not completely trivial even for pure KN. For B = 0:
JK
R2
=
1
R2
(
J − Q
2((Q2 +R2)2 − 4J2)
8J(Q2 +R2)
(59)
−Q
2((Q2 +R2)2 + 4J2)2
16J2(Q2 +R2)
arctan
(
2J
Q2 +R2
))
.
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Figure 1: Effect of Harrison transform on physical properties of MKN solutions.
a) On the left the black dot marks the physical properties of the seed solution Q = 0.2R
and J = 0.4R while the red line records how they evolve for changing B. The dark
purple surface around which it wraps is a surface of constant χ2 and the dashed line in
back shows the asymptotic value of the properties as B → ±∞.
b) On the right for the same values of (Q, J), areal radius increases monotonically with
the magnitude of B.
Scaling out R and plotting this for |Q| ≤ 1 and |J | ≤ 1
2
√
R4 −Q4 it can be seen that
(58) holds and is saturated only for Q = 0 and J = 1
2
. This is in agreement with the
theorems.
For MKN horizons the situation is much more complicated and not easily presented:
even after extensive algebraic simplification the expression for JK is well over a page long
and now depends on three variables (Q,J ,B) (with R scaled out). Though we have not
succeeded in analytically confirming (58) in this case, extensive numerical investigations
were all consistent with the inequality. For very large B the inequality is always far from
being saturated: asymptotically in B
|JK|
R2MKN
≈ O
(
1
B4
)
, (60)
and so goes to zero as B → ±∞. In fact (58) is only saturated for pure extremal Kerr:
(Q = 0,J = 1
2
,B = 0). It is never saturated for B 6= 0.
4. Horizon geometry
In this section we examine the geometry of MKN horizons which, in comparison to KN
horizons, range from highly distorted for MS (χ = 0) to isometric for extremal MKN
(χ = 1). We begin with the extremal case.
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4.1. Extremal MKN (χ = 1)
There are well-known theorems which prove that any four-dimensional electrovac
extremal isolated horizon is necessarily isomorphic to an extremal horizon in the Kerr-
Newman family[27, 28, 29]. This isomorphism includes an isometry of the cross-sections
of the horizon as well as identical angular-momentum one-forms (˜a+˜
EM), and pull-backs
of Fab and F˜ab into the surface. Consequently the areal radius, angular momentum and
electric and magnetic charges will also match those of the corresponding extremal Kerr-
Newman horizon. This result does not depend on global properties of the spacetime,
including asymptotic structure, and so certainly applies to the MKN spacetimes.
For MKN horizons, we can algebraically demonstrate this identity. Here we
just consider the geometry however similar calculations could be done for the other
properties. From (23) the induced metric on an extremal MKN cross-section is
dS2 = Gexdθ
2 + |Λo|4
(
(r2 + a2)2 sin2θ
Gex
)
dφ2 , (61)
where from Appendix A (after selectively substituting r2 = m2 = a2 + q2 and doing
some work to find the simplest possible form for the final expressions) we find
Gex = m
2
MKN + a
2
MKN cos
2θ (62)
where
mMKN = m+ aqB +
1
4
m
(
4a2 + q2
)
B2 (63)
aMKN = a− qmB − 1
4
a
(
4a2 + 3q2
)
B2 (64)
Note that we have left some ms in these expressions to avoid writing square roots¶.
The choice of variable names and disappearance of cos4θ terms in (62) is of course
no coincidence: by the uniqueness theorems the induced metric has to be of the same
form as for some extremal KN. Thus mMKN and aMKN are the metric parameters for the
extremal KN horizon which matches up with the MKN horizon. Combining this with
(44):
qMKN = q + 2amB − 1
4
q3B2 (65)
we have a specialized set of mappings that explicitly demonstrate how the Harrison
transform maps extremal KN horizons into extremal MKN horizons. It is a pleasant
surprise to find that they are simply quadratic in B (as opposed to the quartic
expressions for RMKN and JMKN). As a consistency check it is straightforward to show
that they reproduce (44-43) if those equations are restricted to the extremal case.
Of course such a mapping of metric parameters cannot be found in general. As will
be explicitly demonstrated in the next few subsections, non-extremal MKN horizons
(with B 6= 0) are not members of the standard KN family.
¶ This mapping was also observed independently in [44, 45].
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4.2. Near extremal geometries: χ . 1
There are also “near-uniqueness” theorems for near-extremal horizons. In [34], Reiris
and Gabach-Clement proved a series of results constraining axisymmetric black hole
horizons relative to that of extremal Kerr. In particular they showed that for spacetimes
satisfying the dominant energy condition there are universal bounds for how far the
horizon geometry and angular momentum one-form (expressed in their results as a
potential) may deviate from extremal Kerr. They also quantitatively showed how those
properties must approach extremal Kerr as the Komar angular momentum JK → 12R2.
Their results hold for our electrovac MKN spacetimes however we note that with
the inclusion of charge they necessarily become looser: for example Reissner-Norstro¨m
with Q = R is certainly extremal but for this horizon JK = 0. Thus, while they track
proximity to Kerr extremality with the parameter
δRGC = 2
√
R4
4J2K
− 1 , (66)
for our charged and rotating horizons it is more natural to track proximity to KN
extremality. As such we define the analogous
δ =
2
χ
√
1− χ2 = 2
√
R4
Q4 + 4J2
− 1 . (67)
This is equivalent to (66) for pure vacuum horizons.
As in the previous section we restrict our attention to horizon geometry, leaving
aside the angular momentum one-form and electromagnetic field components. In [34]
comparisons are made between a horizon and the extremal horizon with the same
angular momentum. With the inclusion of charge the equivalent comparison is the
MKN horizon with (RMKN, QMKN, JMKN) versus the extremal KN horizon characterized
by (
√
χRMKN, QMKN, JMKN).
Adopting the notation of [34] we write horizon metrics in areal form
dS2 = R4MKN
(
GH
R4MKN
)
dθ2 +
(
R4MKN
GH
)
sin2θdφ2 , (68)
and compare the areal radii and eσ =
R4MKN
GH
.
Rewriting both as functions of (δ,J ,B, θ) (R may be scaled out) we can expand
them around δ = 0. The areal radius ratio is easy:
RMKN
Rextreme KN
=
1√
χ
=
4
√
1 +
δ2
4
= 1 +
δ2
16
+O(δ4) . (69)
The second involves GH and is algebraically very complicated. It is not very useful to
present it here in closed form, however after (numerically) extremizing over θ, J and B
it is not hard to show that:
1− δ
2
8
+O(δ4) ≤ e
σMKN
eσextreme KN
≤ 1 + δ
2
8
+O(δ4) (70)
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with the lower bound attained for θ = pi
2
, J = 0, B → ±∞ and the upper for θ = 0, pi
(independent of B and J ).
Thus, even for arbitrarily large B the near-extremal MKN horizons are tightly
constrained by the extremal KN geometries. Far from extremality this is not the case.
4.3. Melvin Schwarzschild (χ = 0)
MKN spacetimes with χ = 0 are MS and it is straighforward to see that increasing B
causes these horizons to become more prolate. To see this note that for χ = 0, the
metric on the horizon (23) takes the particularly simple form:
dS2 = R2
(
λ2dθ2 +
sin2θ
λ2
dφ2
)
(71)
where
λ2 =
GH
R2
=
(
1 +
B2 sin2 θ
4
)2
. (72)
The horizon geometry can then be seen to have several characteristics.
4.3.1. Prolateness: From the metric it is clear that while the horizon area is
independent of B the overall geometry is not. As B → ±∞ the length of the prime
meridian similarly diverges while the length of any parallel of latitude goes to zero. The
horizon becomes infinitely long and infinitely thin as compared to the Schwarzschild
horizon of the same area. Representative cases appear in Figure 2.
4.3.2. Negative curvature at equator: However, these horizons do more than just stretch
out. For sufficiently large B they also develop an hourglass shape, the occurrence of
which is signalled by the development of a region of negative Gaussian curvature around
the equator. This can be seen in Figure 2, but can also be easily demonstrated from
the two-dimensional Ricci scalar on the horizon:
R˜MS =
32 (16 + 32 cos2θB2 + (3 cos4θ − 2 cos2θ − 1)B4)
R2(4 + B2 sin2θ)4 . (73)
At the equator
R˜MS
(pi
2
)
=
32(4− B2)
R2(4 + B2)3 (74)
and so the horizon is hyperbolic there for |B| > 2.
4.3.3. Off-equator great circles: More details about the shape can obtained by
considering the circumference of the parallels of latitude. We look for the longest
parallels: great circles in the terminology of [34]. The circumference function
C(θ) =
8pi sin θ
4 + B2 sin2θ , (75)
Insights from Melvin-Kerr-Newman spacetimes 17
Figure 2: Three MS horizons embedded in R3. The magnetic field parameters are: a)
B = 0.1, b) B = 2.0 and c) B = 4.0. All axes are in units of m = R/2.
has extrema at θ = pi
2
and θ = arcsin
(
2
B
)
. For |B| < 2 only the first is real and is a
maximum: the horizon is convex in the usual way and the great circle is the equator.
However for |B| > 2 the equator switches to becomes a minimum while the second pair
of solutions are the maxima (the bulges of the hour-glass). As B → ±∞ the great circles
move to the poles.
4.3.4. Great circle versus equator: For |B| > 2 the lengths of the equator and great
circles are
Ceq =
8pi
4 + B2 and Cgc =
2pi
|B| (76)
respectively. Thus while both are squeezed to zero length as B → ±∞
lim
B→±∞
Cgc
Ceq
=∞ . (77)
The bulge circumference becomes arbitrarily large relative to the equator.
Intuitively one might view this as the horizon becoming so stretched that the ends
attempt to pinch off to form their own independent black holes in the manner of the
Gregory-Laflamme instability[46].
4.4. Intermediate geometries: 0 < χ < 1
We now have a good understanding of the limiting cases. While for χ2 = 0 the horizon
becomes infinitely stretched and hour-glass shaped for B → ±∞, for χ2 ≈ 1 it is always
constrained to be very close to the corresponding extremal KN horizon. In this section
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we consider the intermediate region to see how it interpolates between these limits. In
particular we will investigate the degree of distortion in the B → ±∞ limits. These
limits are also convenient to work with as they have relatively simple forms compared
to the full complexity of finite B.
4.4.1. Prolateness: We begin by demonstrating that in contrast to MS, general MKN
solutions do not become infinitely stretched and squeezed in the B → ±∞ limit.
From (23) the prime meridian has length
L =
∫ pi
0
√
GHdθ (78)
In general this cannot be integrated in closed form however
lim
B→±∞
(
L
piRMKN
)
=
R2
R2
√Q2 + 16J 2
∫ pi
o
Fdθ (79)
where
F =
√(
(1− χ2) cos2θ + (1 +Q2 + 4J 2)
)2
+ 4J 2(Q2 + 2)2 cos2θ , (80)
and we have scaled against RMKN since area increases for χ 6= 0 (as seen in Figure 1).
If χ → 0 (so Q,J → 0) then it is clear that this diverges as we saw earlier for MS.
However when χ 6= 0 it is has a finite value: the horizon does not become infinitely
stretched.
At the same time the parallels of latitude have circumference:
C(θ) =
2pi|Λo|2R2 sin(θ)√
GH(θ)
, (81)
and
lim
B→±∞
(
C(θ)
2piRMKN
)
=
(
R
R
)2 √Q4 + 16J 2 sinθ
F . (82)
Again if χ → 0 we recover the MS behaviour, however for χ 6= 0 this limit does not
vanish: the parallels are not squeezed to zero length.
4.4.2. Negative curvature equator and poles: Next we study the shape of the horizon
using the Gaussian curvature. We demonstrate that there is only a finite portion of
the (Q,J ) phase space for which the horizon can develop an hourglass shape (even for
arbitrarily large B). Further in line with the expectation that nearly-extremal horizons
are nearly KN, for sufficiently large J the horizon will always develop a region of negative
curvature at the poles.
The two-dimensional Ricci scalar on the horizons is:
R˜ =
2
GH
+
1
G2H
(G′′H + 3 cotθ G
′
H)−
2
G3H
(G′H)
2
, (83)
where primes indicate derivatives with respect to θ. Writing out the (very complicated)
general expression for this is not very useful so instead we present some of its properties
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MKN
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MKN
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Figure 3: Zeros of the Ricci scalar at the poles and equator of an MKN horizon. Each
point in this plot corresponds to a class of MKN horizons (areal radius is scaled out). The
charge and angular momentum on the horizontal axes are the physical MKN parameters
(as opposed to the unphysical parameters of the seed solutions). The set of MKN
horizons whose Gaussian curvature vanishes at the equator is marked by the red surface
while the set whose Gaussian curvature vanishes at the poles is marked by the yellow
surface. The translucent grey surface marks the set extremal horizons.
in Figure 3. That figure shows which regions of the phase space of MKN horizons have
negative curvature at either the equator or poles.
First we consider the development of an hour-glass figure. In Figure 3, the red
surface marks the set of solutions whose horizons have vanishing Gaussian curvature at
the equator. Inside that surface all horizons have hyperbolic regions around the equator
and so have the hour-glass figure seen for MS. By observation this can only happen for
χ2 < 1
4
and B > 2 (MS is the bound in this direction). Though this figure is restricted
to B ≤ 10 the χ2 bound for the onset of hyperbolicity continues to hold as B → ±∞.
We discuss these bounds analytically in section 4.4.3.
Next consider a characteristic of KN geometry: the development of negative
Gaussian curvature at the poles for sufficiently large angular momentum. In Figure
3, the yellow surface marks the set of solutions whose horizons have vanishing Gaussian
curvature at the poles. Outside this surface all horizons have a region of negative
curvature at the poles. Then it is clear that for sufficiently large JMKN this always
develops. Again this continues to apply for arbitrarily large B and is in line with the
expectations of [34] that close to extremality the geometry should be close to extremal
KN.
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Note that there is no overlap of the regions of negative curvature: there is no MKN
horizon which has negative curvature at both the poles and the equator. These are
mutually exclusive geometric characteristics. Crudely, an MKN horizon can be either
MS-like or KN-like but not both at the same time.
4.4.3. Off-equator great circles As for MS we can consider the angular position of the
great circles. We find that for sufficiently large χ the equator is the great circle. Even
when off-equator great circles develop they do not asymptote to the poles for large B if
χ 6= 0.
We begin by looking for extremal values of the circumference. Taking the derivative
of C we solve for its zeros to find:
dC
dθ
= 0 ⇐⇒ θ = pi
2
or cos2θ = 1− 4|Λo|R
2
B2R2(1− χ2) . (84)
There is always an extremum at the equator but there will also be two other extremum
if the second expression has a solution. For a single root the equator has the largest
circumference while if there are three roots the equator is a minimum and the other two
are maxima . This is the same pattern that we saw for MS.
With |Λo| ≥ 1, R/R ≥ 1 and 0 ≤ χ ≤ 1 it is straightforward to see that one must
have B > 2 in order for the equator to become a local minimum and the great circles
to be located at θ 6= pi
2
. The limiting case is MS and this is in agreement with our
observations based on the Gaussian curvature+.
Next consider the great circles. For B > 2, d
dB (cos
2θ) > 0 and so if they diverge
from the equator, further increasing B will always move the great circles further towards
the poles. In the limit B = ±∞
cos2θ = 1− R
2
√
Q4 + 4J2
R2(1− χ2) . (86)
Thus they only asymptote to the poles for MS. For χ 6= 0 the angular position of the
great circles asymptotes to a θasymp 6= pi2 .
4.4.4. Great circle versus equator We can compare the ratio of the circumference of the
equator Ceq to that of the great circles Cgc. For MS we saw that limB→±∞Ceq/Cgc = 0.
However in the usual way the MKN solutions are less extreme and the ratio goes to a
finite value rather than zero.
In this case even the B → ±∞ limiting expression is very long and so we instead
present this result as a graph in Figure 4. First looking at the extreme behaviours, for
χ = 0 we recover the Melvin- Schwarzschild limit while for large χ the ratio is unity
(since the equator is the great circle). In-between the ratio is finite.
+ This of course is not surprising. Rewriting in terms of the circumference function
R˜ =
(C ′2 − CC ′′) sin θ − CC ′ cos θ
pi2|Λo|4R4 sin3θ
. (85)
Thus at the equator the Ricci scalar vanishes exactly where C ′′ = 0.
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Figure 4: Ratio of circumference of equator to that of the great circle for B → ±∞.
5. Conclusions
In this paper we studied the geometry and physical properties of MKN horizons. In
accord with known theorems we saw that their charge and angular momentum (both
total and Komar) are bound by the areal radius in the same way as KN horizons. Also
as expected extremal MKN horizons are geometrically identically to KN horizons with
the same area charge and angular momentum.
Looking at the geometry of non-extremal horizons in more detail we saw that any
non-zero χ imparts a degree of stiffness to the solutions. For small χ and large B MKN
horizons still develop the characteristic MKN hour-glass shape however, in contrast to
MS, they do not become arbitrarily long and thin. As B → ∞ they instead asymptote
to well-defined finite endpoints. For χ . 1 their shapes hew closely to KN horizons
including such key characteristics as regions of negative curvature at the poles.
While many of these observations are qualitatively similar to [34] we worked with
the degree of extremality χ rather than JK. At least for MKN horizons it is χ that
provides more useful information. We expect that these observations can be extended
to theorems restricting the possible geometries of axisymmetric electrovac spacetimes
however such work is left for future investigations.
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Appendix A. MKN functions on the horizon
Exact, though complicated, forms for the various metric functions may be found in
[20]. For our purposes we will only need to know to know these on the horizon and
do not consider solutions with magnetic charge. Further, we are mainly interested
in the forms of these quantities in terms of (R,Q, J) rather than metric parameters
(m, q, a). The quantities below are evaluated directly from the expressions in Section
2.1 but may also be checked against explicit forms given in [20] by setting setting p = 0,
∆(r) = 0 ⇔ m = 1
2
(r2H + a
2 + q2) and then applying (42) to rewrite in terms of the
physical parameters of the seed solutions.
First as noted in the text ω is constant on the horizon. That constant is:
ΩH = Xo +X1B +X2B
2 +X3B
3 +X4B
4 (A.1)
where
Xo =
2J
RR2
(A.2)
X1 = − 2Q(R
2 +Q2)
RR2
(A.3)
X2 = − 3JQ
2
RR2
(A.4)
X3 =
Q
2RR2
(
3R4 + 5Q2R2 + 2Q4 + 4J2
)
(A.5)
X4 =
J
8RR2
(
6R4 + 10Q2R2 + 3Q4 + 8J2
)
(A.6)
and for the quantities in terms of (R, J,Q) we have applied (42). In the main text we
will find it useful to rewrite
ΩH =
8JMKN − 8QR2B + (2Q+BJ)(3R4 −R2Q2)B3
4RR2
(A.7)
with the help of (45).
The Coulomb potential is also constant on the horizon and takes the form
Φξ = ξ
aAa|horizon =
1
2
dΩH
dB
! (A.8)
This somewhat surprising result follows from (13)-(15).
Finally, from the transformations of Section 2.1:
fMKN =
fKN
|Λ|2 , (A.9)
where fKN and Λ are defined in the main text. Then, at the horizon
fMKN|horizon =
(r2H + a
2)2 sin2θ
GH(θ)
(A.10)
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where
GH(θ) =
R2
R4
(
G0 +G1B +G2B
2 +G3B
3 +G4B
4
)
(A.11)
with
G0 = (R
2 +Q2)2 + 4J2 cos2θ , (A.12)
G1 = 4JQ(R
2 +Q2) sin2θ , (A.13)
G2 =
1
2
[
Q2(Q2R2 + 2R4 + 12J2) +R2(R4 + 4J2) sin2θ (A.14)
+ (3Q4 + 5Q2R2 +R4)Q2 cos2θ
]
,
G3 = JQ
[
(Q2R2 +R4 + 4J2) + (2Q4 + 3Q2R2 +R4 + 4J2) cos2θ
]
(A.15)
and
G4 =
1
16
[(
(R4 −Q4 − J2) cos2θ + (R4 +Q2R2 + 4J2)
)2
(A.16)
+ 4J2(Q2 + 2R2)2 cos2θ
]
.
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