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Abstract
We consider the timed automata model of Alur and Dill (Theoret. Comput. Sci. 126 (1994)
183–235), which allows the analysis of real-time systems expressed in terms of quantitative
timing constraints. Traditional approaches to real-time system description express the model
purely in terms of nondeterminism; however, it is often desirable to express the likelihood of
the system making certain transitions. In this paper, we present a model for real-time systems
augmented with discrete probability distributions. Furthermore, two approaches to model checking
are introduced for this model. The rst uses the algorithm of Baier and Kwiatkowska (Distributed
Comput. 11 (1998) 125–155) to provide a verication technique against temporal logic formulae
which can refer both to timing properties and probabilities. The second, generally more e:cient,
technique concerns the verication of probabilistic, real-time reachability properties. c© 2002
Elsevier Science B.V. All rights reserved.
1. Introduction
The proliferation of digital technology embedded into real-life environments has led
to increased interest in computer systems expressed in terms of quantitative timing con-
straints. Examples of such real-time systems include communication protocols, digital
circuits with uncertain delay lengths, and media synchronization protocols. A number
of frameworks exist for modelling, analysis and verication of such systems. A for-
malism that has received much attention, both in terms of theoretical and practical
developments, is that of timed automata; in particular, the theory of automatically
verifying timed automata against properties expressed in a real-time temporal logic is
advanced, and is supported by a number of tools [7, 10].
Traditional approaches to the formal description of real-time systems express the
system model purely in terms of non-determinism. However, it may be desirable to
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express the relative likelihood of the system exhibiting certain behaviour. For example,
we may wish to model a system for which the likelihood of a certain event occurring
changes with respect to the amount of time elapsed. This notion is particularly important
when considering fault-tolerant systems. Furthermore, we may also wish to refer to the
likelihood of certain properties being satised by the real-time system, and to have a
model checking algorithm for verifying the truth of these assertions. The remit of this
paper is to address these problems.
We present a model for real-time systems that are described partially in terms of
discrete probability distributions, and two automatic verication methods for this model
against probabilistic timed properties. The system model is called a probabilistic timed
automaton, and diGers from the traditional timed automaton model of [2, 3] in the
following respect: the edge relation of probabilistic timed automaton is both nonde-
terministic and probabilistic in nature. More precisely, instead of making a purely
nondeterministic choice over the set of currently enabled edges, we choose amongst
the set of enabled discrete probability distributions, each of which is dened over a
nite set of edges. We then make a probabilistic choice as to which edge to take
according to the selected distribution. As with usual timed automata techniques, the
underlying model of time is assumed to be dense; that is, the time domain is modelled
by the reals (R) or rationals (Q).
In addition, we require appropriate languages to specify properties of probabilistic
real-time systems. Firstly, a specication language commonly used for stating real-
time system requirements, timed computation tree logic (TCTL) [21], is adapted to
cater for probability. A common approach taken in probabilistic temporal logics is
to add the probabilistic operator [·]¿p where p is a probability bound. For example,
[1 ∃U 2]¿p is true if the probability of 1 ∃U 2 is at least p. Therefore, we de-
velop our specication language, probabilistic timed computation tree logic (PTCTL),
by adding such probabilistic operators to TCTL. The resulting logic allows us to ex-
press such quality of service properties as “with probability 0.7, there will be a response
between 5 and 7 time units after a query”. Secondly, we also consider the less expres-
sive class of reachability properties, an example of which is “with probability 0.99 or
greater, a data packet is delivered within 5 time units”.
The denseness of the time domain means that the state space of timed automata
is innite. Therefore, automatic verication of timed automata is performed by con-
structing a nite-state quotient of the system model. This quotient takes the form of
a state-labelled transition system which represents all of the timed automaton’s be-
haviours, and which can be analysed using analogues of traditional model checking
techniques. We adopt this method in order to construct a nite quotient of probabilistic
timed automata, and note that certain desirable properties required for model checking
in the nonprobabilistic case are preserved in our context. The addition of discrete prob-
ability distributions to timed automata means that the transitions of the resulting nite
quotient structure are both nondeterministic and probabilistic in nature, and therefore
the model checking methods employed must accommodate this characteristic. For the
case in which PTCTL properties are considered, the verication algorithms of [6] are
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used for this purpose. However, they are dened with respect to probabilistic branching
time logic (PBTL), which does not allow the expression of dense timing constraints.
Hence, we present a method for translating a given PTCTL formula into a correspond-
ing PBTL formula. The model checking algorithm of [6] is then used to verify the
PBTL properties over our probabilistic–nondeterministic quotient structure, the results
of which allow us to conclude whether the original probabilistic timed automaton satis-
es its PTCTL specication. In the case of such temporal logic properties, the quotient
structure is obtained by application of the region equivalence of [3].
Unfortunately, for many real-life examples of timed systems, region equivalence
induces an unnecessarily ne granularity on the innite state space of system model,
making model checking impractical. Therefore, we also consider probabilistic real-
time reachability properties, which, while lacking the expressive power of PTCTL, can
express a number of useful requirements. Consideration of such a narrower class of
properties means that we can abstract more information when constructing the quotient
structure of the probabilistic timed automaton, and therefore the size of the quotient can
be smaller. Our approach is to adapt the forward reachability algorithms of [13, 24, 27]
for timed automata to cater for probability. Unfortunately, the adaptation necessitates
the loss of an appealing characteristic of these algorithms, namely that they are on-
the-1y (that is, the algorithms may terminate as soon as an answer to the verication
problem is found, without searching exhaustively through the state space). Furthermore,
the probability of reachability that we can compute is not exact, but is instead an upper
bound on the true reachability probability. However, our approach results in a quotient
structure which is no larger than that obtained via the associated region construction,
and which may, in practice, be signicantly smaller. The probability bound obtained
by our method is useful in certain contexts; for example, in the case of invariance
properties for which we are interested in the probability of reaching an ‘unsafe’ state.
An example of a real-time system which could be subject to these techniques is the
bounded retransmission protocol, which is modelled as a network of purely nondeter-
ministic timed automata in [12]. Each communication channel is represented as a timed
automaton which features a nondeterministic choice over two edges, one of which cor-
responds to the correct transmission of the message, the other to the message’s loss.
Using our framework, the relative likelihood of such a loss occurring could be repre-
sented by replacing this nondeterministic choice by a probabilistic choice between the
two edges; for example, a probabilistic timed automaton could be used to model that
a message is lost with probability 0.05 each time a communication channel is used.
Similarly, the system requirements of the bounded retransmission protocol could be
expanded to admit reasoning about the probability of certain system behaviours. For
instance, we may require that, with probability at least 0.99, any data chunk transmitted
by the sender is successfully processed by the receiver within 10 time units.
The model presented in this paper has similarities with other frameworks for proba-
bilistic real-time systems. In particular, the approach of [18] is also to augment timed
automata with discrete probability distributions; however, these distributions are ob-
tained by normalization of edge-labelling weights. Furthermore, the model checking
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algorithm of [18] is with respect to an action-based logic, rather than a state-based
logic such as PTCTL. A dense time, automata-based model with discrete and continu-
ous probability distributions is presented in [1], along with a quotient construction and
TCTL model checking method similar to that of [2]. However, the model of [1] does
not permit any nondeterministic choice, and its use of continuous probability distribu-
tions, while a highly expressive modelling mechanism, does not permit the model to be
automatically veried against logics which include bounds on probability. Furthermore,
note that the temporal logic of [19] has syntactic similarities with the logic PTCTL,
although this former logic is interpreted with respect to discrete, not dense time.
The paper proceeds as follows. Section 2 introduces some preliminary concepts and
notation relating to probability distributions, execution sequences and dense state spaces.
Probabilistic timed automata are dened in Section 3 as our model for probabilistic–
nondeterministic real-time systems, and an example of how the framework can be used
to model a simple communication protocol is presented. Section 4 presents the underly-
ing model of probabilistic timed automata, which are used to interpret formulae of the
logic, PTCTL, introduced in Section 5. Section 6 explores the PTCTL model checking
problem for probabilistic timed automata, and presents a nite-state quotient construc-
tion for this model, a method for translating a PTCTL formula into an equivalent PBTL
formula, and nally a verication method. Section 7 considers the verication of prob-
abilistic timed automata against reachability properties. To conclude, Section 8 analyses
the complexity of the model checking techniques, and suggests further directions of
research. A preliminary version of this paper appeared as [22].
2. Preliminaries
Probability distributions: We denote the set of (nite) discrete probability distribu-
tions over a set S by (S). Therefore, each p∈ (S) is a function p : S→ [0; 1] such
that
∑
s∈S p(s)= 1 and the set {s | s∈ S and p(s)¿0} is nite.
Markov decision processes: A Markov decision process is a tuple (Q;Steps), where
Q is a set of states, and Steps :Q→ 2(Q) is a function assigning a set of probability
distributions to each state. Our intuition is that the Markov decision process traverses
the state space by making transitions determined by Steps; that is, in the state q, a
transition is made by rst nondeterministically selecting a probability distribution p
from the set Steps(q), and then performing a probabilistic choice according to p as
to which state to move to. If the state selected by p is q′, then we denote such
a transition by q
p→ q′. Throughout the paper, we present variants of Markov decision
processes as necessary. For example, occasionally we will require an additional “event”
in the denition of Steps, so that, for some set , Steps :Q→ 2×(Q) is now a function
assigning a pair (; p), comprising of an event and a probability distribution, to each
state (a transition is now denoted by q
;p→ q′). Furthermore, we often require state
labelling functions of the form L :Q→ 2AP to be included in the denition of a Markov
decision process. Such functions assign a set of atomic propositions from the set AP
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to each state. Then, in this case, a (labelled) Markov decision process is a tuple
(Q;Steps; L).
Paths: Labelled paths (or execution sequences) are nonempty nite or innite se-
quences of the form
! = q0
l0→ q1 l1→ q2 l2→· · · ;
where qi are states and li are labels for transitions. We use the following notation for
such paths. Take any path !. Then the rst state of ! is denoted by 3rst(!). If ! is
nite then the last state of ! is denoted by last(!). The length of a path, |!|, is dened
in the usual way: if ! is the nite path != q0
l0→ q1 l1→ · · · ln−1→ qn, then |!|= n; if ! is
an innite path, then we let |!|=∞. If k6|!| then !(k) denotes the kth state of ! and
step(!; k) is the label of the kth step (that is, !(k)= qk and step(!; k)= lk). !(k) is
the kth prex of !; that is, if k¡|!| then !(k) = q0 l0→ q1 l1→ · · · lk−1→ qk , and if k ¿ |!|
then !(k) =!. If != q0
l0→ q1 l1→ · · · ln−1→ qn is a nite path and !′= q′0
l′0→ q′1
l′1→ · · · is a
nite or innite path with last(!)= 3rst(!′), then we let the concatenation of ! and
!′ be
!!′ = q0
l0→ q1 l1→ q2 · · · ln−1→ qn l
′
0→ q′1
l′1→· · · :
Clocks and clock valuations: A clock is a real-valued variable which increases at
the same rate as real time. Let X= {x1; : : : ; xn} be a set of clocks, and let  :X→R
be a function assigning a real value to each of the clocks in this set. Such a function
is called a clock valuation. We denote the set of all clock valuations of X by RX. Let
0 be the clock valuation that assigns 0 to all clocks in X. For some X ⊆X, we write
[X := 0] for the clock valuation that assigns 0 to clocks in X , and agrees with  for
all clocks in X\X (that is, ∀x∈X:[X := 0](x)= 0 and ∀x∈X\X:[X := 0](x)= (x)).
Informally, we write [x := 0] if X contains the single clock x. In addition, for every
t ∈R,  + t denotes the clock valuation for which all clocks x∈X take the value
(x) + t.
Constraints: A constraint over X is an expression of the form xi∼ c or xi − xj ∼ c,
where 16i = j6n, ∼∈{¡;6;¿;¿} and c∈N∪{∞}. By convention (see [14]), a
“dummy” variable x0, which is always taken to represent 0, is assumed. The presence
of x0 allows all constraints to be written uniformly as xi − xj ∼ c where 06i = j6n,
∼∈{¡;6} and c∈Z∪{∞}.
A clock valuation  satis3es a constraint xi − xj ∼ c iG (xi)− (xj)∼ c.
Zones: A zone of X, written , is a convex subset of the valuation space RX
described by a conjunction of constraints. Formally, a zone  is the set of valuations
which satisfy the conjunction of n · (n+ 1) constraints given by
∧
06i =j6n
xi − xj ∼i; j ci; j :
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Let ZX be the set of all zones of X. We denote by cmax() the largest constant used in
the description of a zone; that is, cmax()=max{|ci; j| | 06i = j6n}, where |c| is the
absolute value of c if c∈Z and 0 if c=∞.
Observe that more than one conjunction of constraints may correspond to the same
subset of RX. Therefore, in the sequel, we only consider zones that are in canonical
form; that is, when their constraints are as ‘tight’ as possible (see [17] for an O(n3)
algorithm to achieve this for any zone). Such a canonical form allows us to use the
semantic interpretation of zones as sets of valuations interchangeably with the original,
syntactic interpretation of zones as conjunctions of constraints. Observe that this means
that semantic equality can be reduced to syntactic equality. Other semantic operations,
such as intersection 1 ∩ 2, are well-dened operations on polyhedra such as zones,
and have their corresponding syntactic transformations. However, we generally use the
semantic interpretation throughout this paper.
In the following denition we introduce the clock reset operation on zones.
Denition 1. For any zones ; ′ ∈ZX, and a set of clocks X ⊆X, let [X := 0]=
{[X := 0] | ∈ }.
We write 0 for the zone which contains the single clock valuation 0. Let ∈ZX be
a zone and ∈RX be a valuation. Given that we return to our syntactic view of zones
as conjunctions of constraints, [] is the boolean value obtained by replacing each
occurrence of a clock x∈X in  by (x). If [] = true then we say that  satis3es
, also denoted by ∈  (such set membership notation tallies with the semantic view
of zones as sets of valuations).
3. Probabilistic timed automata
This section introduces probabilistic timed automata as a modelling framework for
real-time systems with probability; this formalism is derived from timed automata [2, 3].
Here, we extend timed automata with discrete probability distributions over edges, so
that the choice of the next location of the automaton is now probabilistic, in addition
to nondeterministic, in nature. Furthermore, we incorporate invariant conditions [21]
into the probabilistic timed automaton in order to enforce upper bounds on the time at
which certain probabilistic choices are made.
Denition 2 (Probabilistic timed automaton). A probabilistic timed automaton is a
tuple G=(S;L; Qs;X; inv; prob; 〈s〉s∈S) which contains:
• a nite set S of nodes,
• a function L :S→ 2AP assigning to each node of the automaton the set of atomic
propositions that are true in that node,
• a start node Qs∈S,
• a nite set X of clocks,
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• a function inv :S→ZX assigning to each node an invariant condition,
• a function prob :S→Pfn((S× 2X)) assigning to each node a (nite, nonempty)
set of discrete probability distributions on S× 2X,
• a family of functions 〈s〉s∈S where, for any s∈S, s : prob(s)→ZX assigns to
each p∈ prob(s) an enabling condition.
The behaviour of the system takes the form of transitions between states, which can
be as a result of either the passage of time or the execution of a discrete transition.
The role of the invariant condition is to describe the set of admissible states of the
probabilistic timed automaton; therefore, we forbid transitions to inadmissible states.
The system starts in node Qs with all of its clocks initialized to 0. The values of all
the clocks increase uniformly with time. At any point in time, if the system is in node
s and the invariant condition will no longer be satised by letting any time advance,
then the system can either (a) remain in its current node and let time advance, or
(b) make a discrete transition if there exists a distribution p∈ prob(s) whose cor-
responding enabling condition s(p) is satised by the current values of the clocks.
Alternatively, if the invariant condition will be violated by letting time advance then
the system must make a discrete transition. Discrete transitions are instantaneous and
consist of the following two steps performed in succession: rstly, the system makes a
nondeterministic choice between the set of distributions p∈ prob(s) whose correspond-
ing enabling condition s(p) is satised by the current values of the clocks. Secondly,
supposing that the probability distribution p is chosen, the system then makes a prob-
abilistic transition according to p; that is, for any s′ ∈S and X ⊆X, the probability
that the system will make a state transition to node s′, and reset all the clocks in X
to 0, is given by p(s′; X ).
For simplicity, the invariant and enabling conditions are subject to the following
assumptions: rst, if, in some state in the execution of G, allowing any amount of
time to elapse would violate the invariant condition of the current node, then the
enabling condition of at least one probability distribution is satised. 1 Second, we
assume that it is never possible to perform a discrete transition to a node for which
the invariant condition is not satised by the current values of the clocks. Formally,
for each node s∈S and each distribution of that node p∈ prob(s), assume that, for
all s′ ∈S, X ⊆X such that p(s′; X )¿0, it is the case that s(p)[X := 0]⊆ inv(s′). We
refer to this assumption as that of admissible targets.
We use ZX(G) to denote the set of all zones appearing as an invariant or enabling
condition of G. Formally, let
ZX(G) = {inv(s) ∈ ZX | s ∈S} ∪ {s(p) ∈ ZX | s ∈S and p ∈ prob(s)}:
1 Another solution is to identify an additional discrete probability distribution pinvs ∈ (S× 2X) with each
s∈S, which becomes enabled in s at the points for which progression of any amount of time would violate
the node’s invariant inv(s).
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Fig. 1. The probabilistic timed automaton G1.
Furthermore, let cmax(G)=max{cmax() | ∈ZX(G)} be the maximal constant used in
the description of G. In later sections, this constant will be used to ensure the decid-
ability of our model checking methods.
3.1. Example
An example of a probabilistic timed automaton which models a simple communi-
cation protocol operating with an unreliable, lossy channel is shown in Fig. 1. The
system consists of a sender and a receiver which communicate over a single chan-
nel, and two global clocks x and y (we make the assumption of the existence of
global clocks for simplicity). Transit across the medium is instantaneous. Operation of
the protocol commences with the delivery of new data to the sender, and with both
clocks x and y set to 0. The sender retains the data for between 2 and 3 time units
before transmitting it onto the medium and resetting the clock x to 0. With proba-
bility 0.95, the data is correctly received, in which case the receiver waits for not
more than 1 time unit to attempt to return an acknowledgement to the sender. This
attempt is successful with probability 0.99, after which an arbitrary length of time may
elapse before another data packet is delivered to the sender for transmission across
the medium. However, if either the acknowledgement or the original data packet was
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lost by the channel, then the receiver is idle, whereas the sender is still waiting for
an acknowledgement; therefore, the sender attempts to re-send the data at a frequency
varying between 2 and 3 time units. If exactly 7 time units have elapsed since the
data rst arrived at the sender, or the receiver last received the data, then the system
aborts.
This communication protocol is modelled by the probabilistic timed automaton G1 in
the following way. Consider the initial node, s : hasData, r : idle, henceforth abbreviated
to hi. The invariant of hi is the zone described by the constraint written in the body of
the node, x 6 3, which represents the fact that the clock x is not allowed to exceed 3.
The node hi has one probability distribution associated with it, as represented by the
edges connected by a dashed arc, which is only enabled when x ¿ 2. Therefore, when
x is between 2 and 3, this distribution, which corresponds to the sender transmitting the
data onto the medium, may be nondeterministically chosen. Furthermore, if x equals 3
then the invariant condition requires that the distribution must be taken. This distribu-
tion is dened over two edges: the rst leads to s :waitAck, r : received (abbreviated
to wr), and corresponds to the successful delivery of the data across the medium; as
such, it is labelled with the probability 0.95. The second edge leads to s :waitAck,
r : idle (abbreviated to wi), and represents loss of data with probability 0.05. If the
former edge is taken, both clocks x and y are reset, whereas, in the latter case, only x
is reset, as denoted by the edge labels {x; y := 0} and {x := 0}, respectively. More for-
mally, p∈ prob(hi), where p(wr; {x; y})= 0:95, p(wi; {x})= 0:05. Another aspect of
probabilistic timed automaton behaviour can be witnessed in the node wi: it is possible
for both of the distributions associated with wi, p′1; p
′
2 ∈ prob(wi), to be enabled at the
same time. In such a case, there can be a nondeterministic choice between choosing
p′1 and choosing p
′
2. From this description of the behaviour in the nodes hi and wi,
the behaviour of G1 in other nodes follows in a straightforward manner. The reader
can verify that G1 does indeed model the communication protocol described in the
previous paragraph. In subsequent sections, we will refer back to this example, using
the abbreviations ri for s : received , r : idle, and aa for s : abort, r : abort.
In addition to considering the way in which the communication protocol can be
modelled, we must also identify a set of requirements which we wish the protocol to
satisfy, and to formalize them in an appropriate manner. Their validity with respect to
the probabilistic timed automaton G1 could then be veried using the model checking
techniques presented in the remainder of this paper (although, as we will see later, not
all of these properties can be veried by both of our presented approaches). Four types
of requirements are now presented, along with examples relevant to the communication
protocol.
Reachability: The system can reach a certain set of states with a given probability.
For example, “with probability 0.9999 or greater, it is possible to correctly deliver a
data packet”.
Time bounded reachability: The system can reach a certain set of states within a
certain time deadline with a given probability. For example, “with probability 0.975 or
greater, it is possible to correctly deliver a data packet within 5 time units”.
110 M. Kwiatkowska et al. / Theoretical Computer Science 282 (2002) 101–150
Invariance: The system does not leave a certain set of states with a given probability.
For example, “with probability 0.875 or greater, the system never aborts”.
Bounded response: The system inevitably reaches a certain set of states within a
certain time deadline with a given probability. For example, “with probability 0.99 or
greater, a data packet will always be delivered within 5 time units”.
In Sections 5 and 7, we will see how each of these properties may be expressed in
formalisms for which probabilistic timed automaton verication is possible.
4. Probabilistic timed structures
In this section, we introduce an underlying model for probabilistic timed automata,
called probabilistic timed structures, which are obtained by augmenting the timed
structures of [20] with a probabilistic choice over transitions, and take the form of a
variant of Markov decision processes. More precisely, instead of a nondeterministic
choice over transitions that consist of a real-valued duration and a next state, as is the
case in traditional timed structures, the transition function of probabilistic timed struc-
tures results in a choice over pairs consisting of a duration and a discrete probability
distribution over next states.
Denition 3 (Probabilistic timed structure). A probabilistic timed structure M is a
labelled Markov decision process (Q;Steps; L) where Q is a set of states, Steps :
Q→ 2R× (Q) is a function which assigns to each state q∈Q a set Steps(q) of pairs of
the form (t; p) where t ∈R and p∈ (Q), and L :Q→ 2AP is a state labelling function.
Steps(q) is the set of transitions that can be nondeterministically chosen in state q.
Each transition takes the form (t; p), where t represents the duration of the transition
and p is the probability distribution used over the set of successor states. Therefore,
given the nondeterministic choice of (t; p)∈Steps(q) in state q, then, after t time units
have elapsed, a probabilistic transition is made to state q′ with probability p(q′).
Paths in a probabilistic timed structure arise by resolving both the nondeterministic
and probabilistic choices. A path of the probabilistic timed structure M=(Q;Steps; L)
is a nonempty nite or innite sequence:
! = q0
t0 ;p0→ q1 t1 ;p1→ q2 t2 ;p2→ · · · ;
where qi ∈Q, (ti; pi)∈Steps(qi) and pi(qi+1)¿0 for all 06 i 6 |!|.
Sets of labelled paths are denoted in the following way. Pathn is the set of nite
paths, and Pathn(q) is the set of paths in Pathn such that !(0)= q. Pathful is the
set of innite paths and Pathful(q) is the set of paths in Pathful such that !(0)= q.
Consider an innite path ! of M. A position of ! is a pair (i; t′), where i∈N and
t′ ∈R such that 0 6 t′ 6 ti. The state at position (i; t′), denoted by qi + t′. Given a
path !, i; j∈N and t; t′ ∈R such that i 6 |!|, t 6 ti and t′ 6 tj, then we say that the
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position (j; t′) precedes the position (i; t), written (j; t′)≺ (i; t), iG j¡i, or j= i and
t′¡t.
Denition 4 (Duration of a path). For any path ! of a probabilistic timed structure
M and 0 6 i 6 |!| we dene D!(i), the elapsed time until the ith transition, as





Furthermore, an innite path ! is divergent if for any t ∈R, there exists j∈N such
that D!(j)¿t.
We now introduce adversaries of probabilistic timed structures as functions which
resolve all of the nondeterministic choices of the model.
Denition 5 (Adversary of a probabilistic timed structure). An adversary (or sched-
uler) of a probabilistic timed structureM=(Q;Steps; L) is a function A mapping every
nite path ! of M to a pair (t; p) such that A(!)∈Steps(last(!)). Let A be the set
of all adversaries of M.
For an adversary A of a probabilistic timed structure M=(Q;Steps; L) we dene
PathAn to be the set of nite paths such that step(!; i)=A(!
(i)) for all 16 i 6 |!|,
and PathAful to be the set of paths in Pathful such that step(!; i)=A(!
(i)) for all i∈N.
With each adversary we associate a sequential Markov chain, which can be viewed
as a set of paths in M. Formally, if A is an adversary of the probabilistic timed
structure M, then MC A=(PathAn ;P
A) is a Markov chain where
PA(!;!′) =
{
p(q) if A(!) = (t; p) and !′ = !
t;p→ q;
0 otherwise:
For any probabilistic timed structure and adversary A, let FAPath be the smallest -algebra
on PathAful which contains the sets
{! |! ∈ PathAful and !′ is a prex of !}
for all !′ ∈PathAn.
We now dene a measure ProbA on the -algebra FAPath, by rst dening the fol-
lowing function on the set of nite paths PathAn.
Denition 6. Let A be an adversary of the probabilistic timed structureM. Let ProbAn :
PathAn→ [0; 1] be the mapping inductively dened on the length of paths in PathAn as
follows. If |!|=0, then ProbAn(!)= 1.
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Let !′ ∈PathAn be a nite path of A. If !′=!
t;p→ q for some !∈PathAn, then we
let
ProbAn(!
′) = ProbAn(!) · PA(!;!′):
Denition 7. The measure ProbA on FAPath is the unique measure such that
ProbA{! |! ∈ PathAful and !′ is a prex of !} = ProbAn(!′):
When clear from the context, we drop the superscript denoting the adversary from
the function ProbAn and the measure Prob
A.
A common restriction imposed in the study of real-time systems is that of time
divergence. This requires that paths of a real-time system which are not divergent
in the manner of Denition 4 are disregarded during analysis, because they exhibit
unrealisable behaviour in which time is not allowed to pass beyond some bound. We
now introduce the class of divergent adversaries, which resolve nondeterminism in such
a way as to result in divergent behaviour with probability 1. Our aim is to disregard
adversaries that are not divergent, as they exhibit unrealisable behaviour with positive
probability.
Denition 8 (Divergent adversary). An adversary A of a probabilistic timed structure
(Q,Steps,L) is divergent if and only if
Prob{! |! ∈ PathAful and ! is divergent} = 1:
Let Adiv be the set of all divergent adversaries.
Note that we only consider such probabilistic time divergent adversaries as opposed
to a stronger denition in which an adversary is divergent if all of its corresponding
paths are divergent. We motivate this choice in the next section.
4.1. Obtaining a probabilistic timed structure from a probabilistic timed automaton
This section will now show that the behaviour of a probabilistic timed automaton G
can be stated formally in terms of a probabilistic timed structure MG. This structure
consists of three components: the set of admissible states of G (those that satisfy the
invariant condition); a transition relation that is both nondeterministic and probabilistic
in nature, and includes time passage information; and a labelling function, which is
derived from the labelling function L of G.
For convenience, we categorise distributions of MG by assigning them a type. That
is, if a distribution over states p˜ of MG is derived from a particular distribution
p∈ ⋃s∈S prob(s) of G, then we say that p˜ has type p. We abuse notation to de-
note this by type(p˜)=p. As we wish to allow for the fact that G may let time elapse
without necessarily performing a subsequent discrete transition, we use the special sym-
bol ⊥ to denote the type of distribution of MG that is induced by the passage of time
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only (that is, without a subsequent discrete transition made according to a distribution
of G).
Denition 9. For any probabilistic timed automaton G, dene the probabilistic timed
structure MG =(QG;StepsG; LG) as follows:
States: A state of MG is a pair 〈s; 〉, where s∈S is a node and ∈RX is a
valuation such that  satises inv(s). Let QG be the set of states of MG.
Transitions: The function StepsG : QG→ 2R×(QG) assigns to each state in QG a set
of transitions, each of which take the form of a pair (t; p˜), comprising of a time
duration t ∈R and a probability distribution p˜∈ (QG) over the set of states QG.
Transitions are dened in two ways. For every 〈s; 〉 ∈QG:
(1) Let (t; p˜)∈StepsG〈s; 〉 if there exists p∈ prob(s) such that
(a) the valuation + t satises s(p);
(b) the valuation + t′ satises the invariant condition inv(s) for all 06 t′ 6 t;
and






We refer to p˜ as having type p; that is, type(p˜)=p.
(2) Let (t; p˜)∈StepsG〈s; 〉 if
(a) the valuation + t′ satises inv(s) for all 06 t′ 6 t; and
(b) for any 〈s′; ′〉 ∈QG:
p˜〈s′; ′〉 =
{
1 if 〈s′; ′〉 = 〈s; + t〉;
0 otherwise:
We refer to p˜ as having type ⊥; that is, type(p˜)=⊥.
Labelling function: The labelling function L : Q→ 2AP is dened as follows.
For each 〈s; 〉 ∈QG, let LG〈s; 〉=L(s).
It is now possible to dene the set AG of adversaries of MG using Denition 5.
Note that AGdiv denotes the divergent adversaries of G. Where G is clear from the
context, we drop the superscript from AG and AGdiv.
The following example motivates our choice of probabilistic time divergent adver-
saries, as given in Denition 8. Consider the probabilistic timed automaton G2 in
Fig. 2. If we consider any adversary of the corresponding probabilistic timed structure
MG2 , then there will always exist a unique innite path of the adversary which loops
continually in s1; that is, the adversary exhibits a path of the form
! = 〈s1; 0〉 t0 ;p→〈s1; 1〉 t1 ;p→〈s1; 2〉 t2 ;p→ · · ·
such that
∑∞
i=0 ti 6 1. It is clear that ! is not time divergent. Therefore, using a
stronger denition of divergent adversaries which requires all of the paths of the
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Fig. 2. The probabilistic timed automaton G2.
adversary to be divergent, there would not exist any divergent adversaries of this
model. However, the probability of the above path ! occurring is 0. Therefore, Def-
inition 8 is motivated by the view that adversaries for which there exist unrealisable,
non-divergent paths should be considered, provided that the probability measure of
these paths is 0.
5. Probabilistic timed computation tree logic
We now describe the probabilistic real-time logic probabilistic timed computation
tree logic (PTCTL) which can be used to specify properties of probabilistic timed
systems. PTCTL synthesizes elements from two extensions of the branching temporal
logic CTL, namely the real-time temporal logic TCTL [21] and the essentially equiv-
alent, probabilistic temporal logics pCTL and PBTL [8, 6]. In particular, the temporal
operator U (“until”) and the path quantiers ∀ and ∃ (“for all” and “there exists”, re-
spectively) are taken from CTL, the reset quantier z: and the facility to refer directly
to clock values are taken from TCTL, and the probabilistic operators [1 ∃U 2])
and [1 ∀U 2]) are taken from PBTL. Note that the reset quantier z: is used to
reset the clock z, so that  is evaluated from a state at which z=0. Using our new
logic, we can express properties such as, “with probability 0.6 or greater, the value
of the system clock x does not exceed 3 before 5 time units have elapsed”, which is
represented as the PTCTL formula z:[(x 6 3) ∀U (z=5)]¿0:6.
Similarly, we can write the properties of Section 3.1 in terms of PTCTL formulae.
The property, “with probability 0.9999 or greater, it is possible to correctly deliver a
data packet”, can be written as [true ∃U ri]¿0:9999. The time bounded reachability
property “with probability 0.975 or greater, it is possible to correctly deliver a data
packet within 5 time units”, can be expressed by the formula z:[true ∃U (ri∧ z6
5)]60:975. The PTCTL formula ¬[true∃Uaa]¿0:125 represents the property “with prob-
ability 0.875 or greater, the system never aborts” (that is, it is not true that the abort
state aa can be reached with probability greater than 0.125). The bounded response
property, “with probability 0.99 or greater, a data packet will always be delivered
within 5 time units”, can be written as z:[true ∀U (ri∧ z 6 5)]¿0:99.
As with TCTL, PTCTL employs a set of clock variables in order to express timing
properties; for this purpose, we introduce a set of formula clocks, Z, which is disjoint
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from X. Such clocks are assigned values by a formula clock valuation E : Z→R,
which uses the notation for clock valuations in the standard way.
Denition 10 (Syntax of PTCTL). The syntax of PTCTL is dened as follows:
 ::= true | a |  |  ∧  | ¬ | z: | [ ∃U ]) | [ ∀U ])
where a∈AP is an atomic proposition, ∈ZX∪Z is a zone, z ∈Z; ) ∈ [0; 1]; and 
is either ¿ or ¿.
Note that the values of system clocks in X and formula clocks in Z can be obtained
from a state and a formula clock valuation, respectively. Take a particular ∈ZX∪Z,
and consider the syntactic interpretation of  as a conjunction of constraints. Then,
given a state 〈s; 〉 and a formula clock valuation E, we denote by [〈s; 〉;E] the
boolean value obtained by replacing each occurrence of a system clock x∈X in  by
(x), and each occurrence of a formula clock z ∈Z in  by E(z).
As in the case of probabilistic timed automata, it is useful to identify the maximal
integer constant that is referred to in a zone appearing in a PTCTL formula . Let
ZX∪Z()= {∈ZX∪Z |  is a subformula of } be the set of zones occurring in ,
and dene cmax()= max{cmax() | ∈ZX∪Z()} be the required maximal constant.
Denition 11 (Satisfaction relation for PTCTL). Given a probabilistic timed struc-
ture M=(Q;Steps; L) and a set A of adversaries of M, then for any state q of M,
formula clock valuation E, and PTCTL formula , the satisfaction relation q;E |=A 
is dened inductively as follows:
q;E |=A true for all q and E
q;E |=A a ⇔ a ∈ L(q)
q;E |=A  ⇔ [q;E] = true
q;E |=A 1 ∧ 2 ⇔ q;E |=A 1 and q;E |=A 2
q;E |=A ¬ ⇔ q;E |=A 
q;E |=A z: ⇔ q;E[z := 0] |=A 
q;E |=A [1 ∃U 2]) ⇔ Prob({! |! ∈ PathAful(q) & !;E |=A 1 U 2})  )
for some A ∈A
q;E |=A [1 ∀U 2]) ⇔ Prob({! |! ∈ PathAful(q) & !;E |=A 1 U 2})  )
for all A ∈A
!;E |=A 1 U 2 ⇔ there exists a position (i; t) of ! such that !(i) + t;E+
D!(i)+ t |=A 2; and for all positions (j; t′) of ! such
that (j; t′) ≺ (i; t); !(j)+ t′;E+D!(j)v+ t′ |=A 1∨2:
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6. Model checking probabilistic timed automata against PTCTL properties
Note that, because all clocks are real valued, the state space of a probabilistic timed
automaton is innite. However, a fundamental result of [3] is that the space of clock
valuations of a timed automaton can be partitioned into a nite set of zones called
clock regions, each containing a nite or innite number of valuations which, as noted
by Alur et al. [2], satisfy the same TCTL formulae. Combination of this partitioning
with the discrete transitions of a timed automaton induces a structure called a region
graph, which can be used for model checking. This section will show that a simi-
lar construction can be used for model checking probabilistic timed automata against
PTCTL formulae.
6.1. Equivalence of clock valuations
We rst dene an equivalence relation on the space of clock valuations, which can
then be used to obtain a nite partitioning of this space. Consider the probabilistic
timed automaton G, and let c= cmax(G). Denition 12 to Lemma 14 recall standard
notions of equivalence of clock valuations [2, 3].
Denition 12. For any t ∈R; t denotes the integral part of t. Then, for any t; t′ ∈R; t
and t′ agree on their integral parts if and only if:
(1) t= t′, and
(2) both t and t′ are integers or neither is an integer.
Denition 13 (Clock equivalence). The valuations ; ′ ∈RX are clock equivalent, de-
noted by ∼= ′; if and only if they satisfy the following conditions:
(1) ∀x∈X, either (x) and ′(x) agree on their integral parts, or both (x)¿c and
′(x)¿c, and
(2) ∀x; x′ ∈X, either (x) − (x′) and ′(x) − ′(x′) agree on their integral parts, or
both (x)− (x′)¿c and ′(x)− ′(x′)¿c.
Lemma 14. Let the valuations ; ′ ∈RX be such that ∼= ′. Then the following con-
ditions hold:
(1) [X := 0]∼= ′[X := 0] for all X ⊆X;
(2) for any zone ∈ZX(G) appearing in the description of G;  satis3es  if and
only if ′ satis3es .
Proof. The proof follows from the denition of ∼=.
Note that clock equivalence classes can be regarded as special types of zones (see
[3]). Let [] denote the equivalence class of ∼= to which  belongs. We refer to elements
such as 〈s; []〉 as regions. Observe that, for nite c, clock equivalence has a nite
number of classes. As cmax(G) is nite, and S is a nite set, we conclude that the set
of the regions of G is also nite.
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Remark. Note that a smaller set of clock equivalence classes can be obtained if, for
each clock x∈X, we maintain a maximal constant cx with which x is compared in a
zone of G, and then use the resulting maxima in the denition of clock equivalence.
Although this may result in fewer regions, and thus improve the e:ciency of the
model checking techniques presented in this paper, we do not not use this approach
for reasons of convenience. All of the results of this paper continue to hold if this
approach is taken.
We now extend the concept of clock equivalence to formula clocks. Let (;E) :X∪Z
→R be the clock valuation that assigns a real value to each of the system and formula
clocks, and let RX∪Z be the set of all such valuations for G. For a (;E)∈RX∪Z,
and X ⊆ X∪Z, we use the notation (;E)[X := 0] in the usual way. For some t ∈R,
( + t;E + t) denotes the clock valuation for which all clocks x in X∪Z take the
value (;E)(x) + t.
The equivalence relation for such a valuation is dened with respect to a partic-
ular PTCTL formula . Let E′ be the restriction of E over the clocks of Z that
are referred to in . We can then extend the equivalence relation from ∼= to ∼=∗
simply by taking (;E′) instead of  and X∪Z instead of X, and requiring that
c= max{cmax(G); cmax()}; the denition of equivalence classes of the form [;E′]
then follows in an obvious manner. Furthermore, Lemma 14 holds for ∼=∗ (in partic-
ular, part (2) applies to all zones ∈ZX(G)∪ZX∪Z() appearing either in G or ).
Because our construction of the equivalence classes will always be with respect to a
particular , we henceforth write E for E′. An element of the form 〈s; [;E]〉 is called
an augmented region. As cmax() is nite, we conclude that the set of augmented
regions is also nite.
Let * be an equivalence class of the form [;E]. Observing that * is a zone, we
recall the denition of clock resets on zones to denote by *[X := 0] the equivalence
class obtained from * by setting all of the clocks in X to 0.
6.2. The region graph
6.2.1. De3nition of the region graph
We now dene an edge relation over the augmented regions to obtain the region
graph. The nonprobabilistic region construction of [2] results in a state-labelled transi-
tion system which can be model checked using well-established methods. However, in
our case the region graph takes the form of a Markov decision process for which there
exist model checking techniques for temporal logics with probability bounds [8, 6].
First, we require some preliminary denitions. We explain how a region may be
thought of as satisfying a conjunction of clock constraints represented as a zone; then
we categorize regions in a number of ways.
Denition 15 (Satisfaction of clock constraints). Let * be an equivalence class of the
relation ∼=∗ on RX∪Z and ∈ZX(G)∪ZX∪Z() be a zone either appearing in the
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description of G or as a subformula of . Then * satis3es  if and only if, for any
(;E)∈ *, the value of  after substituting each occurrence of x∈X with (x), and
each occurrence of z ∈Z with E(z), is true. (Note that the value of  will be the
same for all (;E)∈ *, by the extension of Lemma 14(2) to augmented regions.)
Denition 16 (Categorization of regions). Let * and + be distinct clock equivalence
classes of RX∪Z.
Successor class: The equivalence class + is said to be the successor of * if and
only if, for each (;E)∈ *, there exists a positive t ∈R such that (+ t;E+ t)∈ +,
and (+ t′;E+ t′)∈ *∪ + for all t′ 6 t.
x-zero class: For a clock x∈X∪Z, the equivalence class * is said to be
x-zero if and only if, for each (;E)∈ *; (;E)(x)= 0.
x-unbounded class: For a clock x∈X∪Z, the equivalence class * is said to be x-
unbounded if and only if, for each (;E)∈ *; (;E)(x)¿max(cmax(G); cmax()).
The successor relation can be extended to augmented regions in the following way:
〈s′; +〉 is the successor region of 〈s; *〉 if s′= s and += succ(*). Similarly, the region
〈s; *〉 is x-zero (x-unbounded) if * is x-zero (x-unbounded).
We now dene a region graph which captures both the probabilistic transitions in
G and the movement to new regions due to the passage of time, and which takes
the form of a Markov decision process. As with probabilistic timed structures, tran-
sitions are made according to a two-phase process: rstly, a nondeterministic choice
of a probabilistic distribution is made, and then a transition to a state in the support
of the distribution is executed probabilistically. Naturally, in contrast to probabilistic
timed structures, the transition relation of the region graph abstracts from exact timing
information. Note that we associate a notion of type with certain transitions of the
region graph, and use the notation type as introduced in Section 4.1.
The labelling function of the region graph requires the introduction of additional
atomic propositions, which are taken to represent the satisfaction of the zones appear-
ing as subformulae of . More precisely, for every zone  appearing in the given
PTCTL formula  (that is, for every zone in the set ZX∪Z()), we extend the set AP
with the atomic proposition a. We denote the resulting set of atomic propositions by
AP∗.
Denition 17 (Region graph). The region graph R(G;) is dened to be the Markov
decision process (V ∗;Steps∗; L∗). The vertex set V ∗ is the set of augmented regions.
The transition function Steps∗ :V ∗→Pfn((V ∗)) includes three classes of transitions. 2
For each augmented region 〈s; *〉 ∈V ∗:
2 If the model includes the distributions pinvs then we need to add an extra condition in the denition of
transitions.
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Passage of time : If the invariant condition inv(s) is satised by succ(*), then
ps;*succ ∈Steps∗〈s; *〉 where for any 〈s′; +〉 ∈V ∗:
ps;*succ〈s′; +〉 =
{
1 if 〈s′; +〉 = 〈s; succ(*)〉;
0 otherwise:
Let the type of ps;*succ be ⊥; that is, type(ps;*succ)= ⊥.
Discrete transitions of G: ps;*p′ ∈Steps∗〈s; *〉 if there exists p′ ∈prob(s) and *
satises the enabling condition s(p′) such that for any s′ ∈S and equivalence
class +:





Let the type of ps;*p′ be p
′; that is, type(ps;*p′ )=p
′.
Self loops: Let ps;*loop ∈Steps∗〈s; *〉, where for any 〈s′; +〉 ∈V ∗:
ps;*loop〈s′; +〉 =
{
1 if 〈s′; +〉 = 〈s; *〉;
0 otherwise:
Let the type of ps;*loop be ⊥; that is, type(ps;*loop)=⊥.
The labelling function L∗ :V ∗→ 2AP∗ is dened in the following way. For each aug-
mented region 〈s; *〉 ∈V ∗, we let
L∗〈s; [;E]〉 =L(s) ∪ {a | [;E] satises ; for  ∈ ZX∪Z()}:
Self-loops are included purely for technical convenience, and could be removed in
certain contexts (for example, in an implementation of the model checking method).
Denition 18 (Path on the region graph). Given an augmented region 〈s; *〉, a 〈s; *〉-
path is a nite or innite path of the form
!∗ = 〈s0; *0〉 p
s0 ;*0→ 〈s1; *1〉 p
s1 ;*1→ 〈s2; *2〉 p
s2 ;*2→ · · · ;
where 〈s0; *0〉= 〈s; *〉; si ∈S; *i is an equivalence class of ∼=∗ on RX∪Z and psi;*i ∈
Steps∗〈si; *i〉 such that psi;*i〈si+1; *i+1〉¿0.
We dene adversaries on the region graph R(G;) as follows:
Denition 19 (Adversaries on the region graph). An adversary A∗ on the region
graph is a function A∗ mapping every nite path !∗ of R(G;) to a distribution
p such that p∈Steps∗(last(!∗)).
We can then dene the sets of paths Path∗n and Path
∗





ful , as before. Note that an adversary on the region graph
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R(G;) corresponds to an innite number of adversaries on the underlying probabilistic
timed structure. This is because the time component t in the choice of a transition (t; p˜)
of MG allows positive reals to be chosen, whereas the passage of time in any state
〈s; *〉 of the region graph is given by the single distribution ps;*succ.
With each adversary A∗ we can associate a Markov chain. If A∗ is an adversary of





A∗) is a Markov chain where, for










As in, for example, [6, 8], we dene the function ProbA
∗
n on the set of nite paths
PathA
∗
n and extend to the unique measure Prob
A∗ on the -algebra FA
∗
Path.
6.2.2. Divergence on the region graph
We now introduce our notion of divergence on region graph paths, which is dened
in terms of the classication of regions appearing innitely often along such paths.
The following denition is inspired by that of [9], and diGers from that of [2] because,
we allow for the possibility of an innite number of discrete transitions in zero time.
The denition proceeds by identifying two subsets of region graph paths. Possibly
progressive paths are those which, for all clocks x∈X∪Z, feature either innitely
many x-zero regions or, from some point onwards, the regions appearing along the
path are x-unbounded. The intuition underlying the identication of such paths is that
we are interested in characterizing behaviours in which, for each clock, either the clock
is reset innitely often, or eventually the value of the clock could be arbitrarily large.
However, possibly progressive paths do not capture the concept of the divergence of
time: consider a path for which there exists a clock x∈X∪Z such that, from some
point onwards, all the regions along the path are x-zero. Then this paths is possibly
progressive, but, because it has an innite su:x for which all of the regions are x-zero,
it only corresponds to the passage of a nite amount of time. We call such paths zero.
Therefore, we say that a region graph path is divergent provided that it is possibly
progressive but not zero.
Denition 20 (Divergent region graph paths). Let !∗= 〈s0; *0〉 p
s0 ; *0→ 〈s1; *1〉 p
s1 ; *1→ · · ·
be an innite path of the region graph.
Possibly progressive: The path !∗ is possibly progressive if and only if, for each
clock x∈X∪Z, either:
(1) for every i∈N, there exists j ¿ i such that *j is an x-zero class, or
(2) there exists i∈N such that, for all j ¿ i; *j is an x-unbounded class.
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Zero: The path !∗ is zero if and only if there exists a clock x∈X and i∈N such
that, for all j¿i, *j is x-zero.
Divergent: The path !∗ is divergent if and only if it is possibly progressive and not
zero.
Denition 21 (Divergent adversaries on the region graph). An adversary A∗ is diver-
gent if and only if
Prob∗{!∗ |!∗ ∈ PathA∗ful and !∗ is divergent} = 1:
Let A∗div be the set of divergent adversaries on the region graph.
Such divergent adversaries on the region graph R(G;) correspond to an innite
number of adversaries on the underlying probabilistic timed structure MG, some of
which will be divergent in the sense of Denition 8. Conversely, for any divergent
adversary of MG, the corresponding adversary on R(G;) is divergent.
6.3. Model checking for PTCTL using the region graph
A method for model checking probabilistic timed automata against PTCTL formu-
lae will now be presented. This approach proceeds in three steps: construction of
the region graph as a nite state representation of the probabilistic timed automa-
ton in question; translating a formula of an extension of the probabilistic logic PBTL
from the original PTCTL formula; and then resolving this new formula on the region
graph.
First, we present an adjusted syntax of PBTL. Note that we omit PBTL’s “bounded
until” operator, because an equivalent, dense time, concept can be dened by nesting a
PTCTL until operator within a reset quantier, and its “next step” operator, which has
no analogue in the case of dense real-time. However, we extend PBTL with a reset
quantier expression.
Denition 22 (Syntax of PBTL). The syntax of PBTL is dened as follows:
/ ::= true | a | / ∧ / | ¬/ | z:/ | [/ ∃U /]) | [/ ∀U /])
where a∈AP is an atomic proposition, z ∈Z; )∈ [0; 1], and  is either ¿ or ¿.
Denition 23 (Satisfaction relation for PBTL). Given a region graph R(G;) and a
set A∗ of adversaries on R(G;), then for any augmented region 〈s; [;E]〉 of R(G;),
and PBTL formula /, the satisfaction relation 〈s; [;E]〉 |=A∗ / is dened inductively
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1 ∧ 2 /1 ∧ /2
¬ ¬/
z: z:/
[1 ∃U 2]) [/1 ∃U /2])
[1 ∀U 2]) [/1 ∀U /2])
Fig. 3. Rules for the derivation of a PBTL formula from a PTCTL formula.
as follows:
〈s; [;E]〉 |=A∗ true for all 〈s; [;E]〉
〈s; [;E]〉 |=A∗ a ⇔ a ∈ L∗〈s; [;E]〉
〈s; [;E]〉 |=A∗ /1 ∧ /2 ⇔ 〈s; [;E]〉 |=A∗ /1 and 〈s; [;E]〉 |=A∗ /2
〈s; [;E]〉 |=A∗ ¬/ ⇔ 〈s; [;E]〉 |=A∗ /
〈s; [;E]〉 |=A∗ z:/ ⇔ 〈s; [;E[z := 0]]〉 |=A∗ /
〈s; [;E]〉 |=A∗ [/1 ∃U /2]) ⇔ Prob∗({! |! ∈ PathA
∗
ful 〈s; [;E]〉 &
! |=A∗ /1 U /2})  ) for some A∗ ∈A∗
〈s; [;E]〉 |=A∗ [/1 ∀U /2]) ⇔ Prob∗({! |! ∈ PathA
∗
ful〈s; [;E]〉 &
! |=A∗ /1 U /2})  ) for all A∗ ∈A∗
! |=A∗ /1 U /2 ⇔ there exists i ∈ N; such that !(i) |=A∗ /2;
and for all j ∈ N such that 06 j ¡ i and
!(j) |=A∗ /1:
For technical reasons, we require the following lemma, which follows immediately
from the denition of the semantics of the formula /1 U /2 as given in Deni-
tion 23. Intuitively, the lemma gives a slightly diGerent, but equivalent, semantics for
the formula /1 U /2.
Lemma 24. For any path ! of (R(G;); L∗); set of adversaries A∗ on R(G;); and
PBTL formulae /1; /2; we have ! |=A∗ /1 U /2 if and only if there exists i∈N
such that !(i) |=A∗ /2; and for all j∈N such that 06 j 6 i; !(j) |=A∗ /1 ∨/2.
Furthermore, a PBTL formula, /, can be derived from a PTCTL formula, , by
applying the rules in Fig. 3 inductively.
Consider the probabilistic timed automaton given in Fig. 4. A region construction of
the probabilistic timed automaton of G2 is given in Fig. 5 (note that we omit self-loops
of the form ps;*loop from the gure). As before, the probabilistic transitions are linked
with an arc at their source vertex. In order for the reader to easily comprehend the
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Fig. 4. The probabilistic timed automaton G3.
Fig. 5. The region graph of the probabilistic timed automaton G3.
behaviour of the region graph, each vertex has been labelled with a constraint that
is satised by all of the clock valuations within that augmented region. Consider the
following PTCTL formula:
1 = [(y = 0) ∃U (x ¿ 0) ∧ [(x ¿ 0) ∃U (y = 0)]¿0:7]¿1:
1 can be interpreted over this graph by rst converting it into the equivalent PBTL
formula:
/1 = [a(y=0) ∃U a(x¿0) ∧ [a(x¿0) ∃U a(y=0)]¿0:7]¿1:
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/1 is satised by this region graph, and therefore we conclude that the probabilistic
timed automaton G2 satises 1. Note that the following PTCTL formula, 2, is not
satised by the region graph:
2 = [(y = 0) ∃U (x ¿ 0) ∧ [(x ¿ 0) ∃U (y = 0)]¿0:7]¿1:
Proposition 25 (Correctness of the model checking procedure). Given the probabilis-
tic timed automaton G; we say that the state 〈s; 〉 ofMG and formula clock valuation
E satisfy the PTCTL formula  if and only if vertex 〈s; [;E]〉 of R(G;) satis3es
the PBTL formula /; where / is derived from .
Proof. We proceed to show this by induction on the structure of . The case of true
and the boolean connectives, ¬ and ∧, are self-evident.
If = a, where a∈AP, then it is true for state 〈s; 〉 ofMG and all formula clock val-
uations if and only if a∈L〈s; 〉. We also know that a∈L〈s; 〉 if and only if a∈L(s).
By Denition 17, a∈L∗〈s; [;E]〉 if a∈L(s), so /= a is true for the vertex 〈s; [;E]〉.
If = , then the state 〈s; 〉 of MG and formula clock valuation E satises  if
[〈s; 〉;E] = true. Then, from Denition 17, a ∈L∗〈s; [;E]〉. Because /= a, and /
is derived from , both  and / resolve to true in 〈s; 〉;E and 〈s; [;E]〉, respectively.
If = z:1, then, for a given state 〈s; 〉 and formula clock valuation E that satises
, we know that the augmented region 〈s; [;E]〉 will also satisfy z:/1, by observing
the following argument. By Denition 11,
〈s; 〉;E |=AGdiv z: ⇔ 〈s; 〉;E[z := 0] |=AGdiv 
⇔ 〈s; [;E[z := 0]]〉 |=A∗div / by induction
⇔ 〈s; [;E]〉 |=A∗div z:/ by Denition 23:
Now we show that 〈s; 〉;E |=AGdiv [1 ∃U 2]), if and only if 〈s; [;E]〉 |=A∗div [/1 ∃U
/2]). Our presentation is split into three sections:
1. Showing that, for a path ! of MG, a corresponding path of R(G;); [!], can be
constructed. Furthermore, ! is divergent if and only if [!] is divergent. It also
follows that, given path !∗ of the region graph, we can construct ! such that
[!] =!∗.
2. Showing that the two nite paths ! and [!] are associated with the same probability
value.
3. Showing !;E |=AGdiv 1 U 2 if and only if [!] |=A∗div /1 U /2, where the initial
augmented state of [!] comprises of E.
1. Consider the following property, which shall henceforth be referred to as the se-
quence property. Take a particular node of G; s∈S, and a clock valuation (;E). We
say the sequence of equivalence classes, [ + d1;E + d1]; : : : ; [ + dk ;E + dk ], has the
sequence property if each equivalence class satises inv(s); di ∈R for all 16i6k, and
for all 16l¡k; succ([+dl;E+dl])= [+dl+1;E+dl+1]. Then, for every time value
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d∈R, where d16d6dk , we know that ( + d;E + d) ∼=∗ ( + dj;E + dj), for some
16j6k. We can then write (+ d;E+ d)∈ [+ dj;E+ dj].
The sequence property allows us to state the following. Consider the path ! of MG,
such that
! = 〈s0; 0〉 t0 ;p˜0→ 〈s1; 1〉 t1 ;p˜1→ · · · :
Take a particular i¿0. From 〈si; i〉, and letting ti time units elapse, we may pass
through a number of equivalence classes before taking the discrete transition p˜i. We
let mi be this number. Let vi0 = 〈si; [i;E + D!(i)]〉, and, if mi¿0, let vij = 〈si; [i +
dj;E+D!(i) + dj]〉 for all 16j6mi, and some dj ∈R.
Furthermore, we emulate the choice of the distribution p˜i by the choice of p
vimi
i in
the vertex vimi so that type(p˜i)= type(p
vimi
i ). That is, we choose p
vimi
i to be derived
from a discrete transition of the same type as p˜i, or a self loop if type(p˜i)=⊥. Then










Note that [!i] must comprise of at least one transition. Let [!] = [!0][!1] · · · be the
concatenation of all such segments.
This construction also works in the opposite direction. Let !∗= 〈s0; *0〉 p
s0 ; *0→ 〈s1; *1〉
ps1 ; *1→ · · · be a path of the region graph. We proceed to construct the path ! of MG
inductively by progressing along the length of the path !∗. For the base case of
length 0, let 〈s0; 0〉 be the state such that 0;E∈ *0 for some formula clock valuation
E∈RZ; then, 〈s0; 0〉 is the rst state of the path !. Now say we have partially
constructed ! up to length i, for some i∈N. Let 〈si; i〉=!(i). Then the transition
〈si; *i〉 p
si ; *i→ 〈si+1; *i+1〉 of !∗ can be copied by a transition 〈si; i〉 ti ; p˜i→〈si+1; i+1〉, where
ti ∈R; type(p˜i)= type(psi; *i), and i+1;E+D!(i+1)∈ *i+1. Then it follows that, given
!∗ of R(G;), we can construct ! of MG such that [!] =!∗.
We now show that, if the path ! ofMG is divergent, then [!] will also be divergent,
where [!] is the region graph path constructed from !. First, suppose for a contradic-
tion that [!] is a zero path, then by denition there exists i∈N and x∈X∪Z such
that [!](j) is x-zero for all j¿i. By the construction of [!] above, this corresponds
to the situation in which the value of x does not advance from some point on in the
path !, and therefore time also cannot advance. However, this contradicts the fact that
! is divergent, and hence [!] is not zero.
Secondly, for any clock x∈X∪Z, if there exists i∈N such that there does not
exist an x-zero region after the vertex [!](i), then the clock x is not reset after this
point in the path. Therefore, since the total time elapsed in ! must exceed any bound,
the value of the clock x must also exceed any bound. Therefore, there must exist a
j¿i for which all regions appearing along the path after [!](j) are x-unbounded. We
conclude that [!] must be possibly progressive, and therefore [!] is also be divergent.
Conversely, we can show that, if the region graph path !∗ is divergent, then the
path ! of MG that is constructed from !∗ can be chosen to be divergent. Firstly, as
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!∗ is not a zero path, it follows that it is possible to select the states and transitions
along ! such that it is possible for a positive amount of time to elapse innitely often.
Secondly, as !∗ is possibly progressive, it follows that the value of each clock is either
reset innitely often or is not bounded from above from some point along the path
onwards. Therefore, the durations of time transitions are not forced to converge to 0
to prevent a clock from exceeding an upper bound. We conclude that the transitions
along ! can be chosen in such a way as to ensure divergence.
2. Now, we show that the probability value associated with all of the nite prexes
of ! and [!] are the same. Consider the segment of !; !i = 〈si; i〉 ti ; p˜i→〈si+1; i+1〉, and












i is either a discrete transition or a self loop. We wish to show that Probn
(!i)=Prob∗n([!i]). Say mi¿1, and consider the transition vij
p
vij
succ→ vi( j+1), for 16j¡mi.
Then, from the sequence property and the above construction of [!], we know that
vi( j+1) is a time successor of vij, and therefore p
vij
succ =1. Therefore (and in the case in
which mi =0), our problem reduces to showing that




By the denitions of Prob and Prob∗, this reduces to showing that
p˜i〈si+1; i+1〉 = pvimii 〈si; [i+1;E+D!(i + 1)]〉:
We have two cases, depending on whether type(p˜i)= type(p
vimi
i )= ⊥ or type(p˜i)
= type(p
vimi
i ) = ⊥.
Case: type(p˜i)= type(p
vimi
i ) = ⊥. Then type(p˜i)= type(pvimii )=pi, for some distri-






and from the denition of the region graph:





where *= [i+dmi ;E+D!(i)+dmi ] and += [i+1;E+D!(i+1)+di+1]. We know that,
for any X ⊆X; (i + ti)[X := 0]∈ [i + dmi ][X := 0], and, trivially, that i+1 ∈ [i+1],
and so the combinations of X ⊆X used in both summations above will be the same.
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Therefore, the same probability values will be summed in the case of MG and that
of R(G;), and we can conclude that p˜i〈si+1; i+1〉=psi; *i 〈si+1; +〉.
Case: type(p˜i)= type(p
vimi
i )= ⊥. Observe that, as pvimii is not a time successor
transition, then it must be a self-loop. Then, from the denitions of transitions with
type ⊥ in Denition 9 and self-loops in Denition 17:
p˜i〈si+1; i+1〉 = pvimii 〈si; [i+1;E+D!(i + 1)]〉 = 1:
We can repeat such a process for all i∈N and, by the denitions of Probn and Prob∗n,
show that the probability value associated with all of the nite prexes of ! and [!]
are the same.
3. Next, we prove !;E |=AGdiv 1 U 2 if and only if [!] |=A∗div /1 U /2. If !(i)= 〈si;
i〉 for all i∈N, then !;E |=AGdiv 1 U 2
⇔ exists position (i; t) of ! such that !(i) + t;E+D!(i) + t |=AGdiv 2
and for all positions (j; t′) of ! such that (j; t′) ≺ (i; t);
!(j) + t′;E+D!(j) + t′ |=AGdiv 1 ∨ 2 by Denition 11
⇔ exists position (i; t) of ! such that 〈si; [i + t;E+D!(i) + t]〉 |=A∗div /2
and for all positions (j; t′) of ! such that (j; t′) ≺ (i; t);
〈sj; [j + t′;E+D!(j) + t′]〉 |=A∗div /1 ∨ /2 by induction
⇔ ∃i′ ∈ N such that [!](i′) |=A∗div /2 and [!](j′) |=A∗div /1 ∨ /2∀j′ 6 i′
by construction of [!]
⇔ [!] |=A∗div /1 U /2 by Lemma 24:
It follows by the denition of adversaries, both on probabilistic timed structures and
the region graph, and the construction in condition 1, that for all A∈AGdiv, there exists
an adversary [A]∈A∗div such that, for some E,
Path[A]ful 〈s; [;E]〉 = {[!] |! ∈ PathAful〈s; 〉}:
Similarly, we can show that, for all adversaries A∗ ∈A∗div of the region graph, there
exists an adversary A∈AGdiv such that [A] =A∗.
From condition 2, we know that the probability values associated with all nite
prexes of ! and [!] are the same. Then we can conclude that
Prob∗{!∗ |!∗ ∈ PathA∗ful 〈s; [;E]〉&! |=A∗div /1 U /2}
= Prob{! |! ∈ PathAful〈s; 〉&!;E |=AGdiv 1 U 2}
for some A∈AGdiv.
Using the transformation presented above, we can obtain a PBTL formula, /, from
the PTCTL formula, . Now, we can use the model checking algorithm of [6] in
order to verify whether the PBTL formula / holds in an initial state of the region
graph, 〈 Qs; (0;E)〉, where, for all x∈X; (0;E)(x)= 0 and E is an arbitrary formula
clock valuation.
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7. Model checking probabilistic timed automata against reachability properties
Although the verication technique of the previous section can establish the correct-
ness of a probabilistic timed automaton model against a broad class of properties, it
suGers from potential ine:ciency as a result of the high granularity involved in the
region construction of the nite state space. In particular, the size of the region graph is
exponential in the number of clocks and the magnitude of the maximal constants with
which they are compared in zones, either in the system description or in the temporal
logic formula. Consideration of a narrower class of properties than those of PTCTL
allows us to adopt a diGerent approach when constructing a nite-state representation
of a probabilistic timed automaton.
Here, we extend the real-time reachability properties of [13, 24] with probability to
obtain probabilistic real-time reachability properties. Such properties are expressed in
terms of a target set of states and a probability bound; for example, the property “with
probability 0.9999 or greater, it is possible to correctly deliver a data packet” from
the example in Section 3.1 can be expressed as a probabilistic real-time reachability
property. It will also be shown how to represent invariance properties, such as “with
probability 0.875 or greater, the system never aborts”, and time bounded reachability
properties, such as “with probability 0.975 or greater, it is possible to correctly deliver
a data packet within 5 time units”, as reachability properties.
As in the nonprobabilistic, real-time reachability case, our nite-state model derived
from the probabilistic timed automaton G is obtained, not by the region construc-
tion, but by forward search through the innite state space of G. Once this has been
done, probabilistic reachability analysis is then performed on the nite state model
through computation of probabilities using linear programming [15, 16]. We introduce
the reachability algorithm in Sections 7.1 and 7.2, and, in Section 7.3, give an example
of its application to the communication protocol of Section 3.1. In Section 7.4, it will
be shown that the maximal probability of reaching the target set of states computed
for the nite state representation is an upper bound on the actual maximal probability
of the probabilistic timed automaton G reaching the target set. We conclude that our
technique is less appropriate for the verication of reachability properties, for which
we wish to establish whether the maximal probability of reaching a target set of states
exceeds some bound, than invariant properties, for which we wish to establish whether
the maximal probability of reaching certain “unsafe” states is less than some bound.
7.1. Introduction to probabilistic real-time reachability
Given a probabilistic timed automaton G=(S;L; Qs;X; inv; prob; 〈s〉s∈S), let R be
a set of nodes called the target set, let ∈{¿;¿}, and let )∈ [0; 1] be the target
probability. Then the probabilistic real-time reachability problem for G can be dened
as the triple (R;  ; )), with the intuition that the answer to the problem is “YES” if
and only if G can reach a state in the target set R with probability  ), and “NO”
otherwise.
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To formalize probabilistic real-time reachability, we rst must weaken the notion
of divergent adversaries of probabilistic timed structures to take account of reachable
states. Intuitively, an adversary of MG is R-divergent if the probability measure over
its paths which either reach R or exhibit realizable behaviour is 1. For a state 〈s; 〉,
we dene discrete〈s; 〉= s.
Denition 26. Let A be an adversary of MG. A path !∈PathAful is R-divergent if it is
either divergent or there exists i∈N such that discrete(!(i))∈R. An adversary A of
MG is R-divergent if and only if
Prob{! |! ∈ PathAful and ! is R-divergent} = 1:
Let ARdiv be the set of all R-divergent adversaries of MG.
Then the answer to the real-time reachability problem (R;  ; )) is “YES” if and only
if there exists an R-divergent adversary A∈ARdiv such that:
Prob{! |! ∈ PathAful〈 Qs; 0〉&∃i ∈ N:discrete(!(i)) ∈ R}  )
and “NO” otherwise. That is, the answer is “YES” if and only if an R-divergent adver-
sary can be found for which the probability measure over paths which reach a node
in R is  ). In contrast to non-probabilistic real-time reachability problems [14, 27],
which consider nite paths only, in accordance with standard notions of reachability
in probabilistic systems [15] we consider the reachability of states in in3nite paths.
Consider the fact that probabilistic real-time reachability properties require that it is
possible to reach a certain set of states with probability ) or greater. It then follows that
we are able to verify properties which specify the inevitability of reaching a certain set
of states with a given probability ) or less. Clearly, such a property is true if it is not
possible to reach the set of states with probability greater than ). Note that inevitability
properties with which we associate a lower bound on probability, such as the bounded
response property of Section 3.1, “with probability 0.99 or greater, a data packet will
always be delivered within 5 time units”, cannot be expressed as a probabilistic real-
time reachability property introduced in this section. However, verication of such a
property is possible using PTCTL and the region graph.
Special case (Reachability of symbolic states). As in the nonprobabilistic context (see
[27]), the reachability problem for symbolic states of a probabilistic timed automa-
ton G=(S;L; Qs;X; inv; prob; 〈s〉s∈S) can be reduced to a problem of reachability of
nodes, without loss of generality. By a symbolic state we mean a pair of the form
〈s; 〉, where s∈S and ∈ZX. The method is based on the addition of extra transi-
tions to G which are enabled when the target symbolic state is reached, and lead to
another node s′, which we then regard as the target node. Formally, we can reduce
the probabilistic real-time reachability problem for symbolic states of G, (Rsymb;  ; )),
where Rsymb = {〈s1; 1〉; : : : ; 〈sm; m〉} is a set of symbolic states, and  and ) have their
usual meanings, to the standard real-time reachability problem on a new probabilistic
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timed automaton G′ in the following manner. Let G′=(S∪{s′};L′; Qs;X; inv′; prob′;
〈′s〉s∈S∪{s′}), where
• L′(s′)= ∅, inv′(s′)= true, and prob′(s′)= {p}, where p(s′; ∅)= 1 and ′s′(p)=
true,
• for all s∈S, let L′(s)=L(s), inv′(s)= inv(s), prob′(s)= prob(s)∪{p〈s; 〉 | 〈s; 〉 ∈
Rsymb}, where p〈s; 〉(s′; ∅)= 1, ′s(p〈s; 〉)= , and, for all other p∈ prob(s), ′s(p)=
s(p).
The problem (Rsymb;  ; )) on G is then reduced to the associated problem ({s′};  ; ))
on G′.
Application 1 (Time bounded reachability). In certain cases, we may be interested in
the reachability of certain nodes either before or after a time deadline has expired. For
example, recall the communication protocol of Section 3.1, and consider the property,
“with probability 0.975 or greater, it is possible to correctly deliver a data packet within
5 time units”. Problems of this type can be solved in our framework in the following
manner. First, the probabilistic timed automaton of interest, G, is augmented with a
single clock z, which is intended to count the total elapsed time of system execution.
The clock z does not feature in any of the invariant or enabling conditions, or in
any clock resets of the new probabilistic timed automaton, which will be denoted by
G+z (although observe that, as usual, z is 0 initially). Say that we are interested in the
reachability of the set R of nodes in time ∼ c, where ∼∈{¡;6; = ;¿;¿} and c∈N.
Then this problem can be phrased as the reachability problem (R∼csymb;  ; )) on symbolic
states, where R∼csymb = {〈s; z∼ c〉 | s∈R}. G+z then undergoes a further transformation
to G′+z in the manner described in the previous paragraph, on which the standard
probabilistic real-time reachability analysis is then performed.
Application 2 (Invariance veri3cation). Another type of property of interest requires
that the probabilistic timed automaton G does not leave a certain set of nodes I ⊆S
with a given probability or greater. For example, in Section 3.1, the property, “with
probability 0.875 or greater, the system never aborts”, falls into this category. Such
invariance veri3cation properties can be reduced to standard probabilistic real-time
reachability problems in the following way. Let the probabilistic invariance verication
problem I be the tuple (I;  ; )), where  and ) have their usual meanings. Then
I reduces to the probabilistic real-time reachability problem (S\I; Q; 1 − )), where
Q=¿ if  =¿ and Q=¿ if  =¿. That is, we solve the problem of reachability
of nodes that are not in the required invariant I with probability 1 − ) or greater. If
the answer to the problem (S\I; Q; 1 − )) is “YES”, then the answer to I is “NO”,
otherwise the answer to I is “YES”.
Reachability properties and PTCTL: In the nonprobabilistic context, property speci-
cation languages such as TCTL do not capture reachable states [27], for the simple
reason that the former are evaluated over innite, divergent paths, whereas the latter
are dened by nite paths. This characteristic also transfers to the probabilistic context,
albeit in a slightly diGerent manner; that is, PTCTL is interpreted over divergent ad-
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versaries, whereas reachability properties are interpreted over R-divergent adversaries.
However, if all adversaries of the probabilistic timed structure MG of G are diver-
gent (recall that the property of divergence is stronger than that of R-divergence), then
we can identify correspondences between PTCTL formulae and reachability properties.
Without loss of generality, for a given set S of nodes, we extend the labelling function
L of the probabilistic timed automaton G to LS :S→ 2AP∪{aS} where, for each s∈S,
LS(s)=L(s)∪{aS} if s∈ S, and LS(s)=L(s) otherwise.
7.2. Probabilistic real-time reachability algorithm
7.2.1. Preliminaries
Before the probabilistic real-time reachability algorithm is introduced formally, we
present the following concepts for representing and manipulating state sets of a prob-
abilistic timed automaton. The concepts of c-equivalence and c-closure are dened in
a similar manner to [27] (note that they are related to the extrapolation abstraction of
[14]). Given c ∈ N, two valuations ; ′ are described as c-equivalent if
• for any clock x∈X, either (x)= ′(x), or (x)¿c and ′(x)¿c; and,
• for any two clocks x1; x2 ∈ X, (x1) − (x2)= ′(x1) − ′(x2), or (x1) − (x2)¿c
and ′(x1)− ′(x2)¿c.
We dene the c-closure of , denoted by close(; c), to be the greatest zone ′⊇ 
satisfying, for all ′ ∈ ′, there exists ∈  such that  and ′ are c-equivalent. Intuitively,
the c-closure of a zone is obtained by removing all of its boundaries which correspond
to constraints which refer to integers greater than c. Observe that, for a given c, there
are only a nite number of c-closed zones.
Consider a particular probabilistic timed automaton G. Recall a pair of the form
〈s; 〉, where s∈S and ∈ZX is a zone, is called a symbolic state. We say that a
state 〈s; 〉 is contained within a symbolic state 〈s′; 〉, written 〈s; 〉 ∈ 〈s; 〉, if s= s′
and ∈ .
The function close is extended to symbolic states, by dening close(〈s; 〉; c)= 〈s;
close(; c)〉. We also overload the function discrete to the case of symbolic states; that
is, for a symbolic state 〈s; 〉, we dene discrete〈s; 〉= s.
For the purposes of the forward reachability algorithm, it is convenient to regard the
discrete transitions of a probabilistic timed automaton G as dening edges between the
nodes of G. Formally, an edge e is a tuple of the form (s; s′; X; p)∈S2× 2X× (S×
2X). We dene the set E of edges of the probabilistic timed automaton G such that
(s; s′; X; p)∈E if and only if p∈ prob(s) and p(s′; X )¿0. For any s∈S, the set out(s)
contains all edges of the form (s; ; ; ).
Our aim of forward exploration through the state space of a probabilistic timed
automaton requires operations to return the successor states of all of the states in a
particular set (where the set is represented as a symbolic state). More precisely, we
introduce a discrete successor operation which, given an edge e∈E and a symbolic
state 〈s; 〉, returns all of the states obtained by traversing e from a state in 〈s; 〉.
Similarly, our time successor operation on the symbolic state 〈s; 〉 returns the set of
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states which can be obtained from a state in 〈s; 〉 by letting some time elapse. These
two operations can be composed to dene a generalized successor operation, called the
post operation. For a given symbolic state 〈s; 〉 and an edge e∈E, the post operation
returns the set of states that can be obtained from 〈s; 〉 by traversing the edge e
and then letting time elapse. Note that we also parameterize the post operation by an
integer c∈N, and only compute the c-closure of symbolic states obtained by the time
successor operation; in Section 7.2.2, this fact will be used to ensure the termination
of our forward reachability algorithm.
Denition 27 (Successor operations). The forward projection of a zone ∈ZX is de-
ned to be the zone ↗  in ZX, such that ∈↗ if and only if ∃t ∈R:− t ∈ .
For a symbolic state 〈s; 〉:
Time successor: The time successor of 〈s; 〉 is dened as time succ〈s; 〉 def=〈s;↗
∩ inv(s)〉.
Discrete successor: The discrete successor of 〈s; 〉 with respect to the edge e=(s; s′,
X; p) is dened as
disc succ(e; 〈s; 〉) def=〈s′; (( ∩ s(p))[X := 0]) ∩ inv(s′)〉:
Post: For a constant c∈N and an edge e∈ out(s), the post operation is dened
according to:
post[e; c]〈s; 〉 def= close(time succ(disc succ(e; 〈s; 〉)); c):
Observe that all of the operations in Denition 27 preserve the convexity of zones
[27].
7.2.2. The algorithm ForwardReachability
An algorithm for generating a nite representation of the state space of a probabilistic
timed automaton for a given set of target states R is presented in Fig. 6. As in the case
of similar algorithms in the nonprobabilistic context [13, 24], the algorithm searches
forward through a reachable portion of the state space of the system by successively
iterating the transition relation a nite number of times. Note that the introduction
of probabilistic information in the discrete transition relation of probabilistic timed
automata means that we now regard the portion of the state space that is computed
by this method to be reachable with nonzero probability. Given that this set has been
generated for the probabilistic timed automaton G, we can then obtain an upper bound
on the maximal probability of computations of G reaching the target set; this is achieved
by solving a linear programming problem on the generated state space, in the manner
of [15, 16]. Therefore, our strategy consists of two distinct computation steps: rstly,
generation of the state space which is reachable with nonzero probability from the
initial state, and secondly, performing another computation on this state space to nd
the maximum probability relevant to our problem.
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Fringe := {close(time succ〈 Qs; 0〉; c)}
repeat
choose 〈s; 〉 ∈ Fringe
Fringe :=Fringe\{〈s; 〉}
if s∈R then Reached :=Reached ∪{〈s; 〉}
else
for each e∈ out(s) do
let 〈s′; ′〉 := post[e; c]〈s; 〉





Z :=Z ∪{〈s; 〉}
until Fringe = ∅
return Z, Reached
}
Fig. 6. The algorithm ForwardReachability.
One important diGerence between the algorithm in Fig. 6 and analogous algorithms
in the nonprobabilistic, real-time literature, is the fact that the on-the-1y property of
the latter algorithms is compromized in our context. This property refers to the fact
that, if a symbolic state which reaches the target set is computed, then the algorithm
can terminate immediately with a “YES” answer to the reachability problem. Such a
strategy is insu:cient for probabilistic timed automata. For example, consider the case
in which we have found a path of symbolic states reaching the target set R, and
which corresponds to the probability ). Then it may be possible to nd another path
to R, thus increasing the probability of reaching this target set. Given the expense of
the probability computation step, we opt to perform it only after all of the relevant
symbolic states which are reachable with positive probability have been computed.
The portion of the state space that is generated by ForwardReachability takes the
form of a set Z of symbolic states 〈s; 〉. The set Fringe is used to represent the set of
symbolic states that are reachable from the initial state with non-zero probability, but
whose successors may not have been explored.
Given the probabilistic timed automaton G=(S;L; Qs;X; inv; prob; 〈s〉s∈S), and the
target set R⊆S, the sets Z and Reached , obtained by the algorithm ForwardReach-
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the zone graph, which contains the information relevant to the probabilistic real-time
reachability problem. As in Sections 4.1 and 6.2, we associate a notion of type with
the transitions of the zone graph, and overload the notation type for this purpose.
Denition 28 (Zone graph). The zone graph NRG of the probabilistic timed automaton
G with respect to R is the Markov decision process (QRG;Steps
R
G) such that Q
R
G =Z
is the set of symbolic states computed by ForwardReachability, and StepsRG :Q
R
G→
Pfn((QRG)) is a set of transitions of the following form:
Discretetransitions: For all 〈s; 〉 ∈Z\Reached and p∈ prob(s) where ∩ s(p) = ∅,







Self-loops: For every 〈s; 〉 ∈Z , let pˆloop ∈StepsRG〈s; 〉, where pˆloop〈s′; ′〉=1 if and
only if 〈s′; ′〉= 〈s; 〉. Let type(pˆloop)= ⊥.
The initial state of the zone graph is close(time succ〈 Qs; 0〉; c), which we denote
by Qq. As in the standard manner for Markov decision processes [8, 6], we can dene
notions of paths, the function Prob′n on nite paths, and the probability measure Prob
′
on innite paths. Furthermore, the notion of adversaries of Markov decision processes
is also standard; we denote the set of all adversaries of the zone graph by B.
Recall that, for a given c∈N, there are a nite number of c-closed zones. Lemma 29
then follows from the cmax(G)-closure of all symbolic states of NRG , and the fact that
the number of nodes is nite [14, 27].
Lemma 29. For any probabilistic timed automaton G and target set R⊆S; QRG is
3nite.
Observe that Lemma 29 also implies the termination of the algorithm. Note that, as
any symbolic state is a union of regions, and that the algorithm only generates distinct
symbolic states, the size of the zone graph, and therefore the complexity of the veri-
cation problem, is the same as that of the associated region graph only in the worst
case.
7.2.3. Computation of the maximal reachability probability
Given that the zone graph of the probabilistic timed automaton G with respect to
the target set R has been constructed, the probabilistic real-time reachability prob-
lem (R;  ; )) can be solved in the following way. First, observe that if Reached = ∅,
then the forward search through the reachable state space has found that R is not
reachable with positive probability, and therefore we conclude that the answer to
the problem is “NO” (the problem for which  =¿ and )=0 is meaningless, and
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therefore is not considered here). If Reached = ∅, we propose to perform a maxi-
mal reachability probability computation on the state space of the zone graph, fol-
lowing established techniques for nite state Markov decision processes [11, 15, 16].
Unfortunately, the probability obtained via this approach may be greater than the
probability of reaching the target set via any adversary of the probabilistic timed
automaton.
This is illustrated by the example of the probabilistic timed automaton G4, and its
associated zone graph shown in Fig. 7. Say that the target set of interest consists of the
single node sR. Then it is clear that there are only two adversaries of G4 (or, rather,
of its probabilistic timed structure MG4 ) such that there is a nonzero probability of
reaching sR. Intuitively, these correspond to two possible times at which the probability
distribution associated with the initial state is chosen: either when x=y=0, or when
x=y=1. In the former case, if the left-hand edge to s1 is taken, then the outgoing edge
of s1 can never be taken, and so we must remain in this node; however, if the right-
hand edge to s2 is taken, then the outgoing edge to sR can be selected immediately. The
case for the selection of the transition of Qs when x=y=1 is symmetrical. Therefore,
for each of the two adversaries that have been described informally, the probability
of reaching the target node sR is 0.5. Now consider the zone graph N
{sR}
G4 shown in
Fig. 7 (the reader can verify that this is indeed the zone graph corresponding to the
reachability problem in question). If, in 〈 Qs; x=y〉, the distribution to 〈s1; x6y〉 and
〈s2; x=y〉 is selected, and then, whichever symbolic state is chosen, a transition to
〈sR; x=y〉 is made, then the probability of reaching a symbolic state for which the
discrete part is sR is 1. If the probabilistic real-time reachability problem in question is
({sR};¿; 0:7), then the maximal reachability probability that is computed on the zone
graph will be greater than or equal to 0.7, whereas the answer to the probabilistic
real-time reachability problem, as presented in Section 7.1, will be “NO”. Therefore,
we advocate the strategy of returning an answer of “MAYBE”, rather than “YES” if
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the maximal reachability probability computed on the zone graph is  ), and “NO”
otherwise.
The maximal reachability probability problem on a Markov decision process is solved
by reduction to an appropriate linear programming problem [11, 15, 16]. We now apply
this solution to the Markov decision process NRG , where the set of destination states
(see [15]) is set equal to Reached . Let Pr(close(time succ〈 Qs; 0〉; c) be the maximal
reachability probability value computed for the state close(time succ〈 Qs; 0〉; c). Then,
for a given probabilistic timed automaton G and a probabilistic real-time reachability
problem (R;; )), the answer to the problem is
• “MAYBE”, if Reached = ∅ and Pr(close(time succ〈 Qs; 0〉; c)) ), and
• “NO”, otherwise.
Recall that invariance properties can be stated in terms of reachability properties, and
that if the answer to the reachability property is “YES” (“NO”) then the answer to the
invariant property is “NO” (“YES”, respectively). The introduction of the possibility of
a “MAYBE” result to the probabilistic real-time reachability problem has the following
implications for the verication of invariance properties: if the answer to the reacha-
bility problem obtained from the invariance problem is “MAYBE”, then the answer to
the invariance problem is also “MAYBE”; however, if “NO” is returned, then the an-
swer to the invariance problem is “YES”. This leads us to conclude that our forward
reachability method may be particularly appropriate for establishing the satisfaction of
probabilistic, real-time invariance properties.
7.3. Example of probabilistic real-time reachability
Consider again the probabilistic timed automaton G1 of Fig. 1. Say we are interested
in the untimed, reachability property “with probability 0.9999 or greater, it is possible to
correctly deliver a data packet” (we consider an untimed property for simplicity). This
requirement can be specied in terms of the probabilistic real-time reachability problem
({ri};¿; 0:9999), with the computation of the algorithm ForwardReachability taking
the form given in Fig. 8. A typical iteration of the algorithm consists of the following
steps: rst, a symbolic state 〈s; 〉 is taken from Fringe; second, for all edges that are
enabled in 〈s; 〉, the discrete successor is generated; third, the time successors of the
discrete successors computed in the previous step are generated; nally, the sets Fringe
and Z are adjusted, so that Fringe now contains the newly generated symbolic states
(provided that they do not already exist in Fringe or Z), and 〈s; 〉 is added to Z . Note
that the second and third steps relate to the application of the post[: ; :](:) operation,
and that the cmax(G)-closure of the time successors is implicit (as cmax(G)= 7, we take
the 7-closure of the time successors). The notation s→ s′, for nodes s; s′ ∈S, refers
to the edge from node s to s′. A special case is iteration 4, in which the node of the
symbolic state 〈ri; x=y〉 is found to be in the target set R, and therefore 〈ri; x=y〉 is
added to Reached .
The resulting zone graph N{ri}G1 is shown in Fig. 9 (we omit the self-loops that are
associated with every symbolic state for simplicity). Observe that the most important
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Initially: Fringe= {〈hi; x= y63〉}, Z = ∅
Iteration 1: take 〈hi; x= y63〉 from Fringe
disc succ hi→wr : 〈wr; 0〉 hi→wi : 〈wi; x= 0∧ 26y63〉
time succ hi→wr : 〈wr; x= y61〉 hi→wi : 〈wi; x63∧ x + 26y6x + 3〉
Fringe= {〈wr; x= y61〉; 〈wi; x63∧ x + 26y6x + 3〉}, Z = {〈hi; x= y63〉}
Iteration 2: take 〈wr; x= y61〉 from Fringe
disc succ wr→ ri : 〈ri; x= y61〉 wr→wi : 〈wi; x= y61〉
time succ wr→ ri : 〈ri; x= y〉 wr→wi : 〈wi; x= y63〉
Fringe= {〈wi; x63∧ x + 26y6x + 3〉; 〈ri; x= y〉; 〈wi; x= y63〉} ,
Z = {〈hi; x= y63〉; 〈wr; x= y61〉}
Iteration 3: take 〈wi; x63∧ x + 26y6x + 3〉 from Fringe
disc succ wi→wr : 〈wr; 0〉 wi→wi : 〈wi; x= 0∧ 46y66〉
time succ wi→wr : 〈wr; x= y61〉 wi→wi : 〈wi; x63∧ x + 46y67〉
Fringe= {〈ri; x= y〉; 〈wi; x= y63〉; 〈wi; x63∧ x + 46y67〉} ,
Z = {〈hi; x= y63〉; 〈wr; x= y61〉; 〈wi; x63∧ x + 26y6x + 3〉}
Iteration 4: take 〈ri; x= y〉 from Fringe
Add 〈ri; x= y〉 to Reached
Fringe= {〈wi; x= y63〉; 〈wi; x63∧ x + 46y67〉} ,
Z = {〈hi; x= y63〉; 〈wr; x= y61〉; 〈wi; x63∧ x + 26y6x + 3〉; 〈ri; x= y〉}
Iteration 5: take 〈wi; x= y63〉 from Fringe
disc succ wi→wr : 〈wr; 0〉 wi→wi : 〈wi; x= 0∧ 26y63〉
time succ wi→wr : 〈wr; x= y61〉 wi→wi : 〈wi; x63∧ x + 26y6x + 3〉
Fringe= {〈wi; x63∧ x + 46y67〉} ,
Z = {〈hi; x= y63〉; 〈wr; x= y61〉; 〈wi; x63∧ x + 26y6x + 3〉; 〈ri; x= y〉; 〈wi; x= y63〉}
Iteration 6: take 〈wi; x63∧ x + 46y67〉 from Fringe
disc succ wi→wr : 〈wr; 0〉 wi→wi : 〈wi; x= 0∧ 66y67〉 wi→ aa : 〈aa; 0〉
time succ wi→wr : 〈wr; x= y61〉 wi→wi : 〈wi; x61∧ x + 66y67〉 wi→ aa : 〈aa; x= y〉
Fringe= {〈wi; x61∧ x + 66y67〉; 〈aa; x= y〉};
Z = {〈hi; x= y63〉; 〈wr; x= y61〉; 〈wi; x63∧ x + 26y6x + 3〉; 〈ri; x= y〉; 〈wi; x= y63〉;
〈wi; x63∧ x + 46y67〉}
Iteration 7: take 〈wi; x61∧ x + 66y67〉 from Fringe
disc succ wi→ aa : 〈aa; 0〉
time succ wi→ aa : 〈aa; x= y〉
Fringe= {〈aa; x= y〉} ,
Z = {〈hi; x= y63〉; 〈wr; x= y61〉; 〈wi; x63∧ x + 26y6x + 3〉; 〈ri; x= y〉; 〈wi; x= y63〉;
〈wi; x63∧ x + 46y67〉; 〈wi; x61∧ x + 66y67〉}
Iteration 8: take 〈aa; x= y〉 from Fringe
disc succ aa→ aa : 〈aa; 0〉
time succ aa→ aa : 〈aa; x= y〉
Fringe= ∅ ,
Z = {〈hi; x= y63〉; 〈wr; x= y61〉; 〈wi; x63∧ x + 26y6x + 3〉; 〈ri; x= y〉; 〈wi; x= y63〉;
〈wi; x63∧ x + 46y67〉; 〈wi; x61∧ x + 66y67〉; 〈aa; x= y〉}
Fringe= ∅, therefore terminate
Fig. 8. Computations of ForwardReachability on G1.
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Fig. 9. The zone graph N{ri}G1 .
nondeterministic choice made in this Markov decision process is featured in the sym-
bolic state 〈wi; x63∧ x + 46y67〉, and that the single destination state of N{ri}G1 is
the symbolic state in Reached , 〈ri; x=y〉. After application of a linear programming
problem, we nd that the maximal reachability probability value of reaching 〈ri; x=y〉
from the initial state 〈hi; x=y63〉 is 0.9998737375. As this value is less than that
as 0.9999, we conclude that the answer to the reachability problem, “with probability
0.9999 or greater, it is possible to correctly deliver a data packet”, is “NO”. Observe that
the region graph of G1 and the PTCTL property [true ∃U ri]¿0:9999, which is equiv-
alent to the reachability property ({ri};¿; 0:9999), consists of 101 reachable states,
compared to the 8 states constructed by the forward reachability method of Fig. 6.
Note that it is straightforward to verify G1 against a time bounded reachability
property such as “with probability 0.975 or greater, it is possible to correctly deliver a
data packet within 5 time units”. As explained in Section 7.1, all that is required is to
augment G1 with an additional clock z, an extra node s′, and an additional distribution
in the node ri, which is enabled only when z65 and leads to the new target node s′
with probability 1. We then perform reachability analysis on the new probabilistic timed
automaton in a similar way to that described above. It also follows that verication
of invariance properties of G1, such as “with probability 0.875 or greater, the system
never aborts” is possible.
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7.4. Proof of the partial correctness of the probabilistic real-time reachability
algorithm
We have shown that our forward reachability procedure will compute a maximal
reachability probability on the zone graph that may be greater than the actual maximal
probability on the probabilistic timed automaton G. However, we now show that the
computed probability will not be less than the actual probability by proving that, for
every adversary of the probabilistic timed structure MG of G, there exists a su:ciently
“similar” adversary of NRG , where the notion of “similarity” means that the probability
of reaching the target set R is the same for both adversaries. The proof proceeds in two
steps: rst, properties of single transitions of the zone graph NRG and the probabilistic
timed structure MG of G are studied, providing the basis of the second step, which
concerns the paths and adversaries of MG and NRG .
7.4.1. Properties of single-step transitions of the zone graph
We commence by exploring the way in which a single transition of the probabilistic
timed structureMG of G may be mimicked by a transition of the zone graphNRG , such
that both transitions have the same type (as given by the functions denoted by type).
Our concerns are twofold: rst we show that, for any state 〈s; 〉 of MG contained
within a symbolic state 〈s; 〉 of NRG , any transition from 〈s; 〉 can be mimicked by a
transition from 〈s; 〉 of the same type; then we show that, for any target state 〈s′; ′〉
of the transition from 〈s; 〉, the set of clock resets which can be used to obtain 〈s′; ′〉
can be used to obtain a set of successor symbolic states of 〈s; 〉, each element of
which contains 〈s′; ′〉.
Existence of transitions: First, we show that the existence of a transition from a state
〈s; 〉 ofMG implies the existence of a transition with the same type from any symbolic
state of NRG which contains 〈s; 〉.
Lemma 30. For any symbolic state 〈s; 〉 ∈QRG; state 〈s; 〉 ∈QG such that 〈s; 〉 ∈ 〈s; 〉;
and transition 〈s; 〉 t;p˜→〈s′; ′〉 of MG; there exists a transition 〈s; 〉 pˆ→〈s′; ′〉 of NRG ;
such that type(p˜)= type(pˆ) and 〈s′; ′〉 ∈ 〈s′; ′〉.
Proof. The correctness of this lemma follows from the denitions of post and of the
zone graph NRG (Denitions 27 and 28). We have two cases, depending on whether
type(p˜)=p, for some p∈ prob(s), or whether type(p˜)=⊥.
Case: type(p˜)=p. Observe that there must exist an X ⊆X such that both ′= [X
:= 0] and p(s′; X )¿0. Furthermore, from p(s′; X )¿0, there exists an edge e=(s; s′; X;
p) in the set of edges of G. From the denition of post[: ; :](:) (and the fact that the
initial symbolic state of the zone graph is close(time succ〈Qs; 0〉; c)), all of the time
successors of any state in 〈s; 〉 (and all of the state that are c-equivalent to such time
successors) are also in 〈s; 〉. Because the transition 〈s; 〉 t;p˜→〈s; 〉p and the fact that
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p= type(p˜) encode the information of letting t time units elapse from the state 〈s; 〉,
and then choosing the distribution p, we conclude that + t ∈ s(p), and, since +
t ∈ , we have ∩ s(p) = ∅. Furthermore, by the assumption of admissible targets of
G, ((∩ s(p))[X := 0])∩ inv(s′) = ∅. This gives us that disc succ(e; 〈s; 〉)= 〈s′; ′′〉,
where ′′ = ∅. As +t ∈ s(p), and ′=(+t)[X := 0], it must be the case that ′ ∈ ′′,
and therefore 〈s′; ′〉 ∈ 〈s′; ′′〉. Next, because close(time succ〈s′; ′′〉; c)⊇〈s′; ′′〉, it
must be the case that 〈s′; ′〉 ∈ post[e; c]〈s; 〉. Then we let 〈s′; ′〉= post[e; c]〈s; 〉
and 〈s′; ′〉 ∈ 〈s′; ′〉 as required.
Case: type(p˜)=⊥. From Denition 9, it must be the case that 〈s′; ′〉= 〈s; + t〉.
Furthermore, by Dention 28, the only distribution available in 〈s; 〉 with type ⊥
is a self loop pˆloop; therefore, we mimic the transition 〈s; 〉
t;p˜→〈s;  + t〉 with the
transition 〈s; 〉 pˆloop→〈s′; ′〉, where 〈s′; ′〉= 〈s; 〉. Because all of the time successors
of any state in 〈s; 〉, together with all of the states that are c-equivalent to any such
time successor, are also in 〈s; 〉, we have that 〈s; + t〉 ∈ 〈s; 〉, which is equivalent
to 〈s′; ′〉 ∈ 〈s′; ′〉.
Targets of transitions: We now proceed to the main lemma of this section. Intuitively,
we highlight the correspondence between transitions of the probabilistic timed struc-
ture MG and the zone graph NRG by establishing the following facts. Consider the
state 〈s; 〉, the symbolic state 〈s; 〉 such that 〈s; 〉 ∈ 〈s; 〉, and the distributions p˜; pˆ
which are available in 〈s; 〉 and 〈s; 〉, respectively, and for which type(p˜)= type(pˆ)
=p. Then:
• every state of MG which is in the support of p˜ is contained in a symbolic state
in the support of pˆ; conversely, every symbolic state of NRG in the support of pˆ
contains a state in the support of p˜;
• furthermore, with the intuition that the probability p˜〈s′; ′〉 is equal to the sum of
probabilities assigned by p to edges whose target is s′ and which reset clocks in
such a way as to result in the valuation ′, then traversing each of these edges from
the symbolic state will result in a target symbolic state 〈s′; ′〉 (not necessarily the
same for each edge) which contains 〈s′; ′〉.
First, consider the following facts concerning the eGects of clock resets on valuations
and zones. Given a valuation ∈RX, a particular valuation ′ ∈RX may be obtained
via more than one clock reset. For example, if X= {x; y}, and (x)= (y)= 0, then
[{x} := 0]= [{y} := 0]= [{x; y} := 0]. However, note that the application of these
reset sets to a given zone  may result in diBerent zones. Consider the zone  given
by the constraint x 6 y. Then ∈ , yet [{x} := 0] is dened by 0= x 6 y, whereas
[{y} := 0] is dened by 0=y 6 x, and [{x; y} := 0] is dened by x=y=0.
These concepts can be described formally in the following way.
Lemma 31. Given ∈ZX; X1; X2⊆X such that [X1 := 0]= [X2 := 0]; if ∈ ; then
[X1 := 0]= [X2 := 0].
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The lemma states that, if the application of two diGerent resets to a zone  results
in the same zone ′, then the application of these resets to a valuation  contained in
 must result in the same valuation ′. However, the converse of Lemma 31 (that, if
[X1 := 0]= [X2 := 0] and ∈ , then [X1 := 0]= [X2 := 0]) is not necessarily true.
Therefore, although multiple reset sets may result in the same valuation, these sets may
result in diGerent zones, although it is clear that the valuation will be contained within
all such zones. Consider again the above example. Although [{x} :=0] =[{y} := 0] =
[{x; y} :=0], it is the case that ′= [{x} := 0]= [{y} := 0]= [{x; y} := 0] is such
that ′ ∈ [{x} := 0], ′ ∈ [{y} := 0] and ′ ∈ [{x; y} := 0].
We now introduce three functions in order to reason about the relationship between
valuations and zones.
• SResets :RX×RX→ 22X is the function such that, for any ; ′ ∈RX, SResets(; ′)
def={X ⊆X | [X := 0]= ′}.
• Similarly, ZResets :ZX×ZX→ 22X is the function such that, for any ; ′ ∈ZX,
ZResets(; ′) def={X ⊆X | [X := 0]= ′}.
• Finally, NewZones :ZX× 22X→ 2ZX is the function such that, for any ∈ZX and
Y⊆ 2X, NewZones(;Y) def={′ ∈ZX | ′= [X := 0] for some X ∈Y}.
The intuition underlying these functions is as follows. SResets(; ′) is the set of clock
resets which, if applied to the valuation , result in the valuation ′, and ZResets(; ′)
is the set of clock resets which, if applied to the zone , result in the zone ′
(note that SResets(; ′) and ZResets(; ′) may contain the empty clock reset ∅).
NewZones(;Y) is the set of zones which can be obtained by the application of clock
resets in Y to .
The following lemma follows immediately from Lemma 31 and these denitions.
Lemma 32. Let ∈ZX be a zone.
(1) For any valuations ; ′ ∈RX; and zone ′ ∈ZX; such that ∈  and ′ ∈ ′; then
ZResets(; ′)⊆SResets(; ′).
(2) For any distinct zones ′; ′′ ∈ZX; ZResets(; ′)∩ ZResets(; ′′)= ∅.
(3) For any valuations ; ′ ∈RX; and zone ′ ∈ZX; such that ∈  and ′ ∈ ′; then⋃{ZResets(; ′) | ′ ∈NewZones(;SResets(; ′))}=SResets(; ′).
Observe that part (2) of Lemma 32 implies that the elements of the set {ZResets(;
′) | ′ ∈NewZones(;SResets(; ′))} are themselves disjoint sets, and therefore the
union in part (3) of the lemma is a disjoint union.
We now proceed to the main lemma of this section.
Lemma 33. Let 〈s; 〉 ∈QG be a state of MG; and 〈s; 〉 ∈QRG be a symbolic state of
NRG such that 〈s; 〉 ∈ 〈s; 〉. If (t; p˜)∈StepsG〈s; 〉 and type(p˜)=p for some p∈(S×




pˆ(close(time succ〈s′; ′〉; c));
where pˆ is the corresponding distribution of StepsRG〈s; 〉 given by Lemma 30.
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Proof. From the denition of the distribution p˜ in Denition 9, and from the denition





p(s′; X ) =
∑
X∈SResets(+t;′)
p(s′; X ): (1)
Furthermore, by the denition of the distribution pˆ in Denition 28, and from the
denition of ZResets(: ; :), for each ′ ∈NewZones(∩ s(p);SResets(+ t; ′)):









Summing over all zones in NewZones(∩ s(p);SResets(+ t; ′)) gives the following
equation: ∑
′∈NewZones(∩s(p);SResets(+t;′))










We now reconcile Eqs. (1) and (2). The following equation relies on the crucial
observation of Lemma 32 that all of the elements of the set {ZResets(∩ s(p); ′) | ′ ∈
















pˆ(close(time succ〈s′; ′〉; c)):
We now present an analogous result to Lemma 33 for the case in which type(p˜)=
type(pˆ)=⊥, which follows immediately from the denition of the probabilistic timed
structure and the zone graph (Denitions 9 and 28, respectively).
Lemma 34. Let 〈s; 〉 ∈QG be a state of MG; and 〈s; 〉 ∈QRG be a symbolic state
of NRG such that 〈s; 〉 ∈ 〈s; 〉. If (t; p˜)∈StepsG〈s; 〉 such that type(p˜)= ⊥ and pˆ
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is the corresponding distribution of StepsRG〈s; 〉 given by Lemma 30; then p˜〈s;  +
t〉= pˆ〈s; 〉=1.
We conclude this section with the following observation. For a distribution p˜ of the
probabilistic timed structure, there will be a nite number l∈N of states in the support
of p˜; then, for a related distribution pˆ of the zone graph, which is of the same type
as p˜, there will be at least l symbolic states within the support of pˆ. Intuitively, the
transitions of the zone graph can be though of as “probabilistically branching more
than” the associated transitions of the probabilistic timed structure.
7.4.2. Properties of adversaries of the zone graph
The properties of Section 7.4.1 can be extended to reason about the correspondence
between the paths and adversaries of both the probabilistic timed structure MG and the
zone graph NRG .
Adversary construction process: The lemmas of Section 7.4.1 suggest the following
result: for any adversary A of MG, an adversary B of NRG can be constructed. This
construction process will proceed by starting from the initial states of MG and NRG ,
progressing along the length of paths of A and successively adding transitions to the
partially constructed paths of B. In particular, for a path !∈PathAn〈Qs; 0〉, we construct
a set of paths 7!⊆Pathn(Qq) which mimic the transitions of !.
We proceed by induction on the length of paths of !∈PathAn〈Qs; 0〉. Our aim is
to construct the set of paths 7!⊆Pathn(Qq), dening the choices of the adversary B
as we proceed along their length. Our base case concerns paths of length 0; that is,
paths comprising of only the initial states 〈Qs; 0〉 and Qq of MG and NRG , respectively.
As Qq= close(time succ〈Qs; 0〉; c), it follows that 〈Qs; 0〉 ∈ Qq.
Next, consider any path !∈PathAn〈Qs; 0〉 of length i + 1, then ! is of the form
!′
t;p˜→〈s; 〉 for some path !′ of length i and 〈s; 〉 ∈QG. By induction we have con-
structed the set of paths 8∈7!′ , and we show how to extend this set to form 7!. We
consider the following cases:
Case: R has already been reached: That is, there exists a j 6 i such that discrete(!′
( j))∈R. From the induction hypothesis (recall that this says that a state along
a path !′ is contained within a symbolic state at the same point along the path
8′ ∈7!′), we conclude that discrete(8′( j))= discrete(!′( j)). From the denition
of the zone graph (Denition 28), once a state ofNRG has reached a node in R, then
it loops in its current symbolic state. Therefore, regardless of the transition made by
A after !′, we let B(8′)=pˆloop for all 8
′∈7!′ , and dene 7! as the set of paths
{8′ pˆloop→ last(8′) | 8′ ∈7!′}.
Case: R has not already been reached: Consider any 8′ ∈7!′ and say 8′(i)= 〈s′; 8′〉
and !′(i)= 〈s′; ′〉. Then from our induction hypothesis and Lemma 30, there exists
pˆ8′ ∈StepsRG〈s′; 8′〉 such that type(pˆ8′)= type(p˜) and we simply let B(8)= pˆ8′ .
Now, we must consider the preservation of the induction hypothesis by the tran-
sition; that is, we extend 8′ by a set of transitions for which we are certain that
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the target symbolic state contains 〈s; 〉. Then, to construct the set 7!, we take the
union of these extensions over all 8′ ∈7!′ .
If type(p˜)=⊥, then by Lemma 34 we have 〈s; 〉 ∈ 〈s′; 8′〉 and we simply extend
8′ to a single path 8′
pˆ8′→〈s′; 8′〉.
On the other hand, if type(p˜)=p for some p∈ (S× 2X), then by Lemma 30,
there exists at least one symbolic state 〈s; 〉 in the support of pˆ8′ such that 〈s; 〉 ∈ 〈s; 〉.
Furthermore, for all ∈NewZones(′ ∩ s′(p);SResets(′+t; )), it must be the case
that ∈ , and therefore 〈s; 〉 ∈ close(time succ〈s; 〉; c). Then we extend the path
8′ to the set of paths of the form
8′
pˆ8′→ close(time succ〈s; 〉; c)
such that ∈NewZones(′ ∩ s′(p);SResets(′ + t; )∩{X |p(s; X )¿0}). Note that
for any such , by Denition 27 and our assumption of admissible targets:
close(time succ〈s; 〉; c)= post[(s′; s; X; p); c]〈s′; ′〉 for some (s′; s; X; p)∈ out(s′).
Furthermore, repeating the construction procedure for all !∈PathAn〈 Qs; 0〉 results in
an adversary B on NRG . We say that B is constructed from A. Next, we present the
fundamental property of B: that the probability with which it reaches the target set R
of nodes is equal to the probability of A reaching the set R.
Lemma 35. Let A be an adversary ofMG; and B be the adversary ofNRG constructed
from A. If !∈PathAn〈 Qs; 0〉 and discrete(!(i)) =∈R for all 06 i¡|!|; then
Probn(!) = Prob′n(7!):
Proof. The proof is by induction on the length of !. If |!|=0, then by denition of
Probn and Prob′n, and construct of 7!: Probn(!)=Prob
′
n(7!)= 1 as required.
Now suppose that the lemma holds for all paths of length at most k, and consider any
path !∈PathAn〈 Qs; 0〉 of length k + 1 such that discrete(!(i)) =∈R for all 0 6 i¡|!|.
If A(!(k))= (t; p˜), then ! is of the form
!′
t;p˜→〈s; 〉
for some 〈s; 〉 ∈QG such that !′ is of length k and discrete(!′(i)) =∈R for all 06 i
¡|!′|, and hence by induction we have
Probn(!′) = Prob′n(7!′): (3)
For any 8′ ∈7!′ , let last(8′)= 〈s′; 8′〉 and let pˆ8′ ∈StepsRG〈s′; 8′〉 be the distribution
given by Lemma 30 and p˜. We now have the following two cases to consider.










′) · pˆ8′〈s′; 8′〉 by denition of Prob′n













 · p˜〈s; 〉 rearranging
= Probn(!′) · p˜〈s; 〉 by (3)
= Probn(!′
t;p˜→〈s; 〉) by denition of Probn
= Probn(!) by construction:
Case: type(p˜)=p for some p∈ (S× 2X). Suppose last(!′)= 〈s′; ′〉, then by the











pˆ8′(close(time succ〈s; 〉; c))

 :




pˆ8′(close(time succ〈s; 〉; c)):













 · p˜〈s; 〉 rearranging
= Prob′n(7!′) · p˜〈s; 〉 by denition of Prob′n
= Probn(!′) · p˜〈s; 〉 by (3)
= Probn(!′
t;p˜→〈s; 〉) by denition of Probn
= Probn(!) by construction
as required.
Proposition 36. Let A be an adversary of MG; and B be the adversary of NRG con-
structed from A. Then
Prob{! |! ∈ PathAful〈 Qs; 0〉&∃i ∈ N:discrete(!(i)) ∈ R}
= Prob′{8 | 8 ∈ PathBful( Qq)&∃i ∈ N:discrete(8(i)) ∈ R}:
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Proof. The proof follows from Lemma 35 and the fact that the probability measures
Prob and Prob′ are induced from the functions Probn and Prob′n respectively.
Divergence on the zone graph: The following notion of divergence of paths of the
zone graph agrees with the denition given for the nonprobabilistic case in [9]. We
use the predicate unbounded(:; :) of [27] to express the unboundedness of a clock in
a certain zone. Given a clock x∈X and a zone ∈ZX, we dene
unbounded(x; ) def=
{
true if ∀t ∈ R:∃ ∈ :(x) ¿ t;
false otherwise:
This predicate is now used to express the manner in which the value of clock x may
become arbitrarily large before a certain discrete transition is executed. The intuition
underlying the following denition of divergent paths on the zone graph is that, for
each clock x∈X, we require that x is either reset innitely often, or, from some point
on, x is unbounded. Because of the presence of reachable states, we dene R-divergence
in the usual way.
Denition 37 (Divergent zone graph paths). Let 8= 〈s0; 0〉 pˆ0→〈s1; 1〉 pˆ1→· · · be an in-
nite path of the zone graph.
Divergent: The path 8 is divergent if and only if, for each clock x∈X, either:
(1) for every i∈N, there exists j ¿ i and edge e=(sj; sj+1; X; type(pˆj))∈ out(sj)
such that x∈X and 〈sj+1; j+1〉= post[e; c]〈sj; j〉, or
(2) there exists i ∈ N such that, for all j ¿ i:
• if type(pˆj)=⊥ then the predicate unbounded(x; j) is true;
• if type(pˆj) =⊥, then the predicates unbounded(x; sj (type(pˆj))) and unbo-
unded(x; j) are true.
R-divergent: The path 8 is R-divergent if and only if either:
(1) there exists i∈N such that si ∈R, or
(2) 8 is divergent.
We now dene divergent adversaries on the zone graph in the obvious manner.
Denition 38. An adversary B of the zone graph NRG is R-divergent if and only if
Prob′{8 | 8 ∈ PathBful and 8 is R-divergent} = 1:
Proposition 39. For any R-divergent adversary A of MG; the adversary B ofNRG that
is constructed from A is R-divergent.
Proof. We proceed by showing that, if the path ! of A is R-divergent, then all paths
8∈7! are also R-divergent (where 7! is the set of paths introduced in the construc-
tion procedure for B). Firstly, we consider the case in which there exists i∈N such
that discrete(!(i))∈R; that is, the path ! reaches a target node. Then, by the construc-
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tion procedure for B, for all paths 8∈7!; discrete(8(i))= discrete(!(i)). Therefore,
discrete(8(i))∈R, and 8 is R-divergent.
Secondly, we consider the case in which ! does not reach the target set R. Consider
the zone graph path 8∈7!. Say that there exists a clock x∈X such that x is not reset
from the ith transition in 8 onwards, for some i∈N; that is, for the clock x; 8 does
not satisfy part (1) of the denition of divergent zone graph paths. Then, as the path
! is divergent, and therefore corresponds to time passing above any bound, it must
be the case that the value of x is not constrained by either an invariant condition or
an enabling condition which is associated with a probability distribution of G taken
at some point along ! from the ith transition onwards. Therefore, condition (2) of
the denition of divergent zone graph paths must be satised by 8, and 8 is then
R-divergent.
We conclude that, for the target set of nodes R, and for any R-divergent adversary
A of the probabilistic timed structure of G, we can construct an R-divergent adversary
of the zone graph NRG such that the probability of reaching a node in R are the same
for both A and B.
Therefore, for the adversary of MG with the maximal probability of reaching a node
in R, there exists an adversary of NRG with the same probability of reaching R. Hence,
the maximal reachability probability computed on NRG must be an upper bound on the
maximal probability of reaching a node in R for MG.
8. Conclusions
We conclude with a brief analysis of the complexity of our methods. First, consider
the PTCTL model checking method based on the region graph. The time complexity
of PBTL model checking is polynomial in the size of the system (measured by the
number of states and transitions) and linear in the size of the formula [6] (see also
the recent improvement [4]). Since the translation from PTCTL to the extended PBTL
has no eGect on the size of the formula, it follows that the model checking for PTCTL
against probabilistic timed systems will be polynomial in the size of the region graph
and linear in the size of the PTCTL formula. Note that the addition of probability
distributions to timed automata does not signicantly increase the size of the region
graph over the size of the nonprobabilistic region graph, and that the reset quantier
formulae we have added to PBTL can be handled in a straightforward manner.
Future work could address the potential ine:ciencies of this method. Model checking
of real-time systems is expensive, with its complexity being exponential in the number
of clocks and the magnitude of their upper bounds (denoted by cmax(G) and cmax() in
our presentation). However, this complexity relates to the region construction, which
we established in Section 7 would only be constructed by the forward reachability
algorithm in the worst case; in practice, the zone graph may be signicantly smaller
than the region graph. Note that forward reachability is not the only technique in the
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eld of timed automaton model checking which exhibits the characteristic of being typ-
ically more e:cient than the region construction approach. For instance, the backwards
reachability algorithm of [21] has this property, and has already been extended to the
verication of probabilistic timed automata against properties of a fragment of PTCTL
involving only existential quantication over adversaries [23]. Another approach con-
cerns the computation of the coarsest bisimulation quotient of a probabilistic timed
automaton. In our setting, this notion of bisimulation borrows concepts from both the
time-abstract bisimulation of [29] and the probabilistic bisimulation of [25]. It is an-
ticipated that judicious combination of the algorithms of [29, 5], which compute the
coarsest bisimilarity quotient for timed automata and Markov decision processes, re-
spectively, will provide the basis of a similar algorithm for probabilistic timed automata.
It follows from the arguments of [27, 26] that such probabilistic time-abstract bisim-
ilarity preserves PTCTL, implying that model checking for the full class of PTCTL
properties will be possible on the bisimilarity quotient structure, which, as with struc-
tures obtained via forwards or backwards reachability, may be signicantly smaller than
the region graph.
As noted in [27, 28], the existence of behaviours of a timed automaton which are
not time divergent corresponds to modelling errors, as no real-life system can block the
progress of time. Therefore, [27, 28] present algorithms for the detection of such errors
using forward reachability algorithms. Subsequent work could address the adaptation of
these techniques to probabilistic timed automata, using our notion of probabilistic time
divergence of Denition 8. Another potential avenue of research is to aid the modelling
of complex probabilistic real-time systems by developing an adequate notion of parallel
composition for probabilistic timed automata. This would permit the description of a
system as a network of probabilistic timed automaton components executing in parallel.
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