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Abstract
We present a relaxed scheme with more precise information about local speeds of propagation and a multidi-
mensional construction of the cell averages. The physical domain of dependence is simulated correctly and high
resolution is maintained. Relaxation schemes have advantages that include high resolution, simplicity and explicitly
no (approximate) Riemann solvers and no characteristic decomposition is necessary. Performance of the scheme is
illustrated by tests on two-dimensional Euler equations of gas dynamics.
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1. Introduction
Theoretical results on relaxation schemes as well as their extension to other problems like Hamilton–
Jacobi problems have been extensively covered in literature. One may refer to [6,8,11–13,22,24] and
references therein. These include convergence analysis, error estimates as well as nonlinear
stability.
The relaxation schemes were ﬁrst introduced in [13]. There a ﬁrst-order upwind scheme and a second-
order MUSCL scheme was used for space discretization with second-order total variation
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diminishing (TVD) Runge–Kutta schemes for time integration. See also other approaches in [2] and
references therein.
We introduce a semi-discrete relaxation scheme for hyperbolic systems of conservation laws based
on more precise information about the local speeds of propagation, as well as a multidimensional in-
tegration for cell averages, which can be viewed as an extension of [13]. This is achieved by using
second- and third-order polynomial interpolation complemented by a second- and third-order time in-
tegration. The numerical ﬂuxes are rewritten for a relaxed ( → 0) scheme with consideration for
more accurate local speeds of propagation. In this case the approach in [13] is a special case when
local symmetric speeds are chosen. In other words, instead of just considering a symmetric domain
of dependence, more care is taken to include more information in the solution where the domain
of dependence is not symmetric. This scheme provides high resolution schemes at a low cost. The
more precise characteristic information of the ﬂow is included but there is no need to solve (approx-
imate) Riemann problems. Relaxation methods make use of the characteristic variables of the sys-
tem, ﬁnite speed of propagation and do not need Riemann solvers. Cell averages for multidimen-
sional problems are evaluated using carefully chosen integration in order to derive a multidimensional
scheme.
The derivation of the schemes is motivated by Godunov schemes with a simple Riemann solver that
approximates the shock proﬁle by decomposing characteristics in such away that one speed of propagation
is used to estimate all waves of propagation [10]. The resulting scheme is of upwind type. It must be
pointed out here that in [26] a different approach for deriving more accurate speeds of propagation is
presented for Euler systems of gas dynamics. There the relaxation approximation in [13] is rewritten in
such a way that the eigenvalues are shifted with the speed of ﬂow.
Wewish to point out that central-upwind schemes recently presented in [17] are very similar to schemes
presented here. In [17] also, more accurate speeds of propagation have been used to improve the accuracy
of the central schemes.
The rest of the paper has been organized as follows: Section 2 presents an overview of basic ideas
of relaxation schemes including extension to high order. Further application of relaxation schemes to
multidimensional problems via a dimension-by-dimension decomposition is presented. Section 3 presents
the construction of a scheme with more precise information about local speeds of propagation based on
relaxed schemes aswell as amultidimensional approach for relaxed schemes. Numerical tests are reported
in Section 4.
2. Relaxation schemes: an overview
2.1. Relaxation systems
Given an open bounded domain  ⊂ R2 and a time interval [0, T ], in this paper higher order re-
laxed schemes are used to approximate a two-dimensional N × N hyperbolic system of conservation
laws:

t
U+ 
x
F(U)+ 
y
G(U)= 0, U ∈ RN. (1)
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The relaxation system proposed by Jin and Xin [13] is:
U
t
+ V
x
+ W
y
= 0,
V
t
+ A2 U
x
=−1

(V− F(U)),
W
t
+ B2 U
y
=−1

(W−G(U)), (2)
where > 0 is the relaxation rate. The matrices A = diag{a1, ..., aN } and B = diag{b1, ..., bN } are ap-
propriate diagonal matrices. Moreover, the relaxing system (2) has linear characteristic variables given
by
V± AU and W± BU. (3)
For simplicity one can take A= aI and B= bI , a, b > 0 and I is an N × N identity matrix. In the zero
relaxation limit,  −→ 0, solution of (2) approaches a solution of the original system (1) by the local
equilibrium
V= F(U) and W=G(U),
provided the subcharacteristic condition [7,13,18,23,25] holds:
2
a2
+ 
2
b2
1, (4)
where = (F/U), = (G/U) are the spectral radii of the Jacobians F/U, and G/U. This can
be derived if (2) is a symmetric system. This condition can be satisﬁed by choosing sufﬁciently large
values of a and b. However, because of the CFL constraints on numerical stability, it is desirable to obtain
smallest a, b meeting criterion (4).
2.2. Relaxation schemes
2.2.1. Space discretization
For the space discretization of Eq. (2), we cover  with rectangular cells Ci,j := [xi− 12 , xi+ 12 ] ×[yj− 12 , yj+ 12 ] of uniform sizes x and y. The cells, Ci,j , are centred at (xi = ix, yj = jy). We use
the notation: i± 12 ,j (t) := (xi± 12 , yj , t), i,j± 12 (t) := (xi, yj± 12 , t),
i,j (t) := 1
x
1
y
∫ x
i+ 12
x
i− 12
∫ y
j+ 12
y
j− 12
(x, y, t) dx dy,
to denote thepoint-values and the approximate cell-averages of the function at (xi± 12 , yj , t), (xi, yj± 12 , t),
and (xi, yj , t), respectively.
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Point-valuesUi+ 12 ,j ,Ui,j+ 12 ,Vi+ 12 ,j , andWi,j+ 12 are deﬁned by upwind schemes and used in deﬁning
divided differences for discretizing Eq. (2). The scheme realized is referred to as a relaxing scheme and
in the limit  −→ 0 as a relaxed scheme.
We deﬁne the following ﬁnite differences:
Dxi,j :=
i+ 12 ,j − i− 12 ,j
x
, Dyi,j :=
i,j+ 12 − i,j− 12
y
. (5)
Then, the semi-discrete approximation of (2) is,
dUi,j
dt
+DxVi,j +DyWi,j = 0,
dVi,j
dt
+ A2DxUi,j =−1

(Vi,j − F(U)i,j ),
dWi,j
dt
+ B2DyUi,j =−1

(Wi,j −G(U)i,j ). (6)
The approximate solution is reconstructed by a piecewise polynomial over the grid points as:
(x, y, t)=
∑
i,j
pi,j (x, y;)i,j (x, y), i,j = ICi,j , (7)
where pi,j are polynomials deﬁned in Ci,j . The degree of pi,j is determined by the required order of
accuracy of the method.
With this background, we can now discretize the characteristic variables (3) as follows:
(v + au)i+ 12 ,j = pi,j (xi+ 12 , yj ; v + au), (v − au)i+ 12 ,j = pi+1,j (xi+ 12 , yj ; v − au),
(w + bu)i,j+ 12 = pi,j (xi, yj+ 12 ;w + bu), (w − bu)i,j+ 12 = pi,j+1(xi, yj+ 12 ;w − bu).
Here u, v, w are the kth components ofU,V,W, respectively, while a and b are the kth diagonal elements
of A and B, respectively. Hence:
ui+ 12 ,j =
1
2a
(
pi,j (xi+ 12 , yj ; v + au)− pi+1,j (xi+ 12 , yj ; v − au)
)
,
vi+ 12 ,j =
1
2
(
pi,j (xi+ 12 , yj ; v + au)+ pi+1,j (xi+ 12 , yj ; v − au)
)
,
ui,j+ 12 =
1
2b
(
pi,j (xi, yj+ 12 ;w + bu)− pi,j+1(xi, yj+ 12 ;w − bu)
)
,
wi,j+ 12 =
1
2
(
pi,j (xi, yj+ 12 ;w + bu)+ pi,j+1(xi, yj+ 12 ;w − bu)
)
.
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Therefore, we obtain the following expressions for the second-order numerical ﬂuxes in (5):
ui+ 12 ,j :=
ui,j + ui+1,j
2
− vi+1,j − vi,j
2a
+ 
x,+
i,j + x,−i+1,j
4a
,
vi+ 12 ,j :=
vi,j + vi+1,j
2
− aui+1,j − ui,j
2
+ 
x,+
i,j − x,−i+1,j
4
,
ui,j+ 12 :=
ui,j + ui,j+1
2
− wi,j+1 − wi,j
2b
+ 
y,+
i,j + y,−i,j+1
4b
,
wi,j+ 12 :=
wi,j + wi+1,j
2
− bui,j+1 − ui,j
2
+ 
y,+
i,j − y,−i,j+1
4
,
where x,±i,j , 
y,±
i,j can be deﬁned as:
x,±i,j =12minmod(ϑ((v ± au)i,j − (v ± au)i−1,j ), 12 ((v ± au)i+1,j
− (v ± au)i−1,j ), ϑ((v ± au)i+1,j − (v ± au)i,j )),
y,±i,j =12minmod(ϑ((w ± bu)i,j − (w ± bu)i,j−1), 12 ((w ± bu)i,j+1
− (w ± bu)i,j−1), ϑ((w ± bu)i,j+1 − (w ± bu)i,j )),
if the minmod limiter of the following form is applied:
sij (z)= 1
x
minmod(ϑ(zi,j − zi−1,j ), 12 (zi+1,j − zi−1,j ), ϑ(zi+1,j − zi,j )).
The ﬁrst- and second-order relaxation schemes studied earlier in [13] can be viewed as (5), (6) and (7)
taking
pi,j (x, y;)= i,j ,
pi,j (x, y;)= i,j + ´i,j
x
(x − xi)+ `i,j
y
(y − yj ), (8)
respectively. Here ´i,j /x and `i,j /y are discrete slopes in the x and y directions deﬁned as:
´i,j /x = 1
x
minmod(ϑ(i,j − i−1,j ), 12 (i+1,j − i−1,j ), ϑ(i+1,j − i,j )),
`i,j /y = 1
y
minmod(ϑ(i,j − i,j−1), 12 (i,j+1 − i,j−1), ϑ(i,j+1 − i,j )),
where ϑ ∈ [1, 2], and the multivariate minmod limiter is deﬁned as follows:
minmod(x1, x2, . . .)=
{
mini{xi} if xi > 0 ∀i,
maxi{xi} if xi < 0 ∀i,
0 otherwise.
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The relaxation scheme can be extended to give higher-order accuracy by selecting higher-order interpo-
lating polynomials, p. Examples of such piecewise interpolating polynomials can be found in [14,17]. In
this presentation the CWENO reconstruction [14] will be used.
For the two-dimensional case, a dimension-by-dimension reconstruction can be considered [14]:
Firstly, we deﬁne the following ﬁnite differences in the x direction:
Dx±w(x, y)=±(w(x ± x, y)− w(x, y)),
Dx0w(x, y)=
(w(x + x, y)− w(x − x, y))
2
and the following third-order polynomial:
pi,j (x, y;) := WLPL(x)+WRPR(x)+WCPC(x),
where
Wl = l∑
mm
, l,m ∈ {L,R,C},
∑
l
Wl = 1, l = cl
(+ ISl)2
,
cL = cR = 14 , cC = 12 , ISL = (Dx−	i,j )2, ISR = (Dx+	i,j )2,
ISC = 133 (Dx+Dx−	i,j )2 + (Dx0	i,j )2,
PL(x)= 	i,j + D
x−	i,j
x
(x − xi), PR(x)= 	i,j + D
x+	i,j
x
(x − xi),
PC(x)= 	i,j − 112 (Dx+Dx−	i,j +Dy+Dy−	i,j )+
Dx0	i,j
x
(x − xi)+ D
x+Dx−	i,j
(x)2
(x − xi)2.
The constant  guarantees that the denominator does not vanish and is empirically taken to be 10−6.
Therefore, we obtain the following expressions for the numerical ﬂuxes in (5):
ui+ 12 ,j :=
ui,j + ui+1,j
2
− vi+1,j − vi,j
2a
+ 
x,+
i,j + x,−i+1,j
4a
+ 
x,+
i,j − x,−i+1,j
4a
,
vi+ 12 ,j :=
vi,j + vi+1,j
2
− aui+1,j − ui,j
2
+ 
x,+
i,j − x,−i+1,j
4
+ 
x,+
i,j + x,−i+1,j
4
,
ui,j+ 12 :=
ui,j + ui,j+1
2
− wi,j+1 − wi,j
2b
+ 
y,+
i,j + y,−i,j+1
4b
+ 
y,+
i,j − y,−i,j+1
4b
,
wi,j+ 12 :=
wi,j + wi+1,j
2
− bui,j+1 − ui,j
2
+ 
y,+
i,j − y,−i,j+1
4
+ 
y,+
i,j + y,−i,j+1
4
, (9)
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where x,±i,j , 
y,±
i,j , 
x,±
i,j , 
y,±
i,j are deﬁned as:
x,±i,j =W±L Dx−(v ± au)i,j +W±R Dx+(v ± au)i,j +W±C Dx0 (v ± au)i,j ,
x,±i,j =
W±C
3
Dx+Dx−(v ± au)i,j −
W±C
6
D
y
+D
y
−(v ± au)i,j ,
y,±i,j =W±L Dy−(w ± bu)i,j +W±R Dy+(w ± bu)i,j +W±C Dy0 (w ± bu)i,j ,
y,±i,j =
W±C
3
D
y
+D
y
−(w ± bu)i,j −
W±C
6
Dx+Dx−(w ± bu)i,j .
The weight parametersW±L ,W
±
R andW
±
C for 
x,±
i,j ,
x,±
i,j are given by
W±l =
±l∑
k
±
k
, l, k ∈ {L,R,C},
∑
l
W±l = 1, ±l =
cl
(± ISl)2
,
cL = cR = 14 , cC = 12 ,
IS±L = (Dx−(v ± au)i,j )2, IS±R = (Dx+(v ± au)i,j )2,
IS±C = 133 (Dx+Dx−(v ± au)i,j )2 + (Dx0 (v ± au)i,j )2.
The corresponding weight parameters for y,±i,j ,
y,±
i,j are obtained by changing v ± au to w ± bu in the
above formulas.
We observe that the piecewise polynomials, pi,j (x, y;), deﬁned above may be discontinuous at the
interface points {xi+ 12 , yj } in the x direction, for example. The discontinuities propagate with different
speeds whose upper bounds are:
ai+ 12 ,j := max	∈C(u−
i+ 12 ,j
,u+
i+ 12 ,j
)
{

(
F
U
(	)
)}
.
Here, F/U is the Jacobian, andC(u−
i+ 12 ,j
,u+
i+ 12 ,j
) is the curve in the phase space that connectsu−
i+ 12 ,j
:=
pni,j (xi+ 12 , yj ; u) and u
+
i+ 12 ,j
:= pni+1,j (xi+ 12 , yj ; u) and (F/U) is the spectral radius of the Jacobian.
In the genuinely nonlinear or linearly degenerate case, we have
ai+ 12 ,j := max
{

(
F
U
(u−
i+ 12 ,j
)
)
, 
(
F
U
(u+
i+ 12 ,j
)
)}
,
bi,j+ 12 := max
{

(
G
U
(u−
i,j+ 12
)
)
, 
(
G
U
(u+
i,j+ 12
)
)}
.
Here these CFL-related local speeds of propagation are utilized in the construction of the schemes. In the
ﬂux expressions presented above we choose a = ai+ 12 ,j and b= bi,j+ 12 . This is the scheme we will refer
to as the scheme with symmetric speeds of propagation since only two symmetric speeds of propagation
are used in the characteristic variables, i.e., a and −a in the x direction and b and −b in the y direction.
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Table 1
Parameters for Runge–Kutta time discretization methods

1 
2
Second-order time differencing:
Two-step modiﬁed Euler (s = 2) 12 —
Third-order time differencing:
Three-step method (s = 3) 34 14
2.2.2. Time discretization
The semi-discrete formulation (6) can be rewritten as a system of ordinary differential equations. In
this paper we investigate the system in the limit  → 0, the relaxed system.
For time discretization we applied explicit schemes based on the forward Euler scheme which will be
discussed below. The building block of the explicit schemes applied here is the forward Euler scheme.
The forward Euler scheme is limited to ﬁrst-order accuracy. Shu and Osher [27] identiﬁed a whole
family of such schemes, based on convex combinations of forward Euler steps. These schemes were also
discussed in the context of strong stability preserving (SSP) schemes in [9].We letR[U] denote the spatial
discretization for relaxed differencing of a grid function U= {Ui,j }
dUi,j
dt
=−DxVi,j −DyWi,j .
Then
R[U] := −DxVi,j −DyWi,j , Vi,j = F(U)i,j , Wi,j =G(U)i,j .
Expressed in terms of the forward Euler solver, U + tR[U], we consider the one-parameter family of
Runge–Kutta schemes:
U(1) = Un + tR[Un],
U(l+1) = 
lUn + (1− 
l)(U(l) + tR[Ul]), l = 1, 2, . . . , s − 1,
U(n+1) := U(s).
In Table 1 we give second- and third-order choices [16,27].
The ﬁrst-order relaxation scheme is stable under usual CFL condition,
max
i,j
{i,j , i,j }
t
x
1,
while the second-order MUSCL and the third-order CWENO relaxation schemes apply the additional
restriction on CFL,
max
i,j
{i,j , i,j }
t
x
0.5,
where i,j = (F/U)i,j , i,j = (G/U)i,j are the grid local spectral radii.
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3. Extensions to relaxed schemes
We consider variants in the x direction only. Those in the y direction follow analogously.
3.1. More accurate speeds of propagation
To improve the accuracy of relaxed schemes, we propose a scheme that applies one-sided characteristic
information.Herewepresent a summaryof how the schemecanbe applied to relaxation schemespresented
in the previous sections, see Section 2. We consider a system of N strictly hyperbolic conservation laws.
We start with a piecewise polynomial reconstruction as usual with possible discontinuities at the interface
points. These discontinuities propagate with right- and left-sided local speeds, which can be estimated
by [17],
a+
i+ 12 ,j
:= max
	∈C(u−
i+ 12 ,j
,u+
i+ 12 ,j
)
{
N
(
F
U
(	)
)
, 0
}
,
a−
i+ 12 ,j
:= min
	∈C(u−
i+ 12 ,j
,u+
i+ 12 ,j
)
{
1
(
F
U
(	)
)
, 0
}
.
In the genuinely nonlinear or linearly degenerate case, we have,
a+
i+ 12 ,j
:= max
{
N
(
F
U
(u−
i+ 12 ,j
)
)
, N
(
F
U
(u+
i+ 12 ,j
)
)
, 0
}
,
a−
i+ 12 ,j
:= min
{
1
(
F
U
(u−
i+ 12 ,j
)
)
, 1
(
F
U
(u+
i+ 12 ,j
)
)
, 0
}
.
Here, 1< · · ·< N are the N eigenvalues of the Jacobian F/U, and C(u−
i+ 12 ,j
,u+
i+ 12 ,j
) is the curve in
the phase space that connects u−
i+ 12 ,j
:= pni,j (xi+ 12 , yj ; u) and u
+
i+ 12 ,j
:= pni+1,j (xi+ 12 , yj ; u).
In this section, we discuss how one can rewrite the relaxation schemes, with the above one-sided
characteristic speeds inorder to have better resolution. So far we have seen that a symmetric domain of
dependence is deﬁned by our choice of positive and negative characteristic speeds =±a and =±b. In
that regard the schemes derived are central-like.As a result they can not simulate the domain of dependence
physically correctly in the case of transonic ﬂows, for example, see [26]. Our strategy has been to identify
the relaxed scheme with an upwind scheme with the simplest Riemann solver that fulﬁlls an entropy
condition [10] and rewrite the relaxed scheme to reﬂect this similarity. Hence the ﬁrst-order relaxed
scheme we obtain is the same as the ﬁrst-order upwind scheme [10] and the ﬁrst-order central-upwind
scheme in [17].
We consider the characteristic variables: v ± au which are used in an upwind fashion to derive the
requisite ﬂuxes:
(v + au)i+ 12 ,j = (v + au)i,j ; (v − au)i+ 12 ,j = (v − au)i+1,j ,
where a = aR can be taken as the largest eigenspeed of the ﬂow. From Jin–Xin [13] we can deduce that
−a =−aR = aL was used to represent the least eigenspeed i.e. aL < 0<aR .
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Hence, the relaxation scheme given as:
vi+ 12 ,j =
1
2
(vi,j + vi+1,j )− a2 (ui+1,j − ui,j )
can be written in general for aL < 0<aR as
vJX
i+ 12 ,j
= −aL
aR − aL vi+1,j +
aR
aR − aL vi,j +
aRaL
aR − aL (ui+1,j − ui,j ).
We observe that if aL=−aR , the Jin–Xin scheme is recovered. Thus Jin–Xin only takes into consideration
cases where the spectrum of eigenspeeds is symmetric. The above ﬂux was also constructed in [10]. In
addition the least eigenvalue is considered negative and the greatest is positive.
To include different cases, for example, when the real eigenspeeds are all positive or all negative, we
use upwind schemes [10]. We apply this scheme to the Jin–Xin formulation as:
vi+ 12 ,j =


vi,j for 0<aL,
vJX
i+ 12 ,j
for aL < 0<aR,
vi+1,j for aR < 0.
The ﬂux can be rewritten into a single formula as:
vi+ 12 ,j =
a−R − a−L
aR − aL vi+1,j +
a+R − a+L
aR − aL vi,j −
1
2
aR|aL| − aL|aR|
aR − aL
(
ui+1,j − ui,j
)
,
where a−L =min(aL, 0), a−R =min(aR, 0), a+L =max(aL, 0), a+R =max(aR, 0).
Hence
vi+ 12 ,j =
−a−L
aR − aL vi+1,j +
a+R
aR − aL vi,j −
1
2
aR|aL| − aL|aR|
aR − aL
(
ui+1,j − ui,j
)
.
In character, the ﬂux above is similar to the central scheme and exactly the same for the ﬁrst-order case
in [17]. Hence the ﬁrst-order ﬂux we obtain can be written as:
vi+ 12 ,j :=
a+
i+ 12 ,j
vi,j − a−
i+ 12 ,j
vi+1,j
a+
i+ 12 ,j
− a−
i+ 12 ,j
−
a+
i+ 12 ,j
|a−
i+ 12 ,j
| − a−
i+ 12 ,j
|a+
i+ 12 ,j
|
2
(
a+
i+ 12 ,j
− a−
i+ 12 ,j
) (ui+1,j − ui,j )
=
−a−
i+ 12 ,j
vi+1,j
a+
i+ 12 ,j
− a−
i+ 12 ,j
−
a+
i+ 12 ,j
|a−
i+ 12 ,j
| − a−
i+ 12 ,j
|a+
i+ 12 ,j
|
2
(
a+
i+ 12 ,j
− a−
i+ 12 ,j
) ui+1,j
+
a+
i+ 12 ,j
vi,j
a+
i+ 12 ,j
− a−
i+ 12 ,j
+
a+
i+ 12 ,j
|a−
i+ 12 ,j
| − a−
i+ 12 ,j
|a+
i+ 12 ,j
|
2
(
a+
i+ 12 ,j
− a−
i+ 12 ,j
) ui,j .
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We can, therefore, denote Jin–Xin’s scheme as,
pi+1,j (x;W−) :=
−a−
i+ 12 ,j
vi+1,j
a+
i+ 12 ,j
− a−
i+ 12 ,j
−
a+
i+ 12 ,j
|a−
i+ 12 ,j
| − a−
i+ 12 ,j
|a+
i+ 12 ,j
|
2
(
a+
i+ 12 ,j
− a−
i+ 12 ,j
) ui+1,j ,
pi,j (x;W+) :=
a+
i+ 12 ,j
vi,j
a+
i+ 12 ,j
− a−
i+ 12 ,j
+
a+
i+ 12 ,j
|a−
i+ 12 ,j
| − a−
i+ 12 ,j
|a+
i+ 12 ,j
|
2
(
a+
i+ 12 ,j
− a−
i+ 12 ,j
) ui,j ,
where W± denote some approximation of characteristic variables on the right (−) and left (+) of the
cell-edges.
Hence the characteristic variables can be numerically approximated as below:
W+i,j :=
2a+
i+ 12 ,j
a+
i+ 12 ,j
− a−
i+ 12 ,j
(
vi,j − a−
i+ 12 ,j
ui,j
)
,
W−i,j :=
−2a−
i+ 12 ,j
a+
i+ 12 ,j
− a−
i+ 12 ,j
(
vi+1,j − a+
i+ 12 ,j
ui+1,j
)
. (10)
One can check that this gives back the original Jin–Xin scheme if a+
i+ 12 ,j
=−a−
i+ 12 ,j
.
Now we would like to point out that a similar scheme was proposed in [20]. Relaxation schemes
were discussed in relation to a class of approximate Riemann solvers. A relation to HLL solvers [10] was
discussed and there a generalization of relaxation schemes that agrees with the more general HLLmethod
in the case where aL = −aR was presented. Rather than using the system of form (2), a relaxation system
presented below:
[
u
v
]
t
+
[
0 I
−ALAR (AL + AR)
] [
u
v
]
x
=
[
0
−1 (v − f(u))
]
,
whereAL=aLI andAR=aRI and aL and aR are chosen to approximate the minimum and the maximum
characteristic speeds of the system.
The coefﬁcient matrix appearing in this system,
[
0 I
−ALAR (AL + AR)
]
,
has eigenvector pairs
[
s
aL
s
]
and
[
t
aR
t
]
,
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with eigenvalues aL and aR , respectively. To deﬁne the method of Jin–Xin, i.e. for aL=−aR , we choose
s = t = 1/2. Hence the characteristic variables of the system are:
W+i,j :=
2a+
i+ 12 ,j
a+
i+ 12 ,j
− a−
i+ 12 ,j
(
vi,j − a−
i+ 12 ,j
ui,j
)
,
W−i,j :=
−2a−
i+ 12 ,j
a+
i+ 12 ,j
− a−
i+ 12 ,j
(
vi+1,j − a+
i+ 12 ,j
ui+1,j
)
,
where we chose aL= a− and aR = a+. These characteristic variables are identical to the ones derived in
(10).
For higher order schemes this generalization can be applied where the following ﬂuxes are used:
vi+ 12 ,j =
1
2
(pi,j (x;W+i,j )+ pi+1,j (x;W−i+1,j )). (11)
We now present the expressions for the ﬁrst-, second- and third-order schemes presented above:
• First-order scheme:
vi+ 12 ,j=
1(
a+
i+ 12 ,j
− a−
i+ 12 ,j
) (−a−
i+ 12 ,j
vi+1,j + a+
i+ 12 ,j
vi,j
)
+
a+
i+ 12 ,j
a−
i+ 12 ,j(
a+
i+ 12 ,j
− a−
i+ 12 ,j
)(ui+1,j − ui,j ),
• Second-order scheme: In the second-order scheme an MUSCL discretization is used:
vi+ 12 ,j=
1(
a+
i+ 12 ,j
− a−
i+ 12 ,j
) (−a−
i+ 12 ,j
vi+1,j + a+
i+ 12 ,j
vi,j
)
+
a+
i+ 12 ,j
a−
i+ 12 ,j(
a+
i+ 12 ,j
− a−
i+ 12 ,j
)(ui+1,j − ui,j )
− 1
2
(
a+
i+ 12 ,j
− a−
i+ 12 ,j
)(+i,j − −i+1,j ),
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where
±i,j=minmod
(
ϑ
(
vi+1,j + a±
i+ 12 ,j
ui+1,j − vi,j − a±
i+ 12 ,j
ui,j
)
,
1
2
(
vi+1,j + a±
i+ 12 ,j
ui+1,j − vi−1,j − a±
i+ 12 ,j
ui−1,j
)
,
ϑ
(
vi,j + a±
i+ 12 ,j
ui,j − vi−1,j − a±
i+ 12 ,j
ui−1,j
))
.
• Third-order scheme: Similarly, a CWENO reconstruction is applied to derive a third-order scheme.
vi+ 12 ,j :=
1(
a+
i+ 12 ,j
− a−
i+ 12 ,j
) (−a−
i+ 12 ,j
vi+1,j + a+
i+ 12 ,j
vi,j
)
+
a+
i+ 12 ,j
a−
i+ 12 ,j(
a+
i+ 12 ,j
− a−
i+ 12 ,j
)(ui+1,j − ui,j )
− 1
2
(
a+
i+ 12 ,j
− a−
i+ 12 ,j
)(+i,j − −i+1,j )
+ 1
2
(
a+
i+ 12 ,j
− a−
i+ 12 ,j
)(+i,j + −i+1,j ),
where ±i,j , 
±
i,j are deﬁned as:
±i,j=W±L Dx−(v + a±u)i,j +W±R Dx+(v + a±u)i,j +W±C Dx0 (v + a±u)i,j ,
±i,j=
W±C
3
Dx+Dx−(v + a±u)i,j −
W±C
6
D
y
+D
y
−(v + a±u)i,j .
The weight parametersW±L ,W
±
R andW
±
C for 
±
i,j , 
±
i,j are given by,
W±l =
±l∑
k
±
k
, l, k ∈ {L,R,C},
∑
l
W±l = 1, ±l =
cl
(± ISl)2
,
cL = cR = 14 , cC = 12 ,
IS±L = (Dx−(v + a±u)i,j )2, IS±R = (Dx+(v + a±u)i,j )2,
IS±C = 133 (Dx+Dx−(v + a±u)i,j )2 + (Dx0 (v + a±u)i,j )2.
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3.2. Multidimensional schemes
To obtain a second-order multidimensional scheme cell averages are integrated using a trapezoidal rule
[3]. We approximate U(x, y, tn) by a linear polynomial reconstruction (8) on each cell Cij . The scheme
is now genuinely multidimensional since we add cross-diagonal directions to the Cartesian directions
utilized in local speeds.
To simplify the presentation, we consider a scalar two-dimensional system of hyperbolic conservative
laws (1). The computed solution is realized in terms of cell averages
uni,j :=
1
xy
∫ x
i+ 12
x
i− 12
∫ y
j+ 12
y
j− 12
u(x, y, tn) dx dy
based on spatial cells Cij = [xi− 12 , xi+ 12 ] × [yj− 12 , yj+ 12 ]. Given the piecewise linear polynomial we can
compute reconstructed values at the interfaces,
uNi,j := pni,j (xi, yj+ 12 ); u
S
i,j := pni,j (xi, yj− 12 ); u
E
i,j := pni,j (xi+ 12 , yj ); u
W
i,j := pni,j (xi− 12 , yj ).
We now extend the scheme to include more directions. With the same piecewise linear reconstruction (8)
as before, we introduce corner values:
u
NE(NW)
i,j := pni,j (xi± 12 , yj+ 12 ), u
SE(SW)
i,j := pni,j (xi± 12 , yj− 12 ).
Applying the trapezoidal rule gives a multidimensional numerical ﬂux of the form,
f (u)= 1
xy
∫ x
i+ 12
x
i− 12
∫ y
j+ 12
y
j− 12
f (u(x, y)) dx dy
= 14{f (uNEi,j )+ f (uNWi,j )+ f (uSEi,j )+ f (uSWi,j )},
g(u)= 1
xy
∫ x
i+ 12
x
i− 12
∫ y
j+ 12
y
j− 12
g(u(x, y)) dx dy
= 14
{
g(uNEi,j )+ g(uNWi,j )+ g(uSEi,j )+ g(uSWi,j )
}
.
We refer to the scheme as multidimensional since we are adding cross-diagonal directions to the Cartesian
directions utilized in local speeds. Hence we have the following schemes:
First-order scheme:
vi+ 12 ,j =
1
2
(vi,j + vi+1,j )− a2 (ui+1,j − ui,j ),
wi,j+ 12 =
1
2
(wi,j + wi,j+1)− b2 (ui,j+1 − ui,j ).
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Second-order scheme:
(v + au)Ei,j = (v + au)i,j +
x
2
((v + au)x)i,j ,
(v − au)Wi+1,j = (v − au)i+1,j −
x
2
((v − au)x)i+1,j .
Hence
vi+ 12 ,j =
1
2
(vi,j + vi+1,j )− a2 (ui+1,j − ui,j )+
1
4
(+i,j − −i+1,j ),
where
+i,j=minmod(ϑ((v + au)i+1,j − (v + au)i,j ), 12 ((v + au)i+1,j − (v + au)i−1,j ),
ϑ((v + au)i,j − (v + au)i−1,j )),
−i,j=minmod(ϑ((v − au)i+1,j − (v − au)i,j ), 12 ((v − au)i+1,j − (v − au)i−1,j ),
ϑ((v − au)i,j − (v − au)i−1,j )).
The terms for the ﬂux term wi,j+ 12 are derived analogously.
Similarly, the third-order ﬂuxes can be derived using the ﬂux given in (9) as,
vi+ 12 ,j :=
vi,j + vi+1,j
2
− aui+1,j − ui,j
2
+ 
x,+
i,j − x,−i+1,j
4
+ 
x,+
i,j + x,−i+1,j
4
,
where a multidimensional reconstruction such as the one given in [15,21] can be applied with the Simp-
son’s rule for cell averages.
4. Numerical tests
We would like to approximate a solution to the two-dimensional Euler equations for gas dynamics:

t



m
n
E

+ 
x


m
u2 + p
uv
u(E + p)

+ 
y


n
uv
v2 + p
v(E + p)

= 0,
where , u, v, m = u, n = v, p, and E are the density, velocity in x direction, velocity in y direction,
momentum in x direction, momentum in y direction, pressure, and energy, respectively. The equation of
state for a polytropic gas is given by p = (− 1) · (E − 2 ‖ u‖2), where = 1.4.
The proﬁles below are resolved without any input on the elementary waves involved, beyond the
characteristic speeds. These results compare favourably with the results in [1,5]. For time integration
we used a second- and third-order Runge–Kutta scheme [9] for the second- and third-order schemes,
respectively.
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Table 2
A Riemann problem
p2 = 0.3 2 = 0.5323 p1 = 1.5 1 = 1.5
u2 = 1.206 v2 = 0.0 u1 = 0.0 v1 = 0.0
p3 = 0.029 3 = 0.138 p4 = 0.3 4 = 0.5323
u3 = 1.206 v3 = 1.206 u4 = 0.0 v4 = 1.206
The following examples were computed using the second- and third-order schemes presented above.
The CFL number of CFL= 0.475 where
CFL=max(max(|u| + cs)t/x,max(|v| + cs)t/y),
where cs =√p/ is the sound speed used.
We test the schemes presented above on the following examples:
Example 1 (Radially symmetric Riemann problem). This is a testwhichweused to check the conservation
of radial symmetry [5]. The computational geometry is a box=[−0.5, 0.5]×[−0.5, 0.5].An equidistant
grid in both the x and y direction with 100× 100 cells was used. The following are the initial conditions:
(, p, u, v)T(x, 0)=
{
(l , pl, ul, vl)
T if ‖ x ‖ < 0.13,
(r , pr, ur , vr)
T if ‖ x ‖ 0.13,
with (l , pl, ul, vl)T= (2.0, 15, 0, 0)T and (r , pr, ur , vr)T= (1.0, 1.0, 0, 0)T and x= (x, y) is the space
variable. Boundaries were maintained at (, p, u, v)T(x, t)= (r , pr, ur , vr)T.
Example 2 (A Riemann problem). The next example is a two-dimensional Riemann problem with initial
data consisting of data that is constant in each quadrant [19].
The Riemann problem has the following initial data:
(, u, v, p)(x, y, 0)= (i , ui, vi, pi), where i = 1, 2, 3, 4.
where i denotes the ith quadrant. The initial conditions are given in Table 2.
4.1. More accurate speeds of propagation
We tested the scheme with one-sided speeds of propagation on both Examples 1 and 2. The one-sided
speeds of propagation conserves isotropy better as shown in Figs. 1 and 2.
In Example 2, we investigate the schemes for resolution of ﬁne structures. In Figs. 3 and 4 we compare
second-order schemes. A close inspection of the magniﬁed ﬁgures (Fig. 4) shows that the one-sided ap-
proach resolves the proﬁles better. This can be comparedwith the proﬁles obtained from other approaches,
for example [19].
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Fig. 1. Proﬁles computed using the second-order scheme with a minmod limiter, parameter ϑ = 1.5 with symmetric speeds of
propagation (Left) and one-sided speeds of propagation (Right).
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Fig. 2. Proﬁles computed using the third-order scheme with symmetric speeds of propagation (Left) and one-sided speeds of
propagation (Right).
In Figs. 5 and 6 we compare third-order schemes with different speeds of propagation. The one-sided
approach gives better resolution. Further one can observe from Fig. 6 that the one-sided approach is less
diffusive since the contours are closer to each other than in the symmetric approach.
4.2. Multidimensional schemes
For the multidimensional formulation presented above, numerical experiments were also performed
on Examples 1 and 2. Comparisons have been made and presented in Figs. 7 and 8 below. We compare
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Fig. 3. Proﬁles computed using the second-order scheme with a minmod limiter, parameter ϑ = 1.0 with symmetric speeds of
propagation (Left) and one-sided speeds of propagation (Right).
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Fig. 4. Proﬁles computed using the second-order scheme with a minmod limiter, parameter ϑ = 1.0 with symmetric speeds of
propagation (Left) and one-sided speeds of propagation (Right).
the results of relaxation schemes with one-sided speeds of propagation with those using one-sided speeds
of propagation with multidimensional ﬂuxes. In this case only second-order schemes have been tested.
Third-order multidimensional schemes have been left as future work. For most tests we have not observed
marked improvement in the resolution but as one can observe the multidimensional approach resolves
some more ﬁne structures. Testing the approach on Example 1, we hardly observed any difference.
A careful investigation of this approach vis-a-vis the coast of evaluating the costly multidimensional
ﬂuxes is currently underway and will be reported in [3].
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Fig. 5. Proﬁles computed using the third-order scheme with symmetric speeds of propagation (Left) and one-sided speeds of
propagation (Right).
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Fig. 6. Proﬁles computed using the third-order scheme with symmetric speeds of propagation (Left) and one-sided speeds of
propagation (Right).
5. Summary
We presented schemes originally developed in [13] based on a relaxation formulation. The following
extensions have been made to the schemes:
• We have formulated the scheme in such a way that higher-order polynomial interpolations can be
used. A CWENO interpolation polynomial has been applied and tests performed on Euler equations
of inviscid gas dynamics.
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Fig. 7. Proﬁles computed using the second-order schemewith aminmod limiter, parameter ϑ=1.0 with dimension-by-dimension
approach (Left) and a multidimensional approach (Right).
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Fig. 8. Proﬁles computed using the second-order scheme with a minmod limiter, parameter ϑ=1.0 with dimension by dimension
approach (Left) and multidimensional approach (Right).
• Being a dimension-by-dimension scheme it showed weakness in resolving physical characteristics
like isotropy as demonstrated by applying the third-order scheme to a radially symmetric problem.
A further extension was, therefore, made in which one-sided characteristic speeds were incorporated
into the scheme. This also demonstrated much improved accuracy in two-dimensional examples.
• Further a multidimensional scheme was developed by applying a trapezoidal rule in calculating cell
averages for second-order schemes.A similar formulation for third-order schemes can be derived. The
second-order scheme was applied to gas dynamics examples in which some small scale structures
were resolved (different from a dimension-by-dimension approach).
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• The results presented here are the results of testing the scheme on gas dynamic problems only. This
does not limit the method to such problems. One could apply these schemes to general conservation
laws. Application to problems with source terms is under consideration, in particular, shallow water
models. More exhaustive tests for general conservation laws incorporating these extensions and a
careful comparative study and evaluation will be performed in [3,4]. This will include the schemes’
asymptotic-preserving characteristics when applied to relaxing systems ( = 0).
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