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Abstract 
In this paper we introduce a novel algorithm, MAXSMINT (Maximizing Speed and Minimizing Time) for 
determining the shortest route in a railway network. In today’s busy world, no one takes the effort to determine the 
shortest route to the destination but expect to reach their destinations in the shortest possible time. Thus, this system 
involves providing the shortest time taking path to their destination automatically. Optimization is achieved by 
splitting the entire process into two. First finding the shortest paths to the end station and then calculating and zero 
down to the final shortest time taking path.  This approach is more generalized and is proved to offer higher 
efficiency and shorter process time then the conventional methodologies. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of ICCTSD 2011 
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1. Introduction 
In this fast paced world, noting the possible routes and the time schedule of the trains available at the stations are not 
usually done by the passengers. This leads to them travelling the longer route or going to the wrong station. This 
instigates them to seek other means of transportation to reach the destination to avoid all these problems. Therefore, 
in the recent years some of the works by Prathap [1] et al., and Brindha [2] et al., has gone into the automation of 
the customer information especially the shortest path with respect to distance to the destination. The definition of 
our problem is as follows the passenger starting in a particular station X has to reach the destination station Y. For 
this problem, the arc length between two consecutive stations is a time depending function. That’s to travel from 
station   A→ B in time t at which the passenger starts at the station A determines the transfer time and based on this, 
the calculation of the shortest route proceeds. The overall goal here is to find a path such that by following this path, 
the passenger will reach the station at the shortest possible time.   
The reason behind this technical implementation is the inspiration by different researches and their analysis. In some 
algorithm by Retvari [3] et al., Zhu[4] et al.,shan[5] et al., and Orda[6] et al., are determining the fastest travel time 
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between two nodes based on a given starting time. Cookie [7] et al., investigated with dynamic programming 
technique to solve the problem which is time dependant. Subsequently, Soltani [8] et al., Domenico[9] et al., 
Misra[10] et al., Solka[11] et al., Sedgewick [12], et al.,Sherali [13] et al., proved that applying Dijkstra’s naming 
method to the time-expanded network is guaranteed to return an optimal solution. Trtiff [14], Rees [15] and Ali [16] et 
al.,have tackled different variation of the least cost shortest path. These includes, multiple shortest paths with single 
source in least cost and turn constraints. And also point to point connection problem, multicast trees with minimum 
cost are analyzed with TSP by Natu  [17] et al., Kosaraju  [18] et al.,Shu Li  [19] et al.,Kohn  [20] et al.,Bellman [21] et 
al.,. 
2. Requirement Analysis 
For the functioning of the system, it is assumed that the entire map of that particular railway network is available. 
The time schedule at the individual stations is also assumed to be available. All the information regarding the 
functionalities of the trains is automatically updated by the information gathered from the main server network. The 
system now has all the information pertaining to the various stations in the network, the trains that are available 
(updated from the server), the junctions and the departure and arrival time of the trains at the various stations. The 
starting station and the time at which the passenger enters the start station are also provided by the passenger when 
they invoke this system to find the shortest route to their destination. All that is need by the passenger is to enter the 
destination and at that instant, the current time, the destination and the current station (initial station) is taken in by 
the system to calculate the shortest route. Figure 1-a shows the route map of a city and the stations are taken as 
nodes and the distance between the stations are taken as the arc and a directed graph is drawn and the time between 
the stations are provided since it is the important parameter in our algorithm. (Source: 
http://en.wikipedia.org/wiki/File:MRT_LRT_system_map_(current)_05-09.png-30/07/11) 
  2.1 Time- expanded digraph 
 Time-expanded digraph method is adopted 
here where all the nodes are assumed to be 
consisting of clusters of arrival time and 
departure time. Since the passenger may change 
the train within a station, the arrival cluster 
should be connected to all the possible points in 
the departure cluster. For each station X(i), there 
are several arrival points A(x) and departure 
points D(y). The arrival and departure points 
correspond to the time of arrival and departure 
respectively.               
   Fig. 1. Route Map of a city  
2.2 Preliminaries and Node Assumptions 
Each node is having a set of in-degree and out-degree nodes. In-degree nodes are also known as the arrival nodes 
which have their path arriving at the current node. The out-degree nodes are also known as the departure nodes 
which have their path departing from the current node. The in-degree and out-degree nodes correspond to the arrival 
and departure points for the nodes in the time-expanded digraph. Out degree based path determinations. 
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Since only the paths leading towards the goal node or destination station are to be considered, the goal node is 
taken as the start node and the path is figured out by using the depth first search algorithm as the base and by taking 
the out-degree nodes as the subsequent nodes for expansion. Here, as an example, only depth first search is done to 
determine the initial node from the goal node, but bidirectional search may also be used. Since the search space is 
finite, the efficiency would not be affected by using either of the two methods. Since all the possible paths from the 
initial to the final are to be determined the methods have to be modified to suit the purpose.  
After the first step, which is done to determine the various paths which are leading from the starting to the ending 
node, the shortest time in all these paths are to be determined. This is done by using the time-expanded digraph, 
since the schedule of all the arrival and departure time is already present. 
For a passenger, the shortest arrival time at the destination is required. Thus based on the requirement, the arrival 
time is taken as the basis of calculation of time between the nodes. The nearest arrival time at the next node (n+1)th  
is noted for which the departure time at the current node ( n)th  is greater than the arrival at the current node.  Once 
the arrival time at the goal node is determined, pruning is done to eliminate the paths which may take a longer time 
then the current path, if another path is having a shorter time than the previous shortest arrival time to the 
destination, then the new path is taken and the arrival time at the goal node for that particular path is used for the 
pruning process in subsequent paths. This process is continued till the goal node is reached. 
3. Algorithm 
Begin 
Preliminaries  
For i=1 to total no. of stations 
Assign  Node id, Arrival_Time, Departure_Time  //Assign indegree, outdegree  for each node// 
End for 
Get Source_Node , Destination_Node and  Start_Time 
Assign 
Destination_Node=Current_Node  
Nodes{}=insert _first(indegree (current_node)) 
Declare 
Fringe{},Non_Leading{}; 
Level[m][n]={} where m-=1 to possible levels, n=1 to no. of nodes ; 
Level Extration :  
While(not empty)Nodes{} 
{If (Current_Node is in Non_Leading{}) 
 remove from fringe 
break 
Else 
Nodes{}=insert_first(indegree(current_node)) 
Endif 
If(Nodes{i} \*first node*\= fringe{})  
remove node from Nodes{} 
break 
endif 
//Backtracking with DFS and pruning 
 if (node{i}=Source_node) 
 for level 1 to m 
  for all nodes n in fringe{} 
   assign L[m][n]= fringe{} 
Break 
endif 
if(indegree(current_node)=0) 
 remove node from fringe{} 
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 remove node from nodes{} 
 remove node from indegree 
 add node to n{} 
break 
else 
 current_node=first(nodes{}) 
 remove node from node{} 
 assign node to first(fringe{}) 
endif 
} 
Time Based optimization with Prunning 
Copy L’[m][n]=L[m][n] 
Current_Node_Time=start_time 
For each level m in L’[m][n] 
For all node n 
If(n=Destination_node) 
  Journey_time=Current_Node_time 
  Break 
If Departure_time(n)>Arrival_time(n) //Compare (schedule,Current_Node_time)// 
 Current_node=n+1 
If( Arrival_time≥Goal_time) 
  Remove m  
 Break 
Display Journey_time 
Display L’[m][n], the level m which leads to Journey_time (optimal) 
 
In this algorithm, first, the inputs are accepted and the various nodes are fetched from the database. The inputs 
include the initial and final nodes and the time of departure. Then, the since the search is done from the destination 
to the initial node, the destination node is taken as the current node and the in-degree nodes (the nodes which leads 
to the current node) is taken in the nodes list inserted from the first. Next, the various routes to the destination are 
determined by the process of level extraction.  Here the depth first search is used to search for the initial node from 
the destination through the in-degree nodes. The nodes which do not lead to the destination are placed in the 
non_leading list and are compared with the in-degree nodes to eliminate the nodes which do not lead to the 
destination. Thus by using this search algorithm the various routes to the destination maybe determined. Further the  
process is to determine the route which takes the shortest time. Thus, the first path is taken and the time taken is 
calculated. During the calculation of the time in the next path, if at any node the time taken till then exceeds the time 
taken by the first route, then the route is pruned. In the same manner the shortest time route to the destination is 
determined. 
In Figure-1 the initial node and the final node is indicated in red colour. Based on that, Figure 2-a,b,c shows the 
possible paths from the source node to the destination node. Table-1 explains the possible path for above said nodes 
and the travelling time for that corresponding path. From that paths based on the optimum time taken by the path is 
selected, ie path 1 through which you can reach the destination with in 42 mins which is less than the other two 
paths. 
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Fig. 2. (a) Possible path-1 from source to destination; (b) Possible path-2 from source to destination 
 
 Table-1 Possible Path Details with Time Duration 
 
 
 
 
 
                    Fig. 2. (c )Possible path-3 from source to destination 
4. System Architecture And Management 
 Fig.3. shows the functional diagram of  MAXSMINT algorithm and Fig.4. depicts the state transition diagram 
for the technique MAXSMINT 
Fig. 3.  Functional Diagram of  MAXSMINT 
 
 
 
S.no Nodes Travelled Travel 
Time 
1 NS3,NS2,EW24-EW16,NE3-NE9 42 Mins 
2 NS3,NS4-NS17, 
CC15,CC14,CC13,NE12,NE10,NE9 
44 Mins 
3 NS3,NS4-NS24,NE6,NE7-NE9 52 Mins 
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Fig. 4.  State Transition Diagram 
 5. Simulation Analysis 
In the user screen Fig.5. (a), the traveler should enter the date, time, starting station and the destination station. 
The algorithm will take the all possible combination for the nodes then from the acquired possibilities it will 
calculate the less travelling time taken by the route and that map will be displayed as shown in fig.5. (b). Fig. 6. 
shows the comparison chart of the time taken by the travelers who were used our MAXSMINT and those who were 
not used. 
Fig. 5. (a)  MAXSMINT Simulation GUI; (b) MAXSMINT Route Sheet 
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Fig. 6. Time consumption – With  MAXSMINT & without MAXSMINT 
6. Conclusion And Future Expansion 
In this work, we have presented a novel technique which is applicable in a variety of real time scenarios. With 
the entire world under crunches for time, more and more emphasis has been laid on the optimizing and speeding up 
of process. With the implementation of techniques such as MAXSMINT, it can be observed how effectively the 
travelling time in railways is decreased and how the optimization in using railways is increased.  We have also seen 
through practical realization of this algorithm that it is indeed suitable for realistic scenarios.  In-order for the 
technique to evolve with the needs of the fast-paced world, the technique has inherent flexibility which allows it to 
be modified and gives scope for further enrichments. Dynamism maybe incorporated by communication being 
enabled through the phones of the travelers. When a particular traveler’s phone number is linked with the system, 
any changes in the train schedule and the shortest route may be informed from time to time. Moreover, this 
technique of optimization is not only restricted to railways and can be extended to bus services also. 
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