Recently Tezuka introduced the concept of (u, e, s)-sequences which generalizes (t, s)-sequences by Niederreiter. This generalization can be used to point out a deeper regularity of certain digital sequences, which can be exploited to obtain improvements on their discrepancy bounds. Earlier Larcher and Niederreiter introduced so-called (T , s)-sequences with similar consequences. In this paper we generalize both concepts by introducing (U , e, s)-sequences, we work out relations between the concept of (U , e, s)-sequences and the concepts of (t, s)-, (u, e, s)-, and (T , s)-sequences, we introduce an explicit construction of (U , e, s)-sequences by generalizing Hofer-Niederreiter sequences, we give a discrepancy bound for (U , e, s)-sequences which is based on bounds for (u, m, e, s)-nets, and we relate our results to earlier ones.
Introduction
Constructing sequences with good equidistribution properties is an important problem in number theory and has applications to quasi-Monte Carlo methods in numerical analysis (see, e.g., [2, 16] ). In this context, the star discrepancy appears as an important measure of uniform distribution. For a given dimension s ≥ 1, let J be a subinterval of [0, 1] s and let x 0 , . . . , x N −1 be N points in [0, 1] s (we speak also of a point set P of N points in [0, 1] s ). We define the counting function A for the interval J by A(J; P) = #{0 ≤ n < N : x n ∈ J}. Then the star discrepancy of the point set P consisting of the points x 0 , . . . , x N −1 is defined by D For a sequence S of points x 0 , x 1 , . . . in [0, 1] s , the star discrepancy of the first N terms of S is defined as D * N (S) = D * N (x 0 , . . . , x N −1 ). We say that S is a low-discrepancy sequence if 
where c > 0 and the implied constant do not depend on N . It is conjectured that O(N −1 (log N ) s ) is the least possible order of magnitude in N that can be obtained for the star discrepancy of a sequence of points in [0, 1] s . One of the most powerful methods for constructing low-discrepancy sequences is built on the theory of (t, s)-sequences and (t, m, s)-nets which was developed by Niederreiter [14] on the basis of earlier work by Sobol' [21] and Faure [3] . The reader is referred to, e.g., the monographs [2] and [16] for the general background on this theory. In the following, we give a short description of the basic notions. Let b, t, m be integers satisfying b ≥ 2 and 0 ≤ t For a vector the b-adic coordinatewise mdigit truncation is applied coordinatewise.) Finally, the notion of (t, s)-sequence in base b (in the broad sense) was defined where x n is replaced by [x n ] b,m in the definition. For a detailed description of this truncation concept we refer the reader to, e.g., [23] and [25, Section 2] .
Most of the known (t, s)-sequences are obtained by the so-called digital method which was developed by Niederreiter [14] and generalized earlier forms by Sobol [21] and Faure [3] . In its general form this algorithm is based on a finite commutative ring R with identity and cardinality b. But, as almost all concrete examples apply this method based on a finite field, we restrict the description of the digital method to the case where it is based on a finite field F q with prime power cardinality q. It constructs a sequence as follows. Additionally to the prime power q and the finite field F q , choose a dimension s ∈ N, and put Z q = {0, 1, . . . , q − 1} ⊂ Z. Choose (i) bijections ψ r : Z q → F q for all integers r ≥ 0, satisfying ψ r (0) = 0 for all sufficiently large r;
(ii) elements c (i) j,r ∈ F q for 1 ≤ i ≤ s, j ≥ 1, and r ≥ 0; (iii) bijections λ i,j : F q → Z q for 1 ≤ i ≤ s and j ≥ 1.
For the construction of the sequence we make use of the notion of the generating matrices
n ) of the sequence is computed as follows. Given an integer n ≥ 0, let n = ∞ r=0 z r (n)q r be the digit expansion of n in base q, with all z r (n) ∈ Z q and z r (n) = 0 for all sufficiently large r. Then for 1 ≤ i ≤ s we form the matrix-vector product over F q given by
. . .
Finally, we put
Now the restriction from rings to finite fields pays off. The distribution of the sequence (x n ) n≥0 amongst elementary intervals can be linked to the rank structure of the generating matrices. It is well known that the digital method generates a (t, s)-sequence in base q if for every integer m > t and all nonnegative integers . The digital method can also be applied for the construction of (t, m, s)-nets in base q. In this case, the generating matrices C (1) , . . . , C (s) are m × m matrices over F q (see [2, Section 4.4 
.1]).
Standard (t, s)-sequences constructed by the digital method based on a finite field include, e.g., the Sobol' sequences [21] , Faure sequences [3] , Niederreiter sequences [15] , generalized Niederreiter sequences [23] , and Niederreiter-Xing sequences [19, 25] . Summaries of the constructions of these sequences can be found in [2, Chapter 8] and [17] .
In the context of low-discrepancy (t, s)-sequences, particularly for obtaining a small constant c in (1), there are two main lines of research. The first aims for general upper bounds on the star-discrepancy of (t, s)-sequences in base b, with small constant c. The latest upper bound was proved by Faure and Kritzer [4] who obtained a constant c of the form
The second line of research investigates concrete examples of constructions of generating matrices over a finite field, which via the digital method yield (t, s)-sequences in base q with small quality parameter t, which is a central quantity in the constant c known for (t, s)-sequences in base b. For example the (generalized) Niederreiter sequences obtain a quality parameter t = t b (s) = O b (s log s) for prime powers b. By introducing constructions using global function fields with many rational places Niederreiter and Xing [19] obtained a quality parameter t b (s) = O b (s) for prime powers b, which is best possible in s.
Besides these two lines of research, there were two further ideas for improving the constant c in (1), in particular for special digital sequences. Both switch from the "(t, s)-point of view" to an alternative concept and improve the constant c for special constructions of digital sequences. Niederreiter andÖzbudak [18] introduced a construction of sequences, which from the "(T , s)-point of view" (in the sense of Larcher and Niederreiter [13] ) gains an additional factor between 3/4 and 1/2 to the constant c that is obtained using the (t, s)-point of view. Recently, Tezuka [24] introduced so-called (u, e, s)-sequences, and within this concept he improved the constant c for generalized Niederreiter sequences with quality parameter t =
This new constant in the binary case goes to 0 when the dimension s goes to infinity (see [24, p. 246] ). For the star-discrepancy of Xing-Niederreiter sequences and also of Hofer-Niederreiter sequences the (u, e, s)-point of view yields an improved constant for all sufficiently large s (see [7, Condition (6) and Proposition 4].)
In this paper we combine both of these alternative viewpoints. In Section 2 we introduce so-called (U , e, s)-sequences which generalize (T , s)-sequences as well as (u, e, s)-sequences. This section also gives relations between the parameters of (t, s)-, (T , s)-, (u, e, s)-and (U , e, s)-sequences. Section 3 provides a generalized version of the Hofer-Niederreiter construction and studies its parameters in the (U , e, s)-concept. Finally, Section 4 establishes star-discrepancy bounds for (u, m, e, s)-nets and (U , e, s)-sequences.
Throughout the paper, for a real x we write {x} for the fractional part of x which is contained in [0, 1), we denote the integer part of x by x = x − {x}, and we set x equal to x if x ∈ Z and equal to x + 1 else. For vectors e = (e 1 , . . . , e d ), j = (j 1 , . . . , j d ) with d ∈ N the term e · j denotes the inner product
2 (U , e, s)-sequence in base b and relations to the previous notions
We recall the definition of a (u, m, e, s)-net in base b due to Hofer and Niederreiter [7] which is a refined form of the previous notion introduced by Tezuka [24] .
(See [7, Remarks 1 and 2] and also [12] for the relevance of the refinement.) Based on Definition 1 we introduce so-called (U , e, s)-sequences, that generalize both (T , s)-sequences in the sense of Larcher and Niederreiter [13] and (u, e, s)-sequences in the sense of Tezuka, but based on the refined version of (u, m, e, s)-nets. If such nets or sequences respectively are obtained by the digital method, then they are
We recall Proposition 1, Corollary 1, and Proposition 2 in [7] . 
Corollary 1 Let b ≥ 2, s ≥ 1 be integers, let u be a nonnegative integer, and let e = (e 1 , . . . , e s ) ∈ N s . Then any (u, e, s)-sequence in base b is a (t, s)-sequence in base b with
Proposition 2 Let q be a prime power, s ≥ 1 a dimension, let u be a nonnegative integer and m be a positive integer satisfying u ≤ m, and let e = (e 1 , . . . , e s ) ∈ N s . The matrices We close this section with a proposition that treats Hammersley nets stemming from (U , e, s)-sequences. A corresponding result and further propagation rules for (u, e, s)-sequences were recently given by Kritzer and Niederreiter [12] . 
and e = (e 1 , . . . , e s , e s+1 ) with e s+1 = 1.
with j i ≥ 0, and 0 ≤ a i < b eiji for 1 ≤ i ≤ s + 1, and
The first says that
eiji points are contained in I(s), and the result follows.
Generalized Hofer-Niederreiter construction
In this section we introduce a generalized version of the Hofer-Niederreiter construction [7] that uses global function fields and builds the generating matrices column by column. For the relevant background on global function fields we refer to the monograph [22] . For the unacquainted reader, the most important notions without much technical details are given in Appendix A, which collects great parts of [10, Section 2], [7, Section 3] , and [2, Appendix B].
For the construction we choose a dimension s ∈ N, a finite field F q , a global function field F with full constant field F q and genus g, and s + 1 distinct places P ∞ , P 1 , . . . , P s of F with degrees e ∞ , e 1 , . . . , e s ∈ N (note that not necessarily deg(P ∞ ) = 1). We define the quantity
Obviously,
(Note that these formulae for (g, e ∞ ) involve also the case where g = 0. Here (0, 1) = 0 and if e ∞ > 1, (0, e ∞ ) = 1.) First we construct a sequence (y r ) r≥0 of elements of F as follows. Choose W 0 = {y 0 , y 1 , . . . , y g+ (g,e∞)−1 } as a basis of
Note that by the Riemann-Roch theorem the dimension of this Riemann-Roch space is g + (g, e ∞ ).
For l ∈ N we choose W l := {y g+ (g,e∞)+(l−1)e∞ , . . . , y g+ (g,e∞)+le∞−1 } as a subset of
such that W l together with
By the Riemann-Roch theorem such a set exists for every l ∈ N.
In the following lemma we observe a basic property of the sequence (y r ) r≥0 .
Proof. In the case where r ≥ g + (g, e ∞ ) by using (2) we can find l ∈ N such that g + (g, e ∞ ) + e ∞ (l − 1) ≤ r < g + (g, e ∞ ) + e ∞ l.
Adding g and dividing by e ∞ yields
Finally, the fact 2g
Now the result follows from the specific choice of the y r in W l . The statement for nonnegative r = g + (g, e ∞ ) − 1 follows by the trivial fact that
For the construction of the generating matrices for every i ∈ {1, . . . , s} we choose an element h i ∈ F such that ν Pi (h i ) = 0. From the construction of the y r we see that ν P (y r ) ≥ 0 for all places P ∈ P F \ {P ∞ } and all r ≥ 0. Thus for 1 ≤ i ≤ s, the local expansion of h i y r at P i , with local parameter sequence
where Γ (i) is a set of representatives of the residue class field at P Theorem 1 Given a prime power q and a dimension s ∈ N. Let F be a global function field with full constant field F q and genus g. Let P 1 , . . . , P s , P ∞ be s + 1 distinct places of F with deg(P i ) =:
constructed above generate a (U , e, s)-sequence in base q with
where θ(m, e ∞ ) ∈ {0, 1, . . . , e ∞ − 1} is the least residue of m + g − 1 modulo e ∞ .
Proof. For m < g + (g, e ∞ ) the assertion is trivial. Assume m ≥ g + (g, e ∞ ). We define m := m − θ(m, e ∞ ). The fact that
We write
According to Corollary 2 and the fact that m ≤ m, to obtain Theorem 1 it suffices to show that the ( 
We make use of the element f :=
which is a Riemann-Roch space over F q with dimension
Note that y 0 , . . . , y m−1 form a basis of this Riemann-Roch space, and therefore are linearly independent over F q . Hence there is a one-to-one correspondence between the elements in this Riemann-Roch space and the elements in F m q . Bearing in mind the F q -linearity of the local expansion, the construction of the matrices C (1) , . . . , C (s) , and the special choice of h i , (4) implies that
Therefore,
which is a subspace of L m+g−1 e∞ P ∞ . The degree of the divisor
By the Riemann-Roch theorem we know that the dimension of
In view of the one-to-one correspondence between elements of The subsequent Remark 1 and Example 1 consider some special cases of the construction in this section, which serve for comparisons with earlier constructions in [18] , [25] , and also with the recent construction in [9] .
Remark 1
The construction within this section in the case where e ∞ = 1 yields U (m) = g for m ≥ g and U (m) = m else or -in the (u, e, s)-concept -u = g. This case corresponds with the one in [10, Section 3.2], and if additionally h i = 1 for every i = 1, . . . , s then it corresponds with the Hofer-Niederreiter construction in [7] . The generalization in this paper has the advantage that there is no need of at least one rational place, which so far usually is required for constructions of generating matrices. Therefore, it allows a greater variety in the constructions. The third item of Corollary 4 points out the independence of the quality parameter t of the special settings of the places P ∞ , P 1 , . . . , P s which are contained in a fixed set of s + 1 places of F . A corresponding generalization of the rowwise concept of Xing and Niederreiter in [25] will get into trouble with the technical tricks, that were introduced by Niederreiter and Xing in order to save an additive g + 1 term in the quality parameter t. Hence, the straightforward generalization will end up in a larger quality parameter, when using places P 1 , . . . , P s , P ∞ of degrees e 1 , . . . , e s and e ∞ > 1. Analogously, similar consequences appear in the recent constructions of so-called Vandermonde sequences in [9] , which is a rowwise construction of generating matrices where P ∞ has degree > 1 and P 1 , . . . , P s are rational places. Nevertheless, those constructions provide a maximal extension in terms of m for the explicit construction of so-called (digital) Vandermonde nets which were introduced in [8] .
Example 1 Let q be a prime power and let F = F q (x) be the rational function field over F q , which is a function field with full constant field F q and genus g = 0. Moreover, F q possesses q + 1 rational places and at least one place of degree 2. We use this place as P ∞ and the rational places as P 1 , . . . , P s with s = q +1. Then our construction yields a digital (T , q +1)-sequence over F q with T (m) = 0 for odd m and for m = 0, and T (m) = 1 for positive and even m. The construction of this example is substantially simpler than the one introduced by Niederreiter andÖzbudak in [18, Example 5.1] possessing a parameter function T , which is 0 for even m and 1 for odd m. Generally -of course provided that a proper global function field exists -in the case of arbitrary genus g the construction in this paper based on P ∞ with degree e ∞ = 2 and on s rational places P 1 , . . . , P s yields a comparable function T to Niederreiter andÖzbudak in [18, Section 3] with the advantage, that it is a much simpler construction algorithm, which additionally works in the case where e ∞ > 2 and also in the case where P 1 , . . . , P s have arbitrary degrees e 1 , . . . , e s .
Discrepancy bounds for (u, m, e, s)-nets and (U , e, s)-sequences
For integers b, m, u, satisfying b ≥ 2, m ≥ 1, 0 ≤ u ≤ m, and for e ∈ N s , we introduce the symbol ∆ b (u, m, e, s), which denotes a number for which
holds for every (u, m, e, s)-net P in base b. To meet the truncation concept for (U , e, s)-sequences we consider the following lemma, which generalizes [18, Lemma 4.2].
Lemma 2 Let P be a point set consisting of the points y n , n = 0, . . . , We modify the method based on signed digit splitting -which was introduced by Atanassov [1] for the Halton sequences, applied to (u, e, s)-sequences in base b by Tezuka [24] , and developed further by Faure and Lemieux [6] -to obtain a discrepancy bound of (u, m, e, s)-nets.
Theorem 2 We have
The proof of this result, which immediately implies the following corollary, will be carried out in Subsection 4.1.
Corollary 5 For every b ≥ 2 we have
where the implied constant in the Landau symbol does only depend on b and s.
Theorem 3 Given a prime power q and a dimension s ∈ N. Let F be a global function field with full constant field F q and genus g. Let P 1 , . . . , P s , P ∞ be s + 1 distinct places of F with deg(P i ) =: e i for 1 ≤ i ≤ s and deg(P ∞ ) = e ∞ . Furthermore, let h 1 , . . . , h s be elements of F satisfying ν Pi (h i ) = 0 for 1 ≤ i ≤ s. The discrepancy of the digital (U , e, s)-sequence S over F q constructed in Section 3 satisfies for N ≥ 2
Here e min := min(e 1 , . . . , e s ),
. . , e s , e ∞ ) =: i∈{1,...,s,∞}
and the implied constant in the Landau symbol is independent of N .
Proof. Without loss of generality we assume that e min = e s . For a given N ≥ 2, let r ∈ N 0 satisfy q r ≤ N < q r+1 and k ∈ N 0 be maximal such that q k |N . First we apply the second inequality of Proposition 4 and obtain
Since the case r = 0 is trivial, we may assume that r ≥ 1. Now we use the special form of U (m) in Theorem 1 and the values for ∆ q (U (m), m, e, s) given in Corollary 5 with the abbreviation B(q, s, e) := q
where the implied constant in the Landau symbol only depends on q and s. Using r ≤ log N/ log q we obtain the desired result
where the implied constant in the Landau symbol does not depend on N .
Remark 2 Corollary 5 yields for a (t, m, s)-net in base b which is also a (t, m, 1, s)-net in base b the bound
where the implied constant in the Landau symbol does only depend on b and s. The latest results on upper bounds for (t, m, s)-nets in base b in this style can be found in [4] . By using a sophisticated induction on s Faure and Kritzer obtain a constant in the leading term, which is better by a factor 1/2 for odd b, and for even b they additionally obtain a factor b 2 /(2(b 2 − 1)). It is an interesting question, whether the method of Faure and Kritzer can be adapted for (u, m, e, s)-nets and will yield an improvement of Corollary 5 and also of Theorem 3.
Remark 3 Suppose for a prime power q and s ∈ N that we have a function field F with full constant field F q , genus g, and with at least one rational place. Take this place and s further places of arbitrary degrees. We have two different options in the construction of Section 3.
Scenario 1: choose P ∞ as the rational one and P 1 , . . . , P s having degrees e 1 , . . . , e s . Then the constructed matrices generate a (g, (e 1 , . . . , e s ) , s)-sequence S 1 over F q . From [6] we know the star discrepancy of S 1 satisfies (1) with
In Scenario 2 we use the rational place as P 1 and P ∞ , P 2 , . . . , P s having degrees e ∞ , e 2 , . . . , e s . Then our Theorem 3 says for the sequence S 2 constructed as in Section 3 that its discrepancy satisfies (1) with
which equals c F L of Scenario 1.
Altogether within the (U , e, s)-point of view the generalized Hofer-Niederreiter construction of Section 3, in the case where at least one rational place is used, provides a greater variety for the generating matrices of digital sequences, and these sequences all satisfy the same bound as the one that is known for the Hofer-Niederreiter sequences in the (u, e, s)-point of view.
Proof of Theorem 2
For the proof of Theorem 2 we collect several lemmata and definitions. First, we give the notion of signed splitting introduced by Atanassov [1] in Definition 3, a relevant example of a signed splitting in Lemma 3 and an auxiliary result in Lemma 4.
Definition 3 Consider an interval
s . We call a collection of intervals J 1 , . . . , J n together with signs 1 , . . . , n ∈ {−1, +1} a signed splitting of J, if for any finitely additive function ν on the intervals in [0, 1] s , we have
ji ∈ [0, 1] be arbitrary numbers for 1 ≤ j i ≤ n i . Then the collection of intervals ≥ 1 and j even, where f 1 , . . . , f k , f 1 , . . . , f k are some fixed nonnegative numbers. Then
Proof. Cf. 
Lemma 3 we obtain the signed splitting of J =
where Σ 1 regards all vectors j = (j 1 , . . . , j s ) such that e · j ≤ m − u, and Σ 2 the rest. Consider first Σ 1 . It is easily seen that e · j ≤ m − u implies j i ≤ (m − u)/e i or equivalently j i ≤ n i and therefore the boundary points of I(j) are b ei -adic rationals. Altogether, the restriction e · j ≤ m − u ensures that all I(j) are unions of elementary intervals of order e · j ≤ m − u. Using Lemma 5 we immediately obtain Σ 1 = 0.
It remains to consider Σ 2 , which sums over all vectors j in
Now Q is split into s disjoint sets of the form B 0 , . . . , B s−1 , where B 0 := {j ∈ Q : e 1 j 1 > m − u} and
For each k ∈ {0, . . . , s−1} we denote
ji+1 ) , and define
where r is the biggest integer such that
Using the definition and properties of the signed splitting we arrive at
In the following we deduce an upper bound for
We observe
This together with the fact that there exists 0 ≤ h k+1 ≤ b e k+1 (r−1) such that
We define
which because of the setting of r satisfies K (j) ⊇ K(j) and is a union of
ji | elementary intervals of order e 1 j 1 + · · · + e k j k + e k+1 (r − 1). The setting of r yields
The second inequality immediately implies m − (e 1 j 1 + · · · + e k j k + e k+1 (r − 1)) ≤ u + e k+1 − 1.
By applying Lemma 5 we obtain the following bound
ji |b u+e k+1 −1 . Applying this bound and the second inequality of Lemma 4 with f i = b ei /2 to the bound of Σ 2 above we obtain the first and the second bound of Theorem 2:
Particularly, for even b we proceed as in [6, proof of Theorem 2], where the additional restriction in the signed representation, which states |a
The crucial point is that the sum
in any case can be bounded by the same sum with worst case configurations |a ji | = (b − 2)/2 for odd j i or vice versa. In any of these two cases this sum can be bounded using the first part of Lemma 4. Finally, we arrive at the third bound of the theorem.
Appendix A: Global Function Fields
A global function field is a finite algebraic extension of F q (x); the genus is a specific measure of its complexity; a place can be considered as a prime element in an appropriate associated ring, generalizing the concept of an irreducible polynomial; finally, the valuation associated to a place, of an element in the function field, is like the exponent of a prime element in the unique factorization representation.
Let F be a global function field with full constant field F q and genus g and let P F denote the set of all places of F . We write ν P for the normalized discrete valuation corresponding to a place P . Its valuation ring is defined as O P := {f ∈ F : ν P (f ) ≥ 0} and has a unique maximal ideal, M P := {f ∈ F : ν P (f ) > 0}.
The extension degree of the residue class field O P /M P over F q is called the degree of the place P and is written as deg(P ). If deg(P ) = 1 we call P a rational place.
A divisor D of F is a formal sum D = P ∈P F n P P with n P ∈ Z for all P ∈ P F and all but finitely many n P = 0. We also write n P = ν P (D). The degree deg(D) of a divisor D is given by
The principal divisor div(f ) of f ∈ F * is defined as div(f ) = P ∈P F ν P (f )P.
Note that the degree of a principal divisor deg(div(f )) with f ∈ F * is always 0. Let Finally, choosing a rational place P ∈ P F and a local parameter sequence (z r ) r∈Z ∈ F Z at P satisfying ν p (z r ) = r for every r ∈ Z, then any f ∈ F has a unique local expansion at the place P of the form f = ∞ r=r0 β r z r , where r 0 ∈ Z with ν P (f ) ≥ r 0 and β r ∈ F q for all r ≥ r 0 . A description of how to obtain a local expansion can be found in [20, pp. 5-6] .
For our purposes we deem it convenient to make the nature of the expansion coefficients β r more explicit in the case of a place P that is not rational but of degree e > 1. Here, for a local expansion we choose in advance a set Γ = {γ 1 , . . . , γ q e } ⊂ F of representatives, such that their residue classes with respect to P , i.e., the set {γ 1 + M P , . . . , γ q e + M P }, comprises all of the residue class field of P , which is isomorphic to F q e . Any f ∈ F can then again be uniquely represented as above, with β r ∈ Γ (see [11, Theorem 4.4.1] ). -In fact, we will specifically use sets Γ that are the F q -linear spans of a basis {Γ 1 , . . . , Γ e }. This ensures that the map from F to Γ Z , i.e., from functions to expansion coefficient sequences, is F q -linear.
