The emergence of modern RGB-D sensors had a significant impact in many application fields, including robotics, augmented reality (AR) and 3D scanning. They are low-cost, low-power and low-size alternatives to traditional range sensors such as LiDAR. Moreover, unlike RGB cameras, RGB-D sensors provide the additional depth information that removes the need of frame-by-frame triangulation for 3D scene reconstruction. These merits have made them very popular in mobile robotics and AR, where it is of great interest to estimate egomotion and 3D scene structure. Such spatial understanding can enable robots to navigate autonomously without collisions and allow users to insert virtual entities consistent with the image stream. In this chapter, we review common formulations of odometry and Simultaneous Localization and Mapping (known by its acronym SLAM) using RGB-D stream input. The two topics are closely related, as the former aims to track the incremental camera motion with respect to a local map of the scene, and the latter to jointly estimate the camera trajectory and the global map with consistency. In both cases, the standard approaches minimize a cost function using nonlinear optimization techniques. This chapter consists of three main parts: In the first part, we introduce the basic concept of odometry and SLAM and motivate the use of RGB-D sensors. We also give mathematical preliminaries relevant to most odometry and SLAM algorithms. In the second part, we detail the three main components of SLAM systems: camera pose tracking, scene mapping and loop closing. For each component, we describe different approaches proposed in the literature. In the final part, we provide a brief discussion on advanced research topics with the references to the state-of-the-art.
future directions. While the early pioneering works on SLAM mainly used laser scanners (e.g., [12] ), the field rapidly pivoted to cameras for several reasons. Among them were the progress of computer vision algorithms and improved processors, as well as the camera's low cost, size and power consumption.
(a) RGBDSLAM [27] (b) ORB-SLAM2 [79] (c) ElasticFusion [119] (d) RGBDTAM [16] Most visual SLAM methods have been traditionally based on low-level feature matching and multiple view geometry. This introduces several limitations to monocular SLAM. For example, a large-baseline motion is needed to generate sufficient parallax for reliable depth estimation; and the scale is unobservable. This can be partially alleviated by including additional sensors (e.g., stereo cameras [83] , inertial measurement units (IMUs) [18] , sonar [48] ) or the prior knowledge of the system [67] or the scene [110] . Another challenge is the dense reconstruction of low texture areas [17] . Although recent approaches using deep learning (e.g., [9, 122] ) have shown impressive results in this direction, more research is needed regarding their cost and dependence on the training data [29] .
RGB-D sensors provide a practical hardware-based alternative to the challenges and limitations mentioned above. Their availability at low cost has facilitated many robotics and AR applications in the last decade. Intense research endeavors have produced numerous robust algorithms and real-time systems. Figure 1 shows several reconstruction examples from the state-of-the-art systems. Today, RGB-D cameras stand out as one of the preferred sensors for indoor applications in robotics and AR; and their future looks promising either on their own or in combination with additional sensors.
In this chapter, we will cover several state-of-the-art RGB-D odometry and SLAM algorithms. Our goal is to focus on the basic aspects of geometry and optimization, highlighting relevant aspects of the most used formulations and pointing to the most promising research directions. The reader should be aware that, as a consequence of condensing a vast array of works and presenting the basics in a homogeneous and easy-to-follow manner, some individual works might present slight variations from the formulation presented here. In general, we sacrificed extending ourselves over particular details in favour of a clearer overview of the field.
The rest of the chapter is organized as follows. Section 2 will give an overview on the most usual VO and VSLAM pipeline. Section 3 will introduce the notation used throughout the rest of the chapter. Section 4 will cover the algorithms for tracking the camera pose, Section 5 the algorithms for the estimation of the scene structure, and Section 6 the loop closure algorithms. Section 7 will refer to relevant scientific works and research lines that were not covered in the previous sections. Finally, Section 8 contains the conclusions and Section 9 provides links to some of the most relevant online resources, mainly the state-of-the-art open-source software and public benchmark datasets.
The Visual Odometry and SLAM pipelines
The pipelines of RGB-D Odometry and SLAM have many components in common. Here, we will give a holistic view of the building blocks of standard implementations, highlighting their connections and introducing the terminology.
The seminal work of Klein and Murray [59] proposed the architecture that is used in most visual odometry and SLAM systems nowadays. Such architecture was later refined in papers like [28, 78, 105] among others. Basically, the idea is to partition the processing into two (or more) parallel threads: one thread tracks the camera pose in real time at video rate, and the rest update several levels of scene representations at lower frequencies (in general, the larger and/or more complex the map, the lower the frequency of update). for RGB-D Odometry and SLAM that we will use in this chapter. The camera tracking thread estimates the camera motion ξ k at time k given the current frame I k and a local map M L . M L is estimated from a set of keyframes summarizing the sequence. If SLAM is the aim, a globally consistent map M G is estimated by means of loop closure and global optimization. In more detail:
Camera Tracking
-Camera tracking: The camera tracking thread estimates the incremental camera motion. The most simple approach is to use the frame-to-frame constraints (e.g., [36, 55] ). This is in fact inevitable when bootstrapping the system from the first two views. However, after initialization, it is quite usual to use more than two views in order to achieve higher accuracy. In this case, the standard approach is to estimate the camera motion using map-to-frame constraints with respect to a local map built from the past keyframes (see the next paragraph). -Scene Mapping: Mapping approaches vary, depending on the application. Volumetric mapping discretizes the scene volume into voxels and integrates the information from the RGB-D views (e.g., [81, 117] ). Point-based mapping performs a nonlinear optimization of camera poses and points (e.g., [79] ). In the case of VO, the map is local and is estimated from a sliding window containing a selection of the last frames (e.g. [28, 115] ). In the case of VSLAM, the map is estimated from a set of keyframes representative of the visited places. -Loop Closing: In both odometry and SLAM drift is accumulated in purely exploratory trajectories. Such drift can be corrected if a place is revisited, using approaches denoted as loop closure. First, the place is recognized by its visual appearance (loop detection), and then the error of the global map is corrected (loop correction) [34, 79, 117] ).
Notation and Preliminaries

Geometry and Sensor Model
We denote an RGB-D input as I : Ω → R 4 , where Ω ⊂ R 2 is the image plane of width w and height h. We represent the pixel coordinates as a 2D vector p = (u, v) and the corresponding homogeneous coordinates asp = (ũ,ṽ, λ ) . Each pixel has RGB color and depth value, i.e., I (u, v) = (r, g, b, d) . The depth channel is denoted as D : Ω → R, and the access to it as D (u, v) = d. The Euclidean coordinates of a 3D point k in some reference frame i (be it a camera or the world reference) are denoted by
These two coordinates are related by the dehomogenization operation:
The pose of camera j with respect to reference frame i is defined by the trans-
The rotation matrix R ji and translation vector t ji are defined such that the transformation of point P i k in reference
The transformation of point k from reference frame i to camera reference frame j, and its projection onto the image plane using the pinhole camera model. frame i to the j th camera reference frame is
Likewise,P i k can be obtained fromP i k and T ji with the inverse operation:
As illustrated in Fig. 3 , we adopt the standard pinhole model for the projection onto the image plane. First, the 3D point P i k is transformed to the camera frame j using equation 1. The homogeneous coordinates of the projection in the image space are given bỹ
where K is the calibration matrix containing the coordinates of the principal point (u 0 , v 0 ) and the focal lengths ( f x , f y ) = ( f m x , f m y ). Here, (m x , m y ) denotes the number of pixels per unit distance in image coordinates in the x and y directions. The pixel coordinates are finally obtained by dehomogenization: p j k = (u j k , v j k ) = π 2D (p j k ) = (ũ j k λ ,ṽ j k λ ) . The inverse operation (i.e., homogenization) is denoted by π −1 2D (p j k ) := (u j k , v j k , 1) . Now, let reference frame i be another camera reference frame. Then, the reprojection of 2D point p i k in frame i to frame j is defined as the following three-step operation: 1. Backproject p i k with the measured depth d i k to estimate the 3D point P i k in frame i:
2. Transform this estimate from frame i to frame j:
(Notice that we use the superscript ji instead of j to distinguish the ground-truth in frame j.) 3. Project the resulting 3D point to obtain its pixel coordinates in frame j.
Altogether, the reprojection of point p i k to frame j is defined as follows:
Nonlinear Optimization
Most state-of-the-art VO and VSLAM methods rely heavily on nonlinear optimization in order to estimate the state vector x (e.g., containing the camera poses and 3D map points) from a set of noisy measurements z = {z 1 , z 2 , . . .} (e.g., image correspondences or pixel intensities). According to Bayes' theorem, the following equation describes the conditional probability of the state p(x|z) given the measurement model p(z|x) and the prior over the state p(x):
Our aim is then to find the state x that maximizes this probability. This is called the Maximum a Posteriori (MAP) problem, and the solution corresponds to the mode of the posterior distribution:
Modern VSLAM and VO methods are based on smoothing and often assume a uniform prior p(x). The normalization constant p(z) does not depend on the state either. Therefore, we can drop p(x) and p(z) from (9), turning the problem into the Maximum Likelihood Estimation (MLE). Assuming the independence between the measurements, this means that (9) becomes
Suppose that the measurement model is given by
The conditional distribution of the individual measurements is then p(z k |x) ∼ N (h k (x), Ω k ).
Maximizing, for convenience, the log of the conditionals leads to
where
is called the Mahalanobis distance. As h k (x) is typically nonlinear, we solve (11) using an iterative method. A standard approach is to use the Gauss-Newton algorithm described as follows:
1. Make an initial guessx. 2. Linearize (11) using the Taylor approximation atx. 3. Compute the optimal increment ∆ x * that minimizes the linearized cost function. 4. Update the state:x ←x + ∆ x * . 5. Iterate the Step 2 -4 until convergence.
The Taylor approximation in Step 2 gives
This allows us to approximate
Now, taking the derivative of ∑ k ||r k (x + ∆ x)|| 2 Ω k with respect to ∆ x and setting it to zero, we obtain the optimal increment in the following form:
The Levenberg-Marquardt algorithm, a variant of the Gauss-Newton method, includes a non-negative damping factor λ in the update step:
where λ is increased when the cost function reduces too slowly, and vice versa. For more details on the adjustment rule, see [50] .
Since the least squares problems are very sensitive to outliers, a common practice is to adopt a robust weight function that downweights large errors:
To solve this problem iteratively, it is usually assumed that the weights are dependent on the residual at the previous iteration, which turns the problem into a standard weighted least squares at each iteration. This technique is called the iteratively reweighted least squares (IRLS). The readers are referred to [47, 121] for more details on the robust cost functions and [5] for in-depth study of state estimation for robotics.
Lie Algebras
Standard optimization techniques assume that the state belongs to a Euclidean vector space. This does not hold for 3D rotation matrices R, belonging to the special orthogonal group SO(3), or for 6 degrees-of-freedom (DoF) rigid body motions T, belonging to the special Euclidean group SE(3). In both cases, state updates have to be done in the tangent space of SO(3) and SE(3) at the identity, which are denoted as so(3) and se (3). Elements of the tangent space so(3) and se(3) can be represented as vector ω ω ω ∈ R 3 and ξ ξ ξ = [ω ω ω, ν ν ν] ∈ R 6 , respectively.
The hat operator (·) ∧ converts ω ω ω ∈ R 3 to the space of skew symmetric matrices of the Lie algebra and its inverse is denoted by the vee operator (·) ∨ :
We denote the exponential and logarithmic mapping between se(3) and SE(3) by exp SE(3) (ξ ξ ξ ) and log SE3 (T), respectively:
and
From (20), the logarithm map can be obtained:
For optimization purposes, rigid body transformations can be conveniently represented as exp SE(3) (∆ ξ ξ ξ )T, composed of the incremental motion ∆ ξ ξ ξ ∈ se(3) and the current estimate T ∈ SE(3). This allows to optimize the incremental update ∆ ξ ξ ξ in the tangent space of the current estimate T. Once the optimal increment ∆ ξ ξ ξ * is found, the transformation matrix T is updated as
Note that we follow the left-multiplication convention to be consistent with [105, 119] . We refer the readers to [19] for a reference on the representation of 6 DoF pose in the 3D space, and to [101, 104] for introductions to Lie algebras for odometry and SLAM.
Camera Tracking
In this section, we detail the algorithms that are most commonly used for estimating the 6 DoF motion of an RGB-D camera. The methods will be divided attending to the type of residual they minimize:
-Methods based on photometric alignment (Section 4.1). The alignment results from the minimization of a photometric error over corresponding pixels in two frames. -Methods based on geometric alignment (Section 4.2). While direct methods minimize a photometric error, we refer to geometric alignment methods to those that minimize geometric residuals either in the image or 3D domains.
Recent results suggest that direct methods present a higher accuracy than those based on geometric alignment, both in odometry [28] and mapping [126] . Most of the state-of-the-art systems are, because of this reason, based on dense frame alignment. Among the weaknesses of direct methods we can name their small basin of convergence, which can limit the accuracy in wide baselines cases, and their sensitivity to calibration errors, rolling shutter or unsynchronisation between the color and depth images [94] .
Photometric Alignment
Assuming that the same scene point will have the same color in different images, photometric alignment aims to estimate the motion between two frames by minimizing the pixel intensity difference. This error criterion is called a photometric reprojection error. For each pixel p i k in the reference frame i, it is given by
where p ji k (∆ ξ ξ ξ ji ) is the reprojection of p i k in frame j evaluated at the incrementally updated transformation exp SE(3) (∆ ξ ξ ξ ji )T ji . Fig. 4a illustrates this error. Notice that in (26) we omitted some of the variables in the reprojection function p ji k for readability. The full function is written as
The total cost function to minimize, E ph , is the weighted squared sum of the individual photometric errors for all considered pixels:
with some weight function ω, e.g., constant for unweighted least squares, or robust weight function such as Huber's [47] . As discussed in Section 3.2, this problem can be solved using IRLS. Once the optimal increment is found, T ji is updated using (25) , and this optimization process is iterated until convergence. [55] proposes a similar photometric alignment between consecutive frames of a video, achieving very accurate odometry results. For study of different alignment strategies, we refer to [62] . The photometric alignment can also be done in a frame-tomap basis. For example, in [16] , photometric and geometric errors are used to track the camera pose with respect to the closest keyframe in the map.
Geometric Alignment
In contrast to photometric alignment that directly uses raw pixel intensities, geometric alignment estimates the camera motion by minimizing the Euclidean distances between the two corresponding sets of geometric primitives in 2D or 3D.
2D Point-to-Point Alignment: A geometric reprojection error is the most representative type of 2D error used in VO and VSLAM. This error is illustrated in Fig. 4b . Given a point p i k in the reference frame i, it measures the image distance between its match p j k and the projection p ji k (27) in the current frame j:
where σ i k is the standard deviation of the image point p i k that depends on the scale factor of the image pyramid λ pyr (> 1) and the level L pyr,p i k at which the point was detected. Unlike photometric errors, geometric errors require data association. For sparse points, this can be done by matching feature descriptors (e.g., SIFT [69] , SURF [6] , ORB [89] ) or extracting salient corners (e.g., Harris corner [39] , FAST [88] or Shi-Tomasi [97] features) and tracking them [72] . Aggregating r 2D k for every point k, we obtain the total cost function analogous to (28) :
Minimizing this cost function to estimate the camera motion is called motion-only bundle adjustment, and this method is used among others in ORB-SLAM2 [79] for tracking. 3D Point-to-Point Alignment: Instead of minimizing the reprojection error in 2D image space, one can also minimize the distance between the backprojected points in 3D space (see Fig. 4c ). The 3D errors can be defined over dense point clouds or sparse ones. For the latter case, the first step should be the extraction and matching of the sparse salient points in the RGB channels. Henry et al. [41] , for example, uses SIFT features [69] , although others could be used.
Given two sets of correspondences in image i and j, the 3D geometric error is obtained as
where P i k and P j k are the 3D points backprojected from the 2D correspondence p i k and p j k using (4). Aggregating r 2D k for every point k, we obtain the total cost function analogous to (28) and (30):
For the case of dense cloud alignment, the standard algorithm is Iterative Closest Point (ICP) [8] . ICP alternates the minimization of a geometric distance between points (the point-to-point distance in equation 31 or the point-to-plane one defined later in this section) and the search for correspondences (usually the nearest neighbours in the 3D space).
The strengths and limitations of sparse and dense cloud alignment are complementary for RGB-D data. Aligning dense point clouds can lead to more accurate motion estimation than aligning sparse ones, as they use more data. On the other hand, ICP might diverge if the initial estimate is not sufficiently close to the real motion. In practice, combining the two is a preferred approach: Sparse alignment, based on feature correspondences, can produce a robust and reliable initial seed. Afterwards, dense alignment can refine such initial estimate using ICP.
3D Point-to-Plane Alignment: The point-to-plane distance, that minimizes the distance along the target point normal, is commonly used in dense RGB-D point cloud alignment [22, 41, 81, 118] . The residual is in this case
where P i k is the 3D backprojection of p i k using (4), n i k is the surface normal at P i k , p ji k (∆ ξ ξ ξ ji ) is the reprojection of p i k in frame j evaluated at the incrementally updated transformation exp SE(3) (∆ ξ ξ ξ ji )T ji , which is given by (27) and (7), and d ji k is the measured depth at this reprojection in frame j. This error is illustrated in Fig. 4d . Aggregating r 3DP k for every point k, we obtain the total cost function analogous to (28) , (30) and (33):
(35)
Scene Mapping
In this section we briefly survey the main algorithms for estimating scene maps from several RGB-D views. There are two basic types of scene representations that are commonly used, that we will denote as point-based maps (Section 5.1) and volumetric maps (Section 5.2).
Point-Based Mapping
Representing a scene as a set of points or surfels is one of the most common alternatives for estimating local maps of a scene. Bundle Adjustment [112] , consisting on the joint optimization of a set of camera poses and points, is frequently used to obtain a globally consistent model of the scene [79] . However, there are also several recent VSLAM approaches that alternate the optimization between points and poses, reducing the computational cost with a small impact in the accuracy, given a sufficient number of points [84, 94, 120, 123] . In its most basic form, the map model consists of a set of n points and m RGB-D keyframes. Every point is represented by its 3D position in the world reference frame P w k . For every keyframe i, we store its pose T iw and its RGB-D image I i . Similarly to camera tracking in Section 4, map optimization algorithms are based on the photometric or geometric alignment between the keyframes. In this case, however, both the keyframe poses and point positions are optimized.
Photometric Bundle Adjustment: This method minimizes a cost function similar to (28) , with the difference that it does not backproject the 2D points using the measured depths. Instead, it aims to find the 3D point that minimizes the photometric errors in all keyframes where it was visible. Let P M = (P 1 , . . . , P k , . . . , P n ) be the set of all map points and ∆ ξ ξ ξ M = ∆ ξ ξ ξ 1w , . . . , ∆ ξ ξ ξ jw , . . . , ∆ ξ ξ ξ mw the set of incremental transformations to the current estimates of the keyframe poses. Then, the optimization problem is formulated as
where I i p i k is the pixel intensity at which P w k was detected in its reference keyframe i (i.e., the keyframe in which the point was first detected and parameterized).
Geometric Bundle Adjustment: This method minimizes a cost function similar to (30) , with the difference that the reprojection with the measured depth is replaced by the projection of the current estimate of the 3D point. Using the same notation as for the photometric bundle adjustment, the optimization problem is formulated as
Note that σ j k is defined in (29) .
Volumetric Mapping
One of the main weaknesses of point-based representations for mapping is that they do not model the empty and occupied space. This can be a problem for applications such as robot navigation or occlusion modelling in AR. Volumetric mapping aims to overcome such problems by modeling the occupancy of the whole 3D scene volume. The most usual model for volumetric maps is the Truncated Signed Distance Function [20] , used for example in [60, 81, 116, 117] . In this representation, the 3D world is discretized into voxels and modeled as a volumetric signed distance field Φ : R 3 → R, where we assign to each cell the distance to the nearest object, which is defined positive if its center is outside the object and negative if it is inside it. Since only the surfaces and their surroundings are considered, the distances are usually truncated if larger than a threshold τ. Also, for every cell, a weight is stored that represents the confidence on the distance measurement. The algorithm for updating a TSDF with new depth measurements measurement was first presented in [20] . In a few words, it consists on a weighted running average on the distance measurements from the depth sensors.
TSDF is addressed in depth in chapter 5 of this book. For this reason, we do not extend further on it and refer the reader to this chapter, and the references there and in this section, for further detail on this topic.
Loop Closing
Loop closing algorithms correct the drift that has accumulated during exploratory trajectories, maintaining a consistent global representation of the environment. Loop detection (Section 6.1), is mainly based on the visual appearance between two keyframes of the map. When these two keyframes are imaging the same place and the loop closure has been detected, the geometric constraint between the two is added to the map, which is then updated according to it. This map update is known as loop correction (Section 6.2), and we detail the pose graph formulation as an efficient alternative for large map representations and loop closing correction.
Loop Detection
Due to the excellent performance of visual place recognition, many RGB-D SLAM systems use only the RGB channels for loop detection (e.g., [16, 34, 79] ). The most used approaches are based on the bag of words model, first proposed in [100] . The implementation in [30] is particularly suited for visual SLAM, adding robustness to plain visual appearance by geometric and sequential consistency checks.
In the bag of words model the space of local descriptors is divided into discrete clusters using the k-means algorithm. Each cluster is referred to as a visual word, and the set of all visual words forms a visual dictionary. With such a partition, an image is described as the histogram of visual word occurrences. The place querying can be made very efficient by maintaining inverse indexes from the visual words to the database images in which they appear.
Bag-of-words descriptors have some limitations for RGB-D odometry and SLAM. They assume images of sufficient texture to extract salient point features, and they do not use the information of the depth channel from RGB-D images. Also, the extraction and description of local features has a considerable computational overhead.
There are several approaches in the literature that overcome such limitations. [32] proposes to find loop closure candidates without features, by the alignment of keyframes against synthetic views of the map. [99] uses regression forests to predict correspondences between an RGB-D frame and the map, an approach that has been refined in [13, 37, 113] among others. [33] proposed to encode each RGB-D image using randomized ferns.
Loop Correction
Once a loop is detected based on the appearance of two keyframes, a constraint between the poses of both can be computed by photometric and/or geometric alignment. When such constraint is added to the map optimization, the global map consistency is achieved by accommodating this new constraint and correcting the accumulated drift. For computational reasons, this correction is frequently done by pose graph optimization. Fig. 5 illustrates a loop closure process.
A pose graph is a compact map representation composed of the set of m keyframe poses summarizing the trajectory, i.e., T kfs = {T 1a , T 2a , . . . , T ma } where the reference frame a is chosen from one of the keyframes as the "anchor" to the rest. As this representation does not include map points, it is particularly useful for estimating globally consistent maps of large areas at a reasonable cost, and is used among others in [16, 26, 54] .
Pose graph optimization aims to minimize the following cost:
where ε edge denotes the set of edges (i.e., relative pose constraints) in the pose graph, r i j and Ω i j are respectively the residual associated to the i th and j th camera poses and its uncertainty. Such residual is defined as
where T i j,0 is the fixed transformation constraint from the alignment (Section 4) and T ja T −1 ia = T ji is the current estimate of the relative motion. For more details on the pose graph optimization method, the reader is referred to [63, 87] .
Advanced topics
In this section, we review some of the relevant approaches in RGB-D odometry and SLAM that, due to space reasons, were not covered in the main part of the chapter.
Hybrid Cost Function
In Section 4 and 5, we discussed different types of cost functions separately. Many state-of-the-art methods, however, minimize a weighted sum of multiple cost functions. This strategy allows for better utilization of RGB-D data, which can lead to performance gains [23, 54, 76, 77] . In [41] , 3D point-to-point error was used for outlier rejection, and then the pose was refined by minimizing the combined 2D point-to-point cost and 3D point-to-plane cost. In [22, 118] , the joint minimization of photometric and point-toplane cost was used. Another popular method is to jointly minimize the photometric and (inverse) depth cost (which is not discussed here) [3, 16, 35, 54, 102] .
Semantic Mapping
In recent years, there has been an impressive progress in the field of machine learning (specifically deep learning) for visual recognition and segmentation tasks. Building on them, there have appeared several visual SLAM algorithms that not only estimate geometric models, but also annotate them with high-level semantic information (see Fig.  6 for an illustration). The research on semantic mapping is not as mature as geometric mapping, with challenges related to robustness, accuracy and cost. The state-of-theart systems, however, show promising results. Semantic mapping could improve the accuracy and robustness of current SLAM algorithms, and widen their applications. For example, [7] uses a combination of geometry and learning to remove dynamic objects and create life-long maps, achieving better accuracy than geometric SLAM baselines. Similarly, [52] uses data association failures and region growing to segment and remove dynamic objects, improving the system robustness and accuracy. One can differentiate between maps based on specific object instances and object categories. An approach like [92] adopts the map of the former type. It assumes that a database of relevant objects in the scene is available. The map is then modeled as a graph of keyframe and object poses, and it is optimized using the constraints from keyframeto-keyframe point cloud alignment and keyframe-to-object using [24] . Object-based RGB-D SLAM has also been addressed in [108] Most category-wise semantic mapping methods leverage 2D segmentation algorithms (e.g., [40] ), differing on how they transfer the labels to the 3D maps. As a few examples, we refer to the following works for this area of research [42, 74, 75, 82, 106] . 
Edge-based methods
While the majority of the existing methods consider each pixel as independent measurements, edge-based methods exploit the structural regularities of indoor scenes, modelling the scene geometry with lines or edges. This can provide an advantage over point-based methods, especially when the scene has weak texture but strong structural priors. One of the earliest works that demonstrated the advantage of edge-based registration in RGB-D SLAM is [15] . This method is based on an efficient edge detection for RGB-D point clouds and 3D registration of the edge points using the ICP algorithm. In [10] , it is shown that the edge detection can be accelerated using the previous RGB-D frame. On the other hand, [71] proposes to model the straight lines only and incorporate their uncertainties in the pose estimation problem. Although this work is shown to outperform [15] under lighting variations, it fails when the scene contains few lines. To overcome this limitation, [70] uses both points and lines. In [64] , direct edge alignment is proposed that minimizes the sum of squared distances between the reprojected and the nearest edge point using the distance transform of the edge-map. Other works propose to jointly minimize this edge distance and other errors, e.g., a photometric error [114] and an ICP-based point-to-plane distance [93] . Later works such as [124] and [56] take the image gradient direction also into account for the direct edge alignment. As in [55] , these last two works estimate the camera pose using the iteratively reweighted least-squares (IRLS) method with the t-distribution as a robust weight function.
Plane-based methods
Like edges, planes are abundant in man-made environments and can be modelled explicitly for tracking and mapping. In [109] , an RGB-D SLAM system is proposed based on the 3D registration between the minimal set of point/plane primitives. This system is improved in [2] and [1] by incorporating the guided search of points/planes and triangulation of 2D-to-2D/3D point matches, respectively. [86] proposes an odometry method that uses planes (and points if strictly necessary) and refines the relative pose using a direct method. In [91] , a dense SLAM method is proposed based on dense ICP with a piecewise planar map. In both [73] and [45] , it is proposed to model planes in a global map, so that they are optimized together with the keyframe poses in the graph optimization for global consistency. The main difference is that the former uses direct image alignment in an EM framework, while the latter combines geometric and photometric methods for the fast odometry estimation. Besides, the latter adopts the minimal plane parameterization proposed in [51] and does not require GPU. A visual-inertial method based on [45] is proposed in [44] . In [31] , it is proposed to use planar point features for tracking and mapping, as they are more accurate than the traditional point features and computationally inexpensive. Other works such as [57, 58, 66] use Manhattan world assumption, which simplifies the incorporation of the planes into a SLAM formulation.
Finally, [85] shows that it can be beneficial to use points, lines and planes all together in a joint optimization framework.
Multisensor fusion
The constraints coming from RGB-D data can be combined with other sources of information to increase the accuracy and robustness of the tracking and mapping processes. For example, [65] presents a tightly coupled formulation for RGB-D-inertial SLAM based on ElasticFusion [119] . In [61] , RGB-D SLAM estimates the configuration space of an articulated arm. [43] adds odometric and kinematic constraints from a wheeled robot with a manipulator, and [96] adds the kinematic constraints of a humanoid robot and inertial data.
Non-rigid reconstructions
The 3D reconstruction of non-rigid environments is a very relevant and challenging area of research that has been frequently addressed using RGB-D sensors. [80] is one of the most representative systems, achieving impressive results for deformable surfaces. [90] is a recent work that reconstructs a scene with multiple moving objects. [49] estimates very efficiently the odometry of an RGB-D camera and the flow of a scene that might contain static and dynamic parts. [95] classifies the scene parts into static and dynamic, fuses the static parts and discard the dynamic ones. A recent survey on 3D reconstruction from RGB-D camera, including dynamic scenes, is conducted in [125] . It places emphasis on high-quality offline reconstruction, which is complementary to the focus of this chapter on real-time online reconstruction and camera tracking.
Conclusions
Estimating the camera ego-motion and the 3D structure of the surrounding environment is a crucial component in many applications such as photogrammetry, AR and vision-based navigation. For this particular tasks, RGB-D cameras provide significant advantages over RGB cameras, as the additional depth measurements ease the process of metric scene reconstruction. Furthermore, they impose a relatively mild constraint on cost, size and power, making them a popular choice for mobile platforms. As a result, both academia and industry have shown an ever-increasing interest in RGB-D odometry and SLAM methods for the past decade.
In this chapter, we reviewed the general formulations of RGB-D odometry and SLAM. The standard pipeline of VSLAM systems consists of three main components: camera pose tracking, scene mapping and loop closing. For tracking and mapping, we discussed some of the widely-used methods and highlighted the difference in their formulations (i.e., photometric vs. geometric alignment and point-based vs. volumetric mapping). For loop closing, we detailed the underlying principles of loop detection and drift correction, namely the appearance-based place recognition and pose graph optimization. Lastly, we presented a brief review of the advanced topics in the research field today.
Resources
There are a high number of available resources in the web related to RGB-D odometry and SLAM. We will refer here the most relevant open-source software and public databases.
Code
FOVIS [46] (https://fovis.github.io/) Implementation of a feature-based RGB-D odometry. DVO SLAM [53] [54] [55] 103] (https://github.com/tum-vision/dvo_slam) Implementation of a frame-to-frame RGB-D visual Odometry. RGBDSLAM v2 [27] (https://github.com/felixendres/rgbdslam_v2, http: //wiki.ros.org/rgbdslam, https://openslam-org.github.io/rgbdslam.html) Implementation of an RGB-D SLAM system, with a feature-based camera tracking and a pose graph as map model. ElasticFusion [119] (https://github.com/mp3guy/ElasticFusion) RGB-D scene-centered SLAM system that models the scene as a set of surfels that are deformed to accommodate loop closures. RGBDTAM [16] (https://github.com/alejocb/rgbdtam) RGB-D SLAM system with a pose graph as map model and frame-to-frame tracking. MaskFusion [90] (https://github.com/martinruenz/maskfusion) A recent semantic (object-based) RGB-D SLAM system for dynamic scenes. PlaneMatch [98] (https://github.com/yifeishi/PlaneMatch) RGB-D SLAM algorithm that proposes a novel descriptor for planar surfaces and exploits correspondences between them.
Databases RGB-D SLAM Dataset and Benchmark (Also known as the TUM dataset) [107] (https://vision.in.tum.de/data/datasets/rgbd-dataset). It contains indoor recordings with ground truth camera pose in a wide variety of conditions: rotation-only and general motion, static and dynamic environments and small and mid-size scene coverage.
The ETH3D dataset [94] (https://www.eth3d.net/). A benchmark dataset for RGB-D SLAM (among others), recorded with synchronized global shutter cameras. The Matterport dataset [14] (https://github.com/niessner/Matterport). Annotated data captured throughout 90 properties with a Matterport Pro Camera. Scannet [21] (http://www.scan-net.org/). RGB-D video dataset annotated with 3D camera poses, reconstructions, and instancelevel semantic segmentations. The ICL-NUIM dataset [38] (https://www.doc.ic.ac.uk/˜ahanda/VaFRIC/iclnuim. html). This dataset contain RGB-D sequences on synthetic scenes; hence with camera pose and scene ground truth. InteriorNet [68] (https://interiornet.org/). Dataset containing RGB-D-inertial streams for synthetic large scale interior scenes.
