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We investigate photosynthetic excitation energy transfer (EET) in the pres-
ence of realistic electron-phonon couplings and system Hamiltonians. The
chlorophyll-based Fenna-Matthews-Olsen (FMO) complex represents the
system with a fixed electronic Hamiltonian while the bilin-based phyco-
biliprotein PC645 light-harvesting complex served as the system with both
configuration-dependent electronic Hamiltonians and intramolecular spec-
tral densities. For both systems, the spectral densities are site-dependent.
We solve for the dynamics of the reduced density matrix using the Modified
Redfield Theory (MRT) and Coherent Modified Redfield Theory (CMRT)
and obtain physical insight via statistical analysis.
First, we show that the site-varying intermolecular electron-phonon cou-
pling of the FMO complex is optimized for EET. By considering two possi-
ble target sites, we identify two transport pathways of contradicting nature
where one is dominated by coherent dynamics and the other by incoherent
energy dissipation. Interestingly, it appears the realistic electron-phonon
coupling configuration is such that both pathways are reasonably accom-
modated.
Next, we show that EET optimization also applies, at least for the 168 cm−1
vibrational mode, to the site-dependent intramolecular electron-phonon
coupling of FMO. Additionally, we find further optimization via interplay
with the site-dependent intermolecular parameters. The vibronic enhance-
ment at the target site of BChl 3 (i.e. the chromophore commonly believed
to be coupled to the reaction centre) is found to mainly originate from BChl
2. Surprisingly, BChl 4 does not contribute to the vibronic enhancement
despite the resonant excitonic energy gap and strong coupling to BChl 3.
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Lastly, we demonstrate that EET robustness in PC645 can be attributed to
the presence of multiple strongly-coupled intramolecular vibrational modes
spanning a range of frequencies and more than one target site. We also
confirm that vibronic transport in PC645 is predominantly in the incoherent
regime for the majority of the configurations.
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1.1 Efficient energy transfer in light-harvesting com-
plexes
Photosynthesis is a process utilized by plants, algae and certain species of bacteria to
convert solar energy into useful chemical energy, and is of utmost importance for life
on Earth. Arguably one of the most intriguing aspects of photosynthesis is the initial
stage, specifically the light harvesting process. During this process, the absorption of
sunlight by light-absorbing pigments called chromophores (also referred to as “sites” in
the literature) creates electronic excitations which are subsequently transferred to the
reaction centre (RC), thereby initiating transmembrane charge separation (Figure 1.1).
It must be mentioned that the diagram depicted in Figure 1.1 is simply a generic repre-
sentation of the light-harvesting process. The structure, complexity and chromophore
type vary from species to species.
The excitation energy transfer (EET) is achieved via a radiationless process called
the resonance energy transfer (RET) [1–7] over a network of chromophores. The struc-
ture formed by these chromophores is known by various names such as the light-
harvesting complex (LHC), antenna complex or pigment-protein complex (PPC). It
appears evolution has optimized the PPC for efficient energy transport, in some cases
achieving more than 95% light-to-charge conversion efficiency [8]. Indeed, for certain
species, near perfect efficiencies are necessary for survival — the green sulfur bacteria,
for instance, have been found in extremely low-light conditions such as in depths of
up to 145m in the Black Sea [9]. The remarkable light-harvesting yield is attributed
to the rapid EET (of the order of picoseconds [10, 11]) in comparison to the lifetime
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of the excitation (of the order of nanoseconds [11–13]) which suppresses losses due to
exciton recombination. However, the underlying design principles which give rise to
such fast and efficient excitation transport remain an open question. This is largely
due to the complexity of photosynthetic systems, which renders accurate characteri-
zation and modelling of the problem challenging even for the smallest and simplest
systems. Ongoing research to uncover the design principles is important not only for
fundamental understanding of nature, but also for the potential to guide development
of efficient artificial light-harvesting devices.
Nevertheless, since 2007, there has been intense speculation regarding the role of
quantum coherence in facilitating photosynthetic EET. The impetus for this was the
surprising discovery of long-lived coherence (of the order of hundreds of femtoseconds)
in the two-dimensional (2D) electronic spectra of the Fenna-Matthews-Olsen (FMO)
complex, the light-harvesting apparatus of the green sulfur bacteria [14]. Here the
term “long-lived” refers to a time scale far beyond that expected of noisy, disordered
systems and long enough to plausibly influence the EET dynamics. While the original
experiment was performed at 77 K, subsequent experiments performed at a variety
of temperatures including physiological temperatures on FMO as well as on other
systems (e.g. the reaction centre of the purple bacteria, the peripheral antenna complex
LHCII from higher plants and the PPCs of marine algae — phycoerythrin PE545 and
phycocyanin PC645 [15–19]) also show the presence of long-lived coherence, suggesting
that this feature may be ubiquitous in nature.
At this juncture, it would be useful to clarify what “coherence” means in the context
of photosynthetic EET. First we should distinguish between state and process coherence
[20, 21]. State coherence pertains to the quantum superposition of states. Here two
bases are of particular importance for excitonic systems — the site basis, i.e. the basis
in which the exciton is localized on a particular chromophore, and the exciton basis, i.e.
the eigenbasis of the system Hamiltonian (see Section 2.4.1). Process coherence, on the
other hand, relates to the competition between free evolution and dissipative dynamics.
In photosynthetic systems, the stronger the interchromophoric coupling relative to the
coupling to the environment, the more coherent the process would be. Naturally, a more
coherent process supports a longer-lived state coherence (although the inverse need not
be true). It is important to note that what is detected in spectroscopic experiments
is long-lived state coherence, specifically in the exciton basis. That is, upon ultrafast
coherent excitation of the light-harvesting complex, the superposition of the eigenstates
is maintained far longer than expected. Obviously, the excitation light source, i.e. laser,
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differs from that of incoherent sunlight in realistic photosynthetic EET. Nevertheless,
despite the artificial photoexcitation conditions, and whether or not long-lived excitonic
state coherence is truly the design principle at work, the important takeaway is that
these experimental observations do indicate that the process is much more coherent
than previously thought and reflects the fundamental properties of the system. The
question then is whether or not this process coherence is really contributing to enhanced
EET, or if it is simply a by-product of some other classical type of design principle.
Also, if it does play a role, which specific quantum design principle supported by this
process coherence is behind the enhanced efficiency?
Initially, the contribution to the observed coherence was believed to be purely elec-
tronic, although this view is now deemed incomplete, as shall be explained in further de-
tail in Section 1.2. Indeed, delocalized excitations (i.e. in a quantum superposition over
multiple chromophores) are common in PPCs since chromophores are usually densely
packed to optimize photon absorption [22], resulting in strong interchromophoric cou-
plings. In the literature this delocalized excitation is also referred to as “exciton”,
borrowing a concept from solid state physics. Note that despite the similarity in the
name, photosynthetic excitons, which exist in disordered molecular aggregates, are
somewhat different from their solid state counterparts, which pertain to excitations in
ordered crystals [23]. Because a coherent type of transport can simultaneously explore
multiple pathways to reach the reaction centre [8, 24], it was proposed that this could
speed up EET and decrease sensitivity to disorder [24]. In contrast, the exciton inco-
herently hops from one chromophore to another in the traditional (classical) Förster
model [25].
However, to date, no solid evidence linking the role of quantum coherence to the re-
markable light-harvesting efficiency has been found. In fact, it has yet to be established
whether or not comparable or even better efficiencies can be achieved by a more clas-
sical type of mechanism. For instance, in many light-harvesting bacteria, a funnel-like
energetic arrangement can be found where chromophores in the initial photoexcita-
tion region are of higher energies compared to those facing the reaction centre [26].
Such a configuration can promote efficient exciton funnelling to the reaction through
dissipation of the excess energy to the environment. As such, it is entirely plausible
that the presence of quantum coherence is to serve a different biological function or
that it is simply a by-product of the dense chromophore packing with no specific func-
tion. Regardless, it is generally acknowledged these days that the Förster theory is
inadequate to numerically characterize photosynthetic EET [27], and that a reliable
3
Figure 1.1: The basic principle of energy transport in light-harvesting complexes (image
reproduced from ref. [28]). Upon photon absorption by light-absorbing pigments, the
resulting photoexcitation is transferred to the reaction centre where charge separation
takes place. The image depicted here is that of a classical “hopping” model consistent
with the traditional Förster theory. In reality, excitation is typically delocalized over
two or more chromophores, allowing multiple pathways to be sampled simultaneously.
numerical model must take into account the coherent contribution.
1.2 Interplay between electronic excitations and vi-
brations
The classical behaviour observed in macroscopic objects can be understood from the
perspective of decoherence theory. All systems are at the core quantum in nature.
It is the interaction with external (quantum) degrees of freedom (i.e. the environ-
ment/bath/reservoir) which leads to decoherence, i.e. the loss of quantum properties
such as coherent superpositions. This then translates to the emergence of classicality.
Photosynthetic systems fall in the region between the quantum and classical limits,
where both coherent and incoherent properties are non-negligible. As such, they must
be modelled using open quantum system techniques, where the term “open” here im-
plies contact with the environment. In the context of photosynthetic systems, the
“environment” refers to the quantized thermal vibrational modes originating from the
solvent and protein scaffolds surrounding the chromophores — the so-called intermolec-
ular vibrational modes. These modes are characterized by low frequencies and a broad,
continuous distribution. Interaction between the excitations in the chromophores and
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these vibrational degrees of freedom gives rise to electrostatic fluctuations and hence
random site energy fluctuations. These energy fluctuations act as decohering noise by
destroying phase relations between the excited states of different chromophores.
Following the experimental discovery of long-lived coherence, initial numerical mod-
els typically consider only these intermolecular vibrational contributions, with the elec-
tronic excitations of the chromophores (i.e. the electronic system) as the system of
interest. However this view has undergone some changes in recent years. It turns
out the intermolecular vibrations are not the only type of vibrations involved in pho-
tosynthetic EET. In many photosynthetic systems, electronic transitions are strongly
coupled to a number of intramolecular vibrational modes, i.e. vibrational modes origi-
nating from within the chromophores. This results in states with significant electronic
and vibrational mixing, or vibronic states for short. In contrast to their intermolecular
counterpart, intramolecular modes are discrete, underdamped and typically of high
frequencies. Their effect on the EET also differs — the intramolecular modes, together
with the electronic excitations, form the vibronic system which functions as the sys-
tem of interest. As such, instead of acting as a decohering bath, these modes provide
alternative EET pathways.
There is now a growing consensus that the observed long-lived coherence are in
fact of vibronic nature [24, 29–35]. This then leads to the question of how much of
the observed long-lived coherence is actually of electronic or vibrational contribution,
and if the coherence is mainly inter- or intrapigment. The theoretical findings of
Christenson et. al. [29] attributed the experimentally-observed long-lived coherence
in FMO mainly to coherence between the electronic and vibrational states on the
same pigment. This raises questions on whether the observed coherence can have
any beneficial effects on the EET. That said, it is still possible for vibronic coherence
to contribute to increased efficiency, if the coherence is interpigment. Intramolecular
modes that are of near-resonant frequency with energy gaps can bridge the energy gaps
while promoting exciton delocalization over the ground vibrational state of the donor
and the excited vibrational state of the acceptor, leading to a coherent speed-up in
EET. In the literature, the majority of the work on this so-called vibronic enhancement
have focussed on the above-mentioned coherent type of mechanism, although recently
incoherent vibronic enhancement has also been proposed for PC645 [36,37].
As we have seen, the interaction between the electronic excitations and these inter-
and intramolecular vibrations influences both the coherences present in the PPC as well
as the energy transfer. As such, this interaction is relevant to the two most important
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open questions in this field. The first relates to the origin of the long-lived coherence
and how it can persist despite the warm, wet and noisy environment. A few mecha-
nisms have been proposed to explain the prolonged coherence, including slow relaxation
of the vibrational environment [38], coherences driven by intramolecular modes [30],
and spatially correlated environmental fluctuations [16, 39–42] (however calculations
have shown that the chromophore environments are mostly independent [43,44]). The
second major theme, which is of relevance to this thesis, strives to unearth the design
principle behind the remarkable light-harvesting efficiency. It would be fair to assume
that this high efficiency would have involved optimized interplay between the electronic
excitations and the vibrational modes. Indeed, some studies (albeit based on approx-
imate perturbative methods) have shown that optimal transport incidentally occurs
in the intermediate regime between the coherent and incoherent limits [11, 38, 45–48],
suggesting an evolution-optimized interplay with the intermolecular modes. Mean-
while the contribution of intramolecular vibrational modes mentioned previously have
been found to be particularly important in systems with large interchromophoric dis-
tances (i.e. weak electronic coupling) and large energy gaps, where a purely electronic
mechanism would have been highly inefficient [36,37,49,50].
Lastly, due to their quantized nature, these vibrations are also frequently referred to
as “phonons”, while the coupling/interaction between the electronic excitations and the
vibrations are called electron-phonon coupling/interaction. Note that these terms are
simply analogies and are not strictly identical to their solid state physics counterparts:
in photosynthetic systems, the intermolecular modes and their frequencies for instance,
are continuously changing [22,51].
1.3 Inhomogeneity in realistic light-harvesting
Theoretical studies of photosynthetic EET typically assign simplistic electron-phonon
interaction which is identical on each chromophore. However, recent computational
chemistry calculations have shown that there can be significant site variation, in both
the intermolecular and intramolecular contributions [52–54]. It is then only natural
to ask if this heterogeneity is simply random or an evolutionary design principle to
optimize interplay with the system for efficient EET.
While the conventional site-independent approach should still allow the essential
physics to be captured, it may nevertheless mask the influence of realistic site varia-
tions which could potentially contain interesting physics in itself. With regards to the
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intermolecular electron-phonon couplings, Rivera et. al. demonstrated that the site
heterogeneity can significantly impact exciton transport dynamics and suggested that
this could be a mechanism used to tune energy transport [53]. In addition, exciton
delocalization may also be affected — Sato and Reynolds [55] found that the length
and robustness of quantum coherence in a generic dimer is simultaneously increased
under specific ratios of site energy mismatch to the site mismatch in intermolecular
electron-phonon coupling strengths.
In phycobiliprotein light-harvesting complexes found in cryptophyte marine algae,
e.g. PC645 and PE545, the situation is further complicated by the fact that even the
set of system and electron-phonon properties is not fixed and can take on various con-
figurations. Due to the flexible structure of bilins, i.e. the light-absorbing pigments
used in phycobiliproteins, there is significant fluctuations in the energies, and to a
lesser extent the interchromophoric couplings. This has indeed been confirmed recently
for PC645 and PE545 by accurate quantum chemistry modelling from our collabora-
tors [56]. This then calls into question the validity of employing ensemble-averaged
Hamiltonians (which encodes the site energies and interchromophoric couplings), a
common practice in theoretical studies. Despite the significant system fluctuations, a
sufficiently high light-harvesting efficiency still managed to be maintained to ensure
survival, suggesting a mechanism or design principle to ensure robustness must be in
place. Our collaborators also found non-negligible inhomogeneity in the intramolecu-
lar electron-phonon coupling between configurations, on top of the site inhomogeneity
within a particular configuration.
1.4 Thesis outline
Motivated by the recent findings outlined in the previous section and the desire to
bridge the gap in the literature, the work in this thesis investigates EET in natural
light-harvesting complexes in the presence of i) realistic site-dependent electron-phonon
coupling and ii) realistic configuration-dependent system and electron-phonon coupling.
The objective is to identify possible design principles involving the interplay between
the excitations and the vibrational modes in a realistic setting, which could optimize
EET efficiency or robustness. To this end, computational and statistical methods have
been heavily employed to benchmark or investigate optimization whereby a broad pa-
rameter space is explored. For instance, in Chapters 3 and 4, in order to benchmark
optimization of EET efficiency with regards to site variation in electron-phonon cou-
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pling, the performance of the realistic electron-phonon coupling configuration is com-
pared to a host of artificial configurations. Meanwhile to investigate optimization of
robustness in Chapter 5, a host of realistic vibronic configurations is used instead. All
the electronic and electron-phonon coupling parameters are distinct from each other,
i.e. modifying one parameter has no effect on another. Therefore, by varying only
one parameter configuration (e.g. the site-dependent intermolecular electron-phonon
coupling) while keeping all others fixed, any change in efficiency can only be attributed
to the change in that parameter configuration alone.
Two PPCs are investigated — the FMO complex from Chlorobium tepidum (C.
tepidum) (Figure 1.2) and the PC645 complex from Chroomonas CCMP270 [57] (Fig-
ure 1.3). Both PPCs are well-studied and each contains eight chromophores. Since
bacteriochlorophyll a (BChla), its photosynthetic pigment, is fairly rigid, the FMO
complex serves as the prototype system with a fixed set of system and electron-phonon
coupling properties. On the other hand, the PC645 complex acts as the prototype
system with a changeable configuration. In short, scenario i) applies to both systems
while scenario ii) applies only to PC645. Another difference between the two systems
is that vibronic effects play a much more significant role in PC645 compared to FMO,
due to the presence of large energy gaps in the former.
The realistic spectral densities (which encodes all the information on the electron-
phonon coupling) and the configuration-dependent PC645 Hamiltonians used in this
thesis, have been supplied by the Coker group of Boston University, and have been com-
puted by Mi Kyung Lee using accurate quantum chemistry methods. These methods
have been detailed and experimentally benchmarked in several peer-reviewed publi-
cations [52, 56, 58]. The spectral densities show generally good agreement with that
obtained from fluorescence line narrowing experiments while the ensemble of PC645
Hamiltonians was validated by comparing the linear absorption and circular dichroism
spectra to that obtained experimentally. For the numerical computation used in the
work here, two variants of the Modified Redfield Theory (MRT) were employed — the
original MRT [59] developed by the Mukamel group, and the recent Coherent Modified
Redfield Theory (CMRT) [60–63]. These methods have been selected as our numerical
tools after considering the tradeoff between accuracy and feasibility. Despite being
approximate methods, they have been shown to be reasonably valid over a broad range
of system-bath coupling strengths and provide reasonable agreement with results com-
puted from numerically exact methods [60,62,64], while at the same time, being much
less computationally intensive.
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The layout of the thesis is as follows:
Chapter 2 provides the theoretical foundation relevant to photosynthetic EET. It be-
gins with an overview of the theory of open quantum systems. This is then followed by
a review of four related quantum master equation models which are valid over different
regimes (from the classical to the quantum limit), two of which are utilized in the
work in this thesis. The theoretical model (the system, bath and the electron-phonon
coupling) relevant to photosynthetic EET is also described.
Chapter 3 investigates the optimization of EET for a purely electronic FMO system (i.e.
without contribution from intramolecular vibrations) in the presence of site-varying,
realistic intermolecular electron-phonon coupling strengths. We show, using statistical
methods, that this realistic bath configuration is highly optimized for efficient EET,
implying a possible evolutionary design principle at work. Furthermore, two transport
pathways of contradicting character are identified, where one is dominated by coherent
dynamics while the other by classical energy dissipation. Interestingly, we find that
the realistic configuration accommodates EET along both pathways.
Chapter 4 extends the work in the previous chapter by investigating the optimization
of EET for a vibronic FMO system in the presence of site-varying realistic electron-
phonon coupling parameters. Both intermolecular and intramolecular contributions
were taken into account, but the focus of the analysis is on the intramolecular contri-
bution, specifically for the prominent 168 cm−1 intramolecular vibrational mode (also
addressed as the 180 cm−1 mode in the literature). It appears the EET optimization
similarly applies to the realistic site-dependent intramolecular electron-phonon cou-
pling. We also find evidence of interplay between the site-varying intramolecular and
intermolecular parameters which allows further EET optimization.
Chapter 5 investigates the design principles behind the vibronic EET robustness of
PC645 in the presence of changing electronic configuration and intramolecular electron-
phonon interaction. We identify multiple intramolecular modes spanning a range of
frequencies and the presence of more than one target site as possible design principles
to increase EET pathways, thus promoting robustness. We propose that the underly-
ing principle is the activation of new pathways upon deactivation of current pathways
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due to configuration fluctuations. We also find that the vibronic transport involved in
the down conversion is predominantly incoherent. Finally, we discuss the validity of
the common approach of using a single ensemble average system to describe the EET
of PC645.
Chapter 6 summarizes the key findings and contributions, and suggests future research
directions based on the work in this thesis.
Figure 1.2: Structure of the FMO complex, reproduced from ref. [65]. The FMO com-
plex is a protein trimer consisting of three identical monomer units, each containing
eight chromophores of the same type (BChl a). Grey ribbons represent the protein
scaffolds and the chromophores are depicted in various colours. Due to the extremely
weak coupling between the monomeric units, it is possible to obtain a reliable repre-
sentation of the EET from just one of the monomers. (a) The FMO trimer (top view).
(b) A single monomer unit (side view). (c) Monomer unit with the protein scaffold re-
moved. The chromophores are numbered according to the conventional naming system
for FMO.
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Figure 1.3: Structure of the PC645 complex, adapted from ref. [56]. The PC645
complex employs three chemically-different bilins with markedly different transition
energies to broaden the spectrum for light absorption, i.e. two mesobiliverdins (MBVs),
two dihydrobiliverdins (DBVs) and four phycocyanobilins (PCBs). The number and
letter affixed to the bilin name refers to the amino acidic residue and subunit chain to
which the bilin is linked, respectively. Grey ribbons represent the protein scaffolds and
the chromophores are colour-coded based on its type.
1.5 List of publications
The list of publications (including pending publications) related to the work in this
thesis are mentioned here, along with the relevant chapters and details of my contri-
bution:
Chapter 3: The work in this chapter has been accepted for publication in a peer-
reviewed journal [66]:
S. A. Oh, D. F. Coker and D. A. W. Hutchinson, Optimization of energy transport
in the Fenna-Matthews-Olson complex via site-varying pigment-protein interactions, J.
Chem. Phys. 150, 085102 (2019).
I came up with the idea, designed the layout and approach, wrote all the numerical
codes and performed all the numerical computation and analysis. I wrote the paper
with guidance and input from Professor David Hutchinson and Professor David Coker.
As previously mentioned, the realistic intermolecular spectral densities were computed
and supplied by Mi Kyung Lee, although further manipulation based on the spectral
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densities were performed by me.
Chapter 4: A second paper, tentatively titled “Optimization of vibronic excitation
energy transfer in the Fenna-Matthews-Olson complex ” based on the work in this
chapter is complete in draft form and is being polished for submission to the Journal
of Chemical Physics. As before, the list of authors are S. A. Oh, D. F. Coker and D.
A. W. Hutchinson.
I came up with the idea, designed the layout and approach, wrote all the numerical
codes and performed all the numerical computation and analysis. I wrote the paper
with guidance and input from Professor David Hutchinson and Professor David Coker.
As previously mentioned, the realistic intramolecular spectral densities were computed
and supplied by Mi Kyung Lee, although further manipulation based on the spectral
densities were performed by me.
Chapter 5: A third paper based on the work in this chapter (along with some con-
tribution from the previous two chapters) has recently been accepted for submission
to the Faraday Discussion on quantum effects in complex systems, to be held from 11
— 13 September 2019 [67]
S. A. Oh, D. F. Coker and D. A. W. Hutchinson, Variety, the spice of life and essen-
tial for robustness in excitation energy transfer in light-harvesting complexes, Faraday
Discuss. (2019).
The idea about the activation of alternate pathways upon configuration fluctuations in
PC645 was originally from Professor David Coker. I expanded on the idea, designed
the layout and approach, wrote all the numerical codes and performed all the numeri-
cal computation and analysis. I contributed substantially to the wording of the paper,
with the presentation and layout rearranged and further polished by Professor David
Hutchinson, and with input from Professor David Coker. As previously mentioned,
the realistic spectral densities and Hamiltonians were computed by Mi Kyung Lee, al-
though further manipulation based on the spectral densities (no manipulation needed







In this chapter, we provide the theoretical background relevant to the work in this
thesis. The general concepts of open quantum systems including the relevant quan-
tum master equation techniques will be presented, along with the open quantum sys-
tem model specific to the study of EET in light-harvesting complexes. More detailed
derivations and explanations can be found in various texts such as refs. [68–73].
It must be noted that the field of quantum biology is an interdisciplinary area of
research which spans physics, chemistry and biology. In order to avoid confusion, it is
important to clarify that throughout this thesis and more generally in this field, there
are certain terminologies and symbols used which are more prevalent in chemistry
and may have different definitions in physics. First off, the wavenumber parameter
(commonly given in units of cm−1) refers to the spectroscopic wavenumber defined as
1/wavelength, and not 2π/wavelength as commonly encountered in physics. Secondly,
the symbol λ which is frequently used to denote wavelength in physics, is used here to
represent a parameter called the reorganization energy which characterizes the electron-
phonon coupling strength. It is also implied that parameters in the “same group”
are interchangeable. For instance, “frequency”, “wavenumber” and “energy” are all
directly proportional to each other, and thus all three belong in the same category, while
time is in a different group. So for instance, reorganization energy, despite its name, is
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typically denoted in units of cm−1, although of course it is not wrong to employ units
of energy or frequency as well; while the symbol ω may refer to wavenumber, frequency
or energy in different equations, or even the same formula in different sources. Care
should therefore be taken to keep all the units consistent.
2.2 Pure and mixed states
In this section, we introduce the concept of mixed states and the density operator
which is vital for the understanding of open quantum systems. To lay the foundation
for open quantum systems, we discuss these concepts in relation to closed quantum
systems, i.e. systems where no exchange of information (e.g. energy or matter) with
another system takes place, before proceeding to open quantum systems in the next
section.
In a closed quantum system, a quantum state that can be represented by a single
state vector |ψ〉 in a Hilbert space is called a pure quantum state. A pure quantum




Cn |φn〉 , (2.1)
where the complex coefficient Cn is the probability amplitude with |Cn|2 denoting
the probability of obtaining state |φn〉 upon measurement. Here the normalization
condition
∑
n|Cn|2= 1 is satisfied. The time evolution of the state vector is described




|ψ(t)〉 = H(t) |ψ(t)〉 . (2.2)
Sometimes, a quantum state can also be a mixed state, which is essentially a statistical
ensemble of pure states. Mixed states may arise due to uncertainty in sample prepa-
ration, an initial state which is an ensemble of different states (e.g. a state in thermal
equilibrium) or from observing a subsystem entangled to another system (e.g. in the
case of open quantum systems). In this case, a density operator or a density matrix ρ




ps |ψs〉 〈ψs| , (2.3)
where ps is the (classical) probability of being in the pure state |ψs〉, with
∑
s ps = 1.
Thus, the density matrix encodes both quantum and classical uncertainties. Unlike
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|Cn|2 which is an intrinsic quantum probability, ps represents either our ignorance
about the state of the system or the ensemble nature of the state. From eqs. 2.1
and 2.3, it is clear that the diagonal elements of the density matrix represent the
populations, i.e. the probabilities of occupying a particular quantum state while the
off-diagonal elements denote the coherences, i.e. the superpositions between different
basis states. Note that the density matrix is the most general description of the state
of a system — it is applicable to both pure and mixed states, where for a pure state,
ρ = |ψ〉 〈ψ|. It is however more useful for mixed states, and is essential to describe
open quantum systems, where pure states are not applicable.
The equation of motion for the density matrix in a closed system can be easily
derived from the definition of the density matrix (eq 2.3) and the time-dependent




ρ(t) = − i
h̄
[H(t), ρ(t)]. (2.4)
Eq. 2.4 is known as the Liouville-von Neumann equation, and is the quantum analogue
of the classical Liouville equation. It is also possible to rewrite eq. 2.4 in superoperator
form in Liouville space such that:
∂
∂t
ρ(t) = − i
h̄
L(t)ρ(t), (2.5)
where L(t) ≡ [H(t), ρ(t)]. Here L(t) is called the Liouvillian or Liouville superoperator.
A superoperator is a rank four tensor which maps an operator to another operator,
analogous to an operator which maps a state vector to another state vector. However,
it is more convenient for the purpose of computation to recast this equation into an
operator form. To this end, the elements of the N × N × N × N Liouvillian tensor
and the N ×N density matrix are rearranged to form an N2 ×N2 matrix and N2 × 1









where a and b are superindices formed by pairing up indices i and j of the original
superoperator tensor and density matrix (a, b ≡ ij : 1 ≡ 11, 2 ≡ 12, . . . N2 ≡ NN). So
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For closed systems, both pure and mixed states evolve unitarily with time. For the
pure state, the solution to the Schrödinger eq. (2.2) is:
|ψ(t)〉 = U(t, t0) |ψ(t0)〉 , (2.8)
where U(t, t0) is a unitary operator satisfying U
†U = 1. The solution for U(t, t0)
can be obtained by substituting eq. 2.8 into eq. 2.2, then integrating and iteratively
substituting U(t, t0) into itself. For the general case of a time-dependent Hamiltonian:











dτn−1 . . .
∫ t2
t0
dτ1H(τn)H(τn−1) . . . H(τ1). (2.9)
Eq. 2.9 is frequently presented in a more compact form (which emphasizes its similarity
to an exponential function) through the definition of a time-ordered exponential:







where the action of the time-ordering operator T is such that operators at earlier times
are arranged to the right of operators at later times, i.e. τ1 ≤ τ2 ≤ . . . ≤ τn. It can be
seen that this time ordering is actually imposed by the integration limits in eq. 2.9. If
the Hamiltonian is time-independent (H(t) = H), this can be simplified to
U(t, t0) = e
−i(t−t0)H/h̄, (2.11)
It follows directly from eqs. 2.3 and 2.8 that
ρ(t) = U(t, t0)ρ(t0)U
†(t, t0). (2.12)
Alternatively, the solution of the Liouville-von Neumann equation can be defined
in Liouville space, in close analogy to eqs. 2.8, 2.9 and 2.11. For the time-dependent
Hamiltonian,








Meanwhile, for the time-independent Hamiltonian,
ρ(t) = e−i(t−t0)L/h̄ρ(t0). (2.14)
For a closed system, the Hilbert and Liouville space formulations are equivalent,
and therefore the choice of formulation is usually based on convenience. However, for
open quantum systems, only the Liouville formalism is applicable.
Lastly, we state a few important properties of the density operator:
(i) It is Hermitian, i.e. ρ† = ρ
(ii) It has trace one (which reflects the fact that the sum of all the probabilities must
be unity) ie. Tr(ρ) = 1
(iii) For pure states: Tr(ρ2) = 1, also ρ2 = ρ
(iv) For mixed states: Tr(ρ2) < 1
(v) The expectation value of an arbirtrary operator Â is 〈A〉 = Tr(ρÂ)
(vi) A density operator is positive semi-definite, i.e. 〈ψ| ρ |ψ〉 ≥ 0 for all state vectors
|ψ〉
Here, it must be mentioned that the decomposition of a particular density matrix (eq.
2.3) is not unique, i.e. different distributions of pure states can lead to an identical
density matrix. Nevertheless, this is not an issue — the density matrix contains com-
plete information about the state of the system. As we have outlined above, knowledge
of the actual decomposition is not necessary since the expectation value of an operator
only depends on the density matrix.
2.3 Open quantum systems
The phenomenon of decoherence in open quantum systems is linked to the concept
of entanglement, a quantum phenomenon with no classical analogue. Entanglement
arises when interaction between two or more systems generates correlation between
the systems, and consequently the merging of their individual identities into a single
collective identity. These systems can alternatively be regarded as subsystems of a
larger composite system called a multipartite system. For a multipartite system, the
composite Hilbert space is the tensor product of the Hilbert spaces of each of the
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constituent systems. For instance, in the case of a bipartite system composed of two
systems, A and B,
H = HA ⊗HB, (2.15)
where HA and HB are the Hilbert spaces of systems A and B respectively. In the case




cab |a〉 ⊗ |b〉 , (2.16)
where |a〉 and |b〉 are basis states belonging to Hilbert spaces HA and HB respectively.
If the composite state |ψ〉 is not an entangled state, this means that the constituent
systems, A and B are independent. It would then be possible to factorize cab into the
coefficients pertaining to the constituent subsystems, such that |ψ〉 can be written in




cacb |a〉 ⊗ |b〉 (2.17)




ca |a〉 and |ψB〉 =
∑
b
cb |b〉 respectively. These unentangled composite
states are also called product states or separable states. However, if |ψ〉 cannot be
written in product form, then it is an entangled state. In close analogy, a mixed state
(for a bipartite system) is a separable state if its density matrix ρ can be written as a
tensor product of its constituent density matrices, ρA and ρB:
ρ = ρA ⊗ ρB. (2.19)
Otherwise, ρ is an entangled state. The concepts outlined above for bipartite systems
can be straightforwardly extrapolated to higher order n-partite systems, where n > 2.
Figure 2.1 depicts a schematic of an open quantum system where the system of
interest (the open quantum system) is coupled to a bath, resulting in an energy ex-
change and eventual entanglement between the two. In general, a bath consists of an
infinite number of degrees of freedom (DOF) while the system of interest consists of
only a few degrees of freedom. Over the course of time, energy from the system will
be transferred to the bath. Because this energy is distributed over a large number of
DOF, the increase in the internal energy of the bath will be negligible.
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Figure 2.1: Pictorial representation showing the partitioning of a closed total system
into an open quantum system (i.e. the relevant part) and the environment. The
relevant system and environment are associated with their own Hilbert spaces and are
described by the Hamiltonians Hs and Hb respectively, with the interaction between
the system and environment governed by the Hamiltonian Hsb.
Due to the entanglement, it would not be accurate to consider the state of the
system alone without accounting for the contribution from the bath. In principle, one
could of course consider the composite system comprising the system of interest and
the bath. This composite system is a closed system with no missing information, and
thus is a fully quantum system that can be described by a pure state and unitary time
evolution. The Hamiltonian of this composite system Htot can be expressed as the sum
of its components:
H = Hs ⊗ 1b + 1s ⊗Hb +Hsb, (2.20)
where Hs, Hb and Hsb are the system, bath (environment) and system-bath interaction
Hamiltonians respectively, while 1s and 1b are the identity operators of the system and





where Sγ and Bγ are operators acting on the system and bath respectively. Due to
the size of the bath, solving for the dynamics of the composite system is unfortunately
infeasible, and is in fact unnecessary since we are interested in only a small subset of
the composite system. The typical approach involves “tracing out” the bath, i.e. by
performing a partial trace on the composite system density matrix whereby the trace
is performed over the basis states of the bath only (ρs = Trb(ρtot)). The remaining
density matrix ρs is called the “reduced density matrix” which represents the system
of interest.
As a direct consequence of the partial trace, the off-diagonal elements of the reduced
density matrix decays with time, corresponding to the appearance of decoherence. In
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the literature, the decay of coherences is also termed “dephasing”, or “pure dephasing”
if only the coherences are affected while the populations remain unchanged. The act of
tracing out the environment also leads to loss of information since information on the
bath contribution is no longer accessible, leading to a mixed state. It is easy to verify
that if the system and bath are not entangled, the partial trace will result in a pure
state. Note also that unlike for the closed system, the time evolution of the reduced
density matrix is non-unitary. Aside from dephasing, the energy exchange between
the system and the bath also leads to “relaxation”, which affects the population terms
of the density matrix. Relaxation usually occurs on a much longer time scale than
dephasing.
Lastly, it must be mentioned that in the literature (as well as in this thesis), the
identity operators (as presented in eq. 2.20) and the tensor product signs are often
omitted for the sake of brevity when there is no possibility of confusion.
2.4 Theoretical model of the light-harvesting com-
plex
We now proceed to present the theoretical model (in the context of open quantum
systems) specific to the study of photosynthetic EET.
2.4.1 The electronic system
The electronic system consists of the chromophores in the pigment-protein complex
(PPC). Its Hamiltonian governs the coherent part of the evolution and is described by







Vmn |m〉 〈n| , (2.22)
where Em, Vmn and N are the site energies, electronic coupling between pigments m
and n and number of chromophores respectively. For both FMO and PC645, N = 8.
Each chromophore can be considered as an electronic two-level system consisting of
a ground state and an excited state. The two-level system approximation is justi-
fied for photosynthetic EET since generally only the first excited state is accessible,
as it is energetically separated from higher energy states. Here the state |m〉 implies
that chromophore m is excited while the other chromophores are in the ground state.
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The site energies Em are the transition energies modified by each chromophore’s local
protein environment, giving rise to variation in the magnitude even for systems with
identical chromophores such as FMO [74–77]. This variation in site energy is termed
“static disorder” since it can be seen as random energetic fluctuations occurring over
long timescales compared to that of the exciton dynamics, and is due to slow environ-
mental motions such as protein conformational changes. Note here the contrast to the
bath-induced random site energy fluctuations mentioned in Section 1.2 which occurs
over a timescale comparable to that of the exciton dynamics (dynamic disorder) and
are present on top of the static disorder.
The electronic coupling Vmn enables exciton transfer between two spatially-separated
chromophores via RET (briefly mentioned in Section 1.1), where an initially electronically-
excited chromophore de-excites while simultaneously exciting an initially unexcited
chromophore. In principle, this coupling is a Coulomb interaction between transition
densities (of the chromophores) which is defined exactly by a Coulomb integral. How-
ever this expression can be simplified by noting that the chromophores have zero net
charge and the centre-to-centre distance between any two chromophores in PPCs is
generally large compared to the size of the chromophores. Expanding the Coulomb
integral in a multipole series, and taking only the dominant non-zero term leads to the








where ~Rmn = ~Rm− ~Rn is the centre-to-centre distance vector between chromophores m
and n, and ~µm is the transition dipole moment of pigment m. The electronic couplings
in eq. 2.23 can also be multiplied by a certain factor to account for dielectric screening
from the solvent environment [79].
Since the light-harvesting systems investigated in this thesis operate under low light
conditions, it is appropriate to assume that at any time during the EET process, only
a single exciton is present. The kth eigenstate of the system Hamiltonian (also known




cm,k |m〉 . (2.24)
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2.4.2 The intermolecular vibrations: bath contribution




















. Here pm,j, qm,j, Mm,j and ωm,j are the
momentum operator, position operator, mass and frequency of the harmonic oscillator
associated with the jth phonon mode of chromophore m. In this work, the phonon
modes on each site are treated as being coupled linearly to the diagonal part of the




um |m〉 〈m| , (2.26)





m,jdm,jqm,j for chromophore m and
|m〉 〈m| correspond to the bath and system operators, Bγ and Sγ respectively in eq.
2.21 (with m = γ). Here dm,j is the displacement between the minima of the ground
and excited potential energy surfaces of the jth mode at chromophore m. Physically,
this equation reflects the effect of the protein environment dynamically modulating the
site energies of the pigments.
All information about the system-bath interaction of each chromophore m is con-












m,j is the reorganization energy of the jth mode of chro-
mophore m. Note that for a particular chromophore m, the sum of these individual
bath mode reorganization energies gives the chromophore’s reorganization energy λm,
i.e. λm =
∑










The bath of different chromophores are also assumed to be (spatially) uncorrelated
with each other [43,44], i.e. Cmn(t) = δmnCm(t), where Cm(t) = Cmm(t) and Cmn(t) is
the bath correlation function which reflects the degree of correlation of bath-induced
fluctuations between chromophores m and n. Physically, this means that the baths (i.e.
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the intermolecular vibrations) surrounding each chromophore interact non-negligibly
with only the electronic states of the chromophore in question, and have negligible
effects on the site energy fluctuations of the other chromophores. The bath correlation
function is defined as:
Cmn = 〈um(t)un(0)〉b (2.29)
= Trb{um(t)un(0)ρb,eq}, (2.30)
where the bath operator um(t) = e
iεphm tume
−iεphm t is in the interaction picture. Here
〈 • 〉b = Trb{ • ρb,eq} is the thermal average, and ρb,eq is the density matrix of the bath





where Z = Trb[exp(−βHb)] is the partition function. Alternatively, the bath correla-






































to obtain eq. 2.33 from
eq. 2.32.
An important bath parameter related to the bath correlation function is the bath
correlation time, which characterizes the time scale for the bath correlation function
Cm(t) to decay to zero, and determines the time scale of the non-equilibrium phonon
dynamics [80] and memory in the bath. As such, non-Markovian dynamics will be
more pronounced as the value of the bath correlation time increases. Note that this
parameter is also the inverse of the cutoff frequency in the Drude-Lorentz form of the
spectral density (eq. 3.2) which will be used extensively in this thesis. In photosyn-
thetic systems, the bath correlation time is usually of the order of ten to hundreds of
femtoseconds.
2.4.3 The intramolecular vibrations: vibronic contribution
In principle, both intermolecular and intramolecular electron-phonon interaction con-




m (ω). However, it has
been shown that in order to describe vibronic dynamics accurately, intramolecular vi-
brational modes must be explicitly included into the system Hamiltonian as opposed to
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treating them as part of the bath [50]. This is because the slow vibrational relaxation
of the intramolecular modes would lead to inaccuracies if subjected to the perturbative
treatment of the bath. As such, from this point onwards, Jm(ω) is implied to mean
J interm (ω).
While the reorganization energy is a common parameter used to represent inter-
molecular electron-bath interaction strengths, a dimensionless parameter called the
Huang-Rhys factor Sm (where the subscript m denotes site-dependence) is more com-
monly used to describe intramolecular electron-phonon interaction strengths. Similar
to the case of λm, Sm =
∑
j Sm,j where Sm,j is the Huang-Rhys factor for the jth
vibrational mode localized on pigment m. In addition, the reorganization energy is
related to the Huang-Rhys factor via the following relation
λm,j = Sm,jh̄ωm,j. (2.34)
In other words, for a particular mode j of chromophore m, the Huang-Rhys factor Sm,j
is defined as the number of vibrational quanta ωm,j which makes up the reorganization
energy λm,j.
The incorporation of k selected vibrational modes into the electronic system is











Jm,vm;n,vn |m, νm〉 〈n, νn| , (2.35)
where |m, νm〉 = |m〉⊗ |νm,1〉⊗ |νm,2〉 . . .⊗ |νm,j〉 . . .⊗ |νm,k〉 is the vibronic basis state.
Here ωvibm,j and νm,j are the vibrational frequency and vibrational quantum number
respectively of the vibrational mode j localized on pigment m. The vibronic coupling
term is the electronic coupling modified by the Franck-Condon amplitudes and is given
by
Jm,vm;n,vn = Vmn 〈νm,1|0〉 〈νn,1|0〉 〈νm,2|0〉 〈νn,2|0〉 . . .








is the Franck-Condon amplitude. Due to the relatively
small Huang-Rhys factors used in this thesis (of the order of 0.01 and 0.1 for FMO and
PC645 respectively, as computed by the Coker group), we only consider the ground
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and first excited vibrational state of the vibrational modes. From eqs. 2.35 and 2.36, it
is clear that the intramolecular vibrational modes create additional states or channels
for EET (diagonal part of Hvs ) as well as contribute to the coupling between vibronic
states (off-diagonal part of Hvs ). A visual representation of these vibronic state energies
(diagonal part of Hvs ) for the case of FMO is also presented in Figure 4.9 of Chapter 4.
2.5 Quantum master equations
In this section, we will briefly review the derivation of the general quantum master
equation using a combination of the projection operator technique and a second order
perturbative treatment. Then using the general quantum master equation as a starting
point, we will demonstrate that the Modified Redfield Theory (MRT) is closely related
to the more familiar Förster and Redfield theories and in fact interpolates between the
two. This is the underlying reason for the relative accuracy of the MRT for the study of
photosynthetic EET compared to the Forster and Redfield methods. Here we follow the
derivation presented in ref. [64]. It is worth mentioning that apart from the perturbative
treatment, the derivation of the MRT, as well as Coherent Modified Redfield Theory
(CMRT) also involves other approximations, i.e. the Markovian approximation for the
MRT and the secular approximation for the CMRT.
Instead of decomposing the composite Hamiltonian H (i.e. of the system and
environment) the usual way as in eq. 2.20, we can also decompose H into a so-called
“reference” part H0 and a “perturbative” part H ′:
H = H0 +H ′. (2.37)
The reference component pertains to the free evolution which is treated exactly while
the perturbative component will be subjected to approximation. While the partition-
ing into reference and perturbation components is in principle arbitrary, the specific
choice of reference and perturbative components will determine the validity in different
regimes of system parameters. Generally, the perturbative component should be small
to ensure the validity of the approach while the reference component should obviously
contain at least part of the system of interest.
We start from the Liouville-von Neumann equation for the composite system (eq.
2.4), where L = L0 +L′, with L0 = [H0, ρ(t)] and L′ = [H ′, ρ(t)]. To simplify, we have
removed the time-dependence from L(t) since all the Hamiltonians relevant to this
thesis is time-independent, and set h̄ = 1. As already mentioned, the Liouville-von
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Neumann equation is intractable since it contains contribution from the bath which
has an infinite number of DOF. Here we will use a projection operator (which is in fact
a superoperator) to project the total (closed) system onto the relevant system, while
staying in the Hilbert space of the composite system. A valid projection operator P
must fulfil the relation P2 = P . Since we are mainly interested in the MRT formulation,




|α〉 〈α| ρb,eqTrb(Aαα), (2.38)
where |α〉 is an eigenstate of the system in the reference component and A is some
arbitrary operator. Here the bath is assumed to be in thermal equilibrium (eq. 2.31),
which can be justified since the bath has an infinite number of degrees of freedom.
Additionally, we assume that the bath and the system are initially uncorrelated:
ρ(0) = ρs ⊗ ρb,eq. (2.39)
The justification for eq. 2.39 is based on the assumption that at t < 0, the system
and bath are uncoupled and therefore their dynamics are uncorrelated. The dynamics
of the system and the bath only become correlated after t = 0, when the interaction
is switched on. Note that this particular projection operator only projects onto the
population terms of the density matrix (excitonic populations in the case of the MRT
formulation).
We also define the complementary projection operator Q = 1 − P which projects
onto the irrelevant part of the composite system. By applying the projection operators
P and Q on both sides of eq. 2.5, and sandwiching the identity P+Q(= 1) between L




Pρ(t) = −iPLPρ(t)− iPLQρ(t), (2.40)
∂
∂t
Qρ(t) = −iQLQρ(t)− iQLPρ(t). (2.41)
We proceed by first solving for Qρ(t) to substitute back into the equation for Pρ(t).
The formal solution for the irrelevant part is given as:













The right hand side of this equation can be understood as follows: the first term
represents the initial correlations, the second term represents the coherent dynamics of
the system of interest, and the third term is a dissipation term which is non-Markovian
(i.e. involving memory effects or dependence on past times).
Since we have not applied any approximations up to this point, this equation is
formally exact. While the Nakajima-Zwanzig equation is equally difficult to solve as
the Liouville-von Neumann equation for the composite system, it makes a good starting
point for subsequent approximations such as the perturbative treatment.
With the product state initial condition and the particular form of the projection









In the MRT formulation, a Markovian approximation is also employed, i.e. the
bath correlation or relaxation time is assumed to be short compared to the time scale
of the system dynamics. This approximation implies that memory effects, which are
caused by the bath, are short-lived and thus the integrand in 2.44 decays very rapidly.
As such, the upper bound of the integration in eq. 2.44 can be safely raised to infinity
without affecting the integration result. As we shall soon see, this will effectively
remove the time-dependence of the population transfer rate tensor. It must be noted
that the timescale for phonon equilibration upon photoexcitation is commonly argued
to be comparable to the timescale of photosynthetic EET dynamics. In other words,
the Markovian approximation may be inadequate for the study of photosynthetic EET
[38, 80, 86]. However, for the FMO complex (which in this thesis is the only system
we have applied the MRT formulation to), some studies have shown that the effects of
non-Markovianity is negligible [60,87].
Rewriting eq. 2.44 in terms of H0 and H ′, we expand up to second order of H ′.
Taking the trace over the bath on both sides of eq. 2.44 then leads to the general form
of the quantum master equation for an arbitrary assignment of H0 and H ′:
∂
∂t
ρ(t) = Kρ(t), (2.45)










Here K is the population transfer rate tensor, where the tensor element Kαα,ββ is the
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Since as mentioned, only the population terms of the density matrix are accessible
due to the form of the projection operator (eq. 2.38), the form of the master equation
above can also be further simplified to:
∂
∂t
P (t) = KP (t). (2.48)
Note that P (t) is now a vector containing the populations with Pα(t) = ραα(t) while
K is now a population transfer rate matrix, where the off-diagonal matrix elements






Eq. 2.48 can then be easily solved as P (t) = eKtP (0).
2.5.1 Förster Theory
In the Förster regime, the off-diagonal electronic couplings Vmn are small compared to








Vmn |m〉 〈n| . (2.51)
With this partitioning, it is clear that the projection operator (eq. 2.38) will project
onto the electronic site basis states |m〉. Note that
H0m = ε
0
m + λm + ε
ph
m + um, (2.52)
H ′mn = Vmn, (2.53)
where ε0m = Em − λm is the energy difference between the minima of the Born-
Oppenheimer potential energy surfaces of site m (see for example, ref. [88]).
Substituting the terms for H0 and H ′ into eq. 2.47 and with the aid of the cumulant







Fm(τ) = exp{−i(ε0m − λm)τ − g∗m(τ)}, (2.55)
An(τ) = exp{−i(ε0n + λn)τ − gn(τ)}, (2.56)









Note that Fm(τ) and An(τ) are of physical significance as they represent the lineshape
functions of the fluorescence of chromophore m (i.e. the donor) and absorption of
chromophore n (i.e. the acceptor) respectively.
Alternatively, eq. 2.54 can be presented in the more familiar form of an overlap










iωtFm(τ) and Ãn(ω) =
∫∞
−∞ dte
iωtAn(τ) are the Fourier trans-
forms of the fluorescence and absorption lineshape functions respectively. The Förster
rate expressed in this form is very useful as it is expressed in terms of experimental
observables.
It is worth noting that despite the fact that the interchromophoric distances in
photosynthetic systems are sufficiently large such that the point dipole approximation
(eq. 2.23) is valid, the resulting electronic couplings are still not weak enough relative
to the system-bath coupling strengths for Förster theory to be valid.
2.5.2 Redfield Theory
In the opposite regime to the Förster theory is the Redfield theory, where the system-
bath coupling is small compared to the electronic couplings. Therefore the separation
of the reference and perturbation Hamiltonians can be assigned as follows:
H0 = Hs +Hb, (2.59)
H ′ = Hsb. (2.60)
As such, the relevant representation is the exciton basis |k〉. Transforming to the















(Hsb)kk′ |k〉 〈k′| , (2.63)
where Ek is the exciton energy (eigenenergy) and ak,k′(m) = c
∗
m,kcm,k′ . The ak,k′(m)
factor can be considered as representing the overlap between exciton states k and k′.
Hb remains the same as in eq. 2.25. Note that while Hsb is diagonal in the site basis,
Hsb in the exciton basis has both diagonal and off-diagonal terms resulting from the
change of basis. The diagonal part of Hsb affects pure dephasing while the off-diagonal
part affects the population transfer.
With the above separation of reference and perturbation components, we thus have
H0k = Ek +Hb, (2.64)
H ′kk′ = (Hsb)kk′ . (2.65)




dτeiωk′kτTrb{eiHbτ (Hsb)k′k e−iHbτ (Hsb)kk′ e−βHb}, (2.66)
where ωk′k = Ek′ −Ek and the partition function of ρb,eq is omitted for brevity. As we
can clearly see from eq. 2.66 (as well as eq. 2.47), even though the entire system-bath
interaction Hamiltonian Hsb is taken as a perturbation, in the second order perturbative
treatment, only the off-diagonal part survives, since Kkk,k′k′ = Kkk,k′k′(1− δkk′).
In the case of independent baths for each chromophore, the Redfield population









iωtCm(t) is the Fourier transform of the bath correlation func-
tion Cm(t) of chromophore m.
2.5.3 Modified Redfield Theory (MRT)
In this formulation, Zhang et. al. modified the traditional Redfield theory (Section
2.5.2) to incorporate only the off-diagonal part of the system-bath coupling Hamiltonian
Hsb in the perturbation while the diagonal part is treated exactly by incorporating it
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Ek |k〉 〈k|+Hb +
∑
k




(Hsb)kk′ |k〉 〈k′| . (2.69)
We can see that with this partitioning, unlike in the traditional Redfield case, both
the diagonal and off-diagonal elements of Hsb are now accounted for in the population
transfer rate (eq. 2.47). With this assignment of H0 and H ′,
H0k = Ek +Hb + (Hsb)kk, (2.70)
H ′kk′ = (Hsb)kk′ . (2.71)
It turns out H0k can be recast in a form resembling that of the traditional Redfield





The reorganization energy for the kth exciton is then simply λk = λkk,kk. This then
gives the 0-0 transition energy (i.e. the exciton counterpart of ε0m) as E
0
k = Ek − λk.





























In other words, Hb(k) represents a set of bath oscillators shifted according to the












The expression above can be evaluated by second order cumulant expansion of the
exponential terms inside the partial trace. Therefore the two non-exponential terms in
31
eq. 2.77 must first be recast into exponential form. To this end, we use the generating






















We then substitute eq. 2.76 and (Hsb)kk′ =
∑
m
akk′(m)um (from eq. 2.63) into eq.
2.79 and apply the assumption of spatially uncorrelated baths. Noting that the sums
in the exponentials resulting from the substitution can be expressed as a product of






























Next, the terms in eq. 2.81 must be made consistent by recasting the exponents
as operators shifted according to the same exciton state k′. To this end, we define the
new coordinate qk
′
m,j = qm,j + ak′k′(m)dm,j which represents the fluctuation of the jth
bath mode in the exciton state k′ of chromophore m. This allows us to write
um = u
k′











εphm (k) = ε
ph
m (k
′) + (akk(m)− ak′k′(m))2λm + (akk(m)− ak′k′(m))uk
′
m. (2.83)
Upon substitution of eqs. 2.82 and 2.83, eq. 2.81 can now be expressed in terms of
the k′-shifted operators. Finally, a second order cumulant expansion over uk
′
m is applied





where Fk′(τ) = exp(−i(E0k′ − λk′)τ − g∗k′k′,k′k′(τ)),
Ak(τ) = exp(−i(E0k + λk)τ − gkk,kk(τ)),
Nk,k′(τ) = (g̈k′k,kk′(τ)− [ġk′k,kk(τ)− ġk′k,k′k′(τ)
− 2iλk′k,k′k′ ][ġkk′,kk(τ)− ġkk′,k′k′(τ)
− 2iλkk′,k′k′ ])e2(gkk,k′k′ (τ)+iλkk,k′k′τ).
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Note also that by substituting eq. 2.33 into eq. 2.57, we can express the site















+ i(sin ωt− ωt)
]
. (2.86)
In other words, all that is required to compute the EET dynamics are the system
Hamiltonian and the spectral density.
Now that we have presented the quantum master equations corresponding to three
different regimes of system-environment coupling strengths, it would be useful to dis-
cuss the validity of these master equations in relation to light-harvesting complexes. It
is known that photosynthetic systems lies in the intermediate coupling regime where
both the interchromophoric coupling and the electron-phonon couplings are on the
same energy scales [80, 90]. As such, neither the interchromophoric coupling nor the
system-bath couplings can be considered small enough to be a valid perturbation, as
in the Forster and traditional Redfield theories. The Modified Redfield Theory pro-
vides a workaround — for one, the diagonal part of Hsb is treated exactly unlike in
the traditional Redfield approach. Secondly, as we can see from eqs. 2.69 and 2.62,
the perturbation component H ′ is controlled not only by the system-bath coupling
strength, but also by the spatial overlap of two exciton wavefunctions (the akk′(m)
term) which also reflects on the degree of exciton delocalization. The average exciton
wavefunction overlap will be small in the presence of static energetic disorder, which is
common in photosynthetic systems, and in systems with different chromophore types
with distinct energies (such as in PC645). Consequently, H ′ will still be small overall,
ensuring the validity of the perturbative treatment.
2.5.4 Coherent Modified Redfield Theory (CMRT)
The Modified Redfield Theory (MRT) has found some popularity within the com-
munity due to the reasonable degree of accuracy at a much smaller computational
cost compared to numerically-exact methods such as the hierarchical equations of
motion (HEOM) [91, 92] or the quasi-adiabatic propagator path integral (QUAPI)
method [93–96]. However, as we have seen in the previous section, it also has some
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drawbacks since it completely ignores coherences, which also means that the popula-
tion dynamics can only be computed in the exciton basis. Recently, the group of Y.
C. Cheng developed an “improved” version of the MRT, named the Coherent Modified
Redfield Theory (CMRT), which enables the computation of the coherence terms as
well as the inclusion of some non-Markovianity. Since the full density matrix is com-
puted, this also means that the density matrix can be obtained in any basis via unitary
transformation. In this section, we discuss the derivation of the CMRT method, which
follows closely the derivation presented in refs. [60–62].
The partitioning of the composite Hamiltonian into the reference and perturbation
components is similar to that of the Modified Redfield Theory (eqs. 2.68 and 2.69).
We begin the derivation from a general time-local quantum master equation for the






dτTrb {[H ′I(t), [H ′I(τ), ρI(t)⊗ ρb,eq]]} , (2.87)
where H ′I(t) = e
iH0tH ′e−iH
0t. Here eq. 2.87 has been derived using the second-order
cumulant expansion technique, employing the same assumptions as before, i.e. that
the system and bath are initially uncorrelated (eq. 2.39), with the bath in thermal
equilibrium (eq. 2.31). Also, the first order thermal average of the perturbation 〈H ′〉b
has been neglected to simplify the equation. Although this omission cannot be easily
justified analytically, numerical simulations by Hwang-Fu et. al. [60]) have shown that
this does not contribute to significant error in a wide parameter range.









where U0(t) = e
−iH0t. Finally, the quantum master equation for the reduced density
matrix in the Schrödinger picture is obtained as follows:
∂
∂t







Trb {[H ′, [H ′(−τ), ρ(t)⊗ ρb,eq]]} dτ. (2.89)
The first term on the right hand side of the equation above represents the coherent and
pure dephasing dynamics driven by H0 while the second term represents the dissipation
due to H ′. We can assign
∂
∂t










Trb {[H ′, [H ′(−τ), ρ(t)⊗ ρb,eq]]} dτ. (2.91)
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Dynamics driven by reference Hamiltonian
Upon substitution of H0 (eq. 2.68 or 2.70) into eq. 2.90, we obtain
∂
∂t
ρcohkk′ (t) = −i(Ek − Ek′)ρkk′(t)
− iT rb{[(Hb)kk + (Hsb)kk]ρb,eq
− ρb,eq[(Hb)k′k′ + (Hsb)k′k′ ]}ρkk′(t). (2.92)
The first term in the equation above pertains to the coherent dynamics while the second
term represents pure dephasing caused by excitonic fluctuations induced by the diago-
nal exciton-phonon couplings. By using a pure dephasing function with displacement
operators [61], eq. 2.92 can be evaluated to obtain:
∂
∂t
ρcohkk′ (t) = −i(E0k − E0k′)ρkk′(t)−R
pd
kk′(t)ρkk′(t), (2.93)










However, the imaginary part of the pure dephasing rates pertains to the Lamb shift
which generally have very small effects on the dynamics [10, 97]. As such, we are only












Dynamics driven by perturbation Hamiltonian
























In order to arrive at an equation of motion with a simpler form, the secular approxi-
mation is invoked, whereby only the population transfer (k = k′, γ = δ) and dephasing
(k 6= k′, γ = k, δ = k′) processes are considered. The dephasing process here is linked
to the population transfer and the imaginary part of the bath correlation functions. It
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must be mentioned that the neglect of terms connecting coherences and populations, as
imposed by the secular approximation, can lead to the neglect of dynamical localization
(where over time, the influence of the bath limits the exciton delocalization resulting
from the electronic coupling). Such an omission is most valid if the system-bath cou-
pling is small compared to the electronic coupling since dynamical localization will be
minimal anyway, or if the energy gaps are large, in which case, the states are already
quite localized and the contribution of dynamical localization will be insignificant in
comparison. In contrast, if the system-bath coupling is large compared to the elec-
tronic coupling and energy gaps are small, the contribution of dynamical localization
will be rather significant, and neglecting this effect can lead to an overestimation of
coherence. Nevertheless, a systematic study in ref. [61] has shown that the omission
of dynamical localization (at least with regards to CMRT) does not lead to too much
error in the dynamics for a broad parameter range, other than for the extreme case of
large system-bath coupling and small energy gaps.
The final form of the population transfer term resembles that of the Modified Red-

















Notice here that the exciton transfer rates for the CMRT is similar to that of the MRT




















The imaginary part of the above equation can be omitted as it was found to have
insignificant effects on the dynamics [60,61]. Therefore,
∂
∂t















ρdiss(t) derived and upon substitution into eq. 2.89 and rear-


























k |k〉 〈k| is the modified
system Hamiltonian that governs the coherent evolution. As we can see, the CMRT
master equation allows the computation of both diagonal and off-diagonal elements of
the density matrix. It consists of terms describing the coherent dynamics, population
relaxation and dephasing (induced by both the diagonal and off-diagonal system-bath
coupling in the exciton basis).
Lindblad form of the CMRT master equation
It turns out the CMRT master equation can be conveniently solved using the Non-
Markovian Quantum Jump (NMQJ) approach [98–100] since it can be cast into a
generalized Lindblad form [101] (a generalized version of the original Lindblad equation
[102, 103]). In this section, we review the procedures to achieve the Lindblad form of
the CMRT master equation.
Eq. 2.103 already has a structure which is close to the Lindblad form, and the
only part that needs to be restructured is the term containing Rpd(t). We begin by
assuming that this term can indeed be recast in a way that supports the Lindblad form,
with a modified (and yet to be determined) set of dephasing rates which we shall refer
to as Γk(t). The goal is then to obtain a definition for Γk(t) in terms of the original





















ρkk′(t) |k〉 〈k′| , (2.105)
where we have employed the property
A†kkAkk = A
†
kk = Akk. (2.106)




[Γk(t) + Γk′(t)]. (2.107)
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From eq. 2.95, it is clear that the pure dephasing rate matrix Rpdkk′(t) is symmetric with
real values on the off-diagonals (k 6= k′) and zeros on the diagonal (k = k′). Also, note
that there are only N Lindblad dephasing rates Γk(t) but N(N − 1)/2 independent
pure dephasing rates Rpdkk′(t). Therefore additional constraints must be imposed to fit
N(N − 1)/2 values of Rpdkk′(t) into N values of Γk(t). This can be achieved using a
least square fit, where the mean-square difference between the left hand side and right















where a = 1, 2, . . . N . Upon simplifying, a system of linear equations is obtained, which
can also be written in matrix form as:
BΓ(t) = D(t), (2.109)
where the elements of matrix B and vector D are described respectively as:
Bjk =

0.5 for k < j,
0.5(2N − j) for k = j,










From eq. 2.109, the vector of Lindblad dephasing rates Γ(t) can then be obtained
as:
Γ(t) = B−1D(t). (2.112)
With the Lindblad pure dephasing rates obtained, the CMRT master equation can



















where jump rates Rkk′(t) from exciton state k
′ to k are given by:
Rkk′(t) =
Γk(t) for k = k′,Rdisskk′ (t) for k 6= k′. (2.114)
It is worth noting that since the CMRT master equation can be cast in a Lindblad
form, the positivity of the computed density matrix is also guaranteed to be preserved.
2.5.5 Non-Markovian Quantum Jump (NMQJ)
The generalized Lindblad form of the CMRT master equation (eq. 2.113) can now be
solved using the Non-Markovian Quantum Jump (NMQJ) technique. In this section,
we briefly explain the NMQJ algorithm. Further details and derivation of the NMQJ
technique can be found in Refs. [98–100].
The Non-Markovian Quantum Jump (NMQJ) is a tool for the stochastic unravelling
of a non-Markovian quantum master equation, and is the non-Markovian generalization
of the well-known Monte Carlo Wave Function (MCWF) method [104, 105]. It takes






|ψα(t)〉 〈ψα(t)| , (2.115)
where N is the ensemble size and Nα is the number of ensemble members in the state
|ψα(t)〉, and operates on the level of the state vector.
In this work, the |ψα(t)〉s are the exciton states |k〉 and the time-evolved initial state
|ψ0(t)〉. |ψ0(t)〉 is a coherent superposition of exciton states in which |ψ0(0)〉 = |m0〉,
where |m0〉 is the initial localized site basis. Due to the construct of the density matrix,
the single exciton states are time-independent as global phases are cancelled out. Hence









|k〉 〈k| . (2.116)
Note that ρ(t) is in the site basis due to eq. 2.24.
According to the NMQJ formulation, each ensemble member undergoes continu-
ous time evolution interrupted by discontinuous probabilistic jumps. The propagation




ˆHeff (t)δt |ψα(t)〉∥∥∥e−i ˆHeff (t)δt |ψα(t)〉∥∥∥ , (2.117)
39
where the effective non-Hermitian Hamiltonian is defined as








When Rkk′(t) ≥ 0, an instantaneous positive jump to another state |ψα′(t)〉 may




= |ψα′(t+ δt)〉 . (2.119)
Here the probability of the jump occurring through the channel k′ → k for a given
ensemble member state |ψα〉 is
P+α,kk′(t) = Rkk′(t)δt 〈ψα(t)|A
†
kk′Akk′ |ψα(t)〉 . (2.120)
Unlike purely Markovian dynamics, the non-Markovian transition rate Rkk′(t) is
time-dependent and can become negative. During this time period, the action of the
positive jump operator Akk′ is to bring the target state |ψα′(t)〉 to the source state
|ψα(t)〉:




This implies that the negative jump operator A−kk′ = |ψα′(t)〉 〈ψα(t)|. In other words,
a negative jump means the reversal of a previous jump back to a prior state. The




|Rkk′(t)|δt× 〈ψα′(t)|A†kk′Akk′ |ψα′(t)〉 . (2.122)
With each jump, the number of ensemble members in the source and target states are
updated accordingly for the current time step, i.e. Nα(t)−1 and Nα′(t)+1 respectively.
The choice between deterministic evolution or jump is determined by a random
number 0 < ε < 1. If ε is less than or equals to the total jump probabilities of all
channels, a jump occurs and vice versa. If a jump is determined, another random
number s is generated to randomly select the jump channel.
At t = 0, all the ensemble members are in |ψ0(0)〉, i.e. N0(0) = N . This means
the propagation of the density matrix starts from a pure state and progresses to a
mixed state through positive jumps. At a later time when the rates become negative,
negative jumps can undo these positive jumps, and this may include the revival of
coherences via a reverse jump to |ψ0(t)〉. For FMO and PC645, there are 56 relaxation
and 8 dephasing channels. As can be seen from eq. 2.116, efficient computation and
averaging of the constituent density matrices can be achieved by simply updating Nα(t)
and Nα′(t) at each time step and performing a one-off time evolution of |ψ0(t)〉.
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2.6 Development of numerical codes
In this section, we discuss the development of the numerical codes for the theoretical
formulation presented in this chapter. All the codes were written in the MATLAB
programming language, and the numerical computation was performed on the high
performance computing (HPC) cluster hosted by the New Zealand eScience Infrastruc-
ture (NeSI). To verify the codes were written correctly, the computed density matrices
were first checked to ensure they are physical, i.e. the population terms must be
real, non-negative and sum up to one. Next, selected published results obtained via
MRT and CMRT from other groups were used as a validity check for the numerical
codes. Using the same input parameters as in those publications, the codes were able
to accurately reproduce the exciton relaxation rates in Figures 2 — 5 of ref. [64] for
MRT, and the FMO dynamics in Figure 3 of ref. [62] for CMRT. Note that Figure 3
of ref. [62] also provides a comparison with the numerically exact HEOM-computed
dynamics by Ishizaki and Fleming [106], showing reasonable agreement. This provides
some confidence in the reliability of CMRT as an approximate method to study pho-
tosynthetic EET. Additionally, the population dynamics obtained via MRT appear to
agree quite well with that obtained from CMRT, at least for the FMO complex (the
comparison was not performed on PC645 since the MRT method was only used on
FMO in this thesis). This implies that non-Markovian effects are not too significant in
FMO, consistent were earlier reports [60,87] as already mentioned in Section 2.5. Note
that to facilitate this comparison, the density matrices computed via CMRT were first




excitation energy transfer in the
FMO complex
3.1 Overview
In the work presented in this chapter, we investigate excitation energy transfer in
the FMO complex in the presence of site-varying electron-phonon interactions, but
focussing only on the intermolecular bath contribution which is responsible for deco-
herence and dissipation. The intramolecular vibrational modes are neglected and their
contribution will be explored in the work presented in the next chapter. As such, the
system of interest considered here is simply the bare electronic system Hs (eq. 2.22).
It is true that contributions from (selected) intramolecular modes can indeed improve
EET efficiency as we have found in that particular study, as well as in a previous work
by Nalbach et. al. [107]. However, they do not drastically modify energy transfer
(pathways) in the FMO complex, since the small excitonic gaps can be easily bridged
by the intermolecular modes, and also because the intramolecular Huang-Rhys factors
are fairly small. As such, results from the subsequent study do not materially affect
the conclusions of the work here.
The objective of the work here is twofold. The first is to determine if the realistic
site-inhomogeneous system-bath coupling configuration is optimized for EET efficiency.
As we have mentioned earlier, the light-harvesting performance is controlled by a careful
interplay between coherent and incoherent contributions. Therefore, investigating how
the EET efficiency is affected by the system-bath coupling configuration also indirectly
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provides information about the electronic system design (e.g. if the network is designed
for incoherent or coherent transport). This forms the second objective of the work here.
We briefly state here the key findings of this study: (i) The site-varying FMO inter-
molecular system-bath interactions turn out to be highly optimized for EET, and (ii)
Two transport pathways of contrasting nature (to two neighbouring target sites) were
identified — one that is dominated by coherent dynamics and another by incoherent
energy dissipation. Interestingly, the realistic FMO system-bath coupling strengths
appear to reasonably accommodate EET along the two pathways. In the rest of this
chapter, we will detail the numerical setup and the approach we have used, present
and discuss the results in detail, and finally conclude with a summary of the findings
and their implications.
3.1.1 Numerical setup
The numerical computation of the dynamics was performed using both the Modified
Redfield Theory (MRT) and the Coherent Modified Redfield Theory (CMRT). In prin-
ciple, we would have preferred to use only the CMRT as it is capable of computing
both the populations as well as the coherences. However the much longer computation
time required for CMRT renders it infeasible for the statistical methods and genetic
algorithm used in Sections 3.2.1 and 3.2.2 respectively, which incidentally require only
the population terms. We thus employ MRT in those cases while using CMRT for the
rest of the work. To justify the use of MRT in place of CMRT, we have checked that
the effects of non-Markovianity are not overly significant, or in other words, the general
trend of population dynamics (in the exciton basis) is similar in the two versions. All
computation is performed for the physiological temperature of T = 300K.
There are two integrals in the MRT and CMRT formulation which must be manip-
ulated for numerical computation. The first is the numerical integration for the MRT
population transfer rates Kk,k′ (eq. 2.84) which requires a finite cutoff value to replace
∞ for the upper integration limit. In general, the stronger the system-bath coupling,
the more oscillatory the integrand and the longer it takes for the integrand function to
taper off. We have taken care to ensure our chosen cutoff value of τ = 1 ps is acceptable
by checking that increasing the cutoff has negligible effect on the calculated rates. For
the genetic algorithm and statistical evaluation performed in this work, such manual
inspection of convergence for each and every spectral density configuration would be
impractical. As such, we have applied a “worst case scenario” test by assigning λm
with the largest reorganization energy to each site and confirmed there is no appreciable
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change in the computed rates when the value of the cutoff is increased to 5 ps−1.
The second integral pertains to the lineshape function gm(t) (eq. 2.86), which
applies to both MRT and CMRT. Note that the integrand contains a singularity due
to the coth(βω/2) term, and depending on the form of Jm(ω), possibly the 1/w
2 factor
as well. Thus the lower limit of integration must be changed to an appropriately small
finite value for numerical integration. Alternatively, the singularity can be removed
at the level of the bath correlation function Cm(t) by analytical means. This usually
requires Cm(t) to be rewritten as a finite sum of exponentials which facilitates further
analytical treatment. We mention here for the sake of completeness, that although not
utilized in the work of this thesis, the general approach is to first recast the spectral
density as a linear combination of a suitable function. For example, Meier and Tannor







[(ω + γk,m)2 + Γ2k,m][(ω − γk,m)2 + Γ2k,m]
, (3.1)
where the fit parameters pk,m, γk,m and Γk,m are real.
Note that the treatment in eq. 3.1 is valid for any form of spectral density. A similar
idea was in fact employed for the first time by Tanimura et. al. [91,110], however their
approach is only applicable to spectral densities of the Lorentzian form.
The decomposition into Lorentzian-like functions in eq. 3.1 is useful since the
revamped form of an arbitrary Jm(ω) now contains complex simple poles. When sub-
stituted into eq. 2.32 to compute Cm(t), this allows the integral to be conveniently
solved using the residue theorem. To this end, a semicircle contour in the upper half of
the complex plane is chosen such that Jordan’s lemma can be invoked. Note that the
poles originate from both the new form of Jm(ω) as well as the Bose-Einstein distribu-
tion function nB(ω) = (e
βω − 1)−1. Once the exponential form of Cm(t) is obtained, it
can be easily integrated to obtain the lineshape function gm(t) via eq. 2.57.
Despite being doable in principle for all spectral densities, the fitting process in
eq. 3.1 could turn out to be rather complicated depending on the form of the spectral
density. Not all types of spectral densities however, need to undergo such numerical
decomposition. One example is the commonly-used Drude-Lorentz regularized Ohmic
form, which is also employed extensively in this thesis, and is given as [89]:





where λm and Ωm are the reorganization energy and cutoff frequency of site m respec-
tively. This form already has complex simple poles, and therefore the residue theorem
can be directly applied to obtain the analytical form of gm(t) (Appendix A).
To represent the electronic system (eq. 2.22), we use the Hamiltonian for the
Prosthecochloris aestuarii (P. aestuarii) species as presented by Moix et. al [111] and
which is given in units of cm−1 as follows:
Hs =

310.0 −97.9 5.5 −5.8 6.7 −12.1 −10.3 37.5
−97.9 230 30.1 7.3 2.0 11.5 4.8 7.9
5.5 30.1 0.0 −58.8 −1.5 −9.6 4.7 1.5
−5.8 7.3 −58.8 180.0 −64.9 −17.4 −64.4 −1.7
6.7 2.0 −1.5 −64.9 405.0 89.0 −6.4 4.5
−12.1 11.5 −9.6 −17.4 89.0 320.0 31.7 −9.7
−10.3 4.8 4.7 −64.4 −6.4 31.7 270.0 −11.4
37.5 7.9 1.5 −1.7 4.5 −9.7 −11.4 505.0

The rows and columns of Hs are ordered according to the conventional numbering of
the chromophores — so for instance, Hs(1, 1) is the site energy of BChl 1 and Hs(2, 5)
or Hs(5, 2) is the electronic coupling between BChls 2 and 5, and so forth. As per
convention, the site energies shown here are actually the site energies relative to the
lowest site energy (i.e. after subtracting the actual site energy of BChl 3). The choice
of the initial excitation site(s) and the target site(s) is important – the former affects
the exciton dynamics and the latter determines our assessment of energy transport
efficiency. In our numerical computation, we have set the initial excitation state as
being localized on one particular pigment m0. That is, in the site basis (applicable
to CMRT), P (0) = |m0〉 〈m0| (although we have actually used the wavefunction form
|ψ0(0)〉 = |m0〉 for the purpose of solving the dynamics via the NMQJ approach).
Meanwhile in the exciton basis (applicable to MRT), the initial population vector










It is now believed that BChl 8 is the most likely linker site between the chlorosome
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Figure 3.1: Schematic of the photosynthetic apparatus of the green sulfur bacteria
(from ref. [115]). The squiggly red lines indicate the interaction of the BChl 8 pigment
of the FMO complex with the baseplate. The chlorosome is a large structure packed
with chromophores which function as an antenna to absorb sunlight. The resulting
excitation is then transferred all the way through the baseplate, FMO complex and
finally to the reaction centre.
(Figure 3.1) and the rest of the FMO complex [112]. However, BChl 8 is normally lost
during sample preparation, and before its recent discovery, [113, 114] BChls 1 and 6
were proposed as the possible linker sites. These two pigments are also the usual initial
photoexcitation sites in spectroscopic experiments. For these reasons, many theoretical
studies of the past and present employ BChls 1 and 6 as the initial excitation site.
Since our motivation is to understand the in vivo workings of the FMO, and not for
comparison to spectroscopic data, we choose BChl 8 (i.e. m0 = 8) for this work, unless
specified otherwise.
In the literature, the linker site to the reaction centre is usually assumed to be BChl
3, which is also the lowest energy pigment with the closest proximity to the reaction
centre. There exists some ambiguity, however. Wen et. al. [116] reported that it is the
BChl 3 side of the FMO complex which interacts with the reaction centre, but their
experiment did not pinpoint the exact pigment(s). Furthermore, it has been mentioned
in several publications [8, 10, 38, 117–119] that the two lowest energy pigments, BChls
3 and 4, are in the target region close to or in contact with the reaction centre. As
such, we consider both BChls 3 and 4 as the possible target sites in this chapter.
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3.1.2 Initial test of optimization
Prior to running an in-depth investigation, we first tested for signs of optimization in
the realistic site-dependent FMO spectral density. Notably, from the site population
dynamics, we observed an improvement in exciton transport to the target sites (Figure
3.2(a)) with respect to a site-independent benchmark, obtained by averaging over the
spectral densities of each pigment. Furthermore, when we tested BChls 1 and 6 as
the initial excitation sites (Figures 3.2(b) and (c) respectively), no such optimization is
present. Compared to the site-independent case, there is no appreciable improvement in
energy transport in the case of BChl 1, while for BChl 6, there is in fact a deterioration
in efficiency. Assuming the distribution of λm is a result of evolution to optimize energy
transport, this observation is further testament that BChl 8 is likely the first pigment
to receive the exciton from the chlorosome.
3.1.3 Simplification of the realistic spectral densities
The realistic spectral densities have very complicated forms, which are also somewhat
inconsistent from chromophore to chromophore (Appendix B.1.1). As such, it appears
unlikely that a simplistic general functional form can nicely fit the spectral densities
of all the chromophores. Nevertheless, a simplistic functional form which gives clear
physical insight is not only desirable, but is necessary for the statistical methods used
in this work. These methods involve the generation of a multitude of random site-
varying spectral density configurations (which are different from that of the original)
and therefore it would be unclear how these spectral densities should be assigned with a
“realistic” form. It would be even more useful if the spectral densities have a functional
form which facilitates analytical treatment as this can greatly speed up computation.
Additionally, numerical integration of the lineshape function gm(t) (Section 3.1.1) can
be especially problematic for integrands with strong singularities, and it would also
be impractical to manually verify the accuracy for each and every configuration. This
issue can be avoided if gm(t) is obtained analytically.
We therefore, as hinted earlier, represent the realistic spectral densities in the
Drude-Lorentz form (eq. 3.2), where the values of λm are calculated from the re-
alistic site spectral densities via eq. 2.28. The cutoff frequency Ωm determines the
position of the spectral density peak. It also corresponds to the inverse of the bath
correlation time τm, which can be obtained by first computing the site-dependent bath
correlation function Cm(t) from the realistic spectral densities (eq. 2.33). As already
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Figure 3.2: Site population dynamics for three different initial conditions, i.e. for initial
excitation on BChl 8, 1 and 6. Solid curves are for the actual (site-dependent) spectral
densities and dashed curves are for the averaged (site-independent) spectral densities.
Numerical method: CMRT.
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Table 3.1: Site-dependent reorganization energies λm and cutoff frequencies Ωm of the













mentioned somewhat indirectly in Section 3.1.1, an arbitrary bath correlation function
can in principle be parametrized by a sum of exponential terms.
For photosynthetic systems, the form of Cm(t) is generally complicated, but for
simplicity and to facilitate a straightforward assignment of τm, we assume that (the
real part of) the realistic bath correlation function can be represented by a single time
decaying exponential function of the form:
Cm(t) = Cm(0)e
−t/τm . (3.3)
From the equation above, the bath correlation time τm (and subsequently Ωm =







As usual, the numerical integration is performed up to a finite time limit after which
Cm(t)/Cm(0) has decayed to a value close enough to zero such that the result of the
integration converges.
The computed values of λm and Ωm are presented in Table 3.1. It is clear that
the FMO complex has a fairly significant range of λm values where the largest is
more than 2.5 times the magnitude of the smallest. It is interesting to note that the
mean reorganization energy is also in a sense the most representative since half of the
pigments have λm values close to this value.
Of course, it is imperative to ensure that the approximations we have made to the
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spectral densities are justified. Comparison between the Drude-Lorentz and the real-
istic spectral densities (Appendix B.1.1) shows similarity in the general trend, with a
rise in Jm(ω) up to roughly the same frequency region before falling off. At low fre-
quencies, the two forms of spectral densities seem to agree quite well. However, apart
from the low frequency region, there is also an undeniably clear disparity between the
two forms of spectral densities, particularly for BChl 8. At first glance, this may seem
like a cause for concern, but it turns out the higher frequency contributions are not too
important. From the MRT and CMRT population transfer rates (eqs. 2.84 and 2.100)
and the CMRT pure dephasing rates (eq. 2.95), it is clear that the lineshape function
gm(t) (eq. 2.86) is the only parameter that can affect the exciton dynamics through the
shape and form of the spectral density. The other terms originate from the reorganiza-
tion energies and electronic Hamiltonian, which are the same for both the realistic and
Drude-Lorentz cases. Then from eq. 2.86, it can be seen that gm(t) is predominantly
determined by the low frequency contributions due to the coth(βω/2) term as well
as the fact that for both the Drude-Lorentz and realistic spectral densities, Jm(ω)/ω
2
diverges as ω approaches zero and tapers off with increasing frequencies. Indeed, in-
spection of the lineshape functions shows reasonable agreement for the two forms of
spectral densities considering the less than perfect fit, even for BChl 8. Most impor-
tantly, we have verified that the population dynamics with the realistic site-dependent
spectral densities can be reliably reproduced with their Drude-Lorentz forms (Figure
3.3(a)). Moreover, even the comparison of population dynamics with this particular
set of site-dependent Drude-Lorentz spectral densities and the site-independent bench-
mark (Figure 3.3(b)) shows a similar trend to their realistic counterparts in Figure
3.2. Here the site-independent benchmark is formed by assigning the mean λm and Ωm
values of 24.75cm−1 and 49.20cm−1 respectively to each pigment.
The complexity of the problem is now significantly reduced since the spectral density
is characterized by only two physically meaningful bath parameters, i.e. λm and Ωm. It
turns out the problem can be further simplified. By comparing the dynamics obtained
with site variation in only one of the bath parameters to that obtained with a completely
site-independent benchmark, we established that it is primarily the site variation in
λm which modifies the dynamics, with little contribution from the Ωm site variation
(Figure 3.4). Here the site independence for a particular bath parameter is achieved by
assigning the mean value of the bath parameter to all the chromophores, while the site-
dependent bath parameter is simply assigned its original set of values as listed in Table
3.1. This finding is perhaps not too surprising from inspection of the formulas for the
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Figure 3.3: Assessment of the Drude-Lorentz spectral density as a possible valid approx-
imation of the original realistic spectral density. (a) Site population dynamics obtained
with the original site-dependent realistic spectral densities (solid curves) as compared
to its site-dependent Drude-Lorentz counterpart (dashed curves). (b) Site population
dynamics computed with the Drude-Lorentz spectral density for both site-dependent
(solid curves) and site-independent (dashed curves) configurations. Numerical method:
CMRT.
51
population transfer rate (eqs. 2.84 and 2.100). The reorganization energies are not only
directly incorporated, but also indirectly contained in the lineshape function-related
terms. However, for the cutoff frequencies, only the latter applies.
Therefore, from this point onwards, all computation will be performed using the
Drude-Lorentz spectral density representation, keeping the site-dependent Ωm fixed to
the original configuration values in Table 3.1 and varying only the λm configurations.
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Figure 3.4: Determination of the dominant contributor to changes in population dy-
namics by maintaining the site variation in only λm (a) and Ωm (b). The Drude-Lorentz
representation is used, where the site-independent bath parameter is assigned the mean
value from its original realistic counterpart. Solid curves correspond to the spectral
density with site variation in its respective bath parameter while dashed curves rep-
resent the site-independent (both λm and Ωm) spectral density. Numerical method:
CMRT.
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3.2 Results and discussion
3.2.1 Optimality of system-bath coupling configuration
Following the observation of energy transport enhancement with the site-dependent
spectral density, a more rigorous assessment of optimality is necessary. To this end,
the energy transfer efficiency with the FMO site-dependent λm configuration must
be compared to that from a large sample of randomly-generated site-dependent λm
configurations. We also ensure that these artificial configurations have the same range
and mean as that of the realistic FMO, so that they represent configurations that may
have been biologically accessible but was ultimately not chosen by Nature. Therefore,
should the realistic FMO configuration turn out to be more efficient than a statistically
significant number of these artificial configurations, this would suggest that natural
selection may have been involved. Here the energy transfer efficiency for a particular
target site m, as obtained using the MRT formulation, is defined as the time-averaged







where k is such that |cm,k|2 is maximal. Here Pk is the population in exciton state k,
with k = 1(2) for the target site m = 3(4). The participation of an exciton state in
each site is denoted by the absolute square of the corresponding expansion coefficient
in eq. 2.24 and ranges from 0 to 1. Here |c3,1|2= 0.88 and |c4,2|2= 0.59. We have chosen
τ = 1 ps since a large portion of the relevant exciton dynamics and the experimentally
observed coherence occur within this timescale. Admittedly, without the presence
of a trap site in the model, the light-to-charge conversion efficiency (%) cannot be
determined, and is also not inferable from ζm (that said, based on existing knowledge
of photosynthetic light-harvesting efficiency, we would expect the ζm value for at least
the realistic λm configuration to correspond to a near 100% efficiency). Nevertheless,
it is clear that a larger population transfer to the target site(s) (as reflected by a larger
ζm) directly implies an increased output at the reaction centre since only the target
site(s) is(are) coupled to the reaction centre. Thus, for comparative purposes, such as
for our work here, this figure of merit suffices.
Two types of randomization were performed. In the first set, the efficiencies of
all possible site permutations of the original λm configuration were computed and
presented as a histogram in Figure 3.5. Notice that the efficiency of the actual FMO
λm configuration falls in an impressive upper percentile range (85th and 78th percentile
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for the target sites of BChl 3 and 4 respectively). The fact that it is not the most
efficient configuration is not a concern here. In fact, it is not surprising in the context
of evolution, since biological constraints may be present and traits only need to be
sufficiently functional. In contrast, the site-independent case yields an efficiency closer
to the mode of the distribution. A similarly high level of optimization is also observed
in our second set of randomization, where now the only constraints on the values are
that the mean, maximum and minimum are similar to that of the original configuration.
For consistency, the same sample size as the first set, i.e. 40320 was used. As shown
in Figure 3.6, the efficiency corresponding to the original λm configuration is in the
87th and 81st percentile for the target sites of BChl 3 and 4 respectively. Once again,
the efficiency for the site-independent case appears near the mode of the distribution.
To provide a visualization of how a random unoptimized λm configuration could be
detrimental to transport efficiency, we present in Figure 3.7 the comparison of the
exciton dynamics with the original λm configuration to that with the least efficient
configuration in Figure 3.5.
3.2.2 Source of optimality
Having established that the actual site-dependent λm configuration is highly optimized
for energy transport to both BChls 3 and 4, we seek to identify the underlying mech-
anism behind its effectiveness. We note that network connectivity and site energy
distribution determine how effective a particular mode of energy transport (dissipative
or coherent) would be. Moreover, larger reorganization energies are conducive to en-
ergy dissipation while smaller reorganization energies are beneficial for the sustenance
of quantum coherence. This suggests an optimized interplay between the FMO λm
distribution and the design of the electronic system.
Therefore, to determine if the system design is optimized for a dissipative or coher-
ent mode of transport, we establish whether the best efficiency is obtained with larger
or smaller values of λm. This is achieved through the use of a genetic algorithm. Here,
the fitness function is the same measure of efficiency used in the previous section, i.e.
the efficiency at the predominant exciton state as evaluated with the MRT formulation
(eq. 3.5). We have utilized the Genetic Algorithm solver from the MATLAB opti-
mization toolbox with the following parameters: (i) Population size: 80, (ii) Selection
function: Stochastic uniform, (iii) Elite count: 4, (iv) Crossover function: Intermediate,
(v) Crossover fraction: 0.8, (vi) Mutation function = Adaptive feasible, (vii) Number














































Figure 3.5: Histogram of efficiencies ζm for all possible site permutations of λm for
exciton state (corresponding target site) of (a) k = 1 (BChl 3) and (b) (k = 2) (BChl
4). In both histograms, the original configuration is also included in the sample. The
red and green vertical lines indicate the position on the histogram of the original and
















































Figure 3.6: Histogram of efficiencies ζm for random configurations of λm with the same
mean, maximum and minimum as the original for exciton state (corresponding target
site) of (a) k = 1 (BChl 3) and (b) k = 2 (BChl 4). In both histograms, the original
configuration is also included in the sample and the sample size is the same as in
Fig. 3.5, i.e. 40320. The red and green vertical lines indicate the position on the





































Figure 3.7: Site population dynamics showing the disparity in energy transport per-
formance with the original FMO λm configuration (solid curves) and the least efficient
site permutation of λm (dashed curves) for the target site of (a) BChl 3 and (b) BChl
4. Numerical method: CMRT.
58
a realistic scenario at the same time, we confined the search space to be within the
minimum and maximum values of the original λm. The choice of the upper bound is
also important for another reason: in order for a positive correlation between larger
λm and higher efficiency to stay valid for a dissipative process, the allowed values of
λm must not be so large to the point that transport is suppressed due to the quantum
Zeno effect [46].
Now, for the target site of BChl 3, the optimal configuration is one where all the
sites have the maximum λm value. Clearly, the optimal mechanism of energy transport
to this target site must be a dissipative one. On the other hand, for the target site
of BChl 4, the optimal values are minimized for the three lowest energy pigments
(BChls 2, 3 and 4) and maximized for the remaining pigments. This suggests that
a combined coherent and dissipative mechanism leads to optimal energy transport in
this case. We note that the minimization for BChls 3 and 4 could partly be due to
increased coherence prolonging linear combinations between two sites. This would lead
to increased population in BChl 4 on average compared to if the process was dissipative,
promoting only downhill energy flow to BChl 3. However, we fail to see any indication
of Rabi oscillations suggesting this process is highly overdamped and negligible here.
Next, we performed a second genetic algorithm run, but this time with a constraint
on the mean, mimicking the conditions in Section 3.2.1. Due to this constraint, it is
now possible to assess the significance of each pigment to the energy transport process.
This is because the only way now for the algorithm to maximize efficiency is through
prioritizing the most important pigments by assigning them the best λm values, and
leaving the remainder to the less influential pigments. Thus, in a dissipative process
for example, the more influential a pigment is, the larger the computed optimal λm
would be.
The results from the second genetic algorithm run are tabulated in Table 3.2, where
the computed optimal values are now labelled λgam,3 and λ
ga
m,4 for the target sites of BChls
3 and 4 respectively. From the larger values of λgam,3, it is clear that the dominant path-
way consists of BChls 8, 1, 2 and 3, while BChls 4, 5, 6 and 7 only have minimal
contributions. This, together with the previous finding of a dissipative mode of trans-
port, are consistent with the findings of Moix et. al. [111]. Meanwhile, based on the
magnitudes of λgam,4, we can infer that the dissipative part of the process predominantly
involves BChls 1, 7 and 8, with less significant contribution from BChls 5 and 6.
The λgam,3 and λ
ga
m,4 configurations also provide useful optimality benchmarks. Through
comparison with the FMO λm configuration, the source of its high degree of optimality
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Table 3.2: Original site-dependent reorganization energies λm of the FMO complex
and the optimal configuration of site-dependent reorganization energies λgam,3 and λ
ga
m,4
as determined by a genetic algorithm for exciton states (corresponding target sites) of
k = 1 (BChl 3) and k = 2 (BChl 4) respectively. The mean, lower bound and upper
bound for the solution of the genetic algorithm have been set to be similar to that of





1 21.28 36.37 40.95
2 31.52 32.44 15.37
3 22.86 40.52 15.36
4 17.88 15.36 15.36
5 15.36 15.36 19.95
6 23.18 15.36 21.27
7 24.89 15.36 37.79
8 41.00 27.21 31.92
can be identified. With the exception of λ1, all the site reorganization energies show
some level of optimization for either one or both of the target sites. The two small-
est λm values, λ4 and λ5 show a high degree of agreement with the genetic algorithm
values for both target sites. λ2 and λ6 are optimized for only one of the target sites.
Meanwhile, the values of λ3 and λ7 are somewhere in between the optimized values for
the two target sites, thus achieving a compromise. Lastly, λ8, despite being close to
neither of the optimized values, show a similar trend to the genetic algorithm results
by virtue of its larger than average value. With regards to the mutual optimization
for both target sites, three mechanisms of optimization can be identified. The first is
where the magnitude of λm mutually benefits both target sites, for example the larger
than average value of λ8 is advantageous for the dissipative type of energy transport
to both BChls 3 and 4. The second mechanism, which is also the most interesting,
is where the magnitude of λm benefits only one of the target sites, while minimizing
its negative effects on the other target site. This applies when a particular pigment is
involved in different effective modes of transport to each of the target sites. A case in
point is the small value of λ4, which is advantageous for the partially coherent energy
transport to the target site of BChl 4. At the same time, it does not overly impede
dissipative energy transport to the target site of BChl 3 since the dominant pathway
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is not involved. Finally, the third mechanism is one where the magnitude of λm does
not assist energy transport to any of the target sites, but the negative impact is simply
minimized. For example, the small value of λ5 is unfavourable for the dissipative en-
ergy transport to both target sites, but the negative effect is mutually minimized since
BChl 5 is not on a dominant pathway for any of them.
At this juncture, we must stress that it is not the λm site variation per se which
is responsible for the enhanced performance, since it is really the magnitude of λm
that matters. Rather, it is more likely a case of Nature making the best of an un-
avoidable situation. Biological constraints in the FMO can lead to site variation in
λm; for example, pigments located at the protein-solvent interface tend to have larger
reorganization energies than those in the interior [53]. The high efficiency of the FMO
λm configuration compared to various other random configurations of similar average
(Section 3.2.1) is then simply a consequence of the system and system-bath interaction
having evolved to complement each other in a very effective manner, e.g. via selection
of appropriate dominant pathways and effective transport mechanisms.
3.2.3 Relevance of quantum coherence to efficiency
Given the evidence for both dissipative and coherent energy transport pathways, we
investigate how energy transport efficiency relates to coherence length in the presence
of site-dependent λm. Since the coherence terms of the density matrix are required,
all the computation in this section is performed using the CMRT formulation. For the








where ρmn(t) are the elements of the time-dependent density matrix computed using
the CMRT formulation, with the diagonal elements ρmm(t) representing the population
at site m. Here m = 3(4) for the target site of BChl 3(4). As usual, τ = 1 ps.










Lρ(t) ranges from 1 for the case of zero coherence to N for a fully delocalized state,
i.e. larger Lρ(t) values indicate a larger degree of delocalization. At t = 0, even
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though the state is fully coherent, the population is completely localized at a single
site, in which case Lρ(0) = 1/N . As a result, Lρ(t) starts from 1/N in all cases,
increases then peaks after a certain period of time before decreasing. This reflects
the scenario of an initially localized pure state becoming more delocalized before the
interaction with the environment gradually destroys the coherence. With the original
λm configuration, Lρ(t) peaks at the value of about 2 around t = 0.7 ps, corresponding
to the fact that within the chosen time scale of τ = 1 ps, the dynamics are still
relatively far from thermal equilibrium. It should also be noted that the equilibrium
density matrix becomes diagonal only if the problem is formulated in a specific basis
known as the preferred basis or the pointer state. In the case of weak system-bath
coupling, it is known that the exciton basis is the preferred basis, while the site basis
is the preferred basis for strong system-bath coupling. However, in the intermediate
system-bath coupling regime (which is applicable to photosynthetic systems), neither
of the aforementioned bases forms the actual preferred basis, which is also not known
beforehand. For this reason, the coherence elements do not completely vanish even at
equilibrium [126], although these remaining coherences are usually small.







The relationship between efficiency ηm and the time-averaged coherence length
Lρ,avg is depicted as a scatter plot in Figure 3.8. The data points correspond to 200
random site-dependent λm configuration plus 6 additional relevant data points, namely
the original configuration, the site-independent configuration, the optimized solution
from the genetic algorithm (i.e. λgam,3 and λ
ga
m,4) and the most efficient site permutation
of the original configuration (which we shall denote as λpermm,3 and λ
perm
m,4 for target sites
BChls 3 and 4 respectively). For the target site of BChl 3 (Figure 3.8), even though
there is a positive correlation between Lρ,avg and η3, it is in the weak to moderate
regime, with a correlation coefficient of only 0.36. This relatively weak correlation
implies that it is unlikely effects due to coherence are significant in the energy transport
mechanism to BChl 3, and further confirms the mainly dissipative nature of the energy
transport mechanism as demonstrated in the previous section.
We observe a remarkably strong positive correlation between η4 and Lρ,avg, with
a correlation coefficient of 0.90. We also examined the correlation with V34 set to
zero in the system Hamiltonian, in order to address the concern that the remarkable
correlation could be predominantly attributed to the strong coupling between BChls 3
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Figure 3.8: Scatter plot of efficiency ηm as a function of the time-averaged coherence
length Lρ,avg for the assigned target sites of BChls 3 and 4. Black and grey dots repre-
sent (Lρ,avg,η3) and (Lρ,avg,η4) data points respectively, and correspond to 200 random
site-dependent λm configurations with the same mean, maximum and minimum as the
original. Coloured markers represent data points from the following λm configurations:
original, site-independent, optimized λm configuration from the genetic algorithm (for
both target sites BChls 3 and 4) and the most efficient site permutation of the original
λm (for both target sites BChls 3 and 4). Open markers are for η3 while solid markers
are for η4. The linear regression line corresponding to η3(η4) is shown in black(grey).
b and r are the slope of the regression line and the correlation coefficient respectively.
A large magnitude of b (represented by a steep slope) corresponds to high sensitivity
whereas a large magnitude of r (denoted by low scatter in the data) corresponds to
high correlation. Numerical method: CMRT.
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and 4. While the positive correlation decreased as expected, it remains strong with a
correlation coefficient of 0.76. This shows that even though the strong coupling between
the two pigments undoubtedly plays a role, it is not overwhelmingly responsible for
the correlation between coherence and η4.
Figure 3.8 also clearly showcases the capability of the FMO λm configuration to
accommodate efficient energy transport to both target sites, as we have inferred in
previous sections. Even though the FMO λm configuration does not lead to the best
efficiency for either of the target sites, it nevertheless corresponds to relatively high







m,4 ) only produce superior efficiencies for their respective target
site BChl 3(4), but are significantly less remarkable and are even inferior to the FMO
configuration for the other target site BChl 4(3). This illustrates the non-triviality of
navigating trade-offs to sufficiently accommodate two largely uncorrelated and partially
conflicting processes. The highly coherent nature of λgam,4 and λ
perm
m,4 (as reflected by
their large Lρ,avg values) while advantageous for the partially coherent energy transport
to BChl 4, is unconstructive for the dissipative energy transport to BChl 3 (Figure 3.8).
Similarly, λgam,3 and λ
perm
m,3 which only corresponds to moderate coherence only leads to
average efficiencies at BChl 4 (Figure 3.8). Meanwhile, the FMO λm configuration
gives rise to a rather impressive degree of exciton delocalization, where its Lρ,avg value
lies between that of λgam,3(λ
perm




m,4 ), resulting in intermediate η3 an η4
values.
Lastly, we explore the question of independence between the observed optimization
of η3 and η4. This is an important point to address since the relatively strong coupling
between BChls 3 and 4 raises the possibility that the optimization observed at one
target site could simply be a side effect of optimization at the other target site. From the
differences in energy transport mechanism and the somewhat different site distribution
of λgam,3 and λ
ga
m,4 (Table 3.2), it can be inferred that these two quantities are reasonably
uncorrelated. This can be seen explicitly from Figure 3.9 where we have recast the





















Figure 3.9: Scatter plot using the same 206 data points from Figure 3.8 showing
the relation between the efficiencies η3 and η4 at the target sites of BChls 3 and 4
respectively. The black cross indicates the data point corresponding to the original
configuration. Numerical method: CMRT.
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3.3 Concluding Remarks
To summarize, we have proposed a plausible design principle for FMO which involves
an effective interplay between the system and system-bath interaction. Energy trans-
port mechanisms and pathways are combined with the fine-tuning of pigment-protein
interaction in such a way that the (inevitable) site-varying system-bath interaction
strengths are efficiently exploited to optimize energy transport. The optimization is
observed not only for the commonly assigned target site of BChl 3, but also for BChl 4,
a site which has not received as much attention as a target site despite some previous
suggestions of its role. More importantly, this optimization for the two target sites is
largely uncorrelated, meaning that the observed optimization at BChl 4 is non-trivial.
In fact, it appears that the electronic system itself may be designed to transport
energy to the two target sites via two different mechanisms of energy transport. For
BChl 3, the optimal mechanism is purely dissipative funnelling while for BChl 4, the
optimal mechanism is partially coherent. This implies that the system and system-bath
interaction are configured in such a way that both dissipative and coherent processes
are reasonably accommodated. Indeed, we observe an optimization of exciton delo-
calization when the FMO Hamiltonian is paired with the realistic configuration of
site-dependent reorganization energies.
This simultaneous optimization of two largely uncorrelated processes of somewhat
opposing nature is noteworthy since it suggests the presence of an underlying evolu-
tionary design principle. It requires spatial “engineering” of system-bath interaction
such that the magnitude of the reorganization energies either mutually benefits energy
transport to both target sites or at least does not negatively impact energy transport
to any of the target sites too significantly. Hence, if the simultaneous optimization at
the two target sites is not purely accidental, and if coherence does indeed play a role in
the FMO complex, then the conventional view of BChl 3 as the sole linker site to the
reaction centre is possibly incomplete. Thus, this discovery of two clear pathways may




Optimization of vibronic excitation
energy transfer in the FMO
complex
4.1 Overview
In the previous chapter, we have shown that the site-varying intermolecular electron-
phonon coupling of the Fenna-Matthews-Olson (FMO) complex is configured for opti-
mized excitation energy transfer (EET). In this chapter, we extend our investigation
to the vibronic FMO system, using realistic Huang-Rhys factors and vibrational fre-
quencies for a selected intramolecular mode.
First we explore if the site-varying intramolecular parameters, independent of the
contribution from the site variation of the intermolecular parameters, are optimized for
EET. In the second part, we investigate if there is interplay between the intramolecular
and intermolecular parameters which further optimizes EET. As previously mentioned,
the intramolecular vibrational modes create additional channels which may lead to EET
enhancement. In general, vibrational modes which are quasi-resonant with excitonic
transitions between strongly coupled pigments have the most significant effect on the
dynamics. Such modes can invoke fast coherent transport between two vibronic states
(usually of the |m, 0〉 → |n, 1〉 type due to both the closeness of energy levels and
reasonably strong coupling between the two states). Since the intermolecular bath
contribution dynamically modulates the electronic transition energies and destroys co-
herence, it is reasonable to expect some influence on the vibronic enhancement, as has
been found by Fujihashi et. al. [127] and Lee at. al [120].
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The key findings are as follows: (i) EET optimization also applies to the site-
dependent intramolecular electron-phonon coupling, (ii) Interplay between the site-
dependent intramolecular parameters and site-dependent intermolecular bath parame-
ters leads to further optimization, and (iii) The vibronic enhancement observed at the
target site of BChl 3 is found to mainly originate from BChl 2. Surprisingly, BChl 4
does not contribute to the vibronic enhancement despite the resonant excitonic energy
gap and strong coupling with BChl 3.
4.2 Numerical setup
In the literature, the most notable vibrational mode for FMO is the mode around 180
cm−1 which is quasi-resonant with the excitonic energy gap between the two lowest
energy excitons (corresponding to BChls 3 and 4), and which has also been linked to
experimentally observed long-lived coherence [30]. From the realistic site-dependent
intramolecular spectral densities J intram (ω) (Appendix B.1.2), it can be seen that the
peak associated with this mode is particularly prominent on BChl 3, the proposed
linker site to the reaction centre. This potentially suggests its significance to energy
transport in FMO. Indeed, enhanced exciton transport in the presence of this mode
has been demonstrated [107]. Note that the intramolecular spectral densities depicted
in Appendix B.1.2 are actually discrete vibrational modes (eq. 2.27) which have been
Gaussian-broadened with a standard deviation of σ = 7 cm−1 to account for various

































where Jdiscm (ω) is the discrete spectral density given in eq. 2.27. It turns out σ is
small enough such that in this case, Am ≈ 1, for all m. Since the vibronic system size
increases drastically with the number of modes, a complete treatment is impractical.
As we are only interested in obtaining physical insight rather than an exact picture of
the vibronic dynamics, we thus incorporate only this mode in the vibronic Hamiltonian
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(on each site) and ignore the rest of the modes, while maintaining the realistic site-






m νm) |m, νm〉 〈m, νm|+
N∑
m6=n
Jm,vm;n,vn |m, νm〉 〈n, νn| , (4.4)
where
Jm,vm;n,vn = Vmn 〈νm|0〉 〈νn|0〉 , (4.5)






Note that this theoretical approach of incorporating only one or a few selected
modes is actually very common in this field for the reason we have mentioned as well
as for the ease of obtaining physical insight [29,30,36,49,50,107,127,128].
To locate this peak on the spectral densities of the other pigments, we first observe
that for BChl 3, this peak coincides mostly with a band of closely and almost equally
spaced excitonic energy gaps centred around 168 cm−1 (Appendix B.1.2), which is
also the corresponding excitonic energy gap between BChls 3 and 4. We therefore
select the peak closest in frequency to this band of excitonic energy gaps for all the
other pigments. Note also that this peak is in fact composed of a cluster of smaller
peaks corresponding to closely-spaced vibrational modes (Appendix B.1.2). Thus for
simplicity, we treat this cluster of modes as one effective vibrational mode with a
Huang-Rhys factor Sm obtained by summing up the constituent Huang-Rhys factors
(following the approach of ref. [107]), and a frequency ωvibm equivalent to the frequency
of the vibrational peak. It turns out the frequency of this peak averaged over all the
sites is around 168 cm−1 as well (although it is around 180 cm−1 on BChl 3). Thus
from this point forward, we will refer to this vibrational mode as the 168 cm−1 mode.
The computed site-dependent values of Sm and ω
vib
m are listed in Table 4.1.
Other than the intramolecular vibrational contribution, the work presented in this
chapter employs the same parameter settings used in the previous chapter (unless
stated otherwise):
(i) All numerical computation is performed for the temperature of 300K.
(ii) The same P. aestuarii FMO Hamiltonian as presented in Chapter 3 is used to
represent the electronic system Hs, which through the inclusion of intramolecular
modes forms the vibronic Hamiltonian Hvs used in the work here. The explicit
form of Hvs is presented in Appendix C.
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Table 4.1: Site-dependent Huang-Rhys factors Sm and vibrational mode frequencies














(iii) The Drude-Lorentz spectral density with the same bath parameters as listed in
Table 3.1 is used to represent the intermolecular system-bath coupling.
For the work in this chapter, we employ only the CMRT as our numerical method.
The CMRT approach with the vibronic system is exactly the same as in the case of
the purely electronic system (previous chapter), except with the vibronic Hamiltonian
Hvs in place of the system Hamiltonian. Consequently, all the system parameters
such as eigenstates, eigenenergies and expansion coefficients pertain to the vibronic
Hamiltonian. Here we assume that for each pigmentm, both the |m, 0〉 and |m, 1〉 states
are subjected to the same intermolecular electron-phonon interaction. We have set the
initial electronic excitation as localized on BChl 8 in the ground vibrational state. We
have also tested out the choice of initial excitation on the vibrationally excited state of
BChl 8. However the resulting population dynamics is too insignificant, possibly due



















Figure 4.1: Site population dynamics at BChl 3 with and without the inclusion of the
168 cm−1 vibrational mode. The vibronic enhancement is observed only within the
time scale of 1 ps after which a deterioration in energy transfer, relative to the purely
electronic case, takes place.
4.3 Results and discussion
4.3.1 Optimality of intramolecular spectral density configura-
tion
The lowest energy pigment BChl 3 is usually assumed to be coupled to the reaction
centre, although in our previous work, we also considered the second lowest pigment
BChl 4 as a possible target site. However we observe only a deterioration in energy
transfer to BChl 4 with the inclusion of the 168 cm−1 mode (Figure 4.4(b)). As such,
BChl 4 will not be considered as a target site of interest since our objective is to
investigate optimality of vibronic enhancement. In contrast, vibronic enhancement is
observed at BChl 3 (Figure 4.1), consistent with the findings of Nalbach et. al. [107] and
will therefore be our assigned target site in this work. Interestingly, this enhancement
only takes places within 1 ps, which is also the time scale under which long-lived
coherence is experimentally-detected. We will therefore only consider exciton dynamics
in this time scale for the remainder of this chapter.
To gauge the optimality of the actual site-dependent intramolecular spectral density
configuration, its corresponding energy transfer efficiency is compared to 400 random
site-dependent configurations (Figure 4.2). We define here the measure of energy trans-
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where the only difference is that ρ33(t) = ρ33,v3=0(t) + ρ33,v3=1(t) is the time-dependent
total population at BChl 3 is, taking into account both ground and excited vibrational
states. As already mentioned, τ = 1 ps. Noting that the intramolecular spectral den-
sity is characterized by both Sm and ω
vib
m , the random configurations were obtained for
the following scenarios: i) only the Sm configurations were randomized while the ω
vib
m
configuration remain fixed to that of the original for each realization (Figure 4.2(a)),
ii) only the ωvibm configurations were randomized while Sm configurations remain fixed
to that of the original for each realization (Figure 4.2(b)) and iii) both Sm and ω
vib
m
configurations were simultaneously randomized (Figure 4.2(c)). In each scenario, the
randomized site-dependent configurations have the same mean, maximum and mini-
mum values as that of the original for the parameter in question. In a similar vein
as the intermolecular case in the last chapter, we also define here a site-independent
benchmark where for either S only (case i)), ωvib only (case ii)) or both (case iii)),
each site is assigned the mean value of the corresponding parameter from the origi-
nal configuration. The parameter which is not made site-independent is assigned the
corresponding original configuration.
The histograms show that even though the actual λm configuration is not the
most efficient one, its efficiency in each case nevertheless falls in the upper percentile
range (78th to 88th percentile) and surpasses the efficiency for the corresponding site-
independent case, suggesting the presence of an underlying optimization mechanism.
Note also that within this intramolecular parameter range almost all of the vibronic
configurations have improved efficiencies compared to the purely electronic case.
From the outset, the high degree of optimization as observed in Figure 4.2(a) may
not seem too surprising considering the much larger Huang-Rhys factor at the exit site
of BChl 3 (Table 4.1) compared to the other sites. To ascertain if the Sm values of
the other pigments also contribute to the optimization observed, we repeated the ran-
domization process in Figure 4.2(a), with the same constraints on the mean, maximum
and minimum values, but with S3 fixed to the original value (Figure 4.3). We found
that even with this constraint, the efficiency of the original configuration is still above
the 50th percentile (66th percentile). The efficiency of the original configuration is
also still higher than its site-independent counterpart. These observations imply that
the Sm values of pigments other than BChl 3 are also configured for optimized energy
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Figure 4.2: Histogram of efficiencies η for 401 random configurations (including the
original) corresponding to the intramolecular spectral density where randomization is
applied to (a) only Sm, (b) only ω
vib
m and (c) both Sm and ω
vib
m . All the random configu-
rations have the same mean, maximum and minimum as that of the original. The red,
green, and black vertical lines represent the original configuration, the corresponding
site-independent configuration, and the purely electronic case respectively.
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Figure 4.3: Histogram of efficiencies η for 401 random configurations (including the
original) corresponding to the intramolecular spectral density where randomization is
applied to only Sm, but with S3 fixed to that of the original. All the random config-
urations have the same mean, maximum and minimum as that of the original. The
red and green vertical lines represent the original and corresponding site-independent
configurations respectively.
transport, but a large contribution of the optimization comes from S3.
4.3.2 Source of optimality
For systems larger than a dimer (i.e. a two-chromophore system), the presence of
excited vibrational states on intermediate sites drastically increase the number of com-
peting pathways that divert exciton flow from the dominant excitation energy transfer
(EET) pathway. It is the net result of the competition between all these possible path-
ways that determines if there will be vibronic enhancement at the target site, and to
what degree. Examination of the site population dynamics conclude that even in the
presence of the 168 cm−1 mode, the dominant EET pathway is still BChl 8 → 1 → 2
→ 3, although the dynamics are somewhat modified (Figure 4.4) (note: we shall also
address this pathway as pathway 1 following the convention in the literature). The
pathways and the exciton dynamics in a vibronic system are influenced by the ener-
getic landscape (via Em and ω
vib
m ) and vibronic couplings (via Vmn and Sm). This then
presents a possibility of a design principle where the intramolecular electron-phonon
parameters could be tuned to optimize energy transport.
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Figure 4.4: Site population dynamics P (t) in the presence of the 168 cm−1 vibrational
mode (solid curves) compared to that of the purely electronic system (dashed curves),
for (a) BChls 1, 2, 3 and 8; (b) BChls 4, 5, 6 and 7. The initial steep population
increase for BChls 1 and 6 is likely due to the near energetic resonance between their
vibrationally excited states and the initial excitation state |8, 0〉. Due to the strong
coupling between BChls 5 and 6, the dramatic population rise in BChl 6 also indirectly
affects BChl 5.
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Evaluation of channel favourability
It is easy to see that η can be optimized by simply tuning the site-dependent Sm values
such that Jm,vm;n,vn is maximized for favourable vibronic channels and minimized for
unfavourable ones. Likewise, it should be possible to tune ωvibm such that i) EET through
favourable channels is enhanced by minimizing the energy gaps in question and/or
ii) EET through unfavourable channels is reduced by maximizing the energy gaps.
Note that since the tuning of a single Sm or ω
vib
m value simultaneously affects multiple
channels, the optimal configuration must be one that accounts for the competition
between the various favourable and unfavourable channels, with larger contribution
from the more dominant channels.
Therefore we first evaluate the favourability of each channel |m, vm〉 → |n, vn〉 by
computing the change in efficiency δη upon removal of its associated coupling (i.e. by
setting Jm,vm;n,vn = 0), while keeping the rest of the couplings intact. The larger the
magnitude of the change, the more significant the channel is. Also, a decrease in η would
suggest that the associated channel |m, vm〉 → |n, vn〉 is utilized positively in EET to
the target site. An increase in η however, would imply an inefficient “surplus” channel
which detracts from more efficient alternative pathways. A somewhat similar approach
to this has been used to investigate dominant energy transport pathways [129]. The
results of this analysis are visually presented in Figure 4.5(a) for each possible pair of
vibronic state. We also include in Figure 4.5(b), the same colour map, but with the
{|m, 0〉 ; |n, 0〉} entries removed for better colour contrast.
Unsurprisingly, the channels found to have the largest impact on EET are either
mostly i) on the dominant EET pathway, i.e. pathway 1 or/and ii) involve only ground
vibrational states (|m, 0〉 → |n, 0〉), since the couplings tend to be much stronger than
for those involving excited vibrational states. It also appears that most of the chan-
nels, including those involving excited vibrational states can contribute positively to
EET, to varying degrees. Note that this is not necessarily in contradiction to the find-
ing of Nalbach et. al. [107] that vibrational modes on non-exit sites can slow down
exciton transport. Obviously, EET will be less efficient with additional channels on
intermediate sites than without, due to an increased number of competing pathways.
Our observation simply suggests that in the realistic scenario where vibrational modes
must be present on every pigment, the contribution from excited vibrational states of
non-exit sites can also be beneficial. While some of these channels divert and tem-
porarily “trap” the exciton, others may also be able to provide detour pathways to





















































































































































Figure 4.5: Colour map showing change in efficiency ∆η upon removal of a single
vibronic coupling, for (a) all possible pairs of vibronic states, (b) pairs of vibronic
states where at least one of the states is vibrationally excited. Positive ∆η implies an
increase in η, indicating a channel that impedes EET. Negative ∆η implies a decrease


















































































































































Figure 4.6: Colour map showing change in efficiency ∆η upon removal of a single
vibronic coupling, when all intramolecular and intermolecular parameters are made
site-independent, for (a) all possible pairs of vibronic states, (b) pairs of vibronic states
where at least one of the states is vibrationally excited. Positive ∆η implies an increase
in η, indicating a channel that impedes EET. Negative ∆η implies a decrease in η,
indicating a channel that can participate favourably in EET.
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Our analysis identifies the |2, 0〉 → |3, 1〉 channel as the main, and necessary source
of the vibronic enhancement observed. In the absence of this channel (while keeping
all the other channels intact), the EET efficiency is even worse than that for the purely
electronic case. Indeed, as illustrated in Figure 4.7, the predominant exciton state of
|3, 1〉 (exciton 4) is closest in energy to the predominant exciton state of |2, 0〉 (exciton
3). Also, there is considerable overlap in contribution from both |3, 1〉 and |2, 0〉 over the
two exciton states. Interestingly, despite the vibronic resonance and relatively strong
coupling between BChls 3 and 4, the |4, 0〉 → |3, 1〉 channel does not contribute to the
vibronic enhancement, but instead impedes efficiency. In fact, even when the analysis
is repeated with all site-independent intramolecular and intermolecular parameters
(Sm = S, ω
vib
m = ω
vib, λm = λ and Ωm = Ω), the same finding is obtained, albeit with a
much smaller ∆η (Figure 4.6). Note here that the site-independent ωvib value is exactly
resonant with the excitonic energy gap between BChls 3 and 4. This implies that the
lack of vibronic enhancement from this channel is not due to the heterogeneity of the
electron-phonon coupling parameters but rather stems from the network connectivity.
Finally, we observe that the channels with the most damaging effects on EET
are also on pathway 1, i.e. |8, 0〉 → |1, 1〉 and |1, 0〉 → |2, 1〉. These channels create
diversions from the highly efficient downhill pathway of |8, 0〉 → |1, 0〉 → |2, 0〉 → |3, 0〉,
which are amplified by their associated small vibronic excitonic energy gaps.
Tuning of Huang-Rhys factors
To understand how vibronic couplings can be minimized or maximized to optimize
EET, note that the vibronic coupling between pigment m and n (eq. 2.36) can be
rewritten as either i) Jm,0;n,0 = Vmn
√
e−(Sm+Sn) if both pigments are in the ground
vibrational states, ii) Jm,0;n,1 = Vmn
√
Sne−(Sm+Sn) if only one of the pigments, n, is
vibrationally excited, and iii) Jm,1;n,1 = Vmn
√
SmSne−(Sm+Sn) if both pigments are
vibrationally excited. In other words, i) Jm,0;n,0 monotonically decreases with both
Sm and Sn, ii) Jm,0;n,1 monotonically decreases with Sm, but increases with Sn up to
Sn = 1, and iii) Jm,1;n,1 increases with both Sm and Sn up to Sm = 1 and Sn = 1
respectively.
Incidentally, the smallest and largest Sm values belong to the final two pigments on
the dominant pathway (i.e. BChls 2 and 3 respectively), and as such, would likely have
the largest effect on the EET. In this case, the significantly-affected channels would
be |2, 0〉 → |3, 1〉, |2, 0〉 → |3, 0〉 and |1, 0〉 → |2, 1〉. We note that a small S2 and a




















Figure 4.7: Exciton energy levels of the realistic vibronic FMO system, where exciton
1(16) correspond to the lowest(highest) energy exciton. Excitons 4, 3 and 2 (in ma-
genta, blue and red respectively) have significant contribution from states |3, 1〉 (74%)
and |2, 0〉 (10%); states |2, 0〉 (54%), |1, 0〉 (25%) and |3, 1〉 (18%); and states |4, 0〉 (59%)
and |7, 0〉 (18%) respectively.
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site. Additionally, the small S2 leads to larger J2,0;3,0 which improves transport from
|2, 0〉 to |3, 0〉. Meanwhile, the small S2 and slightly larger than average S1 reduces
J1,0;2,1, thus decreasing exciton flow along the unfavourable |1, 0〉 → |2, 1〉 channel. We
verify that this intuition is correct (at least in the range of parameters applicable to
the actual FMO case) in Figure 4.8 which shows the relevant time-averaged population
ηn,vn of state |n, vn〉 as a function of Sm and Sn for channels |2, 0〉 → |3, 1〉 (a) and
|1, 0〉 → |2, 1〉 (b). Here ηn,vn is obtained in a similar manner to eq. 4.6 except with the
integrand replaced with ρnn,vn(t). In both cases, the Huang-Rhys factors for the rest
of the pigments are kept fixed to that of the original. It can be seen that the change
in ηn,vn with Sm mostly shows an opposing trend to that of Sn. At larger Huang-
Rhys factors however, i.e. above the realistic range for FMO, a trend reversal for
vibronic enhancement at |3, 1〉 is observed (Figure 4.8(a)), possibly due to effects from
competing channels becoming more prominent. Here vibronic enhancement appears to
improve with increased S2 and decreased S3. We have also verified that the reduction
in η2,1 correlates with an increase in overall efficiency η.
Interestingly, the maximal vibronic enhancement (η3,1) occurs at around S3 = 0.06,
which is close to the actual value of S3. Note also that increasing S3 has an overall
beneficial effect to the efficiency η despite the contradicting relation (at least at smaller
S3 values) for EET to the two dominant channels, |2, 0〉 → |3, 1〉 and |2, 0〉 → |3, 0〉,
as represented by the η3,0 and η3,1 curves in Figure 4.8(c). Clearly, the trend of η as a
function of S3 is dominated by η3,1. It is easy to verify that this can be attributed to
the general trend of a much faster rise in Jm;0;n;1 compared to the drop in Jm;0;n;0 as a
function of Sn in this range of Sn values.
Tuning of vibrational frequency
It is interesting to note that the outlying ωvibm values mostly belong to the pigments
on the dominant pathway, while the rest of the ωvibm values are generally closer to
the mean. It turns out these smaller and larger than average values of the dominant
pathway may play a role in optimizing energy transport. It is clear from the vibronic
energy level diagram in Figure 4.9 that the smaller than average ωvib1 and larger than
average ωvib2 widens the |E8,0 − E1,1| and |E1,0 − E2,1| energy gaps respectively. Note
here that Em,vm = Em + h̄ω
vib
m νm. This can potentially impede transport along the
highly unfavourable |8, 0〉 → |1, 1〉 and |1, 0〉 → |2, 1〉 channels, thus directing more
energy flow towards the target site. This intuition is confirmed to be correct in Figures
4.10(a) and (b), which show the effect of tuning ωvib1 and ω
vib
2 (within a small range)
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Figure 4.8: Time-averaged population of state (a) |3, 1〉 as a function of S2 and S3,
(b) |2, 1〉 as a function of S1 and S2 and (c) |3, 0〉 and |3, 1〉 as a function of S3. The
effective efficiency η at BChl 3 is plotted alongside to show that its trend is dominated
by state |3, 1〉. The coloured dots represent the actual data while the grey lines are the
fitted curves (simple polynomial fitting using MATLAB’s basic fitting tool).
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on the efficiency. For each plot in Figure 4.10 (and 4.11), only ωvibm for pigment m is
varied while the vibrational frequencies for the rest of the pigments are fixed to that
of the original. Meanwhile, the larger than average ωvib3 decreases the |E2,0−E3,1| gap,
which intuitively should enhance EET to the target site. However, as shown in Figure
4.10(c), while η initially increases with ωvib3 , there is a rather sharp drop in η from
around ωvib3 = 170 cm
−1 onwards. An inspection of all the other ηm,vms reveals that
this decrease in η is accompanied by a rise in η1,0 and η2,0 (Figure 4.10(c)). This implies
that a competition between the vibronic enhancement at BChl 3 and the backflow to
BChls 1 and 2 due to the decreased corresponding energy gaps dictates the optimal
vibrational frequency. We note that even though the FMO ωvib3 falls in the region
after the optimal frequency, it is nevertheless not too far from this optimal region and
therefore not overly detrimental to the efficiency.
The ωvib3 s for the pigments not on the dominant pathway (consisting of BChls 4
— 7) are also somewhat optimized. As observed in Figures 4.11(a) and (b), both the
realistic ωvib4 (164.90 cm
−1) and ωvib6 (165.97 cm
−1) are located near the optimal region
and before the sharp fall in η (from around 183 cm−1 and 173 cm−1 respectively). We
observe that the drop in η is attributed to more energy flow being diverted towards
the non-dominant pathway. This is particularly true for ωvib6 due to the small gap
between E8,0 and E6,1, in which case a small increase in E6,1 can render the energy
levels resonant with each other. Lastly, we point out that for BChls 5, 7 and 8, the
correlation between η and ωvibm is rather insignificant, and as such, the related discussion
and plots are omitted.
4.3.3 Interplay between intermolecular and intramolecular con-
tributions
We verify that even with the inclusion of the 168 cm−1 mode, the realistic λm configu-
ration remains highly optimized (Figure 4.12), with the FMO λm configuration falling
in the 86th percentile of efficiency when compared to 400 other random configurations.
Note that in the previous chapter, the histogram of efficiencies was obtained in the ex-
citon basis while in this work, the efficiencies were computed in the site basis, although
this should not affect the general conclusion. It is then natural to question if this high
degree of optimization is simply attributed to the electronic part of the transport (i.e.




















































Figure 4.9: Vibronic energy levels Em,vm corresponding to the states |m, vm〉 for all the
pigments in the FMO complex (left half for the dominant pathway and right half for
the rest of the pigments). Only the Em,1 energy levels are affected by the modification
of ωvibm . The red and blue horizontal lines correspond to the Em,1 energy levels for the
case of the original site-dependent ωvibm and site-independent ω
vib respectively.
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Figure 4.10: Effect of vibrational frequency tuning for the dominant EET pathway.
Efficiency η and time-averaged population of state (a) |1, 1〉 as a function of ωvib1 , (b)
|2, 1〉 as a function of ωvib2 and (c) |1, 0〉 and |2, 0〉 as a function of ωvib3 . The coloured dots
represent the actual data while the grey lines are the fitted curves (simple polynomial
fitting using MATLAB’s basic fitting tool).
85

















































Figure 4.11: Effect of vibrational frequency tuning for the pigments not on the dom-
inant EET pathway. (a) Efficiency η and time-averaged population of state |4, 1〉 as
a function of ωvib4 and (b) total time-averaged population for the initial excitation
site (black dots), pigments on the dominant pathway other than the initial excitation
site (red dots) and the rest of the pigments (blue dots) as a function of ωvib6 . Here
ηm = ηm,0 +ηm,1. Notice how the decline in EET in the dominant pathway corresponds
to a rise in EET in the non-dominant pathway. In both (a) and (b), the coloured dots
represent the actual data while the grey lines are the fitted curves (simple polynomial
fitting using MATLAB’s basic fitting tool).
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Figure 4.12: Histogram of efficiencies η for 401 random λm configurations (includ-
ing the original) obtained for the vibronic system with the 168 cm−1 mode. All the
random configurations have the same mean, maximum and minimum as that of the
original. The red and green vertical lines represent the original and corresponding
site-independent λm configuration respectively.
Coherent and incoherent vibronic transport
An increase in environmental dissipation can decrease vibronic enhancement of a co-
herent type but enhance incoherent vibronic transport and vice versa. As such, site
variation in reorganization energies can potentially be used as a design principle to
enhance(inhibit) EET through favourable(unfavourable) channels based on the mech-
anism of vibronic transport. Here we mainly focus on the |m, 0〉 → |n, 1〉 type of
channels and neglect the less significant |m, 1〉 → |n, 1〉 type of channels.
We observe instances where the time-averaged population ηn,1 of a particular state
|n, 1〉 decreases with reorganization energy as well as instances of the contrary, suggest-
ing that both coherent and incoherent vibronic mechanism take place in the presence
of the 168 cm−1 mode. In each instance, the reorganization energy at only one site is
varied while the rest are fixed to that of the original values. For the dominant pathway,
the net mechanism involving (|8, 0〉 → |1, 1〉, |1, 0〉 → |2, 1〉 and |2, 0〉 → |3, 1〉) appears
mainly coherent, as shown in Figure 4.13. This is not surprising considering the small
excitonic gaps pertaining to these channels. Here we use the term “net” to account
for indirect contribution from other channels since the system is larger than a dimer.
However it is likely the observed characteristic is largely determined by the dominant
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channels. Note here that the contradictory trend for the λ2 curve (Figure 4.13(c)) is
not an indication of incoherent transport. This can be explained by the fact that a
larger λ2 simply increases (dissipative) transport to state |2, 0〉, and consequently to
state |3, 1〉.
We then see that the larger than average values of λ8 and λ2 (Table 3.1) can con-
tribute to suppression of EET to the unfavourable |8, 0〉 → |1, 1〉 and |1, 0〉 → |2, 1〉
channels respectively. At the same time, this larger than average λ2 is not detrimen-
tal to the coherent vibronic enhancement at the target site, but rather supports it.
Additionally, these larger values of reorganization energies speed up dissipative elec-
tronic transport along the dominant pathway. In other words, the contradictory nature
of the favourable and unfavourable channels creates an efficient optimization design
since it simultaneously allows the suppression of unfavourable EET and enhancement
of favourable EET. Finally, note the interplay between the inter- and intramolecu-
lar electron-phonon parameters: the larger than average λ8 together with the smaller
than average ωvib1 impede EET along the unfavourable |8, 0〉 → |1, 1〉 channel, while
the larger than average λ2 together with the smaller than average S2 both support
EET along the favourable |2, 0〉 → |3, 0〉 channel as well as suppress EET along the
unfavourable |1, 0〉 → |2, 1〉 channel.
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Figure 4.13: Time-averaged population of state (a) |1, 1〉 as a function of λ1 and λ8,
(b) |2, 1〉 as a function of λ1 and λ2 and (c) |3, 1〉 as a function of λ2 and λ3. The
coloured dots represent the actual data while the grey lines are the fitted curves (simple
polynomial fitting using MATLAB’s basic fitting tool).
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4.4 Concluding remarks
To summarize, we have presented evidence of EET optimization in the FMO com-
plex via the tuning of site-dependent intramolecular electron-phonon coupling. In the
presence of the 168 cm−1 vibrational mode, EET to the target site of BChl 3 is en-
hanced compared to the purely electronic case, although the dominant EET pathway
remains unchanged. In fact, the presence of this mode mainly increases EET along
the dominant pathway. The source of the optimization was traced to the tuning of
site-dependent Huang-Rhys factors and vibrational frequencies such that favourable
EET is enhanced while unfavourable EET to channels detracting from the dominant
pathway is suppressed. We also found evidence of interplay with the site-dependent in-
termolecular electron-phonon coupling which further optimizes EET to the target site.
This interplay was aided by the contradictory nature of some of the favourable and un-
favourable channels, where the large reorganization energies on the dominant pathway
simultaneously suppress EET along the unfavourable coherent vibronic channels while
supporting EET along the favourable incoherent electronic channels.
Among the pigments, BChl 2 appears to be the most noteworthy. For one, it is
the main and necessary source of vibronic enhancement at BChl 3 where the 168 cm−1
vibrational mode is concerned. This pigment also possesses outlying values for all the
bath parameters discussed in this work (S2, ω
vib
2 and λ2), and they all contribute to
the optimization of EET. Notably, the small S2 alone simultaneously enhances EET to
the target site (both vibronically and electronically) as well as suppresses EET along
an unfavourable vibronic channel. Interestingly, BChl 4 does not contribute to the
vibronic enhancement observed at BChl 3 despite the associated resonant excitonic
energy gap and relatively strong coupling.
90
Chapter 5
Optimization of vibronic excitation
energy transfer in the PC645
complex
5.1 Overview
As already mentioned in the Introduction chapter, the PC645 complex consists of
eight light-absorbing bilins of three different types , i.e. MBV18A, MBV18B, DBV50C ,
DBV50D, PCB58C , PCB58D, PCB82C and PCB82D (Figure 1.3). This particular set
of bilins provides a survival advantage to the cryptophyte algae in two ways. First, it
broadens the spectral range available for light-harvesting. Secondly, these bilins absorb
sunlight in a different spectral region from that of other plants and most algae (which
are usually chlorophyll-based), thus avoiding competition [130].
The light-harvesting process in PC645 begins with photoexcitation of the strongly-
coupled DBV dimer at the centre of the complex. Unlike the unidirectional funnel of
the FMO complex, EET in the PC645 complex is more multidirectional, where the
exciton flows out from the core to the peripherial bilins. To facilitate transfer to the
reaction centre, the excitation must first be down-converted to the low energy PCB82s
which is more energetically compatible with the chlorophyll-based reaction centre. The
down-conversion from the high energy (donor) bilins to the low energy (acceptor) bilins
occurs over a significant energy gap (≈ 1600 cm−1 on average), yet experiments have
shown that this energy transfer channel is surprisingly efficient [131]. Since this cannot
be explained by a purely electronic transport, it is believed that this down-conversion
process is of vibronic nature, where the excess energy is dissipated through the exci-
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tation of strongly-coupled intramolecular vibrational modes. Interestingly, there exists
a strongly-coupled mode at approximately 1600 cm−1 which is particularly prominent
on the acceptor PCB82s. Dean et. al. [130] attributed this down conversion process
to a coherent vibronic transport. In fact, most of the work on vibronic transport in
light-harvesting complexes have adopted this view. However recent work from the
Aspuru-Guzik group [36, 37] proposed that the vibronic transport in PC645 is in fact
incoherent, and argued that such incoherent transport is more robust. Whether a
vibronic transition occurs coherently or incoherently depends on factors such as the
strength of the system-bath coupling, the magnitude of the vibronic coupling, and the
energetic disorder. Generally, weaker system-bath coupling, and a strong or compara-
ble vibronic coupling relative to the vibronic energy gap (i.e. the energy gap between
the |m, 0〉 and |n, 1〉 states in question) tend to support coherent transport.
In many cases, the site energies of light-harvesting complexes are acquired through
fitting of experimental spectra, which can only be obtained on an ensemble of com-
plexes. Due to this limitation, theoretical studies typically employ a single ensemble-
averaged Hamiltonian even on the flexible bilin-based PC645, where the electronic
configuration is not fixed. For instance, previous theoretical work on PC645 by Blau
et. al. [36] and Huo et. al. [132] used the experimentally-obtained ensemble-averaged
site energies from Mirkovic et. al. [133]. As already pointed out, it has not been justi-
fied that such an approach can provide accurate representation of EET in PC645. To
address this issue, we investigate for the first time, energy transport in PC645 in the
presence of varying electronic configurations. Apart from the configuration-dependent
Hamiltonians, we also employ configuration-dependent intramolecular spectral densi-
tites, with both computed using quantum chemistry methods by the Coker group.
It must be mentioned that the energetic ordering of the bilins in this work is also
on average somewhat different to that from Mirkovic et. al., where the MBV bilins
are energetically intermediate. Due to ambiguity of the relative orientation of water
molecules near the MBVs, two forms of PC645 were considered by the Coker group
in ref. [56] — one where all the bilins are fully protonated (referred to as HPC645),
and another where the MBVs are unprotonated (referred to as simply PC645). The
Hamiltonians used in this chapter are that of the unprotonated form of PC645. Com-
parison between computed and experimental absorption and circular dichroism (CD)
spectra shows better agreement for the unprotonated form [56], leading to the belief
that this is more likely the true form. While there is little change in the electronic
couplings upon MBV deprotonation, the deprotonation leads to a significant change
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Figure 5.1: Mean site and exciton energies for the case of protonated MBVs (HPC645,
left) and unprotonated MBVs (PC645, right). The standard deviation of site and
exciton energy fluctuations across the 308 Hamiltonian ensembles is indicated by the
error bars. Figure adapted from ref. [56].
in the MBV energies from the protonated state. The mean energies of the MBVs in-
creases by approximately 0.3 eV such that their site energies are on average larger than
that of the DBVs and thus joins the upper manifold of donor bilins, in contrast to the
protonated case where the MBV energies are quasi degenerate with the PCBs in the
lower manifold of acceptor bilins (Figure 5.1). However, the deprotonation also more
than doubles the site energy fluctuations such that the site energy ordering between
the MBVs and DBVs vary across the configurations.
In addition, the deprotonation also has the effect of enhancing the electron-phonon
coupling. As we shall see in Section 5.2, the intermolecular reorganization energies
of the unprotonated MBVs are about three times larger than that of the other fully-
protonated bilins. Similarly, the intramolecular spectral densities of the MBVs are also
significantly amplified, and interestingly, a slight enhancement (≈ 20%) is also observed
for PCB82D. The deprotonation seems to affect some modes more than others, e.g. the
mode near 1600 cm−1 is particularly enhanced for both the MBVs and PCB82s.
The purpose of the work in this chapter is to investigate the source of the light-
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harvesting robustness of PC645 despite the significant electronic variation from config-
uration to configuration. Because all prior theoretical investigations on energy trans-
port in PC645 have employed a single ensemble average Hamiltonian, this question has
never been properly addressed. Here we propose that the source of the robustness lies
in the presence of multiple possible EET pathways — that is, whenever a change in
configuration shuts down certain EET pathways, alternative pathways are “activated”
in exchange. We argue that these multiple pathway possibilities can be achieved sim-
ply through the presence of multiple strongly-coupled intramolecular modes spanning
a broad range of frequencies and more than one target site. We then proceed to show
that energy transport along these vibronic EET channels is predominantly incoherent
for the ensemble of configurations.
5.2 Numerical setup
The investigation was performed on 308 inherent structure configurations of PC645,
where each configuration is represented by a different electronic Hamiltonian. The
configurations were sampled from Molecular Dynamics trajectories spaced approxi-
mately 100 ps apart. For reference, the mean Hamiltonian averaged over the 308 sets
of configuration-dependent Hamiltonians, is presented below (in units of cm−1):
Hs =

2248.65 10.85 78.16 17.21 3.42 49.04 2.03 66.83
10.85 1623.6 34.89 43.41 53.43 212.26 31.91 17.50
78.16 34.89 45.44 11.16 2.37 24.41 10.84 10.67
17.21 43.41 11.16 0.00 69.27 19.86 12.38 9.83
3.42 53.43 2.37 69.27 2395.28 11.05 77.65 16.01
49.04 212.26 24.41 19.86 11.05 1785.55 33.71 48.93
2.03 31.91 10.84 12.38 77.65 33.71 144.37 11.82
66.83 17.50 10.67 9.83 16.01 48.93 11.82 105.69

Here the numbering of the rows/columns of Hs correspond to the chromophores as
follows: (1) MBV18A, (2) DBV50C , (3) PCB58C , (4) PCB82C , (5) MBV18B, (6) DBV50D,
(7) PCB58D and (8) PCB82D. Following the same convention as before, the mean
site energies shown here have been recalibrated to be relative to the lowest mean site
energy, which in this case is PCB82C . Note that the mean electronic couplings had to
be computed from the absolute value of the electronic couplings due to their random
sign changes in each configuration [56]. Note also that the electronic couplings from
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each of the configuration-dependent Hamiltonian have been multiplied with a value of
0.72 [134] to account for screening effects from the environment [56].
In principle, there should be one set of site-dependent intramolecular spectral den-
sities per configuration. However, due to the high computational cost required to
compute site-dependent spectral densities for each and every configuration, a different
set of spectral densities was calculated only after every 18 — 20 configurations, re-
sulting in only 16 sets of spectral densities altogether. This approach is based on the
assumption that there should be little variation in the electron-phonon coupling within
a short period of time (source: personal communication with Professor David Coker).
A more detailed explanation on the computation of the Hamiltonians and intramolec-
ular spectral densities can be found in the Supporting Information of ref. [56]).
The same intermolecular spectral density was assigned to each of the 308 config-
urations, where once again, we employ the Drude-Lorentz representation. Pairs of
chromophores of the same type were assigned the same reorganization energies:
PCB82C and PCB82D: 42.46 cm
−1
PCB58C and PCB58D: 53.71 cm
−1
DBV50C and DBV50D: 42.45 cm
−1
MBV18A and MBV18B: 147.54 cm
−1
All the chromophores were assigned the same cutoff frequency of 812.5 cm−1. It
must be mentioned here that the computation of realistic intermolecular spectral densi-
ties is still a work in progress for the Coker group. The bath parameter values assigned
here were obtained from averaged values or approximations from preliminary results.
Nevertheless, these set of values still reflect the important site variation, notably the
much larger reorganization energy for the MBVs. Since we are only interested in in-
vestigating the robustness of vibronic EET, these approximate values are not expected
to overly affect the key conclusions.
An inspection of the intramolecular spectral densities (Appendix B.2) reveals a
number of prominent peaks with frequencies up to 1700 cm−1, corresponding to vibra-
tional modes which are strongly-coupled to the electronic system. For the work here,
we consider four of the most strongly-coupled intramolecular modes, i.e. the modes
around 960 cm−1, 1270 cm−1, 1400 cm−1, 1600 cm−1. These modes are however, treated
separately, i.e. at each instance, only one of these modes is incorporated into the sys-
tem Hamiltonian, on each site, as in the previous chapter. The site-dependence of
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the Huang-Rhys factors and frequencies of the intramolecular modes are also incorpo-
rated, although in this work, we do not investigate EET optimization in relation to the
site-dependence. As before, the intramolecular spectral densities for PC645 (Appendix
B.2) are constructed by Gaussian-broadening the discrete modes. However, the widths
are twice that of FMO resulting in many partially resolved neighbouring peaks due
to significant overlap between broadened modes. One particular broadened mode can
in fact have significant contribution to two neighbouring peaks in the spectral density.
This leads to ambiguity in assigning the cluster of modes which contribute to a selected
effective peak. As such, the approach we have used in the previous chapter to compute
the effective intramolecular vibrational frequencies and Huang-Rhys factors becomes
problematic. Note however, that the broadening is still small enough that the nor-
malization constant Am ≈ 1 for all m (eq. 4.1). Furthermore, the approach from the
previous chapter requires manual inspection to select the cluster of modes which when
summed up reproduces the peak of interest. However, this would be infeasible for the
work here due to the sheer number of spectral densities involved, since in this work,
not only are the spectral densities both site-dependent and configuration-dependent,
but multiple vibrational modes are also considered.
In order to maintain a consistent and efficient assignment over all the different con-
figurations as well as sites, we devised a different approach to extract the intramolecular
vibrational frequencies and Huang-Rhys factors. First we note that the strength of the
intramolecular electron-phonon coupling is indicated by the height of the peaks in the
intramolecular spectral density. This peak height is in turn influenced by both the
Huang-Rhys factors of overlapping broadened modes (which determine the height of
each broadened mode) as well as the amount of overlap between those modes (which is
determined by both the distance between the modes and the degree of broadening). If
we instead imagine the particular peak as one effective broadened mode with a height
of heffm,j′ , we can equate h
eff
m,j′ to the height of a Gaussian-broadened mode from eq. 4.1,








where σ = 14 cm−1 and ωeffm,j′ is the frequency of the effective mode j
′, which is
determined as the frequency of the highest peak in the vicinity of the frequency of
interest.
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where Seffm,j′ is the Huang-Rhys factor of the effective mode. With this approach, our
parameters of interest ωeffm,j′ and S
eff
m,j′ can be easily and efficiently computed using a
computer programme. We have also confirmed the validity of this approach by testing
on selected well-resolved peaks of the intramolecular spectral densities, where we found
reasonable agreement between the effective Huang-Rhys factors computed using this
method and the method from the last chapter.
For the purpose of comparison, we also assign an ensemble-averaged configuration
which corresponds to the mean Hamiltonian presented at the beginning of this section.
The site-dependent ensemble-averaged intramolecular parameters for this configuration
is obtained by averaging the Huang-Rhys factors and vibrational frequencies over the
308 ensemble members, for each intramolecular mode investigated in this work.
The initial electronic excitation was assigned as localized on DBV50D in the ground
vibrational state as in ref. [36], while the target sites are the PCB82C and PCB82D
bilins [36,37,131]. We also assume, as before, that for each pigment m, both the |m, 0〉
and |m, 1〉 states are subjected to the same intermolecular electron-phonon interac-
tion. Finally, as in the previous chapter, all computation of the exciton dynamics is
performed using the CMRT method, for the temperature of 300 K.
5.3 Results and discussion
To give an idea of important EET pathways in PC645, we present a schematic of the
PC645 structure in Figure 5.2, where the most significant mean electronic couplings
are shown. From Figure 5.2, we identify six channels with non-negligible electronic
coupling between a donor bilin in the upper energy manifold and each of the acceptor
PCB82s. These channels are: DBV50D(C) → PCB82D(C), MBV18A(B) → PCB82D(C) and
DBV50C(D) → PCB82D(C). Figure 5.3 shows the distribution of the site energies over
the ensemble of 308 configurations. This spread of energies leads to a corresponding
distribution of site energy gaps — shown in Figures 5.4 and 5.5 are the histograms of
site energy gaps for the aforementioned channels. In particular, both the mode and
mean energy gap (which is obviously also the ensemble average energy gap) for the
DBV → PCB channels are in the vicinity of 1600 cm−1.
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The observation that a number of these energy gaps are comparable to the fre-
quencies of strongly-coupled intramolecular modes suggests that these channels could
potentially participate in vibronic energy transport to the target sites. Note that un-
like in the existing literature where only the DBV core → PCB channel (bridged by
the 1600 cm−1 mode) is usually considered as the vibronic channel of interest, we also
consider the MBV → PCB82 channels due to the different MBV energetic ordering in
the unprotonated system used here. That said, we would still expect the DBV50D(C)
→ PCB82D(C) channels to be the dominant contributor to vibronic EET, taking into
account the strength of the electronic coupling, the overlap between the distribution
of energy gaps and the frequencies of the intramolecular modes and the fact that this
channel enables direct exciton transfer from the source to the target site.
The absence of strongly-coupled modes with frequencies over 1700 cm−1 suggests
that intramolecular modes with frequencies higher than that are unnecessary for EET
for all or at least most of the accessible PC645 configurations. Interestingly, as evident
in Figures 5.4 and 5.5 there is significant dispersion in the energy gaps — as we can
see, the energy gaps can be as large as 3000 — 4000 cm−1. These large energy gaps
may seem unbridgeable with the available intramolecular modes. However, due to a
combination of multiple possible EET pathways, and the shape of the distribution
(i.e. symmetrical distribution about the mean, with extreme energy gaps being much
less probable than intermediate ones), the contribution of these unbridgeable energy
gaps can become statistically insignificant. In other words, most of the configurations
are likely to have at least one pathway where the energy gaps are small enough to
be bridgeable by existing intramolecular modes, or able to support purely electronic
transport. Indeed, when we checked the energy gaps of the six channels mentioned
above for the ensemble of configurations, we found that approximately 99% of the
configurations have at least one channel with an energy gap below 2000 cm−1. Even
if only the two dominant channels, DBV50D → PCB82D and DBV50C → PCB82C are
considered, around 96% of the configurations have at least one energy gap which is
smaller than 2000 cm−1 (75% and 83% respectively if only one of them is considered).
Using a very similar measure of efficiency as in the past two chapters, we quantify
the EET efficiency for each ensemble member as the average total population at the







where P82(t) = P82C,v=0(t)+P82C,v=1(t)+P82D,v=0(t)+P82D,v=1(t) is the time-dependent
total population at the two PCB82 bilins, taking into account both the excited and
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Figure 5.2: PC645 structure showing the mean absolute values of electronic couplings,
to provide a general guideline of typical EET pathways and exciton delocalization
in PC645. Taken from ref. [56]. Strong couplings are denoted by thick lines and
weak couplings by thin lines. Electronic couplings between two pigments which are
of comparable magnitude to the corresponding site energy difference are indicated
by black lines. Such a scenario can support exciton delocalization between the two
pigments in question. Electronic couplings which are an order of magnitude smaller
than their corresponding site energy differences are represented by grey lines. In these
situations, exciton delocalization over the pigments in question is not possible, unless
a bridging vibrational mode is present.
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Figure 5.3: Distribution of site energies of PC645 over 308 configurations. Histograms
are coloured according to chromophore type — MBVs: red, DBVs: blue, PCB58s:
magenta, PCB82s: green. Note that the site energies here are the “actual” site energies,
























































Figure 5.4: Distribution of site energy gaps ∆Em = Edonor − E82C between a donor
bilin and the target site of PCB82C for the donor bilin of (a) MBV18B, (b) DBV50C , and


























































Figure 5.5: Distribution of site energy gaps ∆Em = Edonor − E82D between a donor
bilin and the target site of PCB82D for the donor bilin of (a) MBV18A, (b) DBV50D, and




5.3.1 Multiple possible EET pathways as a source of robust-
ness
Figure 5.6 depicts the η distribution of the 308 configurations in the absence of in-
tramolecular vibrational modes. As we can see, the efficiency of the purely electronic
EET is generally poor — the distribution is positively skewed with a large proportion
of the configurations with η < 0.05 and no configurations with η exceeding 0.2. The
mean η of the ensemble is only 0.0355 while the efficiency of the ensemble-averaged
configuration is even lower with η = 0.0092. In contrast, the presence of strongly-
coupled intramolecular modes statistically enhances EET considerably, as can be seen
in Figure 5.7 where we have selected the best η obtained from among the four in-
tramolecular modes. We now observe a somewhat symmetrical distribution with a
significantly improved distribution mode (η ≈ 0.25) and wider range, with η reaching
as high as approximately 0.6. Both the mean and ensemble average η are also larger
than 0.1 (0.2459 and 0.1537 respectively). Inspection of the data reveals that nearly
all of the configurations experience improvement in η with approximately 88% of the
configurations having η > 0.1.
For comparison, we also present the η distributions corresponding to the individual
contribution from each of the intramolecular modes investigated in this work (Figure
5.8). Not surprisingly, we also observe statistical improvement in η compared to the
purely electronic case (Figure 5.6) for each of the intramolecular mode, as reflected by
the range, mean and mode of the distribution. Nevertheless, the improvement obtained
with each intramolecular mode considered separately is still significantly smaller than
that observed in Figure 5.7, and even the skewness in the η distribution is still present.
These observations are perhaps not too surprising considering the vastly changing
energy gaps of PC645 from configuration to configuration. In this case, the presence of
multiple bridging intramolecular modes spanning a broad range of frequencies would be
necessary to ensure that at each instance, at least one vibronic channel can effectively
participate in EET.
It is also interesting to note that the best ensemble average and mean η is achieved
for the 1400 cm−1 mode, and not for the frequently-mentioned 1600 cm−1 mode. This
is perhaps not too surprising — considering the DBV dimer is delocalized in many
of the configurations as well as the ensemble average configuration, it may be more
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Figure 5.6: Histogram of efficiencies η for the configuration-dependent ensemble of
PC645 in the absence of intramolecular modes. Red and green vertical lines represent
the mean and ensemble average η respectively.
appropriate to view resonance in terms of the excitonic basis (although the site basis
should still be able to provide a general guide). For the ensemble average configuration,
we notice that the excitonic gaps between the lower energy DBV exciton (exciton 5)
and each of the PCB82s are in fact approximately 1400 cm
−1.
Another possible source of robustness is the presence of more than one target site
which also increases the number of EET pathways. Obviously, by virtue of having
two target sites instead of just one, improved light-harvesting efficiency is expected
since the contribution from both the target sites are summed up. However, here we
are more interested in the aspect of robustness — since EET pathways are affected by
electronic (as well as electron-phonon) fluctuations, it is reasonable to expect that there
may be instances when energy transport to a selected target site becomes inefficient or
completely shuts down. This problem may be alleviated if there is an additional target
site which is accessible via alternative EET pathways.







































Figure 5.7: Histogram of efficiencies ηmax for the configuration-dependent ensemble of
PC645 in the presence of a single intramolecular mode on each site with frequency of
either ≈ 960 cm−1, 1270 cm−1, 1400 cm−1 or 1600 cm−1, where ηmax is the largest η
among the four. Red and green vertical lines represent the mean and ensemble average
ηmax respectively.
The magnitude of this quantity reflects the degree of imbalance in the time-averaged
population between the two target sites, where ΘCD = 0 denotes equal time-averaged
population at both PCB82C and PCB82D. In Figure 5.9, we present the histograms of
ΘCD, where ΘCD has been obtained for the vibronic system corresponding to each of
the intramolecular modes. We observe that the mean and mode of the distribution,
as well as the ensemble average ΘCD, are all located in the vicinity of ΘCD ≈ 0. This
may not be surprising considering the rather symmetrical averaged electronic coupling
configuration (Figure 5.2) and energy gaps involving the two target sites (Figures 5.4
and 5.5). Nevertheless, we still see a rather significant deviation from this balanced
average configuration as reflected by the broad (and somewhat symmetrical) spread in
ΘCD. The time-averaged population at one of the target site can reach up to 40 — 200
times that at the other target site, where in the extreme cases, the larger time-averaged
population can be around 0.1 to 0.2 while the corresponding time-averaged population
on the counterpart target site is only on the order of 0.001. In other words, if only
either PCB82C or PCB82D functions as the target site, there would be a higher risk
of energy transfer shutting down or falling below a functional level as PC645 switches
from configuration to configuration.
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Figure 5.8: Histogram of efficiencies η for the configuration-dependent ensemble with
the inclusion of a single intramolecular mode on each site with frequency around (a)
960 cm−1, (b) 1270 cm−1, (c) 1400 cm−1 and (d) 1600 cm−1. Red and green vertical









































































Figure 5.9: Histogram of ΘCD reflecting the imbalance in time-averaged population
between the two target sites in the presence of a single intramolecular mode on each
site with frequency around (a) 960 cm−1, (b) 1270 cm−1, (c) 1400 cm−1 and (d) 1600
cm−1. Red and green vertical lines represent the mean and ensemble average ΘCD
values respectively.
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5.3.2 Mechanistic regime of vibronic transport to target sites
Next we evaluate for the ensemble, if vibronic transport (i.e. of type |m, 0〉 → |n, 1〉)
along the channels listed in Section 5.3 are predominantly coherent or incoherent.
Because each target site is coupled to seven other bilins, exciton transfer to the target
site is actually a collective contribution from multiple channels. In order to investigate
each channel individually, we must first ensure that energy transport to the relevant
target site can only proceed via a single channel at a time. This can be achieved by
removing all couplings to the target site that do not involve the channel in question.
All other couplings are kept intact. For example, suppose we are interested in the
DBV50D → PCB82D channel. We would then remove the couplings between PCB82D
and all the other bilins except for DBV50D, for each ensemble member.
In Figure 4.13 of the previous chapter, we have used the relationship between EET
efficiency and system-bath coupling strength to identify the mechanistic regime of vi-
bronic transport in selected channels. However, sampling over a range of reorganization
energies may not be computationally practical here due to our large ensemble, with six
channels for each ensemble member. Thus we use a simpler test where only two reor-
ganization energies are considered, of which one of them is the original value. First, we
prepare another ensemble similar to the original with the couplings similarly removed,
except with the reorganization energy of the relevant target site (e.g. PCB82D in our
example) increased to four times that of its original value. We shall call this new en-
semble the “modified ensemble”. Next we compute the time-averaged population of








where α ≡ 82C or 82D represents the relevant target site and β ≡ λ or 4λ refers
to the original or modified ensemble respectively. From comparison of ηλα,v=1 and
η4λα,v=1 between corresponding members of the original and modified ensemble, we can
identify the mechanistic regime of each ensemble member. That is, we would expect
η4λα,v=1 < η
λ




α,v=1 for an incoherent
regime. Based on this reasoning, we characterize the mechanistic regime using a simple







where Θ4λ,λ > 0 signifies an incoherent regime while Θ4λ,λ < 0 denotes a coherent
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regime.
Note here that we have chosen a four-fold increase in reorganization energy to en-
sure it is large enough to cause a noticeable change in efficiency and to avoid inaccurate
results due to data noise, yet realistic enough for PC645 (since the resulting reorgani-
zation energy is comparable to that of the MBVs). Note also that by assigning reorga-
nization energies within a realistic range, we also ensure we are working in the optimal
EET regime of Environment-assisted Quantum Transport (ENAQT), which falls in the
intermediate regime between the quantum and classical extremes [11, 38, 45–48]. This
regime is fairly broad such that the variations in the reorganization energies used in
this thesis appear more like “perturbations” in comparison. In other words, a four-fold
increase in reorganization energy is not large enough to cause the optimal region to be
overshot. In this regime, any improvement in efficiency with increased reorganization
energy can be safely attributed to a mechanism that favours classical photosynthetic
transport and vice versa. If the reorganization energy is increased to unphysical values
however, the quantum Zeno effect, which impedes transport, may come into play, and
we may observe a decrease in efficiency regardless of the system design.
Figures 5.10 — 5.15 show the ensemble distribution of Θ4λ,λ for all the six EET
channels, for each of the four intramolecular vibrational modes. It is clear that for
the majority of the configurations, vibronic transport falls in the incoherent regime,
consistent with the findings in refs. [36,37], where the studies were performed using an
ensemble-averaged model dimer system. For the dominant DBV50D(C) → PCB82D(C)
channels, the percentage of configurations experiencing incoherent vibronic transport
is more than 90% while for the DBV50C(D) → PCB82D(C) channels the percentage is
around 83 — 87%. Interestingly, the MBV18A(B)→ PCB82D(C) channels show the weak-
est predominance of incoherent vibronic transport (around 60 — 71% of the ensemble)
despite the much larger reorganization energies of the MBVs relative to the electronic
coupling, suggesting this could be due to network connectivity. Nevertheless, as al-
ready mentioned, the contribution of the DBV50D(C) → PCB82D(C) channels towards
vibronic EET dominate over that of the other channels — this has also been confirmed
by comparing the distribution of ηλα,v=1 for each channel. Also, from Figures 5.10 —
5.15, we can see that the peaks of the Θ4λ,λ histograms are generally located further
from zero (and positively-valued) for the DBV50D(C) → PCB82D(C) channels compared
to that of the other four channels, which are mostly centred around zero. This suggests
a stronger incoherent nature of the DBV50D(C) → PCB82D(C) channels.








































































Figure 5.10: Histogram of Θ4λ,λ reflecting the mechanistic regime of vibronic transport
along the DBV50C → PCB82C channel, in the presence of a single intramolecular mode
on each site with frequency around (a) 960 cm−1, (b) 1270 cm−1, (c) 1400 cm−1 and





































































Figure 5.11: Histogram of Θ4λ,λ reflecting the mechanistic regime of vibronic transport
along the DBV50D → PCB82D channel, in the presence of a single intramolecular mode
on each site with frequency around (a) 960 cm−1, (b) 1270 cm−1, (c) 1400 cm−1 and













































































Figure 5.12: Histogram of Θ4λ,λ reflecting the mechanistic regime of vibronic transport
along the MBV18B → PCB82C channel, in the presence of a single intramolecular mode
on each site with frequency around (a) 960 cm−1, (b) 1270 cm−1, (c) 1400 cm−1 and














































































Figure 5.13: Histogram of Θ4λ,λ reflecting the mechanistic regime of vibronic transport
along the MBV18A → PCB82D channel, in the presence of a single intramolecular mode
on each site with frequency around (a) 960 cm−1, (b) 1270 cm−1, (c) 1400 cm−1 and








































































Figure 5.14: Histogram of Θ4λ,λ reflecting the mechanistic regime of vibronic transport
along the DBV50D → PCB82C channel, in the presence of a single intramolecular mode
on each site with frequency around (a) 960 cm−1, (b) 1270 cm−1, (c) 1400 cm−1 and






































































Figure 5.15: Histogram of Θ4λ,λ reflecting the mechanistic regime of vibronic transport
along the DBV50C → PCB82D channel, in the presence of a single intramolecular mode
on each site with frequency around (a) 960 cm−1, (b) 1270 cm−1, (c) 1400 cm−1 and
(d) 1600 cm−1. Red and green vertical lines represent the mean and ensemble average
Θ4λ,λ values respectively.
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actually correspond to negligible vibronic transport, i.e. ηλα,v=1 ≈ 0, we also check that
our conclusion of a predominantly incoherent vibronic transport still holds when con-
sidering only the Θ4λ,λ values corresponding to appreciable vibronic transport. To this
end, we select only the Θ4λ,λ values corresponding to η
λ
α,v=1 > 0.05 from all the Θ4λ,λ
depicted in Figures 5.10 — 5.15. This new ensemble represents all possible vibronic
exciton transfer which could play a non-negligible role in PC645 down conversion. In-
deed, we notice that approximately 78% of this new ensemble of Θ4λ,λ are positively
valued, signifying a predominantly incoherent vibronic transport mechanism.
Although a coherent vibronic mechanism may be associated with a faster exciton
transfer rate compared to an incoherent mechanism, it is also less robust against ener-
getic disorder [36,37]. This is because coherent vibronic transport involves transient de-
localization over the donor and acceptor states, and is best supported by energetic res-
onance or near-resonance between a strongly-coupled donor and vibrationally-excited
acceptor state. Since the PC645 complex experiences both electronic and electron-
phonon fluctuations, EET robustness provided by an incoherent type of vibronic trans-
port may be much more important than achieving coherent speed-up for only a subset
of configurations with energetic resonance.
5.3.3 Validity of ensemble average in representing ensemble
Here we comment on the legitimacy of using the ensemble average configuration to
represent EET in PC645, based on the results we have presented. First we note that
many of the histograms span a rather broad range of parameter values. As such, a
single number, be it the ensemble average value or the mean of the distribution, may
not be able to provide a complete picture of the ensemble properties. Also, we see
that even though the ensemble average energy gaps of the vibronic channels coincide
with the mean and mode of the ensemble, this does not necessarily imply that the
computed parameter values will as well. While the ensemble average parameter values
are generally not too far from the peak of the distribution, there are nevertheless
instances where there is significant deviation from either the mode or mean of the
distribution or both. In other words, if we were only given a single ensemble average
configuration to work with, there is no way to tell for certain if the results of our
computation would be representative of the ensemble statistics or not.
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5.4 Concluding remarks
To summarize, we have investigated for the first time, energy transport in the PC645
complex while accounting for the varying electronic configuration (and corresponding
intramolecular electron-phonon couplings). To this end, we have performed numerical
calculations on a large ensemble of possible PC645 configurations, computed via quan-
tum chemistry methods, to obtain the statistics of EET efficiencies and other relevant
parameters.
First, we addressed the important question of how this flexible light-harvesting com-
plex can maintain EET robustness despite possessing an electronic configuration that
changes from time to time, sometimes significantly, in particular with regards to the
energies and corresponding energy gaps. We have demonstrated that the combination
of multiple bridging intramolecular modes spanning a range of frequencies together
with a dual target site configuration can offer a simple yet effective design principle to
maintain EET robustness in PC645. The underlying principle is that these design prin-
ciples increase the number of EET pathways (compared to the case of only one target
site and one intramolecular mode), such that when certain pathways are deactivated
upon a change of configuration, alternative EET pathways are activated in exchange.
For future research, it would be interesting to explore if the PC645 structure with its
dimer core, symmetrical configuration, and multidirectional energy flow, could perhaps
be a design principle to facilitate such robustness, as opposed to say, complexes with a
more directed energy flow such as FMO. Incidentally, such structure is quite common
in phycobiliproteins.
We then established that down conversion in PC645 for the majority of accessible
PC645 configurations predominantly lies in the incoherent vibronic regime, consistent
with the findings from previous work [36,37] on a single ensemble average system. An
incoherent mechanism is more robust against disorders, and thus may be advantageous
for light-harvesting complexes with fluctuating configurations such as PC645.
Finally, we would like to comment that the default approach of using only a single
ensemble average Hamiltonian to investigate EET in PC645 (where usually only the
1600 cm−1 intramolecular mode is considered) may need to be reevaluated. As we have
seen, the electronic configurations of PC645 can vary significantly, impacting the EET
pathways, and that vibrational modes spanning a range of frequencies are needed to
maintain consistently efficient energy transport. While some physical insight can be
obtained through the ensemble average approach, it can neither provide a complete
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In summary, we have investigated photosynthetic EET in the presence of realistic
heterogeneity, pertaining to both the electron-phonon coupling as well as the electronic
system itself. Such heterogeneity has unfortunately been consistently overlooked in this
field due to the complexity in characterizing realistic parameters as well as for the ease
of obtaining physical insight. In photosynthetic complexes, it is not unusual to find non-
negligible site variation in the electron-phonon interaction due to variation in the local
environment of the chromophores. Meanwhile, in some photosynthetic systems such
as the cryptophyte algae, their flexible bilins lead to changeable system configurations
which cannot be accurately characterized by a single fixed Hamiltonian, unlike for
the more rigid chlorophyll-based light-harvesting complexes. In this thesis, we have
studied the EET in two natural light-harvesting complexes with markedly distinct
features — the FMO complex of the green sulfur bacteria as the chlorophyll-based
“rigid” system, and the PC645 complex of marine cryptophyte algae as the bilin-based
“flexible” system. For both systems, we evaluated the EET efficiency as defined by
the exciton population transfer to the target site, as well as explored the EET regime
(i.e. coherent vs. incoherent). There was however, a slight difference in the focus
of the investigation. For the “rigid” FMO with a single fixed electronic Hamiltonian,
the emphasis was on EET optimization in the presence of site-varying electron-phonon
interaction. On the other hand, for the “flexible” PC645, the focus was more on the
EET robustness in the presence of configuration-varying electronic Hamiltonians (and
to a lesser degree, configuration-varying intramolecular electron-phonon coupling).
Another crucial difference associated with the chromophore type is that vibronic
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energy transfer plays a much more significant role in the energy transport of PC645.
PC645 employs three different types of bilins with distinctly different transition en-
ergies to absorb light across a broad frequency range in the visible spectrum, in a
spectral region complementary to chlorophylls. Because chlorophylls operate at longer
wavelengths, energy down-conversion to the lowest energy bilins is required to en-
ergetically match up with the chlorophyll-based reaction centre. To maintain high
efficiency, this down-conversion occurs over large energy gaps with the aid of high fre-
quency intramolecular vibrational modes to bridge the energy gaps. In contrast, the
FMO consists of identical bacteriochlorophylls, resulting in a much flatter energetic
landscape.
We have shown that for both light-harvesting complexes, evolution has optimized
interplay between the electronic system and the vibrational contribution to ensure
efficient EET. For FMO, we found that the site-varying intermolecular reorganization
energies are not simply random, but are in fact highly optimized for efficient EET.
Interestingly, this optimization was observed not only for the conventional target site
of BChl 3, but also for the neighbouring BChl 4, which is not commonly assigned as a
target site despite prior suggestions about its possible role as a linker site to the reaction
centre. More remarkably, we found that EET to the two target sites appear to be largely
uncorrelated and involve contrasting mechanisms, with a dominant incoherent nature
for target site BChl 3 and a strong coherent nature for target site BChl 4. Despite
vibronic EET not playing an overly crucial role in FMO, we also found evidence of
optimization involving the intramolecular contribution for the prominent 168 cm−1
vibrational mode, at least for the target site of BChl 3, although this mode was found
to only degrade EET to BChl 4. Surprisingly, we found that BChl 4 does not contribute
to the vibronic enhancement observed at BChl 3 despite the associated resonant energy
gap and strong electronic coupling. It turned out BChl 2 of the dominant EET pathway
is largely responsible for the vibronic enhancement. We also observed interplay between
the intermolecular and intramolecular contributions which contributes to further EET
optimization. For PC645, we found that despite its varying electronic configuration,
EET robustness can be maintained through simple design principles which maximizes
the number of EET pathways. This includes employing multiple strongly-coupled
intramolecular modes spanning a broad range of frequencies and more than one target
site. We also established that the vibronic transport over the varying configurations of
PC645 is predominantly in the incoherent regime, which may perhaps be more robust
than a coherent type of transport.
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6.2 Suggestions for future work
The observation of simultaneous accommodation of electronic EET of contrasting na-
ture to two target sites in FMO is interesting as it potentially implies that both BChls
3 and 4 are linker sites to the reaction centre, or that these two contrasting pathways
could be Nature’s way of instilling robustness in photosynthetic EET performance. To
elaborate on the latter point, if there are perturbations in the values of λm (e.g. due to
environmental perturbations or slight changes in the chemical or biological structures
of the light-harvesting complex), such a design could be more robust compared to if
both pathways utilize the same type of mechanism. This is because decreased transport
via one pathway can be compensated by increased transport via the other pathway.
Further research would be needed to explore these hypotheses.
With regards to the work on vibronic EET, a straightforward extension would be
to investigate other intramolecular modes which were not addressed in this thesis. In
particular for FMO, since we only examined the 168 cm−1 vibrational mode, it would
be interesting to explore if there are other intramolecular modes which enhance EET to
BChl 4, or if all of them similarly degrade EET to BChl 4. Similarly, it would be worth
investigating if vibronic enhancement is also observed with other modes for BChl 3. We
could also incorporate more modes (simultaneously) into the Hamiltonian to establish
if vibronic enhancement and optimization with these realistic parameters still hold in
the presence of multiple modes, although this would undoubtedly come at a higher
computational cost. Since our work here only focussed on EET efficiency, another
research direction could be to explore, using these realistic intramolecular parameters,
their contribution to the experimentally-observed long-lived coherence. For instance,
we note that Chin et. al. [30] have previously attributed the long-lived coherence in
FMO to the 168 cm−1 mode (addressed as 180 cm−1 mode in the paper), by using
a model dimer representative of BChls 3 and 4. In lieu of our finding that BChl 2
is the main source of vibronic enhancement with little contribution from BChl 4, it
may be worth re-evaluating with the full 8-site system, to determine if this applies
to the long-lived coherence as well (even if the two aspects may not necessarily be
related). It would also be interesting to examine if any long-lived coherence generated
by intramolecular modes could be used to support the coherent type of transport to
BChl 4. We stress that this possibility is not necessarily invalidated by our observation
of EET deterioration to BChl 4 in the presence of the 168 cm−1 mode — first of all, we
have not tested out other intramolecular modes, and secondly, it is possible that this
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effect, even if present, may have been masked by the effect of pathway modification
due to the addition of vibronic channels. In addition, we cannot rule out the possibility
that this effect may not be detectable with a perturbative numerical method.
The work on PC645 could also be extended to other phycobiliprotein complexes.
A close cousin of PC645 is the Phycoerythrin 545 (PE545) complex from Rhodomonas
CS24 [135]. This complex has identical protein scaffold to that of PC645 but with
chromophores which are less diverse and absorb in the shorter wavelength region. The
recently-computed ensemble of configuration-dependent Hamiltonians of PE545 from
the Coker group [56] gave exciton energy gaps which are on average much smaller
than that of PC645, suggesting that in PE545, high frequency intramolecular modes
may not be important for EET. This contradicts the previous report by Kolli et. al.
[49]. Note that their work used a single fixed Hamiltonian [134] with some large
excitonic gaps (as well as a single set of site-independent spectral density [135]). A
rigorous study with the realistic configuration-dependent ensemble of Hamiltonians
and spectral densities would thus be required to confirm the actual importance of
vibronic transport in PE545. Another slightly different research direction could involve
comparative studies of phycobiliproteins with slight variations in the protein structure.
Both PC645 and PE545 fall in the category called “closed” structures, as opposed
to the “open” structures which include examples such as PC612 from Hemiselmis
virescens or PE555 from Hemiselmis andersenii. The closed structure, which is the
most common form, is compact, with the central dimer bilins spaced within a few
angstroms apart [21]. Consequently, the dimer bilins of the closed structure are strongly
coupled. The situation is reversed in the open structure where a much larger separation
between the dimer bilins leads to a drastically reduced electronic coupling between the
dimer bilins. A fascinating aspect about these two structures is that simply by the
insertion of a single amino acid, the closed form can be transformed into the open
form [57]. So as we can see, the phycobiliproteins are attractive for comparative studies
since many of the complexes have very similar features with only minor variations in
either their chromophoric composition or protein structure. Since these variations are
likely due to evolutionary adaptation to their specific environment, studies on these
light-harvesting complexes could potentially offer insight into the design principles
which make photosynthetic energy transport so efficient.
Last but not least, confirmation of the findings here using numerically-exact meth-
ods such as the Hierarchical equations of motion (HEOM) [91,92] or the quasi-adiabatic
propagator Feynman (QUAPI) [93–96] would be useful. It must be said however, that
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at present, these methods are too computationally-intensive to be feasible for the rig-




Analytical form of the
Drude-Lorentz lineshape function
The Drude-Lorentz spectral density JDLm (w) in eq. 3.2 can be rewritten as follows [109]
JDLm (ω) = 2λmΩm
ω
(ω + iΩm)(ω − iΩm)
. (A.1)
In this form, it is clear that JDLm (ω) has simple poles at ω = ±iΩm. When substi-
tuted into the integral in eq. 2.32, the residue theorem can be conveniently applied
to obtain the analytical form of the bath correlation function Cm(t) as a sum of ex-
ponentials. This form of Cm(t) facilitates further analytical treatment such as the
computation of the lineshape function gm(t). The integrand of Cm(t) also contains an
infinite number of poles on the imaginary axis at
2πik
β
, where k = 0,±1,±2,±3 . . .,




It is clear that choosing a contour on the upper half of the complex plane (as in
Figure A.1) would be useful. In the limit of R→∞ and r → 0, since obviously t > 0,



































Figure A.1: Illustration of the pole structure and integration contour in the complex
plane for the evaluation of Cm(t) using the residue theorem (eqs. A.2 and A.3). The red
and blue crosses represent the poles from the Drude-Lorentz spectral density JDLm (ω)
and the infinite number of poles from the Bose-Einstein distribution term nB = (e
βω−
1)−1 respectively. By choosing a counterclockwise semicircle contour (C1 + C2) on the
upper half of the complex plane, and in the limit of R → ∞ and r → 0, Jordan’s
lemma can be invoked and we are left with only the contribution on the real axis which
corresponds to the integral in eq. A.2.
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A.1 Residues from JDLm (ω)
Only the ω = iΩm pole needs to be considered since ω = −iΩm lies outside the
integration contour (Figure A.1). The residue of fm(ω) at iΩm can be computed
directly using the usual formula Res(fm(ω), am,j) = lim
ω→am,j
(ω − am,j)f(ω) for simple
poles:















































and coth(ix) = −icot(x).
A.2 Residues from nB(ω)
Only the poles at ω =
2πik
β
where k > 0 contribute to the integral since they are
enclosed inside the integration contour (Figure A.1). Due to the form of nB(ω), the
formula used in the previous section to compute the residue is not applicable here, and
so the residues must be obtained directly from the Laurent series.
To this end, we first rewrite nB(ω) by performing Taylor’s expansion (centred at
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(A.12)
For a particular pole
2πik
β
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(A.13)
The residue of fm(ω) at
2πik
β



























is the Matsubara frequency for mode k.
A.3 Analytical form of Cm(t) and gm(t)























−Ωm for k = 1,
−νk−1 for k = 2 to nr,
αi = λmΩm,
γi = −Ωm.
Note that in principle, the Matsubara expansion is infinite since it arises from
the summation over the infinite number of poles from nB(ω) on the upper half of
the complex plane. In practice however, the summation can be truncated at some
finite value nr. The number of terms required for convergence is dependent only on
temperature, with more terms needed for lower temperatures.
Substituting into eq. 2.57 and performing the double time integration, we arrive at


















B.1.1 Intermolecular spectral densities
The realistic intermolecular spectral densities for BChls 1 — 8 (black curves). The
Drude-Lorentz spectral densities used to represent the realistic spectral densities are
shown in red.






















Figure B.1: Intermolecular spectral density for BChl 1.
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Figure B.2: Intermolecular spectral density for BChl 2.






















Figure B.3: Intermolecular spectral density for BChl 3.
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Figure B.4: Intermolecular spectral density for BChl 4.






















Figure B.5: Intermolecular spectral density for BChl 5.
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Figure B.6: Intermolecular spectral density for BChl 6.






















Figure B.7: Intermolecular spectral density for BChl 7.
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Figure B.8: Intermolecular spectral density for BChl 8.
B.1.2 Intramolecular spectral densities
The full spectrum for each pigment is obtained by summing over 255 vibrational modes
which are Gaussian-broadened with a standard deviation of 7 cm−1 and range from
around 26 to 3200 cm−1. In Figures B.9 - B.16, the spectral densities for BChls 1 — 8
(black curves) are presented for the range of frequencies relevant to the FMO. Vertical
lines correspond to the excitonic energy gaps in wavenumber. For each pigment, the
effective mode used in the main text corresponds to the peak closest in frequency to the
band of closely-spaced excitonic energy gaps centred around 168 cm−1 (blue vertical
lines). This peak is in fact the sum over a cluster of modes (shown in magenta). The
position of this peak (red arrow) determines the frequency of the effective mode ωvibm .
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Figure B.9: Intramolecular spectral density for BChl 1.























Figure B.10: Intramolecular spectral density for BChl 2.
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Figure B.11: Intramolecular spectral density for BChl 3.























Figure B.12: Intramolecular spectral density for BChl 4.
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Figure B.13: Intramolecular spectral density for BChl 5.























Figure B.14: Intramolecular spectral density for BChl 6.
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Figure B.15: Intramolecular spectral density for BChl 7.























Figure B.16: Intramolecular spectral density for BChl 8.
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B.2 PC645
B.2.1 Intramolecular spectral densities






























Figure B.17: Configuration-dependent intramolecular spectral densities for MBV18A.






























Figure B.18: Configuration-dependent intramolecular spectral densities for MBV18B.
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Figure B.19: Configuration-dependent intramolecular spectral densities for DBV50C.






























Figure B.20: Configuration-dependent intramolecular spectral densities for DBV50D.
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Figure B.21: Configuration-dependent intramolecular spectral densities for PCB58C.






























Figure B.22: Configuration-dependent intramolecular spectral densities for PCB58D.
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Figure B.23: Configuration-dependent intramolecular spectral densities for PCB82C.
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Mančal, Yuan-Chung Cheng, Robert E Blankenship, and Graham R Fleming.
Evidence for wavelike energy transfer through quantum coherence in photosyn-
thetic systems. Nature, 446(7137):782–786, 2007.
[15] Gitt Panitchayangkoon, Dugan Hayes, Kelly A Fransted, Justin R Caram, Elad
Harel, Jianzhong Wen, Robert E Blankenship, and Gregory S Engel. Long-lived
quantum coherence in photosynthetic complexes at physiological temperature.
Proceedings of the National Academy of Sciences, 107(29):12766–12770, 2010.
[16] Hohjai Lee, Yuan-Chung Cheng, and Graham R Fleming. Coherence dy-
namics in photosynthesis: protein protection of excitonic coherence. Science,
316(5830):1462–1465, 2007.
[17] Tessa R Calhoun, Naomi S Ginsberg, Gabriela S Schlau-Cohen, Yuan-Chung
Cheng, Matteo Ballottari, Roberto Bassi, and Graham R Fleming. Quantum co-
herence enabled determination of the energy landscape in light-harvesting com-
plex II. The Journal of Physical Chemistry B, 113(51):16291–16295, 2009.
[18] Elisabetta Collini, Cathy Y Wong, Krystyna E Wilk, Paul MG Curmi, Paul
Brumer, and Gregory D Scholes. Coherently wired light-harvesting in photosyn-
thetic marine algae at ambient temperature. Nature, 463(7281):644–647, 2010.
144
[19] Cathy Y Wong, Richard M Alvey, Daniel B Turner, Krystyna E Wilk, Donald A
Bryant, Paul MG Curmi, Robert J Silbey, and Gregory D Scholes. Electronic
coherence lineshapes reveal hidden excitonic correlations in photosynthetic light
harvesting. Nature Chemistry, 4(5):396–404, 2012.
[20] Ivan Kassal, Joel Yuen-Zhou, and Saleh Rahimi-Keshari. Does coherence en-
hance transport in photosynthesis? The Journal of Physical Chemistry Letters,
4(3):362–367, 2013.
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[34] Aurélia Chenu, Niklas Christensson, Harald F Kauffmann, and Tomáš Mančal.
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