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Abstract
For bounded symmetric domains Ω = G/K of tube type and general domains of type I, we consider
the action of G on sections of a homogeneous line bundle over Ω and the corresponding eigenspaces
of G-invariant differential operators. The Poisson transform maps hyperfunctions on the Shilov boundary
S = K/L to the eigenspaces. We characterize the image in terms of twisted Hua operators. For some special
parameters the Poisson transform is of Szegö type whose image is in a relative discrete series; we compute
the corresponding elements in the discrete series.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω = G/K be a Riemannian symmetric space of non-compact type and P be a parabolic
subgroup of G. It is known that the Poisson transform maps certain induced representa-
tion spaces on G/P into eigenspaces of invariant differential operators on Ω . For a minimal
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isomorphism from the space of hyperfunctions on the maximal boundary G/P onto the joint
eigenspace of invariant differential operators on Ω , thus proving the Helgason conjecture [7].
We shall be interested in the case of a Hermitian symmetric space G/K and the Poisson trans-
form corresponding to a maximal (instead of minimal) parabolic subgroup P1 ⊂ G with G/P1
being the Shilov boundary of G/K . For a certain special parameter of the induced representation
the image of the transform is a subspace of harmonic functions on symmetric space G/K . The
precise description of the image for tube domains is given in [9,10,15] in terms of Hua-harmonic
functions introduced earlier by Hua [8]. Its generalization to non-tube cases is done by Berline
and Vergne [1]. For tube domains with general parameters Shimeno [23] proved an analogue
of Kashiwara et al. theorem for P1 ⊂ G. More precisely, he proved that the Poisson transform
is a G-isomorphism from the space of hyperfunctions on the Shilov boundary onto the space
of eigenfunctions of the Hua operator of the second order. The generalization to the non-tube
bounded symmetric domains has been given in our earlier paper [14].
A more interesting problem is to consider homogeneous line bundles over Ω with the cor-
responding weighted action of G. In this setting Shimeno [21] generalized the Kashiwara et al.
theorem to homogeneous line bundles over Hermitian symmetric spaces of tube type G/K for a
minimal parabolic P ⊂ G. That is, for a given line bundle Eν (see below) and for a generic
parameter of the induced representation of G from P ⊂ G, the Poisson transform maps as
isomorphism from hyperfunction-valued sections of a line bundle over G/P onto a space of
eigenfunctions. We shall find characterizations of the Poisson integrals of hyperfunction-valued
sections of a line bundle over the Shilov boundary G/P1 of a bounded symmetric domain for
generic parameters. For larger parameters of ν there appear relative discrete series, in particular,
the weighted Bergman spaces, in the Plancherel formula [22], the Poisson transform on Shilov
boundary for the corresponding parameter is obviously not injective. We shall compute explicitly
the image for some of the relative discrete series. We proceed with some more precise description
of our result.
Let Ω = G/K be a bounded symmetric domain of tube type of rank r and genus p.
For ν ∈ pZ we consider the (unique) character τν of K and the corresponding homogeneous
line bundle Eν over Ω . We trivialize the bundle and identify C∞-sections of Eν with the
space C∞(G/K) of C∞-functions on G/K . We consider the generalized Poisson transform
(Ps,νf )(z) =
∫
S
Ps,ν(z, u)f (u)du where Ps,ν is a Poisson kernel and S = G/P1 the Shilov
boundary of Ω . The subgroup P1 is a maximal parabolic subgroup of G. For s ∈C, let B(S, s, ν)
be the space of hyperfunction-valued sections on S = G/P1 associated with the character of P1
given by man → e(s− nr )ρ0(loga)τν(m). We construct certain Hua operators on G/K and we prove
(Theorem 5.2) that for generic values of s the Poisson transform Ps,ν is a G-isomorphism be-
tween B(S, s, ν) and the space of eigenfunctions of the Hua operator of the second order.
If Ω is a non-tube type domain it is known that Hua-type operators of second order will not
be sufficient to characterize the image of Poisson transform on the Shilov boundary. However for
type one non-tube domains of r × (r + b)-matrices the Lie algebra kC is a direct sum of glr and
slr+b and one can construct [1] a second order Hua operator by taking certain projection on the
summand glr . We prove the corresponding result for line bundles in this case; see Theorem 8.1.
For some singular value of s we prove (Theorem 9.3) that the Poisson transform is a Szegö
type map of principal series representation onto the relative discrete series representation. We
compute explicitly the Poisson transform of certain spherical polynomials on the Shilov bound-
ary.
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characterization of bounded symmetric domains. In Section 3 we introduce the line bundle over
the bounded symmetric domain Ω . The generalized Poisson transform of hyperfunction-valued
sections on the maximal and the Shilov boundaries are studied in Section 4. The characteriza-
tion of Poisson integrals of hyperfunction-valued sections on the Shilov boundary is given in
Section 5. In this section we also recall our geometric construction of the Hua operator. The
necessary condition is proved in Section 6. In Section 7 we compute the radial part of the Hua
system and prove sufficiency condition. Finally in Section 8 we compute the image in the relative
discrete series of the Poisson transform on certain spherical polynomials.
After a preliminary version of this paper was finished we were informed by Professor T. Os-
hima that he and Professor N. Shimeno have obtained in [18] some similar results about Poisson
transforms and Hua operators. Professor A. Korányi communicated his recent preprint [13] to
us where he proved the necessity of Theorem 5.2 using different methods. In particular some
of the questions posed in that paper are answered here. Finally, we were informed by Profes-
sor A. Boussejra, when this paper was submitted, that he proved recently in [2] some results on
Poisson transform by different methods.
2. Bounded symmetric domains and Jordan triples
We begin with a brief review of necessary facts on bounded symmetric domains and Jordan
triple systems. We refer to Loos [16] for more details about this presentation.
Let V be an n-dimensional complex vector space with an antilinear isomorphism v → v¯, and
let Ω ⊂ V be an irreducible bounded symmetric domain. Let Aut(Ω) be the group of all biholo-
morphic automorphisms of Ω , let G be the connected component of the identity of Aut(Ω), and
let K be the isotropy subgroup of G at the point 0 ∈ Ω . As a symmetric space, Ω = G/K . The
group K acts as linear transformations on V and we can thus identify K also as a subgroup of
GL(V ).
Let g be the Lie algebra of G and gC its complexification. The algebra g has the Cartan
decomposition g = k ⊕ p and gC = p+ + kC + p− the Harish-Chandra decomposition. Denote
Z0 the element in the center of k which defines the complex structure on p+, i.e., ad(Z0)v = iv
for v ∈ p+. We can thus identify p+ with V , p+ = V . There exists a quadratic map Q : V →
Hom(V¯ ,V ) (where V¯ is the complex conjugate of V ), such that p= {ξv: v ∈ V } as holomorphic
vector fields, where ξv(z) := v −Q(z)v¯. Let {zv¯w} be the following polarization of Q(z)v¯,
{zv¯w} := (Qz+w −Qz −Qw)v¯.
This define a triple product V × V¯ × V → V , so V is a Jordan triple system. Define D(z, v¯) ∈
End(V ) by D(z, v¯)w := {zv¯w}. It satisfies
D(z, v¯)w = D(w, v¯)z, [D(u, v¯),D(z, w¯)]= D({uv¯z}, w¯)−D(z, {wu¯v}).
Furthermore we have [X,ξz] = ξXz for X ∈ k, z ∈ V and
[ξz, ξv] = D(z, v¯)−D(v, z¯), for all z, v ∈ V.
In this realization elements in p− are of the form {−Q(z)v¯} which we write as v¯. Thus
[v, w¯] = D(z, w¯). (1)
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〈z,w〉 = 1
p
trD(z, w¯), (2)
where tr is the trace functional on End(V ) and p is the genus defined below. It is a K-invariant
Hermitian product on V .
The group K acts on V by unitary transformations. The domain Ω is realized as the open unit
ball of V with respect to the spectral norm,
Ω = {z ∈ V : ∥∥D(z, z¯)∥∥2 < 2}, (3)
where ‖D(z, z¯)‖ is the operator norm of D(z, z¯) on the Hilbert space (V , 〈·,·〉).
An element e ∈ V is a tripotent if {ee¯e} = e. The subspaces Vλ(e) = ker(D(e, e¯) − λ id) are
called Pierce λ-spaces. Then we have V = V0(e) ⊕ V1(e) ⊕ V2(e). Two tripotents e and c are
orthogonal if D(e, c¯) = 0. A tripotent e is minimal if it cannot be written as the sum of two non-
zero orthogonal tripotents. With the above normalization of inner product we have 〈e, e〉 = 1 for
minimal tripotents e. The tripotent e is maximal if V0(e) = 0.
A frame is a maximal family of pairwise orthogonal, minimal tripotents. It is known that the
group K acts transitively on frames. In particular, the cardinality of all frames is the same, and it
is equal to the rank r of Ω .
Let us choose and fix a frame {ej }rj=1 in V . Then, by transitivity of K on the frames, each
element z ∈ V admits a polar decomposition z = k∑rj=1 sj ej , where k ∈ K and sj = sj (z) are
the singular numbers of z. Denote e the maximal tripotent e = e1 +· · ·+er . The Shilov boundary
of Ω is S = K/K1 where K1 = {k ∈ K: ke = e}. It is known that S coincides with the set of
maximal tripotents of V .
The joint Peirce spaces are
Vij =
{
z ∈ Z: D(ek, e¯k)z = (δik + δjk)z, ∀k
}
, 0 i  j  r (4)
then V =⊕0ijr Vij , V00 = 0, and Vii =Cei (i > 0).
The triple of integers (r, a, b) with
a := dimVjk (1 j < k  r); b := dimV0j (1 j  r) (5)
is independent of the choice of the frame and uniquely determines the Jordan triple. Notice that
b = 0 exactly if V is a Jordan algebra which is equivalent to say that Ω is of tube type.
The Peirce decomposition associated with e is then V = V2 ⊕ V1 where
V2 =
∑
1jkr
Vjk, V1 =
r∑
j=1
V0j . (6)
Let n1 = dimV1 and n2 = dimV2, then
n1 = rn, n2 = r + r(r − 1)a and n = n1 + n2.2
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p = p(Ω) = 1
r
trD(e, e¯) = (r − 1)a + b + 2.
Let a = Rξe1 + · · · + Rξer . Then a is a maximal abelian subspace of p with basis vectors
{ξe1, . . . , ξer }. Its dual basis in a∗ will be denoted by {βj2 }rj=1 ⊂ a∗, i.e.,
βj (ξej ) = 2δjk, 1 j, k  r. (7)
We define an ordering on a∗ via
βr > βr−1 > · · · > β1 > 0. (8)
It is known that the restricted roots system Σ(g,a) of g relative to a is of type Cr or BCr , it
consists of the roots ±βj (1 j  r) with multiplicity 1, the roots ± 12βj ± 12βk (1 j = k  r)
with multiplicity a, and possibly the roots ± 12βj (1  j  k) with multiplicity 2b. The set of
positive roots Σ+(g,a) consists of 12 (βj ± βk) (1 j < k  r), βj and 12βj (1 j  r).
The half sum of positive roots is given by
ρ =
r∑
j=1
ρjβj =
r∑
j=1
b + 1 + a(j − 1)
2
βj . (9)
Let A be the analytic subgroup of G corresponding to a. Let n+ = ∑α∈Σ+ gα and n− =
θ(n+). Let N+ and N− be the corresponding analytic subgroups of G. Let M be the centralizer
of a in K . The subgroup P = MAN+ is a minimal parabolic subgroup of G.
Let
a1 =Rξe, ξe = ξe1 + · · · + ξer
and let p1 =m1 +a1 +n+1 be the corresponding parabolic subalgebra, that is m1 +a1 the central-
izer of a1 in g and n+1 the sum of the gα such that α ∈ Σ+ does not vanish on a1. Let M1, A1 and
N+1 the corresponding analytic Lie groups, then P1 = M1A1N+1 is a maximal parabolic subgroup
of G. The spaces G/P = K/M is the Furstenberg or maximal boundary, and G/P1 = K/K1,
with K1 = M1 ∩K , is the Shilov boundary of G/K .
3. Line bundle over Ω
Denote Z = p
n
Z0 where Z0 is the center element defined in Section 2. The group K is factor-
ized as K = exp(RZ)Ks , where Ks is the analytic subgroup of K with Lie algebra ks = [k, k].
For a fixed ν ∈ pZ consider the character τν of K defined by
τν(k) =
{
eitν if k = exp(tZ) ∈ exp(RZ),
1 if k ∈ Ks.
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ν
p = eitν for k = exp(tZ), z ∈ Ω . Thus Jk(z)
ν
p = τν(k), k ∈ K . Here
we denote Jg , g ∈ G, the Jacobian of the holomorphic mappings g on Ω . See [20] and [3].
Let Eν be the homogeneous line bundle G ×K C over G/K = Ω , where K acts on C via
the one-dimensional representation τν . The space C∞(Ω,Eν) of smooth sections of Eν is by
definition the space C∞(Ω,Eν) = C∞(G/K; τν) of C∞-functions F on G such that
F(gk) = τν(k)−1F(g).
We will trivialize the bundle via the map [(g, c)] ∈ Eν → (g · 0, Jg(0)
ν
p c) ∈ Ω × C and thus
identifies C∞(G/K; τν) also as the space of C∞-functions on Ω with G acting as
g ∈ G: f (z) → Jg−1(z)
ν
p f
(
g−1z
)
. (10)
Let Dν(G/K) denote the space of G-invariant differential operators on G/K acting on
C∞(G/K; τν). We have the Harish-Chandra isomorphism [21]
γν : Dν(G/K)  U(a)W
where U(a)W denote the set of W -invariant elements in the enveloping algebra U(a).
The characters of Dν(G/K) are given by
χλ,ν(D) = γν(D)(λ), D ∈ Dν(G/K), λ ∈ a∗C.
For λ ∈ a∗
C
we define A(G/K,Mλ,ν) to be the space of functions ϕ ∈ C∞(G/K; τν) satisfy-
ing the system of differential equations
Mλ,ν : Dϕ = χλ,ν(D)ϕ, D ∈ Dν(G/K). (11)
Finally, let B(G/P ;Lλ,ν) be the space of hyperfunctions f on G satisfying
f (gman) = e(λ−ρ)(loga)τν(m)−1f (g)
for all g ∈ G, m ∈ M , a ∈ A, n ∈ N+. The space B(G/P ;Lλ,ν) is a G-submodule of B(G) and
can be identified with the space of hyperfunction-valued sections of the line bundle Lλ,ν on G/P
associated with the character of P given by man → e(ρ−λ)(loga)τν(m), m ∈ M , a ∈ A, n ∈ N+.
4. Poisson transform
4.1. Poisson integrals on G/P for a minimal P
Let λ ∈ a∗
C
and ν ∈C. We define the Poisson transform Pλ,ν by
(Pλ,νf )(g) =
∫
K
f (gk)τν(k) dk, g ∈ G (12)
for any f ∈ B(G/P,Lλ,ν).
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to express the integral above as on K . Indeed, for g ∈ G denote κ(g) ∈ K and H(g) ∈ a to be
elements uniquely determined by
g ∈ κ(g) exp(H(g))N+ ⊂ KAN+ = G.
Then
(Pλ,νf )(g) =
∫
K
f (k)τν
(
κ
(
g−1k
))
e−(λ+ρ)(H(g−1k)) dk (13)
and maps B(G/P,Lλ,ν) into A(G/K,Mλ,ν), see [21, Theorem 5.2].
The Harish-Chandra c function
cν(λ) =
∫
N−
e(λ+ρ)(H(n¯))τν
(
κ(n¯)
)
dn¯
can be written as
cν(λ) = fν(λ)
eν(λ)
,
where the denominator eν(λ) is given, in our normalization, by
eν(λ) =
∏
j>k
Γ
(
1
2
a + λj ± λk
)∏
j
Γ
(
1
2
(b + 1 + 2λj + ν)
)
Γ
(
1
2
(b + 1 + 2λj − ν)
)
;
see [20] and [21, p. 227].
The following theorem characterizes the range of the Poisson transform.
Theorem 4.1. (See [21, Theorem 8.1].) If λ ∈ a∗
C
and ν ∈C satisfy the conditions
−2 〈λ,α〉〈α,α〉 /∈ {1,2,3, . . .} for any α ∈ Σ
+, (14)
eν(λ) = 0, (15)
then the Poisson transform Pλ,ν is a G-isomorphism of B(G/P,Lλ,ν) onto A(G/K,Mλ,ν).
4.2. Poisson integrals on the Shilov boundary
Let h be the unique K-invariant polynomial on p+ = V whose restriction on Re1 ⊕ · · ·⊕Rer
is given by
h
(
r∑
tj ej
)
=
r∏(
1 − t2j
)
.j=1 j=1
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that h(z, z) = h(z). For any complex number s and for any ν we define the generalized Poisson
kernel
Ps,ν(z, u) =
(
h(z, z)
|h(z,u)|2
)s n
r
h(z,u)−ν, z ∈ Ω, u ∈ S. (16)
We also define the generalized Poisson transform
(Ps,νf )(z) =
∫
S
Ps,ν(z, u)f (u)du, for f ∈ B(S). (17)
Let
a1 =
r∑
j=1
R(ξj − ξj+1)
be the orthogonal complement of a1 = Rξe in a with respect to the Killing form. We denote ξ∗e
the dual vector such that ξ∗e (ξe) = 1 and we extend ξ∗e to a by the orthogonal projection defined
above. Define ρ0 to be the linear form on a1 such that ρ0 = rξ∗e . Then nr ρ0 is the restriction of ρ
to a1.
Consider the representation of P1 = M1A1N+1 given by σs,ν = τν |M1 ⊗ e(s−
n
r
)ρ0 ⊗ 1 and let
B(G/P1, s, ν) be the space of hyperfunction-valued sections of the line bundle on S = G/P1
corresponding to σs,ν , i.e., the space of hyperfunctions f on G satisfying
f (gman) = e(s− nr )ρ0(loga)τν(m)−1f (g)
for all g ∈ G, m ∈ M1, a ∈ A1, n ∈ N+1 . We may fix e ∈ S as a base point and identify also
B(G/P1, s, ν) with B(S).
For s ∈C we define λs ∈ a∗ by
λs = ρ + 2n(s − 1)ξ∗e − νrξ∗e . (18)
Under the identification of C∞(G/K; τν) (and thus its subspace A(G/K,Mλ,ν)) as smooth
functions on Ω we have Pλs,ν in (13) coincides with Ps,ν in (17). We omit the routine computa-
tions.
Let ν ∈ pZ, then we have
B(G/P1; s, ν) ⊂ B(G/P ;Lλs,ν) (19)
therefore
Ps,ν
(B(G/P1; s, ν))⊂A(G/K;Mλs,ν). (20)
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The Bergman reproducing kernel of Ω is h(z, z¯)−p up to a constant. It is also
h(z, z¯)−p = detB(z, z¯)−1 (21)
where
B(z, w¯) = I −D(z, w¯)+Q(z)Q(w¯)
is the Bergman operator. Thus Ω = G/K is a Kähler manifold with the (normalized) Bergman
metric
(u, v)z = 1
p
∂u∂¯v logh(z, z¯)−p =
〈
B(z, z¯)−1u,v
〉
. (22)
Let τ be a finite-dimensional holomorphic representation of KC. Let E be the Hermitian
vector bundle over Ω associated with τ . Then there exists a unique connection operator ∇ :
C∞(Ω,E) → C∞(Ω,E⊗T ′) compatible with the Hermitian structure and the antiholomorphic
differentiation, where T ′ = T ′Ω is the cotangent bundle over Ω . That is, under the splitting in
holomorphic and antiholomorphic parts, T ′ = T ′(1,0) ⊕ T ′(0,1), we have ∇ =D + ∂¯ where D is
the differentiation operator on E,
D : C∞(Ω,E) → C∞(Ω,E ⊗ T ′ (1,0)). (23)
Let D¯ be the invariant Cauchy–Riemann operator on E defined in [4,26], by
D¯f = B(z, z¯)∂¯f. (24)
Then
D¯ : C∞(Ω,E) → C∞(Ω,E ⊗ T (1,0)). (25)
We will use the following identifications, T ′ (1,0)z = p− = V ′ = V¯ and T (1,0)z = T ′ (0,1) = p+ = V .
We now specialize the above to the line bundle Eν associated with the one-dimensional rep-
resentation τν . The Hua operator Hν is then defined as the resulting operator of the following
diagram
C∞(Ω,Eν ⊗ p+) D
D¯
C∞(Ω;Eν ⊗ p+ ⊗ p−)
Adp+⊗p−
C∞(Ω,Eν) Hν
C∞(Ω,Eν ⊗ kC)
We may call H=Hν the twisted Hua operator to distinguish it from the trivial case ν = 0.
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1. We can change the order of D¯ and D and define another Hua operator,
H′f = Adp+⊗p−D¯Df,
and one can prove, by direct computations, the following relation
(H−H′)F = −2n
r
νF Id. (26)
2. On other hand, following Johnson and Korányi [10], the Hua operator can also be described
using the enveloping algebra: let {Eα} be a basis of p+ and {E∗α} be the dual basis of p+ with
respect to the Killing form. Then the Hua operator is defined as element of U(g)C ⊗ kC by
H=
∑
α,β
EαE
∗
β ⊗
[
Eβ,E
∗
α
]
, (27)
as operator acting from C∞(Eν) to C∞(Eν ⊗ kC). However the previous definition using D¯
and D allows direct computation using coordinates on Ω and hence has some computational
(and also conceptual) advantage.
Note that H is by definition G-invariant with respect to the actions of G on two holomorphic
bundles, i.e.,
H(Jg(z) νp f (gz))= Jg(z) νp Ad(dg(z)−1)(Hf )(gz), (28)
where Ad(dg(z)−1) stands for the adjoint action on kC of dg(z)−1 : p+ = T (1,0)gz → p+ = T (1,0)z
on p+, via the defining action of kC on p+. (Indeed the element dg(z)−1 is in the group KC ⊂
GL(V ) = GL(p+) via the defining realization K ⊂ GL(V ), thus Ad(dg(z)−1) acts on p+; see
[19, Chap. II, Lemma 5.3].)
We state now our main result for the case of tube domains. The proof is given in the next two
sections.
Theorem 5.2. Let Ω be a bounded symmetric domain of tube type. Suppose s ∈ C satisfies the
following condition
4n(1 − s)
r
/∈ Λ1 ∪Λ2 (29)
where Λ1 = Z+ − 2ν + 2, Λ2 = 2Z − 4ν + 4. Then the Poisson transform Pλs,ν is a G-
isomorphism of B(S; s, ν) onto the space of analytic functions F on Ω such that
HF = 2n
r
s
(
n
r
(s − 1)+ ν
)
F Id. (30)
Here Id stands for the element −iZ0, which acts on p+ as identity.
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The necessity in the above theorem is a consequence of the following
Theorem 6.1. For any u ∈ S the function z → Ps,ν(z, u¯) satisfies the following system of equa-
tions
HPs,ν = 2n
r
s
[
n
r
(s − 1)+ ν
]
Ps,ν Id. (31)
Proof. We prove first the claim for z = 0, in which case we have
Hf (0) =
∑
α,β
∂α∂¯βf (0)[eα, e¯β ],
where {eα} is an orthonormal basis of V with respect to the Hermitian scalar product (2).
Recall the following formulas in [14, Lemma 5.2]: for any fixed w¯ ∈ V¯ and any complex
number s,
∂¯h(w, z¯)s = −sh(w, z¯)swz¯, ∂h(z, w¯)s = −sh(z, w¯)sw¯z (32)
where
wz¯ = B(w, z¯)−1(w −Q(w)z¯), w¯z = wz¯
are called quasi-inverses of w with respect to z¯ and w¯ with respect to z respectively, viewed as
(1,0)-form and (0,1)-form in terms of the Hermitian inner product (2).
Then we have
∂¯Ps,ν(z, u¯) = ∂¯
(
h(z,u)−ν
(
h(z, z)
|h(z,u)|2
) n
r
s)
= −
(
n
r
s
)
Ps,ν(z, u¯)
[
zz¯ − uz¯],
and
−
(
n
r
s
)
∂
(
Ps,ν(z, u¯)
[
zz¯ − uz¯])= −(n
r
s
)(
ν + n
r
s
)
Ps,ν(z, u¯)
[
zz¯ − uz¯]⊗ u¯z
+
(
n
r
s
)2
Ps,ν(z, u¯)
[
zz¯ − uz¯]⊗ z¯z
−
(
n
r
s
)
Ps,ν(z, u¯)∂
[
zz¯ − uz¯].
Using (22) the last derivative can be written as
∂
[
zz¯ − uz¯]= ∂(zz¯)= ∂∂¯ logh(z, z¯)−1 = B(z, z¯)−1 Id
where Id is the identity form in p+ ⊗ p− = p+ ⊗ (p+)′. Evaluating at z = 0 we get then, by the
commutation relation (1)
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(
n
r
s
)(
ν + n
r
s
)
D(u, u¯)+ 0 −
(
n
r
s
) n∑
α=1
D(eα, e¯α).
Since D(u, u¯) = 2 Id by (6), and ∑nα=1 D(eα, e¯α) = 2nr Id by [14, Lemma 5.1] (there is a mis-
print there, the summation
∑r
α=1 should be
∑n
α=1), the claim is proved for z = 0.
Note furthermore that the Poisson kernel satisfies
Ps,ν(gz, gu) = Jg(z)
ν
p Ps,ν(gz, gu)Jg(u)
ν
p .
Thus the claim is true for general z by the invariant property (28) of H. 
7. The sufficiency condition of the Hua equations
The aim of this section is to prove that each solution F of the system (30) satisfies the system
of Eqs. (11). Then under the condition (29) it can be proved that the boundary value of F is
contained in B(S; s, ν).
We start to show that eigenfunctions of the Hua operator (30) are all τν -spherical functions.
We need only to prove the claim for K-invariant functions F on Ω , i.e., F(kz) = F(z), k ∈ K .
For that purpose we compute the radial part of the Hua operator. The functions F(z) will be
identified as permutation invariant and even function F(t) on the diagonal z =∑rj=1 tj ej . The
operator H has the form
HF(z) =
r∑
j=1
HjF (z)D(ej , ej ),
for some operators Hj in t = (t1, . . . , tr ). It’s convenient to find the radial part of 4H (due to the
usual convention that ∂¯∂ = 14 (∂2x + ∂2y ) = 14 (∂2r + 1r ∂r ) for radial functions in z ∈C, and a factor
of 4 is missing in left hand of Eq. (16) in [14]).
Theorem 7.1. Let Ω be the tube type domain. Let F be C2 and K-invariant function, then for
a =∑rj=1 tj ej ,
4HF(a) =
r∑
j=1
HjF (t1, . . . , tr )D(ej , e¯j ), (33)
where the scalar-valued operators Hj are given by
Hj =
(
1 − t2j
)2( ∂2
∂t2j
+ 1
tj
(1 + 2ν) ∂
∂tj
)
+ a
2
∑
k =j
(
1 − t2j
)(
1 − t2k
)[ 1
tj − tk
(
∂
∂tj
− ∂
∂tk
)
+ 1
tj + tk
(
∂
∂tj
+ ∂
∂tk
)]
+ (−2ν)(1 − t2j ) 1tj
∂
∂tj
.
4152 K. Koufany, G. Zhang / Journal of Functional Analysis 262 (2012) 4140–4159Proof. Recall [26] that the operator D acting on T (1,0)-valued function takes the form
DF(z) = h−ν(z, z¯)B(z, z¯)
∑
k
∂k
(
hν(z, z¯)B(z, z¯)−1F(z)
)⊗ v¯k
which is a p+ ⊗ p−-valued function. Thus
HF(z) = Adp+⊗p−
∑
k,l
h−ν(z, z¯)B(z, z¯)
∑
k
∂k
(
hν(z, z¯)
(
∂¯lF (z)
)
vl
)⊗ v¯k,
where we have performed the cancellation of the B−1-term in D with B in D¯. Performing the
Leibniz rule for ∂k we get the above as sum of two terms, say I and II where
II = Adp+⊗p−
∑
k,l
B(z, z¯)
∑
k
∂k
((
∂¯lF (z)
)
vl
)⊗ v¯k
and
I = Adp⊗p¯
∑
k,l
h−ν(z, z)B(z, z¯)
∑
k
(
∂kh
ν(z, z¯)
)((
∂¯lF (z)
)
vl
)⊗ v¯k.
The second order term II is computed as in [14] or [6] and we need only to treat I .
Recall that
∂vh
ν(z, z¯) = ∂veν logh(z,z¯) = −νeν logh(z,z)∂v
(− logh(z, z¯))= −νhν(z, z¯)(v, zz¯)
where zz¯ = ∂¯(− logh(z, z¯)) is quasi-inverse of z with respect to z¯; see [16,27]. We have then
I = −ν
∑
k,l
(
vk, z
z¯
)(
∂¯lF (z)
)[
B(z, z¯)vl, v¯k
]
.
For z =∑rj=1 tj ej we have zz¯ =∑rj=1 tj1−t2j ej , and
B(z, z¯) =
r∑
j=1
(
1 − t2j
)2
D(ej , e¯j )
which is diagonalized under the Peirce decomposition of V . In particular the above sum reduces
to
I = −ν
r∑
j=1
tj
1 − t2j
(
∂¯ej F (z)
)(
1 − t2j
)2
D(ej , e¯j ).
Being a K-invariant function F(z) is rotation invariant on the plan Cej and we have then
∂¯e F (z) = 1∂t F (t). Finally we havej 2 j
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2
r∑
j=1
tj
(
1 − t2j
)
∂tj F (t)D(ej , e¯j ).
To put I + II in a better form we write tj (1 − t2j ) = (1 − t2j )(
1−t2j
tj
− (1−t
2
j )
2
tj
) and we get then the
form Hj as claimed. 
Note that this formula is consistent with the formula for Laplace–Beltrami operator on line
bundle with parameter ν where the root multiplicity 1 for the root γj is replaced by 1 + 2ν and
the multiplicity 2b of γj2 by 2b − 2ν; see e.g. [22].
We prove now the sufficiency of the Hua equation (30) in Theorem 5.2. Let ϕλs,ν the unique
elementary spherical function of type τν in Eν ,
ϕλs,ν(g) =
∫
K
e(λs+ρ)H(g−1k)τν
(
k−1κ
(
g−1k
))
dk, g ∈ G.
With some slight abuse of notation we denote ϕλs,ν(z) the corresponding K-invariant function
on Ω via our trivialization.
Suppose F be a K-invariant analytic eigenfunction of the Hua equation (30). Let g ∈ G. Then
the function
Φg(z) =
∫
K
F(gkz) dk
is K-invariant solution of the differential system
HjΦ = 2n
r
s
(
n
r
(s − 1)+ ν
)
Φ, j = 1, . . . , r.
Therefore by a result of Yan [25], Φg is proportional to ϕλs,ν and thus,∫
K
F(gkz) dk = ϕλs,ν(z)F (g · 0).
This integral formula characterizes the joint eigenfunctions in Eλ, that is F ∈A(G/K,Mλs ,ν),
by [22, Theorem 3.2], or [17, p. 27]. Now applying Theorem 4.1 we can find f ∈ B(G/P,Lλs,ν)
such that F = Pλs,ν(f ). The rest of the proof is the same as in [1,14], and we get, under the
condition (29), that f is actually a function on S, i.e., f ∈ B(S, s, ν). We shall not repeat the
computations.
8. Type one domains
Let V = Mr,r+b(C) be the vector space of complex r × (r + b)-matrices. V is a Jordan triple
system for the following triple product {xy¯z} = xy∗z + zy∗x, and the endomorphisms D(z, v¯)
are given by
D(z, v¯)w = {zv¯w} = zv∗w +wv∗z.
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Ir,r+b =
{
z ∈ Mr,r+b(C): Ir − z∗z  0
}
where Ir denote the unit matrix of rank r . Then Ir,r+b is a bounded symmetric domain of dimen-
sion r(r + b), rank r and genus 2r + b. The multiplicities are 2b and a = 2 if 2  r , a = 0 if
r = 1. The domain Ir,r+b is of tube type if and only if b = 0. Its Shilov boundary is
Sr,r+b =
{
z ∈ Mr,r+b(C): z∗z = Ir
}
.
As a homogeneous space, the bounded domain Ir,r+b can be identified with SU(r, r +
b)/S(U(r)×U(r + b)).
The complex Lie algebra kC is given by the set of all matrices
(
a 0
0 d
)
, a ∈ Mr,r (C), d ∈ Mr+b,r+b(C), tr(a)+ tr(d) = 0.
Hence, kC can be written as the sum
kC = k(1)C ⊕ k(2)C ,
where k(1)
C
and k(2)
C
are the following ideals
k
(1)
C
=
{(
a 0
0 − tr(a)
r+b Ir+b
)
, a ∈ Mr,r (C)
}
,
k
(2)
C
=
{(
0 0
0 d
)
, d ∈ Mr+b,r+b(C), tr(d) = 0
}
.
Let H(1) be the projection of the Hua operator H on k(1)
C
. It maps C∞(G/K,τν) into
C∞(G/K,τν ⊗ k(1)C ).
The main result of this section is the following theorem which is the analogue of Theorem 5.2
for non-tube domains of type one.
Theorem 8.1. Let Ω = Ir,r+b be a bounded symmetric domain of type one. Suppose s ∈ C sat-
isfies the condition (29). Then the Poisson transform Pλs,ν is a SU(r, r + b)-isomorphism of
B(Sr,r+b; s, ν) onto the space of analytic functions F on Ir,r+b such that
H(1)F = (r + b)s((r + b)(s − 1)+ ν)FIr . (34)
The bounded domain Ir,r+b is of non-tube type, however the characterization of Poisson inte-
grals involves a Hua operator of the second order. As a consequence, the proof of Theorem 8.1
is similar to Theorem 5.2 and [14, Theorem 6.1].
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Proposition 8.2. For any u ∈ Sr,r+b the function z → Ps,ν(z, u¯) satisfies
HPs,ν(z, u¯) = (r + b)s
[
(r + b)(s − 1)+ ν]Ps,ν(z, u¯)Ir .
Indeed, using the computations of the proof of Theorem 6.1 and some arguments in the proof
of [14, Theorem 5.3] we can extend the formula (31) to any (not necessarily tube) bounded
symmetric domain:
HPs,ν(z, u¯) =
[(
n
r
s
)2
D
(
B(z, z¯)
(
z¯z − u¯z), zz¯ − uz¯)−(n
r
s
)
pZ0
−
(
n
r
s
)
νD
(
B(z, z¯)
(
u¯z − u¯z), zz¯ − uz¯)]Ps,ν(z, u¯)Ir .
Specifying this formula to the domain Ir,r+b we get proposition.
On the other hand, to prove the sufficiency condition, the key point is to compute the radial
part of the Hua operator H(1). This follows immediately from the proof of Theorem 7.1.
Theorem 8.3. Let f be C2 and K-invariant function, then for a =∑rj=1 tj ej ,
4H(1)f (a) =
r∑
j=1
HjF (t1, . . . , tr )D(ej , e¯j )(1), (35)
where the scalar-valued operators Hj are given by
Hj =
(
1 − t2j
)2( ∂2
∂t2j
+ 1
tj
(1 + 2ν) ∂
∂tj
)
+
∑
k =j
(
1 − t2j
)(
1 − t2k
)[ 1
tj − tk
(
∂
∂tj
− ∂
∂tk
)
+ 1
tj + tk
(
∂
∂tj
+ ∂
∂tk
)]
+ (2b − 2ν)(1 − t2j ) 1tj
∂
∂tj
and D(ej , e¯j )(1) is the k(1)C component of D(ej , e¯j ) ∈ kC.
9. Relative discrete series
The Poisson transform is not injective for singular s being in the set Λ1 ∪Λ2 in (29). It arises
thus a question of understanding the image for those s. A finite subset of such s corresponds to
the relative discrete series, i.e. the images constitute discrete components in the decomposition of
the L2-space for the bundle. The relative discrete series are parametrized by tuple of r-integers
m = (m1, . . . ,mr); see (37) below. They are all equivalent to holomorphic discrete series and
thus can be constructed using the Szegö transform from induced representations on vector-valued
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tube domain with the tuple m being diagonal m = (δ, . . . , δ) the induced representations are
scalar. In this final section we find the precise parameters λ in the scalar case and compute
explicitly the corresponding Poisson transforms on determinant polynomials δ , thus producing
elements in the relative discrete series.
Fix ν > p−1 and ν ∈ pZ. Let α = ν−p > −1 and consider the weighted probability measure
on Ω
dμα(z) = cαh(z, z¯)α dm(z). (36)
The group G acts unitarily on L2(Ω,μα) via (10). The irreducible decomposition of
L2(Ω,μα) under the G-action has been given by Shimeno in [22, Theorem 5.10] where he
proved abstractly that all discrete parts called relative discrete series appearing in the decompo-
sition are holomorphic discrete series. In this section we need their explicit realization given by
the second author in [27].
Let us introduce the conical functions, see [6]. Let c1, . . . , cr be the fixed Jordan frame. Put
ej = c1 + · · · + cj , for j = 1, . . . , r . Let Uj = {z ∈ V : D(cj , cj )z = z}. Then Uj is a Jordan
subalgebra of V1 = V1(e) with a determinant polynomial j . We extend the principal minors
j to all V via j(z) := j(PUj (z)), where PUj is the orthogonal projection onto Uj . Notice
that r(z) = (z) = det(z).
For any m = (m1, . . . ,mr) ∈Cr , consider the associated conical function
m(z) := m1−m21 (z)m2−m32 (z) · · ·mrr (z).
If z =∑rj=1 zj cj then m(z) =∏rj=1 zmjj .
Denote
 =
{
α+1
2 − 1 = ν−p−12 if α is an odd integer,
[α+12 ] = [ ν−p+12 ] otherwise
here [t] stands for the integer part of t ∈R. Define
Dν =
{
m =
r∑
j=1
mjγj , 0m1  · · ·mr  , mj ∈ Z
}
. (37)
We let A2,αm to be the subspace of L2(Ω,μα) generated by the function ¯m(q(z)), for m ∈ Dν ,
where
q(z) = z¯z
is quasi-inverse of z¯ with respect to z.
We reformulate [22, Theorem 5.10] and [27, Theorem 4.7, Remark 4.8] in the following.
Theorem 9.1. The relative discrete series representations appearing in L2(Ω,μα) are all holo-
morphic discrete series of the form A2,αm with m ∈ Dν . The highest weight vector of A2,αm is given
by ¯m(q(z)).
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Theorem 9.2. Let δ = (δ, δ, . . . , δ) such that s n
r
= n
r
+ δ − ν and 0  δ < [ ν−p2 ]. Then the
Poisson transform Pλs,ν is a g-equivariant Szegö type map from the space B(S, s, ν)K of K-
finite elements onto the K-finite elements in the relative discrete series A2,αδ .
This theorem is consequence of the following proposition.
Proposition 9.3. Under the same conditions as in Theorem 9.3 we have
(Ps,ν¯δ)(z) =
∫
S
Ps,ν(z, u)¯δ(u) du = (s
n
r
)δ
( n
r
)δ
¯δ
(
q(z)
)
. (38)
Let us first prove the formula below
Lemma 9.4. For any highest weight m the following formula holds
(z)δ¯(w)δKm(z,w) = c(m, δ)Km+δ(z,w) (39)
where c(m, δ) = ( n
r
+ m)δ :=∏rj=1( a2 (r − j)+ 1 +mj)δ .
Proof. Since f (z) → (z)δf (z) is a K-intertwining map from Pm onto Pm+δ we have that
(z)δ(w)δKm(z,w) is equal to Km+δ(z,w) up to a constant c(m, δ). Now taking z = w = e
and using [6, Lemma 3.1, Theorem 3.4] we find that the constant is
c(m, δ) = Km(e, e)
Km+δ(e, e)
= dm
(n/r)m
(n/r)m+δ
dm+δ
=
(
n
r
+ m
)
δ
. 
Proof of Proposition 9.3. Put σ = s n
r
. We compute the image Ps,ν¯δ ,
(Ps,ν¯δ)(z) =
∫
S
h(z,u)−νh(z, z)σ h(z,u)−σ h(u, z)−σ ¯δ(u) du
= h(z, z)σ
∫
S
h(z,u)−ν−σ h(u, z)−σ ¯δ(u) du.
We use the Faraut–Korányi expansion [5, Theorem 3.8] of the reproducing kernels h(z,u)−ν−σ
and h(u, z)−σ so that,
(Ps,ν¯δ)(z) = h(z, z)σ
∫
S
[∑
m0
(ν + σ)mKm(z, u)
∑
m′0
(σ )m′Km′(u, z)
]
¯δ(u) du
which by Lemma 9.4 is
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∫ [∑
m0
(ν + σ)mKm+δ(z, u)δ(z)−1c(m, δ)
∑
m′0
(σ )m′Km′(u, z)
]
du
= h(z, z)σ
∑
m0
[
(ν + σ)m(σ )m+δc(m, δ)δ(z)−1
∫
Km+δ(z, u)Km+δ(u, z) du
]
.
The last equality follows from the Schur orthogonality relation. Furthermore, since the ratio of
the Fischer inner product and the standard K-invariant inner product of L2(S) is constant, see
[6, Corollary 3.5] or [24], we obtain
(Ps,ν¯δ)(z) = h(z, z)σ
∑
m0
[
(ν + σ)m(σ )m+δc(m, δ)δ(z)−1
(
n
r
)−1
m+δ
Km+δ(z, z)
]
which again by Lemma 9.4 is
(Ps,ν¯δ)(z) = h(z, z)σ ¯δ(z)
∑
m0
(ν + σ)m(σ )m+δ
(
n
r
)−1
m+δ
¯δ(z)Km(z, z)
= h(z, z)σ (σ )δ
( n
r
)δ
¯δ(z)
∑
m0
(σ + δ)mKm(z, z)
= h(z, z)σ (σ )δ
( n
r
)δ
¯δ(z)h(z, z)
−(σ+δ)
= (σ )δ
( n
r
)δ
¯δ(z)
h(z, z)δ
.
Finally since ¯(z)
h(z,z)
= ¯(q(z)), see [27, Corollary 4.4], the proof is completed. 
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