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Synthesising Evidence on the Impacts of
Programmes and Policies in Education,
Crime and Justice, and Social Welfare:
Practical Recommendations Based on
14 Test-bed Reviews1
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Washington, DC, USA
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Washington, DC, USA
Review teams tested the systematic review procedures and principles developed
under the Campbell Collaboration Fourteen review teams selected topics for
intervention reviews in social policy, education, and criminal justice. Review
protocols gave criteria for the extensive research literature search. Rando-
mised Controlled Trials were selected. Systematic reviewers should give careful
attention to defining the review topic, Setting study inclusion and exclusion
criteria, handling variability in outcome measurement and study reporting, appro-
priate uses of statistical meta-analysis, and reporting review results. Signi-
ficant differences in review results were observed based on review criteria and
procedures.
Keywords: systematic review, Campbell Collaboration, Cochrane Collaboration,
test-bed, social policy, education
Background
In 1999, a group of international scholars and policy makers conceived the
‘Campbell Collaboration’ for the purpose of fostering and disseminating
systematic reviews of research evidence on questions of ‘what works’ in
education, crime and justice, and social welfare (Table 1). The ‘Campbell
Collaboration’ is modelled after the ‘Cochrane Collaboration‘, which prepares
and maintains systematic reviews of the effects of interventions in health care
based primarily on evidence from randomised controlled trials (RCTs).2 The
‘Cochrane Collaboration’ was among the first of many review groups that
share the goal of facilitating evidence-based policy making. In the past four
years, these groups have focused considerable attention and effort on sifting
and sorting through research to develop lists of ‘effective’ programmes
or policies.3 Yet, across these groups, their standards of evidence and methods
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Table 1 Partners in the Campbell Collaboration test-bed review project
Methods and quality of evidence
Daniel Levy Mathematica Policy Research, Inc., Washington, DC
David Myers Mathematica Policy Research, Inc., Washington, DC
Steve Glazerman Mathematica Policy Research, Inc., Washington, DC
Improving employment and family well-being
Friedrich Losel University of Erlangen-Nuremberg, Erlangen, German
Jane Reardon-Anderson Urban Institute, Washington, DC
Jennifer Ehrle Urban Institute, Washington, DC
Laura Winterfield Urban Institute, Washington, DC
Matthew Stagner Urban Institute, Washington, DC
Promoting socially desirable adolescent behaviours
Lauren Scher University of Pennsylvania, Philadelphia, PA
M. Cay Bradley University of Pennsylvania, Philadelphia, PA
Psycho-social interventions addressing behaviour problems of children and families
Julia Littell Bryn Mawr College, Bryn Mawr, PA
Mark Lipsey Vanderbilt University, Nashville, TN
Nana Landenberger Vanderbilt University, Nashville, TN
Community interventions focused on crime and delinquency
Heather Strang Australian National University
Anthony Braga Kennedy School, Harvard University, Cambridge, MA
Larry Sherman Fels Center for Government, University of
Pennsylvania, Philadelphia, PA
Interventions for children struggling in school
Gary Ritter University of Arkansas, Fayetteville, AK
Sherri Lauver University of Pennsylvania, Philadelphia, PA
Susan Zief University of Pennsylvania, Philadelphia, PA
Interventions to improve marriage and relationships and to reduce domestic violence
(Tab 10)
Katherine Kortenkamp Urban Institute, Washington, DC
Lynette Feder Portland State University, Portland, OR
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of review tend not to yield consistent conclusions on similar questions.
Moreover, the various methods require very different levels of investment and
have different levels of transparency.
The Campbell Collaboration is the most prescriptive of these new
systematic review initiatives. Key principles of the Campbell Collaboration’s
guidelines for conducting reviews include the following:
(1) Review topics should be chosen to avoid unnecessary duplication of
effort.
(2) Review methods should minimise bias, primarily by employing high
standards of scientific evidence, broad-based search strategies and
avoiding conflicts of interest.
(3) Reviewers should commit to and facilitate routine updating to incorpo-
rate new evidence.
(4) Reviews should address policies that have current relevance and report
findings for outcomes that matter to people.
Reviewers adhere to a review protocol that has been approved by experts in
the subject area and in systematic review methods.4
As early participants in Campbell Collaboration reviews, we endorsed
these principles for reviews. Yet, it was not clear how to design and conduct
reviews that met the standards and guiding principles. We shared concerns
that the underlying conditions for reviews conducted in medicine for
the Cochrane Collaboration differed in important ways from those we
confronted in education, crime and justice, and social welfare. For example,
intervention studies in the social sciences most often rely on non-
experimental study designs, whereas those in medicine most often use
RCTs. Furthermore, it is rare in the social sciences to find replications
of highly standardised intervention models, whereas, in medicine, similarly
designed clinical trials often are conducted in multiple locations.5 At the
same time, experimental designs, standardisation and replication are now
being adopted or promoted in social and education evaluations because
of the clarity and higher confidence in findings obtained through well
designed and implemented RCTs, as compared with findings from quasi-
experiments.
Our commitment to the Campbell Collaboration principles led us to
embark on a project aimed at testing the principles through direct
application  asking specialists with subject matter and evaluation knowl-
edge to do systematic reviews and collaborate in the ‘test-bed’ project.
There are 14 review teams currently working with us. A substantial
amount of time has been spent on designing, testing and then redesigning
the standards that seem most appropriate for systematic reviews of
programme and policy impact findings, and determining strategies for
most effectively pulling together and reporting the findings from a
systematic review. The lessons learned from the ‘test-bed’ experiment
with ‘Campbell Collaboration’ principles should help others attempting
similar efforts.
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The Test-bed Experiences
The test-bed consists of 14 ongoing reviews following the ’Campbell
Collaboration’ review model, together with a process analysis of the findings
from this set of pilot reviews. The ultimate goal of the test-bed project is to
produce a practitioners’ guide to conducting meaningful reviews of pro-
gramme impact evaluation studies in the social sciences. Table 2 summarises
the early products produced thus far from the test-bed reviews. These include
protocols, briefs on particular methodological issues or review tools, and some
published articles that have either drawn on or are feeding into the test-bed
effort.
There have been two phases of the test-bed effort. During the first year,
reviewers selected topics and began to develop review proto-
cols following the Campbell Collaboration guidelines and format (http://
www.campbellcollaboration.org/C2EditingProcess%20doc.pdf).6 However,
as each review team progressed through the protocol development stage
to the actual implementation of the review, a number of critical design
issues emerged. Some of the issues, if left unresolved, would have ‘sunk’
reviews, due to the resources required to comply with particular ‘guide-
lines’  for example, the expectation that the review team will search
the published literature worldwide or aggressively seek all fugitive
literature.
One of the most significant design issues the teams grappled with
related to the considerable ambivalence about whether reviews should
exclude or include nonexperimental studies, and uncertainty as to what
constituted appropriate guidelines for reporting out findings based on
nonexperimental studies, if they were to be included in reviews.7 Early
findings from a review of tests of nonexperimental methods that were
commonly judged to have reasonable prospects of producing unbiased
impact estimates, similar to those already found in experiments raised
serious concerns about the credibility of nonexperimental estimates of
programme impacts (Glazerman et al ., 2003). As a result, it was
decided to restrict the test-bed reviews to RCT studies.8 Similarly, to
maintain a focus on only highly credible findings in the reviews, test-
bed reviewers were asked by the test-bed leaders to report intent-to-
treat (ITT) findings and to exclude findings for subgroups formed after
random assignment on the basis of criteria that potentially could have
been affected by the intervention under study. This latter condition
meant, for example, that in a study focused on the impacts of after
school-programmes, researchers would exclude any estimates of impacts
that pertain to only those youth who participated in the programme
for a minimum period of time, as such estimates would not have the
credibility of the original randomisation of students to the after-school
programme or the control group. Together these second phase guide-
lines considerably reduced the ambiguity and uncertainty confronting
reviewers.
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Table 2 Campbell Collaboration test-bed products (May 2003)
Methods
1 Glazerman, Steven, Dan Levy, and David Myers. Nonexperimental Versus
Experimental Estimates of Earnings Impacts. Princeton, NJ: Mathematica
Policy Research, Inc. May 2003. (Tab 2)
2 Myers, David. Systematic reviews and the use of random assignment and
quasi-experimental designs. Memo to Phoebe Cottingham, May 2003.
(Tab 2)
3 Maynard, Rebecca, and Matthew Stagner. Reasons to Include a Statistical
Meta-Analysis in a Systematic Review of Program
Effectiveness Research. Philadelphia, PA: University of Pennsylvania,
May 2003. (Tab 6)
Maynard, Rebecca, and Matthew Stagner. Suggestions for Facilitating the
Review Process. Memo to the C2 Steering Committee, February 23, 2003.
(Tab 6)
4 Zief, Susan, and Sherri Lauver. Checklist for Assessing Study Quality.
Philadelphia, PA: University of Pennsylvania, May 2003.
Improving employment and family well-being
5 Visher, Christy A., and Laura Winterfield. A Systematic Review of the
Effects of Non-Custodial Employment Programs on the Recidivism Rates
of Ex-Offenders. Washington, DC: The Urban Institute, April 2003
(Protocol)
Visher, Christy A., Laura Winterfield, Mark B. Coggeshall, and William
Turner. Systematic Review of Non-Custodial Employment Programs:
Impact on Recidivism Rates of Ex-Offenders. Washington, DC: The Urban
Institute, May 2003.
6 Losel, Friedrich, and Andreas Beelmann. Efficacy of Child Skills Training
in Preventing Antisocial Behavior and Crime. Erlangen, Germany:
University of Erlangen-Nuremberg, April 2003. (Protocol)
Losel, Friedrich and Andreas Beelmann. ‘Effects of Child Skills Training
in Preventing Antisocial Behavior: A Systematic Review of Randomized
Evaluations.’ Annals, AAPSS, May 2003 (pp. 84-109).
7 Stagner, Matthew, Jennifer Ehrle, and Jane Reardon-Anderson.
Systematic Review of the Impact of Mandatory Work Policies on Family
Structure. Washington, DC: Urban Institute, February 24, 2003. (Protocol)
Stagner, Matthew, Jennifer Ehrle, Jane Reardon-Anderson, and
Katherine Kortenkamp. Systematic Review of the Impact of Mandatory
Work Policies on Family Structure. Washington, DC: Urban Institute,
March 31, 2003.
Promoting socially desirable adolescent behaviours
8 Scher, Lauren and Matthew Stagner. A Systematic Review of Teen
Pregnancy Prevention Interventions. Philadelphia, PA: University of
Pennsylvania, April 28, 2003 (Protocol, Version 3)
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Table 2 (Continued )
Scher, Lauren and Matthew Stagner. A Systematic Review of Teen
Pregnancy Prevention Programs. Philadelphia, PA: University of
Pennsylvania, April 29, 2003. (Working Draft Version 1)
9 Bradley, M.C. A Systematic Review of Interventions for Disruptive
Behavior Disorders and the School. Philadelphia, PA: University of
Pennsylvania, April 29, 2003. (Protocol)
Psycho-social interventions addressing behaviour problems of children and
families
10 Lipsey, Mark, and Nana Landenberger. Cognitive-Behavioral Programs
for Juvenile and Adult Offenders: A Meta-Analysis of Randomized
Controlled Intervention Studies. Nashville, TN: Vanderbilt University,
January 2003. (Protocol)
Lipsey, Mark, and Nana Landenberger. Preliminary Summaries of RCTs.
Nashville, TN: Vanderbilt University, May 2003.
11 Littell, Julia, Burnee Forsythe, and Melania Popa. Impacts of
Multisystemic Treatment on Youth Outcomes. Bryn Mawr, PA: Bryn
Mawr College, February 24, 2003. (Protocol)
Littell, Julia, Burnee Forsythe, and Melania Popa. Preliminary Summary
of Randomized and Possibly-randomized Studies of Outcomes of
Multisystemic Treatment (MST). Bryn Mawr, PA: Bryn Mawr College,
May 23, 2003.
Community interventions focused on crime and delinquency
12 Strang, Heather, and Lawrence Sherman. Effects of Face-to-Face
Restorative Justice on Repeat Offending and Victim Satisfaction.
Canberra, Australia: Australian National University. March 2003.
(Protocol, Version 2)
Strang, Heather, and Lawrence Sherman. Effects of Face-to-Face
Restorative Justice on Repeat Offending and Victim Satisfaction.
Canberra, Australia: Australian National University, May 16, 2003.
(Working Draft)*
13 Braga, Anthony. Systematic Review of the Effects of Hot Spots Policing on
Crime. Cambridge, MA: Kennedy School of Government, Harvard
University, March 29, 2003. (Protocol).
Braga, Anthony. ‘Effects of Hot Spots Policing on Crime.’ Annals, AAPSS,
578, November 2001, (pp. 104-125).
Braga, Anthony. Hot Spots Policing and Crime Prevention: Evidence
from Five Randomized Controlled Trials. Cambridge, MA: Kennedy
School of Government, Harvard University, May 23, 2003. (Working
Draft)
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There remained many issues confronting reviewers, including the
following:
. What is a reasonable question/topic for a ‘Campbell Collaboration’-type
review?
Table 2 (Continued )
Interventions for children struggling in school
14 Ritter, Gary, and Rebecca Maynard. Review of the Evidence on the
Effectiveness of Volunteer Tutoring Programs. Fayetteville, AR:
University of Arkansas, February 22, 2002. (Protocol)
Ritter, Gary, and Rebecca Maynard. Evidence on the Effectiveness of
Volunteer Tutoring. Fayetteville, AR: University of Arkansas, April 2003.
(Working Draft)
15 Zief, Susan, Sherri Lauver, and Rebecca Maynard. Impacts of
After-School Programs on Student Outcomes. Philadelphia, PA:
University of Pennsylvania, December 9, 2002. (Protocol, Version 1).
Zief, Susan, Sherri Lauver, and Rebecca Maynard. A Review of 11
Reviews of After-School Programs: Documentation of the Literature and
Search Process. Philadelphia, PA: University of Pennsylvania, April 16,
2003.
Zief, Susan, Sherri Lauver, and Rebecca Maynard. Impacts of
After-School Programs on Student Outcomes: Interim Report on Progress
and Findings. Philadelphia, PA: University of Pennsylvania, April 28,
2003.
Zief, Susan, and Sherri Lauver. Impacts of After-School Programs on
Student Outcomes: Details of 6 Experimental Design Evaluations.
Philadelphia, PA: University of Pennsylvania, May 2003.
Zief, Susan, and Sherri Lauver. Impacts of After-School Programs on
Student Outcomes: Results from 6 Experimental Design Evaluations.
Philadelphia, PA: University of Pennsylvania, May 2003.
Interventions to improve marriage and relationships and to reduce domestic violence
16 Stagner, Matthew, Jennifer Ehrle, Jane Reardon-Anderson, and
Katherine Kortenkamp. Systematic Review of the Impact of Marriage and
Relationship Programs. Washington, DC: Urban Institute, March 12, 2003.
(Protocol)
17 Feder, Lynette, David Wilson, and Kimber Keplinger. A Systematic
Review of Court-Mandated Interventions for Individuals Convicted of
Domestic Violence. Portland, OR: Portland State University, February 19,
2003. (Protocol)
Feder, Lynette, David Wilson, and Kimber Keplinger. A Systematic
Review of Court-Mandated Interventions for Individuals Convicted of
Domestic Violence. Portland, OR: Portland State University, February 19,
2003. (Working Draft, Version 8)
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. What is the role of the protocol and the protocol review process? Are
there conditions under which new information revealed during the
review process might justify changing the review protocol midstream?
. What criteria should be embedded in the protocol for deciding what
studies should be included and excluded? Are there any conditions
under which evidence of questionable credibility should be included in a
review?
. What is a reasonable and efficient study search strategy?
. What is the appropriate context for a review? Are there conditions under
which a meaningful review could or should focus on a limited
geographic area  for example, a particular nation? When is it important
to include research from other nations?
. When is it appropriate to conduct a statistical meta-analysis of the
findings extracted from studies meeting the inclusion criteria?
. How does one decide how to group studies for inclusion in a statistical
meta-analysis?
. How should one deal with variability in the outcome measures used in
the studies being reviewed?
. What is the most useful metric for reporting outcomes?
. How can one efficiently and effectively address differences in summary
results between the ‘Campbell Collaboration’-type review and other
reviews?
In some cases, common decision-rules could be applied across all 14 test-
bed projects. In a few cases reviewers believed that decision-rules should be
specific to particular reviews. The common decision-rules that were success-
fully followed covered key principles. For example, all reviewers were able to
narrow the focal questions for their review to ones that were directed at
particular policy goals  typically particular interventions. Moreover, each
review team proposed specific search strategies for identifying relevant
studies.
All 14 test-bed reviews included systematic searches of electronic databases.
The extent to which reviewers also hand-searched journals, searched con-
ference proceedings and the Internet, and invested in personal networking to
identify the more fugitive literature varied and depended on reviewers’
knowledge of the state of the emerging research in their particular field. For
example, in fields where there is a high volume of new studies, like teen
pregnancy prevention, all of the above search strategies were outlined in the
review protocol. In other cases, like the review of after-school programmes
(Zief et al ., 2003), the reviewers specified in their protocol that they planned to
by-pass hand-searching journals. The reason for the decision related to the
high cost and expected null yield. There is no relevant research on this topic
prior to the period covered by the electronic databases, as this was not an issue
of any public concern. Moreover, research on after-school programmes is being
conducted by a relatively small number of individuals and organisations that
are well known to the review team. Those studies that meet the review
inclusion criteria will be known to the reviewers well before they appear in
formal publications. The same arguments do not apply to other test-bed
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review areas, such as that focused on teen pregnancy prevention programmes
(Scher & Stagner, 2003).
Each test-bed review protocol included very specific study inclusion criteria
that reflected the question being asked by the review and the goals of this test-
bed project. All review teams proposed to retrieve all potentially relevant
studies identified through their specified search strategies and extract from
these studies that information relevant to the stated review inclusion criteria.
For studies screened and ultimately excluded from the review, the researchers
systematically documented the reasons for exclusion. All reviewers have (or
plan to) carefully summarised the results of their search efforts in tabular form
(see for example, Table 3). Finally, all review teams have set forth in their
protocols the reasons why and conditions under which they will conduct
meta-analysis of the set of study findings in order to offer more generalisable
conclusions than offered through any single study.
As noted above, the test-bed reviewers were encouraged to limit their in-
depth review efforts to RCTs. However, even within the often small subset of
RCTs identified for each of the reviews, all reviewers confronted high
variability in the quality of the evidence they assembled. Thus, one of the
more challenging tasks for the review teams has been to sort through the RCTs
to select those that are judged likely to yield unbiased estimates of programme
impacts, even if the precision of the estimates is low.
One conclusion from the test-bed effort is that this type of systematic review
of evidence can be enormously powerful for facilitating evidence-based policy
making. However, there also is recognition that meaningful reviews in the
social sciences require attention to the nuances of the particular policy area.
One needs to be aware of issues that may affect the reasonableness of
Table 3 Summary of search results for after-school programme evaluations (Zief &
April, 2003)





Prior reviews 110 46 3
Electronic databases
ERIC 184 15 0
Education Digest 21 0 0
PsychINFO 144 15 0
Dissertation Abstracts 125 9 0
Journal hand searches NA NA NA
Internet searching
google.com 0 0 0
Professional networks 2 2 2
Total 586 87 5
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combining results across studies. For example, under what conditions would it
be acceptable to combine results for studies of residential and nonresidential
treatment for oppositional defiant disorder or for academically focused and
recreationally focused after-school programmes? And, it also is important to
be attentive to the generalisability of the study findings. For example, in so far
as the review of intervention effects on marriage and relationships has
identified only research focused on low-income populations, the results are
not generalisable to the entire adult population.
Specific Recommendations for Future Work
A recent review of the experiences of the 14 test-bed review teams led us to
some recommendations for future work in this area. Below, we focus on five
specific issues where the experiences of this team may be especially beneficial
to others: (1) framing review questions; (2) searching for studies; (3) sifting and
sorting the evidence from studies; (4) coding and archiving data; and (5)
analysing and reporting the findings.
Framing review questions
A key element of the Campbell Collaboration test-bed has been to frame
questions suitable for addressing issues facing US policy makers. The
researchers involved in the test-bed have struggled with the many forms in
which policy questions are framed. The four most common forms of questions
are the following:
(1) How big a problem is X? For example, what are the costs to society of teen
pregnancy? Is the high school drop-out rate decreasing? Is student
achievement improving?
(2) How is the development of problem X related to other factors? For
example, are changes in teen pregnancy rates related to economic trends?
Are changing levels of school drop-out rates associated with changes in
family structure or background? Does the change in student achievement
relate to changes in schools, communities or families?
(3) How might policies be designed to affect X? For example, what theories
underlie why teens have sex and why they get pregnant? Do high school
students drop out because of emotional issues, family problems or poor
school management? What types of schools seem to influence student
achievement?
(4) What is the impact of programme/policy Y on problem X? For example,
what is the impact of teen pregnancy prevention programmes on the teen
pregnancy rate? Do drop-out prevention programmes reduce adolescent
school problems? What is the impact of a new reading curriculum on
student achievement?
Each of these is a legitimate question for a systematic review. The ‘Campbell
Collaboration’ test-bed project focused on the fourth question since this
question most clearly reflects the goals of the Campbell Collaboration and the
hopes that it will inform policy makers about ‘what works’. However, many of
Impacts of Programmes and Policies 37
the conclusions from the test-bed initiative focused on evidence of programme
or policy impacts can generalise to these other three areas of inquiry.
There are two areas in which the review process and conclusions from the
test-bed will be quite specific to the fact that this is focused on issues related to
programme and policy impacts. The first relates to decisions about what
constitutes credible evidence. While the most reliable information for judging
programme and policy impacts generally derives from RCTs, these are not the
most credible evidence to address the other questions. For example, questions
about the size of a problem would rely on demographic and epidemiological
data; those focused on understanding relationships between particular social
problems and other factors would rely on correlation analyses or systematic
qualitative assessments of relationships; and evidence regarding programme
and policy design would likely involve process and operational analysis, as
well as correlation studies. The second major difference relates to the
likelihood that the review will involve a meta-analysis of the individual study
findings. When the goal is to assess programme impact estimates from studies,
a meta-analysis can be used to generate mean impact estimates and to increase
the statistical power of impact estimates.
Meta-analysis also can be used in such settings to descriptively explore
issues of programme targeting, design and/or intensity. However, because the
programmes under study were not randomly assigned to different targeting
strategies, designs or intensities of intervention, these results do not have the
credibility of the overall impact findings based on the experimental design
evaluation, but rather are a form of quasi-experimental findings.
When one combines multiple studies or pools them in a meta-analysis, the
purpose is often to examine relationships that may be important to under-
standing the scope of the problem and developing hypotheses regarding
interventions that may mitigate it. If a meta-analysis is used for this purpose, it
is important for the reviewer to draw a boundary between the impact estimate
from the meta-analysis and the description of the pattern of findings of ‘what
worked, for whom, under what context’.
Framing the questions for reviews of evidence on intervention effectiveness
is, on the surface, a straightforward process. However, considerable complex-
ity is hidden within.
The definition of ‘a programme’ is seldom clear
Policy makers may have a broad definition of ‘a programme’ in mind, akin
to a funding stream to address a class of social problems. The review of teen
pregnancy prevention programmes illustrates this complexity in programme
definition (Scher et al ., 2003). Teen pregnancy prevention programmes may be
defined by their shared goal (as policy makers often define them), or they may
be defined by the programmatic inputs or elements (as programme operators
are more apt to characterise them). For example, programmes that emphasise
condom distribution and programmes that emphasise sexual abstinence share
the goal of pregnancy prevention. But, these two groups of programmes aim to
reach that goal of pregnancy prevention in different ways  the former
through increasing condom use among sexually active youth and the latter
through decreasing sexual activity among youth.
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Policy makers may be forgiven for defining programmes by their goals. It is
not the job of the policy maker to figure out how to solve a problem. Rather, it
is the job of policy makers to prioritise problems and direct resources
accordingly. In many cases, policy makers want to know whether anything
works to mitigate the problem, or whether the programmes, on average, have
an impact. Systematic reviews can run into trouble when they accept a broad
definition of the treatment of interest and/or allow inclusion of studies that
use correlational rather than random assignment to measuring impacts so as to
have some purported evidence base to guide decision-making.
The range of interventions studied may not accurately reflect range
of interventions across the USA or around the world
Certain types of interventions or settings may be more amenable to
evaluation or may be the target of evaluation funders. Other interventions,
populations or setting may be ignored. When ‘summing up’ the evidence on
varied interventions, as noted earlier, the ‘average’ impact may not relate
directly to the overall impact of the range of programmes in the field. Focusing
reviews on interventions of a certain type of intervention, implemented within
a certain context lessens the possible misrepresentation of average impacts.
However, depending on the political context, it may be more or less relevant to
report findings for more homogeneous clusters of interventions.
The definition and measurement of outcomes are often unclear
Some test-bed reviews focused on multiple outcomes. For example, one
test-bed review focused on sexual debut, pregnancy risk and pregnancy (Scher
et al ., 2003), and another focused on observed crime and disorder, calls for
service, and total crime incidents (Braga, 2003). It is common for programmes
to have significant estimated impacts on some measured outcomes and not
others. Thus, it is important to clearly define in the review protocol the
particular outcomes that a review will examine across studies. The test-bed
review experience suggests that it is best to analyse distinct outcomes rather
than to create composite outcomes measures. If composite measures are to be
used in the synthesis (for example, combining into a single outcome measure
impacts on reading and math test scores or indicator of crime reduction), it is
important to specify and justify this in the protocol.
The test-bed reviewers also were challenged by the fact that results for their
focal outcomes were reported in different units across studies  generally not
‘natural’ units, such as percentage point increase or decrease in an ‘event’.
Often times, there was sufficient information to convert results to common
units. However, in some cases, it was necessary to make some inferences in
order to do so. For example, in cases where outcomes are reported in odds
ratios, without information on the base level, it might be necessary to use
descriptive information on the sample to infer what the ‘base’ rates were in
order to convert the Odds Ratios to the percent of the sample experiencing the
outcome. Then, often statistics on null findings for outcomes in question often
are not reported in published reports. The report may simply report that the
programme did not affect outcome X; neither the point estimate of the impact
nor its confidence interval is reported. Omitting this information biases the
findings, while including it requires making some untestable assumptions.
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Searching for studies
The ‘Campbell Collaboration’, like the ‘Cochrane Collaboration’, is com-
mitted to a comprehensive, systematic search for evidence. This implies
systematically searching in all international contexts and languages, as well
as searching beyond the standard electronic databases for studies that may
have never been published or may have been published prior to digital storage.
Such a broad, comprehensive search strategy is based on legitimate concerns,
particularly the nefarious effects of ‘publication bias’. However, the test-bed
effort led to the conclusion that reviewers should seek clarity of search boundaries
and implement a thorough, systematic searching within (and only within) the stated
boundaries . These boundaries can be defined by a variety of parameters,
including calendar years, national boundaries and search domains.
There are both practical and methodological reasons for this recommenda-
tion. The practical reason relates to enabling reviews to progress in stages that
are consistent with available time and resources. Searching in multiple
languages is time consuming and expensive, if one is committed to translating
all possible studies for inclusion. Similarly, valuable review efforts could be
forestalled by an expectation that the reviewer must search the entire
published literature (including hand-searching of journals), all possible
electronic sources and professional networks  tasks that may well exceed
available time and resources. Still, it would be valuable to encourage the
completion of at least one well defined module of the ideal comprehensive
search domain and review task in a manner that would allow subsequent
completion of other search modules within the complete domain.
The methodological reason for emphasising thorough, systematic searching
within well defined boundaries relates to the fact that the contexts in which
policies operate differ in ways that are important to their effectiveness. This is
even truer in the social science arenas that are the focus of the Campbell
Collaboration reviews than in the medical arena, which is the focus of most
Cochrane reviews. Where the unit of analysis is a person’s health, or even an
organ or a cell, the national context may not matter as much as when the unit
is a population under the influence of particular policy regimes within
national boundaries. An example of the critical importance of geographic
context for the test-bed review project is found in the review of ‘mandatory
work policies,’ where the differences between the US public welfare system
and those in other industrialised nations could be expected to strongly affect
the impacts of particular intervention strategies (Stagner et al ., 2003b). When
reviews do include the international literature, it is critical that the analysis
pays careful attention to possible impacts of national context. In many cases,
this expanded focus will necessitate partitioning the analysis along national or
other contextual boundaries.
Treatment of prior reviews
Included within any systematic search of the literature is the identification
and retrieval of prior reviews that addressed similar questions. Many test-bed
reviewers found that prior reviews drew different boundaries around the
criteria for study inclusion. Prior reviews may have included both RCTs and
nonexperimental designs, may have more broadly defined the intervention or
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may have included a range of intervention contexts. Test-bed reviewers have
treated these prior reviews similarly. They have retrieved all of the studies
included in the prior reviews and then applied their own inclusion criteria to
these studies. In some cases, many studies from prior reviews were excluded
in the set of studies for the ‘Campbell Collaboration’ test-bed review because
they did not fit inclusion criteria or they were of poor quality.
Sifting and sorting the evidence from studies
The decision to focus the test-bed effort on evidence only from high-quality
RCTs was based on two considerations. First, a systematic review of the
evidence of tests of 16 RCTs versus non-RCTs conducted under the test-bed
(Glazerman et al ., 2002) showed that attempts to simulate RCTs using other
study designs and analytic methods generally fail to replicate the results of
well designed and implemented RCTs. Glazerman at first found that 16
studies attempting to determine programme impacts using non-RCT methods
produced no clear knowledge on how and under what circumstances a non-
RCT method may be ‘just as good as’ an RCT. An update of this review which
identified 22 methodological studies examining the comparability of conclu-
sions from experimental and quasi-experimental studies upheld these central
conclusions (Glazerman et al ., 2003).
Second, significant resources are required to examine non-RCT methods to
determine, post hoc , whether they may constitute credible evidence of
programmatic impacts. Myers (2003) has suggested that evidence of pro-
gramme impacts might be considered in three tiers: (1) High-quality RCTs as
the top tier in terms of credibility of evidence; (2) lesser-quality RCTs and high
quality non-RCTs as a second level that is, at best, able to highlight
interventions that may warrant further rigorous testing; and (3) lower quality
non-RCTs as the weakest evidence that should mainly be used to identify
relationships that can stimulate new theories or identify hypotheses that
warrant empirical investigation.9
In a world of unlimited resources, it might be desirable to examine studies
falling into the second tier proposed by Myers to determine which, if any,
appear to provide credible, unbiased evidence. However, this not only would
consume significant time and resources, it also opens the door to significant
debate about whether the problems with the RCTs were severe enough to
eliminate them from tier one, as well as whether the models and methods for
non-RCTs were ‘almost as good as’ RCTs. The decision to focus the test-bed on
only the first tier of studies has afforded reviewers the opportunity to focus
their effort on judging what we know with confidence about a programme’s
impact, rather than diverting scarce research resources to examining, assessing
and interpreting evidence from studies that quite likely provide biased
estimates of programme impacts.
In some cases, test-bed reviewers have plans to expand their reviews to
incorporate non-RCT evidence. However, in such cases, they will partition the
evidence following the recommendations of Myers (2003).
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Coding and archiving data
There appears to be general consensus that three levels of information
should be retained from the search process. At the most general level, it is
important to maintain a matrix detailing the key words searched within each
information source and the results of that source. In addition, for all studies
that are reviewed for possible inclusion in the review, it is important to
maintain the full citation, the source through which the study was identified,
and the study design and implementation information necessary to determine
whether the study is likely to yield credible impact estimates of the relevant
outcomes.
Minimum data for all studies identified
In addition to a full citation, a typical ‘minimum data set’ would include the
following 14 elements:10
(1) type of research design;
(2) unit for assignment to programme and control group;
(3) unit for comparison of programme and control groups;
(4) method for constructing the control group;
(5) use of statistical control variables in the impact analysis;
(6) longitudinal tracking of sample members or repeated cross sections used
in the analysis;
(7) percent of sample lost to follow-up and appropriate treatment of high
attrition rates;
(8) prospective or retrospective identification of programme and control
groups;
(9) focal population;
(10) geographic area where intervention occurred;
(11) outcomes measured;
(12) duration of sample follow-up;
(13) adequate information to calculate standardised effect sizes;
(14) sufficient detail on the intervention.
This type of information is important for documenting decisions regarding
whether or not a particular study is appropriate for inclusion in the review
synthesis  whether it provides credible evidence relevant to the focal
question. There was general agreement among the test-bed reviewers that
studies that nominally address the study question, but that do not meet
standards for generating credible evidence on the outcomes of interest, should
be inventoried in an appendix to the review with notations regarding the
primary reason for exclusion.11
Optimal data set for included studies
For all studies that contain credible evidence on the focal question, a more
detailed set of information needs to be coded. This set includes the following
four categories:
(1) the intervention and the counterfactual conditions against which it is
being compared;
(2) sample members;
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(3) evaluation components and specific research methods employed;
(4) outcomes, including definitions of outcomes, mean values of outcome
measures for programme and control group members, and standard
deviations of the outcome measures.
Many of the test-bed reviewers maintained a database capturing these study
details in ACCESS . However, some relied on RevMan , which is the database
software used by the Cochrane Collaboration. Either works well. However, at
this point, ACCESS , and support for it, is more widely available and, thus,
somewhat more advantageous.
Analysing and reporting the findings
As noted above, the test-bed project has limited its focus to systematic
reviews of evidence of programme and policy impacts. It is not addressing the
equally valuable arena of reviews of research for purposes of theory
development, hypothesis generation or problem definition. Within this focus,
the test-bed effort highlighted five recommendations regarding methods for
reporting and synthesising estimates of programme impacts.
Stay with randomised control trials (RCTs) as the key inclusion criteria
Policy experts asked to comment on the test-bed interim products
welcomed the clarity and consistency in review findings that this review
policy produced. Nearly all of the test-bed reviewers uncovered multiple RCTs
relevant to their focal question and had something to report from these
studies. Furthermore, while RCTs standardise key aspects of the testing of the
effects of policies and programmes, they also offer variability of implementa-
tion, context and power that challenge the reviewer and build a stronger base
for knowledge.
Report impact estimates in ‘natural’ units
We were strongly advised by policy makers who have collaborated with the
test-bed project to report findings in natural units, not standardised effect
sizes. Policy makers involved with social and educational interventions tend
to think in terms of actual measures of outcomes of interest  for example,
percent of the population that is married; percent of teens who initiate sex; or
the number of crimes per 100,000 population. Each of these measures has
intrinsic meaning, as will an estimate of the change in the outcome due to a
programme or policy intervention. In contrast, measures such as standardised
effect sizes, odds ratios and percent changes are relative measures that depend
on the ‘standardising’ assumptions. Figure 1 illustrates that the general pattern
of findings is generally similar, regardless of whether they are reported in
difference in mean values or the percent change from the control group mean.
However, the percent change measures are more variable, as they are sensitive
to the base level of the outcome measure. (Figure 1 would look similar if the
results based on odds ratios were compared with the differences in means, as
odds ratios also are sensitive to the base level for the control group.)
Although standardised effect sizes have some appealing qualities  most
notably, facilitating the use of outcomes measured in different metrics  they
also are not transparent in terms of their interpretation. Moreover, researchers
Impacts of Programmes and Policies 43
infrequently have the population standard deviation that should be used for
standardising outcomes, and instead tend to create effect sizes using the
reference-estimated standard deviation for the study sample from which the
impact estimate was generated. Thus, a portion of the difference in standar-
dised impact estimates may be attributed to differences in the variance in the
outcome measures across the various study samples.
Reviews should include only studies for which intention-to-treat (ITT)
estimates are reported or can be reliably generated
The reason is that estimates based on ‘treated’ subgroups of the programme
group or groups selected on the basis of an outcome that could have changed
as a result of the intervention (for example, contraceptive use among sexually
active youth) are subject to selection, even in cases where the original study
design involved a RCT. There are instances when policy makers will be
interested in estimates of the effect of treatment on the treated. However, we
urge that these estimates be presented only as a supplement to the ITT
estimates and that they be accompanied by information on the ‘treatment
rates’ assumed in the conversion.
Reviews should report minimum detectable effects of the included studies
and, to the extent possible, study findings that relate to the costs and benefits of
the intervention. This recommendation is aimed at helping inform consumers
of reviews about what impacts the intervention needed to produce in order for
the study to have had a reasonable chance of observing a statistically significant
difference in outcomes between the programme and control groups. Often
studies have very low statistical power to detect a programme impact of a size
that is reasonable given the nature of the intervention. In the same vein, when
studies report intervention costs and estimate the value of impacts, this
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Figure 1 Estimated change in the percent who are sexually experienced and estimated
percent change in rate due to the programme
Source : Data from Scher et al ., 2003
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Meta-analysis should be conducted only on homogeneous clusters
of intervention studies
Studies included in a meta-analysis should be reasonably homogeneous
along a number of dimensions, including the following:
. nature of the intervention;
. nature of the target population;
. setting/context for the intervention;
. outcome measures.
If there is an adequate number of studies within any homogeneous cluster
and if the effectiveness of the intervention strategy is not evident from
inspection of the study findings, it may be desirable to conduct a meta-
analysis. Under such conditions, this will improve the power of the analysis
and provide a means of generating a weighted average impact estimate. Even
when the overall pattern of results from the various studies provides a clear
conclusion regarding programme effectiveness, it may be advantageous to
conduct meta-analysis to provide a more parsimonious and statistically
reliable measure of programme impacts.
Any meta-analysis subgroup findings for clusters of homogeneous studies
or findings based on heterogeneous clusters of studies should be viewed as
exploratory or descriptive analysis. This is particularly true of any analysis
that compares impact estimates for subgroups of studies defined by
characteristics such as the type of intervention, intensity of the treatment or
the setting.
Forest plots are valuable, especially when the number of studies is
small
Except in cases where there is a large number of studies, Forest plots
provide a highly intuitive description of the study findings. An example of the
potential power of the Forest plot is illustrated in Figure 2. In this case, it
would have been most surprising if the meta-analysis had revealed any
finding other than a null-finding, given the pattern of mean impact, which are
scattered on either side of zero and which tend to have relatively large
standard errors.
Reconcile any different conclusions between the Campbell
Collaboration-style review and other recent reviews
Many of the test-bed reviewers found that prior reviews of the literature
revealed considerable inconsistency in the conclusions of reviews on the same
topic or question. Conclusions seemed especially sensitive to the rules on
inclusion and exclusion of studies and on the methods for summarising
reputed effects. Most reviewers have begun to deal with these inconsistencies
by tabulating how a prior review differed from the ‘Campbell Collaboration’-
style review and what impact those differences likely had on the differing
conclusions. For example, the test-bed review of teen pregnancy prevention
programmes uncovered 13 prior reviews conducted during the past 10 years
(Table 4). These reviews included as few as five studies and, in one case, more
than 150 studies. Two focused only on RCTs, and five did not distinguish
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among various methods for estimating programme impacts. The conclusions
from the reviews range from fairly encouraging conclusions that there are
effective programmes for delaying sexual debut and teen pregnancy (Manlove
et al ., 2002) to strong conclusions that there is no evidence that pregnancy
prevention programmes delay sex, increase use of birth control or reduce
pregnancies (DiCenso et al ., 2002). The majority of the reviews offer some
positive, some negative and mostly null conclusions (for example, Kirby, 2001).
Concluding Comments
The Campbell Collaboration model for systematic reviews of evidence
as adapted for the test-bed project provides a strong, defensible and trans-
parent strategy for assessing: (1) What interventions/policies do we know
with reasonable confidence work? (2) What interventions/policies have
not been adequately assessed to draw conclusions regarding effectiveness?
And, (3) what programmes/policies have been rigorously evaluated, but
do not seem to work?12 It is possible to modularise the approach to a
Campbell-type review in a way that permits the efficient, gradual accumula-
tion of evidence. Exercising this option could be important to jump-starting
the process of developing review protocols and initiating reviews of the salient
bodies of evidence. The procedures for collecting evidence and the standards
for ‘counting’ evidence are transparent under the Campbell Collaboration
review model. This feature seems to be highly valued by policy makers.
Moreover, this quality embeds within the review explanations for differences
in the conclusions based on the review methods and/or search boundaries.
The recommended search and analysis process results in a ‘respectful’
sorting of evidence on causal relationships and evidence on correlations
worthy of further exploration and testing. It recognises the value of multiple
research paradigms and study designs, while restricting the evidence for
substantiating causal inferences about programme impacts to evidence
generated from well designed and implemented RCTs.13
The next steps in the test-bed initiative include bringing the 14 reviews to
conclusion, and drawing on the infrastructure from this effort to create a
practical guide or ‘tool-kit’ to help others benefit from these early experiences
when undertaking similar types of reviews.
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Notes
1. Another versions of this paper was presented at the Conference on Systematic
Reviews of Qualitative Evidence in Windermere, UK, January 18, 2003.
2. More information on the Cochrane Collaboration can be found at http://
www.cochrane.org.
3. Examples of these groups include: the What Works Clearinghouse (US Depart-
ment of Education, http://www.w-w-c.org); the Evidence for Policy and Practice
Information and Co-ordinating Centre or EPPI-Centre (Institute of Education,
University of London, http://eppi.ioe.ac.uk/EPPIWeb/home.aspx), the Quan-
Qual Evidence Synthesis Group (University of Leicester, Department of Epidemiol-
ogy and Public Health, http://www.prw.le.ac.uk/research/qualquan/esrcsum
mary.htm); The Future of Children (David and Lucile Packard Foundation, http://
www.futureofchildren.org); the Alberta Center for Child Health Evidence (University
of Alberta, Edmonton, CA, http://www.ualberta.ca/ARCHE/sysreviews.html);
and the Centers for Disease Control Research Synthesis Project (Centers for Disease
Control, US Department of Health and Human Services, http://www.cdc.gov/
hiv/pubs/hivcompendium/hivcompendium.htm).
4. These principles are paraphrased from information on the Campbell Colla-
boration website: http://www.campbellcollaboration.org/FraAbout.html. See
also Petrosino et al . (1997), available at http://www.ucl.ac.uk/spp/download/
publications/Annexe5.pdf.
5. Other differences include the fact that clinical trials in medicine tend to be clearly
directed at a common outcome  for example, lowering blood pressure  whereas
those in social sciences often have multiple goals or more broadly defined goals,
such as improving economic and social well-being or reducing involvement in
crime and increasing legal employment.
6. A systematic review protocol specifies not only the review topic and why a review
is warranted. The protocol must also specify how studies will be found (search
procedures) and how studies will be screened for inclusion or exclusion from the
review. The analytical tasks that the reviewer will undertake must also be
prespecified. The goal is to avoid ‘fishing’ for particular answers or conclusions,
and assure review users that scientific procedures were followed in the review
process.
7. The review teams recognised that there are similar issues for findings from
‘flawed’ experiments.
8. This decision reflected comments by external reviewers of the early findings from
the first year of Test-bed work as well as a systematic review of research looking at
the comparability of programme impact estimates generated from randomised
field trials and from various quasi-experimental methods. See the discussion later
in this paper of the work of Glazerman et al . (2003), which has been expanded as
part of this Test-bed effort (see Table 2).
9. If the papers or articles describing RCTs do not provide clear evidence of high
quality (for example, if there are low or differential response rates in follow-up
data collection), the reviewer must assume such studies cannot be placed in the
first tier. Only those that clearly document methods and procedures clearly should
be included.
10. The following list was created based on that reported in Scher (April 2003).
However, it is very similar to those used by many of the other test-bed reviewers.
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11. This recommendation is contrary to that offered by some of the Campbell
Collaboration protocol reviewers, who preferred that the results for these studies
be incorporated into the review and compared with those meeting higher
standards of evidence.
12. This conclusion is the most challenging to support empirically, due to the power
requirements.
13. There are many good references that detail the characteristics of a well designed
and implemented RCT, including Rossi et al . (1999); Boruch (1997); and Orr (1999).
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