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Abstract--The aim of this paper is to use rational basis functions as an alternative toupwinding techniques 
in the Petrov-Galerkin finite element method. 
1. INTRODUCTION 
In nonlinear partial differential equations Galerkin methods produce numerical oscillations in the 
approximate solution. These oscillations can be reduced by using test functions that are biased in 
the upstream direction [1]. Rational basis functions were introduced in the Galerkin method 
previously by the authors [2, 3], and successfully applied to the convection--diffusion equation. 
The rational basis functions constructed in Ref. [2] have the same characteristic shape as the test 
functions that simulate upwinding in the Petrov-Galerkin method mentioned in the Abstract. 
Motivated by this correspondence and the previous success achieved by the use of rational 
approximation, the method is applied to the nonlinear Burgers equation. The difference schemes 
obtained were solved in time by implicit and explicit algorithms, using different higher order 
rational basis functions. 
2. CONSTRUCTION OF BASIS FUNCTIONS 
Consider a rational function of the form 
b 
R(x) = a + 1 +cx  
where a, b and c are constants and x e [0, h]. Let c = 1/h in order to normalize x and define ~b, (x) 
and ~b0(x) on [0, h] by 
bl 
4t  (X)  = al + - -  
x 
l+ -  
h 
and 
b0 
~b0 (x) = a0 + - -  
X" 
l+ -  
h 
From the interpolation constraints ~1 (0) = 0 and ~bt (h)= 1, two equations are obtained to solve 
at and bt. Thus, 
2x 
eke(x) x +h '  O~x<~h.  
In a similar way it follows that 
h-x  
= O<~x<~h. ~o(X) h + x' 
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Fig. 1. The basis function St. 
From these functions a basis function at an interior node xj with local support on [xt_ j, x;_ 1 + 2h] 
is defined by 
5¢, (x - x,_,), x • [x,_,, x,] 
~/ ' (x)=[~o(X x,), x •[x, ,x,+,] .  (1) 
The graph of the basis function is shown in Fig. 1. 
The rational function 
b+b Ix +. . .+bs  Xs 
Rs, r(X ) -- a + 
x 1+~+...+ 
is called an (S, T) rational approximant. The rational basis function defined in equation (1) will 
now be denoted as a (0, 1) rational basis function. The method is now easily extended to higher 
order rational basis functions. 
Consider the rational function Ro,2(x) on the interval [0, h], i.e. 
Define ¢1 (x) and ~0 (x) by 
and 
b 
R0.2(x) = a 4 2, x • [0, h]. 
l +h  +(h)  
4h (x)  = al + 
bl x( y 
1+~+ 
b0 
¢0(x)  = a0 
1 +h + (h )  2' 
where x • [0, hi. From the interpolation constraints 
it follows that 
and 
where x • [0, h]. 
~b,(0) =0, ~b,(h) = 1, ~b0(0) = 1 
¢, (x) = ~ - 
¢0(x) = -½+ 
x( )2 
l+~+ 
! 
2 
l+~+ 
and Co(h) = 0, 
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The (0, 2) rational basis function ~bi at node xi is defined by 
:~ , (X  -- Xi--l), X ~[Xi--l,Xi] 
$,(x) = ~.~b0(x - xi), x ~ [x,, xi+, ]. (2) 
In a similar manner the (0, 3) rational basis function at node x~ is defined by equation (2), where 
4_ 
3 t ~l(X) = 4-- 1 ..]_ h .~ - (h )  2 + (h )  3 and (3) 
4_ 
3 
~bo'X '=-½+l+~+X(h)2+(h)  3' 
where x e [0, h]. 
The construction of higher order basis functions is unique in the sense that it is not extended 
to include more node-points. These basis functions remain defined only on the interval [0, 2h]. In 
this manner the danger of introducing real singularities on the interval is avoided. 
A (0, n) rational approximation of the function u over the interval [x~,x,.+l] can now be 
represented by 
Uh(X) = U(Xi)•i(X) + U(Xi+I )¢i+ l (X), X ~ [Xi, Xi+ 1 ]. 
Thus, Uh interpolates the function u at the endpoints of the interval. From the construction of the 
basis functions ~ki and ~'i+1 it follows that 
uh(x) = u(x,)¢o(X - x,) + u(x,+ l)¢l (x - x,), 
where x e Ix,, x, + i ]. 
3. BURGERS EQUATION 
Consider the time-dependent Burgers equation, 
u,+uu.~-eUxx=O, e>0,  xe[0 ,1]  and te[0,  T]. 
This equation arises in the studies of turbulence and shock wave theory. It is known that for small 
values of e the solution develops teep fronts and that numerical methods are likely to produce 
nonphysical oscillations depending on the stepsize used in the numerical scheme. Upwinding 
techniques are normally used to get rid of the unwanted nonphysical disturbance. However, the 
rational basis functions developed have the same characteristic shape as the test functions, 
simulating upwinding, that are used in Petrov-Galerkin methods [1, 4]. This correspondence 
motivates the application of rational basis functions in the Galerkin method. 
4. D ISCRET IZ ING THE PROBLEM 
Consider the initial-boundary value problem 
u,+uu.~--eu~x=O, e>O,x~(O, l ) , t~(O,T]  
with 
u(x, 0) =f(x) ,  0 < x < 1, ) 
u(O, t) = qo(t), t >>. O, 
u(1, t) = ql (t), t I> 0. 
(4) 
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Divide the interval [0, 1] in N subintervals of length h and the interval [0, T] in M subintervals of 
length k. Introduce rational basis functions 
~i(x), i = 1 . . . . .  N -  1, 
which are independent of time at the nodes. Galerkin's method consists of seeking an approximate 
solution to problem (4) in the form of 
N- '  
ui( t )d/ i(x ), (5) 
i=1  
u(x, t) ~- 
which satisfies the following system: 
where 
u, + .T~x - ~U~x, Cj = O, j = 1 . . . . .  N -  1, (6) 
f0 
1 
(u, v)  = uv dx. 
Hence, substitution of equation (5) into equation (6) and using product approximation [5], leads 
to 
t 2 , 2 
(I// j _ l , [[J j ) U j _ I + (I// j , [/I j ) U j -~ (I/] j + , , III j ) U j + , - - /{ ( I / ] j _  1, 1t15)U2_1 ")r" ( [// j , [/] j ) U j "31- ( llJ j + , ,~ I / I j )U j+ 1 } 
~. ' " U " " " ' + {(qlj_,,qlj) j_,+(~Oj,~kj)uj+(~bj+,,~bj)uj+,}=O, j= l  . . . . .  N - I .  (7) 
Discretize the approximating system (7) of first order ordinary differential equations in time. For 
this purpose, let 
u7 - u(ih, nk ) 
and 
To(uT) = (1 - O)u7 + OuT + I, 
where 0 e [0, 1] is a parameter that determines the difference approximation i time. For example, 
0 = 0 and 0 = 1 will correspond to forward and backward differencing, respectively. The nodal 
values at a specific time level (n + 1)k are determined from the following scheme: 
n+l  n (~0/_,, ~;)(uj_, -u j _  , )+ (q,j, ~Oj)(u~ +' -uT)+(¢ j+, ,  ~Oj)(uj+,"+' - u:+,)" 
k 
2 {(ffJ-" ~b:)T°[(uT-')2] + (q/j, q/:)Tot(u7)2] + O,bj+ l ' d/j)To[(uT+, )2]} 
+k~{(~:_,,~O:)To(uT_,)+(d/j,~O~)To(u])+(~O;+,,ql:)To(uT+,) } =0,  j = 1 . . . . .  N -  1. 
In matrix notation this difference scheme may be written in the form 
A (a  "+ ~ - a" )  + (1 - O)kB(u~y + (1 - O)kCa" + OkB(u2y +' + OkCa ~+ ' = 0 ,  (8 )  
where u s = (u~ . . . . .  u~v_, ). 
For the (0, 1) rational basis functions the elements of the tridiagonal matrices are 
ai.i- I = 6h In 2 - 4h, 
a~,~ +l = 6h In 2 - 4h, 
aid = - -a i . i -  i - -  aid + i -I'- h, 
a l . i  = aN-  I .N -  I ~ aid, 
b i,i - I = - -  ¼, 
i=2  . . . . .  N - l ,  
i=1  . . . . .  N - -2 ,  
i=2  . . . . .  N -2 ,  
i=2  . . . . .  N -2 ,  
i=2  . . . . .  N - l ,  
A Ga lerk in  method w i th  ra t iona l  basis  funct ions  49 
and 
bt.i+ t= ¼, i = 1 , . . . ,  N - 2, 
bi , i=O, i = 1 . . . .  ,N -  1, 
7F, 
i=2  . . . .  ,N - - l ,  ci.i- i -- 6h ' 
7~ 
i=1  . . . .  ,N -2 ,  
i =2  . . . .  ,N -2 ,  
Ci,  i + 1 ~ ~ - -  
6h '  
Ci,  i ~ ~ Ci ,  i -- I - -  Ci , i  + 1 ,  
CI , I  ~ CN-  I ,N -  1 ~ C i , i ,  i=2 , . . . ,N -2 .  
Implementation f higher order rational basis functions leads to similar tridiagonal matrices. If 
0 = 0, the difference scheme (8) reduces to 
B 
Ati n+t = kAf f "  - kB(u2)  n - C~ n. 
Since A is strictly diagonal dominant it is nonsingular [6], and an explicit scheme is obtained. 
However, if 0 = 1, an implicit system of nonlinear equations arises, which has to be solved 
iteratively by a Newton-Raphson method. 
5. NUMERICAL  RESULTS 
In order to assess the performance of rational basis functions, apply the difference scheme (8) 
to the initial-boundary value problem (4) with 
and 
f (x  ) = sin nx  
qo( t )=q l ( t )=O.  
The theoretical solution of this problem shows a tendency to develop a steep front near x = 1 which 
dies out with time leaving only a sine wave with reduced amplitude. 
The results are compared with the exact solution and the compact differencing technique of 
Hirsh, which is probably the most successful of all finite difference techniques for solving Burgers 
equation [4, 5]. The (0, 1) rational scheme is solved implicitly with 0 = 1, k = 0.01 and N = 19, 
while the compact differencing results have been obtained with a timestep k = 0.001. The numerical 
results and absolute rrors are shown in Table 1. From the results it is clear that the (0, 1) rational 
approximation performs excellently in comparison with the scheme of Hirsh. 
Secondly, consider Burgers equation, 
1 
u,+UUx-~Uxx=O,  x~R, t~(O,T]  
x Exact 
Tab le  1. Sine initial condition (e = 0.01, t = 0.5) 
Compact Rational Error Error 
differencing (0, 1) compact rational 
0.5 0.589 0.589 0.592 0.0 3.0E - 3 
0.56 0.649 0.648 0.651 1.0E - 3 2.0E - 3 
0.62 0.707 0.709 0.708 2.0E - 3 1.0E - 3 
0.67 0.762 0.760 0.762 2.0E - 3 4.0E - 3 
0.72 0.814 0.820 0.812 6.0E - 3 2.0E - 3 
0.78 0.861 0.852 0.856 9.0E - 3 5.0E - 3 
0.83 0.902 0.917 0.894 1.5E - 2 8.0E - 3 
0.89 0.934 0.911 0.917 2.3E - 2 1.7E - 2 
0.94 0.937 0.964 0.936 2.7E - 2 1.0E - 3 
1.0  0.0 0.0 0.0 - -  - -  
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Table 2 
(0, 1) Rational Rosinger 
(h = 0.04, k = 0.001, (h = 0.004, k = 0.02, 
T = 0.14) T = 0.14) 
x U V E V E 
0.012 3.949531 3.925373 6.1E - 3 3.968594 -4 .8E  - 3 
0.052 3.889390 3.844439 I . IE  - 2 3.905095 -4 .0E  - 3 
0.092 3.761903 3.685953 2.0E - 2 3.830391 - 1.8E - 2 
0.132 3.506132 3.398354 3 .1E-2  3.598506 -2 .6E-  2 
0.172 3.04.5331 2.936078 3 .6E-  2 3.046040 -2 .3E-4  
0.212 2.356164 2.309563 1.9E - 2 2.243422 4.8E - 2 
0.252 1.566964 1.619406 -3 .3E  - 2 1.444392 7.8E - 2 
0.292 0.897744 1.008460 - 1.2E - I 0.837771 6.7E - 2 
0.332 0.460267 0.566468 -2 .3E  - 1 0.453413 I.SE - 2 
0.372 0.220802 0.294721 -3 .3E  - 1 0.235205 -6 .5E  - 2 
0.412 0.102323 0.145769 -4 .2E  - 1 0.118771 - 1 .6E-  I 
0.452 0.046634 0.069848 -4 .9E  - 1 0.058783 -2 .6E  - 1 
with the initial condition 
2a 
u(x, 0) = Re[1 + exp(ax + b)] '  x e R, 
where Re is the Reynolds number and the constants a and b are chosen arbitrarily. The solution 
is given by the soliton 
2a 
u(x, t) = Re{1 + exp[a(x - at/Re) + b]}" 
Rosinger [7] solved this problem by means of a stable and convergent explicit nonlinear difference 
scheme. In order to compare with his results an explicit scheme, 0 = 0, with (0, 1) rational basis 
functions are implemented with the following parameters: Re = 10, a=20,  b= 1, h =0.04, 
k = 0.001 and T = 0.14. The results are shown in Table 2, where V and U denote the numerical 
and exact solutions while E denotes the relative error (U - V)/V. Despite the large h the (0, 1) 
•"•h.•  . . . . .  analytical numerical \,. ,  Ax = 0.04 
~,  At  = 0.001 
~ T = 0.14 
3 
U 2 
1 
, , ,  
o 
-o.a o12 or7 
X 
F ig .  2. Comparison between th© (0, l )  rational approximation and the analytical solution. 
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Table 3 
(0, 2) Rational (0, 3) Rational 
L 2 norm: 7.4E-  3 L 2 norm: 5 .3E-  3 
x V E V E 
0.012 3.938371 2.8E - 3 3.943696 1.5E - 3 
0.052 3.866204 5.9E - 3 3.875893 3.5E - 3 
0.092 3.718861 I. 1 E - 2 3.734006 7.4E - 3 
0.132 3.439305 1.9E - 2 3.458755 1.4E - 2 
0.172 2.972186 2.4E - 2 2.989769 1.8E - 2 
0.212 2.322565 1.4E - 2 2.329009 1.2E - 2 
0.252 1.601427 -2.2E - 2 1.592654 - 1.6E - 2 
0.292 0.970357 -8.1E - 2 0.951974 -6.0E - 2 
0.332 0.526358 - 1.4E - I 0.507473 - 1.0E - I 
0.372 0.263673 - 1.9E - l 0.249492 - 1.3E - I 
0.412 0.125669 -2.3E - 1 0.116779 - 1.4E - I 
0.452 0.058195 -2 .5E-  1 0.053199 -1 .4E-  I 
rational approximation performs satisfactorily and is computationally very easily obtained due to 
the explicit scheme. The maximum slope is attained at 
aT b 
x . . . . .  0.23. 
Re a 
At this point the (0, 1) rational approximation compares favorably with the exact solution, as 
shown in Fig. 2. At the extreme turning points the rational approximation tends to under- 
/overshoot the exact values. The relative Lz-error norm is 1.19E - 2 for the rational approximation. 
Higher order rational basis functions improve the previous results considerably, as shown in 
Table 3. Different Re values were also used to investigate the sensitivity of the method. Excellent 
results were obtained at high Re, e.g. when Re = 1000 the relative L2-error norm is 2 .8E-  4. 
Furthermore, the extension to higher order rational basis functions provides an excellent method 
to increase the accuracy of the approximation, as clearly demonstrated by the results. The method 
is unique in the sense that additional node-points are not necessary and hence, the tridiagonal 
structure of the matrices is maintained. In conclusion, it is evident that rational approximation 
provides an efficient method to solve Burgers equation. 
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