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ABSTRACT 
Polymer flooding has extensively been studied for enhancing reservoir oil recovery. Polymer 
increases the viscosity of the injected water and reduces the permeability of the porous media, 
improving volumetric sweep efficiency. Effective design of polymer flooding process is 
challenging because of the complex mechanisms affecting the dynamic flow, such as rock-fluid 
interaction and degradation. The key to evaluating the potential application of polymer injection 
lies in a clear understanding of these mechanisms involved in the recovery process. This way, the 
objective of this work is to analyze the polymer properties (adsorption, inaccessible pore volume, 
residual resistance factor, polymer concentration, relative permeability, and degradation) through 
small-scale simulation models and generate a more reliable quantitative interpretation under 
laboratory uncertainties when performing a core flooding experiment. Three methodologies are 
proposed. The first one aims to evaluate the influence of different levels of adsorption, accessible 
pore volume, residual resistance factor, polymer concentration, and relative permeability on the 
dynamic flow of polymer flooding. Aiming at including degradation in long-term conditions, a 
second methodology of model size increase was developed for the base model. A sensitivity 
analysis was performed for the degradation, considering four levels of polymer half-life time. The 
third methodology focuses on manual and automatic history matching of four core flooding tests 
with laboratory-measured data. These data come from different experiments, including rheology, 
single- and two-phase core-flooding. The sensitivity analysis results show that among the assessed 
parameters, residual resistance factor, polymer concentration, relative permeability and 
degradation cause a strong influence on polymer displacement efficiency. The history matching 
results show that the simulation models successfully match the experimental data, for all the cases, 
if the laboratory parameters are appropriately represented.  
 
Key Words: Polymer Flooding, Chemical Enhanced Oil Recovery, Heavy Oil, Reservoir 
Simulation 
  
  
RESUMO 
Injeção de polímeros tem sido extensivamente estudada para melhorar a recuperação de petróleo. 
O polímero aumenta a viscosidade da água injetada e reduz a permeabilidade do meio poroso, 
melhorando assim a eficiência de varrido volumétrico. O design eficaz do processo de injeção de 
polímeros é desafiador por causa dos mecanismos complexos que afetam a dinâmica do 
escoamento, como por exemplo as interações rocha-fluido e degradação. O design eficaz do 
processo de injeção de polímeros é desafiador por causa dos complexos mecanismos que afetam o 
fluxo dinâmico, como a interação rocha-fluido e a degradação. A chave para avaliar a potencial 
aplicação da injeção de polímeros baseia-se em uma compreensão clara desses mecanismos 
envolvidos no processo de recuperação. O objetivo deste trabalho é analisar as propriedades do 
polímero por meio de modelos de simulação de pequena escala e gerar uma interpretação mais 
confiável sob incertezas de laboratório ao realizar um teste de deslocamento. Três metodologias 
foram propostas: a primeira avalia a influência de diferentes níveis de adsorção, volume poroso 
acessível, fator de resistência residual, concentração de polímero e permeabilidade relativa na 
dinâmica de escoamento da injeção de polímero. Com o objetivo de incluir a degradação em 
condições de longo prazo, foi desenvolvida uma segunda metodologia de aumento de escala do 
modelo base. Também foi realizada uma análise de sensibilidade para a degradação, considerando 
quatro níveis de tempo de meia-vida do polímero. A terceira metodologia foca no ajuste de 
histórico manual e automático de quatro testes de injeção de polímeros com dados medidos em 
laboratório. Esses dados provêm de diferentes experimentos, incluindo reologia, teste de 
deslocamento uni e bifásicos. Os resultados da análise de sensibilidade mostram que, entre os 
parâmetros avaliados, o fator de resistência residual, a concentração de polímero, a permeabilidade 
relativa e a degradação causam uma forte influência sobre a eficiência de deslocamento de 
polímero. Os resultados de ajuste de histórico mostram que os modelos de simulação são bem 
ajustados aos dados experimentais em todos os casos, se for feita uma representação apropriada 
dos parâmetros de laboratório. 
 
Palavras Chave: Injeção de Polímeros, Métodos Químicos de Recuperação Melhorada de 
Petróleo, Óleos Pesados, Simulação de Reservatórios.  
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1. INTRODUCTION 
Oil remains the world’s leading fuel with increasing oil production and consumption over 
the years, especially due to the needs of China and India (BP, 2017). However, to sustain the energy 
supply, the oil industry must always be seeking new reserves, exploitation of unconventional 
resources or development of more efficient recovery techniques, such as the application of 
Enhanced Oil Recovery (EOR) to increase the yield of new and mature oil fields.  
As the global needs for sustainable projects growth, polymer application for EOR has become 
an attractive opportunity. This scenario is mainly due to oil recovery anticipation and 
injected/produced water reduction, compared to the conventional water flooding method. Polymer 
flooding decreases water mobility in porous media, improving the sweep efficiency, and thus 
increasing the oil recovery during the polymer solution flow through the reservoir (Sheng, 2011).  
The cost of a project to inject polymers into a reservoir is high enough to require extensive 
study of the phenomena involved. The evaluation of the polymer flooding method involves 
multidisciplinary concepts. Since its selection for application in a given field until its 
implementation, a careful analysis and preliminary tests are necessary. It is crucial to thoroughly 
analyze the viability of the selected polymer, because not all types are suitable for the conditions 
of the target reservoir. Detailed knowledge about the solution flow through the formation is of 
fundamental importance for the success of the oil recovery through the polymer injection method. 
In polymer flooding projects, several physical phenomena can affect the performance of the 
process and, consequently, the economic return of the project, such as the retention on the porous 
medium, non-Newtonian behavior of the polymer solution, and degradation processes. Values for 
these parameters have uncertainties, especially in the early stages of evaluation and development, 
which may lead to an inefficient or even unsuccessful polymer application. In offshore fields, 
polymer injection projects become even more challenging because the platforms must be adapted 
to this type of recovery method. For instance, there must be space for storage and mixing the 
polymer solution. All of these factors should be accounted for and well investigated in the 
implementation of the project. 
Lately, polymer flooding has been stated as a profitable alternative to recover heavy oil fields. 
Many authors have gathered experimental studies, pilot tests and field implementation data of 
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polymer flooding in heavy oil reservoirs disclosed in the open literature (Seright, 2010; Gao, 2011; 
Sheng, 2013; Saboorian-Jooybari et al. 2015). The laboratory evaluation should be done so as to 
choose a suitable polymer to the reservoir in question. Laboratory tests using samples from cores 
and reservoir fluids can give an indication of mobility control, losses through retention, etc (API-
RP63, 1990; Sorbie, 1991; Sheng, 2011). Simulation models are important when evaluating 
potential production and profitability of sophisticated techniques such as polymer flooding. The 
accurate polymer simulation depends on the representative data set determined through laboratory 
experiments or field tests. 
The history matching process is an important stage involving studies of two-phase polymer 
core-flooding experiments, providing significant insights of the physical mechanisms involved. 
This process consists of adjusting the model input data until obtaining the minimum difference 
between model results and laboratory data histories. Various published works showed the 
successful application of the history match of two-phase polymer core floods (Pandey et al., 2008; 
Norris, 2011, Fabri et al. 2013; Rios, 2014). The parameters of adjusted models can be used for 
production forecasts in field-scale models. 
1.1. Motivation 
The study of HPAM macromolecules has been of particular interest due to their complex 
behavior in porous media. The understanding of the factors affecting viscosity, retention, and 
degradation of the polymer solutions is necessary to describe these mechanisms  and determine the 
dynamic conditions into the reservoir. 
For complex processes, such as polymer flooding, the required input parameters to model the 
process are obtained through different experiments. These parameters can be put together through 
a simulator capable of modeling all the mentioned mechanisms affecting the dynamic flow. 
Therefore,  the motivation of this work is to improve the representation of the polymer-flooding 
through simulation model by history matching experimental core flooding results supported by lab 
data and its uncertainties. 
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1.2. Objectives 
This work focuses on analyzing the polymer properties on the core flooding and generating 
a more reliable quantitative interpretation under laboratory uncertainties when performing a history 
matching. It is divided into three main parts. The first part aims to assess physical phenomena 
associated with heavy oil recovery through polymer flooding using 1D core-scale simulation 
models, evaluating the influence of different levels of adsorption, accessible pore volume, residual 
resistance factor, polymer concentration and relative permeability on the results and then compare 
their magnitude effect on the results. The objective of the second part is to evaluate the degradation 
effects with different levels of polymer half-life time in the results. The third part, focuses on 
history matching of laboratory displacement testing of heavy oil recovery with polymer flooding 
through the simulation model, evaluating the challenges of the polymer behavior through porous 
media. 
1.3. Thesis Organization 
This thesis is structured into five chapters. In Chapter 1, a brief introduction, the motivation 
and the objectives of this work were presented. 
Chapter 2 presents a literature review, describing the theory and concepts involved on the 
polymer flooding for EOR. 
In Chapter 3, the proposed methodology is described, showing the procedures adopted to 
build the simulation models. 
Chapter 4 shows the results separated in three subtopics. First, the sensitivity analysis for the 
polymer properties is presented, observing the fluid displacement over flow. Second, the 
degradation effects with different simulation model sizes are shown. And finally, the third part 
presents history matching of lab experiments. 
Chapter 5 summarizes the conclusions and suggestions for future works. 
The thesis also comprises of four appendixes with complementary information, analyses and 
results.  
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2. LITERATURE REVIEW 
This chapter presents an overview of important aspects and successful applications of 
polymer flooding for EOR relevant to the understanding of this work.  
2.1. Polymer Properties  
This section discusses the main properties that influence the behavior of polymer flooding, 
including information about mobility reduction, retention, inaccessible pore volume, as well as 
concentration, non-Newtonian behavior, and degradation of the polymer. Additional information, 
equations and keywords of the main parameters involved in modeling polymer flooding using 
STARS can be found in Appendix D. 
2.1.1. Mobility Reduction  
The polymer recovery method consists of adding a quantity of polymer to water or brine, 
increasing the viscosity of the solution injected into the reservoir. In addition to the increase in 
viscosity, polyacrylamides modify the reservoir rock permeability, which reduces the effective 
mobility of the injected water. When permeability is reduced in this way, a lower concentration of 
polymer may be used to obtain similar gains in mobility control (Chang, 1978). Moreover, it is 
possible to improve the mobility ratio of oil/water, thereby smoothing the advance front and 
improving the sweep efficiency, in addition to a reduction in the amount of injected and produced 
water.  
The mobility of a fluid (Ȝ) is defined as the ratio between the effective permeability of the 
porous media (ke) and the fluid viscosity (ȝ). Thus, the mobility of the water (displacing fluid) is 
given by the following equation: 
 ߣݓ = ݇ewɊw =  ݇௥௪. ݇௔௕௦Ɋw  Equation 2.1 
where ߣݓ – Water mobility ݇ew – Water effective permeability ߤ௪ – Water viscosity ݇௥௪ – Water relative permeability 
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݇௔௕௦ – Absolut permeability 
 
The oil mobility (displaced fluid) is given by: 
 ߣ݋ = ݇e୭Ɋ୭ =  ݇௥௢ . ݇௔௕௦Ɋ୭  Equation 2.2 
where ߣ݋  – Oil mobility 
 ݇e୭ – Oil effective permeability 
 ߤ௢  – Oil viscosity 
 ݇௥௢ – Oil relative permeability 
  
The water/oil mobility ratio is a key parameter in determining the efficiency of the water/oil 
displacement process, with the recovery efficiency increasing as the water/oil mobility ratio 
decreases. The mobility ratio (ܯ) for water displacing oil is defined as: 
 ܯ = ߣݓߣ݋ = ߤ௢ . ݇௥௪ߤ௪. ݇௥௢ Equation 2.3 
In the case of two-dimensional displacement, the water-flooding efficiency loss refers both 
to instability in the fluid displacement process and to the low displacement efficiency at the pore 
level, being aggravated by the higher mobility ratio between the displacing and displaced fluids. 
The irregular water progress, less viscous than the oil, may result in a very low sweep efficiency. 
The contributions of the polymer addition, in that case, are stabilization of the flood, and at the 
same time, improving efficiency of the microscopic displacement efficiency, as shown in Figure 
2.1 (Sorbie, 1991). 
 
Figure 2.1 – Mobility ratio of water-flooding (top) and polymer flooding (bottom) (Sheng, 2012) 
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Tridimensional displacement also adds vertical sweep efficiency to the process, and 
intervening factors result mainly from the reservoir heterogeneities. One of the major types of 
heterogeneities is large scale stratification, where layers of higher permeability may be adjacent to 
lower permeability zones. Such heterogeneity leads to a precocious breakthrough of the water in 
the production wells and, therefore, poor sweep efficiency. The role of polymer, is again to reduce 
the mobility ratio, thus improving the vertical sweep efficiency resulting from the effects of viscous 
cross-flow, as illustrated in Figure 2.2 (Sorbie, 1991). 
 
 
Figure 2.2 – Vertical displacement of injected water (blue) for water flooding (left) and polymer 
flooding (right) (Lamas, 2017) 
 
The main benefit of applying the polymer solution injection as an EOR method is that even 
at low concentrations, it improves the mobility ratio between the injected fluid and the oil to be 
displaced. This improvement of the mobility ratio results in a greater volumetric sweep efficiency 
of the reservoir as compared to the performance achieved when applying water with no mobility-
reduction additives (Pye, 1964; Chang, 1978; Lake, 1989; Carcoana, 1992). 
In order to describe only the permeability reduction effect, a permeability reduction factor ሺܴ௞ሻ is defined as the ratio between the relative permeability to water ሺ݇௥௪ሻ and to the polymer 
fluid ሺ݇௥௣ሻ: ܴ௞ = ݇௥௪݇௥௣  Equation 2.4 
The contribution of the mobility reduction achieved by the polymeric fluid, including 
viscosity increase and permeability reduction effects, is known as resistance factor ሺܴ�ሻ. It is 
defined as the ratio between the water ሺɉ௪ሻ and the polymer fluid ሺɉ௣ሻ mobilities: ܴ� = ߣ௪ߣ௣ = ݇௥௪/Ɋ௪݇௥௣/Ɋ௣  Equation 2.5 
where Ɋ௪ and Ɋ௣ are the water and the polymer-fluid viscosities respectively. 
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The residual resistance factor (RRF) is a parameter used to indicate the decrease of water 
mobility after the polymer solution injection, relative to the water flow before the flow of the 
polymer solution (Carcoana, 1992). Even when applying water flooding in the porous media after 
a polymer slug, a residual resistance to flow still remains. The RRF is given by the ratio between 
the water mobility before ሺߣ௪ଵሻ and after ሺߣ௪ଶሻ the flow of the polymeric slug, i.e., 
RRF = ߣ௪ଵߣ௪ଶ = ݇௪ଵ/Ɋ௪݇௪ଶ/Ɋ௪ = ݇௪ଵ݇௪ଶ = �ଶ�ଵ Equation 2.6 
where P1 and P2 are the pressure drop before and after the polymer flooding respectively. 
 
Although the resistance factor ܴ� is a parameter to evaluate the polymer ability to sweep the 
oil of the reservoir, it is rarely used due to limitations to estimate the polymer mobility. The ܴ� is 
a function of the permeability to the polymer, which is obtained from Darcy’s equation.  
The residual resistance factor is more often used for comparisons between laboratory and 
field data than the resistance factor, as it is simpler, more directly accessible, and devoid of 
simplification calculations (Silva et al., 2010). 
Delamaide (2014) claims that in highly permeable formations, RRF can be low (close to 1); 
values in the 2-4 range are common but higher values suggest that the polymer molecules may be 
too large for the formation. The research on core-flood results from Osterloh and Law (1998) 
suggested that RRF would be at most between three-to-five, but possibly lower. Zampieri (2012) 
found values of RRF of 2.62 for highly permeable sandstones. 
2.1.2. Saturation Profile 
A good way to understand the production rate behavior in a one-dimension flood case is 
analyzing the saturation profile along the core sample. A typical saturation profile for linear 
polymer-flooding is shown in Figure 2.3. This pattern can be obtained based on the analytical 
model using fractional flow curves of both the polymer-oil and water-oil systems. This application 
for polymer-flooding is an extension of the classical Buckley-Leverett theory as described by Pope 
(1980). 
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Figure 2.3 – Typical fractional flow curve (left) and saturation profile (right) for 1D Polymer 
flooding (Sorbie, 1991) 
 
As can be seen in the previous figure, a polymer flooding displacement leads to the formation 
of two fronts. The first front is a bank containing connate water (Sw1) and water stripped from the 
injected solution (Sw2 to Sw3), due to polymer retention. The polymer is partly adsorbed onto the 
rock surface which has been contacted by the injected solution. The amount of injected polymer 
concentration is Ci and the amount of polymer retention is Ca. The second front is the polymer 
solution bank (Sw4) that displaces the first one. Sw4 can be determined by drawing a tangent to the 
fw versus Sw polymer curve from the point (Sw, fw) = (–Ca/Ci, 0). 
2.1.3. Polymer Retention 
There are three main retention mechanisms for polymeric solutions flowing through a porous 
media: polymer adsorption, mechanical entrapment and hydrodynamic retention (Sorbie, 1991). 
These mechanisms are represented in Figure 2.4. 
 
 
Figure 2.4 – Polymer retention Mechanisms in porous media (adapted from Sorbie, 1991) 
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The mechanical entrapment occurs when larger polymer molecules are blocked in narrow 
flow channels as polymer flows through the porous media, forcing the polymer solution to flow 
along other paths. Therefore, the retention degree of this mechanism is a function of the pore 
dimensions and polymer molecule size and is more meaningful in less permeable formations 
(Sheng, 2011). 
The hydrodynamic retention is the least well-understood retention mechanism of them all. 
The idea came from the observation that after reaching the steady state in a core experiment, the 
retention degree changed when the flow velocity changed, creating vortexes or hydrodynamic 
trappings (Sorbie, 1991). Recent literature reports that hydrodynamic retention is a function of the 
water phase flow rate (Zhang and Seright, 2015; Idahosa et al., 2016; Ferreira and Moreno, 2017). 
Although this mechanism is significant, it is probably the one that contributes less to the total 
retention effect, thus being neglected in field-scale applications (Sheng, 2011). 
Adsorption is the interaction between the polymer molecules and the rock surface, depending 
on its affinities. This interaction brings on polymer molecules to be bound to the rock surface 
predominantly by physical adsorption – van der Waals forces and hydrogen bonding – that is weak 
and forms no chemical bonding (Sheng, 2011). Regarding polymer features, the average molecular 
weight, and the molecular size act on adsorption. Furthermore, pH, salinity, and hardness of the 
used solvent are also strongly related to the adsorption degree (Sorbie, 1991). 
On mineral surfaces, polyacrylamide (PAM) is strongly adsorbed. This way, the polymer is 
partially hydrolyzed to reduce adsorption by reacting PAM with a base, such as sodium or sodium 
carbonate or potassium hydroxide. Hydrolysis converts some mole fraction of the amide groups 
(CONH2) to carboxyl groups (COO-), ranging from 15% to 35% in commercial products. The 
backbones of polymer chains are negatively charged by hydrolysis of PAM, which largely affects 
the rheological properties of polymer solution (Sheng, 2013). 
The adsorbed polymer molecules are removed from the injected solution, lowering its 
concentration and therefore, reducing the fluid’s viscosity. On the one hand, this reduction in the 
polymeric solution viscosity has an adverse effect on the mobility ratio thus diminishing the 
potential for oil recovery. On the other hand, it is important to consider water permeability 
reduction caused by the polymer retention (Jennings et al., 1971; Carcoana, 1992; Grattoni, 2004), 
which contributes to the reduction of the mobility ratio. 
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Table 2.1 shows some values of the adsorption level of HPAM polymer, described in the 
literature at different concentrations. 
 
Table 2.1 – Maximum adsorption per concentration 
Source 
Concentration 
(ppm) 
Adsorption 
(µg/g) 
Dominguez and Willhite (1977) 100 - 500 10 - 21 
Osterloh and Law (1998) 500 10 - 20 
Zheng et al. (1998)  250 - 1500 40 - 58 
Choi (2008) 5000 76 - 382 
Salazar (2009) 1750 -2250 109.7 – 208.2 
Hatzignatiou et al. (2013) 400 1.92 - 42.41 
Delamaide et al. (2014) 500 - 1000 12 
Manichand and Seright (2014) 1000 - 2300 50 - 250 
 
Sheng (2011) presents a graph with cumulative distribution of synthetic polymer adsorption 
(Figure 2.5), where it can be noted that 70% of the adsorption data are below 30 µg/g rock.  
 
Figure 2.5 – Cumulative distribution of synthetic polymer adsorption (Sheng, 2011) 
 
According to Sorbie (1991), the level of polymer retention is one of the key factors to 
evaluate the economic feasibility of a polymer injection. During a dynamic flooding test, the total 
polymer loss or polymer retention includes the hydrodynamic retention, mechanical entrapment, 
and adsorption. The amount of oil recovered per mass of injected polymer is inversely related to 
polymer retention.  
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Polymer adsorption is often the major cause of polymer retention. In a simulation model, the 
retention can be restricted to polymer adsorption. The polymer adsorption can be represented by 
adsorption isotherms, which are used to estimate, at a given temperature, the amount of adsorbed 
polymer related to the polymer concentration. There are different models of isotherms, such as the 
Henry isotherm, Langmuir isotherm, Freundlich isotherm, and Concave isotherm, among others. 
The Langmuir-type isotherm is one of the most commonly used models to quantify the 
polymer adsorption at the solid surface (Lake, 1989; Aluhwal, 2008; Mohammadi, 2008; Wang, 
2009; Sheng, 2011). It can be represented by: 
 ̂ܥ௣ = ܽ௣ܥ௣ͳ + ܾ௣ܥ௣ Equation 2.7 
where ܥ௣ is the polymer concentration on the liquid phase, ̂ܥ௣ is the polymer adsorbed in the rock, 
and ܽ୮ and ܾ௣ are constants for a given rock-fluid system at a specific temperature.  
 
Figure 2.6 shows a typical shape of a Langmuir-type isotherm where ܾ୮ controls the 
curvature of the isotherm, and the ratio ܽ୮/ܾ௣ determines the plateau value for adsorption (Lake, 
1989). 
 
Figure 2.6 – Typical shape of the Langmuir Isotherm (adapted from Lake, 1989) 
 
Adsorption is treated as an instantaneous effect in the model, which results in a stripped water 
bank at the leading edge of the slug (Aluhwal, 2008). 
2.1.4. Inaccessible Pore Volume 
The inaccessible pore volume parameter defines the effective pore volume for the polymer 
macromolecules flow in porous media. This phenomenon was first reported in the literature by 
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Dawson and Lantz (1972). Conceptually, a polymer molecule is not able to flow through the whole 
pore space; it only travels through the accessible portion which accelerates its arrival at the outlet 
face or producer well. Models that reflect this concept have been developed by Sorbie (1991). 
In fact, both the pore throats and the polymer molecule do not have absolute sizes, but a range 
of values. Statistically, there is a combination of particle size that passes through a combination of 
pore throats. If the size of the molecule is equal to or bigger than the pore throat, it does not go 
through this pore. This porous portion is classified as inaccessible pore volume (IPV) (Dawson and 
Lantz, 1972). The accessible pore volume (APV) is defined as one minus the fraction of IPV. The 
APV is usually represented by a fraction of the total pore volume. 
The magnitude of the inaccessible pore volume depends more on the porous medium and the 
polymer type than on the salinity, polymer concentration, and the remaining oil in the porous 
medium (Lötsch et al. 1985). 
Many authors observed that, in laboratory experiments, when there was no retention, the 
polymer molecules were transported through porous media more quickly than in the inert chemical 
tracer dissolved in the injected polymer solution, because of the IPV. The dispersion of the tracer 
coefficient was at the same value as the water solvent (Dawson and Lantz, 1972; Lötsch et al., 
1985; Lake, 1989; Sorbie, 1991).  
Figure 2.7 shows the experimental results determined by Dawson and Lantz (1972). It is 
observed in two similar banks during the same period of time. The bank of HPAM (polyacrylamide 
in the left) is produced before the inert tracer (salt in the right) due to the inaccessible pore volume 
phenomenon. 
 
Figure 2.7 – Experimental values of inaccessible pore volume (Dawson and Lantz, 1972) 
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Two hypothesis have been reported to explaining the fact that the polymer is faster than the 
tracer. The first one considers that large polymer molecules do not enter into small pores and dead-
end pores and flows only through larger pores. Therefore, the polymer molecules propagate faster 
than the tracer substance. The second hypothesis refers to the wall-exclusion effect of the flow 
regime. Under this effect, the polymer particles concentrate and flow in the center of the porous 
channels of the reservoir rock. This effect occurs because the streamlines located away from the 
wall are associated with the higher velocities. Such flow behavior accelerates the polymer to move 
on faster average velocity than the chemical tracer through the porous media (Lake, 1989; Sorbie, 
1991). 
Lötsch et al. (1985) injected a bank of biopolymer solution (Scleroglucan and Xanthan) and 
a tracer through a sandstone core. After polymer and tracer outlet concentrations reached their 
respectively injected levels, brine was injected (post flood) to displace all mobile polymer and 
tracer. Then, the second bank of polymer solution containing tracer was injected. The polymer 
retention and inaccessible pore volume were assessed using only the front part of the effluent 
curves resultant of the two injection stages. Inaccessible pore volume (IPV) is determined during 
the second injection cycle from the difference in area between the polymer breakout curve and the 
tracer breakout curve. 
Figure 2.8 represents ideal combinations of IPV and adsorption effects for one injected pore 
volume of polymer, presented by Dawson and Lantz (1972). Without adsorption and IPV (a) the 
breakthrough occurs right after one pore volume is injected. In the presence of exclusively IPV (b) 
the whole polymer bank emerges early, and the breakthrough is shifted backward by the amount 
of the IPV. On the other hand, adsorption exclusively (c) does not affect the back edge but delays 
the front edge and the bank becomes smaller. The combination of both effects (d) produces a 
smaller bank shifted backward. 
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Figure 2.8 – Adsorption and IPV effects in polymer breakthrough (adapted from Dawson and 
Lantz (1972) 
 
Manichand and Seright, (2014) used the Equation 2.8 to determine IPV. 
 IPV=[(Cpoly/Cpolyo * PV) – (Ctrac/Ctraco * PV)] Equation 2.8 
The authors also determined the polymer retention (Equation 2.9) during the first injection 
cycle from the difference in area between the polymer breakout curve and the tracer breakout curve. 
R = {[ [(Cpoly/Cpolyo * PV) – (Ctrac/Ctraco * PV)]] + IPV} * Cpolyo *PV / Mrock Equation 2.9 
where R is the polymer retention in ȝg/g, Cpoly is effluent polymer concentration, Ctrac is the effluent 
tracer concentration, Cpolyo is the injected polymer concentration, Ctraco is the injected tracer 
concentration, PV is the pore volume, PV is pore-volume increment, and Mrock is the mass of the 
core. 
 
On one hand, low APV requires a low amount of polymer, reducing the cost of the process 
and representing advantages. On the other hand, too low of APV can impair the recovery process 
(Melo, 2008). 
Table 2.2 shows some values of IPV of HPAM polymer, described in the literature at 
different porous media, permeability and salinity. Some papers complement that shown previously 
in the adsorption item. 
 
 
37 
 
 
Table 2.2 – Reported values of IPV 
Source 
Porous 
Medium 
k, md 
Salinity, 
% TDS 
IPV, % 
Dawson and Lantz (1972) Berea 470 1–2 22 
Dawson and Lantz (1972) Bartlesville 2090 1–2 24 
Knight et al. (1974) Berea 90 - 120 0.05 0–4 
Dominguez and Willhite (1977) Teflon 86 2 19 
Osterloh and Law (1998) Sandpack 2500 - 11000 1.3 ~20 
Choi (2008) Berea 629 - 593 3 14 - 27 
Pancharoen et al. (2010) Sandpack 12600 - ~30 
Hatzignatiou et al. (2013) Berea 758 - 842 - 7.23 - 15.5 
Manichand and Seright (2014) Sandpack 401 - 877 0.0005 ~0 
 
2.1.5. Polymer Concentration 
The concentration of the injected polymer solution is a crucial parameter in the design of an 
efficient polymer-flooding project. Because of the high cost of polymers, it is essential to optimize 
polymer injection strategies to perform the greatest oil recovery at the lowest cost of the project. 
The optimum polymer concentration has a direct impact in the optimization process, maximizing 
the cumulative oil production or profit from a polymer flooding of the reservoir (Yang Lei et al., 
2012).  
Each type of polymer provides a particular increase of fluid viscosity (Sorbie, 1991). A 
higher target polymer viscosity can be reached by increasing the concentration of the polymer. 
Strategically, Wang and Dong (2007) state that a lower concentration of polymer solution is 
required if polymer flooding is implemented at the earlier production life of a heavy-oil reservoir. 
The increase of polymer concentration is more effective on the incremental oil recovery 
because polymer concentration directly reduces the mobility ratio of water/oil by increasing the 
water-phase viscosity, thus reducing the effective permeability to water.  
Zhang and Seright (2014) studied how polymer concentration affects retention in porous 
media for both static and dynamic measurements. According to them, if a porous medium is first 
contacted with dilute HPAM solution to satisfy the retention, no significant additional retention 
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occurs when exposed to higher concentrations (Figure 2.9). In field applications, reduced polymer 
retention may be achieved by first injecting a bank of low polymer concentration. 
 
 
Figure 2.9 – Proposed polymer-adsorption mechanism per concentration on the rock surface 
(adapted from Zhang and Seright, 2014) 
 
De Bons and Braun (1995) reviewed twelve pilots. Field polymer floods around the world 
were conducted between 1975 and 1992. These projects were analyzed and compared with polymer 
floods conducted in the US between 1980 and 1993. The authors state that the average 
concentration of the polymer injected in the US projects was 460 ppm vs. 920 ppm for the abroad 
polymer floods. The median incremental oil recovery for the US polymer floods was 4.9% OOIP, 
while the successful international polymer floods recovered 6 - 52% OOIP. 
The Daqing field pilot tests using high molecular weight and high polymer concentration 
started in 2001 in three blocks: WN block, WM block, and E N1 block. These pilot areas began 
under conventional polymer flooding of 16 million molecular weight (MW) and of 1000 ppm. 
After injecting polymer of 25 million MW and about 2000 ppm, the water cut reduced by 25-30%. 
After the positive results obtained from these pilots, a large-scale polymer injection was applied to 
the E W N1 blocks in January 2009. The polymer MW was 25 million and the injected 
concentration was 2030 ppm. The injected polymer solution was 0.61 PV. They reported that water 
cut was significantly reduced and the incremental oil recovery was more than 10% (Sheng, 2013). 
The polymer injection in the East Bodo heavy oil reservoir in Canada was initiated in May 
2006. The oil viscosity was 600-2000 cP (140 API). It was expected that the injected polymer 
solution of 1500 ppm would result in 25 cP. Apparently, the reservoir solution viscosity was 10 cP 
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at maximum. So later, a fresher water source with 3700 ppm of TDS was used, and the solution 
viscosity of 1500 ppm was 60 cP at the surface. The polymer concentration at the nearest producing 
wells was about 100 ppm. The pilot performance indicated that for polymer injection in the heavy 
oil reservoir, horizontal wells helped to alleviate the injectivity problem (Sheng, 2013). 
2.1.6. Non-Newtonian Behavior 
The polymer flooding in a porous media has been of special interest due to its complex 
behavior. Extensive rheological measurements and laboratory core floods with partially 
hydrolyzed polyacrylamide (HPAM) polymers have been carried out and modeled in order to 
understand its viscoelastic behavior. 
Figure 2.10 shows the classification of the fluids depending on the shear stress behavior 
presented for the applied shear rate. The shear rate (�̇) is defined by the ratio between the difference 
of speed on two adjacent layers of fluid and the distance between them, whereas the shear stress, ሺ�ሻ corresponds to the ratio between the force applied in the direction of the flow area and the 
surface exposed to shear. 
Fluids whose viscosity is independent on the imposed shear rate are classified as Newtonians 
and are characterized by a single value of viscosity at a given temperature. Fluids for which the 
shear stress is directly proportional to shear rate are termed non-Newtonian. They may be 
characterized as pseudoplastic (shear thinning), dilatant (shear thickening) or Bingham plastic. 
 
 
Figure 2.10 – Classification of different rheological fluids dependence of shear rate (adapted 
from Machado, 2002) 
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The shear thinning effect is characterized by a decrease at the apparent viscosity with 
increasing shear rates. The rate of viscosity decrease follows a power-law model. In the upper 
Newtonian regime, the apparent viscosity asymptotically approaches the solvent viscosity for 
increasing values of shear rate (Green and Willhite, 1998). 
The shear thickening effect (viscosity increase) is a physical response that polyacrylamides 
exhibit when exposed to high frontal velocities in a porous media (Hirasaki and Pope 1974) and/or 
at very high flow rates (Hatzignatiou et al., 2013). It is not uncommon for polymers to exhibit shear 
thinning or upper Newtonian regimes in rheological tests. However, in a core experiment, it may 
also present shear thickening as well as degradation effects (Green and Willhite 1998). 
The shear thickening behavior, if present, takes place in the reservoir only in the near 
wellbore vicinity of an injection well (Hatzignatiou et al., 2013). Some authors attribute the shear 
thickening effect to the molecular structure of the polymer. The flexible nature of the coil structure 
of polyacrylamide molecules leads to their ability to produce viscoelastic responses in high shear 
environments (Green and Willhite 1998, Hirasaki and Pope 1974). 
The effect of the shear rate on the polymer viscosity determined by bulk rheology is usually 
described by the Carreau model, displaying shear thinning behavior (Figure 2.11a). The bulk 
rheology of these solutions is characterized by a Newtonian plateau at low shear rates, a shear-
thinning region at moderated shear rates and another Newtonian plateau at high shear rates. Inside 
the porous media, however, the in-situ (or apparent) viscosity can be different. A line of research 
has been adopted, in which the apparent viscosity model that covers both shear-thinning and shear-
thickening behavior of polymer in porous media increases the shear rate (Figure 2.11b). The 
characteristic of the polymers shear-thickening is correlated with the Deborah number via its 
molecular relaxation time, determined from the rheological data. Simulation models proved that 
this method can be successfully history matched with core flood oil recovery experiments for 
different flow rates (Delshad et al., 2008; Stavland et al., 2010; Norris, 2011; Hatzignatiou et al., 
2013). 
 
41 
 
 
 
 
(a) (b) 
Figure 2.11 – Representation of (a) flow regimes for typical polymer bulk rheology (Norris, 
2011) and (b) viscoelastic model (Delshad et al. 2008) 
 
The most recent literature reports that the HPAM polymer in-situ viscosity proves to be lower 
than bulk viscosity (Stavland et al., 2010; Seright et al., 2011; Ferreira and Moreno, 2017). 
However, one needs to perform core-flooding experiments to obtain polymer in-situ viscosity. On 
the other hand, measurements of viscosity in a rheometer can be much more easily obtained. 
Therefore, it is common for authors to use rheometer viscosity data on the core-scale for HPAM 
polymer flooding simulation (Rios, 2014) or field-scale (Bordeaux Rego et al., 2017). 
2.1.7. Degradation 
Polymer degradation has been studied to improve the understanding in the injection process 
of EOR. These studies are addressed for different conditions, such as various types of polymers, 
salt concentration, and oxygen content, among others. Laboratory experiments can be conducted 
to obtain the reaction parameters.  
In oil recovery operations through polymer flooding, it is important that the polymer 
maintains its stability until near the producer well. Polymer degradation refers to any process that 
will break down the molecular structure of the macromolecule, reducing the viscosity of the 
injected solution.  
According to Yang and Treiber (1985), the rate and extent of polymer degradation are 
governed mostly by the oxygen content of the solution and temperature. They remark that limited 
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levels of oxygen produce only limited polymer degradation. They point out that the oxygen content 
is very low in reservoirs, because of the reducing environment.  
Metal ions will always exist in a polymer solution because of contamination from surface 
facilities, which motivates studying their effects. When the oxygen is completely consumed, the 
degradation reaction stops and the authors above have noted that this is contrary to the general 
suspicion that once oxygen initiates the reaction it should proceed without further oxygen supply. 
Because of this finding, they observed that high pH polymer solution (pH > 7) containing only a 
limited amount of oxygen would not experience much viscosity loss at temperatures below 100°F 
(37.8°C). In this case, the removal of oxygen may not be necessary. However, when the reservoir 
temperature is higher than 140°F (60°C), the amount of oxygen in the solution should be minimized 
by using a stoichiometric amount of oxygen scavenger. Also, the addition of some methanol or 
thiourea could help to protect the polymer from any further oxygen. 
Ryles (1988) investigated long-term thermal stability limits of polymer solutions under 
anaerobic conditions. The author stated that the rate of polyacrylamide hydrolysis was found to 
depend mostly on temperature. Polyacrylamide was stable at 50°C for at least 20 months, even in 
the presence of high concentrations of divalent ions. At elevated temperatures, however, the 
pendant amide groups tend to hydrolyze and increase the total carboxylate content of the polymer, 
resulting in significant changes in solution properties, rheology, and phase behavior. At 90°C 
hydrolysis was rapid and polyacrylamide solutions were stable to precipitation only when Ca2+ 
concentration was below 200 ppm. The primary mechanism of polyacrylamide degradation was 
found to be amide group hydrolysis.  
Maerker (1975) claimed that the polymer degradation was aggravated in high salinity brines. 
According to him, the presence of calcium ions (Ca2+) presented a damaging effect above that 
expected from the mere increase in the ionic strength of the solution. The author suggested that 
softening the injection water might significantly reduce polymer degradation. However, Ryles 
(1988) performed thermal stability tests and showed that temperature had a major determining 
influence than the dissolved salts on the hydrolysis rate. 
Mechanical degradation is a short-term effect caused by the high flow rate region close to a 
well, resulting of high mechanical stress of the polymer. This effect is more severe at high flow 
rates, long flow distances and low permeabilities of the porous media. In a low-permeability porous 
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medium, the stress acting on the polymer is larger due to the smaller average pore throat diameter 
(Sheng, 2011). 
Dupas et al. (2013) claimed that the adsorption of the mechanically degraded HPAM solution 
appears to be lower than adsorption of the non-degraded solution, due to the lower molecular 
weight distribution. The authors showed that for mechanical degradation of the HPAM, shear 
viscosity loss is around 10%, at a high extensional rate compared to the original solution.  
Zaitoun et al. (2012) found by shearing experiments that flexible polymers are more sensitive 
to shear degradation. The chain rigidity of large monomer groups prevents to some extent the coiled 
macromolecule stretching. Moreover, shear sensitivity increases with molecular weight and brine 
salinity for hydrolyzed polyacrylamide. 
Biological degradation is the microbial breakdown of polymer chains by bacteria throughout 
storage or in the reservoir. Biological degradation is more prevalent for biopolymers, especially 
for use in shallow reservoirs and for the biopolymer as it resides in surface tanks and tubular. For 
synthetic polymers, such as HPAM, biological attack is essentially not an issue, even though it may 
also occur. Biological degradation is more severe at low temperatures or in the absence of effective 
biocides. The use of a biocide is the almost universal answer to biological degradation (Sheng, 
2011). 
Polymer degradation can be modeled by thermal, biological and chemical mechanisms. This 
is done by implementing stoichiometric reaction coefficients and kinetic parameters of the reaction. 
The commercial simulators use stoichiometric coefficients of the reaction equation representing 
the degradation phenomenon and the input properties required to express the volumetric reaction 
rate. The kinetic of a reaction allows us to determine the conversion velocity of one component 
into another one (STARS, 2015). The reaction rate depends on the temperature, species 
concentration, catalysts, and inhibitors. 
The kinetic parameters can be determined during a reaction by using a Differential Scanning 
Calorimeter (DSC) and applying the Borchardt and Daniels Method. This method was developed 
by ASTM International standards E2041 and allows one to calculate the Arrhenius pre-exponential 
factor (frequency factor or reaction rate constant, Z), activation energy (Ea) and reaction order (n) 
from the heat flow and total heat of reaction obtained in a DSC test. 
Kinetic reactions can be modeled with some suitable equations. The rate equation (Equation 
2.10) describes the dependence of the rate of reaction on the amount of material present. 
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 dα/dt = kሺTሻ ሺͳ –  αሻ୬ Equation 2.10 
or expressing rate equation in its logarithmic form, 
 ln [dαdt ]  = ln[kሺTሻ + n lnሺͳ –  αሻ] Equation 2.11 
whereμ dα/dt = reaction rate (min−1);  
α = fraction reacted (dimensionless); 
k(T) = rate constant at temperature T (min−1); 
n = reaction order (dimensionless). 
 
The rate of most chemical reactions increases as the temperature increases. The relation 
between kinetic reaction and temperature can also be modeled by the Arrhenius equation, 
expressed in terms of the rate constant k(T): 
 kሺTሻ = Z expሺ−Eܽ/RTሻ Equation 2.12 
or 
 ln[kሺTሻ] = lnሺZሻ − Eܽ/RT Equation 2.13 
where: Z = Arrhenius pre-exponential factor (min−1); 
T = Absolute temperature (K);  
R = Gas constant (= 8.314 J mol−1 K−1). 
 
Equation 2.13 also has the form of a straight line, y = mx + b. In this case, a plot of the 
logarithm of the reaction rate constant (ln[k(T)]) versus the reciprocal of absolute temperature (1/T) 
produces a straight line, where the slope is equal to −Ea/R and the interception is ln[Z]. 
When combining the reaction rate and Arrhenius equations in its logarithmic form, the 
resultant equation is: 
 ln[dα/dt] = lnሺZሻ + n ln[ͳ –  α] − EܽRT Equation 2.14 
The equation above has the form z = a + bx + cy (where z ≡ ln[dα/dt], ln[Z] ≡ a, b ≡ n, x ≡ 
ln[1 − α], c ≡ -Ea/R, and y ≡ l/T). This equation can be solved using multiple linear regression, and 
the terms of the equation can be obtained by the DSC test. A plot of [݈݊ቀ�� �ݐ⁄ ቁ/ሺͳ − �ሻ௡] vs ͳ ܶ⁄  
gives a straight line if the “n” value is correct. The �� �ݐ⁄  ሺͳ − �ሻ values are obtained from the 
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DSC experiment through the temperature region of the exothermic reaction, as shown in the figure 
below: 
 
 
Figure 2.12 - Representation of DSC curve partial areas 
 
The converted reagent fraction (�), the remaining reagent fraction (1- �ሻ and the reaction 
rate (�� �ݐ⁄ ሻ are determined at each time interval (∆t) or fraction area of the curve. These 
parameters are calculated using the following equations and the measured values for the enthalpy 
rate ቀ�ܪ �ݐ⁄ ቁ in mW, as well as, the partial heat reaction (∆ܪ௖ሻ and the remaining heat reaction 
(∆ܪ௥), in mJ. 
 � = ∆ܪ௖ ∆ܪ௧௢௧⁄  Equation 2.15 
 ሺͳ − �ሻ = ∆ܪ௥ ∆ܪ௧௢௧⁄  Equation 2.16 
 �� �ݐ⁄ = ቀ�ܪ �ݐ⁄ ቁ ∆ܪ௧௢௧⁄  Equation 2.17 
The value for ln[k(T)] can be calculated as follows: 
 ln[kሺTሻ] = lnሺdα/dtሻ − n ln[ͳ –  α] Equation 2.18 
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The half-life time is a useful indication of the speed of the first-order reaction. It is defined 
as the time required for the concentration [C] of a component to fall to half of its initial value [C଴]. 
 
[C] = 1/2[C଴] and t = t1/2 ktభమ = ln [ [C଴]ͳ/ʹ[C଴]] = ݈݊ʹ  tభమ = ݈݊ʹ݇  
 
Equation 2.19 
Equation 2.20 
Equation 2.21 
It is noted in Equation 2.21 that, for a first-order reaction, the half-life of a reagent is 
independent of its initial concentration. In this case, the reaction order is not related to the 
stoichiometric coefficients. Unlike a first-order reaction, the half-life of a second order reaction 
depends on the initial reagent concentration, and it increases when the reagent concentration 
decreases. 
Table 2.3 shows kinetic parameters for HPAM reported in Seright et al (2009). They 
performed laboratory experiments to calculate the kinetic parameters for HPAM and PAM-AMPS 
in brine solutions. The rate constant and the half-life time were estimated using Equation 2.12 and 
Equation 2.21, respectively. Note that the lower concentration of HPAM shows a much stronger 
temperature dependence of the kinetic parameters. 
 
Table 2.3 – Summary of Kinetic parameters from the literature (adapted from Seright et al, 2009) 
Parameters HPAM 
Brine 2%NaCl,      1% NaHCO3 
0.2% NaCl,      
0.1% NaHCO3 
Activation Energy, J/mol 47000 89140 
FREQFAC, 1/day 3.62E+03 9.57E+08 
Rate Constant, 1/day (22°C) 1.72E-05 1.57E-07 
Half-life, day (22°C) 4.03E+04 4.41E+06 
Rate Constant, 1/day (120°C) 2.05E-03 1.36E-03 
Half-life, day (120°C) 3.39E+02 5.11E+02 
Rate Constant, 1/day (180°C) 1.38E-02 5.03E-02 
Half-life, day (180°C) 5.04E+01 1.38E+01 
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2.2. Polymer Flooding Applications 
Polymer injection has been widely used for enhancing oil recovery, owing to the growing 
number of successful cases around the world. However, decades of extensive research and 
development were necessary for this method to become well succeeded.  
Detling (1944) patented the first water-soluble polymers, in order to increase the water 
viscosity injected and the volume of the reservoir affected. Then, after decades of experiments with 
additives, such as molasses, glycerin and glycols, under different reservoir conditions, polymers in 
solution prevailed over them because of their lower cost. The first results of polymer experiments 
in laboratory were published by Sandiford (1964) and Pye (1964). Other significant laboratory 
studies and field tests corroborated to the development of polymer flooding as an enhanced oil 
recovery method (Carcoana, 1992). A great number of polymer flooding in field was reported in 
the literature between 1960 and 1970 with varied degree of success. The mid-1980s was marked 
by more successful cases of field-scale polymer applications reported worldwide, especially in 
China (Changli Yuan, 2009). 
Taber and Martin (1983) and Taber, Martin and Seright (1997a, 1997b) presented a technical 
guide selection for enhanced recovery methods, based on laboratory and field data reported in the 
literature. Chang (1978) and Sorbie (1991) developed their work specifically focused on the 
method of polymer injection, reviewing the technique, concepts, laboratory and field applications 
and also suggested screening criteria. 
Further works have contributed with variations of this selection guide aiming the application 
in particular cases of reservoirs under study. Similarly, Al-Bahar et al. (2004) evaluated the 
potential for enhanced recovery processes to be implemented in 81 reservoirs in Kuwait. Al 
Adasani and Bai (2011) presented a database of several EOR projects reported in the literature, 
relating their fluid and rock features and attributes associated with oil saturation, incremental oil 
recovery and starting date of the project. The database provides a worldwide EOR trend profile, 
based in 652 projects reported. Based on the compiled data, the authors also updated the EOR 
screening criteria published by Taber, Martin e Seright (1997a, 1997b). 
Heavy-oil reservoirs present several challenges for polymer flooding. One of the main 
challenges is the ability to design a high viscous polymer solution while avoiding injectivity 
problems. According to Seright (2010), reduced injectivity can limit polymer flooding of viscous 
oils more than chemical costs. However, the application of horizontal wells has mitigated concerns 
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about low injectivity of large viscous slugs, therefore, turning polymer flooding more technically 
feasible and profitable. 
Several studies and applications have been published highlighting the use of polymers for 
the recovery of highly viscous oils (Wang, 2009; Wassmuth, 2009; Seright, 2010; Delamaide et al. 
2014; Saboorian-Jooybari et al., 2015).  
Table 2.4 lists 30 field applications with polymer flooding gathered from literature and Table 
2.5 complements information related to each field. 
 
Table 2.4 – Reported polymer applications – Field names and references 
Project Field/Project Country Reference 
1 Bockstedt Field Germany Leonhardt et al. (2013) 
2 Bohai Bay China Shehata et al. (2012); Veerabhadrappa (2011) 
3 Bohai Bay, China PF -A China Xiaodong and Jian (2013) 
4 Bohai Bay, China PF -B China Xiaodong and Jian (2013) 
5 Bohai Bay, China PF -c China Xiaodong and Jian (2013) 
6 Brelum, Duval County. TX US Aluhwal (2008) 
7 Buracica Brazil Melo et al. (2005); Melo et al. (2010) 
8 Canto do Amaro Brazil Melo et al. (2005); 
Melo et al. (2010) 
9 Carmópolis field Brazil Mezzomo et al. (2001) 
10 Dalia Field Angola 
Shehata et al. (2012); 
Veerabhadrappa (2011) 
11 Daqing field China Aluhwal (2008) 
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12 East Coalinga, Fresno County Canada Aluhwal (2008) 
13 Huntington Beach Orange County Canada Aluhwal (2008) 
14 La-Sa-Xing Oil field China Aluhwal (2008) 
15 Marmul Oil fild, Oman Oman Aluhwal (2008) 
16 Niger Delta Field, Nigeria Nigeria 
Shehata et al. (2012); 
Veerabhadrappa (2011) 
17 Norne Field - Sector E (Ile and Tofte) Norway Maheshwari (2011) 
18 North Burbank, Osage County US Aluhwal (2008) 
19 North Stanley Stringes US Aluhwal (2008) 
20 Pelican Lake (pilot) US Delamaide et al. (2013) 
21 Seatu field China Aluhwal (2008) 
22 Senand Field, Gujarat State India Tiwari et al. (2008) Dass et al. (2008) 
23 Skull Creek Western County US Aluhwal (2008) 
24 Sleepy Hollow Field, Oklahoma US Aluhwal (2008) 
25 Suffield Caen reservoir Canada Liu et al. (2012) 
26 SZ36-1 Oilfield, Bohai Bay China Han et al. (2006) 
27 Taber Maniville South US Aluhwal (2008) 
28 Taber Mannville D, Pool Field US Aluhwal (2008) 
29 Varnon, Woodson County, KS US Aluhwal (2008) 
30 West Selmek, Crook County US Aluhwal (2008) 
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Table 2.5 – Reported polymer applications – Field properties 
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 [cp] [m] [mD] [%] [°C] [ppm] [ppm] [pv] [%] 
1 29 1260 200 * * 186000 25 * * 
2 30-450 579–731 50-480 26.5 37.8 * 500 * 3 
3 30-450 * 100-10000 * 50-70 
8000-
10000 
1750 0.3 * 
4 10-20 * 1000-4000 * 50-70 
8000-
10000 
1600 0.16 * 
5 10-30 * 100-5000 * 50-70 
1.500-
3.000 
1200 0.23 * 
6 9.8 594 399 29.3 44.4 * 389 0.25 8.6 
7 10.5 * 300 19 60 33.000 500 * * 
8 
7 and 
20 
* 
204 and 
250 
29 55 500 750 * * 
9 30-700 700 100 15 50 * * * * 
10 11 * 100-6000 25 47.8 25000 700 * 3 - 7 
11 9-10 1199 50-5000 
20-
30 
45 5000-7000 
500-
2500 
0.6 15 
12 24 579-732 50-480 26.5 37.8 710 500 - 2.8 
13 76 716 2300 34 51.7 500 500 0.3 4.1 
14 8-10 
613-
1711 
2000 
17-
27 
47.2- 
53.3 
5000-7000 - - 10 
15 80 293 15000 30 46.1 3000 1000 0.63 25 
16 16 * 100-6000 39 54.5 20000 
500-
1500 
* 7 
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 [cp] [m] [mD] [%] [°C] [ppm] [ppm] [pv] [%] 
17 1.2 2500-2700 20 - 2500 
25-
30 
98.3 * * * * 
18 3 914 1000-2000 
11-
32 
47.8 1200 250 0.18 1.6 
19 2.2 884 300 18 40.6 * 100-600 0.024-0.07 1.1 
20 600-8000 300-450 300-3000 
28-
32 
12-17 * * * 5 
21 9 700-1199 870 25 45.0 7000 570 0.17 12 
22 20 1300 1500 25 85.0 9880 800 0.25 23 
23 3.2 1006 70 14.4 51.1 - 240-500 0.34 8.2 
24 24 * 2580 24 37.8 718 750 0.48 8 
25 69.5-99.0 186.6 500-2000 26.5 21 * * * * 
26 70 1300-1600 2634 
28-
35 
65 * * * * 
27 58 985 2107 26 35.0 * 360-500 0.2 2 
28 54 957 1920 23 33.3 * 250 0.2 - 
29 75 305 23 a 29 20.4 23.9 * 454 0.33 8.6 
30 12.3 2207 647 20 62.2 7750 200 0.15 4.4 
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3. STUDIED MODELS AND METHODOLOGY 
This chapter describes the procedures used for building the simulation models. The 
methodology is structured in two main topics, the first of which describes the development of a 
representative core-scale model, with the aim of better understanding the influence of the main 
mechanisms involved in the polymer core flooding. The second topic describes the procedures 
adopted to match the laboratory core-flooding histories and the results obtained by the simulated 
model. 
3.1. Base Model for Sensitivity Analysis 
The first step of this methodology, illustrated in Figure 3.1, consists of building the core scale 
model and input rock and fluids properties, including polymer flooding properties and its 
mechanisms representation. This way, it is possible to verify the impact of polymer properties in 
displacement fluids and analyze the most influencing ones on oil recovery (Section 4.1). 
The commercial simulator CMG-STARS® was used for the sensitivity analysis (SA). The 
presented items include the description of the input data (formation properties, initial and 
operational conditions, fluid properties and rock-fluid interaction), refining block analysis and 
select the required output results. The conceptual model used in this work was generated using data 
from previous lab experiments (Zampieri and Moreno, 2013; Silveira et al., 2016) and from the 
literature. 
 
Figure 3.1 – Framework of the Base Model. 
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3.1.1. Input Data 
The dimensions of this model were based on the core sample used in a test performed by 
Zampieri (2012). Figure 3.2 shows the rectangular geometry of the cylindrical core sample, 
respecting the cross-sectional area and the actual length of the sandstone core. This Cartesian 1D 
geometry was used instead the cylindrical geometry since this last would be necessary to use a 
refined 3D grid model. The cylindrical geometry representation would be very time consuming to 
simulate without significant improvement on results. Gravity and capillary pressure were 
neglected. Rock and fluid were assumed incompressible and the medium as homogeneous and 
isotropic, i.e., porosity and permeability are constant. 
 
Figure 3.2 – Base Model using Cartesian geometry to represent the core sample 
 
Figure 3.3 shows the polymer viscosity for different polymer concentrations of the solution 
at 7.848s-1 of shear rate (Silveira et al., 2016), as well as, the function used in this simulation model. 
 
Figure 3.3 – Viscosity vs. concentration 
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In order to include the non-Newtonian behavior, the viscosity data measured as a function of 
the shear rate was also implemented in the simulation file. Figure 3.4 shows the rheological study 
from the lab that includes the non-Newtonian behavior (shear thinning effect) for 1250 ppm of the 
partially hydrolyzed polyacrylamide solution containing salt (Silveira et al., 2016). 
 
Figure 3.4 – Viscosity vs. Shear Rate (adapted from Silveira et al., 2016) 
 
The Base model considers a heavy oil with viscosity at 180 cP, and the connate water 
viscosity is 1.2 cP. The flow was carried out in one dimension. The ambient pressure (1 atm) and 
temperature (20°C) were set as initial conditions. All the cases were simulated until the water 
production rate of the total liquid reached 95% (i.e. water cut = 95 %), defining a stop criterion. 
Table 3.1 summarizes the main input parameters of the Base model. 
 
Table 3.1 – Summary of Input Parameters of Base Model for SA 
Information Parameter Value 
 Rock density 2.65 kg/cm3 
 Porosity (homogeneous)  28% 
Rock Properties Permeability (homogeneous) 5500 mD 
 Core length  31.6 cm 
 Cross Sectional Area 10.75 cm2 
 Pore Volume λ5.12 cm3 
 Oil density λ.62 x10-4 kg/cm3 
 Oil viscosity 180 cP 
 Water density 1.08 x10-3 kg/cm3 
Fluid Properties Water viscosity 1.2 cP 
 Polymer solution density 1.10 x10-3 kg/cm3 
 Polymer viscosity vs 
Concentration Figure 3.3 
 Polymer viscosity vs Shear rate Figure 3.4 
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 Relative Permeability Curves See Eq. 3.1 and 3.2 
 Residual water saturation 5% 
Rock-fluid Interaction Residual oil saturation 25% 
 Polymer Adsorption – Langmuir  SA  
 Residual Resistance Factor SA 
 Accessible pore volume SA 
 Pressure 101.3 kPa 
Initial Conditions Temperature 22.8 °C 
 Oil Saturation λ5% 
 Water saturation 5% 
 Injection rate 0.4 cm3/min 
Operational and Boundary Polymer concentration SA 
Conditions Production pressure 101.3 kPa 
 Simulation period λ5% of Wcut 
3.1.2. Refinement Analysis 
It is important that the model includes a sufficient number of cells in which the dimensions 
of each cell do not significantly affect the response of the flooding into porous media. Thus, a 
refinement analysis was performed increasing the number of cells between the injector and the 
producer wells. The size of the first and the last cells (0.8 cm) was not changed because it would 
change the distance between the wells and the responses would not be fairly comparable. Figure 
3.5 shows four different refinements used in this analysis. 
 
 
10 cells between the Injector and Producer 20 cells between the Injector and Producer 
  
300 cells between the Injector and Producer 3000 cells between the Injector and Producer 
Figure 3.5 – Different refinements of Base Model 
 
The number of cells was increased until no significant differences were noted in the response. 
Figure 3.6 shows the well bottom-hole behavior and water-oil ratio for the refinement cases. 
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Figure 3.6 – Well Bottom-hole Pressure and Water Oil Ratio for refinement analysis 
 
In the figures above, we can see that the responses in the last two cases (2+300 cells and 
2+3000 cells) do not change significantly as the number of cells increases. Therefore, this 
refinement with 300 cells between the injection and the producer cells was adopted for the 
sensitivity analysis. Each grid cell was defined to have 0.1 centimeters of thickness. Moreover, the 
first and last cells were also refined, giving a total of 316 blocks.  
3.1.3. Sensitivity Analysis Parameters 
The developed sensitivity analysis aims at determining the effects of the adsorption, the 
accessible pore volume, the residual resistance factor, the polymer concentration and the relative 
permeability in the model results. The models were developed in order to verify the impact of each 
property individually on the recovery process. This was achieved by varying the values from the 
base case and estimating its impact on the selected indicators.  
The adopted values of each property were based on the literature review (see Chapter 2), 
except for the relative permeability analysis, which was tested based on the history matching 
reflections (see Section 3.2). The comprehension of the physical phenomena through the simulation 
model can assist in the history matching process and complement information of the two-phase 
core-flooding test, such as the fluids displacement over sample.  
Adsorption: Considering the maximum adsorption values and respective uncertainty 
reported in the literature (Section 2.1.3), the SA was performed for 10 µg/g, for 30 µg/g (P_Base) 
and for 60 µg/g of maximum adsorption (ADSmax), as shown in Figure 3.7.  
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The equations below were used to convert µg/g to kg/cm³, using sandstone rock 
density ሺ�௥௢௖௞ = ʹ,͸ͷ ݃/ܿ݉ଷሻ and the porosity value (ϕ = 28%). 
 ܣܦܵெ௔௫  [ߤ݃ ݃]⁄ ݔ Factor = ܣܦܵெ௔௫ [݇݃ ܿ݉ଷ]⁄  Equation 3.1 
 Factor =  �௦ሺͳ − ϕሻϕ ͳͲ−ଽ Equation 3.2 
 
Figure 3.7 – Adsorption curve for Sensitivity Analysis 
 
Accessible Pore Volume: For the Base Model (P_Base), APV was defined as 85%, and the 
SA was evaluated considering the limit values of 100% for the highest APV and of 70% for the 
lowest APV, according to the values reported in Table 2.2 (Section 2.1.4). 
Residual Resistance Factor: Three values of RRF were defined, 1.0 (no resistance effect), 
2.62 (Base Model), based on Zampieri (2012) and the highest value of 4.0, based on Delamaide 
(2014). 
Concentration: The base model (P_Base) was set for 1250 ppm of the polymer 
concentration required to reach the target viscosity of 10 cP (at 7.848 s-1). The SA for the injected 
polymer concentration were 1000 ppm and 1500 ppm, corresponding to reference viscosity values 
of 7.6 and 13 cP, respectively. 
Relative Permeability: As such parameter presented a strong influence on the history 
matching process (Section 3.2), a sensitivity analysis was the option of choice. The relative 
permeability curves were built using the modified Brooks-Corey expressions (Goda and 
Behrenbruch, 2004), as shown in the Equation 3.3 and Equation 3.4.  
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݇௥௪ = ݇′௥௪ ∙ ( ݏ௪ − ݏ௪�ͳ − ݏ௪� − ݏ௢௥)௡�  Equation 3.3 
 ݇௥௢ = ݇′௥௢ ∙ ( ͳ − ݏ௪ − ݏ௢௥ͳ − ݏ௪� − ݏ௢௥)௡೚ Equation 3.4 
where: ݏ௪ is the water-phase saturation; ݏ௪� is the irreducible water saturation;  ݏ௢௥ is the residual oil saturation; ݇௥௢ is the oil relative permeability;  ݇௥௪ is the water relative permeability;  ݇′௥௢ is ݇௥௢ at ݏ௪�, ݇′௥௪ is ݇௥௪ at ݏ௪�, ݊௢ is the Brooks-Corey exponent to oil, and ݊௪ is the 
Brooks-Corey exponent to water. 
 
Equation 3.5 and Equation 3.6 show the adopted expressions for the Base model, assuming 
an initial water saturation of 5% and a residual oil saturation of 25%. Regarding the SA, the relative 
permeability was evaluated by two different ways: 
• Kr – Displaced: The initial and final water saturations were displaced of 0.15 to the right 
from the Base model initial and final water saturations, making the rock more water-wet 
(Equation 3.7, Equation 3.8 and Figure 3.8a). The results of this wettability change were 
compared with the Base model and with the Kr - New exponent model. 
• Kr - New exponent: The water exponent (nw) of the Brooks-Corey function was changed 
to 4, and the oil exponent (no) was changed to 2. As this parameter presented a strong 
influence in the history matching process (see Section 4.3.3), we defined to perform a 
sensitivity analysis, considering the new relative permeability curve (Equation 3.9, 
Equation 3.10 and Figure 3.8b). 
Base model 
݇௥௪ሺܵ௪ሻ = Ͳ.͸ ( ܵ௪ − Ͳ.Ͳͷͳ − Ͳ.Ͳͷ − Ͳ.ʹͷ)ଶ.ହ Equation 3.5 ݇௥௢ሺܵ௪ሻ = ͳ.Ͳ ( ͳ − Ͳ.ʹͷ − ܵ௪ͳ − Ͳ.Ͳͷ − Ͳ.ʹͷ)ସ Equation 3.6 
Kr displaced 
݇௥௪ሺܵ௪ሻ = Ͳ.͸ ( ܵ௪ − Ͳ.ʹͲͳ − Ͳ.ʹͲ − Ͳ.ͳͲ)ଶ.ହ Equation 3.7 ݇௥௢ሺܵ௪ሻ = ͳ.Ͳ ( ͳ − Ͳ.ͳͲ − ܵ௪ͳ − Ͳ.ʹͲ − Ͳ.ͳͲ)ସ Equation 3.8 
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Kr – New exponential 
݇௥௪ሺܵ௪ሻ = Ͳ.͸ ( ܵ௪ − Ͳ.Ͳͷͳ − Ͳ.Ͳͷ − Ͳ.ʹͷ)ସ Equation 3.9 ݇௥௢ሺܵ௪ሻ = ͳ.Ͳ ( ͳ − Ͳ.ʹͷ − ܵ௪ͳ − Ͳ.Ͳͷ − Ͳ.ʹͷ)ଶ Equation 3.10 
 
  
(a) Kr – Base model and Displaced (b) Kr – Base model and New exponent 
Figure 3.8 – Relative permeability for Sensitivity Analysis 
 
Each of the mentioned parameters allows gathering information which, combined 
appropriately, can lead to a representative model for evaluating the polymer method. 
3.1.4. Degradation Representation 
The base model at lab scale was performed in a short-term displacement test. However, the 
degradation process is a long-term process. For this reason, polymer degradation must be adapted 
to the required time interval by using high levels of a frequency factor. In other words, the 
degradation process is accelerated to occur during the displacement time interval. This forged 
condition allows us to evaluate the degradation effects at small-scale. Figure 3.9 represents a 
comparison between simulation time for laboratory and field-scale and degradation time for a 
typical frequency factor and using a high-frequency factor value adapted to the lab-scale.  
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Figure 3.9 – Degradation time representation for standard and high frequency factor 
 
The polymer degradation workflow (Figure 3.10) consists of: (1) Selecting the stoichiometric 
representation of the molecular degradation. In this work, the chosen reaction is the original 
polymer breaking down into a second polymer solution with a lower viscosity and molecular 
weight; (2) Representing the properties of the degraded polymer, such as the viscosity-
concentration function (Figure 3.11) and viscosity-shear rate function (Figure 3.12); (3) Selecting 
the kinetic parameters used as input in the simulation, such as activation energy and the reaction 
enthalpy; (4) Running simulations, and (5) Analyzing the degradation behavior of each reaction 
rate. 
 
 Possible Reaction Equationsμ 
• Sto1 Poly 1 Water not used 
• Sto1 Poly 1 Sto2 Poly 2 In use 
• Sto1 Poly 1 Sto2 Poly 2 + Sto3 Poly 3 not used 
 
 
Degraded Polymer Properties  
• Viscosity - Concentration 
• Viscosity - Shear Rate 
 
 Input Parameters in the simulator 
• Activation Energy  DSC Experiment 
• Enthalpy  DSC Experiment 
• Frequency Factor  Sensitivity Analysis 
 
 Laboratory and Upsized models 
  
See Figure 4.17 to Figure 4.19 and Table 4.8. 
Figure 3.10 – Flow diagram procedures for the degradation analysis 
Degraded Polymer 
Representation 
Model Selection  
Input Parameters  
Simulations  
Output Data 
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The degradation mechanisms are often simplified or even neglected in the simulation due to 
the quite complex process. Alternatively, a common way to represent degradation is a simple 
approximation of polymer transforming to water. In this work, we have considered the breakdown 
of the macromolecule of the polymer solution in a second polymer solution, with lower molecular 
mass and viscosity, relative to the original polymer, as described below. As a following step, this 
approach can also be used to include the decomposition of many high molecular weight 
components in less heavy ones. This way nonlinear degradation phenomena can be represented as 
a sequence of first order equations for each step. 
Polymer viscosity:  The original polymer-solution viscosity data, as a function of polymer 
concentration (black curve in Figure 3.11) was obtained from Silveira et al. (2016). This function 
has 10 cP of viscosity at 1250 ppm of polymer concentration. For the degraded polymer 
representation, a lower viscosity function against concentration was modeled (blue curve in Figure 
3.11), considering a viscosity of 5 cP at a polymer concentration of 1250 ppm. 
 
 
Figure 3.11 – Viscosity vs. Concentration of original (black) and degraded polymer (blue) 
 
Shear thinning: In order to include non-Newtonian behavior in the polymer, the original 
polymer represented by the black curve from Silveira et al. (2016) was used. The degraded polymer 
(blue curve in Figure 3.12) was implemented with a lower viscosity as a function of shear rate 
compared with the original polymer. 
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Figure 3.12 – Viscosity vs. Shear Rate of original (black) and degraded polymer (blue) 
 
Half-life: The degraded phenomenon was simulated for four cases: (A) when the energy is 
not enough to observe the degradation reaction along the simulation time; (B) when there is enough 
energy to produce the reaction, original polymer is degraded in a small percentage, becoming a 
smaller molecule of polymer into the porous media; (C) when the degradation reaches a higher 
level, degrading a large part of the original polymer during the simulation time; and (D) when the 
system was forced to have a fast degradation reaction and the entire original polymer became the 
degraded one. 
The estimated frequency factor and half-life of the lab model are included in the following 
table.  
Table 3.2 – Lab frequency factor and half-life 
Model Frequency Factor (1/day) 
Half-life 
(day) 
A 3.62λE+08 4.045E+01 
B 1.584E+11 λ.236E-02 
C 3.62λE+11 4.028E-02 
D 3.62λE+13 6.λ44E-04 
 
3.1.5. Upsizing Model 
Another adopted strategy was to increase the size of the laboratory models while applying a 
proportional decrease of the magnified frequency factor of the degradation reaction. In this case, 
the duration of the flooding increases as the model size increases and the values of the frequency 
factor can be adjusted to represent the real conditions of the degradation phenomena. 
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The upsizing methodology uses a scale factor to multiply the lab properties according to 
Islam and Farouq (1989) with defined rules shown in Table 3.3, in order for the upsized model to 
be consistent with the lab model. The equation for the linear scale factor (ܴ௅) is represented below. 
The homogeneous model keeps the properties of porosity (0.28) and permeability (5500 mD). 
 
 
ܴ௅ = Model lengthܨ�݈݁݀ ݈݁݊݃ݐℎ Equation 3.11 
Table 3.3 – Scaling Ratio 
Property Ratio (Lab/Upsize) Lab Unit 
Length 1/RL 3.16E-1 m 
Width 1/RL 3.27λ04E-2 m 
Depth 1/RL 3.27λ04E-2 m 
Time 1/RL 6.λλE-4 day 
Inj. Rate 1/(RL)² 5.76E-4 m³/day 
Porosity 1 0.28 - 
Permeability 1 5500 mD 
Freqfac - A RL 3.6288E+8 1/day 
Freqfac - B RL 1.584E+11 1/day 
Freqfac - C RL 3.6288E+11 1/day 
Freqfac - D RL 3.6288E+13 1/day 
 
Initially, the lab models were increased to 100 times of their original size. In this case, the 
value of ܴ௅ is 0.01. At the end, the models were increased 10.000 times. With the ܴ௅ of 0.0001, 
the degradation in long-term conditions can be assessed. If we compare the values of half-life of 
the model Up10000 in Table 3.4 with that reported by Seright et al (2009) in Table 2.3, one can 
observe corresponding values between the models A and D. 
 
Table 3.4 – Half-life of Up10000 
Up10000 Half-life (day) 
Model A 4.045E+05 
Model B λ.236E+02 
Model C 4.028E+02 
Model D 6.λ44 
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3.2. History Matching Methodology 
This section describes the procedures adopted to develop the simulation model based on 
laboratory data. More details about the experimental work are given by Lopes et al. (2014), Silveira 
(2017), and Ferreira and Moreno (2017). By means of the history matching (HM) methodology, 
we first developed a manual approach, accounting for that all input data came from a set of 
rheological tests, single-phase and two-phase experiments. The measured two-phase displacement 
data was compared with the simulation output. Uncertain variables were adjusted under the 
experimental error or missing data, such as relative permeability. The data adjustment process was 
repeated until the simulation results matched with the displacement test data, and the acceptable 
relative difference was minimized. This methodology is also valid for water flooding tests, as 
shown in Appendix B. Figure 3.13 shows a flowchart of the used method to build the simulation 
model and to adjust it with the lab data. 
 
Figure 3.13 – Flowchart of the used History Matching methodology 
65 
 
 
The workflow starts with the modeling of the laboratory data with the CMG-STARS® 
commercial simulator. The laboratory data are summarized in the Table 3.5, including rock sample 
properties (dimensions, permo-porous attributes of the sample), fluid parameters (density, 
viscosity, molecular weight), rock-fluid interaction (relative permeability, adsorption and the 
residual resistance factor), initial and boundary conditions (temperature, pressure, water and oil 
saturations), and operational conditions (flow rate and end time). 
 
Table 3.5 – Main lab input parameters (Silveira, 2017) 
Property A3 A4 A5 A6 Unit 
L 6.1 5.9 6.1 6.89 cm 
D 3.77 3.77 3.76 3.77 cm 
ф 31.3 32.1 33.5 33.8 % 
Kref  3569 3954 2294 2608 mD 
ȝo 180.4 183.7 172.3 166.5 cP 
ȝpol 9.75 9.55 9.57 10.02 cP 
ȝpol vs ccp Figure 3.15 Figure 3.15 Figure 3.15 Figure 3.15 - 
ȝpol vs �̇ Figure 3.17 Figure 3.17 Figure 3.17 Figure 3.17 - 
Kr Figure 3.18 Figure 3.18 Figure 3.18 Figure 3.18 - 
ADS Figure 3.16 Figure 3.16 Figure 3.16 Figure 3.16 ȝg/g 
RRF 1.04 1.86 1.74 1.46 - 
IPV 20 20 20 20 % 
P 101.3 101.3 101.3 101.3 kPa 
T 60 60 60 60 °C 
So 0.681 0.657 0.547 0.617 - 
Sw 0.319 0.343 0.453 0.383 - 
Q 0.723 0.715 0.709 0.710 cm3/min 
t 331.9 299.94 409.4 384.70 min 
 
3.2.1. Manual History Matching 
The manual history matching was developed with the CMG-STARS® simulator. Figure 3.14 
shows the rectangular geometry representation of the cylindrical core sample, respecting the cross-
sectional area and the actual length of the sandstone core. The refined grid models are needed to 
accurately predict the production, and each grid cell was defined to have 0.1 centimeters of 
thickness for each model. Gravity and capillary pressure were neglected, and both rock and fluids 
were assumed incompressible, homogeneous and isotropic.  
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Figure 3.14 – Core representation used in the simulations 
 
Water, oil, and polymer solution densities were measured in the lab and used in the simulator, 
as well as water and oil viscosity, both considered as Newtonian fluids. The used oil is highly-
viscous oil. The connate water viscosity is 0.63cP. The rheology of these fluids was designed to 
perform the test at 60°C. The target viscosity was around 10cP, at 7.848s-1 of shear rate. According 
to the lab data, this viscosity was reached at 2000 ppm of concentration for the HPAM added to 
synthetic produced water (SPW). Figure 3.15 shows the viscosity as a function of concentration of 
the adopted simulation data and the lab data measured with a rheometer (Silveira et al., 2016). The 
curve was built with three viscosity points given by the laboratory, at 0.000ppm (SPW viscosity), 
at 2000ppm (target viscosity) and at 5000ppm (stock solution). 
 
 
Figure 3.15 – Polymer viscosity vs concentration curve (orange) and simulation input data (blue) 
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Ferreira and Moreno (2017) proposed single-phase core-flooding experiments similar to the 
one developed by Lötsch et al. (1985) but extended to include multiple injections at different flow 
rates. In this way, the global polymer retention value (113.5ȝg/g) was applied using the Langmuir 
isotherm (Figure 3.16). The IPV (20%) was evaluated as well being represented as a single average 
value for the water-phase flow rate at residual oil saturation. The residual resistance factor was 
calculated through the two-phase displacement tests.  
 
 
Figure 3.16 – Laboratory (dots) and simulation (line) data for polymer retention inputted for all 
cases (laboratory data based on Ferreira and Moreno, 2017) 
 
In order to include the non-Newtonian behavior in the models, the shear rate-dependent 
viscosity data was inputted from a rheometer and with an in-situ rheology through the single-phase 
test as well. The experiments are detailed by Ferreira and Moreno (2017). Both experiments 
displayed similar slope (shear-thinning behavior), as shown in Figure 3.17. However, the in-situ 
viscosity (right axis) presented lower values than those from rheometer viscosity (left axis). The 
simulator requires the slope and the lower shear rate value of the boundary between the Newtonian 
and the shear thinning regimes. Although, these experiments were not able to determine the lower 
shear rate value due to the limitation of the sensors. Therefore, different values of the effective 
porous media shear rate were tested in the model.  
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Figure 3.17 – Laboratory (dots) and simulation (line) polymer viscosity versus shear rate inputted 
for all cases (adapted from Ferreira and Moreno, 2017) 
 
The relative permeability curves were the major challenge for the polymer-flooding history 
matching. Relative permeability terminal points were provided by laboratory tests (Silveira, 2017). 
The proposed approach to the relative permeability issue is to consider the water relative 
permeability end-point of the water flooding stage for the polymer-flooding. This method considers 
that the polymer only changes the effective permeability (permeability reduction factor) and 
saturation end-points. Several scenarios varying the relative permeability curvature were tested. 
One kind of procedure was keeping the shape of the relative permeability curve determined at the 
water flooding stage, but accounting for the drainage hysteresis. The results of this procedure are 
presented in Appendix C. Another one was the use of the modified Brooks-Corey correlation, as 
shown in the equations below and the results are presented in Chapter 4.3. 
 ݇௥௪ሺܵ௪ሻ = Ͳ.Ͳʹ͵ ( ܵ௪ − Ͳ.͵ͳͻͳ − Ͳ.͵ͳͻ − Ͳ.ʹͷʹ)ଵ.ସ Equation 3.12 
A3 ݇௥௢ሺܵ௪ሻ = ͳ.Ͳ ( ͳ − Ͳ.ʹͷʹ − ܵ௪ͳ − Ͳ.͵ͳͻ − Ͳ.ʹͷʹ)ଵ.଺ Equation 3.13 
݇௥௪ሺܵ௪ሻ = Ͳ.Ͳ͵ͺ ( ܵ௪ − Ͳ.͵Ͷ͵ͳ − Ͳ.͵Ͷ͵ − Ͳ.ͶͲ͹)ଵଷ Equation 3.14 A4 
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݇௥௢ሺܵ௪ሻ = ͳ.Ͳ ( ͳ − Ͳ.ͶͲ͹ − ܵ௪ͳ − Ͳ.͵Ͷ͵ − Ͳ.ͶͲ͹)ଵ.଺ Equation 3.15 
݇௥௪ሺܵ௪ሻ = Ͳ.Ͳͷͷ ( ܵ௪ − Ͳ.Ͷͷ͵ͳ − Ͳ.Ͷͷ͵ − Ͳ.͵ͳʹ)଼ Equation 3.16 
A5 ݇௥௢ሺܵ௪ሻ = ͳ.Ͳ ( ͳ − Ͳ.͵ͳʹ − ܵ௪ͳ − Ͳ.Ͷͷ͵ − Ͳ.͵ͳʹ)ଶ.ଷ Equation 3.17 
݇௥௪ሺܵ௪ሻ = Ͳ.Ͳ͵ͺ ( ܵ௪ − Ͳ.͵ͺ͵ͳ − Ͳ.͵ͺ͵ − Ͳ.͵ͳͳ)ଶ Equation 3.18 
A6 ݇௥௢ሺܵ௪ሻ = ͳ.Ͳ ( ͳ − Ͳ.͵ͳͳ − ܵ௪ͳ − Ͳ.͵ͺ͵ − Ͳ.͵ͳͳ)ଶ.ଷ Equation 3.19 
 
Figure 3.18 illustrates the relative permeability curves for each test. 
  
(a) Test A3 (b) Test A4 
  
(c) Test A5 (d) Test A6 
Figure 3.18 – Relative permeability versus water saturation for each simulated case 
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Continuous flow rate of the injector well (first cell) of each model was defined, according to 
the final flow rate of the lab experiments. The flow was carried out in one dimension, and the 
producer well is located in the last cell of each model. The tests were carried out at 60°C of 
temperature. After defining all of the variables, the file was ready to run and the simulation output 
data was compared with laboratory results and the quality of the match was evaluated for the four 
different two-phase core-flooding experiments. The output parameters included histories of 
differential pressure, recovery factor, water cut and cumulative produced water, oil, and liquid.  
To measure the quality of the history matching, the concept of normalized absolute linear 
distance (NALD) was used, which is expressed by Equation 3.20. 
 
ܰܣܮܦ = |ܵ�݉ሺݐሻ − ܧݔ݌ሺݐሻ| ܧݔ݌ሺݐሻ⁄   Equation 3.20 
where: ܵ�݉ is the simulated value;  ܧݔ݌ is the experimental value;  ݐ is a given instant where both simulated and experimental data are available. 
 
The NALD, expressed in a percentage, provides a dimensionless value that can be used as a 
quality indicator for the match. This indicator can be used to evaluate any property, regardless of 
its dimension or magnitude. A disadvantage of NALD is that it is undefined for experimental values 
equal to zero. 
The average of all NALD can also be used as an indicator of the overall match for a given 
parameter in a simulation. Points of which the experimental values are zero should not be included 
in the average NALD calculation. 
3.2.2. Automatic History Matching 
The automatic history matching aims to minimize an objective function which represents the 
quality of the adjustments. A combination of uncertain attributes of the experiment is iteratively 
solved until the difference between the experimental data and the simulated one is minimized. 
Since this process has multiple solutions, different models may provide satisfactory results, 
depending on the objective of the study. Moreover, the higher the number of parameters involved 
the greater the complexity of the problem solution and time-consuming. The optimal group of 
answers are determined according to the input variables and its informed ranges. 
The CMG-CMOST® was used for the automatic history matching process of the tests A3, 
A4, A5 and A6. Primarily, the generated manual simulation file through STARS (.dat) is used as a 
71 
 
 
Base dataset in CMOST. Then, a modified version of the manual file, called Master Dataset (.cmm 
file), is created. The Master Dataset is a required component, which indicates where and how to 
enter the variable properties into the dataset. The method of optimization chosen, called CMG 
DECE optimization, is an iterative process that first applies a designed exploration stage and then 
a controlled evolution stage. 
The Objective Functions were specified in the CMOST file to minimize the difference 
between lab and simulation data of cumulative oil and water produced, inlet pressure and recovery 
factor. The adjusted variables are porosity, reference permeability (oil effective permeability), oil 
viscosity, lower shear rate, IPV, residual resistance factor, retention and also oil and water relative 
permeability exponents. These variables were chosen based on the results of sensitivity analyses 
performed in the SA and manual HM. The range of the variables were based on the uncertainties 
associated with each measured or calculated parameter presented in Table 3.6.  
Retention is not easily measured in the lab. Here we considered the global retention 
(adsorption and hydrodynamic retention) for the HM process. For the automatic HM, more levels 
of retention were evaluated due to its uncertainties, as can be seen in Figure 3.19. The oil and water 
relative permeability exponents ranged at about 25% of the value used for the manual HM. 
 
Table 3.6 – Adjusted parameters for History Matching 
Property A3 Uncertainty A4 Uncertainty A5 Uncertainty A6 Uncertainty Unit 
ф 31.3 ±0.011 32.1 ±0.012 33.5 ±0.012 33.8 ±0.010 % 
Kref  3569 ±86 3954 ±77.5 2294 ±65 2608 ±49.4 mD 
ȝo 180.4 ±3.4 183.7 ±1.7 172.3 ±4.8 166.5 ±2.5 cP 
ADS Figure 3.19 
- Figure 
3.19 
- Figure 
3.19 
- Figure 
3.19 
- ȝg/g 
RRF 1.04 ±0.15 1.86 ±0.54 1.74 ±0.22 1.46 ±0.18 - 
IPV 20 ±3.5 20 ±3.5 20 ±3.5 20 ±3.5 % 
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Figure 3.19 – Adsorption data for history matching 
 
We used discrete values for the oil viscosity, reference permeability, APV, porosity and RRF 
parametrization. For the lower shear rate, water and oil relative permeability exponents we used 
continuous values, due to the high sensitivity of the parameters. The adsorption is used as a discrete 
text (include in STARS), because it is necessary to change more than one keyword of this 
parameter.  
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4. RESULTS 
In this chapter, the results obtained during the accomplishment of the work are presented, 
following the proposed sequence in the Methodology (Chapter 3).  
4.1. Sensitivity Analysis 
This section presents the sensitivity analysis for the small-scale model, seeking to determine 
the magnitude effect of different values of adsorption, accessible pore volume, residual resistance 
factor, polymer concentration and wettability on the results for polymer flooding process. Each 
obtained outcome was also compared to the correspondent obtained for conventional water 
flooding. 
The following results are presented for each case: (1)  histories for water cut, cumulative 
water-oil ratio, average pressure and oil recovery; (2) profiles of water saturation, water viscosity 
and water mobility at 11% and 42% of PV; (3) values of the following parameters at the stopping 
time (95% of the Water Cut): cumulative produced water per cumulative produced oil (Wp/Np), 
cumulative injected water per cumulative produced oil (Wi/Np), total injected pore volume (Total 
PV), water and polymer breakthrough times (Bt), the total duration of the injection phase, the mass 
of polymer injected per cumulative produced oil (mpol/Np) and the recovery factor (RF). 
One can notice from the results that the polymer flooding forms two self-sharpening 
saturation fronts. These fronts correspond to the arrival of water and polymer banks. The injected 
polymer solution displaces connate water and oil to the producer. Discussions related to these 
phenomena can be found in Pope (1980), Sorbie (1991), Al-Sofi and Blunt, (2010), and Rios and 
Moreno (2014). 
4.1.1. Adsorption Analysis 
Here, the effects of ADS on the polymer flooding are presented and discussed. Figure 4.1a 
to Figure 4.1d show that all responses reached approximately the same final value for all adsorption 
levels. Adsorption interferes more in the polymer advance front before its breakthrough. Polymer 
breakthrough is delayed until maximum adsorption level is achieved into the reservoir layer. The 
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conventional water-flooding model (blue line) is also shown for reasons of comparison with the 
polymer-flooding method. 
From the water cut and the cumulative WOR curves, Figure 4.1a and Figure 4.1b, one can 
see that the higher the adsorption rate, the faster the water production. This result occurs due to the 
stripping of the polymer from the solution and, consequently a reduction in the polymer viscosity 
along the flow. Consequently, the connate water breakthrough is anticipated and the advance of 
the polymer front is delayed. The cumulative water oil ratio rises earlier, delaying the oil production 
(Figure 4.1b). 
Figure 4.1c shows that the average pressure during the process is inversely proportional to 
the adsorption level of the polymer BT, due to the initial loss of the injected polymer solution 
viscosity. Before the polymer breakthrough, lower adsorption ensures a better maintenance of the 
reservoir pressure. After that, all the models reach the same pressure level. 
After the delayed polymer front (P_ADS60) achieves the producer well, all cases reach 
almost the same oil recovery (Figure 4.1d). The consequence is a delay on the oil production, 
showing the importance of the adsorption minimization. 
 
 
  (a) Water cut (b) Cumulative WOR 
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(c) Average Pressure (d) Oil Recovery 
Figure 4.1 – Adsorption analysis over time 
 
Figure 4.2a to Figure 4.2h show profiles for water saturation, water phase viscosity, water 
phase mobility and polymer concentration at 11% of the injected pore volume (before the water 
breakthrough, 28 min after the injection start) and at 42% of injected pore volume (before the 
polymer breakthrough, 99 min after the injection started). 
 
  
(a) Water Saturation Profile at 28 min (b) Water Saturation Profile at 99 min 
  
(c) Water Viscosity Profile at 28 min (d) Water Viscosity Profile at 99 min 
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(e) Water Mobility Profile at 28 min (f) Water Mobility Profile at 99 min 
 
 
(g) Concentration Profile at 28 min (h) Concentration Profile at 99 min 
Figure 4.2 – Adsorption analysis profile 
 
The effect of polymer adsorption tends to remove the polymer molecule from the solution. 
This phenomenon increases and accelerates the pushed connate water saturation, as evidenced in 
Figure 4.2a. Figure 4.2c and Figure 4.2d show the thickness of polymer front and the sharp 
viscosity reduction on the diffusive contact front, between the polymeric solution and the less 
viscous bank of connate water displaced by the polymer. As presented in Figure 4.2e, the water 
mobility behavior is a consequence of the relative permeability (or phase saturation) and its 
viscosity. The initial polymer retention in the rock decreases the concentration of the polymer into 
the solution (Figure 4.2g). 
Table 4.1 summarizes the quantitative results and shows the values at the stopping time (95% 
of the Water Cut). 
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Table 4.1 – Results of Sensitivity Analysis of Adsorption 
Parameter P_ADS10 P_Base P_ADS60 
Adsorption (µg/g) 10 30 60 
Wp/Np 2.038 2.055 2.067 
Wi/Np 3.037 3.054 3.067 
Total PV 1.185 1.189 1.189 
Water Bt [min] 49.76 41.76 39.57 
Polymer Bt [min] 83.76 107.76 140.76 
End-time [min] 281.87 282.90 282.88 
mpol/Np [kg/m3] 4.100 4.123 4.140 
RF [%] 41.08 41.00 40.83 
 
The higher the adsorption is, the higher the ratio of injected and produced water per produced 
oil. The connate water breakthrough anticipates and the polymer front breakthrough delays. As a 
result, the mass of polymer used per produced oil increases. The total injected pore volume as well 
as the final recovery factor for the studied cases were quite similar. 
4.1.2. Accessible Pore Volume Analysis 
The accessible pore volume (APV) is evaluated in this section. In order to compare different 
values of APV, the base model (P) was set at 85% and the variation range of ±15%, 100% and 
70%, respectively.  
From the water cut and the cumulative WOR (Figure 4.3a and Figure 4.3b, respectively), one 
can observe that the smaller the accessible pore volume, the lower the produced water volumes and 
the faster the polymer breakthrough. Polymer solution flows only through the accessible portion, 
maintaining the average pressure of the porous media (Figure 4.3c) and anticipating the oil 
production (Figure 4.3d). 
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(a) Water cut (b) Cumulative WOR 
  
(c) Average Pressure (d) Oil Recovery 
Figure 4.3 – Accessible pore volume analysis over time 
 
Figure 4.4a to h show the water saturation, the water phase viscosity, the water phase 
mobility, and polymer concentration profiles before connate water breakthrough and between 
connate water breakthrough and polymer breakthrough, respectively at 11% and at 42% of the total 
PV injected. It is possible to observe that these parameters were slightly affected by the accessible 
pore volume.  Polymer advance front was mainly modified. The polymer concentration in the 
solution has increased as consequence of open portion to polymer flow through (Figure 4.4g and 
Figure 4.4h). Therefore, the viscosity of the polymer advance front increases, improving the 
polymer solution mobility (Figure 4.4e and Figure 4.4f). 
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(a) Water Saturation Profile at 28 min (b) Water Saturation Profile at 99 min 
  
(c) Water Viscosity Profile at 28 min (d) Water Viscosity Profile at 99 min 
 
 
(e) Water Mobility Profile at 28 min (f) Water Mobility Profile at 99 min 
  
(g) Concentration Profile at 28 min (h) Concentration Profile at 99 min 
Figure 4.4 – Accessible pore volume analysis profile 
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Table 4.2 shows the results of APV analysis - 70%, 85% (Base Model) and 100% - for the 
Wp/Np, the Wi/Np, the total injected PV, the breakthrough and the end time, the mass of injected 
polymer per recovered oil and the recovery factor. 
 
Table 4.2 – Results of Sensitivity Analysis of Accessible pore volume 
Parameter P_APV70 P_Base P_APV100 
APV level 70 85 100 
Wp/Np 2.034 2.055 2.076 
Wi/Np 3.033 3.054 3.076 
Total PV 1.181 1.189 1.198 
Water Bt [min] 43.86 41.76 40.86 
Polymer Bt [min] 94.86 107.76 120.86 
End-time [min] 281.00 282.90 284.86 
mpol/Np [kg/m3] 4.095 4.123 4.153 
RF [%] 41.01 41.00 40.99 
 
As can be seen, the evaluated responses were not strongly affected at the end of each 
simulation. Nevertheless, lower values of APV lead to a lower ratio of injected and produced water 
per produced oil, which means that the pumped water phase replaces the recovered oil more 
efficiently. On the other hand, higher APV delays polymer breakthrough time and process flooding 
duration to reach final oil recovery. 
4.1.3. Residual Resistance Factor Analysis 
The sensitivity analysis of the residual resistance factor includes three different values of 
RRF: 1.0 (no resistance effect), 2.62 (Base Model) and 4.0 (high resistance). 
As observed in Figure 4.5a and Figure 4.5b, as RRF increases, the water cut delays and the 
cumulative WOR decreases. The higher the RRF, the higher the average pressure (Figure 4.5c), for 
a constant injection flow rate as evaluated here. Figure 4.5d shows the behavior of the recovery 
factor when the RRF changes. Higher values of RRF anticipate oil recovery, as well as improve 
the final recovery factor.  
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(a) Water cut (b) Cumulative WOR 
  
(c) Average Pressure (d) Oil Recovery 
Figure 4.5 – Residual Resistance Factor analysis over time 
 
Figure 4.6a to Figure 4.6h show the profiles of the water saturation, the water viscosity, the 
water mobility, and the polymer concentration before connate water BT and between connate water 
and polymer BT. As observed, an increase in the RRF delays both the connate water and the 
polymer advance front owing to the viscosity increase and the permeability reduction. This 
mobility reduction suppresses the formation of possible viscous fingers along the porous media, 
improving the oil displacement. The water-phase mobility stays low for high RRF until polymer 
breakthrough, and then it increases, after efficiently sweeping the reservoir oil. 
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(a) Water Saturation Profile at 28 min (b) Water Saturation Profile at 99 min 
 
 
(c) Water Viscosity Profile at 28 min (d) Water Viscosity Profile at 99 min 
  
(e) Water Mobility Profile at 28 min (f) Water Mobility Profile at 99 min 
  
(g) Concentration Profile at 28 min (h) Concentration Profile at 99 min 
Figure 4.6 – Residual Resistance Factor analysis profile 
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The results determined at 95% of the water cut considering three different values of RRF are 
summarized in Table 4.3, quantifying the discussed trend. 
 
Table 4.3 – Results of Sensitivity Analysis of Residual Resistance Factor 
Parameter P_RRF1.0 P_Base P_RRF4.0 
RRF level 1 2.62 4 
Wp/Np 2.514 2.055 1.850 
Wi/Np 3.514 3.054 2.849 
Total PV 1.185 1.189 1.173 
Water Bt [min] 39.57 41.76 42.76 
Polymer Bt [min] 96.76 107.76 111.76 
End-time [min] 281.76 282.90 279.00 
mpol/Np [kg/m3] 4.744 4.123 3.847 
RF [%] 35.49 41.00 43.34 
 
Advantageous correlation can be observed between the RRF value and the oil recovery. In 
this case, we can point out a tendency of reduction in the injected and produced water per produced 
oil. Higher RRF delays the water breakthrough, increases the average pressure and improves the 
fluid replacement. 
4.1.4. Polymer Concentration Analysis 
Figure 4.7a to Figure 4.7d show the sequence of plots for different concentrations of polymer 
into the injected brine, i.e., 1000 ppm, 1250 ppm (P_Base) and 1500 ppm. 
A direct consequence of the increase in the polymer concentration is the increase in the 
solution viscosity. The higher viscosity of the injected fluid improves the displacement efficiency 
since the mobility ratio is reduced. The benefits of higher polymer concentrations can be noted in 
Figure 4.7a and Figure 4.7b, which show the reduced water production over time. Figure 4.7c 
shows that the higher polymer concentration, the higher the average pressure in the reservoir. 
Nevertheless, we must keep in mind that pore pressure above rupture pressure may fracture the 
rock. The recovery factor improved as the polymer concentration increased (Figure 4.7d).  
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(a) Water cut (b) Cumulative WOR 
  
(c) Average Pressure (d) Oil Recovery 
Figure 4.7 – Polymer Concentration analysis over time 
 
Additionally, higher CCP delays the connate waterfront and accelerates the polymer BT 
(Figure 4.8a and Figure 4.8b). One can see that the water mobility is reduced (Figure 4.8e and 
Figure 4.8f) as the viscosity increases (Figure 4.8c and Figure 4.8d). Figure 4.8g and Figure 4.8h 
show that each model follows its injected polymer concentration over sample, and the polymer 
advance front is delayed for models with lower levels of polymer concentration. 
 
  
(a) Water Saturation Profile at 28 min (b) Water Saturation Profile at 99 min 
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(c) Water Viscosity Profile at 28 min (d) Water Viscosity Profile at 99 min 
 
 
(e) Water Mobility Profile at 28 min (f) Water Mobility Profile at 99 min 
  
(g) Concentration Profile at 28 min (h) Concentration Profile at 99 min 
Figure 4.8 – Polymer Concentration analysis profile 
 
Table 4.4 summarizes the polymer flooding trends of the three models with different 
concentrations of polymer solution injected. 
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Table 4.4 – Results of Sensitivity Analysis of Polymer Concentration 
Parameter P_CCP1000 P_Base P_CCP1500 
CCP 1000 1250 1500 
Wp/Np 2.130 2.055 1.975 
Wi/Np 3.130 3.054 2.974 
Total PV 1.189 1.189 1.181 
Water Bt [min] 40.66 41.76 43.76 
Polymer Bt [min] 115.72 107.76 105.72 
End-time [min] 282.84 282.90 280.84 
mpol/Np [kg/m3] 3.380 4.123 4.818 
RF [%] 40.00 41.00 41.79 
 
For higher values of CCP, quantitative advantages such as the improved oil recovery and the 
delayed water breakthrough time can be seen in Table 4.4. However, an increase in the polymer 
mass used in the oil recovery is observed (mpol/Np). 
4.1.5. Relative Permeability Analysis 
This item studies the wettability change from the oil-wet Base model to the Kr – Displaced 
and Kr - New exponent models, turning the rock more water-wet. Moreover, the influence in 
polymer retention, inaccessible pore volume, residual resistance factor, and concentration is 
investigated for the Kr - New exponent model.  
 
• Comparison between models 
Figure 4.9 and Figure 4.10 compare the results of the Base (red line), the Kr – Displaced 
(yellow line) and the Kr - New exponential (brown line) models. From the water cut (Figure 4.9(a) 
one can observe that the water breakthrough of the Kr – Displaced and Base models were almost 
at the same time, owing to both models present the same fluid displacement into the porous media, 
although with different saturations. The breakthrough of the model with new exponents is delayed, 
owing to the lower water permeability. The approach in the crossing part of the relative 
permeability curves of the models Kr-displaced and Kr – New exponential is reflected in the 
response proximity of the water cut, water saturation and water viscosity. The Kr – Displaced 
model with higher initial water saturation leads to a higher level of WOR (Figure 4.9b) compared 
to the Base model until they reach the same level around 150 minutes. The difference of 0.15 in 
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the water saturation between the Base and Kr- Displaced models is kept until the end of the 
simulation, as can be seen in Figure 4.9c. The exponents alteration, making the rock more water 
wet (P_Water-wet) allows the model to achieve greater water saturation, i.e., to sweep more oil 
from the rock surface. The water viscosity is inversely related to the shear rate of the water phase, 
as shown in Figure 4.9d. After polymer breakthrough, the shear rate decreases considerably. The 
wettability change promotes a reduction in the shear rate and consequently in the viscosity. Both 
Base and Displaced models ensure the same maintenance of the reservoir pressure, after polymer 
BT (Figure 4.9e). However, the alteration in the relative permeability exponents influence the 
pressure depletion. The recovery factor (Figure 4.9f) is strongly influenced by Kr. The models 
more water wet favor the oil recuperation, especially the P_Kr_exp with higher initial oil 
saturation. 
 
  
(a) Water cut (b) Cumulative WOR 
 
 
(c) Water Saturation (d) Viscosity and shear rate 
88 
 
 
 
 
(e) Average Pressure (f) Oil Recovery 
Figure 4.9 – Relative Permeability analysis over time 
 
Figure 4.10a and Figure 4.10b show that the Kr – Displaced model keeps the saturation 
difference around 0.15 to the Base model along the porous media, at 28 min and 99 min after the 
injection start. As mentioned before, the viscosity of more water wet models is slightly higher and 
the polymer advance front is delayed over core distance (Figure 4.10c and Figure 4.10d). Figure 
4.10e and Figure 4.10f show a higher water mobility of the Kr – New exponent model after polymer 
Bt. The polymer concentration (Figure 4.10g and h) presents the same level for all models. 
However, a delay in the polymer advance front of the models more water wet can be observed.  
 
  
(a) Water Saturation Profile at 28 min (b) Water Saturation Profile at 99 min 
89 
 
 
 
 
(c) Water Viscosity Profile at 28 min (d) Water Viscosity Profile at 99 min 
  
(e) Water Mobility Profile at 28 min (f) Water Mobility Profile at 99 min 
  
(g) Concentration Profile at 28 min (h) Concentration Profile at 99 min 
Figure 4.10 – Relative Permeability analysis profile 
 
Table 4.5 summarizes the results determined at 95% of water cut for the three different 
relative permeability curves. 
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Table 4.5 – Results of Sensitivity Analysis of Relative Permeability 
Parameter P_Kr-Exp P_Base P_Wat-wet 
Kr Exponential Base Displaced 
Wp/Np 1.346 2.055 2.036 
Wi/Np 2.345 3.054 3.035 
Total PV 1.260 1.189 1.185 
Water Bt [min] 43.72 41.76 40.66 
Polymer Bt [min] 105.72 107.76 115.72 
End-time [min] 299.70 282.90 281.79 
mpol/Np [kg/m3] 3.166 4.123 4.098 
RF [%] 56.56 41.00 48.79 
 
More water wet models present quantitative advantages such as the improved oil recovery 
and decrease in the polymer mass used in the oil recovery (mpol/Np). The modeling of Kr is 
important for accurate history match the polymer flooding, and furthermore in the decision-making 
involving this method of recovery.  
 
• Kr - New exponential 
This item compares the sensitivity analysis results of the Base model (P) and Kr – New 
exponent (P_Kr_exp). The cross-over of the results allows one to analyze the influence of the 
relative permeability on adsorption, APV, RRF and polymer concentration. Overall, the wettability 
alteration through new oil and water exponent values turning the rock more water wet, impacts in 
all the observed results.  
Figure 4.11 shows the sensitivity analysis for the adsorption. The results present an increase 
in the water saturation (a), viscosity (b), and recovery factor (d), despite of the reduction in the 
average pressure (c) for the more water wet models.  
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(a) Water Saturation (b) Viscosity 
  
(c) Average Pressure (d) Oil Recovery 
Figure 4.11 – Adsorption analysis for Kr exponent change 
 
Figure 4.12 illustrates the results of APV. One can observe a similar behavior to that 
presented for the adsorption analysis. For both ADS and APV, the results reached close values 
after polymer breakthrough. 
 
 
 
(a) Water Saturation (b) Viscosity 
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(c) Average Pressure (d) Oil Recovery 
Figure 4.12 – Accessible Pore Volume analysis for Kr exponent change 
 
Figure 4.13 shows the results of RRF. Both Base and Kr – New exponent models presented 
equivalent efficiency improvement with the increase of RRF. The average pressure is smoothed 
with the new Kr exponent adopted. 
 
  
(a) Water Saturation (b) Viscosity 
 
 
(c) Average Pressure (d) Oil Recovery 
Figure 4.13 – Residual Resistance Factor analysis for Kr exponent change 
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Figure 4.14 illustrates the results of CCP. The increase of polymer concentration leads to an 
equivalent sweep improvement, for both Base and Kr – New exponent models, in addition to the 
smoothing pressure curve. 
 
  
(a) Water Saturation (b) Viscosity 
 
 
(c) Average Pressure (d) Oil Recovery 
Figure 4.14 – Polymer Concentration analysis for Kr exponent change 
4.1.6. Summary  
In order to verify if a given property strongly influences the results, the slope of the curvature 
in Figure 4.15 is defined. The x-axis represents the normalized values of the attribute (ܰܽ) used 
for the model. The y-axis is the value of produced oil, but it would be another property such as 
WOR or NPV (Net Present Value). The brown dot is the result of the model simulation using the 
lower value of the sensitivity analysis parameter; the red dot is the Base model and the yellow is 
the Np result of the highest value of the parameter; and the trend line of the observed results are 
plotted as well (blue dashed line). The results are observed at 99 min (between connate water 
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breakthrough and polymer breakthrough) and at the end of the simulations. If the slope is close to 
zero it means that the attribute slightly affects the observed result. In contrast, if the slope is high, 
meaning that variation in the attribute has strong impact in the observed result. Moreover, the 
positive or negative sign means that the increase of a parameter contributes to or opposes the oil 
production.  
The normalized attribute (ܰܽ) was used to evaluate any property, regardless of its dimension 
or magnitude, ranging from 0 to 1. ܰܽ is expressed by Equation 4.1. 
 
ܰܽ = [ܺሺܽሻ − ܺሺ݉�݊ሻ] [ܺሺ݉ܽݔሻ − ܺሺ݉�݊ሻ]⁄   Equation 4.1 
where: ܺሺܽሻ is the simulated attribute value;  ܺሺ݉�݊ሻ is the minimum value of the range attribute;  ܺሺ݉ܽݔሻ is the maximum value of the range attribute. 
 
99 min Final 
 
 
(a) Accessible Pore Volume (APV) 
  
(b) Adsorption level (ADS) 
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(c) Residual Resistance Factor (RRF) 
 
 
(d) Polymer Concentration (CCP) 
Figure 4.15 – Influence of the sensitivity analysis parameters 
 
For both ADS and APV, the increase of its values decreases the marginal oil production at 
99 minutes. This loss in the oil production may be crucial in a field project, which always seeks 
the anticipation of the oil recovery. However, both variables do not strongly affect the final volume 
of oil produced.  The increase in the values of RRF and CCP improves the oil production both at 
99 minutes and at the end of the simulation. 
Table 4.6 and Figure 4.16 summarize the slope value of the curve, indicating the influence 
of each polymer property on produced oil.  
 
Table 4.6 - Summary of polymer properties influence 
 Parameter Time Slope 
APV 99 min Final 
-3.723 
-0.020 
ADS 99 min Final 
-6.008 
-0.212 
RRF 99 min Final 
4.122 
6.874 
CCP 99 min Final 
2.623 
1.622 
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Figure 4.16 – Comparison of the influencing parameters 
 
The impact of accessible pore volume, ranging 30%, is more noticeable before the 
breakthrough of the polymer. The results show that the impact on oil production after breakthrough 
is, however, minimal. Lamas (2017) studied this parameter in a field scale model and he stated that 
it can be negligible. 
The adsorption may vary along the reservoir and for this reason it can be treated as an 
uncertainty in a field. For the studied cases, ranging 50 µg/g, the polymer retention showed to be 
very relevant during the initial oil production. After the polymer breakthrough, this phenomenon 
is minimized. 
The residual resistance factor, ranging of 3 units, is the most impacting parameter on the 
oil production, especially for incremental oil recovery. The design of a polymer with a high residual 
resistance factor, however, may lead to plugging/high adsorption. Thus, although the results have 
not shown this, too high residual resistance factors should be avoided. 
The concentration plays an important role in the oil production. The sensitivity analysis 
ranging 500 ppm of polymer concentration appoints a tendency toward anticipation and increment 
oil production. Since high polymer concentrations can be costly, it is very important to observe the 
limitations of the injected solution. Depending on the oil and polymer prices, it may not be 
economically attractive to inject concentrated polymer solutions. 
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4.2. Degradation 
This section discusses the outcomes of the sensitivity analysis at four different levels of 
degradation and for the upsized cases. 
• Figure 4.17 and Figure 4.18 present the history curves of cumulative produced water, 
cumulative produced oil, average pressure, oil recovery factor, cumulative mass of the 
injected polymer, cumulative mass of the degraded polymer, water phase saturation, and 
water phase viscosity;  
• Figure 4.19 presents the water viscosity, water relative permeability, and water saturation 
profiles at 250 days (before original or degraded polymer breakthrough of each model) 
and at 1500 days (after original polymer breakthrough of all the models) of the case 
Up10000. 
• Table 4.7 summarizes the values of breakthrough (Bt) and end time of each model;  
• Table 4.8 summarizes the final values of Recovery Factor (RF), Oil Produced (Np), 
Water Injected (Wi) and Produced (Wp), Cumulative Water-Oil ratio (WOR), Mass of 
Polymer Injected (mpol), Mass of Original Polymer Produced (Pol1prod), Mass of 
Degraded Polymer Produced (Pol2prod). 
 
Figure 4.17 shows the comparative results between the original rock sample size used for lab 
models’ evaluations and the Up100 cases. The results of the lab models were divided using the 
scaling ratio of the Up100, in order to compare the models at the same order of magnitude. The 
results show that the lab models and the cases that were 100 times bigger matched. The same 
comparison was applied for the Up10000 cases, using the scaling ratio mentioned before. The 
history curves of the Up10000 (Figure 4.18) case show that all responses matched with the lab 
models. 
Figure 4.17a and Figure 4.18a show the cumulative water produced. We can note that a sharp 
degradation increases the water production. For instance, model A (green striped line) presented 
the lowest water production, while model D (brown striped line) presented the highest water 
production. 
The increase of produced water for models with higher degradation effect has a direct impact 
in the cumulative water-oil ratio (Figure 4.17b and Figure 4.18b). After the stripped water BT, 
model D (brown striped line) presented the highest WOR, followed by model C (blue striped line), 
98 
 
 
then model B (red striped line), and at last model A (green striped line), presenting the lowest 
WOR. 
Figure 4.17c and Figure 4.18c show that a model with a lower reaction rate contributes to a 
better maintenance of the reservoir pressure. Thus, model A with the highest viscous property has 
the highest average pressure over time whilst model D has the lowest pressure, because of its fastest 
polymer degradation.  
The results of the oil recovery factor (Figure 4.17d and Figure 4.18d) showed how important 
it is to avoid polymer degradation. After the stripped water BT, the displacement with lower 
degradation (model A) was more effective, presenting the highest oil production. However, the 
displacement with higher degradation (model D) presented the lowest oil production. 
The produced mass of original polymer is plotted in Figure 4.17e and Figure 4.18e. It is 
possible to notice that higher reaction rates delay the original polymer breakthrough and decrease 
the amount of original polymer produced. Figure 4.17f and Figure 4.18f show the reacted mass of 
polymer. The higher the reaction rate, the larger the amount of degraded polymer, although its 
breakthrough occurs almost at the same time (see Table 4.7). 
Model A presents the largest mass of original polymer produced and very little mass of 
degraded polymer because of its adopted low frequency factor. Considering higher values of 
frequency factor, there is a growing mass rate of degraded polymer, reacting proportionally with 
the decreasing mass rate of original polymer over time (models B and C). Model D shows a 
complete reaction of the original polymer becoming degraded polymer. 
Figure 4.17g and Figure 4.18g show the water saturation in the last cell of the models. We 
can observe that the first breakthrough comes from the stripped water at the same time (see Table 
4.7) for the four degradation models investigated. Afterward, as the polymer flooding was singular 
for each model, the saturation over time was different.  
When the saturation increases sharply to the highest level of all models, Model A maintains 
a saturation level until the polymer front reaches the producer. For model B, more degraded 
polymer reaches the well before the original polymer (Table 4.7), decreasing the sweep efficiency 
and the saturation as well. The same happens to model C, but even more pronounced as we have a 
higher reaction rate. In this case, the original polymer breakthrough occurs later. Model D, as an 
utmost case of degradation producing only degraded polymer, has the worst sweep efficiency and 
the lowest water saturation in the last cell. 
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Table 4.7 – Breakthrough and End Time (day) 
Parameter Water Bt Poly 1 Bt Poly 2 Bt End Time 
Lab 
A 2.85E-02 0.07λ167 0.02λ167 1λ.7E-02 
B 2.85E-02 0.0λ513λ 0.028472 1λ.6E-02 
C 2.85E-02 0.12847 0.028472 1λ.4E-02 
D 2.85E-02 0.0 0.028472 1λ.4E-02 
Up100 
A 2.85 7.λ167 2.λ167 1λ.7λ 
B 2.85 λ.513λ 2.8472 1λ.58 
C 2.85 12.847 2.8472 1λ.38 
D 2.85 0.0 2.8472 1λ.38 
Up10000 
A 284.7 7λ1.67 2λ1.67 1λ62.8 
B 284.7 λ51.38λ 284.72 1λ35.0 
C 284.7 1284.72 284.72 1λ16.7 
D 284.7 0.0 284.72 1λ16.7 
 
The viscosity of the last cell of the models, shown in Figure 4.17h and Figure 4.18h, illustrate 
the polymers arrival at the producer well. Model A has the highest level of viscosity over the other 
cases and just one polymer front. Model B has the second highest viscosity level, presenting two 
fronts of solution viscosity. Model C has the third highest viscosity. And the high polymer 
degradation causes a longer finger than model B. Finally, as the model D has an instantaneous 
change to degraded polymer, just one polymer front with the lowest level of viscosity and the 
longest finger is observed, emerging first on the producer. 
4.2.1. Up100 
 
 
(a) Cumulative Water Produced (b) Cumulative WOR 
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(c) Average Pressure (d) Oil Recovery Factor 
 
 
(e) Cumulative Mass of Polymer 1 - Original (f) Cumulative Mass of Polymer 2 - Degraded 
  
(g) Water Saturation (last cell) (h) Water Viscosity (last cell) 
Figure 4.17 – Results of Up100 with Model A (green), Model B (red), Model C (blue), and 
Model D (brown) 
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4.2.2. Up10000 
  
(a) Cumulative Water Produced (b) Cumulative WOR 
 
 
(c) Average Pressure (d) Oil Recovery 
  
(e) Cumulative Mass of Polymer 1 - Original (f) Cumulative Mass of Polymer 2 - Degraded 
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(g) Water Saturation (last cell) (h) Water Viscosity (last cell) 
Figure 4.18 – Results of Up10000 with Model A (green), Model B (red), Model C (blue), and 
Model D (brown) 
 
Analyzing the viscosity along the reservoir (Figure 4.19a) at the instant of 250 days, model 
A presents the sharpest bank and the highest viscosity, followed by model B and then C. Model D 
with the lowest viscosity moves faster than the other models, having its bank forward. In 1500 
days, models A and D present viscous stability over reservoir distance due to their low fluids 
transformation during the flow. Models B and C have a decreasing viscosity as the solutions move 
away from the injector well. Moreover, the higher the degradation rate of the model, the lower its 
viscosity. 
The water relative permeability (Figure 4.19b) and the water saturation (Figure 4.19c) over 
reservoir distance are in accordance to the water viscosity, following the same behavior previously 
described. 
 
250 days 1500 days 
  
(a) Water Viscosity profile (a) Water Viscosity profile 
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(b) Water relative permeability (b) Water relative permeability 
 
 
(c) Water Saturation (c) Water Saturation 
Figure 4.19 – Profile of Up10000  
 
The quantitative final results, summarized in Table 4.8, show a correct match of the simulated 
cases, respecting the order of magnitude of each case. 
 
Table 4.8 – Final results from the degradation models 
Model RF Np Wi Wp WOR mpol Pol1prod Pol2prod (%) (m³) (m³) (m³) - (kg) (kg) (kg) 
Lab_Deg-A 41.00 37.1E-06 11.4E-05 76.λE-06 2.08 15.4E-05 82.4E-06 25.4E-08 
Lab_Deg-B 3λ.λ0 36.1E-06 11.3E-05 76.7E-06 2.13 15.2E-05 20.1E-06 61.7E-06 
Lab_Deg-C 38.45 34.7E-06 11.2E-05 76.λE-06 2.21 15.1E-05 2.3E-06 81.4E-06 
Lab_Deg-D 32.2λ 2λ.2E-06 11.2E-05 82.4E-06 2.82 15.1E-05 0.0 10.5E-05 
Up100_Deg-A 41.00 37.06 114.0 76.λ5 2.08 153.λ 82.4 0.25 
Up100_Deg-B 3λ.λ0 36.06 112.8 76.74 2.12 152.3 20.1 61.72 
Up100_Deg-C 38.45 34.75 111.6 76.86 2.21 150.7 2.3 81.43 
Up100_Deg-D 32.2λ 2λ.1λ 111.6 82.41 2.82 150.7 0.0 104.5λ 
Up10000_Deg-A 41.04 37.1E+06 113.0E+06 76.0E+06 2.05 152.6E+06 81.0E+06 0.3E+06 
Up10000_Deg-B 3λ.λ0 36.1E+06 111.5E+06 75.4E+06 2.0λ 150.5E+06 1λ.5E+06 60.5E+06 
Up10000_Deg-C 38.45 34.8E+06 110.4E+06 75.7E+06 2.18 14λ.0E+06 20.λE+06 7λ.λE+06 
Up10000_Deg-D 32.31 2λ.2E+06 110.4E+06 81.2E+06 2.78 14λ.0E+06 0.0 102.λE+06 
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4.3. History Matching 
In this section, both manual and automatic history match outcomes of the four laboratory 
displacement tests performed by Silveira (2017) are presented. Appendix D shows complementary 
results of the History Matching process, considering a fixed relative permeability with the shape 
of the water flooding stage.  
4.3.1. Manual History Matching 
Each test is individually presented below. The data measured or determined in the laboratory 
and compared with the simulation results are: Differential pressure (ΔP), cumulative produced and 
injected water (Wp and Wi), cumulative produced oil (Np), and recovery factor (RF). 
 
• Test A3 
Figure 4.20 shows the differential pressure between the injector and the producer wells for 
simulation (blue line) and the differential pressure between the inlet and outlet faces of the sample 
in the laboratory experiment (blue dots). The breakthrough time and the time corresponding to 95% 
of water cut for both simulation (red dashed) and lab (green dashed) are also presented. It is possible 
to observe a good fit between the laboratory and simulation water breakthrough times. The 
simulation results show the pressure responding to the polymer breakthrough at 26 minutes. At the 
beginning, the pressure registered in the laboratory presents some diffuse data, attenuating after 68 
minutes: because of these fluctuations, the NALD for the pressure at BT was 13.3%, and the 
average NALD was 10.3%.  
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Figure 4.20 – Differential pressure over time – A3 
 
The shape of the relative permeability curve has a direct impact on the beginning of the 
simulation. But the investigation was restricted to the modified Brooks-Corey correlations 
presented in Equation 3.12 and Equation 3.13. Figure 4.20 shows the best manual differential 
pressure match of this model. 
Figure 4.21 shows the cumulative oil (yellow), water (blue) and total liquid (purple) for 
simulation (line) and laboratory data (dots). The uncertainties of the lab were also calculated (black 
error bar). The average NALD is 14.2% for Np and 5.2% for Wp. The highest difference was 
between 15 and 110 minutes, where simulation overestimated the oil produced and underestimated 
the water produced. The production history demonstrates that the lab and simulation data are well 
matched, especially for the final four points. The lab data variation over time may be due to 
difficulties reading the water and oil (deformed meniscus) in the measuring cylinders. 
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Figure 4.21 – Cumulative liquid produced over time – A3 
 
These results indicated that the experiment was indeed performed at a constant flow rate and 
the simulated injector honored its constraints. This observation is true for all the simulated cases 
(A3, A4, A5, and A6). 
Figure 4.22 shows the recovery factor (blue) per injected pore volume (PV) for simulation 
(line) and laboratory data (dots). The recovery factor is directly related to the oil produced, showing 
similar responses. In this way, as previously stated, the history matching with lab data was better 
at the beginning and at the final results. The average NALD of recovery factor was 14.3%. 
107 
 
 
 
Figure 4.22 – Recovery factor over injected pore volume – A3 
 
Table 4.9 presents a summary of the results obtained through simulation and experiment. 
One can compare results between simulation and laboratory values at the breakthrough, at the 95% 
of water cut and at the end of the simulation. The NALD is also shown for each of these instants 
represented above and the average NALD, which is calculated for all available experimental points 
(excluding those which yield division by zero). 
 
Table 4.9 – Comparative results between Lab and Simulation – A3 
Parameter Unit Breakthrough 95% Water Cut Final Average NALD Exp Sim NALD Exp Sim NALD Exp Sim NALD 
t min 3.λ4 3.50 11.2% 23λ.λ4 251.44 3.7% 331.λ4 331.λ4 0.0% 5.3% 
PV - 0.14 0.12 14.4% 8.17 8.53 3.3% 11.24 11.26 0.2% 1.6% 
Winj cm³ 2.λ6 2.53 14.5% 174.46 181.80 3.2% 23λ.λ6 240.00 0.0% 1.6% 
Wp cm³ 0.00 0.00 - 165.80 172.71 3.1% 230.80 230.8λ 0.0% 5.2% 
Np cm³ 2.λ6 2.52 14.λ% 8.17 λ.0λ 11.2% λ.16 λ.11 0.5% 14.2% 
Wcut % 0.00 0.00 - 0.λ5 0.λ5 0.0% 0.λ6 0.λ6 0.0% 4.4% 
WOR - 0.00 0.00 - 1λ.15 1λ.00 1.8% 25.20 25.34 0.6% 16.λ% 
ΔP psi 3.78 3.28 13.3% 1.88 1.87 0.3% 1.λ0 1.87 1.6% 10.3% 
Winj/Np - 1.00 1.00 0.0% 21.35 20.00 7.2% 26.20 26.34 0.5% 10.2% 
RF % 20.36 17.35 14.8% 5λ.56 62.66 5.2% 63.00 62.81 0.3% 14.3% 
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• Test A4 
Figure 4.23 shows a good fit between the differential pressure of the simulation model (blue 
line) and the laboratory experiment (blue dots). The breakthrough time for simulation (red dashed) 
and lab (green dashed) was well adjusted, but the moment of 95% of water cut for simulation (red 
dashed) and lab (green dashed) presented 6.8% of difference. The average NALD for the 
differential pressure was 10.5%. 
 
 
Figure 4.23 – Differential pressure over time – A4 
 
Figure 4.24 shows the cumulative oil (yellow), water (blue) and total liquid (purple) for 
simulation (line) and laboratory data (dots), and its respective error bars. The results of lab and 
simulation cumulative liquids were well matched, presenting an average NALD of 1.7% for the 
produced water and 1.9% of oil produced. One can observe a good fit between the laboratory and 
simulation mass balance at the breakthrough time. 
 
109 
 
 
 
Figure 4.24 – Cumulative liquid produced over time – A4 
 
Figure 4.25 shows the recovery factor (blue) per injected pore volume (PV) for simulation 
(line) and laboratory data (dots). The recovery factor reached almost its maximum value at the 
breakthrough time. The results of the simulation model are very close to that measured in the lab, 
respecting the uncertainties of the attribute. The average NALD was 1.9% for the recovery factor. 
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Figure 4.25 – Recovery factor over injected pore volume – A4 
 
Table 4.10 summarizes the comparative results between laboratory and simulation at the 
breakthrough, at the 95% of water cut and at the end of the test A4. In general, the quantitative 
results presented small relative differences between lab and simulation data, especially at the final 
results. 
Table 4.10 – Comparative results between Lab and Simulation – A4 
Parameter Unit Breakthrough 95% Water Cut Final Average NALD Exp Sim NALD Exp Sim NALD Exp Sim NALD 
t min 6.64 6.33 4.7% 175.40 163.47 6.8% 2λλ.λ4 2λλ.λ5 0.0% 3.8% 
PV - 0.23 0.21 8.8% 6.02 5.53 8.2% 10.15 10.14 0.1% 2.1% 
Winj cm³ 4.λ6 4.53 8.7% 127.1λ 116.8λ 8.1% 214.48 214.47 0.0% 2.1% 
Wp cm³ 0.00 0.00 - 121.λ5 111.62 8.5% 20λ.20 20λ.1λ 0.0% 1.7% 
Np cm³ 4.λ6 4.51 λ.0% 5.24 5.26 0.5% 5.28 5.28 0.1% 1.λ% 
Wcut % 0.00 0.00 - 0.λ5 0.λ5 0.5% 0.λ8 0.λ8 0.0% 0.3% 
WOR - 0.00 0.00 - 23.20 21.21 8.6% 3λ.66 3λ.61 0.1% 1.λ% 
ΔP psi 3.42 3.18 7.1% 1.65 1.61 2.5% 1.62 1.55 4.2% 10.5% 
Winj/Np - 1.00 1.00 0.0% 24.2λ 22.21 8.6% 40.66 40.61 0.1% 1.λ% 
RF % 35.73 32.51 λ.0% 37.74 37.λ3 0.5% 38.02 38.06 0.1% 1.λ% 
 
• Test A5 
Figure 4.26 shows the differential pressure of the simulation model (blue line) and laboratory 
(blue dots) of the test A5. We observe a good fit between the simulation and lab results with an 
average NALD of 11.3% for the differential pressure. The breakthrough time and the time 
111 
 
 
corresponding to 95% of water cut for both simulation (red dashed) and lab (green dashed) are well 
adjusted, presenting NALDs of 15.6% and 0.3%, respectively. 
 
 
Figure 4.26 – Differential pressure over time – A5 
 
Figure 4.27 shows the cumulative oil (yellow), water (blue) and total liquid (purple) for 
simulation (line) and laboratory data (dots). This test presents a small difference between the lab 
and simulation of cumulative liquid (or water injected - Winj) data, because of the flow rate 
variation of the lab experiment. As can be seen, the cumulative water and liquid are fall between 
the uncertainty tolerance (error bar). Over time, the production history demonstrates a good match 
between lab and simulation. However, the oil produced presented the highest NALD compared to 
the other tests with a value of 21.6%. 
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Figure 4.27 – Cumulative liquid produced over time – A5 
 
Figure 4.28 shows the recovery factor (blue) per injected pore volume (PV) for simulation 
(line) and laboratory data (dots). The history matching was well adjusted with the lab data at the 
beginning and at the end of the injected pore volume. The NALD was 20.9% for the recovery 
factor, due the difference between the four measured lab points and simulation data after the 
breakthrough. The variation of the values over injected pore volume may be due to the difficulty 
reading the measuring cylinders. 
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Figure 4.28 – Recovery factor over injected pore volume – A5 
 
Table 4.11 shows the summary of comparative results between laboratory and simulation at 
the breakthrough, at the 95% of water cut and at the end of the simulation. In this test, the 
adjustment of the final data was prioritized. The initial lab flow rate was lower than that at the end, 
however, it was opted to keep a constant flow rate (the same value of the final lab flow rate) for 
the simulation model not to affect the stability of the other parameters. Due to this, the relative 
difference between lab and simulation results presented higher values than that at the end.  
 
Table 4.11 – Comparative results between Lab and Simulation – A5 
Parameter Unit Breakthrough 95% Water Cut Final Average NALD Exp Sim NALD Exp Sim NALD Exp Sim NALD 
t min 6.52 5.50 15.6% 148.50 148.00 0.3% 40λ.38 40λ.3λ 0.0% 5.3% 
PV - 0.15 0.17 11.7% 4.6λ 4.63 1.3% 12.λ3 12.7λ 1.0% 17.1% 
Winj cm³ 3.47 3.83 10.4% 105.68 104.λ5 0.7% 2λ1.58 2λ0.30 0.4% 17.1% 
Wp cm³ 0.00 0.00 - 101.40 100.02 1.4% 286.50 285.26 0.4% 1.3% 
Np cm³ 3.47 3.83 10.4% 4.28 4.λ3 15.1% 5.08 5.04 0.6% 21.6% 
Wcut % 0.00 0.00 - 0.λ5 0.λ5 0.0% 0.λ8 0.λ8 0.0% 1.λ% 
WOR - 0.00 0.00 - 23.17 20.28 12.5% 56.45 56.58 0.2% 11.0% 
ΔP psi 5.26 5.43 3.3% 1.68 1.λ4 15.5% 1.62 1.65 1.5% 11.3% 
Winj/Np - 1.00 1.00 0.0% 24.17 21.28 12.0% 57.45 57.58 0.2% 8.1% 
RF % 28.16 30.86 λ.6% 34.76 3λ.74 14.3% 41.18 40.62 1.3% 20.λ% 
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• Test A6 
Figure 4.29 shows the differential pressure between the injector and the producer wells for 
simulation and the differential pressure between the inlet and outlet faces of the sample in the 
laboratory experiment. The breakthrough and 95% water cut instants are also indicated. 
 
 
Figure 4.29 – Differential pressure over time – A6 
 
In Figure 4.29, we can see that simulation is quite accurate on breakthrough time and steady 
state pressure. However, in the beginning, the simulation yields different values when compared 
to the experiment. The simulation underestimates the pressure value after 30 minutes and 
overestimates it after 80 minutes. This effect is similar to A3 and A5 as well. Overall, the A6 match 
yields an average NALD of 13.1%. The simulation also overestimates the 95% water cut instant 
by 5 minutes (2.8%). 
Figure 4.30 is a plot of cumulative produced volumes of liquid, oil, and water. 
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Figure 4.30 – Cumulative liquid produced over time – A6 
 
Figure 4.30 shows that the volumes are well matched at the beginning of the simulation. 
However, simulation overestimates produced oil between 40 and 310 minutes. Thus, the produced 
water is underestimated. Even though this is not a very significant difference, and the average 
NALD is 5.7% and 1.6% for Np and Wp, respectively. Cases A3 and A5 yield similar results. 
Figure 4.31 shows the oil recovery factor. This data are plotted against the injected pore 
volume and indicates the breakthrough and 95% water cut instants as well. 
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Figure 4.31 – Recovery factor over injected pore volume – A6 
 
The simulation overestimates the oil recovery factor between 1 and 8.5 injected pore 
volumes, similarly to Np. Since produced water is also underestimated, the WOR in the simulation 
is lower than in the experiment. The average NALD for RF, Winj/Np, and WOR is 6.8%, 6.1%, and 
8.0% for A6. Cases A3 and A5 yield similar results. 
Table 4.12 presents a summary of the results obtained through simulation and experiment for 
the breakthrough, 95% water cut and final instants. Moreover, the NALD for each of these instants 
and the average NALD are also calculated for A6. 
 
Table 4.12 – Comparative results between Lab and Simulation – A6 
Parameter Unit Breakthrough 95% Water Cut Final Average NALD Exp Sim NALD Exp Sim NALD Exp Sim NALD 
t min 3.λ0 3.77 3.3% 202.1 207.8 2.8% 384.7 384.7 0.0% 2.1% 
PV - 0.11 0.10 2.0% 5.53 5.67 2.5% 10.51 10.50 0.1% 1.8% 
Winj cm³ 2.73 2.68 1.λ% 143.6 147.5 2.7% 273.0 273.1 0.0% 1.8% 
Wp cm³ 0.00 0.00 - 136.λ 140.1 2.3% 265.1 265.5 0.1% 1.6% 
Np cm³ 2.73 2.67 2.2% 6.67 7.41 11.0% 7.λ5 7.61 4.3% 5.7% 
Wcut % 0.00 0.00 - 0.λ5 0.λ5 0.0% 0.λ7 0.λ7 0.1% 1.0% 
WOR - 0.00 0.00 - 20.42 18.λ1 7.4% 33.35 34.λ0 4.7% 8.0% 
ΔP psi 6.33 5.08 1λ.8% 2.24 2.2λ 2.3% 2.22 2.1λ 1.2% 13.1% 
Winj/Np - 1.00 1.00 0.0% 21.42 1λ.λ1 7.0% 34.35 35.λ0 4.5% 6.1% 
RF % 17.04 16.62 2.4% 41.64 46.11 10.7% 4λ.61 47.35 4.6% 6.8% 
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Importance of In-situ Viscosity 
One can observe that the in-situ viscosity plays an important role in the history matching 
process of polymer flooding. To prove its importance, the models are compared using rheometer 
and in-situ viscosities of the test A6. Figure 4.32 shows the results for differential pressure and oil 
recovery factor. 
 
Figure 4.32 – Comparison of A6 simulation with in-situ viscosity (continuous lines) and 
with rheometer viscosity (dashed lines) 
 
As can be seen in the Figure 4.32, the in-situ viscosity yields a better history match than 
rheometer viscosity, especially for the differential pressure. The average NALD for the pressure is 
13.1% and 47.9% for the in-situ and rheometer viscosity cases, respectively. For the oil recovery 
factor, the average NALD is 6.8% and 8.4% for the in-situ and rheometer viscosity cases. Based 
on these results one can say that HPAM polymer-flooding simulation using rheometer-measured 
viscosity curves may be in error. For core-flooding experiments, it is recommended to use the in-
situ viscosity curves whenever available. 
4.3.2. Automatic History Matching 
Figure 4.33 to Figure 4.36 show the results obtained in the laboratory (Field History – blue 
points), as well as the manual simulated results previously shown in section 4.3.1 (Base Case - 
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black curve). We can also see the best-case results appointed by CMOST (Optimal Solution – red 
curve) and all the other simulation as well (General Solutions – blue curves).  
Figure 4.33 shows the history matching of the differential pressure of each test. As can be 
seen in the graphs below, there are very little changes in the results, with the exception of test A6. 
The manual test shows that the results are closer to the automatic results. The average NALD for 
the pressure of tests A3 and A5 keeps the same value (10.3% and 11.3%) for both manual and 
CMOST optimal solution. For the test A4, the CMOST optimal model (8.4%) has found the 
average NALD lower than the manual model (10.5%). The highest difference between CMOST 
and the manual models is found for the test A6, where the manual average NALD is 13.1% and the 
CMOST is 9.5%. 
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Figure 4.33 – CMOST HM of Differential Pressure 
 
Figure 4.34 presents the results of the Oil Recovery Factor. Each lab result provides the 
calculated uncertainty (blue error bar) after breakthrough. Through manual modeling, the results 
are prioritized to match the final results received from the lab data. The optimal model given by 
CMOST approaches to the intermediate points from the lab data, however the final results move 
away for tests A3, A5 and A6. The average NALD for manual and CMOST are 14.3% and 11.5% 
for A3, 20.9% and 11.9% for A5, and 6.8% and 3.9% for A6. For test A4, both manual and 
automatic results for all of the points on the graph are closely matched with the laboratory 
calculations. The average NALD for manual model is 1.9% and for CMOST model is 1.8%. 
Clearly, the automatic HM results prioritize all the experimental data, while the manual 
modeling results give more importance to the initial and final data of the experiment. 
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Figure 4.34 – CMOST HM of Oil Recovery Factor 
 
Figure 4.35 shows the cumulative oil as the same concept for the oil recovery factor. The 
average NALD for manual and optimal CMOST solution are 14.2% and 11.1% for test A3, 1.9% 
and 1.8% for test A4, 21.6% and 13.6% for test A5, and 6.8% and 3.9% for test A6.  
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Figure 4.35 – CMOST HM of Cumulative Oil   
 
Figure 4.36 shows the cumulative water produced. There is a slight difference between the 
manual and automated response. Test A3 presents the average NALD of 5.2% for manual model 
and 3.6% for CMOST model. The manual model is 1.7% and the CMOST model 2.0% for test A4, 
1.3% and 2.6% for test A5, and 1.6% and 1.1% for test A6. 
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Figure 4.36 – CMOST HM of Cumulative Water 
 
The solutions given by CMOST can provide upper and lower boundary responses, which can 
fit better with the uncertainties of the lab data. 
Table 4.13 shows the average NALD for both manual and CMOST optimal model 
simulations of all experiments. Overall, the optimal solution given by CMOST reduced the average 
difference between lab and simulation data for all experiments. The average NALD values of the 
injected pore volume (Inj. PV) and water injected (Winj) are the same for both manual and CMOST 
optimal solution, due to the constant flow rate with the same value.  
 
Table 4.13 – Average NALD for each property analyzed – all simulations (A3, A4, A5, A6) 
Parameter 
Average NALD 
A3 
Manual 
A3 
CMOST 
A4 
Manual 
A4 
CMOST 
A5 
Manual 
A5 
CMOST 
A6 
Manual 
A6 
CMOST 
t [min] 5.3% 4.3% 3.8% 2.7% 5.3% 5.3% 2.1% 1.2% 
PV 1.6% 1.6% 2.1% 2.1% 17.1% 17.1% 0.λ% 0.λ% 
Winj [cm³] 1.6% 1.6% 2.1% 2.1% 17.1% 17.1% 0.λ% 0.λ% 
Wp [cm³] 5.2% 3.6% 1.7% 2.0% 1.3% 2.6% 1.6% 1.1% 
Np [cm³] 14.2% 11.1% 1.λ% 1.8% 21.6% 13.6% 5.7% 3.4% 
Wcut [%] 4.4% 2.λ% 0.3% 0.6% 1.λ% 0.8% 1.0% 0.5% 
WOR 16.λ% 14.1% 1.λ% 2.λ% 11.0% 6.4% 8.0% 5.2% 
ΔP [psi] 10.3% 10.3% 10.5% 8.4% 11.3% 11.3% 13.1% λ.5% 
Winj/Np 10.2% 8.λ% 1.λ% 2.0% 8.1% λ.4% 6.3% 4.2% 
RF [%] 14.3% 11.5% 1.λ% 1.8% 20.λ% 11.λ% 6.8% 3.λ% 
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4.3.3. Summary  
Figure 4.37 illustrates all the simulated solutions and trends of each variable used in the 
CMOST history matching process for the test A3. In the graphs to the left, the x-axis represents 
the simulation number, with a maximum of 500 simulations; the y-axis represents the range of the 
analyzed variable. The light blue points are all the other responses (general solutions), so the cloudy 
area is where the values of the variable are better matched. The red point is the optimal solution 
found by CMOST, which better approximates the objective functions. In the graphs to the right, 
the x-axis represents the range of the analyzed variable; the y-axis represents the frequency at 
which the variable was simulated. 
 
 
 
(a) Oil Viscosity 
 
 
(b) Permeability 
 
 
(c) Accessible Pore Volume 
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(d) Porosity 
  
(e) Residual Resistance Factor 
  
(f) Shear thinning 
 
 
(g) Adsorption 
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(h) Relative Permeability - water exponent 
 
 
(i) Relative Permeability - oil exponent 
 
Figure 4.37 – Frequency of Automatic HM parameters – A3 
 
For the studied case, CMOST tries to reduce the produced oil by increasing the oil viscosity 
(a), the APV (c), and adsorption (g), and decreasing permeability (b), porosity (d), RRF (e), shear 
thinning (f) and the oil relative permeability by raising the oil exponent (i). The CMOST frequency 
variation of water relative permeability (h) was close to that one applied in the manual model. This 
set of adjusting parameters leads to a reduction of the average difference between lab and 
simulation data using CMOST as compared to the manual adjustment. 
Figure 4.38 shows the effect of the variable parameters used for the automated history 
matching for the test A3. As can be seen in the graph below, the oil relative permeability was the 
most influencing factor (93%) for decreasing the average NALD. It does not mean that the other 
parameters are not effective, but that the variation of the oil exponent overlaps them. 
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Figure 4.38 – Main effects of Automatic HM parameters – A3 
 
Figure 4.39 shows the simulated solutions and trends of each variable for test A4. The 
CMOST slightly reduces the average NALD for time, oil produced, pressure and recovery factor 
by decreasing the oil viscosity (a), the APV (c), the adsorption (g), and the water relative 
permeability by increasing the water exponent (h), and increasing permeability (b), shear thinning 
(f) and the oil relative permeability by decreasing the oil exponent (i). The porosity (d) and RRF 
(e) are close to that one applied in the manual model. 
 
 
 
a) Oil Viscosity 
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(f) Shear thinning 
 
 
(g) Adsorption 
 
 
(h) Relative Permeability - water exponent 
 
 
(i) Relative Permeability - oil exponent 
 
Figure 4.39 – Frequency of Automatic HM parameters – A4 
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Figure 4.40 shows that the variation of oil exponent-relative permeability was again the most 
effective factor (89%) for decreasing the average NALD in the automated history matching 
process. 
 
 
Figure 4.40 – Main effects of Automatic HM parameters – A4 
 
Figure 4.41 shows the simulated solutions and trends of each variable for test A5. The 
CMOST reduces the average NALD of oil produced, water cut, water oil ratio and recovery factor 
by decreasing the APV (c), the shear thinning and the oil relative permeability by increasing the 
oil exponent (i), and increasing permeability (b), porosity (d), the adsorption (g) and the water 
relative permeability by decreasing the water exponent (h). The oil viscosity (a) and RRF (e) are 
close to that one applied in the manual model. 
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(e) Residual Resistance Factor 
135 
 
 
 
 
(f) Shear thinning 
 
 
(g) Adsorption 
 
 
(h) Relative Permeability - water exponent 
 
 
(i) Relative Permeability - oil exponent 
 
Figure 4.41 – Frequency of Automatic HM parameters – A5 
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Figure 4.42 shows that the water exponent-relative permeability (54%), followed by shear 
thinning (27%) and oil exponent-relative permeability (18%) were the most influencing parameters 
for the test A5.  
 
Figure 4.42 – Main effects of Automatic HM parameters – A5 
 
Figure 4.43 presents the simulated solutions and trends of each variable for test A6. The 
optimal solution decreases the permeability (b), the APV (c), the RRF (e), the shear thinning (f) 
the adsorption (g) the oil relative permeability by increasing the oil exponent (i) and the water 
relative permeability by increasing the water exponent (h), and increases oil viscosity (a). The 
porosity (d) is close to that one applied in the manual model. This set of adjusting parameters leads 
to a reduction of cumulative oil and oil recovery factory, and to a slight increase of the pressure 
before the breakthrough and decrease after the breakthrough as compared to the manual 
adjustment. 
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(h) Relative Permeability - water exponent 
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Figure 4.43 – Frequency of Automatic HM parameters – A6 
 
Figure 4.44 shows that both water and oil exponent-relative permeability have a strong 
influence in the automated history matching. 
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Figure 4.44 – Main effects of Automatic HM parameters – A6 
 
The final results show that the history matching could decrease the difference between lab 
and simulation, considering the uncertainties in the polymer flooding.  
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5. CONCLUSIONS 
This thesis proposed the modeling and evaluation of polymer core flooding under three 
complementary aspects. We present our conclusions subdivided in three sections. Section 5.1 
presents the findings of the sensitivity analysis of polymer properties on the core scale simulation 
model. Section 5.2 concludes the impacts of polymer degradation on the oil recovery process. 
Section 5.3 highlights the contributions of the proposed history matching. At the end of the 
conclusions Chapter, suggestions for future work are presented in Section 5.4. 
5.1. Sensitivity Analysis of Polymer Properties on Core Flooding 
The results presented for the sensitivity analysis of polymer properties allow us to understand 
the effects of rock-fluid interaction. Since oil recovery mechanisms by polymer solution flow in 
porous media remain to be understood, this may raise challenging technical issues. The models 
were developed using data from the literature and from previous lab work. Core-scale simulations 
were performed to clarify critical uncertainties of fluid dynamics in the displacement lab tests.  
The sensitivity analysis results showed that the adsorption does not change the final results. 
However, before polymer breakthrough, an increase in the amount of adsorption level strips 
polymer from the advance front. So, water production increases, and the polymer breakthrough 
delays, thus retarding the oil recovery. The average pressure maintenance is low for high levels of 
adsorption.  
It is also worth mentioning that in a field project, high concentration of polymer solution is 
not guaranteed or may also not inject a large pore volume of polymer solution. In such cases, 
adsorption becomes the dominant factor that may decide the economics of a polymer flooding 
project. 
The accessible pore volume proved to have a low impact on the observed responses. The 
differences among results of the models were more evident before the polymer breakthrough. Low 
values of accessible pore volume lead to low cumulative water-oil ratio, fast polymer breakthrough, 
and oil recovery anticipation. In addition, the average pressure is higher. In all models, after the 
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polymer front achieves the producer well, the results tend to stabilize at the same level for different 
values of accessible pore volume. 
The Residual Resistance Factor plays an important role in oil recovery by polymer flooding. 
High Residual Resistance Factor values correspond to low water cut and reduced cumulative Water 
Oil Ratio. Moreover, higher levels of Residual Resistance Factor contribute to high-average 
pressure, anticipating the oil recovery and improving the final recovery factor. 
An increase in the polymer injection concentration increases the solution’s viscosity. Higher 
injection fluid viscosity promotes a better displacement efficiency since the mobility ratio is 
reduced. Consequently, less injected water is necessary to produce oil, and less water is produced 
over the time. Therefore, the oil recovery is anticipated, and the recovery factor is improved. The 
higher the polymer concentration, the higher the average pressure in the reservoir, which may be 
of concern once high pressure is able to fracture the rock if it reaches its critical values. Another 
concern refers to the oil and polymer prices. Since high polymer concentrations can be costly, it 
may not be economically attractive to inject highly concentrated polymer solutions. 
The Relative Permeability analysis showed to have a strong influence on the fluids 
displacement. More water-wet models presented advantages on the oil recovery process, reducing 
the shear rate and consequently increasing the polymer-solution viscosity even though reducing 
the pressure maintenance of the medium. A reliable relative permeability modeling is fundamental 
to accurately history match the recovery method by polymer flooding. 
5.2. Impacts of Polymer Degradation on Core Flooding 
The current work has investigated the degradation influence of polymer flooding in heavy-
oil recovery through simulation models. The models were developed using data from the sensitivity 
analysis base model. The degraded solution is represented here as a secondary polymer solution 
with lower viscous characteristics, despite the common approach being the simple representation 
of polymer transforming to water. 
Estimated values of frequency factor were studied to better distinguish the results. The 
increase in the frequency factor contributes to the polymer degradation. The higher the degradation 
rate, the later and the lesser the original polymer front. The degraded polymer front increases with 
the higher degradation rate, however with lower sweep efficiency than the original polymer.  
Therefore, the oil recovery is affected, making polymer injection more inefficient. 
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A methodology of the upsizing model was applied using a linear scale factor to adjust the 
input parameters of the simulation model to the desired scale. Size increase from lab to medium 
and large scales were useful to evaluate the mass balance of the process and observe long-term 
degradation effects. Moreover, rock and fluids volumes were increased in order to bring 
exploitation time and degradation time to the same magnitude level. The results proved that the 
upsizing can be applied to models with different sizes and properties by choosing a proper group 
of dimensionless parameters. 
5.3. History Matching Analysis  
In addition to the sensitivity analysis and the impact study, a methodology for history 
matching the simulation of polymer core-flooding experiments was proposed, and it was 
successfully applied for four different experiments. Polymer phenomena reported in the current 
literature are summarized and discussed, and CMG-STARS limitations are highlighted. The main 
conclusions are: 
• The one-dimensional model including a simplification of the core representation yields 
accurate results as long as the area open to flow is equal to that one measured in the 
laboratory. 
• The most challenging parameter to adjust was the polymer relative permeability. As the 
simulator already considers the permeability reduction caused by the RRF, the water 
relative permeability endpoint at the water flooding is more appropriate to use. Moreover, 
several scenarios varying the oil and polymer relative permeability curvature were tested. 
The optimal relative permeability was reached utilizing a modified Brooks-Corey model 
correlation. 
• The polymer in-situ viscosity is an important input parameter. Simulations of HPAM 
core-flooding using rheometer-measured viscosity may be in error. Therefore, the use of 
in-situ viscosity curves for polymer-flooding simulation is recommended whenever 
possible. 
• The manual HM seeks to honor the initial and final lab data, while the automatic HM 
seeks to minimize the average NALD. 
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• The advantage of manual HM is that it accounts for the sensitivity of the engineer, 
avoiding inconsistent results and time-consuming simulation runs. 
• The automatic HM provides a range of results that includes both up and down extremes 
with the combination of uncertain parameters.  
• An understanding of the uncertainties is mandatory to ensure that the history matching 
will be successful. Some effort must be spent to avoid or at least mitigate uncertainties 
in lab data. The successful core-flooding history matching can provide reliable 
information for a field scale model according to lab experiments. 
5.4. Suggestions for Future Works 
Based on the observations of this thesis, some suggestions for future work to continue the 
development of the research line are: 
• Extend the sensitivity analysis and history matching for different chemical EOR 
techniques, such as Surfactant (S), Surfactant-Polymer (SP) and Alkali-Surfactant-
Polymer (ASP) techniques. 
• Apply the sensitivity analysis methodology and history matching for a real field case. 
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APPENDIX A – DSC Experiment - Borchardt and Daniels Method 
Any degradation mechanism can be represented once their respective kinetic parameters are 
put into the simulation model. These particular kinetic parameters must be measured for the desired 
polymer and conditions. For this work, a Differential Scanning Calorimeter (DSC) experiment was 
cordially performed by the Laboratório Multiusuários staff at FEM-UNICAMP. The HPAM-
ATBS terpolymer (SNF Flopaam 5115SH™) in the brine solution was used and the Borchardt and 
Daniels method was applied. This method allows the calculation of the Arrhenius pre-exponential 
factor (frequency factor or reaction rate constant, Z), activation energy (E) and reaction order (n) 
from the heat flow and total heat of reaction obtained in a DSC Test.  
The Borchardt and Daniels Method assumes that the heat released by a sample in a short 
period of time is directly proportional to the number of moles that are reacting in this interval. Only 
one reaction type is considered in the process. 
The DSC experiment results (Figure A.1) showed an endothermic reaction, in which the 
system absorbs energy from its surroundings in the form of heat. The heat flow increased with the 
temperature and the temperature rose during the experiment. Since this method is used only for 
exothermic reactions, the estimated frequency factor (25233 1/min) could not be used due to the 
different reaction type. Therefore, a sensitivity analysis for the frequency factor, evaluating various 
conditions of degraded polymer flooding was done.  
 
  
   Figure A.1 – DSC Experiment Results 
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According the Borchardt and Daniels method previously described, the heat flow curve was 
divided in fractional areas using the MATLAB software, as showed in the figure below: 
 
 
  Figure A.2 – Representation of DSC curve partial areas 
 
From this plot, (∆ܪ௖ሻ, (∆ܪ௥), ቀ�ܪ �ݐ⁄ ቁ, (�) are determined to each time interval. Therefore, 
a plot was constructed, and the logarithmic Arrhenius form was obtained using Equation 2.14, 
assuming the reaction order (n) as “1”μ 
 
 
   Figure A.3 – Logarithmic Arrhenius form 
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The activation energy and the enthalpy parameters were then settled (Table A.1), presenting 
the same order of magnitude of the values shown by Seright et al (2009). 
 
Table A.1 – Used Kinetic Constants 
Kinetic Constants Values 
Activation Energy, Eact 56330 J/gmol 
Enthalpy, Renth 28575445500 J/mol 
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APPENDIX B – Water Flooding History Matching  
This appendix presents the manual history matching of the four water flooding tests 
performed by Silveira (2017) with short samples. Laboratory and simulation results are compared. 
The water flood input parameters are set (Table B.1), such as core volume, permeability, porosity, 
initial water and oil saturation, relative permeability, and injection rate, among others. Then, water 
flood output parameters are compared, such as differential pressure, recovery factor, water cut, and 
cumulative water, oil and liquid produced. 
 
Table B.1 – Main input parameters for Water Injection (Silveira, 2017) 
Properties Parameter A3 A4 A5 A6 Unit 
Reservoir 
Formation 
Length: 
Diameter: 
6.10 
3.77 
5.90 
3.77 
6.06 
3.76 
6.89 
3.77 cm 
Porosity 0.313 0.321 0.335 0.338 % 
Permeability  3924 4237 2657 2817 mD 
Rock-fluid 
interaction 
Relative 
Permeability Fig B.1a Fig B.1b Fig B.1c Fig B.1d - 
 
Fluid 
Properties 
Oil density 0.923 0.916 0.922 0.920 kg/cm3 
Oil viscosity 180 184 172 167 cP 
Water density 1.066 1.064 1.068 1.067 kg/cm3 
Water viscosity 0.61 0.63 0.62 0.64 cP 
Initial 
Conditions 
Initial pressure 101.3 101.3 101.3 101.3 kPa 
Temperature 60 60 60 60 °C 
Oil Saturation 0.75608 0.72782 0.658 0.667 % 
Water Saturation 0.24392 0.27218 0.342 0.333 % 
Operational 
conditions 
Injection rate 0.704 0.712 0.706 0.7154 cm3/min 
Pressure 101.3 101.3 101.3 101.3 kPa 
End time  352.38 441.91 434.86 386.73 min 
 
The relative permeability points were adjusted using an interpolation function. From that 
function, a representative quantity of points introduced in the simulator was obtained (see Figure 
B.1). The additional points allow smoothing the results. 
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a) Test A3 b) Test A4 
 
 
c) Test A5 d) Test A6 
  Figure B.1 – Water flooding relative permeabilities 
 
• Test A3 
The simulation results obtained in test A3 were compared with the lab data at the 
breakthrough time, at the 95% of water cut and at the end of the injection (see Table B.2). These 
parameters can also be observed graphically in the following figures. 
We can observe in Table B.2, a higher difference between the simulation results and the 
laboratory data at the breakthrough time. The variation between both results decreases as the test 
proceeds. At the end of water flooding, the relative differences between the simulation results and 
laboratory data are less than 4%. The oil recovery is slightly lower for simulation than that obtained 
in the lab. 
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Table B.2 – Comparative results between Lab and Simulation, Water Injection – A3 
Parameter 
Breakthrough 95% Water Cut Final 
Lab Sim NALD  Lab Sim NALD Lab Sim NALD 
Time 0.880 0.867 1.4% 190.98 173.38 9.2% 352.38 352.38 0.0% 
PV 0.030 0.029 3.3% 6.265 5.718 8.7% 11.63 11.62 0.0% 
Winj 0.640 0.609 4.8% 135.13 122.05 8.7% 248.24 248.07 0.3% 
Wp 0.000 0.198 - 129.02 115.96 10.1% 240.50 240.37 0.0% 
Np 0.640 0.412 35.6% 6.118 6.091 0.4% 7.740 7.701 0.5% 
So (61,1,1) - 0.749 - - 0.581 - 0.393 0.407 3.6% 
Sw (61,1,1) - 0.251 - - 0.418 - 0.607 0.593 2.3% 
Wcut (%) 0.000 0.324 - 0.950 0.950 1.0% 0.969 0.969 0.0% 
WOR 0.000 0.480 - 21.09 19.04 9.7% 31.07 31.21 0.5% 
ΔP (psi) 3.682 2.054 44.2% - 0.693 - 0.693 0.690 0.4% 
Wi/Np 1.000 1.478 47.8% 22.09 20.04 9.3% 32.07 32.21 0.4% 
RF (%) 3.965 2.557 35.5% 36.32 37.82 4.1% 48.00 47.82 0.4% 
 
Figure B.2 shows the differential pressure between the injector and the producer wells for 
simulation (blue line) and the differential pressure between the inlet and outlet faces of the sample 
(blue dots) in the laboratory experiments. The breakthrough time and the time correspondent to 
95% of water cut for simulation (red dashed) and lab (green dashed) are also represented in the 
figure below. 
 
 
Figure B.2 – Water Injection: Simulation versus Lab Pressure, Test A3 
 
The pressure curve obtained from the simulation had a good adjustment with the lab data, 
considering the oscillatory behavior of the pressure points measured in the lab. The breakthrough 
time coincided for the simulation and lab. However, it was possible to note a small difference 
between the times at 95% of the water cut. This was attributed to fact that the water cut reported 
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by the lab is a visual measure and the water cut reported by simulation is chosen by a water cut set 
with variations of 0.01%. 
Figure B.3 shows the cumulative oil (yellow), water (blue) and total liquid (purple) for 
simulation (line) laboratory data (dots). We can also see the breakthrough time for simulation (red 
dashed) and lab (green dashed) and the moment of 95% of water cut for simulation (red dashed) 
and lab (green dashed).  
The production history demonstrates a good match between lab and simulation. Figure B.3 
also shows a zoom around the breakthrough time, enabling one to observe a good fit between the 
laboratory and simulation data. 
 
Figure B.3 – Water Injection: Simulation versus Lab Cumulative Liquid, Test A3 
 
Figure B.4 shows the recovery factor (blue), Wp/Np (yellow) and Winj/Np (purple) per 
injected pore volume for simulation (line) and laboratory data (dots) for the test A3. The history 
matching with lab data was reached from the beginning of the water flooding. 
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Figure B.4 – Water Injection: Simulation versus Lab Recovery Factor, Test A3 
 
• Test A4 
The results of the test A4 are summarized in Table B.3. The parameters for each time show 
a small difference between laboratory and simulation results, specifically at the breakthrough time. 
However, the history matching improved with the water flooding, with a variation less 1.1% at the 
end of the injection. 
 
Table B.3 – Comparative results between Lab and Simulation, Water Injection – A4 
Parameter 
Breakthrough 95% Water Cut Final 
Lab Sim NALD Lab Sim NALD Lab Sim NALD 
Time 3.219 1.509 53.1% 129.38 112.91 12.7% 441.91 441.91 0.0% 
PV 0.112 0.051 54.5% 4.358 3.804 12.7% 14.89 14.89 0.0% 
Winj 2.361 1.075 54.5% 93.23 80.38 13.8% 314.48 314.62 0.0% 
Wp 0.000 0.122 - 89.25 76.41 14.4% 309.10 309.37 0.1% 
Np 2.361 0.953 59.6% 3.978 3.964 0.4% 5.375 5.257 2.2% 
So (59,1,1) - 0.715 - - 0.578 - - 0.508 - 
Sw (59,1,1) - 0.285 - - 0.422 - - 0.492 - 
Wcut  0.000 0.113 - 0.95 0.950 0.0% 0.983 0.983 0.0% 
WOR 0.000 0.128 - 22.44 19.28 14.1% 57.51 58.85 0.7% 
ΔP (psi) 1.920 4.419 130.2% - 0.368 - 0.276 0.274 1.1% 
Wi/Np 1.000 1.128 12.8% 23.44 20.28 13.5% 58.51 59.85 2.3% 
RF (%) 15.353 6.193 59.7% 25.87 25.76 0.4% 34.96 34.17 2.3% 
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Figure B.5 presents the pressure history during the water flooding. The simulated pressure 
(blue line) shows a good adjust to the pressure points given by the laboratory (blue dots). It is 
possible to observe a difference between the simulation and lab time for 95% of water cut. 
 
 
Figure B.5 – Water Injection: Simulation versus Lab Pressure, Test A4 
 
Cumulative oil (yellow), water (blue) and total liquid (purple) for simulation (line) and 
laboratory data (dots) can be seen in Figure B.6. We can also see the breakthrough time for 
simulation (red dashed) and lab (green dashed), as well as the time corresponding to 95% of water 
cut. 
 
Figure B.6 – Water Injection: Simulation versus Lab Cumulative Liquid, Test A4 
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Figure B.7 shows the recovery factor (blue), Wp/Np (yellow) and Winj/Np (purple) per 
injected pore volume for simulation (line) and laboratory data (dots) for the test A4. 
 
Figure B.7 – Water Injection: Simulation versus Lab Recovery Factor, Test A4 
 
• Test A5 
Table B.4 shows the compiled results of water injection to the test A5. One can compare 
results between simulation and laboratory values at the breakthrough, at the 95% of water cut and 
at the end of the simulation, for the following parameters. 
 
Table B.4 – Comparative results between Lab and Simulation, Water Injection – A5 
Parameter 
Breakthrough 95% Water Cut Final 
Lab Sim NALD Lab Sim NALD Lab Sim NALD 
Time 1.186 0.432 63.6% 112.75 99.74 11.5% 434.86 434.86 0.0% 
PV 0.037 0.013 64.9% 3.553 3.103 12.7% 13.61 13.53 0.6% 
Winj 0.83 0.305 63.3% 80.13 70.41 12.1% 307.03 307.00 0.0% 
Wp 0.00 0.007 0.0% 76.61 66.94 12.6% 301.30 301.40 0.0% 
Np 0.83 0.297 64.2% 3.526 3.466 1.7% 5.73 5.60 2.2% 
So 0.657 0.657 0.0% - 0.553 - - 0.550 - 
Sw 0.343 0.343 0.0% - 0.447 - - 0.450 - 
Wcut 0.00 0.024 0.0% 0.950 0.950 0.0% 0.981 0.982 0.1% 
WOR 0.00 0.023 0.0% 21.73 19.31 11.1% 52.63 53.85 2.3% 
ΔP (psi) 6.286 5.678 9.7% - 0.463 - 0.463 0.440 5.0% 
Winj/Np 1.00 1.00 0.0% 22.73 20.31 10.6% 53.63 54.85 2.3% 
RF (%) 5.59 1.99 64.4% 0.237 0.233 1.7% 38.55 37.49 2.8% 
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In general, the relative difference between the simulation and the laboratory parameters is 
higher at the moment of breakthrough. However, at the end of injection it is better matched. This 
result can be particularly observed for the differential pressure through the Figure B.8. 
 
Figure B.8 – Water Injection: Simulation versus Lab Pressure, Test A5 
 
Figure B.9 shows the cumulative oil, water, and liquid production with a good match. 
 
 
Figure B.9 – Water Injection: Simulation versus Lab Cumulative Liquid, Test A5 
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The recovery factor (blue), Wp/Np (yellow) and Winj/Np (purple) per injected pore volume 
for simulation (line) and laboratory data (dots) are shown in Figure B.10. 
 
 
Figure B.10 – Water Injection: Simulation versus Lab Recovery Factor, Test A5 
 
• Test A6 
The compilation results of water injection to the test A6 is showed in Table B.5. The results 
are a comparison between the simulation and laboratory values for the following parameters. 
 
Table B.5 – Comparative results between Lab and Simulation, Water Injection – A6 
Parameter 
Breakthrough 95% Water Cut Final 
Lab Sim NALD Lab Sim NALD Lab Sim NALD 
Time 1.257 0.200 84.1% 187.58 155.87 16.9% 386.73 386.73 0.0% 
PV 0.034 0.006 82.4% 5.176 4.287 17.2% 10.45 10.64 1.8% 
Winj 0.880 0.826 6.1% 134.43 111.49 17.1% 276.65 276.67 0.0% 
Wp 0.000 0.000 0.0% 128.38 105.93 17.5% 269.20 269.29 0.0% 
Np 0.880 0.143 83.8% 6.047 5.559 8.1% 7.450 7.380 0.9% 
So 0.667 0.667 0.0% - 0.520 - - 0.413 - 
Sw 0.333 0.333 0.0% - 0.480 - - 0.587 - 
Wcut 0.000 0.000 0.0% 0.950 0.950 0.0% 97.31 99.67 2.4% 
WOR 0.00  0.000 0.0% 20.73 19.055 8.1% 36.13 36.49 1.0% 
ΔP (psi) 6.619 5.816 12.1% 0.569 0.761 33.7% 0.611 0.586 4.1% 
Winj/Np 1.000 1.000 0.0% 21.73 20.06 7.7% 37.13 37.49 1.0% 
RF (%) 5.08 0.826 83.7% 34.90 32.05 8.2% 43.00 42.54 1.1% 
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The water breakthrough occurs at different times for simulation and laboratory, so the 
parameters are a misfit. However, at the water cut instant and at the end of the injection, the 
parameters are well matched. 
Figure B.11 illustrates the history pressure for both simulation and laboratory tests of A6 for 
water injection. The differential pressure is higher at the beginning of the water flooding and 
reduces until it stabilizes. 
 
Figure B.11 – Water Injection: Simulation versus Lab Pressure, Test A6 
 
The cumulative production is illustrated in Figure B.12. 
 
Figure B.12 – Water Injection: Simulation versus Lab Cumulative Liquid, Test A6 
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The recovery factor, Wp/Np and Winj/Np per injected pore volume are showed in Figure 
B.13. 
 
Figure B.13 – Water Injection: Simulation versus Lab Recovery Factor, Test A6 
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APPENDIX C – Polymer Flooding History Matching with Fixed Kr 
In this appendix, we present both manual and automatic history match outcomes considering 
the shape of the relative permeability (Figure C.1) from the water-flooding stage of the four-
laboratory polymer-flooding tests performed by Silveira (2017).  
 
  
(a) Test A3 (b) Test A4 
  
(c) Test A5 (d) Test A6 
Figure C.1 – Relative permeability vs water saturation using the shape from the water-flooding 
stage 
 
Manual History Match 
Each test is individually presented below. The data measured or determined in the laboratory 
and compared with the simulation results areμ Differential pressure (ΔP), cumulative produced and 
injected water (Wp and Wi), cumulative produced oil (Np), and recovery factor (RF). 
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• Test A3 
Figure C.2 presents the differential pressure for the simulation (blue line) and laboratory 
experiment (blue dots). The simulation results show the pressure responding to the polymer 
breakthrough at 21 minutes, when the pressure starts to increase. At the beginning, the laboratory 
and simulation pressure presents the highest difference, attenuating after 60 minutes. The shape of 
the relative permeability curve and the polymer parameters affecting the relative permeability 
curve has a direct impact on the pressure of the simulation model. For this reason, the model using 
the modified Brooks-Corey relative permeability presented better match with the lab results. 
 
 
Figure C.2 – Differential pressure over time – A3 
 
Figure C.3 shows the cumulative oil (yellow), water (blue) and total liquid (purple) for 
simulation (line) and laboratory data (dots). The uncertainties of the lab (black bar) are also shown. 
The highest difference was at the beginning, where simulation underestimated the oil produced of 
the lab data. The simulation outcomes are matched with the final three points of the production 
history. 
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Figure C.3 – Cumulative liquid produced over time – A3 
 
Figure C.4 shows the recovery factor per injected pore volume (PV) for simulation (line) and 
laboratory data (dots). The simulation overestimates the oil recovery factor before two injected 
pore volumes. The history matching with lab data is better adjusted at the final results.  
 
Figure C.4 – Recovery factor over injected pore volume – A3 
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Table C.1 presents the quantitative results obtained through simulation and experiment at the 
breakthrough, at the 95% of water cut and at the end of the simulation. The simulation model 
presents the breakthrough time and 95% of water cut very earlier than that registered in the lab. 
Therefore, the NALD for these instants were high for the parameters time, injected pore volume, 
water and oil produced, and recovery factor. These results indicate that the input parameters should 
be modified, in order to delay the advance of the water front. This can be achieved, for instance, 
decreasing adsorption and accessible pore volume, or increasing residual resistance factor, as 
studied in the chapter of Sensitivity Analysis.  
 
Table C.1 – Comparative results between Lab and Simulation – A3 
Parameter Unit Breakthrough 95% Water Cut Final Average NALD Exp Sim NALD Exp Sim NALD Exp Sim NALD 
t min 3.λ4 0.25 λ3.7% 23λ.λ4 113.λ4 52.5% 331.λ4 331.λ3 0.0% 48.7% 
PV - 0.14 0.01 λ3.λ% 8.17 3.87 52.7% 11.24 11.26 0.2% 1.6% 
Winj cm³ 2.λ6 0.18 λ3.λ% 174.46 82.38 52.8% 23λ.λ6 23λ.λλ 0.0% 1.6% 
Wp cm³ 0.00 0.00 0.0% 165.80 74.00 55.4% 230.80 230.85 0.0% 2.0% 
Np cm³ 2.λ6 0.18 λ3.λ% 8.17 8.3λ 2.6% λ.16 λ.14 0.2% 13.λ% 
Wcut % 0.00 0.00 0.0% 0.λ5 0.λ5 0.0% 0.λ6 0.λ6 0.0% 1.7% 
WOR - 0.00 0.00 0.0% 1λ.15 8.82 53.λ% 25.20 25.25 0.2% 8.8% 
ΔP psi 3.78 3.85 1.λ% 1.88 1.84 1.λ% 1.λ0 1.85 2.6% 21.0% 
Winj/Np - 1.00 1.00 0.0% 21.35 λ.82 54.0% 26.20 26.25 0.2% 21.5% 
RF % 20.36 1.24 λ3.λ% 5λ.56 57.83 2.λ% 63.00 63.02 0.0% 13.λ% 
 
• Test A4 
Figure C.5 shows the differential pressure of the simulation model (blue line) and the 
laboratory experiment (blue dots). One can observe a good fit of this parameter, indicating 
appropriate input parameters. 
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Figure C.5 – Differential pressure over time – A4 
 
Figure C.6 shows the cumulative oil (yellow), water (blue) and total liquid (purple) for 
simulation (line) and laboratory data (dots), and its respective error bars. The results of lab and 
simulation cumulative liquids were better matched at the final four points of the lab data. 
 
 
Figure C.6 – Cumulative liquid produced over time – A4 
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Figure C.7 shows the recovery factor (blue) per injected pore volume (PV) for simulation 
(line) and laboratory data (dots). The lab recovery factor reaches almost its maximum value at the 
breakthrough (0.23 PV), while the simulation recovery factor increases slowly. The change in some 
input parameters, such as adsorption and APV, may contribute to the oil recovery anticipation. 
Both simulation and lab results reach close values of recovery factor after three injected pore 
volumes. 
 
 
Figure C.7 – Recovery factor over injected pore volume – A4 
 
Table C.2 summarizes the comparative results between laboratory and simulation at the 
breakthrough, at the 95% of water cut and at the end of the test A4. The highest relative differences 
between lab and simulation data are presented at 95% of water cut, due to the simulation time 
reaching much earlier than the experimental data. The breakthrough time was also underestimated, 
generating high NALD values of the parameters. 
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Table C.2 – Comparative results between Lab and Simulation – A4 
Parameter Unit Breakthrough 95% Water Cut Final Average NALD Exp Sim NALD Exp Sim NALD Exp Sim NALD 
t min 6.64 2.25 66.1% 175.40 30.27 82.7% 2λλ.λ4 2λλ.λ5 0.0% 22.0% 
PV - 0.23 0.08 67.6% 6.02 1.02 83.0% 10.15 10.14 0.1% 2.1% 
Winj cm³ 4.λ6 1.61 67.5% 127.1λ 21.65 83.0% 214.48 214.47 0.0% 2.1% 
Wp cm³ 0.00 0.00 0.0% 121.λ5 17.71 85.5% 20λ.20 20λ.1λ 0.0% 3.3% 
Np cm³ 4.λ6 1.60 67.7% 5.24 3.λ4 24.8% 5.28 5.28 0.1% 15.2% 
Wcut % 0.00 0.00 0.0% 0.λ5 0.82 13.λ% 0.λ8 0.λ8 0.0% 3.3% 
WOR - 0.00 0.00 0.0% 23.20 4.50 80.6% 3λ.66 3λ.61 0.1% 14.7% 
ΔP psi 3.42 3.36 1.7% 1.65 1.77 6.8% 1.62 1.56 3.2% 5.λ% 
Winj/Np - 1.00 1.00 0.0% 24.2λ 5.50 77.4% 40.66 40.61 0.1% 26.1% 
RF % 35.73 11.7λ 67.0% 37.74 2λ.65 21.4% 38.02 38.06 0.1% 15.2% 
 
• Test A5 
Figure C.8 shows the differential pressure of the simulation model (blue line) and laboratory 
(blue dots) of the test A5. It is observed a sudden decrease of the simulation pressure until the 
polymer breakthrough (24 min), and then the pressure remains stable. The laboratory pressure 
presents higher values than the simulation throughout time. The change in adsorption, APV and 
RRF may improve the pressure maintenance, especially at the initial time. 
 
 
Figure C.8 – Differential pressure over time – A5 
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Figure C.9 shows the cumulative oil (yellow), water (blue) and total liquid (purple) for 
simulation (line) and laboratory data (dots). 
 
Figure C.9 – Cumulative liquid produced over time – A5 
 
Figure C.10 shows the recovery factor (blue) per injected pore volume (PV) for simulation 
(line) and laboratory data (dots). The history matching with lab data was better adjusted at the end 
of the injected pore volume. 
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Figure C.10 – Recovery factor over injected pore volume – A5 
 
Table C.3 shows the summary of comparative results between laboratory and simulation at 
the breakthrough, at the 95% of water cut and at the end of the simulation. The breakthrough time 
of the simulation model (0.45 min) occurs earlier than that registered experimentally (6.52 min). 
Moreover, the initial lab flow rate was lower than that at the end. However, it was opted to keep a 
constant flow rate (the same value of the final lab flow rate) for the simulation model not to affect 
the stability of the other parameters. At 95% of water cut, the simulation time (33.8 min) reach 
again earlier than the lab test (148.5 min), affecting the relative difference between lab and 
simulation results.  
 
Table C.3 – Comparative results between Lab and Simulation – A5 
Parameter Unit Breakthrough 95% Water Cut Final Average NALD Exp Sim NALD Exp Sim NALD Exp Sim NALD 
t min 6.52 0.45 λ3.1% 148.50 33.80 77.2% 40λ.38 40λ.3λ 0.0% 56.8% 
PV - 0.15 0.01 λ0.λ% 4.6λ 1.06 77.5% 12.λ3 12.7λ 1.0% 17.1% 
Winj cm³ 3.47 0.32 λ0.8% 105.68 23.λ7 77.3% 2λ1.58 2λ0.30 0.4% 17.1% 
Wp cm³ 0.00 0.00 0.0% 101.40 20.87 7λ.4% 286.50 285.1λ 0.5% λ.7% 
Np cm³ 3.47 0.32 λ0.8% 4.28 3.11 27.5% 5.08 5.11 0.7% 25.2% 
Wcut % 0.00 0.00 0.0% 0.λ5 0.λ5 0.0% 0.λ8 0.λ8 0.0% 5.λ% 
WOR - 0.00 0.00 0.0% 23.17 6.71 71.0% 56.45 55.81 1.1% 35.5% 
ΔP psi 5.26 4.68 11.0% 1.68 1.45 14.1% 1.62 1.45 10.5% 43.λ% 
Winj/Np - 1.00 1.00 0.0% 24.17 7.71 68.1% 57.45 56.81 1.1% 81.7% 
RF % 28.16 2.57 λ0.λ% 34.76 26.37 24.1% 41.18 41.21 0.1% 25.2% 
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• Test A6 
Figure C.11 presents the differential pressure between the injector and the producer wells for 
simulation and the differential pressure between the inlet and outlet faces of the sample in the 
laboratory experiment. At the beginning, the simulation yields different values when compared to 
the experiment. The simulation underestimates the pressure value, especially before the 
breakthrough. This effect is similar to the tests A3 and A5 as well. We can see that simulation is 
quite accurate on steady state pressure. 
 
 
Figure C.11 – Differential pressure over time – A6 
 
Figure C.12 is a plot of cumulative produced volumes of liquid, oil, and water. The volumes 
are correctly matched at the end of the simulation. 
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Figure C.12 – Cumulative liquid produced over time – A6 
 
Figure C.13 shows the oil recovery factor against the injected pore volume. The simulation 
underestimates the lab after 1.6 PV and then overestimates until the last lab point. 
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Figure C.13 – Recovery factor over injected pore volume – A6 
 
Table C.4 presents a summary of the results obtained through simulation and experiment for 
the breakthrough, 95% water cut and final instants. Moreover, the NALD for each of these instants 
and the average NALD are also calculated for A6. We can note simulation reproduces the end-time 
behavior of experimental data very well, but it is not capable of predicting correctly the 
breakthrough time and 95% of water cut. This is also observed for the tests A3, A4 and A5, 
indicating that the input parameter should be changed, in order to delay the advance of the water 
front. 
 
Table C.4 – Comparative results between Lab and Simulation – A6 
Parameter Unit Breakthrough 95% Water Cut Final Average NALD Exp Sim NALD Exp Sim NALD Exp Sim NALD 
t min 3.λ0 0.5λ 84.8% 202.11 75.00 62.λ% 384.70 384.70 0.0% 4λ.3% 
PV - 0.11 0.02 84.6% 5.53 2.05 63.0% 10.51 10.50 0.1% 0.λ% 
Winj cm³ 2.73 0.42 84.6% 143.65 53.24 62.λ% 273.05 273.07 0.0% 0.λ% 
Wp cm³ 0.00 0.00 0.0% 136.λ8 46.77 65.λ% 265.10 265.0λ 0.0% 4.1% 
Np cm³ 2.73 0.41 84.λ% 6.67 6.48 3.0% 7.λ5 7.λ8 0.3% 18.3% 
Wcut % 0.00 0.00 0.0% 0.λ5 0.λ5 0.0% 0.λ7 0.λ7 0.0% 4.2% 
WOR - 0.00 0.00 0.0% 20.42 7.22 64.6% 33.35 33.23 0.3% 1λ.8% 
ΔP psi 6.33 5.56 12.2% 2.24 2.32 3.5% 2.22 2.00 λ.6% 25.3% 
Winj/Np - 1.00 1.00 0.0% 21.42 8.22 61.6% 34.35 34.23 0.3% 22.0% 
RF % 17.04 2.56 85.0% 41.64 40.31 3.2% 4λ.61 4λ.66 0.1% 16.2% 
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Automatic History Match 
Figure 4.33 to Figure 4.36 show the results obtained in the laboratory (Field History – blue 
points), as well as the manual simulated results previously (Base Case - black curve). We can also 
see the best case results appointed by CMOST (Optimal Solution – red curve) and all the other 
simulation as well (General Solutions – blue curves). At the begging, simulation results for the 
tests A3, A5 and A6 present lower pressure than that observed in the lab. Therefore, the results are 
better matched. Test A4 presents a good match even at the beginning.   
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Figure C.14 – CMOST HM of Differential Pressure with Fixed Kr 
 
Figure 4.34 presents the results of the Oil Recovery Factor. Test A3 presents a good approach 
between the simulation and lab data. Simulation results of the tests A4, A5 and A6 underestimate 
the oil recovery at the beginning, and then overestimate it over time.   
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Figure C.15 – CMOST HM of Oil Recovery Factor with Fixed Kr 
 
Figure C.16 shows the cumulative oil as the same concept of the oil recovery factor.  
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Figure C.16 – CMOST HM of Cumulative Oil with Fixed Kr 
 
Figure 4.36 shows the cumulative water produced. One can observe the lab and the 
simulation data are correctly matched. 
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Figure C.17 – CMOST HM of Cumulative Water with Fixed Kr 
 
Figure C.18 shows the simulated solutions and frequency of each variable for test A3. The 
trend of CMOST solutions is to decrease the permeability (b), APV (c), the porosity (d), shear 
thinning (f), and the adsorption (g), and increasing oil viscosity (a), and RRF (e). 
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(e) Residual Resistance Factor 
 
 
(f) Shear thinning 
 
 
(g) Adsorption 
 
Figure C.18 – Frequency of Automatic HM parameters – A3 with Fixed Kr 
 
Figure C.19 shows that the variation of adsorption was the most effective factor (65.24%) 
for decreasing the average NALD in the automatic history matching process. 
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Figure C.19 – Main effects of Automatic HM parameters – A3 with Fixed Kr 
 
Figure C.20 shows the simulated solutions and frequency of each variable for test A4. The 
trend of CMOST solutions is to decrease the oil viscosity (a), APV (c), porosity (d), shear thinning 
(f), adsorption (g), and increasing permeability (b), and RRF (e). 
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(g) Adsorption 
 
Figure C.20 – Frequency of Automatic HM parameters – A4 with Fixed Kr 
 
Figure C.21 shows that the variation of RRF is the most effective factor (73.51%) for 
decreasing the average NALD in the automatic history matching process of the test A4. 
 
Figure C.21 – Main effects of Automatic HM parameters – A4 with Fixed Kr 
 
Figure C.22 shows the simulated solutions and frequency of each variable for test A5. The 
trend of CMOST solutions is to decrease the oil viscosity (a), the APV (c), the porosity (d), the 
adsorption (g), and increasing permeability (b), RRF (e), and shear thinning (f). 
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(e) Residual Resistance Factor 
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Figure C.22 – Frequency of Automatic HM parameters – A5 with Fixed Kr 
 
Figure C.23 shows that the variation of shear-thinning was the most effective factor (66.4%) 
for decreasing the average NALD in the automatic history matching process. 
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Figure C.23 – Main effects of Automatic HM parameters – A5 with Fixed Kr 
 
Figure C.24 shows the simulated solutions and frequency of each variable for test A4. The 
trend of CMOST solutions is to decrease the oil viscosity (a), the APV (c), the porosity (d), the 
adsorption (g), and increasing permeability (b), RRF (e), and shear thinning (f). 
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(g) Adsorption 
 
Figure C.24 – Frequency of Automatic HM parameters – A6 with Fixed Kr 
 
Figure C.25 shows that the variation of adsorption was the most effective factor (40.23%) 
for decreasing the average NALD in the automatic history matching process. 
 
 
Figure C.25 – Main effects of Automatic HM parameters – A6 with Fixed Kr 
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APPENDIX D – Modeling Polymer in STARS 
This appendix presents the main keywords and equations related to polymer flooding in 
STARS simulator, and the parameters that must be supplied by the user so that representation is 
done properly. The presented information was based on the User's Guide STARS from CMG 
(2014).  
 
Viscosity as concentrations function 
The viscosity of the polymer solution as a function of concentration of the different 
components present in the solution can be represented as a log-linear mixing model (I) or a 
nonlinear mixing model (II). 
(I) log-linear mixing model: the viscosity is calculated by a logarithmic weighted sum of the 
viscosity of all components present in the solution: 
 ln Ɋ = ∑ ݔ� ln Ɋ� Equation D.1 
where µ i is the i component viscosity and xi its mole (or mass) fraction: 
 ∑ ݔ� = ͳ Equation D.2 
 
(II) nonlinear mixing model: The nonlinear mixing model divides the components into two 
groups: The S-type, which are those key components specified by the keyword *VSMIXCOMP 
and whose concentrations (molar or mass) limits are specified by the keyword *VSMIXENDP; 
and those that are not S-type, which are the remaining components that also influence the viscosity 
of the solution: 
 
∑ ݔ� + ∑ ݔ� = ͳ�≠ௌ�=ௌ  Equation D.3 
 
For the nonlinear representation, the factor xi is replaced by a corresponding function fi(xi) for 
all i=S and by N.xi for all i≠S, where N is a normalizing factor derived as follows. 
 
∑ �݂ሺݔ�ሻ + ܰ ∑ ݔ� = ͳ�≠ௌ�=ௌ  
 
Equation D.4 
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ܰ = [ͳ − ∑ �݂ሺݔ�ሻ�=ௌ ]  [ ∑ ݔ��≠ௌ ]⁄  Equation D.5 
 
The nonlinear mixing rule for viscosity is then given by: 
 
lnሺɊሻ = ∑ �݂ሺݔ�ሻଵ=ௌ lnሺɊ�ሻ + ܰ ∑ ݔ� lnሺɊ�ሻ�≠ௌ  Equation D.6 
 
The function fi(xi) depends on the range of xi values, such as: Ͳ ൑ ݔ� < ݔ௟௢௪:    �݂ሺݔ�ሻ = ݔ�ሺ ଵ݂/ݔ௟௢௪ሻ ݔ௟௢௪ ൑ ݔ� ൑ ݔℎ�௚ℎ:   �݂ሺݔ�ሻ ݂ݎ݋݉ ݐℎ݁ �݊݌ݑݐ ݐܾ݈ܽ݁ ݔℎ�௚ℎ < ݔ� ൑ ͳ:    �݂ሺݔ�ሻ = ଵ݂ଵ + (ݔ� − ݔℎ�௚ℎ)ሺͳ − ଵ݂ଵሻ/ሺͳ − ݔℎ�௚ℎሻ   Equation D.7 
 
The fi(xi) function values must be specified as input to the simulator. To illustrate its 
calculation, let ‘a’ be the key component whose function data fa(xa) is to be generated. Let xa be its 
molar (or mass) fraction and µa its viscosity as a pure-component. As it is the only key component 
at the solution (S-type), Σi≠S xi =(1–xa) and Σi=S fi(xi) = fa(xa). Substituting N = [1–fa(xa)]/[1–xa] 
into the mixing rule equation and solve for fa(xa), we will have:  
 ௔݂ሺݔ௔ሻ = [lnሺɊሻ − ܯ]/[lnሺɊ௔ሻ − ܯ] Equation D.8 
where M = [ Σi≠S xi·ln(μi) ]/(1–xa). If fa(xa) = xa, the nonlinear mixing option reduces to the linear 
mixing rule. 
 
Table D.1 – Keywords and input parameters: Representation of viscosity as a component 
concentration function 
Nonlinear mixing model for composition of viscosity as concentration function 
Keyword: *VSMIXCOMP Input data:  ‘Component name
 
Keyword: *VSMIXENDP Input data:  xlow, xhigh 
Keyword: *VSMIXFUNC Input data:  f1 ... f11 
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Remarks: 
This must be one of the component names specified via *COMPNAME. 
xlow xhigh  are abscissas corresponding to the first table entry and to the last table entry, 
respectively ( 0 ≤ xlow ≤ xhigh and xlow ≤ xhigh ≤ 1). 
f1 corresponds to xlow, f11 corresponds to xhigh, and more 9 intermediary entries must be 
provided between xlow and xhigh. 
Linear-log mixing model for composition of viscosity as concentration function 
If f1 and f11 are iqual to xlow and xhigh, respectively, and the intermediary values between 
f1 and f11 are equally spaced, the nonlinear mixing rule is reduced to the log-linear rule. 
 
Viscosity versus shear rate or Darcy velocity function 
Effect of Shear Thinning Alone: For fluids which exhibit shear thinning behavior, the 
relationship between the apparent viscosity and the Darcy velocity is given by: 
 
Ɋ௔௣௣ = Ɋ�,௣   ݂݋ݎ   ݑ� ൑ ݑ�,௟௢௪௘௥   Equation D.9 
 Ɋ௔௣௣ = Ɋ�,௣ [ ݑ�ݑ�,௟௢௪௘௥]௡�ℎ�೙−ଵ ݂݋ݎ   ݑ�,௟௢௪௘௥ ൑ ݑ� ൑ ݑ�,௨௣௣௘௥ Equation D.10 
 
Ɋ௔௣௣ = Ɋ�,଴    ݂݋ݎ   ݑ� ൒ ݑ�,௨௣௣௘௥ Equation D.11 
where ui,upper is the upper velocity boundary of the shear thinning regime and It is defined by 
the point on the power law curve where the apparent viscosity μapp equals the phase fluid viscosity 
in the absence of polymer (μi,0). The lower velocity boundary of the shear thinning regime, ui,lower, 
is defined by the point on the power law curve when the apparent viscosity μapp equals the fluid 
phase viscosity in the absence of thinning effect, μi, p. And nthin is the power law index for the shear 
thinning regime and nthin -1 is the slope of the line between the boundary velocities at the log-log 
graph as shown in Figure D.1a. 
 
Effect of Shear Thickening Alone: In the case of fluids which exhibit shear thickening 
behavior, the relationship between the apparent viscosity and the Darcy velocity is given by: 
 
Ɋ௔௣௣ = Ɋ�,௣    ݂݋ݎ   ݑ� ൑ ݑ�,௟௢௪௘௥ Equation D.12 
 Ɋ௔௣௣ = Ɋ�,௠௔௫ [ ݑ�ݑ�,௠௔௫]௡�ℎ���−ଵ ݂݋ݎ   ݑ�,௟௢௪௘௥ ൑ ݑ� ൑ ݑ�,௠௔௫ Equation D.13 
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Ɋ௔௣௣ = Ɋ�,௠௔௫    ݂݋ݎ   ݑ� ൒ ݑ�,௠௔௫ Equation D.14 
where ui,lower is the lower velocity boundary of the shear thickening regime and It is defined 
by the point on the power law curve where the apparent viscosity μapp equals the fluid viscosity in 
the absence of thickening effect (μi,p). The upper velocity boundary of the shear thickening regime, 
ui,max, is defined by the point on the power law curve when the apparent viscosity μapp equals the 
maximum viscosity defined by the user. And nthick is the power law index for the shear thickening 
regime and nthick -1 is the slope of the line between the boundary velocities at the log-log graph as 
shown in Figure D.1b. 
 
Combined effects of Shear Thinning and Thickening: Finally, if the fluid has a combination 
of shear thinning and thickening effects, the apparent viscosity is the sum of is the sum of the shear 
thinning and thickening apparent viscosities and its relationship with the Darcy velocity is 
represented by: Ɋ௔௣௣ = Ɋ�,௣   ݂݋ݎ   ݑ� ൑ ݑ�,௟௢௪௘௥ Equation D.15 Ɋ௔௣௣ = Ɋ௔௣௣,௧ℎ�௡ + Ɋ௔௣௣,௧ℎ�௖௞   ݂݋ݎ   ݑ�,௟௢௪௘௥ ൑ ݑ� ൑ ݑ�,௠௔௫ Equation D.16 Ɋ௔௣௣ = Ɋ�,௠௔௫   ݂݋ݎ   ݑ� ൒ ݑ�,௠௔௫ Equation D.17 
where ui,lower is the lower velocity boundary of the shear thinning and thickening regime and 
It is defined by the point on the thinning power law curve where the apparent viscosity μapp equals 
the fluid viscosity in the absence of thinning effect (μi,p). The upper velocity boundary of the shear 
thinning and thickening regime, ui,max, is defined by the point on the thickening power law curve 
when the apparent viscosity μapp equals the maximum viscosity defined by the user. This combined 
effect is shown in the Figure D.1c. 
 
 
Figure D.1 – Apparent viscosity vs. Darcy velocity in power law model for: a) Shear thinning b) 
Shear thickening c) Shear thinning and thickening. (Adapted from STARS, 2014)  
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Adsorption 
It is possible to express adsorption as a function of polymer concentration by the Langmuir 
isotherm coefficients that fit the results obtained in the laboratory: 
 ܽ݀ = ሺݐܽ݀ͳ + ݐܽ݀ʹ × ݔ݈݊ܽܿሻܿܽሺͳ + ݐܽ݀͵ × ܿܽሻ  Equation D.18 
where xnacl is the salinity of the brine, ca is the mole fraction of the component in the phase where 
it is (water, oil or gas). The parameters tad1, tad2 e tad3 are the Langmuir isotherm coefficients. 
According to the STARS manual (2014), however, the tad2 coefficient, which is related to the 
effect of salinity on adsorption, is not being used in the simulator, and then must be filled with 
zero. 
 The adsorption may also be specified in a tabular form as a function of the component 
concentration. As the use of the table to represent the behavior of non-Newtonian viscosity, the 
adsorption represented this way can be useful when there is specific laboratory data and/or when 
the relationship given by the Langmuir isotherm is not sufficiently appropriate to represent the 
data. 
 Other parameters that must be specified when modeling adsorption (either Langmuir 
coefficients or table form) are the maximum adsorption (ADMAXT), which reflects the capacity 
of the rock to retain the adsorbed phase, and residual adsorption (ADRT), which quantifies the 
level of irreversibility of adsorption. 
 
Table D.2 – Keywords and input parameters: Adsorption Representation 
Format (Both by coefficients as by table) 
Keyword: *ADSROCK Input Data:  nrock
 
Keyword: *ADMAXT  Input Data:  admaxt
 
Keyword: *ADRT Input Data:  admaxt
 
Keyword: *ADSPHBLK Input Data:  phase_des
 
Remarks: The keyword *ADSROCK is necessary only if there is multiple adsorption 
rock types, and this number of rock type is specified by nrock. The default is 1.  
The Maximum adsorption capacity (admaxt) must be positive. 
Residual adsorption level (adrt) is allowed from 0 (completely reversible adsorption) to 
admaxt (completely irreversible adsorption). 
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Normally, the resistance factor is applied only to the fluid phase which is the source of 
the adsorbing component. *ADSPHBLK allows to apply the resistance factor to another 
phase (phase_des) such as water (*W), oil (*O), gas (*G) or all phases (*ALL)
 
Adsorption by Langmuir coefficients 
Keyword: *ADSCOMP  Input Data:  comp_name, phase_des
 
Keyword: *ADSLANG (and *TEMP) Input Data:  (tads), tad1, tad2, tad3
 
Remarks: The keyword *ADSCOMP must be used for each component that has some 
level of adsorption. These components is described by “comp_name” (must be previously 
informed in *COMPNAME) and the phase, informed by “phase_des”, in which the 
concentration of the adsorbed component will depend, (Aqueous phase, 'WATER'; Oleic 
phase, 'OIL'; gas phase, 'GAS'; Global composition, 'GLOBAL'; Or the maximum value 
between aqueous, oleic and gaseous phases, 'MAX'). 
*ADSLANG is a keyword that denotes that the adsorption is specified through the 
Langmuirs equation coefficients. If *TEMP is present, enter a table of coefficients versus 
temperature (tads). 
The first parameter in the Langmuir expression for the adsorption isotherm (tad1), must 
be positive for the first row, and for the other rows it must be non-negative. The second 
parameter in the Langmuir expression for the adsorption isotherm is associated with salt 
effects (tad2), must be non-negative (At present this coefficient is not used, so enter 0). 
Third parameter in the Langmuir expression for the adsorption isotherm (tad3), must be 
no less than 1x10-15.
 
Use of table to specify adsorption 
Keyword: *ADSCOMP Input Data:  comp_name, phase_des
 
Keyword: *ADSTABLE (and *TEMP) Input Data:  (tads), cpt, adt 
Remarks: *ADTABLE is a keyword that denotes that the adsorption is specified 
through a table. If *TEMP is present, enter a table of parameters (cpt and adt) and the 
related temperature (tads). 
The cpt, adt parameters are related to concentration and adsorption, respectively. 
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Accessible Pore Volume 
The accessible pore volume (APV), or fraction of available pore volume, corresponds to the 
keyword *PORFT with respect to the STARS nomenclature. The allowed PORFT range is from 0 
(all pore volume is inaccessible) to 1 (all pore volume is accessible). The default is 1. 
 
Table D.3 – Keywords and input parameters: Inaccessible Pore Volume Representation 
Accessible Pore Volume 
Keyword: * PORFT Input Data:  porft
 
Remarks: The parameter porft is the fraction of the pore volume that is accessible, 
accepting values between 0 and 1. 
 
Residual Resistance Factor 
It is also possible to represent the residual resistance factor (RRFT) must be provided as input 
data. The RRFT value must be greater than or equal to 1. 
 
Table D.4 – Keywords and input parameters: Residual Resistance Factor Representation 
Residual Resistance Factor  
Keyword: *RRFT Input Data:  rrft
 
Remarks: The residual resistance factor is given by rrft, with values bigger or equal to 1.
 
 
Permeability Reduction 
Retention mechanisms, such as adsorption and mechanical entrapment can cause partial 
blockage of the formation, which results in the reduction of the effective permeability. In CMG-
STARS, only a reduction in the absolute permeability is available, using the adsorption and residual 
resistance factor parameters, as represented by equation below. 
 
ܴܹ݇ = ͳ − ሺܴܴܨܶ − ͳሻ ∙ ܿ௔ܿ௔௠௔௫ Equation D.19 
where ܴ݇ is the absolute permeability reduction factor of the medium, ܿ௔ is the local level of 
adsorption, and ܿ௔௠௔௫ is the maximum level of polymer adsorption, i.e. ܿ௔(ܿ௣ → ∞). 
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As a result of this reduction, the water effective permeability is then calculated as: ܣܹ݇ሺܫሻ = ܣܭሺܫሻ ∗ ݇ݎݓܴ݇  
where A݇W(I) is the reduced water effective permeability, AK(I) is the standard block 
permeability, and krw the water relative permeability. 
 
Degradation 
The STARS simulator uses the stoichiometric coefficients of the reaction equation 
representing the phenomenon and the input properties required to express the volumetric reaction 
rate. The kinetic reaction provides information about the speed of which the reaction proceeds. The 
expression for the volumetric reaction rate in STARS includes the following factors: 
 ݉ ∏ ܥ�௡�݁ݔ݌ (ܧܴܽܶ)௡��=ଵ →  ܥ� = ௙ܵ௣�௣ݔ� Equation D.20 
where: ݉ – Constant factor, known as “kinetic constant”; � – Component “i”; ݊௖ – Number of components; ܥ� – Concentration factor of the reactant component “i”; ݊� – Order of reaction with respect to component “i”; ܧܽ – Activation energy, gives the dependence of the reaction rate on the temperature; ܶ – Temperature; ܴ – Universal gas constant (8.314 J mol−1 K−1); 
௙ – Effective porosity to the fluids; ܵ௣– Saturation of the phase “p” in which the component “i” is reacting; �௣ – Molar density of the phase “p” in which the component “i” is reacting; ݔ�– Mole fraction of the component “i” from the phase in which it is reacting.  
 
The degradation reaction equation is represented by equation below: 
 ܽଵܣଵ + ܽଶܣଶ + ⋯ ↔ ܾଵܤଵ +  ܾଶܤଶ + … Equation D.21 
The stoichiometric coefficients can be calculated using the following expressions:  
 
ܽଵܽଶ = ݉஺ଵܯݓ஺ଵ ܯݓ஺ଶ݉஺ଶ , ܾଵܾଶ = ݉஻ଵܯݓ஻ଵ ܯݓ஻ଶ݉஻ଶ , ܽଵܾଵ = ݉஺ଵܯݓ஺ଵ ܯݓ஻ଵ݉஻ଵ   Equation D.22 
where: ܽଵ, ܽଶ – Stoichiometric coefficients of reactant components; ܾଵ, ܾଶ – Stoichiometric coefficients of product components; ܣଵ, ܣଶ – Moles of reactant components A e B respectively; ܤଵ, ܤଶ – Moles of product components A e B respectively; 
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݉஺ଵ, ݉஻ଵ, ݉஺ଶ , ݉஻ଶ – Mass of components A1, B1, A2 and B2, respectively; ܯݓ஺ଵ, ܯݓ஺ଶ, ܯݓ஻ଵ , ܯݓ஻ଶ - Molecular weight of the components A1, A2, B1 and B2, 
respectively; 
 
Typically, the stoichiometric coefficients are based on one mole of one of the reactive 
components. The user handles ensuring that the stoichiometric coefficients entered as data 
represent a mass conserving set. A set of mass-conserving coefficients will satisfy: 
 ∑ ܯݓ�. ܣ� =௡��=ଵ ∑ ܯݓ�. ܤ�௡��=ଵ  Equation D.23 
where: ܯݓ�    - Molecular weight of the component “i”; ܣ� - Stoichiometric coefficient of the component “i” as reactant; ܤ� - Stoichiometric coefficient of the component “i” as product. 
 
One of the most simplified forms to represent degradation is the approximation of 
polymer degrading to water, as represented by the following equation: 
 
ܽ�݋݈ݕ݉݁ݎሺ௪ሻ ↔ ܾܹܽݐ݁ݎሺ௪ሻ Equation D.24 
Since both, polymer degradation rate and the activation energy [Ea] are dependent on the 
temperature, the reaction can be written as a function of the absolute temperature in the grid cells 
according to Arrhenius equation. 
Considering that the degradation of one polymer results in another polymer with different 
chemical characteristics (Wever et al. 2011), in this study was considered the following 
stoichiometric equation: 
 
ܽ�݋݈ݕ݉݁ݎͳሺ௪ሻ ↔ ܾ�݋݈ݕ݉݁ݎʹሺ௪ሻ Equation D.25 
where the value of the stoichiometric coefficients (a, b) is “1”. 
 
The keyword *MASSBASIS was used in our model, so that, component property data is 
based on mass, each instance of unit “Molar mass” is interpreted as mass. The Reaction 
stoichiometric coefficients are based on mass, molar mass is interpreted according to the mole/mass 
basis. One exception is the definition of molecular weight, which must retain the unit (mass/mol). 
 
