Introduced by Okounkov and Reshetikhin, the Schur Process is known to be a determinantal point process, meaning that its correlation functions are determinants of minors of one correlation kernel matrix. In previous papers, this was derived using determinantal expressions of the skew-Schur polynomials. In this paper, we obtain this result in a different way, using the fact that the Schur polynomials are eigenfunctions of the Macdonald difference operators.
Introduction

Background and Results
We first introduce the following notations that will be used throughout the paper. A partition λ is a nonincreasing sequence of nonnegative integers (λ 1 , λ 2 , · · · ) such that there exists some nonnegative integer m such that, for all i > m, λ i = 0. The minimal such m is called the length l(λ) of λ and the sum ∞ i=1 λ i is called the weight of λ and is denoted |λ|. For any positive integer i, let m i (λ) be the number of indices j such that λ j = i. For any nonnegative integer n, let Y n denote the set of partitions of weight n, and let Y = ∞ n=0 Y n be the set of partitions. If λ, µ ∈ Y satisfy µ i ≤ λ i for all positive integers i, we say µ ⊂ λ.
Let X = (x 1 , x 2 , · · · , x n ) and Y = (y 1 , y 2 , · · · , y n ) be sets of n variables. For partitions λ and µ of length at most n, let s λ (X) be the Schur polynomial associated to λ in the variables x 1 , x 2 , · · · , x n ; let s λ/µ (X) denote the skew-Schur polynomials associated to λ and µ in the variables x 1 , x 2 , · · · , x n ; and let F (X; Y ) = 1≤i,j≤n (1 − x i y j ) −1 . Now, we define the measure SM on Y so that, for any partition λ,
The sum of the values of this function over all partitions is equal to 1 due to the Cauchy identity (Proposition 2.1.1 below); furthermore, combinatorial interpretations of the Schur functions yield that the s λ (X) and s λ (Y ) are nonnegative if X and Y are sets of positive real variables less than 1. Thus, in this case SM is a probability measure. This measure, introduced by Okounkov, is the Schur measure [5] . Okounkov and Reshetikhin later generalized the Schur measure and defined the Schur process. For any integer m ≥ 1, suppose that λ = {λ (1) , λ (2) , · · · , λ (m) } and µ = {µ (1) , µ (2) , · · · , µ (m−1) } are sequences of partitions such that λ (1) ⊃ µ (1) ⊂ λ (2) ⊃ µ (2) ⊂ · · · ⊂ λ (m) and such that the maximum weight of any of the partitions in λ and µ is less than some integer n. Then, let X (i) = (x j are nonnegative variables less than 1, then a combinatorial intepretation of the skew-Schur funcions implies that they are nonnegative. Hence, in this case, a S is a probability measure, which is the Schur process. The Schur process may be projected onto Y m giving weight µ∈Y m−1 S(λ, µ) to λ ∈ Y m . Observe that the Schur measure is a special case of the Schur process when m = 1.
We now discuss the correlation functions of the Schur measure and Schur process. Let X be a function mapping Y to subsets of Z such that, for any partition
Let λ denote a random partition under the Schur measure; for any fixed set T of integers, we define the correlation function ρ SM (T ) = P[T ⊂ X (λ)], the probability that T ⊂ X (λ) where λ is randomly chosen under the Schur measure. Now suppose that λ is a sequence of partitions {λ (1) , λ (2) , · · · , λ (m) }. Then, let S be a function that maps Y m to subsets of {1, 2, · · · , m} × Z, mapping λ to the set of pairs (i, λ
, where i ranges from 1 to m, j ranges from 1 to l(λ (i) ), and
}. Let λ denote a random element of Y m under the Schur process; for any fixed T ⊂ {1, 2, · · · , m} × Z, let the correlation function ρ S (T ) = P[T ⊂ S(λ)].
In [6] , Okounkov and Reshetikhin discussed the applications of the correlation functions of the Schur process to probability theory; in particular, they use the correlation functions of the Schur process to evaluate aspects of a random three dimensional Young diagram. In order to explicitly determine the correlation functions of the Schur process and measure, they showed that the Schur process is a determinantal point process (see Theorems 1.1.1 and 1.1.2), meaning that there exists an infinite dimensional kernel correlation matrix K such that for any set T , the correlation function ρ S (T ) is the determinant of the |T | × |T | minor matrix of K that takes each row and column whose index is an element of T . The same result was shown by Borodin and Rains in [3] ; both of these proofs use determinantal forms of the skew-Schur functions.
The novel aspect of this paper is that we derive the correlation kernel matrix of the Schur process without using such determinantal identities. Instead, we use the fact that the Schur polynomials are eigenfunctions of the Macdonald difference operators (discussed in Section 2) and use ideas from [1] and [2] . In Chapter 2, Section 2 of [1] , it was suggested to apply the difference operators to the weights of the Schur measure SM in order to obtain a formal power series with coefficients equal to the correlation functions of the Schur measure. For the more general Schur process, we implement a method similar to that applied in [2] , which was used in order to determine multi-level observables of the Macdonald process. This procedure allows us to express an analogous generating function for the Schur process using terms involving the actions of difference operators on certain multiplicative functions, which can be shown to have a contour integral expression.
The two statements we prove in this paper are stated below, the first being a specific case of the second. Theorem 1.1.1. Let X = (x 1 , x 2 , · · · , x n1 ) and Y = (y 1 , y 2 , · · · , y n2 ) be sets of nonnegative numbers less than 1, and let
for each i, j ∈ Z. The contours above are taken along positively oriented circles of different radii such that |z| > |w|, but such that both circles contain each of the x i and each of the y i and do not contain any of the 1/x i and 1/y i . Then, for any subset
where K T is the m × m matrix obtained by placing K(t r , t c ) in the rth row and cth column.
each be sets of nonnegative numbers less than 1, and let
for each i, j ∈ Z and s, t ∈ {1, 2, · · · , m}. The contour integrals above are taken along positively oriented circles of different radii that contain the elements of the X (i) and Y (j) and do not contain the elements of 1/X (i) and 1/Y (j) , and are such that |z| < |w| if s < t and |z| > |w| otherwise. In the following section (Sections 2.4 and 2.5), we give the proofs of the two theorems above. The results of Theorems 1.1.1 and 1.1.2 may be generalized to obtain a similar correlation kernel matrix if arbitrary nonnegative specializations of the Schur polynomials and skew-Schur polynomials are taken instead of evaluations at a finite set of positive real numbers. We do not pursue this here, but this result is shown to hold in [3] and [6] .
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2 Proofs of Theorems 1.1.1 and 1.1.2
Schur Polynomials and Scalar Products
Let X = (x 1 , x 2 , · · · , x n ) be variables and let Λ(X) be the space of symmetric functions in X; let p 0 (x) = 1, let p k (X) = n i=1 x k i for a positive integer k, and for any partition ν = (ν 1 , ν 2 , · · · ), let
Let q ∈ C be a parameter satisfying |q| ∈ [0, 1), and let Y = (y 1 , y 2 , · · · , y m ) a set of variables. Define the functions
Then we have the following facts from Chapter 6, Section 2 of [4] .
Proposition 2.1.1. We have that
Moreover, letting λ range over all partitions such that l(λ) ≤ n, we have that
Now, let Z = (z 1 , z 2 , · · · , z k ) be a set of nonnegative variables less than 1. Consider the bilinear form on Λ(Z) such that, for all λ, µ ∈ Y,
if λ = µ and |λ| ≤ k and is 0 otherwise. In the case when k = ∞, it is shown in Chapter 1, Section 4 of [4] that the Schur functions s λ (Z) for λ ∈ Y form an orthonormal basis, under this form, for the space of symmetric polynomials in X. Since for any integer n, the power sum symmetric functions p λ (Z) for λ ∈ Y n form a basis for the space of symmetric polynomials of degree n, we have the following result.
We define the skew-Schur polynomials in X as follows. Let λ and µ be partitions such that l(λ), l(µ) ≤ n, and let s λ (X, Z) be the Schur polynomial corresponding to λ in the variables given by the union of X and Z. Then, the skew-Schur polynomial
. Then, we have the following result on the sum of the W(λ, µ).
Proposition 2.1.3. Summing over all possible λ and µ defined above,
We have the following identity involving the scalar product of exponentials of power series (a similar result is in [2] ).
be a finite set of real variables and Z = (z 1 , z 2 , · · · ) be an infinite set of real variables. For each positive integer u, let Z [1,u] = (z 1 , z 2 , · · · , z u ), and suppose that q 1 , q 2 , · · · and r 1 , r 2 , · · · are power series in X. For each integer u ≥ 1, let
and suppose that c(X) converges absolutely and a(X, Z [1,u] ) and b(X, Z [1,u] ) converge absolutely and uniformly as u tends to ∞. Then, lim u→∞ a X, Z [1,u] 
Proof. Observe that if u 1 , u 2 , · · · are power series in Z and v 1 , v 2 , · · · are power series in X, then
where the sum is ranged over the partitions λ = (λ 1 , λ 2 , · · · ) ∈ Y with length m. Hence, applying this to
, and (q i , r i ) gives the result of the proposition since
Difference Operators
Let q ∈ C be a parameter satisfying |q| ∈ [0, 1) and let X = (x 1 , x 2 , · · · , x n ) be a set of variables. Let T q,i be the operator that maps any function f (
. Now, we define the Macdonald q-difference operators D r n;q acting on Λ(X) as
where I ranges over all subsets of {1, 2, · · · , n} of size r (the Macdonald q-difference operators are special q = t cases of the Macdonald (q, t)-difference operators, as discussed in Chapter 6, Section 3 of [4] ). In [1] , a variant of the Macdonald difference operatorD
The following result from Chapter 2, Section 2 of [1] shows that the Schur polynomials are the eigenfunctions ofD r n;q . Let e r be the rth symmetric sum of a set of variables.
Proposition 2.2.1. Let q ∈ C satisfy |q| ∈ [0, 1); then, the Schur function s λ (X) is an eigenfunction ofD r n;q with eigenvalue e r (q 1−λ1−n , q 2−λ2−n , · · · , q −λn ).
From Remark 2.2.11 of [1] , we also have the following way of expressing the action ofD 1 n;q on multiplicative functions F . Proposition 2.2.2. Suppose that q ∈ C satisfies |q| ∈ [0, 1), g is a rational function of one variable, and G is a function of n variables satisfying
Further suppose that there exist positive numbers 1 ≤ r 1 < r 2 and such that for each z ∈ C with |z| ∈ [r 1 , r 2 ], we have that g(1/z) = 0 and 1/qz is not a pole of g. If
where the integral is along the union of the circles where |z| = r 1 clockwise and |z| = r 2 counterclockwise.
The above proposition may be generalized as follows.
Proposition 2.2.3. Let q 1 , q 2 , · · · , q m ∈ C be complex numbers with magnitude less than 1, let g be a rational function of one variable, and let G be a function of n variables satisfying
Suppose that there exist positive numbers 1 ≤ r 1 , r 2 , · · · , r m and s 1 , s 2 , · · · , s m such that max 1≤i≤m |q i |s i < min 1≤i≤m r i ≤ max 1≤i≤m r i < min 1≤i≤m s i and such that for all z ∈ C satifying r i ≤ |z| ≤ s i for each 1 ≤ i ≤ m, g(1/z) = 0 and 1/q i z is not a pole of
where the contour integral for z i is clockwise along a circle of radius r i and counterclockwise along a circle of radius s i (each centered at 0).
Proof.
We proceed by induction on m; if m = 1, then this result follows by the previous proposition. Now suppose that the statement holds for all positive integers m < d for some integer d ≥ 2, and we shall show it holds for m = d. Due to the inductive hypothesis and linearity of theD n;qi , we have that
where for any operator D, [D] X denotes the action of D on X, and the contour integral for z i is clockwise along a circle centered at 0 with radius r i and counterclockwise along a circle centered at 0 of radius
and observe that for any z ∈ C satisfying |z| ∈ [r d , s d ], 1/z is not a zero of g 1 and 1/q d z is not a pole of g 1 due to the inequalities satisfied by the r i and s i . Then, applying the previous proposition to g 1 gives the result of the proposition.
We will, in particular, apply the above statement to the case when G(X) = F (X; Y ), where Y = (y 1 , y 2 , · · · , y n ) is a set of variables; in this case, we can increase the radius of the larger circle and obtain the following result.
where each z k is integrated clockwise along a circle of radius R 1 centered at 0 and counterclockwise along a circle of radius R 2 centered at 0.
Proof. First observe that, by Propositions 2.1.1 and 2.2.1,
In order to show that the proposition holds, we will first show that the right side of the above equality and the right side of the equality in the proposition are equal for a restricted set of R 1 and R 2 , which satisfy the conditions of the previous proposition, and for a restricted set of X and Y that allow for such R 1 and R 2 to exist. Then, we show that we may shift the contour without changing the integral, thereby yielding the result for restricted X and Y and all R 1 and R 2 . Finally, to obtain the result for all X and Y , we observe that both sides of the equality stated in the proposition are analytic in X and Y ; by uniqueness of analytic continuation, the fact that they are equal on a restricted set of variables X and Y will imply that they are equal in general. Thus, first suppose that the y i are in a neighborhood of 0 and the x i are each greater than all of the q j and are in a neighborhood of 1 such that there exists a real number R ′ ≥ 1, satisfying min 1≤i≤n 1/x i > R ′ > max k,j y k /q j , and a real number
2.3 would imply the result. We claim that we may increase the radius of the larger circle in each contour from R ′′ to R 2 without changing the value of the integral. We use a similar method to that applied in Proposition 3.8 of [2] .
Observe that the poles of the integrand contained in the original contour are at (z 1 , z 2 , · · · , z m ) = (1/x i1 , 1/x i2 , · · · , 1/x im ) for some i 1 , i 2 , · · · , i m ∈ {1, 2, · · · , n}. We now consider the residues of the integrand when integrated over the larger torus. Integrating first over z 1 , we see that poles of the integrand are at z 1 = 1/x k , z 1 = q j z j , and z 1 = z j /q 1 for some 1 ≤ k ≤ n or 2 ≤ j ≤ m. Next, we integrate over z 2 , obtaining poles at z 2 = 1/x k , z 2 = q j z j , and z 2 = z j /q 2 for some 1 ≤ k ≤ n or 3 ≤ j ≤ m. Continuing to integrate over the other variables, we obtain that residues of the integrand correspond to sequences of sets S 1 , S 2 , · · · , S d of indices, where
, · · · , n}, satisfying z j l i ,i = 1/x ki for all integers 1 ≤ i ≤ d and some 1 ≤ k i ≤ n, and satisfying that either z j h,i = q j h+1,i z j h+1,i or z j h,i = z j h+1,i /q j h,i for all integers 1 ≤ i ≤ d and 1 ≤ h ≤ l i − 1.
For any integer 1 ≤ i ≤ d, observe that if l i ≥ 2, then z j l i −1,i = 1/x k q j l i −1,i since q j l i ,i /x k < 1 is not in the contour; the factor of 1 − q j l i −1,i z j l i −1,i x k in the integrand is a zero corresponding to this pole, so if each of the S h were disjoint and one of the S h had at least 2 elements, then the corresponding residue to this pole of multiplicity 1 is 0. If two of the S h were not disjoint, then the pole may have multiplicity greater than 1; the corresponding residue is again 0 due to the factors of z j − z k and q j z j − q k z k in the integrand. Hence, nonzero residues of the integrand along the larger torus correspond to disjoint S h , each of cardinality 1; these yield poles (z 1 , z 2 , · · · , z m ) = (1/x i1 , 1/x i2 , · · · , 1/x im ), as in the case for the original contour. Therefore, no additional nonzero residues of the integral are in the larger torus, so we may shift the contour of integration from the torus with circles of radii R ′ and R ′′ to the torus with radii R 1 and R 2 that satisfy the conditions of the proposition (indeed, by the same method as used above, shifting the smaller circle of the contour from a circle of radius R ′ to a circle of radius R 1 does not yield any nonzero residues). Thus the proposition holds if the y i are sufficiently close to 0 and the x i are sufficiently close to 1.
For arbitrary x i and y i , note that the integral is analytic on the region where 0 ≤ y k /q j < R 1 and x k ∈ (1/R 2 , 1/R 1 ) for each 1 ≤ k ≤ n and 1 ≤ j ≤ m. Also, the left side of the equality in the proposition is a convergent power series in X and Y (indeed, we have that there is a positive constant c dependent on n such that s λ (X)s λ (Y ) ≤ c max y∈Y y |λ| for all λ ∈ Y, so the power series converges) and thus analytic in this region. Furthermore, since both expressions are equal on an open set contained in this connected region, they are equal on the region, so the proposition holds.
Correlation Functions of the Schur Measure
We now prove Theorem 1.1.1.
Proof. In order to find the correlation functions of the Schur measure, we will apply Proposition 2.2.4 to obtain a contour integral expresion for a generating function whose coefficients are the correlation functions of the Schur measure; we may then use contour integration to obtain the coefficients of this generating function.
We first observe that, by setting some of the x i or y i equal to 0 if necessary, we may suppose that n 1 = n 2 = n for some positive integer n. Let 1 E be the indicator function for an event E. Let q 1 , q 2 , · · · , q m ∈ C be complex numbers satisfying |q 1 |, |q 2 |, · · · , |q m | ∈ (max 1≤i≤n y i , 1) and, for any
where λ is summed over partitions of length at most n (observe that the sums above converge for |q| ∈ (max 1≤i≤n y i , 1) since, for any partition λ, we have |s λ (Y )| ≤ c max 1≤i≤n y |λ| i for a constant c dependent on n). Now, observe that we may assume that n ≥ m and n ≥ m − min 1≤i≤m t i since if the theorem is shown to hold for all such large n, then we may show the result for smaller n by setting some elements of X and Y to equal 0. Hence,
Now, applying Proposition 2.2.4 and the Cauchy Determinant Identity gives that the expression above is 1 2πi
where z 1 , z 2 , · · · , z m are integrated along the circle of radius 1 centered at 0 clockwise and along the circle of radius R centered at 0 counterclockwise for any R > max 1≤i≤n 1/x i (we may assume that each element of X is nonzero, since the result when some of the x i are 0 will follow by continuity of the correlation functions in X). Observe that this integral is equal to the sum of 2 m integrals, in which each variable z j is either integrated clockwise along |z j | = 1 or counterclockwise along |z j | = R. Let R tend to ∞; if the integrand is integrated over a contour in which at least one of the variables (say z k ) has magnitude R, then the product in the integrand gives a factor of (q k ) n to the integral. Since the exponent of q k in q −T is less than n, the integral along any such contour does not add to the coefficient of q −T . Hence, ρ SM (T ) is the coefficient of q −T in the above integral where each variable is integrated over a circle of radius 1 centered at 0. Substituting w i = q i z i for each i and using the Residue Theorem gives that
where the z k are integrated along circles of radius 1 centered at 0 and the w k are integrated along circles of radius t ∈ (max 1≤i≤n y i , 1) centered at 0. Let S n be the symmetric group on n elements; expanding the above expression as a sum yields
Using the change of variables by letting h(j) become j gives that the above expression is
Correlation Functions of the Schur Process
We generalize Theorem 1.1.1 and prove Theorem 1.1.2 below.
Proof. As in the previous section, we will use the Macdonald difference operators to create a generating function for the correlation functions of the Schur process and use contour integration to determine the coefficients of this generating function. We begin with the following notation. For each integer 1 ≤ i ≤ m, let T i denote the set of j ∈ Z such that (i, j) ∈ T , and let |T i | = d i ; denote the elements of T i by {t i,1 , t i,2 , · · · , t i,di } and observe that
As in the case of the Schur measure, we will suppose that the x i and y i are nonzero, that each of the sets X (i) and Y (i) contain n elements for some positive integer n, and that n is sufficiently large; let n ≥ max{d, d−min
. For any integers n 1 , n 2 , · · · , n m ≥ n, we have as previously that ρ S (T ) is the coefficient of q
where the sum is over all pairs of sequences of partitions (λ, µ), where
Observe that the above expression converges absolutely; indeed, for integers 1 ≤ i ≤ j ≤ n, there is some constant c 1 dependent on n such that |s λ/µ
for a constant c 2 dependent on n and m. For all integers 1 ≤ i ≤ m − 1, we have that
and
where the sum is over all sequences of partitions λ = {λ and B (i) , respectively. For any integer u ≥ max 1≤i≤m−1 |µ (i) | we have that
(i) [1,u] .
Note that, if the above inequality for u does not hold, then the right hand side of the above equation is 0. Using the above equality and letting u tend to ∞ (in order to ensure that the above inequality for u is satisfied for arbitrary sequences of partitions µ) yields that
, by Proposition 2.2.1, where [D] X denotes the action of a linear operator D on a set X of variables (the limit exists due to the absolute convergence of the left side of the above equation).
We will now put the above sum over sequences of partitions λ and µ in terms of an expression involving nested scalar products of symmetric functions; this reinterpretation of the sum will allow us to apply Proposition 2.2.4 to express the generating function in terms of contour integrals, as in the case of the Schur measure. First, we sum over λ (1) , fixing the other partitions of λ and the partitions of µ. Since the scalar product is bilinear and the difference operators are linear, we have that the above term is equal to
.
Summing over µ (1) and using Proposition 2.1.1 yields that the above term equals
Repeating this procedure gives that the above is equal to
. Now, due to Proposition 2.2.4 and linearity of the scalar product, we have that, for any positive integer u > max 1≤i≤m−1 |µ
where each variable is integrated clockwise along a circle of radius 1 centered at 0 and counterclockwise along a circle of some sufficiently large radius R centered at 0 (we assume that Rr m > 1/x, 1/b for any x in one of the X (i) and b in one of the B (i) [1,u] ). Applying the same reasoning, we obtain that H q1,j X (l) ; z l,j H q l,j Y (l) ; 1 q l,j z l,j q 1,j dz l,j , where each z 1,j is integrated clockwise along a circle of radius r 1 centered at 0 and counterclockwise along a circle of radius Rr 1 centered at 0, and each z 2,j is integrated along a circle of radius r 2 centered at 0 and counterclockwise along a circle of radius Rr 2 centered at 0. As in the case of the Schur measure, we may let R tend to ∞, and obtain that the above integral along any contour in which some z i,j is integrated along a circle of radius Rr i contains a factor of (q i,j ) n . Since n > max{d, d − min m−1 i=1 T i }, the integral along such a contour does not add to the coefficient of q −T . Moreover, since ρ S (T ) is the coefficient of q −T in a generating function containing the expression above as a factor, we may remove such contours and determine ρ S (T ) using the above integral when each z 1,j is integrated clockwise along a circle with radius r 1 centered at 0 and each z 2,j is integrated clockwise along a circle of radius r 2 centered at 0.
We now determine the values of the scalar products as u tends to ∞. Using Proposition 2.1.4 and the exponential form of F and H as in Proposition 2.1.1, we obtain that , where h acts by permuting the pairs of integers (i, j) for 1 ≤ i ≤ m and 1 ≤ j ≤ d i , each z i,j is integrated clockwise along a circle of radius r i centered at 0, and each w i,j is integrated clockwise along a circle centered at 0 of radius greater than r i+1 and less than r i . Then, as in the proof of Theorem 1.1.1, letting w h(i,j) become w i,j yields the determinantal identity for the correlation functions of the Schur process, which gives the result claimed by the theorem.
