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Off-road autonomy is a challenging topic that requires robust systems to both understand and
navigate complex environments. While on-road autonomy has seen a major expansion in recent
years in the consumer space, off-road systems are mostly relegated to niche applications. However,
these applications can provide safety and navigation to dangerous areas that are the most suited
for autonomy tasks. Traversability analysis is at the core of many of the algorithms employed in
these topics. In this thesis, a Clearpath Robotics Jackal vehicle is equipped with a 3D Ouster laser
scanner to define and traverse off-road environments. The Mississippi State University Autonomous
Vehicle Simulator (MAVS) and the Navigating All Terrains Using Robotic Exploration (NATURE)
autonomy stack are used in conjunction with the small-scale vehicle platform to traverse uneven
terrain and collect data. Additionally, the NATURE stack is used as a point of comparison between
a MAVS simulated and physical Clearpath Robotics Jackal vehicle in testing.

Key words: off-road autonomy, Clearpath Robotics Jackal, LiDAR-based navigation, MAVS,
spline-based path planning, data collection, simulation, traversability
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CHAPTER I
INTRODUCTION

1.1 Motivation
1.1.1 Challenges in Off-Road Autonomy
Off-road environments have traditionally been a challenge for navigation, even by traditional
human means. Vehicles in off-road conditions must be capable of complex traversal while being
more rugged than their on-road counterparts. This necessary increase in capability carries over
to autonomy features as well. Consumer vehicles have shifted towards having a wide variety
of autonomy systems, from adaptive cruise control to conditional self-driving. However, these
on-road systems do not directly carry over to the off-road space. Roads and infrastructure allow for
structured environments which provide a level of expectation that off-road environments lack. An
off-road environment can have any number of unstructured or unexpected components that exist
in a dynamic space which requires more stringent testing and modeling [6]. Variable vegetation
density, terrain variability, and mechanical soil interaction are only some of the elements that
lend to a challenging environment for autonomous systems. In addition to these challenges, many
applications requiring unmanned ground vehicles (UGVs) are niche compared to other autonomous
tasks. However, development in these challenging environments has shown to provide robust
algorithms for the field, such as the Defence Advanced Research Project Agency (DARPA) Grand
Challenge showing the capability of improved autonomy in UGVs [59, 46]. Now that progress has
1

been made in the way of sensors and algorithms for on-road assessment, it is possible to consider
these methods for applications in off-road scenarios.

1.1.2

Applications of Small-Scale Robots for Exploration

In the field of robotics, there are an endless number of form factor options for a given system.
Common platforms such as unmanned aerial vehicles (UAVs) and unmanned ground vehicles
(UGVs) can vary in size immensely. Large vehicle platforms can give more payload options, but
smaller form factors excel in environmental accessibility. Improvements in manufacturing have
also brought about highly capable sensors and processors to fit these small form factors. Modern
UGVs are increasingly capable, allowing for more advanced uses. Many of these use cases involve
providing support in environments that are traditionally unsafe or impassible for humans, which is
invaluable. Beyond this, smaller vehicles tend to bring a level of convenience to the development
process. Larger vehicle platforms can require heavy involvement to deploy, and at the very least
take up more space in storage and the field. Small vehicles can have comparable sensor suites and
processing to their larger counterparts, allowing for scalability without the associated restrictions.
An emphasis on small vehicles in a development pipeline not only allows for incremental testing
but also generates platforms that can be used for learning or future applications.

1.1.3

Advantages of Simulation for Algorithm Development

Realistic, 3D simulation tools have become a powerful and accessible way to complement
the development of robotic and autonomous systems. Robotic simulators such as the Mississippi
State University Autonomous Vehicle Simulator (MAVS) allow for testing both robots and the
environments they interact with to test integration in a more controlled setting [24]. During the
2

development cycle, hardware integration is a critical stage where unforeseen problems may arise.
In other cases, hardware integration can be near impossible for reasons such as funding. Effective
simulators help to circumvent difficulties in both cases. If a project is limited by hardware,
algorithms can be tested in simulation environments to provide initial results. Given hardware
availability, algorithms that have been tested on simulation can be smoothly transferred to a
hardware platform. Compare this to applying untested algorithms to hardware, where setbacks can
occur from integrating alongside algorithm development. Additionally, simulators naturally evolve
as they become more used, providing a common framework across varied projects for comparison
and improvements.

1.1.4

Expansion of Existing Software

Complex software such as simulators and autonomy stacks require extensive testing before they
are proven to be effective in the wide range of applications that they are intended for. Autonomy
stacks require numerous interconnected software systems to provide autonomous operation such as
those described in higher levels of the Society of Automotive Engineers’ (SAE) Levels of Driving
Automation [11]. Especially with more localized use, the more use these types of software see
the better they will perform under varied conditions. These improvements are not only limited to
bug fixes, but also the expansion of available work and examples. Often in development cycles
individuals who curate elements of a project may leave or become unavailable. This loss in
knowledge can cause subsequent developers to spend time adjusting to what has been left for them.
Examples, developed platforms, and guiding documents are all critical parts of the development

3

cycle that often go underappreciated. Improvements to the process by which system knowledge is
transferred cascades to help the field save future time and effort.

1.2

Contributions
The main goal of this work was to provide resources that would improve the future development

capabilities of autonomous off-road driving systems. To achieve this, investigations were conducted
in several aspects related to off-road traversability assessment. In the earliest stages, research was
done to assess the feasibility of traversability parameter analysis through MAVS simulated datasets
and regression-based convolutional neural networks (CNNs). After transitioning to small-scale
vehicle platforms, initial experiments and developments were directed towards an open-source
radio-controlled autonomous car based on the F1Tenth competition [18]. Following this, the
small-scale vehicle integration was shifted to a simulated Clearpath Jackal vehicle in MAVS. The
simulations provided insight into how a small-scale vehicle would operate in MAVS while using
the Navigating All Terrains Using Robotic Exploration (NATURE) stack [25]. In the final portion
of this work, a physical Jackal platform was developed, generated off-road datasets, and provided
a point of comparison for the NATURE stack in real-world environments.
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CHAPTER II
BACKGROUND

2.1

Clearpath Robotics Jackal
Clearpath Robotics is a company that specializes in a range of indoor and outdoor autonomy

platforms. These platforms are developed to simplify the integration process for robotics research
and commercial use [10]. Beyond their suitability for new users, these vehicles are capable of
advanced modifications to hardware and software to fit numerous UGV-related tasks. Different
Clearpath Robotics UGVs share much of their lower-level software architecture, which allows for
ease in system transfer if multiple platforms are available. Simulations, models, and support are all
available in conjunction with the hardware provided. Attributes such as these make the Clearpath
Robotics systems a versatile and practical choice, especially in the world of off-road autonomy.

2.1.1

Jackal Vehicle Specifications

The Jackal is a Clearpath Robotics UGV with built-in functionality with the robotic operating
system (ROS) which runs on an x86 system architecture with Ubuntu Linux with the initial vehicle
being shown in 2.1. The dimensions of the vehicle platform are 508 x 430 x 250 millimeters,
and the weight is 17 kg with no payload as seen in 2.2 [10]. Of the off-road-oriented robots that
Clearpath Robotics offers, it is the smallest.
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Figure 2.1

Clearpath Robotics Jackal UGV With Open Access Panel and 2D Laser Scanner Mounted

Figure 2.2

Clearpath Robotics Jackal UGV Front and Side Views With Dimensions
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On board is an Intel-based x86 embedded computer running Ubuntu 18.04 and ROS Melodic.
The system on this Jackal UGV is upgraded from the base model to an i5-4570TE Dual Core, 2.7
GHz processor. On-board memory includes a 128 GB solid state drive (SSD) and 8 GB of remote
access memory (RAM). Two ethernet ports and universal serial bus (USB) 3.0 connections are
also available on the board. An additional Nvidia Jetson TX2 is also available for computationally
intensive processes and can be configured in parallel with the Intel system. Due to this, the actual
height of the vehicle is increased to 305 mm from the included shroud that is added on top of the
vehicle to protect the Jetson TX2. Under normal load conditions, the four motors can allow the
Jackal UGV to reach a max speed of 2.0 m/s. However, high speeds and other power-demanding
operations can limit the 8-hour maximum usage to the 2-hour minimum. The motor configuration
also means that the Jackal UGV operates as a skid-steered vehicle and furthermore has no steering
rack. Completing a turn in this configuration is done by asymmetrical motor outputs instead of
physically turning the wheels left or right as would be done in an Ackermann system. The motors
have encoders attached, which are a type of sensor that tracks wheel revolutions to help determine
the trajectory. While most other sensors are additional options for the Jackal platform, it does come
with a built-in inertial measurement unit (IMU) and global positioning system (GPS) module in
addition to motor encodes. The exterior housing of the Jackal is weatherproof up to the IP62 rating
with the safe operating temperature being between -20 °C and +45 °C. The IP62 rating defines the
Jackal to have internal components protected from all possible dust ingress and from water sprays
less than 15 degrees from vertical [31].
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2.1.2

Applications of the Jackal Platform in Literature

The Jackal UGV is a versatile platform due to its small form factor, configuration options, and
processing power. As the smallest UGV from Clearpath Robotics, it has seen a wide range of uses in
varied autonomy applications. Additional Jackal platform configurations are supplied by Clearpath
Robotics to provide increased capabilities in common applications such as exploration. Further
sensor options are also provided as accessories to address more specific use cases. These sensors
primarily include improved IMUs, GPS, cameras, and light detection and ranging (LiDAR) sensors.
When working with a platform with numerous configurations it is important to consider what other
literature has investigated. Prior work with a platform not only provides insight into untested areas
but also gives technical details that can assist with development. The Jackal platform has existed
since 2014, so from then to 2022 Google Scholar was used to check literature that contained the
keywords “clearpath”, “jackal”, and “sensor”. These keywords were selected to cast the widest
net on research that specifically used the Jackal from Clearpath Robotics for any type of sensing
application. From this set of results, the first fifty were selected. Of the fifty results four theses or
projects were excluded, three duplicates were excluded, two papers that were restricted behind a
paywall were excluded, and one non-English paper was excluded. The remaining 40 papers were
then added to a Microsoft Excel document and keywords, vehicle hardware, simulation software,
and sensors were noted if applicable. Keywords were included as a quick way to denote and
compare the main technical topics of a given paper. Vehicle hardware relates to if a physical
Jackal UGV was used, or if any additional support vehicles were also used for multi-agent tasks.
Simulation referred to if a simulator was used for testing, and if so, which one. Finally, sensors
were noted by their type such as 3D LiDAR, stereo camera, etc. to provide insight on what type
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of perception was being done. The categories used were selected so that the respective systems
could be defined in the most straightforward way for comparisons. In general, most of the papers
provided at least some work related to navigation with a single Jackal vehicle. Beyond navigation,
the topics that appeared most regularly were those related to simultaneous localization and mapping
(SLAM), neural networks, and dataset generation. Several research ventures focused on multiagent systems [40, 36, 9, 41, 44], with a select few incorporating small UAVs to provide assistance
to one or more UGVs [41, 44]. Another commonality between the topics was a focus on terrain
assessment. Terrain-based topics varied from soil analysis [19] to the analysis and filtering of
ground points [66, 54] with several others more showing interest in general terrain traversability
analysis [2, 4, 17, 1, 49]. Three examples demonstrated the practical strengths of a small-scale
autonomous vehicle in hazardous environments such as minefields and nuclear facilities [4, 60, 63].
Due to the accessibility of the Jackal platform, the topics shown also manage to reflect much of the
breadth of the autonomous vehicle field. This accessibility becomes even more evident with the
ubiquity of a single Jackal in these works. In 24 of the papers, a single Jackal platform can fulfill all
the requirements needed for a vehicle platform. Two additional cases used multiple Jackal vehicles
and no other platforms. The outliers to using a single Jackal fall into one of two categories: those
with support UAVs in the form of quadcopters or those with alternative UGVs as an additional
testing platform. Fewer than half of the total implementations used simulation to assist testing,
and of that more than half relied on the Gazebo simulator in conjunction with ROS. Of all the
data compared from these papers, sensor configuration was the most interesting. Visual sensor
types can often be a major determining factor in what algorithms can be used and how robust an
autonomous system is. Of the visual sensors used, a majority of systems included a 3D sensor
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component whether it be from a 3D LiDAR or stereo camera. Many of the configurations also
included 2D components such as scanning LiDARS or cameras, but systems that only relied on 2D
visual components made up less than a fourth of total implementations. The result of the sensor
configuration tally can be seen in Table 2.1.

Table 2.1: Sensor Hardware Used Across Reviewed Jackal Literature
Sensor Type

Count

Camera

13

Stereo Camera

8

2D LiDAR

12

3D LiDAR

13

While the sensor models were not explicitly tracked, a trend quickly emerged with 3D LiDARs
mostly being of the same type. The Velodyne VLP-16 accounted for 10 of the 13 3D LiDARS
used. It is not surprising that many systems use this LiDAR due to how common it is in addition to
the VLP-16 being an optional add-on for the Jackal with integration already provided by Clearpath
Robotics. However, with only three papers showing higher resolution LiDARs being used a clear
void exists in the sensor application space. These sensor models were a Velodyne VLP-32E, an
Ouster OS1-128, and an Ouster OS1-64 where the number relates to the beam resolution of the
device. There were few cases of sensors being used outside of common visual sensors and IMUs
which generally we directed to a niche application. Overall, these research papers show the Jackal
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platform being a widely used platform for numerous topics. The configurations reflect much of
what can be considered the current state of autonomous vehicle development which ranges from
neural network deployment to SLAM to cooperative multi-agent systems.

2.2

Sensors for Autonomy
Before a robot can process and navigate an environment, it must first collect data about that

environment. Sensors collect a variety of data, but for UGV autonomy the most critical relates to
vision and location. Location-based sensors can include IMUs, GPS, and motor controllers, among
others. These sensors relate to a robot’s pose, which is a description of the spatial and rotational
state. Cameras, LiDARs, and certain radars can be classified as vision-based sensors. Each of these
sensors uses a component of the electromagnetic (EM) spectrum to collect reflections or emissions
of certain EM wavelengths. The retrieved data can then be used as a 2D or 3D representation of
the surroundings. When positional and visual data are used in parallel, complex navigation can
be more easily performed by algorithms such as SLAM. Other sensor types are less essential to
navigation-based tasks but may be added to a system to suit a particular niche.

2.2.1

LiDAR Sensors

LiDARs are a type of vision sensor that has become more prevalent in recent years due to
enhanced capabilities and improved fabrication methods. LiDARs are a type of laser scanner that
can either be in a 2D package or a 3D package. In both cases, LiDAR sensors operate by emitting
pulsed light signals at regular intervals into the environment. If a signal encounters an object,
the light is reflected, and the resulting return is captured by the sensor. The time between the
emission, reflection, and return is then used to determine the distance between the sensor and the
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object. For each return, a point in space is saved as well as the intensity of the reflection. Many of
these individual points then make up a data frame, which represents all returns for a given pass of
the LiDAR. However, 2D LiDARs operate by sending these laser emissions out on a single plane,
producing a 2D array of points as the output. In contrast, 3D LiDARs have several angled laser
sources that use an azimuth and elevation component to produce a 3D result called a point cloud.
Both cases can improve their output resolution if they have more light beams used, i.e., a 64-beam,
3D LiDAR will produce approximately four times more points per second than a 16-beam LiDAR
at an equivalent rotation speed. While 3D LiDARs are somewhat underrepresented in consumer
on-road autonomy applications due to cost, LiDAR sensors continue to be widely used in robotics
applications. The high-resolution, 3D data and independence from environmental lighting of 3D
LiDARs make them especially valuable in off-road robotics.

2.2.2

Inertial Measurement Units for Sensing

A robot’s location data is one of the most important inputs to numerous algorithms for localization, control, and navigation. Location data with respect to a robot is essential in relating it to the
world outside of its frame of reference. One of the most common types of sensors for this task is
an IMU. IMUs are made up of multiple sensors: accelerometers and gyroscopes. Accelerometers
report data related to linear changes in acceleration such as gravity, while gyroscopes report radial
acceleration such as acceleration brought about by turning. In some cases, magnetometers are
added to log motion data with respect to Earth’s magnetic field. Together, these sensors provide
insight into the current position and rotation of a robot with respect to its environment. This
positional and rotational description of an object is known as its pose. The current pose is defined
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by the individual data points that contribute to the odometry profile of the robot as it updates over
time. Odometry often relies heavily on IMUs due to their availability and simplicity in robotics.
However, IMUs are prone to drift as minor errors in measurement add up over time. Since IMUs
have no internal means of correction, high drift caused by noisy environments can quickly disrupt
an entire system. The accumulation of drift can be diminished by including more sensors into the
odometry of a vehicle such as wheel encoders, or sensors that have an external reference frame
such as GPS. Visual sensors are also closely tied to IMUs, since generating maps and robot position
with respect to the world at large requires a known origin. Localization can also help to counteract
IMU drift, with a visual sensor finding external landmarks to determine the current pose.

2.2.3

Stereo Camera Sensing

Cameras are likely the most varied and common type of sensor hardware. In recent years,
cameras have become even more capable with the introduction of improved object detection with
algorithms like CNNs [47, 48]. By using two or more cameras that are co-registered an additional
depth feature can be produced from an image. Stereo vision and depth vision systems work by
deploying multiple cameras in static positions facing a shared target. Since the cameras are located
at different positions, they interpret a target at slightly different angles based on their distance from
each other. The slight variations in the image become more pronounced the farther a point is,
so given the distance between the cameras, depth can be estimated. This concept can be applied
with various hardware packages ranging from separately mounted monocular cameras to all-in-one
packages. While monocular cameras allow more user control, with the release of the Microsoft
Kinect complete depth packages became more widely available and popular. Sensors like the
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Kinect and the later Intel Realsense line of depth cameras allowed for reliable stereo without
worrying about disparity changes between the individual cameras. In addition, versatility has
come from these sensors where modern packages can include RGB, depth-based point clouds, and
even IMUs.

2.3

ROS Framework
The Robot Operating System, or ROS, is a software framework dedicated to streamlining the

process of software development for robotic systems [58]. ROS has numerous advantages over
developing a system from the ground up. Ubiquity is one of the major advantages of ROS since
countless robotics applications have used the framework over the many years it has been available.
In the past, firmware would need to be written for each sensor that is added to a system before
integration could begin. Since ROS uses node-based design for adapting software components
for its framework, it is likely that the expansive community has already produced the necessary
low-level software for use. The community also reflects the open-source nature of ROS, where
everything is freely open and available to improve robotics development as a field. ROS also
provides tools for visualization, simulation, data capture, and more to condense much of what is
needed for robotic development into one framework.

2.3.1

ROS Node-based Design

The underlying concept of ROS is using node-based design to compartmentalize software
while providing communication between individual nodes. A ROS node can represent several
types of software such as sensor configurations, control systems, navigation algorithms, data
conversion tools, etc. These independent nodes can then communicate but only if an instance of
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the ROS core process is running. The ROS core launches a parameter server and an instance of a
ROS master process which then functions as a management system for node-to-node interactions.
Nodes use a system called publishers and subscribers to allow these interactions. Publishers
output data from a node while subscribers capture data. The publisher-subscriber exchange is
done through ROS messages over topics. A ROS message is a simple structure that provides
information such as data type and time stamps for data. ROS topics function as digital buses for
these messages. In a completed ROS package, numerous nodes may be written in either C++ or
Python to communicate with each other to form a real-time reactionary system with this method
of communication. Packagers are launched with a corresponding launch file that passes in relevant
parameters to nodes that are activated. When using the “rosbag” tool, the entire process from
launch to intermediate node communication is captured via ROS messages which allow for highly
verbose playback.

2.3.2

Visualization with ROS

While ROS provides many test-based monitoring methods, it is generally easier to understand
visualized data. The 3D visualization package for ROS is called “rviz”, which represents nodes,
topics, models, and more in a visual environment with various configuration options as seen in
Figure 2.3. Rviz operates by streaming ROS message data as 3D representations of nodes. In
the case of sensors, data is streamed and represented based on its frame of reference. Multiple
reference frames must have appropriate coordinate transforms to exist in a common frame and
share the visualization space. Other components such as paths, waypoints, and vehicle models
can be added in addition to providing a more comprehensive display space. Nodes and their
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interactions can also be monitored using RQT graph. This visualizer is a 2D GUI interface
that shows node connectivity throughout a system as a connected graph, with directional arrows
indicating publishers and subscribers. Another graph-based visualization tool is the transform
tree from the transforms (TF) package. The transform tree returns the hierarchy of coordinate
transforms occurring in a system, such as transformations between the odometry frame and other
frames on a vehicle for pose calculation.

Figure 2.3

Labeled Rviz Output While Using NATURE Stack with MAVS

2.3.3

Simulation with Gazebo

Though not directly affiliated with ROS, the Gazebo simulator is commonly used in tandem
with ROS to test robotic systems [39]. A ROS wrapper is provided to easily translate nodes and
messages into Gazebo simulation environments. The simulation additionally includes 3D graphics
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with Ogre, 3D physics with the Dynamic Animation and Robotics Toolkit (DART), and sensors
with noise models to provide an all-in-one toolbox for simulation.

2.4

MSU Autonomous Vehicle Simulator (MAVS)
The Mississippi State University Autonomous Vehicle Simulator (MAVS) is a multipurpose

simulation library that is used to test algorithms and collect data relating to the field of autonomous
vehicles (AVs) [24]. MAVS scenes, sensors, and vehicles can all be modified to best match realworld counterparts for labeled data collection. Simulations can further incorporate algorithms in
real-time to control a vehicle in response to a dynamic environment. MAVS vehicles have robust
physics profiles to interact with these environments to provide the best possible reproduction of
real-world driving scenarios. Simulated vehicles and sensors are referenced via the International
Organization for Standardization (ISO) standard, as shown in Figure 2.4 [32]. Furthermore, MAVS
uses the “East-North-Up” (ENU) coordinate system for world coordinates with meters being the
spatial unit used [21].

Figure 2.4

MAVS Vehicle Coordinate System Derived From the ISO Standard
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2.4.1

MAVS Scenes

When creating a MAVS simulation, the scene acts as the designated area where the simulation
will take place inside an otherwise empty world. Scenes can vary in both size and complexity
but are generally initialized as a rectangular surface mesh. The surface mesh will then act as the
foundation for terrain to be sculpted, objects to be placed, and vehicles or sensors to interact with.
Additional environmental parameters such as various atmospheric conditions can then be applied
to the simulation, affecting how the scene is perceived. An example of a typical MAVS off-road
scene can be seen from a first-person and overhead perspective in Figure 2.5.

Figure 2.5

MAVS Off-Road Scene with Vegetation from First-Person and Overhead Views
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2.4.1.1

Terrain Properties of MAVS Scenes

A MAVS scene is first initialized as a flat rectangle with parameters to adjust the size of the resulting
surface mesh in meters. The surface mesh functions as the “base” of the scene and is the element
that provides simulated interactions for simulated vehicles, objects, or sensors. On top of this mesh,
layers may be added to give additional depth. These layers generate a surface object which acts as
a height map for a scene and can be generated in the low-frequency and high-frequency domains.
Low-frequency terrain noise affects the hills and valleys of the terrain based on a magnitude value
in meters. This combination of noise models produces what is known as “terrain roughness” as
defined generally by
v
u
t
𝜎=

𝑁
∑︁
(𝑧(𝑥𝑖 𝑦𝑖 ) − 𝑧) 2
𝑁
𝑖=1

(2.1)

where 𝑧(𝑥𝑖 𝑦𝑖 ) is the elevation at point i, 𝑧 is the local average elevation, and N is the number
of measurements [23]. For generating variable terrain, noise functions are employed to better
distribute roughness smoothly. A better representation of this noise generation is produced using
the Orenstein-Uhlenbeck process [51]. This process is used for the MAVS Gaussian terrain noise
model. The Orenstein-Uhlenbeck process involves a Gaussian random process being modeled
via an exponential autocorrelation function across the terrain. In addition to the high-frequency
Gaussian component, a low-frequency component of Perlin noise is used to generate larger terrain
features at 50 m wavelengths. An alternative to this algorithm is also available in MAVS, which
uses Perlin noise as both the low-frequency and high-frequency components to generate roughness.
The final option for generating terrain roughness in MAVS uses Perlin noise but is comprised of
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variable frequency layers to most accurately represent the power-spectral density (PSD) model
described in [61]. From this, the PSD model can be represented by
𝑃𝑑 (Ω) = 𝐶Ω−2

(2.2)

where Ω is the frequency of a given roughness with a constant roughness parameter C [23]. The
resulting variable terrain roughness is dependent on the scene size and resolution, where noise
layers are accumulated to match the desired PSD model. MAVS terrain roughness algorithms are
summarized in Table 2.2.
Table 2.2: MAVS Terrain Roughness Types

2.4.1.2

Type

Low f

High f

Low 𝜆

High 𝜆

Gaussian

Perlin

Gaussian

50 m

2m

Perlin

Perlin

Perlin

50 m

2m

Variable

Perlin

Perlin

100 m

2 * res

Imported 3D Models

MAVS supports importing custom objects, textures, and animations to be used in a simulation.
The creation of custom models may be necessary to represent real-world objects more accurately.
Buildings, barricades, and vegetation are several common objects which are already available.
Imported objects require both a 3D file and an associated material file so that the object is properly
rendered in simulation. However, though visible to simulated sensors, objects in MAVS have
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no collision. In the case of overlap occurring in a dynamic scene, the objects will simply pass
through each other. Objects are otherwise regular elements of a scene, placed according to the
ENU coordinate system.

2.4.1.3

Vegetation Generation in MAVS

Since MAVS has an emphasis on off-road simulation, vegetation acts as a special element of a
scene beyond being an object. Vegetation such as trees, shrubs, and grass are stored as models
with textures that reflect the species that they are representing. However, additional information
is attributed to a given species, which includes the object and material pairing. Species attributes
such as spatial growth density, growth rate, height range, and max age are given as inputs to a scene.
These attributes along with the desired vegetation density will then be used to propagate the scene
with the appropriate species. Vegetation models are added to a scene through a growth simulation.
First, models are “seeded” across the full scene according to the vegetation density parameter and
each species’ growth density. The passage of time is then simulated, and plant models are scaled
according to the size constraints with respect to their growth rate. This process occurs only during
the initialization of a scene, and plants do not continue to grow. Outside of this, vegetation can be
added and manipulated as regular objects.

2.4.1.4

Environmental Parameters

Environmental parameters are a way of further modifying a MAVS scene by introducing various
atmospheric features. Conditions such as rain, fog, albedo, and several others can be overlapped
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to create realistic depth in a scene that would otherwise be unachievable. Atmospheric conditions
also contribute to testing how robust certain algorithms are when faced with real-world noise.
Many vehicular autonomy algorithms rely heavily on vision, and environmental noise can be hard
to replicate in the field. Certain effects such as heavy rain or snowfall may be rare or nonexistent
at the testing site but can be generated in MAVS. While these effects are very dependent on the
scenario being simulated, the option of having these variable effects can provide opportunities that
would otherwise be inaccessible [26].

2.4.2

MAVS Sensors

MAVS simulations use the Intel Embree ray tracing kernel to calculate light paths based on
the attributes of a scene and the objects within it [62]. This kernel is used by the cameras and
LiDARs within MAVS to generate resulting images or point clouds based on simulated light rays.
In addition to visual sensors, MAVS includes an IMU, GPS, and a radar model. Each sensor model
has several parameters and presets to accurately represent real-world hardware counterparts. The
MAVS motion-based sensors have additional configurations to add noise to the model at multiple
steps for more accurate simulation.

2.4.2.1

MAVS LiDAR

The LiDARs used in MAVS leverage the Embree ray tracer to directly generate reflected light rays
from a source point. From this emission point, several parameters define how the simulated rays
scan the environment. The scan pattern of a LiDAR defines the field of view for both horizontal
and vertical angles. Resolution parameters for horizontal and vertical step size are also included
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in the scan pattern class. Parameters related to the beam properties of a MAVS LiDAR include
the shape, divergence from origin, return mode, and range values. Common LiDAR models come
pre-configured to work in MAVS, including several Velodyne and Ouster models.

2.4.2.2

MAVS IMU

MAVS uses independent simulation models for accelerometers, gyroscopes, and magnetometers
based on real-world micro electro-mechanical systems (MEMS) sensors. Like the LiDAR model,
these sensors have several parameters that define performance. Parameters include sample rate,
temperature, resolution, bias factors, and noise components.

2.4.3

MAVS Vehicles

A key attribute of MAVS is its ability to simulate a vehicle’s intrinsic parameters in the form
of a physics model based on the ReactPhysics3D (RP3D) engine. When developing autonomy
algorithms for real-world deployment, is important to have insight into how a vehicle may behave.
Vehicle simulation becomes even more valuable when the real-world scenario is an off-road
environment with highly variable surfaces. A MAVS vehicle description includes properties for
chassis, powertrain, suspension, and axles in a representative .json file. These parameters are then
used in conjunction with two models for surface-wheel interactions: the MAVS vehicle-terrain
interface (VTI) and the MAVS radial tire model. MAVS vehicles are made up of independent
components which can be affected by variable forces. The multibody dynamics model (MBD)
provides the basis for these simulated interactions. From the main simulation body, a simulated
suspension is attached to the hub of each wheel. This suspension model is represented by a sliding
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joint with a linear spring-damper system which is incorporated into the VTI model [22]. Depending
on the simulated surface type, VTI reacts appropriately by applying the necessary resistances and
mobility parameters. Beyond these calculations, MAVS also incorporates a spring model for tiresurface interactions from [15]. The radial tire model provides the ability to represent deflections
that would occur as variable terrain was traversed.

2.5

NATURE Autonomy Stack
Autonomous navigation stacks are a way to group algorithms related to the perception, control,

and navigation of an autonomous vehicle in a complete package. The Navigating All Terrains
Using Robotic Exploration (NATURE) stack is developed as an autonomy stack targeted toward
environments with variable terrain [25]. In addition to being able to handle variable terrains
this stack also synergizes well with MAVS, allowing for a robust testing environment for off-road
vehicles. Beyond the explicit MAVS connectivity, the NATURE stack’s ROS-based implementation
allows it to be portable to a variety of hardware and software environments. With the use of ROS,
NATURE perceives the environment via LiDAR, uses waypoints to find a path, avoids obstacles
using a local planner, then applies the necessary controls to a vehicle as shown in Figure 2.6.
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Figure 2.6

Labeled NATURE Stack Components from Rviz Output

2.5.1

Perception

The perception components of the NATURE stack relate to how the system interprets the
environment in a way that can be passed to other components of the stack. A ROS occupancy grid
data structure is used for this interpretation, where grid cells are filled according to the probability
that an object is within a given cell. There are two primary ROS nodes associated with the task of
propagating the occupancy grid, one which manages sensor data and one which spoofs obstacles
without sensors. Being able to spoof obstacles is most important when exclusively testing control
systems but is less relevant for more robust use. Based on pre-defined obstacle locations and radii,
the perception system directly translates the obstacle to the appropriate grid coordinates. If a sensor
is used, whether simulated or physical, the occupancy grid instead relies on data to fill cells in the
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alternative node. In this node, LiDAR point clouds are used in conjunction with odometry data
to estimate which grid cells are associated with detected obstacles. An elevation grid is generated
to store filtered point data as an intermediate step prior to the occupancy grid. The input point
cloud is first analyzed to determine what points constitute an obstacle based on the “slope” of a
given cell. Slope here is defined as the difference between the highest and lowest elevations of the
collective LiDAR points in a given cell. Ground points are then filtered from the cloud if they are
not part of an obstacle. The finalized elevation grid is then transferred to the ROS occupancy grid
structure as the data-driven map.

2.5.2

Global Navigation

To navigate an environment, an autonomous agent must be capable of finding a valid path given
a starting position and a given coordinate in a global frame. Global navigation refers to the process
of determining an agent’s path between incremental waypoints and an end goal. The NATURE
stack first uses odometry with optional GPS localization to determine the pose of the robot in
relation to the global coordinate frame. As the robot moves its pose is updated, which is then
compared to the waypoints that are previously defined in a configuration file. The nearest waypoint
exists at the top of the waypoint queue, and an A* search is executed between the two within the
scope of the previously defined occupancy grid [29]. When a waypoint has been reached, it is
removed from the queue which is then repeated until the queue is empty. Once the final waypoint
is removed the global path has been solved and the node initiates the designated shutdown behavior
for the vehicle.
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2.5.3

Local Navigation With Spline-Based Path Planning

Navigation from one immediate instance to the next is the basis for local path planning. In a
single vehicle state, there are numerous control choices that can be made with the most present data.
The local planner is tasked with deciding which of these control choices is optimal for reaching a
position that is advantageous to the global path. Obstacle avoidance, smoothness of the ride, and
vehicle capability are some considerations that may be used to determine an optimal local path. The
NATURE stack incorporates a spline-based path planner as one of its options for local navigation.
The specifics of this algorithm are based on [30]. While this local planner is originally meant for
on-road navigation by using lane lines, it has been adapted for off-road scenarios. Originally, the
center line must be reconstructed as a spline from vision and odometry estimations to identify the
painted center line of a road. In the NATURE stack, the center line is instead defined as the global
path solution. The center line then forms the basis of planning for state transitions. Once the center
line is defined and the vehicle’s pose is known, the vehicle is localized with respect to the center
line. Potential paths for the vehicle to take are then generated based on several parameters. For
instance, the vehicle’s turning capability will provide a larger or smaller angle for paths to consider,
and path lookahead may increase or decrease the point to which candidates are generated. Each
candidate path then uses a cost function based on comfort, static safety, dynamic safety, and path
deviation allowance to choose the optimal path. The comfort parameter 𝑓𝑐 (𝑟𝑖 ) dictates how smooth
the resulting path should be. The static safety parameter 𝑓𝑠 (𝑟𝑖 ) is the primary method of obstacle
avoidance, where the planner weighs paths based on the likelihood of collisions. This method can
further extend to avoiding scenarios such as going into oncoming lanes for on-road navigation. The
dynamic safety parameter 𝑓𝑑 (𝑟𝑖 ) keeps track of moving obstacles in relation to the current vehicle,
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providing estimations on paths where tracked objects are less likely to be in upcoming states. A
rolling collision time is tracked in these cases. Since off-road environments do not have strict edges
as roads do, the additional parameter for path deviation, 𝑓𝑟 (𝑟𝑖 ), provides an option for how far a
vehicle can travel from the global path. The total cost function for path selection can be seen in
𝑓 (𝑟𝑖 , 𝑎(𝑟𝑖 )) = 𝑤 𝑠 𝑓𝑠 (𝑟𝑖 ) + 𝑤 𝑐 𝑓𝑐 (𝑟𝑖 ) + 𝑤 𝑑 𝑓𝑑 (𝑟𝑖 , 𝑎(𝑟𝑖 )) + 𝑤 𝑟 𝑓𝑟 (𝑟𝑖 )

(2.3)

where the individual cost functions are paired with their respective weights. In this thesis, the
default weights of 𝑤 𝑐 = 0.0, 𝑤 𝑠 = 0.95, 𝑤 𝑑 = 0.0, and 𝑤 𝑟 = 0.05 were used. With the total cost
calculated, the generated path of lowest cost is then used to update the control information of the
vehicle. If no path is found, the vehicle will remain stationary until a valid path becomes available.

2.5.4

Control

The control portion of the NATURE stack is tasked with using the previously generated outputs
and relaying them to a vehicle as driving commands. In addition, algorithms are tasked with
updating the current state of the robot along with defining a variable proportional integral derivative
(PID) controller to tune the reactions of the throttle response. In the primary control node, steering
commands are obtained using a pure pursuit controller inspired by previously developed tracking
algorithms [12, 57]. Given known vehicle odometry, the pure pursuit controller targets a point
ahead of the vehicle to reach. The target point is defined as the closest point to the vehicle on the
calculated local path that is within a threshold derived from the vehicle’s speed. Higher speeds
correspond to a higher lookahead value since more distance is being traveled in each moment. Once
the target is identified and set within the vehicle’s reference frame, an arc is calculated to intercept
the target which is translated to the steering commands. During this, the PID controller keeps
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track of the cumulative velocity error and adjusts values to prevent overshooting or undershooting
the target speed. The final component of the control system is a state publisher, which adjusts the
robot’s pose as movements are enacted.
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CHAPTER III
INITIAL WORK WITH MAVS SIMULATIONS AND SMALL-SCALE VEHICLES

3.1

Introduction
Autonomous system development is an intensive process that can require occasional changes in

approach. Prior to choosing the Jackal as a sensor platform for off-road navigation, other research
areas relating to traversability would be investigated. The goal of this work would be to first assess
the components of an environment through machine learning in MAVS simulation environments.
Then, a small-scale autonomous vehicle would be used to test traversal over real-world terrain.
These areas would result in the final direction of the current work involving off-road autonomy. The
first of these investigations involved deriving terrain attributes from MAVS using convolutional
neural networks (CNNs) with the second being the development of a vehicle platform. Like many
off-road autonomy applications, there was a shared focus in traversability assessment throughout
these works. Simulation and small-scale autonomy platforms would provide a basis for these
assessments, both of which were chosen due to their capability and convenience.

3.2

Parameter Estimation on MAVS data with Regression-Based CNNs
Traversability analysis of off-road terrain is a complex task that considers numerous quantitative

factors from a scene. Many aspects directly related to traversability such as vegetation density,
terrain roughness, soil type, weather, and negative obstacles are parameters that are used to generate
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MAVS scenes. In addition to these features, MAVS provides semantic traversability labeling for
vision data that has been generated from a scene as seen in Figure 3.1.

Figure 3.1

MAVS Traversability Components on a 100 m Grid (Left to Right: Ground Roughness,
Vegetation Density, Traversability)

Scene generation may also be done randomly where these parameters are set, and MAVS can
continually come up with new scenes with the same configurations. These components allow for the
generation of large, labeled datasets automatically in simulation. In real-world scenarios, manually
finding and labeling scenes that neatly fit into a single parameter would likely be impossible.
However, with MAVS these datasets may be used as inputs to a CNN architecture to derive
traversability elements from real-world environments.
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3.2.1

Regression CNN Architecture

When developing a neural network, there are numerous architectures and output types to
consider. For this task, a single numerical output was desired based on image data. The best
fit, in this case, was a regression-based CNN using the TensorFlow 2 framework. The regression
component defines the output of the CNN as a single layer which translates into a single output
value. This output value would represent the estimate of a traversability parameter in the case of
these investigations. The CNN model used for the vegetation dataset and for the initial dataset used
480 x 480, color images as inputs. Additional CNN architecture structure can be seen in 3.2
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Figure 3.2

Plant Density Regressional CNN Architecture

3.2.2

Vegetation Density Assessment

Vegetation in off-road environments is one of the most challenging components of determining
how if a scene is traversable or not. Plants can be of numerous species and sizes while occluding
other elements in a scene such as terrain. In addition, certain types of vegetation are passable while
others are not. Visual sensors may have a hard time correctly estimating where vegetation is due
to occlusion or the dynamic nature of plants in the real world. Neural networks can be effective in
these cases, where estimation is hard to do through object analysis alone. In the case of vegetation,
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approximating the density of plants in a scene given an image input could quickly give insight
into the likelihood that a location is traversable. To do this, first data need to be generated with
MAVS. Data was generated by using a script that leveraged MAVS’ “MavsRandomScene” function
to create 150 m by 150 m scenes that kept each parameter constant aside from plant density. The
vegetation used was based on the American southeast forest configuration file, which uses plant
models representative of the local region in which real-world testing could take place. A trail was
also generated from the bottom right corner of the scene to the top left that the Polaris MRZR model
would travel on, collecting data with a simulated XCD-V60 camera. With this setup, the MAVS
simulation was run several times with plant density ranging from 0.01 to 0.5 with incremental steps
of 0.05. Two instances from this dataset can be seen in Figure 3.3 In each case, camera data was
taken up to the 200th frame which equates to a little further than halfway across the scene. Further
data was not taken since outside the bounds of the scene no vegetation exists, which could skew
results if captured. Density values greater than 0.5 were not used due to the exponential increase in
plant coverage. Past this value, there was no discernible difference in coverage and scenes began
to exceed vegetation densities that would be realistic. The camera data from each trial was then
saved to a folder that was labeled with the value used for the plant density.
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Figure 3.3

MAVS Plant Density of 0.05 Compared to 0.3

After challenges related to this method became apparent, see section 3.2.4, a new source of
data was briefly explored for vegetation density. Since difficulties stemmed from a UGV-mounted
camera not being able to capture a sufficient scope of the vegetation to represent the scene, a UAV
method was briefly attempted. Instead of using a dynamic vehicle, a stationary camera was fixed at
62.5 m above the center of a 50 m x 50 m scene. At this height, the entire scene could be captured
in a single frame. Additional data was also obtained for this method, in the form of vegetation
slices. These 2D slices represented increasing height intervals for a scene in which vegetation was
found. In short, the resulting grids would show how dense vegetation was at a certain height. Grids
could then be combined with aerial images and a CNN to estimate the plant coverage at different
elevations given only a UAV perspective. From this point, efforts were shifted back to measuring
traversibility from a UGV perspective.
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3.2.3

Terrain Roughness Assessment

After transitioning from using CNNs to determine the vegetation density of a scene, terrain
roughness became the next parameter to assess the viability of estimating. While the terrain
roughness parameter in MAVS also applied to the entire scene, it was governed by stringent
equations and could be estimated on a more localized scale. The first attempt to measure terrain
roughness came using the existing regression-based CNN on camera images retrieved from scenes
using the variable roughness configuration. For each dataset, the lower bound of the PSD remained
zero while the upper bound was gradually increased. Since the PSD model propagates a scene with
noise within these bounds, subsequent datasets would have higher terrain roughness on average.
As with the vegetation density dataset, a simulated MRZR with a front-mounted camera traversed
a 150 m x 150 m scene until 200 camera images were saved. As data was being generated, it
became clear that the simulated camera could clearly see low-frequency roughness features, but
high-frequency components were less apparent. For more granular data on surface variation, it
was decided that high-resolution LiDAR data would be more effective. These datasets were then
regenerated to include an OS1 LiDAR which was placed on top of the vehicle. The simulated OS1
could be run at the same 10 Hz frequency as the camera, similar frames were captured compared to
previous simulations. An example of this LiDAR data compared to the MAVS roughness ground
truth can be seen in 3.4. The data here shows how the terrain roughness can be derived from
individual LiDAR scans by using the roughness equation on the points in a given grid cell. Unlike
the vegetation density data where the scene was a flat plane, the data was skewed from the vehicle
traveling over undulating terrain. Due to this and the change from camera images to point cloud
data, a new approach would be needed to derive the roughness. Two options were considered for
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how to proceed. A deep neural network that was suited for 3D data such as PointNet could be
used to extract features from the terrain mesh. Alternatively, a plane fitment algorithm such as a
3D Hough transform could be employed to parametrize the terrain mesh from consecutive point
clouds. Plane fitment seemed promising and would be less computationally intensive than training
a 3D deep learning network, so work began on implementing using point cloud data for 3D Hough
transforms. However, at this time focus shifted toward the integration of sensors on small-scale
vehicles to test algorithms such as these in the future.

Figure 3.4

MAVS Terrain Roughness Truth (top) vs Simulated LiDAR Data (bottom)
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3.2.4

Challenges

Though there were some promising results, it quickly became apparent that certain aspects of
this parameter estimation method needed restructuring. Vegetation density was the first parameter
to be tested and estimated by this regression CNN method. The results initially showed at least
some fitment compared to the training data, but it was not high. Data has since been lost since
these initial investigations, but results ranged in the 70 – 80 percentiles with some overfitting being
noticeable. Overfitting was not a surprise, the total number of images used for initial training was
around 1200. Ideally, for a more complete network, the input images would range in the thousands.
A dataset of this size could be completed with MAVS without much issue, but only at lower
resolutions. However, around this time it was discovered that the way plants were populated in a
scene by MAVS was likely to result in poor correlation down the line. Since MAVS uses a growth
simulation for vegetation as well as applying the plant density to the entire scene, irregularities can
easily occur that would affect the training. For instance, a low plant density value can sometimes
still allow a single tree to generate in a scene. If the tree happens to generate near the trail, a large
quantity of the resulting images may contain a higher percentage of vegetation than is expected.
In cases where one or two frames were outliers, they could easily be thrown out. However, this
plant variation can affect entire simulations due to the method of sampling. As stated in section
3.2.3, the main challenge presented by the roughness assessment was changing from 2D image
data to 3D point cloud data to properly account for the high-frequency noise. Such a change in
dimensionality required a major adjustment to the approach which takes time and research.
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3.2.5

Conclusion and Future Work

Neural networks are a powerful tool that allows for complex input-output relationships to
be approximated. However, these networks require procured data to ensure that the result is
accurate enough to be usable in tasks requiring reliable correlations such as in off-road autonomy.
Alternative approaches such as an aerial perspective and a larger scale may provide better parameter
correlations in the case of vegetation density analysis. Terrain roughness assessments need more
work to be done to assess the viability of CNNs or other plane fitting methods such as the Hough
transform on MAVS data. Real-world datasets for comparison and more data in general for both
investigations would likely provide better insight into the feasibility of estimating traversability
components. MAVS scenes are an excellent source of testing environments, but they may lack the
granularity required for these estimations.

3.3

Autonomous RC Car Platform for Algorithm Testing
The conceptualization of creating a small-scale platform for testing off-road autonomy began

with the belief that an inexpensive, radio-controlled (RC) car could serve as a sensor platform.
An RC car would circumvent the construction of a vehicle which would reduce development time
and allow easy replicability in the future. Of the various autonomous RC car projects that were
available online, the F1Tenth Foundation had the most in-depth details on creating one of these
vehicles [18].

3.3.1

F1Tenth

F1Tenth began as an autonomous racing competition before additionally turning into a class
dedicated to teaching robotics development. The main pillars of F1Tenth are building, learning,
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racing, and researching all in an open-sourced environment [18]. Generally, multi-person teams
will come together and develop a single F1Tenth vehicle as given by the build instructions whether
it be in a class or competition environment. Once the platform is created, the main task becomes
developing and optimizing algorithms for the vehicle so that it can navigate a course in the fastest
time. The courses in the F1Tenth competitions are comprised of tracks outlined by high walls that
are placed indoors with various configurations.

3.3.2

Hardware Outline

Unlike the Clearpath Robotics Jackal, the F1Tenth vehicle requires assembly. However, F1Tenth
does provide a parts list as well as a general guide for assembly. Since the suggested hardware
has changed it should be noted that the system built here was based on the early 2021 guidelines.
Most of the hardware is comparable between the two revisions, but variations will be noted. For
example, each version of the platform uses different models of a modified one-tenth-scale hobbyist
RC car from Traxxas as the base. In this constructed version, the Ford Fiesta® ST Rally model is
used. Due to this older chassis, an updated brushless motor is included to allow electronic speed
control. The major difference between the two revisions is the change from an Nvidia Jetson TX2
to an Nvidia Xavier NX for central processing. Compared to the Nvidia Jetson TX2 the Nvidia
Xavier NX provides much greater performance as shown in Table 3.1.
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Table 3.1: Nvidia Jetson Hardware Comparison
Metric

Nvidia Jetson TX2

Nvidia Jetson Xavier NX

Relative AI Performance

1.33 TFlops

21 TFlops

GPU Cores

256 Nvidia PAscal

384 Nvidia Volta

CPU

Dual-core ARM

6-Core ARM

RAM

8 GB

8 GB

Power Use

7.5 W - 15 W

10 W - 20 W

However, the TX2 was employed in this build and was historically shown to be capable of
running autonomy algorithms for this application. Since the TX2 was originally from a development
kit, an Orbitty carrier board is employed to provide better connections as well as a smaller form
factor for the processor package. For sensing, a Hokuyo 10LX scanning LiDAR was used. While
this LiDAR acts as the main source for vision data, an optional Intel RealSense D435i depth camera
was also integrated for use. To control the vehicle, a VESC 6 MKV motor controller was used
with the updated brushless motor and a servo that was already incorporated into the vehicle for
steering. The electronics were then connected to a power distribution board provided by F1Tenth
which allowed for connections to either a wall outlet or a LiPO battery. All components were
mounted on an aluminum plate which was cut to specifications given by F1Tenth. The assembled
F1Tenth vehicle can be seen in 3.5
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Figure 3.5

F1Tenth Vehicle Hardware Configuration

3.3.3

Challenges

Several reasons caused the F1Tenth-style vehicle to be dropped in favor of using the Clearpath
Robotics Jackal. To begin with, several hardware integration issues came up during the development
of the vehicle. The VESC motor controller was consistently a problematic component. After
receiving the first VESC model that was purchased, it was discovered that the most recent versions
of the firmware did not include the necessary control functions for servos. While there was software
to flash the device with updated firmware, there were no files with the updated servo control for
the specific hardware being used at the time. The remaining options were to either manually
update the firmware source code and upload it to the motor controller or to implement secondary
hardware for servo control. While other motor controllers were available, the control profile was
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tuned and available for this device from F1tenth. It was decided to modify the firmware according
to documentation found online and upload it to the motor controller. However, this resulted in
a known issue where the device became stuck in a boot loop and could no longer be used. Due
to there being no way to reset the VESC, a new VESC was ordered which had the same lack of
servo control. Instead of changing the firmware, a servo controller was selected, and the other
components of the system were integrated. While the system was stable and working for a short
time aside from steering, the power board would eventually fail. Since this version of the F1Tenth
hardware had become depreciated and it was unknown if the TX2 had been affected, development
moved to the Jackal platform. New developments will be continued on a platform with this form
factor but under different supervision and with new hardware.

3.3.4

Conclusion and Future Work

The development of an F1Tenth-style vehicle provided insight into what to aim for in a smallscale autonomous vehicle. The transfer of work to the Jackal in addition to the alternate RC car
autonomy project allows for the benefits of both platforms to be spread. In the case of the Jackal,
a much more robust platform is being used that can take advantage of more sensors and harsher
off-road environments. In addition, renewed development of alternate RC-car-based vehicles will
provide cost-effective vehicles that can be more easily replicated with on-site knowledge.
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CHAPTER IV
MAVS JACKAL WITH THE NATURE STACK

4.1

Introduction
To create a baseline for future comparisons to hardware, the Jackal would be developed and

imported into MAVS before carrying out a series of tests. While MAVS provides an effective
simulation environment it is still limited by the exclusion of external noise that a real-world system
will encounter. Initial testing with a controlled simulation environment allows for a baseline for
comparison against future hardware implementations. In addition, both MAVS and the NATURE
stack have only been extensively tested in large-scale, outdoor environments. Further testing in
less conventional scenarios provides the opportunity to assess the potential limitations of these
packages.

4.2

MAVS Simulation Components
Prior to generating simulations, new files needed to be incorporated into MAVS so that the

Jackal vehicle model and test objects could be used in scenes. Since these objects came from
real-world sources, they would be scaled to their appropriate measurements to keep consistent
sizes. This model creation process was done through Blender due to its ability to generate models
and materials for a variety of file types including the .objs necessary for MAVS.

44

4.2.1

MAVS Jackal Vehicle Model Overview

The Jackal vehicle model used for MAVS is comprised of two main components: the 3D model
and the RP3D physics model. A United Robot Description Format (URDF) is also supplied to
the Jackal from both Clearpath Robotics and the NATURE stack. These files describe the vehicle
and the pose of components that are physically attached to the vehicle, such as sensors. The 3D
model for the Jackal already existed for use in Gazebo as part of the Jackal vehicle simulator which
was provided by Clearpath Robotics upon request. Since the original model was in a file format
unrecognized by MAVS, it first had to be converted to the correct .obj format via computer-aided
design (CAD) software. The resulting imported Jackal vehicle model can be seen in Figure 4.1.

Figure 4.1

Jackal Model Simulated in MAVS
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Once the vehicle model was in MAVS, a physics model needed to be created to define the
kinematics that would be generated by the RP3D engine. The first few iterations of the Jackal
vehicle model were determined via Dr. Christopher Goodin’s insight on vehicle kinematics and the
specifications available for the Jackal. Unlike larger vehicles, the Jackal has no suspension elements
or axles which makes the VTI model partially down to simulated trial and error. Eventually, it was
discovered that the physical Jackal had more accurate physics descriptions stored in its configuration
files. The final corrections have since been applied to MAVS to simulate the Jackal more accurately.
The sensor used is the OS1 which exists as a preconfigured model that can be freely attached to
the vehicle. However, the OS1 is not modeled in a graphical sense. The sensing model exists as
a ray tracer source based on the defined location with respect to the vehicle. This location was
determined by the final mounting position of the real-world OS1 at 406 mm above the ground.

4.2.2

MAVS Scene Elements

Several 3D models were created to import into MAVS so that better comparisons could be
made between obstacles from the real world and simulation. The process for creating a model for
MAVS begins with taking measurements of the real-world object. A new mesh is then added to
an empty blender environment, and it is edited and scaled until it fits the measurements taken. In
the case of more complex objects, an image overlay was added to assist with the model accuracy.
Modeled objects were made as simple as possible while still being accurate representations.
MAVS performance is severely limited on personal computers, and the addition of objects with
high polygon counts can drastically reduce performance or even interfere with ray tracing. In
this vein, the material attributes of the created objects were also left to be as simple as possible.
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Materials were limited to flat colors to not overwork the ray tracer or interfere with sensor models.
The finished model was then exported as a .obj file with a corresponding .mtl file for the material
data. Once the models had been added to the “data/scene/meshes” directory of the MAVS install,
new scene files were created that included the relevant models for use in simulations. Most of
the models created for MAVS were variations of corrugated drainage pipes that had been used
as barriers for the CAVS backyard track. These pipes were also very similar to barriers used in
F1Tenth competitions. An example of a straight pipe section that was modelled for MAVS can be
seen in Figure 4.2.

Figure 4.2

Blender Model of Corrugated Pipe Used in MAVS

Several size variations were created to be used in making future barriers for MAVS simulations.
In addition, a completed corrugated pipe oval was created using the width of the backyard track,
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being between 2.4 m and 2.5 m in width as seen in Figure 4.3. While not the layout of the final
track, this would provide a similar testing environment and incorporate challenging right-angle
turns.

Figure 4.3

Overhead View of MAVS Corrugated Pipe Track Scene

Another model created for comparative testing was a portion of the hallway outside the lab
where the physical Jackal vehicle was kept. The height and width of the hallway were measured
to be 3.01 m and 2.29 m respectively, and the model is stretched for 20 m. Details such as doors
and obstacles in the hallway were not included. Primarily, the hallway model existed to provide an
indoor environment that was otherwise not present in MAVS. Other obstacles such as a cube scaled
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to the dimensions of a large battery case would be employed for testing the navigation instead as
shown in Figure 4.4.

Figure 4.4

Example of Simrall Hallway MAVS Scene with Box Obstacles

4.3

Testing the NATURE Stack with MAVS
MAVS was used to test configurations of a simulated Jackal vehicle and generate test scenes for

several navigation challenges. Certain commonalities existed between all generated scenes, such
as having a flat surface mesh and consistent atmospheric conditions. The NATURE autonomy
stack would be used to navigate the scene to the desired waypoint, with waypoints being spaced
manually at intervals of 1 – 5 m.
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4.3.1

Configuring NATURE with MAVS

The very first tests of the NATURE stack with MAVS were based on the original configurations
used as testing for the simulated Polaris MRZR vehicle. Settings were then changed gradually until
the final Jackal vehicle model was being used with optimal parameters. To ensure the installation
was working, the MAVS example for the NATURE stack was launched. The resulting simulation
shows the MAVS MRZR traversing a scene with sparse tree cover as seen in Figure 4.5. Next, an
empty MAVS simulation was created with the vehicle defined as the new Jackal vehicle model to
test the ROS node for MAVS vehicles without the inclusion of the full NATURE stack. By changing
the launch file to include user control, keyboard commands can guide the vehicle in simulation.
Initially, the Jackal vehicle model had issues with realistically steering which was improved by
updating the RP3D kinematics. Some issues such as the Jackal vehicle model falling off the surface
mesh would still occasionally occur under certain situations such as sudden acceleration change.
Further details on this can be found in section 4.5. Otherwise, the simulated Jackal was functional
and testing with the NATURE stack and scenes began.
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Figure 4.5

Default MAVS Scene for the NATURE Stack Using MRZR in Forest Environment

4.3.2

Initial Simulated Tests of the NATURE Stack

Since the Jackal uses skid steering instead of Ackerman steering like the MRZR, the existing
skid steering example for the Clearpath Robotics Warthog vehicle model was used due to its
similar setup. This example was not meant for MAVS, so a new launch file was created that
incorporated both configurations while also being adjusted for the Jackal. After setting this up,
the simulation was launched several times with minor adjustments to launch parameters but each
time the simulation would run without the Jackal vehicle model moving. However, the same code
would work for the Warthog model. After checking the code, the issue was found in the NATURE
stack source code that related to skid-steered vehicles. In the control node, linear velocity wasn’t
properly applied to the vehicle in certain cases. Once this fix was applied, the vehicle worked, and
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the stack could be tested properly. A very basic test was then executed which involved the carrying
case model that was imported into MAVS. Waypoints were defined in a line from the Jackal to 6 m
outwards, with the obstacle being placed in the center. This simulation ran successfully with the
obstacle being avoided, which indicated that further tests could be attempted.

4.4

Testing the NATURE Stack with a Simulated MAVS Jackal
With the Jackal adjusted to basic use with the NATURE stack, more complicated autonomy

tasks were tested in simulation to better tune the system. These simulations would be generated
to better replicate the scenarios that the physical Jackal would be expected to perform with. In
each scene, a flat surface mesh with a preset soil terrain model would be propagated with various
obstacles. The coordinate transforms associated with the simulated Jackal using the NATURE
stack as well as ROS node hierarchy can be seen in Figure 4.6 and Figure 4.7 respectively.
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Figure 4.6

ROS Coordinate Frames and Transforms for the Simulated Jackal While Using the NATURE
Stack
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Figure 4.7

Hierarchy of ROS Nodes and Topics for Simulated Jackal with NATURE Stack

4.4.1

Parallel Corrugated Pipes

The first test scene involved the use of two parallel corrugated pipe models spaced 2.4 m apart
to emulate a straight section of the CAVS backyard track. The ends of the track were left open, and
waypoints were set at 1 m intervals between the two entrances. In the first test, the Jackal vehicle
model was set to run through this track section several times using the NATURE stack. Initially,
the simulated Jackal would not move. It was discovered that the occupancy grid cells needed to be
highly dilated to fit the scale the Jackal model was operating on or else the parallel pipes reported
as one object. While the Jackal model had no issues traversing the path, other minor changes such
as shortening the lookahead values to match the scale of the scene were applied. After the settings
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seemed satisfactory for the scale, a small obstacle was added to the path. The object used was a
preexisting brick model in MAVS scaled to the expected size of a brick. Vertical and horizontal
orientations were tested at several locations on the path, with one of each example being shown in
Figure 4.8. When accounting for persistent obstacles, the simulated Jackal had no issue with adding
these obstacles to the occupancy grid. However, when doing object detection on an exclusively
frame-by-frame basis navigation ability was weakened. In particular, the horizontal brick was hard
to identify at short ranges, though realistically the Jackal could traverse an obstacle of this size.
Tuning the slope threshold for obstacles to be very low, such as less than 0.1 m, may work in a flat
MAVS scene but would likely not work in real-world environments with terrain variability.
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Figure 4.8

Brick Obstacle Avoidance Tests Using Parallel Corrugated Pipe Scene In MAVS with the
NATURE Stack

4.4.2

Hallway with Obstacles

After testing simple barriers, the full hallway model was imported to use for scenarios that
would mimic future real-world tests indoors. While the general implementation of these scenarios
was like the previous tests, there were key differences. First, since the stack was already proven
to be capable of navigating a straight path no tests were performed without obstacles. Second, the
path would be slightly narrower with larger obstacles. This environment would test the ability of
the simulated OS1 to perform in an enclosed space, the capacity of the NATURE stack to navigate
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restrictive areas, and provide a point of direct comparison for future hardware tests. Four obstacle
placements were tested. In the first two iterations, the carrying case model imported into MAVS
would be placed on the right and left of the hallway, one at a time. Each placement left some
space between the wall and the obstacle. In both cases, the simulated Jackal only had to make a
minor path deviation to avoid the obstacle and reached the last waypoint successfully. The next
iteration used a single model of the imported carrying added to the center of the hallway. Finally,
the cases placed in the first scenario were combined to create a chicane-like path to navigate. The
simulated Jackal navigated this path smoothly without collision, with two states of this simulation
being shown in Figure 4.9. More obstacles could be added to provide a deeply complex simulation,
but it would become hard to replicate in the real world. These simulations provided confidence
that the navigation could be extended based on individual avoidance of obstacles.
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Figure 4.9

NATURE Stack Obstacle Avoidance in Simrall Hallway MAVS Scene

4.4.3

Corrugated Pipe Track

The final simulation done with the NATURE stack involved an oval track with corrugated pipe
barriers to stand in for the CAVS backyard. Not only would this track enable continuous loops for
testing, but it also incorporated sharp corners that had otherwise not been tested up until this point.
These right-hand corners were a maximum width of 2.5 m, which was narrow with respect to the
0.6-meter width of the Jackal as seen in Figure 4.10.
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Figure 4.10

Simulated Jackal Model on the Pipe Track in MAVS

No obstacles would be added to this scene outside of the track itself to focus on the control
portion of the autonomy. Since the track went beyond a straight path, manual waypoints were
added as close to the center line as possible. Spaces between waypoints required more variation
and adjustment compared to past scenarios, mostly in the case of the turns. The origin of the
Jackal for this scene was set to be at the end of the final corner, as shown in Figure 4.3. Several
adjustments were needed to control parameters so that the simulated Jackal could make the first
turn with the NATURE stack. The maximum speed of the Jackal model as defined by its RP3D
file also had to be reduced to 1 m/s due to an issue where the NATURE stack would not reduce the
max velocity enough for the turn to be taken smoothly. A persistent occupancy grid was essential
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for making the turn, if either corner fell into the blanking distance the Jackal model would try to
make a shortcut through the barrier to the next waypoint. Eventually, the simulated Jackal was
able to make the turn consistently and smoothly. However, a still unknown bug would prevent the
simulated Jackal from completing the full course. The bug caused a sudden, infinitely increasing
acceleration on the vehicle at the second straightaway. Since the following three turns were exact
replicas of the successfully completed first turn this did not negatively affect navigation besides
removing the ability to complete multiple loops.

4.5

Challenges
While MAVS simulation environments are reliable, certain issues did become apparent when

running the NATURE stack under certain conditions. Many of these issues were variations of a
vehicle simulation suddenly accelerating infinitely after encountering an initial change in acceleration. It is still undetermined what specific conditions cause this, but it is likely a consequence
of the skid steer control from NATURE being able to suddenly shift to negative velocities. In the
case of the completed track loop, this issue would occur at a very specific section from waypoints
alone, even though they were arranged linearly. The one issue related to skid steering where the
simulated Jackal vehicle initially did not move was resolved, though it took some time to narrow
this down. An else condition was added to the NATURE control node to provide a linear velocity
of 1 m/s to the vehicle if there was a zero-velocity condition, such as at startup.

4.6

Conclusions and Future Work
Aside from minor issues related to translating full-scale vehicles to the Jackal, the NATURE

stack and MAVS performed well in the tested environments. Though the system is still somewhat
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sterile, compatibility with small-scale vehicles seems to be proven. Certain aspects such as the
NATURE stack being limited to velocities above 1 m/s and trivial slope calculation for obstacles
may be open to improvements. Skid-steered and tracked vehicles also may be developed more
to provide support for non-Ackerman traversal methods such as turning in place. Otherwise,
the translation between small and large scale is unproblematic. However, more testing should be
considered for indoor, compact, and rugged environments. Each of these environments was tested to
varying degrees in this work. Due to the complex nature of the systems involved, more investigation
may find means of improvement through the simulation of more edge cases. The more work that
is done to prove the capability of the NATURE stack and MAVS in niche environments, the better
they will perform for a wider audience. In relation to a wider audience, further studies may be
considered to compare MAVS performance to contemporaries such as Gazebo to assess strengths
and weaknesses. MAVS may also be used to test optimal sensor placement for the Jackal platform
and future vehicles. There was some indecision in choosing the height of the LiDAR sensor in
this application which could be determined quantitatively through future simulations. Given the
availability of a Velodyne VLP-16 LiDAR model in MAVS, comparisons between sensors could
also be included in such a study to identify the impact of higher resolution at small scales.
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CHAPTER V
REAL-WORLD JACKAL PERFORMANCE WITH THE NATURE STACK

5.1

Introduction
Simulation is an effective way of testing algorithms and systems, but no simulation can perfectly

equate to real-world performance. To best compare the simulation results to the real world, a
physical Jackal was configured with the appropriate hardware and software to match the MAVS
model. Real-world testing would be done using an OS1 LiDAR for navigation with the NATURE
autonomy stack in environments that had previously been replicated in simulation. Furthermore,
a mounting solution that could incorporate future hardware configurations would be used on the
Jackal with the addition of a Realsense Depth camera. Following integration, data collections and
tests of the NATURE stack would provide a means to tune the system and generate material that
would be useful to future developers using the platform.

5.2

Initial Jackal Configuration
The Jackal vehicle used for this work was originally lightly used, but due to the previous

embedded computer needing to be replaced the initial configuration was the factory default. From
the factory, the Jackal uses a terminal-based Linux interface which can be over the secure shell
protocol (SSH) or through an HDMI connection to an external monitor. A Bluetooth gamepad
controller is also included which can drive the vehicle and function as the emergency stop. Likely
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due to the replacement embedded computer the Bluetooth functionality was no longer available.
Before proceeding, this would need to be fixed so that external controls were available. In the end,
the Bluetooth interface on the system needed to be reinstalled and reconfigured then resynced to
the controller. The Bluetooth signal remains somewhat weak but reliable. Locations with high
network noise such as the lab require close proximity for the controller to connect to the vehicle
after startup. After this, the Wi-Fi was also set up using the command line interface for internet
connections on the vehicle for required downloads in the future. An initial teleoperation test was
then performed on the CAVS backyard track to assess the capabilities of the vehicle in the field for
the first time.

5.3

Hardware Integration
Unlike in MAVS simulations, the physical Jackal would require extensive setup for components

to function together. While the Jackal platform provides support for several sensors, these configurations would not be relevant to the OS1 being used. The main goal of the hardware integration
was to reliably configure all sensor software on the Jackal to function with minimum Linux or
ROS experience required from a new user. Both the software and physical mounting solution were
developed so that they may facilitate the use of this system for a wide range of future applications.

5.3.1

Ouster OS1 Setup and Test Data

Since the NATURE stack would be used on the Jackal, a LiDAR was required to generate the
data necessary for autonomy. Additionally, it was preferable to also have the LiDAR’s configuration
already represented in MAVS. After considering the availability of sensors and the vast quantities of
Velodyne VLP-16s being used in previous works, an Ouster OS1-64 was decided upon. This model
63

of OS1 would provide four times the effective resolution of the VLP-16. Additional specification
differences can be seen in Table 5.1.
Table 5.1: Comparison of Ouster OS1 to Velodyne VLP-16
Metric

Ouster OS1-64

Velodyne VLP-16

Range

0.8 - 120 m

100 m

Channels

64

16

Range Resolution

1.2 cm

3 cm

Vertical Field of View

33.2

30.0

Horizontal Field of View

360

360

Rotation Rate

10 - 20 Hz

5 - 20 Hz

Points per Second

1,300,000

300,000

While the OS1 has more advanced capabilities compared to the VLP-16, it tends to see more
use in full-scale applications, which added certain integration challenges. Reflected by its lack of
use in the literature, the OS1 is not available through Clearpath. In addition, there is no official
support. Unlike other sensors such as the VLP-16, the OS1 must be manually configured for the
Jackal. Prior to attempting this configuration, the OS1 was first tested on its own with a connection
to a laptop in the lab. From this testing, several rosbags were saved during which the OS1 was
placed in a static position at a height of 400 mm with one example shown in Figure 5.1. The purpose
of these tests was not only to ensure the LiDAR worked but also to see how close small objects
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could be detected. Objects within close range of a LiDAR may be caught in “blanking distance”,
or a region in which points do not reliably have returns. Small-scale vehicles are especially prone
to this affecting object detection, while larger vehicles can mount the LiDAR at a much higher
point to partially circumvent the issue. As shown in Figure 5.1, there is a clear void of points,
yet small pieces of aluminum extrusion can still be seen as close as 1 m. After ensuring that
the blanking distance was not too high, the OS1 was connected to the embedded computer of the
Jackal for setup. Further setup details can be found in section 5.7 since the process faced several
complications.

Figure 5.1

OS1 LiDAR Test Data From IMPRESS Lab Room
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5.3.2

Intel Realsense D435i Setup and Test Data

In addition to the OS1 LiDAR, an Intel Realsense D435i depth camera was added to the system.
Like how the OS1 mirrors the LiDARs used on full-sized vehicles, the D435i would mirror future
RC car platforms. Since a D435i model was already available from the F1Tenth project it was
used for this system. An additional convenience is the level of development that already exists for
Realsense devices when it comes to ROS integration. However, other depth camera packages have
become more available to consumers in recent years. One example being tested for use in future
RC car platforms is the Luxonis OAK-D stereo camera. A comparison between these two devices
can be found in Table 5.2.
Table 5.2: Comparison of Intel RealSense D435i and Luxonis OAK-D
Metric

Intel RealSense D435i

Luxonis OAK-D

Depth Field of View

87

82

Depth Resolution

1920 x 1080 p

1280 x 800 p

RGB Camera Resolution

1920 x 1080 p

4032 x 3040 p

Max Stereo Framerate

90 FPS

120 FPS

Point Cloud Output

Yes

No

Much of the software setup process for the D435i followed the OS1 setup. The main difference
was that this sensor uses a USB interface instead of ethernet, which bypasses the issues that came
from the OS1. First, the required software development kit (SDK) was built from the latest version
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available. The relevant ROS packages were downloaded and built from the source code with
modified build parameters to fit the hardware configuration being used. A resulting example of the
D435i being used in the IMPRESS lab room environment can be seen in Figure 5.2

Figure 5.2

Intel RealSense D435i Test Data From IMPRESS Lab Room

5.3.3

Mounting and Final Integration

Prior to the completion of the platform, a temporary setup was used for indoor testing which
used only the OS1 and existing mounting points on the Jackal. In this stage, an external tether
for power and data was used to connect the OS1 to its external support board, which was then
plugged into the wall. While the use of a physical tether restricted the movement of the Jackal, it
still provided up to 5 m of range while greatly reducing battery usage. Due to the lack of a wifi
access point on the vehicle, a 50-foot ethernet cord remained connected to the vehicle to allow for
a laptop to monitor the Jackal through an SSH connection. Two separate mounting solutions were
considered for sensors on the Jackal. The main difference between the designs was the height of the
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sensor platform that would hold the OS1 and Realsense. In one arrangement, the platform would
be mounted approximately 600 mm above the ground on a small support tower. Alternatively, the
sensor platform would be much closer to the top of the Jackal at roughly 400 mm above the ground.
In both cases, the primary frame structure would be made from slotted aluminum extrusion to
facilitate straightforward construction and enable future modularity. While the higher elevation
would provide better a better vantage point for the sensors, it was decided that the shorter option
would be built for its stability. The decision to use the shorter platform was influenced by the
tendency of the Jackal to rapidly accelerate. Since the Jackal is lightweight relative to its potential
motor output, these jolts tend to rock the entire vehicle. If the sensors were mounted further above
the vehicle these movements would become more apparent and could negatively affect autonomy if
the resulting tilt was too extreme. By having the sensors mounted close to the vehicle this effect is
minimized while also providing additional stability for the platform. A taller platform would have
likely needed more support for comparable stability, which would also add weight and shift the
center of gravity further up. The resulting sensor platform can be seen in Figure 5.3. This platform
would place the OS1 at 406 mm above the ground, and the RealSense D435i at 330 mm above the
ground. Once the platform was completed, the sensor cabling was routed to the Jackal with the
addition of the power connection from the OS1 to the internal 20 V power connector suited for
high amperages.
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Figure 5.3

Final Hardware Mounting Arrangement for Physical Jackal

5.4

NATURE Stack Initial Tests with Physical Jackal
Immediately following the integration of the OS1 and the configuration of the NATO stack,

the Jackal began testing in an indoor room to see what adjustments were required for the system.
Since this was prior to the final mounting arrangement being completed, the OS1 was tied down to
four existing thumbscrews on the top of the Jackal. To minimize battery usage during the extended
process of software tuning, the tether described in section 5.3.3 was used as seen in Figure 5.4.
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Figure 5.4

Initial Jackal Tests on OS1 Power Tether in IMPRESS Lab Room

The process of these initial tests and most future tests were repeated in a regular way. First, the
Jackal was set up in an initial position facing the intended target. Next, the Jackal was powered
on via its control panel and connected to a host laptop via two SSH prompts. A third prompt was
then opened and linked to the Jackal’s ROS master. After 3 – 5 minutes, the Avahi process would
assign the OS1’s internet protocol (IP) and hostname which would make it visible on the network.
One SSH terminal was used to launch the OS1 node which includes the point cloud publisher. This
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node would have been included in the primary NATURE launch file, but the startup time is too slow
compared to the other nodes being launched. This delay leads to the point cloud not publishing in
time for the nodes that rely on it. The second SSH terminal launches the primary NATURE launch
file to run the navigation stack until the final assigned waypoint is reached. The final terminal is
used for rviz or other vizualization packages. Rviz is dedicated to its own separate terminal on
the local device since the Jackal uses a command line interface exclusively, making visualization
otherwise impossible. Once the test runs, the Jackal is driven back to the starting point and reset.
Unfortunately, there is no simple way to reset the odometry outside of a full hardware reset. To test
the system in a zeroed state this step is required even if the Jackal returns to its origin exactly due
to any accumulated odometry drift. The completed ROS node hierarchy of the NATURE stack on
the Jackal can be seen in Figure 5.5

Figure 5.5

ROS Graph Node Hierarchy for Jackal with NATURE Stack
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5.4.1

Interior Room Tests

The first series of hardware tests with the NATURE stack began with a launch file previously
used for MAVS testing. MAVS components were then removed, and the topics were changed from
defaults to the topics published by the respective hardware ROS nodes. This was done so that
a direct comparison could be drawn between the output of equivalent launch parameters on the
two systems. In the test room, the floor was cleared aside from remnants of an electrical outlet.
The Jackal was placed in one corner of the room, facing the opposite corner with approximately
6 m of free space between the two corners. Each test in this room would use this location as the
origin. Waypoints were defined at 1 m intervals directly in front of the Jackal, up to 4 m which was
the limit of the tether. For the first launch of the NATURE stack, the LiDAR stitching parameter
was active from MAVS testing. LiDAR stitching applies previous LiDAR frames to the map with
respect to odometry updates. Due to the reliance on high accuracy odometry, inaccurate odometry
quickly becomes apparent as seen in Figure 5.6.
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Figure 5.6

LiDAR Stitching Error From Inaccurate Odometry

Small inaccuracies quickly led to the occupancy grid being filled with LiDAR data that was not
correctly overlapping. After the system was reset and stitching set to false, the vehicle was able to
move slightly. However, further corrections were needed since the local planner quickly extended
outside the room as seen in Figure 5.7. If all potential paths were calculated outside of the room,
the vehicle would not be able to find an optimal path. This lookahead value was shortened to 2 m,
and the vehicle could now better move around the space. It was still clear that there were odometry
errors, but the vehicle could autonomously reach the final waypoint inside the room. A single
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carrying case was then used as an obstacle placed 1.5 m directly in front of the Jackal. Several
trials involved the Jackal detecting the case at startup, turning to avoid the case, then turning back
and running into the case once the case was within blanking distance of the OS1. After several
iterations, the best configuration was found to be a 2.5 m local lookahead value, a wider waypoint
zone, and larger occupancy grid cells. The Jackal could navigate to the last waypoint with these
parameters, but it was very inconsistent. Not only was the odometry still noisy, but the system
was unstable and in certain attempts an instance of the state updater would die, requiring a reset.
Additionally, the blanking distance of a physical LiDAR is not as strict as the blanking distance
in simulation. Some trials performed better or worse because of this, depending on if the LiDAR
was detecting the obstacle at a given instance. Eventually, it was discovered that much of this
instability was contributed to a timing error in the system which was eventually corrected. While
this improvement was not found until after the initial tests, the room tests were repeated with the
carrying case obstacle and Jackal in similar positions. The corrected system avoided the obstacle
and reached the final waypoint in each of the five trials conducted. Three of these trials were
repeated in succession, which showed that the odometry drift was being better accounted for.
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Figure 5.7

Unmodified NATURE Path Generation Exceeding Bounds of Room

5.4.2

Interior Hallway Tests

Following the testing carried out in the lab room, the NATURE stack with the Jackal was
transitioned into the nearby hallway shown in Figure 5.8. While the hallway was narrower than the
room, the clear space in which the Jackal could traverse was much longer. At this point, the power
tether was still being used with the Jackal but could be extended several meters with an extension
cord to prove approximately 10 m of range. The main purpose of testing in the hallway was to
provide an emulation of the hallway obstacle avoidance tested in MAVS. In addition, a narrow
corridor provides insight into the ability of the OS1 to correctly detect walls near its blanking
distance. For the first series of tests, the Jackal was set in the center of the hallway near one end
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with no obstacles. The purpose of these tests was to see how much the odometry deviated over
longer distances and if the Jackal could make it to the final waypoint. After a series of waypoints
were defined in 1 m intervals up to 10 m away, the NATURE stack was run several times. These
tests were conducted while the timing error stated in section 5.4.1 was active, so there were some
instabilities in the system. While in a majority of the cases the Jackal made it to the final waypoint,
in others it swerved at 4 – 5 m into the wall. At this point, it was decided that the Jackal be briefly
tested outside in an area where blanking distance was less of a limiting factor to determine if space
was the issue.
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Figure 5.8

Tethered Jackal Testing in Hallway

5.4.3

Exterior Courtyard Tests

Outside of the testing building, there is a flat brick courtyard that provides approximately 15
m x 15 m of open space. Since the tether was replaced with the final mounting configuration, the
Jackal could freely travel in various environments under its own power. To determine if a more
spacious area would improve performance, a similar process to testing done in the room was carried
out. The Jackal was first set in one corner of the courtyard, facing the opposite corner. Waypoints
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were defined to 10 m, and the NATURE stack was run. In the first test, no obstacles were included,
and the Jackal successfully reached its destination. Then, the test was repeated except with the
carrying case placed at the halfway point of the path as seen in the Rviz data in Figure 5.9. The
Jackal was also able to navigate around the carrying case and reach the final waypoint in this case.
While the system performed well in these outdoor tests, the overall instability led to the belief that
there were further adjustments that needed to be made prior to more complex navigation being
successful.

Figure 5.9

Physical Jackal Navigating Simrall Courtyard with NATURE Stack

5.5

Hallway Tests with Improved Navigation
After discovering and correcting the timestamp error that was causing instability in the system,

further tests would be conducted in the hallway environment. Tests described in section 5.4.1 gave
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a good indication that the system could be immediately tested under more challenging conditions.
The hallway would have two large carrying cases placed on either side of the hallway as shown in
Figure 5.10.

Figure 5.10

Test Setup for Multiple Obstacles in Simrall Hallway

On the right side, the case that had been used for previous tests was placed roughly 2 m from
the Jackal and 1 m from the wall. This space would be suboptimal for the Jackal to pass through
but would provide a potential path to test. On the left side of the hallway, a larger case was placed
4 m away from the origin. While not an exact comparison, this arrangement mirrors the simulation
described in section 4.4.2. This real-world test was carried out three times, with two tests run
back-to-back to assess the system’s resistance to odometry drift. In each iteration, the vehicle
was able to avoid the obstacles and reach its destination 8 m away. A rviz output of the vehicle
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traveling between the two obstacles can be seen in Figure 5.11, with the resulting occupancy grid
at completion in Figure 5.12.

Figure 5.11

Rviz Visualization of Traversal of Obstacles in Hallway Using NATURE Stack with Physical
Jackal

80

Figure 5.12

Rviz Visualization of NATURE Stack Occupancy Grid from Goal Perspective

During the second run where the odometry had not been reset for a new trial, there was notable
jitter. The jittering was especially evident near obstacles, but the vehicle was still able to successfully
navigate without collisions. Compared to the equivalent MAVS simulation, the hardware was
noticeably less smooth in the path following. Additionally, the real-world OS1 required larger
occupancy grid cells to properly avoid obstacles getting too far into its blanking distance. Both
tests showed the Jackal following a very similar path and avoiding the gap between the first obstacle
and the wall. The lack of smooth pathing likely can be attributed to the inconsistency in blanking
distance on a real-world OS1 compared to simulation. In the simulation, the LiDAR model directly
culls all points within a certain radius. However, as shown in Figure 5.1, the real-world OS1
could occasionally detect points within the region defined as the blanking distance. This behavior
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would be expected if the OS1 detected an obstacle and then passed within this range where points
had inconsistent returns. MAVS produced perfect odometry, which made the simulated Jackal
much more capable of smooth pathing. This also allowed for the occupancy grid to be persistent
regardless of location, which the real-world Jackal did not have access to.

5.6

Jackal in Outdoor Environments
Since the Jackal is targeted to off-road applications and previous MAVS tests had been carried

out in simulated outdoor environments, data on outdoor performance was required. LiDAR sensors
are mostly unaffected by the transition from indoor to outdoor scenes due to light emission. The
main differences to consider would be uneven ground surfaces and sensor noise.

5.6.1

Data Collections

During the development of the Jackal vehicle, the CAVS backyard track was still undergoing
construction and was not in the position to properly test vehicles. However, it was still drivable
with the Jackal and much of the materials were already in place as seen in Figure 5.13. To provide
data for future algorithm development or use of the Jackal platform, three data collections were
conducted. Each data collection was structured similarly but took place in three different regions of
the backyard. Test locations were dictated by the longest straight path that paralleled the boundaries
of the area so a simple line of 1 m interval waypoints could be used. An example of one of these
test locations can be seen in Figure 5.14.
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Figure 5.13

CAVS Backyard From Above
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Figure 5.14

Example Data Collection Location in CAVS Backyard

For each test, the NATURE stack was launched on the vehicle with the command velocity
publisher removed. In the place of the velocity publisher, the teleoperation controller would be
used to control the Jackal. This was done so that the NATURE stack would be providing much of its
data as expected while relying on the more careful control a human operator can provide over holefilled terrain. In addition to the OS1 sensor node required to drive the NATURE stack, the Realsense
was also run. Since the Realsense did not directly contribute to the navigation it was captured
independently in the same rosbag as the other components. A camera component was considered
a necessity to add so that the location could be more easily identified visually. Without a camera
being captured, point cloud frames can easily blend together and lack identifiable distinctions. In
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addition, an additional sensor provides the capability to do sensor fusion on the data produced for
future works.

5.6.2

Outdoor Obstacle Avoidance

To test the ability of the Jackal to navigate using the NATURE stack in simple outdoor environments, scenarios were arranged that were previously represented in MAVS. The main point of this
testing was to see if the Jackal could detect and stay within the bounds of a corrugated pipe barrier.
Since there was a limited amount of leftover corrugated pipe that was accessible, a single length
was used with a concrete curb of similar height acting as the parallel barrier as seen in Figure 5.15.
The Jackal was then deployed with the NATURE stack much as it was in section 4.4.1.

Figure 5.15

Initial Test of Jackal with Parallel Barriers in CAVS Parking Lot with 2 m Path Spacing
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When the corrugated pipe and wall separation matched the distance tested in the simulation, the
pipe was not detected. After shifting the pipe to double the overall width to 4 m, the pipe still was
not detected. The testing region was concrete that was slightly slanted to provide drainage, which
may have contributed to this issue. However, even with the slope threshold for object detection set
as low as 0.08 m, the pipe was not detected. It is most likely that this was caused by the close range
and blanking distance. MAVS also uses an idealistic sensor model, which could be capable of
detecting objects at lower angles better than the real-world sensor. Even if the sensor did detect the
pipe the lack of accurate odometry would still prevent LiDAR stitching from being used. Though
the parallel barriers were not being detected, testing went ahead for obstacle avoidance using a
small box as seen in Figure 5.16. The box was positioned both vertically and horizontally in several
placements between the edges.
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Figure 5.16

Parallel Barriers in CAVS Parking Lot with Vertical Box Obstacle and Increased Path Width

In the vertical orientation, the box was avoiding five of the six attempts. The only failed attempt
was due to the wind moving the box into the Jackal. Of these six attempts, four were done without
resetting the system to test the effects of odometry drift. Minor drift positioned the vehicle closer
to the box on subsequent trials when attempting to avoid the box, but no collisions occurred. In
the second trial, the same procedure was followed but with the box horizontal instead of vertical.
The Jackal collided with the box three times, with the two successes being placements farther away
from the waypoint path. Since the box height was now lower than the Jackal, the system became
even more affected by the blanking distance. Each run showed the Jackal beginning to turn when
1 – 2 m away from the obstacle before turning back to the global path when the box was no longer
in detection range. The final trials involved the Jackal being placed in an open portion of the
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Backyard track and then navigating to a destination behind trees as seen in Figure 5.17. Unlike
previous tests, the ground was uneven clay with numerous potholes and debris. Additionally, the
entire area was on a slight incline. Five tests were again repeated with four being done without
resetting the odometry. The Jackal successfully navigated to the final waypoint each time with no
collisions, though it did begin to drift closer to obstacles as seen in previous tests.

Figure 5.17

Jackal Navigating Around Tree in CAVS Backyard Using NATURE Stack with Rviz
Visualization From Observer Laptop

5.7

Challenges
The initial challenge was using a physical Jackal with a sensor configuration that deviated from

what Clearpath supplied. While some difficulty was expected, it was not known how much of
the software on the Jackal was specifically tailored to fit the expected use cases. When setting up
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the OS1 through the ethernet ports on the Jackal, problems related to this became apparent. The
embedded computer that is on board the Jackal has two ethernet ports, which are bridged into a
single virtual connection by default so that if one fails the other can be used as if nothing happened.
This caused two issues: two ports could not be used at the same time and sensor hostnames could
not be resolved, which needs to occur for them to be addressable by the system. Since one ethernet
connection was needed for a laptop to SSH into the Jackal and the OS1 needed to be addressable,
only the SSH connection went through. Documentation was limited for this issue since it was on a
preconfigured system and Clearpath would not aid integration outside of their devices without a fee.
Eventually, a solution was found by modifying the low-level software that controlled the hardware
interfaces for the two ethernet ports. One port was set to a static connection for SSH connections,
and the other port was designated for use with the dynamic host configuration protocol (DHCP)
so that any ethernet-based sensor could be addressed. On top of this, the Jackal lacked critical
packages related to Linux networking and had somewhat esoteric packages that further interfered.
After network manager and Avahi were installed with ethernet profiles removed on wicd-curses,
everything worked as intended. Beyond integration, the only issue that became evident was the
noisy odometry on the Jackal. Real-world vehicles are expected to have odometry noise unlike
simulation and it was not major enough to impede basic operation. Though it was not immediately
evident, the lack of time-synched data was also a source of challenge throughout the first stages
of hardware tests. The NATURE stack parameter that enabled data registration for the OS1 point
cloud output allowed the vehicle to generate occupancy grids, but they were unreliable when paired
with vehicle odometry. Once the peer-to-peer time service was set up on the vehicle’s ethernet
ports per the Ouster configuration guide, the registration option could be set to false. While the
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vehicle now required an internet connection to sync the times correctly, the system was much more
stable.

5.8

Conclusions and Future Work
The Clearpath Jackal produced by this work is a platform shown to be capable of navigation

using the NATURE stack while also being suited for data collections and future integration work.
Limitations of the real world were expected, and due to noisy odometry and LiDAR blanking
distance, there were several challenges associated with navigating close-range environments with
the physical Jackal. Due to the small size of the vehicle, the blanking distance of the OS1 became
relatively high for applications that would require the use of a small-scale vehicle. Often, the Jackal
would correctly generate an optimal path and then immediately deviate to the shortest path once
the obstacle entered the OS1’s dead zone. This would frequently result in collisions with the edges
of obstacles. If the odometry was more accurate LiDAR stitching or persistent obstacles could
have been used to provide occupancy values for obstacles in the blanking distance. In practice,
expanding the occupancy grids around an obstacle provided a minor workaround to this issue.
However, in narrow environments such as indoors, this was less effective as potential paths became
blocked that would otherwise be traversable. The introduction of a second sensor to detect objects
within the blanking distance of the OS1 should provide a real-time solution without reliance on
odometry. Both 2D LiDARs and certain depth cameras, such as the one already integrated, can
provide point clouds that could work with the NATURE stack. Sensors such as the OS1 may
also consider mounting options that include a variable tilt or height adjustment. Different angles
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may provide improved short-range capabilities, at least for the front of the vehicle. It may also be
convenient to install a router for a wireless SSH connection in the future if a new mount is created.
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CHAPTER VI
CONCLUSIONS AND FUTURE WORK

To conclude, off-road autonomy is a task that requires many layers of development to produce
a functional system. By adding supplemental processes throughout the development pipeline such
as simulation and small-scale vehicles, system integration becomes more streamlined. In addition,
these components provide intermediate results in addition to a final system. Improved simulation,
navigation, and hardware all resulted from the work done. Documentation and code were also
produced at each stage, posing numerous directions for future work to go. The results of this work
show the potential of using MAVS simulations as a method to determine traversability parameters.
While this work was left incomplete, it laid the foundation for the use of MAVS to generate test
terrains for use with the NATURE autonomy stack and generated several scripts for future MAVS
developers. Small-scale vehicles were tested in a variety of scenarios with two different platforms.
The first platform, based on an RC car platform, provided insight into the construction of costeffective vehicles. Due to hardware failure, the lessons learned will provide some assistance with
a future platform of this form factor. Additionally, the challenges faced by the F1Tenth platform
made way for the use of a Clearpath Jackal as a more robust small-scale vehicle platform. The
Jackal was implemented and tested in a variety of MAVS simulations with the NATURE autonomy
stack. Several bugs related to small-scale and skid-steered vehicles were resolved during this

92

process. Real-world representations of objects were modeled and added to MAVS to provide
better comparisons between real-world and simulated environments. When the CAVS backyard
has been finalized these models and improvements will provide a head start in generating a digital
twin for testing. Finally, a physical Jackal was configured with a mounting system for an Ouster
OS1 LiDAR and an Intel Realsense D435i camera. The software on the vehicle was updated to
support both MAVS and the NATURE autonomy stack and these two sensors. Numerous future
projects may employ this platform such as research related to sensor mounting analysis, UAVUGV support system development, or any number of algorithms suited for on-road or off-road
navigation. Though the Jackal has some limitations in odometry accuracy and there are minor
issues that persist in software, these may also be improved through future development. In short,
the Jackal has shown that is a useful platform in both simulated and real-world environments for
testing algorithms without full-scale vehicle integration.
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