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1 Résumé
Afin d’interagir avec l’humain et son environnement, un robot de service doit pouvoir percevoir des informations visuelles et
sonores de la scène qu’il observe ou à laquelle il participe. Il doit notamment être capable de repérer des éléments saillants
dans les différents signaux captés : localisation spatiale dans une image ou temporelle dans un flux audio. L’aspect "datavore"
des méthodes dites d’apprentissage profond, et le coût considérable de l’annotation des données, militent pour l’utilisation de
méthodes semi-supervisées, capables d’une part d’extraire de l’information de manière supervisée, et d’autre part de prédire
l’organisation spatiale ou temporelle des événements présents dans le signal traité. Dans le domaine de la vision, ce concept
a été utilisé à plusieurs reprises pour effectuer de la localisation spatiale d’objet ou d’activité sur des images [1, 2, 3] à
partir des signaux 2D bruts (pixels). Au niveau audio, la tendance consistant à s’affranchir des représentations bas niveau
de type MFCC [4] a fait son apparition, permettant ainsi un traitement direct du signal audio brut [5, 6, 7, 8] et laissant aux
réseaux de neurones la tâche d’extraire les caractéristiques représentatives optimales des signaux traités. Dans cet article,
nous proposons un réseau convolutionnel, associé à un mécanisme d’attention, permettant l’exploitation du signal audio brut,
afin non seulement de classifier, mais aussi de localiser temporellement un événement sonore présent dans le flux traité, et ce
de manière semi-supervisé.
1.1 Etat de l’art
Plusieurs travaux ont proposé d’apprendre des réseaux de neurones à partir de sons bruts. Nous nous inspirons de Wavenet [5]
générant de la musique, de SampleCNN [7] classifiant de la musique ou EnvNet [8] classifiant des sons environnementaux
et proposons d’intégrer des mécanismes d’attention généralement utilisés en vision. Nous prenons exemple sur le "Global
Average Pooling" (GAP) [9] permettant d’inférer une localisation spatiale en mode semi-supervisé [1, 3], en effet, une
opération de moyennage couplée à un concept de ’Class Activation Mapping’ (CAM) permet aux auteurs de localiser une
classe d’objet ou d’activité dans une image et sur des "Gated Convolutional Layers" [10], aussi utilisées dans des contexte
audio [5], que nous considérons ici comme un mécanisme d’attention. A notre connaissance, la localisation semi-supervisée
de sons environnementaux par réseaux convolutionnels, centrale dans les travaux présentés ici, a été peu explorée.
2 Corpus audio utilisé
Le corpus ESC10 [11] conçu pour la détection d’événements sonores est composé de 10 classes correspondant à des sons
environnementaux enregistrés en intérieur ou en extérieur : chien, coq, vagues, pluie, feu de braise, horloge, hélicoptère,
tronçonneuse, bébé qui pleure et éternuement. Chaque classe est constituée de 40 enregistrements de 5 secondes. Comme
dans les travaux de [11], nous avons appris notre système sur la base d’une validation croisée réalisée sur 5 parties, en ayant
au préalable appliqué, à l’instar de [8], un prétraitement pour obtenir des enregistrements échantillonés à 16 Khz et codé
sur 16 bits. Pour évaluer notre capacité à localiser temporellement un événement sonore, nous générons aléatoirement une
base de test constituée de 1600 extraits de 8 secondes chacun. Chaque enregistrement comprend 8 secondes de signal tirés
aléatoirement d’un bruit d’ambiance provenant d’un restaurant 1 sur lequel sont ajoutés deux signaux sonores, de 2.5 secondes
chacun, aléatoirement sélectionné depuis la base de test ESC10 et aléatoirement positionnés en interdisant le recouvrement.
1. https://freesound.org/people/MrCream/sounds/78378/
FIGURE 1 – Envnet-Att-GAP, 2.5 sec en entrée.
3 Présentation de notre système
Notre système, présenté en Figure 1, est basé sur le réseau Envnet [8], auquel nous ajoutons des éléments propres à la
localisation semi-supervisée : deux systèmes d’attention, ainsi qu’un mécanisme naïf de localisation semi-supervisée.
Mécanisme d’attention sur les couches basses du réseau. Le premier mécanisme d’attention sous-jacent au réseau
consiste à introduire une contrainte multiplicative sur une couche convolutive d’Envnet (Figure 1). Cette contrainte est im-
plémentée en multipliant une couche standard du réseau original conv4 (dont les activations sont des fonctions d’activation
de type "ReLu") par une nouvelle couche conv4_att dont les activations sigmoïdales agissent comme des portes régulant le
signal du "Relu". Cette méthode, initiée d’abord sur des données image par [10] fut appliquée dans un contexte audio par [5].
Mécanisme d’attention sur les couches hautes du réseau. Le second mécanisme d’attention introduit dans notre réseau
ajoute une couche dite de "Global Average Pooling". Cette technique, proposée d’abord pour de la localisation spatiale, est
également appropriée pour de la localisation temporelle d’événements sonores dans le signal audio. De manière équivalente
à [3], la dernière couche convolutionelle d’Envnet, qui est convoluée dans le temps, est connectée à une nouvelle couche
de convolution contenant autant de neurones que de classes (10 neurones pour 10 classes avec ESC-10) puis passe par une
couche de "Global Average Pooling" et de "softmax" résultant en 10 prédictions. Le modèle final est noté Envnet-Att-GAP.
Localisation temporelle. Nous proposons une stratégie basée sur un ensemble d’heuristiques, afin d’extraire la localisation
des événements sonores présents dans un enregistrement sonores de plusieurs secondes depuis la couche de GAP :
1. Nous définissons un masque binaire d’activation (MBA) basé sur une valeur de seuil τ = 150% de l’activation
maximale des neurones du GAP (Fig. 2(b)) lorsque le signal audio d’entrée correspond à du silence. MBAi = 1 si
GAPi > s sinon 0
2. Ce masque binaire d’activation est filtré de telle sorte que les activations soient égales à 1 si elles sont voisines d’au
moins deux autres activations positives dans une fenêtre centrée de 10 activations, et à 0 sinon.
3. Enfin, la méthode CAM est utilisée sur chacune des fenêtres positives du masque binaire d’activation filtré pour
prédire quelle est la nature du son qui s’y trouve.
4 Résultats
Performance des mécanismes d’attention. Le corpus ESC-10 décrit en Sec. 2 est utilisé pour entraîner Envnet-Att-GAP
de manière supervisée. Nous utilisons les mêmes augmentations de données que dans les travaux de [8], modulo la du-
rée extraite par enregistrement, passant de 1.5 secondes à 2.5 secondes. Cette modification est motivé par l’insertion des
mécanismes d’attention.En évaluant notre taux d’erreur de la même manière que [8] nous observons que les modifications
introduites au travers d’Envet-Att-GAP ne dégradent pas les performances d’Envnet. En effet, Envnet-Att-Gap atteint un taux
d’erreur légèrement inférieur à Envnet nous faisant passer de 11.05% pour Envnet à 10.3 pour Envnet-Att-Gap%.
Performance du système de localisation. Le corpus généré aléatoirement décrit en Sec. 2 est utilisé pour évaluer les
performances de la méthode de localisation semi-supervisée présentée en Sec. 3. Qualitativement, nous observons dans la
Fig. 2(a) que le système est capable, malgré la présence du bruit de fond, de localiser les événements sonores sur lesquels
il a été entraîné. Le modèle a une précision de 78.89%, un ratio de faux negatifs de 10.97%, un ratio de vrais positifs de
44.80%, un ratio de faux positifs de 11.99%, et un ratio de vrais negatifs de 32.24%. La matrice de confusion en Fig. 2(c)
nous indique que le système arrive a discerner les sons et a les localiser. Nous constatons que les classes les plus difficiles à
prédire (éternuer et horloge ou tic-tac) sont celles contenant le plus de silence dans ESC.
FIGURE 2 – Localisation temporelle d’événements sonores : (a) son généré aléatoirement avec la méthode décrite en section 2
(en vert) et la prédiction faite par le système Envnet-Att-GAP (en orange), (b) activations des neurones par classe provenant
de la couche GAP, (c) matrice de confusion des 10 classes plus du ’silence’ à interpréter comme ’pas de classes’.
5 Conclusion
Le réseau proposé, Envnet-Att-GAP, est capable de classifier les événements sonores avec une efficacité comparable au
modèle original Envnet sur la base de données ESC-10. Nous avons montré qu’en plus de la classification, notre modification
du réseau nous permettait de localiser temporellement des événements sonores avec une précision élevée. Bien que suffisante
pour une preuve de concept, la base de données utilisée est assez limitée. Nous voyons donc plusieurs extensions possibles à ce
travail préliminaire. Afin de tester notre approche de manière plus systématique, nous prévoyons d’évaluer la reconnaissance
et la localisation en utilisant différents niveaux et sources de bruits, et d’augmenter la difficulté de la tache en appliquant
notre approche à la base de données ESC-50, contenant 50 classes d’événements sonores. Notre but à terme est de pouvoir
adapter cette méthode à des conditions réelles d’utilisation, et de pouvoir l’intégrer dans un scénario d’interaction entre un
robot et un être humain.
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