We propose a new method both for automatically creating non-uniform, context-dependent HMM topologies, and selecting the number of mixture components based on the Variational Bayesian (VB) approach. Although the Maximum Likelihood (ML) criterion is generally used to create HMM topologies, it has an over-fitting problem. Recently, to avoid this problem, the VB approach has been applied to create acoustic models for speech recognition. We introduce the VB approach to the Successive State Splitting (SSS) algorithm, which can create both contextual and temporal variations for HMMs. Experimental results indicate that the proposed method can automatically create a more efficient model than the original method. We evaluated a method to increase the number of mixture components by using the VB approach and considering temporal structures. The VB approach obtained almost the same performance as the smaller number of mixture components in comparison with that obtained by using ML-based methods.
Introduction
To create acoustic models, phonetic decision tree clustering [1] is widely used as a method of generating tied-state structures. It can generate contextual variations. The Maximum Likelihood (ML) criterion is used to choose the phonetic question with which each state is split; however, owing to the nature of ML estimation, the ML criterion often results in a model that over-fits the training data. Because the likelihood value for training data increases as the number of parameters increases, it is impossible to find the best model by using the ML criterion only. Methods based on the ML criterion require heuristic stop criteria, such as the total number of states.
The Successive State Splitting (SSS) algorithm has been proposed to create both contextual and temporal variations [2] , and it can generate speaker-dependent models. It has also been expanded to the Maximum Likelihood SSS (ML-SSS) algorithm to be applied to the generation of speaker-independent models by data-driven clustering with contextual information [3] . These SSS algorithms have the same problem as the phonetic decision tree clustering because they too are based on the ML criterion. To solve this problem, information criteria such as the Minimum Description Length (MDL) criterion and the Bayesian Information Criterion (BIC) have been introduced as splitting and stop criteria for creating context-dependent Hidden Markov Models (HMM). There are also some methods using phonetic decision tree clustering [4] , or the Successive State Splitting (SSS) algorithm [5] . These methods continue to split states as the information criteria are improved.
Although they work well in practical terms, conventional information criteria require some assumptions, e.g., asymptotic normality, and they cannot exactly evaluate complicated models like neural networks, or HMMs, which cannot satisfy such assumptions. These information criteria were derived by using asymptotic normality of maximum likelihood estimate. We assume that p(x|w) is a model, x is training data, and w is a model parameter. We also assume that a maximum likelihood estimate exists and converges to w 0 . When n samples are given and n → ∞, random variable, √ n(w − w 0 ), converges to a normal distribution, for which the mean is 0, and a covariance matrix is I(w 0 ) −1 , where I(w 0 ) is the Fisher Information matrix. This is referred to as the asymptotic normality. It is necessary that a model is statistically regular. Moreover, this model should satisfy the following conditions: log p(x|w) is differentiable three times w.r.t. w. The Fisher Information matrix I(w) can be defined and should be a positive definite matrix. Some complicated models, e.g., HMMs and neural networks, are not statistical regular models, and they cannot have asymptotic normality. Therefore, information criteria cannot evaluate HMMs theoretically.
In the field of machine learning, the Variational Bayesian (VB) method was proposed to avoid over-fitting by ML estimation [6] . Furthermore, a method to obtain the optimal model structure by the VB framework was proposed in order to avoid the local optimal problem for a mixture-ofexperts model [7] .
Recently, some methods including the VB approach have been proposed for speech recognition. Decision tree clustering with the VB method was proposed [8] , and Variational Bayesian GMMs were applied to speech recognition [9] . Latent variables are the key points in the VB framework. Although a VB general framework for speech recognition was proposed in [8] , their method of making HMM structures does not require latent variables because the alignments of states are given. In [9] , their models do not consider any temporal structures.
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We propose an automatic topology creation method using the SSS algorithm with the Variational Bayesian method, which we call the VB-SSS algorithm, to estimate topologies more exactly. The SSS algorithm can create contextual and temporal variations. In contrast, decision tree clustering can only create contextual variations. In [8] , they describe the general parameter estimation of HMMs based on the VB approach and the topology estimation by treeclustering based on the VB approach. In the decision tree clustering, the number of states per triphone must be decided before clustering, and it is never changed after clustering. That method divides utterances into state segments and never changes state boundaries to avoid considering temporal variations. Therefore, in the decision tree clustering, the number of states per triphone is considered as one of the problems with initial models. However, the SSS-based algorithm can consider both contextual and temporal variations. It can create a triphone with a different number of states from the other triphones according to training data. Therefore, our proposed method, the SSS algorithm based on the VB approach, has a higher number of degrees of freedom than that of the decision tree clustering. Furthermore, latent variables should be employed in the SSS algorithm because the alignments of phonemes are fixed but those of states are not. Therefore, the occupancy probabilities of training samples should be considered by using latent variables to introduce the VB method into the SSS algorithm.
We also evaluate a method for increasing the number of mixture components by using the VB approach, based on a topology obtained by the VB-SSS algorithm. In [8] , Watanabe et al. evaluated two methods for constructing Gaussian mixture models. One sets the same number of Gaussians per state for all states, and selects an appropriate model by a VB objective function. The other determines the number of Gaussians for each state by splitting and merging Gaussians in each state with the objective function. In [9] , Valente and Wellekens produced GMMs by decreasing the number of mixture components in each phoneme. Since the VB-SSS algorithm generates HMM structures with temporal structures, our proposed methods consider temporal structures to make mixture models by splitting Gaussians with the VB approach.
In Sect. 2, we present the VB-SSS algorithm, and in Sect. 3 explain a method for increasing the mixture components. In Sect. 4, we evaluate the performance of our proposed methods with experiments. Finally, we provide our conclusion in Sect. 5.
Variational Bayesian Approach for SSS Algorithm

Overview of VB-SSS
Our proposed method is based on the ML-SSS algorithm [3] . The ML-SSS algorithm assumes that each state has a single Gaussian distribution, and that each category can be represented by one Gaussian distribution when splitting is performed. This algorithm also assumes that suboptimal models can be obtained by increasing the number of mixture components after this topology training even if such models are not optimal for the number of parameters. Therefore, our proposed method, the VB-SSS algorithm, also uses only a single Gaussian model, and after this algorithm, there is a need for a method to increase the number of mixture components. Figure 1 shows the flow of the VB-SSS algorithm. This section briefly explains the VB-SSS algorithm. First, the topology of an initial model is set and its parameters are estimated. Second, the prior parameters for each state are set, after which the posterior parameters for each state are estimated, and the VB objective function, F m , (see [6] for details) is calculated as the baseline energy.
After that, each type of splitting is performed in the same manner as with the ML-SSS algorithm. For each splitting, after two new states are created, the posterior parameters are estimated, and the energy gains of both the contextual splitting and the temporal splitting are calculated. Next, the state splitting with the maximum energy gain is selected. If there is no state that can increase its energy, the splitting is stopped. Furthermore, when F m decreases or converges, the splitting is stopped. Otherwise, the parameters of HMMs are estimated, and these procedures are repeated. In this paper, all of the posterior parameters are estimated by using all of the data for each test splitting.
Contextual and Temporal Splitting
The probability density of the HMM Θ, which has N s states with one Gaussian distribution and N a transitions for each state for both contextual and temporal splitting, is 
where is a transition probability. We use a diagonal matrix as the covariance matrix. The maximum of N a is N s , and N a in this paper can be replaced by N s . However, this splitting algorithm can use N a = 2 only. The probability for the complete data set to which the latent variables are introduced is
where
is the set of latent variables. The objective function F m is defined as a lower bound of a marginal likelihood over all random quantities with a fixed structure m [6] :
where q() stands for a variational posterior probability, which approximates a true posterior probability; q() becomes the closest distribution to its true posterior probability when F m is maximized. An iterative procedure to find the optimal variational posteriors is defined by the partial derivative of F m w.r.t. each q(). It is referred to as the Variational Bayesian EM Steps. When the ith state with the HMM parameter Θ i is split into the i 1 th state and the i 2 th state, and the parameterΘ i is estimated for the current splitting, the splitting criterion can be represented by using the objective function F m as follows,
where n is the iteration number.
Priors
We assume that the probability of parameters can be factorized as follows.
We also assume that the prior of a = {a i j }
j=1 a i j = 1 is a Dirichlet distribution, and that the prior of {µ,
where D is the order of parameters, µ ik and σ ik are the kth elements of µ i and Σ i , respectively, N() denotes the Gaussian distribution, G() represents the Gamma distribution, and φ 0 , ν 0k , ξ 0 , η 0 , and b 0k are prior parameters. The definition of the Gamma distribution is G(s; η, λ) = λ η Γ(η) s η−1 exp(−λs), where Γ() is the Gamma function.
Posteriors
We also assume that the posterior probability of parameters can be factorized as follows.
The posterior probability can be derived from the Variational Bayesian EM algorithm [6] .
Here,
The variational posterior probability of latent variables is also derived in the same manner as the unknown parameters; F m can be derived from these priors and posteriors. The variational posterior probability of latent variables isz
where Ψ(x) = ∂ ln Γ(x)/∂x is the digamma function.
Objective Function
Hereafter
The variational Bayesian objective function is
A brief derivation is provided in Appendix.
Increasing Mixture Components Based on the VB Approach
Splitting Mixture Method
After topologies are obtained by the VB-SSS algorithm, the number of mixture components is increased by the following algorithm based on the VB approach. We define the splitting mixture method as follows. 
m is a negative number. Otherwise, n = n + 1, and go to 3a.
This algorithm splits each mixture component to two distributions, as in Fig. 2 . In this algorithm, the number of mixture components is estimated for each phoneme. It obtains more suitable models than models with the same number of mixture components for all phonemes.
We also evaluated the other algorithm that increased one distribution for each state at a time. However, this algorithm performed a slightly worse than the above algorithm in preliminary experiments.
VB Approach for Increasing Mixture Components
In [8] and [9] , the authors estimated the number of mixture components for each state because their methods are the same as those used for GMMs. On the other hand, the VB-SSS algorithm estimates model structures by considering the transition probabilities using the forward-backward algorithm. Therefore, our proposed method estimates the number of mixture components with the forward-backward algorithm for phoneme periods.
Gaussian mixture HMMs can be represented as follows.
where s t denotes the state index at time t,
k=1 is a set of mixture weights for state i, µ s t is a mean vector, and Σ s t is a covariance matrix. In addition, r t is an arc index at time t,
j=1 is a set of transition probabilities. The priors and posteriors for transition probabilities, mean vectors, and precision matrices can be defined just as those of the VB-SSS algorithm. For transition probabilities,
and for mean vectors and precision matrices,
For mixture weights, a Dirichlet distribution can be used.
where ρ 0 is a prior parameter. The posterior probabilities for these probabilities and the VB objective function, including mixture components, can be derived in the same manner as these in the VB-SSS algorithm.
For recognition, predictive posterior probability is used for the Bayesian approach.
Here, x = {x 1 , . . . , x T } is a set of test data, and m represents a structure indicator, that is, the number of states, transitions, and mixture components in this work. The true posterior probability p(Θ i j |m, O) is approximated by the variational posterior probability
Here, " " represents a transpose.
Experiments
Experimental Conditions
In this section, we evaluated our proposed method by both segmented phoneme recognition and conventional continuous speech recognition. Segmented phoneme recognition is the classification test for segments that are divided into phonemes in order to evaluate each phoneme model's performance. We compared our proposed method, the VB-SSS, to the ML-SSS and the MDL-SSS algorithms. For the ML-SSS, two models with different maximum state lengths, 3 or 4, were created. These two models are the baseline models. For the acoustic training set, we used Japanese dialog speech from the ATR travel arrangement task (TRA) database [10] uttered by 166 males. The total length of speech was 2.1 hours. The MDL criterion is not suitable for such a small database, but the VB approach is applicable theoretically; the VB-SSS still requires more computation. Therefore, in this work, we used this small amount of training data for the experiments, in this paper.
For testing, we used dialog speech that includes 213 sentences from the TRA database uttered by a different set of 17 males. For topology training, we employed the VB approach only for the splitting and stopping criteria. Multi-class composite bigram models [11] were used, and the vocabulary size was 5,000. The sampling frequency was 16 kHz, the frame length was 20 ms, and the frame shift was 10 ms. We used 12-order MFCC, ∆MFCC, and ∆ log power as feature parameters. In addition, cepstrum mean subtraction was applied to each utterance. We used 26 kinds of phonemes and one silence. Three states were used as the initial model for each phoneme, and one Gaussian distribution for each state was used during topology training. A silence model with three states was built separately from the phoneme models, and to increase the number of mixture components with the VB approach, the number of Gaussians for the silence model was determined by employing the VB approach. In these experiments, we used φ 0 = 1.0, ξ 0 = 1.0, η 0 = 2.0 for the prior parameters of the VB-SSS. ν 0k and b 0k were set from the element values of the mean vectors and the covariance matrices.
Evaluation for Topology Training
Figures 3 and 4 show the average phoneme recognition rates for vowels and consonants, respectively. The "phoneme recognition rate" means the rate of correctly classified segments in a phoneme. It includes the results by the ML-SSS with a maximum state length of 3 or 4, by the MDL-SSS, and by the VB-SSS. To compare topologies generated by these methods, we assigned a single Gaussian distribution for each state. The VB-SSS obtained better performance for vowels and a slightly worse one than the ML-SSS with a maximum state length = 3 for consonants. In addition, the topology created by the MDL-SSS is too small to obtain performance comparable with the other methods because the MDL criterion generally does not work for a small amount of training data. Our work on the MDL-SSS [5] shows that the MDL-SSS can automatically obtain almost the same performance as the ML-SSS; however, the total amount of training data in this paper is much smaller than that in the Ref. [5] . Checking the results in detail, the VB-SSS obtained better results for many phonemes than did the ML-SSS, though the VB-SSS obtained worse results for a few consonants, especially, /f/. The reason is under investigation. Figure 5 shows the results by using the single Gaussian models. The performance of the MDL-SSS was again worse than the baseline, ML-SSS, due to the small amount of training data. On the other hand, with about 60% of the ML-SSS states, the VB-SSS achieved a comparable recognition rate.
Next, we analyzed the dependencies of the prior hyperparameters. Table 1 shows word accuracy rates and the number of states of several prior parameters for the 5k-CSR task, with the trend of results for segmented phoneme recognition being almost the same. The fluctuation of performance is small when φ 0 is changed under almost the optimal values, ξ 0 = 1.0 and η 0 = 2.0. Also, φ 0 is a hyperparameter of transition probabilities. Because transition probabilities do not have much effect on recognition performance, the influence of φ 0 is smaller than the other parameters. Although   Fig. 5 Word accuracy rates by single Gaussian models.
we also evaluated models with η 0 = 20, the parameters of posteriors could not be obtained in some phonemes because the parameters diverged and no model could be obtained. Consequently, nearly optimal values of ξ 0 and η 0 are limited to a certain range of vales. The posteriors of these prior parameters, ξ 0 , η 0 , φ 0 , are updated as they are shown after Eqs. (7), or (8) , like ξ i = ξ 0 +N i . Each of these posteriors is dependent on the number of samples belonging to each class, and the larger the number of samples, the smaller the influence of these prior parameters.
Additionally, we also evaluated our method by using the smaller amount of training data. Thirty minutes of utterances were extracted from the same training data used in the previous experiments. In these experiments, we used C c = 2, C t = 20 for the MDL-SSS, and φ 0 = 1.0, ξ 0 = 1.0, η 0 = 2.0 for the prior parameters of the VB-SSS. Table 2 shows word accuracy rates for thirty minutes of training data. These results were obtained by single Gaussian models. The VB-SSS can automatically obtain almost the same performance with smaller parameters than that of the ML-SSS, indicating that the VB approach works well even for smaller databases. Figure 6 shows the results by using the splitting mixture method. Furthermore, Table 3 shows the average number of mixture components, the total number of mixture components, and word accuracy rate for the best model of the baseline and the models by using the VB approach with several values of the prior parameter, ρ 0 . Predictive posterior probabilities defined by Eq. (13) are used for decoding by Bayesian approach, showing that the VB approach obtained almost the same performance with a 15%-smaller number of Gaussians than that obtained by using the ML based method. These results indicate that recognition per- formance is dependent on ρ 0 . This posterior parameter is updated by ρ ik = ρ 0 +N ik . As we explained about the other prior parameters like ξ 0 , the effectiveness of ρ 0 is dependent on the number of samples,N ik ; the larger the number of samples, the smaller the effect. Furthermore, the amount of training data in these experiments is too small for use as conventional training data. In addition, we evaluated four combinations of topology training methods and decoding methods to examine combinations of the VB-based topology training, the VB mixture splitting, and the decoding by the Bayesian approach. This experiment can show that criteria both for topology training and mixture selection should be consistent.
Evaluation of Mixture Splitting
For topology training, we can select either the ML-SSS or the VB-SSS, while for mixture selection, we can use the ML-based manual selection or the VB-based method. The decoding method is dependent on the parameter estimation method, and for ML-based manual selection, it is the usual ML-based decoding (ML decoding) method. For models trained by VB-based mixture selection, predictive posterior probabilities are used for decoding. This is called "PPP decoding" for short in this section. Therefore, there are four combinations as listed below.
1. ML-SSS + manual mixture selection + ML decoding 2. VB-SSS + VB mixture selection + PPP decoding 3. ML-SSS + VB mixture selection + PPP decoding 4. VB-SSS + manual mixture selection + ML decoding
In both methods 1. and 2., the criteria for both topology training and mixture selection are the same, and their results are the same as those in Fig. 6 and Table 3 . Figure 7 shows word accuracy rates achieved by these four combinations. The VB approach both for topology training and mixture selection gave the best result among these combined methods.
Conclusion
We proposed using the Variational Bayesian approach to automatically create non-uniform, context-dependent HMM topologies. We introduced the VB approach to the SSS algorithm to create contextual and temporal variations for HMMs and then defined posterior probability densities and the VB free energy as split and stop criteria. We evaluated the proposed method for word-based continuous speech recognition. The VB-SSS automatically achieved comparable performance with about 60% of states generated by the ML-SSS. Furthermore, we evaluated a method for increasing the number of mixture components, employing the VB approach. Experimental results indicated that the VB approach could obtain almost the same performance with a 15%-smaller number of Gaussians than that obtained by using the ML-based method.
We evaluated performance for combinations of several values of prior parameters and found the almost optimal value or range for each parameter. Theoretically, their effectiveness is dependent on the number of samples, and the obtained suboptimal values can be applied to other tasks. However, there are still some rooms for improving prior parameters.
The ML-SSS [3] cannot use Gaussian mixture HMMs, and is difficult to extend the production of mixture models. In [12] , Kato et al. proposed a decision tree clustering for Gaussian mixture HMMs. It can deal with Gaussian mixture HMMs during topology training, but the number of mixture components and the number of states for each allophone model are fixed. For future work, we would like to develop a method to optimize the number of states for a whole model, the number of states for each allophone model, and the number of mixture components for each state, simultaneously.
Appendix: Objective Function
The objective function can be written from Eq. (11) as follows. ), F 342 (µ i , Σ i ), and F 343 (Σ i ) are the terms related to the transition probabilities, both the mean vector and the covariance matrix, and the covariance matrix, respectively.
The first term and the second term can be calculated as follows.
The distribution of parameters is factorized as
. Therefore, the third term is
and the fourth term is
The first term with the state i related to transition probabilities is as follows. The second term in the left side of Eq. (A· 3) is The energy related to both mean vectors and covariance matrices is
. (A· 10)
The third term in the left side of Eq. (A· 3) is The energy related to only covariance matrices is
