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ABSTRACT 
A new method which is based on two transformations, called the HMDR and the 
FMDR transformation, is presented for solving the generalized eigensystem Ax = X&c, 
where A, B are real square matrices. To overcome difficulties arising in the presence 
of infinite eigenvalues with high-order Jordan block, we introduce a new procedure 
which could be used as “preprocessing” to deflate the infinite eigenvalue. This 
method initially reduces B to a diagonal matrix with nonnegative entries and deflates 
the infinite eigenvalues if necessary. Maintaining the diagonal form of the right-hand- 
side matrix, A - XB is first reduced to Hessenberg diagonal form and then in an 
iterative part to quasitriangular diagonal form. In computational work it shows higher 
efficiency than the QZ algorithm, and in stability it is analogous to the MDR 
algorithm. Our method is closely related to the QR algorithm in essence. 
1. INTRODUCTION 
For the solution of the generalized eigenvalue problem 
Ax = ABx U.1) 
where A, B E Rnx”, the QZ, LZ, and AB algorithms [8, 6, 71 are weII 
known. For the frequently applied QZ or LZ algorithm two matrix se- 
quences starting with A, = A and B, = B are established by 
Ai+l= K,A,Z,, Bisl = K,B,Z,, 
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where A,+i and Bi+i are upper Hessenberg and triangular matrices, respec- 
tively. Similarly, the AB algorithm constructs the sequences Ai+ i and Ri+ r 
as follows: 
AiBi+l = BiA,+l 
where 
- ‘i+l 
[ I Ai+1 are a basis of the null space of the matrix [ Ai1 Bi]. Under 
suitable conditions all the sequences Ai tend to upper triangular forms as i 
tends to infinity. These algorithms are known to be stable even for singular or 
nearly singular B, but the common disadvantage is that B is in full triangular 
form rather than diagonal. For real symmetric matrices A and B there are 
two methods [2, 1, 31 based on algorithms HR and MDR. They both take 
advantage of the symmetric structure and preserve B in diagonal form. But 
they need the additional assumptions that B is nonsingular and positive 
semidefinite, respectively. 
Similar to the method proposed in [3], we can reduce A to quasitriangular 
form while preserving B in diagonal form for arbitrary A, B E 08 n Xn. From 
[3] and this paper, it will be obvious how MDR transformations can be 
applied to (1.1). Since the sensitivity of an eigenvalue to perturbation in A 
and B can be changed significantly if a transformation with a condition 
number much larger than 1 is applied [ll], the MDR transformation matrix is 
chosen to minimize the ]I 11s condition number. Here we will introduce two 
new transformations, Householder MDR (HMDR) and fast MDR (FMDR), 
which can play the role of the MDR transformation with almost the same 
condition numbers but need less computational work. With them, we find the 
solution of the eigensystem (1.1) by constructing two matrix sequences 
Ai+i= MFAiMi, Bi+l= M’B,M,, starting with A,= A and B,,= B, such 
that Ai+i - ABi+l always has Hessenberg diagonal form. Under suitable 
conditions A i + 1 tends to quasitriangular form as i tends to infinity. Since it 
deflates the infinite eigenvalues initially and treats A and B in the same 
manner as the QZ or LZ algorithm does, this method also has the advantage 
that the singular or nearly singular B does not significantly affect the 
computation of the well-conditioned small eigenvalues. 
In Section 2, three basic transformations MDR, HMDR, and FMDR are 
described and the relations of their condition numbers are discussed. Section 
3 considers the practical implementation, including the reduction of A - XB 
to Hessenberg diagonal form, deflation of the infinite eigenvalues containing 
high-order Jordan blocks, and determination of the type of eigenvalue shift 
(single or double shift) are described. Section 4 gives some examples and 
comparisons with the QZ algorithm, as well as a discussion of the numerical 
stability. 
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Throughout this paper we denote the real numbers by Iw and the positive 
integers by N. Unless otherwise mentioned explicitly, uppercase A, B, . . . 
represent real square matrices. AT denotes the transpose of A, and AH the 
conjugate transpose of A, when A is complex. D = diag(d,, d,, . . . , d,) is a 
diagonal matrix, I, is the unit matrix of dimension n, and ei is the ith 
column of I,. In addition, (e, .) denotes the Euclidean inner product and 
cond,(A) := IIAl1211A-‘lla~ 
2. INITIAL REDUCTION AND BASIC TRANSFORMATIONS 
Before applying the basic transformations to the pencil A - XB, B must 
be reduced to a positive semidefinite diagonal matrix D = diag(d,, . . . , d,). 
Therefore, a stable reduction process is required, and the following process is 
qualified. There exists an orthogonal matrix Q and a permutation 7~ such that 
,rrBQT= R, (2.1) 
where R is an upper triangular matrix [5], the entries rtj of R satisfy 
Iriil>lrjil (jT1>“*> i - l), and ]rii] are in increasing order. Then, using 
Gaussian elimination R can be reduced to D = diag( d,, . . . , d,) in a relatively 
stable way [ 121, where d, > d,_ 1 > . . . > d 1 >, 0. Therefore, the standard 
form can be considered as 
Ax = XDX. (2.2) 
We now consider the basic MDR, HMDR, and FMDR transformations. 
Without loss of generality, there transformations can be considered in a 
twodimensional plane, since the annihilation of the element aji of A is 
essentially a two-dimensional problem. 
Let 
s [I t # 0, dl 0 a= t ’ D= o [ 1 d 20, 2 
d,s 
b= dt > 
[ 1 1 
and M be a nonsingular matrix such that 
MTDM= “d 
[ 1 ,” , 2 (2.3) 
172 D. C. DZENG AND W. W. LIN 
The general form of MT can be written as 
4.~/ll~ll, ~l~/ll~ll2 
- t/lbllz I ~/lbllz ’ 
(2.4) 
where k, and k, are nonzero scalars [3]. In the following we consider three 
special choices of MT. 
MDR Basic Transformation 
This basic transformation is described in [3], and some results are quoted 
below. 
We choose k,=k,=l. Then 
(by 4 
‘l= d,d, ,lbl,; ) 
(W 
c2=x’ 
min(d,,d,) < cl < max(d,, d2) for ZE {I,2}, 
and 
where 
st(d, - d2) 
1y = llbl1211412 
-c 1. 
(2.5) 
This choice of M is known to attain the minimum of cond,( .) [4]. 
HMDR Basic Transform&ion 
Here we choose MT to be of the special form 
The product MT times a vector then only needs three multiplications, instead 
of four in the MDR basic transformation. There is still one free parameter 
among U, z), and LX It would be desirable to make MT satisfy the following 
four requirements: (1) cond,( MT) is as small as possible; (2) the Frobenius 
norms of MT and MpT are not too large; (3) the inequality min(d,, d,) < cr 
< max(d,, da) is satisfied for I = 1,2; (4) U, 0, and (Y can be computed 
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easily. But these cannot be achieved simultaneously. We suggest the follow- 
ing choice: 
Let 2) = - sgn(.$)/JX, and denote s/t and d,/d, by 4 and 17, 
respectively. Then k, and k, in (2.4) are given by 
k, = - sgn(s), (2.6) 
and (Y and u by 
1 
av=l-to and u=p 
l-C+’ (2.7) 
For the simplification of the proofs below, the cases with s = 0 or d, = 0, 
which lead to a simpler form of MT, are omitted. 
THEOREM 2.1. Zf 
then min(d,, d,) < cl, c2 < max(d r, d,) and c2 is the same as that of the 
MDR (see (2.5)) 
Proof. 
(1) For cl: From (2.7), we have 
(Y= -[-sgn([)Js. 
Hence, 
&Y<O and (~~+2~(~-1=0. 
by the definition, 
(2.8) 
c1 = d,(l - u)~+ d,(m)‘= d,d, 
(d, - d&J2 
(d,<2cx2+d12). 
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From (2.8) we get therefore 
(2.8)’ shows that the coefficients of d 1 and d 2 are nonnegative and add up to 
1. Thus 
min{d,,d,} dc,<max{d,,d,}. 
(2) For c2: That cz is the same as that of the MDR follows from the fact 
that k, = - sgn(s). n 
THEOREM 2.2. If 
then 
(ii) R = 
cond 2( M ) c$HMDR 
cond 2( M ) of MDR 
<a. 
Proof. (i): Let 
f(5 11)= (m%Q)J1+ =Ik I 
(1+ lSvl,( i= + 151) 1 . 
With x = \il+ t2 + 151 and y = l[ql, we get 
and for 4 # 0 and l[qj > 1 the new variables x and y satisfy 
x>l and y&l. 
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Because 
af^ l/g -= 
dx (1+ 4 
>o forallx>landally>l. 
A., y ) is strictly monotone increasing for every fixed y > 1 and 
lim f?(x,y)= $,l. 
x+00 J--- 
Therefore 
SUPf(TY) = sup 
J- 
A+1 =a 
x2-1 
y>l 
y>l y 
and 
J1+y2 1 
inf {(x,y)= inf p=- 
X>l 
y>l 
y>l 1+y fi’ 
(ii): From (i) we find 
cond2(K) =cond,(diag(k,,l)) ffi. 
Moreover, M&,,, = KM&,,, and therefore 
R<cond,(K)g&. 
The assumption j[nl z 1 is not restrictive. This can always be achieved by 
a permutation. Now we write down MT explicitly and classify it into four 
cases. 
Case 1: s=O. Then 
tl= -1, (r= -1, u=l. 
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Case 2: s # 0, d, = 0 = d, (17 = 1). Then 
Case 3: s#O, d,=O, d,+O. Then 
v= -w(t)d-&, a= -sgn(t)J1+2-5, u = 0. 
Case 4: s # 0, d, f 0. If 15~~1 < 1, a preparatory permutation is ap- 
plied. Then 
To show the behavior of HMDR transformation and compare it with 
MDR, two examples are quoted from [3]. 
EXAMPLE 2.1. 
(1) Let 
u=[;], D= [(: l;20]. 
MDR: Cl = 10-20, c2 = 0.9, k = 3, cond,(M) = 1.387426. 
HMDR: By permutation we have 
Then 
v=-&> (Y= -m-3, u- 0 
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implies 
c1 = 10-m, c,=O.9, k=3, cond 2( M ) = 1.387426. 
(2) Let 
a=[loJ, D=l’;” y], 
MDR: Cl = c, = 2 x lOma, k = 2 X 10e4, conddM) = 104. 
HMDR: cl = c2 = 2 x 10e8, k = 10e4, cond2(M) = 104. 
Numerical experience shows that the upper bound $‘% is very conserva- 
tive, and this implies that HMDR can replace MDR well. 
Motivated by fast Givens rotation, we find two variants of fast MDR. 
They are obtained by normalizing each row of MT to have an element whose 
magnitude is 1. 
FMDR Basic Transformation 
Variant 1. szo, 0!= -.$, p=<q, 
MTDM= 
d,(1+r) 0 
0 1 d,(l+r) ’ 
where r = t2v. 
Variant 2. s # 0, a = l/tq, j3 = - l/t, 
MT= ; ; . [ 1 
Then 
MTDM= 
d,(l-tr) 0 
0 1 d,(l+r) ’ 
where r = 1/t2q. 
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By the following theorem, we will have the criterion under which the 
MDR can be replaced by the FMDR without significantly affecting the 
stability. 
THEOREM 2.3. Zf 
(2.9a) 
(2.9b) 
then for variant 1 and variant 2, respectively, 
R= 
cond s( M ) of FMDR 
cond a( M ) of MDR 
Qfi and r<l. 
Proof. This proof is similar to that of Theorem 2.2 and is omitted. n 
EXAMPLE 2.2. 
(1) a and D are same as Example 2.1(l). We get 
1O-m 
t=;, 77 = 10-20 r=- 
9 
and 
q=10-y c,-1, k=3, cond,( M) = 1.393487. 
(2) a and D are same as in Example 2.1(2). We get 
5 = 10-4, Tj = 108, 
variant 1: cond,( M) = 108/2, 
variant 2: cond,( M) = lOs/2. 
The second example shows that the stability may deteriorate severely if 
the condition (2.9) is not satisfied. 
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REMARK. 
(1) The HMDR and (F)MDR transformations lead to Householder and 
(fast) Givens transformations, respectively, when d, is equal to d,. 
(2) All the results in this section also hold for complex matrices A and B 
if the conjugate transpose matrix replaces the transpose matrix and the 
following special values are chosen. 
For MDR: 
K&R = 
[ 
4?~/ll42 4vll~ll2 
- t/k42 1 ~/II42 ’ 
where b = (d,s, d,t). 
For HMDR: 
u= -45) /& 
where [ = s/t and sgn([) = ,$/I.$!. This choice leads to the results 
k = sgn(8) /S( G-E + III) 
1 
1+ lh( Gz + 151) 
and 
k,= -sgn(s). 
(3) Numerical experience shows that the ratios R of HMDR and FMDR 
for most cases are very close to unity. 
3. REMARK ON DEFLATION AND PRACTICAL IMPLEMENTATION 
Considering the standard form (2.2), the factorizations, algorithms, and 
convergence associated with HMDR and FMDR are same as for MDR and 
have been described in detail in Sections 3 and 4 of [3]. It is still worthwhile 
to note that the convergence theorem is not valid for FMDR, since the 
diagonal matrices are not bounded any more. Even with this defect in 
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theoretical analysis, the FMDR used together with the shift of origin can 
perform well in most practical numerical cases under the condition (2.9). 
For the deflation of the infinite eigenvalues, it is suggested in [3] to 
perform one step of the (H,F)MDR algorithm to deflate the infinite eigenval- 
ues with linear divisors. But this technique is not valid for the infinite 
eigenvalues containing higher-order Jordan blocks unless more information 
about the structure of the infinite eigenvalues is added. The following 
theorem gives an algorithm to overcome this difficulty. 
THEORJIM 3.1. Let A - AB be a regular pencil, with 
A= 
All Al, H-l and B= A,, A22 
d, 
dr 
d r+l 
dn 
where All~RrX’, d,=d,= ... = d, = 0, d, > 0 for i > T, and all the 
elements of the first column of A,, are zero except fm the first one. Then: 
(i) ifA,,=O, th ere exist permutation matrices P and Q such that 
and 
pAQ= [’ 
r I 0 d,+l ..a 0 1 
whf?re a,+1 1 # 0 and all the entries of a,, are zero except for the first 
column, wkch is the same as the first column of A,,. 
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(ii) if A,, # 0, there exists an orthogonal matrix Z such that 
and 
where v denotes a nonzero element and d”,,l > 0. 
Proof. (i): It is obvious that a,+ 1,1 is nonzero, otherwise A - XB is a 
singular pencil. Now let Pij denote the permutation for the ith and jth rows, 
and Qij denote the permutation for the ith and jth columns. Construct P 
and Q in the following way: 
P and Q satisfy the requirement. 
(ii): Without loss of generality we can assume that the first column of A,, 
has the maximum 2-norm. Otherwise, with one column permutation and 
n - r + l’s (H,F)MDR transformations we can reduce A and B to the 
desired form. Let Zij be the Givens rotation satisfying 
Zij[zi:]= [i], k+O. 
Then the 2 constructed in the way below will satisfy the requirement: 
z=z l,r+l 12 * * z .Z,-l,r, 
where the sign of the elements of Zi,,+i is chosen such that Jr+ i > 0. n 
REM.UK. With little modification this procedure can be used to compute 
the Kronecker canonical form of regular pencil A - AB. 
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Reduction to Hessenberg Diagonal Form 
(1) By the RQ decomposition with pivoting and Gaussian eliminations, B 
is reduced to a positive semidefinite diagonal matrix (see Section 2). 
(2) The deflation of the infinite eigenvalues is executed by the algorithm 
of Theorem 3.1, and the reduction of A to upper Hessenberg form is 
accomplished by the HMDR basic transformation. 
Now we consider Ax = XDx as the standard form, where D is positive 
definite. An (H,F)MDR algorithm based on the (H,F)MDR decomposition 
can be defined (see [3] for details). To accelerate convergence, shifts can be 
used in the algorithm. For real upper Hessenberg A two successive steps of 
the (H,F)MDR algorithm can be performed together, avoiding complex 
arithmetic if two real or complex conjugate shifts are used, according to the 
uniqueness theorem 5.1 in [3]. The twostep iteration technique with complex 
conjugate shifts or two real shifts is very well known for the QZ algorithm 
[8]; we state it here briefly. 
Implicit Double Shijl 
Let A,D,- ’ be the ith Hessenberg matrix in the (H, F)MDR iteration, 
and a i, bi be the eigenvalues of the 2 x 2 matrix E TAi Dip ‘E, where 
E = [en-i, 4. 
LetA,=A, D,=D.Fori=1,2,3,...,findMisuchthatMTo=ce,and 
M’D,M, = Dj+ 1, where 9 E R” is the first column vector of 
(AiD;‘-aiZ)(AiD[‘-bil). 
Compute M,?A,M, and reduce it to Hessenberg form. 
4. NUMERICAL EXAMPLES 
A program based on the algorithms HMDR and/or FMDR determined 
by the criterion (2.9) in Theorem 2.3 has been implemented in FORTRAN, 
and several examples were chosen to test this algorithm. Numerical experi- 
ments tell us that the ratio of the numbers of uses of FMDR to HMDR in our 
program is usually greater than 3, and the value r in Theorem 2.3 is often 
much less than 0.19. 
The following table compares the computational work of our method with 
the QZ algorithm [5,8]. As usual, a flop is defined as the computational work 
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of evaluating the FORTRAN statement A(I,J )=A( 1,J )-P*A( I,K). 
Reduce B to upper 
triangular form 
Gaussian elimination 
Reduce A to upper 
Hessenberg form 
Iteration 
Total 
QZ 
tn” 
0 
4n3 
10n3 
53 
Flops 
HMDR(25%) + FMDR(75%) 
!jn” 
I 3 
3n 
9 3 
2n 
5n3 
573 
6n 
The ratio of total flops of the present method to the QZ algorithm is about 
61%. 
Here we give two typical examples. One is quoted from [l], and the 
second is chosen to show the performance in the presence of many Jordan 
blocks. AU the computation is executed on a CDC CYBER 184/840. 
EXAMPLE 5.1. 
! 50 -60 50 -27 6 6 6; - 28 27 -17 5 5 A= - 17 27 -17 5 5 
- 28 38 -17 5 5 
27 - 28 27 - 17 16 5 
27 - 28 27 - 17 5 16 
B= 
r 16 5 5 5 -6 5 
5 16 5 5 -6 5 
5 5 16 5 -6 5 
5 5 5 16 -6 5 
5 5 5 5 -6 16 
-6 6 6 6 -5 6 
Exact solutions: 
X,=A,=cc, 3 x =A =?+E. 
1 fi 
5 2 2a’ 
x,=x,=2-2i. 
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Real Imaginary 
- .1533161%5833E+ 08 .~E+OO 
.1533162056392E+O8 .~E+OO 
.5OOOOO1547421~ + 00 .8660254452493E+OO 
.5OOOOO1547421~ + 00 - .8660254452493E + 00 
.4999998452579E+OO .8660253623195E + 00 
.4999998452579E+OO - .8660253623195E + 00 
Solutions by QZ algorithm: 
Real Imaginary 
- .1394853074696E + 15 .~E+OO 
.1000836647687~ + 15 .~E+OO 
.5OOOOOO284007~ + 00 .8660255188518~+00 
.5OOOOOO284008~ + 00 - .8660255188518~ + 00 
.4999999715992E+OO .8660252887170~+00 
.4999999715992E+OO - .8660252887170~ + 00 
For the two eigenvalues resulting from the infinities the QZ algorithm shows 
higher accuracy. The finite eigenvalues obtained by these two methods have 
the same accuracy of about lo-‘. In computation time our method and the 
QZ algorithm need 0.046 and 0.076 seconds, respectively, and the ratio is 
about 0.61. 
EXAMPLE 5.2. 
Block size Eigenvalue 
2 - 0.7500 
2 0.7500 
3 0.5000 
2 - 0.5000 
2 cc 
1 
3 O%OO 
2 1.0000 
3 - 1.0000 
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TABLE I 
Red Imaginary 
- 3367511838336~ + 13 
- 2328659923231~ + 07 
.2328692857126~+07 
-.75ooooooooo26~+00 
-.75ooooooooo26~+00 
- .100012Q2QO814~ + 01 
- .9999353545927~ + 00 
- .9999353545927~ + 00 
.4999534047086~ + 00 
.4999534047086~+00 
.500093lQ@5877~ + 00 
.8000444688242~ + 00 
.8000444688242~ + 00 
.7999110623513~+00 
.9999989488605~+00 
.1~105113Q~+Ol 
.7499999999999~+00 
.74999999999993+00 
- 5OOOOO2698726~ + 00 
- .4999997301296~ + 00 
.OOOOO~E+OO 
.~OOOE+OO 
.OOOOOOOOOOOOOE+OO 
- .QO78709013300~ 06 - 
.QO787OQO13300~ - 06 
.~O~~E + 00 
- .11194758349703 03 - 
.lllQ475834970~ - 03 
- .8071916518514~ 04 - 
.8071916518514~ - 04 
.OO~E + 00 
- .7703500848923~ 04 - 
.7703500848923~ - 04 
.OO~O~OOE + 00 
.ooooooooooooOE + 00 
.O~~O~E + 00 
- .5930587274472~ 06 - 
.5930587274472~ - 06 
.~~~E + 00 
.OOO~E + 00 
TABLE 2 
Real Imaginary 
.21208255Q4553~+13 
- .575554735087Q~ + 01 
- .5755304135424~ + 01 
- .7500005726313~ + 00 
- .7499994273684~ + 00 
- .1000146489763~ + 01
- .9999267551186~ + 00 
- .9999267551185~ + 00 
.4999372303271~+00 
50003138483693 + 00 
.5000313848369~ + 00 
.8000694039919~ + 00 
.7999652980053~+00 
.7999652980053~+00 
.1OOOOOO71798Q~z+01 
.999999282OOQO~z + 00 
.7499999999999~+00 
.7499999999999~+00 
- .5ooooooooooo3E+00 
- .5ooooooooooo3E+00 
.~~~~OE + 00 
.12Q85QO352Q20~+07 
- .12985QO352920~+07 
.O~~~OOE + 00 
.OOOOO~E + 00 
.O~~O~E + 00 
.1268455550587~ - 03 
- .1268455550587~ - 03 
.OOOOO~E + 00 
S437905982119~ - 04 
- 5437905982119~ - 04 
.~~~E+~ 
.6008280040738~ - 04 
- 6008280040738~ - 04 
.~~E + 00 
.ooooooOOOOOoOE + 00 
.7710258591475~ - 06 
- .7710258591474~ - 06 
.9523340638889~ - 06 
- .952334063888Q~ - 06 
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Solutions by the present method are given in Table 1; solutions by the QZ 
algorithm are given in Table 2. This example shows that solutions obtained 
by both methods have the same accuracy. The execution times for our 
method and the QZ algorithm are 0.466 and 0.646 seconds, respectively, and 
the ratio is 0.72. 
In addition to these two examples, we have compared several examples 
with linear divisors and dimension from 6 to 120. The results show that the 
solutions obtained by the two methods coincide up to about 9 significant 
digits and the ratios of the computation times range from 0.61 to 0.78. 
As an application the method developed in this paper is very suitable for 
computing the closed-loop eigenvalues of a discrete-time algebraic Riccati 
equation which has a special structure [9, lo]. Used together with the method 
proposed in [lo], our method for solving this problem can take advantage of 
the special structure. 
6. CONCLUSIONS 
We introduce two new equivalence transformations, the HMDR and the 
FMDR transformation, in this paper. A method for the solution of the 
generalized eigenvalue problem based on these transformations is given. In 
practice it has shown to save about 20-38% in computational work without 
significantly losing accuracy in the results, compared with the QZ algorithm. 
Even for problems with high-dimensional Jordan blocks this method still 
performs very well. In addition, this algorithm can be modified to solve the 
closed-loop eigenvalues of the discrete-time algebraic Riccati equation [9, lo] 
and save much more computational work. 
We are grateful to Dr. A. Bunse-Gerstnm and Professor L. Elmer for their 
comments that led to signifkant improvements in Theorems 2.1 and 2.2 and 
for constructive comments on the manuscript. 
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