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ABSTRACT 
Controlled sound interference has been extensively investigated using a prototype dual 
layer loudspeaker array comprised of 16 loudspeakers. Results are presented for measures of 
array performance such as input signal power, directivity of sound radiation and accuracy of 
sound reproduction resulting from the application of conventional control methods such as 
minimization of error in mean squared pressure, maximization of energy difference and 
minimization of weighted pressure error and energy. Procedures for selecting the tuning 
parameters have also been introduced. With these conventional concepts aimed at the 
production of acoustically bright and dark zones, all the control methods used require a trade-
off between radiation directivity and reproduction accuracy in the bright zone. An alternative 
solution is proposed which can achieve better performance based on the measures presented 
simultaneously by inserting a low priority zone named as the ―gray‖ zone. This involves the 
weighted minimization of mean-squared errors in both bright and dark zones together with 
the gray zone in which the minimization error is given less importance. This results in the 
production of directional bright zone in which the accuracy of sound reproduction is 
maintained with less required input power. The results of simulations and experiments are 
shown to be in excellent agreement. 
 1. Introduction 
A number of research studies have been aimed at the simultaneous generation of audible and 
inaudible regions using an array of sound sources whose interference pattern is controlled [1, 
2]. The use of multiple sources has been investigated for the purposes of producing ‗personal 
sound‘ [3]. Choi et al. [4] used the concept of control regions associated with acoustically 
bright (loud) and dark (quiet) zones and introduced the so-called acoustic brightness and 
contrast maximization methods. Shin et al. [5] proposed an efficient alternative control 
method which maximizes the acoustic energy difference between two adjacent acoustic 
spaces demonstrating the effectiveness using a spherical array of 40 loudspeakers in an 
anechoic chamber. Other researchers have focused on personal audio systems [6] which 
ensure audibility for one listener whilst leaving others nearby in a dark zone. Several private 
sound field generation techniques have been investigated through the practical 
implementation of personal audio systems [7-9]. Recently, the robustness of a transformed 
contrast control method with a regularization factor has been analysed using Lagrange 
multipliers from the constrained optimization problem [10]. The sound field can also be 
controlled using the least squares minimization method [11] in order to generate directional 
sound radiation characteristics [12, 13]. Chang and Jacobsen [14] introduced a formulation 
for the reproduction of a sound field having minimum error in the desired bright zone of the 
sound field while reducing the sound energy in the dark zone.  
 In this work, various approaches to the control of sound interference in order to generate 
the bright and dark zones are investigated for the case of a dual layer loudspeaker array. The 
linear loudspeaker array having two layers of loudspeakers has been designed in order to 
control the sound radiation of the devices in all possible directions, whilst a single layer array 
cannot control the sound radiation in the ―backward‖ direction. All the control methods have 
been simulated using the electroacoustic transfer functions measured in an anechoic chamber. 
 Analyses are presented of the performance of the array in terms of the required total input 
power, directivity of sound radiation and accuracy of sound reproduction in the bright zone.  
 These three categories have a trade-off relationship which is not easily satisfied at the 
same time. Furthermore, they are all frequency dependent characteristics. Consequently, this 
paper tries to represent the required total input power, directivity of sound radiation and 
accuracy of sound reproduction simultaneously. The required total input power, given by the 
squared norm of the source strength vector in the frequency domain, is a measure of driving 
energy required by the control algorithm applied. The radiation directivity of the loudspeaker 
array is represented by the radiation patterns averaged within 6 frequency bands. Accuracy of 
sound reproduction in the bright zone has been evaluated from the error between the 
reproduced signal and the desired signal in terms of the frequency response function and the 
time domain impulse response. 
 With alternative selection methods of the tunable parameters, detailed investigations 
have been carried out of two conventional control methods: mean squared pressure error 
minimization, also referred to as pressure matching method [15], and energy difference 
maximization. Minimization of weighted pressure error and energy, which combines aspects 
of the two control methods above, has also been analyzed. After the investigations of 
conventional sound interference control methods above, a weighted minimization approach is 
proposed here which is shown to be successful in producing a solution which can 
simultaneously achieve good performance in both radiation directivity and reproduction 
accuracy with high input efficiency by inserting a ―low priority zone‖. 
 The paper is structured as follows: the definition of the acoustical problem under 
consideration is given in Section 2 and the detailed description of the dual layer loudspeaker 
array used for the experiments is reported in Section 3. Extensive investigations of existing 
sound interference control methods have been conducted in Section 4, 5 and 6. Section 7 
 introduces the proposed weighted minimization method.  
   
2. Problem definition 
The problem of generating acoustically bright and dark zones is schematically described in 
Fig. 1(a). The acoustically bright zone, depicted as an arc with angle of b , has been defined 
as the region where higher acoustic energy is desired, whereas the acoustically dark zone, 
depicted as an arc with angle of d , is the region where lower acoustic energy is desired. 
 For a given frequency  , the sound pressures generated by the array at the 
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where N  is the number of sources and the matrices of transfer functions are defined by 
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where  m nZ x y  is the acoustic transfer function from the source at ny  to the control point 
at mx . Eq. (1) can be rewritten in the single form given by  
p Zq ,                            (2) 
where 
T
T T
b d
   p p p  and 
T
T T
b d
   Z Z Z .  
 All the physical parameters above such as p , q  and Z  are assumed to have a time 
dependence of 
j te  . The simulations and experiments described in this paper make use of 
digital filters to ensure an appropriate input signal is input to each loudspeaker in the array 
[16]. In this context therefore, the elements of vectors q  and p  can be considered as 
complex variables in the discrete time domain whilst the elements of the matrix Z  can be 
interpreted as the z-domain transfer functions relating the discrete time input signals of 
loudspeakers and output signals of microphones. The values of the elements of q  defining 
the z-transform of the digital filters are then used to operate on inputs to the array.  
 
3. Dual layer loudspeaker array 
3.1. Design of the prototype array 
The dual layer loudspeaker array has been built to enable the evaluation of the performance 
of several control algorithms when they are practically implemented. The loudspeaker driver, 
B1S (1" metal cone, moving coil type, 2 watt maximum power) of HiVi Inc. [17], which has 
an extended low-frequency range when compared to similar size models, has been selected as 
the individual loudspeaker implemented in the array shown in Fig. 2 (a). The external 
diameter of the selected individual driver is 3.6 cm. By leaving a small gap of 2 mm between 
two adjacent loudspeaker drivers, a distance of 3.8 cm was then chosen as the inter-element 
spacing. This spacing would yield a spatial aliasing frequency around 9 kHz for a plane wave 
propagating to the front of the array [18].  
 The enclosure is composed of two rectangular parallelepiped wooden cabinets, in which 
we define the front panel as the face which has the loudspeaker holes, and the back panel as 
the opposite face. There are eight circular holes on the front panel, spaced 3.8 cm from each 
other, and all drivers in each cabinet share a single cavity with the internal dimensions of 4 × 
3.6 × 30.5 cm. Fig. 2 (b) shows the completed prototype dual layer array consisting of 16 
loudspeakers. The size of the array module, locations of individual loudspeakers and 
directions, 0° (on-axis) and 60° of the array are represented in the same figure. The total 
width, depth and height of the loudspeaker array are respectively 33, 12 and 6 cm. Based on 
the frequency response data sheet provided by the manufacturer [17], the specific low 
frequency limit is 100 Hz and the high frequency limit is 20 kHz. Considering the spatial 
aliasing frequency of approximately 9000 Hz defined by the spacing above, this array can in 
principle be used between 100 and 9000 Hz for generating a private sound field. 
3.2. Transfer function measurements 
The transfer functions of the designed loudspeaker array have been measured to enable 
accurate evaluations of the performance of the various candidate control algorithms. The 
measured transfer functions are considered in the processes of designing a desired signal and 
computing the optimum source strength vector. Since the measured transfer functions have 
been obtained by measuring the white noise signal input to each loudspeaker and the radiated 
pressures at the microphone, they automatically include the acoustical characteristics such as 
reflections and scattering effects due to the array cabinet. Thus the simulation results using 
the measured transfer functions are more realistic than those computed using a simple 
analytical model assuming monopole sources radiating in free field without consideration of 
the array cabinet. 
The measurement system consists of the loudspeaker array mounted on the turntable 
(B&K 3922) and one microphone (B&K 4189) located at the front when the turntable angle 
is 0°. The distance between the centre of the array and the microphone was set as 3m in order 
to avoid the possible near-field effect within the audio frequency range [19]. As shown in Fig. 
2 (c), the measurement system was installed in the ISVR Large Anechoic Chamber (9.15 ✕ 
 9.15 ✕ 7.32 m3) which allows for an excellent approximation of free field conditions above 
80 Hz [20].  
 The signals processed by the computer were connected to D/A (Digital to Analog) 
converters (RME ADI-8 DS) to the digital interface (RME ADI-648). The loudspeaker 
signals amplified by a custom-made multichannel power amplifier were fed into each 
loudspeaker in the array. The microphone signal amplified by NEXUS signal conditioner was 
sent to A/D (Analog to Digital) converter (RME ADI-8 DS). The converter was connected to 
the same digital interface which was in turn connected to the computer. The measurements 
were carried out with a sampling frequency of 48000 Hz.  
 Transfer functions between loudspeakers in the array and the microphone have been 
measured at every 5° from 0° to 355° by using the turntable, as indicated in Fig. 1 (b).  
 
3.3. Desired signals 
As will be discussed later, the various methods used to compute the loudspeaker digital filters 
require the definition of the target or desired signals, which are a set a complex values 
representing the sound pressure that the array is required to generate at all control points. A 
simple approach would suggest that the desired signals in the bright zone should be an ideal 
impulse with a flat frequency response whilst the signals in the dark zone would be set to 
zero. However, due to the limitation of the loudspeaker array, it is important to design a 
practically achievable desired signal in the bright zone since the specification of an 
unrealistic desired signal can lead to impractical or unrealizable control inputs that in turn 
ensure the experimental results never approach those simulated. As shown in Fig. 3, the 
amplitude of the reference desired signal in the bright zone, ˆbp , has been designed to 
approximately match the measured pressure response of the loudspeaker array. This was 
measured at the on-axis (0°) microphone position with 3m distance when the front 8 
loudspeakers were driven with the same signal. The high frequency limit defined was based 
on the spatial aliasing frequency of the proposed dual layer loudspeaker array. The desired 
signal ˆbp  was generated by the impulse response of a second order high-pass Butterworth
filter in series with an eighth order low-pass Butterworth filter, the two filters having cutoff 
frequencies of 400 Hz and 8100 Hz, respectively. The phase of the frequency response 
function and the time domain impulse response of the desired signal are also reported in Fig. 
3. 
4. Minimization of error in mean squared pressure
The first control algorithm studied in this paper is a frequency-domain least squares 
approach [11]
 
that minimizes the error between the desired and the reproduced pressures at 
the control points. The cost function to be minimized has been defined as the sum of a 
reproduction error term, given by the norm of the difference between the desired and the 
reproduced pressures, and of an effort penalty term, given by the squared norm of the 
loudspeaker input source strength vector, weighted by a positive real regularization parameter, 
set as Eq. (3). 
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(3) 
where   is the Tikhonov regularization parameter and pˆ  is the vector of desired pressure
signals. The desired pressure in the bright zone is given by the signal ˆbp  introduced above
and represented in Fig. 3, whilst the target pressure in the dark zone is set to zero. The desired 
pressure vector is given by 
T
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ˆ
bp  and dM0 is the dM by 1 vector with all zero elements. 
The source strength vector that minimizes the cost function, LSJ  is obtained from
[11] 
1
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Based on the concept of the cost function represented in Eq. (3), this method minimizes the 
differences between the desired and reproduced pressures. 
The controllable parameter is the Tikhonov regularization parameter,   which 
makes possible the inversion of the very often ill-posed matrix HZ Z  in Eq. (4). Based on 
the cost function in Eq. (3), it can also directly control the amount of the input power required 
given by 
2
q . In addition, it is the indirect parameter to control the trade-off between energy 
difference in the bright and dark zones and required input power. 
4.1. Selection of β 
The parameter   can be varied from zero to infinity, and the corresponding cost function 
gradually changes from containing only the reproduction error term to containing only the 
effort penalty term; therefore,  can be used to control the power output from the 
loudspeakers at the expense of a higher performance error. This concept is clearly illustrated 
by the so-called L-curve [21]. In view of this consideration,   can be chosen using a 
constrained minimization approach, wherein the performance error is minimized with the 
constraint that the total input power must not exceed 5dB relative to unity voltage input to the 
loudspeakers, which is around half of the required total input power in the case where   is 
conventionally chosen by using Eq. (5) below. The data used for the determination of   are 
reported in Fig. 4, wherein the total input power is plotted as a function of  . The parameter 
  has thus been fixed when the curve of total input power of the loudspeaker array reaches 
 the value of 5dB. Fig. 4 also shows the sound pressure level difference between the bright 
and dark zones on a dB scale. As   increases, the required total input power deceases while 
the sound pressure level difference decreases, regardless of frequency. It is because of the 
cost function represented in Eq. (3) implies that an increased value of   imposes more 
control effort on the minimization of the required inputs than the minimization of the error 
between desired and reproduced signals.  
Gauthier et al. [22] used the concept of normalized Tikhonov regularization which 
controls the smallest singular value relative to the largest one. Similarly, the regularization 
parameter can be also chosen to be proportional to the squared norm of the transfer function 
matrix (that is its first and largest singular value), such that 
2 2
0 0 1    Z                                       
(5) 
where 1  is the largest singular value of the transfer function matrix Z , and the 
parameter 0  is a real positive constant number. As shown in the Appendix, the parameter 
0  can be chosen to adjust the upper bound of the condition number of the matrix to be 
inverted whilst ensuring sufficient headroom for the required input power.  
The frequency dependent values of   calculated using Eq. (5) with 
2
0 10
  sets 
the upper bound of the condition number as ~100 (actually 101, see Eq. (A.5)) and gives 
~20dB headroom (see Eq. (A.10)) for the required input power. The values selected by the 
procedure introduced above are presented in Fig. 5 (a), while Fig. 5 (b) represents the 
resultant total input powers associated with the range of these two criteria for the choice of 
 . Based on the observation of Fig.4 and 5, the selected   increases in the low frequency 
range below 2000Hz. However, there is no clear trend in the value of   when the frequency 
is higher than 2000Hz due to the conditioning of the system matrix composed of the 
 measured transfer functions. 
Note that the curves in Fig. 4 for the decision procedure vary with changes of the 
transfer function matrix composed of relationship between the control points on the control 
circle and the loudspeakers built in the array. 
 
 4.2. Simulations  
As observed in the cost function of Eq. (3), the minimization method introduced tries to 
match the pressure magnitudes and phases at all the control points by controlling the 
strengths of the source input signals. The control points in the bright zone ( b  = 40°) are 
represented with circles and those in the dark zone ( d  = 320°) are depicted with crosses on 
the control circle with R = 3m as shown in Fig. 1 (b). The source strength vector LSq  
was 
computed with Eq. (4) to the half of the sampling frequency of 48 kHz and the elements of 
LSq  representing loudspeaker filters has been convolved with white noise with the same 
sampling frequency in order to obtain the input signals for the given loudspeakers [11]. This 
procedure makes possible the broadband performance evaluation of radiation directivity and 
reproduction accuracy. Simulations have been undertaken with the measured transfer 
functions introduced in Section 3.2, which means that the elements of the matrix in Eq. (2) 
are the electro-acoustical transfer functions between the loudspeaker input signals and the 
sound pressure signals measured at the control points. The radiation directivity of the method 
presented has been represented in Fig. 6 for the two selection criteria for the choice of  . 
The radiation patterns of the loudspeaker array have been averaged within 6 frequency bands 
defined by the ranges 88 ~ 177 Hz, 177 ~ 355 Hz, 355 ~ 710 Hz, 710 ~ 1420 Hz, 1420 ~ 
2840 Hz and 2840 ~ 8000 Hz. The first 5 bands are defined by the octave frequency bands 
and the last band includes higher frequency components up to 8000 Hz. Fig. 7 represents the 
 frequency responses (amplitude and phase) and the impulse responses of the array at the three 
control points 1, 3 and 5 within the bright zone, as illustrated in Fig. 1(b). This figure also 
compares the desired signal with the presented minimization control results using the two 
methods of selection of  .  
 Based on Fig. 6 and 7, the radiation directivity and the reproduction accuracy of the 
minimization methods with both values of   are similar to each other. With respect to the 
changes of   shown in Fig. 5, the radiation patterns of the two cases are slightly different 
from each other in the third and fifth frequency bands as shown in Fig. 6. The directivity of 
sound radiation with the selected   shows smaller side lobes in the third frequency band 
and greater rear lobes in the fifth frequency band. The accuracy of the sound reproduction in 
Fig. 7 shows more than 5 dB error in the reproduced sound relative to the desired signal 
below 1000 Hz at the first control point. In addition, the reproduction accuracy has been 
degraded as the observed location moves further away from the first control point. 
 
5. Maximization of energy difference  
 The second control algorithm analyzed in this work is the energy difference 
maximization method [5]. The cost function to be maximized is given by Eq. (6) which 
quantifies the energy difference between two acoustic zones, divided by the total input power. 
This is given by 
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H
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are the 
spatially averaged correlation matrices composed of the elements in the transfer function 
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 with bM , dM control points in the bright and dark zones. The optimized source strength 
vector 
EDq  that maximizes the cost function in Equation (6) can be calculated as the 
eigenvector associated with the largest eigenvalue of the following eigenvalue problem: 
                    ( )ED ED ED b d EDJ  q q R R q .                         (7)                                      
Note that matrix  b dR R is Hermitian; therefore its eigenvalues are real. There are 
several advantages of using this maximization method. Firstly, the weighting factor α , which 
is a positive real number, can be used to tune the amount of control effort for the energy in 
the second zone . Secondly, no matrix inversion is required to find the optimum solution and 
thus the associated conditioning problems are avoided. Furthermore, it should be noted that if 
EDq  is an eigenvector that satisfies the relation of Eq. (7), then the same relation is also 
satisfied by the vector EDq , wherein   is an arbitrary complex number. In the discussion 
reported below of this control method, the norm of the source strength vector was chosen to 
be unitary. However, this method only maximizes the energies between two acoustic zones 
without consideration of the phase of the reproduced sound pressure, so that the accuracy of 
sound reproduction in the bright zone cannot be guaranteed.
 
This suggests that any method 
dealing with energy-related terms cannot guarantee more accurate reproduction of the 
original sound than the method minimizing the error between desired and reproduced signals.    
To overcome this problem, the phase compensated source strength vector, cq  has been 
defined by  
EDc pF q q                              (8) 
with an all-pass phase correction filter,    ˆ ˆ/ /k kp b b b ED b EDF p p  Z q Z q . The phases of all 
source strengths have been modified in order to achieve a signal with the desired phase at the 
k-th control point in the bright zone. In this paper, the control point at the on-axis position 
 corresponding to position 1 in Fig. 1(b) has been selected for phase compensation.  
   
 
5.1. Selection of α 
One of the advantages of the energy difference control method is that the tuning factor   
enables the adjustment of the relative importance between acoustic energy difference between 
the two control zones and the efficiency of radiation of the sources into the bright zone. The 
choice of   can greatly affect the performance of the array so that it is important to have 
reasonable procedure for selecting .  
Fig. 8 shows the averaged sound pressure level in the bright zone and the sound pressure 
level difference between bright and dark zones as a function of  , for different operating 
frequencies. The ideal objective is to maximize the energy difference between bright and dark 
zones maintaining the sound pressure in the bright zone constant at a relatively high level. 
However, the plotted data show that the value of α that maximizes the energy difference 
corresponds to very low level of sound pressure in the bright zone. In the light of this analysis, 
q  has been chosen as the value of   that maximizes the energy difference with the 
constraint that the sound pressure in the bright zone should not fall below 20dB if possible. 
This value has been decided based on the averaged signal level obtained by turning on 8 
loudspeakers on the front layer of array as shown in Fig. 3. Conversely, the value of c  has 
been selected as the value of   corresponding to the maximum contrast between pressures 
in the bright and dark zones. The range of  , 1 to 300, is dependent on the geometry of 
array and the arrangements of the loudspeakers and control points. This is relevant because 
all curves start to converge as represented in Fig. 8. Note that the curves in Fig. 8 for the 
decision procedure vary with changes of numbers or locations of the control points on the 
control circle as well as the number and disposition of loudspeakers in the array. 
 Fig. 9 represents the selected frequency dependent tuning factors, q  and c  based on 
the procedure illustrated in Fig. 8 and the corresponding total input power curves, which are 
perfectly overlaid. 
 
5.2. Simulations 
The maximization method introduced here controls the energy magnitudes at all the control 
points without considering the phase components as represented in Eq. (6) even though the 
phase compensation filter in Eq. (8) based on only one control point has been inserted. In 
addition, the cost function does not include the desired signal term so that there is no 
guarantee of the close replication of the desired signal.  
 The simulation results produced by the method presented in this section have been 
obtained with the same simulation arrangements used in Section 4.2. The radiation directivity 
of the maximization method with q  and c  has been represented in Fig. 10 by the 
radiation patterns of the loudspeaker array. These have been averaged within the same 6 
frequency bands introduced before. The accuracy of sound reproduction has been described 
in Fig. 11 by the frequency response function and the impulse responses at three control 
points.  
 Fig. 10 and 11 demonstrate that the energy difference control method can result in 
different performance in terms of radiation directivity and reproduction accuracy depending 
on the method for choosing the tuning factor  . The simulated results with the tuning factor 
q  show inferior directivity performance than those with the contrast promoting tuning 
factor c . However, in terms of the reproduction accuracy in the bright zone, results with q
exhibit closer to the desired signal than those with c , which loses low frequency energy 
below 2000 kHz. Of course, this effect may be compensated by equalizing the source strength 
 and obtain a flat frequency response at the reference control point. This would, however, 
result in a large low-frequency boost which may lead to instability. As for the impulse 
responses shown in Fig. 11 (g, h and i), it is possible to observe impulse responses closer to 
the desired signal near the control point 1 because the phase has been corrected by the all-
pass filter in Eq. (8).  
 
6. Minimization of weighted pressure error and energy  
 As mentioned in Section 5, the energy difference maximization control method can 
directly control the directivity of sound radiation using the tuning factor, α. However, the 
method does not allow direct control of the phase and amplitude of the reproduced pressure at 
the control points. In order to get a more refined solution, a method has been proposed that 
combines the advantages of both methods above [14]. This method relies on a cost function 
that includes the reproduction error in the bright zone and the energy in the dark zone and 
which can be represented as 
2 2 2
ˆ( ) (1 )WPE b b dJ       q p p p q .                    
(9) 
By equating to zero the partial derivatives with respect to q , the optimal solution is obtained as  
    
1
H H H ˆ1 1WPE d d b b b b   

    q Z Z Z Z I Z p ,              (10) 
where the parameter,    0 1   adjusts the control weights associated with the 
minimization respectively of the error and dark zone potential energy while   is the 
regularization factor associated with the required input energy.  
 The tuning parameter   is conceptually similar to the tuning factor   of the energy 
difference maximization method. In fact, this method may be simply interpreted as a 
weighted minimization method of error in mean squared pressure, wherein the cost function 
includes different weights for the reproduction errors in the bright zone and in the dark zone, 
 respectively.   
 
6.1. Simulations  
The simulated control results using the weighted pressure error and energy minimization 
method have been represented with two different values of   which are 0.5 and 0.9. When 
the parameter   is 0.5, the cost function in Eq. (9) is conceptually equal to that of 
minimization of error in mean squared pressure shown in Eq. (3). The control with 0.9   
is the representative case with relatively large weighting on the minimization of pressure in 
the dark zone rather than the error minimization in the bright zone. Fig. 12 shows the 
obtained total input energy required with   computed using Eq. (5) when 20 10

 . The 
directivity of sound radiation has been represented in Fig. 13 by the radiation patterns of the 
loudspeaker array which have been averaged within the 6 frequency bands. The accuracy of 
sound reproduction is also described in Fig. 14 with the frequency response functions and the 
impulse responses at the three control points in Fig. 1(b). 
 Based on the simulation results in both Fig. 13 and 14, it is clear that control with larger 
  gives better directivity performance with less amount of side lobes whilst it can lose the 
accuracy of reproduced sound in the bright zone. With the smaller value of  , the control 
results represent the reproduced sound closer to the desired signal and worse directivity with 
more side lobes. The accuracy of sound reproduction is not satisfactory for both cases due to 
the low frequency discrepancy from the desired signal especially below 1000 Hz. In addition, 
it cannot guarantee the reproduction accuracy within all of the bright zone area. For control 
points away from the on-axis position, the accuracy of sound reproduction deteriorates for 
both values of  . Once again, the results show that the array efficiency at low frequency can 
be increased at the expenses of the directivity performance, and vice versa.  
 
 7. Weighted pressure matching with a low priority zone  
This section introduces a control method called weighted pressure matching with a low 
priority zone. With the conventional acoustical problem definition shown in Fig. 1 having 
only bright and dark zones, it is difficult to achieve good radiation directivity and 
reproduction accuracy with high efficiency of required input power due to the trade-offs in 
these parameters. Consequently, instead of suffering the trade-off in performance resulting 
from a conventional approach, these three performance measures can be simultaneously 
enhanced by inserting a low priority zone where users have less concerns about the control of 
sound. The underlying practical assumption is that the system users desire a listening area 
characterized by accurate sound reproduction and a quiet area at the same time, whilst the 
low priority zone corresponds to a region without listener or with listeners who don‘t care 
about noise level. Fig. 15 describes the modified acoustical problem after insertion of the low 
priority zone, called the ‗gray zone‘. In other words, the control points belong now to three 
acoustic zones, called the ‗bright‘, ‗gray‘ and ‗dark‘ zones, which are respectively described 
by four arcs with angles of b , g   and d  on the control circle.  
 Apart from the parameters defined in Section 2, the values of the sound pressures at 
the 
gM  
discrete points in the gray zone, located at g
mx ( 1,2, gm M ), are represented by 
the vector 
T
1 2( ) ( ) ( )g
g g g
g Mp p p   
p x x x . The relation between this pressure vector and 
the source strength vector is given by 
 
g gp Z q ,                             
(11) 
where the matrix of transfer functions is defined by 
                          
   
   
1 1 1
1g g
g g
N
g
g g
M M N
Z Z
Z Z
 
 
 
 
 
 
x y x y
Z
x y x y
.
 
 Eq. (1) and (11) can be also rewritten as a single equation as  
p Zq ,                            (12) 
where 
T
T T T
b g d
   p p p p  and 
T
T T T
b g d
   Z Z Z Z .
 
 
The cost function for the acoustical problem proposed in Fig. 15 can be represented by 
the weighted minimization forms given by  
22 2 2
ˆ( ) b b g dJ      q p p p p q .                 
(13)
 
where
 
  0 1 
 
is the weighting parameter which controls the amount of importance for 
the gray zone. The cost function in Eq. (13) can be rewritten in matrix form as,  
 
2 2
ˆ( )WPMJ   q Γ p p q ,                       
(14)
 
where 
 
T
T Tˆ ˆ
g d
b M M
 
  
p p 0
 
and  2 T T Tdiag b g dM M M   Γ 1 1 1 . Here 
T
m1  is the dM by 1 
vector fully populated with unity elements. Note that, in principle, it is possible to apply a 
different weight to the reproduction error associated with each control point. 
 By executing the partial derivation with respect to q  and setting it to zero the optimum 
solution can be obtained as below, 
 
1
H 2 H 2 ˆ
WPM 

 q Z Γ Z I Z Γ p .
                       
(15)
 
It can be easily seen that the formulations in Eq. (15) can express the cost functions in Eq. (4) 
and (10) by setting 2 Γ I  and   2 T T Tdiag 1 b g dM M M     Γ 1 1 1 , respectively. 
 
7.1. Simulations  
 Obviously, the control results of weighted minimization introduced are dependent on the 
arrangements of control points and on the values of  . In this section, simulations are 
presented with two different arrangements of control points with two different values of  . 
Fig. 16 describes the two types of control point arrangements. The first control point 
arrangement in Fig. 16 (a) has the same b  and d  as 40° to the front and back of the 
loudspeaker array along with a gray zone in the rest of the control circle while the second 
arrangement of control points has bright ( b  = 40°) and dark ( d

 
=  170°) zones as shown 
in Fig. 16 (b). The two values of the weighting parameter   (1/2 and 1/16) were selected as 
representative of comparatively high and low values in order to show the effect of changing 
the control priority for the gray zone. The regularization factor   has been calculated using 
Eq. (5) with 20 10
 . The total input power curves for the control point arrangement 
described in Fig. 16 have been reported in Fig. 17 for those two different values of   
  Using the first control point arrangement depicted in Fig. 16 (a), the effects of 
weighting parameter   can be explained based on the directivity of sound radiation in Fig. 
18. The accuracy of sound reproduction in Fig. 19 has been represented by the frequency 
response function and the time domain impulse responses at the three control points (1, 3 and 
5) with respect to the change of  . The control method with 1/16  , releases more energy 
to the gray zone so that it generates sound closer to the desired signal in the bright zone and 
quieter in the dark zone than the control results with 1/ 2  .  
  With the second control point arrangement in Fig. 16 (b), the radiation directivity and 
reproduction accuracy have been plotted in Fig. 20 and 21, respectively. It is possible to get a 
wider dark zone with the second control point arrangement than that with the first.  
  The tendency of the control results with respect to the values of   is similar regardless 
 of the control point arrangement. With a smaller value of  , the simulation results show 
better accuracy of sound reproduction in the bright zone and lower sound level in the dark 
zone. Note that it is possible by radiating more sound to the gray zone. When the value of   
is larger, inferior accuracy of sound reproduction in the bright zone with higher sound level in 
the dark zone results due to the stronger restriction of sound radiation to the gray zone. 
 Insertion of the gray zone allows relatively accurate sound reproduction at the control 
points within the bright zone, as shown in Fig. 19 and 21, and at the same time, lower sound 
pressure is generated in the dark zone as observed in Fig. 18 and 20 than the conventional 
methods introduced in the previous sections. The total input powers exhibits small variations 
from -5 to 10 dB within controlled frequency range as represented in Fig. 17.  
 
7.2. Experiments 
 All the simulations in this paper that are based on the measured transfer functions are 
expected to be well-matched with the experiments. In this section, one of the simulated 
results, controlled by the weighted minimization with a low priority zone (the second 
weighting function, 1/16  ), has been verified with the experimental result obtained with 
the same experimental setup used for obtaining the transfer functions in Fig. 2. For the 
experiment, the input signal (broad band white noise) was convolved with the 16 filters that 
determine the required input to each loudspeaker. These filters are obtained by calculating the 
optimum solution of Eq. (15) with respect to the frequencies ranging from 100 Hz, the low 
frequency limit of individual loudspeaker, to 9 kHz, the spatial aliasing frequency of the array.  
 Fig. 22 shows the overlaid radiation patterns of simulations and experiments. Control 
of the weighted minimization with a low priority zone has been applied when 1/16   with 
control point arrangement in Fig. 16 (b). The frequency band averaged radiation patterns of 
 the experiments show good matches with the simulated results. The reproduction accuracy 
measures in Fig. 23, frequency response functions along with time domain impulse responses, 
also show well matched results between simulations and experiments. 
 Based on the results in Fig. 22 and 23, precise measures of transfer functions and 
carefully designed filters, which do not generate unrealistic loudspeaker signals, can 
guarantee minimal mismatches between simulations and experiments. For the same reason, it 
is confidently expected that all the simulations shown in this paper are well-matched with the 
experiments.  
 
8. Comparisons 
In order to evaluate the methods investigated in this paper, several comparisons are presented 
here of the six methods consisting of the following: minimization of error in mean squared 
pressure with the value of   (QLM-βi) selected by the proposed procedure, maximization of 
energy difference with both c  and q  (QED-αc, QED-αq), minimization of weighted 
pressure error and energy with 0.9   (QWPE (κ=0.9)) and weighted minimization with a 
low priority zone ( 1/16  ) with the control point arrangement illustrated in Fig. 16 (a) 
(QWPM-W1 (γ=1/16)) and Fig. 16 (b) (QWPM-W2 (γ=1/16)).  
Firstly, the resultant energy contrast between bright and dark zones has been 
calculated from 
2
10 2
Contrast 10log
bd
b d
M
M
 
 
 
 
p
p
.                     (16) 
Fig. 24 represents the comparison of the averaged contrast of the six methods within the same 
six frequency bands introduced in Fig. 6. It shows that the energy difference maximization 
method with contrast promoted q  (QED-αq) shows the best contrast performance when the 
 control points are defined as Fig. 1 (b), whilst the weighted minimization with a low priority 
zone (QWPM-W1 (γ=1/16)) shows the best contrast within the 2, 3 and 4 frequency bands when 
the control points are arranged as in Fig. 16 (a). Secondly, in order to provide an indication of 
reproduction accuracy, an evaluation is presented of the averaged mismatches between the 
frequency response functions of the desired and reproduced signals at control points in the 
bright zone. This is calculated from   
2
error 10
1
ˆFRF 10log b b
bM
 
  
 
p p                        (17) 
As shown in Fig. 25, both QWPM methods result in the minimum FRF error, which means the 
best match with the desired signal, whereas QED-αc has the largest FRF error among the 
methods compared within almost all frequency bands. Furthermore, within the six frequency 
bands, the averaged efficiency of the loudspeaker array defined as the ratio of the averaged 
squared pressure radiated in the bright zone to the total input power is given by  
2
10 2
1
Efficiency 10log
b
bM
 
 
 
 
p
q
                      (18) 
The results are shown in Fig. 26. The lowest efficiency has been shown in case of QED-αc 
whilst the most efficient method is QED-αq which shows that the efficiency of the energy 
difference maximization method can effectively be adjusted by the selection of the tuning 
parameter,  .  
 By making use of the low priority zone (the gray zone), QWPM shows the best sound 
reproduction in terms of similarity to the desired signal in the bright zone whilst still ensuring 
reasonably good radiation efficiency of the loudspeaker array. In addition, as shown in Fig. 
24 (b), the energy contrast between bright and dark zones is comparatively good when the 
control points are arranged in the layout of Fig. 16 (a). Based on these comparison results, the 
method employing the gray zone shows the best compromises between energy contrast, 
 radiation efficiency and accuracy of sound reproduction. The other methods are less flexible 
in achieving the balance among these three performance measures. 
 
9. Discussions and Conclusions  
A prototype dual layer loudspeaker array with 16 loudspeakers has been designed and 
constructed in order to practically implement several algorithms for controlling sound 
interference. All the simulations have been undertaken with the measured transfer functions 
including the acoustical and electrical characteristics of the real array.  
 Conventional control methods, minimization error in mean squared pressure (pressure 
matching) and maximization of energy difference, have been investigated with the proposed 
parameter selection procedures for the regularization factor   and the tuning factor   
based on physically meaningful information. In case of minimization method, it turns out to 
be possible to control the required input power by selecting regularization factor  . The 
tuning factor   of the maximization method can be chosen to achieve better contrast 
between the bright and dark zones or better accuracy of reproduction. In addition, it is also 
observed that the accuracy of sound reproduction in the bright zone controlled by the 
maximization method cannot be better than that of minimization control due to the intrinsic 
limit of the cost function which considers only the energy not the phase.  
 Control method of minimizing weighted pressure error and energy, conceptually 
combining both conventional methods, has been investigated in order to achieve the required 
radiation directivity whilst maintaining the reproduction accuracy within the bright zone. 
Even though this method has been proposed as a combination of maximization and 
minimization methods considering both radiation directivity and reproduction accuracy, it 
still is required to be tuned by those two parameters,   and   in the trade-off relationship 
 between the two performances.  
 Whilst the conventional control methods result in a trade-off between the radiation 
directivity and reproduction accuracy, the proposed method in this paper, consisting of 
weighed pressure matching with a low priority zone, controls the source strengths in order to 
obtain the reproduced sound closer to the desired in the bright zone as well as reduced energy 
in the dark zone. In other words, both performances in the trade-off relationship, accuracy of 
sound reproduction and energy contrast between bright and dark zones, has been improved by 
inserting a low priority zone, where there is no concern for acoustical performance, and this 
is called the gray zone with comparatively low change of the input power. This algorithm can 
also adjust the priority of control efforts in the gray zone based on the control point 
arrangement using the   parameter. The results show a wider bright zone, characterized by 
more accurate sound reproduction, and higher contrast of sound level between the bright and 
dark zones. Excellent agreement between simulations and experiments has also been shown.  
 It may be useful to provide users with intuitive tuning parameters to enable the trade-offs 
between radiation directivity and reproduction accuracy. In this sense, the proposed weighted 
minimization with a low priority zone can provide an additional tuning factor, by inserting a 
selectable gray zone, whilst still retaining the capability that includes all of the features of the 
conventional methods.  
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Appendix 
 The optimal solution obtained by the least squares method shown in Eq. (4) can be rewritten 
as Eq. (A.1) below by using the singular value decomposition of the matrix of the acoustic 
transfer function. Thus 
1 H H ˆ
LS
q VC Σ U p                           (A.1) 
where U  and V  are matrices with orthonormal columns, Σ  is the diagonal matrix which 
has nonnegative decreasing diagonal elements called singular values, n  [22], and the 
matrix C  is defined as 
2
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 
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C Σ Σ I                   (A.2) 
The conditioning of the inversion of the matrix C  can be observed by the condition number 
of the matrix given by 
 
2
1
2
N
cond
 
 



C                           (A.3) 
When the smallest singular value N  approaches to zero, the condition number of the 
matrix C  reaches its largest value. Thus 
 
2
1cond
 


C                           (A.4) 
Eq. (A.4) can be rewritten by replacing the regularization factor using 21 0    such that 
 
0
1
1cond

 C                           (A.5) 
Based on Eq. (A.5), it is obvious that the upper bound of the condition number of the matrix 
C  to be inverted can be controlled by the parameter 0 .  
 Now note that Eq. (4) can also be rewritten as Eq. (A.6) by replacing 
 
1
H H

Σ Σ I Σ  by #Σ  such that 
# H ˆ
LS q VΣ U p                            (A.6) 
The norm of the Eq. (A.6) calculated by the root mean square of all the source strengths can 
be written in terms of the inequality [23] 
# H ˆ
LS q V Σ U p                         (A.7) 
It therefore follows, from the orthonormality of the matrices U  and V , that 
2
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2
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 
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q p p                   (A.8) 
Once the relationship of 21 0    is used in Eq. (A.8), then it follows that 
1 0
1
2
b
LS
M
 
q                          (A.9) 
On a logarithmic scale, this can be written as 
10 10 10 0
1
20log 20log 10log
2
b
LS
M


 q               (A.10) 
Consequently, maximum required total input power can be controlled by the parameter 0 . 
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Fig. 1. Definition of the parameters in the acoustical problem and its discretized simulation 
setup describing the bright (○) and dark (✖) control points: Sb and Sd are the bright and dark 
zones corresponding to the sound radiating angles of θb and θd , ( )
b
mp x  
and ( )dmp x  
are 
pressures at b
mx  and 
d
mx  
in the bright and dark zones, ( )nq y  is the source strength of a 
loudspeaker located at 
ny  and  bm nZ x y  and  dm nZ x y  are the acoustic transfer functions 
from the source at 
ny  
to the pressures at b
mx  and 
d
mx . 
 
Fig. 2. Photographs (side (a) and top (b) views) of the dual layer array with 16 loudspeakers 
mounted in an enclosure and experimental setup for the measurement of transfer functions 
and radiation patterns of the loudspeaker array in the ISVR anechoic chamber (c) and its 
schematics.  
 
Fig. 3. Design of the desired signal ˆbp  (—) in the bright zone: (a) frequency response 
amplitudes (—: the pressure at the on-axis microphone in 3m away when the 8 loudspeakers 
in the front layer are turned on), (b) phase and (c) impulse responses.  
 
Fig. 4. Determination of the regularization parameter   with constrained minimization 
approach; the solid line shows the input power of the loudspeaker array and the dashed line 
represents sound pressure level difference between bright and dark zones on a dB scale as a 
function of  . The excitation frequencies are (a) 125 Hz, (b) 250 Hz, (c) 500 Hz, (d) 1000 
 Hz, (e) 2000 Hz and (f) 4000 Hz. The arrows indicate the selected value of   that yields a 
total input power of 5 dB. 
 
Fig. 5. Minimization of error in mean squared pressure: (a) frequency dependent 
regularization factors and (b) corresponding total input powers. ----- represents the   
calculated with Eq. (5),  — represents the selected   based on the procedure in Fig. 4.  
 
Fig. 6. Minimization of error in mean squared pressure: simulated averaged radiation patterns 
with  s selected (—) and calculated (-----) by Eq. (5): (a) 88 ~ 177 Hz, (b) 177 ~ 355 Hz, 
(c) 355 ~ 710 Hz, (d) 710 ~ 1420 Hz, (e) 1420 ~ 2840 Hz and (f) 2840 ~ 8000 Hz.  
 
Fig. 7. Minimization of error in mean squared pressure: frequency response functions (a, b, c) 
along with phase angles (d, e, f) and time domain impulse responses (g, h, i) at the control 
points, 1 (a, d, g), 3 (b, e, h) and 5 (c, f, i) in the bright zone. The desired signal (—), control 
results with βs selected (—) and calculated (-----) by the Eq. (5) have been overlaid. 
 
Fig. 8. The α decision procedure; — shows the averaged sound pressure in the bright zone 
and ----- represents the sound pressure level difference between bright and dark zones on a 
dB scale with respect to the change of α value. The excitation frequencies are (a) 125 Hz, (b) 
250 Hz, (c) 500 Hz, (d) 1000 Hz, (e) 2000 Hz and (f) 4000 Hz. The arrows indicate the 
selected αq (preserving the averaged sound pressure in the bright zone as 20 dB) and αc 
(preserving the maximum sound pressure difference between bright and dark zones). 
 
 Fig. 9. Maximization of energy difference: (a) frequency dependent tuning factors, α and (b) 
corresponding total input powers. — represents αq and ----- represents αc selected based on 
the procedure in Fig. 8. 
 
Fig. 10. Maximization of energy difference: simulated averaged radiation patterns with αq 
(—) and αc (-----) within 6 frequency bands. 
 
Fig. 11. Maximization of energy difference: frequency response functions (a, b, c) along with 
phase angles (d, e, f) and time domain impulse responses (g, h, i) at the control points, 1 (a, d, 
g), 3 (b, e, h) and 5 (c, f, i) in the bright zone. The desired signal (—), control results with αq 
(—) and αc (-----) have been overlaid. 
 
Fig. 12. Minimization of weighted pressure error and energy: total input powers with 
0.9   (—) and 0.5   (-----). 
 
Fig. 13. Minimization of weighted pressure error and energy: simulated averaged radiation 
patterns with 0.9   (—) and 0.5   (-----) within 6 frequency bands. 
 
Fig. 14. Minimization of weighted pressure error and energy: frequency response functions (a, 
b, c) along with phase angles (d, e, f) and time domain impulse responses (g, h, i) at the 
control points, 1 (a, d, g), 3 (b, e, h) and 5 (c, f, i) in the bright zone. The desired signal (—), 
control results with 0.9   (—) and 0.5  (-----) have been overlaid. 
  
Fig. 15. Definition of the parameters in a modified acoustical problem examined: Sb, Sg and 
Sd are the bright, gray and dark zones corresponding to the sound radiating angles of θb, θg 
and θd , ( )
b
mp x , 
( )gmp x and ( )
d
mp x  
are pressures at b
mx , 
g
mx and 
d
mx  
in the bright, gray and 
dark zones, ( )nq y  is the source strength of a loudspeaker located at ny  and  bm nZ x y , 
 gm nZ x y and  dm nZ x y  are the acoustic transfer functions from the source at ny  to the 
pressures at b
mx , 
g
mx and 
d
mx . 
 
Fig. 16. Two control point arrangements: array of loudspeakers surrounded by control points 
within the bright (○), gray (●) and dark (✖) zones.  
 
Fig. 17. Weighted minimization with a low priority zone with two control point arrangements 
in FIG. 19: total input powers with 1/16   (—) and 1/ 2   (-----). 
 
Fig. 18. Weighted minimization with a low priority zone with control point arrangement 1:  
simulated averaged radiation patterns with 1/16   (—) and 1/ 2   (-----) within 6 
frequency bands. 
 
Fig. 19. Weighted minimization with a low priority zone with control point arrangement 1:  
frequency response functions (a, b, c) along with phase angles (d, e, f) and time domain 
impulse responses (g, h, i) at the control points, 1 (a, d, g), 3 (b, e, h) and 5 (c, f, i) in the 
bright zone. The desired signal (—), control results with 1/16   (—) and 1/ 2   (----
 -) have been overlaid. 
 
Fig. 20. Weighted minimization with a low priority zone with control point arrangement 2:  
simulated averaged radiation patterns with 1/16   (—) and 1/ 2   (-----) within 6 
frequency bands. 
 
Fig. 21. Weighted minimization with a low priority zone with control point arrangement 2:  
frequency response functions (a, b, c) along with phase angles (d, e, f) and time domain 
impulse responses (g, h, i) at the control points, 1 (a, d, g), 3 (b, e, h) and 5 (c, f, i) in the 
bright zone. The desired signal (—), control results with 1/16   (—) and 1/ 2   (----
-) have been overlaid. 
 
Fig. 22. Experimental verifications (-----) of the simulated radiation patterns (—) controlled 
by weighted minimization with a low priority zone when 1/16   with control point 
arrangement 2 averaged within 6 frequency bands. 
 
Fig. 23. Experimental verifications (-----) of the simulated (—) frequency response functions 
(a, b, c) along with phase angles (d, e, f) and time domain impulse responses (g, h, i) at the 
control points, 1 (a, d, g), 3 (b, e, h) and 5 (c, f, i) in the bright zone, controlled by weighted 
minimization with a low priority zone when 1/16   with control point arrangement 2  
 
Fig. 24. (color online) Averaged contrast comparisons when the arrangements of control 
points have been defined as (a) Fig. 1(b) and (b) Fig. 16 (a) in six frequency bands (1
st
 band: 
 88 ~ 177 Hz, 2
nd
 band: 177 ~ 355 Hz, 3
rd
 band: 355 ~ 710 Hz, 4
th
 band: 710 ~ 1420 Hz, 5
th
 
band: 1420 ~ 2840 Hz, 6
th
 band: 2840 ~ 8000 Hz) 
 
Fig. 25. (color online) Averaged mismatches of frequency response functions (FRF) in six 
frequency bands. 
 
Fig. 26. (color online) Averaged efficiency of the loudspeaker array in six frequency bands. 
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