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Distorting Mixed Tsirelson Spaces∗
G. Androulakis † E. Odell ‡
Abstract: Any regular mixed Tsirelson space T (θn, Sn)IN for which
θn
θn
→ 0, where θ = limn θ
1/n
n ,
is shown to be arbitrarily distortable. Certain asymptotic ℓ1 constants for those and other mixed
Tsirelson spaces are calculated. Also a combinatorial result on the Schreier families (Sα)α<ω1 is
proved and an application is given to show that for every Banach space X with a basis (ei), the
two ∆-spectrums ∆(X) and ∆(X, (ei)) coincide.
1 Introduction
A Banach space X with basis (ei) is asymptotic ℓ1 if there exists δ > 0 such that for all n and block
bases (xi)
n
1 of (ei)
∞
n ,
‖
n∑
i=1
xi‖ ≥ δ
n∑
i=1
‖xi‖. (1)
Such a space need not contain ℓ1 as witnessed by Tsirelson’s famous space T . The complexity of
the asymptotic ℓ1 structure within X can be measured by certain constants δα(ei) for α < ω1. δ1(ei)
is the largest δ > 0 satisfying (1) above. Subsequent δα’s are defined by a similar formula where
(xi)
n
1 ranges over “α-admissible” block bases (all terms are precisely defined in section 2). These
notions were developed in [OTW] where, in addition, δα(yi) was considered, for a block basis (yi) of
(ei). In this setting, (yi) becomes the reference frame and one naturally has δα(yi) ≥ δα(ei). These
constants can perhaps increase by passing to further block bases and this leads to the notion of the
∆-spectrum of X , ∆(X). Roughly, ∆(X) is the set of all γ = (γα)α<ω1 where γα is the stabilization
of δα(yi) for (yi) some block basis of (ei). Alternatively by keeping (ei) as the reference frame,
in a similar manner we obtain ∆(X, (ei)). In section 3 we prove that these two notions coincide,
∆(X) = ∆(X, (ei)).
Argyros and Deliyanni [AD] constructed the first example of an asymptotic ℓ1 arbitrarily dis-
tortable Banach space by constructing “mixed Tsirelson spaces” and proving that such spaces can
be arbitrarily distortable. In section 4 we consider the simplest class of mixed Tsirelson spaces
X = T (θn, Sn)n∈IN where θn → 0 and supn θn < 1. These are reflexive asymptotic ℓ1 spaces having
a 1-unconditional basis (ei). Also we may assume θ ≡ θ
1/n
n exists. We prove that if
θn
θn
→ 0 then
X is arbitrarily distortable. In particular, this happens if θ = 1. Thus, for example, T ( 1
n+1
, Sn)IN is
an arbitrarily distortable space. We also calculate the asymptotic constants δ¨α(X) for these spaces
along with the spectral index I∆(X). δ¨α(X) is the supremum of δα((xi), | · |) under all equivalent
norms on X and I∆(X) is the first ordinal α for which δ¨α(X) < 1.
∗Keywords : Schreier families, ∆-spectrum, mixed Tsirelson norms, arbitrarily distortable Banach space.
†Part of this paper also appears in the first author’s Ph.D. thesis which is being prepared under the supervision
of Prof. H. Rosenthal at the University of Texas at Austin.
‡Research supported by NSF and TARP
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2 Preliminaries
X, Y, Z, . . . shall denote separable infinite dimensional Banach spaces. All the spaces we consider
will have bases. Every Banach space with a basis can be viewed as the completion of c00 (the
linear space of finitely supported real valued sequences) under a certain norm. (ei) will denote the
unit vector basis for c00 and whenever a Banach space (X, ‖ · ‖) with a basis is regarded as the
completion of (c00, ‖ · ‖), (ei) will denote this (normalized) basis. If x ∈ c00 and E ⊆ IN, Ex ∈ c00 is
the restriction of x to E; Ex(j) = x(j) if j ∈ E and 0 otherwise. Also the support of x, supp (x),
(w.r.t. (ei)) is the set {j ∈ IN : x(j) 6= 0}. The range of x, ran (x), (w.r.t. (ei)) is the smallest
interval which contains supp (x). If x, x1, x2, . . . are vectors in X (and k ∈ IN) then we say that
x is an average of (xi)i (of length k) if there exists F ⊂ IN with x =
1
|F |
∑
i∈F xi (and | F |= k).
We say that a sequence (yi) is a (convex) block sequence of (xi) if for all i, yi =
∑mi+1−1
j=mi αjxj for
some sequence m1 < m2 < . . ., of integers and (αj)j∈IN ⊂ IR (resp. with αj ≥ 0 for all j, and∑mi+1−1
j=mi αj = 1 for all i). If (xi) is a block basis of (yi) we write (xi) ≺ (yi). X ≺ Y shall mean that
X has a basis which is a block basis of a certain basis for Y , when the given bases are understood.
For λ > 1, (X, ‖ · ‖) is λ-distortable if there exists an equivalent norm | · | on X so that for all
Y ≺ X
D(Y, | · |) ≡ sup{
| y |
| z |
: y, z ∈ Y, ‖y‖ = ‖z‖ = 1} ≥ λ.
X is distortable if it is λ-distortable for some λ > 1 and arbitrarily distortable if it is λ-distortable
for all λ > 1. X is of D-bounded distortion if for all equivalent norms | · | on X and for all Z ≺ X
there exists Y ≺ Z with D(Y, | · |) ≤ D. Note that if C = inf{‖y‖
|y|
: y ∈ Y, y 6= 0} then
C | y |≤ ‖y‖ ≤ D(Y, | · |)C | y | for all y ∈ Y. (2)
For more information on distortion we recommend the reader consult the following papers: [S],
[MT], [OS1], [OS2], [OS3], [Ma], [T], [OTW].
Asymptotic ℓ1 Banach spaces are defined by (1) in section 1 (for another approach to asymptotic
structure see [MMT]). These spaces were studied in [OTW] where certain asymptotic constants
were introduced. We shall recall the relevant definitions but first we need to recall the definition
of the Schreier sets Sα, α < ω1 [AA]. For F,G ⊂ IN, we write F < G when max(F ) < min(G) or
one of them is empty, and we write n ≤ F instead of {n} ≤ F . Also for x, y ∈ c00, x < y means
ran (x) < ran (y).
Definition 2.1 S0 = {{n} : n ∈ IN} ∪ {∅}. If α < ω1 and Sα has been defined,
Sα+1 = {∪
n
1Fi : n ∈ IN, n ≤ F1 < F2 < · · · < Fn and Fi ∈ Sα for 1 ≤ i ≤ n}.
If α is a limit ordinal choose αn ր α and set Sα = {F : n ≤ F ∈ Sαn for some n}.
If (Ei)
ℓ
1 is a finite sequence of non-empty subsets of IN and α < ω1 then we say that (Ei)
ℓ
1 is α-
admissible if E1 < · · · < Eℓ and (min Ei)
ℓ
1 ∈ Sα. If (ei) is a basic sequence and (xi)
ℓ
1 ≺ (ei)
then (xi)
ℓ
1 is α-admissible with respect to (ei) if (ran (xi))
ℓ
1 is α-admissible where the range of x,
ran (x), is w.r.t (ei). If x ∈ span (xi), then x is α-admissible w.r.t. (xi) if supp (x) (w.r.t. (xi))
∈ Sα. Also if x ∈ span (xi) then x is a 1-admissible average of (xi) w.r.t. (ei) if there exists a
finite set F ⊂ IN such that x = 1
|F |
∑
i∈F xi and (xi)i∈F is 1-admissible w.r.t. (ei). Note that if x is a
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1-admissible average of (xi) w.r.t. (ei) and for some α < ω1 each xi is α-admissible w.r.t. (ei) then
x is α + 1-admissible w.r.t. (ei). Thus if (xi) is a basis for X then X is asymptotic ℓ1 iff
0 < δ1(xi) ≡ δ1(X) ≡ δ1(X, ‖ · ‖) = sup { δ ≥ 0 : ‖
n∑
1
yi‖ ≥ δ
n∑
1
‖yi‖ whenever (yi)
n
1 ≺ (xi)
and (yi)
n
1 is 1-admissible w.r.t. (xi)}.
In [OTW] this definition was extended as follows: For α < ω1
δα(xi) ≡ δα(X) ≡ δα(X, ‖ · ‖) = sup { δ ≥ 0 : ‖
n∑
1
yi‖ ≥ δ
n∑
1
‖yi‖ whenever (yi)
n
1 ≺ (xi)
and (yi)
n
1 is α-admissible w.r.t. (xi)}.
Observation 2.2 Note that if we have two equivalent norms ‖·‖, ||| · ||| on X and for some c, C > 0,
c|||x||| ≤ ‖x‖ ≤ C|||x||| for all x ∈ X, then for all α < ω1,
c
C
δα(X, ||| · |||) ≤ δα(X, ‖ · ‖) ≤
C
c
δα(X, ||| · |||).
In problems of distortion one is concerned with block bases and equivalent norms. Thus we also
consider [OTW]
δ˙α(xi) = sup{δα(yi) : (yi) ≺ (xi)} and
δ¨α(xi) = sup{δ˙α((xi), | · |) :| · | is an equivalent norm on X}.
If (yi) ≺ (xi) then δα(yi) ≥ δα(xi). This is because each Sα is spreading (if (ni)
k
1 ∈ Sα and
m1 < · · · < mk with ni ≤ mi for all i = 1, . . . , k, then (mi)
k
1 ∈ Sα). This leads to the following
definition [OTW].
Definition 2.3 A basic sequence (yi) ∆-stabilizes γ = (γα)α<ω1 ⊆ IR if there exists εn ց 0 so that
for all α < ω1 there exists m ∈ IN so that for all n ≥ m if (zi) ≺ (yi)
∞
n then | δα(zi)− γα |< εn.
Remark It is automatic from the definition that if (yi) ∆-stabilizes γ then for all α < ω1, γα =
sup{δα(zi) : (zi) ≺ (yi)}. Furthermore if (zi) ≺ (yi) then (zi) ∆-stabilizes γ.
It is shown in [OTW] that if X has a basis (xi) and (yi) ≺ (xi) then there exists (zi) ≺ (yi) and
γ = (γα)α<ω1 so that (zi) ∆-stabilizes γ.
Definition 2.4 Let X have a basis (xi). The ∆-spectrum of X, ∆(X), is defined to be the set of
all γ’s so that (yi) stabilizes γ for some (yi) ≺ (xi). We also define ∆¨(X) = ∪{∆(X, | · |) :| · |
is an equivalent norm on X}.
We have that ∆(X) 6= ∅ and it is easy to see that δ¨α(X) = sup{γα : γ ∈ ∆¨(X)}
Theorem 2.5 [OTW] Let X have a basis (xi).
1. If γ ∈ ∆(X) then γα is a continuous decreasing function of α. Also γα+β ≥ γαγβ for all
α, β < ω1.
3
2. For all α < ω1 and n ∈ IN, δ¨α·n(X) = (δ¨α(X))
n.
3. X does not contain ℓ1 iff δ¨α(X) = 0 for some α < ω1.
Definition 2.6 Let X have a basis (xi). The spectral index I∆(X) is defined by I∆(X) = inf{α <
ω1 : δ¨α(X) < 1} if such an α exists and I∆(X) = ω1, otherwise.
Definition 2.7 Mixed Tsirelson Norms [AD] Let F ⊆ IN. Let (αn)n∈F be a set of countable ordinals
and (θn)n∈F ⊂ (0, 1). The mixed Tsirelson space T (θn, Sαn)n∈F is the completion of c00 under the
implicit norm
‖x‖ = ‖x‖∞ ∨ sup
q∈IN
sup{θq
n∑
1
‖Eix‖ : (Ei)
n
1 is an αq-admissible sequence of sets }.
It is proved in [AD] that such a norm exists. They also proved that T (θn, San)n∈F is reflexive if F is
finite or limF∋n→∞ θn = 0. (en) is a 1-unconditional basis for T (θn, Sαn) so we can restrict the Ei’s
in the above definition to be intervals. It is worth noting that T , Tsirelson’s space [Ts] as described
in [FJ] satisfies T = T (1/2, S1) = T (1/2
n, Sn)IN.
3 A property of the ∆-spectrum
The definition of δα(xi) is w.r.t. the coordinate system (xi). In [OTW] the following notion is also
introduced:
Definition 3.1 Let (ei) be a basis for X and let (xi) ≺ (ei). For α < ω1 we define
δα((xi), (ei)) = sup { δ ≥ 0 : ‖
n∑
1
yi‖ ≥ δ
n∑
1
‖yi‖ whenever (yi)
n
1 ≺ (xi)
and (yi)
n
1 is α-admissible w.r.t. (ei)}.
If (yi) ≺ (ei) we say that (yi) ∆(ei)-stabilizes γ = (γα)α<ω1 if there exists εn ց 0 so that for all
α < ω1 there exists m ∈ IN so that if n ≥ m and (zi) ≺ (yi)
∞
n then | δα((zi), (ei)) − γα |< εn. Let
∆(X, (ei)) be the set of all γ’s so that (yi) ∆(ei)-stabilizes γ for some (yi) ≺ (ei).
One can show, by the same arguments used to establish the analogous result for ∆(X) [OTW],
that for all (xi) ≺ (ei) there exists (yi) ≺ (xi) and γ = (γα)α<ω1 so that (yi) ∆(ei)-stabilizes γ. In
particular, ∆(X, (ei)) is non-empty.
In this section we prove that the ∆-stabilization and the ∆(ei)-stabilization are actually the same
notions. More precisely we prove
Theorem 3.2 Let X have a basis (ei) and let (xi) ≺ (ei) so that (xi) ∆(ei)-stabilizes γ¯ ∈ ∆(X, (ei))
and (xi) ∆-stabilizes γ ∈ ∆(X). Then γ¯ = γ. Hence ∆(X) = ∆(X, (ei)).
First we need a combinatorial result. [IN] denotes the set of infinite subsequences of IN. If N =
(ni) ∈ [IN] then Sα(N) = {(ni)i∈F : F ∈ Sα} and [N ] is the set of infinite subsequences of N .
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Proposition 3.3 Let N ∈ [IN]. Then there exists L = (ℓi) ∈ [N ] so that for all α < ω1,
(ℓi)i∈F ∈ Sα⇒(ℓi+1)i∈F ∈ Sα(N).
Proof Let N = (ni). We shall choose M = (mi) ∈ [N ] and then prove by induction on α that
L = (ℓi) satisfies the proposition where ℓi = nmi . Let m1 = n1. If mk has been defined set
mk+1 = nm
k
.
The case α = 0 is trivial.
Assume the result holds for α and that (nmi)i∈F ∈ Sα+1. Thus there exists k ∈ IN and nmk
≤
E1 < E2 < · · ·Enm
k
(some possibly empty) so that Ej ∈ Sα for all j and (nmi)i∈F = ∪
nm
k
1 Ej .
For each j let Ej = (nmi)i∈Fj . Then nnmk = nmk+1 ≤ (nmi+1)i∈F = ∪
nm
k
1 (nmi+1)i∈Fj and for all j,
(nmi+1)i∈Fj ∈ Sα(N). Therefore (nmi+1)i∈F ∈ Sα+1(N).
If α is a limit ordinal and αn ր α are the ordinals used to define Sα and the result holds for all β < α
(so in particular for each αn), let (nmi)i∈F ∈ Sα. Thus for some k ∈ IN, k ≤ min(nmi)i∈F ≡ nmi0 ≤
(nmi)i∈F ∈ Sαk
. Hence n
k
≤ nnmi0
= nmi0+1 ≤ (nmi+1)i∈F ∈ Sαk
(N) therefore (nmi+1)i∈F ∈ Sα(N).
✷
As a corollary we obtain a result of independent interest.
Corollary 3.4 Let N ∈ [IN]. Then there exists L = (ℓi) ∈ [N ] so that for all α < ω1,
(ℓi)i∈F ∈ Sα⇒(ℓi)i∈F\min(F ) ∈ Sα(N).
Proof Let L be as in proposition 3.3. Let F = (f1 < f2 < · · · < fr) with (ℓi)i∈F ∈ Sα. Thus
(ℓf1+1, ℓf2+1, . . . , ℓfr+1) ∈ Sα(N). Since f1 + 1 ≤ f2, f2 + 1 ≤ f3, . . . and Sα(N) is both spreading
and hereditary we get that (ℓi)i∈F\min(F ) ∈ Sα(N). ✷
Proof of theorem 3.2 Let (xi) ∆(ei)- and ∆-stabilize γ¯ and γ respectively and let α < ω1. Since
Sα is spreading, γ¯ ≤ γ. Let ε > 0 and choose (yi) ≺ (xi) so that for all (zi) ≺ (yi),
| δα(zi)− γα |< ε.
For i ∈ IN set ni = min(ran (yi)) w.r.t. (ei) and choose L = (nmi) by proposition 3.3. For
w ∈ span (ymi) if w =
∑ℓ
i=j aiymi where aj 6= 0 we set w¯ =
∑ℓ
i=j+1 aiymi .
Claim: If (wi)
ℓ
1 ≺ (ymi) is α -admissible w.r.t. (ej) then (w¯i)
ℓ
1 is α -admissible w.r.t. (yj).
Indeed let mki = min(ran (wi)) w.r.t. (yj). Then nmki = min(ran (wi)) w.r.t. (ej), and (nmki )
ℓ
1 ∈
Sα⇒(nmki+1)
ℓ
1 ∈ Sα((nj))⇒(mki+1)
ℓ
1 ∈ Sα. Since mki+1 ≤ min(ran (w¯i)) w.r.t. (yj), and Sα is
spreading the claim follows.
We may assume that ‖ymi‖ = 1 for all i and that no subsequence of (ymi) is equivalent to the unit
vector basis of c0 (indeed, if this were false then clearly γ¯0 = γ0 = 1 and γ¯α = γα = 0 for all α ≥ 1).
Thus by taking long averages of (ymi) we may choose (zi) ≺ (ymi) with the property that for all
z ∈ span (zi)
‖z − z¯‖ < ε‖z¯‖.
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By the definition of δ¯α ≡ δα((zi), (ei)) there exists (wi)
ℓ
1 ≺ (zi) which is α-admissible w.r.t. (ej) and
satisfies
‖
ℓ∑
1
wi‖ < (δ¯α + ε)
ℓ∑
1
‖wi‖.
By the above claim (w¯i)
ℓ
1 is α-admissible w.r.t. (yj). Furthermore
‖
ℓ∑
1
w¯i‖ ≤ ‖
ℓ∑
1
wi‖+
ℓ∑
1
‖wi − w¯i‖ < (δ¯α + ε)
ℓ∑
1
‖wi‖+
ℓ∑
1
ε‖w¯i‖
< [(δ¯α + ε)(1 + ε) + ε]
ℓ∑
1
‖w¯i‖.
It follows that γα − ε < δα(yi) < (γ¯α + ε)(1 + ε) + ε. Since ε is arbitrary we obtain γα ≤ γ¯α and so
γα = γ¯α.
To prove that ∆(X) = ∆(X, (ei)), let’s first show the inclusion ⊆. Let (xi) ∆-stabilize γ ∈ ∆(X).
We can find (yi) ≺ (xi) that ∆(ei)-stabilizes γ¯ ∈ ∆(ei). But then (yi) ∆-stabilizes γ, therefore γ = γ¯,
thus γ ∈ ∆(ei). The inclusion ⊇ is proved similarly. ✷
4 The space T (θn, Sn)IN
If θn 6→ 0 or if θn = 1 for some n then T (θn, Sn)IN is isomorphic to ℓ1. Thus we shall confine ourselves
to the case where sup θn < 1 and θn → 0. Furthermore we assume that θn ց 0 and θm+n ≥ θnθm
for all n,m ∈ IN. Indeed it is easy to see that T (θn, Sn)IN is naturally isometric to T (θ¯n, Sn)IN where
θ¯n ≡ sup{
ℓ∏
i=1
θki :
ℓ∑
i=1
ki ≥ n}.
Definition 4.1 A sequence (θn) of scalars is called regular if (θn) ⊂ (0, 1), θn ց 0 and θn+m ≥ θnθm
for all n,m ∈ IN. If the sequence (θn) is regular we define the space T (θn, Sn)IN to be regular.
Throughout this section, the spaces T (θn, Sn)IN will always be assumed to be regular.
It is easy to see (eg [OTW]) that if a sequence (bn) ⊂ (0, 1] satisfies bn+m ≥ bnbm for all n,m ∈ IN
then limn b
1/n
n exists and equals supn b
1/n
n . Therefore, if the sequence (θn) is regular then the limit
θ ≡ limn→∞ θ
1/n
n = supn θ
1/n
n exists. Note also that if (X, ||| · |||) is a Banach space with a basis, then
δn+m(X) ≥ δn(X)δm(X) for all n,m ∈ IN, thus limn δn(X)
1/n = supn δn(X)
1/n exists. Furthermore,
if X does not contain ℓ1 isomorphically, then 1 > δn(X)ց 0.
For n ∈ IN, define φn ≡
θn
θn
. We easily see
• If θ = 1 then φn = θn ց 0.
• φn+m ≥ φnφm for all n,m ∈ IN.
• φ1/nn → 1.
• φn ≤ 1, ∀n ∈ IN.
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¿From now on, for a regular sequence (θn) we will be referring to the limit θ = lim θ
1/n
n and the
representation θn = θ
nφn as above.
The main theorem in this section is the following
Theorem 4.2 Let X = T (θn, Sn)IN be regular and let θ = limn θ
1/n
n . Then
(1) For all Y ≺ X, δ¨1(Y ) = θ. Moreover for all ε > 0 there exists an equivalent norm | · | on X
so that δ1((X, | · |), (ei)) > θ − ε.
(2) For all Y ≺ X and for all n ∈ IN, δ¨n(Y ) = θ
n and δ¨ω(Y ) = 0.
(3) For all Y ≺ X, I∆(Y ) =
{
ω if θ = 1
1 if θ < 1
(4) If θn
θn
→ 0 then X is arbitrarily distortable.
To prove the above theorem we need the following two results
Proposition 4.3 Let X = T (θn, Sn)IN be regular. Then for every ε > 0 there is an equivalent
1-unconditional norm | · | on X such that δ1((X, | · |), (ei)) ≥ θ − ε.
Theorem 4.4 Let X = T (θn, Sn)IN be regular. Then for all Y ≺ X and j ∈ IN we have
δj(Y ) ≤ θ
j sup
p≥j
φp ∨
θj
θ1
.
Proof of theorem 4.2
(1) To prove that if Y ≺ X then δ¨1(Y ) ≤ θ we note that if ||| · ||| is an equivalent norm on
T (θi, Si)IN then there exists C ≥ 1 such that C
−1δn(Y ) ≤ δn(Y, ||| · |||) ≤ Cδn(Y ) for all n ∈ IN. Let
δn ≡ δn(Y, ||| · |||). Then since for all n and m, δn+m ≥ δnδm we have limn δ
1/n
n = supn δ
1/n
n exists.
Hence δ1 ≤ lim δ
1/n
n = lim δn(Y )
1/n, the latter limit existing for the same reason. Now
lim δn(Y )
1/n ≤ lim
n→∞
(θn sup
p≥n
φp ∨
θn
θ1
)1/n = θ
by theorem 4.4. Thus δ¨1(Y ) ≤ θ as was to be proved. The “moreover” part is proposition 4.3 and
this completes the proof of δ¨1(Y ) = θ.
(2) Since δ¨1(Y ) = θ we obtain δ¨n(Y ) = θ
n from theorem 2.5. By theorem 4.4 we have that for all
γ ∈ ∆(Y ) and for all j ∈ IN,
γj ≤ θ
j sup
p≥j
φp ∨
θj
θ1
.
Therefore, again by theorem 2.5, for all γ ∈ ∆(Y ), γω = limn∈IN γn = 0. Hence, for every equivalent
norm | · | on Y , for every γ ∈ ∆(Y, | · |), γω = 0. Since δ¨ω(Y ) = sup{γω : γ ∈ ∆¨(Y )} we have
δ¨ω(Y ) = 0.
(3) Follows immediately from (2)
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(4) Let λ > 1. Choose n ∈ IN so that supp≥n φp <
θ1
2λ
. By (1) we can define an equivalent norm ||| · |||
on X such that
δn((X, ||| · |||), (ei)) ≥ δ1((X, ||| · |||), (ei))
n ≥
θn
2
.
Let Y ≺ X . By equation (2) of section 2, there exists C > 0 such that
C|||y||| ≤ ‖y‖ ≤ D(Y, ||| · |||)C|||y|||, for all y ∈ Y.
Therefore by Observation 2.2,
D(Y, ||| · |||) ≥
δn(Y, ||| · |||)
δn(Y, ‖ · ‖)
.
Since δn(Y, ||| · |||) ≥ δn((X, ||| · |||), (ei)) ≥
θn
2
, and δn(Y, ‖ · ‖) ≤ θ
n supp≥n φp ∨
θn
θ1
≤ 1
θ1
θn supp≥n φp (by
theorem 4.4), we obtain D(Y, ||| · |||) ≥ θ1
2 supp≥n φp
> λ. ✷
The proof of proposition 4.3 comes from an argument in [OTW]. We recall this argument here.
Sketch of the proof of proposition 4.3 Fix n ∈ IN such that θ1/nn > θ − ε and set a ≡ θ
1/n
n For
j ∈ IN and x ∈ X define
| x |j= sup{a
j
ℓ∑
1
‖Eix‖ : (Eix)
ℓ
1 is j-admissible w.r.t. (ei)} and
| x |=
1
n
n−1∑
j=0
| x |j (where | · |0= ‖ · ‖).
We claim that δ1((X, | · |), (ei)) ≥ a. To see this let ek ≤ x1 < x2 < · · · < xk in X and x =
∑k
i=1 xi.
For j = 1, . . . , n− 1 we have | x |j≥ a
∑k
i=1 | xi |j−1 (by the definitions of | · |j and | · |j−1) and also
| x |0≥ a
∑k
i=1 | xi |n−1 (since a
n = θn). Therefore we get | x |≥ a
∑k
i=1 | xi |. ✷
To prove theorem 4.4 we need some norm estimates in T (θn, Sn)IN for certain iterated rapidly
increasing averages. Before defining what we mean by this we fix some terminology.
Let E be an interval in IN and x ∈ c00. We say that E does not split x if either E ∩ ran (x) = ∅ or
ran (x) ⊆ E. Let (xi) be a block basis of (ei) in c00, x ∈ span (xi)i, N ∈ IN, and E1 < E2 < · · · < EN
be intervals in IN so that ∪Ni=1Ei ⊆ ran (x). We say that we minimally shrink the intervals (Eℓ)
N
ℓ=1
to obtain intervals (F
ℓ
)nℓ=1 which don’t split the xi’s, if for ℓ = 1, . . . , N we let Gℓ = Eℓ\∪{ran (xi) :
E
ℓ
splits xi} and let F1 < F2 < · · ·Fn be the enumeration of the non-empty Gℓ ’s.
By a tree we shall mean a non-empty partially ordered set (T ,≪) for which the set {y ∈ T : y ≪ x}
is linearly ordered and finite for each x ∈ T . If T ′ ⊆ T then we say that (T ′,≪) is a subtree of
(T ,≪). The tree T is called finite if the set T is finite. The initial nodes of T are the minimal
elements of T and the terminal nodes are the maximal elements. A branch in T is a maximal
linearly ordered set in T . The immediate successors of x ∈ T are all the nodes y ∈ T such that
x ≪ y but there is no z ∈ T with x ≪ z ≪ y. If X is a linear space, then a tree in X is a tree
whose nodes are vectors in X . If X is a Banach space with a basis (ei) and (xi) ≺ (ei) then an
admissible averaging tree of (xi), is a finite tree T in X with the following properties:
• T = (xji )
M,Nj
j=0,i=1 where M ∈ IN and 1 = N
M ≤ · · · ≤ N1 ≤ N0.
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• xj1 < · · · < x
j
Nj w.r.t. (es) (j = 0, 1, . . . ,M − 1) & (x
0
i )
N0
i=1 is a subsequence of (xs).
Also for j = 1, . . . ,M and i = 1, . . . , N j we have the following:
• There exists a non-empty interval Iji ⊆ {1, . . . , N
j−1} such that {xj−1s : s ∈ I
j
i } are the
immediate successors of xji .
• xji =
1
|Ij
i
|
∑
s∈Ij
i
xj−1s .
• (min(ran (xj−1s )))s∈Ij
i
∈ S1 where ran (x
j−1
s ) is taken w.r.t. (xs).
Note that the last two properties together require that xji be a 1-admissible average of all of its
immediate successors w.r.t. (xs). Let T = (x
j
i )
M,Nj
j=0,i=1 be an admissible averaging tree as in the above
definition, and let b = {yM ≪ · · · ≪ y0} be a branch in T . For i = 0, 1, . . . ,M we say that the level
of yi is i. Note that this is well defined, since the definition of admissible averaging trees forces every
branch to have the same number of elements. Indeed for each i and j, the level of xji in T is j. Let
T be a tree, x ∈ T of level ℓ and k ∈ IN. By T (x, k) (resp. T ∗(x, k)) we shall denote the subtree
of T ′ = {x} ∪ {y ∈ T : y ≫ x} (resp. T ′ = {y ∈ T : y ≫ x}) that contains all the nodes of T ′ that
have level ℓ, ℓ−1, . . . , or ℓ−k+1 in T . Let T be an admissible averaging tree in a Banach space X
with a basis (ei), x ∈ T with immediate successors x1 < · · · < xn (a finite block basis of (ei)), k ∈ IN,
and let F ⊆ IN be an interval which does not split any of x1, . . . , xn. Then by TF (x, k) we shall
denote the subtree of T (x, k) given by TF (x, k) = {x} ∪ {y ∈ T
∗(x, k) : ran (y) (w.r.t. (ei)) ⊆ F}.
Definition 4.5 Let (xi) be a block sequence of (ei) in c00, M,N ∈ IN, and let (ε
j
i )j,i∈IN ⊂ (0, 1). We
say that x is an (M, (εji ), N) average of (xi) w.r.t. (ei) if there exists an admissible averaging tree
T = (xji )
M,Nj
j=0,i=1 of (xi) whose initial node is x(= x
M
1 ) and
for j = 1, . . . ,M and 1 ≤ i ≤ N j if N ji = max(ran (x
j
i )) w.r.t (es) (N
j
0 = N), then x
j
i is
an average of its immediate successors of length kji >
2Nj
i−1
εj
i
.
T then will be called an (M, (εji ), N) admissible averaging tree of (xi) w.r.t. (ei). For i = 1, . . . , N
0
set N0i = max(ran (x
0
i )) w.r.t. (es), and N
0
0 = N . Then (N
j
i )
M,Nj
j=0,i=0 are called the maximum
coordinates of T w.r.t. (ei).
Remark 4.6 Let X be a Banach space with basis (ei) and let (xi) be a block sequence of (ei) with
‖xi‖ ≤ 1 for all i ∈ IN. Let (ε
j
i )j,i∈IN ⊂ (0, 1). Let M,N ∈ IN and let x be an (M, (ε
j
i ), N) average
of (xi) w.r.t. (ei) given by T = (x
j
i )
M,Nj
j=0,i=1. Then we can write x =
∑
i∈F aixi for some finite set
F ⊂ IN such that
(1)
∑
i∈F ai = 1 & ai > 0 for all i ∈ F .
(2) x is M-admissible w.r.t. (xi) (i.e. F ∈ SM).
(3) Let (N ji )
M,Nj
j=0,i=0 be the maximum coordinates of T w.r.t. (es). For j = 1, . . . ,M and 1 ≤
i ≤ N j, let Eji (1) < E
j
i (2) < · · · < E
j
i (N
j
i−1) be a finite sequence of intervals in IN with
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∪
Nj
i−1
ℓ=1 E
j
i (ℓ) ⊆ ran (x
j
i ) and assume that we minimally shrink the E
j
i (ℓ)’s to obtain intervals
(F ji (ℓ))
Nj
i−1
ℓ=1 (some of which may be empty) which don’t split the x
j−1
i ’s. Then
M∑
j=1
Nj∑
i=1
Nj
i−1∑
ℓ=1
‖(Eji (ℓ)\F
j
i (ℓ))x
j
i‖ <
∑
j,i
εji .
Indeed (1) and (2) are obvious. To see (3) note that for every j = 1, . . . ,M , 1 ≤ i ≤ N j and
ℓ = 1, . . . , N ji−1, the set E
j
i (ℓ) splits at most two x
j−1
s ’s each of them having norm at most 1. Thus
‖(Eji (ℓ)\F
j
i (ℓ))x
j
i‖ ≤ 2/k
j
i and so
∑Nj
i−1
ℓ=1 ‖E
j
i (ℓ)\F
j
i (ℓ)‖ < 2N
j
i−1/k
j
i < ε
j
i , which proves (3).
The concept of (M, (εji ), N) vectors is implicit in [AD] (see also [OTW]).
Proposition 4.7 Let (xi) be a block sequence in c00, M,N ∈ IN and (ε
j
i )j,i∈IN ⊂ (0, 1). Then there
exists x which is an (M, (εji ), N) average of (xi) w.r.t. (ei).
Proof Note that by replacing each (εji )i by a smaller sequence if necessary we may assume that
(εji )i is decreasing. For M = 1 we choose x
1
1 to be an average of k
1
1 > 2N/ε
1
1 many xs’s chosen
from {xs : s ≥ k
1
1}. Next, consider the case M = 2. At first we continue the argument that
we gave for M = 1 to construct x¯11 < x¯
1
2 < · · · as follows: For k¯
1
1 > 2N/ε
1
1 let x¯
1
1 be an average
of k¯11 many xs’s chosen from {xs : s ≥ k¯
1
1}. If x¯
1
i has been constructed for some i ∈ IN, and
k¯1i+1 > 2N¯
1
i /ε
1
i+1, then x¯
1
i+1 is taken to be an average of k¯
1
i+1 many xs’s chosen from {xs : s ≥ k¯
1
i+1}
where N¯1i = max(ran (x¯
1
i )) w.r.t. (es). Note that x¯
1
i < x¯
1
i+1 since ε
1
i+1 < 1. Also note that for every
i ∈ IN, x¯1i is a 1-admissible w.r.t. (xs). Then for k
2
1 > 2N/ε
2
1 take x
2
1 to be an average of k
2
1 many
x¯1s’s chosen from {x¯
1
s : x¯
1
s ≥ xk21}. Then the (2, (ε
j
i ), N) admissible averaging tree T of (xi) that
corresponds to x21 is determined as follows: x
2
1 ∈ T . If x
2
1 =
1
|F |
∑
i∈F x¯
1
i for some finite set F ⊂ IN
then x¯1i ∈ T for i ∈ F . For each i ∈ F if x¯
1
i =
1
|Fi|
∑
s∈Fi xs for some finite set Fi ⊂ IN then xs ∈ T for
s ∈ Fi. Enumerate the xs’s in T as x
0
1 < x
0
2 < · · · < x
0
N0 and the x¯
1
s’s in T as x
1
1 < x
1
2 < · · · < x
1
N1 .
Since x21 is a 1-admissible average of (x
1
i ) w.r.t. (xi) and for each i = 1, . . . , N
1, x1i is 1-admissible
w.r.t. (xs), we have that x
2
1 is 2-admissible w.r.t. (xi). We let the k
1
i ’s and N
1
i ’s be defined by
definition 4.5. Each k1i will be k¯
1
i′ for Some i
′ ≥ i and N10 = N while N
1
i = N
1
i′ . Since (ε
1
i ) is
decreasing the condition k1i > 2N
1
i−1/ε
1
i remains valid. The case M > 2 is proved by iterating this
procedure. ✷
Remark 4.8 Definition 4.5 requires only that kji > 2N
j
i−1/ε
j
i The proof shows that we could also
construct (xji ) so that k
j
i >
6(Nj
i−1)
2
θ1ε
j
i
. We will use this remark in lemma 4.12.
Next we prove some norm estimates for (M, (εji ), N) averages in T (θn, Sn)IN. ‖ · ‖ will always denote
the norm of T (θn, Sn)IN. We need for p ∈ IN ∪ {0} and N ∈ IN to define the equivalent norms ‖ · ‖p
and ‖ · ‖SN ,p and the continuous seminorms ‖ · ‖N,p as follows (‖ · ‖0 = ‖ · ‖ and θ0 = 1):
‖x‖p = θp sup{
∑
‖Eix‖ : (Ei) is a p-admissible sequence of intervals }
‖x‖N,p = sup{
N∑
1
‖Eix‖p : N ≤ E1 < E2 < · · · < EN are intervals } and
‖x‖SN ,p = sup{
∑
‖Eix‖p : (Ei) is an N -admissible sequence of intervals }.
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Of course for x ∈ c00 each “sup” above is a “max” and there exists p ∈ IN so that ‖x‖ = ‖x‖p if
‖x‖ 6= ‖x‖∞.
Remark 4.9 Let θ0 = 1. For all x ∈ c00 and for all p ∈ IN we have
‖x‖p ≤
θp
θp−1
‖x‖S1,p−1.
Moreover if p = 1 we have equality.
Indeed there exists (Ei)i∈I a p-admissible family of intervals such that
‖x‖p = θp
∑
i∈I
‖Eix‖.
We can write I = ∪ℓ1Ij where (Ei)i∈Ij is p− 1-admissible and if Fj is the smallest interval including
∪i∈IjEi then (Fj)
ℓ
1 is 1-admissible. Thus
‖x‖p =
θp
θp−1
ℓ∑
j=1
θp−1
∑
i∈Ij
‖Eix‖ ≤
θp
θp−1
ℓ∑
j=1
‖Fjx‖p−1 ≤
θp
θp−1
‖x‖S1,p−1. ✷
Notation If A ⊂ [0,∞) is a finite non-empty set, we set A∗ = A\{max(A)}.
Observation 4.10 Let N ∈ IN and D, ε > 0. Note that if k ≥ ND
ε
and A
ℓ
⊂ [0, D] for ℓ = 1, . . . , N
are finite sets with | A1 | + · · ·+ | AN |≤ k then
1
k
∑N
ℓ=1
∑
{a : a ∈ A
ℓ
} ≤ max(∪Nℓ=1A
∗
ℓ
) + ε.
We will apply this for D = 1
θ1
in the proof of (2) of lemma 4.11 below.
Lemma 4.11 Let non-zero vectors k ≤ x1 < x2 < . . . < xk with ‖xi‖ ≤ 1 for all i, x =
1
k
(x1 +
· · · + x
k
) and ε ∈ (0, 1). Let F ⊆ ran (x) be an interval in IN which does not split the xi’s. Set
θ0 = 1, Ni = max(ran (xi)) w.r.t. (ej), N0 = 1 and let N ∈ IN. If k >
6N
θ1ε
then
(1) For every p ∈ IN, ‖Fx‖N,p ≤
θp
θp−1
max{‖xi‖Ni−1,p−1 : ran (xi) ⊆ F}+ ε.
(2) There exists n ∈ IN, intervals F1 < F2 < . . . < Fn which don’t split any xi, ∪
n
ℓ=1Fℓ ⊆ ran (x),
and (p
ℓ
)nℓ=1 ⊂ IN so that
‖x‖N,0 ≤ max

 n⋃
ℓ=1
{
θp
ℓ
θp
ℓ
−1
‖xi‖Ni−1,pℓ−1
: ran (xi) ⊂ Fℓ}
∗

+ ε.
Proof (1) For p ∈ IN there exist intervals N ≤ E1 < . . . < EN such that ∪
N
ℓ=1Eℓ ⊆ F and
‖Fx‖N,p =
N∑
ℓ=1
‖E
ℓ
x‖p ≤
θp
θp−1
N∑
ℓ=1
‖E
ℓ
x‖S1,p−1 (by Remark 4.9) .
We minimally shrink the intervals (Ei)
N
1 to get n ≤ N and intervals N ≤ F1 < F2 < · · · < Fn which
don’t split the xi’s. Since each Eℓ splits at most two xi’s, ‖ · ‖S1,p−1 ≤
1
θ1
‖ · ‖ and θp
θp−1
≤ 1,
θp
θp−1
N∑
ℓ=1
‖E
ℓ
x‖S1,p−1 ≤
θp
θp−1
n∑
ℓ=1
‖F
ℓ
x‖S1,p−1 +
2N
kθ1
.
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Fix an ℓ ∈ {1, . . . , n}. There exists a 1-admissible family of intervals (Fℓ,m)m with Fℓ,m ⊆ Fℓ for all
m and ‖F
ℓ
x‖S1,p−1 =
∑
m ‖Fℓ,mx‖p−1. Let s be minimal with ran (xs) ∩ Fℓ,1 6= ∅ (we may assume
that such an s exists) and t be maximal with ran (xt) ∩ Fℓ 6= ∅. Then
∑
m
‖Fℓ,mx‖p−1 ≤
1
k
(
∑
m
‖Fℓ,mxs‖+ ‖xs+1‖Ns,p−1 + · · ·+ ‖xt‖Ns,p−1)
≤
1
k
(
1
θ1
+
t∑
i=s+1
‖xi‖Ni−1,p−1).
Set [r, R] ≡ {i : ran (xi) ⊆ F}. Hence
θp
θp−1
n∑
ℓ=1
‖F
ℓ
x‖S1,p−1 ≤
θp
θp−1
1
k
(
n
θ1
+ ‖xr+1‖Nr,p−1 + ‖xr+2‖Nr+1,p−1 + · · ·+ ‖xR‖NR−1,p−1).
Therefore we have proved that
‖Fx‖N,p ≤
1
k
θp
θp−1
(
‖xr+1‖Nr,p−1 + ‖xr+2‖Nr+1,p−1 + · · ·+ ‖xR‖NR−1,p−1
)
+
3N
kθ1
.
Thus
‖Fx‖N,p ≤
1
k
θp
θp−1
∑
{‖xi‖Ni−1,p−1 : ran (xi) ⊆ F}+
3N
kθ1
. (3)
This yields (1).
(2) Choose intervals N ≤ E1 < E2 < . . . < EN such that ‖x‖N,0 =
∑N
l=1 ‖Eℓx‖. As before, we
minimally shrink the intervals (Ei) to obtain n ≤ N and non-empty intervals F1 < F2 < · · · < Fn
which don’t split the xi’s and satisfy
N∑
ℓ=1
‖E
ℓ
x‖ ≤
n∑
ℓ=1
‖F
ℓ
x‖ +
2N
k
.
Fix ℓ ∈ {1, . . . , n}. If ‖F
ℓ
x‖ 6= ‖F
ℓ
x‖∞ there exists pℓ ∈ IN such that ‖Fℓx‖ = ‖Fℓx‖pℓ
. By equation
(3) for N = 1 we get
‖F
ℓ
x‖p
ℓ
≤
1
k
θp
ℓ
θp
ℓ
−1
(∑
{‖xi‖Ni−1,pℓ−1
: ran (xi) ⊆ Fℓ}
)
+
3
kθ1
. (4)
If ‖F
ℓ
x‖ = ‖F
ℓ
x‖∞ then ‖Fℓx‖ ≤
1
k
and so (4) still is valid. Thus
‖x‖N,0 ≤
1
k
n∑
ℓ=1
θp
ℓ
θp
ℓ
−1
∑
{‖xi‖Ni−1,pℓ−1
: ran (xi) ⊆ Fℓ}+
5N
kθ1
< max

 n⋃
ℓ=1
{
θp
ℓ
θp
ℓ
−1
‖xi‖Ni−1,pℓ−1
: ran (xi) ⊂ Fℓ}
∗

+ ε
by observation 4.10 since ‖ · ‖Ni−1,pℓ−1
≤ 1
θ1
‖ · ‖, and k > 6N
εθ1
= N
(ε/6)θ1
. ✷
Combining lemma 4.11 with proposition 4.7 and remark 4.8 we obtain
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Lemma 4.12 Let (xi) be a normalized block sequence in X = T (θi, Si)IN, M,N ∈ IN and (ε
j
i )j,i∈IN ⊂
(0, 1). There exists x, an (M, (εji ), N) average of (xi) w.r.t. (ei), so that if T = (x
j
i )
M,Nj
j=0,i=1 is
the (M, (εji ), N) admissible averaging tree of (xi) with x = x
M
1 , and (N
j
i )
M,Nj
j=0,i=0 are the maximum
coordinates of T w.r.t. (ei) then for j = 1, . . . ,M and i = 1, . . . , N
j we have the following properties:
(1) For every p ∈ IN and every F ⊆ ran (xji ) which does not split any x
j−1
s we have
‖Fxji‖Nj
i−1,p
≤
θp
θp−1
max{‖xj−1s ‖Nj−1s−1 ,p−1
: ran (xj−1s ) ⊆ F}+ ε
j
i/N
j
i−1.
(2) There exists n ∈ IN and intervals F1 < F2 < . . . < Fn which don’t split any x
j−1
s , (∪
n
ℓ=1Fℓ ⊆
ran (xji )) and (pℓ)
n
ℓ=1 ⊆ IN such that
‖xji‖Nj
i−1,0
≤ max

 n⋃
ℓ=1
{
θp
ℓ
θp
ℓ
−1
‖xj−1s ‖Nj−1
s−1 ,pℓ
−1 : ran(x
j−1
s ) ⊆ Fℓ}
∗

+ εji .
Lemma 4.13 Let (xi) be a normalized block sequence in X = T (θi, Si)IN, ε > 0, (ε
j
i )j,i∈IN ⊂ (0, 1)
with
∑
j,i ε
j
i < ε and let x be an (M, (ε
j
i ), N) average of (xi) w.r.t. (ei). Let T = (x
j
i )
M,Nj
j=0,i=1 be
the (M, (εji ), N) admissible averaging tree of (xi) with x = x
M
1 , let (N
j
i )
M,Nj
j=0,i=0 be the maximum
coordinates of T w.r.t. (ei) and assume that for j = 1, . . . ,M and i = 1, . . . , N
j the properties (1)
and (2) of lemma 4.12 are satisfied. Then we have
(3) If 0 ≤ p′ < p, p − p′ ≤ j ≤ M , 1 ≤ i ≤ N j and F ⊆ ran (xji ) is an interval which does not
split any xj−1s then
‖Fxji‖Nj
i−1,p
≤
θp
θp′
max{‖xj−(p−p
′)
s ‖Nj−(p−p′)
s−1 ,p
′
: ran (xj−(p−p
′)
s ) ⊆ F}+
∑
xks∈TF (x
j
i
,p−p′)
εks
Nks−1
.
(4) If 1 ≤ p ≤ j ≤M , 1 ≤ i ≤ N j and F ⊆ IN is an interval which does not split any xj−1s then
‖Fxji‖Nj
i−1,p
≤ θpmax{‖x
j−p
s ‖Nj−ps−1 ,0
: ran (xj−ps ) ⊆ F}+
∑
{
εks
Nks−1
: xks ∈ TF (x
j
i , p)}.
(5) There exists m ∈ IN and intervals F1 < F2 < . . . < Fm (∪ℓFℓ ⊆ ran (x
M
1 )) which don’t split
the x0s’s and (pℓ)
m
ℓ=1 ⊂ IN with pℓ ≥M for all ℓ, such that
‖xM1 ‖ ≤ max

 m⋃
ℓ=1
{
θp
ℓ
θp
ℓ
−M
‖x0s‖N0s−1,pℓ−M
: ran (x0s) ⊆ Fℓ}
∗

+ ε.
Proof
(3) By (1) of lemma 4.12 we have
‖Fxji‖Nj
i−1,p
≤
θp
θp−1
max{‖xj−1s ‖Nj−1s−1 ,p−1
: ran (xj−1s ) ⊆ F}+
εji
N ji−1
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≤
θp
θp−1
θp−1
θp−2
max{‖xj−2s ‖Nj−2s−1 ,p−2
: ran (xj−2s ) ⊆ F}+
∑
{
εks
Nks−1
: xks ∈ TF (x
j
i , 2)}
≤ . . .
≤
θp
θp−1
θp−1
θp−2
. . .
θp′+1
θp′
max{‖xj−(p−p
′)
s ‖Nj−(p−p′)
s−1 ,p
′
:
ran (xj−(p−p
′)
s ) ⊆ F}+
∑
{
εks
Nks−1
: xks ∈ TF (x
j
i , p− p
′)}.
(4) Follows immediately from (3), letting p′ = 0.
(5) We prove by induction on J that
for J = 1, . . . ,M and 1 ≤ i ≤ NJ there exists m ∈ IN, intervals F1 < F2 < · · · < Fm
(∪
ℓ
F
ℓ
⊆ ran (xJi )) that don’t split the x
0
s’s, and (pℓ)
m
ℓ=1 ⊂ IN with pℓ ≥ J for all ℓ, such
that
‖xJi ‖NJi−1,0 ≤ max

 m⋃
ℓ=1
{
θp
ℓ
θp
ℓ
−J
‖x0s‖N0s−1,pℓ−J
: ran (x0s) ⊆ Fℓ}
∗

+∑{εks : xks ∈ T (xJi , J)}
((5) then follows by taking (J, i) = (M, 1) and noting that ‖xM1 ‖ ≤ ‖x
M
1 ‖N,0 = ‖x‖NM0 ,0). Indeed,
for J = 1 this follows from the statement of (2) for j = 1. Assume that the statement is proved
for all positive integers ≤ J where J ≤ M − 1. By (2) there exist intervals F ′1 < · · · < F
′
n
(∪
ℓ
F ′
ℓ
⊆ ran (xJ+1i )) which don’t split the x
J
s ’s, and (p
′
ℓ
)nℓ=1 such that
‖xJ+1i ‖NJ+1
i−1 ,0
≤ max

 n⋃
ℓ=1
{
θp′
ℓ
θp′
ℓ
−1
‖xJs ‖NJs−1,p′ℓ−1
: ran (xJs ) ⊆ F
′
ℓ
}∗

+ εJ+1i .
If p′
ℓ
− 1 = 0 for some ℓ and ran (xJs ) ⊆ F
′
ℓ
then by the induction hypothesis there exists M(s) ∈ IN,
intervals F1(s) < F2(s) < · · · < FM(s)(s) (∪µFµ(s) ⊆ ran (x
J
s )) that don’t split the x
0
t ’s and
(pµ(s))
M(s)
µ=1 ⊂ IN with pµ(s) ≥ J for all µ such that
‖xJs ‖NJs−1,0 ≤ max

M(s)⋃
µ=1
{
θpµ(s)
θpµ(s)−J
‖x0t‖N0t−1,pµ(s)−J : ran (x
0
t ) ⊆ Fµ(s)}
∗

+∑{εkt : xkt ∈ T (xJs , J)}.
If 0 < p′
ℓ
− 1 ≤ J for some ℓ, and ran (xJs ) ⊆ F
′
ℓ
then by (4),
‖xJs ‖NJs−1,p′ℓ−1
≤ θp′
ℓ
−1max{‖x
J−p′
ℓ
+1
t ‖
N
J−p′
ℓ
+1
t−1 ,0
: ran (x
J−p′
ℓ
+1
t ) ⊆ ran (x
J
s )}+
∑
xkt ∈T (x
J
s ,p
′
ℓ
−1)
εkt .
For the remaining ℓ’s we have by (3) for j = J , p = p′
ℓ
− 1 and p′ = p′
ℓ
− 1− J ,
‖xJs ‖NJs−1,p′ℓ−1
≤
θp′
ℓ
−1
θp′
ℓ
−1−J
max{‖x0t‖N0t−1,p′ℓ−1−J
: ran (x0t ) ⊆ ran (x
J
s )}+
∑
{εkt : x
k
t ∈ T (x
J
s , J)}.
Combining these estimates we get
‖xJ+1i ‖NJ+1
i−1 ,0
≤
14
max

 ⋃
{ℓ:p′
ℓ
=1}
⋃
{s:ran (xJs )⊆F
′
ℓ
}
M(s)⋃
µ=1
{
θ1θpµ(s)
θpµ(s)−J
‖x0t‖N0t−1,pµ(s)−J +
∑
{εkw : x
k
w ∈ T (x
J
s , J)} : ran (x
0
t ) ⊆ Fµ(s)}
∗
∪
⋃
{ℓ:0<p′
ℓ
−1≤J}
{θp′
ℓ
‖x
J−p′
ℓ
+1
t ‖
N
J−p′
ℓ
+1
t−1 ,0
+
∑
{εks : x
k
s ∈ T
∗(xJ+1i , p
′
ℓ
)} : ran (x
J−p′
ℓ
+1
t ) ⊆ F
′
ℓ
}∗
∪
⋃
{ℓ:p′
ℓ
>J+1}
{
θp′
ℓ
θp′
ℓ
−(J+1)
‖x0t‖N0t−1,p′ℓ−(J+1)
+
∑
{εks : x
k
s ∈ T
∗(xJ+1i , J + 1)} : ran (x
0
t ) ⊆ F
′
ℓ
}∗

+ εJ+1i .
The induction hypothesis gives that for 0 < p′
ℓ
−1 < J and 1 ≤ t ≤ N
J−p′
ℓ
+1
with ran (x
J−p′
ℓ
+1
t ) ⊆ F
′
ℓ
,
there exists K(ℓ, t) ∈ IN and sets G1(ℓ, t) < G2(ℓ, t) < . . . < GK(ℓ,t)(ℓ, t) which don’t split the x
0
s’s
such that ∪
k
G
k
(ℓ, t) ⊆ ran (x
J−p′
ℓ
+1
t ), and there exist (qk(ℓ, t))
K(ℓ,t)
k=1 ⊂ IN with qk(ℓ, t) ≥ J − p
′
ℓ
+ 1
such that
‖x
J−p′
ℓ
+1
t ‖
N
J−p′
ℓ
+1
t−1 ,0
≤ max

K(ℓ,t)⋃
k=1
{
θq
k
(ℓ,t)
θq
k
(ℓ,t)−(J−p′
ℓ
+1)
‖x0s‖N0s−1,qk (ℓ,t)−(J−p
′
ℓ
+1) : ran (x
0
s) ⊆ Gk(ℓ, t)}
∗


+
∑
{εks : x
k
s ∈ S(ℓ, t)}
where S(ℓ, t) = T (x
J−p′
ℓ
+1
t , J − pℓ + 1). Thus, these estimates give
‖xJ+1i ‖NJ+1
i−1 ,0
≤
max

 ⋃
{ℓ:p′
ℓ
=1}
⋃
{s:ran (xJs )⊆F
′
ℓ
}
M(s)⋃
µ=1
{
θ1θpµ(s)
θ(1+pµ(s))−(J+1)
‖x0t‖N0t−1,pµ(s)−J
+
∑
{εkw : x
k
w ∈ T (x
J
s , J)} : ran (x
0
t ) ⊆ Fµ(s)}
∗
∪
⋃
{ℓ:0<p′
ℓ
−1<J}
K(ℓ,t)⋃
k=1
{
θp′
ℓ
θq
k
(ℓ,t)
θ(p′
ℓ
+q
k
(ℓ,t))−(J+1)
‖x0s‖N0s−1,qk (ℓ,t)−(J−p
′
ℓ
+1)
+
∑
{εks : x
k
s ∈ T
∗(xJ+1i , p
′
ℓ
) ∪ S(ℓ, t)} : ran (x0s) ⊆ Gk(ℓ, t)}
∗
∪
⋃
{ℓ:p′
ℓ
=J+1}
{θJ+1‖x
0
t‖N0t−1,0 +
∑
{εks : x
k
s ∈ T
∗(xJ+1i , J + 1)} : ran (x
0
t ) ⊆ F
′
ℓ
}∗
∪
⋃
{ℓ:p′
ℓ
>J+1}
{
θp′
ℓ
θp′
ℓ
−(J+1)
‖x0t‖N0t−1,p′ℓ−(J+1)
+
∑
{εks : x
k
s ∈ T
∗(xJ+1i , J + 1)} : ran (x
0
t ) ⊆ F
′
ℓ
}∗

+ εJ+1i .
Note that θ1θpµ(s) ≤ θ1+pµ(s), 1+pµ(s) ≥ J+1, θp′
ℓ
θq
k
(ℓ,t) ≤ θp′
ℓ
+q
k
(ℓ,t), p
′
ℓ
+q
k
(ℓ, t) ≥ p′
ℓ
+(J−p′
ℓ
+1) =
J +1, the sets Fµ(s)’s F
′
ℓ
’s and G
k
(ℓ, t)’s don’t split the x0s’s, and arranged in successive order, give
the required sequence F1 < . . . < Fm. Then 1 + pµ(s)’s, p
′
ℓ
+ qk(ℓ, t)’s, and p
′
ℓ
’s for p′
ℓ
≥ J + 1
arranged in the corresponding order, give the required sequence (p
ℓ
)mℓ=1. This finishes the induction.
✷
Combining lemmas 4.12 and 4.13 we immediately obtain
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Corollary 4.14 Let (xi) be a normalized block sequence in X = T (θi, Si)IN, M,N ∈ IN, ε > 0 and
(εji )j,i∈IN ⊂ (0, 1) with
∑
j,i ε
j
i < ε. There exists x an (M, (ε
j
i ), N) average of (x
0
i ) w.r.t. (ei), so
that if T = (xji )
M,Nj
j=0,i=1 is the admissible averaging tree of (xi) with x = x
M
1 , and (N
j
i )
M,Nj
j=0,i=0 are the
maximum coordinates of T w.r.t. (ei), then
(1) For j = 1, . . . ,M , i = 1, . . . , N j, 1 ≤ p ≤ j and an interval F ⊆ ran (xji ) which does not split
any xj−1s ,
‖Fxji‖Nj
i−1,p
≤ θpmax{‖x
j−p
s ‖Nj−ps−1 ,0
: ran (xj−ps ) ⊆ F}+
∑
{
εks
Nks−1
: xks ∈ TF (x
j
i , p)}.
(2) There exists m ∈ IN and intervals F1 < F2 < . . . < Fm which don’t split the x
0
s’s and
(p
ℓ
)mℓ=1 ⊂ IN with pℓ ≥M for all ℓ, such that
‖xM1 ‖ ≤ max

 m⋃
ℓ=1
{
θp
ℓ
θp
ℓ
−M
‖x0s‖N0s−1,pℓ−M
: ran (x0s) ⊆ Fℓ}
∗

+ ε.
To prove theorem 4.4 we need also the following
Lemma 4.15 For all J,N ∈ IN, ε > 0 and Y ≺ X = T (θi, Si)IN there exists y ∈ Y with ‖y‖ = 1
and
‖y‖N,p < φp(1 + ε), for all p = 1, . . . J.
Proof If this were false, then ∃J,N ∈ IN ∃ε ∈ (0, 1/2) ∃Y ≺ X such that
‖y‖ ≤ max
1≤p≤J
1
φp(1 + ε)
‖y‖N,p for all y ∈ Y. (5)
Since (1 + ε)nφJ(n+1) →∞ as n→∞ we may choose n ∈ IN such that
1 >
1
(1 + ε)nθJθ1φJ(n+1)
+ 2ε.
Let (xs) be a normalized block sequence in Y and apply corollary 4.14 to (xs) for (M, ε,N) = (J(n+
1), εθJ(n+1)φ
J
1 , N) for an appropriate sequence (ε
j
i ), to construct x =
∑
asx
0
s, a (J(n + 1), (ε
j
i ), N)
average of (xs) w.r.t. (es). Let x have a corresponding admissible averaging tree T = (x
j
i )
J(n+1),Nj
j=0,i=1 ,
and let the maximum coordinates of T be (N ji )
J(n+1),Nj
j=0,i=0 w.r.t. (ei). Define δ
j
i = ε
j
i/φ
J
1 for j, i ∈ IN
and note that
∑
δji < εθJ(n+1). Note that if 1 ≤ p ≤ J then φp ≥ φ
p
1 ≥ φ
J
1 and if k, s ∈ IN then we
have that ε
k
s
φp
≤ δks . There exists 1 ≤ p
1 ≤ J so that
θJ(n+1) = θJ(n+1)
∑
‖asx
0
s‖ ≤ ‖x‖ ≤
1
φp1(1 + ε)
‖x‖N,p1 =
1
φp1(1 + ε)
‖xJ(n+1)1 ‖NJ(n+1)0 ,p1
(since N = N
J(n+1)
0 ). Then by corollary 4.14 (1), there exists s
1 ∈ IN so that ran (x
J(n+1)−p1
s1 ) ⊆
ran (x
J(n+1)
1 ) and also there exists a family of intervals (Ei)i=1,...,NJ(n+1)−p1
s1−1
⊆ ran (x
J(n+1)
1 ) so that
θJ(n+1) ≤
1
φp1(1 + ε)
(
θp1‖x
J(n+1)−p1
s1 ‖NJ(n+1)−p1
s1−1
,0
+
∑
{εks : x
k
s ∈ T (x
J(n+1)
1 , p
1)}
)
≤
N
J(n+1)−p1
s1−1∑
i=1
θp
1
1 + ε
‖Eix
J(n+1)−p1
s1 ‖+
∑
{δks : x
k
s ∈ T (x
J(n+1)
1 , p
1)}
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We minimally shrink the Ei’s if necessary, to obtain (Fi) which don’t split the x
J(n+1)−p1−1
s ’s. Let
A be the set of xJ(n+1)−p
1−1
s ’s that is split by the Ei’s. Thus we get
θJ(n+1) ≤
∑
i
θp
1
1 + ε
‖Fix
J(n+1)−p1
s1 ‖+ 2
∑
{‖xks‖ : x
k
s ∈ A}+
∑
{δks : x
k
s ∈ T (x
J(n+1)
1 , p
1)}.
Similarly by 5 for each i there exist 1 ≤ p2i ≤ J so that (note that N ≤ N
J(n+1)−p1
s1−1 )
θJ(n+1) ≤
∑
i
θp
1
(1 + ε)
1
φp2
i
(1 + ε)
‖Fix
J(n+1)−p1
s1 ‖N,p2i + 2
∑
{‖xks‖ : x
k
s ∈ A}+
∑
{δks : x
k
s ∈ T (x
J(n+1)
1 , p
1)}
≤
∑
i
θp
1
(1 + ε)
1
φp2
i
(1 + ε)
‖Fix
J(n+1)−p1
s1 ‖NJ(n+1)−p1
s1−1
,p2
i
+ 2
∑
{‖xks‖ : x
k
s ∈ A}+
∑
xks∈T (x
J(n+1)
1 ,p
1)
δks .
Then by corollary 4.14 (1), for each i there exists s2i ∈ IN so that ran (x
J(n+1)−p1−p2
i
s2
i
) ⊆ Fi and also
family of intervals (Ei,j)
j=1,...,N
J(n+1)−p1−p2
i
s2
i
−1
⊆ ran (xJ(n+1)−p
1
s1 ) so that
θJ(n+1) ≤
∑
i
θp
1
(1 + ε)
1
φp2
i
(1 + ε)

θp2
i
‖x
J(n+1)−p1−p2i
s2
i
‖
N
J(n+1)−p1−p2
i
s2
i
−1
,0
+
∑
{
εks
Nks−1
: xks ∈ TFi(x
J(n+1)−p1
s1 , p
2
i )}


+2
∑
{‖xks‖ : x
k
s ∈ A}+
∑
{δks : x
k
s ∈ T (x
J(n+1)
1 , p
1)} ≤
∑
i
N
J(n+1)−p1−p2
i
s2
i
−1∑
j=1
θp
1+p2i
(1 + ε)2
‖Ei,jx
J(n+1)−p1−p2
i
s2
i
‖+ 2
∑
{‖xks‖ : x
k
s ∈ A}+
∑
{δks : x
k
s ∈ S}
where S = T (x
J(n+1)
1 , p
1) ∪ ∪i ∪ {T (x
J(n+1)−p1−1
t , p
2
i ) : ran (x
J(n+1)−p1−1
t ) ⊆ Fi}. We increase A by
including every node x
J(n+1)−p1−p2i−1
s which is split by some Ei,j and minimally shrink the Ei,j’s to
get intervals (Fi,j) which don’t split the x
J(n+1)−p1−p2
i
−1
s ’s. Thus
θJ(n+1) ≤
∑
i
∑
j
θp
1+p2
i
(1 + ε)2
‖Fi,jx
J(n+1)−p1−p2
i
s2
i
‖+ 2
∑
{‖xks‖ : x
k
s ∈ A}+
∑
{δks : x
k
s ∈ S}.
For every i, j there exists 1 ≤ p3i,j ≤ J so that we have (note also that N ≤ N
J(n+1)−p1−p2
i
s2
i
−1
)
θJ(n+1) ≤
∑
i
∑
j
θp
1+p2i
(1 + ε)2
1
φp3
i,j
(1 + ε)
‖Fi,jx
J(n+1)−p1−p2
i
s2
i
‖N,p3
i,j
+ 2
∑
{‖xks‖ : x
k
s ∈ A}+
∑
{δks : x
k
s ∈ S}
≤
∑
i
∑
j
θp
1+p2
i
(1 + ε)2
1
φp3
i,j
(1 + ε)
‖Fi,jx
J(n+1)−p1−p2
i
s2
i
‖
N
J(n+1)−p1−p2
i
s2
i
−1
,p3
i,j
+ 2
∑
{‖xks‖ : x
k
s ∈ A}
+
∑
{δks : x
k
s ∈ S}.
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By corollary 4.14 (1), for each i, j there exists s3i,j ∈ IN so that
θJ(n+1) ≤
∑
i
∑
j
θp
1+p2i
(1 + ε)2
1
φp3
i,j
(1 + ε)

θp3
i,j
‖x
J(n+1)−p1−p2
i
−p3
i,j
s3
i,j
‖
N
J(n+1)−p1−p2
i
−p3
i,j
s3
i,j
−1
,0
+
∑
{
εks
Nks−1
: xks ∈ TFi,j (x
J(n+1)−p1−p2
i
s2
i
, p3i,j)}
)
+ 2
∑
{‖xks‖ : x
k
s ∈ A}+
∑
{δks : x
k
s ∈ S}
≤
∑
i
∑
j
θp
1+p2
i
+p3
i,j
(1 + ε)3
‖x
J(n+1)−p1−p2
i
−p3
i,j
s3
i,j
‖
N
J(n+1)−p1−p2
i
−p3
i,j
s3
i,j
−1
,0
+ 2
∑
{‖xks‖ : x
k
s ∈ A}+
∑
{δks : x
k
s ∈ S
′}
for some S ′ ⊆ T . We continue passing to lower levels of the tree until we obtain Jn ≤ p1 + p2i +
· · ·+ pri,...,k ≤ J(n+ 1)− 1. On each branch of the tree we stop when this is satisfied. Thus we get
an estimate of the following form (A increases to contain the xks ’s that are split)
θJ(n+1) ≤
∑ ∑
i,...,k
θ
p1+p2
i
+···+pr
k
(1 + ε)r
‖x
J(n+1)−p1−p2
i
···−pr
i,...,k
sr
i,...,k
‖
N
J(n+1)−p1−p2
i
···−pr
i,...,k
sr
i,...,k
−1
,0
+2
∑
{‖xks‖ : x
k
s ∈ A}+
∑
{δks : x
k
s ∈ W}
for some W ⊆ T , where the first “
∑
” is taken over all branches on which we have Jn ≤ p1 + p2i +
· · ·+ pri,...,k ≤ J(n + 1)− 1. By remark 4.6 (3) we have that 2
∑
{‖xks‖ : x
k
s ∈ A} < εθJ(n+1). Also∑
{δks : x
k
s ∈ W} < εθJ(n+1). Thus
θJ(n+1) ≤
θJn
(1 + ε)n
∑ ∑
i,...,k
‖x
J(n+1)−p1−p2
i
···−pr
i,...,k
sr
i,...,k
‖
N
J(n+1)−p1−p2
i
···−pr
i,...,k
sr
i,...,k
−1
,0
+ 2εθJ(n+1).
Since ‖ · ‖n,0 ≤
1
θ1
‖ · ‖, the vectors x
J(n+1)−p1−p2
i
···−pr
i,...,k
sr
i,...,k
’s have disjoint support and their level in the
tree is at least 1,by the triangle inequality we obtain
θJ(n+1) ≤
θJn
θ1(1 + ε)n
+ 2εθJ(n+1)⇔1 ≤
1
(1 + ε)nθJθ1φJ(n+1)
+ 2ε
which is a contradiction. ✷
Proof of theorem 4.4 Let ε > 0 be arbitrary. By lemma 4.15 we can find a normalized block
sequence (xi) in Y and an increasing sequence (j¯i) of integers, j¯1 = 1, so that if N0 = 1 and
Ni = max(ran (xi)) w.r.t. (es) then for every i ∈ IN we have
∀p = 1, . . . , j¯i, ‖xi‖Ni−1,p < φp(1 + ε) and
∀p ≥ j¯i+1, ‖xi‖Ni−1,p < ε.
Apply corollary 4.14 for (xi), ε, N = 1 and M = j (and appropriate (ε
k
i )) to obtain x, a (j, (ε
k
i ), 1)
average of (xi) w.r.t. (ei) with admissible averaging tree (x
k
i )
j,Nk
k=0,i=1 of (xi) and maximum coordinates
(Nki )
j,Nk
k=1,i=0 w.r.t. (ei). For i = 1, . . . , N
0 if x0i = xs then define ji = j¯s. Then j1 < · · · < jN0 and
for i = 1, . . . , N0 we have
∀p = 1, . . . , ji, ‖x
0
i ‖N0i−1,p < φp(1 + ε) and
∀p ≥ ji+1, ‖x
0
i ‖N0i−1,p < ε.
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Note (by remark 4.6 (2)) that xj1 is j-admissible w.r.t. (xi) and by corollary 4.14 (2) there exist
m ∈ IN, intervals F1 < . . . < Fm which don’t split the x
0
s’s, and (pℓ)
m
ℓ=1 ⊂ IN with pℓ ≥ j for all ℓ
such that
‖x‖ ≤ max

 m⋃
ℓ=1
{
θp
ℓ
θp
ℓ
−j
‖x0s‖N0s−1,pℓ−j
: ran (x0s) ⊆ Fℓ}
∗

+ ε.
For each ℓ = 1, . . . , m if p
ℓ
> j then there exists exactly one m
ℓ
∈ IN such that jm
ℓ
≤ p
ℓ
−j < jm
ℓ
+1.
We shall use the obvious remark that if A ⊆ [0,∞) is a finite non-empty set and a ∈ A then
max(A∗) ≤ max(A\{a}). If p
ℓ
= j then θp
ℓ
/θp
ℓ
−j = θj and we note that ‖x
0
s‖N0s−1,0 ≤
1
θ1
‖x0s‖ =
1
θ1
.
Thus
‖x‖ ≤ max

 ⋃
{ℓ:p
ℓ
>j}
{
θp
ℓ
θp
ℓ
−j
‖x0s‖N0s−1,pℓ−j
: ran (x0s) ⊆ Fℓ , s 6= mℓ} ∪ {
θj
θ1
}

+ ε.
Let ran (x0s) ⊆ Fℓ and pℓ > j. If s < mℓ we have js+1 ≤ jmℓ
≤ p
ℓ
− j and so ‖x0s‖N0s−1,pℓ−j
< ε. If
s > m
ℓ
we have js ≥ jm
ℓ
+1 > pℓ − j and so ‖x
0
s‖N0s−1,pℓ−j
< φp
ℓ
−j(1 + ε). Note that
θp
ℓ
θp
ℓ
−j
φp
ℓ
−j = θ
jφp
ℓ
and therefore
‖x‖ ≤ θj sup
p≥j
φp(1 + ε) ∨
θj
θ1
+ 2ε.
Note (by remark 4.6) that we can write x =
∑
F aixi for some set F ∈ Sj where ai > 0 for all i ∈ F
and
∑
i∈F ai = 1. Therefore δj(Y ) ≤ ‖x‖ and since ε > 0 is arbitrary we obtain the result. ✷
Note that theorem 4.4 does not necessarily give the best possible estimate for δj(Y ). Indeed if
θn = 2
−n for all n then T = T (θn, Sn)IN and for all Y ≺ T , δj(Y ) = 2
−j [OTW]. Yet theorem 4.4
only gives δj(Y ) ≤ 2
−j+1. However we have the following estimate which does yield the proper
estimate for Tsirelson’s space.
Theorem 4.16 Let X = T (θn, Sn)IN be regular. Then for all Y ≺ X and j ∈ IN we have
δj(Y ) ≤ θ
j sup
p≥j
φp
φp−j
.
Proof Let Y ≺ X , j ∈ IN and ε > 0. Since Y contains ℓn1 ’s uniformly, for all N ∈ IN ∃y ∈ Y with
1 = ‖y‖ ≤ ‖y‖N,0 ≤ 1 + ε. (see eg [OTW] proposition 2.7). Therefore we may choose inductively a
normalized block sequence (xi) in Y so that for i ∈ IN if Ni = max(ran (x
0
i )) w.r.t. (ei) (N0 = 1)
then ‖xi‖Ni−1,0 ≤ 1 + ε. Note then that for every i, p ∈ IN, ‖xi‖Ni−1,p ≤ ‖xi‖Ni−1,0 ≤ 1 + ε. Apply
corollary 4.14 (for an appropriate sequence (εki )) to obtain x a (j, (ε
k
i ), 1) average of (xi) w.r.t. (ei)
with admissible averaging tree (xki )
j,Nk
k=0,i=1 of (xi) and maximum coordinates (N
k
i )
j,Nk
k=0,i=0 w.r.t. (ei).
Note then that for every i, p ∈ IN we have that ‖x0i ‖N0i−1,p ≤ 1 + ε. By corollary 4.14 (2) there exist
m ∈ IN, F1 < · · · < Fm intervals in IN which don’t split the x
0
i ’s and integers (pℓ)
m
ℓ=1 with pℓ ≥ j for
all ℓ, such that
‖x‖ ≤ max{
θp
ℓ
θp
ℓ
−j
‖x0i ‖N0i−1,pℓ−j
: ℓ = 1, . . . , m, ran (x0i ) ⊆ Fℓ}+ ε ≤ θ
j sup
p≥j
φp
φp−j
(1 + ε) + ε
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and the result follows since ε > 0 is arbitrary. ✷
To estimate δj(Y ) for Y = X is easy as we see from the next
Theorem 4.17 Let X = T (θn, Sn)n∈IN be regular. Then for all j ∈ IN we have δj(X) = θj.
Proof Let j ∈ IN and ε > 0. Apply corollary 4.14 for (xi) = (ei), M = j, N = 1 and an appropriate
sequence (εki ), to obtain x, a (j, (ε
k
i ), 1) average of (ei) w.r.t. (ei) with admissible averaging tree
(xki )
j,Nk
k=0,i=1 and maximum coordinates (N
k
i )
j,Nk
k=0,i=0 w.r.t. (ei). Then by (2) there exists m ∈ IN,
F1 < · · · < Fm intervals in IN and integers (pℓ)
m
ℓ=1 with pℓ ≥ j for all ℓ, such that
‖x‖ ≤ max{
θp
ℓ
θp
ℓ
−j
‖x0i ‖N0i−1,pℓ−j
: ℓ = 1, . . . , m, ran (x0i ) ⊆ Fℓ}+ ε.
Since (x0i )
N0
i=1 is a subsequence of (ei), we have ‖x
0
i ‖N0i−1,pℓ−j
= θp
ℓ
−j for every i = 1, . . . , N
0 and
ℓ = 1, . . . , m. Thus ‖x‖ ≤ max1≤ℓ≤m θp
ℓ
+ ε. Since the sequence (θi) is decreasing we have
‖x‖ ≤ θj + ε. Since supp (x) ∈ Sj and ε > 0 is arbitrary we obtain the result. ✷
Question If X = T (θn, Sn)IN is a regular mixed Tsirelson space and Y ≺ X is δj(Y ) = θj for every
j ∈ IN?
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