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The macroscopic fluctuation theory provides a complete hydrodynamic description of non-
equilibrium classical diffusive systems. As a first step towards a diffusive theory of open quantum
systems, we show how to construct a microscopic open quantum system that exhibits genuine quan-
tum diffusive scaling. Namely, the dynamics is diffusive and the density matrix is entangled in the
hydrodynamic length and time scales.
Introduction – A general non-equilibrium theory,
which encapsulates transport behaviour does not ex-
ist. However, the macroscopic fluctuation theory [1] has
proven successful for classical diffusive systems. It is
a complete hydrodynamic theory that captures the full
range of non-equilibrium phenomena through the diffu-
sion coefficient (density dependent function in a more
general case) and the equilibrium free energy. It has been
successfully applied to predict long range correlations [2],
large deviations [3, 4], fluctuation induced forces [5], dy-
namical phase transitions [6–10], their associated criti-
cal exponents [11, 12] and many more [13, 14]. It has
been the aim of several studies to build on the ideas of
the macroscopic fluctuation theory and to generalize its
range of validity in both classical [15–17], and quantum
systems [18, 19].
In this letter, we study the dynamics of an open
quantum system model, dubbed the selective dephasing
model. The model exhibits a genuine quantum diffusive
behaviour at the hydrodynamic limit of large distances
and long time scales. The resulting diffusive dynamics
of the selective dephasing model is a first step towards
generalizing the macroscopic fluctuation theory to open
quantum systems. This is the main motivation of this
study. First, let us present the relevant ideas in classi-
cal diffusion as well as discuss what should be expected
from a quantum diffusive behaviour in an open quantum
system. Away from a phase transition and assuming no
injection of e.g. particles, we expect only conserved fields
to survive the hydrodynamic limit of long distances and
long time scales. For the conserved fields zα this im-
plies the conservation equation ∂tzα +∇ · jα = 0. Then,
for diffusive systems, the conserved currents follow the
Fick’s law form: jα = −Dαβ∇zβ where D is the diffusion
matrix, which must have real and positive eigenvalues to
ensure thermodynamic stability [20]. The values of the
diffusion matrix themselves can depend on the conserved
fields zα. Notice that combining the conservation equa-
tion and Fick’s law give the diffusion equation which de-
pends only on the conserved quantities. For open quan-
tum systems, pointer states are the states that are least
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affected by decoherence. So, for a diffusive open quan-
tum system, one expects that in long time scales pointer
states≈conserved fields. We will see a concrete example
of how this comes about. Classically, we expect a physical
system to have only local conserved quantities at the hy-
drodynamic limit. Non classicallity of quantum systems
is demonstrated by discord [21, 22] or more strongly by
entanglement. Namely, if discord or entanglement cannot
be detected at hydrodynamic length and time scales of a
diffusive system, we can describe the system classically
and the macroscopic fluctuation theory already provides
a full description.
To summarise, a diffusive behaviour for an open quan-
tum system is characterized by hydrodynamic diffusion
equations ∂tzα = ∂xDαβ∂xzβ . The conserved fields are
expectation values and Dαβ is the diffusion matrix which
in principle can depend on the conserved fields. More-
over, the density matrix should exhibit non-separability
or at least discord, as otherwise the model can be de-
scribed classically. We note that it has recently been
shown that for open quantum systems the Green-Kubo
formula for diffusion agrees with the diffusion coefficient
obtained from the Fick’s law form [23]. So the diffusion
coefficients are uniquely defined.
Setup – Since simple diffusive systems are Markovian,
a convenient initial starting point would be to consider
Markovian open quantum systems, given by the Gorini-
Kossakowski-Sudarshan-Lindblad (GKSL) equation [24–
27]. Consider a quantum system, coupled to a large en-
vironment with fast relaxation times. The back-action of
the system on the environment can thus be neglected on
the relevant time scale of the system. The evolution of
the system’s density matrix follows ∂tρ = L(ρ), where
L(ρ) = −i [H, ρ] +
∑
k
LMk(ρ) (1)
LM (ρ) = MρM
† − 1
2
{M†M,ρ}.
Here [·, ·] and {·, ·} are correspondingly the commuta-
tion and anti-commutation relations. H is Hermitian and
may contain both the system’s Hamiltonian and interac-
tion with the environment. The set of Mk operators,
orthonormal under the trace norm TrM†kM
′
k = δk,k′ , are
related to the interaction with the environments. We
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2note that although the orthonormalitiy condition limits
the number of operators Mk [25], the model considered
here respects this condition. Instead of following the den-
sity matrix evolution, one can also follow the evolution
of operators in the Heisenberg picture, given by the ad-
joint equation ∂tO = L∗(O). If all the Mk are Hermitian,
L∗(·) = +i[H, ·] +∑k LMk(·).
To explore quantum diffusion, let us consider a periodic
spin chain of Ω > 2 sites, where the σx,y,z,±k are the
usual Pauli matrices operating at site k. We study the
dynamics of the selective dephasing model of the GKSL
form (1). We set H to be the XY Hamiltonain HXY =
ε
∑Ω
k=1 σ
x
kσ
x
k+1 + σ
y
kσ
y
k+1 . The operators Mk =
√
ηνfσ
z
k
on the sites k ∈ A, where νf has units of inverse time and
η is a dimensionless parameter that controls the strength
of the dephasing. We consider three simple choices for
the group A
AΩ ≡ {1, 2, ...,Ω}, A{ξ} ≡ AΩ/{ξ,ξ+2}, (2)
Aodd ≡ {1, 3, 5, ...Ω− 1},
where for Aodd Ω is assumed to be even. Note that the
exact value of ξ is irrelevant for a ring. This GKSL model,
commonly used for a single spin to exhibit decoherence,
can be derived using the singular coupling limit for spins
coupled to set of thermalized bosonic baths [25], heavy
dust particles in contact with thermal radiation [28], in
the same spirit in atom-laser interactions [29] and for
Fermionic atoms in optical lattices [30]. Before we detail
the dynamics of the variants of the selective dephasing
model, it is useful to define the operators
P±k = σ
±
k σ
∓
k Pk = P
+
k
∏
l∈AΩ/{k}
P−l (3)
Smk = (σ
+
k σ
−
k+m + σ
−
k σ
+
k+m)
∏
l∈AΩ/{k,k+m}
P−l
AΩ dephasing – The selective dephasing model with
A = AΩ has been studied exhaustively [18, 31, 32] and
it even supports an exact steady state Bethe ansatz so-
lution [33]. Since we are interested in the dynamics and
not the steady state, let us try a naive approach. The
operator evolution equation for P+i is given by the dis-
crete conservation equation ∂tP
+
i = −Ji + Ji−1, where
Ji = 2i(σ
+
i σ
−
i+1 − σ−i σ+i+1). Unfortunately, trying to
evaluate ∂tJi reveals that the equations do not close [34],
so this direct approach fails. However, this model leads to
a quick decay of most states [35], as any state is an eigen-
state with non-positive eigenvalue of the non-Hermitian
part. Namely, L(ρ) = −i [HXY , ρ] − c1ρ where c1 ≥ 0.
The resulting long time dynamics is governed by transi-
tions between the pointer states – the states correspond-
ing to c1 = 0. Therefore, it is useful to speedup the
convergence to the pointer states dynamics. This moti-
vates using a perturbation theory where η → ∞, which
elucidates the long time dynamics.
Consider a GKSL equation of the form
L(ρ) = LS(ρ) + ηLb(ρ), (4)
LS(ρ) = −i[H, ρ], Lb(ρ) = νf
∑
k∈A
LMk(ρ).
We take the limit η → ∞ to accentuate the dissipation.
At the limit η →∞, the density matrix quickly converges
into one of the pointer states – the states in the kernel
of Lb. Then, the density matrix stays frozen for a long
time at that pointer state. This effect is known as Zeno
freezing [36–38]. At long time scales, an effective evolu-
tion between the pointer states emerges. This effective
dynamics is represented by ∂sρ = uρ, where [32, 34, 39]
u = −Π0LS(L⊥b )−1LS , (5)
with the rescaled time s = t/η at the limit of t, η → ∞.
Π0 is the projector into the kernel of Lb, and (L⊥b )−1 is
the inverse to the restriction of Lb outside of the kernel
[40]. The slow time scales emerge if Π0LSΠ0 = 0 and for
a discrete spectrum of Lb. These assumptions are valid
in all the variants of the selective dephasing model. Note
that for the evolution of operators ∂sO = uO if the Mk
are Hermitian.
So, to find the effective evolution of the selective de-
phasing model we need to identify the kernel of Lb.
This kernel, or the pointer states, is spanned by the
products
∏
k P
±
k for A = AΩ. One can give a clas-
sical interpretation to the effective dynamics of (5) in
this case. Interpreting the operators P± as projectors
into an occupied (empty) lattice site state implies that
the pointer states span all the configurations of a lat-
tice gas ring. Namely, each site is either occupied by
a particle or not (this spans the full phase space of the
effective dynamics). The dynamics is that of the sim-
ple symmetric exclusion process (SSEP), where particles
can jump to empty neighboring lattice sites with rate
D = 2
2
/νf [41, 42]. The SSEP is diffusive, which is
captured by the discrete operator diffusion equation of
our model ∂sPk = D∆Pk where ∆ is the discrete Lapla-
cian. Obviously, it can be decomposed to a conservation
equation ∂sPk = −(Jk+1 − Jk) and a Fick’s law equa-
tion Jk = −D(Pk − Pk−1). However, since the process
is completely classical we gained no new insight for the
behaviour of diffusive open quantum systems.
One can verify that the total number of particles on the
ring Q =
∑
k∈AΩ TrP
+
k ρ(s) is conserved, for any η and
for any A model as is clear from the direct evaluation of
∂tP
+
k above. By protecting some of the sites from the de-
phasing noise, one expects more pointer states, which in
turn could lead to a richer dynamics. Let us explore the
dynamics of the AΩ/{ξ},Aodd selective dephasing model,
which becomes interesting already for Q = 1.
AΩ/{ξ} dephasing – From now on, we restrict ourselves
to study states with the conserved quantity Q = 1. In
addition to the pointer states Pk for k ∈ AΩ, additional
pointer states arise, e.g. S2ξ (see (3)) [43]. As noted be-
fore, Pk carry the classical interpretation of a projection
3into the single particle state, occupying the site k. How-
ever, the expectation value of S2ξ can serve as a measure
for the surviving entanglement in the system (discussed
in detail just before the summary). The effective dy-
namics for the Aξ dephasing provides us with a set of
evolution equations
∂sPk = D∆Pk, k 6= ξ − 1, ξ, ξ + 1, ξ + 2
∂sPk = 2D∆Pk +DS2ξ , k = ξ, ξ + 2
∂sPξ+1 = 2D∆Pξ+1 − 2DS2ξ
∂sPξ−1 = D∆Pξ−1 +D(Pξ − Pξ−1) (6)
∂sS2ξ = −2D∆Pξ+1 − 4DS2ξ .
More information can be recovered from the evolution
equations of the (non-pointer states) S2k 6=ξ. Since their
expectations identically vanish we obtain the identities
∆Pk+1 = 0, |k − ξ| ≥ 3
∆Pξ+3 = Pξ+3 − Pξ+2
∆Pξ−1 = Pξ−1 − Pξ
Sξ = ∆Pξ = Pξ+2. (7)
We denote by Sξ(s) = Tr Sξρ(s) and qi(s) = TrPiρ(s) as
the expectation values associated with the pointer states.
From the Ω − 1 identities (7) and from the conserva-
tion for Q = 1 =
∑
k qk, we recover a single solution
qi6=ξ+1 = 1Ω (1− Sξ) and qξ+1 = 1Ω (1 + (Ω− 1)Sξ). Com-
paring with the evolution equations (6), we find the triv-
ial dynamics corresponding to S = 0 and qk = 1/Ω at
the effective dynamics time scales. The effective dynam-
ics thus becomes trivial, and more importantly, classical
as only the expectation values of the classical Pk survive.
This suggests, as expected, that a microscopic protection
from the environment is not enough to retain an interest-
ing quantum hydrodynamic behaviour. The predictions
from the conserved dynamics are captured in the direct
numerical evaluation in Fig.1 and in [39].
Aodd dephasing – As before, we study the effective
dynamics of the large η limit. This in turn will allow to
write proper hydrodynamic diffusion equations. First, we
notice that in addition to Pk, S2m2k are also pointer states
for any m = 1, 2, ... and k ∈ Ω. For Q = 1, we again get
a set of evolution equations and identities corresponding
to these pointer states. Here, we keep track also of S2mk
for odd k, even though they are not pointer states and
thus have vanishing expectation values in the effective
dynamics. This highlights the emerging diffusive picture,
but does not change any expectation value (see Fig.2 and
[39]). The evolution equations are
∂sPk = 2D∆Pk −D∆S2k−1 (8)
∂sS2k = −2D∆Pk+1 + 2D∆S2k −D∆S4k
∂sS2+2mk = −D∆S2mk+1 + 2D∆S2m+2k −D∆S4+2mk−1 ,
for m ≥ 1, and as long as 4 + 2m < Ω/2 − 2 due
to the periodicity of the system we consider [44]. We
note that the effective evolution equation (8) suggests
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FIG. 1. The expectation values for the operator identities
(7) of the Aξ=2 selective dephasing model with νf =  =
1, η = 10 and Ω = 8 sites. We set the initial density matrix
to ρ0 =
1−β/2
Ω
∑
k∈AΩ Pk +
β
2
(S22 + P1 + 2P2 − 3P3 − 4P4 +
3/2P5 + 3P6 + 1/2P8) with β = 0.05, insuring the positivity
of the initial density matrix. The identities of the effective
dynamics are saturated around s = t/η ∼ 3 showing that as
predicted, the dynamics is trivial.
∑
2k S2m2k = const. This is only true in the effective dy-
namics. It implies that there is a transient period s . 1
where
∑
k∈AΩ S
2m
k is not conserved, followed by a evo-
lution dominated by the effective dynamics where it is
conserved. This is corroborated in Fig.2 and in [39].
For a periodic system we note that the equations for Smk
can be truncated at Ω/2 or Ω/2− 1 (whichever is even).
For example, if Ω/2 is even, SΩ/2+2k = S
Ω/2−2
k+Ω/2. This to-
gether with translational invariance and (8) implies that
the absolute value of the expectation values for all S2m2k
are identical. Namely, in the steady state of the effective
dynamics,
∑
k TrS2k 6= 0 propagates to the other non-
local conserved quantities
∑
k TrS2mk 6= 0 for m > 1. As
will be discussed in the following, this is the evidence to
long ranged entanglement.
Using the x = j/Ω, we define the coarse grained quan-
tities M(x) = 12l+2
∑l+1
i=−l Pj+i for M = S2m,P and the
hydrodynamic time τ = sD/Ω2. Using the vector repre-
sentation v =
(
P,S2,S4, ...
)
, the hydrodynamic diffusion
equations stemming from (8) are
∂τv = ∂xxDv, where (9)
D =

2 −1 0 0 0 0 ...
−2 2 1 0 0 0 ...
0 −1 2 −1 0 0 ...
0 0 −1 2 −1 0 ...
...
. . .
. . .

Here, (9) is for the infinite chain as to avoid bound-
ary conditions. In order for the hydrodynamic equations
to be thermodynamically stable, the diffusion matrix D
must have real and positive eigenvalues [20]. One can
verify that indeed this is the case for D.
To argue that the observed behaviour of the selective
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FIG. 2. The convergence of the operator evolution equations
to the effective dynamics equations (8) for the Aodd selective
dephasing model. The numerical evaluation directly evolves
the density matrix for the selective dephasing model with Ω =
8 sites on the ring with η = 10,  = νf = 1 starting at the
initial density matrix ρ0 =
1
Ω
∑
k∈AΩ Pk + β(S
2
2 + 2S24 − S26 +
P2− 23P3− 13P7). The plot shows that the evolution equations
of the pointer states converge to those dictated by the effective
dynamics for s & 1, which is shorter than the relaxation time
s ∼ 4.
dephasing model with Aodd dephasing is genuinely quan-
tum, we recall [45], where an elegant derivation shows
that a a quantum state with conserved charge is coher-
ent if and only if it is discordant. Namely, non-vanishing
expectations for the S2m2j (see relevant figures in [39]) im-
ply that the density matrix is not diagonal in the basis
of the P+k ’s – the local charge operators. Therefore, the
density matrix exhibits quantum correlations, i.e. dis-
cord [21]. Discord alone does not imply that the density
matrix is non-separable. To exhibit the non-separability
of the density matrix we return to the a discrete system
description of the effective dynamics (8). Tracing out
all but two even sites 2k′, 2k′′ and using the the Peres-
Horodecki criterion [39, 46] shows that the reduced den-
sity matrix is bipartite entangled if the expectation of
S2(k
′′−k′)
2k′ is non-vanihsing. As shown for the discrete
case, an initial condition that has a non-vanishing ex-
pectation for
∑
k S2k implies non-vanishing expectations
for all S2m2k . Thus, we have indeed achieved our goal of
a genuine quantum diffusive system as the entanglement
survives the hydrodynamic limit .
Summary – In this letter we have studied the dynam-
ics of the selective dephasing model with three dephasing
schemes. Accentuating the dephasing part of the dynam-
ics allows analytical treatment of the long time dynam-
ics. In the long time limit, the pointer states give rise to
emerging conserved fields. We stress that these do not
sum up to a conserved quantity in the microscopic time
t, but only at the slow time s.
We do not expect that local protection from dephas-
ing, as in the Aξ dephasing variant, could be sufficient to
keep the system quantum (whether it is diffusive or not).
Namely, the density matrix is expected to become sepa-
rable. A macroscopic protection from the dephasing as
in the Aodd dephasing, can lead to quantum diffusion in
the hydrodynamic limit, with a thermodynamically sta-
ble diffusion matrix. The emerging conserved quantities
allow to define a hydrodynamic limit and through that we
have obtained a long lasting and macroscopic entangle-
ment, resulting in a non-classical evolution picture. The
effective dynamics follows a set of diffusion equations.
For classical systems the conserved fields, related to
physical observables, may not take certain value. E.g.
we expect particle densities to be non-negative. In the
quantum case the density matrix, spanned by the pointer
states, is Hermitian, trace 1 and positive. We do not
make an attempt to write a general condition through
the pointer states Pk,S2m2k . Furthermore, the effective
dynamics cannot tell us what is the expectation value of∑
k S2mk as there is an evolution time t ∼ η not captured
by the effective dynamics, where the sum may not be
conserved (see Fig.2 and [39]). The findings of the se-
lective dephasing model hint that at the hydrodynamic
level, pointer states are either associated with conserved
fields, or vanish altogether. Diffusive behaviour is ex-
pected where all the conserved fields form a diffusion
equation at the hydrodynamic limit. Quantum diffusion
suggests that at least one of the conserved fields is as-
sociated with a non-local operator as demonstrated by
S2m2k .
The GKSL equation is an average equation. Follow-
ing the degrees of freedom of the environment allows
to inspect quantum trajectories, e.g. through quantum
Langevin equations [24, 47, 48]. This is reminiscent of
the trajectories of a stochastic thermal system, e.g. for a
classical Langevin dynamics. In the hydrodynamic limit
of classical diffusive systems, Fick’s law obtains a fluctu-
ating part jα = Dαβ∂xzβ + δjα, where δjα is related to a
white noise. This convergence to a white noise allows the
universal description of classical diffusive systems. Thus,
it is paramount to verify whether a similar convergence
also takes place in quantum diffusion. Namely, whether
one can formulate a universal quantum fluctuating hy-
drodynamics for diffusive systems [1, 49].
We further note that we have restricted the study of
the effective dynamics of the selective dephasing model
to Q = 1. In classical terms, this could be thought of as
a single particle picture. The dynamics becomes much
richer for Q > 1 and we leave a full description to future
studies.
As a concluding remark we note that the perturbation
theory we performed does not always generate a quan-
tum dynamical semigroup [50]. However, for the selective
dephasing model it is easy to verify that the density ma-
trix in the pointer state subspace satisfies the effective
GKSL equation ∂sΠ0ρ = −c0 [HXY, [HXY,Π0ρ]] where
c0 is some positive constant. Further evidence for the
validity of the perturbation theory, applied to the selec-
tive dephasing model, is provided in [39].
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6Supplemental material: Diffusion and entanglement in open quantum systems
Ohad Shpielberg
I. EFFECTIVE DYNAMICS
The purpose of this section is to derive the effective dynamics in the large η limit for the GKSL setup (4). The
density matrix is assumed to have the perturbative expansion
ρ = ρ0 +
1
η
ρ1 +
1
η2
ρ2 + ... (10)
Using (10) in (4), we find
0 = Lb(ρ0) (11)
∂tρ0 = LS(ρ0) + Lb(ρ1) (12)
∂tρ1 = LS(ρ1) + Lb(ρ2) (13)
∂tρ2 = LS(ρ2) + Lb(ρ3) (14)
∂tρ3 = LS(ρ3) + Lb(ρ4) (15)
We assume that the discrete decomposition Lb =
∑
ν≤0 νΠν exists, where Πν are projectors. Moreover, let us assume
that Π0LSΠ0 = 0, which facilitates the slow dynamics.
From (11), we find that ρ0 ∈ KerLb so that ρ0 = Π0ρ0. Projecting (12) onto Π0 and using our assumption leads to
∂tρ0 = Π0LSΠ0ρ0 = 0. (16)
Then, using (16) and (12), we find that ρ⊥1 = −(L⊥b )−1LSρ0. This suggests that ∂tρ⊥1 = 0. Projecting (13) onto Π0
and using the ρ⊥1 expression gives
∂tρ
‖
1 = −Π0LS(L⊥b )−1LSρ0. (17)
Combining (17) with ∂tρ
⊥
1 = 0 implies that
∂tρ1 = uρ0. (18)
u = −Π0LS(L⊥b )−1LS
So, in the rescaled time we find, up to 1/η corrections
∂sρ = ∂s(ρ0 +
1
η
ρ1 +
1
η2
ρ2 + ...) = u(ρ0 + ...). (19)
So, at this order one can write
∂sρ = uρ. (20)
II. NUMERICAL SUPPORT FOR THE Aξ DEPHASING
The purpose of this appendix is to supply additional numerical support for the effective dynamic predictions of the
Aξ dephasing model. The numerical protocol directly evolves the density matrix evolution equation for Ω = 8 sites
with β = 0.05,  = νf = 1, η = 10 with ξ = 2 and starting at the initial density matrix
ρ0 =
1− β/2
Ω
∑
k∈AΩ
Pk +
β
2
(S22 + P1 + 2P2 − 3P3 − 4P4 +
3
2
P5 + 3P6 +
1
2
P8). (21)
In Fig.3 we follow the conservation law of the expectation of
∑
k Pk as well as the decay of
∑
k S2k. In Fig.4 we follow
the evolution of the expectations of Pk and S2k. As the effective dynamics kicks in around s ∼ 3, the dynamics becomes
completely trivial as predicted.
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FIG. 3. (a) The conservation law of Q = 1 and the decay of the expectation of
∑
k S
2
k are validated. (b) The matching of the
evolution equations (7) is shown. Matching is obtained around s ∼ 3, where the evolution vanishes as predicted.
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FIG. 4. (a) The evolution of the expectations of Pk. All the values converge to the predicted value 1/Ω. (b) All the
expectations for S2k vanish. However, the pointer state S2ξ=2, decays slower. This is expected both from the initial conditions
as well as from the decay rate.
III. NUMERICAL SUPPORT FOR THE Aodd DEPHASING
The purpose of this appendix is to supply additional numerical support for the effective dynamic predictions of the
Aodd dephasing model. The numerical evaluation directly evolves the density matrix evolution equation for Ω = 8
sites with β = 0.05,  = νf = 1 starting at the initial density matrix
ρ0 =
1
Ω
∑
k∈AΩ
Pk + β(S22 + 2S24 − S26 + P2 −
2
3
P3 − 1
3
P7). (22)
In Fig.5,6 and 7 we evaluate η = 10, which converges to the effective dynamics of the large η perturbation theory.
In Fig.5 we verify the conservation law and the effective conservation laws. In Fig.6 we follow the evolution of the
expectation values of S2,4k , where the odd k values vanish quickly and the even k values saturate in the time scale
s ∼ 1. Fig.7 shows the convergence of the expectation of ∂tS22k+1 to their equations of motion in the effective dynamics.
Again the convergence happens at time scales s ∼ 1.
For lower values of η the expectation values seem to converge to the same values. Moreover, the effective equations
capture the behaviour rather convincingly even for η = 2, exhibited in Fig.8,9 and 10. At η = 1, the deviation from
the effective evolution equations becomes noticeable. We expect that larger systems would push this value down as
L(ρ) = −i [HXY , ρ] − c1ρ and c1 ∼ Ω for generic non-pointer states. This implies that large systems synthesise out
the pointer states quickly.
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FIG. 5. Evaluation for η = 10. (a) The evolution of the conserved and effectively conserved quantities in the rescaled time
s = t/η in the Aodd selective dephasing model. The effectively conserved quantities
∑
k S
2
k,
∑
k S
4
k quickly converge to be
conserved after a time s ∼ 1. Q is conserved for any time and follows the initial conditions Q = 1. (b) The evolution equation
of the expectation of the operators Pk. The system relaxes to its steady state around s ∼ 3 which separates even from odd
sites for the expectation of Pk.
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FIG. 6. Evaluation for η = 10. (a) The evolution of the expectation of the operators S4k. For Ω = 8, S4k = S4k+4, so
it is sufficient to plot only k = 1, .., 4. The expectation of the non-pointer states S42k+1 quickly vanishes as expected. The
translational invariance of the pointer states S42k is evident. (b) The evolution of the expectation of the operators S2k. The
expectation of the non-pointer states S22k+1 quickly vanishes as expected. The translational invariance of the pointer states S22k
is evident.
IV. THE PERES TEST
In this section, we show that the density matrix corresponding to the large η limit of the Aodd supports bipartite
entanglement. We consider a density matrix of the form
ρ =
∑
k
αkPk +
∑
k,m
βmk S2m2k . (23)
Clearly, (23) is not the most general form for a density matrix for the selective dephasing model. However, the
evolution equations show that starting from this form and at the large η limit, this form is kept with αk, β
m
k varying
in time. Naturally, there are limitations for the values of αk, β
m
k to keep the density matrix positive. Keeping the
unity trace implies
∑
k αk = 1 and Hermitianity implies αk, β
m
k are real. For now, assume that the density matrix
is indeed positive. Next, we choose two sites 2k′, 2k′′ and trace out the rest of the system (assume k′′ > k′). The
reduced density matrix is of the form
ρ2k′,2k′′ = a1P
− ⊗ P− + a2P− ⊗ P+ + a3P+ ⊗ P− + b(σ+ ⊗ σ− + σ− ⊗ σ+), (24)
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FIG. 7. The plot shows that the expectation values of the evolution equations for η = 10 quickly converge to those obtained by
the effective dynamics. Notice that some expectation values converge faster to the effective dynamics – the ones not associated
to pointer states.
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FIG. 8. For η = 2, the convergence to the effective dynamics is much slower and imperfect. However, the effective dynamics
still provides a good prediction for the evolution equations of the pointer states for time s ∼ 10.
where a1 =
∑
k 6=2k′,2k′′ αk, a2 = α2k′′ , a3 = α2k′ are real numbers associated to the values of αk and b = β
k′′−k′
k′ .
The positivity of the reduced system implies a2, a2, a3 ≥ 0. The Peres criterion says that if the partial transpose of
the density matrix ρP2k′,2k′′ has a negative eigenvalue, the density matrix is non-separable. Partial transposing with
respect to either 2k′ or 2k′′ gives
ρP2k′,2k′′ = a1P
− ⊗ P− + a2P− ⊗ P+ + a3P+ ⊗ P− + b(σ+ ⊗ σ+ + σ− ⊗ σ−). (25)
It is easy to verify that for any real and non-vanihsing b value, the partial transpose of the density matrix has a
negative eigenvalue. This implies that our system is bipartite entangled between any two sites 2k′, 2k′′ as long as
|βk′′−k′k′ | > 0. The evolution equations of the Aodd selective dephasing suggest this is indeed the case if we have initial
conditions such that βmk 6= 0 even for a single value of k,m.
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FIG. 9. The plot shows that the expectation values of the evolution equations quickly converge to those obtained by the
effective dynamics for η = 2. Notice that some expectation values converge faster to the effective dynamics – the ones not
associated to pointer states.
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FIG. 10. For η = 2. (a) The evolution of the conserved and effectively conserved quantities in the rescaled time s = t/η in
the Aodd selective dephasing model. The effectively conserved quantities
∑
k S
2
k,
∑
k S
4
k quickly converge to be conserved after
a time s ∼ 1. Q = ∑k TrPkρ(s) is always conserved and follows the initial conditions Q = 1. (b) The evolution equation of
the expectation of the operators Pk. The system relaxes to its steady state around s ∼ 3.
