Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Introduction
Standard solutions for TU-games assign to every TU-game a payoff vector. However, if there is uncertainty about the payoff allocation then we cannot just assign a specific payoff to every player. Therefore, in this paper we introduce interval solutions for TU-games which assign to every TU-game a vector of payoff intervals. To define this type of solution, we first assign to every TU-game an interval game (assigning to every coalition of players an interval worth) and then apply a solution for interval games that extends the Shapley value for TU-games. Specifically, to every coalition we assign the interval worth that has its original worth as lower bound, and its worth in the dual game as upper bound. In game theoretic tradition, the worth of a coalition is defined by a pessimistic approach in the sense that its worth is what the coalition can guarantee irrespective of the behavior of the players outside the coalition. On the other hand, the worth in the dual game equals the worth of the grand coalition minus the worth of the complement coalition in the 'pessimistic' game, and thus can be seen as an optimistic view on the worth of the coalition. In our approach, we put in uncertainty in the game by considering the game and its dual to define the interval worths, so the lower and upper bounds of the interval worths are determined by a pessimistic, respectively optimistic, view on what coalitions can earn. Applying a solution for interval games to this game with uncertainty yields an interval solution for TU-games.
Since the solution we propose uses marginal vectors of the interval game, we need to apply a difference operator on intervals. In the literature several of such difference operators exist, for example that of Moore (1979) and Alparslan Gök, Branzei and Tijs (2009a) . It turns out that we cannot apply the subtraction of Alparslan Gök, Branzei and Tijs (2009a) . Applying Moore's subtraction we can define an interval solution for TU-games, and we provide an axiomatization. Moore's subtraction is also used by Han, Sun and Xu (2012). However, we argue that their indifference relation is not suitable when exploring uncertainty in TU-games.
The paper is organized as follows. Section 2 contains preliminaries on TU-games and interval games. In Section 3 we introduce and axiomatize two interval solutions for TU-games, which are illustrated in Section 4 by applying them to assignment games. In Section 5 we generalize these interval solutions to a class of interval solutions that are characterized by similar axioms, but differ in the efficiency axiom that is applied. In Section 6, we argue that Han, Sun and Xu (2012) in some sense do the reverse of what we do, in the sense that they assign interval payoffs that are equivalent to single point solutions to interval games. Finally, Section 7 contains concluding remarks.
Preliminaries

TU-games
An n-person game in characteristic function form (or shortly TU-game) is a pair (N, v) where N = {1, 2, ..., n} is the set of players and v : 2 N → R is a characteristic function, such that v (∅) = 0. Here, 2 N denotes the set of all subsets of N called coalitions. For each coalition S, the real number v (S) is called the worth of S and represents the reward that coalition S can obtain if all its members act together. Since we take the player set fixed, we represent a TU-game (N, v) by its characteristic function v. By G N we denote the 2 n − 1 dimensional vector space of all n person games.
A point solution for TU-games is a function which assigns to every game v ∈ G N , an n-dimensional vector which components are the payoffs of the players. One of the most famous solutions for TU-games is the Shapley value (Shapley (1953)) given by
where Π(N ) is the set of permutations π : N → N of N = {1, 2, . . . , n}, and for every π ∈ Π(N ), the corresponding marginal vector is given by m
where P π (i) := {r ∈ N |π −1 (r) < π −1 (i)}, and π −1 (i) denotes the entrance number of player i.
A
We denote the size of a coalition S ⊂ N by |S|. We recall that G N is a (2 |N | − 1) dimensional linear space for which unanimity games form a basis. The unanimity game of T ∈ 2 N \ {∅}, u T : 2 N → R, is defined by
It is well-known that a TU-game can be written as a linear combination of unanimity games in a unique way as v = ∅ =T ⊆N ∆ v (T )u T , where the Harsanyi dividends (see Harsanyi (1959) ) are given by ∆ v (T ) =
The reader is referred to Branzei, Dimitrov and Tijs (2008) and Peters (2008) for a survey on classical T U -games.
Interval games and interval calculus
Next, we recall some preliminaries from interval calculus and the theory of cooperative interval games as discussed in Alparslan Gök, Branzei and Tijs (2009a , 2009b , 2010 .
A cooperative interval game is an ordered pair (N, w) where N = {1, 2, . . . , n} is the set of players, and w : 2 N → I(R), , where I(R) is the set of all nonempty, compact intervals in R, is the characteristic function such that w(∅) = [0, 0]. For each S ∈ 2 N , the worth set (or worth interval) w(S) of coalition S in the interval game (N, w) is of the form w(S) = [w(S), w(S)], where w(S) is the minimal worth which coalition S could receive on its own, and w(S) is the maximal worth which coalition S could get. The family of all interval games with player set N is denoted by IG N . Let I, J ∈ I(R) with I = I, I , J = J, J . Then, |I| = I − I is called the length of the interval I. Also,
(ii) αI = αI, αI , for α ∈ R + . By (i) and (ii) we see that I(R) has a cone structure. In this paper we also need a subtraction operator. In the literature, several subtraction operators can be found. The subtraction operator of Moore (1979) is defined as follows. . Note that this difference is defined for any two intervals. If the intervals are interval payoffs, the difference I J can be interpreted as follows. Suppose interval I = [6, 8] represents some profits that you can earn, but you need to subtract some cost which can be in the interval J = [2, 5] . Then the best that can happen for you is that you get the highest profit 8 (being the upper bound of the interval I), and you have to pay the smallest cost 2 (being the lower bound of the interval J), so your best net earning is 8 − 2 = 6. The worst that can happen for you is that you get the smallest profit 6 (being the lower bound of the interval I), and you have to pay the highest cost 5 (being the upper bound of the interval J), so you earn at least 6 − 5 = 1.
An alternative subtraction operator that is used for interval games is that of Alparslan Gök, Branzei and Tijs (2009a) . This is defined for intervals I = [I, I] and J = [J, J] only if |I| ≥ |J|, and for such intervals is defined by I − J = I − J, I − J . For the example above,
, but I − J is not defined. Therefore, this subtraction is defined only for so-called size-monotonic interval games, being interval games (N, w) such that (N, |w|) is a monotonic TU-game, i.e., |w(S)| ≤ |w( T )| for all S ⊆ T ⊆ N .
For interval games w 1 , w 2 ∈ IG N we say that w 1 w 2 if w 1 (S) w 2 (S), for each S ∈ 2 N . For w 1 , w 2 ∈ IG N and λ ∈ R + we define (N, w 1 +w 2 ) and (N, λw) by (w 1 +w 2 )(S) = w 1 (S)+w 2 (S) and (λw)(S) = λ · w(S) for each S ∈ 2 N . So, we conclude that IG N endowed with is a partially ordered set and has a cone structure with respect to addition and multiplication with non-negative scalars described above. For w 1 , w 2 ∈ IG N , (N, w 1 w 2 ) is defined by (w 1 w 2 )(S) = w 1 (S) w 2 (S) for all S ⊆ N , with the subtraction operator of Moore (1979) .
The model of interval cooperative games is an extension of the model of classical TU-games. These games model situations where there is uncertainty about the worths that coalitions can earn, but where at least a lower and upper bound for the worth are known, i.e. the game situation can be described by interval data. However, there is no probability distribution (known) over the possible worths. In that case, interval solutions are useful to solve reward/cost sharing problems where the uncertainty in the game also leads to uncertainty about the payoffs for the players. The components of interval payoff vectors belong to I(R) and represent the interval payoffs of the players. We denote by I(R) N the set of all such interval payoff vectors.
For permutation π ∈ Π(N ), the interval marginal operators are defined similar as for TU-games
where we apply the subtraction operator of Moore (1979) .
The interval Moore-Shapley value
This is one of the values considered by Han, Sun and Xu (2012).
An interval solution for TU-games
Until so far, the literature studied interval solutions for interval games, and point solutions for classical TU-games. In this paper, we consider interval solutions for TU-games being mappings f : G N → I(R) N assigning to every TU-game an interval payoff vector. These interval payoffs reflect uncertainty in the payoffs to the individual players although there is no uncertainty about the worths of coalitions. One possibility to define an interval solution is to apply a TU-game solution to the game v and its dual game
So, if the lower bounds are the worths of coalitions in a pessimistic approach, then the upper bounds are determined by taking an optimistic approach with respect to the worths of coalitions. However, if one applies a self-dual 2 solution g, then the intervals are simply containing one element being the payoff assigned by g to v. Since we are interested in extending the Shapley value to interval solutions and the Shapley value is self-dual, we cannot follow this approach.
Therefore, for TU-game v ∈ G N , we define an associated interval game (N, w v ) by assigning to every coalition the interval which is bounded by the worths of the coalition in the game and the dual game, i.e.
Note that, in general the interval game w is not size monotonic since
So, the interval game w is size monotonic only if |v(S)| = 0 for all S ⊆ N , which only is the case when v is an additive game, i.e. when v(S) = i∈S v({i}) for all S ⊆ N . Therefore, we cannot apply the solution of Alparslan Gök, Branzei and Tijs (2009a). Similar as Han, Sun and Xu (2012), we want to define marginal vectors, but we need to define them to any game, not only size-monotonic games. Therefore, we cannot apply the subtraction operator of Alparslan Gök, Branzei and Tijs (2009a) , but we will use the subtraction of Moore (1979) . 3 We first introduce some axioms that we want an interval solution for TU-games to satisfy. The first four axioms are based on classical axioms for TU-game solutions but modified for interval solutions.
Efficiency of interval solutions for interval games means that i∈T f i (w) = w (N ) = w (N ), w (N ) . Since in w as defined in (3) it holds that w(N ) = w(N ) = v(N ), efficiency for interval solutions for TU-games requires the sum of the lower bounds as well as upper bounds of the interval payoffs to be equal to v(N ). Since this is not suitable, we will modify indifference efficiency as used by Han, Sun and Xu (2012) for interval games, stating that the sum of interval payoffs has the same midpoint as w(N ). Since in the interval game defined above w v (N ) contains only one element, reflecting that there is no uncertainty about the worth of the grand coalition in TU-game v, we weaken efficiency to midpoint efficiency stating that the midpoints of all interval payoffs add up to v(N ).
Symmetry states that symmetric players earn the same interval payoff. So, not only their expected payoff is the same, but also the uncertainty around their payoffs.
Note that this is the same as the 'standard' symmetry axiom for TU-game solutions, but here the payoffs are interval payoffs.
The null player property of Han, Sun and Xu (2012) for interval games states that a null player earns interval payoffs [−t, t] for some t ≥ 0. This is the same as equiring that null players earn interval payoffs with midpoint zero. We apply this to TU-games.
Axiom 3 (Null Player Property
Linearity is defined as usual.
Axiom 4 (Linearity). For every v, w ∈ G N and a, b ∈ R, we have f (av + bw) = af (v) + bf (w).
Besides these 'traditional' (but now in the context of interval solutions for TU-games) axioms, we introduce new axioms that, in some sense, characterize uncertainty in TU-game payoffs by requiring certain upper and lower bounds in extreme cases. First, since there is no uncertainty about the worth of the grand coalition, it seems reasonable that in a superadditive game no player earns more than v(N ) (which is the upper bound for the payoffs of the 'grand coalition' N ), i.e. the upper bound of any interval payoff for any player cannot be more than v(N ).
To have this as a tight upper bound, we define a particular type of game and player for whom this upper bound is reached. We take this to be a veto player in a superadditive game, i.e., a veto player in a superadditive game earns v(N ) as upper bound of its payoff. A player i ∈ N is a veto player in v if v(S) = 0 for all S ⊆ N \ {i}.
Axiom 5 (Veto Upper Bound). If v is superadditive and i
In the previous axiom we considered veto players. Next, we consider games where a particular player becomes a veto player. If player j ∈ N becomes a veto player in game v, this means that all worths of coalitions without player j become zero and we have the game v j given by
Suppose that a null player in a superadditive game becomes a veto player. Then the worth of the grand coalition does not change. Therefore, the player who is going to veto is in a stronger position compared to other players, and therefore its upper bound may improve. However, if a null player becomes a veto player then it is not creating more worth but is blocking others. Since blocking does not affect the worst case scenario for a player, we require that its lower bound does not change.
Axiom 6 (Null Becomes Veto Property
It turns out that the above six axioms characterize a particular interval solution. We first show uniqueness. 
By midpoint efficiency and the null player property, we have that
(a+a) = 1, where t is the number of players in T . Thus, with symmetry we have that there is an a ∈ R such that
+ a] for i ∈ T . Since i ∈ T is a veto player in the superadditive game u T , by the veto upper bound property we have that 1 t + a = u T (N ) = 1, and thus
, and thus f i (u T ) = [
So, we have determined f (u T ) for all ∅ = T ⊆ N . By linearity we then determined f (v) for all v ∈ G N .
Next, we explore how the unique solution satisfying the axioms of Theorem 7 looks like. From the proof of the theorem we can see that for unanimity games the unique solution that satisfies the axioms is the solution f given by
From this we see, using linearity, that for an arbitrary game v ∈ G N , f (v) is given by
In order to prove that this is the solution that is obtained by applying Φ * (see (1) ) to the associated interval game w v , we prove the following two lemma's. First, we consider players i ∈ T . The lemma follows from these four cases.
Next, we consider players i ∈ N \ T .
Lemma 9. Let T ⊆ N , i ∈ N \T, and S ⊆ N \ {i}. Further, let w = w u T be the interval game obtained from u T by (3). Then, we have The lemma follows from these four cases.
From these lemmas we can prove that the unique solution that satisfies the axioms of Theorem 7 is the solution f : G N → I (R) N that is obtained by applying the Moore-Shapley interval solution Φ * to the interval game w v :
where w v is the interval game given by (3).
Theorem 10. An interval solution f : G N → I (R)
N is equal to f if and only if it satisfies midpoint efficiency, linearity, symmetry, the null player property, veto upper bound and null becomes veto property.
Proof. By Proposition 7 there is a unique solution satisfying the axioms. Let v = u T , ∅ = T ⊆ N , be the unanimity game on T , and let i ∈ N \ T . Using Lemma 9, we see that w v (P π (i)∪{i}) w v (P π (i))) = [−1, 1] if and only if there is at least one player j ∈ T with π(j) < π(i), and at least one player h ∈ T with π(h) > π(i). Since the number of permutations of T ∪ {i} where min j∈T π(j) < π(i) < max h∈T π(h) is equal to (t − 1)t!, by (1) we have Φ *
Next, consider i ∈ T . By Lemma 8 we know that m (5), it follows that the axioms characterize f .
We show logical independence by the following alternative solutions.
Consider the interval solution f given by
where for unanimity games u T , ∅ = T ⊆ N , the interval payoffs are given by
This interval solution satisfies linearity, symmetry, the null player property, the veto upper bound property and the null becomes veto property. It does not satisfy midpoint efficiency.
The interval solution f given by
) where E(v) is the set of nonnull players in v, satisfies midpoint efficiency, symmetry, the null player property, veto upper bound and null becomes veto property. It does not satisfy linearity.
3. Consider a given positive weight vector λ ∈ R N ++ , and the solution
, where for unanimity games u T , ∅ = T ⊆ N , the interval payoffs are given by
This interval solution satisfies midpoint efficiency, linearity, the null player property, the veto upper bound property and the null becomes veto property. It does not satisfy symmetry.
4.
The interval solution f given by f i (v) = [v(N ), v(N )] for all i ∈ N , satisfies midpoint efficiency, linearity, symmetry, veto upper bound and null becomes veto property. It does not satisfy the null player property.
Consider the interval solution
This interval solution satisfies midpoint efficiency, linearity, symmetry, the null player property, and the null becomes veto property. It does not satisfy the veto upper bound property.
6.
The interval solution f that we discuss next satisfies midpoint efficiency, linearity, symmetry, the null player property, and veto upper bound property. It does not satisfy the null becomes veto property.
Expression (5) makes clear that the interval payoff of player i consists of a part that it earns from unanimity games it belongs to, and part of those where it is a null player.
Since null players earn an interval payoff with midpoint zero, letting a player share only in unanimity games it belongs to, we obtain the alternative midpoint efficient solution f given by
It turns out that this solution satisfies all axioms of Theorem 7 except the null becomes veto property. It is characterized by replacing the null becomes veto property by a stronger null player property which requires zero payoffs for null players (and nut just zero midpoints). Proof. It is obvious that f satisfies linearity, symmetry, the strong null player proerty and the veto upper bound property. Midpoint efficiency follows by linearity and the fact that since, for ∅ = T ⊆ N and v = u T , we have i∈N
Axiom 11 (Strong Null Player Property). If i ∈ N is a null player in
= 1, where the first equality follows from the strong null player property.
To prove uniqueness, again consider the unanimity game u T for T ⊆ N , T = ∅. The strong null property implies that f i (u T ) = [0, 0] for all i ∈ N \ T . Similar as in the proof of Theorem 7, it follows from midpoint efficiency, symmetry and the veto upper bound property that
We show logical independence by the following alternative solutions. These are modifications of the solutions showing logical independence of the axioms in Theorem 10, but taking account of other null player payoffs.
Consider the interval solution
This interval solution satisfies linearity, symmetry, the strong null player property and the veto upper bound property. It does not satisfy midpoint efficiency.
The interval solution
where E(v) is the set of nonnull players in v, satisfies midpoint efficiency, symmetry, the strong null player property and the veto upper bound property. It does not satisfy linearity.
This interval solution satisfies midpoint efficiency, linearity, the strong null player property, and the veto upper bound property. It does not satisfy symmetry.
4. The interval solution f satisfies midpoint efficiency, linearity, symmetry, and the veto upper bound property. It does not satisfy the strong null player property.
Consider the interval solution
This interval solution satisfies midpoint efficiency, linearity, symmetry, and the strong null player property. It does not satisfy the veto upper bound property.
From the expressions of the solutions f and f above, we see that both satisfy the desirable property that in every game, every player earns an interval which midpoint coincides with its Shapley value in the TU-game. So, both solutions extend the Shapley value in the sense that the interpretation of the Shapley value is still that of an expected payoff, but they differ in the way they bring in uncertainty in the payoffs of the players, i.e. different lengths of the interval payoffs. This is desirable since we are interested in extending the Shapley value in the sense that we respect the Shapley value as expected payoffs, but want to acknowledge uncertainty in payoffs. Therefore, we could state the following axiom which requires that all interval payoffs have the Shapley value value of the corresponding player as midpoint.
Axiom 13 (Shapley-midpoint property). For every v ∈ G N , we have
By (4) and (6), we have the following corollary.
Corollary 14. The solutions f and f satisfy the Shapley midpoint property.
Since the Shapley midpoint property implies midpoint efficiency as well as the null player property, in Theorem 7 we can replace these axioms.
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Corollary 15. An interval solution f : G N → I (R) N is equal to f if and only if it satisfies the Shapley midpoint property, linearity, symmetry, the veto upper bound and the null becomes veto property.
Reviewing the axioms, we can say that linearity and symmetry are standard axioms, also for solutions without uncertainty. The other axioms can be related to either refering to the expected payoffs or the uncertainty around these payoffs. Midpoint efficiency and the (strong) null player property are refering to the expected payoffs, while the veto upper bound property and the null becomes veto property refer to the uncertainty of the payoffs.
An application: Assignment games
In this section we illustrate the two extensions of the Shapley value that are introduced and axiomatized in the previous section by an assignment game (see Shapley and Shubik (1972) ). A motivation for the Shapley value as expected payoffs for assignment games is given in van den Brink and Pintér (2015) . Consider an assignment situation with two buyers (players 1 and 2) and one seller (player 3). Assume that player 3 has a house for sale for which he has reservation value 0. The two buyers want to buy the house, and their reservation values are 1, respectively 2. Then, the coalition values of the assignment game are
The Harsanyi dividends are ∆ v ({1, 3}) = 1, ∆ v ({2, 3}) = 2, ∆ v (N ) = −1, and ∆ v (S) = 0 otherwise. From this we find,
A class of interval solutions for TU-games
At the end of Section 3 we saw that the two interval solutions f and f extend the Shapley value in the sense that to every TU-game they assign interval payoffs to the players such that for each player the midpoint of its interval payoff equals the Shapley value of the game, see Corollary 15. We can extend any linear TU-game solution in this way, i.e. any linear TU-game solution can be extended to an interval solution that is characterized by the axioms of Corollary 14 but with an appropriately modified midpoint property. Recall that f denotes a generic interval solution, and g denotes a generic point solution for TU-games.
Axiom 16 (g-midpoint property). Let g be a linear solution for TUgames. For every v ∈ G N , we have
This can be done only for linear TU-game solutions. For linear TUgame solution g, let the interval solution f g be given by It is straightforward to verify that f g satisfies the axioms. To prove uniqueness, let f be an interval solution satisfying the properties. By linearity, f can be written as
Consider the unanimity game u T for T ⊆ N , T = ∅. By symmetry and the veto upper bound property, there exist numbers a, b ∈ R such that f i (u T ) = [a, 1] if i ∈ T . By symmetry and the g-midpoint property
By the g-midpoint property we then have that a + 1 2 = g i (u T ), which is equivalent to a = 2g i (u T ) − 1. The veto becomes null player proerty then implies that −b = 2g i u T ∪{i} − 1, which is equivalent to b = 1 − 2g i u T ∪{i} . This implies that f = f g given by (7) .
Note that instead of requiring g to satisfy the null player property for TU-game solutions, we could require f to satisfy the null player property for interval solutions.
As an example, we can take g = Ba as the Banzhaf value, see Banzhaf (1965) , Dubey and Shapley (1979) and Owen (1975) . For unanimity games, the Banzhaf value is given by
Example 18. Taking w v as the interval game associated with v, the interval Banzhaf value, characterized by the axioms in Theorem 17, is defined as and for w, w ∈ IG N , we have
If two games with the same midpoint are equivalent, when defining a solution for interval games, one can apply the following axiom.
With this axiom, we can use interval versions of 'classical' TU-game axioms to characterize the Shapley value.
Axiom 20 (Efficieny). For every w ∈ IG N , we have i∈N f i (w) = w(N ).
Axiom 21 (Symmetry). For every w ∈ IG N , if i, j ∈ N are symmetric players in w then f i (w) = f j (w).
Axiom 22 (Null player property). For every
Axiom 23 (Linearity). For every w, w ∈ IG N , we have f (w + w ) = f (w) + f (w ).
It turns out that the axioms above characterize the interval solution that assigns to every interval TU-game just the Shapley value of its midpoint game, i.e. for w ∈ IG N , we define the solution ϕ Sh given by
where the midpoint game v w ∈ G N is given by
Theorem 24. An interval solution g : IG N → I (R) N is equal to the Shapley value ϕ Sh if and only if it satisfies efficiency, the null player property, symmetry, linearity and midpoint equivalence.
Proof. It is straightforward to verify that ϕ Sh satisfies the axioms. Uniqueness follows since every interval game v ∈ IG N is equivalent to the
] and therefore by midpoint equivalence, ϕ Sh (v) = ϕ Sh (w v ), where ϕ Sh (w v ) is determined by the other axioms similar as the axiomatization of the Shapley value in classical TU-games. This result is not satisfying because we wanted to express uncertainty about the payoffs in the solution. A reason is the indifference relation ((6)) that is underlying midpoint equivalence. As mentioned, Han, Sun and Xu (2012) introduced this indifference relation saying that intervals are ranked according to their midpoint. Applying this to interval games, essentially one says that an interval game is equivalent to the classical game that assigns to every coalition the midpoint of its interval worth, and thus, under this indifference relation, assigning the Shapley value makes sense as an expected value, but the indifference relation ignores the uncertainty in the game. On the other hand, in this paper we introduced uncertainty in the payoffs in games where there is no uncertainty about the worths of coalitions.
Midpoint equivalence and the equivalence relation of Han, Sun and Xu (2012) in some sense assume players to be risk neutral. Instead, if players are risk-averse then the equivalence relation might be I ∼ J ⇐⇒ I = J. In this case the players evaluate a game by the worst coalitions they belong to can do. Similar, we can define indifference relations for risk-loving players by, e.g. I ∼ J ⇐⇒ I = J.
Concluding remarks
In this paper, interval solutions are obtained for TU games. In the literature, there exist classical solutions for classical TU games and interval solutions for cooperative interval games in literature. Different from the existing literature, we have constructed interval solutions for classical TU-games.
First of all, from classical TU games by choosing the coalition value as the lower bound and the dual coalition value as the upper bound we have constructed a cooperative interval games. After that, we have obtained generalized Shapley values which provide some axioms on cooperative interval games.
In this study, Moore's subtraction operator (Moore (1979) ) is used different from the special subtraction operator Alparslan Gök, Branzei and Tijs (2009a) used for cooperative interval games. Further, an application is done on assignment games. Finally, the interval Banzaf value is introduced by using Moore's subtraction operator.
Interval solutions for TU-games reflect uncertainty about the payoff allocations in situations where there is no uncertainty in the worths of coalitions. This uncertainty can have several reasons. One reason can be that there are externalities from payoff allocations. For example, if a player prefers egalitarian outcomes, then large payoff differences among players might lead to a negative externality for this player. On the other hand, a 'competitive' player might derive positive externalities from a payoff allocation where it earns more than other players. In specific allocation problems such as the assignment game that is discussed in Section 4, the 'low valuation' buyer 1 might derive a positive effect on its utility payoff when it earns a positive payoff, although the 'high valuation' buyer 2 and the seller 3 can generate the total worth of the grand coalition by themselves. On the other hand, buyer 1 might have a negative externality on its utility payoff if he gets nothing from the surplus, although he has 'leverage' in the game. When the utility assigned to payoff allocations is not known, this might be modeled by interval payoffs.
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For future studies, we want to extend our research to other OR games by using Moore's subtraction operator. Similarly, we plan to introduce different linear interval solutions for classical TU games.
