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Two-time synchronism and induced synchronization
Przemys law Szlachetka,∗ Krzysztof Grygiel,† and Marcin Misiak‡
Nonlinear Optics Division, Institute of Physics, A. Mickiewicz University,
ul. Umultowska 85, PL 61-614 Poznan´, Poland
(Dated: November 10, 2018)
A pair (A,B) of interacting oscillators treated as a master system sending signals to its slave
copy (a,b) through two communication channels A ⇒ a and B ⇒ b is considered. The effect of
non-simultaneous (two-time) synchronization of the pairs (a,A) and (b,B) is demonstrated with
the help of coupled Kerr oscillators producing hyperchaos. An individual pair, for example, (b,B)
can also be synchronized when its communication channel B ⇒ b is turned off, provided that the
second channel for the pair(a,A) is turned on. The resulted synchronization is termed induced.
The efficiencies of the presented synchronization precesses are studied..
PACS numbers: 05.45.Xt, 42.65.Sf
Recently, there has been a great deal of interest in
the study of coupled oscillators and their role in explain-
ing the basic features of man-made and natural systems.
Such systems can exhibit behaviors such as on-off inter-
mittency [1], two-state on-off intermittency [2] or beats
with chaotic envelopes [3]. In particular, much attention
has been paid to synchronization of chaotic systems. Dif-
ferent types of synchronization have been considered, for
example, complete synchronization [4]–[7], partial syn-
chronization [8, 9], generalized synchronization [10]–[13]
or phase synchronization [14, 15]. Especially, the prob-
lem of synchronization of coupled chaotic oscillators has
been intensively studied mainly in view of potential ap-
plication to secure communication [16], [17]–[21]. The
idea of synchronization has also been implemented to
higher dimensional systems exhibiting hyperchaotic be-
havior [22]-[24]. This seems to be very impressive as mul-
tidimensional systems improve the degree of security in
communication. Quite recently, a scheme of dual chaos
synchronization has been proposed [25]. In the dual syn-
chronization, signals from two noninteracting master os-
cillators through a single communication channel are sent
to a system containing two corresponding slave oscilla-
tors.
In this short paper we discuss the possibility of applying
a chaos controlling method to achieve synchronization of
two different pairs of oscillators. The general set up to
be considered is presented in Fig. 1 The master system
consists of two coupled oscillators (A,B) which interact
with each other ( the symbol α denotes a parameter of
interaction between A and B). If α = 0 the master sys-
tem consists of two independent oscillators. The slave
system (a,b) is a copy of the master system. The signals
from the two master subsystems (A,B) are transmitted
to the their counterparts (a,b) in the slave system by
linear feedback functions. The control parameters are
∗Electronic address: przems@main.amu.edu.pl
†Electronic address: grygielk@main.amu.edu.pl
‡Electronic address: misiak@zon10.physd.amu.edu.pl
 
α α
b
a
B
AChannel
Channel
X
X
X
X X X X
S
(S
S
X XS
X
X
X
X
X
X
X
)(
)
b
b
b
bB
B
B B
B
a
a
a
A
A
A
A
1
2
2
1
aXXA
Master
Oscillator
Master
Oscillator A
B
Slave
InteractionInteraction
TRANSMITTER RECEIVER
O
ut
pu
t
O
ut
pu
t
Oscillator
Slave
a
Oscillator b
FIG. 1: Schematic diagram of synchronization. Signals from
two interacting master oscillators A and B are sent to a
system containing two corresponding slave oscillators a and
b. The signals are controlled by the parameters S1 and S2.
The synchronization state is achieved if Xa(t) = XA(t) and
Xb(t
′
) = XB(t
′
). The question is whether and when t = t
′
.
denoted by S1 and S2, respectively. The slave and mas-
ters systems are assumed to start from different initial
conditions. As a master system (A,B) let us consider
two coupled Kerr oscillators governed by the following
equations [26]:
dqA
dt
= pA[1 + ǫ(p
2
A + ω
2q2A)]− γqA , (1)
dpA
dt
= −ω2qA[1 + ǫ(p
2
A + ω
2q2A)]− γpA
+ αqB +A cosΩ1t , (2)
dqB
dt
= pB[1 + ǫ(p
2
B + ω
2q2B)]− γqB , (3)
dpB
dt
= −ω2qB[1 + ǫ(p
2
B + ω
2q2B)]− γpB
+ αqA +A cosΩ2t , (4)
where pA,B and qA,B are the momentum and position,
respectively. The anharmonic Kerr terms are denoted
by ǫ(p2A,B + ω
2q2A,B), where ǫ is the parameter of Kerr
nonlinearity, and ω is the natural frequency of a simple
2harmonic oscillator. The individual Kerr oscillators are
pumped by the external time-dependent forces with the
amplitude A and frequencies Ω1 and Ω2, respectively.
A loss mechanism is governed by the terms γpA,B and
γqA,B. The α-terms are responsible for the linear inter-
action between the individual Kerr subsystems. Due to
different frequencies Ω1 and Ω2 the states of the systems
A and B are not identical at any time i.e. qA(t) 6= qB(t)
and pA(t) 6= pB(t). If ǫ = 0, Eqs. (1)–(4) describe a stan-
dard text-book model of two coupled linear subsystems.
The Kerr systems occupy an important position in opti-
cal devices and have been extensively investigated in the
classical as well as quantum approach (for a review, see
Ref. [27, 28]). We study Eqs. (1)-(4) numerically with
the help of the fourth-order Runge-Kutta method with
the integration step ∆t = 0.01. We fix the parameters
at ω = 1 , A = 200, ǫ = 10−9, α = 0.04, γ = 0.001,
Ω1 = 1 and Ω2 = 1.05. The system starts from the ini-
tial conditions qA(0) = 100, pA(0) = 0, qB(0) = 100 and
pB(0) = 0. The spectrum of Lyapunov exponents for the
system (1)–(4) computed by the method of Wolf et al.[29]
is given by {0.008, 0.004,−0.007,−0.001}, which means
that the system is hyperchaotic. According to the contin-
uous feedback method [4, 30], our master system (A,B)
is coupled to the slave system (a,b) in the following way
dqa
dt
= pa[1 + ǫ(p
2
a + ω
2q2a)]− γqa
+ S1(qA − qa) , (5)
dpa
dt
= −ω2qa[1 + ǫ(p
2
a + ω
2q2a)]− γpa
+ αqb +A cosΩ1t+ S1(pA − pa) , (6)
dqb
dt
= pb[1 + ǫ(p
2
b + ω
2q2b )]− γqb
+ S2(qB − qb) , (7)
dpb
dt
= −ω2qb[1 + ǫ(p
2
b + ω
2q2b )]− γpb
+ αqa +A cosΩ2t+ S2(pB − pb) . (8)
The system (5)-(8) is examined for the same values
of the parameters as the master system but for differ-
ent initial conditions which are fixed to be qa(0) = 1,
pa(0) = 0, qb(0) = 1 and pb(0) = 0. If the feedback
terms (qA,B − qa,b) and (pA,B − pa,b) in Eqs. (5)–(8)
are switched off the master and slave systems generate
hyperchaotic beats shown in Fig.2. As seen, the beats
whose structure resembles the original trace voice [23]
have chaotic envelopes and stable fundamental frequen-
cies [3, 28]. Let us now consider the synchronization of
beats presented in Fig.2, when the feedback terms are
switched on at the time t0 = 480. The choice of the ini-
tial time t0 = 480 is motivated by the fact that for this
time the states of the master and drive systems are dis-
tinctly different as is clearly seen in Fig.2. The synchro-
nization time Ts is defined as Ts = ts − t0, where ts is
defined as the time after which the quantity qA,B − qa,b
is less than 10−3. The dynamics of synchronization is
strongly different for the cases S1 6= S2 and S1 = S2.
-15000
-10000
-5000
0
5000
10000
15000
0 200 400 480 600 800 1000
P
S
fra
g
rep
la
cem
en
ts
q a
q
A
t
-15000
-10000
-5000
0
5000
10000
15000
0 200 400 480 600 800 1000
P
S
fra
g
rep
la
cem
en
ts
q
a
q A
t
FIG. 2: Evolution of qa and qA vs t for Eqs. (1)–(8) if
S1 = S2 = 0.
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FIG. 3: Evolution of ∆(a,A) = qa − qA and ∆(b,B) = qb − qB
vs Ts for Eqs. (1)–(8) if S1 = 5 and S2 = 0.025.
For S1 = S2 the time of synchronization for the pairs of
oscillators (a,A) and (b,B) remains the same. However,
for the control parameter S1 6= S2 we can observe two
different times of synchronization T
(a,A)
s and T
(b,B)
s for
the master-drive subsystems (a,A) and (b,B), respec-
tively. This two-time synchronism is illustrated in Fig.3
for the values S1 = 5 and S2 = 0.025. The functions
∆(a,A) = qa − qA and ∆(b,B) = qb − qB, being a measure
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FIG. 4: Synchronization times T
(a,A)
s (triangles) and T
(b,B)
s
(bullets) vs S1 if S2 = 5.
of synchronization for the appropriate pairs of oscilla-
tors, show that the synchronization process for the pair
(a,A) is faster (t
(a,A)
s = 409) than for the pair (b,B)
for which T
(b,B)
s = 790. Identical results also hold for
pa − pA and pb − pB. A detailed analysis shows that the
difference ∆(T ) = T
(b,B)
s −T
(a,A)
s decreases exponentially
to zero with increasing value of the interaction parame-
ter α. Therefore, the strong linear interaction leads in
practice to disappearance of the two-time synchronism.
The efficiency of the synchronization process depends on
the values of α, S1 and S2. By way of example, this
is illustrated in Fig.4, where the synchronization times
T
(a,A)
s and T
(b,B)
s are presented as functions of the con-
trol parameter S1 ( for the fixed values of α = 0.04 and
S2 = 5). As shown, the pair of oscillators (a,A) synchro-
nize earlier then the pair (b,B), which is a consequence of
S1 > S2. If the value S1 tends to S2, then the difference
between T
(A,a)
s and T
(B,b)
s vanishes and finally we ob-
serve only one-time synchronization i.e. T
(a,A)
s = T
(b,B)
s .
The two-time synchronization also occurs for S1 < 0.01
( not shown in Fig.4 as long synchronization times are
not important in communication). If S1 → 0, the times
T
(a,A)
s and T
(b,B)
s tend to infinity.
Let us suppose that in the schematic diagram (Fig.1)
only the signal from the master subsystem A is transmit-
ted to its slave counterpart a. The second signal from B
to b is turned off (see, Fig.5). Numerically, it means
that we solve Eqs.(1)–(8) for S2 = 0 and S1 6= 0. The
dynamics of synchronization for S2 = 0 is studied in the
range 0.01 < S1 < 0.1. The numerical analysis shows
that the synchronization times for the pairs (a,A) and
(b,B) are approximately equal i.e. T
(a,A)
s ≈ T
(b,B)
s = Ts.
This nearly one-time behavior is caused by the small dif-
ferences of the values S1 and S2. Figure 6 (triangles)
presents the synchronization time Ts as a function of S1.
The fastest synchronization takes place at S1 = 0.032
and the synchronization time takes the minimum value
Ts = 1655. It is interesting to note that in the range
0.041 < S1 < 0.061 the synchronization time reaches a
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FIG. 5: A simplified version of Fig.1. Is it possible to syn-
chronize the pair (b,B) without a signal from the master
subsystem B to the slave subsystem b ?
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FIG. 6: Synchronization time Ts vs S1 for S2 = 0 (triangle)
and S2 = S1 (bullets).
nearly constant value. The average synchronization time
in this region is equal to < Ts >= 1752. As seen from
Fig.6, the synchronization process is the most effective
in the range 0.025 < S1 < 0.061 that is when S1 ≈ α.
In the range 0.01 < S1 and S1 > 0.1 the synchronization
is not observed. In conclusion, the subsystem B does
not drive the subsystem b even though synchronization
of the pair (b,B) occurs. The synchronization effect is
induced by the first channel A ⇒ a and the linear in-
teraction α between the slave oscillators a and b. This
interaction is a necessary condition for the synchroniza-
tion process. If the channels B ⇒ b and A ⇒ a are
turned on jointly, the dynamics of the synchronization
presented in Fig.6 (bullets) is completely modified. For
S2 = S1, the synchronization time Ts decreases exponen-
tially with increasing values of S1. Generally, the effi-
ciency of the induced synchronization (S2 = 0, S1 6= 0)
is always lower than the synchronization forced by two
channels (S2 = S1). The occurrence of two-time syn-
chronism and induced synchronization in the dynami-
cal systems presented schematically in Figs.1and 5 seems
not unique and rather common. To observe these ef-
4fects we can also use instead of two interacting Kerr os-
cillators, typical mechanical systems, for example; the
Duffing models considered in [31, 32] or other two high-
dimensional systems. However, the effect of induced syn-
chronization becomes more and more difficult to achieve
if our transmitter and receiver are supplemented by ad-
ditional oscillators. The induced synchronization effect
and two-time synchronism are presented for hyperchaotic
beats resembling, in a sense, the structure of voice speech.
Induced synchronization seems to have potential applica-
tion in secure communication to hide messages [20]. The
appropriate materials useful for the generation of beats
with chaotic envelopes could be optical systems consist-
ing of a pair of coupled Kerr fibers [33]– [36].
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