The successful elimination of bacteria such as Streptococcus pneumoniae from a host involves the coordination between different parts of the immune system. Previous studies have explored the effects of the initial pneumococcal load (bacterial dose) on different representations of innate immunity, finding that pathogenic outcomes can vary with the size of the bacterial dose. However, others yield support to the notion of dose-independent factors contributing to bacterial clearance. In this paper, we seek to provide a deeper understanding of the immune responses associated to the pneumococcus. To this end, we formulate a model that realizes an abstraction of the innate-regulatory immune host response. Stability and bifurcation analyses of the model reveal the following trichotomy of pneumococcal outcomes determined by the bifurcation parameters: (i) dose-independent clearance; (ii) dose-independent persistence; and (iii) dose-limited clearance. Bistability, where the bacteria-free equilibrium co-stabilizes with the most substantial steady-state bacterial load is the specific result behind dose-limited clearance. The trichotomy of pneumococcal outcomes here described integrates all previously observed bacterial fates into a unified framework.
reveals a bistability event comparable to [25] . Moreover, our model predicts three 66 possible outcomes: clearance, persistence, and dose-limited clearance in the bista-67 bility case. The first two outcomes are independent of the bacterial dose size. One 68 threshold parameter controls the window of bistability, while another dictates the 69 predicted outcome. Section 4 concludes this paper with a discussion. 70 2. Mathematical model 71 We establish a mathematical model to represent the global panorama of the 72 bacterial (B) interaction with the host and the corresponding immune response 73 which in this case is characterized by the innate (M ) and regulatory (N ) immune 74 responses. The model reads as follows: (1)-(3). The state variables for bacterial load (B), innate (M ) and regulatory (N ) response levels are depicted in shaded squares. Solid lines with arrowheads indicate bacterial activation of innate and regulatory responses, associated with constant rates η and γ, respectively. Solid lines ending in bars denote the following inhibitory effects: regulatory levels inhibit innate response growth at a constant rate θ, and the innate response controls bacterial growth at a constant clearance rate c B . Dashed loops indicate the replenishment of a given state variable according to its corresponding growth term.
a single global response rather than as separate actors. The same philosophy is 107 considered for the regulatory response. Under these considerations, we set the innate 108 and regulatory inhibition rates as 0.1, a general-response value. In addition, for the 109 global regulatory response, we set M 0 = 1 due to the constant supply of innate 110 agents, such as alveolar macrophages [19, 27] . A constant regulatory action is also 111 considered assuming N 0 = 1. We would like to remark that different assumptions 112 of initial values and elimination rates would only rescale the fitted parameters, but 113 not affect the mechanistic insights from the model selection procedures. bacterial elimination after 16 hpi-see Figure 2 (a). Note that for the clearance sce-
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where τ is a rescaled time variable. This transformation scales the bacterial load with the carrying capacity, and the immune response levels with their respective initial values. Define the following dimensionless parameters:
Then the model (1)-(3) has the dynamically equivalent dimensionless form
where the prime denotes the derivate with respect to the rescaled time τ .
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To determine the local stability of system (4)-(6), we denote a point in statespace by its coordinates (b, m, n). Then (4)-(6) admits the unique equilibrium point
corresponding to steady state values B = 0, M = m * 0 M 0 and N = N 0 . Let
and denote the Jacobian matrix of (4)-(6) by J(b, m, n). Then the following result 134 is evident from the eigenvalues of J(E * 0 ), which take values −δ N , −(θ + δ M ) and λ. 
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We consider λ as our bifurcation parameter, and determine equilibrium points of the form E * = (b * , m * , n * ) where b * > 0. To this end, we introduce the map
for b < 1 and λ < 1. We are interested in the roots of h( · , λ) in the open interval 139 (0, 1) which are later determined to be the values of b * . To this end, we first establish 140 the following monotone and concave properties, where D k j denotes the kth partial 141 derivative with respect to the jth variable and D j = D 1 j . Lemma 1. The following properties hold:
where k ≥ 2. Thus, f is a strictly increasing linear function, and g(b, λ) is strictly 143 increasing and concave upwards in b while being strictly decreasing in λ. Moreover, 144 D 2 1 h < 0 < D 2 h and D k 2 h = 0 for k ≥ 2, i.e., h is concave downwards in b and is 145 a strictly increasing linear function in λ.
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Proof. The properties in (8) follow directly the definition of f , from which f is strictly increasing and linear. To establish (9), we have
Thus, we compute D 1 g and D 2 1 g as follows:
Finally, we have D 2 h = −D 2 g due to D 2 f = 0, and we obtain
Since (D 2 µ)/µ 2 expands to a function independent of λ, we have D k 2 g = 0 for k ≥ 2.
147
Therefore, the properties in (10) are true; in particular, g is strictly increasing and 148 concave upwards in b, while being strictly decreasing in λ. The results for h = f − g 149 follow from (8) and (10).
150
The results of h in Lemma 1 yields the following properties. First, the root of
that is, b is the unique maximizer of h( · , λ). Furthermore, we have
for arbitrary values b 1 < b and b 2 > b. The function h max is linear with positive slope because D k 2 h = 0 for k ≥ 2. Hence, we define the unique root of h max as
Then the curve y = h(b, λ) is asymptotic to the line y = ξb + ζ as b → −∞. Moreover, the coefficients ξ and ζ of the asymptote line allow us to write
from this, we derive
In the following lemma, we determine some limiting behavior on the function h and 152 its first derivative.
153
Lemma 2.
Proof. Recall that h strictly increases in λ (Lemma 1), and note that the curve
Hence by the concavity of h( · , λ), we have
for b > 0. Passing the limit to (16) 
We 154 complete the proof by passing limits to (14) where b → −∞ and b → 1 − .
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We establish that the values of b * are roots of h( · , λ) in the interval (0, 1) on 156 which f > 0. From now on, we denote the smallest and largest positive roots by b *
and λ < 0. Moreover, the following equations are equivalent:
Proof. Rolle's theorem asserts that a real-valued differentiable function with two 159 distinct roots attains a local maximum or minimum at a point between the roots.
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Thus, a continuously differentiable function with at least three roots has no fixed 161 concavity. Since h( · , λ) is concave downwards by Lemma 1, no more than two roots 162 exist for h( · , λ), which are b * 1 and b * 2 .
so that h( · , λ) has no root in the interval (b * 2 , 1).
and the uniqueness of b as the root of D 1 h( · , λ). We obtain (17) 
if and only if λ = λ, by the uniqueness of λ as the root of h max . Therefore, the 174 equations in (18) are equivalent.
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We now establish the existence of roots for the function h( · , λ) in (0, 1). In particular, we show that the existence of both b * 1 and b * 2 depends on the value of D 1 h(0, 0), which from (14) is given by
We may alternatively write
to frame our results with γ, which is associated with the proliferation response 176 of interferon growth due to bacterial stimuli. The following result establishes the 177 existence of roots for the function h( · , λ). This result is illustrated in Figure 3 . Now, assume that λ ≤ 0. If D 1 h(0, 0) ≤ 0, then it follows from Lemma 2 that
Thus, it is necessary that D 1 h(0, 0) > 0 for h( · , λ) to have a root in the interval (0, 1). In this case, we infer from similar arguments as Lemma 3 that b * 2 is the unique root whenever λ = 0. Observe that D 1 h(0, λ) → −∞ as λ → −∞, so that we may choose an integer n > |λ| such that D 1 h(0, −n) < 0. The maximizer of h( · , −n) is negative by virtue of (11) where λ = −n and b 2 = 0, as does the global maximum due to Corollary. Given our bifurcation parameter λ, the only positive equilibrium points for the dimensionless model (4)-(6) are of the form Proof. Consider a positive equilibrium point E * = (b * , m * , n * ). Then the following equations hold:
We rewrite equations (20) and (22) into m * = µ(b * , λ) and n * = f (b * ), respectively.
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Thus, solving (21) in n * after evaluating m * yields n * = g(b * , λ). Consequently, Therefore, the existence E * 1 and E * 2 follows from Theorem 2.
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Now, let
Then we derive the following equation:
where D 2 h > 0 (Lemma 1). Hence, the roots b * 1 and b * 2 of h( · , λ) are given by
Observe that b 0 > 0 if and only if D 1 h(0, 0) > 0 according to (14) . From the definitions of ∆ and equation (15), the following equations are equivalent:
If one (hence all) of the equations in (26) is true, then b = b 0 = b * 2 by (25) and equivalently λ = λ by Lemma 3. We may write λ in terms of the dimensionless parameters by solving for ∆ = 0: (20) and (21), respectively; by ith diagonal entry, we mean the (i, i)-entry. For 211 the off-diagonal entries, we perform the following algebraic manipulations:
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(i) In the top row, write m * 0 in terms of D 1 µ(b * k , λ).
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(ii) In the middle row, evaluate m * = µ(b * k , λ) and write η in terms of D 1 g(b * k , λ).
214
(iii) In the bottom row, write γ = δ N D 1 f (b * k ).
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Additionally, we apply the equation δ M (m * 0 − 1)/m * 0 = −θ wherever simplification is desired. Thus, we arrive at the following expression:
Denoting the trace and determinant by tr and det, respectively, J(E * k ) must satisfy three Routh-Hurwitz conditions for E * k to be asymptotically stable. The first condition holds for both E * 1 and E * 2 , that is:
given that µ > 0. The second condition requires
to be negative. Since D 1 µ < 0, the determinant det J(E * k ) shares the same sign 216 with D 1 h(b * k , λ). Thus, by Lemma 3, the second condition fails for E * 1 because
Since we assumed that all eigenvalues have nonzero real part, E * k 218 must be a saddle point for k = 1. Meanwhile, Theorem 2 implies that for E * 2 to 219 exist, it is necessary that either λ > 0 or E * 2 coexists with E * 1 . In either case, 220 D 1 h(b * 2 , λ) < 0 and the second Routh-Hurwitz condition holds for k = 2.
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We are left to verify the following last Routh-Hurwitz condition for E * 2 , i.e., assuming that k = 2:
.
Assuming that E * 2 exists, observe that σ 2 has the same sign with D 1 g(b * k , λ). Since D 1 h(b * 2 , λ) < 0 and f has a positive first derivative (Lemma 1), we have
and σ 2 > 0. Moreover, we have
and σ > 0. Therefore, E * 2 satisfies all three Routh-Hurwitz conditions and is conse- Regions of stability determined by λ and γ, each highlighting the corresponding stable equilibrium points; E * 0 has b = 0, while E * 2 takes the largest steady-state value b * 2 for b. The specific value γ * of γ is given in equation (19), while λ is explicitly given in (27). Bottom: Bifurcation diagrams of the system (4)-(6) without (left) and with (right) bistabilityrespectively, γ < γ * and γ > γ * . To generate the diagrams, all parameters were fixed except for c B , which was obtained for a given λ from (7). Blue, solid lines: stable equilibria; orange, dashed lines: unstable equilibria. The gray diamond appearing in the right panel highlights the bifurcation point ( λ, b).
The following quantities were determined to drive the dynamics of our model:
See equations (7) and (19). The stability of the bacteria-free steady state E * 0 ac- 
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If the model assumes that γ ≤ γ * , then bistability does not occur and the 292 model only predicts dose-independent clearance and persistence. That is, the stable 293 equilibrium point is uniquely given by E * 0 for λ < 0 and E * 2 for λ > 0. Hence, we 294 expect the innate immune system to eliminate the bacteria for λ < 0, and for the 295 bacteria to persist for λ > 0, regardless of the initial bacterial concentration. At this point, we discuss generalizations and future directions of our work. The aforementioned local stability as dependent on λ may be qualitatively identified with compatible systems exhibiting nonlinear interaction terms. This can be achieved with the function
For a fixed a, the function G( · , a) typically introduces saturation effects on a 319 growth/decay rate: the value of G(x, a) approaches its upper bound (G ≈ 1) with 320 larger values of x. In different biological contexts, G is associated with the Monod 321 growth term for microorganisms, the Michaelis-Menten equation for enzyme kinetics, 322 and the Holling Type-II functional response for predator-prey dynamics.
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To demonstrate the robustness of our results to nonlinear interaction terms, we show in Figure 5 that a modification of the model (1)-(3) incorporating nonlinear interaction terms yields comparable qualitative dynamics. Moreover, the same trichotomy of bacterial outcomes applies here. The modified system is given bẏ 
This model imposes the following effects: (i) saturated bacterial clearance with high 324 levels of innate immune response; (ii) bounded regulation of innate response; and 325 (iii) limited increase in regulatory levels for larger bacterial loads.
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Proceeding as before, we generate a bifurcation diagram for (28)-(30) based on the eigenvalue
characterizing the stability of the unique bacteria-free equilibrium. Here, we have used the dimensionless quantities m 0 = M 0 /K M and c B = c B /r, and the time has again been rescaled as τ = t/r. The bistability region is now determined by
with γ, δ M , θ, δ N and η as defined before, and ρ = ρ/K B . As in the original model (31), is the eigenvalue that determines the stability of the unique equilibrium point satisfying b = 0. These diagrams are generated via the same procedure as the ones from Fig. 4 , and are shown for γ < γ * , corresponding to the case without bistability (left), and γ > γ * , corresponding to the bistable case (right); here, γ * is given by (32). Blue, solid lines: stable equilibria; orange, dashed lines: unstable equilibria.
