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Abstract
LetXk(t) := (X1(t), . . . , Xk(t)) denote a k-vector of i.i.d. random vari-
ables, each taking the values 1 or 0 with respective probabilities p ∈ (0 , 1)
and 1 − p. As a process indexed by t ≥ 0, Xk is constructed—following
Benjamini, Ha¨ggstro¨m, Peres, and Steif [3]—so that it is strong Markov
with invariant measure ((1− p)δ0 + pδ1)
k. We derive sharp estimates for
the probability that “X1(t) + · · ·+Xk(t) = k − ℓ for some t ∈ F ,” where
F ⊆ [0 , 1] is nonrandom and compact. We do this in two very different
settings: (i) Where ℓ is a constant; and (ii) Where ℓ = k/2, k is even,
and p = q = 1/2. We prove that the probability is described by the
Kolmogorov capacitance of F for case (i) and Howroyd’s 1
2
-dimensional
box-dimension profiles for case (ii). We also present sample-path conse-
quences, and a connection to capacities that answers a question of [3].
Keywords: Dynamical sequences, ǫ-capacity, box-dimension profiles.
AMS 2000 subject classification: 60J25, 60J05, 60Fxx, 28A78, 28C20.
1 Introduction and main results
Choose and fix some p ∈ (0 , 1). By a bit sequence we mean simply a k-vector
(X1, . . . , Xk)—where k ≥ 1 is fixed—of independent, identically-distributed ran-
dom variables with P{X1 = 1} = 1 − P{X1 = 0} = p. For simplicity, we write
Pp in order to keep track of all dependencies on the parameter p.
A dynamical bit sequence is the processXk := {(X1(t) , . . . , Xk(t)}t≥0 that is
constructed as follows: We begin with a bit sequence (X1 , . . . , Xk) at time zero.
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Then, to every index j ∈ {1 , . . . , k} we associate a rate-one Poisson process; all
Poisson processes being independent of all X variables. And whenever the jth
Poisson process jumps, we replace the corresponding variable Xj by a copy,
independent of all else, in order to obtain a time-dependent family of random
variables. More precisely, let {X(j)i }1≤i,j<∞ be an i.i.d. array of random bits,
each satisfying Pp{X(j)i = 1} = p, and consider also a sequence of independent
rate-one Poisson processes, independent of the {X(j)i }1≤i,j<∞. Denote the jump
times of the i-th Poisson process by J
(0)
i := 0 < J
(1)
i < J
(2)
i < · · · , and define
Xi(t) :=
∞∑
j=1
X
(j)
i 1
n
J
(j)
i
≤t<J
(j−1)
i
o for t ≥ 0 and 1 ≤ i ≤ k. (1.1)
Dynamical bit sequences were introduced by Benjamini, Ha¨ggstro¨m, Peres,
and Steif in 2003. They can be used to model how bit sequences can get cor-
rupted over time, for instance, see [3] and [8, 9]. A closely-related variant of
dynamical bit sequences was introduced earlier by Rusakov [16, 17, 18]; see also
Rusakov and Chuprunov [15].
A key feature of Xk is that it is a strong Markov process on {0 , 1}k whose
invariant measure is the law (pδ1+(1−p)δ0)k of the bit sequence (X1 , . . . , Xk);
in particular, (X1(t) , . . . , Xk(t)) and (X1 , . . . , Xk) have the same distribution
for every fixed t ≥ 0.
The main goal of the present work is to estimate a family of probabilities
for dynamical bit sequences. Among other things, these estimates can be used
to describe almost-sure properties of runs [i.e., contiguous sequences of ones
and/or zeros]; see [3] and Section 4 below for examples.
Let Sk := X1 + · · ·+Xk. We note the classical binomial identity
Pp {Sk = k − ℓ} =
(
k
ℓ
)
pk−ℓ(1 − p)ℓ, (1.2)
valid for all integers ℓ = 0, . . . , k. Consequently,
Pp {Sk = k − ℓ} ≍ kℓpk as k →∞, (1.3)
for every fixed integer ℓ ≥ 0, where “ak ≍ bk for a given set of values of
k’s” means that “(ak/bk) is bounded above and below by positive and finite
constants, uniformly for all mentioned values of k.”
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In contrast to (1.3), one can verify that for every fixed integer ℓ ∈ {0 , . . . , k},
Pp {Sk(t) = k − ℓ for some t ∈ [0 , 1]} ≍ kℓ+1pℓ, (1.4)
as k →∞, where Sk(t) := X1(t) + · · ·+Xk(t). Benjamini et al [3] have proved
(1.4) in the case that ℓ = 0, and the more general case follows from their methods
as well. Moreover, the time set [0 , 1] can be replaced by any other time interval
without affecting the form of (1.4).
Our main goal is to describe the effect of the geometry of the time variable t
on the bounds in (1.4). In order to describe our first main estimate, choose and
fix a compact set F ⊆ R+. Then for all ǫ > 0 define KF (ǫ) to be the largest
integer m ≥ 1 for which there exist points t1, . . . , tm ∈ F such that |ti − tj | ≥ ǫ
for all i 6= j. The function KF is known as the Kolmogorov ǫ-capacity [or
capacitance, or ǫ-packing] of the set F . Now we can describe or first result.
Theorem 1.1. Choose and fix an integer ℓ ≥ 1 and a nonrandom compact set
F ⊂ R+. Then as k →∞,
Pp {∃t ∈ F : Sk(t) = k − ℓ} ≍ KF (1/k) kℓpk. (1.5)
When F = {0} this recovers (1.3) because K{0}(1/k) = 1. And when F =
[0 , 1], it recovers (1.4) since kK[0,1](1/k)→ 1 as k →∞. The following implies
more interesting behavior when F is less regular.
Remark 1.2. Let
α := lim inf
k→∞
logKF (1/k)
log k
and β := lim sup
k→∞
logKF (1/k)
log k
(1.6)
respectively denote the lower, and the upper, Minkowski dimension of F . Then
it follows from Theorem 1.1 that
kℓ+α+o(1)pk ≤ Pp {∃t ∈ F : Sk(t) = k − ℓ} ≤ kℓ+β+o(1)pk. (1.7)
And each bound is achieved along a suitable subsequence of k’s.
The probability in Theorem 1.1 has even more interesting behavior in the
cases that ℓ → ∞ at a prescribed rate. We investigate one critical case in this
paper. First, let us apply Stirling’s formula in (1.2) to recover the well-known
local limit theorem P1/2{Sk = k/2} ≍ k−1/2, valid for all sufficiently-large
even integers k. Our next result describes the significantly-different dynamical
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version of this estimate, and is motivated by sequence-matching estimates of
Arratia and Waterman [1, 2] in the what turns out to be the critical case where
p = 1/2 and ℓ = k/2. Let
γ := B-dim1/2F and δ := B-dim1/2F (1.8)
respectively denote Howroyd’s 12 -dimensional lower, and upper, box-dimension
profile of F [10]. [These dimension numbers will be recalled later on during the
course of the proof of Theorem 1.3 below; see §3.] Then we have the following.
Theorem 1.3. If k → ∞ along the even integers, then for every nonrandom
bounded set F ⊂ R+,
k−(1−γ)/2+o(1) ≤ P1/2 {∃t ∈ F : Sk(t) = k/2} ≤ k−(1−δ)/2+o(1). (1.9)
Moreover, each bound is achieved along a suitable subsequence of k’s.
Thus, in the cases where γ = B-dim1/2F < B-dim1/2F = δ, we can deduce
that the probability in (1.9) decays roughly like a power of k, and nevertheless
there are no power-law asymptotics.
Theorems 1.1 and 1.3 are proved respectively in §2 and §3. We collect some
consequences of Theorem 1.1 in §4. Finally, we describe a connection to Riesz
capacity in §5, and use it to verify a conjecture of Benjamini et al [3].
2 Proof of Theorem 1.1
Lemma 2.1. For every integers ℓ = 0 , . . . , k and real number t ≥ 0,
Pp
(
Sk(t) = k − ℓ
∣∣Sk(0) = k − ℓ)
=
min(ℓ,k−ℓ)∑
i=0
(
ℓ
i
)
θit(1 − θt)ℓ−i
(
k − ℓ
i
)
κk−ℓ−it (1 − κt)i,
(2.1)
where θt := p(1− e−t) and κt := p+ e−tq.
Proof. We first find the transition probabilities for the process {X1(t)}t≥0. Let
{Pt}t≥0 define the transition matrices defined by
Pt(i , j) := Pp{X1(t) = j | X1(0) = i} for all i, j ∈ {0 , 1} . (2.2)
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Recall that {J (k)1 }∞k=1 are the jump times of the rate-one Poisson clock as-
sociated to X1. Then
Pp
{
X1(t) = 1 |X1(0) = 1
}
=
1
p
Pp
{
X1(t) = 1, X1(0) = 1, t < J
1
1
}
+
1
p
Pp
{
X1(t) = 1, X1(0) = 1, t ≥ J11
}
=
1
p
[
pe−t + p2(1− e−t)] ,
(2.3)
and this quantity is manifestly equal to κt.
In fact, we can follow the same argument to conclude that
Pt =
[
pe−t + q p(1− e−t)
q(1 − e−t) qe−t + p
]
=
[
1− θt θt
1− κt κt
]
for all t ≥ 0. (2.4)
For all u, v ∈ {0 , 1} define
Nu→v :=
k−1∑
j=1
1{Xj(t)=v,Xj(0)=u}. (2.5)
This quantity denotes the number of integers j ∈ {1 , . . . , k − 1} such that
Xj(0) = u and yet Xj(t) = v. It follows from the strong Markov property
and (2.4) that the following properties are valid under the conditional measure
Pp( · · · |Sk(0) = k − ℓ):
• N0→1 has the binomial distribution with parameters ℓ and θt;
• N1→1 has the binomial distribution with parameters k − ℓ and κt;
• N0→1 and N1→1 are independent.
Additionally, the conditional probability in the statement of the lemma is
Pp
{
N0→1 +N1→1 = k − ℓ
∣∣Sk(0) = k − ℓ}
=
min(ℓ,k−ℓ)∑
i=0
Pp
{
N0→1 = i
∣∣Sk(0) = k − ℓ}
× Pp
{
N1→1 = k − ℓ− i
∣∣Sk(0) = k − ℓ} .
(2.6)
The lemma follows from these observations.
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The proof of Theorem 1.1 uses a 2-scale argument that is borrowed from
our earlier work on dynamical random walks [12]; it can be outlined as follows:
First we prove that if I is a “small” closed interval, then the two events {Sk(t) =
k − ℓ for some t ∈ I} and {Sk(0) = k − ℓ} have more or less the same chances
of occurring (Proposition 2.2). We will also demonstrate that “small” means
“whose length is of sharp order 1/k”; this length scale—or correlation length—
was found earlier in [3]. Then we cover our set F with closed intervals of
length 1/k, and apply a covering argument. Finally, we show that this covering
argument produces sharp answers. With this outline in mind, we begin with
our first step.
Proposition 2.2. As k →∞,
Pp {Sk(t) = k − ℓ for some t ∈ [0 , 1/k]} ≍ kℓpk. (2.7)
Proof. Let F := {Ft}t≥0 denote the filtration generated by the strong Markov
process Xk. We can assume, without loss of generality, that F is augmented in
the usual manner. Define
Lk :=
∫ 2/k
0
1{Sk(t)=k−ℓ} dt. (2.8)
According to (1.3),
Ep(Lk) ≍ kℓ−1pk as k →∞. (2.9)
Next, we consider the stopping times, σ := inf{t ∈ [0 , 1/k] : Sk(t) = k − ℓ},
where inf ∅ := ∞. By the strong Markov property, the following holds almost
sure [Pp] on {σ <∞}:
Ep
(
Lk
∣∣Fσ) = Ep
(∫ 2/k
σ
1{Sk(t)=k−ℓ} dt
∣∣∣∣∣ Fσ
)
≥
∫ 1/k
0
Pp {Sk(t+ σ) = k − ℓ | Fσ} dt
=
∫ 1/k
0
Pp
{
Sk(t) = k − ℓ
∣∣Sk(0) = k − ℓ} dt.
(2.10)
We apply Lemma 2.1 to find that Pp-almost surely on {σ <∞},
Ep
(
Lk
∣∣Fσ) ≥
∫ 1/k
0
(1− θt)aκk−ℓt dt ≥
1
k
∫ 1
0
(1− θu)k κku/k du. (2.11)
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The integrand converges to e−u as k →∞. Consequently, thanks to the bounded
convergence theorem,
Ep
(
Lk
∣∣Fσ) ≥ const
k
· 1{σ<∞} Pp-almost surely. (2.12)
Here, the implied constant does not depend on either k or ℓ. We can take
expectations of both side, solve, and apply the optional stopping theorem of
Doob to find that Pp{σ <∞} ≤ const · kEp(Lk). The proposition follows from
this and (2.9).
Proof of Theorem 1.1
We divide the proof in to two parts. The first part (the upper bound) is a
relatively simple covering argument. In the second part, we show that the
covering argument produces the correct answer. For that we use a second-
moment argument.
Proof of the upper bound in (1.5). Let Jk denote the collection of all closed
subintervals I of [0 , 1] that have the form I = [i/k , (i + 1)/k], where i ∈
{0 , . . . , k − 1}. According to Proposition 2.2,
Pp {∃t ∈ F : Sk(t) = k − ℓ} ≤
∑
I∈Jk
I∩F 6=∅
Pp {∃t ∈ I : Sk(t) = k − ℓ}
≤ const · |{I ∈ Jk : I ∩ F 6= ∅}| · kℓpk,
(2.13)
where | · · · | denotes cardinality. The lemma follows since the preceding cardi-
nality is ≤ 3KF (1/k) [12, Proposition 2.7]. The upper bound in (1.5) follows
readily from this.
Proof of the lower bound in (1.5). According to the definition of KF (1/k), we
can find t1 < · · · < tKF (1/k) in F such that ti+1 − ti ≥ k−1 for 1 ≤ i ≤
KF (1/k)− 1. It follows easily that
tj − ti ≥ j − i
k
for 1 ≤ i < j ≤ KF (1/k). (2.14)
Define
Nk :=
KF (1/k)∑
j=1
1{Sk(tj)=k−ℓ}. (2.15)
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According to (1.3),
Ep(Nk) ≍ KF (1/k) kℓpℓ as k →∞. (2.16)
Observe that Ep(N
2
k ) is equal to
Ep(Nk) +
∑∑
1≤i6=j≤KF (1/k)
Pp {Sk(|tj − ti|) = k − ℓ , Sk(0) = k − ℓ} . (2.17)
Define
T := Pp
{
Sk(h) = k − ℓ
∣∣Sk(0) = k − ℓ} . (2.18)
By the Markov property and Lemma 2.1,
T =
min(ℓ,k−ℓ)∑
i=0
Q
(0)
i (h), (2.19)
where for all h > 0 and i ∈ {0 , . . . ,min(ℓ , k − ℓ)},
Q
(0)
i (h) :=
(
ℓ
i
)(
k − ℓ
i
)
θih(1 − θh)ℓ−iκk−ℓ−ih (1− κh)i
≤ ℓ(ℓ)kiθih(1 − θh)ℓ−iκk−ℓ−ih (1− κh)i.
(2.20)
In order to simplify this object, let us first define
a := max(p , 1− p) and b := min(p , 1− p). (2.21)
Let us also observe that
θh(1− κh) = ab
(
1− e−h)2 ≤ a
b
[
1− (a+ be−h)]2 . (2.22)
And
(1− θh)ℓ−iκk−ℓ−ih ≤
(
a+ be−h
)k−2i
. (2.23)
It follows that uniformly for all ℓ ∈ {0 , . . . , k} and i ∈ {0 , . . . ,min(ℓ , k − ℓ)},
Q
(0)
i (h) ≤ const · kiQ(1)i (h), (2.24)
where
Q
(1)
i (h) :=
[
1− (a+ be−h)]2i (a+ be−h)k−2i . (2.25)
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The function [0 , 1] ∋ λ 7→ (1 − λ)k−2iλ2i is maximized at λ := 2i/k, and the
value of the maximum is at most k−2i. And therefore, by (2.24),
Q
(0)
i (h) ≤ const · k−i. (2.26)
The preceding is a good estimate when i ≥ 1. In the case that i = 0, we merely
use
Q
(0)
0 (h) = (1− θh)ℓκk−ℓh ≤ (a+ be−h)k. (2.27)
We plug this and (2.26) in (2.19), using (2.18), to find
T ≤ const ·

(a+ be−h)k + min(ℓ,k−ℓ)∑
i=1
k−i


≤ const · ((a+ be−h)k + k−1) .
(2.28)
Therefore, it follows from (1.3), (2.14), and (2.17) that Ep(N
2
k ) is at most
Ep(Nk) + const · kℓpk
∑∑
1≤i6=j≤KF (1/k)
((
a+ be−|tj−ti|
)k
+ k−1
)
(2.29)
≤ Ep(Nk) + const · kℓpk
∑∑
1≤i6=j≤KF (1/k)
((
a+ be−|j−i|/k
)k
+ k−1
)
.
Consequently, Ep(N
2
k ) is bounded from above by
Ep(Nk) + const ·KF (1/k) · kℓpk
KF (1/k)∑
j=1
((
a+ be−j/k
)k
+ k−1
)
(2.30)
≤ Ep(Nk) + const ·KF (1/k) · kℓpk
{
k
∫ 1
0
(a+ be−u)k du+
KF (1/k)
k
}
.
[The final term is at most one because KF (1/k) ≤ K[0,1](1/k) = k.] A direct
computation of the preceding integral reveals that
Ep(N
2
k ) ≤ Ep(Nk) + const ·KF (1/k) kℓpk ≤ const · Ep(Nk); (2.31)
see (2.16). Therefore, (2.16) and the Paley–Zygmund inequality [11, p. 72]
together imply that Pp{Nk > 0} ≥ const · KF (1/k) kℓpk. The theorem follows
because {Nk > 0} ⊆ {∃t ∈ F : Sk(t) = k − ℓ}.
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3 Proof of Theorem 1.3
Let P(F ) := all Borel probability measures µ such that µ(F ) = 1.
Theorem 3.1. If k is an even integer, then for every measurable and nonran-
dom set F ⊆ [0 , 1], the following holds as k →∞:
P1/2 {∃t ∈ F : Sk(t) = k/2}
≍ 1√
k
·
[
inf
µ∈P(F )
∫∫
min
(
1√
k|t− s| , 1
)
µ(ds)µ(dt)
]−1
.
(3.1)
As a first key step, we simplify the expression in Lemma 2.1.
Lemma 3.2. Uniformly for every even integer k ≥ 1 and t ∈ [0 , 1]:
P1/2
(
Sk(t) = k/2
∣∣ Sk(0) = k/2) ≍ min
(
1√
kt
, 1
)
. (3.2)
Proof. Throughout, we will use the following simple fact:
t
2
≤ 1− e−2t ≤ 2t for all t ∈ [0 , 1]. (3.3)
We appeal to the result, and notation, of Lemma 2.1. Notice that in the
present case, θt = 1− κt = (1− e−t)/2, and moreover,
P1/2
(
Sk(t) = k/2
∣∣ Sk(0) = k/2) = P{X = Y }, (3.4)
where X and Y are two independent binomial random variables with common
parameters k/2 and (1− e−t)/2. We can apply the Plancherel formula:
P{X = Y } = 1
2π
∫ π
−π
|φ(z)|2 dz, (3.5)
where φ is the characteristic function of X ; i.e.,
φ(z) =
(
1− e−t
2
+
1 + e−t
2
eiz
)k/2
. (3.6)
Of course,
∣∣∣∣1− e−t2 + 1 + e
−t
2
eiz
∣∣∣∣
2
=
1 + e−2t
2
+
1− e−2t
2
cos z. (3.7)
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Taylor’s theorem with remainder shows that 1−(z2/2) ≤ cos z ≤ 1−(z2/20)
for all z ∈ [−π , π]. Therefore,
1− z
2
4
(
1− e−2t) ≤ ∣∣∣∣1− e−t2 + 1 + e
−t
2
eiz
∣∣∣∣
2
≤ 1− z
2
40
(
1− e−2t) . (3.8)
Now, (3.3) implies that for all t ∈ [0 , 1] and z ∈ [−π , π],
1− z
2t
2
≤
∣∣∣∣1− e−t2 + 1 + e
−t
2
eiz
∣∣∣∣
2
≤ 1− z
2t
80
; (3.9)
and therefore,
∫ 1
−1
(
1− z
2t
2
)k/2
dz ≤
∫ π
−π
|φ(z)|2 dz ≤
∫ π
−π
(
1− z
2t
80
)k/2
dz. (3.10)
Since 1− u ≤ e−u for all u ≥ 0, we find that uniformly for all t ∈ [0 , 1],
P{X = Y } ≤ 1
2π
∫ π
−π
e−z
2tk/160 dz ≤ const√
tk
. (3.11)
This implies the upper bound of the lemma. For the lower bound follows from
the fact 1 − u/2 ≥ e−u, for all 0 ≤ u ≤ 1, and ∫ 1
−1
e−z
2tk/2 dz ≥ const ·
min((tk)−1/2 , 1), uniformly for all t ∈ [0 , 1].
Next we prove Theorem 3.1.
Proof of Theorem 3.1. For all µ ∈ P(F ) and even integers k ≥ 1 define
Lµk :=
∫
1{Sk(t)=k/2} µ(dt). (3.12)
In accord with (2.9), the following is valid: As k →∞,
E1/2(L
µ
k) ≍ k−1/2, (3.13)
where the approximation holds uniformly for all µ ∈ P(F ). Next we estimate
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the second moment of Lµk , using Lemma 3.2:
E1/2
[
(Lµk)
2
]
≤ 2
∫∫
t≥s
P1/2 {Sk(t) = Sk(s) = k/2} µ(ds)µ(dt)
≤ const√
k
·
∫∫
min
(
1√
k|t− s| , 1
)
µ(ds)µ(dt).
(3.14)
This, and the Paley–Zygmund inequality, together imply that
P1/2{Lµk > 0} ≥
const√
k
·
[∫∫
min
(
1√
k|t− s| , 1
)
µ(ds)µ(dt)
]−1
. (3.15)
The preceding probability is at most P1/2{∃t ∈ F : Sk(t) = k/2}. Since the
latter does not depend on µ ∈ P(F ),
P1/2 {∃t ∈ F : Sk(t) = k/2}
≥ const√
k
·
[
inf
µ∈P(F )
∫∫
min
(
1√
k|t− s| , 1
)
µ(ds)µ(dt)
]−1
.
(3.16)
This proves half of the theorem.
For a converse bound, let us consider the stopping time σ := inf{t ∈ F :
Sk(t) = k/2}, where inf ∅ := 2. We apply our existing computation with the
following special choice of µ: µ(•) := P1/2(σ ∈ • |σ < 1). By the strong Markov
property and Lemma 3.2,
E1/2 (L
µ
k | Fσ) =
∫
s≥σ
P1/2
(
Sk(s) = k/2
∣∣Fσ) µ(ds)
≥ const ·
∫
s≥σ
min
(
1√
k(s− σ) , 1
)
µ(ds),
(3.17)
where the implied constant does not depend on µ, and is nonrandom. Since
σ is a bounded stopping time, we can apply the optional stopping theorem to
deduce from the preceding that for all probability measures µ on F ,
E1/2(L
µ
k) ≥ const · E1/2
[∫
s≥σ
min
(
1√
k(s− σ) , 1
)
µ(ds)
]
. (3.18)
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According to (3.13),
E1/2
[∫
s≥σ
min
(
1√
k(s− σ) , 1
)
µ(ds)
]
≤ const√
k
. (3.19)
On the other hand, the definition of µ implies that the left-hand side is equal to
∫∫
s≥t
min
(
1√
k(s− t) , 1
)
µ(ds)µ(dt) · P1/2{σ < 1}
≥ 1
2
∫∫
min
(
1√
k|t− s| , 1
)
µ(ds)µ(dt) · P1/2{σ < 1}.
(3.20)
It follows from the preceding two displays that
P1/2{σ < 1} ≤
const√
k
·
[∫∫
min
(
1√
k|t− s| , 1
)
µ(ds)µ(dt)
]−1
. (3.21)
This proves the theorem.
Finally, we prove Theorem 1.3.
Proof of Theorem 1.3. We recall Howroyd’s theory of box-dimension profiles
[10]: For every s > 0 and x ∈ R define ψs(x) := min(1 , |x|−s). Then, given
r > 0, a sequence of pairs (wi , xi)
n
i=1 is a size-r weighted ψs-packing of F if:
(i) xi ∈ F for all i; (ii) wi ≥ 0 for all i; and (iii)
∑n
j=1 wjψs((xi − xj)/r) ≤ 1,
uniformly for all i = 1, . . . , n. Define Nr(F ;ψs) := sup
∑n
i=1 wi, where the
supremum is taken over all size-r weighted ψs-packings (wi , xi)
n
i=1 of F . The
s-dimensional upper box-dimension profile B-dimsF of F is then defined as
B-dimsF := lim sup
r↓0
logNr(F ;ψs)
log(1/r)
, (3.22)
where log 0 := −∞. The s-dimensional lower box-dimension profile B-dimsF of
F is defined as above, but with a lim inf in place of the lim sup.
According to Khoshnevisan and Xiao [13, Theorem 4.1],
B-dimsF = lim sup
n→∞
1
log(1/n)
log inf
µ∈P(F )
∫∫
ψs
(
u− v
1/n
)
µ(du)µ(dv). (3.23)
That proof shows also that B-dimsF is equal to the same quantity, but with
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lim sup replaced by lim inf. In light of these two facts, Theorem 1.3 follows from
Theorem 3.1.
4 Some applications to runs
Throughout this section we will be studying X∞ and its dynamical version;
both can be defined in the usual way via infinite product spaces, as respective
“limits” of Xk and its dynamical version, as k → ∞. We skip the details, as
they are outlined nicely in [3].
As was pointed out in [3], one can use an estimate such as (1.4) to study the
behavior of the longest runs in a dynamical bit sequence, as the sequence length
tends to infinity. We describe this work next. For every two integers n, ℓ ≥ 1,
define Z
(ℓ)
n to be the largest integer j ≥ ℓ + 1 such that Xm = 1 for all but ℓ
values of m ∈ {n , . . . , n+ j− 1}. If such a j does not exist, then Z(ℓ)n := 0. One
defines the dynamical version similarly: Z
(ℓ)
n (t) is defined as above, by Xm is
replaced by Xm(t).
According to the Erdo˝s–Re´nyi theorem [6], for every ℓ ≥ 1,
lim
n→∞
Z
(ℓ)
n
log1/p n
= 1 Pp-almost surely, (4.1)
where log1/p denotes the base-(1/p) logarithm. Erdo˝s and Re´ve´sz [7] improved
this statement by showing that the following holds for every nonrandom se-
quence a := {aj}∞j=1 of positive integers that tend to infinity:
Pp
{
lim sup
n→∞
Z(ℓ)n ≥ an i.o.
}
=

0 if
∑∞
n=1 a
ℓ
np
an <∞,
1 otherwise.
(4.2)
This particular formulation appears explicitly, for example, in the book by
Re´ve´sz [14, p. 60] in the case that p = 1/2. To be more precise, Re´ve´sz (loc.
cit.) defines Z
(ℓ)
n as the longest run having at most ℓ defects in the first n bits.
But a real-variable comparison argument reveals that our definition and that of
Re´ve´sz have the same asymptotic behavior [7].
Of course, Z
(ℓ)
n can be replaced by Z
(ℓ)
n (t) for a fixed t, and (4.2) continues
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to holds. By contrast, it is shown in [3, Theorem 1.4] that
Pp
{
∃t ∈ [0 , 1] : Z(ℓ)n (t) ≥ an i.o.
}
=

0 if
∑∞
n=1 a
ℓ+1
n p
an <∞,
1 otherwise.
(4.3)
To be precise, Benjamini et al [3] prove this for ℓ = 0; but one can apply
their method, using (1.4), to produce (4.3). We learned about (4.3) from the
monograph by Re´ve´sz [14, p. 61], who conjectured (4.3) in the case that p = 1/2.
It is possible to study the size of the set of times t at which Z
(ℓ)
n (t) ≥ an infinitely
often. Define
E(ℓ)(a) :=
{
t ∈ [0 , 1] : Z(ℓ)n (t) ≥ an i.o.
}
. (4.4)
In light of (4.3), E(ℓ)(a) is nonempty if and only if∑∞n=1 aℓ+1n pan =∞. Then, it
is possible to adapt the argument of [3, Theorem 1.5], using (1.4) of the present
paper, to derive the following:
dimH E(ℓ)(a) = sup
{
s ∈ (0 , 1) :
∞∑
n=1
aℓ+1−sn p
an =∞
}
, (4.5)
where dimH denotes Hausdorff dimension.
Equation (4.2) is a statement about whether or not E(ℓ)(a) is void. Our
next result describes all nonrandom compact sets F ⊂ [0 , 1] that have positive
probability of intersecting E(ℓ)(a). First we need some notation from [12].
We say that an interval is rational if its endpoints are rational numbers.
From here on, we choose and fix a nonrandom set F and a nonrandom sequence
a := {aj}∞j=1 of positive integers that tend to infinity. It turns out that the
following definition [12] defines the correct intersection property for the random
set E(ℓ)(a):
Definition 4.1. We write “Ψ(a ;F ) < ∞” if and only if we can find closed
rational intervals F1, F2, . . . such that: (i) ∪∞n=1Fn ⊇ F ; and (ii)
∞∑
j=1
KFn(1/aj)a
ℓ
jp
aj <∞ for all n ≥ 1. (4.6)
Theorem 4.2. For every nonrandom compact set F ⊆ [0 , 1],
Pp
{
E(ℓ)(a) ∩ F 6= ∅
}
=

0 if Ψ(a ;F ) <∞,1 otherwise. (4.7)
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One can adapt the proof of [12, Theorem 2.5] to the present setting to see
that the following implies Theorem 4.2. We will not prove Theorem 4.2, since its
proof does not require new ideas. However, we will prove the following crucial
step, whose proof borrows ideas from the proof of Theorem 1.4 of [3].
Proposition 4.3. For all nonrandom compact sets F ⊆ [0 , 1],
Pp
{
sup
t∈F
Z(ℓ)n (t) ≥ an i.o.
}
=

0 if
∑∞
n=1KF (1/an)a
ℓ
np
an <∞,
1 otherwise.
(4.8)
Proof. According to Theorem 1.1,
∑∞
n=1KF (1/an)a
ℓ
np
an <∞ if and only if
∞∑
n=1
P
{
sup
t∈F
Z(ℓ)n (t) ≥ an
}
<∞. (4.9)
Therefore, whenever
∑∞
n=1KF (1/an)a
ℓ
np
an is finite, supt∈F Z
(ℓ)
n (t) ≥ an only
occurs finitely often. For the converse let us suppose
∑∞
n=1KF (1/an)a
ℓ
np
an =
∞, and define the events
Fn := {Xn−j(t) = 0 for every j = 1, 2, . . . , ℓ+ 1 and t ∈ [0 , 1]} . (4.10)
Note that Fn is independent of the event
F˜n :=
{
sup
t∈F
Z(ℓ)n (t) ≥ an
}
= {∃t ∈ F : Sn+an−1(t)− Sn(t) = an − ℓ} ,
(4.11)
and Pp(Fn) ≥ (q/e)ℓ+1 with q := 1− p. Since
∑∞
n=1KF (1/an)a
ℓ
np
an =∞,
∞∑
j=1
Pp(Gj) =∞ where Gn := Fn ∩ F˜n. (4.12)
Note that for all integers N ≥ 1,
N∑
n,m=1
Pp(Gn ∩Gm) =
N∑
n=1
Pp(Gn) + 2
N∑
n,m=1
Pp(Gn ∩Gm). (4.13)
Suppose n < m. If m ≤ n + an − 1, then the events Gn and Gm are disjoint.
If m ≥ n + an + ℓ + 1, then Gn and Gm are independent. In the remaining
O(1) cases we can use the elementary bound Pp(Gn ∩ Gm) ≤ Pp(Gn). Since
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∑
n PP (Gn) = ∞, it follows that
∑N
n,m=1Pp(Gn ∩ Gm) is bounded above by
a constant times (
∑N
j=1 Pp(Gj))
2, where the implied constant does not depend
on N ≥ 1. The Borel–Cantelli lemma for dependent event [4] implies that
infinitely-many of the Gn’s—and hence the events F˜n—occur almost surely.
Let us end this section with the following example: Let θ > 0 be fixed, and
consider the sequence a(θ) given by
an = an(θ) := lpn+ θlplpn, (4.14)
where lpx := log1/p(max(x , 100)). It is possible to check that
∞∑
n=1
KF (1/an(θ)) [an(θ)]
ℓ
pan(θ) <∞ iff
∞∑
n=100
KF (1/ logn)
n(logn)θ−ℓ
ds <∞. (4.15)
The doubling property, KF (2ǫ) ≍ KF (ǫ), valid for all ǫ > 0 sufficiently small
[12, eq. (2.8)], implies that
∞∑
n=1
KF (1/an(θ)) [an(θ)]
ℓ
pan(θ) <∞ iff
∫ ∞
1
KF (1/s)
sθ−ℓ
ds <∞. (4.16)
According to Proposition 2.9 of [12],
dimP F + ℓ+ 1 = inf {θ : Ψ(a(θ) ;F ) <∞} , (4.17)
where dim
P
denotes packing dimension. Therefore, we can combine the preced-
ing facts to deduce the following:
sup
t∈F
lim sup
n→∞
Z
(ℓ)
n (t)− lpn
lplpn
= dimP F + ℓ+ 1 Pp-a.s. (4.18)
When F := {0}, this is due to Erdo˝s and Re´nyi [6]; and when F := [0 , 1] it is
due to Benjamini et al [3, Theorem 3.1].
5 A sharp capacity criterion
Let m : R+ → R+ be a strictly increasing function so that m(N) ⊂ N. Ben-
jamini et al [3] have proposed the following “bit process” as part of their parity
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test that is motivated by complexity theory: Define
Bk(t) :=
m(k+1)⊕
j=m(k)
Xj(t), (5.1)
where t ≥ 0, k ∈ N+, and ⊕ denotes addition mod 2. Of course, Bk(t) is either
zero or one. It is proved in [3, Lemma 4.1] that
P1/2 {∃t ∈ [0 , 1] : Bk(t) = 0 for all k ∈ N} > 0 iff
∞∑
k=1
2k
m(k)
<∞, (5.2)
provided that m satisfies the Hadamard gap condition,
inf
k≥1
m(k + 1)
m(k)
> 1. (5.3)
Consider the random set
Tm := {t ∈ [0 , 1] : Bk(t) = 0 for all k ∈ N} . (5.4)
Consider the special case that m is the function mq(x) := [2
x/q] for some fixed
q > 0. Lemma 4.1 of [3] shows that for all nonrandom compact sets E ⊂ [0 , 1],
Capq(E) > 0 ⇒ P1/2
{
Tmq ∩E 6= ∅
}
> 0 ⇒ Hq(E) > 0, (5.5)
where Capq denotes the q-dimensional Riesz capacity and Hq the q-dimensional
Hausdorff measure [11, App. C & D]. In their Remark 4.5, Benjamini et al (loc.
cit.) point out that there is a [small] gap between the conditions of positive
Hausdorff measure versus positive capacity. If we specialize the next theorem
to m := mq then we obtain a verification of their conjecture.
Theorem 5.1. Suppose, in addition, that t 7→ 2−tm(t) and m are both strictly
increasing. Additionally, choose and fix a nonrandom compact set E ⊂ [0 , 1].
Then, P1/2{Tm ∩E 6= ∅} > 0 iff there exists a probability measure ρ on E such
that J(ρ) <∞, where
J(ρ) :=
∫∫
(Lg)(|t− s|) ρ(ds) ρ(dt); (5.6)
g is defined by log2 g(t) = m
−1(t), and (Lg)(λ) := ∫∞0 e−λs g(ds) denotes the
Laplace transform of the Stieltjes measure dg.
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Remark 5.2. The monotonicity condition on t 7→ 2−tm(t) implies the gap con-
dition (5.3). Indeed, under the monotonicity condition we havem(k+1)/m(k) ≥
2 for all k ≥ 1.
Remark 5.3. One can inspect the proof to see that the monotonicity of 2−tm(t)
can be generalized to the condition that ctm(t) is strictly decreasing for some
c ∈ (0 , 1).
In order to prove the conjecture of Benjamini et al from Theorem 5.1, we
first definemq(k) := [2
k/q] and interpolate linearly to obtain a strictly increasing
function [also called mq] on R+. If 2
−tm(t) fails to be increasing near zero, then
any reasonable alteration near zero works because the conditions of Theorem
5.1 only restrict the behavior of m near infinity. It is not hard to check that
in this case, (Lg)(λ) ≍ λ−q as λ ↓ 0. From this it follows that J(ρ) < ∞ for
some ρ ∈ P(E) if and only if ∫∫ |x − y|−q ρ(dx) ρ(dy) < ∞. This shows that
the capacity criterion in (5.5) is the sharp necessary and sufficient condition.
We conclude by proving Theorem 5.1
Proof of Theorem 5.1. Let F := {Ft}t≥0 denote the filtration such that each
Ft is generated by all variables Xj(r), where j ≥ 1 and r ∈ [0 , t]. If it is not
already augmented in the usual way, then we need to augment F so that it
satisfies the “usual conditions” of Dellacherie and Meyer [5].
Consider the events
Un(t) := {Bk(t) = 0 for all k ∈ {1 , . . . , n}} . (5.7)
A first-passage time argument shows that for all F -stopping times τ ,
P1/2
(
Un(t+ τ)
∣∣Fτ) = 2−nfn(τ), (5.8)
where for all n ∈ N ∪ {∞} and λ ∈ R,
fn(λ) :=
n∏
k=1
(
1− e−m(k)|λ|
)
. (5.9)
Indeed, by the strong Markov property, it suffices to prove this for τ := 0; and
that is what we do next: Because {Bk(t)}∞k=1 are conditionally independent
given F0,
P1/2
(
Un(t)
∣∣F0) = n∏
k=1
P1/2
(
Bk(t) = 0
∣∣F0) . (5.10)
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Let τk denote the first jump-time of the Markov process
s 7→ (Xm(k)(s) , . . . , Xm(k+1)(s)) . (5.11)
The P1/2-law of τk is exponential with mean 1/m(k). Therefore, we obtain the
following by splitting the probability according to whether or not τk > t:
P1/2
(
Bk(t) = 0
∣∣F0) = e−m(k)t1{Bk(0)=0} + 12
[
1− e−m(k)t
]
. (5.12)
This and (5.10) together imply (5.8). Next we begin by recalling the argument
of [3, Theorem 4.3] for the necessity of the positive-capacity condition.
Choose and fix some ρ ∈ P(E), and define
Zn(ω) :=
∫
1Un(t)(ω) ρ(dt). (5.13)
It is easy to see that P1/2(Un(0)) = 2
−n. Moreover, stationarity and (5.8)
together imply
E1/2(Z
2
n) =
1
4n
∫∫
fn(t− s) ρ(dt) ρ(ds) = 1
4n
∫
(fn ∗ ρ) dρ. (5.14)
Therefore, the Paley–Zygmund lemma implies that
lim inf
n→∞
P1/2{Zn > 0} ≥
[∫
(f∞ ∗ ρ) dρ
]−1
. (5.15)
From this it follows readily that
P1/2
{
∃t ∈ E : sup
k≥1
Bk(t) = 0
}
≥
[
inf
ρ∈P(E)
∫
(f∞ ∗ ρ) dρ
]−1
. (5.16)
For the converse bound we use a first-passage argument. Define τ(n)(ω) :=
inf{t ∈ E : ω ∈ Un(t)} where inf ∅ := ∞; τ(n) is an F -stopping time. Define
ρn ∈ P(E) via ρ(•) := ρn(•) := P1/2(τ(n) ∈ • | τ(n) < ∞). And consider the
martingales {Mn(t)}∞n=0, defined via
Mn := E1/2
(
Zn
∣∣Ft) . (5.17)
Equation (5.8) implies that Mn(τ(n) ∧ 1) ≥ 2−n
∫ 1
τ(n) fn(t− (τ(n) ∧ 1)) ρn(dt).
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Because τ(n) ∧ 1 = τ(n), P1/2-a.s. on {τ(n) <∞}, it follows that
Mn(τ(n)) ≥ 2−n
∫ 1
τ(n)
fn(t− τ(n)) ρn(dt), (5.18)
P1/2-a.s. on {τ(n) <∞}. The trivial estimate
E1/2 (Mn(τ(n) ∧ 1)) ≥ E1/2 (Mn(τ(n)) ; τ(n) <∞) , (5.19)
together with the definition of ρn, impose the following:
2nE1/2 (Mn(τ(n) ∧ 1))
≥ E1/2
(∫ 1
τ(n)
fn(t− τ(n))ρn(dt)
∣∣∣∣∣ τ(n) <∞
)
× P1/2{τ(n) <∞}
≥ 1
2
∫
(fn ∗ ρn) dρn × P1/2{τ(n) <∞}.
(5.20)
[The last inequality is an identity when ρn is atomless.] By the optional stop-
ping theorem, the left-most term is equal to E1/2(Mn(1)) = E1/2(Zn) = 2
−n.
Therefore, P1/2{∃t ∈ E : max1≤k≤nBk(t) = 0} ≤ 2[
∫
(fn ∗ ρn) dρ]−1.
We obtain an even smaller quantity if we replace fn by fℓ, whenever n ≥ ℓ.
By Prohorov’s theorem, there is a subsequence of {ρn} and a probability measure
ρ on E such that the subsequence converges weakly to ρ. It follows from the
preceding that P1/2{∃t ∈ E : supk≥1 Bk(t) = 0} ≤ 2[
∫
(fℓ ∗ ρ) dρ]−1. Let ℓ ↑ ∞
and apply (5.16) and the monotone convergence theorem to find
1
infρ∈P(E) I(ρ)
≤ P1/2
{
∃t ∈ E : max
k≥1
Bk(t) = 0
}
≤ 2
infρ∈P(E) I(ρ)
, (5.21)
where 1/ inf ∅ := 0 and
I(ρ) :=
∫∫ ∞∏
k=1
(
1 + e−m(k)|t−s|
)
ρ(ds) ρ(dt). (5.22)
Inequalities (5.21) is valid for every increasing functionm which satisfiesm(N) ⊂
N. Now we concentrate on the functions m that satisfy the monotonicity re-
quirements of Theorem 5.1, and prove that I(ρ) and J(ρ) converge and di-
verge together [for those functions m]. Our method is an adaptation of a
reduction argument of [3], used to estimate Riesz-type products of the form∏∞
k=1(1 + exp(−m(k)λ)) for λ > 0 small.
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First of all, note that for integers n ≥ 1 and real numbers λ > 0,
n∏
k=1
(
1 + e−m(k)λ
)
= 1 +
∑
S⊆{1,...,n}
S 6=∅
e−λ
P
k∈S
m(k)
≤ 1 +
∑
S⊆{1,...,n}
S 6=∅
e−λm(maxS).
(5.23)
For every j = 1, . . . , n there are 2j−1 subsets S ⊂ {1 , . . . , n} with maxS = j.
Therefore,
n∏
k=1
(
1 + e−m(k)λ
)
≤ 1 +
n∑
j=1
2j−1e−λm(j) ≤ 1 +
∫ ∞
1
e−λm(log2 s) ds
= 1 +
∫ ∞
m(0)
e−λt dg(t) ≤ 1 + (Lg)(λ).
(5.24)
It follows that I(ρ) ≤ 1 + J(ρ).
For the complementary bound we begin by expressing our product as fol-
lows: First, we write
∑
k∈S m(k) as max(S)
∑
k∈S m(k)/m(maxS). Then, we
write m(t) = 2tf(2t) where f is increasing, and find that
∏n
k=1(1 + e
−m(k)λ) is
bounded below by
1 +
∑
S⊆{1,...,n}S 6=∅
exp
(
−λm(maxS) ·
∑
k∈S
2k−maxS
)
. (5.25)
Since
∑
k∈S 2
k−maxS ≤∑∞j=0 2−j = 2, it follows that
n∏
k=1
(
1 + e−m(k)λ
)
≥ 1 +
∑
S⊆{1,...,n}
S 6=∅
e−2λm(maxS) = 1 +
n∑
j=1
2j−1e−2λm(j)
≥ 1 + 1
2
∫ ∞
2
exp(−2λm(log2 t)) dt. (5.26)
Because tf(t) = m(log2 t) for f increasing,
n∏
k=1
(
1 + e−m(k)λ
)
≥ 1 + 1
4
∫ ∞
4
e−λtf(t/2) dt ≥ 1 + 1
4
∫ ∞
m(2)
e−λs dg(s). (5.27)
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If D := sup{|t− s| : s, t ∈ E} then for all λ ∈ (0 , D),
∫ m(2)
0
e−λs dg(s) ≤ g(m(2)) = 4,∫ ∞
m(2)
e−λs dg(s) ≥
∫ ∞
m(2)
e−Ds dg(s) :=
4
C
.
(5.28)
[We are defining C in this way.] Thus, (Lg)(λ) ≤ (1 + C) ∫∞m(2) e−λs dg(s) for
all λ ∈ (0 , D), and therefore
n∏
k=1
(
1 + e−m(k)λ
)
≥ 1 + (Lg)(λ)
4(1 + C)
≥ 1 + (Lg)(λ)
4(1 + C)
. (5.29)
This proves that I(ρ) ≥ (4 + 4C)−1(1 + J(ρ)), whence the theorem.
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