The introduction of non-linear, shock-capturing schemes has improved numerical predictions of hydraulic bores but significant numerical oscillations have been reported in the predictions of pipe-filling bore fronts associated with the transition between open-channel and pressurized flow regimes. These oscillations can compromise the stability of numerical models. A study of these oscillations indicates that the strength of the numerical oscillations is associated with the sharp discontinuities in the flow parameters across the jump, particularly the wave celerity. Approaches to attenuate oscillations by artificially reducing acoustic wave speeds may result in the loss of simulation accuracy. Two new techniques to attenuate the oscillation amplitudes are presented, the first based on numerical filtering of the oscillations and the second based on a new flux function that judiciously introduces numerical diffusion only in the vicinity of the bore front. Both approaches are effective in decreasing the strength of the numerical oscillations.
INTRODUCTION
Pressure or depth oscillations in numerical predictions from hydraulic models can be related to physical features of the flow, such as the inertial oscillations of surge tanks. Unfortunately, numerical oscillations without physical basis are sometimes also noticeable in solutions, and their presence contaminates and compromises the accuracy of the model. Typically, such oscillations are more prevalent in applications that involve flow discontinuities such as shock waves or hydraulic bores. A good test to reliably determine the origin of the oscillations in a numerical prediction is to halve the mesh spacing. If the oscillations occur with similar intensity at twice the frequency, the oscillations are almost certainly numerical in origin, with little or no physical meaning. If they appear at their original frequency, with similar or slightly increased amplitude, they probably have a physical basis.
When the origin of the oscillations is numerical, there are two typical causes. One, which is well understood, can be tested for by applying the numerical method to the linear advection equation u t + au x = 0, with discontinuous data. If numerical oscillations occur, which can usually be determined analytically without performing an actual calculation, the scheme will generate numerical oscillations in more general applications. The Lax-Wendroff (LxW) method is one that exhibits this behavior. Methods that pass this test, such as the Lax-Friedrichs (LxF) method, the first-order upwind method and various Total Variation Diminishing (TVD) or high resolution methods incorporating nonlinear limiters will be satisfactory for systems of linear equations, but may nevertheless produce oscillations when applied to nonlinear systems of equations. This problem has been studied in the context of gas dynamics and is understood in a qualitative way (see for example Woodward and Colella (1984) ; Roberts (1990) ; Jin and Liu (1996) ; Arora and Roe (1997) and Karni and Canic (1997) . However, there is no consensus on how to best minimize the oscillations without excessively broadening the flow discontinuities.
The current work is concerned with the hydraulic problem of a pipe-filling bore, which is a physical mechanism for transition between flow in a partially full, free surface state and full pipe pressurized flow. Such bores may occur, for example, during conditions of rapid inflow into stormwater or combined sewer storage tunnels. The numerical oscillations that accompany the computation of the bore have been observed to be severe (Trajkovic et al. ,1999; to the extent that computational stability is compromised. However, there has been no systematic investigation into the causes and general characteristics of such oscillations associated with the computation of pipe-filling bores. Different approaches have been used to date to minimize this problem, most of which involve the application of unrealistically small values for the acoustic wave speed (Capart et al., 1997) . This study considers the causes of numerical oscillations and proposes two new techniques to attenuate the strength of such oscillations.
THEORETICAL REVIEW

Origins of Numerical Oscillations
Numerical oscillations generated in the prediction of pipe-filling bore predictions by explicit, shock-capturing models can be explained following Arora and Roe (1997) for an application of the depth-averaged open-channel flow equations. Figure 1 depicts an open-channel bore propagating with speed S b along a frictionless, horizontal, wide rectangular channel. For a control volume moving with the bore front, the continuity and momentum equations across the bore are:
in which the indices L and R denote respectively the left (upstream) and right sides of the jump, g is the gravitational acceleration, h is the flow depth and V the flow velocity. Now, let the control volume shown in Figure 1 represent 
There is, however, another constraint on the intermediate state. As explained by Serre (1996) , for several numerical schemes that produce optimally-resolved discontinuities, including the schemes of Godunov and Roe, the set of states that generate no upstream waves when adjacent to the left state is a branch of the Hugoniot curve through (h L ;q L ). Because these Riemann solvers are exact for single waves the branch is generated exactly. The set of states (h M ;q M ) is also the set that would be observed by performing the computation in a frame of reference that brings the shock to rest. One would expect this same set of intermediate states to be generated if the shock moves very slowly, but this cannot happen because conservation considerations enforce the straight path. This conflict is the root cause of postshock oscillations according to Arora and Roe (1997) and Karni and Canic (1997) .
Physically, no waves are generated by the hydraulic bore as it advances in the channel. This implies that the strength of any wave generated at the bore interface should be zero. For the case of wide rectangular channels, the strength of the forward (1) and backward moving (2) waves across the interface between the computational cells (i, i + 1) is calculated as:
In which c is the flow celerity. The upstream moving wave generated behind the bore must have zero strength, or δw 
The averaged values q , h and c (related to the Riemann problem) can be computed using different numerical approaches. For instance, using the Roe scheme (Roe, 1981) , these values would be: 
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In which I is the first moment of the area with respect to the free surface. When this new average celerity is used in Equation 5 , the resulting expression is: 
The intermediate states M U that result from both of these equations are plotted in the conserved space (h, q) in A pipe-filling bore front will be generated with a surcharge head Z.
While the continuity equation across the bore is unchanged, the momentum equation (Equation 2) now includes the surcharge pressure term (g Z h L ) on the left hand side. After solving the mass and momentum equations for the unknowns Z and S b (considering that h L is limited to 1.0 m), the result is:
Following a similar procedure to include these results in Equations 3 and 9, the intermediate states M
U are plotted in Figure 3 (B). The absolute discrepancy between the two curves is more significant. The difference is most pronounced in the vicinity of the L state, which is significant according to Karni and Canic (1997) who showed that the trajectory of the shock profile should approach its endpoints along the local characteristics. When the problem is repeated with higher values of q L , the resulting surcharge head Z and bore speed S b also increase and so does the absolute discrepancy between the two expressions for (h M ;q M ). This discrepancy indicates that the strength of the oscillations is related to the surcharge head Z.
An extensive numerical investigation on the characteristics of numerical oscillations generated with a numerical method employing the Roe (1981) scheme was performed by , and the general conclusions were:
• Strong numerical oscillations only occur when the inflow bore front is coincident with the flow regime transition interface, i.e. when the bore is of sufficient strength to close the pipe section. The strength of the oscillations were observed to increase with the acoustic wave speed and with the surcharge head up to Z/D > 1 (D = pipe diameter), after which it stabilized;
• The period T and wavelength W of the numerical oscillations agreed with the predictions by Woodward and Colella (1984) in which T =∆x/ S b and W = a ∆x/ S b , with ∆x the grid cell size and a the acoustic wave speed,
i.e. the wave celerity behind the shock;
• The grid size has no direct relationship to the amplitude of the numerical oscillations, affecting only the oscillation period. However, since the oscillations tend to propagate in a relatively fixed number of computational cells, the region of the solution affected by the oscillations decreases as the discretization increases, and eventually would vanish as ∆x→ 0;
• The width of the oscillation region and the amplitude of the numerical oscillations increase with the assumed acoustic wave speed, i.e. with a greater discontinuity in wave speeds across the bore;
• Friction has a tendency to decrease the extent of the numerical oscillations.
A crucial factor affecting the oscillation amplitudes is the magnitude of the acoustic wave speed applied to the The result of the piezometric head profile five seconds after flow start-up is shown in Figure 4 , when the pipefilling bore front has advanced 97% of the pipe length. There is a significant increase in the oscillation amplitudes (shown normalized by the pipe diameter D) with increasing acoustic wave speed (normalized by (gD) 0.5 , suggesting that model stability could be compromised with the computed piezometric head dropping below zero at even higher acoustic wave speeds. The oscillations display an irregular frequency immediately behind the pipe-filling bore front, these become more regular some distance behind the front. The oscillation periods increase linearly with the acoustic wave speed, in agreement with the predictions by Woodward and Colella (1984) .
Reduction of Numerical Oscillations
Shock-capturing models that describe flow regime transition in sewers apply the same set of equations to both free-surface and pressurized flow regimes. These models introduce modifications to the mass and momentum equations for free-surface flows that enable these equations to handle pressurized flow conditions. Currently, there are two alternatives to implement these modifications: the Preissmann slot (Cunge and Wegner, 1964) or the TPA framework . Both methods provide mechanisms to transform the open channel celerity into the acoustic wave speed as the flow becomes pressurized.
As indicated by the preceding discussion, these shock-capturing models are somewhat compromised by the numerical oscillations that appear in pipe-filling bore predictions. The available remedies to this problem yield other undesirable effects in the model results, as discussed below.
Since larger values for the acoustic wave speed tend to increase the numerical oscillations at pipe-filling bore fronts, many applications of shock-capturing models for flow regime transition simulations adopt unrealistically low acoustic wave speeds. Some authors (Capart et al. 1997) have explained this choice as increasing the speed of the computations by allowing larger time steps. However, this approach may compromise the overall model accuracy as small acoustic wave speeds lead to the underestimation of closed-pipe transient pressure peaks. The speed of the pipefilling bore advance may also be underestimated when unrealistically small values for the acoustic wave speeds (due to large Preissmann slot widths, for example) are used, as pointed out by Vasconcelos and Wright (2004) . For many stormwater applications, the under-estimation of waterhammer peaks and/or the pipe-filling bore advance may not be an important issue, but for extreme inflow conditions, the model details may be crucial in determining the response of a stormwater structure to the inflow event. In such cases, the selected acoustic wave speed should match the expected value, or at least be within the same order of magnitude. A different resolution for the problem of the numerical oscillations must then be provided.
When large acoustic wave speeds are required in the simulation, one of four approaches are currently available for shock-capturing models to deal with the numerical oscillation issue, three of which are based on numerical fixes that add numerical diffusion to the simulations in the specific ways. The four approaches are:
• Do nothing: Even though numerical oscillations are aesthetically undesirable, if it is possible to average a curve through them, that averaged curve seems to represent an accurate prediction. Moreover, as it will be shown in this work, comparisons between available experimental data and numerical predictions of rapid filling events in closed pipes do not indicate that the oscillations affect the overall model accuracy to a great extent so long as a "smoothed" curve through the oscillations is considered to represent the solution. However, as the assumed acoustic wave speed becomes larger, so do the amplitudes of the oscillations and the computations can become unstable. Numerical oscillations in models based on the Preissmann slot concept can cause the pressure head to drop below zero, causing the models to crash. In such cases, some method is required to attenuate the strength of the oscillations.
• Diffusive schemes: Schemes such as the Lax-Friedrichs method introduce numerical diffusion that effectively damps the numerical oscillations. Such numerical schemes are not appropriate for flow regime transition problems. The large discrepancy between the celerities across the shock results in excessively small Courant numbers in the free surface portion of the flow which in turn exacerbates the diffusive nature of these schemes compromising the representation of the pipe-filling bore.
• Filtering approach: Numerical oscillations can be attenuated by numerical filtering, as in the case of signal processing applications. While effective, this approach may have shortcomings, as discussed below.
• Celerity transition: The transition between the open-channel celerity and the closed-pipe acoustic wave speed can be performed in such way that the numerical oscillations are significantly reduced. One example is the Preissmann slot scheme proposed by Sjoberg (1982) which considers a gradual change in slot width that in turn provides a gradual transition in wave speeds at the flow regime transition.
The following discussion presents two different alternatives to address the problem of the numerical oscillations, one based on filtering approaches and the other based on the control of the celerity transition.
METHODOLOGY Numerical Filtering approach
The Saint-Venant equations expressed in the divergence conservative form are: in Equation 13 and simplifying, the filtered update stencil for the variable U is: 
The computational procedure for the cells implementing the boundary conditions (e.g. cells 1 and Nc) is not altered by the proposed technique.
This numerical filtering approach decreased the amplitudes of the numerical oscillations at the cost of additional numerical diffusion. This is shown as a greater spatial spread of the pipe-filling bore front, especially as the value of ε increases. While simple to implement, this approach introduces diffusion everywhere in the solution, which may be undesirable in certain applications. Also, the approach is effective in removing any oscillations that appear in the solution, even in cases where the oscillations have a physical origin. It is desirable to have an approach that deals exclusively with the pipe-filling bore generated oscillations. This can be accomplished by controlling the transition between the open-channel flow celerity and the acoustic wave speed, as described next.
Hybrid Flux approach
Rapidly filling pipe models based on exact or approximate Riemann solvers yield sharp pipe-filling bore predictions with the bore typically resolved in very few computational cells. As a result, the transition between openchannel celerity and the acoustic wave speed of the pressurized flow is always drastic. The consequences can be seen by writing the flux for the first order Roe scheme as:
In which λ, r and δw correspond to the approximate eigenvalues and eigenvectors and wave strengths across cell
determines the magnitude of the diffusion term. For linear problems, this is actually the smallest diffusion term that is sufficient to remove the over-shoots. The Roe scheme will automatically increase the diffusion in the pressurized regime, although this will not be sufficient to deal with the non-linear effects.
Modification of the wave speed provides a mechanism for controlling the diffusion. As an extreme case, the very diffusive Lax-Friedrichs (LxF) scheme can be reproduced by "estimating" all wave speeds as λ=∆x/∆t, the result being no numerical oscillations in the computations. The basic idea of the Hybrid Flux approach is to gradually increase the eigenvalue within a computational cell to minimize the effects of the drastic change in the flow celerities across the flow regime transition front. Accordingly, this procedure adds numerical diffusion selectively only at the location of the pipe-filling bore front, and does not affect physically-based oscillations elsewhere in the solution.
Using the Roe scheme expression that updates U , the expression for the eigenvalue λ 
In the case of the LxF scheme (LeVeque, 1992) , the speed of the waves crossing cell interfaces is λ (1)(2) ,
. The proposed approach gradually increases the eigenvalue of a computational cell by adding a term to this wave speed that depends on the proximity of the flow discontinuity and ∆x/∆t. The proximity of the flow discontinuity is determined by a nonlinear, dimensionless function of the spatial variation of the flow celerity, referred to as ∆c. The augmented eigenvalue Λ (1)(2) is defined as:
The parameter L ranges between 0 and 1. The value of 
RESULTS
The ability of the proposed techniques to attenuate the numerical oscillations was evaluated in an application of a rapidly filling pipe to examine the model accuracy, oscillation amplitudes and numerical diffusion at the pipe-filling bore front. The numerical model results were also compared with laboratory data obtained from the experimental setup described by Vasconcelos and Wright (2005) .
The experimental setup was a 14.3-m long, 94-mm diameter acrylic pipeline, connected at the upstream end to an inflow box with lateral dimensions of 0.25 x 0.25 m, and at the downstream end with a surge riser with a 0.19-m diameter. The pipeline was initially partially filled with a stagnant volume of water. A constant inflow was suddenly admitted into the fill box, which immediately formed a pipe-filling bore front that propagated towards the surge riser while the water level increased in the inflow box. When this pipe-filling bore front reached the surge tank, the water level rose quickly creating inertial oscillations in the pipeline, with water spilling over the crest of the fill box. For the presented data, the pipeline sloped 0.1% upwards towards the surge riser, so that the initial water level at the fill box was 0.082 m and the water level at the surge riser was 0.067 m.
This experiment was simulated with the numerical model proposed by On the other hand, the spread of the pipe-filling bore front, measured from the toe of the bore to the point at which it touches the pipe crown (normalized by D), increases with ε as a result of the increased numerical diffusion introduced in the results. Figure 7 (B) illustrates that the normalized spread of the pipe-filling bore front measured for the original model is 1.2, while the results obtained for the tested values of ε (0.005, 0.01 and 0.02), are 1.6, 1.9 and 2.8, respectively. The largest value of the pipe-filling bore front spread is over two times the value obtained with the original model. While there was a significant increase in this spread, this is not significant relative to the overall simulation, as this inflow front occupies only 1.7% of the pipeline length. In terms of computational time, there was no significant increase in the computational time by adding the numerical filtering through the revised computational stencil.
Hybrid Flux approach
Similar comparisons are performed using the Hybrid Flux approach to attenuate the numerical oscillations. 
CONCLUSIONS
The simulation of extreme inflows that result in flow regime transition in closed conduits such as stormwater tunnels has been improved by the introduction of new numerical techniques in recent years. However, the introduction of such techniques results in strong post-shock numerical oscillations in applications where there is an abrupt transition between free surface and pressurized flow regimes in the form of a hydraulic bore. To date, there is no solution for this problem, and the majority of the alternatives that mitigate the oscillations issue may adversely impact the model accuracy.
This study explored two different approaches to attenuate the numerical oscillations. The first technique tested was the Numerical Filtering approach, which effectively creates a spatial "moving average" of the variables that helps in diminishing the effect of the abrupt transition in wave celerity across pipe-filling bore fronts. The approach is relatively simple to implement and was generally effective in decreasing the numerical oscillation amplitudes, causing relatively small numerical diffusion at the bore front. There are some concerns to the general applicability of this approach as it reduces all oscillations in the simulations, regardless of whether they have a physical or numerical origin.
The second technique tested was the Hybrid Flux method, which augments the eigenvalues of the computational cells ahead of the pipe filling bore front and thus attenuates the sharp transition between the open-channel flow celerity and the pressurized flow acoustic wave speed. This augmentation can be seen as a way to introduce judiciously applied numerical diffusion where it is needed, at the discontinuity point of the flow, thus reducing only the numerical oscillations created by the computation of the pipe-filling bore. Comparing the obtained results with the Numerical Filtering approach, there was greater effectiveness in numerical oscillation attenuation, but with a greater amount of numerical diffusion of the predicted pipe-filling bore front. From all tested techniques and parameters, the best balance between oscillation removal and numerical diffusion for the experimental data tested is judged to be the Hybrid technique with L=1/3, which resulted in a normalized value of the numerical oscillation of 0.15 and a pipe-filling bore front that spanned over 2.2% of the pipeline length.
The choice of the particular approach depends on the particular application. While the Numerical Filtering attenuates every oscillation that appears in the solution, the Hybrid Flux does so only in the oscillations created at the pipe-filling bore fronts. Therefore, the latter technique appears to be more generally applicable for pipe-filling bore problems in which inertial or other pressure oscillations may follow the passage of a bore. However, because of its conceptual simplicity, the Numerical Filtering technique can be attractive when the particular application has no physical source of oscillations.
The development of a shock-capturing model able to describe pipe-filling bores without significant numerical oscillations is one step towards the development of a "general solver" to handle many different transient flow conditions, regardless of the flow regime. The importance of simulating such flow conditions with realistic values for the assumed acoustic wave speed may be especially important in conditions where high-frequency transient events follow the pressurization associated with flow regime transition.
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APPENDIX I. NOTATION
The following symbols are used in this paper. 
