Abstract-This study proposes using deep learning for sentiment analysis in Turkish. Traditional machine learning methods such as logistic regression or Naive Bayes are often applied to this problem however their applicability is limited since they use bagof-words model which does not take into account the order of the words in a sentence. In this study we compare these approaches with a modern technique called recurrent neural networks using LSTM units on a dataset crawled from Turkish shopping and movie websites. Our results show that RNN based approaches improve the classification accuracies.
I. INTRODUCTION
Sentiment analysis is one of the most popular applications in natural language processing. Many people comment or share their thoughts on ongoing events, politics, things they buy, articles they read or videos they watch online. The opportunity to measure the polarity of thoughts or comments attract the interest of many people, especially marketers, and data engineers. In this matter, sentiment analysis, which aims to find that polarity, can be counted as a text classification problem and there are many attempts to find a better way to solve this problem in the field.
The main motivation behind this study is to apply novel developments in natural language processing (NLP) and deep learning to a newly obtained dataset of reviews in Turkish.
Firstly, word vectors [1] , [2] are recently able to convey the meaning of words very accurately while representing the words as a vector in a high (such as 300) dimensional space as it seen in Figure 1 . Google and Facebook have their own word vectors with their corresponding dictionaries (the vector representation of every word) available in most languages.
Secondly, deep learning is a very popular machine learning sub-field which has gained significant impact due to the improvements in training algorithms, computational frameworks such as tensorflow [3] and keras [4] , and the availability of corresponding hardware such as graphical processing units (GPU's) or tensor processing units (TPU's) [5] . In particular, recurrent neural networks allow to represent sequential input such as words in a sentence which makes them suitable for NLP applications. One of the most typical applications of such computational frameworks is sentiment analysis.
Thirdly, we have scraped a new dataset in Turkish from online websites of shopping and movie reviews. In this particular paper we combine these three developments in order to obtain a sentiment analysis framework in Turkish.
In this paper, our contributions are as follows: 1-We implement preprocessing algorithms in Turkish to prepare sentences to be fed into sentiment analysis algorithms.
2-We implement Naive Bayes and Logistic Regression based algorithms for sentiment analysis.
3-We implement RNN based algorithms for sentiment analysis.
4-We obtain a new dataset of online reviews in Turkish consisting of 355k sentences.
5-We test and compare these algorithms on this dataset. The rest of the paper is as follows: In the next section we give a review of literature followed by our proposed algorithms. Then we discuss our results followed by conclusion and future work. Tf-idf (term frequency -inverse document frequency) is a preprocessing method to count the number of occurrences of words in sentences while downweighting very frequent words [6] , [7] . The formal definition of tf-idf is as follows: tf is the frequency of a word in sentences and idf is defined as log( N dfi ), where N is the number of sentences, and df i is the number of sentences which contains the word i. tf-idf score is the combination of both tf and idf as w ij = tf ij idf i where i is a word in a sentence j [8] .
B. Naive Bayes Method
In Naive Bayes classifiers, conditional probabilities of each word in a sentence being either negative or positive are multiplied. While doing this, the order or position of the words does not matter. The formal definition of Naive Bayes Classifier applied in text classification problems can be stated as arg max c∈C P (x 1 , x 2 , ..., x n |c)P (c) where C is the classes (either positive or negative), x i is a word in a sentence and P (c) is the prior probability of class c.
[8]
C. Logistic Regression Method
In this classifiers, weighted sum of the sentence features are computed with bias term. The result is fed to a sigmoid function which gives the estimated probability of that sentence being either positive or negative. In a formal way, we can state logistic regression model as σ(θ T x) where σ is sigmoid function, θ is weight matrix and x is the features. [9] 
D. Word Vector Representation
In many traditional natural language model techniques, words are represented as single units like indices in the sequences and mostly there is no relation and meaning among the words. Arguably one of the best technique to represent a word is to project it to a higher dimensional space and to find a semantically meaningful relation between words in a huge amount of text data. Continuous Bag of words (CBOW) which predicts a word based on the context, and the Skipgram which predicts surrounding words given a word are two architectures used for word representations [1] . By training each word in the text data with one of these architectures, similarity among completely different words or words with same root and different suffixes can be measured. The study of Thomas Mikolov, et al. [1] which proposes a way to represent words as high dimensional vectors, namely word vectors, is one of the leading representations and can be used for text classification problems such as sentiment analysis [1] .
E. Recurrent Neural Networks (RNNs)
RNNs are a type of neural network architecture with the ability of holding state information in addition to producing an output for a given input. This allows them to be applicable to data which has a certain order in them. Some of the most popular individual units in these neural networks are GRUs (Gated Recurrent Units) and LSTMs (Long Short Term Memory Units). These units can be stacked on top of another in order to produce deep RNN architectures. One challenge in the training of RNNs is the vanishing and/or exploding gradient problem which corresponds to the backpropagation algorithm updates to the connection weights between the units becoming too small or too large in a deep stacked architecture, thus making it difficult to update the weights of the early layers of the RNN architectures. Methods of overcoming this problem include regularization methods such as dropout [9] , [10] .
F. Hyperparameter Search on a Grid
One of the obstacles after data preparation and learning algorithm selection is to find the best hyperparameters for training. Machine learning model parameters such as learning rate, regularization, activation and cost functions can vary based on data characteristics and the problem. Instead of changing and trying the parameters one by one, there is a method called cross-validation based Hyperparameter Search on a Grid in which compiles the model with different values of each parameter by trying all combinations of parameter options and find the best hyperparameters [9] . Moreover, it can feed the dataset with iterations by splitting a part of the data to validate the accuracies and to overcome over-fitting problems. Since finding the best parameters is a time-consuming issue, in this study Grid Search method is used for all experiments to get the best estimator of the relevant algorithm.
G. Metrics
For performance evaluations after training machine learning models, usually training and test accuracies are considered, but in some cases, it is not sufficient to look at only the accuracies. The number of correct predictions and false predictions, their statistics over dataset are efficient to observe a models performance. For instance, for a binary classification problem like ours in this study, the accuracy of positive predictions, namely precision, and the ratio of correctly predicted positive instances, namely sensitivity or recall, can be measured by observing the confusion matrix of a trained model [9] . 
III. METHODS

A. Dataset Preparation
For dataset, product reviews from hepsiburada 1 , an online shopping website in Turkey, and movie reviews from beyazperde 2 , a Turkish movie database website, were anonymously collected. The total number of reviews in the combined dataset is 355095. In both data sources, products and movie reviews are totally in Turkish and have comments and ratings ( Figure 2 ). Since we consider the polarity of sentences, labels more than 2,5 were treated as positive and the rest were treated as negative reviews. Hence, the number of positive and negative reviews were 282670 and 72425 respectively. The final data distribution can be seen in Figure 3 .
B. Preprocessing Steps
First, all reviews were cleaned from emoticons and HTML tags. With help of text normalization tools [11] spelling checks and vowel corrections were applied. For all experiments applied later on, all sentences were converted to lowercase. Finally, as a feature extraction step, in our experiments, punctuation and stop words were removed.
C. Experiments
In all methods, data were split into train and test samples with a stratified method and with 80-20 % ratio respectively. Additionally, in all experiments, we performed crossvalidation on the training set and we report both our validation and test accuracies.
1) Naive Bayes Classifier: After vectorizing documents with tf-idf, the feature vectors were fed to a Naive Bayes classifier. We then did a hyperparameter search in a grid for training. At first both validation and test accuracies were around 79% but precision and recall metrics showed that results overfit to the majority class. As it can be seen in the dataset as well, majority of data is labeled as positive. To overcome this problem, data oversampling over minority class 2) Logistic Regression: Similar to Naive Bayes method, we vectorized our sentences using tf-idf. We then did hyperparameter search in a grid and used oversampling as in Naive Bayes method explained above. Our results can be seen in Figure  5 . Validation-test accuracies, precision and recall scores are 82.7%, 81.6%, 0.83 and 0.82 respectively.
3) RNNs: Unlike the previous two methods, with RNNs we do not use tf-idf but instead feed the word vectors directly to the RNN architecture.
For this study, we have obtained a word vector model by training Turkish Wikipedia articles 3 using gensim [12] . After creating the word embeddings, we feed these into an RNN architecture using LSTMs. We applied cross-validation in the training set to report validation accuracies.
To handle the imbalance problem, we apply different class weights to the cost function that is optimized in training of the RNN. More precisely, different coefficients were used in the cost function to overcome the imbalance in the data. Many Deep learning models usually require longer training times. We obtained a good performing RNN architecture after 55 epochs.
In Figure 8 and Figure 7 loss changes and accuracy changes over epoch can be seen. We obtained validation and test accuracies, precision and recall values of 83.3%, 82.9%, 0.86 and 0.83 respectively.
D. Implementation
We ran our algorithm on Macbook Pro with 2.2Ghz CPU and 16GB RAM. The runs took up to 10 hours with RNN architecture for 55 epochs. We implemented our algorithm in Python with mainly Keras [4] and Scikit-Learn [13] libraries.
IV. EVALUATION
The experiment results on the Table I show that RNN based approaches have slightly better results in both validation and test accuracies over Naive Bayes and Logistic Regression classifiers. As it seen in both Figure 7 and Figure 8 , obtaining a good performing RNN architecture requires over 50 epochs, which takes up to 10 hours of computation. We believe that the reason behind the convergence of loss values so late is using different class weights to the cost function to overcome imbalanced data problem. Yet, we show that our proposed approach improves the classification accuracies.
V. CONCLUSION
In this study, we examined sentiment analysis in Turkish on a crawled dataset of shopping and movie reviews. We compared using recurrent neural networks with word vectors and traditional machine learning approaches such as Naive Bayes and logistic regression with tf-idf vectorizers. We find that the RNN based models outperform Naive Bayes and Logistic Regression models.With hyperparameter optimization, a larger and more balanced dataset, and more computational power including GPU's, we believe that it will be possible to increase the sentiment analysis accuracy.
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