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HOPF-DIHEDRAL (CO)HOMOLOGY AND L-THEORY
A. KAYGUN AND S. SU¨TLU¨
Abstract. We develop an appropriate dihedral extension of the Connes-Moscovici characteristic
map for Hopf *-algebras. We then observe that one can use this extension together with the dihedral
Chern character to detect non-trivial L-theory classes of a *-algebra that carry a Hopf symmetry
over a Hopf *-algebra. Using our machinery we detect a previously unknown L-class of the standard
Podles´ sphere.
Introduction
In this paper we calculate a new class of finer homological invariants of noncommutative spaces
using their Hopf-algebraic symmetries. We borrow our strategy from the study of characteristic
classes of topological manifolds where group symmetries of vector or fiber bundles on a manifold
are used to obtain topological invariants of the underlying manifold. In noncommutative geometry
one can similarly obtain topological invariants of noncommutative spaces by using Hopf symmetries
of the underlying space and a canonical characteristic map relating cohomological invariants of the
underlying space and its Hopf algebra symmetries. One can see a beautiful and effective execution
of this strategy by Connes and Moscovici in their calculation of topological characteristic classes of
codimension-1 foliations using the Hopf algebra H1 and the characteristic map they constructed [11,
12]. Our main contribution in this paper is a new cohomological tool particularly designed to detect
finer (more geometric) invariants of noncommutative spaces.
Cohomological invariants have been used to obtain topological invariants of spaces effectively in the
past [3, 33, 34]. We observe that geometric invariants require much finer cohomological machineries.
From the point of view of noncommutative geometry, this means one must study algebras with
additional structures, and use cohomology theories sensitive to these additional structures. Our first
candidate is an obvious, but cohomologically underused one: algebras and Hopf-algebras that carry
involutive endo-anti-morphisms called ∗-structures, and their Hopf symmetries compatible with these
∗-structures.
The dominant cohomological machinery used in noncommutative geometry appears to be the cyclic
cohomology in many manifestations [8, 44, 20, 9, 29, 15]. This is mainly because of the Chern
character that can detect non-trivial K-invariants of the underlying noncommutative space using
cyclic cocycles [9, 10]. However, cyclic cohomology is but one cohomology theory among a collection of
similarly defined other theories. Each of these theories is indexed by collections of groups including all
finite dihedral groups, finite symmetric groups, finite hyperoctahedral groups, and their corresponding
artin groups [1, 18]. In the case of cyclic cohomology, we consider finite cyclic groups of all orders.
Our choice of dihedral cohomology as the finer replacement of cyclic cohomology is dictated by the
fact that combining finite cyclic groups with an involution yield finite dihedral groups.
By introducing a ∗-structure on the underlying algebra A, we jump from the realm of K-theory into
the realm of L-theory [45, 41]. Since the natural extension of the Chern character to L-theory uses
dihedral cocycles [27, 13, 14], a new strategy emerges for detecting L-classes using a Hopf-dihedral
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variant of our characteristic map. Using this strategy we managed to detect a previously unknown
L-class of the standard Podles´ sphere O(S2q ) in Section 6. From this point of view, using dihedral
cohomology of Hopf ∗-algebras and the associated characteristic map as a refinement of the existing
machinery for Hopf-cyclic cohomology is justified since L-theory already yields much finer invariants
than K-theory.
Outline of the paper. We start by defining cyclic and dihedral cohomologies as derived functors
of diagrams of vector spaces given over the cyclic and dihedral categories in Section 1. Then we
recall the definitions of the cyclic and the dihedral cohomologies of ∗-algebras and ∗-coalgebras in
Section 2. In Section 3 we develop the Hopf-dihedral cohomology, with a characteristic function
built-in, of a Hopf ∗-algebra that has a modular pair in involution (MPI) and an invariant trace.
We are going to use this characteristic map, as we described above, to detect L-theory classes of
an algebra that carries a specific Hopf symmetry. In the same section we then extend the theory
from MPI to arbitrary stable coefficients, and investigate the natural multiplicative structure on
the Hopf-Hochschild cohomology, and the *-structure induced on the cohomology. In Section 4 we
consider the complexified quantum enveloping algebra Uq(g) of a Lie algebra g, and then calculate its
Hopf-dihedral cohomology. The next section is devoted to the dual Hopf-dihedral homology together
with its own characteristic map. In Section 6, we investigate the interaction of our characteristic
map on the Hopf-dihedral cohomology, its dual, and the Chern character from L-theory to dihedral
homology on two examples: (i) the group ring kπ of the fundamental group π of a multiply connected
manifold M , and (ii) Podles´ sphere O(S2qs).
Notation and conventions. We use a base field k of characteristic 0 which carries a complex
structure. WLOG one can assume k = Q[
√−1], or any other field containing Q[√−1]. We will
use N
〈
1
2
〉
to denote the set of positive half integers 0, 12 , 1,
3
2 , . . ., and 〈X〉 to denote the k-vector
space spanned by a given set X. We use CH•, CC• and CD• to denote respectively the Hochschild,
the cyclic and dihedral complexes associated with a dihedral module. Similarly, we use HH•, HC•
and HD• to denote respectively the Hochschild, the cyclic and the dihedral homology of a dihedral
module. We use TorA• and Ext
•
A to denote respectively the derived functors of the tensor product
⊗A and the Hom-functor HomA for a unital associative algebra A.
1. Cyclic and dihedral (co)modules and their (co)homology
1.1. The cyclic category. Our main references for this subsection are [8] and [29].
The cyclic category ∆C is the category with the set of objects [n], n ∈ N. The morphisms, on
the other hand, are generated by the cofaces ∂i : [n − 1] −→ [n], 0 6 i 6 n, the codegeneracies
σj : [n+ 1] −→ [n], 0 6 j 6 n, and the cyclic operators τn : [n] −→ [n] subject to the relations
∂j∂i = ∂i∂j−1, i < j, σjσi = σiσj+1, i 6 j
σj∂i =

∂iσj−1 i < j
Id[n] if i = j or i = j + 1
∂i−1σj i > j + 1
τn∂i = ∂i−1τn−1, 1 6 i 6 n, τn∂0 = ∂n
τnσi = σi−1τn+1, 1 6 i 6 n, τnσ0 = σnτ
2
n+1
τn+1n = Id[n] .
HOPF-DIHEDRAL (CO)HOMOLOGY AND L-THEORY 3
We call a functor of the form F : ∆Cop −→ k-Mod a cyclic module, and a functor of the form
G : ∆C −→ k-Mod a cocyclic module.
1.2. The dihedral category. Our main references for this subsection are [28] and [29].
There is a straight extension of ∆C to a larger category ∆D called the dihedral category, with the
same set of objects, containing ∆C as a subcategory. The essential difference is that the endomor-
phisms on each object [n] form the dihedral group Dn+1 =
〈
τn, ωn | ω2n = τn+1n = ωnτnωnτn = Id[n]
〉
of order 2(n + 1). The rest of the relations, between the morphisms are
∂iωn = ωn−1∂n−i, σiωn = ωn+1σn−i, 0 6 i 6 n.
Similarly as before, a functor F : ∆Dop −→ k-Mod is called a dihedral module. In the opposite
case, we call a functor F : ∆D −→ k-Mod a codihedral module.
1.3. Cohomology. Our main references for this section are [8, 29].
We define a cosimplicial module CH∆•
CH∆n = 〈∆(n, · )〉
and the face maps ∂i : CHn → CHn−1 are defined by pre-composition
∂i(ψ) = ψ ◦ ∂i ∈ ∆(n− 1,m)
for all ψ : n → m. Then we define a differential dn =
∑n
i=0(−1)i∂i. This differential graded cosim-
plicial module is a resolution of the cosimplicial module k•. If we let CH
∆C
n = CB
∆C
n = 〈∆C(n, · )〉
and we let
dCHn =
n∑
i=0
(−1)i∂i and dCBn =
n−1∑
i=0
(−1)i∂i
with N• =
∑n
i=0 t
i
n, then the bicomplex CC•
CH•
1−t•←−−−− CB• N∗←−−− CH• 1−t•←−−−− · · ·
is a resolution of the cocyclic module k• in the category of cocyclic modules. Then we also would see
that
CC•
1−ω•←−−−− CC• 1+ω•←−−−− CC• 1−ω•←−−−− · · ·
is going to be a projective resolution of k• in the category of codihedral modules, once we replace
∆C with ∆D in the definitions of CB• and CH•.
Definition 1.1. Let Z be one of ∆, ∆C, or ∆D, X• a right Z-module, and Y• a left Z-module.
Then the (co)homology of X• and Y• are defined as
HZ•(X•) = TorZ• (X•, k•) and HZ•(Y•) = Ext•Z(k•, Y•)
2. Algebras and coalgebras
2.1. Cyclic (co)homology of algebras. With these notations at hand we can interpret the Hochschild
and the cyclic (co)homology as derived functors. Namely, given an algebra A we define a cyclic mod-
ule C•(A)→ k-Mod by
C•(A) =
⊕
n>0
A⊗n+1.
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whose structure maps are defined as follows:
∂i(a0 ⊗ · · · ⊗ an) =
{
(· · · ⊗ a−1 ⊗ aiai+1 ⊗ ai+2 ⊗ · · · ) if 0 6 i 6 n− 1
(ana0 ⊗ a1 ⊗ · · · ⊗ an−1) if i = n
σj(a0 ⊗ · · · ⊗ an) =(· · · ⊗ ai ⊗ 1⊗ ai+1 ⊗ · · · )
τn(a0 ⊗ · · · ⊗ an) =an ⊗ a0 ⊗ · · · ⊗ an−1
for 0 6 i 6 n+ 1 and 0 6 j 6 n.
One can realize the Hochschild and the cyclic homologies as derived functors of simplicial and cyclic
modules
HHn(A) = Tor∆n (C•(A), k•) and HCn(A) = Tor∆Cn (C•(A), k•).
For the Hochschild and cyclic cohomologies we get
HHn(A) = Extn∆(k•,C•(A)) and HCn(A) = Extn∆C(k•,C•(A)),
where, this time, our cocyclic module C•(A) is given by Cn(A) = Hom(A⊗n+1, k). More generally,
for an algebra A and an A-bimodule V , the cocyclic module Cn(A, V ) := Hom(A⊗n, V ) has the
coface maps di : C
n−1(A, V ) −→ Cn(A, V )
diϕ(a1, . . . , an) =

a1 · ϕ(a2 . . . , an), if i = 0
ϕ(a1, . . . , aiai+1, . . . , an), if 1 6 i 6 n− 1
ϕ(a1, . . . , an−1) · an, if i = n
and the codegeneracy maps sj : C
n+1(A, V ) −→ Cn(A, V )
sjϕ(a1, . . . , an) = ϕ(a1, . . . , aj , 1, aj+1, . . . , an).
where 0 6 j 6 n. In particular, for V = A∨ = Hom(A, k), the above structure is equivalent to the
one given by di : C
n−1(A) −→ Cn(A)
diϕ(a0, . . . , an) =
{
ϕ(a0, . . . , aiai+1, . . . , an), if 0 6 i 6 n− 1
ϕ(ana0, . . . , an−1), if i = n
and sj : C
n+1(A) −→ Cn(A)
sjϕ(a0, . . . , an) = ϕ(a0, . . . , aj , 1, aj+1, . . . , an).
where 0 6 j 6 n. In this case, the cyclic maps tn : C
n(A) −→ Cn(A) are given by
tnϕ(a0, . . . , an) = ϕ(an, a0, . . . , an−1).
for every n > 1.
2.2. Hochschild (co)homology of ∗-algebras. Let A be an algebra with an involution ∗ : A −→
A, that is,
(ab)∗ = b∗a∗, a∗∗ = a
for any a, b ∈ A. We call such an algebra a ∗-algebra. Let also V be an A-bimodule with an involution
∗ : V −→ V satisfying
(a · v · b)∗ = b∗ · v∗ · a∗, v∗∗ = v
for any a, b ∈ A, and any v ∈ V . Such a bimodule is called a ∗-bimodule. One then defines on the
Hochschild cohomology complex
wnϕ(a1, . . . , an) := ϕ(a
∗
n, a
∗
n−1, . . . , a
∗
1)
∗
for any ϕ ∈ Cn(A, V ).
Lemma 2.1. On Cn−1(A, V ) we have wndi = dn−iwn−1 for 0 6 i 6 n.
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Proof. For 1 6 i 6 n− 1, and for ϕ ∈ Cn−1(A, V ), we have
wn(diϕ)(a1, . . . , an) =(diϕ)(a
∗
n, . . . , a
∗
1)
∗
=ϕ(a∗n, . . . , a
∗
n−i+1a
∗
n−i, . . . , a
∗
1)
∗
=ϕ(a∗n, . . . , (an−ian−i+1)
∗, . . . , a∗1)
∗
=dn−i(wn−1ϕ)(a1, . . . , an).
Similarly, wnd0 = dnwn−1, and wndn = d0wn−1. 
As a result, we have the following:
Lemma 2.2. Given a ∗-algebra A and a ∗-bimodule V , on Cn−1(A, V ) we have
wnb = (−1)nbwn−1.
Proof. For an arbitrary ϕ ∈ Cn−1(A, V ) we have
wnbϕ(a1, . . . , an) =bϕ(a
∗
n, . . . , a
∗
1)
∗
=a∗n · ϕ(a∗n−1, . . . , a∗1)∗
+
n−1∑
i=1
(−1)iϕ(a∗n, . . . , a∗n−i+1a∗n−i, . . . , a∗1)∗
+ (−1)nϕ(a∗n, . . . , a∗2) · a∗1
=(−1)nbwn−1ϕ(a1, . . . , an).

Now, assuming 2 is invertible in k, based on the decomposition of the Hochschild complex into the
+1 and −1-eigenspaces of the involution operator it follows that
HH•(A, V ) = HH•+(A, V )⊕HH•−(A, V ),
see for instance [29, 5.2.3], and in particular for V = A∨ = Hom(A, k),
HH•(A) = HH•+(A)⊕HH•−(A).
Explicitly, HH•+(A, V ) (resp. HH•+(A)) is the cohomology of the w-invariant (real) subcomplex, and
HH•−(A, V ) (resp. HH•−(A)) is the cohomology of the w-anti-invariant (imaginary) subcomplex.
2.3. Dihedral cohomology of ∗-algebras. We next record the following on the restriction of the
∗-structure on the cyclic complex.
Lemma 2.3. On Cn(A) := Cn(A,A∗), we have
tnwn = wnt
−1
n .
Proof. For any ϕ ∈ Cn(A), we first recall that wn(ϕ)(a0, . . . , an) = ϕ(a∗0, a∗n, . . . , a∗1). Then the claim
follows from
tnwnϕ(a0, . . . , an) =wnϕ(an, a0, . . . , an−1)
=ϕ(a∗n, a
∗
n−1, . . . , a
∗
0)
=t−1n ϕ(a∗0, a
∗
n, . . . , a
∗
1)
=wnt
−1
n ϕ(a0, . . . , an).

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As a result, if ϕ ∈ Cnλ(A), i.e. tnϕ = (−1)nϕ, then tnwnϕ = wnt−1n ϕ = (−1)nwnϕ, that is wnϕ ∈
Cnλ(A), therefore, we obtain the similar eigen-space decomposition
HC•(A) = HC•+(A)⊕HC•−(A).
The summands are both called the dihedral cohomology of A, and are denoted by HD•±(A).
2.4. Dihedral cohomology of ∗-coalgebras. Let us recall from [17, Sect. 2.2] the involutive
coalgebras and their (involutive) comodules. A ∗-coalgebra C is a coalgebra such that
∆(c∗) = c∗(2) ⊗ c∗(1), ε(c∗) = ε(c).
An involutive C-bicomodule (∗-bicomodule) V is a C-bicomodule such that
(2.1) (v∗)
<0> ⊗ (v∗)<1> = v<0>∗ ⊗ v<−1>∗, (v∗)<−1> ⊗ (v∗)<0> = v<1>∗ ⊗ v<0>∗.
We recall from [16] the coalgebra Hochschild cohomology of a coalgebra C with coefficients in a
C-bicomodule V is given as the homology of the complex
C•(C, V ) =
⊕
n>0
V ⊗ C⊗n
with the structure maps di : C
n−1(C, V ) −→ Cn(C, V )
diϕ(v ⊗ c1 ⊗ · · · ⊗ cn−1) =

v
<0> ⊗ v<1> ⊗ c1 ⊗ · · · ⊗ cn−1, if i = 0,
v ⊗ c1 ⊗ · · · ⊗∆(ci)⊗ · · · ⊗ cn−1, if 1 6 i 6 n− 1,
v
<0> ⊗ c1 ⊗ · · · ⊗ cn−1 ⊗ v<−1> if i = n,
and sj : C
n+1(C, V ) −→ Cn(C, V )
sj(v ⊗ c0 ⊗ · · · ⊗ cn) = v ⊗ c0 ⊗ · · · ⊗ ε(cj)⊗ · · · ⊗ cn,
where 0 6 j 6 n.
Lemma 2.4. On Cn−1(C, V ) we have wndi = dn−iwn−1 for 0 6 i 6 n.
Proof. For 1 6 i 6 n− 1, and for v ⊗ c1 ⊗ · · · ⊗ cn−1 ∈ Cn−1(C, V ), we have
wndi(v ⊗ c1 ⊗ · · · ⊗ cn−1) =wn(v ⊗ c1 ⊗ · · · ⊗ ci(1) ⊗ ci(2) ⊗ · · · ⊗ cn−1)
=v∗ ⊗ c∗n−1 ⊗ · · · ⊗ (ci(2))∗ ⊗ (ci(1))∗ ⊗ · · · ⊗ c∗1
=dn−i(v
∗ ⊗ c∗n−1 ⊗ · · · ⊗ c∗i ⊗ · · · ⊗ c∗1)
=dn−iwn−1(v ⊗ c1 ⊗ · · · ⊗ cn−1).
Similarly, wnd0 = dnwn−1, and wndn = d0wn−1. 
We thus conclude the commutation with the Hochschild coboundary map.
Corollary 2.5. Given a ∗-coalgebra C and a ∗-bicomodule V , on Cn−1(C, V ) we have
wnb = (−1)nbwn−1.
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Proof. For an arbitrary v ⊗ c1 ⊗ · · · ⊗ cn−1 ∈ Cn−1(C, V ) we have
wnb(v ⊗ c1 ⊗ · · · ⊗ cn−1)
=(v
<0>
∗ ⊗ c∗n−1 ⊗ · · · ⊗ c∗1 ⊗ v<1>∗)
+
n−1∑
i=1
(−1)i(v ⊗ c∗n−1 ⊗ · · · ⊗ (ci(2))∗ ⊗ (ci(1))∗ ⊗ · · · ⊗ c∗1)
+ (−1)n(v
<0>
∗ ⊗ v
<−1>
∗ ⊗ · · · ⊗ c∗n−1 ⊗ c∗1)
=(−1)nbwn−1(v ⊗ c1 ⊗ · · · ⊗ cn−1).

As a result, we have the decomposition
HH•(C, V ) = HH•+(C, V )⊕HH•−(C, V ),
of the coalgebra Hochschild cohomology into the dihedral coalgebra Hochschild cohomologies.
3. Hopf-dihedral cohomology
3.1. Hopf-cyclic cohomology. Let us first recall Hopf-cyclic cohomology from [11, 12]. Let H be
a Hopf algebra with a modular pair in involution (MPI) (δ, σ), i.e. δ is a character on H, and σ ∈ H
is a group-like element such that
S2δ = Adσ, δ(σ) = 1,
where Sδ(h) = δ(h(1))S(h(2)) is the twisted antipode. Assume also that A is a (left) H-module
algebra,
h ⊲ (ab) = (h(1) ⊲ a)(h(2) ⊲ b), h ⊲ 1 = ε(h)1,
equipped with a linear form τ : A −→ k which is a δ-invariant σ-trace
τ(h ⊲ a) = δ(h)τ(a), τ(ab) = τ(b(σ ⊲ a)).
Then the Hopf-cyclic cohomology of H is defined to satisfy the following, [12].
Ansatz: Let A be a H-module algebra equipped with a δ-invariant σ-trace τ : A −→ k. Then the
assignment
h1 ⊗ · · · ⊗ hn 7→ χτ (h1 ⊗ · · · ⊗ hn) ∈ Cn(A),
χτ (h1 ⊗ · · · ⊗ hn)(a0, . . . , an) = τ(a0(h1 ⊲ a1) . . . (hn ⊲ an))
defines a cocyclic module C•(H;σ, δ) on H whose cohomology comes with a canonical map of the
form χτ : HC
n(H; δ, σ) −→ HCn(A).
The ansatz then dictates on
C•(H;σ, δ) =
⊕
n>0
H⊗n
the cocyclic structure given by the maps
di(h1 ⊗ · · · ⊗ hn−1) =

1⊗ h1 ⊗ · · · ⊗ hn−1 if i = 0,
h1 ⊗ · · · ⊗∆(hi)⊗ · · · ⊗ hn−1 if 0 < i 6 n,
h1 ⊗ · · · ⊗ hn ⊗ σ if i = n,
and
sj(h0 ⊗ · · · ⊗ hn) = h1 ⊗ · · · ⊗ ε(hj)⊗ · · · ⊗ hn, 0 6 j 6 n.
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These structure maps encode a simplicial structure C•(H, σ, δ) : ∆→ k-Mod, and the maps
tn(h1 ⊗ · · · ⊗ hn) = Sδ(h1) · (h2 ⊗ · · · ⊗ hn ⊗ σ)
encode the actions of the cyclic groups to the cocyclic module C•(H;σ, δ) which is a functor of the
form C•(H, σ, δ) : ∆C → k-Mod.
3.2. Hopf ∗-algebras. Let us next recall from [30, Def. 1.7.5] that a Hopf ∗-algebra is a Hopf
algebra H, which is a ∗-algebra such that
∆(h∗) = h(1)∗ ⊗ h(2)∗, ε(h∗) = ε(h), S(h∗) = S−1(h)∗
for every h ∈ H.
Let now a ∗-algebra A be a H-module algebra with the ∗-action, that is, let A be a H-module algebra
with the compatibility
(3.1) (h ⊲ a)∗ = S−1(h∗) ⊲ a∗
between the ∗-structures and the action. Such A is called a H-module ∗-algebra. See [30, Prop.
6.1.5] for the notion of ∗-action, see also [42, Eqn. (8)&(9)].
3.3. Hopf-dihedral cohomology of a Hopf ∗-algebra. We now investigate the ∗-structure on the
Hopf-cyclic complex C(H;σ, δ) that makes the characteristic homomorphism of Connes-Moscovici a
∗-homomorphism, that is, for n > 0
wn(χτ (h
1 ⊗ · · · ⊗ hn)) = χτ (wn(h1 ⊗ · · · ⊗ hn)).
Accordingly,
wn(χτ (h
1 ⊗ · · · ⊗ hn))(a0, . . . , an) =χτ (h1 ⊗ · · · ⊗ hn)(a∗0, a∗n, . . . , a∗1)
=τ(a∗0(h
1 ⊲ a∗n) . . . (h
n ⊲ a∗1))
=τ(a∗0(S(h
1)∗ ⊲ an)∗ . . . (S(hn)∗ ⊲ a1)∗)
=τ((S(hn)∗ ⊲ a1) . . . (S(h
1)∗ ⊲ an)a0)
=τ((S−1(hn∗) ⊲ a1) . . . (S
−1(h1
∗
) ⊲ an)a0)
=τ(a0(σS
−1(hn∗) ⊲ a1) . . . (σS
−1(h1
∗
) ⊲ an))
dictates that
(3.2) wn(h
1 ⊗ · · · ⊗ hn) = σS−1(hn∗)⊗ · · · ⊗ σS−1(h1∗).
Lemma 3.1. The mapping given by (3.2) is an involution on C•(H;σ, δ).
Proof. For n > 1 we have
w2n(h
1 ⊗ · · · ⊗ hn) =wn(σS−1(hn∗)⊗ · · · ⊗ σS−1(h1∗))
=σS−1(S−1(h1
∗
)∗σ∗)⊗ · · · ⊗ σS−1(S−1(hn∗)∗σ∗)
=S−1(S−1(h1
∗
)∗)⊗ · · · ⊗ S−1(S−1(hn∗)∗)
=S−1(S(h1
∗∗
))⊗ · · · ⊗ S−1(S(hn∗∗))
=h1 ⊗ · · · ⊗ hn.
On the third equation we used the assumption that σ∗ = σ, on the second, third and the fourth
equations we used (3.1). 
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Lemma 3.2. The mapping given by (3.2) is an involution on the coalgebra Hochschild cohomology
HH•(H, σk).
Proof. For 1 6 i 6 n− 1 we observe on Cn−1(H;σ, δ) that
wndi(h
1 ⊗ · · · ⊗ hn−1) =wn(h1 ⊗ · · · ⊗ hi(1) ⊗ hi(2) ⊗ · · · ⊗ hn−1)
=σS−1(hn−1
∗
)⊗ · · · ⊗ σS−1(hi(2)∗)⊗ σS−1(hi(1)∗)⊗ · · · ⊗ σS−1(h1∗)
=σS−1(hn−1
∗
)⊗ · · · ⊗∆(σS−1(hi∗))⊗ · · · ⊗ σS−1(h1∗)
=dn−iwn−1(h
1 ⊗ · · · ⊗ hn−1).
The equalities wnd0 = dnwn−1 and wndn = d0wn−1 follows similarly from (2.1). 
Lemma 3.3. The mapping given by (3.2) is an involution on the Hopf-cyclic cohomology HC•(H;σ, δ).
Proof. Let h˜ := h1 ⊗ · · · ⊗ hn ∈ Cn(H;σ, δ) be cyclic. Then,
χτ (tnwn(h˜)) =tnχτ (wn(h˜)) = tnwnχτ (h˜) = wnt
−1
n χτ (h˜) = χτ (wnt
−1
n (h˜))
=(−1)nχτ (wn(h˜)),
that is ωn(h˜) ∈ Cn(H;σ, δ) is also cyclic. 
Consequently,
HC•(H;σ, δ) = HC•+(H;σ, δ) ⊕HC•−(H;σ, δ).
We call the cohomologies on the right hand side, corresponding to the ±1-eigenspaces of the operator
(3.2), the Hopf-dihedral cohomologies of the Hopf algebra H.
3.4. Hopf-dihedral cohomology with general coefficients. Let H be a Hopf algebra with an
invertible antipode, and A be a left H-module algebra. Let also V be a left H-module and left
H-comodule satisfying the stability condition v
<−1> ⊲ v<0> = v, for all v ∈ V . Then one can define a
para-cyclic module CCH• (A, V ) letting
CCHn (A, V ) = A⊗n+1 ⊗ V
and defining the structure maps
∂i(a0 ⊗ · · · ⊗ an ⊗ v) =
{
(· · · ⊗ ai−1 ⊗ aiai+1 ⊗ ai+2 ⊗ · · · ⊗ v) if 0 6 i 6 n− 1,
(v
<−1> ⊲ an)a0 ⊗ · · · ⊗ an−1 ⊗ v<0> if i = n,
σj(a0 ⊗ · · · ⊗ an ⊗ v) =a0 ⊗ · · · ⊗ aj ⊗ 1⊗ aj+1 ⊗ · · · ⊗ an ⊗ v, for 0 6 j 6 n− 1,
τn(a0 ⊗ · · · ⊗ an ⊗ v) =(v<−1> ⊲ an)⊗ a0 ⊗ · · · ⊗ an−1 ⊗ v<0> .
If we let CC•H(A, V ) := HomH(CCH• (A, V ), k), then we get a cocyclic module. Indeed, for every
ϕ ∈ CCnH(A, V ) we have
(τn+1n ϕ)(a0 ⊗ · · · ⊗ an ⊗ v) =ϕ(τn+1n (a0 ⊗ · · · ⊗ an ⊗ v))
=ϕ(v
<−n−1> ⊲ a0 ⊗ · · · ⊗ v<−1> ⊲ an ⊗ v<0>)
=ϕ(v
<−n−2> ⊲ a0 ⊗ · · · ⊗ v<−2> ⊲ an ⊗ v<−1> ⊲ v<0>)
=ε(v
<−1>)ϕ(a0 ⊗ · · · ⊗ an ⊗ v<0>)
=ϕ(a0 ⊗ · · · ⊗ an ⊗ v)
We call the cyclic cohomology of this cocyclic module CC•H(A, V ) as the Hopf-cyclic cohomology of
the H-module algebra A with coefficients in V , and we denote it by HC•H(A, V ).
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Proposition 3.4. Given any stable H-module/comodule V , and τ ∈ HC0H(A, V ) we have a pairing
of the form 〈·|·〉τ : H⊗n ⊗ V ⊗A⊗n+1 → k given by〈
h1 ⊗ · · · ⊗ hn ⊗ v | a0 ⊗ · · · ⊗ an
〉
τ
= τ(a0(h
1 ⊲ a1) · · · (hn ⊲ an)⊗ v).(3.3)
The pairing induces a cocyclic module structure on CC•H(H, V ), whose cohomology HC•H(H, V ) comes
with a characteristic map χτ : HC
•
H(H, V ) → HC•(A). In case V is a left/left SAYD module over
H, this cohomology is the Hopf-cyclic cohomology with coefficients in V .
Proof. We need to derive the structure maps on CC•H(H, V ) compatible with the pairing. For that
we first observe〈
h1 ⊗ · · · ⊗ hn ⊗ v | ∂i(a0 ⊗ · · · ⊗ an+1)〉τ
=

τ(a0a1(h
1 ⊲ a2) · · · (hn ⊲ an+1)⊗ v) if i = 0,
τ(a0 · · · (hi−1 ⊲ ai−1)(hi ⊲ aiai+1)(hi+1 ⊲ ai+2) · · · ⊗ v) if 1 6 i 6 n,
τ(an+1a0(h
1 ⊲ a1) · · · (hn ⊲ an)⊗ v) if i = n+ 1,
=

τ(a0a1(h
1 ⊲ a2) · · · (hn ⊲ an+1)⊗ v) if i = 0,
τ(a0 · · · (hi−1 ⊲ ai−1)(hi(1) ⊲ ai)(hi(2) ⊲ ai+1)(hi+1 ⊲ ai+2) · · · ⊗ v) if 1 6 i 6 n,
τ(a0(h
1 ⊲ a1) · · · (hn ⊲ an)(v<−1> ⊲ an+1)⊗ v<0>) if i = n+ 1,
which forces the coface maps for the Hopf-cyclic cocyclic module with coefficients to be
di(h
1 ⊗ · · · ⊗ hn ⊗ v) =

(1⊗ h1 ⊗ · · · ⊗ hn ⊗ v) if i = 0
(· · · ⊗ hi−1 ⊗∆(hi)⊗ hi+1 ⊗ · · · ⊗ v) if 1 6 i 6 n
(h1 ⊗ · · · ⊗ hn ⊗ v
<−1> ⊗ v<0>) if i = n+ 1.
As for the codegeneracies we observe〈
h1 ⊗ · · · ⊗ hn+1 ⊗ v | sj(a0 ⊗ · · · ⊗ an+1)
〉
τ
=
{
τ(a0(h
1 ⊲ 1)(h2 ⊲ a1) · · · (hn+1 ⊲ an)⊗ v) if j = 0
τ(a0(h
1 ⊲ a1) · · · (hj ⊲ aj)(hj+1 ⊲ 1)(hj+2 ⊲ aj+1) · · · (hn+1 ⊲ an)⊗ v) if 1 6 j 6 n− 1.
As a result, the codegeneracies need to be defined as
σj(h
1 ⊗ · · · ⊗ hj) = (· · · hj ⊗ ε(hj+1)⊗ hj+2 ⊗ · · · ⊗ v)
for 0 6 j 6 n− 1. Finally, for the cyclic maps we get〈
h1 ⊗ · · · ⊗ hn+1 ⊗ v|τn(a0 ⊗ · · · ⊗ an)
〉
τ
=τ(an(h
1 ⊲ a0) · · · ⊗ (hn ⊲ an−1)⊗ v)
=τ((h1 ⊲ a0) · · · ⊗ (hn ⊲ an−1)(v<−1> ⊲ an)⊗ v<0>)
=τ(a0(S(h
1
(n+2))h2 ⊲ a1) · · · (S(h1(3))hn ⊲ an−1)(S(h1(2))v<−1> ⊲ an)⊗ S(h1(1))v<0>),
which means that the cyclic maps need to be defined as
τn(h
1 ⊗ · · · ⊗ hn ⊗ v) = S(h1(n+2))h2 ⊗ · · · ⊗ S(h1(3))hn ⊗ S(h1(2))v<−1> ⊗ S(h1(1))v<0> .
As for the agreement with the original Hopf-cyclic cohomology with coefficients, we observe that
following [22] the pairing is defined uniquely in cohomology since the terms
HC
p
H(H, V )⊗HCqH(A, V )→ HCp+q(A)
come from a derived bifunctor. In other words, any cohomological pairing whose 0-th term is given
in (3.3) for n = 0 will be the same with our pairing up to natural equivalence. 
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Theorem 3.5. Let H be a Hopf ∗-algebra, and A an H-module ∗-algebra. Let V be a stable H-
module/comodule together with a ∗-structure satisfying
(h ⊲ v)∗ = S−1(h∗) ⊲ v∗, (v∗)<−1> ⊗ (v∗)<0> = v∗<−1> ⊗ v∗<0>
for any h ∈ H and any v ∈ V . Assume also that there is a cocycle τ ∈ HC0H(A, V ) which additionally
satisfies
τ(a⊗ v) = τ(a∗ ⊗ v∗).
Then the Hopf-cyclic cohomology HC•H(H, V ) carries a ∗-structure, and splits into two eigen-spaces
HC•H(H, V ) = HC•H,+(H, V )⊕HC•H,−(H, V ),
Furthermore, there are characteristic maps
χτ : HC
•
H,±(H, V )→ HC•±(A).
Proof. In Proposition 3.4 we proved that our pairing is compatible with the cyclic structure. What
remains to be constructed is a *-structure which is compatible with our pairing. For that we observe〈
h1 ⊗ · · · ⊗ hn+1 ⊗ v|(a0 ⊗ · · · ⊗ an)∗
〉
τ
=τ(a∗0(h
1 ⊲ a∗n) · · · (hn ⊲ a∗1)⊗ v)
=τ((hn ⊲ a∗1)
∗ · · · (h1 ⊲ a∗n)∗a0 ⊗ v∗)
=τ((S−1(v∗
<−1>
) ⊲ a0)(S(hn)∗ ⊲ a1) · · · (S(h1)∗ ⊲ an)⊗ v∗<0>)
=τ(a0(v∗<−n>S
−1(hn∗) ⊲ a1) · · · (v∗<−1>S−1(h1∗) ⊲ an)⊗ v∗<0>).
This means the ∗-structure needs to be defined as
(h1 ⊗ · · · ⊗ hn ⊗ v)∗ = v∗
<−n>
S−1(hn∗)⊗ · · · ⊗ v∗
<−1>
S−1(h1
∗
)⊗ v∗
<0>
.
As in the Hopf-cyclic case, the pairing
HC
p
H,±(H, V )⊗HCqH,±(A, V )→ HCp+q± (A)
is defined uniquely in cohomology by [22]: any cohomological pairing whose n = 0 term is given
by (3.3) together with compatibility with the ∗-structures will be the same as ours up to natural
equivalence. 
We call the cohomologies HC•H,±(H, V ) as the Hopf-dihedral cohomologies of H with coefficients in
a stable H-module/comodule V .
3.5. The differential graded ∗-algebra structure on the Hopf-Hochschild complex. Let H
be a Hopf algebra, let G(H) denote the set of group-like elements in H.
Given any σ ∈ G(H), one can think of k both as a right H-comodule kσ, and a left H-comodule σk
by
(3.4) ρσ : k
σ → kσ ⊗H ρσ(1) = 1⊗ σ and λσ : αk → αk ⊗H λσ(1) = σ ⊗ 1.
It then follows that for any σ ∈ G(H) the Hochschild complex CH•(H, σk) is the same as the two
sided cobar complex CB•(k1,H, σk).
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Proposition 3.6. Let H be a Hopf algebra, such that the group-like elements G(H) forms an abelian
group. Then the Hochschild complex
⊕
σ∈G(H) CH
•(H, σk) is a differential graded unital ∗-algebra
with the product
CHp(H, σ1k)⊗ CHq(H, σ2k)→ CHp+q(H, σ1σ2k)
for any p, q ∈ N, and any two group-like elements σ1, σ2 ∈ G(H). In particular, the N-graded vector
space CH•(H, k) forms a graded ∗-subalgebra.
Proof. Let us recall the coface maps of the cosimplicial module C•(H, σ1k) =⊕n∈NH⊗n by
d0(1) =1− σ1,
di(h
1 ⊗ · · · ⊗ hn) =

1⊗ h1 ⊗ · · · ⊗ hn if i = 0,
· · · ⊗ hi−1 ⊗ hi(1) ⊗ hi(2) ⊗ hi+1 ⊗ · · · if 1 6 i 6 n,
h1 ⊗ · · · ⊗ hn ⊗ α if i = n+ 1.
The product on the chain level is defined as
Ψ⌣ Φ := Ψ⊗ (σ1 ⊲ Φ) ∈ Cp+q(H, σ1σ2k)
for any Ψ ∈ Cp(H, σ1k) and any Φ ∈ Cq(H, σ2k), where ⊲ denotes the left diagonal action of H on
H⊗n. We thus note that
dp+q(Ψ⌣ Φ) =
p∑
i=0
(−1)idi(Ψ)⊗ (σ1 ⊲Φ)
+ (−1)p+1Ψ⊗ σ1 ⊗ (σ1 ⊲ Φ) + (−1)p+2Ψ⊗ σ1 ⊗ (σ1 ⊲ Φ)
+
q∑
i=1
(−1)p+iΨ⊗ (σ1 ⊲ di(Φ))
=dp(Ψ)⌣ Φ+ (−1)pΨ⌣ dq(Φ),
i.e.
⊕
σ∈G(H) CH
•(H, σk) is a differential graded algebra with unit 1 ∈ C0(H, k). In particular,
CH•(H, k) is a differential graded subalgebra.
In Lemma 2.4 we showed that ∗-structure defined in (3.2) is compatible with the Hochschild dif-
ferentials. We now show that it is compatible with the cup product structure above. For that we
observe
wp+q((h
1 ⊗ · · · ⊗ hp)⌣ (hp+1 ⊗ · · · ⊗ hp+q))
=wp+q(h
1 ⊗ · · · ⊗ hp ⊗ σ1hp+1 ⊗ · · · ⊗ σ1hp+q)
=σ2σ1S
−1(hp+q
∗
α)⊗ · · · ⊗ σ2σ1S−1(hp+1∗σ1)⊗ σ2σ1S−1(hp∗)⊗ · · · ⊗ σ2σ1S−1(h1∗)
=σ2S
−1(hp+q
∗
)⊗ · · · ⊗ βS−1(hp+1∗)⊗ σ2σ1S−1(hp∗)⊗ · · · ⊗ σ2σ1S−1(h1∗)
=wq(h
p+1 ⊗ · · · ⊗ hp+q)⌣ ωp(h1 ⊗ · · · ⊗ hp).

We note that the dg-algebra structure on the sum
⊕
σ∈G(H) CH
•(H, σk) works even in the case G(H)
is not abelian. However, we need G(H) to be an abelian group for the ∗-structure to work.
The definition above is in fact a simplified version of the following. The collection⊕
σ1,σ2∈G(H)
CB•(kσ1 ,H, σ2k)
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form a differential graded category where the set of objects is G(H), and the set of morphisms are
defined as Hom(σ2, σ1) := CB
•(kσ1 ,H, σ2k). This category is monoidal where the product comes
from the product in H. Then we put an equivalence relation on the set of all morphisms declaring
two morphisms σ2
Ψ−→ σ1 and σ′2 Ψ
′−→ σ′1 to be equivalent if the morphisms 1
Ψ⊳σ−12−−−−→ σ1σ−12 and
1
Ψ′⊳(σ′2)
−1
−−−−−−→ σ′1(σ′2)−1 are identical. Now, the set of equivalence classes of morphisms is the algebra
we defined above.
4. Complexified QUE algebras and Their Hopf-Dihedral Cohomology
4.1. Drinfeld-Jimbo QUE algebras. Let g be a semi-simple Lie algebra of rank ℓ, α1, . . . , αn
an ordered sequence of the simple roots, and aij = (αi, αj) the corresponding Cartan matrix. The
Drinfeld-Jimbo quantum enveloping algebra (QUE algebra) Uq(g) is the Hopf algebra with 4ℓ gener-
ators Ki,K
−1
i , Ei, Fi, 1 6 i 6 ℓ, subject to the relations
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1,
KiEjK
−1
i = q
aij
i Ej, KiFjK
−1
i = q
−aij
i Fj ,
EiFj − FjEi = δijKi −K
−1
i
qi − q−1i
,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
qi
E
1−aij−r
i EjE
r
i = 0, i 6= j,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
qi
F
1−aij−r
i FjF
r
i = 0, i 6= j,
where [
n
r
]
q
=
(n)q !
(r)q ! (n− r)q ! , (n)q :=
qn − q−n
q − q−1 .
The rest of the Hopf algebra structure of Uq(g) is given by
∆(Ki) = Ki ⊗Ki, ∆(K−1i ) = K−1i ⊗K−1i
∆(Ei) = Ei ⊗Ki + 1⊗ Ei, ∆(Fj) = Fj ⊗ 1 +K−1j ⊗ Fj
ε(Ki) = 1, ε(Ei) = ε(Fi) = 0
S(Ki) = K
−1
i , S(Ei) = −EiK−1i , S(Fi) = −KiFi.
4.2. Complexified Drinfeld-Jimbo QUE algebras. Let g be a semi-simple Lie algebra of rank
ℓ, and q4 6= 0, 1. The complexified QUE algebra Uq(g) of g is the algebra generated by 4ℓ generators
Ki,K
−1
i , Ei, Fi, i = 1, . . . , ℓ, subject to the relation we gave above, except the following:
KiEjK
−1
i = q
aij/2
i Ej , KiFjK
−1
i = q
−aij/2
i Fj,
EiFj − FjEi = δijK
2
i −K−2i
qi − q−1i
.
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The rest of the Hopf algebra structure is defined as
∆(Ki) = Ki ⊗Ki, ∆(K−1i ) = K−1i ⊗K−1i ,
∆(Ei) = Ei ⊗Ki +K−1i ⊗ Ei, ∆(Fj) = Fj ⊗Kj +K−1j ⊗ Fj ,
ε(Ki) = 1, ε(Ei) = ε(Fi) = 0,
S(Ki) = K
−1
i , S(Ei) = −qiEi, S(Fi) = −q−1i Fi.
The Hopf algebra Uq(g) is a Hopf ∗-algebra by
K∗i = Ki (K
−1
i )
∗ = K−1i E
∗
i = Fi F
∗
i = Ei.
Indeed,
∆(E∗i ) =Ei
∗
(1) ⊗Ei∗(2) = E∗i ⊗K∗i + (K−1i )∗ ⊗ E∗i = Fi ⊗Ki +K−1i ⊗ Fi = ∆(Fi)
∆(F ∗i ) =Fi
∗
(1) ⊗ Fi∗(2) = F ∗i ⊗K∗i + (K−1i )∗ ⊗ F ∗i = Ei ⊗Ki +K−1i ⊗Ei = ∆(Ei).
It is straightforward to check the condition for the group-like elements Ki and K
−1
i . As for the
counit, we have
ε(Ei) = ε(E
∗
i ) = ε(Fi) = ε(F
∗
i ) = 0
and
ε(Ki) = ε(K
∗
i ) = ε(K
−1
i ) = ε((K
−1
i )
∗) = 1,
and finally for the antipodes we see that
S(E∗i ) =S(Fi) = −q−1i Fi = S−1(Ei)∗,
S(F ∗j ) =S(Ej) = −qjEj = S−1(Fi)∗.
We took the definition of the complexified QUE algebra Uq(g) and its ∗-structure from [26], in which
the authors use the notation U˘q(g). We also note from [26] that the Hopf algebras Uq(g) and Uq(g) are
not isomorphic in general. It also follows directly from the new commutator relations that (K22ρ, ε)
is a MPI over the Hopf algebra Uq(g), where K
2
2ρ = K
2
1 · · ·K2ℓ ∈ Uq(g).
In view of Theorem 3.5 and Proposition 3.6 we conclude the following.
Corollary 4.1. Let g be a semi-simple Lie algebra of rank ℓ. Then the Hopf-cyclic cohomology
HC•(Uq(g),
Kmk) of the complexified QUE algebra Uq(g) of g carries a nontrivial ∗-structure, and
thus the Hopf-dihedral cohomologies HC•±(Uq(g),
Kmk) of Uq(g) are well-defined for any m ∈ N×ℓ.
4.3. Complexified QUE algebra Uq(sl2). The Hopf ∗-algebra Uq(sl2) is the algebra generated by
E,F,K and K−1 subject to the relations
KK−1 =1 KEK−1 =qE KFK−1 =q−1F [E,F ] =
K2 −K−2
q − q−1 .
The ∗-structure is defined by
K∗ = K and E∗ = F.
The rest of the Hopf ∗-algebra structure is given by
∆(K) = K ⊗K, ∆(E) = E ⊗K +K−1 ⊗ E, ∆(F ) = F ⊗K +K−1 ⊗ F
ε(K) = ε(K−1) = 1, ε(E) = ε(F ) = 0,
S(K±1) = K∓1, S(E) = −qE, S(F ) = −q−1F.
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We finally note that (K2, ε) is a MPI for the Hopf algebra Uq(sl2).
4.4. Hopf-dihedral cohomology of Uq(sl2). Considering the Hopf subalgebra T = k[K,K
−1]
of Uq(sl2) generated by K
m, m ∈ Z, there is a canonical coextension of coalgebras of the form
πT : Uq(sl2)→ T given by
πT (E
uF vKw) =
{
Kw if u+ v = 0,
0 otherwise,
see also [23, Sect. 4].
Since the projection πT is a map of coalgebras, we can consider each basis element E
uF vKw ∈
Uq(sl2) as a 1-dimensional T -comodule. Then the spectral sequence associated to the coextension
πT : Uq(sl2)→ T (see [23, Sect. 3]) collapses onto the r = 0 line as
E
0,0
1 =
{
〈1⊗ 1〉 if m = 0,
0 otherwise,
E
r,0
1 =
⊕
u,v
〈1⊗ Eu1F v1Kw1 ⊗ · · · ⊗ EurF vrKwr ⊗Km〉 ,
where u and v run over the vectors of dimension p of non-negative integers satisfying the recursive
formula
wi+1 = wi + (ui+1 + vi+1) + (ui + vi)
with the initial condition u0 = v0 = w0 = 0, and the boundary conditions ur+1 = vr+1 = 0 and
wr+1 = m. Hence,
wi = (ui + vi) + 2
i−1∑
j=1
(uj + vj)
for 1 6 i 6 r + 1, and we note that m must be a positive even number.
Furthermore, Er,s2 = E
r,s
∞ = HHr+s(Uq(sl2),
Kmk), since the E1-term collapses onto the r = 0 row,
and we see that the collection
⊕
r,m>0HH
r(Uq(sl2),
Kmk) of Hochschild cohomology groups form an
algebra generated by
HH1(Uq(sl2),
Kmk) = 〈(EK)u(KF )v| u+ v = m〉 .
Let us formally write
HH
1
2 (Uq(sl2),
Kuk) = 〈(EK)u, (KF )u〉 .
Then one can easily see that
HH1(Uq(sl2),
Kmk) =
⊕
u+v=m
HH
1
2 (Uq(sl2),
Kuk)⊗HH 12 (Uq(sl2),Kvk).
Combining with Proposition 3.6 we have the following result.
Theorem 4.2. The collection
(4.1)
⊕
p∈N〈 12〉
⊕
m∈N
HHp(Uq(sl2),
Kmk)
of Hochschild cohomology groups form a ∗-algebra generated by HH 12 (Uq(sl2),Kmk) for m ∈ N.
Furthermore, recalling the Hopf-cyclic cohomology with generalized coefficients from Proposition 3.4,
we conclude the following.
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Corollary 4.3. The Hopf-cyclic cohomology, with generalized coefficients, of the complexified QUE
algebra Uq(sl2) is given by
HC
p+1
Uq(sl2)
(Uq(sl2),
Kmk)
=
{〈
Sp/2((EK)u(KF )v)| u+ v = m〉 if p is even,
0 otherwise,
where S here denotes the iteration with the Bott element in cyclic cohomology. As a result, the
Hopf-dihedral cohomology of Uq(sl2) is
HC
p+1
Uq(sl2),±
(Uq(sl2),
Kmk)
=
{〈
Sp/2((EK)u(KF )v ± (EK)v(KF )u)| u+ v = m〉 if p is even,
0 otherwise.
4.5. Hopf-dihedral cohomology of complexified QUE algebras. Considering the Hopf subal-
gebra T ℓ = k[K±11 , . . . ,K
±1
ℓ ] of Uq(g), generated by K
m
i where i = 1, . . . , ℓ and m ∈ Z, there is a
canonical coextension of coalgebras of the form πT ℓ : Uq(g)→ T ℓ given by
πT ℓ(E
u1
1 · · ·Euℓℓ F v11 · · ·F vℓℓ Kw11 · · ·Kwℓℓ )
=
{
Kw11 · · ·Kwℓℓ if u1 + · · · + uℓ + v1 + · · · + vℓ = 0,
0 otherwise.
In order to simplify the notation, we use multi-indices EuFvKw for any monomial of the form
Eu11 · · ·Euℓℓ F v11 · · ·F vℓℓ Kw11 · · ·Kwℓℓ where u, v and w are elements in N×ℓ.
Theorem 4.4. For any complexified QUE algebra Uq(g), the Hochschild cohomology groups⊕
p∈N〈 12〉
⊕
m∈N×ℓ
HHp(Uq(g),
Kmk)
form a ∗-algebra generated by HH 12 (Uq(g),Kmk) = 〈(EjKj)u ± (KjFj)u〉.
As a result, the Hopf-cyclic cohomology with generalized coefficients is obtained as follows.
Corollary 4.5. For any complexified QUE algebra Uq(g), the Hopf-cyclic cohomology of Uq(g) is
given by
HC
p+1
Uq(g)
(Uq(g),
Kmk)
=
{〈
Sp/2((EK)u(KF )v)| u+ v =m〉 if p is even,
0 otherwise,
where S is the iteration with the Bott element, and hence the Hopf-dihedral cohomology of Uq(g) is
HC
p+1
Uq(g),±
(Uq(g),
Kmk)
=
{〈
Sp/2((EK)u(KF )v ± (EK)v(KF )u)| u+ v =m〉 if p is even,
0 otherwise.
5. Hopf-Dihedral Homology
In this section we develop a ∗-structure on Hopf-cyclic homology, [25] and see also [43], the cyclic
dual of Hopf-cyclic cohomology.
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5.1. The dual cyclic theory. Let H be a Hopf algebra with a modular pair in involution (σ, δ). It
is shown in [25] that the graded space
(5.1) CC•(H;σ, δ) =
⊕
n>0
H⊗n
has the structure of a cyclic module via the face operators ∂i : CCn(H, δ, σ) −→ CCn−1(H, δ, σ)
defined for i 6 n by
∂i(h
1 ⊗ · · · ⊗ hn) =

ε(h1)h2 ⊗ · · · ⊗ hn if i = 0,
h1 ⊗ · · · ⊗ hihi+1 ⊗ · · · ⊗ hn if 1 6 i 6 n− 1,
δ(hn)h1 ⊗ · · · ⊗ hn−1 if i = n.
The degeneracies, on the other hand, are of the form σj : CCn(H, δ, σ) −→ CCn+1(H, δ, σ) defined
for 0 6 i 6 n as
σj(h
1 ⊗ · · · ⊗ hn) =

1⊗ h1 ⊗ · · · ⊗ hn if j = 0,
h1 ⊗ · · · ⊗ hj ⊗ 1⊗ hj+1 ⊗ · · · ⊗ hn if 1 6 j 6 n− 1,
h1 ⊗ · · · ⊗ hn ⊗ 1 if j = n.
Finally, we have the cyclic operators τn : CCn(H, δ, σ) −→ CCn(H, δ, σ) given by
τn(h
1 ⊗ · · · ⊗ hn) = δ(hn(2))Sσ(h1(1) . . . hn(1))⊗ h1(2) ⊗ · · · ⊗ hn−1(2) ,
where Sσ(h) := σS(h) for any h ∈ H. The cyclic homology of the complex (5.1) is called the
Hopf-cyclic homology of the Hopf algebra H, and is denoted by HC•(H;σ, δ).
5.2. Comodule algebras, invariant traces, and Hopf-cyclic homology. Let A be a right
H-comodule algebra by ∇ : A −→ A⊗H, where we write ∇(a) = a<0> ⊗ a<1> , that is,
∇(ab) = ∇(a)∇(b), ∇(1) = 1⊗ 1.
Let also A be equipped with a σ-invariant δ-trace, that is, Tr : A −→ k satisfying
Tr(a<0>)a<1> = Tr(a)σ, Tr(ab) = Tr(ba<0>)δ(a<1>).
In the presence of these conditions we have γ : CCn(A) −→ CCn(H, δ, σ) a morphism of cyclic
modules given by
γ(a0 ⊗ · · · ⊗ an) := Tr(a0a1<0> . . . an<0>)a1<1> ⊗ · · · ⊗ an<1> .(5.2)
Then, just as in the previous section, (5.2) induces the cyclic module structure on
⊕
n>0H⊗n+1 as
defined in [25].
In particular, a Hopf algebra H is a H-comodule algebra via its comultiplication. This way one can
compare the Hopf-cyclic homology of H with the algebra cyclic homology of H regarding it as an
algebra. To this end, it is noted in [25, Prop. 3.2] that if H is a Hopf algebra with a group-like σ ∈ H
such that S2σ = Id, then θ : CCn(H, ε, σ) −→ CCn(H), which is defined as
(5.3) θ(h1 ⊗ · · · ⊗ hn) := Sσ(h1(1)h2(1) . . . hn(1))⊗ h1(2) ⊗ · · · ⊗ hn(2) ,
is a map of cyclic modules. If furthermore, H is equipped with a σ-invariant trace Tr : H −→ k
such that Tr(σ) is invertible in k, then it follows from γ ◦ θ = Tr(σ) Id that HC•(H, ε, σ) is a direct
summand of HC•(H), [25, Thm. 3.1].
We finally record here that setting H•(H) := TorH• (k, k) for a cocommutative Hopf algebra H, it
follows from [25, Thm. 4.1] that
HCn(H, ε, 1) =
⊕
i>0
Hn−2i(H)
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which proven by Karoubi [20] in case H = kG.
5.3. The dihedral structure. Let us now assume that H is a Hopf ∗-coalgebra, i.e. a ∗-coalgebra
∆(h∗) = h∗(2) ⊗ h∗(1) , ε(h∗) = ε(h)
such that
(hg)∗ = h∗g∗, 1∗ = 1, (S ◦ ∗)2 = Id,
and that A a H-comodule ∗-algebra, i.e.
∇(a∗) = a
<0>
∗ ⊗ S(a
<1>)
∗ = a
<0>
∗ ⊗ S−1(a
<1>
∗), ∀ a ∈ A.
We also assume that δ(h∗) = δ(h) and that σ∗ = σ−1. In order to obtain a ∗-structure on
CC•(H, δ, σ) we use (5.2) to transfer the one on CC•(H). To this end we introduce cyclic oper-
ators τn : CCn(H, δ, σ) −→ CCn(H, δ, σ) by
(5.4) τn(h
1 ⊗ · · · ⊗ hn) = δ(hn(2))Sσ(h1(1) . . . hn(1))⊗ h1(2) ⊗ · · · ⊗ hn−1(2) ,
and involution operators ωn : CCn(H, δ, σ) −→ CCn(H, δ, σ) by
ωn(h
1 ⊗ · · · ⊗ hn) =δ(h1(1)∗ . . . hn(1)∗)S−1(hn(2)∗)⊗ · · · ⊗ S−1(h1(2)∗)(5.5)
=S−1(hn∗(1))⊗ · · · ⊗ S−1(h1∗(1))δ(h1∗(2) . . . hn∗(2)).
We then leave it to the reader to verify that we thus get a dihedral module structure on
⊕
n>0H⊗n+1.
We next record here that [25, Thm. 3.1] also extends to the dihedral setting. We will make use
of the fact that if H is a Hopf ∗-coalgebra, then H is a ∗-algebra via ∗ ◦ S. If, in particular, H is
cocommutative, then we may take ∗ = Id for the Hopf ∗-coalgebra structure.
We denote the (dihedral) homology of this dihedral module by HC±∗ (H;σ, δ), and call it the Hopf-
dihedral homology.
Proposition 5.1. The characteristic homomorphism (5.2) defines a morphism of dihedral modules
of the form γ : CC±• (A)→ CC±• (H;σ, δ).
Proof. It follows already from [25, Prop. 3.1] that τnγ = γτn on CCn(A). It then takes a straight-
forward calculation to check that (5.2) is compatible with ωn. 
Theorem 5.2. Let H be a Hopf algebra equipped with a modular pair (ε, σ) in involution, and a
σ-invariant trace Tr : H −→ k such that Tr(σ) ∈ k is invertible. Then HC±n (H;σ, ε) is a direct
summand of HC±n (H).
Proof. We have already observed in Proposition 5.1 that (5.2) is a map of dihedral modules. Fur-
thermore, it is checked in [25, Thm. 3.1] that γ ◦ θ = Tr(σ) Id. On the other hand, it is shown in
[25, Prop. 3.2] that (5.3) is a cyclic map. We are then left to observe that
ωnθ(h
1 ⊗ · · · ⊗ hn) =ωn(Sσ(h1(1) . . . hn(1))⊗ h1(2) ⊗ · · · ⊗ hn(2))
=(S2(h1(1) . . . hn(1))σ−1)∗ ⊗ S(hn(2))∗ ⊗ · · · ⊗ S(h1(2))∗
=S−2(h1(1)
∗
. . . hn(1)
∗)σ ⊗ S−1(hn(2)∗)⊗ · · · ⊗ S−1(h1(2)∗)
=σh1(1)
∗
. . . hn(1)
∗ ⊗ S−1(hn(2)∗)⊗ · · · ⊗ S−1(h1(2)∗)
=Sσ(S
−1(hn(1)
∗) . . . S−1(h1(1)
∗
))⊗ S−1(hn(2)∗)⊗ · · · ⊗ S−1(h1(2)∗)
=θ(S−1(hn∗)⊗ · · · ⊗ S−1(h1∗))
=θωn(h
1 ⊗ · · · ⊗ hn),
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that is (5.3) is a map of dihedral modules. 
5.4. Hopf-dihedral homology of cocommutative Hopf algebras. In this subsection, we extend
[25, Sect. 4] to the dihedral setting, and we compute the Hopf-dihedral homology of cocommutative
Hopf algebras. To this end, we first recall the path space EH• of the Hopf algebra H, which is
defined on the graded module level as EHn := H⊗n+1, whose simplicial structure is given by
∂i(h
0 ⊗ · · · ⊗ hn) =
{
h0 ⊗ · · · ⊗ hihi+1 ⊗ · · · ⊗ hn if 0 6 i 6 n− 1,
δ(hn)h0 ⊗ · · · ⊗ hn−1 if i = n,
σj(h
0 ⊗ · · · ⊗ hn) =h0 ⊗ · · · ⊗ hj ⊗ 1⊗ hj+1 ⊗ · · · ⊗ hn, 0 6 j 6 n.
The simplicial module EH• is contractible, and is a resolution for k via δ : H −→ k.
Lemma 5.3. If H is a cocommutative Hopf algebra, then EH• is a dihedral module by
(5.6) τn(h
0 ⊗ · · · ⊗ hn) = h0h1(1) . . . hn(1) ⊗ S(h1(2) . . . hn(2))⊗ h1(3) ⊗ · · · ⊗ hn−1(3)
and
(5.7) ωn(h
0 ⊗ · · · ⊗ hn) = h0h1(1) . . . hn(1) ⊗ S−1(hn(2))⊗ · · · ⊗ S−1(h1(2)).
Proof. It is checked in [25, Lemma 4.2] that EH• is a cyclic module via (5.6). As a result, we have
∂iτn = τn−1∂i−1, σiτn = τn+1σn−1, 1 6 i 6 n
already. We next check that
ω2n(h
0 ⊗ · · · ⊗ hn)
=h0h1(1) . . . h
n
(1)S
−1(hn(2)) . . . S
−1(h1(2))⊗ S−1(S−1(h1(2)))⊗ · · · ⊗ S−1(S−1(hn(2)))
=h0 ⊗ S−2(h1)⊗ · · · ⊗ S−2(hn)
=h0 ⊗ · · · ⊗ hn,
that is ω2n = Id. Moreover we have
∂iωn(h
0 ⊗ · · · ⊗ hn)
=h0h1(1) . . . h
n
(1) ⊗ S−1(hn(2))⊗ · · · ⊗ S−1(hn−i+1(2) )S−1(hn−i(2) )⊗ · · · ⊗ S−1(h1(2))
=ωn∂n−i(h
0 ⊗ · · · ⊗ hn),
and
σjωn(h
0 ⊗ · · · ⊗ hn)
=h0h1(1) . . . h
n
(1) ⊗ S−1(hn(2))⊗ · · · ⊗ S−1(hn−j+1(2) )⊗ 1⊗ S−1(h
n−j
(2) )⊗ · · · ⊗ S−1(h1(2))
=ωnσn−j(h
0 ⊗ · · · ⊗ hn).
Finally, we see that
(τnωn)(h
0 ⊗ · · · ⊗ hn)
=h0h1(1) . . . h
n
(1)S
−1(hn(2)) . . . S
−1(h1(2))⊗ S(S−1(hn(3)) . . . S−1(h1(3)))⊗ S−1(hn(4))⊗ · · · ⊗ S−1(h2(4))
=h0 ⊗ h1h2(1) . . . hn(1) ⊗ S−1(hn(2))⊗ · · · ⊗ S−1(h2(2)),
and hence
(τnωn)
2(h0 ⊗ · · · ⊗ hn) =h0 ⊗ h1h2(1) . . . hn(1)S−1(hn(2)) . . . S−1(h2(2))⊗ S−2(h2(3))⊗ · · · ⊗ S−2(hn(3))
=h0 ⊗ · · · ⊗ hn,
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that is τnωnτnωn = Id, or equivalently τnωn = ωnτ
−1
n . 
Lemma 5.4. If H is a cocommutative Hopf algebra, then π : EHn −→ CCn(H; 1, ε) defined as
π(h0 ⊗ · · · ⊗ hn) = ε(h0)h1 ⊗ · · · ⊗ hn
is a map of dihedral modules.
Proof. As a result of [25, Lemma 4.2] it suffices to observe
πωn(h
0 ⊗ · · · ⊗ hn) =ε(h0)ε(h1(1) . . . hn(1))S−1(hn(2))⊗ · · · ⊗ S−1(h1(2))
=ε(h0)ωn(h
1 ⊗ · · · ⊗ hn)
=ωnπ(h
0 ⊗ · · · ⊗ hn)
as we wanted to show. 
Theorem 5.5. If H is a cocommutative Hopf algebra, then for any n > 0
HC+n (H; 1, ε) =
⊕
i>0
Hn−4i(H, k), and HC−n (H; 1, ε) =
⊕
i>0
Hn−4i−2(H, k).
Proof. Let us first note that EH• is a (left) H-module by h · (h0 ⊗ · · · ⊗ hn) = hh0 ⊗ · · · ⊗ hn,
and hence CC•(H; 1, ε) = k ⊗H EH•. Moreover, as a result of Lemma 5.4 we have CC±• (H; 1, ε) ∼=
k ⊗H CC±• (EH•) as bicomplexes where the latter is the dihedral bicomplex of the dihedral module
EH•.
Since EH• is contractible the vertical homology vanishes, and since ε : H −→ k is the contracting
homotopy, the double complex CC+• (EH•) is a (Cartan-Eilenberg) resolution for
k+• : k ←− 0←− 0←− 0←− k ←− 0←− 0←− 0←− . . .
and CC−• (EH•) is for
k−• : 0←− 0←− k ←− 0←− 0←− 0←− k ←− 0←− 0←− . . .
As a result,
HC+n (H; 1, ε) =Hn(Tot(CC+(H; 1, ε))) = Hn(Tot(k ⊗H CC+(EH)))
=Hn(k ⊗H Tot(CC+(EH))) = Hn(H, k+• ),
and similarly
HC−n (H; 1, ε) =Hn(Tot(CC−(H; 1, ε))) = Hn(Tot(k ⊗H CC−(EH)))
=Hn(k ⊗H Tot(CC−(EH))) = Hn(H, k−• ),
where the latter objects are the hyperhomologies of the complexes k+• and k
−
• , respectively. Since
the hyperhomology is independent of the (Cartan-Eilenberg) resolution chosen, we can replace the
double complex CC+• (EH•) with one having zeros as the horizontal maps, and having resolutions
of k on the zeroth (mod 4) column. Similarly, we replace the double complex CC−• (EH•) with one
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having resolutions of k on the second (mod 4) column. Therefore, for the +1-eigenspace we get
...

...

...

...

...

H1(H, k)

0oo

0oo

0oo

H1(H, k)oo

. . .oo
H0(H, k) 0oo 0oo 0oo H0(H, k)oo . . .oo
and for the −1-eigenspace we get
...

...

...

...

...

...

...

0

0

oo H1(H, k)

oo 0oo

0oo

0oo

H1(H, k)oo

. . .oo
0 0oo H0(H, k)oo 0oo 0oo 0oo H0(H, k)oo . . .oo
on the E2-page (and hence on the E∞-page, since the horizontal maps are zero) of the bicomplex
computing the hyperhomology Hn(H, k±∗ ). The claim then follows. 
We finally relate the Hopf-dihedral homology of a group algebra to the dihedral group homology. We
recall the basic facts from [27]. Let G be a (discrete) group, and A be the group algebra kG. Then
the graded space given by
(5.8) EA±n := Span{ g0 ⊗ · · · ⊗ gn ∈ CC±n (A) | g0 . . . gn = 1}
form a dihedral submodule of the standard dihedral module CC±• (A). The dihedral homology of this
dihedral module is called the dihedral group homology of the group G, and is denoted by HC±• (G, k).
It follows at once from [27, Cor. 4.4] and Theorem 5.5 that the Hopf-dihedral homology of the Hopf
algebra kG is isomorphic to the dihedral group homology of the group G. In the following proposition
we record also the explicit isomorphism between the complexes.
Proposition 5.6. For any (discrete) group G, HC±• (kG; 1, ε)
∼= HC±• (G, k).
Proof. It follows from (5.8) that θn : CC
±
n (kG; 1, ε) −→ EkG±n given by
(5.9) θn(g1 ⊗ · · · ⊗ gn) := (g1 . . . gn)−1 ⊗ g1 ⊗ · · · ⊗ gn
is an isomorphism. It is also straightforward from the proof of Theorem 5.2 that (5.9) is a map of
dihedral modules. 
As a result, we recover [27, Thm. 4.5] from Theorem 5.2. Moreover, from
HCαn (G, k)
∼= HCαn (kG; 1, ε) = Hn+α−1(G, k) ⊕Hn+α−5(H, k)⊕Hn+α−9(H, k)⊕ . . .
for α = ±1 we get the embeddings
(5.10) iℓ : Hn(G, k) −→ HCαn+2ℓ(G, k), α = (−1)ℓ.
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6. Hopf-dihedral homology and L-theory
6.1. Hopf-dihedral Chern character. In this subsection we realize the Chern character as a
homomorphism with values in the Hopf-dihedral homology. More precisely, given an involutive ring
A, we will transfer the KU -groups of A to the Hopf-dihedral homology of a Hopf algebra H on which
A is a comodule algebra. Let us first recall the construction of the KU -functor from [4, 27]. For the
L-functor, we refer the reader to [13, 14], and the references therein.
Let A be an algebra with involution, and U ǫn(A) the set of 2n × 2n matrices with coefficients in A
preserving the quadratic form
ǫJ =
(
0 In
ǫIn 0
)
.
We note from [21] that they are the matrices satisfying M⋆M =MM⋆ = I2n, where
M⋆ =
(
D† ǫB†
ǫC† A†
)
, M =
(
A B
C D
)
.
Here † denotes the conjugate transpose of an n × n matrix. We note also from [21, Ex. 4.16] that
U1n(R) = O(n, n), and U
−1
n (R) = Sp(2n,R). Now we set
U ǫ(A) := colimn U ǫn(A),
and following [27] we denote by BU ǫ(A) the classifying space of the group U ǫ(A). It follows from
[4, Prop. 5.1(b) and Thm. 5.2] that the second derived subgroup of U ǫ(A) is equal to its first
derived subgroup, i.e. it is quasi-perfect. Thus, the commutator subgroup of U ǫ(A) is a perfect
normal subgroup. As a result, the plus construction [24, 2, 40] can be applied to the classifying space
BU ǫ(A) to obtain the space BU ǫ(A)+ such that
H•(BU
ǫ(A)) ∼= H•(BU ǫ(A)+)
and that
π1(BU
ǫ(A)+) = U
ǫ(A)
[U ǫ(A), U ǫ(A)] .
Then, by definition [21, Def. 4.17], the Hermitian algebraic K-theory of the algebra A is given by
KU ǫn(A) := πn(BU ǫ(A)+), n > 1,
and for n = 0, KU ǫ0(A) is the Grothendieck group of the category of non-degenerate quadratic forms
over A. We now consider the composition
Hs(U
ǫ
n(A), k)
iℓ−→ HCαs+2ℓ(U ǫn(A), k)
js+2ℓ−−−→
HCαs+2ℓ(kU
ǫ
n(A))
Jℓ−→ HCαs+2ℓ(M2n(A))
Trℓ−−→ HCαs+2ℓ(A),
where α = (−1)ℓ, and
(i) iℓ is the mapping given by (5.10),
(ii) js+2ℓ is the map induced by the inclusion of the dihedral group homology of a group into the
dihedral homology of the group algebra of this group,
(iii) Jℓ is induced by the inclusion of kU
ǫ
n(A) into M2n(A),
(iv) Trℓ is induced by the trace map inducing the Morita isomorphism.
Taking colimit over n we obtain the mappings Lℓ : Hs(U
ǫ(A), k) −→ HCαs+2ℓ(A) for ℓ > 0 and
a = (−1)ℓ. Finally, the dihedral Chern character
(6.1) Chℓs : KU
ǫ
s(A) −→ HCαs (A), s > 0, α = (−1)ℓ,
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is defined to be the composition
KU ǫs(A) = πs(BU ǫ(A)+) h−−→ Hs(BU ǫ(A)+) ∼−−→
Hs(BU
ǫ(A)) = Hs(U ǫ(A), k) L
ℓ−−−→ HCαs+2ℓ(A),
where h is the Hurewicz homomorphism. In particular we have
(6.2) Chℓ0 : KU
ǫ
0(A) Sℓ−→ HCα2ℓ(M2n(A))
Trℓ−−→ HCα2ℓ(A),
where Sℓ : [p] 7→ [p⊗ · · · ⊗ p].
6.2. Hopf-dihedral homology of a group ring. Following [35], we note from [19, 37] that the
problems of modifying even-dimensional multiply-connected manifolds with fundamental group π
leads to a need to computeKU0(Zπ) for the group algebra Zπ. As for the odd-dimensional manifolds,
it is shown in [38] that one similarly needs to study KU1(Zπ), where π is the fundamental group of
the manifold. See also [45].
Motivated by these discussions, we will study the dihedral Chern character map (6.1) for the group
algebra A = kπ for a group π. We will show that the dihedral Chern character (6.1) lands in the
Hopf-dihedral homology of kπ which is a direct summand of the algebra dihedral homology of kπ. In
view of Theorem 5.5 we gain a computational advantage relating the KU -groups of kπ to the group
homology of the group π.
Theorem 6.1. Let π be a (discrete) group, and A = kπ the group algebra of the group π. Then the
dihedral Chern character (6.1) lands in the Hopf-dihedral homology of the Hopf algebra kπ.
Proof. We first note, as a result of Proposition 5.6, that we may replace, up to homology, the inclusion
j• : HC
±
• (U
ǫ
n(A), k) −→ HC±• (kU ǫn(A)),
by the section
θ• : HC
±
• (kU
ǫ
n(A); 1, ε) −→ HC±• (kU ǫn(A))
of the characteristic homomorphism γ• : HC
±
• (kU
ǫ
n(A)) −→ HC±• (kU ǫn(A); 1, ε). It then follows from
Equation (5.9) that the image of θ• is the [1]-component of the decomposition of the cyclic homology
HC•(kU
ǫ
n(A)) along the conjugacy classes of elements [z] in U ǫn(A)⊕
[z]
HC•(k[B·(U
ǫ
n(A)z, z)])
as described in [7] and [29, Sect. 7.4]. Now, the trace map induces a map on homology of the form
Tr• : HC•(k[B·(U
ǫ
n(A)1, 1)]) −→ HC•(k[B·(π)1], 1).
Then by [7, Thm. I] we know that the [1]-component has homology of the form
HC•(k[B·(π)1, 1)]) =
⊕
i>0
H•−2i(π).
The result then follows. 
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6.3. Podles´ spheres. We next recall from [36] the (two parameters) quantum Podles´ sphereO(Sq(c, d)),
along with the coaction of the coordinate (Hopf) algebra O(SUq(2)) of the quantum group SUq(2).
The compact quantum group (CQG) algebra O(SUq(2)) is the algebra generated by x, u, v, y subject
to the relations
ux = qxu, vx = qxv, yu = quy, yv = qvy,
vu = uv, xy − q−1uv = yx− quv = 1,
and its Hopf algebra structure is given by
∆(x) = x⊗ x+ u⊗ v, ∆(u) = x⊗ u+ u⊗ y,
∆(v) = v ⊗ x+ y ⊗ v, ∆(y) = v ⊗ u+ y ⊗ y,
ε(x) = ε(y) = 1, ε(u) = ε(v) = 0,
S(x) = y, S(y) = x, S(u) = −qu, S(v) = −q−1v,
see also [31]. We next note from [26, Prop. 11.34] that there is a family {fz}z∈C of characters of
O(SUq(2)), uniquely determined by
(i) the functions z 7→ fz(a) is an entire function of exponential growth on the right-half plane for
any a ∈ O(SUq(2)),
(ii) fzfz′ = fz+z′, with f0 = ε,
(iii) h(ab) = h(b(f1 · a · f1)), for any a, b ∈ O(SUq(2)), and the Haar state h,
satisfying1
S2(a) = f−1 · a · f1, fz(S(a)) = f−z(a)
for any a ∈ O(SUq(2)). As a result, the pair (f1, 1) is a MPI for the Hopf algebra O(SUq(2)). Indeed,
S˜1(a) = f1(a(2))S(a(1)) = S(f1 · a),
and therefore,
S˜21(a) = f1(a(3))f1(S(a(1)))S
2(a(2)) = f1(a(3))f−1(a(1))S
2(a(2)) = S
2(f1 · a · f−1) = a.
The Podles´ spheres O(Sq(c, d)) on the other hand, is defined to be the algebra generated by z−1, z0,
z1 subject to the relations
z20 − qz1z−1 − q−1z−1z1 =d1,
(1− q2)z20 + qz−1z1 − qz1z−1 =(1− q2)cz0,(6.3)
z−1z0 − q2z0z−1 =(1− q2)cz−1,
z0z1 − q2z1z0 =(1− q2)cz1.
In particular, the algebra O(Sq(s, 1 + s2)) is denoted simply by O(S2qs), and it can be realized as a
subalgebra of O(SUq(2)) via ai 7→ a˜i for i = −1, 0, 1 where
z˜−1 :=(1 + q
2)−1/2x2 + s(1 + q−2)1/2xv − q(1 + q2)−1/2v2,
z˜0 :=ux+ s(1 + (q + q
−1)uv)− vy,
z˜1 :=(1 + q
2)−1/2u2 + s(1 + q−2)1/2yu− q(1 + q2)−1/2y2.
1It follows from the (non-degenerate) pairing between the CQG algebra O(SUq(2)) and the QUE algebra Uq(su2),
for the details of which we refer the reader to [42], that the character f1 corresponds to the evaluation by K
2
∈ Uq(su2).
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The algebra O(S2qs) carries the ∗-structure given by
zi
∗ := (−q)iz−i.
In case s = 0, the algebra O(S2q0) is called the standard Podles´ sphere, and is denoted by O(S2q ).
Next, we recall the O(SUq(2))-coaction from [26, Prop. 4.25]. To this end, let
W1 =(wi,j)i,j∈{−1,0,1} =
 w−1,−1 w−1,0 w−1,1w0,−1 w0,0 w0,1
w1,−1 w1,0 w1,1

=
 x2 (1 + q2)1/2xu u2(1 + q2)1/2xv 1 + (q + q−1)uv (1 + q2)1/2uy
v2 (1 + q2)1/2vy y2
 .
Then, the comultiplication on O(SUq(2)) induces (once ai’s are identified with a˜i’s) a coaction of the
form ∇ : O(S2qs) −→ O(S2qs)⊗O(SUq(2)),
∇(zi) = zj ⊗ wj,i,
where i, j ∈ {−1, 0, 1}. A left version of this coaction can be found in [32].
Let us next recall from [42], and from [39, 6], that the Podles´ sphere is a (left) coideal subalgebra, as
such, taking the quotient by the Hopf ideal I = O(S2qs)+O(SUq(2)), we obtain the O(U(1))-comodule
algebra structure
O(S2qs)
ρ
//
∇
((PP
PP
PP
PP
PP
PP
P
O(S2qs)⊗O(U(1))
O(S2qs)⊗O(SUq(2))
Id⊗πI
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
where O(U(1)) is the Hopf algebra (of regular functions on the circle) generated by two group-likes
σ, σ−1. Explicitly, ρ : O(S2qs) −→ O(S2qs)⊗O(U(1)) is defined as
ρ(z−1) =z−1 ⊗ σ2,
ρ(z0) =z0 ⊗ 1,
ρ(z1) =z1 ⊗ σ−2.
We further note from [26, Sect. 4.5] that setting
O(S2qs)[n] := {a ∈ O(S2qs) | ρ(a) = a⊗ σn},
we have zi−1z
j
0z
k
1 ∈ O(S2qs)[2i − 2k], where i, j, k > 0, that
(6.4) O(S2qs) =
⊕
m∈Z
O(S2qs)[2m],
and that the Haar state h vanishes on O(S2qs)[2m] for m 6= 0.
Lemma 6.2. The Haar state h of the CQG algebra O(SUq(2)) induces a 1-invariant f1-trace on the
algebra O(S2q ).
Proof. For any a, b ∈ O(SUq(2)), it follows from the modular property of the Haar functional that
h(ab) = h(b(f1 · a · f1)) = h(b(a · f1)) = h(b(f1 · a(2)))f1(a(1)) = h(b(f1 · a)) = h(ba(1))f1(a(2)),
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using, on the forth equality, the fact that f1(a(1))a(2) = a for any a ∈ O(S2qs), see for instance [42,
Eq. (22)]. Next, by the invariance property [26, Def. 4.3], see also [36] we readily have
h(a(1))a(2) = a(1)h(a(2)) = h(a)1,
for any a ∈ O(SUq(2)). 
As a result, we have the characteristic homomorphism γn : CCn(O(S2qs)) −→ CCn(O(U(1)); 1, ε)
defined as
γn(a0 ⊗ · · · ⊗ an) := h(a0a1<0> . . . an<0>)a1<1> ⊗ · · · ⊗ an<1>(6.5)
to transfer the KU -classes of O(S2qs) to the Hopf-dihedral homology of the (cocommutative) Hopf
algebra O(U(1)).
By means of the Hopf-dihedral Chern character
Ch±n : KUn(O(S2qs)) −→ HC±n (O(U(1)); 1, ε).
we have the Hopf-dihedral homology of O(U(1)) to classify the KU -classes of O(S2qs).
We consider the composition
Hm(U
ǫ
n(O(S2qs)), k) −→ HCαm+2ℓ(U ǫn(O(S2qs)), k) −→ HCαm+2ℓ(O(U(1)), k),
where α = (−1)ℓ. Since
H0(O(S1), k) ∼= H0(Z, k) = k,
H1(O(S1), k) ∼= H1(Z, k) = 〈σ〉 ∼= k,
Hm(O(S1), k) ∼= Hm(Z, k) = 0, m > 2,
for the details of which we refer the reader to [5], we have
H0(U
ǫ
n(O(S2qs)), k) = kUǫn(O(S2qs)) = k = kZ = H0(Z, k).
As for H1(U
ǫ
n(O(S2qs)), k), we first recall that since BU ǫ(O(S2qs))+ is path connected, the Hurewicz
map
h : KU ǫ1(O(S2qs)) = π1(BU ǫ(O(S2qs))+) =
U ǫ(O(S2qs))
[U ǫ(O(S2qs)), U ǫ(O(S2qs))]
−→ π1(BU
ǫ(O(S2qs))+)
[π1(BU ǫ(O(S2qs))+), π1(BU ǫ(O(S2qs))+)]
∼= H1(U ǫn(O(S2qs)), k)
is the canonical abelianization, and therefore in this case is identity. On the other hand, it follows
from the relations (6.3) that the element
u =
(
q−1z0
√
1 + q−2z1√
1 + q2z−1 qz0
)
is a unitary matrix on O(S2q ). Hence, for any(
α β
γ θ
)
∈ U ǫn(R)
we have
M =
(
α⊗ u β ⊗ u
γ ⊗ u θ ⊗ u
)
∈ U ǫ2n(O(S2q )).
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For simplicity, we may take
M =
(
0 ǫIn ⊗ u
ǫIn ⊗ u 0
)
∈ U ǫ2n(O(S2q )).
Then,
[M ] 7→
 ∑
16i0,i162n
h(M−1i0i1Mi1i0<0>)Mi1i0<1>
 =
 ∑
16i0,i162n
nh(u†i0i1ui1i0<0>)ui1i0<1>

=2n((1 + q−2)h(z∗1z1)− (1 + q2)h(z∗−1z−1))[σ].
This proves that an element [M ] ∈ KU+0 (O(S2q )) is sent to a non-trivial element inHC+1 (O(U(1)); 1, ε)
under the dihedral Chern character. Thus we proved
Theorem 6.3. KU+1 (O(S2q )) is non-trivial.
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