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Abstract: We consider partition functions with insertions of surface operators of
topologically twisted N = 2, SU(2) supersymmetric Yang-Mills theory, or Donaldson-
Witten theory for short, on a four-manifold. If the metric of the compact four-manifold
has positive scalar curvature, Moore and Witten have shown that the partition function
is completely determined by the integral over the Coulomb branch parameter a, while
more generally the Coulomb branch integral captures the wall-crossing behavior of both
Donaldson polynomials and Seiberg-Witten invariants. We show that after addition of
a Q¯-exact surface operator to the Moore-Witten integrand, the integrand can be written
as a total derivative to the anti-holomorphic coordinate a¯ using Zwegers’ indefinite theta
functions. In this way, we reproduce Go¨ttsche’s expressions for Donaldson invariants
of rational surfaces in terms of indefinite theta functions for any choice of metric.
Keywords: Seiberg-Witten theory, Donaldson-Witten theory, Donaldson invariants,
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1. Introduction
Supersymmetric gauge theories with N = 2 and N = 4 supersymmetry in four dimen-
sions have been a useful and powerful tool for advances in both physics and mathe-
matics. One of the major successes of such quantum field theories is that their path
integral (or partition function) may be exactly evaluated. See for a small sample of
the large literature [1, 2, 3, 4, 5, 6, 7]. A seminal result of Witten [8] prior to these
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remarkable developments, is the construction of topological quantum field theories by
topological twisting of a supersymmetric field theory. Once evaluated on a smooth
compact four-manifold M these theories become of cohomological nature and provide
topological invariants of M . These topological invariants are typically based on moduli
spaces of instantons [9, 10], which are solution spaces to the anti-self-duality equations
∗F = ±F of the Yang-Mills field strength F .
We consider in this article the path integral of topologically twisted N = 2, SU(2)
and SO(3) Yang-Mills theory on a compact four-manifold M without boundary, the
Donaldson-Witten theory for short [8]. The full path integral ZDW of this theory can
be decomposed in to a continuous integral Zu over the Coulomb branch of the theory,
where the gauge group is spontaneously broken to U(1) by a non-vanishing expectation
value of the order parameter u = 1
16π2
〈Trφ2〉, and a contribution1 ZSW from the points
where the effective theory on the Coulomb branch becomes singular [2, 3, 11, 12].
Schematically, we then have
ZDW = ZSW + Zu. (1.1)
The u-plane integral Zu only contributes for manifolds with b+2 = 1. For this class of
four-manifolds, the path integral is not quite a topological invariant, but only piecewise
constant as a function of the metric. The metric dependence is captured by the integral
over the Coulomb branch Zu.
More accurately, the partition function of Donaldson-Witten theory vanishes with-
out the insertion of additional operators. Since the theory is topological, these operators
correspond to (co)homology classes of M . To this end, assume M is simply connected
and let p ∈ H0(M,Q) ∼= Q and x ∈ H2(M,Q). Then one can consider the following
correlation function 〈
epO
(0)+
∫
x
O(2)
〉
, (1.2)
where O(0) and O(2) are a point and surface operator, which are discussed in more
detail in Section 2.2. A famous aspect of Donaldson-Witten theory is that the cor-
relation function (1.2) is a generating function of Donaldson polynomials defined in
mathematics [9, 10], where they play an important role in the classification of smooth
four-manifolds. The Donaldson polynomials Pc1,k(p,x) ∈ Q[p,x] are polynomials on
the rational homology of M , Pc1,k : H∗(M,Q)→ Q and are defined using the geometry
of the moduli space Mc1,k of k-instantons with first Chern class c1(E) = i2πTrF .2 For
the mathematical definition of Donaldson invariants, one considers the map µD, which
1We use the subscript “SW”, since this contribution is fully determined by the so-called Seiberg-
Witten invariants of M [11].
2In fact, Pc1,k(p,x) only depends on the second Stiefel-Whitney class w2 = c1 mod H
2(M, 2Z) of
the associated vector bundle.
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maps a cycle β ∈ Hi(M,Q) to a cocycle µD(β) ∈ H4−i(Mc1,k,Q), that is a (4 − i)-
form on Mc1,k of the corresponding vector bundle. Restricting to a simply connected
closed four-manifold M and letting p ∈ H0(M,Q) and x ∈ H2(M,Q), the Donaldson
polynomial is defined as the following integral over Mc1,k,
Pc1,k(p,x) =
∑
r,s≥0
∫
Mc1,k
µD(p)
r ∧ µD(x)s. (1.3)
The integral gives a non-vanishing result only if the degree of the integrand matches
the dimension ofMc1,k, therefore 2r+s = dimCMc1,k and (1.3) is indeed a polynomial.
The correlation function (1.2) equals the sum of (1.3) over k [8]
Φµ(p,x) =
∑
k
Pc1,k(e
p, ex), (1.4)
where µ ∈ 1
2
c1 +H
2(M,Z) equals half the Stiefel-Whitney class of the bundles.
The work of Go¨ttsche [13] and Go¨ttsche-Zagier [14] connected Donaldson invari-
ants to the subject of modular forms, which is at first sight rather distant from the
above. Go¨ttsche and Zagier realized that generating functions of Donaldson invari-
ants of rational surfaces, as determined earlier for example in [15, 16, 17], could be
written as a residue of a combination of modular forms and so-called indefinite theta
functions. The latter enjoy much scientific interest in recent years, in part due to their
connection to Ramanujan’s mock theta functions [18, 19]. An indefinite theta function
Θ : H → C is a holomorphic q-series defined as a sum over an indefinite lattice Λ
with signature (1, n− 1). The sum is convergent, since the sum is restricted to lattice
points with negative definite norm (for the convention taken in this paper). However,
Θ does not transform as a modular form under SL(2,Z) transformations. The latter
can however be cured thanks to the seminal work of Zwegers’: one may add a specific
non-holomorphic function R to Θ such that the sum Θ̂ = Θ+R transforms as a modu-
lar form. Interestingly, the τ¯ -derivative Ψ = ∂τ¯ Θ̂, turns out to be a Siegel-Narain theta
function associated to Λ, whose modular properties are more easily determined using
the familiar Poisson resummation.
Let us now return to the physical u-plane integral to explain the main result of
this paper. The integral can be expressed as an integral over the fundamental domain
H/Γ0(4), where Γ0(4) ∈ SL(2,Z) is the electric-magnetic duality group, after a change
of variables from u to the effective coupling constant τ . Subsequently the technique
of “lattice reduction” can be applied to evaluate the integral when b2(M) > 1 [2, 3].
This technique was originally developed in the context of one loop amplitudes in string
theory [20, 21] and also has major mathematical applications [22]. For the manifold
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P2, with b2(P
2) = 1, the integrand was realized as a total derivative to τ¯ using Zagier’s
modular completion of the class number generating function [23].
The u-plane integral provided in this way a physical derivation of the results on
Donaldson invariants by Go¨ttsche and Zagier [13, 14], and reproduced in particular
generating functions for rational surfaces including P1 × P1, the wall-crossing formula
and the blow-up formula [2]. Later work by Griffin, Malmendier and Ono proved
agreement [24, 25, 26] in additional cases including P2.
The present paper demonstrates that the u-plane integral can be evaluated quite
generally by expressing it as a total derivative of an indefinite theta function. To this
end, we add a Q¯-exact term to the effective action of the Donaldson-Witten theory
used in [2], which does not modify the value of the integral by the usual rules of
topological field theory. Using techniques of indefinite theta functions developed by
Zwegers [18], we show that the modified integrand is a total τ¯ -derivative for an arbitrary
four-manifold with b+2 = 1. The integrand of the u-plane integral equals what is known
as the “shadow” of the indefinite theta series (up to an overall multiplicative function).
As a result, the u-plane integral can be immediately evaluated for a generic choice of
metric, and reproduces precisely Go¨ttsche’s results for complex algebraic manifolds.
The same technique can be applied when matter is included, and we hope similar
techniques can be developed for gauge groups with rank larger than one, theories of
class S [27, 28] or more general non-Lagrangian theories. We moreover expect that
it may be applied more widely as an alternative for “lattice reduction” to evaluate
modular integrals.
From a more general point of view, it is interesting to note that the Coulomb branch
integral provides both the holomorphic and non-holomorphic terms of the indefinite
theta function. In other cases where such mock modular forms appear in physics,
such as in Vafa-Witten theory [1], AdS3 gravity [29], black holes [30, 31, 32], or the
moonshine phenomenon [33], the holomorphic part has usually the clearest physical
interpretation, whereas the non-holomorphic term is typically less well understood.
We conclude the introduction with an outline of the article. For a self-contained
presentation, Section 2 reviews relevant aspects of Seiberg-Witten theory, and Section
3 reviews the path integral of the topologically twisted theory. Section 3 also discusses
the Q¯-exact surface operator, and how it modifies the integrand of the u-plane integral.
In Section 4, we evaluate the integral and provide explicit results for a few complex
rational surfaces. In Section 5 we discuss the generalization of Q¯-exact surface operator
for higher rank gauge groups and how it modifies the integrand of the Coulomb branch
integral. We conclude with a brief discussion and concluding remarks. The Appendices
contain relevant properties of modular forms and (indefinite) theta functions.
– 4 –
2. Seiberg-Witten geometry
We begin our discussion with a brief reminder of the solution of Seiberg and Witten of
the SU(2) N = 2 super Yang-Mills gauge theory on R4 [34, 35] (see [36, 37, 38, 39] for a
review, [40, 41] for a more modern perspective, and [42, 43] for a more mathematically
inclined discussion).
2.1 The Seiberg-Witten solution
The N = 2 vector multiplet contains a scalar field φ, two Weyl fermions, λ, ψ, and the
gauge connection A, which are all valued in the adjoint representation of SU(2). For
supersymmetry to be closed off-shell we include a real auxiliary scalar V and a complex
auxiliary scalarW =W1+iW2 [39]. The potential of the theory is V (φ) = g
−2Tr[φ, φ†]2
and this is minimized by φ = aσ3 up to a gauge transformation. The Weyl group of
SU(2) acts by a → −a, thus u = 1
16π2
Trφ2 is an invariant quantity and functions as a
coordinate on the Coulomb branch moduli space. Quantum-mechanically, we let u be
the expectation value
u(a) =
1
16π2
〈
Trφ2
〉
.
The Coulomb branch of the quantum moduli spaceMC is isomorphic to P1\{∞,±Λ2}
with Λ being a dynamically generated scale. At the points u = ±Λ2, the effective
Coulomb branch theory becomes singular since either the monopole or dyon, which
were integrated out in the effective theory, becomes massless.
The BPS states of the theory carry both electric charge ne and magnetic charge
nm that belong to a charge lattice, (ne, nm) ∈ Γu ∼= Z× Z. The complexified mass (or
central charge) for a dyonic state is
Zu = nea+ nmaD.
At weak coupling g2 → 0, these charges are related to the Coulomb branch parameter
u and the effective complexified gauge coupling τ = θ
π
+ 8π i
g2
∈ H by the relations
a(u) =
√
u
2
, aD(u) = τa(u).
In the seminal work by Seiberg and Witten [34, 35], u, a and aD are determined
for arbitrary coupling constant τ , making use of an elliptic curve Σ, whose complex
structure is identified with τ . The Coulomb branch corresponds to a family of elliptic
curves, which are identified as the solution sets to the following algebraic equation [35]
y2 = 4x(x2 − ux+ 1
4
Λ4), x, y ∈ C, (2.1)
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where Λ is the dynamically generated mass scale of the theory. One can determine
u in terms of τ using techniques from the theory of elliptic curves. Substituting for
x = α−2x˜+ 1
3
u and y = α−3y˜ brings the curve in Weierstrass form
y˜2 = 4x˜3 − g2x˜− g3.
The constants g2 and g3 are given in terms of Eisenstein series Ek as g2 =
4π4
3
E4 and
g3 =
8π6
27
E6. See Equation (A.3) in Appendix A for the definition of the Ek. The
parameter α can be expressed as
α =
√
2π
Λ
ϑ2ϑ3,
where ϑj are the Jacobi theta functions defined in (A.8) in Appendix A.
3 This gives
for u = u(τ) in terms of Jacobi theta functions
u
Λ2
=
ϑ42 + ϑ
4
3
2ϑ22 ϑ
2
3
= 1
8
q−
1
4 + 5
2
q
1
4 − 31
4
q
3
4 +O(q
5
4 ), (2.2)
where q = e2πiτ . The function u is left invariant by a congruence subgroup of the
full modular group SL(2,Z). Using the transformation properties of the Jacobi theta
functions (A.9), one verifies that the congruence subgroup is Γ0(4) of SL(2,Z) (A.2).
The discriminant ∆ of the curve is proportional to u2−Λ4, and vanishes or diverges
when the curve (2.1) is singular giving three distinct degenerations of the elliptic curve.
Physically, a monopole or dyon becomes massless for ∆ = 0. These singular points
should be excluded from the Coulomb branch, and this is the reason which lead us to the
identification ofMC with P1\{±Λ2,∞} as explained earlier. We may also parametrize
the Coulomb branch as a coset of the upperhalf plane, since u is a modular form of
Γ0(4). Therefore, MC can alternatively be identified with H/Γ0(4). This fundamental
domain has three cusps for τ → i∞, τ → 0 and τ → 2, which correspond respectively
to weak coupling, u = Λ2 and u = −Λ2.
Using rigid special geometry, aD is derived from the prepotential F that specifies
the low energy effective action of the theory,
F(a,Λ) = 4i
π
a2 log
( a
Λ
)
+ a2
∞∑
k=0
ck
(
Λ
a
)4k
.
The second summand corresponds to instanton corrections. The magnetic dual of a is
expressed in terms of F as
aD =
∂F
∂a
,
3Our conventions are such that for Λ = 1, u has the same q-expansion as in [2, 3, 35].
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and for the complexified gauge coupling we have
τ =
∂aD
∂a
.
Seiberg and Witten expressed a and aD as integrals of a differential λ over one-cycles
of the curve Σ. To this end, let A and B form a symplectic basis of H1(Σ,Z). Then a
and aD are given as
a =
∫
A
λ, aD =
∫
B
λ.
The right behavior at the singularities and positivity of the metric imply that the
differential λ satisfies
dλ
du
=
√
2
4π
dx
y
∈ H1(Σ,C).
Choosing a complex coordinate on the curve Σ, z ∈ C/{mτ + n}, m,n ∈ Z, we let
the A-cycle correspond to the straight line connecting 0 to 1, and the B-cycle the
straight line from 0 to τ . To express a in terms of modular forms, we use the map of
the parametrisation (2.1) of the Seiberg-Witten curve to the Weierstrass form. Then
(x˜, y˜) = (℘(z), ℘′(z)). As a result one finds that
da
du
=
1
2Λ
ϑ2ϑ3. (2.3)
Integrating with respect to u expresses a in terms of (quasi)-modular forms
a
Λ
=
2E2 + ϑ
4
2 + ϑ
4
3
6 ϑ2 ϑ3
= 1
4
q−
1
8 + 3
2
q
3
8 − 21
4
q
7
8 +O(q
11
8 ). (2.4)
See Equation (A.3) in Appendix A for the definition of E2.
2.2 The topologically twisted theory
Topological twisting allows to arrive at a topological quantum field theory starting from
a theory with extended supersymmetry [8]. After topologically twisting the holonomy
group with the SU(2)R R-symmetry, one of the original supersymmetry generators
transforms trivially under the twisted holonomy group of the four-manifold. This gen-
erator, denoted by Q¯, is the BRST operator of the theory and all observables are
Q¯-closed. Topological twisting changes the representations of the field content under
the rotation group. The gauge connection A and complex scalar a remain respectively
a 1-form and a scalar, however the fermionic fields are now a 0-form η, 1-form ψ and
self-dual 2-form χ. The three real auxiliary fields V ,W1 andW2 combine to an auxiliary
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self-dual two-form D [2]. The action of Q¯ on these fields is given by
[Q¯, A] = ψ, [Q¯, a] = 0, [Q¯, a¯] =
√
2iη,
[Q¯, D] = (dAψ)+, {Q¯, ψ} = 4
√
2 da,
{Q¯, η} = 0, {Q¯, χ} = i(F+ −D),
(2.5)
where the subscript + indicates the self-dual component of two-form, thus F+ =
1
2
(F +
∗F ). The four-manifolds considered in this paper have b+2 (M) = 1. The self-dual part
of the curvature [F+] ∈ H2(M) is for such a four-manifold proportional to the self-dual
harmonic form J ∈ H2(M).
For completeness we present the full Lagrangian L of the twisted theory on R4
which is given by [2]
L = i
16π
(τ¯F+ ∧ F+ + τF− ∧ F−) + τ2
8π
da ∧ ∗da¯− τ2
8π
D ∧ ∗D
− 1
16π
τψ ∧ ∗dη + 1
16π
τ¯η ∧ d ∗ ψ + 1
8π
τψ ∧ dχ− 1
8π
τ¯χ ∧ dψ
+
i
√
2
16π
dτ¯
da¯
ηχ ∧ (F+ +D)− i
√
2
27π
dτ
da
ψ ∧ ψ ∧ (F− +D)
+
i
3 · 211
d2τ
da2
ψ ∧ ψ ∧ ψ ∧ ψ −
√
2i
3 · 25π
{Q¯, χµνχνλχ µλ }√g d4x.
(2.6)
On curved manifolds, the theory contains further couplings to the background cur-
vature, which were first derived by [12] based on the R-symmetry anomaly. On toric
four-manifolds, one may derive these terms from gravitational couplings in the Nekrasov
partition function [4, 42]. As we are working in a topologically twisted theory, the terms
can only involve the Euler characteristic χ(M) and signature σ(M) ofM . For the four-
manifolds considered in this paper, χ(M) + σ(M) = 4. These contributions can be
gathered in the measure factor which takes the form
ν(τ) = 8i(u2 − 1)dτ
du
(
(2i
π
du
dτ
)2
u2 − 1
)σ(M)/8
, (2.7)
where the multiplicative constants are chosen to match the conventions for Donaldson
invariants. Using the identity [44]
u2 − 1 = i
4π
du
dτ
(
du
da
)2
, (2.8)
equation (2.7) equals to
ν(τ) = −2
3σ(M)
4
+1
π
(u2 − 1)σ(M)8
(
da
du
)σ(M)
2
−2
. (2.9)
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The observables of the topological theory lie in the Q¯−cohomology. The k−form
observables O(k) relevant for Donaldson theory are obtained as a solution to a descent
prescription [2, 45],
dO(k) = {Q¯,O(k+1)}.
The operator obtained by integratingO(k) over a k-cycle is then automatically Q¯-closed.
The descent equations can be solved using an operator K, satisfying {Q¯, K} = d, such
that O(k) = KkO(0). We choose O(0) = 1
8π2
Trφ(P )2 with P a point of M . In the
effective, topological theory φ is constant over M , and therefore epO
(0)(P ) = e2pu. Using
the descent procedure, one finds for the surface observable O(2) [2, 3]
I(x) =
1
4π2
∫
x
Tr
[
1
8
ψ ∧ ψ − 1√
2
φF
]
,
with x ∈ H2(M). In the low energy effective theory, O(0) is given by the Seiberg-Witten
solution, O(0) = u, and the surface operator is modified to [2]
I˜−(x) =
i√
2π
∫
x
1
32
d2u
da2
ψ ∧ ψ −
√
2
4
du
da
(F− +D), (2.10)
where F is field strength of the remaining U(1) gauge symmetry. To evaluate the u-
plane integral using indefinite theta functions, we will add to this surface operator a
Q¯-exact operator
I˜+(x) = − 1
4π
∫
x
{
Q¯, du¯
da¯
χ
}
. (2.11)
Using (2.5), this evaluates to
I˜+(x) = − i√
2π
∫
x
1
2
d2u¯
da¯2
η χ+
√
2
4
du¯
da¯
(F+ −D). (2.12)
This term couples to the self-dual part F+ of F , whereas (2.10) involved only F−.
Further considerations of such modifications of the topological action are discussed in
[46].
Finally, the renormalization group flow to the low energy theory gives rise to a
contact term [2, 3], Gx2, which is a consequence of the self-intersection of the cycle
x appearing in the surface operators. Since the surface operators I˜± are Q¯-closed, the
coefficient G of the contact term is necessarily holomorphic in u. It is conveniently
expressed in terms of (quasi)-modular forms
G(u) =
1
24
(
8u− E2
(
du
da
)2)
, (2.13)
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where E2 is the Eisenstein series of weight 2 defined by Eq. (A.3) in the Appendix, or
as a derivative to ϑ4 [3]
G(u) = − 1
2πi
(
du
da
)2
∂τ log ϑ4.
If we want to emphasize the dependence of G on τ , we will write sometimes G(τ)
instead of G(u).
3. The u-plane integral
The u-plane integral is the path integral over the Coulomb branch of topologically
twisted N = 2 supersymmetric gauge theory with gauge group SU(2) or SO(3). In this
section we will explicitly describe the u-plane integral following mostly [2]. See for an
overview also [47]. Let us start with a few comments on the four-manifold M , which
we choose to be a simply connected (b1 = 0) manifold, compact without boundary.
Integration on M gives H2(M,Z) naturally the structure of a lattice Λ ∼= Zb2 with
unimodular quadratic form Q : H2(M)→ Z and bilinear form B : H2(M)×H2(M)→
Z
Q(k) ≡ k2 ≡
∫
M
k ∧ k, B(k1,k2) ≡
∫
M
k1 ∧ k2, (3.1)
which has signature (b+2 , b
−
2 ). We project k to the positive definite and negative definite
subspace as explained in Appendix A. Viewed as a 2-form, k+ is self-dual under the
Hodge ∗-operation, while k− is anti-self-dual.
We restrict in the following to four-manifolds with b+2 = 1. The corresponding
lattices Λ are completely classifield. If Λ is odd, the matrix associated to Q can be
brought to the diagonal form
〈1〉+m 〈−1〉 , (3.2)
with m = b2 − 1. If Λ is even, the matrix associated to Q is equivalent to(
0 1
1 0
)
⊕ nΛE8 , (3.3)
where ΛE8 denotes the root lattice of the E8 group, and n = (b2 − 2)/8.
3.1 The topologically twisted path integral
The path integral of the effective theory on the Coulomb branch is given by
ΦJµ(p,x) =
∫
[DX ] ν(τ) e−
∫
M L+2pu+I˜−(x)+I˜+(x)+x
2G, (3.4)
– 10 –
where [DX ] stands for the path integral measure of the fields [D(A, a, a¯, η, χ, ψ,D)].
As mentioned in the introduction and will be confirmed in the following, ΦJµ depends
discontinuously on the metric g, and may jump across walls of marginal stability due
to the presence of Abelian instantons. The metric dependence of ΦJµ is only through
the period point J = J(g) [16].
To evaluate the path integral, we start by integrating out D. We do so by substi-
tuting for D the solution to its equation of motion. From the terms in the action (2.6)
involving D, together with the D-dependent terms in (2.10) and (2.12), one finds
D = −2 Im(du/da)
τ2
x+ +
√
2i
4τ2
dτ¯
da¯
ηχ, (3.5)
where x denotes the two-form Poincare´ dual to the cycle x in (2.10) and (2.12), or
equivalently
∫
x
ω =
∫
M
x ∧ ω for any 2-form ω. To simplify notation, we define the
variables ρ ∈ H2(M,C) and b ∈ H2(M,R) by
ρ =
x
2π
du
da
, b =
Im(ρ)
τ2
. (3.6)
After substitution of (3.5) back in theD-dependent terms of the Lagrangian and surface
operators, they contribute
exp
(
−2πτ2b2+ +
i
√
2
4
dτ¯
da¯
∫
M
b+ ∧ η χ
)
(3.7)
to the integrand of the path integral.
Next we integrate over the fermionic fields. To understand the contribution to the
u-plane integral from these fields it is useful to discuss the scaling of the fields under a
rescaling of the metric: limt→∞ = t
2g0 for a fixed metric g0.
4 The scaling dimensions of
the zero modes naturally equals their form degree. These equal the scaling dimensions
of the quantum fluctuations of the fields, except for η, whose quantum fluctuation has
dimension 2 instead of 0 [2, Section 2.3]. Thus we see that the terms of the Lagrangian
involving η and χ have scaling dimension larger than four, except when we replace η
by its zero-mode η0. Similarly, the term involving η in the surface operator (2.12) has
dimension 2 if we replace η by its zero mode. One can show that the corrections due
to the quantum fluctuations of χ do not survive in the limit t → ∞, assuming that
b1(M) = 0.
Therefore, the path integral over the fermionic fields is reduced to the integral over
zero modes. Collecting the terms involving the zero modes gives∫
[dη0 dχ0] exp
(
−
√
2i
16π
dτ¯
da¯
∫
M
η0 χ0 ∧ (F+ − 4πb+)− i
π
√
2
∫
x
1
2
d2u¯
da¯2
η0 χ0
)
, (3.8)
4This one-parameter family of metrics belongs to a single chamber.
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Carrying out the integral gives∫
M
(√
2i
16π
dτ¯
da¯
(F − 4πb) + i√
2
dρ¯
da¯
)
∧ J, (3.9)
where J is the normalization of J , J/
√
Q(J). This can interestingly be written in a
simpler form as a derivative to τ¯ ,√
τ2
4π
dτ¯
da¯
∂τ¯
√
2τ2B(F + 4πb, J), (3.10)
where we used the notation (3.1), and ∂τ¯ acts on all terms to its right.
Finally, the photon path integral contains a sum over all fluxes times a factor
of τ
− 1
2
2 [12].
5 The U(1) fluxes [F ]/4π lie in a shift of the integer cohomology group
H2(M,Z) by half the second Stiefel-Whitney class w2(E) of the SU(2) or SO(3) bundle
E, since F is the field strength of the unbroken U(1) gauge group. We introduce the
conjugacy class µ ∈ H2(M,Z/2Z), such that w2(E) = 2µ + H2(M, 2Z) and 14π [F ] ∈
H2(M,Z) + µ. With k = 1
4π
[F ], the photon path integral can be written concisely in
terms of a Siegel-Narain theta series ΨJµ(τ,ρ) defined as
ΨJµ(τ,ρ) = exp
(−2πτ2b2+) ∑
k∈Λ+µ
∂τ¯
(√
2τ2B(k + b, J)
)
(−1)B(k,KM) exp(−iπτ¯k2+ − iπτk2− − 2πiB(k+, ρ¯)− 2πiB(k−,ρ)) , (3.11)
where we identify Λ with H2(M,Z). The first exponential on the right hand side of
(3.11) is due to (3.7), and the first term after the summation sign due to (3.10) divided
by
√
τ2. We recognize the couplings in the exponent on the second line as due to
the classical Yang-Mills action [12, 48] and the surface operators I˜+ and I˜−. The sign
(−1)B(k,KM), with KM the canonical class ofM , arises from integrating out the massive
fermions in the Coulomb branch of the topologically twisted theory [12].
The path integral with the insertions of the point and surface operator then equals
ΦJµ(p,x) =
∫
MC
da ∧ da¯ ν(τ) dτ¯
da¯
ΨJµ(τ,ρ) e
2pu+x2 G. (3.12)
The integration domain is most naturally stated in terms of τ , rather then a. Since the
duality group of Seiberg-Witten theory is Γ0(4), the domain for τ is naturally H/Γ0(4).
We then arrive at the following modular integral
ΦJµ(p,x) =
∫
H/Γ0(4)
dτ ∧ dτ¯ ν˜(τ) ΨJµ(τ,ρ) e2pu+x
2 G, (3.13)
where we defined
ν˜ = ν
da
dτ
. (3.14)
5Here we assumed b1 = 0; for a non-simply connected four-manifold this factor equals τ
(b1−1)/2
2 .
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3.2 Modular invariance of the integrand
For completeness, we discuss in this subsection invariance of the integrand under the
Γ0(4) duality group of Seiberg-Witten theory, which is an important consistency re-
quirement for the integrand. Since dτ ∧ dτ¯ transforms with weight (−2,−2), the in-
tegrand in (3.13) must have modular weight (2, 2). Let us start with the function ΨJµ
(3.11) of the integrand. This is an example of a Siegel-Narain theta function. A general
form of such theta functions which suits our purposes is given in Appendix A, Equation
(A.11). To compare (3.13) with that equation, we set z = ρ and b = Im(ρ)/τ2, with ρ
as defined in (3.6). Furthermore, we identify K in (A.11) with the canonical class KM ,
which is a characteristic element of H2(M,Z).6 The transformation properties of ΨJµ
under SL(2,Z) and Γ0(4) are given in (A.12) – (A.17).
We see that ρ appears in ΨJµ as an elliptic variable. Indeed, since
da
du
from equation
(2.3) is a modular form of weight 1 under Γ0(4), ρ transforms as an elliptic variable.
More precisely, one verifies using the properties of the Jacobi theta functions (A.9),
that ρ transforms under the two generators of Γ0(4) as
ρ(τ + 4) = −ρ(τ), ρ
(
τ
τ + 1
)
=
ρ(τ)
τ + 1
. (3.15)
Note that this differs by a minus sign from the usual transformation of an elliptic
variable under τ → τ + 4.
With these transformations, we can determine the action of Γ0(4) generators on
ΨJµ(τ,ρ). Recall that µ ∈ H2(M,Z/2) in the path integral. Combining (A.15) and
(A.17), we find for the generator τ → τ + 4 of Γ0(4)
ΨJµ(τ,ρ)
∣∣
τ 7→τ+4
= −ΨJµ(τ,ρ). (3.16)
Using (A.16), we derive for the action of the second generator
ΨJµ(τ,ρ)
∣∣
τ 7→ τ
τ+1
= (τ¯ + 1)2(τ + 1)
b2
2 exp
(
− πiρ
2
τ + 1
+
πi
4
σ(M)
)
ΨJµ(τ,ρ), (3.17)
where we used K2M = 8 + σ(M) for simply connected four-manifolds with b
+
2 = 1.
Next we discuss the contact term ex
2G with G given in (2.13). Due to the special
transformations of the weight two Eisenstein series E2 given in (A.5), the contact term
transforms as follows
ex
2G(τ+4) = ex
2G(τ), ex
2G( ττ+1) = ex
2G(τ)+ πi
τ+1
ρ2. (3.18)
6This follows for example from the Hirzebruch-Riemann-Roch theorem for a line bundle.
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The remaining term in the integrand is ν˜. Using the identity((
2i
π
du
dτ
)2
u2 − 1
) 1
8
= ϑ4(τ), (3.19)
we can write ν˜ as
ν˜(τ) = −8i(u2 − 1)da
du
ϑ4(τ)
σ(M). (3.20)
If we express further u and da/du in terms of Jacobi theta functions and use the
transformation properties (A.9) under Γ0(4), one finds
ν˜(τ + 4) = −ν˜(τ), ν˜
(
τ
τ + 1
)
= (τ + 1)2−
b2(M)
2 e−
πiσ(M)
4 ν˜(τ). (3.21)
Combining now (3.16), (3.17), (3.18) and (3.21), we conclude that the integrand of
(3.13) has indeed weight (2,2) under Γ0(4) as required.
4. Evaluation of the u-plane integral
The previous section reduced the path integral (3.4) to the integral (3.13) over the
fundamental domain H/Γ0(4). This domain is the union of six images of the SL(2,Z)
fundamental domain, F = H/SL(2,Z). Taking F as the familiar “key hole” shaped
region of the upper half plane extending along the imaginary axis, we take H/Γ0(4) as
the union of this domain and the images under τ → τ + 1, τ + 2, τ + 3, τ + 4, −1/τ
and 2− 1/τ .
Integrals over F of modular invariant integrands, dτ ∧dτ¯ F , are well-studied in the
literature. They appear for example as inner product on the space of modular forms
[49], as one-loop amplitudes in string theory [20, 21, 50] or in the context of divisors on
symmetric spaces [22]. Depending on the integrand, different techniques are available
to evaluate the integral. A common approach to evaluate the integral is to “unfold”
F to the strip τ ∈ H, τ1 ∈ [−12 , 12 ], either using an Eisenstein or Poincare´ series in the
integrand, or using the technique of lattice reduction [20, 21, 22]. The latter was also
originally used for the u-plane integral [2].
However, the integral may be evaluated more straightforwardly in special cases.
Namely when the integrand F can be expressed as a total derivative with respect to τ¯ ,
F =
∂H
∂τ¯
, (4.1)
with H = H(τ, τ¯) a function which transforms as a modular form of weight 2. As
reviewed in appendix C, the integral receives in this case only a contribution from the
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cusp at i∞, and the final result is∫
F
dτ ∧ dτ¯ F = [H ]q0 . (4.2)
An integral Φ over the fundamental domain for Γ0(4), H/Γ0(4), can similarly be
expressed as a sum over its three cusps at i∞, 0 and 2:
Φ = Φ∞ + Φ0 + Φ2. (4.3)
The contribution of the cusp at infinity, Φ∞, is
Φ∞ = 4 [H ]q0 , (4.4)
which differs by a factor 4 from (4.2) since the arc for large τ2 runs now from τ1 = 3
1
2
to
τ1 = −12 . The contributions from the other two cusps, at τ = 0 and 2, can be mapped
to i∞ using the transformation τ → −1/τ and τ → 1/(2− τ) respectively.
4.1 The u-plane integrand as a total derivative
In order to evaluate the integral (3.13), it is clear from the above that we can readily
evaluate the integral, if we may express the integrand as a total derivative. To this
end, we need to find a non-holomorphic modular form H of weight two, which satisfies
∂τ¯H = ν˜ Ψ
J
µ. (4.5)
In the remainder of this section, we determine such an H making use of indefinite
theta series [18]. This allows us to rederive the Donaldson invariants for Hirzebruch
surfaces and the projective plane, and also the wall-crossing formula for ΦJµ for an
arbitrary simply connected four-manifoldM with b+2 = 1, See Appendix B for a concise
introduction to indefinite theta functions. Here we recall the definition of Θ̂JJ
′
µ : H ×
Cb2 → C. The function ΘJJ ′µ depends on two parameters J and J ′. As the notation
suggests, we identify J with the period point of the metric of M in H2(M). We choose
furthermore J ′ ∈ H2(M,Z) such that (J ′)2 = 0 and B(J, J ′) > 0. We deduce from the
classification of Lorentzian lattices, Eqs (3.2) and (3.3), that such a vector does indeed
exist for any smooth, closed, oriented four-manifold M with b+2 = 1 and b2 > 1. With
this choice of parameters, ΘJJ
′
µ is defined as
Θ̂JJ
′
µ (τ, z) =
∑
k∈Λ+µ
1
2
(
E(
√
2τ2B(k + b, J))− sgn(
√
2τ2B(k + b, J
′))
)
× (−1)B(k,KM)q−k2/2e−2πiB(z,k),
(4.6)
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where E(t) : R→ [−1, 1] is a reparametrisation of the error function,
E(t) = 2
∫ t
0
e−πu
2
du = Erf(
√
πt), (4.7)
and J = J/
√
Q(J) is the normalisation of J as before.
Appendix B discusses that Θ̂JJ
′
µ transforms as a modular form of weight b2/2 under
Γ0(4) (B.4), and that its derivative to τ¯ equals
∂τ¯ Θ̂
JJ ′
µ (τ, z) =Ψ
J
µ(τ, z), (4.8)
with ΨJµ(τ, z) equal to the sum over U(1) fluxes (3.11). We see from (4.8) that if we
set
H = ν˜(τ) Θ̂JJ
′
µ (τ,ρ) e
2pu+x2G, (4.9)
then it satisfies indeed (4.1) with F the integrand of u-plane integral (3.13). Note that
there is an ambiguity in (4.8) since addition of a holomorphic modular form to Θ̂JJ
′
µ
does not change the right hand side. This is related to the ambiguity in the choice
of J ′. We assume that this ambiguity can be fixed by basic arguments, for example
the existence of an “empty” chamber. We will see this later in this section for the
Hirzebruch surfaces and the projective plane P2.
Recall from (4.3) that the contributions to the integral are coming from the three
cusps. The contribution from the cusp at infinity (4.4) is given by
4
[
ν˜(τ) ΘJJ
′
µ (τ,ρ) e
2pu+x2G
]
q0
, (4.10)
where ΘJJ
′
µ is the holomorphic indefinite theta series (B.1), obtained from (4.6) by
replacing E(x) by sgn(x). One first expands in (4.10) in the fugacities p and x, and
then in q. The contributions to the integral from the other cusps follows similarly after
transforming τ → −1/τ and 1/(2−τ) in the integrand. If the metric of M has positive
scalar curvature, the u−plane integral completely determines the Donaldson invariants.
We briefly mention the wall-crossing formula which was earlier derived from the
u-plane integral in [2]. This formula gives the discontinuous change of ΦJµ under the
variation of a metric with period point J0 to one with period point J1 ∈ H2(M). It is
clear from the above that the difference ∆ΦJ1J0µ = Φ
J1
µ − ΦJ0µ is given by
∆ΦJ1J0µ (p,x) =
∫
H/Γ0(4)
dτ ∧ dτ¯ ν˜ (ΨJ1µ −ΨJ0µ ) e2pu+x2G.
The contribution from the cusp at i∞ gives then
∆ΦJ1J0µ (p,x) = 4
[
ν˜(τ) ΘJ1J0µ (τ,ρ) e
2pu+x2G
]
q0
, (4.11)
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while the contributions of other cusps are cancelled the wall-crossing of Seiberg-Witten
invariants [2]. This reproduces Go¨ttsche’s wall-crossing formula [13, Theorem 3.3] and
the expression of Go¨ttsche-Zagier in terms of an indefinite theta series [14, Corollary
4.3].
4.2 Application to the Hirzebruch surfaces Fℓ
In this subsection, we specialize the four-manifold M to one of the Hirzebruch surfaces
Fℓ. A Hirzebruch surface is a fibration π : Fℓ → C with fibre f ∼= P1 over a base
C ∼= P1. The base and the fibre form a basis for H2(Fℓ,Z), in terms of which the
canonical class Kℓ is expressed as Kℓ = −2C − (2 + ℓ)f . The intersection matrix for
(C, f ) is
QFℓ =
(−ℓ 1
1 0
)
. (4.12)
Note in particular that f is an element of H2(Fℓ) with vanishing norm, f
2 = 0. Two
Hirzebruch surfaces Fℓ1 and Fℓ2 are (real) diffeomorphic if ℓ1 = ℓ2 mod 2, while they
are complex diffeomorphic only for ℓ1 = ℓ2. For more details on Hirzebruch surfaces
see for example [51].
To evaluate ΦJµ for Fℓ using (4.9), consider the indefinite theta function (4.6) with
the quadratic form (4.12) above. We set J ′ = f , which is fixed by the fact that no
stable bundles exist for metrics with this period point. Indeed for J = f , ΘJfµ vanishes.
One may show that only the cusp at∞ contributes to the integral for Fℓ, and we arrive
thus for ΦJµ at the following expression
ΦJµ(p,x) = 32i
[
(u2 − 1) da
du
ΘJfµ (τ,ρ) e
2pu+x2G
]
q0
. (4.13)
We can simplify the expression for ΘJfµ and express it as a (generalized) Appell
sum. To this end, write k as k =m+ nf , with m such that
B(m+ b, J)/B(f , J) ∈ [0, 1).
Then ΘJfµ takes the form
ΘJfµ (τ,ρ) =
∑
m∈Λ+µ
B(m+b,J)/B(f ,J)∈[0,1)
∑
n∈Z
(−1)B(m,Kℓ)q−m2/2e−2πiB(ρ,m)
× 1
2
(sgn(B(m+ b, J) + nB(f , J))− sgn(B(m+ b, f )))
× (−1)nB(f ,Kℓ)q−nB(f ,m)e−2πinB(ρ,f).
(4.14)
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Carrying out the sum over n as a geometric series, we find
ΘJfµ (τ,ρ) =
∑
m∈Λ+µ
B(m+b,J)/B(f ,J)∈[0,1)
(−1)B(m,Kℓ)q−m2/2e−2πiB(ρ,m)
1− q−B(f ,m)e−2πiB(ρ,f) , (4.15)
where we used that B(f , Kℓ) = −2.
Of particular interest in the literature is the suitable polarization Jǫ = (ǫ(C +
ℓf ) + f)/
√
ℓǫ2 + ǫ, with ǫ sufficiently small such that no walls are crossed between f
and Jǫ for the rank two vector bundles. If B(µ, f) ∈ Z + 12 the condition on m has
no solutions in agreement with the fact there are no stable bundles for such metrics.
If B(µ, f ) ∈ Z we have the solutions m = 0 and m = 1
2
f , due to strictly semi-stable
bundles. One finds therefore
ΘJǫf0 (τ,ρ) =
1
1− e−2πiB(ρ,f) ,
ΘJǫJ
′
f (τ,ρ) =
−e−πiB(ρ,f)
1− e−2πiB(ρ,f) =
i
2 sin(πB(ρ, f ))
.
(4.16)
Using (2.7) and letting x = xCC + xff ∈ H2(Fℓ,R), we arrive at the following non-
vanishing generating function for Donaldson invariants for the suitable polarization
Jǫ,
ΦJǫ0 (p,x) = −16
[
(u2 − 1)da
du
e2pu+x
2G(u) cot(1
2
xC du/da)
]
q0
,
ΦJǫ1
2
f
(p,x) = 16
[
(u2 − 1)da
du
e2pu+x
2G(u) 1
sin(1
2
xC du/da)
]
q0
,
(4.17)
where we expressed ΦJǫ0 in terms of cot(x) using the fact that only odd powers of xf
contribute to the expansion of the right hand side. This is in agreement with [14,
Theorem 5.3] and [2, Section 8.2].
4.3 Application to the projective plane P2
We consider the complex projective plane P2 as another application of indefinite theta
functions to the u-plane integral. Since b2(P
2) = 1 in this case, the period point of
the metric is proportional to the hyperplane class H . Since there is thus no chamber
dependence, we omit it from the notation. The sum over U(1) fluxes Ψµ is given by
7
Ψµ(τ, ρ) = exp
(−2πτ2b2) ∑
k∈Z+µ
∂τ¯
(√
2τ2(k + b)
)
× (−1)3k q¯k2/2e−2πiρ¯k,
(4.18)
7We omit the boldface font here for k, b and ρ, since they are elements of one-dimensional spaces.
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where we have used that the canonical class KP2 equals 3H .
Since the lattice H2(P2,Z) is one-dimensional, we can not directly apply the in-
definite theta function to integrate over the Coulomb branch. However, we can extend
the one-dimensional lattice to a two-dimensional lattice by dividing and multiplying by
the Jacobi theta function θ4 defined in (A.8): Ψµ =
θ4(τ)
θ4(τ)
Ψµ. Geometrically one may
interpret these manipulations in terms of the blow-up P̂2 of P2; note that the measure
(3.20) differs by a factor θ−14 for P
2 and P̂2. Including the summation over Z in θ4 in
the lattice sum, Ψµ(τ, ρ) reads
Ψµ(τ, ρ) =
exp(−2πτ2b2)
θ4(τ)
×
∑
(k1,k2)∈Z2+(µ,0)
∂τ¯
(√
2τ2(k1 + b)
)
(−1)3k1+k2 q¯k21/2qk22/2e−2πiρ¯k1 .
(4.19)
Our earlier discussion shows that Ψµ(τ, ρ) can be expressed as an anti-holomorphic
derivative,
1
θ4(τ)
∂τ¯ Θ̂
JJ ′
µ (τ, ρ), (4.20)
where Θ̂JJ
′
µ is the completion of the indefinite theta function Θ
JJ ′
µ whose associated
lattice Λ is the two-dimensional lattice with diagonal quadratic form diag(1,−1). The
two-dimensional parameters µ and ρ are given by (µ, 0) and (ρ, 0) respectively, whereas
the two parameters J, J ′ ∈ Λ⊗ R are given by J = (1, 0) and J ′ = (1, 1) respectively.
The lattice sum in ΘJJ
′
µ can be partially carried out using a geometric series, leading
to the expression
ΘJJ
′
µ (τ, ρ) = w
µ(−1)2µ
∑
ℓ∈Z+µ
(−1)ℓq 12 ℓ2+µℓ
1− wqℓ , (4.21)
with w = e2πiρ. This is, up to a prefactor, a specialization of the Appell sum [18]
A(u, v, τ) = eπiu
∑
n∈Z
(−1)nqn(n+1)/2e2πinv
1− e2πiuqn . (4.22)
Treating first the case µ = 1
2
, we arrive at the following expression for the generating
function Φ 1
2
(p, x)
Φ 1
2
(p, x) = −32i
[
(u2 − 1) da
du
e2pu+x
2G(u)ΘJJ
′
( 1
2
,0)
(τ, ρ)
]
q0
, (4.23)
which gives for the first few terms
Φ 1
2
(0, x) = 1 +
3
16
x4
4!
+
29
32
x8
8!
+
69525
4096
x12
12!
+O(x16). (4.24)
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These terms are in agreement with [17, Theorem 4.4], while the full series matches the
expression of Go¨ttsche [13, Theorem 3.5].
Next we consider µ = 0. The series Φ0(p, x) can be determined similarly using
multiplication and division by θ4. However, we notice from (4.21) that Θ̂0(τ, ρ) is then
divergent for small ρ, which is at odds with the Donaldson invariants being polynomials
in x. The resolution is that the holomorphic integration constant mentioned below
(C.4) is non-vanishing in this case. Using the blow-up formula, one finds that the
constant equals
C(τ, ρ) =
θ4(τ, 0)
θ4(τ, ρ)
∂ρ ln
(
θ1(τ, ρ)
θ4(τ, ρ)
)
,
leading to the following expression for Φ0(p, x)
Φ0(p, x) = −32i
[
(u2 − 1) da
du
e2pu+x
2G(u)
(
C(τ, ρ) + e−πiρA(ρ,−1
2
τ, τ)
)]
q0
. (4.25)
To relate this to the expression of [13, Theorem 3.5]. We recall the periodicity
property of the Appell function (4.22) from [18, Chapter 1],
A(u, v, τ)
θ1(v, τ)
− A(u+ z, v + z, τ)
θ1(v + z, τ)
=
η3 θ1(u+ v + z, τ) θ1(z, τ)
θ1(u, τ) θ1(v, τ) θ1(u+ z, τ) θ1(v + z, τ)
. (4.26)
Letting v = −1
2
τ and taking the limit z → 1
2
τ , one finds
C(τ, ρ) + e−πiρA(ρ,−1
2
τ, τ) =
θ4(τ)
η(τ)3
∑
k1∈Z
k2∈Z+
1
2
(sgn(k1 + a)− sgn(k1 + k2 + a))
× k2 (−1)k1+k2e2πiρk1q−k21/2+k22/2.
(4.27)
Substitution of this expression in (4.25) reproduces the expression in [13, Theorem 3.5].
For completeness, we list the first few terms in the expansion
Φ0(p, x) = −3
2
x+
x5
5!
+ 3
x9
9!
+ 54
x13
13!
+O(x17), (4.28)
in agreement with [17, Theorem 4.2] and [2]. One can arrive at the rhs of (4.27)
alternatively by multiplying and dividing in (4.19) by θ1(z, τ) rather than θ4(τ), and
taking the limit z → 0 in ΘJJ ′0 (τ, ρ, z)/θ1(z, τ). A similar procedure was used in the
context of D3-instanton corrections [52, Section 4].
5. On the extension to gauge groups with rank > 1
Donaldson-Witten theory can be generalized to theories with a gauge group G with
rank r > 1 [3, 53] using the corresponding Seiberg-Witten geometries [54, 55, 56,
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57]. Mochiziku [58] developed an algebraic-geometric framework to discuss higher rank
Donaldson invariants. This section generalizes the Q¯-exact surface operator (2.11) to
theories with gauge group G, and discusses the sum over U(1)r fluxes of the Coulomb
branch integrand for a four-manifold M with b1 = 0 and b
+
2 = 1. We keep this section
relatively short and refer the reader for the details to [53].
Let us consider the Coulomb branch of a N = 2 supersymmetric Yang-Mills theory
whose gauge group G has rank r. We denote the Cartan elements of the Lie algebra
by HK , K = 1, . . . , r. Then, the vacuum expectation value of the scalar component of
the N = 1 chiral superfield can classically be brought to the form
φ =
r∑
K=1
aKHK . (5.1)
The aK provide local special coordinates on the Coulomb branch moduli space. Alterna-
tively, one can consider the r Weyl invariant Casimirs uK , K = 1, . . . , r, as coordinates
on the Coulomb branch. At a generic point on the Coulomb branch, the field content
consists of r copies of the effective U(1) theory described in Section 2, which are dis-
tinguished by a superscript: AK , ψK , . . . , for K = 1, . . . , r. The effective coupling
τKL = τKL(a
M ) is now an r × r matrix. The effective Coulomb branch theory breaks
down at the locus where gauge bosons become massless, or more geometrically, the
corresponding Seiberg-Witten curve becomes singular.
Most aspects of the rank one Donaldson-Witten theory generalize to rank r without
much effort. For example after topological twisting, the action of the Q¯ operator on
the fields is given by
[Q¯, AK ] = ψK , [Q¯, aK ] = 0, [Q¯, a¯K ] =
√
2iηK ,
[Q¯, DK] = (dAψK)+, {Q¯, ψK} = 4
√
2 daK ,
{Q¯, ηK} = 0, {Q¯, χK} = i(F+ −D)K .
(5.2)
The effective Lagrangian on the Coulomb branch is similarly a straightforward gener-
alization of the rank 1 case [53].
There is a larger freedom for the construction of surface operators in the higher
rank theories. Starting from any invariant function U = U(aK) of the coordinates aK ,
one may construct a suitable surface operator. The operator I˜− (2.10) generalized to
general r takes the form [53]
I˜−(x) =
∫
x
i
32
√
2π
UKLψK ∧ ψL − i
4π
UK(F− +D)K ,
where the subscripts indicate differentiation to aK :
UK = dU
daK
, UKL = d
2 U
daKdaL
.
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The generalization of the Q¯-exact surface operator I˜+ (2.12) is similarly given by
I˜+(x) = − 1
4π
∫
x
{Q¯, U¯K χK} , (5.3)
which using the algebra (5.2) becomes
I˜+(x) = − i
2
√
2π
∫
x
U¯KLηKχL + 1√
2
U¯K(F+ −D)K . (5.4)
Our next aim is derive the sum over the U(1)r fluxes kK , ΨJr,µ, when both I˜+ and
I˜− are inserted in the path integral. After integrating out the auxiliary fields D
K , we
find that ΨJr,µ is given by
ΨJr,µ(τKL,ρK) =
1√
det v
e−2πvKLb
K
+ b
L
+
∑
k∈Γ
(−1)B(kKWK ,KM )K(k,ρ, ω)
× exp
(
− iπτ¯KLB(kK+ ,kL+)− iπτKLB(kK− ,kL−)− 2πiB(kK+ , ρ¯K)− 2πiB(kK− ,ρK)
)
(5.5)
where vKL = Im(τKL), WK are the components of the Weyl vector of G, and we
introduced
ρK ≡
x
2π
UK ∈ H2(M,C), bK = vKLIm(ρL) ∈ H2(M,R),
in analogy to the rank one case. The kernel K in (5.5) is given by the integral over the
fermion zero modes
K(k,ρ, ω) =
∫ [ r∏
K,L=1
dηK0 dχ
L
0
]
exp
(
−
√
2i
4
∫
M
F¯KLMηK0 χL0 ∧ (k+ − b+)M
− i√
2
ρ¯KLη
K
0 χ
L
0 +
1
64π
vKP F¯KLMF¯PQRηL0 χM0 ∧ ηQ0 χR0
)
,
(5.6)
where FKLM = dτKL/daM . Carrying out this integral for G =SU(3) (r = 2), we arrive
at
K(k,ρ, ω) = 1
8
(F¯11KB(kK − bK , J) + 2B(ρ¯11, J)) (F¯22LB(kL − bL, J) + 2B(ρ¯22, J))
− 1
8
(F¯12KB(kK − bK , J) + 2B(ρ¯12, J)) (F¯12LB(kL − bL, J) + 2B(ρ¯12, J))
+
1
32π
(F¯11KF¯22L − F¯12KF¯12L)vKL.
We leave it for future work to express ΨJr,µ as a total derivative of a¯
K .
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6. Conclusion and discussion
We have discussed partition functions of Donaldson-Witten theory for a four-manifold
M with b+2 = 1, and in particular the contribution of the integral over the Coulomb
branch. We have shown that for gauge group SU(2) and SO(3) the integrand may be
expressed as τ¯ -derivative of an indefinite theta function, after insertion of a Q¯-exact
surface operator I˜+ which couples to the self-dual part of the field strength F . This
allows to readily evaluate the integral, and to express it as a sum over the cusps of the
integration domain. In this way, we reproduce the result of Go¨ttsche, who expressed
generating series of Donaldson invariants in terms of a residue of an indefinite theta
function.
There are various directions to which our results may be applied and generalized,
in particular the evaluation of partition functions of other four-dimensional theories,
such as those including matter and higher rank gauge groups. Besides the fundamental
interest in path integrals of Yang-Mills theories, this may also prove useful for estab-
lishing new four-manifold invariants [59].
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A. Modular forms and theta functions
We collect in this appendix a few essential aspects of the theory of modular forms. For
more comprehensive treatments we refer the reader to the available literature. See for
example [60, 61, 62].
Modular groups
The modular group SL(2,Z) is the group of integer matrices with unit determinant
SL(2,Z) =
{(
a b
c d
)∣∣∣∣ a, b, c, d ∈ Z; ad− bc = 1} . (A.1)
We introduce moreover the congruence subgroup Γ0(n)
Γ0(n) =
{(
a b
c d
)
∈ SL(2,Z)
∣∣∣∣ b = 0 mod n} . (A.2)
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Eisenstein series
We let τ ∈ H and define q = e2πiτ . Then the Eisenstein series Ek : H → C for even
k ≥ 2 are defined as the q-series
Ek(τ) = 1− 2k
Bk
∞∑
n=1
σk−1(n) q
n, (A.3)
with σk(n) =
∑
d|n d
k the divisor sum. For k ≥ 4, Ek is a modular form of SL(2,Z) of
weight k. In other words, it transforms under SL(2,Z) as
Ek
(
aτ + b
cτ + d
)
= (cτ + d)kEk(τ). (A.4)
On the other hand E2 is a quasi-modular form, which means that the SL(2,Z) trans-
formation of E2 includes a shift in addition to the weight,
E2
(
aτ + b
cτ + d
)
= (cτ + d)2E2(τ)− 6i
π
c(cτ + d). (A.5)
Dedekind eta function
The Dedekind eta function η : H→ C is defined as
η(τ) = q
1
24
∞∏
n=1
(1− qn). (A.6)
It is a modular form of weight 1
2
under SL(2,Z) with a non-trivial multiplier system.
It transforms under the generators of SL(2,Z) as
η(−1/τ) = −i√−iτ η(τ),
η(τ + 1) = e
πi
12 η(τ).
(A.7)
Jacobi theta functions
The four Jacobi theta functions ϑj : H× C→ C, j = 1, . . . , 4, are defined as
ϑ1(τ, v) = i
∑
r∈Z+ 1
2
(−1)r− 12 qr2/2e2πirv,
ϑ2(τ, v) =
∑
r∈Z+ 1
2
qr
2/2e2πirv,
ϑ3(τ, v) =
∑
n∈Z
qn
2/2e2πinv,
ϑ4(τ, v) =
∑
n∈Z
(−1)nqn2/2e2πinv.
(A.8)
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We let ϑj(τ, 0) = ϑj(τ) for j = 2, 3, 4. Their transformations under the generators
of Γ0(4) are
ϑ2(τ + 4) = −ϑ2(τ), ϑ2
(
τ
τ + 1
)
=
√
τ + 1ϑ3(τ),
ϑ3(τ + 4) = ϑ3(τ), ϑ3
(
τ
τ + 1
)
=
√
τ + 1ϑ2(τ),
ϑ4(τ + 4) = ϑ4(τ), ϑ4
(
τ
τ + 1
)
= e−
πi
4
√
τ + 1 ϑ4(τ).
(A.9)
Siegel-Narain theta function
Siegel-Narain theta functions form a large class of theta functions of which the Jacobi
theta functions are a special case. We restrict here to a specific Siegel-Narain theta
function for which the associated lattice Λ is a uni-modular lattice of signature (1, n−1)
(or a Lorentzian lattice). We denote the bilinear form by B(x,y) and the quadratic
form B(x,x) ≡ Q(x) ≡ x2. Let K be a characteristic vector of Λ, such that Q(k) +
B(k, K) ∈ 2Z for each k ∈ Λ.
Given an element J ∈ Λ⊗ R with Q(J) > 0, we may decompose the space Λ ⊗ R
in a positive definite subspace Λ+ spanned by J , and a negative definite subspace Λ−,
orthogonal to Λ+. Let J = J/
√
Q(J) be the normalization of J . The projections of a
vector k ∈ Λ to Λ+ and Λ− are then given by
k+ = B(k, J) J, k− = k − k+. (A.10)
Given this notation, we can introduce the Siegel-Narain theta function of our in-
terest ΨJµ : H× C→ C. Let J be as discussed above (A.10) and µ ∈ Λ⊗ R. Then ΨJµ
is defined by8
ΨJµ(τ, z) =e
−2πτ2b
2
+
∑
k∈Λ+µ
∂τ¯ (
√
2τ2B(k + b, J)) (−1)B(k,K)q−k2−/2q¯k2+/2
× e−2πiB(z,k−)−2πiB(z¯,k+),
(A.11)
where b = Im(z)/τ2 ∈ Λ ⊗ R. The parameter b is typically taken independent of τ¯ in
the literature, and in that case (A.11) simplifies. In the application in the main text,
z is actually a modular form of weight −1, such that b is not independent of τ¯ . The
derivative ∂τ¯b transforms then as a modular form of mixed weight (1, 2).
To determine the modular properties of ΨJµ, one may use the standard technique
of Poisson resummation, as for example in [22]. To this end, it is most convenient to
8For brevity we list in ΨJ
µ
only the holomorphic arguments τ and z, even though the function does
also depend on τ¯ and z¯.
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shift µ by K/2. One finds for the modular transformations of ΨJµ under the generators
of SL(2,Z) the following identities
ΨJµ+K/2(τ + 1, z) =e
πi(µ2−K2/4)ΨJµ+K/2(τ, z + µ),
ΨJµ+K/2(−1/τ, z/τ) =− i(−iτ)
n
2 (iτ¯ )2 exp
(−πiz2/τ + πiK2/2) (−1)B(µ,K)
×ΨJK/2(τ, z − µ).
(A.12)
We note that a shift in z by ν ∈ Λ ⊗ R times τ , can be related to a shift in µ by the
following identity
ΨJµ(τ, z + ντ) = e
2πiB(z,ν)qν
2/2(−1)−B(ν,K)ΨJµ+ν(τ, z), (A.13)
while shifting z by ν ∈ Λ⊗ R gives
ΨJµ(τ, z + ν) = e
−2πiB(ν,µ)ΨJµ(τ, z). (A.14)
Due to the relation (A.13), the parameters µ and z are somewhat redundant as
arguments of ΨJµ. They play however different roles in the main part of this article.
There µ is one half the second Stiefel-Whitney class of a line bundle and therefore
restricted to Λ/2, while z is a fugacity valued in Λ ⊗ C. For such µ ∈ Λ/2 one can
show that ΨJµ is a modular form of the congruence subgroup Γ
0(4). The action of the
generators of Γ0(4) on ΨJµ with µ ∈ Λ/2 is given by
ΨJµ(τ,−z) = −e2πiB(µ,K)ΨJµ(τ, z), (A.15)
ΨJµ
(
τ
τ + 1
,
z
τ + 1
)
= (τ + 1)
n
2 (τ¯ + 1)2 exp
(
− πiz
2
τ + 1
+
πi
4
K2
)
ΨJµ(τ, z), (A.16)
ΨJµ(τ + 4, z) = e
2πiB(µ,K)Ψµ(τ, z). (A.17)
B. Indefinite theta functions for uni-modular lattices of signa-
ture (1, n− 1)
We discuss in this appendix various aspects of indefinite theta functions and their
modular completion. We assume that the associated lattice Λ is unimodular and of
signature (1, n− 1) and use the notation discussed in Appendix A.
To define the indefinite theta function, we choose two positive definite vectors J
and J ′ ∈ Λ ⊗ R with B(J, J ′) > 0, such that they both lie in the same positive cone
of Λ. Let J and J ′ be their normalizations as before. The arguments of theta function
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are τ ∈ H, z ∈ Λ⊗ C and µ ∈ Λ⊗ R. We let b = Im(z)/τ2 ∈ Λ⊗ R. In terms of this
data, the indefinite theta function ΘJJ
′
µ is defined as
ΘJJ
′
µ (τ, z) =
∑
k∈Λ+µ
1
2
(sgn(B(k + b, J))− sgn(B(k + b, J ′)))
(−1)B(k,K)q−k2/2e−2πiB(z,k).
(B.1)
One may show that the sum over Λ is convergent [18]. However, ΘJJ
′
µ does only trans-
form as a modular form after addition of certain non-holomorphic terms. References
[18, 19] explain that the modular completion Θ̂JJ
′
µ of Θ
JJ ′
µ is obtained by substituting
(rescaled) error functions for the sgn-functions in (B.1). The completion Θ̂JJ
′
µ then
transforms as a modular form of weight n/2, and is explicitly given by
Θ̂JJ
′
µ (τ, z) =
∑
k∈Λ+µ
1
2
(
E(
√
2τ2B(k + b, J))− E(
√
2τ2B(k + b, J
′))
)
× (−1)B(k,K)q−k2/2e−2πiB(z,k),
(B.2)
where E(u) : R→ [−1, 1] is a reparametrization of the error function,
E(u) = 2
∫ u
0
e−πt
2
dt = Erf(
√
πu). (B.3)
Note that in the limit τ2 → ∞, E in (B.2) approaches the original sgn-function of
(B.1),
lim
τ2→∞
E
(√
2τ2 u
)
= sgn(u).
If we analytically continue E to a function with complex argument, then this limit is
only convergent for −π
4
< Arg(u) < π
4
.
The transformation properties under SL(2,Z) follow from chapter 2 of Zwegers’
thesis [18] or Vigne´ras [63]. One finds for the action of the generators on Θ̂JJ
′
µ+K/2(τ, z)
Θ̂JJ
′
µ+K/2(τ + 1, z) = e
πi(µ2−K2/4) Θ̂JJ
′
µ+K/2(τ, z + µ),
Θ̂JJ
′
µ+K/2(−1/τ, z/τ) = i(−iτ)n/2 exp
(−πiz2/τ + πiK2/2) Θ̂JJ ′K/2(τ, z − µ). (B.4)
For our application, the τ¯ -derivative of Θ̂JJ
′
µ is of particular interest. This gives
the “shadow”9 of ΘJJ
′
µ , whose modular properties are easier to determine than those of
ΘJJ
′
µ . We obtain here
∂τ¯ Θ̂
JJ ′
µ (τ, z) =Ψ
J
µ(τ, z)−ΨJ
′
µ (τ, z), (B.5)
9Since indefinite theta functions are mixed mock modular forms in general, the notion of “shadow”
used here is slightly different from its definition for mock modular forms [19].
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with ΨJµ (A.11) the same function discussed in Appendix A. The modular properties
of ΨJµ are given in (A.12), and can be obtained using standard Poisson resummation.
The completion (B.2) may simplify if the lattice Λ contains vectors k0 ∈ Λ with
norm k20 = 0. For such lattices J and/or J
′ can be chosen to equal such a vector, and
careful analysis of the limit shows that the error function reduces to the original sgn-
function [18]. We assume now that J ′ ∈ Λ such that (J ′)2 = 0. To ensure convergence of
the sum, one needs to require furthermore that B(k+b, J ′) 6= 0 for any k ∈ Λ+K/2+µ,
except if one also has B(k + b, J) = 0. Then the completion Θ̂JJ
′
µ is given by
Θ̂JJ
′
µ (τ, z) =
∑
k∈Λ+K/2+µ
1
2
(
E(
√
2τ2B(k + b, J))− sgn(B(k + b, J ′))
)
× (−1)B(k,K)q−k2/2e−2πiB(z,k),
(B.6)
with shadow
∂τ¯Θ
JJ ′
µ (τ, z) = Ψ
J
µ(τ, z). (B.7)
We note that it is important here that J ′ ∈ Λ, since Θ̂JJ ′µ is otherwise not convergent.
A divergent example is discussed in [52, Appendix B.3].
C. Integrating over the fundamental domain
In this appendix we discuss the recipe we use to evaluate the integral over the u-plane.
Let FY be the compact set, whose boundaries are given by the following arcs
1 : τ = 1
2
+ iτ2, τ2 ∈ [12
√
3, Y ],
2 : τ = τ1 + iY, τ1 ∈ [−12 , 12 ],
3 : τ = −1
2
+ iτ2, τ2 ∈ [12
√
3, Y ],
4 : τ = i eiϕ, ϕ ∈ [−π
6
, π
6
].
(C.1)
We denote the non-compact subset obtained in the limit, limY→∞FY , by F∞, which
can be chosen as the fundamental domain F = H/SL(2,Z) of the modular group. We
are interested in integrals of the form
IF = lim
Y→∞
∫
FY
dτ ∧ dτ¯ F, (C.2)
where F = F (τ, τ¯) is a non-holomorphic function of τ , which transforms under SL(2,Z)
as
F
(
aτ + b
cτ + d
,
aτ¯ + b
cτ¯ + d
)
= |cτ + d|4F (τ, τ¯), (C.3)
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such that the integrand is modular invariant. Furthermore, we allow that F has a pole
at i∞ and its images in Q under SL(2,Z), but assume that F is regular elsewhere. We
make furthermore the crucial assumption that F can be expressed as a total derivative
F =
∂H
∂τ¯
, (C.4)
where H = H(τ, τ¯) is a function which transforms as a weight two modular form. Note
that H is not unique since adding a weakly holomorphic modular of weight 2 to H does
not change (C.4). Assuming that this ambiguity is fixed by other means, we see that
the integrand is exact
−d (H dτ) . (C.5)
Therefore, by Stokes theorem IF equals
IF = − lim
Y→∞
∫
∂FY
H dτ.
Since the integrand is invariant under τ → τ + 1, the contribution of the arcs (1) and
(3) in (C.1) add up to 0. Moreover, since the integrand is invariant under τ → − 1
τ
, the
contribution due to arc (4) vanishes. Thus what remains is arc (2), which is traversed
in counterclockwise direction. As a result we find
IF = − lim
Y→∞
∫ − 1
2
+iY
1
2
+iY
H dτ = [H ]q0 , (C.6)
where the [H ]q0 denotes the coefficient of q
0 of H .
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