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A versatile control of magnetic systems, widely used to store information, can also enable ma-
nipulating Majorana bounds states (MBS) and implementing fault-tolerant quantum information
processing. The proposed platform relies on the proximity-induced superconductivity in a two-
dimensional electron gas placed next to an array of magnetic tunnel junctions (MTJs). A change in
the magnetization configuration in the MTJ array creates tunable magnetic textures thereby remov-
ing several typical requirements for MBS: strong spin-orbit coupling, applied magnetic field, and
confinement by one-dimensional structures which complicates demonstrating non-Abelian statis-
tics through braiding. Recent advances in fabricating two-dimensional epitaxial superconduc-
tor/semiconductor heterostructures and designing tunable magnetic textures support the feasibility
of this novel platform for MBS.
1. Introduction
Emergent and topologically-nontrivial quasiparticles in
superconductors, such as Majorana bound states (MBS),
are neither Fermions, nor Bosons. Instead, exchanging
MBS yields a non-commutative phase, a sign of non-
Abelian statistics and non-local degrees of freedom to im-
plement fault-tolerant quantum information processing
[1, 2]. While superconductors combine desirable quan-
tum coherence and an energy gap, a spinless p-wave
electron pairing required for MBS remains elusive [3–
6]. Even among potential p-wave candidates their pair-
ing symmetry may have an alternative explanation [7].
Rather than seeking an inherent p-wave superconductor,
a common approach to realize MBS is to use conven-
tional s-wave superconductors and engineer their het-
erostructures with a suitable symmetry of a proximity-
induced superconductivity [8–11]. To satisfy the particle-
antiparticle symmetry of MBS and realize effective spin-
less pairing, most of the proposals combine an applied
magnetic field and the native spin-orbit coupling (SOC)
in semiconductor nanowires which are also important to
localize MBS [12, 13]. However, such one-dimensional
(1D) structures are inherently limited. In 1D the evi-
dence of MBS detection is indirect, typically relying on
a zero-bias conductance peak [14–21], rather than prob-
ing directly their non-Abelian statistics. The existing 1D
geometries also pose additional obstacles to realize braid-
ing and fusing of MBS, the key elements for topological
quantum computing. As an alternative, the use of com-
plex quantum wire networks has been proposed [22, 23].
Starting from 1D systems, the realization of MBS in
2D requires a pathway beyond the mere extension of the
system dimension. For example, in semiconductor wires
with SOC the MBS do not survive the transition to 2D
but rather evolve into edge states when the wire width
increases [24, 25]. In the absence of SOC MBS can still
emerge in superconducting nanowires under the effects
of a helical magnetic texture (see discussion below) [19,
20, 26–28]. In such a case the MBS may survive the
transition to 2D but spread entirely along opposite edges,
precluding braiding.
In this work we explore an alternative path to realize
and control MBS based on tunable magnetic textures.
They not only obviate the need for an applied magnetic
field, but at the same time induce synthetic SOC and
enable localizing and moving MBS in a 2D electron gas
(2DEG), a natural setting to implement the non-Abelian
braiding statistics under exchange which would provide
both an ultimate proof for the MBS existence and the
key element for topological quantum computing.
Since proposing tunable magnetic textures to con-
trol MBS in 2D [29], several recent experimental ad-
vances [30, 31] have further supported the feasibility of
such a platform as well as put forth different materials
implementations which we consider here. Desirable semi-
conductors for this platform could be realized without
magnetic doping considered in Ref. 29. In addition to
discussing the main experimental challenges, our trans-
parent description of the role of magnetic textures as well
as their distinguishing features in 2D, provides a guid-
ance for employing other 2D systems to realize MBS, not
limited to conventional semiconductors.
2. Tunable Magnetic Textures
Most of previous investigations have been focused on
the use of electrostatics for manipulating MBS [22, 23,
32–36]. However, the use of magnetic textures may pro-
vide some advantages. As shown below, magnetic tex-
tures can generate both Zeeman-like fields and synthetic
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2FIG. 1. (a) Local rotations of the spin axes in a magnetic
texture. (b) A piecewise constant strength of a magnetic tex-
ture. (c) Corresponding spin-down confinement induced by
an inhomogeneous magnetic texture.
SOC and, at the same time, induce particle confinement,
overcoming the need for complex networks of physical
wires. Within this scheme, the manipulation of MBS is
realized by properly tuning the magnetic textures, with-
out the need of additional contacts and their correspond-
ing risk of particle poisoning [23].
For illustration we consider a 2DEG with chemical po-
tential µ, in the presence of a magnetic texture B(r).
The system can be described by the Hamiltonian,
H =
(
p2
2m∗
− µ
)
+ J(r) · σ , (1)
where m∗ and p are, respectively, the effective mass and
kinetic momentum (for simplicity, we neglect orbital ef-
fects), and σ is the vector of Pauli matrices. The last
term in the Hamiltonian corresponds to the Zeeman in-
teraction, J(r) = geffµBB(r)/2, where geff is the effective
g-factor and µB denotes the Bohr magneton.
The Zeeman interaction can be diagonalized by per-
forming local spin rotations aligning the spin quanti-
zation axis to the local magnetic field direction [see
Fig. 1(a)]. A similar procedure has been known for over
40 years and used in a variety of physical systems [37–40],
while more recently it was employed in the studies of 1D
systems [41–43] where it could be suitable for realizing
MBS. In the rotated frame, the Hamiltonian reads as
H ′ =
(p− eA(r))2
2m∗
− µ+ J(r)σz , (2)
where J(r) = |J(r)|, and A(r) is the resulting non-
Abelian field that yields the synthetic SOC,
HSO = − e
2m∗
[A(r) · p+ h.c.] . (3)
Equations (1) - (3) reveal that a magnetic texture can
generate both synthetic SOC and collinear Zeeman inter-
action, which combined with superconductivity can lead
FIG. 2. (a) Schematic of the setup. A two-dimensional elec-
tron gas (2DEG) is formed in a semiconductor quantum well
grown on the surface of an s-wave superconductor (S). An ar-
ray of magnetic tunnel junctions (MTJs) produces a magnetic
texture, tunable by switching individual MTJs to the parallel
(ON) or antiparallel (OFF) configuration. For the depicted
array configuration, two Majorana bound states form at the
ends of the middle row (the green line). (b) Magnetic texture
produced by the fringing fields generated by the MTJ array.
to the emergence of MBS. This observation has motivated
various proposals for generating MBS in 1D-like systems
[41–44]. Furthermore, it has recently been shown that the
magnetic texture can also provide confinement, opening
the possibility of realizing and manipulating MBS in 2D
systems [29]. This is particularly attractive because it
can lead to highly localized states without the need for
physical wires or dots. A simple example of magnetically-
induced confinement is to consider a texture of the form
J(r) = J(r)zˆ. In such a case spin is a good quantum
number and the system Hamiltonian reduces to
H =
(
p2
2m∗
− µ
)
+ σ J(r)σz , (4)
where σ = ±1 for up and down spins, respectively. If the
texture is such that J(r) has a maximum (minimum) at
a point r0 and J(r → ∞) → 0, the Zeeman term forms
a confinement potential for spin down (up) particles [see
Fig. 1(b)].
In the presence of proximity-induced superconductiv-
ity the 2DEG under the effect of the magnetic texture is
described by the Bogoliubov-de-Gennes (BdG) Hamilto-
nian, which in the rotated frame reads as,
H ′BdG =
(
[p− eA(r)]2
2m∗
− µ
)
τz + ∆τx + J(r)σz , (5)
where ∆ is the proximity-induced superconducting gap,
and τi are the Nambu matrices in particle-hole space.
There exist multiple ways of generating magnetic tex-
tures at the nanoscale. In particular, helical-like textures
created by arrays of nanomagnets [26, 27], chains of mag-
netic atoms [19, 20, 28, 45–47], magnetic skyrmions [48],
or a ferromagnetic tip [49, 50] have been shown to sup-
port MBS. However, the realization of braiding opera-
tions demands high control and local tunability of the
3magnetic textures. This poses challenges to those previ-
ous proposals, where the magnetic textures are tunable
globally but not locally. To address such challenges, we
propose to use the magnetic textures produced by the
fringing fields generated by an array of MTJs, shown in
Fig. 2. The texture acts on a 2DEG with superconduc-
tivity induced by proximity to an s-wave superconduc-
tor. The highly inhomogeneous magnetic texture can be
tuned by switching individual MTJs to the parallel or
antiparallel configuration. The fringing field of a MTJ in
the antiparallel configuration is negligible compared to
that produced in the parallel state (see Fig. 2). There-
fore switching to the parallel (antiparallel) configuration
turns ON (OFF) the magnetic texture underneath the
addressed MTJ. This provides a highly controllable way
for locally modifying the magnetic textures acting on the
superconducting 2DEG.
The magnetic texture produced by ON MTJs with al-
ternating magnetization directions leads to topological
nontrivial regions enclosed within white contours defined
by the condition [29],
|J(r)|2 = [µ− η(r)]2 + ∆2 , (6)
where
η(r) =
~2
8m∗|J(r)|2
2∑
i=1
(
∂J(r)
∂xi
· ∂J(r)
∂xi
)
, (7)
represents an effective shift in the chemical potential µ
due to local changes of the magnetic texture. Note than
in the limit of a homogeneous magnetic field, η → 0 and
Eq. (6) reduces to the well-known condition determining
the topological phase transition in quantum wires and
rings [9, 11, 51–53]. For a helical texture η → ~2q2/8m∗
and one recovers from Eq. (6) the condition previously
reported in Ref. 27. The topological condition for a disor-
dered Rashba wire with proximity induced s-wave super-
conductivity can be written in a form similar to Eq. (6)
but with η depending on the disorder strength [54].
As an illustration we show in Fig. 3 the exchange of
two MBS for the case of an InAs0.4Sb0.6 2DEG [55] with
proximity induced superconductivity under a T-shape
MTJ array. The topological contours define effective
wires with MBS localized at the ends. Unlike physical
wires, the effective wires are reconfigurable, i.e., their
size and shape can be changed by switching individual
MTJs. This provides a tunable tool for controlling the
position of the MBS as well as their transport and ex-
change, described in Fig. 3 for a T-shape MTJ array.
From a practical point of view, the potential advan-
tages of the proposed MTJ-based platform can be sum-
marized as follows: (i) no restrictive geometries such as
physical wires are required, (ii) the magnetic textures
can be locally controlled by electrical switching of indi-
vidual MTJs (i.e., no external magnetic fields are needed)
and (iii) no contacts are required for manipulating MBS,
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FIG. 3. Exchange of two MBS by using a T-shape MTJ array.
Color map of the probability densities of the MBS. White
rectangles represent the MTJs with dots (crosses) indicating
magnetization parallel (antiparallel) to the z axis. The white
contours define reconfigurable effective wires with two end
MBS. The sequence of operations from (a) to (l) and back to
(a) leads to the physical exchange of the MBS.
minimizing the risk of quasiparticle poisoning. Spin-
valves, such as MTJs, are also the key elements in many
spintronic devices, including magnetic computer hard
drives [56, 57] offering thus the transfer of technological
advances to the quest for MBS. In fact the versatility of
tunable magnetic textures using spin-valves has already
been demonstrated in the normal state properties by re-
alizing a spin transistor in (Cd,Mn)Te 2DEG [58, 59].
3. Braiding Majorana Bound States
Beyond the creation, manipulation, and detection of
MBS, the ultimate goal is to probe their non-Abelian
statistics. This could be experimentally realized by using
the MTJ-array platform for performing braiding opera-
tions and measuring the changes in local charge density.
Probing the non-Abelian statistics requires the manipu-
lation of at least 4 MBS. As a proof of principle, we use a
9-MTJs array in Fig. 4. The MTJ-array is initially pre-
pared in a configuration with only the left and top most
MTJs in the ON state [see Fig. 4(a)]. The correspond-
ing magnetic texture leads to the formation of two effec-
tive quantum dots (QDs). The QDs do not support the
MBS formation and therefore their confined states cor-
respond to finite-energy excitations. The lowest energy
levels of the left and top QDs are initially unoccupied
[see Fig. 4(a)].
Since the effective QDs are initially empty the cor-
responding charge and probability densities vanish. By
switching the two adjacent MTJs, the QDs adiabatically
evolves into topological quantum wires with two occupied
zero-energy MBS each [γ1, γ2 and γ3, γ4 in Fig. 4(b)].
4FIG. 4. Braiding scheme for probing non-Abelian statistics of MBS. Ligth blue (gray) squares represent MTJs in the ON
states with magnetization parallel (antiparallel) to the z axis, while white squares correspond to MTJs in the OFF state. Black
contours show the reconfigurable confining structure and full (empty) dots represent occupied (unoccupied) MBS. The sequence
(a) - (g) illustrates the adiabatic evolution from two initially empty (neutral) to occupied (charged) QDs upon performing a
double braiding. The double braiding is topologically equivalent to the γ2 MBS performing a closed path around γ4. This is
schematically shown in the bottom-right insets of (b) - (f), where the trajectory of γ2, as seen in the reference frame of γ4, is
depicted. The sequence (h) - (n) shows a control experiment similar to (a) - (g) but with the order of steps 3 and 4 inverted. In
such a case there is no braiding but a trivial double exchange of MBS [see insets in (i) - (m)] and the QDs remain uncharged.
The charge density in the wires remains close to zero
because the MBS are nearly chargeless.
The subsequent switching of the MTJs along the di-
rections indicated by the green arrows in Figs. 4(b) and
(c), steps 1 and 2 respectively, yields the formation of
two crossing effective wires, as shown in Fig. 4(d). Per-
forming steps 1 and 2 is equivalent to an anticlockwise
exchange of the MBS γ2 and γ4. Furthermore, an ad-
ditional braiding of the MBS γ2 and γ4 is realized by
performing steps 3 and 4, as indicated in Figs. 4(d) and
(e). The double braiding is topologically equivalent to
one MBS, say γ2, performing a closed path around γ4, as
illustrated in the bottom-right insets in Figs. 4(b) - (f).
Turning back the effective wires into QDs [see Figs. 4(f)
and (g)] causes the MBS to fuse. Therefore, the complete
operation in which the system evolves from Fig. 4(a) to
(g) corresponds to a double braiding in which the initial
state of the empty QDs adiabatically evolves into a final
state with the two QDs being occupied. This leads to
the emergence of extra charge in the effective QDs after
the double braiding.
The non-Abelian character of the MBS manifests when
comparing the order of operations. For example, a com-
plementary control experiment in which the order of op-
erations 3 and 4 is inverted [see Figs. 4(h) - (n)] leads to
a trivial double exchange and no extra charge emerges
in the dots. Thus, by contrasting the initial and final
charges of the QDs under the different sequences of oper-
ations the non-Abelian character of the statistics obeyed
by the MBS can be measured. Numerical simulations il-
lustrating the proposed braiding scheme for probing the
non-Abelian statistics of MBS were based on the param-
eters of (Cd,Mn)Te 2DEG [58] with proximity induced
superconductivity. They have shown the transition from
the initially empty to charged QDs upon performing a
double braiding [29]. However, as shown in Fig. 3, MBS
can also be created and manipulated in other high g-
factor materials such as InAs0.4Sb0.6 [55].
The outlined braiding protocol in Fig. 4 is also im-
portant in distinguishing possible competing effects that
could be attributed to MBS. A typical example is the
formation of topologically-trivial Andreev bound states
(ABS) that can lead to zero bias conductance peak
(ZBCP) due to spatial inhomogeneity of the supercon-
ducting pair potential for various pairing symmetries, as
well as in junctions with magnetic materials [5, 60–65].
While the completion of double braiding of MBS depicted
in Fig. 4 leads to the difference between the initial and
final charge of the QD, it does not affect ABS. Therefore,
the non-Abelian character reflected in the different out-
comes of the braiding protocol, for which ABS play no
role, is a direct and unambiguous signature of MBS.
A less direct way of trying to disentangle ABS vs MBS
contributions would be to look at potential differences
in the evolution of the ZBCP with temperature, mag-
netic field, and even interface orientation. Most of the
efforts have so far focused on considering a native s-wave
superconductor where such a distinction remains diffi-
cult [21, 66, 67], while some additional possibilities could
be possible for d-wave symmetry where the interfacial
orientation between the normal region and a supercon-
ductor plays an important role [68].
54. Theoretical Opportunities and Experimental
Challenges
To assess the prospect of employing tunable mag-
netic textures for manipulating MBS, it is helpful to
summarize some of the advantages of this platform, as
well as to identify the key challenges. Unlike the most
frequent MBS implementations based on semiconductor
nanowires, neither the applied field, nor strong SOC are
required. No electrostatic contacts are needed for cre-
ating and manipulating MBS therefore minimizing the
effects of quasiparticle poisoning. While magnetic tex-
tures are also employed in magnetic atomic chains, in
the present proposal the magnetic textures are highly-
tunable, allowing for a versatile control of MBS. Our 2D
platform overcomes various limitations for braiding, in-
herent to the 1D geometry of physical wires, and offers a
path to scalable MBS.
Although individual elements of our platform, MTJs,
superconductors, and semiconductors, are extensively
studied, combining them in a 2D geometry that main-
tains robust superconducting proximity effects remains
a challenging task. We have recently demonstrated an
important step towards integrating these elements by
epitaxially growing ultra-thin Al films on InAs surface
quantum wells [30] and signatures of MBS on these het-
erostructures have been found [31]. A transmission elec-
tron microscope image of an Al/InAs epitaxial interface
is shown in Fig. 5.
Al thin films have a relatively small superconducting
gap (∼ 200 µeV) and critical magnetic fields (Bc ∼ 100
mT in perpendicular and up to 2 T in parallel direction).
On the other hand, Al has a very long coherence length
that is desired in most superconducting devices. In our
proposal materials with large g-factor will lower the mag-
netic field required for the transition into the topologi-
cal regime and hence are desired. One such family is
InAs1−xSbx. The g-factor in InAs is about g ∼ -10 (at
x = 0) while this magnitude is increased to g ∼ -50 in
InSb (x = 1) [57, 69]. Due to the bowing of the bandgap
near x ∼ 0.6, the g-factor is enhanced even more than
InSb to g ∼ -140 [55]. Strain energy calculations suggest
that similar interfaces can be achieved in Al/InAs0.4Sb0.6
material systems.
To better understand the implementation of the topo-
logical condition for effective wires in Eq. (6), we focus
on the InAs-based system already used as a promising
2D platform for MBS [30]. The density of InAs struc-
tures are determined by the position of the Fermi level
pinning at the surface. Indeed, for a pure InAs this re-
sults in a rather high density of carriers making it harder
to control and tune the density to yield a sufficiently
small chemical potential, µ, needed to satisfy the topo-
logical condition required for MBS. However, we have
recently shown in Ref. [30] that the Fermi level pinning
position can be modified by introduction of InxGa1−xAs
FIG. 5. (a) Epitaxial growth of superconducting Al film on
semiconducting InAs quantum well. (b) Scanning transmis-
sion electron microscope image of a MTJ nanopillar. The
MgO tunnel barrier is visible as the lower bright line. This
separates the free and fixed magnetic layer.
capping layer. At x = 0, GaAs, the Fermi level is pinned
in the band gap resulting in no free carrier near the sur-
face. The Fermi level pinning will cross the conduction
band near x = 0.85 meaning that we expect zero den-
sity at T = 0 K for x < 0.85 and monotonically in-
creasing by increasing x above 0.85. Considering a small
lattice mismatch in this range of x, the growth of few
nanometers of (In,Ga)As films is possible and has been
demonstrated [30]. This tuning can allow controlling the
magnitude of µ. Based on the realized carrier densities
of . 1011 cm−2, the corresponding chemical potential is
µ ∼ 1 meV. This approach supports the experimental
feasibility of the topological condition needed to observe
MBS. Note that the effective chemical potential, µ − η,
entering in the topological condition is further modified
by the shift η, which can be controlled through mag-
netic textures realized by built-in magnets. If needed,
an additional control can be achieved by adding a con-
stant magnetic field which changes the left-hand-side of
Eq. (6), while leaving the right-hand-side unchanged (η
is given by the gradient of the texture and remains the
same after adding a constant magnetic field). Thus, by
gradually increasing the external field, one can tune the
system such that the topological condition in Eq. (6) is
reached.
Another experimental challenge is to identify a suit-
able implementation of tunable magnetic textures that
could be integrated with proximity-induced supercon-
ductivity in the 2DEG. Such magnetic textures can be
created using arrays of MTJ nanopillars that consist of
fixed and free magnetic layers. The layer magnetiza-
tions can be oriented either parallel or antiparrallel to
turn on or greatly reduce the fringing field. Further, the
magnetic textures can be tuned and changed dynami-
cally using spin-transfer torques (STT), as implemented
in commercial magnetic random access memories (STT-
MRAM) [70]. A great deal of progress has been made in
the past decade driven by the development of magnetic
random access memories for the semiconductor indus-
6try. Although switching magnetic domains with mag-
netic fields is relatively slow, it has been shown that
spin-transfer torque (STT) devices allow a fully electri-
cal control over the magnetic texture, and nanopillars
states can be changed on sub-ns time scales [71]. STT
controlled MTJ nanopillars as small as 11 nm in diam-
eter have been realized [72] and large scale arrays of 20
nm diameter nanopillars are feasible with a pitch 4 times
their diameter. As the main requirement for MBS forma-
tion and braiding is setting and controllably modifying
the magnetic texture, the nanopillars can also be formed
from all metallic spin-valve structures that can switch at
similar current densities but with much lower dissipation
[73], because of their lower impedance, ∼ Ω vs kΩ for
STT-switchable MTJs at the 20 nm diameter size scale.
5. Conclusions
In the current situation where there is a strong
support for the experimental realization of MBS, but
the key proof of non-Abelian statistics through braiding
is still missing, the present 2D platform using tunable
magnetic textures provides a viable alternative to the
widely pursued 1D geometries. Moreover, supported by
the recent experimental advances in realizing such a 2D
geometry, it could be possible to use our platform to
also implement other topological states, beyond MBS.
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