HD72089 is situated behind the Vela supernova remnant, and the interstellar absorption lines in the spectrum of this star are remarkable for two reasons. First, there are 6 distinct velocity components that span the (heliocentric) velocity range ?60 to +121 km s ?1 in the lines of Na I and Ca II. Second, two of the components at high velocity, one at +85 km s ?1 and another at +121.5 km s ?1 , have densities that are large enough to produce observable lines from neutral carbon. The gas moving at +121.5 km s ?1 has such a large pressure that the excited ne-structure levels of the ground electronic state of C I are collisionally populated nearly in proportion to their level degeneracies. This high velocity gas exhibits unusually low column densities of Mg I and Na I, compared to that of C I.
Introduction
A customary portrayal of a nearby supernova remnant (SNR) is a picture taken at visible wavelengths that usually shows an approximately circular network of wispy laments. It is generally accepted that most of these laments represent secondary shocks that are travelling through gas clumps that have been hit and overtaken by the supernova's primary blast wave in the intercloud medium. 2 Immediately behind a shock in a dense clump the gas is heated typically to a temperature in the range 10 5 ? 10 6 K, and the light emitted in the visible and ultraviolet consists of a broad assortment of atomic spectral features whose strengths reveal such parameters as (1) shock velocity, (2) preshock ionization and density, (3) relative element abundances and (4) the completeness of the shock (i.e., how much cooling and compression has occurred in the gas following the shock). Many investigators have approached the issue of how to unravel these parameters from the emission line observations (Dopita 1977 , Fesen, Blair & Kirshner 1982 , Hester, Parker & Dufour 1983 , Raymond et al. 1988 , Wallerstein & Balick 1990 , Long et al. 1992 ). In particular, Cox & Raymond (1985) address some general principles that in uence the ranking of line intensities according to items (1) and (2) above.
If a cloud is thick enough and a su cient amount of time has elapsed, some of the postshock gas will have recombined and cooled to a point that there is no appreciable emission at visible or ultraviolet wavelengths. This gas is mostly neutral or singly ionized material travelling at approximately the velocity of the original front, but with an extraordinary elevation of pressure and perhaps a marked reduction of heavy element depletions (because the grains have been mostly destroyed). An e ective way to study this late stage in the evolution of postshock gas is through its absorption lines that can be seen in the ultraviolet spectrum of a background star.
Aside from their great sensitivity in revealing small wisps of gas at high velocity, ultraviolet transitions provide some important indications of physical conditions: Jenkins et al. (1976) used the populations of atoms in excited ne-structure levels of singly ionized species to detect and measure the elevated pressures in the shocked gas of the Vela SNR. For material that has coalesced to the point that a measurable amount of the carbon atoms have recombined to the neutral form, absorption lines out of the three ne-structure levels of the ground state of this atom are especially { 3 { useful as probes of gas pressure (Jenkins & Shaya 1979) . Jenkins et al. (1981 Jenkins et al. ( , 1984 found clouds that had C I excitations indicating extraordinarily high pressures, again within the Vela SNR, but the radial velocities of these clouds were not very high. These investigators proposed that the high excitation lines came from clouds that were compressed by the gas behind the blast wave, but without any appreciable acceleration (unless the clouds were moving transverse to the line of sight).
In this paper, we report on a line of sight through the Vela SNR that shows C I lines with large radial velocities and ne-structure excitations. We use these results along with other observations to characterize the physical conditions of the gas. Generally, there are two acceptable alternatives for the origin of C I-bearing material at high velocity. One possibility is that we are viewing atoms within the zone of cold gas following a shock; the other is that the shock has nished crossing the cloud, but now the cloud is being accelerated by a steady ow of intercloud gas behind the blast wave. For either case, we anticipate that the velocities and pressures will be very high. Fundamental theoretical considerations for these two sources of high velocity, compressed gas in SNR are discussed by McKee, Cowie & Ostriker (1978) . While we cannot categorically reject the hypothesis that we are viewing a compressed, accelerated cloud, we favor the interpretation that the high speed gases are in a radiative shock front since that seems to form a more coherent explanation.
Observations

General Remarks
The star HD72089 is a B5 II?III star (Houck 1978) that is located behind the western edge of the Vela SNR. This star is about 1.7 kpc away from us, so it is probably situated beyond, rather than within, the Vela remnant. Jenkins, et al. (1984) identi ed 6 di erent velocity components from their visible spectra covering the D lines of Na I and the H and K lines of Ca II. At low radial velocities, the lines of Na I were most evident, while the reverse was true for components at high velocity, both negative and positive. Under most circumstances, most of the calcium in space is locked into solid form within dust grains, so the gas phase abundance is far below the solar ratio. The return of Ca into the gas phase in high velocity clouds, a phenomenon studied most recently in the general interstellar medium by Vallerga et al. (1993) , results from the disruption of grains by high speed shocks (McKee et al. 1987) .
The large number of velocity components along the line of sight to HD72089 made this star an attractive target for studying interstellar absorption lines in a SNR. However, the IUE spectrum of this star is not particularly noteworthy in the set of stars surveyed in the direction of the Vela remnant by Jenkins, et al. (1984, see their Our HST spectra were recorded with the G160M rst-order grating in the GHRS instrument. Light from HD72089 passed through the Small Science Aperture, and spectra at a resolution of 20,000 were recorded using the STEP?PATT=5 sampling routine (Duncan 1992 ) and the standard FP?SPLIT displacements of exposures on the Digicon photocathode to allow for the derivation of a xed-pattern noise modulation of the spectrum. The signal-to-noise ratios of our spectra were not high enough to justify the derivation of the xed-pattern functions however (attempting to do so under this circumstance unnecessarily raises the random component of the noise).
The default wavelength scales provided with the HST spectral data can have systematic errors that arise from the spectrograph's response to the thermal conditions when the observations were taken. To determine the zero point for our scale of radial velocities, we measured the apparent positions of 7 emission lines in three Spectrum Y Balance exposures of a Pt-Ne hollow cathode lamp that were interleaved with our observations. These lines within the interval 1503?1539 A showed an average shift of ?0.0467 A with respect to the laboratory wavelengths (Reader et al. { 5 { 1989) . According to Soderblom, Sherbert & Hulbert (1993a, b) , this wavelength correction can be applied to observations at other wavelengths during the same observing session, and the results should be reasonably accurate. Fig. 1 shows the strong absorption lines of O I and Si II near 1303 A. The low velocity components for these lines are very strongly saturated. Weaker components, some of which are partially saturated, are seen at large positive and negative velocities. While the resolution of our HST spectrum is not su cient to show the 6 distinct features identi ed in Ca II by Jenkins, et al. (1984) , the overall pattern of the blended features is consistent with the positions of the Ca II components.
One drawback of our investigation with HST is that we covered only limited spectral regions. Thus, to answer some speci c questions that cannot be addressed by our HST data, we made use of the IUE spectra which include all wavelengths from 1150 to 3100 A. Table 1 summarizes the properties of the IUE and HST exposures used in this paper. 
Interpretation of Strong Features
To simplify our interpretation of the absorption pro les that are seen toward HD72089, we derive an apparent optical depth a (v) as a function of velocity v from the continuum intensity 
and then convert it to an apparent column density N a (v) with the scaling, N a (v) = 3:768 10 14 a (v) f ;
where is expressed in A. Fig. 2 shows plots of N a (v) for various species. N a (v) represents the true column density N(v) after it has been smoothed in velocity by the instrumental pro le, provided there are no components that are both narrow and badly saturated (Savage et al. 1989 , 1991 , Joseph & Jenkins 1991 . We can detect the presence of such components if two lines of di ering transition probability are observed. The extent to which a stronger line gives lower values for N a (v) can indicate the strength of this e ect, and one can make approximate corrections to estimate the true N(v) . For example, in Fig. 2 the two curves that show N a (v) for Al III represent derivations for two lines that have f values that di er by a factor of 2. The fact that these curves agree with each other indicates that, except for some smoothing, the plots show is a curve that extends somewhat above the upper curve in the central part of the line centered at +21 km s ?1 . For the features of Si II at 1304 and 1808 A, there is no overlap in the velocities covered by the two lines, since the strong line becomes nearly saturated at about the same distance from the line center that the weak line is visible above the noise. It is troubling to note that the match between the two lines is poor. 3 Our HST N a (v) pro les show components that are consistent with slightly blended versions of the discrete components at heliocentric velocities of ?60, +2, +15, +30, +89 and +121 km s ?1 found by Jenkins, et al. (1984) . 4 Except for Al III, all panels in Fig. 2 show elements in their preferred stages of ionization for normal H I regions. As was found earlier with Na and Ca, there is clear evidence that elements that are usually depleted (Al and Fe) have more conspicuous high velocity components, compared with elements that have little or no depletion (O and S). For the elements shown here, the conclusions about relative depletions are not very dependent on uncertain ionization equilibria, as is the case with Na I and Ca II. Transition f values used to construct these curves were all taken from Morton (1991) , except for a recent experimental determination of the f value of the Si II transition at 1808 A by Bergeson & Lawler (1993) ; see also the theoretical results of Dufton et al. (1992) . { 8 {
C I Lines
We now consider the most noteworthy result of our investigation, namely, the unusually strong excitation of neutral carbon at high velocities. As shown in Tables 2 and 3, the wavelength intervals between di erent members of typical C I multiplets are comparable to the spacing between the di erent velocity components presented in x2.2.. As a consequence, the observed absorptions show a complex jumble of lines that often overlap. Fortunately, we can unravel the line mixtures and understand the parameters for the di erent C I-bearing clouds because we have good observations of two multiplets, one at 1657 A and the other at 1329 A, that have di erent arrangements of lines. A third, weaker multiplet near 1260 A can be used to check some of our assignments of velocity dispersions. By trial and error (and some guidance from the velocities measured for Ca II and Na I), we derived parameters that describe the fundamental properties of clouds that would produce the absorption patterns that are nearly identical to the observations depicted in Figs. 3 and 4. We experimented with small changes in the relative f values for the multiplets to see if the simultaneous ts could be improved, and we found slightly better results if we raised the value of log(f ) for the 1329 multiplet from 1.887 listed by Morton (1991) to 1.914. The topmost (smooth) curves in these gures show the theoretically expected composite pro les, constructed from the product of all the clouds' absorption pro les convolved with an assumed instrumental line spread function that consisted of a Gaussian pro le with a FWHM of 3.80 pixels (each pixel represents a substep of 1 = 4 diode). This spread function represents the HST stellar image passing through the Small Science Aperture, with a typical coarse track jitter of 0: 00 020 (Gilliland et al. 1992) . We judged that 6 di erent components could give a satisfactory t to the observations; naturally, slightly worse or better ts arise if we choose either fewer or more components. The goodness of t is illustrated by the fact that the observed pro le divided by the theoretical one (depicted by a thin line in the gure) creates a pattern of intensities within the line absorbing regions that is consistent with the star's continuum, but with noise uctuations that have amplitudes similar to those recorded well away from the lines.
The parameters that we nally adopted for the C I components are listed in Table 4 . For each component we specify the heliocentric radial velocity, the sum of the column densities of C I in all three stages of ne-structure excitation N(C I), the velocity dispersion b, and logarithms of the ne-structure population ratios, N 1;0 log N( 3 P 1 )=N( 3 P 0 ) and N 2;0 log N( 3 P 2 )=N( 3 P 0 ).
We were not especially careful to investigate the uniqueness of the parameters for the low velocity components (numbers 1 through 4), other than to assure ourselves that their patterns were not ambiguous enough to in uence our interpretations of the higher velocity components (5 and 6). The latter are of central interest, and we did explore how far the parameters could vary before the residual di erences between observation and model became signi cant.
Absorptions out of the upper two ne-structure levels of carbon atoms in component 6 are the easiest to measure because they are well separated from interfering features of other components. This is fortunate, because these absorptions form the main focus of our investigation, by virtue of their high velocity and extraordinary strength. In both of the multiplets shown in Figs. 3 and 4, they are the rightmost two peaks. Our derived populations for the three levels are consistent with the values for the relative degeneracies of the respective atomic levels, i.e., the equilibrium concentrations that are expected for an arbitrarily high temperature and pressure. Values for N 1;0 and N 2;0 could be as low as 0.3 and 0.5, respectively, before the ts with the data would appear unacceptable. In the discussions that follow in x3.1., we will adopt these values for de ning lower limits for temperature and pressure. Comp. nr. 5:
Comp. nr. 6: Table 2 for components identi ed in Table 4 . The length of each line is proportional to the column density of C I in the appropriate level times the line's f-value (because of saturation, these marker lengths do not correspond exactly to the sizes of the respective pro les). The jagged thin line shows how well the absorption complex is restored to the continuum level when we divide it by the theoretical pro le. Table 3 is at the far left, followed by a tight group of three lines representing lines 2?4, and a group of two on the far right for lines 5 and 6. { 12 { 
Absence of Excited O I in the Densest C I Component
Since the excitation of C I in component number 6 appears to be saturated, we can de ne no upper bound on the collision rates within this C I-bearing material. The ne-structure levels of O I are much more di cult to populate however. Thus, O I o ers the potential of our interpreting density and temperature parameters that are out of reach for C I.
Our HST spectra show no features at the wavelengths 1305.344 and 1306.516 A which would correspond to absorptions by the excited levels 3 P 1 and 3 P 0 of O I at 121.5 km s ?1 . For each feature, we measure a 2 upper limit of 7m A. In turn, these upper limits signify that log N( 3 P 1 ) < 13:03 and log N( 3 P 0 ) < 13:03 for b = 3 km s ?1 . In principle, we could de ne the amount of O I in the 3 P 2 ground state at this velocity by measuring an applicable part of the N a pro le shown in Fig. 2 . However, if the velocity dispersion b of O I at 121.5 km s ?1 is as low as 3 km s ?1 , as indicated by C I, it is very likely that a simple adoption of N a vastly underrepresents the amount of O I present since the true optical depth of the absorption feature is large, and it is signi cantly smoothed by the spectrograph. We prefer to use N a for the much weaker S II absorption and then multiply the S II abundance by the cosmic abundance ratio of O to S. We recognize that there is in principle a chance some error may be introduced if O is depleted more than S, but it is more likely that neither element is depleted in these high velocity features (a typical depletion of O in the general ISM is ?0.3 dex (Keenan, Hibbert & Dufton 1985 , while that of S is virtually none (Spitzer & Fitzpatrick 1993) ).
The absorption by S II at 121.5 km s ?1 is blended with an extension of the contribution from { 13 { somewhat slower material. As an approximate identi cation of S II that is probably associated with the gas we are considering, we integrate N a over a 15 km s ?1 wide interval centered on 121.5 km s ?1 and obtain log N(S II) = 13.72. It follows that our estimate for log N(O I) = 15.38, and hence the logarithms of the population ratios, relative to the ground state, are both less than ?2.35. The implications of this result will be discussed in conjunction with the conclusions from the C I excitation in x3.1..
Mg I
The transition probability of the Mg I line at 2853 A is extraordinarily large (f = 1.83). Consequently, we can achieve a useful measurement of Mg I even though there may not be much Mg I present and the spectrum has only a moderate signal-to-noise ratio. A determination of N(Mg I) is signi cant for our investigation of C I because, like carbon, magnesium has a rst ionization potential below that of hydrogen. Thus Mg can be ionized by starlight photons that can penetrate into di use H I regions, and its relative abundance is governed by the same processes that in uence C I. When viewing C I and Mg I through a diverse mixture of densities, such as the cooling gases behind a shock front, we expect that shifts in the ionization equilibra will produce a bias that favors the sampling of regions that have the highest electron densities.
In the general ISM, carbon is usually depleted by only about ?0.15 to ?0.4 dex (Hobbs, York & Oegerle 1982 , 1993 . Magnesium in the gas phase is typically depleted by about ?0.4 dex, with occasionally some abundances going as low as about ?1.0 dex below the normal cosmic abundance ratio (Murray et al. 1984) . There is a possibility, however, that the magnitude of the depletions of Mg may have been underestimated. Murray, et al. (1984) applied theoretical f values derived by Hibbert, et al. (1983) to the observations of the Mg II lines at 1239 and 1240 A. However, recently So a, Cardelli & Savage (1994) compared the strengths of these lines to weak damping wings in the very strong allowed transition at 2796 A in the spectrum of Per, and they found that the weak lines could be reconciled with the strong one only if the f values of the former are a factor of 4 greater than the earlier theoretical determinations.
As we noted in our comparisons of features in x2.2., element depletions in the fast moving gas in the direction of HD72089 are less than those near zero velocity. However, it is clear that there is still a mild depletion of some elements in the high velocity component. For instance, there is more S II (usually undepleted everywhere) than Fe II at velocities near 100 km s ?1 , but the cosmic abundance of Fe is greater than that of S. Using the case for Fe as an example, we should probably expect the depletions of Mg and C to be at some intermediate values between none at all and those found in the general ISM.
The curves in 
Using the interstellar ionizing radiation eld estimated by Jura (1974) , 7 Jenkins & Shaya (1979) . 6 In the general interstellar medium, there are large di erences in n(Mg I)/n(C I) from place to place. Most of the cases that show low Mg I to C I have moderate reddening. In these circumstances, there is probably a preferential attenuation of the energetic photons that can ionize carbon, resulting from the absorption by dust and the presence of the strong Werner and Lyman bands of molecular hydrogen. This e ect may be exempli ed by some extreme 7 Jura's (1974) calculation applied to the average eld between us and nearby O and B stars; it is likely that the ionizing ux in Vela is higher.
{ 16 { Fig. 6 .| Expected logarithms of the ratio of n(Mg I) to n(C I) as a function of log n e and log T, governed by the elements' respective ionization equilibria given in Eq. 5. The assumed interstellar ionization rates are ? C = 2:24 10 ?10 s ?1 and ? Mg = 4:57 10 ?12 s ?1 (Jenkins & Shaya 1979) .
Note that the scale for log n e is inverted. & Manson (1979) indicate that ? C =? Mg = 49 if the spectrum of the ionizing photons in space is about the same as that of a B1.5V star (Jura 1974) . 8 If we adopt this number for ? C =? Mg , compute the radiative and dielectronic recombination rates at di erent temperatures with the tting formulae given by Aldrovandi & P equignot (1973) , and use the cosmic abundance ratio for Mg = C , we obtain answers to Eq. 5 depicted by the surface in Fig. 6 for various combinations of temperature T and electron density n e . For the largest of the depletions of Mg and C mentioned earlier, the entire surface could be lowered by as much as ?0.6 dex, or perhaps even ?1.2 dex if
So a et al's (1994) challenge to the f values of the 1240 A multiplet of Mg II is valid. (It is unlikely that Mg has its largest possible depletion under the same circumstances that the depletion of C is small.) In the portion of the postshock ow where log T > 3:7, the model for v s = 100 km s ?1 of Shull & McKee (1979) shows that the characteristic time for cooling is much shorter than that for the recombinations of various elements. Since our derivation assumes the conditions are changing slowly enough that equilibrium applies, the right-hand side of the surface in Fig. 6 is not accurate within the context of a postshock cooling region. Returning to our observations, the centroid of the right-hand peak of Mg I in equal to 11.50 and 11.40 for components 5 and 6, respectively, would produce a blended feature with the equivalent width and velocity centroid that was observed. These numbers translate into log N(Mg I) ? log N(C I) = ?1.50 for component 5, a value that is not especially noteworthy, but for component 6 the logarithm of the Mg I to C I ratio is ?2.34 which is extraordinarily low. If we substitute the upper error bounds for both W and v of the Mg I feature instead of the preferred values, the inferred log N(Mg I) climbs to 11.78 for component 6, and its log N(Mg I) ? log N(C I) = ?1.96. Thus, even allowing for errors, the ratio of Mg I to C I at 121.5 km s ?1 is low enough to warrant special attention. (For the low velocity gas, the relationship between Mg I and C I is about normal: log N(Mg I) ? log N(C I) is of order ?1.0.)
The only variables in Eq. 5 that we have much freedom to investigate further are the photoionization rates, ? Mg and ? C . If there is a signi cant departure from the early B-type spectrum with an intensity of 3 ? 10 10 ?8 photons cm ?2 s ?1 Hz ?1 caused by stars in the general eld (Jura 1974) , the ratio of these rates could be changed. In principle, there are two ways to accomplish this. One is for the gas to be near a single star or group of stars that emit radiation above the ionization limit of Mg I but then cut o near the ionization edge of C I. According to the models of Kurucz (1979) stars with 8; 000 < T < 12; 000K have this property. However, the nearest star in projection that has the right spectral type (B8?A5) is HD72162, which is 4: 0 4 away 8 When calculating ? = R 13:6eV IP ch 2 F (E)E ?3 dE we used a mean of F for the model atmosphere uxes with T = 20,000 and 22,500K (log g = 4.5, solar abundance ratios) given by Kurucz (1979) . { 19 { from HD72089. If this star were at exactly the same distance from us as the cloud that contains high velocity C I, a highly unlikely coincidence, the two would be separated by only 0.64 pc if they were at a distance of 500 pc. (This distance could be only half this value however { see x3.3.)
At this separation, the Mg atoms in the cloud would be exposed to 7 10 6 phot cm ?2 s ?1 between the ionization limits of Mg and C, a value which is about one order of magnitude lower than the intensity of the general radiation eld which can ionize both Mg and C. Thus, we must reject the possibility that this star, or others that are not quite as close in projection, could produce a signi cant enough contribution to distort the spectrum of the general ionizing eld.
The other way to enhance ? Mg over ? C is by having radiation from the shock front dominate over starlight. The emergent uxes from shock models calculated by Shull & McKee (1979) indicate that the production of photons in the energy band 8.1?13.6 eV (mostly L ) for ionizing Mg is substantially greater than that over just the range 11.3?13.6 eV that can ionize C. However, we estimate that the preshock density n 0 must be of order 50 cm ?3 to enhance the ionization rate above that provided by starlight. (The energy of the L photons is at a minimum in (E) for neutral Mg. Calculating the e ect of these photons is complicated, since they should undergo multiple scattering within the neutral hydrogen gas.) We have no supporting evidence for n 0 being as high as 50 cm ?3 (in x3.1. we calculate that n 0 13cm ?3 ), but a somewhat slower shock that might be driven in a denser cloud near our line of sight could conceivably contribute the needed radiation. When v s = 80 km s ?1 , there are as many Mg-ionizing photons present as for a shock with v s > 100km s ?1 for a given value of n 0 .
Collisions with electrons provide an alternate means for ionizing neutral magnesium and carbon. We might suppose that we are viewing material at a temperature that is signi cantly higher than that usually found for H I regions, perhaps because the gas behind the front has not had a chance to cool below about 10 4 K. This explanation fails for the following reason. The lowest temperature where one can expect to have a di erence in ionization to explain our low ratio of Mg I to C I is about 20,000K, according ionization fraction curves for radiatively cooling gas given by Shapiro & Moore (1976) . 9 For 100 < v s < 200 km s ?1 , the column density of material that is between the shock front and the zone where the gas has cooled to T = 10 4 K ranges between N(H) = 2 10 17 cm ?2 and 3 10 18 cm ?2 (Hartigan, et al 1987) . If this column density range is multiplied by the cosmic abundance ratio of C to H and Shapiro & Moore's computed fractional abundance of 0.005 for carbon atoms in neutral form at 20,000K, we would expect log N(C I) to range between 3 10 11 cm ?2 and 6 10 12 cm ?2 , i.e., values far lower than our observed column density N(C I) = 5:5 10 13 cm ?2 for component 6. (In x3.1. we will give an argument explaining why the shock is not inclined by a large angle to the line of sight, with v s appreciably larger than 200 km s ?1 .) { 20 { Having exhausted varous alternatives for explaining the low value of Mg I/C I, we conclude that a large electron density (n e > 100 cm ?3 ) and signi cant depletion of Mg is needed. There is a chance, however, that there might be enough radiation from a cloud shock to provide some extra photons that could ionize the Mg.
Na I
A duplication of our results for Mg I is indicated by the relative lack of Na I in the high velocity component. Jenkins et al. (1984) declared an upper limit of log N(Na I) = 11.0, based on the lack of either of the two D lines at the correct wavelengths for the high velocity features in HD72089. This result places log N(Na I) ? log N(C I) < ?2:74, a value that is about 1.2 dex below that of the general interstellar medium along lines of sight with low reddening (Jenkins & Shaya 1979 ; see their Fig. 2) . 10 Fig. 7 shows the outcome for the analog of Eq. 5 with Na replacing Mg. The recombination coe cients of Na I are from Aldrovandi & P equignot (1974) , and ? Na = 2:02 10 ?11 s ?1 (Jenkins & Shaya 1979) . As with Mg, the observed relative de ciency of Na I requires the existence of a large electron density and a depletion of Na that is greater than that of C.
Si II Lines
Additional information on the gas that has velocities near those of the C I components 5 and 6 (i.e., 70 < v < 130 km s ?1 ) can be gathered from the absorptions of Si II in the J = 1 = 2 and 3 = 2 ne-structure levels. However, any conclusions we draw from the relative populations must be understood to apply to a larger amount of material than just that which shows up in C I absorption features. As with other species that are in their most abundant ionization stages, Si II does not show the distinct separation into two, well de ned features far from the complex of low velocity lines.
The panel that shows Si II absorptions in Fig. 2 indicates that log N( 2 P 3=2 )=N( 2 P 1=2 )] shows a gradient from ?1.3 to ?0.7 over the velocity interval of interest. At the velocity where we nd the highest excitation of C I, the Si II population ratio indicates that the electron density is n e = 1:8T 1=2 exp(?413K=T) ? 0:1 (6) 10 There are two other lines of sight in the Vela SNR that have been found to have very strong excitation of the ne-structure levels of C I (Jenkins et al. 1981 (Jenkins et al. , 1984 . One, in the direction of HD72350, has log N(Na I) ? log N(C I) = ?2.5, while the other, toward HD72648, has a more normal value of ?1.5. Na I column densities are from the observations of the weak 3302 A doublet by Wallerstein & Gilroy (1992) { 21 { when we use collision strengths given by . Eq. 6 gives a minimum value of 100 cm ?3 at T = 1000K, provided n H < 10 4 cm ?3 . The minimum in Eq. 6 is broad; n e goes up to only 140 cm ?3 at T = 400K and T = 3900K. The highest temperature at which we could expect to nd an appreciable concentration of Si II in a cooling, recombining gas is 10 4:5 K (Shapiro & Moore 1976) : at this temperature Eq. 6 indicates that n e = 360 cm ?3 .
3. Discussion The main highlight of our study is the material traveling at a radial velocity v = 121:5 km s ?1 .
This component presents not only the most extraordinary physical conditions, but it's also a case where we can draw together several di erent observations that reinforce each other to give a coherent picture of a single phenomenon in the Vela SNR. The most conspicuous indicator of unusual activity is our registration of fast moving, neutral carbon atoms that reside within a region where collisions are frequent enough to drive the ne-structure level populations to be nearly in proportion to their level degeneracies.
We may consult the tabulations of Keenan (1989) to nd combinations of n H , n e and T that are consistent with the observed values of relative level populations of C I, N 1;0 and N 2;0 . As we do this, we may exclude values of n e much higher than about 140 cm ?3 , based on the evidence from the ne-structure excitation of Si II at high velocity given in x2.7. Some of the Si II probably resides in gas that has not cooled and recombined as much as that which holds the C I. For this reason, the determination of n e from the Si II excitation must be stated as an upper limit when applied to the C I region, rather than a de nite value.
The extraordinarily low abundances of Mg I and Na I compared with that of C I help us to de ne a lower limit for n e . Figs. 6 and 7 show that if n e is appreciably less than 100 cm ?3 , the expected relative abundances of Mg I and Na I rise because the equilibrium for carbon shifts away from being completely neutral, while magnesium and sodium atoms start their shift away from the neutral state at much lower electron densities.
Let us now consider what we can infer from the ne-structure excitations of C I and O I for a sequence of progressively higher temperatures, moving by a factor of about 3 in T each time. As a rst step, we can dismiss the possibility that the mean temperature is less than about 130K, since the logarithm of the Boltzmann factor for the upper C I level times g 2 =g 0 would be below our lower limit of the logarithmic population ratio N 2;0 = 0:5. If we move up to a temperature of 300K, we nd that n H considerably greater than 1000 cm ?3 would be needed to satisfy the two lower limits of the populations. However, a density ceiling is de ned by our upper limits for the O I excitation reported in x2.4.. From the tables of calculated O I populations given by Keenan & Berrington (1988) , we conclude that n H < 2900 cm ?3 . For T=1000K, the combination n H = 100 cm ?3 and n e = 100 cm ?3 is marginally permitted by our C I populations, but higher values of n H ( > 1000 cm ?3 ) are favored. The O I excitation shows an upper limit that is about equal 1000 cm ?3 however. At about 3000K, the C I data indicate that n H can be arbitrarily low if n e > 30 cm ?3 . With lower values of n e , n H must be of order 1000 cm ?3 or more. The latter is in con ict with a limit from the O I excitation that requires n H < 630 cm ?3 at this temperature.
A temperature of 10,000K is excluded by the low abundance of Mg I relative to C I and the total amount of C I that has accumulated in component 6 (see x2.5.).
When we view the C I and O I ne-structure excitations together, as we did in the preceeding paragraph, we must remember that the characteristic temperature for O I is probably higher than that of C I. The sensitivity of O I to collisions increases rapidly with temperature, but this is o set, at least in part, by the lower density of the gas that is farther upstream (and hotter). One would need to explore the details of the compression and cooling as a function of the cumulative hydrogen column density N(H) in representative theoretical shock models to recognize this e ect properly.
We estimate that the shock must have traversed a hydrogen column density within the cloud of at least 10 18:7 cm ?2 for the postshock material to cool to a few thousand K, according to the models of Shull & McKee (1979) and Hartigan et al. (1987) for v s = 100 km s ?1 . In x2.4. we noted that S II has a column density of approximately 5 10 13 cm ?2 between 114 and 129 km s ?1 . If we divide this number by the cosmic abundance of sulfur relative to hydrogen, we get N(H)=10 18:45 cm ?2 , i.e., slightly more than half as much as the theoretical calculation. This same interpretation applied to other elements gives lower values of N(H). However, their absorption lines, like the O I line discussed earlier, are much stronger, and the N a 's again probably underestimate the true column densities.
If we were to propose that the shock is actually much faster than 100 km s ?1 and that we are viewing it at an appreciable angle away from the propagation direction, we obtain an unacceptably high disparity between the predicted and observed column densities. For instance, if v s were really 130 km s ?1 and the angle equaled cos ?1 (100=130) = 40 o , the thickness of the cooling gas down to T=1000K is N(H) = 1:0 10 19 cm ?2 and the foreshortening of the slab would raise the observed column density to 1.3 times this value. (Subtracting the column density of gas that has cooled to some higher temperature that is not relevant to the neutral material, say T = 10 4 K, makes little di erence: the predicted N(H) is lowered by only 3%. An increase in the predicted N(H) is expected if a magnetic eld inhibits the compression of the postshock gas and lengthens the cooling time, but again, the e ect is very small for a preshock eld up to 10 G.)
In Appendix A., we evaluate the dynamical pressure that drives the shock 0 v 2 s from a product of (1) the intensity of di use O III] emission at small angles from HD72089, (2) the di erence in radial velocity of component 6 and gas ahead of the shock, and (3) a scale factor that has a mild dependence on the true v s . Now that we have established that v s is not much larger than 100 km s ?1 , we can narrow the range of uncertainty of the third parameter and say that 0 v 2 s is probably in the interval 2 ? 4 10 ?9 dyne cm ?2 . This means that 8:5 < n 0 < 17 cm ?3 . With { 23 { this pre-shock density and v s = 100 km s ?1 , the high pressure indicated by the C I ne-structure excitation is not surprising. However, the lack of any absorption from the excited levels of O I shows that the nal pressure is not as high as one would predict for a purely hydrodynamical recovery from the shock in the absence of a magnetic eld. For instance, if the initial temperature ahead of the shock is T 0 , the shock's Mach number M = v s ( 0 =p 0 ) 1=2 is about 1:3 10 3 T ?1=2 0 . Thus, with no restraint from magnetic forces, the pressure behind an isothermal shock could increase by a factor 1:7 10 6 =T 0 over the original value of p 0 =k 13T 0 cm ?3 K ahead of the front.
A pressure of 2:2 10 7 cm ?3 K is clearly in violation of our upper limit for excited O I.
Once we attempt to explore the consequences of a magnetic eld in the preshock gas, we must deal with two unknown parameters: the strength of the eld and its orientation with respect to the shock's direction of travel. The possible outcomes are quite varied, both qualitatively and quantitatively (Draine & McKee 1993) . To keep our discussion within reasonable bounds, we will restrict our outlook only to elds that are oriented perpendicular to the shock's motion. For this condition, the density contrast across an isothermal shock (i.e., = 1) is given by were as high as 35 G, the compression ratio would be less than 7.5, and the density of the cooled gas would fall below the limit n 0 > 100 cm ?3 given by the C I ne-structure excitation at 1000K.
Di use emission lines from shocks within clouds have been observed and characterized in many previous investigations. In Appendix A. we describe a good use of one such observation, but in principle much more could be done. For instance, a usual standard for judging the completeness of a shock is the ratio of strengths of H to O III]. A strong H emission indicates the shock has progressed to the point where the local density and temperature permit a signi cant rate of hydrogen recombination. Our observations of C I show that the shock has persisted well beyond that needed to give a large H to O III] ratio (i.e., downstream of the onset of appreciable H emission that occurs at around N(H) = 10 18 cm ?2 (Raymond et al. 1988) ). It would be useful if observations of H emission could be taken with enough velocity resolution to di erentiate emission associated with gas in our C I component 6 from general emission caused by photoionization in the Gum Nebula. { 24 {
Other High Velocity Components
High velocity components at velocities other than that of component 6 are probably also an end product of the interaction of the SN blast wave with clumps of gas, but we nd no clear corroborating evidence that they belong to shock structures. They may once have been within a shock, but by now the postshock, cooled zones may have re-expanded and become disorganized without losing their original momentum. Numerical simulations by Stone & Norman (1992) demonstrate that long after an initial interaction of a shock with a dense cloud, the gas will fragment into unstable vortex rings. A possible lack of kinematic organization and coherent compression embodied in these regimes is supported by either a lack of C I absorption (as in the gas moving at ?60 km s ?1 ), or by the nature of the C I component (nr. 5) at the lowest velocity extreme of the material within the interval 84 to 114 km s ?1 . The excitation of ne-structure levels for the latter seems to be very low (indicating, e.g., n H 30 cm ?3 if T = 300K), even lower than for the C I associated with components 1?4 at very low velocities. Also, the b value of about 20 km s ?1 is unusually large, suggesting the presence of turbulence with a large velocity amplitude or unresolved, multiple components.
The low ionization of the material between 84 and 114 km s ?1 (e.g., compare Al II and Al III in Fig. 2 ) implies that it is not an integral part of the intermediate zone of recombining and cooling gas within the shock that produces the C I peak centered on 121.5 km s ?1 , even though the velocities are about right. Unfortunately, this seemingly unrelated gas complex precludes our being able to detect any low-ionization material moving at 3 4 v s immediately behind the shock.
In principle, a detection of the latter would provide an excellent means for measuring the lag in ionization that is predicted for shocks that run into gas that is not fully photoionized by the shock's radiation (Dopita 1976 , Ohtani 1980 ).
Implications on the Remnant's Energy and Distance
For the shock associated with the material moving at 121.5 km s ?1 , we can calculate an age t = N(H)=(n 0 v s ) = 690 yr, assuming n 0 and v s have been constant. Since this age is a short interval in lifetime of the remnant, we are viewing the product of an interaction of a cloud with the SN blast wave whose properties have not changed much from their current state. In the simple model of nonradiative expansion of a supernova remnant in a homogeneous medium, the pressure p 2 immediately behind a spherical blast wave of radius r is related to the total energy of the remnant E by the equation (Spitzer 1978, p. 257), p 2 = 1:53E 2 r 3 :
If we adopt the distance estimate d = 500 pc (Kristian 1970 ) and use Aschenbach's (1993) diameter of 7:3 for the x-ray emission of the remnant, we obtain r = 32 pc. If we then assign the dynamical { 25 { pressure that must have created our shock 0 v 2 s = 2 ? 4 10 ?9 dyne cm ?2 to p 2 and solve for E, we nd that the explosion energy must have been in the range 8 10 51 to 1:6 10 52 erg, which are values that are considerably higher than generally accepted estimates for the energy of order 10 51 erg for a Type II supernova (Woosley & Weaver 1986 , Arnett et al. 1989 ). Neglecting our observations for the moment, there are other problems with simple interpretations of the Vela SNR. For instance, if the average density of material inside the remnant that was swept up by the blast wave is av , the quantity Q (2:02E= av ) 1=5 is given by Q = rt ?2=5 = 2:38 10 15 (cgs units);
if t is set equal to the spin-down age of 11,200 yr (3:5 10 11 s) for the Vela pulsar (Taylor, Manchester & Lyne 1993) . The temperature T 2 behind the blast wave is given by T 2 = 3 100k Q 2 t ?6=5 = 1:8 10 7 K (10) (Spitzer 1978, p. 258) , where is 0.61 times the mass of the hydrogen atom m H . This temperature is considerably above the representative temperature of the x-ray emitting gas in Vela found by Kahn et al. (1985) (except for a small region near the pulsar). A solution to the dilemmas posed above is to question the validity of the distance estimate of 500 pc to the Vela Remnant. The physical parameters E, Q, and T 2 found from Equations 8, 9 and 10 scale in proportion to r 3 , r, and r 2 , respectively. Thus, if we were to propose that r is only 16 pc by declaring that the remnant is 250 instead of 500 pc away, we would arrive at E = 1 ? 2 10 51 erg and T 2 = 4:5 10 6 K. The lower value for E is now reasonable, and T 2 is well within the range of x-ray temperatures recorded by Kahn et al. (1985) . Kahn et al. (1985) derive a characteristic pressure for the x-ray emitting gas which is about a factor 40 below our lowest value for 0 v 2 s . They assumed an emission length equal to the diameter of the remnant at a distance of 500 pc. The disparity between their results and ours can be reduced if the remnant is closer than 500 pc and if the x-ray emission comes from shells of hot gas that are very thin compared to the remnant's diameter.
Having d much lower than 500 pc poses no di culty for the interpretation of the dispersion measure of the Vela pulsar (PSR J0835-4510), since a good fraction of the 69 cm ?3 pc is probably produced by the shell of ionized material at the edge of the remnant. This picture is supported by the conclusions of Backer (1974) and Taylor & Cordes (1993) that the Vela pulsar has much more scintillation than other pulsars with similar dispersion measures (even those in or behind the Gum Nebula). Moreover, a detailed study by Desai et al. (1992) indicates that most of the scintillation of the pulsar is produced by uctuations in the electrons that are relatively close to the pulsar, i.e., within or near the boundary of the remnant, rather than electrons between us and the remnant.
The main purpose of the above exercise is not to establish a new distance to the Vela SNR per se, but rather to illustrate that the inferred global properties of the remnant are very strongly dependent on the adopted distance. In view of the largely empirical comparisons that have been employed in past estimates for the distance to the Vela SNR, summarized by Kristian (1970) , we propose that the \fact" 11 that this remnant is 500 pc away be regarded with some skepticism. Of course, other characteristics of the Vela remnant are also subject to question, such as the accuracy of the measurement of the pulsar's age (compromised by random glitches in its period) and our oversimpli ed interpretation of the remnant evolution that neglects the changes in av caused by the diminishing e ect of cloud evaporation (McKee & Ostriker 1977 , Cowie, McKee & Ostriker 1981 . As a nal note, we point out that our meticulous selection of a particularly interesting line of sight to investigate with HST hardly gives us a \representative illustration" of the remnant as a whole. Irregularities in the structure of the remnant and the magnitude of physical events inside it are bound to give some departures from the norm.
Summary
The line of sight to HD72089 is a remarkable one for studying high velocity gas in the Vela SNR. It was selected for study because it showed a large number of distinct velocity components in spectra previously recorded at visible wavelengths. Our HST observations in the ultraviolet show that there is another extraordinary property about the gas in front of this star. We discovered some gaseous material that is moving very rapidly, shows strong compression, and is in a remarkably low state of ionization. This material moving at a heliocentric velocity of 121.5 km s ?1 has a thermal pressure range of 3 10 5 < p=k < 2 10 6 , as indicated by the relative numbers of atoms in excited ne-structure states. Fine-structure populations of C I de ne the lower limit and the lack of excited O I de nes the upper limit. Slightly lower velocity gas which is probably warmer and more ionized than that which bears the C I has n e > 100 cm ?3 , as indicated by the ne-structure excitation of Si II.
Other data help us to reconstruct the probable origin of the high velocity gas. The intensities of O III] emission lines in directions 5?10 arc sec from HD72089, when compared to the predictions of shock models, show that we are viewing a shock with a dynamical pressure 0 v 2 s = 1 ? 4 10 ?9 dyne cm ?2 if the shock's velocity v s is of order or much greater than 100 km s ?1 .
Thus, it seems very likely that the uv absorption lines are showing the accumulation of matter that has cooled and recombined in a zone well behind the front. The general properties of the shock are consistent with a secondary disturbance inside a cloud that was hit and overtaken by the primary SN blast wave. The fact that the column density of S II at high velocity is not substantially more than the expected thickness of gas that would cool to low temperatures indicates that the cloud shock is not inclined at an appreciable angle to the line of sight. Hence, v s is not much larger than the observed di erence in the radial velocities of the low and high velocity components, 11 Most of the current literature states this without attribution. s to the narrower interval 2 ? 4 10 ?9 dyne cm ?2 and make an independent determination 8:5 < n 0 < 17 cm ?3 .
It seems unlikely that there is a signi cant enhancement of photons that could ionize neutral Mg and Na above the rate from starlight. Thus we conclude that the ratios of Mg I and Na I to C I indicate that n e is high enough to force all three elements to be almost fully neutral. The time constants for this recombination n e are all shorter than the cooling time of the gas once it reaches T = 10 3:7 K. The characteristic time for ionizing carbon ? ?1 C = 140 yr is also shorter than the cooling time.
The postshock compression that we observe for the gas is signi cantly less than the square of the Mach number M 2 = 1:7 10 6 =T 0 of a shock entering a medium at a temperature T 0 . We propose that magnetic pressures are inhibiting the compression to a value well below that expected for a purely hydrodynamical ow. A transverse preshock eld of at least 1 G would be needed to inhibit the nal compression if the temperature T 1 is as low as 300K, but the minimum eld increases to 2:7 G if T 1 1000K.
The pressure of the blast wave that is needed to drive the cloud shock creates a very large requirement for the initial explosion energy E. Unless we are viewing a very special phenomenon in the Vela SNR (which is possible since our line of sight was specially selected), this creates a problem that can probably only be ameliorated by proposing that the distance to the remnant is considerably less than the usually adopted value of 500 pc.
nebula shows that the Vela Remnant is submerged in an intense part of the nebula's emission. Wallerstein & Balick's spectra did not have su cient velocity resolution to di erentiate between emission from gas that is following a high speed shock and gas that is at rest but photoionized. The forbidden emission lines from O III are an exception however. Nearly all of the O III] emission must come from the shock. We justify this point by noting that the O III] intensity ratio I( 4959) + I( 5007)]=I( 4363) = 14 4 in one exposure near HD72089. This ratio is consistent with the expected ratios that are calculated for shocks over all velocities where there is an appreciable abundance of O III in the cooling gas (Hartigan, Raymond & Hartmann 1987) , and it indicates an electron temperature somewhere between 39,000 and 128,000K (Osterbrock 1989, Eq. 5.4) . This temperature range is far above typical H II region temperatures of about 7000?13,000K and a speci c determination of 8,000K for the Gum Nebula, based on I( N II])/I(H ) (Chanot & Sivan 1983 ). Raymond, et al. (1988) pointed out that, under certain conditions, the ram pressure of a shock 0 v 2 s is very nearly proportional to just the product of the observed intensity of the O III] lines and the projected velocity of the shock, and the outcome is completely insensitive to the angle between the shock's normal and the viewing direction. We will make use of this simple argument to derive the pressure of the shock that we identify with the component at +121 km s ?1 , the only one that has a high enough speed to create the O III] emission. We cannot use this method to derive the preshock density 0 or v s independently, because we do not know the shock's inclination angle to the line of sight. All we can say at the moment is that this angle is probably not close to 90 o , 12 otherwise we would expect to see a lament nearly superposed on top of the star in a narrow-band H or O III] image. A narrow-band H photograph taken with the SRC Schmidt telescope (Elliot, Goudis & Meaburn 1976) shows the line of sight to HD72089 to be well clear of any sharp laments.
For the sum of the 4959 and 5007 intensities, Wallerstein & Balick(1990) observed absolute uxes ranging from 1:3?2:1 10 ?5 erg cm ?2 s ?1 str ?1 . The mean reddening for 9 stars within 2 o of HD72089 at the distance of the B-type stellar association is E(B?V) = 0:078 0:014. If we assume that A V =E(B?V) = 3.0 and correct the observed O III] intensity for the interstellar extinction, we arrive at a true ux that should be within the interval 1:6 ? 2:8 10 ?5 erg cm ?2 s ?1 str ?1 .
We estimate that the projected velocity of the shock is 100 km s ?1 , on the presumption that the low-ion peak centered at +21 km s ?1 represents gas just ahead of the shock (or gas closely associated with it). The models of Hartigan, et al. (1987) indicate that for each H nucleus that traverses the zone where O III] emission occurs, the number of 4959 or 5007 photons that are emitted ranges from 0.53 at v s = 100 km s ?1 to about 1.2 for velocities as high as 400 km s ?1 .
The number associated with 100 km s ?1 applies to the case where the shock is going directly away from us, while the much higher velocity allows for the possiblity that there is a substantial angle between our line of sight and the shock normal. For the limits of possible intensities and true
