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In this Master’s thesis volume integral equations based on polarization current den-
sities and potentials, i.e. JM-formulation and AVFU-formulation are developed for
bianisotropic scatterers. The volume integral equations are discretized and converted
into a system of linear equations using the method of moments. The system of
equations for the JM-formulation is solved using the generalized minimal residual
method (GMRES) and multilevel fast multipole algorithm (MLFMA) is also applied.
Whereas the AVFU-formulation is still under development and GMRES and MLFMA
are not implemented; thereby limiting the problem domain that can be analysed.
Numerical results are compared to existing model problems solved using either the
volume integral equations for the fields, i.e. the EH-formulation, flux densities, i.e.
the DB-formulation or the Mie series solutions. The scattering cross-section of simple
scatterers like an isotropic sphere to complex scatterers like double negative chiral and
metamaterial spheres is investigated.
From the numerical point of view the essence of JM- and AVFU- formulation is
discretization using low order basis functions. The polarization current densities in the
JM-formulation are expanded using piecewise constant basis functions and Galerkin’s
technique is applied to test the equations. The scalar and vector potentials in the
AVFU-formulation are expanded using the scalar interpolatory nodal basis functions
and point-matching technique is applied to test the equations.
An important purpose of the Master’s thesis is to provide an academic document that
can be easily followed to formulate and numerically implement volume integral equa-
tions based on fields, flux densities, polarization current densities or potentials. To
achieve this goal the overall implementation from scratch is presented for the AVFU-
formulation.
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11 Introduction
1.1 Motivation
Study of bi-anisotropic materials, their properties and electromagnetic scattering - which
is one of the basic problems in the study of interaction between electromagnetic waves
and material objects, has been focus of study for many decades. A rigorous solution of
scattered fields by spheres can be obtained by using the Mie theory. However, if the
structures of complex media are not in canonical geometries, the analytical analysis is
limited and not capable then. So, there arises the need of using numerical methods to deal
with such problems. However, standard numerical methods tend to lose their efficiency
when a scatterer is characterized with complicated constitutive relations.
Advances in the material technology has raised the demand for application of complex
materials. Complex structures are being investigated for applications such as antennas,
radomes, waveguides, microstrips, substrates for microstrip antennas, MMICs, and elec-
tromagnetic absorbers in the anechoic chambers, etc.
Integral equation (IE) methods are important in modelling arbitrary shaped structures and
satisfying, automatically, the radiation boundary condition. IE methods are efficient and
provide good flexibility and accuracy. The IE methods can be divided into surface and
volume integral equation methods.
Volume integral equation methods are indispensable for the electromagnetic modelling
of structures involving inhomogeneous materials or a number of many different homo-
geneous domains. Volume integral equations can be formulated in terms of electric and
magnetic field intensities, flux densities, current densities or scalar and vector potentials.
In the past, volume integral equations have been formulated for the most general linear
media in electromagnetics, i.e. a bi-anisotropic medium in terms of electric and mag-
netic field intensities (EH-formulation) and flux densities (DB-formulation) [1] and [2],
respectively. In [3], the volume integral equations based on equivalent polarization cur-
rents, i.e. the JM-formulation is presented in the case of extremely anisotropic parameters
and it is shown that the JM-formulation is accurate and stable in terms of the conditioning
of the system in a wide range of uniaxially anisotropic medium parameters. The EH-
formulation and DB-formulation suffer breakdown when some component of permittivity
or permeability dyadic is large in magnitude or close to zero, respectively. Volume inte-
gral equations based on potentials, i.e. AVFU-formulation has not been inspected very
2thoroughly and there has been a very limited research that is merely limited to simple
scatterers [4], [5] and [6].
The equivalent volume current densities have no continuities and simple piecewise con-
stant basis functions can be used to expand the unknown current densities. This leads to
simpler numerical implementation and lower requirements for the required computational
power. The potentials are continuous functions in space, a set of potential volume integral
equations can be formulated by expanding the unknown potentials with scalar linear nodal
basis functions and point-matching technique can be used. The use of volume equivalence
theorem and Lorenz gauge [6] simplifies the potential formulation and the evaluation of
surface integrals is eliminated; moreover, there are no hyper-singular integrals involved.
Due to the simplicity and use of low-profile basis function for the expansion of unknown
current densities or potentials, the number of unknowns involved is significantly reduced
and this leads to significant speed-up in the computational time.
1.2 Objective of the Master Thesis
There is an urgent need to develop an electromagnetic field solver that can handle all kinds
of complex media. The objectives of the master thesis are therefore defined as follows;
• to validate the JM-formulation developed for the bi-anisotropic media,
• to formulate and implement volume integral equations for scalar and vector poten-
tials, i.e. to develop the AVFU-formulation,
• To study the numerical properties (solution accuracy as a function of size and ma-
terial parameters, conditioning of the system matrices etc.) of the JM- and AVFU-
formulations,
• to produce a document that can easily followed to formulate and numerically im-
plement volume integral equations based on fields, flux densities, current densities
or potentials.
1.3 Organization of the Master Thesis
The organization of the thesis is as follows;
3• Chapter 2 gives a literature overview of electromagnetics in general and compu-
tational electromagnetics in particular. The problem of electromagnetic scattering
is presented and the terminologies associated with electromagnetic scattering are
defined.
• Chapter 3 presents a brief overview of surface integral equations and a detailed
description of the volume integral formulations for the fields, flux densities, current
densities and potentials.
• Chapter 4 gives the numerical implementation of the JM- and AVFU- formulations.
• Chapter 5 discusses the numerical results and limitations of the proposed formula-
tions.
42 Computational Electromagnetics
Electromagnetic analysis involves solving Maxwell’s equations to obtain a better under-
standing of a complex system. In the beginning electromagnetic analysis was limited to
the classical method of solving with pencil and paper. Thus, the solution to Maxwell’s
equations using the analytical methods was available only for simple problems and some
canonical geometries. In the current applied electromagnetic research, the problems of
interest involve arbitrary geometries and many different application domains such as an-
tenna design, remote sensing, surface sensing, electromagnetic compatibility (EMC) anal-
ysis, RF and microwave analysis and design etc. This has been possible with the advent
of computer and numerical methods; the numerical approximation to the system of equa-
tions (developed using the Maxwell’s equations and applying the appropriate boundary
conditions) by utilizing the computational resources provided by the modern computer
technology has given birth to the field of computational electromagnetics (CEM) [7].
“CEM is a multidisciplinary field and its core disciplines are electromagnetic theory and
numerical methods, but for useful implementations, geometric modeling and visualiza-
tion, and ingenuity in computational algorithms all have important roles to play” [8].
CEM techniques can be classified based on the problem type or application domain such
as, propagation, radiation and scattering problems. Propagation problems involve deter-
mining the fields distant from a known source, radiation means to determine the originat-
ing sources of a field and scattering refers to the finding of scattered fields from an obstacle
when the incident fields are known. The scope of any problem is limited by the properties
like solution domain/space, dimensionality, and electrical or spacial description.To solve
a problem in CEM, a physical domain is to be specified and the electrical characteristics
of the domain defined, then the relationship between the input and output depends on
the mathematical description used to describe it. This mathematical description can be
in terms of integral or differential equations, modal expansions, or an optical description.
The mathematical model based on integral equations requires the specification of Green’s
function which is an exact propagator. The integral equation model includes an explicit
radiation condition and is specified over the source function making it indispensable for
radiation or scattering problems. The differential equation model is less complicated then
an integral equation model and can handle medium inhomogeneities, non-linearities, and
time variations in a better fashion then an integral equation model. But the differential
operator is local, therefore, the whole space needs to be modeled to determine the field
variations. This means that the computational domain is to be terminated by some absorb-
5ing boundary condition or perfectly matched layer. With model expansion, the aim is to
find the solution to Maxwell’s equations in a particular coordinate system by describing
the source-field relationship in terms of well-known analytical functions instead of the
Green’s function. Some examples of these analytical functions are circular harmonics,
Hankel functions, Legendre polynomials etc. The field propagation using an optical de-
scription is a high frequency concept involving rays, diffraction coefficients, shadowing
and other terminologies used in optics and is more generally known as the geometrical
theory of diffraction (GTD).
In order to develop a CEM model, the first step is to lay down the observation and analysis
in terms of elementary physical principles (Maxwell’s equations, the associated boundary
conditions and the constitutive relations of matter) and their mathematical description.
Next, the problem is formulated in a way that it can be implemented with a computer code.
This involves converting the equations of field theory to mathematical equations by using
techniques such as the Method of Moments (MoM) (section 4.1). The formulated problem
is then numerically implemented by transforming into a computer code. The model is then
validated by obtaining quantitative results with the implemented code. These results are
compared to analytical solutions or to the results obtained using another CEM model or
are verified experimentally [9].
2.1 Maxwell’s Equations
The relations that describe the variations of the electric and magnetic fields, charges, and
currents connected with electromagnetic waves are governed by physical laws that are
known as Maxwell’s equations. These laws were put together by James Clerk Maxwell,
a Scottish physicist and mathematician. Below are given the differential and integral
forms of Maxwell’s equations. The differential form of Maxwell’s equations describe and
relate the field vectors, current densities, and charge densities at any point in space at
any time, provided that the field vectors are single-valued, bounded, continuous functions
of position and time and have continuous derivatives. The integral form of Maxwell’s
equations describe the relations of the field vectors, charge densities, and current densities
over an extended region of space and are utilized to solve electromagnetic boundary-value
problems. A complete description of the field vectors at any point at any time requires
Maxwell’s equations, the associated boundary conditions that describe the abrupt changes
in charges and currents that usually occur when there are discrete changes in the electrical
6parameters across an interface and the constitutive relations of matter.
∇×E = −M − jωB
∮
C
E · dl =
∫∫
S
M · ds− jωφ Faraday’s law (1)
∇×H = J + jωD
∮
C
H · dl = I + jω
∫∫
S
D · ds Maxwell-Ampere law (2)
∇ ·D = ρe
∮
S
D · ds = qe Gauss’s Law (3)
∇ ·B = ρm
∮
S
B · ds = qm Gauss’s Law - magnetic
(4)
All these field quantities -E,H ,D,B,J ,M , I, φ and q are assumed to be time-varying,
and each is a function of the space coordinates and time, i.e. (r; t). Moreover, the vari-
ation in time of each of the quantities is harmonic and since time-harmonic quantities
satisfy
∂F (r)
∂t
ejωt = jωF (r)ejωt
Therefore, the time factor ejωt is suppressed from Maxwell’s equations.
The definition and units of the quantities in Maxwell’s equations are
E = electric field intensity (volts/meter)
H = magnetic field intensity (amperes/meter)
D = electric flux density (coulombs/square meter)
B = magnetic flux density (webers/square meter)
φ =
∫∫
S
B · ds, magnetic flux (webers)
J = J c + J i, electric current density (amperes/square meter)
J i = impressed (source) electric current density (amperes/square meter)
J c = conduction electric current density (amperes/square meter)
jωD = Jd, displacement electric current density (amperes/square meter)
7M i = impressed (source) magnetic current density (volts/square meter)
M c = conduction magnetic current density (volts/square meter)
jωB = M d, displacement magnetic current density (volts/square meter)
I =
∫∫
S
J · ds, electric current (amperes)
ρe = electric charge density (coulombs/cubic meter)
ρm = magnetic charge density (webers/cubic meter)
qe =
∫∫∫
V
ρe dV, electric charge (coulomb)
qm =
∫∫∫
V
ρm dV, magnetic charge (weber)
Implicit in the Maxwell’s equation is the continuity equation that relates the net flow of
current out of a small volume (in the limit, a point) to the rate of decrease of charge [10]
[11], i.e.
∇ · J = −jωρe (5)
∇ ·M = −jωρm (6)
2.2 Constitutive Relations and Parameters for Bi-anisotropicMedium
Bi-anisotropic or magnetoelectric medium is the most general linear medium in electro-
magnetics and a class of the commonly known metamaterials defined as media whose
properties are emergent from their structural details instead of simple averages of the
constituents. A bianisotropic medium gets electrically excited by a magnetic field, and
vice versa - meaning that when placed in an electric or magnetic field, a bi-anisotropic
medium becomes both polarized and magnetized. For a bi-anisotropic medium the elec-
tric and magnetic flux densities D and B are related to the electric and magnetic field
intensities E andH by the constitutive relations [12],
D = ε0ε¯r ·E +√ε0µ0ξ¯r ·H (7)
B =
√
ε0µ0ζ¯r ·E + µ0µ¯r ·H (8)
8And the electric and magnetic current densities are related to the electric and magnetic
field intensities by;
J c = σ¯E (9)
M c = σ¯mH (10)
Here the material parameter dyadics are permittivity ε¯(ε0ε¯r) and permeability µ¯(µ0µ¯r),
and two magnetoelectric dyadics ξ¯(
√
ε0µ0ξ¯r) and ζ¯(
√
ε0µ0ζ¯r) (each of these dyadics con-
tain 9 independent parameters). ε0(= 8.854 × 10−12 Farads/meter) is the permittivity of
free-space, µ0(= 4pi × 10−7 henrys/meter) is the free-space permeability, σ (siemen-
s/meter) is the electric current conductivity, and σm (ohms/meter) is the magnetic current
conductivity. The above defined parameters are referred to as the constitutive parame-
ters of a medium, and based on their spatial or frequency dependence, the medium can
be characterized as linear or non-linear, homogeneous or inhomogeneous, dispersive or
non-dispersive, and isotropic, anisotropic, bi-isotropic, or bi-anisotrpic [14].
If the medium does not have any preferred direction, it is bi-isotropic, and all four dyadics
are multiples of the unit dyadic. If on the other hand ξ¯ and ζ¯ are zero, and ε¯ and µ¯ are
non-zero scalars, the medium is simply an isotropic medium, and E is parallel to D and
H is parallel to B. Hence all linear (constitutive parameters are independent of the field
intensities) and stationary media, isotropic or anisotropic, bi-isotropic or bi-anisotropic,
can be treated as bi-anisotropic or special cases of bi-anisotropic media. The most gen-
eral bi-anisotropic material requires 36 parameters in its full constitutive electromagnetic
description. These 36 parameters, however, may not be chosen arbitrarily and in realistic
"physical" medium the number of free parameters may be smaller. But in fact there is a
greater complexity involved with problems involving bi-anisotropic materials in compar-
ison to isotropic, bi-isotropic and anisotropic materials requiring respectively 2, 4 and 18
parameters in their full constitutive electromagnetic description [13].
2.3 Boundary Conditions
At an interface where the media involved exhibit discontinuities, i.e. contiguous regions
have different constitutive parameters or there exists sources along the boundaries sep-
arating these media, the field vectors are discontinuous and there behavior across the
boundaries is described by boundary conditions. Boundary conditions are derived by ap-
plying the integral form of Maxwell’s equations (1,2,3,4) to a small region at an interface
of the two media, e.g. the application of the integral form a curl equation to a flat closed
9path at an interface with top and bottom sides in the two touching media gives the bound-
ary conditions for the tangential components; and the application of the integral form of a
divergence equation to a shallow pillbox at an interface with the top and bottom faces in
the two contiguous media gives the boundary conditions for the normal components [11].
The boundary conditions for the tangential components of E and H and normal compo-
nents ofD andB are summarized in Table 1:
Table 1: Summary of boundary conditions
Boundary Conditions Description
n2 × (E2 −E1) = M s The tangential component of E is discontinuous across an in-
terface where an impressed surface magnetic current exists.
n2 × (H1 −H2) = J s The tangential component of H is discontinuous across an
interface where a surface electric current exists.
n2 · (D1 −D2) = ρes The normal component ofD is discontinuous across an inter-
face where a surface electric charge exists.
n2 · (B1 −B2) = ρms The normal component ofB is discontinuous across an inter-
face where a surface magnetic charge exists.
The normal components of the electric field intensity (E) and magnetic field intensity
(H) are discontinuous across an interface.
2.4 The Problem of Electromagnetic Scattering
When an electromagnetic wave is incident on an object it introduces currents on the sur-
face of the object1. These surface currents which can be purely electrical in case of perfect
electric conductor, purely magnetic in case of a perfect magnetic conductor and both elec-
tric and magnetic in case of dielectric material, radiate and produce the scattered fields.
The fundamental scattering problem is as follows: Given an object of specified size, shape
and material parameters that is illuminated by a plane electromagnetic wave with specified
characteristics (frequency, direction, polarization, etc.), determine the electromagnetic
field at all points in the object and at all points of the homogeneous medium in which the
object is embedded [15], [16].
The field inside the object is (E2,H2); the field (E1,H1) outside the object is the super-
position of the incident field (Ei,H i) and the scattered field (Es,Hs) (Fig. 1):
1If the object is homogeneous then the surface currents are used to find the scattered fields. For inho-
mogeneous domains, volume currents are used to describe the scattered fields. If the Green’s function or
Green’s dyadic of the inhomogeneous medium is known, it is possible to formulate the problem of electro-
magnetic scattering in terms of surface currents.
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Figure 1: The incident field (Ei,H i) gives rise to a field (E2,H2) inside the object and
a scattered field (Es,Hs) in the medium surrounding the object [15]
E1 = E
i +Es, H1 = H
i +Hs (11)
where
Ei = E0e
j(ωt−k·r), H i = H0ej(ωt−k·r) (12)
and k is the wave vector appropriate to the medium surrounding the obstacle.
Once the equivalent currents on the surface of the scatterer (J s,M s) defined using the
Surface Equivalence Principle (3.1) or the polarization currents representing the scatterer
(JV ,MV ) defined using the Volume Equivalence Principle (3.2) are known, the scattered
fields in the far-filed (r →∞) can be calculated using [17],
Es(r) ≈ e
−jkr
4pir
∫
Ω
{jωµrˆ × [rˆ × J(r′)] + jkrˆ ×M(r′)} ejkrˆ·r′ dΩ′, (13)
Hs(r) ≈ e
−jkr
4pir
∫
Ω
{jωεrˆ × [rˆ ×M(r′)]− jkrˆ × J(r′)} ejkrˆ·r′ dΩ′ (14)
J andM in equation’s (13) and (14) are either surface or volume currents.
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2.5 Scattering Cross Section
Scattering Cross Section (SCS) is a parameter that characterizes the scattering by an ob-
ject. It is defined in the three-dimensional case as,
σ(θ, ϕ, θi, ϕi) = lim
r→∞
4pir2
|Es(r, θ, ϕ)|2∣∣Ei(θi, ϕi)∣∣2
= lim
r→∞
4pir2
|Hs(r, θ, ϕ)|2∣∣H i(θi, ϕi)∣∣2 (15)
where (Es,Hs) denote the scattered field observed in the direction (θ, ϕ) and (Ei,H i)
denote the incident field from the direction (θi, ϕi). σ is called the monostatic or backscat-
ter scattering cross section when the incident and observation directions are the same;
otherwise, it is referred to as the bistatic scattering cross section.
The scattering cross section is often normalized to either square of the wavelength (λ2)
or area (m2). The unit for σ/λ2 is dBsw and for σ/m2 is dBsm. To include information
about polarization, the scattering cross section is defined as [17]
σpq(θ, ϕ, θ
i, ϕi) = lim
r→∞
4pir2
∣∣Esp(r, θ, ϕ)∣∣2∣∣Eiq(θi, ϕi)∣∣2 (16)
where p and q represent either θ or φ. σθθ is the co-polarized SCS in the φ = 00 or E-
plane and σθφ is the cross-polarized SCS in the φ = 00 or E-plane. Likewise, σφφ is the
co-polarized SCS in the φ = 900 or H-plane and σφθ is the cross-polarized SCS in the
φ = 900 or H-plane.
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3 Integral Equation Methods
Integral equation methods are important in the numerical analysis of certain boundary-
value problems, such as, scattering, radiation etc. In electromagnetic integral equation
methods the original boundary value problems for Maxwell’s equations are reformulated
as integral equations over the boundary interfaces of homogeneous domains or integral
equations over the entire volume of the object are considered if the object is inhomoge-
neous. Thus in the special case of a homogeneous medium the problem involving whole
of the domain is reduced to one involving only its boundaries, this means that the di-
mension of the problem is reduced by one. In the case of exterior problems, where the
region of interest is of infinite extent, an integral equation formulation is virtually indis-
pensable [18].
Although, the integral equation methods are in many cases flexible and efficient methods
for solving various electromagnetic problems, an additional numerical difficulty arises
from the singular integrals when the observation point is in the source region. The in-
convenience due to singular kernels cannot be eliminated but reduction in integrand’s
singularity is desired for achieving higher accuracy in numerical computations involving
such integrals.
3.1 Surface Equivalence Theorem
The statement of the surface equivalence theorem follows directly from uniqueness theo-
rem [19] that says: ”a harmonic field (E,H) in a source-free region D can be uniquely
determined if the tangential fields are known on an virtual surface S bounding D”.
Consider a source free domain D with a known Green’s dyadic G¯ and surface S enclos-
Figure 2: (a) Bounded (interior) regions Figure 3: (b) Unbounded (exterior) regions
ing the source domain as illustrated in Figure 2, 3. Then the fields inside the domain D
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can be determined by equivalent surface polarization current densities defined as;
J s = nˆ×H (17)
M s = −nˆ×E (18)
where nˆ is unit normal on S pointing into D. J s and M s are called equivalent surface
polarization current densities since they do not necessarily agree with the the physical
current densities (surface S can be a virtual surface).Thus the tangential boundary values
of the fields on S can be used to uniquely determine the fields inside D. This holds for
both bounded and unbounded regions and in unbounded regions the fields must satisfy
the radiation condition,
lim
|r|→∞
|r|
[√
µHs
r
|r| −
√
εEs
]
= 0 (19)
The fields can be expressed mathematically as,
χ(r)E(r) = Ei + jωµSs(J s)(r)−Ks(M s)(r) (20)
χ(r)H(r) = H i + jωεSs(M s)(r) +Ks(J s)(r) (21)
Ss(F )(r) andKs(F )(r) are surface integral operators defined as;
Ss(F )(r) =
∫
S
G¯(r, r′) · F (r′) dS ′ (22)
Ks(F )(r) = ∇× Ss(F )(r) (23)
Ei and H i are the primary fields generated by a current source (J i,M i) in D (if it
exists), G¯(r, r′) is the Green’s dyadic and χ(r) is the characteristic function of D (Dc is
the complement of D).
χ(r) =

1 r  D
1/2 r  S
0 r  Dc
(24)
G¯(r, r′) =
(
1
k2
∇∇+ I¯
)
G(r, r′) (25)
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and
Ei = jωµ
∫
spt(Ji)
G¯(r, r′) · J i(r′) dr′ (26)
H i = ∇×
∫
spt(Ji)
G¯(r, r′) · J i(r′) dr′ (27)
where,
G(r, r′) =
e−jkr
4pir
is the homogeneous-space Green’s function and
k = ω
√
µε
is the homogeneous-space wave number.
3.2 Volume Equivalence Theorem
The volume equivalence theorem states that the field disturbances due the presence of a
material body can be described by some prescribed equivalent polarization currents that
are a function of the constituent parameters of the material body and the domain in which
the body is embedded, and the fields.
Consider time-harmonic sources radiating in the presence of a general material structure,
Figure 4: Volume equivalence theorem [14]
Fig 4. The incident fields (Ei,H i) on interaction with the object give rise to scatered
fields (Es,Hs). Since the fields penetrating the object are not equal to the incident fields,
the generation of the scattered fields is necessary to ensure continuity of fields across
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boundary surface to full-fill the boundary conditions. According to the volume equiv-
alence theorem these scattered fields can be thought of as originating from equivalent
polarization currents defined in the case of the most general linear medium in electro-
magnetics, i.e. a bi-anisotropic medium as,
JV = jω(ε¯− ε0I¯) ·E + jωξ¯ ·H (28)
MV = jω(µ¯− µ0I¯) ·H + jωζ¯ ·E (29)
Thus, the scattered fields are then defined as,
Es(r) = −jωµ1
∫
D
G¯1(r, r′) · JV (r′) dV ′ −∇×
∫
D
G¯1(r, r′) ·MV (r′) dV ′(30)
Hs(r) = −jωε1
∫
D
G¯1(r, r′) ·MV (r′) dV ′ +∇×
∫
D
G¯1(r, r′) · JV (r′) dV ′ (31)
where G¯2 is the dyadic Green’s function of the background medium.
Alternatively, the scattered fields can be written according to the volume equivalence
principle as,
Es(r) =
1
jωε1
(∇∇ ·+k21)SV (JV )(r)−∇× SV (MV )(r) (32)
Hs(r) =
1
jωµ1
(∇∇ ·+k21)SV (MV )(r) +∇× SV (JV )(r) (33)
where SV is a volume integral operator defined as,
SV (F )(r) =
∫
D
G1(r, r
′)F (r′) dV ′ (34)
with the scalar Green’s function of the exterior G1(r, r′). By adding primary fields
(Ep,Hp) to both sides of the representation of the scattered fields we get the volume
integral equations for the total fields,
E(r) =
1
jωε1
L(JV )(r)−K(MV )(r) +Ei (35)
H(r) =
1
jωµ1
L(MV )(r) +K(JV )(r) +H i (36)
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and
E = Ei +Es and H = H i +Hs (37)
The integral operators are defined as,
L(F )(r) = (∇∇ ·+k21)SV (F )(r) (38)
K(F )(r) = ∇× SV (F )(r) (39)
3.2.1 Scaling
The system of equations in (35) and (36) is not well-balanced, because the operators
have different scales and dimensions. We obtain better balanced systems by scaling the
equations so that the quantities on both sides of the equations have the same dimensions
[20].
Defining the bi-anisotropic parameters as
 D
B
 =
 ε0 ε¯r √ε0µ0 ξ¯r√
ε0µ0 ζ¯r µ0 µ¯r
 E
H
 =
 ε0I¯ 0
0 µ0I¯

 ε¯r η0 ξ¯r1
η0
ζ¯r µ¯r

 E
H

(40)
with η0 =
√
µ0/ε0 and defining the scaled volume current densities as
J˜V =
1√
ε0
JV = jωτ¯ε · E˜ + jωξ¯r · H˜ (41)
M˜V =
1√
µ0
MV = jωτ¯µ · H˜ + jωζ¯r · E˜ (42)
where
E˜ =
√
ε0E and H˜ =
√
µ0H (43)
The scaled volume integral equation representation for E˜ and H˜ read
E˜ =
1
jω
L(J˜V )−√ε0µ0K(M˜V ) + E˜i (44)
H˜ =
1
jω
L(M˜V ) +√ε0µ0K(J˜V ) + H˜ i (45)
where ε¯, µ¯, ξ¯, ζ¯ are the characteristic parameters of the material medium and
τ¯ε = ε¯r − I¯ and τ¯µ = µ¯r − I¯ . (46)
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3.3 Volume Integral Equation Representations
The representations in equations (35) and (36) or (44) and (45) have both fields and cur-
rent densities and therefore the equations cannot be used directly. The currents (JV ,MV )
can be represented in terms of fields (E,H) and fields can be represented in terms of
fluxes (D,H) or potentials (A, V,F , U ) giving EH-, DB- and AVFU- formulations, re-
spectively. Or the fields can be represented in terms of volume currents giving the JM-
formulation. These formulations are discussed in detail in the following sections.
The EH- and DB- formulations presented in the next sections and those put by [1] and [2],
respectively, are not the same. In [1] the total electric and magnetic fields are at first rep-
resented in terms of incident fields and scattered potentials, the scattered potentials are
then defined in terms of equivalent polarization current densities and surface and volume
charge densities that are then represented in terms of fields according to equations (28)
and (29) to give the volume integral formulation for the fields. In [2] a volume integral
formulation for the flux densities is obtained by representing the total fields in terms of
flux densities and scattered field in terms of potentials, the potentials are then related to
flux densities.
3.3.1 The EH-formulation
Using equations (28) and (29) in equations (35) and (36) we get the volume integral
equations in terms of the fields.
E(r) =
1
ε0
L
(
(ε¯− ε0I¯) ·E + ξ¯ ·H
)
(r)− jωK
(
(µ¯− µ0I¯) ·H + ζ¯ ·E
)
(r)+Ei(r)
=
1
ε0
L (ε0τ¯ε ·E) + 1
ε0
L
(
ξ¯ ·H
)
(r)
− jωK (µ0τ¯µ ·H)− jωK
(
ζ¯ ·E
)
(r) +Ei(r) (47)
and
H(r) =
1
µ0
L
(
(µ¯− µ0I¯) ·H + ζ¯ ·E
)
(r)+jωK
(
(ε¯− ε0I¯) ·E + ξ¯ ·H
)
(r)+H i(r)
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=
1
µ0
L (µ0τ¯µ ·H) + 1
µ0
L
(
ζ¯ ·E
)
(r)
+ jωK (ε0τ¯ε ·E) + jωK
(
ξ¯ ·H
)
(r) +H i(r) (48)
Substituting equations (41) and (42) into equations (44) and (45) we get the scaled equa-
tions for the fields.
E˜ = L
(
τ¯ε · E˜
)
− jk0K
(
ζ¯r · E˜
)
+L
(
ξ¯r · H˜
)
− jk0K
(
τ¯µ · H˜
)
+ E˜
i
(49)
H˜ = L
(
τ¯µ · H˜
)
+ jk0K
(
ξ¯r · H˜
)
+L
(
ζ¯r · E˜
)
+ jk0K
(
τ¯ε · E˜
)
+ H˜
i
(50)
3.3.2 The DB-formulation
The constitutive relations for bi-anisotropic medium can be re-written as,
E = α¯1 ·D + α¯2 ·B (51)
H = α¯3 ·D + α¯4 ·B (52)
where [
α¯1 α¯2
α¯3 α¯4
]
=
[
ε¯ ξ¯
ζ¯ µ¯
]−1
(53)
The equivalent polarization current densities can then be written in terms of flux densities
as,
JV = jω(β¯1 ·D + β¯2 ·B) (54)
MV = jω(β¯3 ·B + β¯4 ·D) (55)
where [
β¯1 β¯2
β¯3 β¯4
]
=
[
I¯ − ε0α¯1 −ε0α¯2
I¯ − µ0α¯4 −µ0α¯3
]
(56)
Equations (35) and (36) can now be written in terms of flux densities as,
α¯1 ·D + α¯2 ·B = 1
ε1
L
(
β¯1 ·D + β¯2 ·B
)
(r)−K
(
jω(β¯3 ·B + β¯4 ·D)
)
(r) +Ei
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Moving the incident electric field intensity to the left and rearranging we get,
Ei = α¯1·D− 1
ε1
L
(
β¯1 ·D
)
+jωK
(
β¯4 ·D
)
+α¯2·B− 1
ε1
L
(
β¯2 ·B
)
+jωK
(
β¯3 ·B
)
(57)
Similarly,
α¯3 ·D + α¯4 ·B = 1
µ1
L
(
β¯3 ·B + β¯4 ·D
)
(r) +K
(
jω(β¯1 ·D + β¯2 ·B)
)
(r) +H i
Moving the incident magnetic field intensity to the left and rearranging we get,
H i = α¯3·D− 1
µ1
L
(
β¯4 ·D
)
−jωK
(
β¯1 ·D
)
+α¯4·B− 1
µ1
L
(
β¯3 ·B
)
−jωK
(
β¯2 ·B
)
(58)
3.3.3 The JM-formulation
In order to have an equation for the electric current, equations (35) and (36) are multiplied
with jω(ε¯ε0)· and with jωξ¯·, respectively, and combined. An equation for the magnetic
current is obtained similarly. The equations read
JV − τ¯ε ·L(JV ) + jωε0τ¯ε ·K(MV )− ξ¯
µ0
·L(MV )− jωξ¯ ·K(JV ) = jωε0τ¯ε ·Ei + jωξ¯ ·Hi (59)
MV − τ¯µ ·L(MV )− jωµ0τ¯µ ·K(JV )− ζ¯
ε0
·L(JV ) + jωζ¯ ·K(M) = jωµ0τ¯µ ·Hi + jωζ¯ ·Ei(60)
Using (44) and (45) in (41) and (42), we get the scaled equations for the currents I¯ − τ¯ε ·L− jk0ξ¯r ·K −ξ¯r ·L+ jk0τ¯ε ·K
−ζ¯r ·L− jk0τ¯µ ·K I¯ − τ¯µ ·L+ jk0ζ¯r ·K
 J˜V
M˜V
 = jω
 τ¯ε · D˜i + ξ¯r · B˜i
τ¯µ · B˜i + ζ¯r · D˜i

(61)
Defining an integral operator T (F )(r)
T (F )(r) = ∇×∇× S(F )(r) (62)
So that L(F )(r) can be written in terms of T (F )(r) as
L(F )(r) = (T − I) (F )(r) (63)
20
Thus, Eq. (61) can be written in terms of as T operator as ε¯r − τ¯ε · T − jk0ξ¯r ·K ξ¯r − ξ¯r · T + jk0τ¯ε ·K
ζ¯r − ζ¯r · T − jk0τ¯µ ·K µ¯r − τ¯µ · T + jk0ζ¯r ·K
 J˜V
M˜V
 = jω
 τ¯ε · D˜i + ξ¯r · B˜i
τ¯µ · B˜i + ζ¯r · D˜i

(64)
3.3.4 The AVFU-formulation
In order to obtain a volume integral equation formulation for the potentials, let us de-
fine the electric and magnetic bound and surface charge densities with the polarization
(JV ,MV ) currents defined according to equations (28) and (29),
ρe =
(
j
ω
)
∇ · JV , (65)
σe = −
(
j
ω
)
JV · nˆ, (66)
ρm =
(
j
ω
)
∇ ·MV , (67)
σm = −
(
j
ω
)
MV · nˆ, (68)
Where nˆ is the outward unit normal vector on the surface. With the charge and cur-
rent densities defined, the scattered vector and scalar electric and magnetic potentials are
defined, respectively, as
As = µ0
∫
D
JV (r
′)G(r, r′) dv′ (69)
V s =
1
ε0
∫
D
ρeG(r, r
′) dv′ +
1
ε0
∫
S
σeG(r, r
′) ds′ (70)
F s = ε0
∫
D
MV (r
′)G(r, r′) dv′ (71)
U s =
1
µ0
∫
D
ρmG(r, r
′) dv′ +
1
µ0
∫
S
σmG(r, r
′) ds′ (72)
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The scalar and vector potentials are related to each other via the Lorenz Gauge
∇ ·A+ jωε0µ0V = 0 (73)
∇ · F + jωε0µ0U = 0 (74)
The electric and magnetic field intensities can be written in terms of potentials as
E = −jωA−∇V − 1
ε0
∇× F (75)
H = −jωF −∇U + 1
µ0
∇×A (76)
So that the equivalent electric and magnetic current densities can be written as
JV = jω(ε¯− ε0I¯) ·
(
−jωA−∇V − 1
ε0
∇× F
)
+ jωξ¯ ·
(
−jωF −∇U + 1
µ0
∇×A
)
(77)
MV = jω(µ¯− µ0I¯) ·
(
−jωF −∇U + 1
µ0
∇×A
)
+ jωζ¯ ·
(
−jωA−∇V − 1
ε0
∇× F
)
(78)
The vector electric potential can be written as
A (r) = Ai (r) +As (r) , (79)
Substituting the integral forAs and movingAi to the right we get,
A− µ0
∫
D
[
jω(ε¯− ε0I¯) ·
(
−jωA−∇V − 1
ε0
∇× F
)
+ jωξ¯ ·
(
−jωF −∇U + 1
µ0
∇×A
)]
G(r, r′) dv′ = Ai, (80)
Similarly the vector magnetic potential can be written as,
F (r) = F i (r) + F s (r) (81)
Substituting the integral for F s and moving F i to the right we get,
F − ε0
∫
D
[
jω(µ¯− µ0I¯) ·
(
−jωF −∇U + 1
µ0
∇×A
)
+ jωζ¯ ·
(
−jωA−∇V − 1
ε0
∇× F
)]
G(r, r′) dv′ = F i (82)
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where,Ai and F i are incident potentials,A and F are total potentials.
3.3.4.1 Scaled Equations In order to make the equations well balanced the parame-
ters are redefined so that they have the same dimensions.
A˜
s
= jη0k0
∫
D
JV (r
′)G(r, r′) dv′, (83)
V˜ s =
k0
ε0
∫
D
ρeG(r, r
′) dv′ +
k0
ε0
∫
S
σeG(r, r
′) ds′, (84)
F˜
s
= j
k0
η0
∫
D
η0MV (r
′)G(r, r′) dv′, (85)
U˜ s =
k0
µ0
∫
D
η0ρmG(r, r
′) dv′ +
k0
µ0
∫
S
η0σmG(r, r
′) ds′, (86)
The electric and magnetic field intensities can then be written in terms of potentials as
E = −A˜− 1
k0
∇V˜ + j 1
k0
∇× F˜ , (87)
η0H = −F˜ − 1
k0
∇U˜ − j 1
k0
∇× A˜, (88)
Equations (87) and (88) hold for the incident, scattered and total fields. Thus the equiva-
lent electric and magnetic current densities become
JV = jωε0(ε¯r − I¯) ·
(
−A˜− 1
k0
∇V˜ + j 1
k0
∇× F˜
)
+ jω
ξ¯
η0
·
(
−F˜ − 1
k0
∇U˜ − j 1
k0
∇× A˜
)
,
= jωε0
[
(ε¯r − I¯) ·
(
−A˜− 1
k0
∇V˜ + j 1
k0
∇× F˜
)
+
ξ¯√
ε0µ0
·
(
−F˜ − 1
k0
∇U˜ − j 1
k0
∇× A˜
)]
,
= jωε0
[
(ε¯r − I¯) ·
(
−A˜− 1
k0
∇V˜ + j 1
k0
∇× F˜
)
+
(
χ¯T − jκ¯T ) · (−F˜ − 1
k0
∇U˜ − j 1
k0
∇× A˜
)]
,(89)
MV = jωµ0
1
η0
(µ¯r − I¯) ·
(
−F˜ − 1
k0
∇U˜ − j 1
k0
∇× A˜
)
+ jωζ¯ ·
(
−A˜− 1
k0
∇V˜ + j 1
k0
∇× F˜
)
,
η0MV = jωµ0
[
(µ¯r − I¯) ·
(
−F˜ − 1
k0
∇U˜ − j 1
k0
∇× A˜
)
+
ζ¯√
ε0µ0
·
(
−A˜− 1
k0
∇V˜ + j 1
k0
∇× F˜
)]
,
= jωµ0
[
(µ¯r − I¯) ·
(
−F˜ − 1
k0
∇U˜ − j 1
k0
∇× A˜
)
+ (χ¯+ jκ¯) ·
(
−A˜− 1
k0
∇V˜ + j 1
k0
∇× F˜
)]
(90)
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where the two new dyadics χ¯ and κ¯ are defined as;
χ¯ =
ζ¯ + ξ¯T
2
(91)
κ¯ =
ζ¯ − ξ¯T
j2
(92)
The scaled vector electric potential can be written as,
A˜ (r) = A˜
i
(r) + A˜
s
(r) , (93)
Substituting the integral for A˜
s
and moving A˜
i
to the right we get,
A˜− jη0k0
∫
D
jωε0
[
(ε¯r − I¯) ·
(
−A˜− 1
k0
∇V˜ + j 1
k0
∇× F˜
)
+
(
χ¯T − jκ¯T ) · (−F˜ − 1
k0
∇U˜ − j 1
k0
∇× A˜
)]
G(r, r′) dv′ = A˜
i
,
Multiplying the above equation by k0 we get,
A˜−
∫
D
[
(ε¯r − I¯) ·
(
−k20A˜− k0∇V˜ + jk0∇× F˜
)
+
(
χ¯T − jκ¯T ) · (−k20F˜ − k0∇U˜ − jk0∇× A˜)]G(r, r′) dv′ = A˜i (94)
Similarly, the scaled vector magnetic potential can be written as,
F˜ (r) = F˜
i
(r) + F˜
s
(r) , (95)
Substituting the integral for F˜
s
and moving F˜
i
to the right we get,
F˜ − j k0
η0
∫
D
jωµ0
[
(µ¯r − I¯) ·
(
−F˜ − 1
k0
∇U˜ − j 1
k0
∇× A˜
)
+ (χ¯+ jκ¯) ·
(
−A˜− 1
k0
∇V˜ + j 1
k0
∇× F˜
)]
G(r, r′) dv′ = F˜
i
,
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Multiplying the above equation by k0 we get,
F˜ +
∫
D
[
(µ¯r − I¯) ·
(
−k20F˜ − k0∇U˜ − jk0∇× A˜
)
+ (χ¯+ jκ¯) ·
(
−k20A˜− k0∇V˜ + jk0∇× F˜
)]
G(r, r′) dv′ = F˜
i
(96)
Similarly, scaling the Lorenz Gauge equations we get,
∇ · A˜− k0V˜ = 0 (97)
∇ · F˜ − k0U˜ = 0 (98)
Equations (94), (96), (97) and (98) constitute the AVFU-formulation.
Defining the integral operators;
S ε¯(X)(r) =
∫
D
[
(ε¯r − I¯) ·X
]
G(r, r′) dv′ (99)
S µ¯(X)(r) =
∫
D
[
(µ¯r − I¯) ·X
]
G(r, r′) dv′ (100)
S χ¯T κ¯T (X)(r) =
∫
D
[
(χ¯T − κ¯T ) ·X]G(r, r′) dv′ (101)
S χ¯κ¯(X)(r) =
∫
D
[(χ¯+ κ¯) ·X]G(r, r′) dv′ (102)
Equations (94), (96), (97) and (98) can be written in matrix form as,
∇ · I¯ −k0 0 0
0 0 ∇ · I¯ −k0
I¯ − k02S ε¯(I¯)− jk0Sχ¯T κ¯T (∇× I¯) −k0S ε¯(∇) jk0S ε¯(∇× I¯)− k02Sχ¯T κ¯T (I¯) −k0Sχ¯T κ¯T (∇)
−jk0S µ¯(∇× I¯)− k02Sχ¯κ¯(I¯) −k0Sχ¯κ¯(∇) I¯ − k02S µ¯(I¯) + jk0Sχ¯κ¯(∇× I¯) −k0S µ¯(∇)


A˜
V˜
F˜
U˜
 =

0
0
A˜
i
F˜
i

(103)
Equation (103) is used in the numerical implementation of AVFU-formulation (4.2.2)
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4 Numerical Solution of Volume Integral Equations
The numerical solution of volume integral equations is obtained by the Method of Mo-
ments (MoM). MoM is a mathematical concept by which the functional equations of field
theory are reduced to matrix equations. The MoM technique was introduced by Roger
F. Harrington in his 1967 seminal paper, "Matrix Methods for Field Problems" [21]. The
MoM applies orthogonal projections to translate the integral equation statement into a
system of linear equations. Basis functions are used to expand the unknowns (fields, flux
densities, current densities or potentials), testing functions are used to enforce the equa-
tions hold in the weighted average sense and matrix methods are then used to solve for
the expansion coefficients associated with the basis functions [22].
4.1 Method of Moments (MoM)
Consider the inhomogeneous equation,
L(f) = g (104)
where L is a linear operator, g is a known excitation or forcing function, and f is the un-
known quantity to be determined. Let f be expanded in a series of functions f1, f2, f3, · · ·
in the domain of L, as
f =
∑
n
αnfn (105)
where the αn are constants. The fn are called expansion functions or basis functions.
Substituting (105) in (104), and using the linearity of L, we have∑
n
αnL(fn) = g (106)
To determine αn we choose another set of functions w1, w2, w3, · · · in the range of L, and
taking the inner product of (106) with each wm, we get∑
n
αn 〈wm, L(fn)〉 = 〈wm, g〉 (107)
The wm, m = 1, 2, 3, · · · ,M are referred to as the weighting or testing function. In
practice, the number of basis and testing functions are equal, i.e. N = M .
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Equation (107) can be written in matrix form as
[Zmn] [αn] = [gm] (108)
where
[Zmn] =

〈w1, L(f1)〉 〈w1, L(f2)〉 〈w1, L(f3)〉 · · ·
〈w2, L(f1)〉 〈w2, L(f2)〉 〈w2, L(f3)〉 · · ·
〈w3, L(f1)〉 〈w3, L(f2)〉 〈w3, L(f3)〉 · · ·
...
...
...

(109)
[αn] =

α1
α2
α3
...

(110)
[gm] =

〈w1, g〉
〈w2, g〉
〈w3, g〉
...

(111)
If the matrix [Z] is non-singular, i.e. its inverse [Z−1] exists and the unknown coefficients
αn, n = 1, 2, 3, · · · , N are then given by
[αn] = [Zmn]
−1[gm] (112)
and the solution for f is given by (105) [22].
Thus, the MoM uses orthogonal projections and linear algebra to reduce the integral equa-
tion problem to a system of linear equations. The unknown field, flux, current, or potential
distribution is represented in terms of linearly independent set of basis functions. Then
an inner product is formulated with a linearly independent set of testing functions form-
ing a projection operator that forces the error to be orthogonal with respect to the space
spanned. The expansion coefficients can be moved out of the linear operator; this permits
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the evaluation of unknown functions. The expansion coefficients, the orthogonal projec-
tions of electromagnetic boundary conditions, and the loosely defined impedance’s are
gathered into a system of linear equations. This system of equations is solved to yield the
expansion coefficients. The original distribution is then determined by introducing these
coefficients back into the basis function expansion.
One of the main tasks in any particular problem is the choice of the basis (fn) and testing
(wm) functions. Some of the factors that affect the choice of fn and wm are a) the accu-
racy of solution desired, b) the ease of evaluation of matrix elements, c) the size of system
matrix that can be inverted [21].
4.1.1 Basis Functions
The MoM solution begins by defining the unknown distribution by a linearly independent
set of basis functions. There are two types of basis functions, sub-domain basis functions
and entire domain basis functions. Sub-domain basis functions subdivide the domain into
small segments called elements and model the unknown distribution on each element or
on a few adjacent elements by functions; fn, n = 1, 2, 3, · · · , N that are typically low
order polynomials. Whereas, the entire domain basis functions are defined over the en-
tire domain and employ a more formal orthogonal expansion, such as a Fourier series,
to represent the unknown distribution. Entire domain basis functions tend to yield more
complicated calculations for the so-called impedances and, therefore, are less popular.
The choice of the basis functions depends on the (continuity) properties of the unknown
function. Generally the basis function should satisfy the same physical (e.g., boundary)
conditions as the original unknown. If the unknown quantity f is continuous, when it
in many cases is advantageous that also the basis function approximation is continuous.
This, however, is not necessary and it is possible to approximate a continuous function
with discontinuous basis functions. On the other hand, if the function is discontinuous it
should not be approximated with continuous functions. The basis functions should also
be linearly independent to guarantee that the resulting linear system is non-singular and
invertible. Moreover, the choice of basis functions is also effected by the nature of the
unknown function, i.e. if the unknown function is a scalar or a vector. If the unknown
function is a scalar or a vector whose coordinate components can be decoupled, than it can
be expanded with continuous nodal basis functions (the degrees of freedom are related to
the nodes of a mesh). If the unknown function is a vector whose coordinate components
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cannot be decoupled than it is expanded with vector basis functions that are associated to
the edges of a mesh or to the faces of elements in a mesh (degrees of freedom, DoF, is
equal to the number of edges/faces).
• The EH-formulation is usually discretized with curl conforming functions, i.e. basis
functions are curl conforming edge functions that keep the tangential continuity
[23], [24]. The EH-formulation has also been discretized using piecewise constant
and linear functions in order to obtain a non-conformal method, i.e. the continuity
of the fields are not directly enforced but the solution approximately satisfies these
conditions [25], [26].
• Normal components of the electric and magnetic flux densities must be continuous
across material interfaces, therefore, the DB-formulation is usually discretized with
divergence conforming face basis functions, known as the SWG functions or 3D
RWG functions [27]. However, SWG are not divergence free (i.e. ∇·D 6= 0 and ∇·
B 6= 0), therefore, fluxes should be expanded with solenoidal basis functions rather
than SWG functions [28].
• In the JM-formulation, the equivalent volume current densities do not put any con-
tinuity requirements and it is necessary, therefore, that the basis functions do not
enforce any continuity across material interfaces. The equivalent volume current
densities are usually expanded with piecewise constant basis functions.
• The scalar and vector potentials in the AVFU-formulation are continuous functions
in space and therefore can be expanded with scalar and components with scalar
nodal basis functions [4], [5], [6].
4.1.2 Testing Functions
In order to convert an integral equation formulation into a matrix assembly, a set of
weighting or testing functions are chosen. This set of functions should be approximately
complete in the dual of the range of the integral operator if L2 inner product is applied.
There are a number of different ways of implementing the MoM technique depending
on the choice of the testing functions. Two common approaches to formulating the or-
thogonal set of testing functions are the "Point Matching Technique" and the "Galerkin’s
Technique".
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4.1.2.1 Point Matching The point matching or collocation technique defines the test-
ing functions in terms of Dirac delta functions, i.e.
wm(r) = δ(r − rm) (113)
where rm are points in the domain at which the integral equations are enforced. The
rm (in a 3D case) are usually chosen to be the nodes of a tetrahedral mesh into which
the structure is divided. One benefit of point matching is that in evaluating the matrix
elements, no integral is required over the range of the testing function, only that of the
source function. The primary disadvantage is that the equations are matched only at
discrete locations throughout the solution domain, allowing them to assume a different
value at points other than those used for testing.
4.1.2.2 Galerkin’s Technique The second approach defines the testing function to
be the same as the basis function and is formally known as the Galerkin’s technique.
Galerkins technique enforces the boundary conditions more rigorously and throughout
the solution domain, instead of at discrete points as with the point-matching technique.
But Galerkin’s technique is more complicated from a computational perspective.
The choice of the testing functions is important in order to obtain an efficient numerical
method. In [29] and [30] it is shown that the testing functions should span the dual space
of the range of the integral operator to guarantee the convergence of the solution. In the
case of Galerkin’s Technique, where the basis and testing functions are the same, the
technique works only if the range of the operator is dual to the space spanned by the basis
function.
4.2 Method of Moments (MoM) Implementation of Volume Integral
Equations
In this section MoM is applied to volume integral equation formulations. A complete
MoM implementation of AVFU-formulation is discussed. For the MoM implementation
of DB- and EH- formulations the interested reader is referred to [1] and [2], respectively.
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4.2.1 MoM Implementation of the JM-formulation
Let us divide the object with linear tetrahedral elements NT with NV vertices (viz. nodes)
and define basis b and testing t functions on the tetrahedral mesh. The equivalent volume
currents are discontinuous if ε or µ are discontinuous; hence it is essential that the basis
functions bm do not enforce any continuity across the element interfaces. We use piece-
wise constant basis and testing functions (Galerkin’s technique) to expand the unknowns
(three functions in each tetrahedra).
Equation (64) can be written as; A11mn A12mn
A21mn A
22
mn
 x1m
x2m
 =
 e1m
e2m
 (114)
for all m = 1, · · · ,M and n = 1, · · · , N .
A11mn =
〈
tn, [ε¯r − τ¯ε · ∇ ×∇× S(bm)− jk0ξ¯r · ∇ × S(bn)]
〉
=
∫
v
tn · ε¯r dv −
∫
s
n× (τ¯Tε · tn) ·
∫
v
∇G× bm dv′ ds− jk0
∫
v
tn · ξ¯r ·
∫
v
∇G× bm dv′ dv
(115)
Similarly,
A12mn =
∫
v
tn · ξ¯r dv −
∫
s
n× (ξ¯Tr · tn) ·
∫
v
∇G× bm dv′ ds− jk0
∫
v
tn · τ¯ε ·
∫
v
∇G× bm dv′ dv
(116)
A21mn =
∫
v
tn · ζ¯r dv −
∫
s
n× (ζ¯Tr · tn) ·
∫
v
∇G× bm dv′ ds− jk0
∫
v
tn · τ¯µ ·
∫
v
∇G× bm dv′ dv
(117)
A22mn =
∫
v
tn · µ¯r dv −
∫
s
n× (τ¯Tµ · tn) ·
∫
v
∇G× bm dv′ ds− jk0
∫
v
tn · ζ¯r ·
∫
v
∇G× bm dv′ dv
(118)
τ¯Tε ,τ¯
T
µ ,ξ¯
T
r ,ζ¯
T
r are the transpose of τ¯ε,τ¯µ,ξ¯r and ζ¯r, respectively.
x1m = cm (119)
x2m = dm (120)
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cm, dm are the unknown coefficients.
e1m = jω
〈
tn, [τ¯ε · D˜i + ξ¯r · B˜i]
〉
= jω
∫
v
tn · [τ¯ε · D˜i + ξ¯ · B˜i] dv (121)
e2m = jω
〈
tn, [τ¯µ · D˜i + ζ¯r · B˜i]
〉
= jω
∫
v
tn · [τ¯µ · D˜i + ξ¯r · B˜i] dv (122)
n = 1, 2, 3, · · · , N and m = 1, 2, 3, · · · ,M , N = M .
4.2.2 MoM Implementation of the AVFU-formulation
Dividing the scatterer in NT discretization cells so that in an individual cell the charac-
teristic parameters (ε¯, µ¯, ξ¯, ζ¯) are supposed to be constant; equation (103) can be written
as, 
B11 B12 B13 B14
B21 B22 B23 B24
B31 B32 B33 B34
B41 B42 B43 B44


y1
y2
y3
y4
 =

f 1
f 2
f 3
f 4
 (123)
The elements of the sub-matrices are defined below as;
B11 = ∇ · I¯ (124)
B12 = −k0 (125)
B13 = 0 (126)
B14 = 0 (127)
B21 = 0 (128)
B22 = 0 (129)
B23 = ∇ · I¯ (130)
B24 = −k0 (131)
B31 = I¯ − k02
[
(ε¯r − I¯)S(I¯)
]
e
− jk0
[
(χ¯T − κ¯T )S(∇× I¯)
]
e
(132)
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B32 = −k0
[
(ε¯r − I¯)S(∇)
]
e
(133)
B33 = jk0
[
(ε¯r − I¯)S(∇× I¯)
]
e
− k02
[
(χ¯T − κ¯T )S(I¯)
]
e
(134)
B34 = −k0
[
(χ¯T − κ¯T )S(∇)]
e
(135)
B41 = −jk0
[
(µ¯r − I¯)S(∇× I¯)
]
e
− k02
[
(χ¯+ κ¯)S(I¯)
]
e
(136)
B42 = −k0 [(χ¯+ κ¯)S(∇)]e (137)
B43 = I¯ − k02
[
(µ¯r − I¯)S(I¯)
]
e
+ jk0
[
(χ¯+ κ¯)S(∇× I¯)
]
e
(138)
B44 = −k0
[
(µ¯r − I¯)S(∇)
]
e
(139)
where,
S(X)(r) =
∫
D
XG(r, r′) dv′
and
y1 = A˜ (140)
y2 = V˜ (141)
y3 = F˜ (142)
y4 = U˜ (143)
y1 and y3 are 1 × 3Nn coefficient matrices (since each component of vector potentials is
decoupled) and y2 and y4 are 1×Nn coefficient matrices.
f 1 = 0 (144)
f 2 = 0 (145)
f 3 = A˜
i
(146)
f 4 = F˜
i
(147)
f 1 and f 2 are 1 × Nn zero matrices (the use of Lorenz gauge eliminates the requirement
to specify the scalar potentials) and f 3 and f 4 are 1× 3Nn matrices defining the incident
vector potentials.
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The potentials are continuous functions in space which allows using scalar linear nodal ba-
sis functions (the AVFU-formulation involves gradients, divergence and curls of potential
functions, therefore, piecewise constant basis functions cannot be used). Together with
the scalar linear nodal basis functions, point matching testing procedure can be adopted
so that the testing functions are delta functions. The potentials are expanded as;
A˜ =
NV∑
n=1
(xˆAx,n + yˆAy,n + zˆAz,n) bn =
NV∑
n=1
Anbn, (148)
V˜ =
NV∑
n=1
Vnbn, (149)
F˜ =
NV∑
n=1
(xˆFx,n + yˆFy,n + zˆFz,n) bn =
NV∑
n=1
F nbn, (150)
U˜ =
NV∑
n=1
Unbn. (151)
If N ei , i = 1, . . . , 4 are linear nodal shape functions of the e
th tetrahedron, then the above
defined potentials can be rewritten as,
A˜ =
NT∑
e=1
4∑
i=1
(
xˆAex,i + yˆA
e
y,i + zˆA
e
z,i
)
N ei , (152)
V˜ =
NT∑
e=1
4∑
i=1
V ei N
e
i , (153)
F˜ =
NT∑
e=1
4∑
i=1
(
xˆF ex,i + yˆF
e
y,i + zˆF
e
z,i
)
N ei , (154)
U˜ =
NT∑
e=1
4∑
i=1
U eiN
e
i . (155)
4.2.2.1 Evaluation of Unknown Integral Terms Using the LocalMatrices By using
the concept of local matrices the matrix assembly is simplified as will be demonstrated
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later. From equation (103) we have the following unknown terms;
1. 〈tm, bn〉 =
∫
v
tmbn dv, (156)
2. 〈tm,∇ · bn〉 =
∫
v
tm · ∇ · bn dv, (157)
3.
〈
tm, P¯ · S(bn)
〉
=
∫
v
tm · P¯ ·
∫
v
bnG(r, r
′) dv′ dv, (158)
4.
〈
tm, P¯ · S(∇bn)
〉
=
∫
v
tm · P¯ ·
∫
v
(∇bn)G(r, r′) dv′ dv, (159)
5.
〈
tm, P¯ · S(∇× bn)
〉
=
∫
v
tm · P¯ ·
∫
v
(∇× bn)G(r, r′) dv′ dv, (160)
where P¯ represents a material dyadic. Using the shape functions define the following
local matrices;
alok
(0,1)
ij =
∫
Ed
δ(ri)N
e
j (r
′) dv = 1 if i = j (0 otherwise), (161)
alok
(0,x)
ij =
∫
Ed
δ(ri)
∂N ej (r
′)
∂x
dv =
∂N ej (r
′)
∂x
for all (i ∈ Ed) == (j ∈ Ee),(162)
alok
(0,y)
ij =
∫
Ed
δ(ri)
∂N ej (r
′)
∂y
dv =
∂N ej (r
′)
∂y
for all (i ∈ Ed) == (j ∈ Ee),(163)
alok
(0,z)
ij =
∫
Ed
δ(ri)
∂N ej (r
′)
∂z
dv =
∂N ej (r
′)
∂z
for all (i ∈ Ed) == (j ∈ Ee),(164)
alok
(1)
ij =
∫
Ed
δ(ri)
∫
Ee
G(r, r′)N ej (r
′) dv′ dv
=
∣∣∣det(JF e)∣∣∣ P∑
p=1
wpG(rd, r
′
e)Nˆ
e
j (α, β, γ) (rd ∈ Ed & r′e ∈ Ee) (165)
alok
(2)
ij =
∫
Ed
δ(ri)
∫
Ee
G(r, r′) dv′ dv =
∫
Ee
G(r, r′) dv′ =
4∑
j=1
alok
(1)
ij (166)
i = j = 1, . . . , 4
where alok(0,1), alok(0,x), alok(0,y), alok(0,z) and alok(1) are [4 × 4] matrices and alok(2)
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is a scalar. So, the above unknown integrals can be written in terms of the local matrices
and scalar as;
1.
〈
δ(ri), N
e
j (r
′)
〉
=
∫
Ed
δ(ri)N
e
j (r
′) dv = alok(0,1)ij ,
2.
〈
δ(ri),∇ · (xˆfex,j + yˆfey,j + zˆfez,j)N ej
〉
=
∫
Ed
δ(ri)
(
fex,j
∂N ej
∂x
+ fey,j
∂N ej
∂y
+ fez,j
∂N ej
∂z
)
dv,
=fex,jalok
(0,x)
ij + f
e
y,jalok
(0,y)
ij + f
e
z,jalok
(0,z)
ij ,
3.
〈
δ(ri), P¯ · S
(
(xˆfex,j + yˆf
e
y,j + zˆf
e
z,j)N
e
j
)〉
=
∫
Ed
δ(ri) · P¯ ·
∫
Ee
(xˆfex,j + yˆf
e
y,j + zˆf
e
z,j)N
e
jG(r, r
′) dv′ dv
= fex,j
(
xˆ · P¯ · xˆalok(1)ij + yˆ · P¯ · xˆalok(1)ij + zˆ · P¯ · xˆalok(1)ij
)
+ fey,j
(
xˆ · P¯ · yˆalok(1)ij + yˆ · P¯ · yˆalok(1)ij + zˆ · P¯ · yˆalok(1)ij
)
+ fez,j
(
xˆ · P¯ · zˆalok(1)ij + yˆ · P¯ · zˆalok(1)ij + zˆ · P¯ · zˆalok(1)ij
)
4.
〈
δ(ri), P¯ · S(∇N ej (r′))
〉
=
∫
Ed
δ(ri) · P¯ ·
∫
Ee
∇N ej (r′)G(r, r′) dv′ dv,
= xˆ · P¯ · ∇N ej (r′)alok(2)ij + yˆ · P¯ · ∇N ej (r′)alok(2)ij + zˆ · P¯ · ∇N ej (r′)alok(2)ij ,
5.
〈
δ(ri), P¯ · S(∇× (xˆfex,j + yˆfey,j + zˆfez,j)N ej )
〉
=
∫
Ed
δ(ri) · P¯ ·
∫
Ee
[
fex,j
(
yˆ
∂N ej
∂z
− zˆ∂N
e
j
∂y
)
+ fey,j
(
−xˆ∂N
e
j
∂z
+ zˆ
∂N ej
∂x
)
+
fez,j
(
xˆ
∂N ej
∂y
− yˆ∂N
e
j
∂x
)]
G(r, r′) dv′ dv
= fex,j
[
xˆ · P¯ ·
(
yˆ
∂N ej
∂z
− zˆ∂N
e
j
∂y
)
+ yˆ · P¯ ·
(
yˆ
∂N ej
∂z
− zˆ∂N
e
j
∂y
)
+ zˆ · P¯ ·
(
yˆ
∂N ej
∂z
− zˆ∂N
e
j
∂y
)]
alok
(2)
ij
+ fey,j
[
xˆ · P¯ ·
(
zˆ
∂N ej
∂x
− xˆ∂N
e
j
∂z
)
+ yˆ · P¯ ·
(
zˆ
∂N ej
∂x
− xˆ∂N
e
j
∂z
)
+ zˆ · P¯ ·
(
zˆ
∂N ej
∂x
− xˆ∂N
e
j
∂z
)]
alok
(2)
ij
+ fez,j
[
+xˆ · P¯ ·
(
xˆ
∂N ej
∂y
− yˆ∂N
e
j
∂x
)
yˆ · P¯ ·
(
xˆ
∂N ej
∂y
− yˆ∂N
e
j
∂x
)
+ zˆ · P¯ ·
(
xˆ
∂N ej
∂y
− yˆ∂N
e
j
∂x
)]
alok
(2)
ij
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4.2.2.2 Numerical Evaluation of Integrals Let us define a reference 3D element
(tetrahedron) Eˆ with vertices (0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1) and let pej , j = 1, 2, 3, 4
be the vertices of a tetrahedron Ee. Linear mapping F e : Eˆ → Ee is defined as,
F e(α, β, γ) :=
4∑
i=1
pejNˆi(α, β, γ) = (p
e
2−pe1)α+ (pe3−pe1)β+ (pe4−pe1)γ+pe1 (167)
Above Nˆi, i = 1, . . . , 4 are the nodal shape functions on Eˆ
Nˆ1(α, β, γ) = 1− α− β − γ, (168)
Nˆ2(α, β, γ) = α, (169)
Nˆ3(α, β, γ) = β, (170)
Nˆ4(α, β, γ) = γ (171)
Using mapping F e we can write∫
Te
b(x, y, z) dv =
∣∣∣det(JF e)∣∣∣ ∫
Tˆ
b (F e(α, β, γ)) dαdβdγ (172)
Here JF e is the Jacobian of F e, given as
JF e =
[
∂F e
∂α
,
∂F e
∂β
,
∂F e
∂γ
]
=
x2 − x1 x3 − x1 x4 − x1y2 − y1 y3 − y1 y4 − y1
z2 − z1 z3 − z1 z4 − z1
 (173)
The shape functions on the real element can be expressed as
N ei = Nˆi
(F−1e (r)) = Nˆi(rˆ) (174)
where F−1e : Te → Tˆ is the inverse of F e, r = (x, y, z) is a point in Te and rˆ = (α, β, γ)
a point in Tˆ .
Given a function f(x, y, z) the gradient in the transformed coordinates is of the form
∇tf =
[
∂f
∂α
∂f
∂β
∂f
∂γ
]T
(175)
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where the derivatives are calculated via the chain rule as
∂f
∂α
=
∂f
∂x
∂x
∂α
+
∂f
∂y
∂y
∂α
+
∂f
∂z
∂z
∂α
, (176)
∂f
∂β
=
∂f
∂x
∂x
∂β
+
∂f
∂y
∂y
∂β
+
∂f
∂z
∂z
∂β
, (177)
∂f
∂γ
=
∂f
∂x
∂x
∂γ
+
∂f
∂y
∂y
∂γ
+
∂f
∂z
∂z
∂γ
(178)
The above equations can be written in matrix notation as
∂f
∂α
∂f
∂β
∂f
∂γ
 =

∂x
∂α
∂y
∂α
∂z
∂α
∂x
∂β
∂y
∂β
∂z
∂β
∂x
∂γ
∂y
∂γ
∂z
∂γ


∂f
∂x
∂f
∂y
∂f
∂z

∇tf = JT∇f
(179)
where JT is the transpose of the Jacobian matrix. Thus, the gradient in the original
coordinate system can be calculated using the transformed coordinates as
∇f = (JT )−1∇tf (180)
The gradients of the scalar nodal shape functions defined on the reference tetrahedron Eˆ
are
∇Nˆ1(α, β, γ) = [−1,−1,−1], (181)
∇Nˆ2(α, β, γ) = [1, 0, 0], (182)
∇Nˆ3(α, β, γ) = [0, 1, 0], (183)
∇Nˆ4(α, β, γ) = [0, 0, 1] (184)
Now, the other problem that remains is to calculate the divergence and curl of the basis
function. The divergence and curl of a vector function are defined, respectively, as
∇ · f =
(
xˆ
∂
∂x
+ yˆ
∂
∂y
+ zˆ
∂
∂z
)
· (xˆfx + yˆfy + zˆfz) =
(
∂fx
∂x
+
∂fy
∂y
+
∂fz
∂z
)
, (185)
∇× f =
∣∣∣∣∣∣∣
xˆ yˆ zˆ
∂
∂x
∂
∂y
∂
∂z
fx fy fz
∣∣∣∣∣∣∣ = xˆ
(
∂fz
∂y
− ∂fy
∂z
)
− yˆ
(
∂fz
∂x
− ∂fx
∂z
)
+ zˆ
(
∂fy
∂x
− ∂fx
∂y
)
(186)
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When f is defined using scalar nodal shape functions then each component of f is ap-
proximated by individual nodal shape functions, i.e.
f =
NT∑
e=1
4∑
i=1
(
xˆf ex,i + yˆf
e
y,i + zˆf
e
z,i
)
N ei (187)
where, f ex,i, f
e
y,i, f
e
z,i are the unknown coefficients. Thus the divergence and curl of f can
be obtained as,
∇ · f =
NT∑
e=1
4∑
i=1
(
f ex,i∇ · xˆ+ f ey,i∇ · yˆ + f ez,i∇ · zˆ
)
N ei ,
=
NT∑
e=1
4∑
i=1
(
f ex,i
∂N ei
∂x
+ f ey,i
∂N ei
∂y
+ f ez,i
∂N ei
∂z
)
, (188)
Similarly,
∇× f =
NT∑
e=1
4∑
i=1
fex,i
∣∣∣∣∣∣∣
xˆ yˆ zˆ
∂
∂x
∂
∂y
∂
∂z
Nei 0 0
∣∣∣∣∣∣∣+ fey,i
∣∣∣∣∣∣∣
xˆ yˆ zˆ
∂
∂x
∂
∂y
∂
∂z
0 Nei 0
∣∣∣∣∣∣∣+ fez,i
∣∣∣∣∣∣∣
xˆ yˆ zˆ
∂
∂x
∂
∂y
∂
∂z
0 0 Nei
∣∣∣∣∣∣∣
 ,
=
NT∑
e=1
4∑
i=1
[
fex,i
(
yˆ
∂Nei
∂z
− zˆ ∂N
e
i
∂y
)
+ fey,i
(
−xˆ∂N
e
i
∂z
+ zˆ
∂Nei
∂x
)
+ fez,i
(
xˆ
∂Nei
∂y
− yˆ ∂N
e
i
∂x
)]
(189)
Once we know the gradient of the basis function, the xˆ, yˆ, zˆ components of the gradient
give us ∂N
e
i
∂x
,
∂Nei
∂y
,
∂Nei
∂z
respectively, from which∇ · f and∇× f can be calculated. Next,
using the point matching technique, testing functions are delta functions and inner product
defined as
〈f, g〉 = ∫
v
fg dv
〈f , g〉 = ∫
v
f · g dv (190)
where v is the volume of the object.
4.2.2.3 Matrix Assembly In this section the idea is to demonstrate how the matrix
assembly is done using local matrices in the case of a pure dielectric scatterer. In this
39
case, equation (103) simplifies to ∇ · I¯ −k0
I¯ − k02
∑NT
e=1
[
(ε¯r − I¯)S(I¯)
]
e
−k0
∑NT
e=1
[
(ε¯r − I¯)S(∇)
]
e

A
V
 =
 0
Ainc

(191)
Next, approximating the potentials with linear nodal basis functions and testing with delta
function we get a system of linear equations where i goes through all the nodes in the mesh
and j = 1, . . . , 4 for each tetrahedron e in the mesh.
〈
δ(ri),
[
∇ · [xˆ+ yˆ + zˆ]N ej −k0N ej
[xˆ+ yˆ + zˆ]N ej − k02(ε¯r − I¯)S([xˆ+ yˆ + zˆ]N ej ) −k0(ε¯r − I¯)S(∇N ej )
]
Ax,j
Ay,j
Az,j
V

〉
=
〈
δ(ri),
[
0
Ainc
]〉
(192)
Thus, we have 
Sx Sy Sz SV
Zxx Zxy Zxz ZA
Zyx Zyy Zyz ZB
Zzx Zzy Zzz ZC


Ax,j
Ay,j
Az,j
V
 =

0
bx
by
bz
 (193)
where Sx,y,z are NV × NV sparse matrices that represent the Lorenz gauge differential
operators and their only non-vanishing entries are defined at the nodes that belong to
elements adjacent to a given node. SV is a sparse NV × NV matrix that is essentially
free-space wavenumber times NV ×NV identity matrix.
Zxx,yy,zz are dense NV × NV matrices representing difference of identity matrix and the
integrals from the basis functions to the delta testing functions for the vector potential.
Zxy,xz,yx,yz,zx,zy are NV ×NV matrices with vanishing entries. ZA,B,C are dense NV ×NV
matrices denoting the integrals from the x−, y−, z− component of the gradient of the
basis functions to the delta testing functions. And bx, by, bz are NV × 1 vectors defining
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the components of the incident potentials at the vertices of a mesh.
Sx(i, n
e
j) = alok
(0,x)
ij
Sy(i, n
e
j) = alok
(0,y)
ij
Sz(i, n
e
j) = alok
(0,z)
ij
SV (i, n
e
j) = − k0alok(0,1)ij
Zxx(i, n
e
j) =
[
alok
(0,1)
ij − k20xˆ · (ε¯r − I¯) · xˆalok(1)ij
]
Zxy(i, n
e
j) = − k20xˆ · (ε¯r − I¯) · yˆalok(1)ij
Zxz(i, n
e
j) = − k20xˆ · (ε¯r − I¯) · zˆalok(1)ij
Zyx(i, n
e
j) = − k20yˆ · (ε¯r − I¯) · xˆalok(1)ij
Zyy(i, n
e
j) = alok
(0,1)
ij − k20yˆ · (ε¯r − I¯) · yˆalok(1)ij
Zyz(i, n
e
j) = − k20yˆ · (ε¯r − I¯) · zˆalok(1)ij
Zzx(i, n
e
j) = − k20zˆ · (ε¯r − I¯) · xˆalok(1)ij
Zzy(i, n
e
j) = − k20zˆ · (ε¯r − I¯) · yˆalok(1)ij
Zzz(i, n
e
j) = alok
(0,1)
ij − k20zˆ · (ε¯r − I¯) · zˆalok(1)ij
ZA(i, n
e
j) = − k0xˆ · (ε¯r − I¯) · ∇N ej alok(2)ij
ZB(i, n
e
j) = − k0yˆ · (ε¯r − I¯) · ∇N ej alok(2)ij
ZC(i, n
e
j) = − k0zˆ · (ε¯r − I¯) · ∇N ej alok(2)ij
bx(i) =
〈
δ(ri), A
inc
x
〉
by(i) =
〈
δ(ri), A
inc
y
〉
bz(i) =
〈
δ(ri), A
inc
z
〉
where i runs from 1, 2, . . . , NV , j = 1, . . . , 4 and nej are the global node numbers of an
element e.
The extension of the above equations to the bi-anisotropic case is straight forward but
cumbersome. The only additional terms arise from the integral of the curl of vector poten-
tial and is explained before to deal with. The final system matrix consists of 64 elements
that are NV ×NV matrices.
41
5 Numerical Results
For easy implementation a MATLAB programme is developed for the AVFU-formulation
to set up the MoM matrix equations. Solution to the MoM matrix equations gives the un-
known coefficients associated with the basis function approximation of potentials (A, V,F ,
U for the AVFU-formulation). From these coefficients; the scattered fields, potentials,
charge distribution, polarization current distribution etc. can be obtained. Singular inte-
grals are calculated using the singularity subtraction technique [31].
5.1 Excitation Dependence
In this section the excitation dependence associated with the AVFU-formulation is dis-
cussed. The governing equations that define the incident potentials when the electric and
magnetic field intensities are specified are (87), (88), (97) and (98). Any choice of incident
potentials should satisfy these equations. There are a number of different combinations
that can be specified for a given electric and magnetic field intensities combination. It is
found that different specification of the incident potentials is limited by the nature of the
scatterer.
If the electric and magnetic field intensities are specified respectively as Ei = E0e−jk0zxˆ
and η0H i = H0e−jk0zyˆ, the following combinations are possible that satisfy (87), (88),
(97) and (98).
1. A˜ix =− e−jkz & A˜iy = A˜iz = 0
V˜ i = 0
F˜
i
= 0, i.e. F˜ ix = F˜
i
y = F˜
i
z = 0
U˜ i = 0
2. A˜
i
= 0, i.e. A˜ix = A˜
i
y = A˜
i
z = 0
V˜ i = 0
F˜ iy =− e−jkz & F˜ ix = F˜ iz = 0
U˜ i = 0
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3. A˜iz =− jkxe−jkz & A˜ix = A˜iy = 0
V˜ i =− kxe−jkz
F˜
i
= 0, i.e. F˜ ix = F˜
i
y = F˜
i
z = 0
U˜ i = 0
4. A˜
i
= 0, i.e. A˜ix = A˜
i
y = A˜
i
z = 0
V˜ i = 0
F˜ ix =− jkye−jkz & F˜ iy = F˜ iz = 0
U˜ i =− kye−jkz
5. A˜ix =− 0.5e−jkz & A˜iy = A˜iz = 0
V˜ i = 0
F˜ iy =− 0.5e−jkz & F˜ ix = F˜ iz = 0
U˜ i = 0
Choice 1 works well in the case of dielectric spheres or when the permittivity dyadic takes
values other than unity and the permeability dyadic is an identity dyadic. Choice 2 works
for the magnetic spheres or when the permeability dyadic is different from free-space
permeability and the permittivity dyadic is an identity dyadic. In the case of complex
scatterers when both permittivity and permeability dyadic are complex and also ξ¯ and ζ¯
are specified, then choice 5 gives the correct results. Choice 3 and 4 though satisfy the
governing equations (87), (88), (97),(98) are not found to produce any correct results.
Actually, the choice of incident scalar potentials does not directly effect the AVFU-
formulation (since incident potentials do not appear in (103)), but instead this choice
affects the choice of the vector potentials. A choice of potentials that specifies all the
scalar and vector potentials could not be investigated. This unique choice of scalar and
vector potential is supposed to work for all cases but the in time-frame of this master
thesis work is not selected.
5.2 Calculating the Scattering Cross Section (SCS)
In this section a demonstration is given on how to calculate the scattered fields when
the coefficients associated with the basis function approximation of volume currents (ob-
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tained using the JM-formulation), or the potentials (obtained using the AVFU-formulation)
are known. If the scattered field is known for a given incident angle then the SCS can be
calculated by using (15) or (16). In this section a demonstration is given on how to calcu-
late the scattered fields from unknowns of the AVFU-formulation.
From equations (13) and (14) we have;
Es(r) ≈ e
−jkr
4pir
∫
Ω
{jωµ0rˆ × [rˆ × J(r′)] + jk0rˆ ×M (r′)} ejkrˆ·r′ dΩ′, (194)
Hs(r) ≈ e
−jkr
4pir
∫
Ω
{jωε0rˆ × [rˆ ×M (r′)]− jk0rˆ × J(r′)} ejkrˆ·r′ dΩ′ (195)
where J and M are given by (89) and (90). If the unknown coefficients associated with
the basis function approximation of potentials are known, then (89) and (90) can be writ-
ten as,
JV = jωε0
[
(ε¯r − I¯) ·X +
(
χ¯T − jκ¯T ) · Y ] (196)
η0MV = jωµ0
[
(µ¯r − I¯) · Y + (χ¯+ jκ¯) ·X
]
(197)
where
X =

−∑Nvi=1 Ax,iNi − 1k0 ∑Nvi=1 ∂Ni∂x Vi + j 1k0 ∑Nvi=1 (Fz,i ∂Ni∂y − Fy,i ∂Ni∂z )
−∑Nvi=1Ay,iNi − 1k0 ∑Nvi=1 ∂Ni∂y Vi + j 1k0 ∑Nvi=1 (Fz,i ∂Ni∂x − Fx,i ∂Ni∂z )
−∑Nvi=1Az,iNi − 1k0 ∑Nvi=1 ∂Ni∂z Vi + j 1k0 ∑Nvi=1 (Fy,i ∂Ni∂x − Fx,i ∂Ni∂y )
(198)
Y =

−∑Nvi=1 Fx,iNi − 1k0 ∑Nvi=1 ∂Ni∂x Ui − j 1k0 ∑Nvi=1 (Az,i ∂Ni∂y − Ay,i ∂Ni∂z )
−∑Nvi=1 Fy,iNi − 1k0 ∑Nvi=1 ∂Ni∂y Ui − j 1k0 ∑Nvi=1 (Az,i ∂Ni∂x − Ax,i ∂Ni∂z )
−∑Nvi=1 Fz,iNi − 1k0 ∑Nvi=1 ∂Ni∂z Ui − j 1k0 ∑Nvi=1 (Ay,i ∂Ni∂x − Ax,i ∂Ni∂y )
(199)
Substituting (196) and (197) in (194) and (195) we get the numerically implementable
equations for scattered fields once the unknown coefficients associated with the basis
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function approximation of potentials are known;
Es(r) ≈ −k20
e−jkr
4pir
∫
Ω
{
rˆ ×
[
rˆ ×
[
(ε¯r − I¯) ·X +
(
χ¯T − jκ¯T ) · Y ]]
+ rˆ ×
[
(µ¯r − I¯) · Y + (χ¯+ jκ¯) ·X
]}
ejkrˆ·r
′
dΩ′ (200)
Hs(r) ≈ −k
2
0
η0
e−jkr
4pir
∫
Ω
{
rˆ ×
[
rˆ ×
[
(µ¯r − I¯) · Y + (χ¯+ jκ¯) ·X
]]
− rˆ ×
[
(ε¯r − I¯) ·X +
(
χ¯T − jκ¯T ) · Y ]}ejkrˆ·r′ dΩ′ (201)
5.3 Study of Scattering from Different Materials
In this section, the scattering cross section is presented for several test objects that are
either isotropic, anisotropic, bi-isotropic or bi-anisotropic. The basic geometry in nearly
all test problems is a sphere, but some results are also presented for structures with cubi-
cal geometry. A comparison is made between the solutions obtained using the JM- and
AVFU- formulations and those that already exist, such as Mie series solutions for dielec-
tric or chiral spheres, and numerical solutions obtained by [1] (EH-formulation) and [2]
(DB-formulation).
Since GMRES and MLMFA are not implemented with the AVFU-formulation, the prob-
lem domain that can be analysed is limited and analysis of complex structures is not
presented in all cases but some results for complex scatterers are shown for the AVFU-
formulation to show the validity of the method.
5.3.1 Isotropic Sphere
As a first example, the scattering from a homogeneous isotropic sphere is studied. The
sphere is of size k0r = 0.05 and is illuminated by a plane electromagnetic wave propagat-
ing in the z direction with electric field oriented along the x−axis, i.e. Ei = E0e−jk0zxˆ
and η0H i = H0e−jk0zyˆ, where E0 = 1 [V/m]. The sphere is descritized into 348
tetrahedrons for the AVFU-formulation and 8279 tetrahedrons for the JM-formulation.
Three cases are presented; a lossless dielectric sphere (εreal > 1, εimg = 0, µr = 1),
a lossless magnetic sphere (µreal > 1, µimg = 0, εr = 1) and a lossy dielectric sphere
(εreal > 1, εimg > 0, µr = 1).
Since the size of the sphere is very small (k0r << 1), The far-field scattering converges
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Figure 5: Geometry of isotropic dielectric/magnetic and "metamaterial" spheres.
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Figure 6: Bistatic SCS φ = 00 (E-plane) and φ = 900 (H-plane) of an isotropic dielectric
sphere, k0r = 0.05 and εr = 4, µr = 1.
to Rayleigh regime, this means that the electric and magnetic fields can be calculated from
the dipole moments induced in the scatterer [32]. The absolute amplitude of the differ-
ential scattering cross-section σ of a very small sphere can be calculated according to the
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Figure 7: Bistatic SCS φ = 00 (E-plane) and φ = 900 (H-plane) of an isotropic magnetic
sphere, k0r = 0.05 and εr = 1, µr = 4.
Rayleigh theory as,
σ(θ, φ)
λ2
=
(k0a)
6
9pi
|F (θ, φ)|2 (202)
where
F (θ, φ) = (pe × rˆ − pm)× rˆ (203)
and
pe = 3
εr − 1
ε+ 2
(204)
pm = 3
µr − 1
µ+ 2
(205)
r = sin θ cosφxˆ+ sin θ sinφyˆ + cos θzˆ (206)
The electric and magnetic dipoles are oriented along the direction of the incident electric
and magnetic fields.
Fig. 6 shows the bistatic SCS of a dielectric sphere with permittivity ε = 4, µ = 1 and
Fig. 7 shows the bistatic SCS of a magnetic sphere with permeability µ = 4, ε = 1
in linear scale. It is observed that the bistatic SCS of a dielectric and magnetic sphere
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Figure 8: Bistatic SCS φ = 00 (E-plane) and φ = 900 (H-plane) of an isotropic lossy
dielectric sphere, k0r = 0.05 and εr = 3− j0.2, µr = 1.
of same size and permittivity and permeability switched are same in magnitude but the
SCS in the φ = 00(E − plane) and φ = 900(H − plane) plane’s are exchanged. Fig.
8 shows the bistatic SCS of a lossy dielectric sphere with permittivity ε = 3 − j0.2,
µ = 1 in linear scale, it can be seen from Fig. 8 that the bistatic SCS has decreased in the
φ = 00(E − plane) and φ = 900(H − plane) plane’s compared to lossless cases.
It is seen that the results match well to the Mie-series solution for a fairly small number
of tetrahedrons for all the three cases.
5.3.2 Double Negative Sphere
Mie-series solution for electromagnetic scattering by a double negative sphere is dis-
cussed in [33]. One of the two examples in [33] is presented here, the other example
has a size parameter k0r > 10 and due to computational limitations, solution cannot be
obtained.
The double negative sphere has a radius r = 0.015 m and is discretized into 139302
tetrahedrons. It is illuminated by a plane electromagnetic wave of frequency 9.375 GHz
and propagating in the z direction with electric field oriented along the x−axis, i.e.
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Figure 9: Bistatic SCS σθθ and σφφ of double
negative sphere.
Figure 10: Bistatic SCS σθθ and σφφ of dou-
ble negative sphere from [33].
Ei = E0e
−jk0zxˆ and η0H i = H0e−jk0zyˆ, where E0 = 1 [V/m]. The permittivity and
permeability of the metamaterial sphere are ε¯r = [−4+j0.001]I¯ and µ¯r = [−1+j0.001]I¯ ,
respectively.
The numerical results produced using the JM-formulation are found to be in good agree-
ment with the Mie-series solution presented in [33] as shown in Figs. 9 and 10.
5.3.3 Layered Sphere
Next, the scattering from two different layered dielectric spheres is investigated. One of
the layered spheres has different permittivities for the inner and outer spheres and is a
model problem discussed in [1] and the other layered sphere is a magnetic sphere inside
an electric sphere and a comparison is made between the JM-formulation and AVFU-
formulation.
5.3.3.1 Two-Layered Sphere 1 The E-plane (φ = 00) and H-plane (φ = 900) bistatic
scattering cross-sections of a two-layered dielectric sphere are shown in Fig. 12. The
sphere has a size k0r2 = 0.408 and contains two-layers of dielectric materials of different
permittivities. The outer layer has a radius r2 and the inner sphere has a radius r1 = 0.5r2.
The relative permittivity of outer layer is εr2 = 9 and that of the inner sphere is εr1 = 4.
The sphere is meshed into 8095 tetrahedrons and is illuminated by a plane electromagnetic
wave propagating in the z direction with electric field oriented along the x−axis, i.e.
Ei = E0e
−jk0zxˆ and η0H i = H0e−jk0zyˆ, where E0 = 1 [V/m].
It is seen that both the JM- and AVFU- formulations give similar results that agree well
with the Mie-series solution. It should be mentioned that numerical results associated with
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Figure 11: Geometry of layered sphere.
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Figure 12: Bistatic SCS φ = 00 (E-plane) and φ = 900 (H-plane) of a two-layered
dielectric sphere, k0r2 = 0.408, r2/r1 = 0.5 and εr1 = 4, εr2 = 9.
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scattering from layered or multilayered structures are more prone to the discretization
limitations.
5.3.3.2 Two-Layered Sphere 2 The second layered sphere is an electric sphere inside
a magnetic sphere. The sphere has a size of k0r2 = 0.1 and contains a magnetic layer of
permeability µr2 = 10 on top of a dielectric sphere of permittivity εr1 = 10. The outer
layer has a radius r2 and the inner sphere has a radius r1 = 0.5r2. The sphere is meshed
into 8095 tetrahedrons and is illuminated by a plane electromagnetic wave propagating
in the z direction with electric field oriented along the x−axis, i.e. Ei = E0e−jk0zxˆ and
η0H
i = H0e
−jk0zyˆ, where E0 = 1 [V/m].
Fig. 13 shows the E-plane (φ = 00) and H-plane (φ = 900) bistatic SCS obtained using
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Figure 13: Bistatic SCS φ = 00 (E-plane) and φ = 900 (H-plane) of a two-layered sphere,
k0r2 = 0.1, r2/r1 = 0.5 and εr1 = 1, εr2 = 10, µr1 = 10, µr2 = 1.
the JM-formulation and Mie-series code. The results are found to be similar. The results
produced by the AVFU-formulation for 8095 domain elements were not accurate and are
not mentioned here.
51
5.3.4 DB Sphere
The scattering cross section (SCS) of a homogeneous sphere with εr = 0 and µr = 0
mimicking DB boundary condition (i.e. normal component of electric D and magnetic
B flux densities vanish at the boundary surface) is presented in this section. Spheres with
DB boundary condition do not scatter in the back-scattering direction and the scattering
diagram is rotationally symmetric [32] [28]. Consider a homogeneous sphere of size
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Figure 14: Bistatic SCS φ = 00 (E-plane) and φ = 900 (H-plane) of homogeneous sphere
of size k0r = 2 and εr = 1e−10, µr = 1e−10.
parameter k0a = 2 that is discretized into 8279 tetrahedrons. Let’s define the constitutive
parameters of the sphere as, ε = µ = 1e−10. Next, the sphere is illuminated by a plane
electromagnetic wave propagating in the z direction with electric field oriented along the
x−axis, i.e. Ei = E0e−jk0zxˆ and η0H i = H0e−jk0zyˆ, where E0 = 1 [V/m].
The numerical results for the JM-formulation are found to be in good agreement with
the Mie-series solution. The results from the AVFU-formulation are not presented in this
section as an error of around 1.7e−3 (−3 dB) is associated to the results produced but the
results are found to follow the same pattern.
5.3.5 PEC Sphere
A perfect electric conductor (PEC) condition requires the tangential components of the
electric field intensity to be zero at a PEC boundary. The scattering from a PEC material
is obtained if the material parameters are defined as εr =∞ and µr = 0. Scattering from
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PEC objects is one common problem investigated in electromagnetics.
Consider a homogeneous sphere of size parameter k0a = 2. The sphere is discretized
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Figure 15: Bistatic SCS φ = 00 (E-plane) and φ = 900 (H-plane) of a homogeneous
sphere of size k0r = 2 and εr = 100, µr = 1e−10.
into 53124 domain elements. The constitutive parameters of the sphere are defined as, ε =
100, µ = 1e−10. The sphere is illuminated by a plane electromagnetic wave propagating
in the z direction with electric field oriented along the x−axis, i.e. Ei = E0e−jk0zxˆ and
η0H
i = H0e
−jk0zyˆ, where E0 = 1 [V/m].
It is found that the PEC condition is numerically difficult to implement and requires a very
fine meshing of the domain. The numerical results for the JM-formulation are found to be
in good agreement with the Mie-series solution. The results from the AVFU-formulation
for a maximum mesh density of 8279 tetrahedrons are not acceptable.
5.3.6 Chiral Sphere
Scattering from chiral spheres has been studied extensively in [1], [2] and [33] etc. The
important property of chiral media is that the existence of chirality ξ¯ of chiral material
spheres decreases the bistatic SCS compared with normal dielectric or magnetic spheres.
The scattering from chiral spheres is studied in this section. The spheres are illuminated
by a plane electromagnetic wave propagating in the z direction with electric field oriented
along the x−axis, i.e. Ei = E0e−jk0zxˆ and η0H i = H0e−jk0zyˆ, where E0 = 1 [V/m].
The Chiral Sphere is a model problem that is discussed in [2], the radius of the sphere is
0.8λ0 and the constitutive parameters are ε¯r = 1.5I¯ , µ¯r = 1.5I¯ , ξ¯r = −ζ¯r = −j0.2I¯ .
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Figure 16: Geometry of chiral sphere.
The numerical results produced using the JM-formulation are found to be in good agree-
ment with the Mie-series solution presented in [2], the solutions produced using AVFU-
formulation also agree well but due to discretization limitations some numerical error is
associated as shown in Figs 17 and 18.
Next, the scattering from a chiral sphere of radius r = 0.015 m is investigated [33]. The
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Figure 17: Co-polarized bistatic SCS σθθ of a chiral sphere, r = 0.8λ0 and ε¯r = 1.5I¯ ,
µ¯r = 1.5I¯ , ξ¯r = −ζ¯r = −j0.2I¯ .
constitutive parameters of the sphere are ε¯r = [4 + j0.001]I¯ , µ¯r = [1 + j0.001]I¯ and
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Figure 18: Co-polarized bistatic SCS σθφ of a chiral sphere, r = 0.8λ0 and ε¯r = 1.5I¯ ,
µ¯r = 1.5I¯ , ξ¯r = −ζ¯r = −j0.2I¯ .
ξ¯r = [0.1 + j0.001]I¯ . The frequency of the incident electromagnetic radiation is 9.375
GHz.
The co- and cross-polarized bistatic SCS produced using the JM-formulation are found to
be in good agreement with the Mie-series solution presented in [33] as shown in Figs 19
− 22.
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Figure 19: Co-polarized bistatic SCS σθθ and
σφφ of chiral sphere.
Figure 20: Co-polarized bistatic SCS σθθ and
σφφ of chiral sphere from [33].
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Figure 21: Cross-polarized bistatic SCS
σθφ = σφθ of chiral sphere.
Figure 22: Cross-polarized bistatic SCS
σθφ = σφθ of chiral sphere from [33].
5.3.7 Chiral Double Negative Sphere
The scattering from chiral double negative sphere is discussed in [33], the sphere has
a radius of 0.015 m , the constitutive parameters are ε¯r = [−4.0 + j0.001]I¯ , µ¯r =
[−1.0 + j0.001]I¯ , ξ¯r = −ζ¯r = [0.1 + j0.001]I¯ and the frequency of incident plane
electromagnetic wave is 9.375 GHz.
As shown in Figs 23 − 26 the co- and cross-polarized SCS produced using the JM-
formulation are in good agreement with the Mie-series solution presented in [33].
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Figure 23: Co-polarized bistatic SCS σθθ and
σφφ of a chiral metamaterial sphere.
Figure 24: Co-polarized bistatic SCS σθθ and
σφφ of a chiral double negative sphere from
[33].
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Figure 25: Cross-polarized bistatic SCS
σθφ = σφθ of a chiral double negative sphere.
Figure 26: Cross-polarized bistatic SCS
σθφ = σφθ of a chiral double negative sphere
from [33].
5.3.8 Gyroelectric Sphere
Consider a homogeneous gyroelectric sphere k0r = 0.5 that has a relative permittivity
dyadic defined as ε¯r =
 5 j 0−j 5 0
0 0 7
 and relative permeability µ¯r = I¯ .
The sphere is discretized into 2613 and 8257 domain elements for the JM-formulation
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Figure 27: Bistatic scattering cross section φ = 00 (E-plane) and φ = 900 (H-plane) of a
gyroelectric sphere, k0r = 0.5 and εrxx = εryy = 5, εrzz = 7, εrxy = −εryx = j, µr = 1.
and AVFU-formulation, respectively. The sphere is then illuminated by a plane electro-
magnetic wave propagating in the z direction with electric field oriented along the x−axis,
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i.e. Ei = E0e−jk0zxˆ and η0H i = H0e−jk0zyˆ, where E0 = 1 [V/m].
The numerical results produced using the JM-formulation and AVFU-formulation are
found to be near exact to the solutions presented in [1].
5.3.9 Gyroelectric Shell
Figure 28: Geometry of gyroelectric spherical shell.
In this section the SCS of a gyroelectric shell is presented. The shell has an outer layer
of gyroelectric material and inside is air. The radius of the outer layer is r2 = 0.6λ0 and
r2/r1 = 2. The gyroelectricty of the outer layer is defined as ε¯r2 =
 5 j 0−j 5 0
0 0 7
 and
relative permeability is µ¯r2 = I¯ .
The shell is discretized into 8151 tetrahedrons and is illuminated by a plane electromag-
netic wave propagating in the z direction with electric field oriented along the x−axis, i.e.
Ei = E0e
−jk0zxˆ and η0H i = H0e−jk0zyˆ, where E0 = 1 [V/m].
The numerical results produced using the JM-formulation and AVFU-formulation are
found to be in great agreement with the solutions presented in [2] as can been seen from
Figs 29 − 31.
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Figure 29: Bistatic scattering cross section
φ = 00 (E-plane) of gyroelectric shell.
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Figure 30: Bistatic scattering cross section
φ = 900 (H-plane) of gyroelectric shell.
Figure 31: Reference [2] bistatic scattering cross section (a) φ = 00 (E-plane) and (b) φ =
900 (H-plane) of gyroelectric shell of inner radius r1 = 0.3λ0, outer radius r2 = 0.6λ0,
εrxx = εryy = 2.5, εrzz = 1.5, εrxy = −εryx = j, µr = 1.
5.4 Solution Accuracy vs Mesh Density Analysis
In this section the aim is to study the solution accuracy as function of mesh density. The
scatterer under study is a cube (k0l = 0.5). Two cases are investigated, a Gyroelectric
cube with material parameters ε¯r =
2.5 j 0−j 2.5 0
0 0 1.5
and relative permeability µ¯r = I¯
and a chiral cube with material parameters ε¯r = 4I¯ , µ¯r = I¯ , ξ¯r = −ζ¯r = j0.2I¯ . The
cube is illuminated by a plane electromagnetic wave propagating in the z direction with
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electric field oriented along the x−axis, i.e. Ei = E0e−jk0zxˆ and η0H i = H0e−jk0zyˆ,
where E0 = 1 [V/m].
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Figure 32: Relative error vs mesh density analysis of a chiral cube (k0l = 0.5) and ε¯r =
4I¯ , µ¯r = I¯ , ξ¯r = −ζ¯r = j0.2I¯ .
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Figure 33: Relative error vs mesh density analysis of a gyroelectric cube (k0l = 0.5) and
εrxx = εryy = 2.5, εrzz = 1.5, εrxy = −εryx = j, µr = 1.
Figures 32 and 33 show the relative error as a function of mesh density of a chiral and
gyroelectric cube, respectively. Reference results are produced using the JM-formulation
with the cube descritized into 41000 tetrahedrons. It is observed that the JM-formulation
gives better accuracy than the AVFU-formulation in both the cases. The relative error
decreases as the mesh density is increased in both cases but for the chiral cube the relative
error with the JM-formulation is found to be oscillating.
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6 Conclusion
In this master thesis work, volume integral equations formulated in terms of the current
densities (J and M ) and potentials (A, V , F and U ) are investigated. The validation of
the JM-formulation is checked and a CEM model is developed for the AVFU-formulation.
A general description is also given on formulating and implementing volume integral
equations for the DB- and EH- formulations. The AVFU-formulation is coded in Matlab.
The scattering cross section of simple isotropic spheres to complex bianisotropic spheres
is investigated and the obtained results are found to be in good agreement with the avail-
able results in literature and analytical Mie-series solutions. The only numerical property
that is investigated is the convergence of the solutions as a function of mesh density for a
gyroelectric and a chiral cube of size parameter k0l = 0.5. Since GMRES and MLFMA
are not applied to the AVFU-formulation, the size of the scatterer and complexity in terms
of material parameters is limited. The document is put so that it can be easily followed to
develop and implement volume integral equations based on fields (E andH), flux densi-
ties (D andB), current densities (J andM ) or potentials (A, V , F and U ).
The implementation of GRMES and MLFMA to the AVFU-formulation will help ana-
lyzing the scattering from more complex and large scatterers, as the available results in
literature or analytical solutions are available for simple geometries such as spheres only
and with very limited material complexity. In this master thesis the AVFU-formulation is
formulated such that the surface integrals are avoided by using the Lorenz Gauge. Prelim-
inary research with AVFU-formulation that includes surface integrals ( [4] and [5]) proves
to provide much better accuracy then the current implemented formulation and is to be
investigated further. The excitation problem associated with the AVFU-formulation is to
be solved as well. The numerical characteristics of the JM- and AVFU- formulations such
as the solution accuracy as a function of size and material parameters, the conditioning
of the matrices and eigenvalue value analysis are to be studied in the future. It has been
found that Galerkin’s technique does not work with AVFU-formulation if linear nodal
basis functions are used to expand the unknowns, as a next step the Galerkin’s technique
is to be applied to the AVFU-formulation by using higher order basis functions. Further,
the properties of the JM-formulation are also to be investigated when higher-order basis
functions are implemented.
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