Abstract. This paper studies the infinite-time quadratic cost control problem for a general class of linear autonomous hereditary differential systems. It uses an approach which clarifies the systemtheoretic relationship between stabilizability, stability and existence of a solution of an associated operator equation of Riccati type. For this purpose the stability problem is studied and an operator equation of the Lyapunov type is derived. In both cases we obtain equations which characterize the kernels of the Lyapunov and the Riccati equations.
1. Introduction. In a previous paper (cf. Delfour-Mitter [8] ) we have studied the quadratic cost optimal control problem over a finite time interval for a general class of linear hereditary differential systems. In particular we have characterized the optimal controller as a linear feedback controller acting on the "state" of the system. The feedback operator is determined by the solution of an operational differential equation of Riccati type. The main objective of the present paper is to study the infinite-time quadratic cost problem for a general class of linear autonomous hereditary differential systems. In undertaking this study we insist on an approach which clarifies the system-theoretic relationship between controllability, stabilizability, stability and existence of a solution of an associated operator equation of Riccati type.
For systems described by ordinary differential equations the infinite-time quadratic cost problem is well-studied (cf. R. W. Brockett [1] , R. E. Kalman [13] , J. C. Willems [223, W. M. Wonham [233) . This problem has been studied for certain classes of infinite-dimensional systems. J. L. Lions [15] has studied this problem for abstract evolution equations of parabolic type and given a complete solution to the problem. Lukes and Russell [163 have studied this problem for abstract evolution equations of the type dx(t) Ax(t)+ Bu(t), dt ( 
1.1) x(O) x o (A),
where A is an unbounded spectral operator (cf. Dunford and Schwartz [11] ) and B is also an unbounded operator satisfying certain conditions. Lukes and Russell also allow unbounded operators in the cost function. Using an approach originally due to R. E. Kalman [13] they obtain an operational differential equation of Riccati type to characterize the time-varying feedback gain in th finite time case. They also show that under an appropriate stabilizability hypot,esis the solution to the infinite-time quadratic cost problem can be obtained in feedback form, where the "feedback gain" is characterized by the solution of an operator equation of quadratic type. The same problem has also been studied by R. Datko [4] . Unfortunately, R. Datko [4] does not characterize the solution as a feedback controller acting on the "state" of the system. It is felt that the contributions of the present paper are the following" (i) We present a complete detailed solution to the infinite-time quadratic cost problem for a general class of linear hereditary differential systems. Other than the parabolic case solved by J. L. Lions [15] , this appears to be the only other case (so far) where the problem can be solved in a way which is satisfactory from the system-theoretic point of view (that is, no ad hoc mathematical assumptions need to be made).
(ii) The approach we use here is different from that of Lukes and Russell 16] as well as R. Datko [3] , [4] and constitutes a synthesis of the work of J. L. Lions [15] and Delfour and Mitter [6] , [7] , [8] .
(iii) The detailed results we obtain exploit the structure of hereditary differential systems in an essential way.
(iv) It gives rigorous derivations of earlier incomplete results of Ross and Fltigge-Lotz 19] for a more specialized problem.
The results on the equations for the kernel of the solution of the Lyapunov equation have been announced in 1972 (cf. Delfour [5] ). The quotient space of 52(-a, 0; X) by the linear subspace of all f such that f t2 0 is denoted by M2(-a, 0; X). M2(-a, 0; X) endowed with the norm (2.1) and inner product (2.2) [8] ).
In the sequel we shall abbreviate M2(--a, 0;X) by ME. 4 
Proof. The equivalence of conditions (i) through (vi) can be easily proved by using the results and techniques of R. Datko [2] and the remark following Definition 5.1. As for condition (vii) it is a straightforward application of the results of J. K. Hale 12] with the space M2( a, 0; X) in place of the space C(-a, 0; X). [3 Remark. (i) Equation ( (ii) Notice also that a straightforward application of R. Datko's results (see [3] (ii) Similarly from equation (5.5) we obtain for all >= 0, h and k in V,
and since the system is L-stable, (t;h) 0 and we obtain (5.15) as goes to infinity. 
B'e'(X,L2(-a,O;X)), B'e'(L2(-a,O;X)). 
(for some integer M >= 1, some real numbers -a zM < < Zl < r0 "--0, some Go0, Gi (i 1, ..., M) in '(X, U) and Go "I-a, 0]---, 5 (5.30 ). This is not true of all operators in q(V, U). This definition opens the way to the investigation of stabilizability by feedback of a delayed signal (cf. .M.Popov [18] ).
Using the spectral properties of (cf. J. K. Hale [12] ) an analogue of the ordinary differential equation result cited above could be obtained for a linear hereditary differential system. For a study of this question see Y. S. Osipov [17] and H. F. Vandevenne [20] , [21] .
The importance of the concept of stabilizability and a theorem relating controllability and stabilizability is that it provides us with a verifiable condition for asserting that there exists a constant c > 0 and for each h at least one control v such that Joo(v, h) <= cllhll =. Thus the infinite-time problem is well-posed. [7] , [8 and [10] . We first rewrite equation (5.15) Bl(a) I)l(t, a)*cI)(t) dt.
We now substitute for l(t, ) the expression (cfi Delfour and Mitter [7] and [8] 
In view of (A.5), 
where n is chosen in such a way that n > aO- 1 Proof of Theorem 6.1. The reader can find the definitions of o, O1 and t in Delfour and Mitter [7] , [83, [10] . 
