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Abstract
Discomfort glare is a sensation of annoyance or pain experienced when the
range of luminance in a person’s field of view is too high for the visual system to
cope with. Discomfort glare originates from both natural and electric sources
but it is glare from daylight which has captured the attention of the majority
of researchers. An intelligent lighting design will increase occupant satisfac-
tion while reducing operating costs and saving energy. However, if occupants
experience discomfort glare, this can easily offset any perceived benefits. Un-
fortunately, there is no reliable method to accurately quantify discomfort glare.
The aim of this thesis is to develop a method to adequately predict discomfort
glare within daylit open plan green buildings.
There have been two main obstacles preventing the progression of discom-
fort glare research. Firstly, discomfort glare is subjective. Different people,
working under the same lighting environment, can experience different visual
effects. The second major obstacle is the difficulty in analysing complex lighting
distributions. Previously, experiments were restricted in design to explore only
the most basic lighting configurations as researchers did not have effective tools
to analyse complex luminance variations within a large field of view (FOV).
Subsequently, the results obtained from these simple laboratory experiments
have been unable to reliably predict discomfort glare when applied to real work
environments.
Fortunately, the advent of charge coupled device (CCD) cameras and a
digital imaging technique known as high dynamic range imaging (HDRi) has
helped to solve the latter difficulty in researching discomfort glare. HDRi allows
the luminance distribution of any environment to be captured using only a
digital camera and a fisheye lens; simplifying what was previously a tedious
point-by-point measuring technique to record luminance. The technique is an
accurate and cost effective method for capturing a wide range of luminance
values within a large FOV very quickly.
The first publication in this thesis, The Use of Luminance Mapping In De-
veloping Discomfort Glare Research, presents how the physical parameters of
glare can be derived from luminance maps. A series of photometric calibra-
tions is presented which allow accurate luminance values to be extracted from
high dynamic range (HDR) images. The second publication, Post Occupancy
Evaluations relating to Discomfort Glare: A study of Green Buildings in Bris-
bane, develops a suitable methodology to assess discomfort glare within open
plan green buildings. It introduces a preliminary post occupancy evaluation
(POE) questionnaire to assess the subjective sensation of discomfort as experi-
enced by occupants. HDRi is used to capture the luminous environment of the
workspaces. Current glare indices were found to be unsuitable to adequately
assess the discomfort of occupants.
The final publication, entitled Discomfort Glare in Open Plan Green Build-
ings presents the largest known general investigation on discomfort glare with
493 surveys collected from five Green Star buildings in Brisbane, Australia.
Three of the buildings were six-star Green Star accredited and the other two
were five-star accredited. A modified methodology of the previous publica-
tion was used for data collection, consisting of a questionnaire in conjunction
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with HDR images to survey occupants. HDR images were analysed using the
responses given in the questionnaire and the program Evalglare. The question-
naire revealed daylight glare to be a significant issue in green buildings, with
49% of occupants surveyed reporting some discomfort at the time of survey.
Due to the open plan nature of the buildings, internal shading and lighting
controls were a major issue of concern for many occupants.
Occupants were more sensitive to glare than any of the tested indices (Vi-
sual Comfort Probability (VCP), Daylight Glare Probability (DGP), Daylight
Glare Index (DGI), CIE Glare Index (CGI) and Unified Glare Rating (UGR))
indicated. There were large individual variations in the perception of discom-
fort glare compared to the range expected from all these indices. A new index,
termed the Unified Glare Probability (UGP), was developed to take into account
the scope of results found in the investigation. The index is based on a linear
transformation of the UGR to calculate a probability of disturbed persons. The
UGP broadly reflects the demographics of the wider working population in Aus-
tralia and the new index is applicable to open plan green buildings in Australia.
These three publications, when taken together, demonstrate a significant and
original contribution to knowledge in the field of discomfort glare research.
Keywords: discomfort glare, luminance mapping, green buildings, office lighting
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Introduction
Discomfort glare from daylight has been studied extensively by various research
institutions throughout the world for about the past century [1, 2, 3]. Despite this
effort, there has been no effective application of this research to building design. Glare
metrics are not required to be used for daylight glare control in any Australian or US
building code or incentive scheme. There have been may reasons for this. Firstly,
discomfort glare is a unique problem that crosses boundaries between many fields
of research; such as psychology, physiology, physics, engineering and architecture.
Understanding and applying research in the context of all these fields is no small
task. The body of research presented in this thesis aims to provide a solution for
the prediction of discomfort glare from daylight within modern commercial open plan
office buildings in sub-tropical climates.
Discomfort glare is experienced when the human visual system is unable to adapt to
the luminance (or brightness) range within a field of view [4]. It can be experienced as
any kind of uncomfortable, annoying or distracting lighting. Controlling discomfort
glare from daylight has taken a prominent role in recent daylighting research [5, 6].
A daylighting design can be energy efficient, but if there are resulting glare and heat
issues users will reduce their effective productivity by avoiding the uncomfortable
situation or even sabotage the lighting design [7]. In this case any perceived benefits
from using daylighting techniques are negated.
The advent of the ‘green’ building movement has generated significant interest in
designing buildings which optimise both occupant comfort and energy efficiency [8,
9]. Integrating natural light to reduce the energy consumption of a building is an
obvious solution for a designer or architect. Many developed nations have government
funded schemes that reward energy efficient and sustainable building design, such as:
BREEAM (UK), LEED (US) and Green Star (Australia).
The research undertaken in this thesis has focussed on data collection within Green
Star buildings. Green Star is an Australian sustainability rating system, which credits
leadership in environmental design [10]. The scheme’s popularity has increased rapidly
since its introduction in 2003, Green Star buildings currently account for as much as
30% of the new building market. The Green Star rating system rewards energy
efficiency, promoting the use of daylight as a supplementary light source. However,
there are no calculation tools established to help predict potential glare for occupants.
This is possibly due to the uncertainty about the validity of glare measurement and
analysis currently used [11]. The scheme, like BREEAM and LEED, only suggests
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that glare control be provided via a shading device or occupant controlled automated
blinds/screens. A survey of architects and engineers involved in LEED buildings were
increasingly using the criteria in the incentive scheme as building design tools, rather
than for design evaluation [12].
The result of using this criteria for design is that many Green Star buildings are
designed using glass fac¸ades, with limited external shading, inadequate or no internal
shading, and with open plan interiors. These types of green buildings are designed
to maximise daylight penetration into the building from windows, but often fail to
meet occupant comfort needs. In most climates, but especially in the subtropical
climate of Brisbane, heat and glare issues are inevitable for any building which has
limited external shading and large area windows. As these green buildings represent
the future of sustainable design within Australia, more consideration is required for
occupant comfort in the early stages of building design. Thus the research objective
of this thesis was to develop a method of discomfort glare prediction for open plan
green buildings in Australia.
The study presents methods which captured the luminous environment, as well as
assessed the subjective sensation of discomfort glare, from occupants working in green
buildings. Statistical methods were used to develop a predictive model of discomfort,
the Unified Glare Probability (UGP), which is a modification of a currently used
glare index, the Unified Glare Rating (UGR). The research methodology is novel. It
is the first study to use high dynamic range imaging (HDRi) to map the visual field
of occupants in order to complement subjective evaluations of discomfort glare. It is
also the only large investigation into discomfort glare which collected subjective data
within real green buildings using the full time employees of the buildings surveyed.
Unlike most other glare research, the large number of unique subjective evaluations
gathered during the study allowed statistical significance to inform the development
of the new predictive model.
The thesis is presented in two main parts; a literature review (Part I) and published
papers (Part II). The initial chapter of the literature review presents basic photometry
and physiology knowledge as well as a historical summary of discomfort glare research
(Chapter 1). The chapter discusses the primary physical quantities used in glare
assessment; luminance, illuminance and solid angle (Section 1.1). It provides a brief
discussion on adaptation of the eye and what is known about the physiology of glare
(Sections 1.2 and 1.3). All of the most significant glare indices and the methodology
under which they were developed are reviewed as well as recent developments in
glare research which involve luminance mapping (Sections 1.4 and 1.5). Luminance
mapping is a general term to describe imaging of a field of view, where each pixel is
assigned a corresponding luminance value. It will be covered extensively in its own
chapter, but is briefly introduced to allow the review of the more recent discomfort
glare research.
The published papers focus on the development of discomfort glare indices and the
analysis of luminance maps as a means of quantifying glare. Only a very brief outline
of the production of luminance maps and the methodology behind them is given in
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the papers as these techniques are already well documented. As such, Chapter 2
aims to provide the necessary background information relevant to understanding how
the luminance maps used in the published papers were produced and analysed. This
chapter therefore provides a specific literature background to HDRi techniques which
allow the creation of accurate luminance maps. It covers the fundamental principles
of producing high dynamic range (HDR) images and the file format used (Sections 2.2
and 2.3.1). There is also detailed descriptions on how to calculate physical parameters
from HDR images i.e. luminance, illuminance and solid angle (Sections 2.3). The
chapter concludes with a section on photometric corrections to enable the production
of physically accurate luminance maps (Section 2.4).
The final chapter of the literature review discusses statistical techniques used to
analyse the collected physical and subjective data (Chapter 3). This chapter requires
less literature review than the other chapters, as it presents mostly well studied sta-
tistical topics which would be considered common knowledge in many other research
fields. The main purpose is to include the statistical theory that is applied in the
third publication (Chapter 6). Most research into discomfort glare has collected data
in unrealistic experimental conditions on very small sample sizes which produce sta-
tistically insignificant results. The problem may be that discomfort glare has been
viewed as a well defined physiological problem (similar to disability glare). This thesis
argues that individual variation in the perception of discomfort glare is large enough
that discomfort glare is better handled by statistical solution strategies to give more
applicable results. Attempting to predict the magnitude of discomfort for an indi-
vidual person with any reliability is unrealistic and likely impossible. As such, this
chapter focuses on the nature of observed discomfort glare data and how this data can
be transformed and analysed (Sections 3.1 and 3.2). It contains sections on common
tests to assess statistical significance and concludes with a discussion on effect size
(Sections 3.3 and 3.4.4); a concept which can be used to estimate the strength of an
apparent statistical relationship.
The second part of the thesis presents three chapters, the titles of which correspond
to the three published papers (Part II). Each chapter is preceded by a connecting
summary to demonstrate that the papers form coherent linked research. Included is a
statement of authorship, detailing the contribution of each author to the paper as well
as the current details of publication. Following this the research paper is presented
verbatim. The first paper, The Use of Luminance Mapping In Developing Discom-
fort Glare Research (Chapter 4) demonstrates how it is possible to use inexpensive
luminance mapping techniques to adequately assess all the necessary physical param-
eters used in the calculation of glare indices. The second publication Post Occupancy
Evaluations relating to Discomfort Glare: A study of Green Buildings in Brisbane
(Chapter 5) takes glare evaluation out of the laboratory and into the field. A post
occupancy evaluation (POE) questionnaire was developed for surveying discomfort
glare within green buildings. Luminance mapping was used to quantify the neces-
sary physical parameters. The paper discusses the suitability of current glare indices
applied to the collected POE data.
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The final research paper presents data collected from the largest known study on
discomfort glare to date (Chapter 6). A modified questionnaire was used for collecting
subjective data and again the physical data was derived from luminance mapping.
The paper, entitled Discomfort Glare in Open Plan Green Buildings develops a new
glare index, the UGP which takes into account the scope of the study. The paper also
investigates the subjective data collected from the study and discusses how discomfort
glare is experienced in green buildings in relation to various demographics. These three
publications, when taken together, demonstrate the development of a glare probability
metric that could be used in the Green Star assessment scheme.
A number of appendices are included to provide further background information to
the concepts presented within the main body of the thesis (Part 6). Most contain
derivations which were considered too long to be included in the main sections or
background concepts which are assumed knowledge depending on the reader’s back-
ground. The expected readership of the thesis includes people with an interest in
lighting research who may not have an academic background. The appendices over-
lap information in the main chapters and were structured to be read from start to
finish. This enables any reader with limited background knowledge to ‘fill in the
gaps’ that exist in some of the main chapters. Most supplementary material relates
to Chapters 2 and 3 on luminance mapping and statistical methods. The appendices
have more comprehensive discussions on luminance mapping calculations involving
luminance, illuminance, solid angle and colour (Appendices E,D,C and B). Many of
these derivations were performed from first principles by the author. They were not
available, at the time of writing, in any other literature source. The majority of
supplementary material relates to basic statistical methods with more in-depth pre-
sentation of linear regression techniques and statistical testing (Appendix F). This
material would be considered assumed knowledge for someone with a background in
statistics. Thus this material is not available in the published papers, even though it
is critical to the data analysis. Therefore this general material has been included to
help enable the reader to understand some of the fundamental principles used in the
analysis section.
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Part I
Literature Review
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Chapter 1
Glare
Discomfort glare is a complex phenomenon which is influenced by both physical and
subjective parameters. The physical parameters for discomfort glare are centred on
the photometric unit of luminance, which is an approximate measure of how bright
a surface may appear to the human eye. However, it is the subjective nature of
discomfort glare which makes research into the subject so difficult. There appear
to be many parameters which subtly influence the sensation of discomfort, and a
large portion of research into glare has attempted to unravel the effect subjective
parameters have. Though this thesis is focused on discomfort glare, there are other
types of glare, and definitions for the different glare types, and the physiological
processes which underpin them, are also discussed.
The subjective impression of discomfort is generally predicted via glare indices,
which are equations that evaluate the physical luminance properties of a scene. Un-
fortunately, these glare indices have proven unreliable when evaluated outside the
laboratory. The majority of this chapter reviews all the major glare indices and
the contrived experimental conditions under which they were developed. Recent re-
search into discomfort glare is dominated by a relatively new method for assessing
luminance, known as luminance mapping. Though technological improvements have
made researching discomfort glare easier, there is yet a reliable method for predicting
discomfort glare from daylight in lighting design.
1.1 Photometry
Photometry deals with the measurement of visible light as perceived by human eyes.
The eye is a complex sensory organ that maintains the spatial and temporal relation-
ships of objects in visual space and converts the light energy it receives into electrical
signals for processing by the brain [13]. Within the visual spectrum, the human eye
is not equally sensitive to all wavelengths. There are differences in sensitivity to light
among individuals but this is small enough that the spectral sensitivity of any human
observer with normal vision may be approximated by a single curve (Figure 1.1) [14].
This curve is standardised by the Commission Internatio´nale de l’E´clairage (CIE) and
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is known as the CIE photopic luminous efficiency curve, or more commonly as the
V (λ) curve [15].
Figure 1.1: The V (λ) curve describes the relative
human visual response to wavelength.
Radiant flux, Φe, is the power (energy Q per unit time t) emitted, transferred, or
received in the form of electromagnetic radiation (Equation 1.1).
Φe =
dQ
dt
(1.1)
Photometric quantities are calculated by integrating the product of the radiometric
quantity by the spectral luminous efficiency function and then multiplying by the
maximum of the stated spectral luminous efficacy function, with the integral being
taken across the full optical radiation spectrum.
Photometric quantities are calculated by spectrally weighting radiometric quantities
with V (λ) and multiplying by the maximum luminous efficacy (Km). Luminous flux
(ΦV ) is a measurement of the perceived power of light (Equation 1.2). It is the radiant
flux, Φe (or total power of light emitted), adjusted by the sensitivity of the human
eye to different wavelengths of light (V (λ)). It has been given a special unit called
lumen (lm).
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ΦV = Km
∞∫
0
Φe,λ V (λ) dλ (1.2)
Km = 683lm/W .
The luminous intensity of a light source is the perceived power of light emitted in
a specified direction i.e. it is the luminous flux (ΦV ) per unit solid angle (Ω) (Equa-
tion 1.3). The unit for intensity is the candela (cd). It is defined by the description of
a physical process that will produce one candela of luminous intensity. By definition,
if one constructs a light source that emits monochromatic green light with a wave-
length of 555nm, that has a radiant intensity of 1/683W/sr in a given direction, that
light source will emit one candela in the specified direction [16].
I = 683
730∫
380
V (λ)
dIe(λ)
dλ
dλ (1.3)
I is the luminous intensity (cd); Ie =
dΦe
dΩ
is the radiant
intensity (W/sr); V (λ) is the Spectral Luminous Efficiency Function for Photopic
Vision.
To talk meaningfully about vision, it is necessary to know how much light is reaching
the eye. This leads to two important photometric quantities, illuminance and lumi-
nance (Equations 1.4 and 1.5). Illuminance, E, is defined as the amount of luminous
flux (ΦV ) incident on a surface divided by the projected area (dA) of that surface,
normal to the direction of radiation (Equation 1.4). It has units of lm/m2 or lux.
E =
dΦ
dA
(1.4)
Luminance describes the amount of light that passes through or is emitted from a
particular area or source, and falls within a given solid angle. The unit for luminance is
candela per square metre (cd/m2). Luminance is a photometrically weighted radiance
and constitutes an approximate measure of how bright a surface may appear to the
human eye (Equation 1.5).
L =
d2Φ
dA dΩ cos(θ)
(1.5)
L is the luminance (cd/m2), ΦV is the luminous flux (lm), θ is the
angle between the surface normal and the specified direction, A is the
area of the surface (m2), and Ω is the solid angle (sr) (Appendix C).
The illuminance on a detecting surface can be related to the luminance of a radiating
source by Equation 1.6.
E = L cos(θ) dΩ (1.6)
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1.1.1 Retinal Illuminance
The retina is sensitive to the flux density (illuminance) of light falling on it. In
daylight conditions the sensation of brightness is related to the relative flux density,
or contrast, between adjacent areas of the retina. A patch of retina with an invariant
retinal illuminance may appear bright or dark depending on the illuminance falling
on adjacent areas [17]. Luminances in object space can be related to illuminance at
the retina by Equation 1.7 [18].
Er = erT
cos(θ)
k2
(1.7)
Er is retinal illuminance in Trolands (Td); T is ocular transmittance;
θ is angular displacement from the line of sight; er is the amount of
light entering the eye (Td); k is a constant, which varies, depending
upon the experimental conditions and the photometric units used.
The value er in Trolands is calculated by Equation 1.8 [18]:
er = Lp (1.8)
L is surface luminance in object space cd/m2;
p is pupil area in mm2.
It can be seen that persons with different pupil sizes or different ocular transmission
characteristics may receive different visual effects from identical objects [17]. These in-
dividual variations must be considered when predictions of visual behaviour are made
solely from luminance descriptions of the scene. Luminance variations are necessary
for vision and are a function of both the reflectance of surfaces and the distribution
of light incident on those surfaces. Two separate visual phenomena are influenced by
the luminance ratios within the field of view: adaptation and glare (Section 1.2 and
1.3).
1.2 Adaptation
A striking feature of the human visual system is its capacity to function over the
immense range of luminances it encounters during the course of a day. Typical ambient
levels for commonly encountered scenes are outlined in Table 1.1. The table shows
that the sun at noon may be 100 million times (108) brighter than starlight. Therefore
adaptation renders our visual system less sensitive in daylight and more sensitive at
night. This system is capable of adapting to lighting conditions that vary by nearly
ten orders of magnitude [19]; but within a single scene, the eye functions over a range
of about five orders of magnitude simultaneously [20].
Visual adaptation involves four major processes: action of the pupil (Section 1.2.1),
the rod-cone system (Section 1.2.2), photochemical reactions (Section 1.2.3) and pho-
toreceptor mechanisms (Section 1.2.4).
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Condition
Luminance
(cd/m2)
Starlight 10−3
Moonlight 10−1
CRT monitors 101
Indoor Lighting 102
Sunlight 105
Table 1.1: Ambient luminance levels for
some common lighting environments [21].
1.2.1 Change in Pupil Size
After passing through the cornea and aqueous humor, light enters into the visual
system through the pupil, a circular hole in the iris (Figure 1.2) [22]. The pupil
contracts and dilates in response to background levels of retinal illumination (Sec-
tion 1.1.1). In young people its diameter changes from a minimum of about 2mm in
bright light to a maximum of 8mm in darkness [23]. This accounts for a reduction
in light intensity by a factor of only 16 (one log unit). One log unit in a range of
about 10 log units is insignificant, hence the role of the pupil in visual adaptation is
generally ignored.
Figure 1.2: Anatomy of the human eye [22]
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1.2.2 Rods and Cones
Light that has passed through the pupil travels through the lens and vitreous body
before reaching the retina, where it is reflected from a pigmented layer of cells before
being absorbed by photoreceptors (Figure 1.2). The latter convert light into neural
signals before they are relayed to other parts of the visual system [24]. The human
retina has two distinct types of photoreceptors, rods and cones. Rods are very sensitive
to light and are responsible for vision from twilight illumination to very dark (<
10−3 cd/m2) lighting conditions. Cones are relatively less sensitive and are responsible
for vision in daylight to moonlight (> 1 cd/m2). There are three types of cones, the
long-wavelength-sensitive (L), middle-wavelength-sensitive (M) and short-wavelength-
sensitive (S). These names simply refer to the relative positions in the visible spectrum
in which each type is maximally sensitive (Figure 1.3) [25].
Figure 1.3: Spectral absorption curves for short (S), medium (M) and
long (L) wavelength pigments in human cone and rod (R) cells [26]
Illumination is broadly divided into three ranges, scotopic, mesopic and photopic
(Figure 1.4). If vision is mediated by cones then photopic illumination conditions
are present; if vision is mediated by rods, then scotopic illumination conditions are
present. Illumination conditions in which both rods and cones are active lie in what is
referred to as the mesopic range. Illumination conditions are approximately mesopic
between indoor light to moonlight [20].
1.2.3 Photochemical Adaptation
The retinal receptors (rods and cones) contain four photo-pigments, one in the
rods (R), and one each in the three cone types (L, M, S). When light is absorbed, the
pigment breaks down which generates signals that are sent to the brain and interpreted
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Figure 1.4: The range of luminance values over which the visual system operates.
At the lowest levels of illumination, only rods are activated (scotopic). Cones beg-
in to contribute to perception at about the level of starlight (mesopic) and are the
only receptors that function under relatively bright conditions (photopic) [27].
as light [24, 20]. Afterwards, the pigment is regenerated and is again available to
receive light. The sensitivity of the eye to light is largely a function of the percentage
of unbleached pigment. Under conditions of steady brightness, the concentration of
photo-pigment is in equilibrium; when the brightness is changed, pigment is either
bleached or regenerated to re-establish equilibrium. The cone system adapts much
more rapidly than does the rod system: even after exposure to high levels of brightness,
the cones will regain nearly complete sensitivity in 10–12 minutes, while the rods will
require 60 minutes or more to fully dark adapt [24, 28]. Rod photo-pigments are
completely depleted when exposed to bright sunlight. It is believed this depletion
renders rods inoperable in the photopic range.
Photoreceptors respond linearly to a rather narrow range of intensities, about three
log units [20]. When a dark adapted photoreceptor is briefly exposed to light of moder-
ately high intensity the response quickly reaches its maximum and the photoreceptor
is saturated, losing sensitivity to any additional light intensity. If the eye is exposed
to a high background intensity for a period of time, the human visual system adapts
to the new environment and will function normally again. Measurements have shown
that if photoreceptors are exposed continuously to high background intensities the ini-
tial saturated response does not continue to remain saturated. The response gradually
returns toward dark-adapted resting response, and the photoreceptors sensitivity to
incremental responses is gradually restored.
1.2.4 Transient Adaptation
Transient adaptation is a phenomenon associated with reduced visibility after view-
ing a higher or lower luminance than that of the primary visual task [24, 29]. Transient
adaptation is facilitated by two separate adaptation processes; neural adaptation and
photochemical adaptation. Neural adaptation is the human brain’s response to a
change in stimulus. If the eye experiences a large change in retinal illuminance in a
27
short amount of time then the retinal receptors respond strongly. However, if there
is no change in retinal illuminance the retinal receptors respond weakly [30]. Photo-
chemical adaptation is where pigments in the retinal receptors (rods and cones) change
composition upon absorbing light and release ions which provide an electrical signal
to the brain (Section 1.2.3). Since the time required to accomplish the photo-pigment
reactions is finite, changes in the sensitivity lag behind the stimulus changes. Thus
if recovery from transient adaptation is fast (< 1 s), neural processes are causing the
change. If recovery is slow (> 1 s), some changes in the photo-pigments have taken
place. Transient adaptation is usually insignificant in interiors, but can be a problem
in brightly lit exteriors where photo-pigment bleaching has taken place. The initial
saturation of the photoreceptors matches the visual experience of blinding brightness
when exposed to light over one hundred times more intense than the current back-
ground intensity [20]. For example, reduced visibility after entering a dark movie
theatre from the outside on a sunny day is an illustration of this effect.
Thus the visual system adapts as a result of changes in overall brightness within
the field of view (FOV). If the situation occurs where luminances in sections of the
field of view are much greater than the luminance to which the eye is adapted, the
sensation of glare is experienced.
1.3 Physiology of Glare
The term “glare” can be dissected into distinct phenomena: there are two broad
categories. Firstly, it is possible to have too much light entering the visual receptors.
This is known as dazzling glare [31]. It produces a simple physiological reaction; the
observer must close their eyes or look away to protect against retinal over-exposure,
which might lead to temporary or permanent blindness [32]. The retina does not
contain any pain receptors so is unable to provide any direct protective mechanism
to over-exposure. Instead pain is caused by spasm in the iris (which is rich in pain
receptors) strongly contracting the pupil to reduce light exposure to the retina [33,
34, 35]. For people with healthy vision, too much light is generally only experienced
in full sunlight or with very high intensity lamps.
The second type of glare sensation occurs when the luminance range of light sources
in the FOV is too large for the visual system to cope with [4]. This type of glare
is further subdivided into two categories: disability and discomfort glare. Disability
glare is characterised by the degradation of visual performance (Section 1.3.1) whereas
discomfort glare is the distracting and uncomfortable effect of light sources in the field
of view (Section 1.3.2).
1.3.1 Disability Glare
The eye is not a perfect optical system. The ocular media contains many inhomo-
geneities which scatter incident light; this reduces the contrast of even a perfectly
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focused retinal image. Reduction in contrast occurs because light intended for adja-
cent areas of the retina is scattered onto the primary image. This reduction in contrast
from scattered light can be mimicked by adding a uniform “veil” of luminance to the
object, hence disability glare is also called veiling luminance [36].
Disability glare has a debilitating effect on vision without necessarily causing dis-
comfort [36, 37]. This effect is formulated in terms of an equivalent veiling luminance
(Equation 1.9). The general formula is known as the Holladay-Stiles equation after
their pioneering investigations into the role of glare source luminance and its distance
from the primary object [1, 38, 39, 40, 41].
Lv =
k Eglare
θ2
(1.9)
Lv is equivalent veiling luminance in (cd/m
2); Eglare is illumin-
ance from the glare source at the eye in lux; k is a constant depen-
dent upon the experimental conditions and the photometric units;
θ is the angle between the primary object and the glare source.
Later investigations revealed there is significant interplay between angle, age and
eye colour which becomes significant beyond θ = 30◦ [42, 43, 44]. This led to the
CIE introducing a general disability glare equation (Equation 1.10) with a full range
validity domain of θ (0.1− 100◦) [45].[
Lv
Eglare
]
general
=
10
θ3
+
[
1 +
(
Age
62.5
)4]
×
[
5
θ2
+
0.1p
θ
]
+ 0.025p (1.10)
Lv is equivalent veiling luminance in (cd/m
2); Eglare is illuminance from the
glare source at the eye in lux; θ is the angle between the primary object and the
glare source (0 .1 − 100 ◦); age is the age of person (in years); p is eye pigmen-
tation factor (0 = black, 0 .5 = brown, 1 = light blue, 1 .2 very light blue).
1.3.2 Discomfort Glare
Discomfort glare is a sensation of annoyance or pain caused by non-uniform distribu-
tions of brightness in the field of view that are significantly higher than the luminance
to which the visual system is adapted [36]. Discomfort glare may be accompanied by
disability glare (Section 1.3.1), but it is a distinctly different phenomenon. While the
cause of disability glare is well known (intraocular light scattering), that of discomfort
glare is less well understood. Most assessments of discomfort glare are based on the
following physical parameters:
• Luminance of glare source
• Apparent size of the glare source (solid angle)
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• Location of glare source in the FOV (vision axis)
• Number of glare sources
• Background luminance
Light not only provides the physical stimulus necessary for visual task performance;
but it also communicates certain cues which influence people’s subjective impres-
sions of the environment surrounding them, such as spaciousness, visual clarity and
pleasantness [4, 36]. Hence there are also subjective factors which may influence an
individuals judgement of visual comfort.
Studies have shown people are more tolerant of discomfort glare from daylight than
they are from comparable electric lighting [46, 47, 48]. However, unlike electric light-
ing, controlling the amount of daylight through windows into a building is very diffi-
cult. Windows can transmit large amounts of solar radiation but also provide interest,
connection to the exterior environment and visual amenity in a workplace. Window
views, in particular, have been found to influence the subjective impression of glare
[49, 50]. Believing a window view to be pleasant or of high quality has been shown to
increase tolerance to high luminances from windows, which may have otherwise been
considered uncomfortable [51, 52, 53]. Location in relation to the window, view type
and quality is important [54]; nature views have been found to be more pleasant or
interesting than urban views with any view preferable to no view at all [55].
1.3.3 Physiological Origins of Discomfort Glare
Early investigations concluded discomfort glare was due to the opposing actions
of the pupil attempting to dilate and contract simultaneously when exposed to a
bright glare source and low background illuminance [56, 57]. The pupillary hippus
regulates the involuntary change of pupil size and initially it was reported that the
pupil becomes unstable in conditions producing discomfort glare due to pupillary
hippus unrest [56, 58]. However, recent attempts to verify possible changes in the
temporal characteristics of the pupillary hippus when discomfort was present showed
no differences, even when the reported discomfort was nearly intolerable [59]. The
same investigations reported observed discomfort glare to be accompanied by a strong
flinch reflex in the extra-ocular (facial) muscles surrounding the eye [59].
All muscles generate measurable electrical activity known as electromyogram
(EMG). When a bright light is directed toward the eyes EMG increases and this change
in activity has been used as an indicator of discomfort [60, 61, 62]. However, critics
of the experiment questioned whether subjects were actually experiencing discomfort
glare. The more likely explanation is that the EMG results were just indicative of
bright light. In 2002 Murray et al. proposed a new theory for the origin of discomfort
glare which considers the two muscles which operate on the eyelid, the levator and the
orbicularis [62]. The levator muscle is responsible for lowering the upper eyelid. The
orbicularis, a facial muscle which originates from the nasal, spreads around the eye to
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the temple and down the cheek, is responsible for closing and opening the eyelid (both
upper and lower simultaneously). Before the eyelid can blink, the levator must relax
to allow the orbicularis to contract. In the presence of high intensity light, spasm in
the orbicularis may reduce the ability of the two muscles to coordinate, forcing them
to contract simultaneously which induces pain. However this theory is unverified and
the precise physiological origin of discomfort glare is yet to be established.
1.3.4 Traditional Glare Assessment
Traditionally, experiments attempting to quantify discomfort glare have consisted
of very basic setups (Figure 1.5). A subject is placed in a plain room and given a task
to complete, normally involving a computer screen or video display terminal (VDT).
A uniform luminance background (normally a front lit projector screen or back lit
opal diffuser) is placed in the subject’s field of view to act as a glare source [63].
The luminance or size of the glare source is varied and the subject is asked to give a
rating on the magnitude of discomfort they are experiencing. From this rating and the
known observable data (luminance, solid angle, vision axis, background luminance) an
empirical formula (or glare index) is developed that attempts to quantify the amount
of discomfort glare experienced by a subject (Section 1.4).
Figure 1.5: Example of laboratory based trial
setups for discomfort glare research [63]
There are many different options available for predicting the magnitude of discom-
fort glare; so far however, the precision and repeatability with which they predict an
individual’s sense of discomfort is low [64, 65, 66]. Consequently these formulae have
had limited success when used in lighting assessment. Today, it is widely accepted
that glare associated with electric sources is different, in both sensitivity and method
of perception, from glare associated with daylight. It is also widely accepted, through
anecdotal evidence, that the perception of glare in those contrived laboratory envi-
ronments is completely different from field situations where there are real tasks to
perform and interesting visual background stimuli [52].
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1.4 Glare Indices
Several different equations describing the subjective sensation of discomfort glare
experienced by an observer have been published. In general, all these equations are
of a similar form (Equation 1.11) and draw upon five important physical parameters
[36, 3].
G =
n∑
i=1
(
Lesω
f
s
Lgbf(ψ)
)
(1.11)
G is a glare index which expresses the subjective sensation; e, f
and g are weighting exponents; f(ψ) is a function of the displace-
ment angle; Ls is luminance of the glare source; ωs is the solid
angle subtended by the glare source; ψ is the angular displace-
ment of the source from the observer’s line of sight (vision axis);
Lb is background luminance; n is the number of glare sources.
Some of the more commonly referred to glare indices are the British Research Estab-
lishment Glare Index (BGI) or BRS (Section 1.4.1), Cornell equation or Daylight Glare
Index (DGI) (Section 1.4.5), CIE Glare Index (CGI) (Section 1.4.2), Unified Glare
Rating (UGR) (Section 1.4.4), Visual Comfort Probability (VCP) (Section 1.4.3) and
Daylight Glare Probability (DGP) (Section 1.4.6).
1.4.1 BGI
In 1950 Petherbridge and Hopkinson developed the British Research Establishment
Glare Index (BGI) glare equation at the Building Research Station in England (Equa-
tion 1.12) [2]. The sensation of glare was rated in accordance with the following
degrees of sensation: just noticeable, just acceptable, just uncomfortable and just
intolerable.
BGI = 10 log10 0.478
n∑
i=1
L1.6s ω
0.8
s
LbP 1.6
(1.12)
P expresses the change in discomfort glare experienced
relative to the azimuth and elevation of the source and
position the observer’s line of sight (Section 1.4.7).
The BGI was only ever intended for use on small sources with solid angles less than
0.027 sr and does not predict glare from larger sources accurately or take into account
adaptation [67, 49, 68].
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1.4.2 CGI
The CIE adopted the following equation (Equation 1.13), proposed by Einhorn, as
a unified glare assessment method [69, 70].
CGI = 8 log10
2 [1 + Ed 500]
Ed + Ei
n∑
i=1
L2sωs
P 2
(1.13)
Ed (lux ) is the direct vertical illuminance at the eye due to all sources;
Ei (lux ) is the indirect illuminance at the eye (Ei = piLb).
The CIE Glare Index (CGI) was developed to correct the mathematical inconsistency
of the BGI equation for multiple glare sources. The CGI and UGR (Section 1.4.4) both
have the exponent of the solid angle of the glare source (ωs) set at unity. Therefore
arbitrarily subdividing a single glare source into multiple sources should give the same
index value.
1.4.3 VCP
Visual Comfort Probability (VCP) is a rating on a scale from 0 − 100, given to
indoor fixtures (in a uniform system with identical fixtures) to indicate how well ac-
cepted they are likely to be with regards to discomfort glare [71]. For example, a
VCP rating of 70 indicates that 70% of the occupants in a given viewing location
would not be bothered by direct glare. Calculating the VCP involves a rather com-
plicated procedure which begins with calculating the total index of glare sensation,
Mt (Equation 1.14).
Mt =
LQ
2PL0.44f
(1.14)
L is the average luminance of the luminaire; Q is a function of the visual size
of the luminaire (Equation 1.15); P is Guth’s Position Index (Section 1.4.7);
Lf is the average luminance of the entire field of view.
Q is related to the solid angle (ωs) subtended by the luminaire (Equation 1.15):
Q = 20.4ωs + 1.52ω
0.2
s − 0.075 (1.15)
Once Mt is known the Discomfort Glare Ratio (DGR) can be calculated for the total
number of luminaires, n (Equation 1.16).
DGR =
[
n∑
i=1
Mt
]a
(1.16)
Where a = n−0.0914
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Finally, the DGR can be related directly to the VCP via two separate equations:
Equation 1.17 is for a single glare source (n = 1) and Equation 1.18 is for multiple
glare sources (n ≥ 2) [72, 73].
V CP =
100√
2pi
6.374−1.3227 ln(DGR)∫
−∞
e
−t2
2 dt (1.17)
V CP =

279− 110(log10DGR),
for DGR = 55 ∼ 200
279− 110(log10 DGR) + 350(log10(DGR)− 2.08)5,
for DGR 6= 55 ∼ 200
(1.18)
The IESNA adopted standard conditions for the calculation of VCP, but the ap-
proach never gained a wide following [74]. Today, in most applications, calculation
and use of UGR (Section 1.4.4) has replaced the VCP. The original model was devel-
oped using flat-bottomed recessed luminaires only, and initially was restricted to that
application [75]. The validity of the method for the wide range of luminaires available
and possible installations is unknown. In addition, the model only makes predictions
for a given line of sight and probably does not hold for other viewing positions that
occupants might reasonably adopt. Furthermore, there is evidence that perceptual
differences exist between uniform and nonuniform sources that render the VCP model
ineffective in predicting glare ratings for nonuniform sources [76].
1.4.4 UGR
In 1995 the CIE proposed the Unified Glare Rating (UGR) system, which incorpo-
rated Guth’s Position Index (P ) along with aspects of both the CGI and the BGI
(Equation 1.19) [77]. It was designed to evaluate glare sensations for an artificial
lighting system (restricted to sources with a solid angle of 3 × 10−4 to 10−1 sr). The
UGR shares the same discomfort rating scale as CGI (Appendix A.2).
UGR = 8 log10
0.25
Lb
n∑
i=1
L2sωs
P 2
(1.19)
In recent years the UGR, as recommended by the CIE, has become the most widely
used general formula for assessing glare from indoor electric luminaires.
1.4.5 DGI
The Daylight Glare Index (DGI) is a modification of the BGI, and was adapted
to predict glare from a large source, i.e. window (Equation 1.20) [46]. The study
was conducted at the British Research Station and Cornell University (USA). The
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equation was developed through experiments using fluorescent lamps behind an opal-
diffusing screen.
DGI = 10 log10 0.48
n∑
i=1
L1.6s Ω
0.8
s
Lb + 0.07ω0.5s Ls
(1.20)
Ωs =
ωs
P
(sr) is the solid angle subtended by the
glare source modified by Guth’s position index.
The DGI can only effectively operate between values of 16 (just noticeable) and 28
(intolerable glare). The categorical rating for DGI indices is shown in Appendix A.1.
Validation studies of this equation [49, 78] show that the correlation between glare
from windows (daylight) and predicted glare is not as strong as it is for the case of
artificial lighting. The DGI generally overestimates discomfort under daylight condi-
tions [47, 48]. Despite its inconsistencies the index is still widely used in discomfort
glare research, with several attempts made to extend the basic formula [79, 80, 81].
1.4.6 DGP
Developed by Wienold and Christoffersen in 2006, the Daylight Glare Probability
(DGP) is a modification of the DGI [80]. Unlike the development of previous glare
indices the luminance distribution within the field of view was recorded using a cal-
ibrated, scientific-grade charge coupled device (CCD) camera with V (λ) correction.
The objective of the study was to investigate the user perception of solar shading
systems regarding glare, compare the results with existing glare rating equations and
derive a new glare prediction model.
The study used two rooms with identical photometric and geometric features in each
location. One was purely for subjects and the other was for luminance measurements.
In total 76 subjects participated in the experiment, resulting in 349 cases (or ob-
servations). During the experimental session, the subjects performed different tasks;
such as reading from a paper, working on a computer, etc. After the session subjects
were given a questionnaire. Specifically when discomfort glare was experienced the
subjects were asked to associate the magnitude of glare on a four-point scale with
pre-defined glare criteria (imperceptible, noticeable, disturbing and intolerable).
The product-specific data format of the CCD camera-images were converted into the
Radiance [82] picture format (Section 2.3.1). This enabled Wienold and Christoffersen
to use a new evaluation program, Evalglare [83], in Radiance. Three principle methods
were tested for the automatic detection of glare sources in the software:
1. Calculate the average luminance of the entire picture and count every section
as a glare source that is x-times higher than the average luminance.
2. Take a fixed value and count every section as a glare source that is higher than
the fixed value.
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3. Calculate the average luminance of a given zone (task area) and count every
section as a glare source that is x-times higher than the average luminance of
this zone.
In the case of VDT tasks, a circular zone with an opening angle of about 0.53 sr
was used as a target task-zone (Figure 1.6) [80]. The task-zone was chosen so that it
covered most parts of the computer screen and parts of the desk, while the window
was not a part of the zone. Each pixel with a luminance value four times higher than
the average task-zone luminance was treated as a glare source.
Figure 1.6: Definition of the task-zone (coloured blue). The detected glare
sources have been coloured yellow, green, light blue and purple by Evalglare.
All three glare source detection algorithms were implemented into Evalglare. The
program calculated the average luminance, the solid angle and the position within the
image for each glare source. All pixels four times higher than the average task-zone
luminance were treated as glare source.
It was found for the first method (applying the assumption that there is a glare
source if the luminance of the source is x-times higher than the average luminance),
even for very bright scenes; only a few parts of the glare source or nothing could be
detected, though there were obvious glare sources. Reducing the x-factor increased the
sensitivity to detect glare sources in a scene, which lead to “over detecting” potential
glare sources in darker scenes. The second method, which applied a fixed luminance
value as threshold (e.g. 5000 cd/m2) did not take into account eye adaptation. This
method was therefore not considered by the authors to be a reliable method. The third
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method, using the task luminance as a threshold, was considered the best method for
glare source detection.
To overcome the difficulty of how to treat the individual differences in perceived
glare, the glare scale was reduced to two categories. A category “disturbed” was
used if the subject rated the glare source to be disturbing or intolerable. Discomfort
probability was established by grouping equal sample sizes (29 out of the 349 different
cases) and evaluating the percentage of disturbed subjects in each “class”. This
created 12 classes which were established by ordering the different cases by the glare
metric under test and forming groups of 29. The average of the glare metric under
test was calculated within each group and plotted against discomfort probability 1.
Wienold and Christoffersen found the existing glare indices had low predictive power,
so a new index, the Daylight Glare Probability (DGP) was developed (Equation 1.21)
[80].
DGP = 5.87× 10−5Ev + 9.8× 10−2 log
(
1 +
∑
i
L2s,iωs,i
E1.87v P
2
i
)
+ 0.16 (1.21)
Ev is the vertical illuminance at the eye.
The DGP showed a very strong correlation (r2 of 0.94) with the user’s response
regarding glare perception. For the DGI, an r2 value of only 0.56 was found. The
DGP (Equation 1.21) is only valid for values between 0.2 and 0.8; the average DGP
was 0.8 by having 100% and 0.2 by having 0% disturbed persons.
In development of Equation 1.21, it was found that the vertical illuminance (Ev) at
eye level showed a reasonable correlation to glare perception. From this, a simplified
version of the equation, the Simplified Discomfort Glare Probability (DGPs), was
derived (Equation 1.22) [84].
DGPs = 6.22× 10−5Ev + 0.184 (1.22)
This equation neglects the influence of individual glare sources and should only be
applied if no direct sun or specular reflection hits the eye of the observer [84]. The
advantage of the DGPs is that it is very easy to calculate compared to the DGP or
other glare indices. Weinold also related the index values of the DGP to the categorical
ratings (imperceptible/perceptible/disturbing/intolerable) of the other major glare
indices (DGI, UGR, CGI, and VCP) (Appendix A.3) [5].
1.4.7 Position Index
Guth’s Position Index (P ) expresses the change in discomfort glare relative to the
angular displacement (azimuth and elevation) of a glare source from the observer’s
line of sight for any interior luminaire [71]. Iwata and Tokura showed that sensitivity
1See Sections 3.1 and 3.4.3 for more information on “grouping” data points to establish probability.
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to glare caused by a source located below the line of vision was found to be greater
than the sensitivity to glare caused by a source above the line of vision [85]. The
analytical description for a glare source located above the line sight, and limited to
53◦ above the horizontal line of sight, is given by Equation 1.23 [71, 86].
lnP =
[
35.2−0.31889τ − 1.22e−2τ/9]× 10−3σ+[
21 + 0.26667τ − 0.002963τ 2]× 10−5σ2 (1.23)
τ is the angle from vertical plane containing source and line of sight;
σ is the angle between line of sight and line from observer to source.
The analytical equation used for a source located below the line of vision is given by
Equation 1.24 [85]. 
P = 1 + 0.8× R
D
for R < 0.6D
P = 1 + 1.2× R
D
for R ≥ 0.6D
R =
√
H2 + Y 2
(1.24)
D is the distance eye-to plane of source in view direction;
H is the vertical distance between source and view direction;
Y is the horizontal distance between source and view direction.
Graphically, the weighting of P for an observer looking directly into the centre of the
field of view is shown in Figure 1.7.
Figure 1.7: Relative weighting from Equations 1.23 and
1.24 given to glare sources for the entire field of view.
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The position index has been recently re-evaluated with new subjective data over
the entire visual field [87]. It was found there was no significant difference between
binocular (both eyes) and monocular vision (left eye and right eye). Sensitivity to glare
was greater if the source was located below the line of vision, which is in agreement
with Iwata and Tokura’s original work [85]. There are differences to Guth’s original
index, however the new evaluation method has not yet been adopted in publicised
research.
1.5 The Use of Luminance Mapping to Study
Glare
Previously a major obstacle in quantifying discomfort glare was the difficulty in
analysing complex lighting distributions. With current digital imaging techniques,
such as high dynamic range imaging (HDRi), the luminance distributions of spaces
are able to be captured and analysed on a pixel-by-pixel basis [20]. Recently, attempts
have been made to analyse luminance maps (Chapter 2) to aid in the prediction of
discomfort glare.
In 2000, Schiler used a conventional digital camera and captured a single exposure
image of a real office environment [88]. A light source with known luminance was
placed within the space to calibrate the images. A small number of occupants were
surveyed on the visual comfort of the room. Histograms of the images were developed
and analysed to demonstrate that luminance maps could be used to quantify the
presence or absence of glare.
Osterhaus [89] extended the work of Schiler in 2008 by using luminance histograms
of high dynamic range (HDR) images created with the Radiance simulation environ-
ment. The HDR images replicated the conditions from a previous study from which
subjective responses were collected [90]. Four combinations of two parameters, mean
and median pixel luminance, were used to look for correlations between the subjective
data extracted from the previous study. The analysis revealed that images with the
highest rating for discomfort glare also produced the largest difference between mean
and median pixel luminance. Existing glare assessment methods (DGI, CGI and
UGR) when applied to the same conditions resulted in significantly less predictive
correlations.
The most extensive study of glare using luminance mapping technology, published
in 2006, was in the development of the DGP (Section 1.4.6. However, until recently,
there has been a lack of follow up research to validate the index. In 2009 Painter, Fan
and Mardaljevic conducted real-time discomfort glare monitoring of five workstations
in three daylit offices over a one year period at De Montfort University (UK) [91, 6].
The study used an electronic survey form which was displayed on the participant’s
computer screen. Participants were required to mark the level of discomfort glare by
moving a slider control along a continuous scale that ranged from ‘imperceptible’ to
‘intolerable’. They also marked the source of the discomfort on a field-of-view image
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of their workstation. The physical conditions were measured simultaneously using lu-
minance maps derived from HDR images. A camera for the luminance measurements
was installed as closely as possible to the occupants seating position at head height
and operated automatically [91].
The results showed the luminance values experienced at all workstations were rel-
atively low for daylit offices [6]. Even for workstations adjacent to a glazed fac¸ade,
relatively low illuminance values were recorded. However, the survey responses showed
glare was regularly experienced by all participants. The study also found similar lu-
minance conditions were rated quite differently by different participants. Values for
the most typically used glare metrics were calculated from the luminance maps and
compared with the glare ratings recorded during the study. No clear correlation was
found for any of the existing glare metrics, including the DGP.
In 2010 a small study involving 18 student participants tested in a private office at
the University of Idaho was conducted by Wymelenberg and Inanici [92]. Luminance
maps were used to investigate luminance metrics (including the DGP) in relation to
visual comfort. Participants were allowed to adjust the daylighting in the office to
create “preferred” and “just disturbing” lighting. It was discovered that the simple
metric of mean luminance consistently outperformed the more complicated metrics,
such as the DGP. The authors noted that due to the small sample size and private
single office the results could not be expected to directly translate to open plan office
types.
In 2009 Kleindienst and Anderson simulated four real buildings [93]. They compared
the value of the DGP obtained from per-pixel analysis in Evalglare to that of the
DGPs and model-based DGP, which was calculated assuming that all of the sky
seen through the window is a single glare source. The model-based method was
found to give similar results to the per-pixel evaluation of the DGP. The DGPs gave
very different results to the per-pixel evaluation of the DGP especially when in low
illuminance scenarios where glare occurred from luminance contrast. No subjective
survey data on discomfort was used in the study.
In 2012 Jakubiec and Reinhart conducted Radiance simulations of a real and the-
oretical building in order to compare the five major discomfort glare indices (DGI,
UGR, CGI, VCP and DGP) [94]. Again, no subjective survey data on discomfort
was used. It was found that when direct sunlight was present within a scene and the
visible sky from the window is very bright, then the DGP predicted a much higher
likelihood of discomfort glare than the other metrics.
The past year (2012–13) has yielded a number of publications addressing luminance
mapping and discomfort glare. Borisuit et al. developed a new luminance mapping
device for assessing discomfort glare, called IcyCAM. The system is a CCD camera
fitted with a fisheye lens and a system-on-chip (SoC) device [95]. The SoC device
can be pre-programmed to perform real-time calibrations and calculations within
the camera system. The advantage of the system is that it could perform real-time
luminance mapping for glare assessment (in a few seconds), without the need for longer
image-acquisition times required with digital single lens reflexs (DSLRs) cameras (∼
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60 s) and post-processing. The device was tested in an office against a calibrated
regular DSLR camera fitted with a fisheye. The study found that IcyCAM and the
DSLR camera were both in agreement for luminance measurements and glare index
calculations [95].
Cai and Chung investigated discomfort glare from electric lighting only [73]. They
used subjective data from 67 university students in a windowless room and HDR
images to measure luminance. The study tested the CGI, UGR, BGI and VCP and
found that all indices overestimated discomfort.
Suk and Schiler evaluated the accuracy of Evalglare calculations, finding that Eval-
glare calculated the five glare indices available (DGP, DGI, CGI, UGR and VCP) with
appropriate accuracy, concluding that it is an appropriate tool to validate the indices
[96]. The investigation also measured vertical illuminance values for four daylight
scenes and compared the results to the calculated illuminance values by Evalglare. It
was found Evalglare overestimated illuminance values for all view types and scenes
except for Radiance’s angular fisheye view type (Section 2.4.2); which underestimated
illuminance values, drastically in the case of intolerable discomfort glare. The discrep-
ancy in vertical illuminance made little difference to the calculated value of the DGP,
except in the case of angular fisheye views and intolerable glare; where the DGP,
using calculated illuminance values, was significantly reduced compared to the DGP
with externally measured vertical illuminance.
Hirning et al. conducted 64 discomfort glare surveys of regular full-time office
workers in real open plan office buildings [97]. The study also found both the DGI
and DGP severely underestimated discomfort. The study found that high vertical
illuminances were not prevalent in the workspaces studied compared to those which
occurred in the DGP study. Thus various investigations have concluded that due to its
strong linear dependence on Ev the DGP isn’t effective at predicting contrast-based
discomfort glare [97, 93, 92, 94].
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Chapter 2
Luminance Mapping
In order to research discomfort glare from daylight in green buildings effectively, the
luminous environment of a person working under dynamic lighting conditions must be
captured quickly and accurately. This can be achieved via luminance mapping with
a digital single lens reflex (DSLR) camera and fisheye lens. A luminance map can be
represented by an image, where each pixel corresponds to a value of luminance from
the captured scene. Luminance mapping can be undertaken by using a technique
known as high dynamic range imaging (HDRi). This chapter presents the theory
behind HDRi, detailing how high dynamic range (HDR) images can be created and
then converted into calibrated luminance maps for use in discomfort glare research.
A fisheye lens allows a wide FOV, similar to that of person, to be captured in HDR
images. Different types of fisheye lenses have different mapping properties. This
has an important implication for the calculation of solid angle in glare assessment.
Hence solid angle calculations are presented for two common types of fisheye lenses;
equidistant and orthographic. HDRi is used for luminance mapping in this research as
it be performed relatively quickly using minimal and inexpensive camera equipment.
This is important for glare assessment in real buildings, where the camera equipment
is moved frequently between subjective evaluations.
The publications presented in Part II use much of the theory covered in this chapter.
The luminance mapping in this thesis used an FC-E9 Fisheye lens with equidistant
projection properties (Section 2.4.2) attached to a Nikon Coolpix 8400 DSLR camera.
Multiple exposure images were used to create .hdr images (Section 2.3.1). The camera
response function (CRF) was determined using Robertson’s Method (Section 2.2.4)
and is shown in Figure 2.2. The digital filter applied to each HDR to correct for
vignetting (Section 2.4.1) is shown in Figure 2.2. The spectral response of the camera
lens system is also shown in Figure 2.9.
However, the camera lens system used in this research is not commercially available
anymore. As such, generic theory is also presented for orthographic fisheye lens types
(Section 2.4.2) and a common alternative method for determining a CRF using Mit-
sunaga and Nayar’s Method (Section 2.2.3). Luminance, illuminance and solid angle
calculations are also presented in a generic manner. This should allow most common
types of DSLR cameras and fisheye lenses to be photometrically calibrated.
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2.1 Dynamic Range
The vast majority of colour images are represented with a byte per pixel for each of
the red, green and blue (RGB) channels. In a typical 8-bit image used in this research,
three bytes per pixel allows more than 1.6 million different colours to be represented.
However this is still only 256 (28) values for each of the red, green and blue components
of each pixel. Thus the range of values afforded by a conventional image is about two
orders of magnitude. The reason for this is due to typical cathode ray tube (CRT)
displays, which are capable of reproducing about two orders of magnitude of intensity
variation. Their limitation lies in the fact that the phosphors used cannot be excited
beyond a given limit. For this reason, 8-bit digital to analog (D/A) converters are
traditionally sufficient for generating analog display signals [20].
However, two orders of magnitude is well below the luminance range commonly
encountered in a typical scene [21]. The sun at noon may be 100 million times
brighter than starlight (Table 1.1). Consequently, most images of a scene contain a
part of the image that is properly exposed, while other parts of the image will be over
or underexposed and detail in those areas of the image are lost (Figure 2.1).
Figure 2.1: Left Image: A daylit scene with the interior properly exposed
and the exterior overexposed; Middle Image: The same scene with a
compromised exposure between interior and exterior. Some parts of the
image are still over and underexposed; Right Image: The same scene
with the exterior properly exposed and the interior underexposed [98].
Images that store a depiction of the scene in a range of intensities comparable with
the scene are called high dynamic range (HDR), “radiance maps”, or “luminance
maps”. The advantage of these types of images is that they are matched to the scenes
they depict, rather than the display devices they are meant to be displayed on. On
the other hand, images suitable for display on CRT display technology are referred to
as low dynamic range (LDR). In the context of this research the three aforementioned
terms could be used somewhat interchangeably. However, luminance map, the most
general term, is used to describe any digital image (in any format) where luminance
values relating to a real scene have a corresponding pixel value. In this research,
luminance maps are extracted from HDR images (Section 2.3.1), though this is not
the only option. Hence to remove some ambiguity, when the term HDR is used, it
will refer specifically to an image or a technique which used the .hdr file format. high
dynamic range imaging (HDRi) techniques can also imply tone mapping, which is
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the conversion of HDR images into LDR images for CRT display. Tone mapping is
irrelevant to glare research and is therefore not discussed.
HDRi is a useful tool for glare assessment, and is increasing being applied in discom-
fort glare research (Section 1.5). It has been shown that HDRi can capture luminance
values overall within 10% accuracy over a wide range of values [99]. HDRi is not as
accurate as luminance measurements from calibrated spot meters, yet it provides a
way of collecting high-resolution luminance data within a large field of view quickly
and efficiently. It also uses inexpensive conventional camera equipment compared to
luminance mapping with specialised CCD cameras, but gives comparable accuracy in
daylight scenes [95].
A digital camera is essentially an imperfect device for measuring the radiance dis-
tribution of a scene, in that it is incapable of capturing the full spectral content and
dynamic range. Limitations in sensor design prevent cameras from capturing the full
dynamic range of a scene in a single exposure. However, by recording multiple ex-
posures (Section 2.2.1) a standard camera with the right software can create HDR
images.
2.2 Camera Response Function
In HDRi the camera response function (CRF) relates pixel values to relative ra-
diance. It can be obtained by initially taking multiple exposure photographs of an
interior scene with daylight that has large and smooth gradients throughout the inte-
rior and exterior views [100]. In taking multiple exposures, each image in the sequence
will have different pixels properly exposed, and other pixels under or overexposed (Fig-
ure 2.1). However, each pixel will be properly exposed within one or more images in
the sequence.
2.2.1 Exposure
The aperture in a camera lens allows light to pass onto the sensor (or film) inside
the camera the moment when the shutter curtain opens during an exposure process.
Aperture size is related to relative aperture (F ) via the focal length:
d =
f
F
(2.1)
d is aperture diameter; f is the focal length of the lens.
In traditional (film) photography ISO indicated how sensitive a film was to light.
The lower the ISO number the less sensitive the film. In digital photography, ISO
measures the sensitivity of the image sensor. However, the same principle applies, the
lower the ISO number the less sensitive the camera sensor. High ISO settings allow
the imaging of low light scenes at the expense of increased image noise. In digital
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cameras the ISO setting is usually set by the manufacturer such that the images
produced have a lightness similar to what would be obtained with film at the same
exposure value (EV).
In a digital camera the CCD turns incident light into a two dimensional array
of pixels. Ignoring various complications (i.e. colour), each pixel has a value that
represents the light intensity at that point. The average field luminance (Lf ) is directly
proportional to the amount of light impinging on the image sensor (exposure) and can
be related to the parameters of the camera via Equation 2.2.
Lf ≈ KF
2
tS
(2.2)
Lf is Average field luminance; K is a camera calibration con-
stant; t is exposure time; F is F-number; S is ISO number.
Equation 2.2 should not be used for an accurate calculation of Lf , but it does relate
how each camera setting affects exposure. Typically in research applications, where
accurate calibrations are essential, only exposure time (t) is used to vary exposure.
Changing F will alter vignetting, a geometric light loss factor (Section 2.4.1). Alter-
natively, altering ISO is also not ideal as it will introduce differing amounts of image
noise.
For a more accurate model of field luminance at each pixel, there are a number of
other considerations. The CCD is a light sensitive medium that will likely exhibit
some reciprocity failure; which is a change of light sensitivity dependent on intensity.
There will be variations due to colour; each type of pixel (RGB) will have slightly
different sensitivity properties. Nonlinear variations in the image acquisition and read
process will also occur. Luckily, none of these properties need to be accounted for
individually. With no assumptions about the response properties of the camera, the
CRF numerically describes the relative response of the camera to radiance.
The CRF is a property of the camera, and does not change between exposures pro-
vided the camera settings remain unaltered. Generally, 10−15 exposure sequences are
recorded for each scene [99]. The CRF is then computationally derived by radiometric
self-calibration (Section 2.2.2). The image can then be stored in an appropriate HDR
format i.e. RGBE (Section 2.3.1) where the pixel values can be extended to cover
the luminance span of the human visual system (≈ 14 orders of magnitude, 10−8 to
106 cd/m2).
2.2.2 Radiometric Self-Calibration
Early work by Mann and Picard [101] and Debevec and Malik [102] demonstrated a
simple and robust technique for deriving the CRF from a series of aligned exposures.
The essential idea was that by capturing different exposures of a static scene, the CRF
is effectively being sampled at each pixel. However, Mitsunaga and Nayar presented a
similar approach, in which they derived a polynomial approximation to the response
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function rather than an enumerated table which Debevec and Malik presented [103]
(Section 2.2.3). The chief advantage in their technique is the ability to resolve exact
exposure ratios in addition to the CRF. The technique also includes automatic re-
jection of image areas that have large vignetting effects or temporal scene variations.
This proves important for lower cost consumer equipment whose relative aperture (F )
and shutter speed (t) may not be known exactly [20].
Robertson et al also expanded on Debevec and Malik’s original idea, including the
use of weighted averages for pixel values, to develop a more accurate and efficient
model (Section 2.2.4) [104]. Both Robertson’s and Mitsunaga and Nayar’s methods
are implemented in pfscalibration which was used to recover the CRF used in this
research (Part II)1.
2.2.3 Mitsunaga and Nayar’s Method
Radiometric self-calibration, is a computationally derived calibration process that
relates the pixel values to relative radiance from multiple exposure sequences. Mit-
sunaga and Nayar defined the final brightness measurement (M) produced by an
imaging system, to be related to the scaled scene radiance via a response function
(Equation 2.3).
M = g(I) (2.3)
M is the scaled brightness measurement in an image (i.e. every
pixel value ((0 − 255 )/255 )); g is a response function of the
imaging system; I is scene radiance value (Equation 2.4).
To map all brightness measurements to scaled radiance values the inverse function,
f , is required (Equation 2.4).
I = g−1(M) = f(M) (2.4)
Mitsunaga and Nayar’s technique differs from Debevec and Malik’s by defining the
following N -dimensional polynomial for their response function (Equation 2.5). It
is worth noting that though the response curve will vary between different imaging
systems, it is at least semi-monotonic. This is because the detector output (either
film or CCD) is monotonic (or semi-monotonic). Therefore measured brightness either
increases or stays constant with increases in scene radiance (or exposure). Thus any
response function can be sufficiently described using a high-order polynomial;
f (M) =
N∑
n=0
cnM
n (2.5)
N is the nth degree camera response function polynomial;
M is the scaled brightness value; cn is a coefficient of Mn
1pfscalibration is implemented using floating-point pipe streaming implemented in the pfstools
library [105]
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The final response function is thus defined by the N + 1 coefficients of this poly-
nomial, ({c0, . . . , cN}, as well as the polynomial degree, N . To determine these coef-
ficients, the error function (ε) for a given candidate exposure ratio (Rq,q+1) must be
minimised (Equation 2.11). Firstly though, Mitsunaga and Nayar define the expo-
sure (e) by Equation 2.6, and Rq,q+1 as the scale ratio between exposure q and q + 1
(Equation 2.7).
e =
pid2t
4
(2.6)
d is aperture diameter; t is exposure time.
Rq,q+1 =
eq
eq+1
(2.7)
The ratio of the scaled radiance (I) at any given pixel (p) is given by Equation 2.8.
Ip,q
Ip,q+1
=
Lpkpeq
Lpkpeq+1
= Rq,q+1 (2.8)
Lp is scene radiance; kp is a constant
between exposures for fixed focal length.
Hence, the response function (f) of the imaging system is related to the exposure
ratio (Rq,q+1) by Equation 2.9.
f(Mp,q)
f(Mp,q+1)
=
Ip,q
Ip,q+1
= Rq,q+1 (2.9)
Images are arranged in order of exposure such that eq < eq+1 and hence 0 < Rq,q+1
< 1. Substituting Equation 2.9 with Equation 2.5 (the polynomial model for the
response function) gives:
N∑
n=0
cnM
n
p,q
N∑
n=0
cnMnp,q+1
= Rq,q+1 (2.10)
The above relation (Equation 2.10) can be used as the basis for the joint recovery of
the response function and the exposure ratio (Equation 2.7). Under the assumption
that the exposure ratios (Rq,q+1) are known exactly the response function can be
recovered by formulating an error function that is the sum of the squares of the errors
in Equation 2.10.
ε =
Q−1∑
q=1
P∑
p=1
[
N∑
n=0
cnM
n
p,q −Rq,q+1
N∑
n=0
cnM
n
p,q+1
]2
(2.11)
ε is the error function; Q is the total number of images
used; P is the total number of pixels in one image.
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The minimum of the error function (Equation 2.11) is found by determining where the
partial derivatives with respect to the polynomial coefficients are all zero i.e. solving
the following system of N + 1 linear equations (Equation 2.12):
∂ε
∂cn
= 0 (2.12)
Only the response up to some arbitrary scaling is solved. By defining f(1) = 1,
dimensionality of the linear system is reduced by one coefficient (Equation 2.13):
cN = 1−
N−1∑
n=0
cn (2.13)
Finally, Equation 2.12 can be described by the following N × N system (Equa-
tion 2.14);
Q−1∑
q=1
P∑
p=1
dp,q,0 (dp,q,0 − dp,q,N) . . .
Q−1∑
q=1
P∑
p=1
dp,q,0 (dp,q,N−1 − dp,q,N)
. . . . . . . . .
Q−1∑
q=1
P∑
p=1
dp,q,N−1 (dp,q,0 − dp,q,N) . . .
Q−1∑
q=1
P∑
p=1
dp,q,N−1 (dp,q,N−1 − dp,q,N)

×

cn
. . .
cN−1

=

−
Q−1∑
q=1
P∑
p=1
dp,q,0 dp,q,N
. . .
−
Q−1∑
q=1
P∑
p=1
dp,q,N−1 dp,q,N

(2.14)
Where dp,q,n = M
n
p,q −Rq,q+1Mnp,q+1
The original Mitsunaga and Nayar formulation only considered adjacent exposures
(i.e. Rq,q+1). In practice the system is more stable if all exposure combinations are
considered [20]. Then the error function (Equation 2.11) becomes a triple sum by
including a sum over q′ 6= q instead of just comparing q to q+1 (Equation 2.15). This
then gets repeated in the summations of the final combined system of equations.
dp,q,q′,n = M
n
p,q −Rq,q′Mnp,q+1 (2.15)
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For an inexpensive digital camera it can be difficult to obtain accurate estimates
of the exposure ratios Rq,q+1. In consumer products the F-number (F ) and exposure
time (t) can only be taken as approximate to the actual values. If the initial estimate
for the exposure ratio is a reasonable guess, the actual ratio can be determined by
searching in the vicinity of the initial estimate (i.e. searching for the Rq,q+1 that
produces the cn which minimises ε). An iterative technique can be applied where the
previous system of equations is solved repeatedly. Between each solution the exposure
ratios are updated using Equation 2.16 [103].
R
(k)
q,q+1 =
P∑
p=1
N∑
n=0
c
(k)
n Mnp,q
N∑
n=0
c
(k)
n Mnp,q+1
(2.16)
Iteration is complete when the polynomial is no longer changing sufficiently (Equa-
tion 2.17). ∣∣f (k)(M)− f (k−1)(M)∣∣ < ε ∀ M (2.17)
Where ε is a small number.
The only problem with the technique is that the polynomial degree (N) is still
unknown. Mitsunaga and Nayar recommended solving the CRF for every degree
polynomial up to some maximum exponent (i.e. 2 − 10) and accepting the solution
with the smallest error (ε) [103]. The technique is performed separately for each colour
channel (RGB). Computationally it is a good idea to ensure that the same degree, N ,
is selected for all three colour channels; thus a combined ε function is preferable for
the final test (Equation 2.17). In practice, choosing N as 3 or 4 is generally sufficient
[20].
2.2.4 Robertson’s Method
In Section 2.2.3, the response function of the camera was estimated using an average
of all input pixels to determine the high dynamic range light values. However, since
observed pixel values arise from quantisation of the product of the exposure time and
the irradiance present, the quantisation error for the light will be lower for higher
exposure times. Robertson et al. improved radiometric self-calibration by assigning
higher weights to pixel values taken at higher exposures [104].
Consider N aligned exposures of a static scene, with known exposure times, ti
(i = 1, . . . , N). The set of known observations for the jth pixel of the ith exposed
image is denoted yij (i.e. pixel values {0 − 255}). The objective is to determine the
underlying light values or irradiances, denoted by xj, that give rise to the observations
yij. Since only the exposure time is being varied, the amount of light contributing
to the output value yij will be tixj. To account for image capture noise, an image
capture noise term is introduced (N cij) which also contributes to the observed pixel
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values. The quantity tixj + N
c
ij is then mapped by the camera’s response function
f(·), to give the output values (Equation 2.18):
yij = f(tixj +N
c
ij) (2.18)
Since yij are digital numbers, f(·) maps the positive real numbers, <+ = [0,∞), to an
interval of integers, O = 0, . . . , 255, for 8-bit data. The observations (or irradiances)
xj are in the range space O of the response function f(·), and the desired result
belongs to the domain of f(·) (which is in the range <+). If the function f(·) is
known, a mapping from O to <+ can be defined by Equation 2.19.
f−1(yij) = tixj +N cij +N
q
ij
= tixj +Nij
= Iyij
(2.19)
Nij = N
c
ij +N
q
ij is the overall noise term consisting of image
capture noise (N cij) and image quantisation error (N
q
ij).
The noise quantisation error term (N qij) is introduced from assigning f
−1(yij) =
I(yij). This introduces an error from mapping the interval of integers, O = 0, . . . , 255,
to Iyij , which is now a discrete series of positive real numbers, <+ = [0,∞). The
Nij terms are modelled as zero-mean independent Gaussian random variables, with
variances, σ2ij. For convenience the variances are replaced with weights, wij = 1/σ
2
ij.
Weights are chosen based on the confidence that the observed data is accurate. The
response function of a camera will typically be steepest, or most sensitive, towards
the middle of its output range (i.e. pixel values of 128 for 8-bit data). As the output
levels approach the extremes (0 and 255), the sensitivity of the camera typically
decreases. For this reason, the weighting function is chosen such that values near 128
are weighted more heavily than those near 0 and 255 (Equation 2.20).
wij = wij(yij) = exp
(
−4(yij − 127.5)
2
127.52
)
(2.20)
The function chosen in Equation 2.20 is a Gaussian function that has been scaled and
shifted so that wij(0) = wij(255) = 0 and wij(127.5) = 1.0. This choice of weighting
function implies very low confidence in the accuracy of pixel values near 0 and 255,
and high confidence in pixel values near 128.
From Equation 2.19, Iyij are independent Gaussian random variables, and the joint
probability density function is given by Equation 2.21.
P (Iy) ∝ exp
{
−
∑
i,j
wij(Iyij − tixj)2
}
(2.21)
Here, a maximum-likelihood approach is taken to find the high dynamic range image
values. The maximum-likelihood solution finds the xj values which maximise the
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probability in Equation 2.21. Maximising Equation 2.21 is equivalent to minimising
the negative of its natural logarithm, which leads to the following objective function
(Equation 2.22):
O(x) =
∑
i,j
wij(Iyij − tixj)2 (2.22)
Equation 2.22 is easily minimised by setting the gradient to zero (∇O(x) = 0). This
yields the desired high dynamic range image estimate (Equation 2.23).
xˆj =
∑
i
wijtiIyij∑
i
wijt2i
(2.23)
Images taken with longer exposure times are weighted more heavily, as indicated
by the ti term in the numerator of Equation 2.23. However, Equation 2.23 requires
that the Iyij values (i.e. the response function) be known. In general, the response
function is not known, but it can be recovered by an initial calibration step. If using
the same camera in the future, the calibration step is unnecessary, and Equation 2.23
may be applied directly.
Objective function (from Equation 2.22) will be used to determine the Iyij values re-
quired to define the response function. To estimate the Iyij values from Equation 2.22,
the xj values are required, but these are also unknown. Therefore both values must be
estimated simultaneously. The objective function for the case of an unknown response
function is given by Equation 2.24.
O(I,x) =
∑
i,j
wij(Iyij − tixj)2 (2.24)
An additional constraint on the response function (f(·)) is required when estimating
Iyij and xj together using Equation 2.24. The HDR image estimates, xˆj, are arbitrary
in scale. To be viewed in 8-bit display xˆj needs to be mapped to a usable range
(0, . . . , 255). Since the scale of xˆj is directly dependent on the scale of Iyij , the
estimates for Iyij are constrained such that Iˆ128 = 1.0. This is enforced by dividing
each Iˆ by Iˆ128.
A form of Gauss-Seidel relaxation is used to determine the response function. Seidel
relaxation minimises the objective function with respect to a single variable, then uses
these new values when minimising with respect to subsequent variables. Here, Equa-
tion 2.24 is minimised with respect to each Iyij first. Then the restriction mentioned
previously (I128 = 1) is enforced. Finally, Equation 2.24 is minimised with respect to
each xj. This constitutes one iteration of the algorithm.
The initial estimate for Iˆ in the first iteration is chosen as a linear function2, with
Iˆ128 = 1.0. The initial estimate of xˆ for the first iteration calculated by Equation 2.23,
2pfscalibration also allows an initial log estimate of Iˆ which will converge faster for most camera
systems than the linear estimate
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using the initial linear estimate of Iˆ. Again, to minimise the objective function, the
partial derivative of Equation 2.24 with respect to Iyij is taken and set equal to zero
(Equation 2.25).
Iˆm =
1
|Em|
∑
(i,j)Em
tixj (2.25)
Em = {(i, j); yij = m}, is the set of indices where index
m was observed for the input images. |Em| is the cardi-
nality of Em (i.e. the number of times m was observed).
After scaling the response function such that Iˆ128 = 1.0, minimisation is performed
with respect to each xˆj. This merely involves using Equation 2.23 and completes
one iteration of the algorithm. The process is repeated until convergence, where the
rate of decrease in the objective function falls below some minimum threshold, ε
(Equation 2.26). ∣∣O(I,x)k −O(I,x)k−1∣∣ < ε (2.26)
Where ε is a very small number, set depending on the desired convergence; k
is an integer corresponding to the kth iteration of the Gauss-Siedel relaxation.
Just like Mitsunaga and Nayar’s method (Section 2.2.3), the technique is performed
for each colour channel (RGB) separately. Figure 2.2 shows the CRF obtained through
Robertson’s Method for the Nikon Coolpix used in this research.
2.3 Computing Luminance Values
The preceding discussion (Sections 2.2.3 and 2.2.4) has shown two methods that
allow the mapping of pixel values in 8-bit images to radiance values via determination
of the CRF. To increase the order of magnitude of radiances obtainable, the number
of bits per pixel must be increased to accept extra data. New file formats have been
developed that are either extensions of previously used file formats or have originated
in programmes like Radiance. Several specially developed new file formats have been
developed over the last few years to accommodate the extra data such as Radiance
RGBE, LogLuv TIFF and OpenEXR.
2.3.1 HDR Image Formats
Of the available file formats one is of particular interest. The Radiance RGBE (.hdr)
codec was created in 1989 as part of the Radiance lighting simulation and rendering
system [82]. It has since found widespread use in the graphics community, specifically
HDR photography and image-based lighting. It is also the format used in this research
to create luminance maps. The codec has the ability to cover very large range of values
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Figure 2.2: The camera response function of the Nikon Coolpix 8400
obtained using Robertson’s method. The function (for each RGB cha-
nnel) is resolved more accurately around the mid-range pixel values.
(up to 76 orders of magnitude). The pixel data has two variations: a 4 byte RGBE
encoding (Equation 2.27) and the CIE variant, XYZE [106]. As the name implies,
the RGBE format uses one byte each for the red, green and blue channels and then
one byte for a common exponent. The exponent is used as a scaling factor for the
three colour components. The largest of the three components will have a mantissa
value between 128 and 255, and the other two may be anywhere in the range 0–255
[106]. The RGBE components RM , GM and BM are converted from the scene-referred
colour (RW , GW , BW ) via Equation 2.27.
E = [log2 (max (RW , GW , BW )) + 128]
RM =
[
255RW
2E−128
]
GM =
[
255GW
2E−128
]
BM =
[
255BW
2E−128
] (2.27)
2.3.2 Relative Luminance
For HDR images it is necessary to convert from the stored format (i.e. RGBE
Equation 2.27) to luminance. CIE Y in the XYZ colour space in Equation 2.30 is
directly proportional to luminance, L. Thus luminance can be extracted from HDR
images via a colour space conversion. One tristimulus colour space can be converted
to any other tristimulus space using a 3×3 matrix transformation. The most common
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transformation required for HDR images is the conversion of RGBE to sRGB to the
XYZ colour space3. Firstly, the floating point sRGB values are calculated from the
stored RGBE integer values (Equation 2.28) [108, 106].
RW =
RM+0.5
255
2E−128
GW =
GM+0.5
255
2E−128
BW =
BM+0.5
255
2E−128
(2.28)
There is also a special case for an input in which max (RW , GW , BW ) is less than
10−38, which is written out as (0, 0, 0, 0) (using Equation 2.27). This gets translated
to (0, 0, 0) on the reverse conversion (Equation 2.28) [20, 106].
Usually the primaries (sRGB values) are known by their xyz chromaticity coordi-
nates. In addition, a white point needs to be specified, which is the colour associated
with equal contributions of each primary. Cameras often operate under the assump-
tion that the scene is lit by a specific light source. The colour of this illuminant
determines the colour that the human visual system normally associates with white.
CIE chromaticities for the reference primaries and CIE standard illuminant D65 are
given in Equation 2.29. The CIE standard illuminant D65 is one of the most common
white points and it is defined as natural daylight with a correlated colour temperature
of 6504 K [20]. 
r (x, y, z) = (0.64, 0.33, 0.03)
g (x, y, z) = (0.30, 0.60, 0.10)
b (x, y, z) = (0.15, 0.06, 0.79)
D65 (x, y, z) = (0.3217, 0.3290, 0.3493)
(2.29)
Equation 2.30 is the linear set of transformation equations that convert sRGB to
XY Z for D65 whitebalance4.
X = 0.4124R + 0.3576G+ 0.1805B
Y = 0.2127R + 0.7151G+ 0.0722B
Z = 0.0193R + 0.1192G+ 0.9595B
(2.30)
Relative luminance can be calculated directly from CIE Y in Equation 2.30. This
is sometimes referred to as the Lightness index, L∗ (Equation 2.31).
L∗ = 0.2127R + 0.7151G+ 0.0722B (2.31)
3The sRGB is a standard colour space developed in 1996 for use on colour monitors and printers
[107]
4Appendix B outlines the derivation of the matrix transformation to produce Equation 2.30 from
Equation 2.29.
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2.3.3 Absolute Luminance
To calculate an absolute value of luminance the Lightness must be associated with a
known luminance value within the scene, which can be measured using a conventional
luminance meter. This absolute factor (k) can then be applied as a constant to the
Lightness (Equation 2.32).
L = k 179L∗ (2.32)
k is a calibration factor to be determined from an absolute measurement
of luminance. The value of 179 lm/W is the standard luminous efficacy
of equal-energy white light that is defined and used by Radiance5.
To keep the RGB transformations constant within the camera, F , ISO and white
balance settings must be kept constant for an image sequence that is to be transformed
into a luminance map. Likewise, the luminance calculations are approximated based
on sRGB reference primaries, with the assumption that sRGB provides a reasonable
approximation to the camera sensor primaries [108]. The camera response functions
are generated with these constraints, and will remain valid for any subsequent HDR
images that are created by the same camera using the same settings.
2.4 Photometric Corrections
Section 2.2 detailed how multiple exposure images are combined to simultaneously
estimate the CRF and determine scene radiance values. It also described how these
values can then be stored in a HDR image format, and then decoded into a luminance
value, which requires a single absolute calibration. However, to produce a fully accu-
rate luminance map for glare analysis light-loss within the camera-lens system must
be accounted for. This is a geometric property of the camera-lens system known as
vignetting.
2.4.1 Vignetting
Vignetting is a geometric factor where pixels in extreme regions of the field of view
collect less light than those closer to the optic axis [108]. Light intended for the outer
regions of the field of view are subject to attenuation or truncation at the boundaries
of the optical system (Figure 2.3) [98, 109].
Consequently the effective exposure at the extreme edges of the CCD is low due to
vignetting and requires correction to obtain accurate luminance measurements in this
part of the field. The correction has to be applied to all pixels within the image
boundaries of any subsequent HDR image (Figure 2.4) [98, 109].
5If no reference primaries (red, green, blue, white) are encoded in the .hdr image, then they
are assumed by Radiance to be r(x, y) = [0.640 0.330], g(x, y) = [0.290 0.600], b = [0.150 0.060],
w = [0.333 0.333] [82].
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Figure 2.3: Light rays intended for the extreme regions of the field of view are
truncated at the edges of the optical system. Pixels far from the optic axis will
record a proportionally reduced brightness value compared to closer pixels [109].
Figure 2.4: Pixels far away from the optical axis will need
to be computationally corrected due to vignetting [109]
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The calibration can be performed by capturing HDR images of a small fixed light
source of known luminance within the laboratory. The camera lens system is rotated
(both in azimuth and tilt) with HDR images captured at the desired angles. Using
the inverse of the relative luminance of the source in each image, a vignetting function
can be interpolated and applied to all pixels in an image [99].
2.4.2 Fisheye Lenses
To obtain valuable information on a person’s perception of a lighting environment
it will be necessary to obtain luminance information from a FOV similar to that of
a normal person’s visual field. The monocular visual field of a healthy adult extends
approximately 50◦ to 60◦ superiorly and 70◦ to 75◦ inferiorly in the vertical direction
(about 135◦ total) [110, 111]. It extends about 60◦ nasally (horizontally away from
the nose) and 90◦ to 100◦ temporally (vertically away from the temples). Overall
the binocular visual field extends about 200◦ horizontally because there is an overlap
in the nasal monocular visual field of the two eyes [112]. To achieve this FOV a
fisheye lens is required. When using a fisheye lens, vignetting is compounded in an
image because greater photometric losses will occur through the optical system of the
fisheye lens than through the optical system of the camera. There are two types of
fisheye lenses, equidistant (used in this research) and the less common orthographic
projection (Figure 2.5) [113]6.
Orthographic projection resolves the celestial image onto the film. The image is the
same as would be seen if viewing a reflection onto a spherical orb (Figure 2.5). This
projection method only allows θ < 180◦ (Equation 2.33).
ro = f sin(θ) (2.33)
ro is the distance from image centre (or optic axis); f is focal length
of the lens; θ is the angle of incidence to optic axis (Figure 2.6).
With an orthographic projection lens, the area occupied by the plane source in the
image is proportional to its brightness at the object so the lens faithfully maps the lu-
minance measured in different regions of the field of view (i.e. no significant vignetting
from the lens).
The equidistant projection method resolves the image onto the CCD so that the light
beam angle of incidence (θ) is directly proportional to the distance from the image
center (r) (Equation 2.34). This allows more detail to be captured from regions in
the extreme FOV compared to an orthographic lens. It is also possible to create a
fisheye lens capable of extending beyond 180◦ FOV (Figure 2.6)7.
6In Radiance equidistant fisheye views are view type angular (vta), and the orthographic fisheye
is view type hemispherical (vth).
7The equidistant FC-E9 fisheye lens used in this research has a FOV of 190◦
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re = f · θ (2.34)
re is the distance from image centre (or optic axis); f is focal length
of the lens; θ is the angle of incidence to the optic axis (Figure 2.6).
Vignetting is much more significant in an equidistant lens due to the way that the
wide field of view captured by the lens is projected onto a two dimensional image
(demonstrated in Figure 2.5). A light source viewed at large angles (θ) to the optical
axis will be projected by the lens onto a larger area of the image sensor than it would
be by an orthographic lens. The result is that the CCD records relative intensities
which decrease the greater the angle of incidence to the optic axis.
Figure 2.5: Two types of fisheye lenses.
Left Image: Equidistant projection;
Right Image: Orthographic Projection [113]
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Figure 2.6: Illustration of fisheye mapping func-
tion for equidistant lens (Equation 2.34) [114]
To remove vignetting effects a digital mask needs to be applied to luminance maps
post-processing (Figure 2.7). Vignetting is strongly dependent on the aperture size
(F ) of the camera (Figure 2.3). Hence a separate digital mask is required for each
aperture used in taking images. For this reason it is recommended to only use the
exposure time (t) to create multiple exposure sequences for HDRi (Section 2.2.1).
2.4.3 Luminance and Solid Angle
From the previous discussion (Section 2.4.2) it should be obvious that luminances
in a scene are mapped to different locations and different sized areas in an image
depending on the lens type used (orthographic or equidistant). Thus when calculating
an average (or mean) luminance different results would be obtained for the different
lens types if a geometric or non-weighted average was used. To properly compute
an average luminance (L¯), pixels should be weighted by their solid angle; this closely
resembles how the human eye operates (Equation 2.35).
dL¯ =
L(ω) dω
ω
(2.35)
The result is that average luminances are independent of image view type. Since
luminance calculations require knowledge of the solid angle, Ω, both calculations will
be presented together. By definition, the solid angle is given by Equation 2.36.
dΩ = sin θ dθ dϕ (2.36)
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Figure 2.7: Vignetting correction mask for the Nikon Coolpix 8400
and FC-E9 equidistant fisheye lens used in this research.
In an orthographic image, the solid angle subtended by any arbitrary area of pixels
in an image (Ωo) is calculated by Equation 2.37.
Ωo =
1
r02
∑
k
sec(θk) (2.37)
k is the set of image indices dependent on the spe-
cified image area; r0 is the fisheye radius in pixels.
The average luminance for any arbitrary portion of the image, L¯o, is expressed as:
L¯o =
∑
k
Lk sec(θk)∑
k
sec(θk)
(2.38)
Conversely, the equivalent definitions of solid angle and luminance for an equidistant
lens are given by Equations 2.39 and 2.40 respectively8.
8The derivation of Equations 2.37 and 2.40 for average luminance are given in Appendix E, with
supplementary material on solid angle for different projection types given in Appendix C.2.
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Ωe =
pi2
4r20
∑
k
sin(θk)
θk
(2.39)
Ωe is the solid angle; k is the set of image indices dependent
on the specified image area; r0 is the fisheye radius in pixels.
L¯e =
∑
k
Lk
sin(θk)
θk∑
k
sin(θk)
θ
(2.40)
L¯e is the average luminance for an arbitrary portion of the image.
2.4.4 Illuminance
Similar to average luminance, the calculation of illuminance for glare evaluation
requires careful consideration of view type. A conventional illuminance meter features
a silicon photocell receptor covered by a diffusing dome (Figure 2.8).
Figure 2.8: Image of Konica Minolta T-10A illuminance meter.
Of the two fisheye types, orthographic projection resembles the light collection method
employed by illuminance meters. The projection method precisely compensates for
the cosine correction [82]. As a result, the illuminance value can be easily derived
from the mean luminance in the fisheye projection.
61
For a 180◦ FOV orthographic projection image, the average scene luminance multi-
plied by pi is equivalent to the horizontal illuminance obtained from a uniform hemi-
sphere of luminance (Eo)
9.
Eo =
2pi∫
0
pi
2∫
0
L(θ, φ) sin(θ) cos(θ) dθ dφ
= piL
(2.41)
L is the average scene luminance of the hemisphere.
However, most fisheye lenses are of the equidistant image type (including the FC-E9
used in this research). Due to the different projection properties of the lens a slightly
different equation is derived (Equation 2.42).
Ee =
4
pi2
2pi∫
0
pi
2∫
0
L(θ, φ)θ dθ dφ
= piL
(2.42)
While analytically Equations 2.41 and 2.42 yield the same result for the same FOV
size (as expected), care must be taken when computing these values from luminance
maps. To compute illuminance in an equidistant image (Ee), Equation 2.43 must be
used.
Ee =
pi2
4r20
∑
0≤θ<pi
2
L sin(θ) cos(θ)
θ
(2.43)
Ee is illuminance (lux); r0 is the image radius (in pixels); θ =
2
pi
r
r0
where r is distance from the current pixel to the center of the image.
For orthographic projection, the calculation of illuminance is much simpler (Equa-
tion 2.44).
Eo =
1
r20
∑
0≤θ<pi
2
L (2.44)
Eo is illuminance (lux); θ = sin
−1
(
r
r0
)
.
2.4.5 Spectral Sensitivity
Spectral sensitivity or V (λ) corrections are not performed externally in luminance
mapping applications with consumer DSLR cameras. However, luminance mapping
using CCD cameras typically use very precise V (λ) corrections, which makes this type
9Appendix D outlines the derivation of Equation’s 2.41 – 2.44 and their implementation.
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of luminance mapping generally more accurate than luminance mapping using HDRi
[80, 95]. However, the spectral sensitivity of DSLR cameras is worth mentioning.
V (λ) correction in DSLRs is performed by the manufacturer. The CCD array of a
digital camera has a colour filter array (CFA) in a mosaic pattern (usually RGBG) to
filter incoming light. Figure 2.9 shows the spectral sensitivity of a few different types
of consumer DSLR cameras including the Nikon Coolpix 8400 used in this research.
Figure 2.9: Normalised spectral sensitivity of three
Nikon DSLR cameras; D200, D90 and Coolpix 8400.
The spectral response curves in Figure 2.9 were produced for small exposure times
(< 2s). Ideally a camera’s response at a set frequency would be linear with exposure
time. However DSLR cameras will exhibit some non-linearity if the CFA is exposed
to high intensity light sources during longer exposures.
Since spectral sensitivity is not corrected for in HDRi it is responsible for a large
proportion of the difference between measured field luminances (using spot meters)
and calculated luminances using HDRi. The majority of studies have found HDRi
techniques can record luminances to within 7− 15% uncertainty for broadband light
sources (i.e. daylight) [108, 115, 116]. Monochromatic or narrow-band light sources
such as light emitting diodes (LEDs) could have extremely high deviations from ex-
pected luminance. As such, luminance values from these light sources should not be
trusted in luminance mapping applications. Fortunately in glare research, only the
FOV of occupants in commercial office buildings is being imaged. This light is a
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mixture of daylight and diffused electric light which can be considered broadband in
nature. The uncertainty of luminance recorded by the camera lens system used in
this research was within 8% under stable lighting conditions.
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Chapter 3
Statistical Methods for Assessing
Glare
This chapter will introduce how, given a calibrated luminance map and accompa-
nying subjective data, glare indices can be tested and developed. A general approach
to data analysis will be discussed, considering only two levels of subjective response,
“comfortable” and “uncomfortable”. This is essentially a “yes” or “no” to whether
a particular scene is comfortable. Two-level categorical data was collected in the
research presented in Chapter 6, however the approach could easily be extended to
include more levels of subjective response. The main approach discussed in this chap-
ter is termed Method of Groups (MoG). The method converts two-level categorical
data into quantitative data via the creation of ordered “groups”. This process allows
linear regression statistical techniques to be used in developing a glare index.
3.1 Method of Groups
Glare index equations at present are developed based on empirical evidence. Es-
sentially the general glare equation (Section 1.4, Equation 1.11) was developed by
assessing individual physical parameters with respect to subjective ratings [2, 46, 80].
These individual relationships to discomfort were then combined to form the basis
for the glare indices presented in Section 1.4. Due to the limitations of laboratory
based glare assessment (point-by-point luminance measurement) only easily deter-
mined physical parameters were considered; luminance of glare source, luminance of
background, solid angle of glare source, line of vision and number of glare sources.
However, with luminance maps, more physical variables and combinations of physi-
cal variables are able to be considered. These could be parameters such as luminance
of a task area, luminance of window, luminance in a particular zone etc. Some types
of variables that were considered in this research are listed below:
• Average Luminance of visual field (background)
• Illuminance (background)
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• Luminance of surrounding task or VDT (background)
• Luminance of foveal/peripheral visual field (background)
• Luminance above a threshold (source)
• Luminance of a glare source within a zone
• Solid angle of a VDT
• Median, maximum or minimum luminance for any source
• Any glare index (i.e. UGR, DGI, CGI, DGP, VCP)
Each defined variable must be calculated for each luminance map. Then the lumi-
nance maps are numerically ordered with respect to the value of one variable. This
set of ordered maps is then combined into “groups” with adjacent maps. The mean
value of the test variable in each group is calculated, as is the percentage discomfort.
This is calculated by dividing the number of observations of discomfort in each group
by the total number of observations in each group. Mean value of the text variable
and percentage discomfort create a data pair for each group. The data is then anal-
ysed using linear regression techniques to determine if there is a significant correlation
between percentage discomfort and the test variable.
This procedure of forming ordered groups based on different test variables and per-
forming linear regression is repeated as necessary until it can be ascertained which
variables have the strongest correlation to discomfort. These variables can then be
combined into an empirical equation to be tested further by the same procedure. The
coefficients and exponents of the various parameters involved in the equation can be
varied, the groups reformed, and percentages recalculated until an optimal correlation
between percentage discomfort and the empirical equation is reached.
With MoG pairwise data is generated: an independent variable (mean group value)
and dependent variable (percentage discomfort). This type of data naturally lends it-
self to analysis with multiple linear regression (MLR) methods where the independent
variables attempt to explain variation in a dependent variable1.
3.2 Multiple Linear Regression
The model for MLR, for n observations with p regressors is given by Equation 3.1.
yi = β0 + β1xi,1 + β2xi,2 + ...βpxi,p + εi for i = 1, 2, . . . n (3.1)
yi is the response (or dependent) variable i.e. percentage discomfort;
xi1, xi2, . . . , xip are the predictor (or independent) variables;
β1, β2, . . . , βp are the regression coefficients; ε is a vector
of random normally distributed errors for the response variable.
1See Appendix F for more detail on linear regression techniques and statistics.
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The regression constant is modelled as regression coefficient, β0, by setting xi,0 = 1.
Equation 3.1 can be rewritten in matrix form as:
y = Xβ +  (3.2)
y =

y1
y2
...
yn
 , X =

xT1
xT2
...
xTn
 =

x11 · · · x1p
x21 · · · x2p
...
. . .
...
xn1 · · · xnp
 , β =

β1
β2
...
βp
 , ε =

1
2
...
n
 (3.3)
X is known as the design matrix.
3.2.1 Ordinary Least Squares
Ordinary least squares (OLS) is the technique used in this research to estimate
the regression coefficients (β in Equation 3.2) of any test variables (X) that are being
considered. The method minimises the sum of squared residuals between the observed
responses (percentage discomfort) in the dataset and the responses predicted by the
linear approximation (Equation 3.10).
It is possible for the estimate of regression coefficients to be inconsistent (or matrix
β ill-conditioned). In this case small changes to the data set result in large changes to
the estimates. If consistent, the estimates of the coefficents should converge toward
their true values as more data points are added into the regression model. There are
four assumptions (or conditions) which need to be met to create a meaningful linear
model (Section 3.2.1). These are exogeneity, multicollinearity, homoscedasticity and
uncorrelated errors.
Assumptions
In the classical linear regression model, errors should be randomly distributed (ex-
ogenous).
E[ε|X] = 0 (3.4)
The consequence of Equation 3.4 is that the errors have mean zero (E[ε] = 0) and the
regressors are uncorrelated with the errors (E[XT ε] = 0). The exogeneity assumption
is critical for the OLS theory, if it is violated the OLS estimates become invalid [117].
Regressors in the design matrix (X) must all be linearly independent and therefore
the matrix must have full column rank (Equation 3.5).
rank(X) = p (3.5)
When this assumption is violated the regressors are called linearly dependent or per-
fectly multicollinear. In such case the value of the regression coefficient β is unable
to be determined.
67
For homoscedasticity the error term must have the same variance (σ2) in each ob-
servation (Equation 3.6).
E[ε2i |X] = σ2 (3.6)
If this requirement is violated it is known as heteroscedasticity, in this case, a more
efficient estimator would be weighted least squares.
Errors in OLS should be uncorrelated between observations (Equation 3.7).
E[εiεj|X] = 0 for i 6= j (3.7)
If this assumption is violated generalised least squares provides a better alternative
than OLS. Additionally it is sometimes assumed that the errors have normal distri-
bution conditional on the regressors (Equation 3.8).
ε |X ∼ N (0, σ2In) (3.8)
This assumption is not required for the validity of the OLS method, although when
the errors are normally distributed the OLS estimator is equivalent to the maximum
likelihood estimator (maximum likelihood estimator (MLE)).
In the application of the glare research conducted in this thesis, various continuous
test variables are analysed independently (Section 3.1). Even if the test variable itself
is made up of multiple physical parameters, essentially only one test parameter is
analysed at a time (that of discomfort and the group average of the test variable). This
disqualifies testing the assumption for multicollinearity. The other assumptions can be
tested graphically (plotting the error distribution from the regression) and observing
normally distributed independent errors (Section 3.4.2 and Appendix F.9.1).
As the surveying of discomfort in this research was random and independent, only for
very small sample sizes would it be possible for the OLS assumptions to potentially be
violated. Specifically in this research, only the final Unified Glare Probability (UGP)
model was tested for compliance with these assumptions.
Estimation
Let vector b be the initial estimate for the parameter β. The quantity yix
′
ib is the
residual for the ith observation. The residual sum of squares (RSS) is a measure of
the overall model fit (Equation 3.9).
RSS(b) =
n∑
i=1
(yi − x′ib)2 = (y −Xb)T (y −Xb) (3.9)
The value of b which minimises this sum (Equation 3.9) is the OLS estimator for β.
The function RSS(b) is quadratic in b with positive-definite Hessian, therefore this
function possesses a unique global minimum at b = βˆ, which can be given explicitly
as:
βˆ = arg min
b∈Rp
RSS(b) =
(
1
n
n∑
i=1
xix
′
i
)−1
· 1
n
n∑
i=1
xiyi (3.10)
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Equation 3.10 expressed equivalently in matrix form is given by Equation 3.11.
βˆ = (XTX)−1XTy (3.11)
The predicted values from the regression will be:
yˆ = Xβˆ = Py (3.12)
P = X(XTX)−1XT is the projection matrix
onto the space spanned by the columns of X.
Closely related to P (Equation 3.12) is the annihilator matrix M, where M = In−P,
and is a projection matrix onto the space orthogonal to X. Matrix M creates the
residuals from the regression.
εˆ = y −Xβˆ = My = Mε (3.13)
Using these residuals (Equation 3.13) the value of σ2 can be estimated by s2 (Equa-
tion 3.14)2.
s2 =
εˆ′εˆ
n− p =
y′My
n− p =
RSS(βˆ)
n− p (3.14)
n− p is the statistical degrees of freedom.
3.2.2 Coefficient of Determination
It is common to assess the goodness-of-fit of the OLS regression by comparing how
much the initial variation in the sample can be reduced by regressing onto X. Given
a set of observations, y = y1, y2, . . . , yn, and set of predicted values yˆ = yˆ1, yˆ2, . . . , yˆn
the variability of the data set is measured through different sums of squares.
TSS =
n∑
i
(yi − y¯)2 (3.15)
SSE =
∑
i
(yˆi − y¯)2 (3.16)
RSS =
∑
i
(yi − yˆi)2 (3.17)
TSS is the total sum of squares (proportional to the sample variance);
SSE is the regression sum of squares (or explained sum of squares);
RSS is the residual sum of squares.
2More information on MLR can be found in Appendices F.6 to F.8.
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The coefficient of determination, R2, is defined as a ratio of “explained” variance to
the “total” variance of the dependent variable, y (Equation 3.18).
R2 = 1− RSS
TSS
(3.18)
The coefficient of determination is equal to one if the regression model fit is perfect,
and zero when the regressors in X have no explanatory power3. Equation 3.18 is a
biased estimate of the population R2, and will never decrease if additional regressors
are added, even if they add no explanatory power. Care must be taken in interpreting
R2, as it does not indicate whether the independent variables are a cause of the
changes in the dependent variable or that an appropriate regression model was used.
Adjusted R-squared
In OLS regression, R2 is weakly increasing with increases in the number of regressors
in the model. The reason that using an additional explanatory variables can not lower
R2 is because minimising RSS is equivalent to maximising R2 (Equation 3.10). If an
extra variable is included, the OLS optimisation will at worst estimate the regression
coefficient to be zero, leaving the predicted values and the R2 unchanged. The only
way the optimisation problem will give a non-zero coefficient is if doing so improves
R2.
Since increases in the number of regressors increase the value of R2, the value of R2
itself does not provide a meaningful comparison of models with very different numbers
of independent variables. Adjusted R2 (or R¯2) is designed to penalise excess numbers
of regressors which do not add explanatory power to the regression (Equation 3.19).
This statistic is always smaller than R2, and may decrease as new regressors are added,
even becoming negative for poorly fitting models.
R¯2 = 1− n− 1
n− p(1−R
2) (3.19)
p is the total number of regressors (not including
the regression constant, β0); n is the sample size.
R¯2 does not have the same interpretation as R2. While R2 is a measure of goodness-
of-fit, R¯2 is a comparative measure of suitability of alternative nested sets of explana-
tory variables. This makes R¯2 useful in selecting regressors when model building.
If a set of explanatory variables with a predetermined hierarchy of importance are
introduced into a regression one at a time, with R¯2 computed each time; the level at
which R¯2 reaches a maximum, and decreases afterward, would be the regression with
the ideal combination of a best fit without excess terms.
3More information on coefficient of determination can be found in Appendices F.7 and F.7.1.
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3.3 Statistics of Linear Regression
As mentioned, linear regression techniques form the basis for data analysis using
MoG to analyse discomfort glare observations (Section 3.1). Any predictive model
generated should be assessed using proper statistical analysis to determine the models
suitability for the application.
In statistics, dependence refers to any statistical relationship between two random
variables or two sets of data. Correlation refers to any of a broad class of statistical
relationships involving dependence. However, statistical dependence is not sufficient
to demonstrate the presence of a causal relationship. More simply, correlation does
not imply causation.
Formally, dependence refers to any situation in which random variables do not satisfy
a mathematical condition of probabilistic independence. In loose usage, correlation
can refer to any departure of two or more random variables from independence. There
are several correlation coefficients, often denoted ρ or r, measuring the degree of
correlation. The most common of these is the Pearson correlation coefficient (PCC),
which is sensitive only to a linear relationship between two variables (and may exist
even if one variable is a nonlinear function of the other).
3.3.1 Pearson Product-Moment
The Pearson correlation coefficient (PCC) (or Pearson product-moment correlation
coefficient) is a measure of the correlation (linear dependence) between two variables
(x and y), giving a value between +1 and 1 inclusive. It is defined as the covariance of
the two variables divided by the product of their standard deviations (Equation 3.20).
rxy =
n∑
i=1
(xi − x¯)(yi − y¯)
(n− 1)sxsy (3.20)
x¯ and y¯ are the sample means of x and y, and sx and y¯ are
the sample standard deviations of x and y; n is the sample size.
In statistics, the coefficient of determination, denoted r2 for simple linear regression
(SLR) or R2 for MLR, is the square of the PCC. It is used in the context of statistical
models whose main purpose is the prediction of future outcomes on the basis of other
related information. The value describes how well a regression line fits a set of data.
3.3.2 T-Test
Generally, t-tests are used to conduct hypothesis tests on the regression coefficients
obtained in SLR (β for y =βx+C0). A statistic based on the t-distribution is used
to test the two-sided hypothesis that the true slope, β is equal zero i.e. the predictor
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variable is not significant. The statements for the hypothesis test (H0 and H1) are
expressed in Equation 3.21.
H0 : β = 0
H1 : β 6= 0
(3.21)
The test for H0 is carried out using the following test statistic (Equation 3.22).
T =
βˆ
sβ
(3.22)
βˆ is the ordinary least square estimate of β; sβ is the standard error.
The analyst would fail to reject the null hypothesis if the test statistic lies in the
acceptance region:
−tα
2
,n−2 < T < tα
2
,n−2 (3.23)
The value α is the significance level and n − 2 are the degrees of freedom (Equa-
tion 3.23). Often the significance level α = 0.05 is used. The value tα
2
,n−2 is the
percentile of the t-distribution corresponding to a cumulative probability of 1 − α
2
.
The probability of a random variable taking a value that is less than or equal to a
given value is known as the cumulative probability. The cumulative probability for a
random variable, T , at a given value, t, is written as P (T ≤ t). This p-value mea-
sures the strength of evidence in support of a null hypothesis. It is the probability of
observing a test statistic as extreme as T , assuming the null hypothesis is true. If the
p-value is less than the significance level (α) the null hypothesis is rejected.
In addition, the t-test can also be used to establish if one slope is significantly differ-
ent from another (Equation 3.25). This is critical to establish whether one test variable
is significantly different from another. The original hypothesis (Equation 3.21) and
test statistic (Equation 3.23) are slightly modified to include both β values. It is
assumed the two sample sizes are equal (n = n1 = n2) and have about the same
variance. If both β values are calculated from the same sample these assumptions
would likely remain valid.
H0 : β1 = β2
H1 : β1 6= β2
(3.24)
T =
βˆ1 − β2√
1
n
(s21 + s
2
2)
(3.25)
As well as testing the coefficients of regression, t-tests can also be used to test
the strength of association (PCC) between two variables. Any relationship, linear or
otherwise, should be assessed for significance as well as strength. The t-distribution
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can be used to test the two-sided hypothesis that the true correlation, r, is equal zero.
The statements for the hypothesis test are expressed in Equation 3.26.
H0 : r = 0
H1 : r 6= 0
(3.26)
The test for H0 is carried out using the following statistic (Equation 3.27).
T = r
√
n− 2
1− r2 (3.27)
Large values of T indicate that the null hypothesis can be rejected; the corresponding
coefficient is not zero. This test is necessary because relationships can appear to be
strong i.e. have a large r value and yet not be significant. Conversely, a relationship
can be weak but significant, with the key factor the size of the sample, n.
3.3.3 ANOVA
Analysis of variance (ANOVA) is a statistical tool that can be used in several ways to
develop and confirm an explanation for observed data. It can be used for both categor-
ical (qualitative) or continuous (qualitative) variables. ANOVA has many variations
depending on the experimental design of the observed data and the assumptions made
during analysis. However all variations of ANOVA and linear regression itself are a
class of general linear model (GLM). ANOVA provides a statistical test of whether or
not the means of several groups of variables are all equal4. It therefore generalises the
t-test to more than two groups. Doing multiple two-sample t-tests would result in an
increased chance of committing a type I error, which occurs when the null hypothesis
(H0) is true, but is rejected
5. For this reason, ANOVAs are useful in comparing three
or more means.
In the case of MLR analysis the test is used to check if a linear statistical relationship
exists between the response variable (y) and at least one of the predictor variables (xi :
i = 1, . . . , p) for the relationship yi = β0 +β1xi,1 +β2xi,2 + ...βpxi,p+εi (Equation 3.1).
The statements for the hypotheses are:
H0 : β1 = β2 = . . . = βp = 0
H1 : βj 6= 0 for at least one j : j = 1, . . . , p
(3.28)
The test for H0 is carried out using Equation 3.29.
4The common use of the term “group” as it is used here refers to two or more regressor variables.
The term “group” in MoG refers to ordering and pooling the response data with respect to a single
regressor variable. The latter definition is used in all other sections within the chapter.
5See Appendix G.1 for additional information on type I errors.
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F =
SSE
RSS
(3.29)
SSE =
n∑
i
(yˆi − y¯)2
p− 1
RSS =
n∑
i
(yi − yˆi)
n− p
SSE is the regression sum of squares; RSS is the resi-
dual sum of squares; p is the number of groups or pre-
dictor variables; n is the total number of observations.
The statistic F follows the F -distribution with p − 1 degrees of freedom in the
numerator and n − p degrees of freedom in the denominator. As in Section 3.3.2, α
is the significance level. H0 is rejected if F > F (1− α, p− 1, n− p). If simple linear
regression is used in ANOVA, F = T 2.
ANOVA can also be used to determine if there is a significant difference between two
models (Equation 3.30). Consider two models, where one model is ’nested’ (restricted)
within the larger model (unrestricted). The unrestricted model with more parameters
will always be able to fit the data at least as well as the restricted model with fewer
parameters. Equation 3.30 can be used to determine whether the unrestricted model
gives a significantly better fit to the data. If both models have a sample size of n, the
F -statistic is given by:
F =
(
RSSr−RSSu
pu−pr
)
(
RSSu
n−pu
) (3.30)
RSSr and RSSu are the residual sum of squares of the restricted
and unrestricted models; pr and pu are the number of fitted para-
meters in the restricted and unrestricted models, requiring pu > pr.
Under the null hypothesis that the unrestricted model does not provide a signifi-
cantly better fit than the restricted model, the statistic F follows the F -distribution
with (pu − pr, n − pu) degrees of freedom. The null hypothesis (H0) is rejected if
F > F (1− α, pu − pr, n− pu).
Alternate F-Test
There is an alternative formula for F (Equation 3.29), which is often used when the
original data is not available i.e. using values from a research publication. All that is
required is the coefficient of determination (R2), sample size (n) and number of fitted
parameters (p).
F =
R2 (n− p− 1)
(1−R2) p (3.31)
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Equation 3.31 gives the F -statistic, with degrees of freedom p and n− p− 1, which
can be used to test the null hypothesis that all β values equal zero (Equation 3.28).
The alternative formula for testing nested models (Equation 3.30), with the restricted
model nested within the unrestricted model is given by Equation 3.32.
F =
(R2u −R2r) (n− pu − 1)
(1−Ru) (pu − pr) (3.32)
R2r and R
2
u are the coefficients of determination for
the restricted and unrestricted models; pr and pu
are the number of fitted parameters, with pu > pr.
3.3.4 Fisher Transformation
In addition to testing whether a correlation is significant (Sections 3.3.2 and 3.3.3)
it may be necessary to test that two correlations have significantly different strengths.
This procedure is known as the Fisher (or Fisher-Z) transformation and should only
be used for large sample sizes [118, 119]. The statements for the hypothesis test are
expressed in Equation 3.33.
H0 : r1 = r2
H1 : r1 6= r2
(3.33)
Firstly, the correlations (r) for both samples are transformed to Z values (Equa-
tion 3.34).
Z =
1
2
ln
(
1 + r
1− r
)
(3.34)
The z-statistic follows an approximately normal distribution
of N
(
0,
√
1
n1−3 +
1
n2−3
)
; n1 > 10 and n2 > 10 is required.
The test for H0 is carried out using Equation 3.35.
z =
(Z1 − Z2)√
1
n1−3 +
1
n2−3
(3.35)
The null hypothesis (H0) is rejected if z > 1.96 using α = 0.05.
3.4 Group Size Effects
3.4.1 Response Variable
In this investigation into discomfort glare, the response variable (y) is a categorical
variable with two-levels; comfort and discomfort (Chapter 6). However Sections 3.2.1
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– 3.3.3 describe techniques for a quantitative (or continuous) response variable. This
can be dealt with in a couple of ways. The first is to assign dummy values to the
categories i.e. discomfort = 1 and comfort = 0. Choosing these values is equivalent
to assigning a probability that a subject will experience discomfort. Using dummy
values for the response variable can be done without using MoG. If MoG is used in
addition to this technique the dummy values are simply averaged for each group to
give a probability that a subject in a group will experience discomfort. An alternative
but equivalent method is to use MoG first and to count the proportion of discomfort
responses to the total responses for each group. In this case each group has a per-
centage of subjects that experience discomfort. Thus, in either case, the categorical
response variable is transformed into a quantitative variable and MLR can proceed
as required. Similar techniques can be used on the regressor or predictor variables if
required6.
Care must be taken when interpreting certain results from grouping data sets. Group
size itself is statistically invariant to the linear regression coefficients (β values) and
significance (p-values). Intuitively this makes sense, by creating groups (ordering and
pooling data pairs together with respect to a regressor), the sample size (n) is being
reduced, as is the variance (s2) but the average of response with respect to the regressor
variable is unchanged. As ANOVA effectively looks for differences in mean response
between different regressors, the statistical significance of the regression coefficients is
unchanged. However, since sample size (n) and variance (s2) are reduced, there are
ramifications for other aspects of data analysis.
3.4.2 Graphing Data
In assessing the assumptions of OLS (Section 3.2.1) graphing the response data is
extremely important7. A great advantage in MoG is in the presentation and inspection
of data (Figure 3.1). It is very difficult to visually check if data is normally distributed
for an OLS estimate if there is a large number of data points (i.e. 500) and only two
levels in the response data i.e. discomfort = 1 and comfort = 0.
Figure 3.1 shows the advantage of using a grouping method. In the graph on the
left an arbitrary index is displayed along with the discomfort level, where ‘discomfort’
has been assigned a value of 1 and ‘comfort’ a value of 0. In the graph of raw data
on the left the distribution of the data is unable to be visually inspected. Thus the
trendline appears to have little correlation to the data, even though a t-test would
reveal the trend to be significant. However, the graph on the right has had its data
points reduced into groups of 10 based on the index value, thus there are now only
49 data points. The discomfort level is now the percentage of “discomfort” data
points within each group, and the index value (on the x-axis) is the average index
value of each group. In grouping the data the variance distribution and trend can
be clearly seen. MoG masks the effect of outliers but the variance distribution is
6See Appendix F.8 for assigning dummy values to categorical regressor variables.
7Also see Appendix F.9.1 for the importance of graphing in data analysis.
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Figure 3.1: The graph on the left is a very large two-level response data set.
The graph on the right displays the same data using a group size of 10.
The linear regression coefficient, equivalent for both graphs, is also displayed.
much clearer. Therefore, assumptions of normally distributed variance can be easily
checked to determine if a linear model is appropriate.
3.4.3 Group Size
In altering the nature of the response variable from qualitative to quantitative (Sec-
tion 3.4.1), this creates a condition for optimal group size. Consider that when there
is a two-level system for the response, obtaining r2= 1 is impossible because the sys-
tem is underdetermined. For example, consider an arbitrary glare index as a regressor
variable, if the sample size is n = 400, there is likely 400 unique values of that index
present in the sample, but only two levels of response. Therefore variation in the quan-
titative regressor variable greatly exceeds that of the response variable. Therefore the
variance in response can not be effectively predicted by the index (or regressor). The
r2 value in this case could be considered a relative value, not necessarily representative
of the true correlation.
Ideally the response variable needs to be transformed, via MoG, so that it has
the same variance as the predictor variable. This simulates the categorical response
variable as a now continuous response variable. Only when the group size and number
of groups are equal i.e. group size =
√
n is it is possible to obtain an r2 value of one
(however unlikely) as there is an equivalent number of response levels possible as
there are unique regressor values. Reporting r2 values for group size =
√
n is an
effective representation of group size which can be compared between experiments
with different sample sizes.
If MoG is used with group size >
√
n, then this is an overdetermined system and
will produce an inflated r2 value. The reason is that grouping data reduces variance in
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the response. This reduction in variance makes it easier for a linear model to explain
variance (giving an inflated r2).
An important consideration when carrying out statistical inference using regression
models is how the data was sampled. Discomfort glare analysis using MoG is a classic
example. In MoG the response (in this case discomfort) data are averages of raw data
rather than measurements on individual subjects. The fit of the model when grouping
data appropriately may be very good, but this does not imply that the discomfort of
an individual can be predicted with high accuracy. Referring to the example described
earlier in this section, suppose for an n = 400 sample size, with dummy values applied
to the response variable (discomfort = 1 and comfort = 0) an OLS regression yields
an r2= 0.15. Suppose that MoG is applied, which means there is now a grouped
sample size of n = 20, and OLS regression now yields r2= 0.85. Therefore given an
individual, our model has about a 15% chance of predicting whether the subject will
experience discomfort glare. However, given a large sample (n ≥ 20) the model has
an 85% chance of predicting the number of individuals that will experience discomfort
glare.
The above example indicates that making statistical inferences from discomfort glare
data is difficult. A lack of statistically significant research in lighting applications has
led to a lack of rigour in data reporting, which also makes it difficult to compare
results between studies.
3.4.4 Effect Size
In statistics, effect size estimates the strength of an apparent relationship and is
used for statistical inference [120]. Effect size is distinguished from test statistics used
in hypothesis testing, which reflects whether a relationship could be due to chance
[121]. Effect size does not determine the significance level, or vice-versa. For example,
given a sufficiently large sample size i.e. 1000, a statistical comparison will always
show a significant difference unless the population effect size is exactly zero. For
example, a sample PCC of 0.1 is strongly statistically significant if the sample size is
1000. Reporting only the significant p-value from this analysis could be misleading if
a correlation of 0.1 is too small to be of interest in a particular application.
Reporting effect sizes is considered good practice when presenting empirical research
findings in many fields [122, 123]. The reporting of effect sizes facilitates the interpre-
tation of the substantive, as opposed to just the statistical significance of a research
result. However the type and nature of reporting varies depending upon the research
field.
The concept of effect size has particular relevance to MoG. The process of creating
ordered groups and finding an average reduces variance (s2) of the model overall.
Therefore, since there is less variance, this inflates the coefficient of determination (r2).
Thus large group sizes (group size >
√
n) tend to constrict the variance distribution,
leading to inflated correlations and unrealistic conclusions.
Unfortunately, the field of discomfort glare research is relatively small compared to
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social sciences where effect size is a well studied concept and in some cases has very
specific guidelines for different research applications [122, 123]. Statistical analysis
within discomfort glare research lacks rigour compared to other scientific fields with
current research misrepresenting effect size. There is a lack of literature in lighting
applications which discuss effect size, however this is also because there are not very
many studies in lighting involving large samples.
In summary, effect size is a concept relating to the strength of an apparent rela-
tionship. It is not necessarily a single statistical value or well defined combination
of statistical values but rather a way of presenting data which demonstrate the true
strength of a statistical relationship. For example, suppose an arbitrary glare index
is tested using 500 samples. The result gives a statistically significant relationship
(as would be expected) and an R2 value of 0.15. The R2 value of 0.15 indicates that
15% of the variation in the response data is explained by the proposed index. Is this
value good enough to suggest the index is adequate at predicting discomfort glare?
In some fields a very low R2 would be considered highly significant due to the large
number of subfactors which influence responses. The aim of this thesis was to predict
discomfort glare in lighting design. In this context, what combination of statistical
parameters allow the researcher to conclude this aim has been achieved by a given
model? At present there is no definitive answer to that question.
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Part II
Published Papers
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Chapter 4
The Use of Luminance Mapping In
Developing Discomfort Glare
Research
The research publication entitled ‘The Use of Luminance Mapping In Developing
Discomfort Glare Research’ establishes that there is a lack of adequate discomfort
glare research using daylight within realistic lighting scenarios. However, effectively
conducting such field research is now possible with luminance mapping techniques such
as HDRi. There are three important reasons why this research paper is important
and is to be included in the body of work that makes up this thesis by publication:
• The literature review establishes that there is currently a disconnect between
what the major glare indices predict and what is actually experienced in situ
outside the laboratory [49, 68, 64]. Thus future glare research should be directed
towards field testing in real buildings where the experience of discomfort glare
is quantified directly by the data that is acquired.
• The literature review also clarifies that the Daylight Glare Probability (DGP)
has not undergone any significant field testing to establish whether it should
be used in lighting design for the evaluation of discomfort glare from daylight.
The body of the paper demonstrates that luminance mapping techniques can
be used to evaluate all the necessary physical parameters that are required for
developing a glare index.
• The findings suggest that using HDRi has an advantage over other established
techniques because it allows glare evaluations to be conducted in the field quickly
and easily with a reasonable degree of accuracy.
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Chapter 5
Post Occupancy Evaluations
Relating to Discomfort Glare: A
study of Green Buildings in
Brisbane
The research publication entitled ‘Post occupancy evaluations relating to discomfort
glare: A study of green buildings in Brisbane’ directly follows on from the previous re-
search publication (Chapter 4) with in-field discomfort glare evaluations using HDRi
techniques. The purpose of the research was to directly establish if the conclusions
of the previous research were achievable in practice; that discomfort glare research
should be undertaken in the field using HDRi techniques on a large scale. The study
performed a small scale discomfort glare evaluation study and concluded that there
could be significant implications from scaling up the experiment, namely, the develop-
ment of a new discomfort glare index. Again, there are several important reasons why
this research publication is included in the body of work that makes up this thesis by
publication.
The literature review explores a new focus in Green Star buildings. The ’green’
building industry is growing rapidly with the majority of new buildings built in the
central business districts (CBDs) of Australia’s major cities being Green Star [10].
These buildings are designed, in principle, to use or produce less greenhouse gas emis-
sions than a conventional building. For lighting, this means that using as much natural
light as possible is seen favourably in being awarded Green Star status. However, the
literature review establishes that these buildings may not be achieving the intended
energy savings in lighting [8, 9, 124].
The methodology used population statistics and previous glare investigations to
develop an initial post occupancy evaluation (POE) questionnaire for use in the sub-
jective data collection. The major feature of the POE is the glare indication diagram,
where a subject could mark the location and size of any perceived discomfort glare.
This could then be matched to a corresponding HDR image. The study involved 63
subjects in three buildings in Brisbane. Two of the buildings had been awarded 5 star
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ratings by the Green Building Council of Australia (GBCA).
The research established that there was a measurable difference between subjects
that experienced discomfort glare from those that experienced comfort. Under the
category of discomfort, three glare types were established; glare originating from win-
dows, glare upon the task, and reflected glare on surfaces that were neither the window
or the task. It was also found that the DGI and DGP could not adequately predict
the magnitude of discomfort, though they were significantly different if glare origi-
nated from windows. Using the simple metric of average FOV luminance appeared
to provide as good a measure of discomfort as the complicated glare metrics.
The paper concluded that large scale glare evaluation in real buildings was necessary
since it was shown that on the whole there were measurable physical differences be-
tween subjective discomfort ratings. This would help to establish a robust discomfort
glare index where data is collected on subjects that have appropriate demographics
for intended use of the index. The paper also explored how the POE questionnaire
could be improved for the next phase of research (Chapter 6).
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Chapter 6
Discomfort Glare in Open Plan
Green Buildings
The research publication entitled ‘Discomfort glare in open plan green buildings’
is a direct continuation of the previous research publication (Chapter 5). Again,
discomfort glare evaluations were performed in the field using HDRi techniques. The
purpose of the research was to assess discomfort glare within open plan green buildings
on a large scale to develop a discomfort glare index applicable in real workspaces.
Subsequently, the largest known study of discomfort glare was undertaken, yielding
493 subjective evaluations from occupants within five Green Star buildings located in
Brisbane and surrounding areas. The previous largest study resulted in the creation
of the DGP, which used 349 subjective responses collected from only 76 occupants
within two purpose built test facilities [80].
The literature review initially outlines the impact of discomfort glare on Green Star
buildings. However, the main body of the literature review is occupied by the five main
glare indices currently used (DGP, DGI, CGI, UGR and VCP). The development,
scope and limitations of each index is discussed in turn. The final part of the literature
review discusses discomfort glare research papers which have used both luminance
mapping and subjective responses to discomfort. Aside from the paper discussing
the development of the DGP [80], which is discussed at length, there are very few
such studies. All contain minimal (< 20) user assessments collected from the research
institution’s staff and students.
The methodology employed the improvements suggested in the discussion of the
previous publication (Chapter 5). The previous POE questionnaire was slightly mod-
ified for use in the subjective data collection. The main modification was a section
for comments on the reverse side of the questionnaire which resulted in many useful
insights from occupants. The glare indication diagram remained unaltered; occupants
continued to mark the location and size of discomfort glare sources. The procedure
for HDR image capture was also unchanged. The only evaluative difference was in the
analysis of the HDR images. Images were cropped to Guth’s FOV, which is the FOV
as seen by both human eyes (binocular vision) [125]. This meant that light sources
outside an occupant’s FOV would not be included in any analysis.
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The large observation set obtained allowed a more thorough statistical analysis than
in the previous investigation. Again, the data was divided into different glare types;
glare originating from windows, glare originating from electric sources, glare upon
the task, and reflected glare (on surfaces that were neither the window or the task).
The data was also subdivided based on the whether the original task or screensaver
was displayed for the HDR image capture. The data was analysed using different
combinations of these groups to assess if certain types of responses should be excluded
from data analysis. Only electric glare and glare upon the task were excluded from
the main data analysis leaving 419 available surveys.
The results showed that none of the current glare indices could adequately predict
discomfort. However, the UGR, CGI and DGI showed good linear correlation to
discomfort (r2 ≈ 0.87 − 0.89 for group size = 20) using the average FOV as the
background source (Lb). In addition to the five glare indices, over 130 other variables
were tested for possible linear correlation to discomfort. However, none of these
resulted in correlations higher than those already obtained by the tested glare indices.
In light of this result, the UGR was linearly transformed from its categorical rating
into a probability index, and re-termed the UGP. The UGP satisfies the main aim of
the thesis, to predict discomfort glare under real complex lighting environments.
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Conclusion
Despite many advances in building technologies and design principles, discomfort
glare from daylight was highly prevalent within the Green Star buildings examined
in this investigation. However this thesis provides a possible solution to adequately
predict discomfort glare in building design using the newly defined Unified Glare
Probability (UGP). This may help enhance the comfort and sustainability of future
buildings.
The first publication looks at inexpensive luminance mapping techniques which are
used to quantify the luminous environments used in the final two publications. It
develops the necessary photometric calibrations to create accurate luminance maps
and provides the basic steps to quantify the physical parameters required to assess
discomfort glare. The second publication, using well defined luminance mapping
techniques, begins a preliminary survey on discomfort glare within green buildings. A
unique POE methodology is developed for surveying discomfort glare. This comprises
use of a view diagram for occupants to mark the size and location of any glare sources
within the field of view as well as questions relating to potential factors which may
effect the subjective response to discomfort. The paper remarks about the success
of implementing this unique methodology, suggesting ways it could be improved for
future investigations.
The third and final research paper expands directly upon the second publication.
The modifications to the methodology suggested by the previous publication are im-
plemented and the study conducted on a large scale. The paper presents data collected
from the largest known study on discomfort glare to date, with 493 surveys collected
from five green buildings in Brisbane, Australia. Advanced computational and sta-
tistical techniques were used to assess discomfort glare from which a new glare index
was developed. The UGP is a glare index which will help to predict discomfort glare
within open plan green buildings under clear sky conditions in sub-tropical climates.
UGP = 0.26 log10
0.25
Lb
n∑
i=1
L2sωs
P 2
(6.1)
The index is based on a linear transformation of the UGR to calculate a probabil-
ity (or percentage) of disturbed persons. The index uses the average field of view
luminance for the background (Lb) and a background multiplier of five to determine
glare sources (Ls ≥ 5Lb). The final result produced an r2 value of 0.87. As expected,
there were large individual variations in the subjective appraisal of similar lighting
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conditions. This could be inherent to the nature of discomfort glare and makes it
difficult to ever adequately predict the discomfort of a single individual. Therefore a
probability scaling provides the most practical method of prediction.
In addition to achieving the main aim of the thesis, there were a number of other
important findings. Discomfort glare was highly prevalent within the green buildings
investigated, 49% of occupants surveyed reported some discomfort. Occupants were
more sensitive to glare than any of the other current indices could reasonably account
for. However, all glare indices had some correlation to discomfort. Statistically, there
was no significant difference in correlation between the DGI, UGR and CGI.
Very high illuminances (> 2400 lux) were not observed in real workplaces. Instead
high luminance contrasts were the main cause of occupants’ discomfort. The logarithm
of the average field of view luminance correlated strongly to discomfort (r2 = 0.685).
This factor was the most useful measure of background (or adaptation) luminance
for glare indices. The factors of age, eye correction, view interest were investigated
and found to not play a statistically significant role in predicting discomfort. Win-
dow views were also found not to significantly mitigate discomfort, even so, they are
important in user acceptance of the lighting.
The UGP is the only glare index developed from using real office workers in real
office buildings. It is unique among all other studies in its combination methodology
and data analysis techniques. HDR luminance mapping was used to quantify com-
plex lighting scenes. Subjective responses to the lighting environment were obtained
from the occupants of real open plan green buildings not affiliated with the research
institution. Subjective responses to glare included allowing occupants to define the
size and position of glare sources on a view diagram. The questionnaire allowed other
factors to be tested for their impact on discomfort glare. In addition, this is also the
largest known study of discomfort glare at the time of writing, with 493 observations.
The results of this investigation have the potential to inform future research into
discomfort glare. The purpose of the UGP is help design more energy efficient and
comfortable green buildings. Thus the index needs to be validated for this purpose
using the reverse of the thesis methodology. Investigations should assess if the index,
when calculated via HDR lighting simulations, is able to be used effectively in predict-
ing subjective discomfort glare evaluations for a real building. If this was achieved,
the index could be incorporated into design standards for green buildings.
In addition, the effect of the position index, P , which is used within the UGP and
many other glare indices should be validated for real buildings. The index gives a
relative weighting to glare sources dependent on their location within a FOV. Along
with the glare indices which incorporate it, the position index was developed in a
laboratory using simple luminance distributions. It remains to be determined whether
the index has the same effect when assessed within complex luminance distributions
outside the laboratory. In this investigation, glare sources were confined to the central
FOV in the vertical axis but varied significantly in location along the horizontal
axis, where occupants view windows. Assessing the position index within complex
luminance distributions, especially in the vertical axis, would be very challenging.
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The UGP may also be refined by further investigation into subfactors which influ-
ence discomfort glare. Though some potential subfactors were investigated in this
research, such as view interest, view type, age etc., there are also many potential
subfactors which have yet to be assessed, such as regional or cultural differences in
lighting preferences. Finally, though research into the precise physiological origins of
discomfort glare appear to have been abandoned at present, further research into the
exact physiology of why and how people experience discomfort glare would be ben-
eficial. This research only addresses the lighting stimulus which causes discomfort.
Understanding the biological processes which are occuring during discomfort from
lighting would be highly beneficial to discomfort glare research.
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Appendix A
Discomfort Glare Rating Schemes
The tolerances for the DGI, UGR and CGI index, along with their magnitude as
given by Hopkinson’s discomfort glare criteria are given below in Tables A.1 and A.2
[2]. A comparison of all the major indices is given in Table A.3.
A.1 DGI Glare Rating System
Table A.1: Daylight Glare Index Rating System
Index Rating
> 28 Intolerable
= 28 Just Intolerable
> 26 Uncomfortable
> 24 Just Uncomfortable
> 22 Acceptable
> 20 Just Acceptable
> 18 Noticeable
> 16 Just Perceptible
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A.2 UGR and CGI Glare Rating System
Table A.2: UGR and CGI Rating System
Index Rating
≥ 28 Uncomfortable
≥ 25 Just Uncomfortable
≥ 22 Unacceptable
≥ 19 Just Acceptable
≥ 16 Perceptible
≥ 13 Just Perceptible
≥ 10 Imperceptible
A.3 Comparison Between Major Rating Schemes
DGP DGI UGR VCP CGI
Imperceptible < 0.35 < 18 < 13 80− 100 < 13
Perceptible 0.35− 0.40 18− 24 13− 22 60− 80 13− 22
Disturbing 0.40− 0.45 24− 31 22− 28 40− 60 22− 28
Intolerable > 0.45 > 31 > 28 < 40 > 28
Table A.3: The table relates index values (for CGI, DGI and UGR) to
discomfort probability (for DGP) and comfort probability (for VCP) to
Hopkinson’s 1950 categorical rating scheme for discomfort glare [2, 5, 94].
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Appendix B
Colour Space Conversion
One tristimulus colour space can be converted to any other tristimulus space using a
3×3 matrix transformation. For example, the most common transformation required
for HDR images is the conversion of sRGB to XYZ colour space. The CIE XYZ
(1931) system is at the root of all colourimetry [15, 126]. It is defined such that all
visible colours can be defined using only positive values; the Y value is luminance.
A colour defined in this system is referred to as Yxy (Figure B.1) [127]. A third
co-ordinate, z, can also be defined but is redundant since x+y+ z = 1 for all colours.
Usually the primaries (RGB) are known by their xyz chromaticity coordinates (Fig-
ure B.1). In addition, the white point needs to be specified, which is the colour
associated with equal contributions of each primary. Cameras often operate under
the assumption that the scene is lit by a specific light source. The colour of the illu-
minant determines the colour of a scene the human visual system normally associates
with white. CIE chromaticities for the reference primaries and CIE standard illumi-
nant D65 are given in Equation 2.29. The CIE standard illuminant D65 is one of the
most common white points and is defined as natural daylight with a correlated colour
temperature of 6504 K [20].
r (x, y, z) = (0.64, 0.33, 0.03)
g (x, y, z) = (0.30, 0.60, 0.10)
b (x, y, z) = (0.15, 0.06, 0.79)
D65 (x, y, z) = (0.3217, 0.3290, 0.3583)
The RGB to XY Z matrix (N) is constructed with the matrix of known RGB chro-
maticities (K) and coefficients (V ).
RG
B
 =
arxr agxg abxbaryr agyg abyb
arzr agzg abzb
XY
Z

∴
RG
B
 = N
XY
Z
 and N = V K
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where by definition;
K =
0.64 0.33 0.030.30 0.60 0.10
0.15 0.06 0.79
 and V =
ar 0 00 ag 0
0 0 ab

The white point is the colour associated with equal contributions of each of the pri-
maries, thus in order to obtain a relative transformation, luminance is set to unity
(i.e. Y = 1). This can then be used to determine the coefficient matrix, V .
W =
[
xn
yn
1 zn
yn
]
=
[
0.3217
0.3290
1 0.3583
0.3290
]
=
[
0.9505 1 1.0891
]
Figure B.1: CIE 1931 xy chromaticity diagram showing the gamut of
the sRGB colour space and location of the primaries. The D65 white
point is shown in the center. The area outside the triangle cannot be
accurately coloured because they are out of the gamut of sRGB [127].
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Hence;
W =
xnyn1
zn
yn
 = V K
11
1

V = WK−1
∴ V =
0.6444 0 00 1.1919 0
0 0 1.2032

Then a simple matrix multiplication of V and K obtains the transformations:
N = V K
=
Xr Xg XbYr Yg Yb
Zr Zg Zb

=
0.4124 0.2127 0.01930.3576 0.7151 0.1192
0.1805 0.0722 0.9595

Therefore;

X = 0.4124R + 0.3576G+ 0.1805B
Y = 0.2127R + 0.7151G+ 0.0722B
Z = 0.0193R + 0.1192G+ 0.9595B
The above equation gives the set of linear transformation equations that convert RGB
to XYZ for a D65 whitebalance. These can then be used to determine the relative
luminance, Y . A similar procedure can be employed for any whitebalance or colour
space provided the chromaticities of the primaries are known.
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Appendix C
Solid Angle
The solid angle, Ω, subtended by a surface, S, is defined as the projection of that
surface (S) onto the unit sphere. Any area on a sphere, totalling the square of its
radius and observed from its center, subtends precisely one steradian. In spherical
coordinates solid angle is defined as:
dΩ = sin θ dθ dϕ
Thus solid angle for an arbitrary oriented surface S subtended at a point P is equal
to the solid angle of the projection of the surface S to the unit sphere with center P ,
which can be calculated as the surface integral:
Ω =
∫∫
S
~r · nˆ dS
r3
=
∫∫
S
sin θ dθ dϕ
Where ~r is the vector position of an infinitesimal area of surface dS with respect to
point P ; nˆ represents the unit vector normal to dS.
C.1 Fisheye Lens
The solid angle of a cone with apex angle 2ζ is given by:
Ωcone =
2pi∫
0
ζ∫
0
sin(θ) dθ dϕ
= 2pi (1− cos(ζ))
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The solid angle of the FC −E9 Fisheye Lens (190◦ field of view) is the solid angle of
a sphere minus the solid angle of a cone with apex angle 170◦.
Ωf−eye = 4pi − 2pi
(
1− cos
(
17pi
36
))
= 6.8308 sr
C.2 Pixel
C.2.1 Orthographic Fisheye Lens
Physically, the term cos(θ) dΩ, which appears in the definition of illuminance (Equa-
tion 1.6 in Section 1.1) is the area (dA) subtended by a surface (dS) of uniform lu-
minance on the unit sphere and projected onto a unit disk. In this instance the unit
circle is actually the normalised image plane (Figure C.1). Thus the definition of area
in an image can be defined as:
dA = cos(θ) dΩ
This can be rearranged to provide an alternate definition of solid angle:
dΩ =
dA
cos(θ)
Figure C.1: Area subtended on the image plane by an arbitrary surface [128].
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For any fisheye lens with a FOV of 180◦ the solid angle is given by:
Ω =
2pi∫
0
pi
2∫
0
sin(θ) dθ dϕ
=
[
ϕ
]2pi
0
[
cos(θ)
]0
pi
2
= 2pi
Thus the solid angle subtended by either an orthographic or equidistant lens is 2pi.
However, the projection of this surface from the unit sphere onto the image plane will
depend on the particular mapping function of the lens (shown in Figures 2.5 and 2.6).
Using the focal length (f) to normalise the projection coordinate system to the unit
sphere, the mapping function for an orthographic lens is given by:
ro = f sin(θ)
r˜o =
ro
f
= sin(θ)
Notice this mapping function is invariant to the z (or optic) axis, and is equivalent
to the function given for solid angle (dΩ). Let us consider an infinitesimal area, dAo,
on the image (or horizontal) plane, which subtends an infinitesimal angle dϕ at a
distance r˜o from the origin. The arc length of this area is r˜o dϕ and its width is dr˜o
(Figure C.2).
dAo = r˜o dr˜o dϕ
= sin(θ) cos(θ) dθ dϕ
Substituting the infinitesimal area in an orthographic image back into the definition
of solid angle gives:
dΩo =
dAo
cos(θ)
= sin(θ)dθ dϕ
Which is the same as our original definition of solid angle. The implication is that,
when using orthographic mapping, the area in an image is the direct projection of
solid angle.
Ωo = Ω
and
dAo = nˆ · dΩ
This is very convenient when it comes to computing solid angle in an image; the
double integral over the continuous variables θ and ϕ need to be modified to a sum
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Figure C.2: Illustration of solid geometry used in integration of illuminance [129].
over the image pixels. Image pixels naturally exist in a cartesian coordinate system
(x,y). Since it is not ideal to represent the equations for solid angle in cartesian
coordinates, an image area transformation is used. It has already been shown that an
elemental area on the image plane can represented by:
dA = r dr dϕ
However, this can also be represented by:
dA = dx dy
∴ dx dy = r dr dϕ
Thus for an orthographic fisheye lens:
dAo = dxo dyo
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This expression can be substituted back into our definition:
dΩo =
dAo
cos(θ)
=
dxo dyo
cos(θ)
= sec(θ)dxo dyo
Computationally the above equation is very easy to compute across the pixels in an
orthographic image. The infinitesimal area dxo dyo naturally becomes the area of a
pixel. Consider an image of size m × q where the FOV extends from the optic axis
(centre of the image) by r0 to the image boundaries. Each pixel has a radius value rij
(in pixels) from the optic axis.
dΩoij = sec(θij) dxoi dyoj
To calculate solid angle of a pixel the azimuthal angle θij (in radians) for the ij
th pixel
must be determined.
θij = sin
−1(
rij
r0
)
where rij =
√
(xi − x0)2 + (yj − y0)2
and r0 =
√
(x0)
2 + (y0)
2
with x0 =
m+ 1
2
and y0 =
q + 1
2
xi and yj are the i
th and jth pixels in x and y respectively; x0 and y0
are the centre pixel locations; rij is the pixel radius (i.e. distance in
pixels from the centre of an image to the ijth pixel); r0 is the radius,
in pixels, taken from the centre of the image to the fisheye boundary.
Here, dxoi dyoj is the area in the image plane occupied by one pixel. This then is the
area (A˜) occupied on the image plane by the projected unit hemisphere (pi) divided
by the number (or area Axy) of pixels, n.
dxoi dyoj =
A˜
Axy
=
pir˜o
2
pir02
=
1
r02
Therefore the solid angle subtended by one pixel in an image can be calculated by:
dΩoij =
sec(θij)
r02
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Often it is desirable to calculate the solid angle of a glare source in an image, this can
be achieved by summation of solid angles over the required pixels.
Ωo =
1
r02
n∑
k=1
sec(θk)
k is the set of indices I{1, . . . , n} where n is the
number of pixels contained within the specified area.
C.2.2 Equidistant Fisheye Lens
The approach to solid angle for an equidistant lens is similar to that of orthographic.
Again, the definition of solid angle in an image can be defined as:
dΩ =
dA
cos(θ)
In an equidistant lens the angle of incidence to the z or optic axis of the lens is directly
proportional to radial distance (re) on the image plane. It is invariant to the z (or
optic) axis and its mapping from the unit sphere can be obtained by division of the
focal length and half the FOV size.
re = fθ
r˜e =
re
f FOV
2
=
2θ
FOV
=
2θ
pi
for a 180◦ FOV
A subtended area on the unit sphere will be projected to occupy a different sized
area on the image plane than was the case for orthographic projection. This can be
shown by considering an infinitesimal area, dAe, on the image plane, which subtends
an infinitesimal angle dϕ at a distance r˜e from the origin. The arc length of this area
is r˜e dϕ and its width is dr˜e.
dAe = r˜e dr˜e dϕ
=
4
pi2
θ dθ dϕ
However, it is obvious that in this case
Ωe 6= Ω
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What is required is a transformation, to weight the area in a equidistant image the
same as it would be in an orthographic image.
Ω =
Ωoϕ,θ
Ωeϕ,θ
Ωex,y
or
dA =
dAoϕ,θ
dAeϕ,θ
dAex,y
The only practical way to calculate solid angle in an image is to use a summation
over the cartesian coordinates dxe dye. Using a similar approach as previously used for
orthographic projection the elemental area in an equidistant image can represented
by;
dAex,y = dxe dye
This leads us to the potential form of the transformation described above.
dxo dyo
r˜o dr˜o dϕ
=
dxe dye
r˜e dr˜e dϕ
∴ dxo dyo =
r˜o dr˜o dϕ
r˜e dr˜e dϕ
dxe dye
∴ dA = r˜o dr˜o dϕ
r˜e dr˜e dϕ
dxe dye
Substituting in our definitions for r˜e and r˜o gives:
dA =
sin(θ) cos(θ) dθ dϕ
4
pi2
θ dθ dϕ
dxe dye
=
pi2
4
sin(θ) cos(θ)
θ
dxe dye
∴ dΩ = pi
2
4
sin(θ)
θ
dxe dye
The above expression is, again, computationally easy to implement. The infinitesi-
mal area dxe dye has the same definition as in an orthographic image, as it is simply
the area of a pixel. Consider an image of size m × q where the FOV extends from
the optic axis (centre of the image) by r0 to the image boundaries. Each pixel has a
radius value rij (in pixels) from the optic axis. To calculate solid angle of a pixel the
azimuthal angle θij (in radians) for the ij
th pixel must be determined.
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θij =
pi
2
rij
r0
where rij =
√
(xi − x0)2 + (yj − y0)2
and r0 =
√
(x0)
2 + (y0)
2
with x0 =
m+ 1
2
and y0 =
q + 1
2
xi and yj are the i
th and jth pixels in x and y respectively; x0 and y0
are the central pixel locations; rij is the pixel radius (i.e. distance in
pixels from the centre of an image to the ijth pixel); r0 is the average
radius in pixels from the centre of the image to the fisheye boundary.
dΩeij =
pi2
4
sin(θij)
θij
dxei dyej
=
pi2
4r02
sin(θij)
θij
To calculate the solid angle of a glare source in an image, summation of solid angles
over the required pixels can be expressed as:
Ωe =
pi2
4r02
n∑
k=1
sin(θk)
θk
k is the set of indices I{1, . . . , n} where n is the
number of pixels contained within the specified area.
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Appendix D
Illuminance Calculations Using
Fisheye Lenses
D.1 Analytical Derivation
In Equation 1.6 (Section 1.1) the definition of illuminance is given by:
dE = L cos(θ) dΩ
Physically, the term cos(θ) dΩ in the above equation is the infinitesimal area (dA)
subtended by an infinitesimal surface (dS) on the unit sphere and projected onto the
image plane (or unit disk). Thus the definition of illuminance can be rewritten as:
dE = L dA
The derivation of the infinitesimal areas dAo and dAe is discussed in Appendix C.2
on solid angle. For an orthographic image the infinitesimal area dAo on the image
plane is given by:
dAo = sin(θ) cos(θ) dθ dϕ
Substituting this into the definition for illuminance:
dEo = L dAo
Eo =
∫∫
L(θ, ϕ) cos(θ) sin(θ) dθ dϕ
=
2pi∫
0
pi
2∫
0
L(θ, ϕ) cos(θ) sin(θ) dθ dϕ
= 2piL¯
[
1
2
sin2(θ)
]pi
2
0
= piL¯
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This equation for illuminance is that which was presented as Equation 2.41 in Sec-
tion 2.4.4, where L¯ is the mean pixel luminance. Thus orthographic (or hemispherical)
fisheye projection is a half sphere projected such that each differential area corresponds
to the original area multiplied by the cosine of the polar angle [82]. Therefore, it pre-
cisely compensates for the cosine correction. This is why an orthographic lens acts
similar to an illuminance meter; scene luminances are mapped to the same region on
the image plane as they would be in an illuminance meter.
In an equidistant lens a subtended area on the unit sphere will be projected to
occupy a different sized area on the image plane as was the case for orthographic
projection (and hence an illuminance meter).
dAe =
4
FOV 2
θ dθ dϕ
Thus illuminance for an equidistant fisheye lens is given by:
dE = L dAe
=
4
(FOV )2
L(θ, ϕ)θ dθ dϕ
=
4
(FOV )2
∫∫
L(θ, ϕ)θ dθ dϕ
Hence for a 180◦ FOV:
E =
4
pi2
2pi∫
0
pi
2∫
0
L(θ, ϕ)θ dθ dϕ
= piL¯
Thus the above equation is that which was presented in Equation 2.42 (Section 2.4.4)1.
Analytically, the calculation of illuminance is the same for both types of fisheye lenses
with the same FOV.
D.2 Computational Illuminance Calculations
In a computational setting Equations 2.41 and 2.42, which contain a double integral
over the continuous variables θ and ϕ, need to be modified to a sum over the image
pixels. Image pixels naturally exist in a cartesian coordinate system (x,y). Since it
is not ideal to represent Equations 2.41 and 2.42 in cartesian coordinates, an image
area transformation is used.
1Radiance can re-project an equidistant image to orthographic with its pinterp function if re-
quired.
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In Appendix C.2.1 it was shown that an elemental area in an orthographic image
can be represented by:
dAo = dxo dyo
=
1
r02
Thus the illuminance produced by the ijth pixel is given by:
dEoij =
1
r02
Lij
Consider an image of size m× q where the FOV extends from the optic axis (centre
of the image) by r0 to the image boundaries. Each pixel has a radius value, rij (in
pixels from the optic axis). To calculate illuminance all that is required is the image
boundary radius, r0.
r0 =
√
(x0)
2 + (y0)
2
where x0 =
m+ 1
2
and y0 =
q + 1
2
x0 and y0 are the central pixel locations; r0 the average radius
in pixels from the centre of the image to the fisheye boundary.
Thus for an orthographic projection image, illuminance can be calculated by:
E =
1
r02
∑
0≤θk<pi2
Lk
Calculation of illuminance for equidistant images is slightly more complicated. An
area transformation is required, the derivation of which is described in Appendix C.2.2.
The infinitesimal area, dA, that will produce the correct illuminance for the ijth pixel
is given by:
dA =
pi2
4
sin(θ) cos(θ)
θ
dxe dye
=
pi2
4r02
sin(θ) cos(θ)
θ
∴ dEeij =
pi2
4r02
Lij sin(θij) cos(θij)
θij
Again consider an image of size m × q where the FOV extends from the optic axis
(centre of the image) by r0 to the image boundaries. Each pixel has a radius value, rij
(in pixels from the optic axis). This time the azimuthal angle, θij, for the ij
th pixel
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must be determined.
θij =
pi
2
rij
r0
where rij =
√
(xi − x0)2 + (yj − y0)2
and r0 =
√
(x0)
2 + (y0)
2
with x0 =
m+ 1
2
and y0 =
q + 1
2
xi and yj are the i
th and jth pixels in x and y respectively; x0 and y0
are the central pixel locations; rij is the pixel radius (i.e. distance in
pixels from the centre of an image to the ijth pixel); r0 is the average
radius in pixels from the centre of the image to the fisheye boundary.
To calculate the illuminance for a 180◦ FOV equidistant image, individual irradiances
from each pixel are summed over the image to obtain illuminance. The below equation
is presented as Equation 2.43 in Section 2.4.4.
E =
pi2
4r02
∑
0≤θk<pi2
Lk cos(θk) sin(θk)
θk
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Appendix E
Luminance Calculations Using
Fisheye Lenses
In calculating average luminance values from fisheye images, it is not acceptable to
use the geometric mean of luminance, L¯, as this will give different results depending
on the type of projection method:
L¯ =
1
n×m
∑
i,j
Lij
The average luminance is required to be independent of the projection type and
corresponds to the average scene luminance accepted by the eye. This can be achieved
by weighting the luminance values of each pixel by the solid angle each pixel subtends.
L¯ =
∑
i,j
Li,j dΩij∑
i,j
dΩij
Appendix C.2 derives the solid angle subtended by an individual pixel for ortho-
graphic and equidistant images respectively. For an orthographic image the solid
angle subtended by one pixel is:
dΩo =
sec(θ)
r20
Thus the average luminance for an arbitrary portion of the image can be rewritten
as:
L¯o =
n∑
k=1
Lk sec(θk)
n∑
k=1
sec(θk)
k is the set of indices I{1, . . . , n}, where n is the
number of pixels within the specified image area.
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In addition:
sec(θi,j) =
1√
1−
(
rij
r0
)2
where rij =
√
(xi − x0)2 + (yj − y0)2
and r0 =
√
(x0)
2 + (y0)
2
with x0 =
m+ 1
2
and y0 =
q + 1
2
x0 and y0 are the central pixel locations; r0 is the average radius (in
pixels) measured from the centre of the image to the fisheye boundary.
For an equidistant image the solid angle subtended by one pixel is given by:
dΩe =
pi2
4r20
sin(θ)
θ
Again, the average luminance for an arbitrary portion of the image can be expressed
as:
L¯e =
n∑
k=1
Lk
sin(θk)
θk
n∑
k=1
sin(θk)
θk
k is the set of indices I{1, . . . , n}; n is the number
of pixels contained within the specified image area.
This requires:
θij =
pi
2
rij
r0
where rij =
√
(xi − x0)2 + (yj − y0)2
and r0 =
√
(x0)
2 + (y0)
2
with x0 =
m+ 1
2
and y0 =
q + 1
2
xi and yj are the i
th and jth pixels in x and y respectively; x0 and y0
are the central pixel locations; rij is the pixel radius (i.e. distance in
pixels from the centre of an image to the ijth pixel); r0 the average
radius in pixels from the centre of the image to the fisheye boundary.
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Appendix F
Statistics
F.1 Mean and Expected Value
The arithmetic mean is the “standard” average, often simply called the “mean” (or
“sample mean” for a statistical sample). For example, x¯ would be the mean of some
sample space X = {xi : i = 1, . . . , n}.
x¯ =
1
n
n∑
i=1
xi
The expected value of a random variable is the weighted average of all possible values
of this random variable. The expected value, when it exists, is the limit of the sample
mean as sample size grows to infinity. Suppose random variable X takes a value x1
with probability p1, value x2 with probability p2, and so on, up to value xk with
probability pk; as k →∞ the expectation of this random variable X is defined as:
E[X] = x1p1 + x2p2 + · · ·+ xkpk
Since all probabilities pi add up to one: p1 + p2 + . . .+ pk = 1, the expected value can
be viewed as the weighted average, with probabilities being the weights:
E[X] =
x1p1 + x2p2 + · · ·+ xkpk
p1 + p2 + · · ·+ pk
If all outcomes are equally likely (p1 = p2 = . . . = pk), then the weighted average
turns into the standard average. This is often denoted µ.
E[X] = µX
F.2 Standard Deviation and Standard Error
Let X be a random variable with mean value µX , then the standard deviation of X
is the quantity:
σX =
√
E[(X − µX)2] =
√
E[X2]− (E[X])2
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The standard deviation (σX) is the square root of the variance ofX, i.e. it is the square
root of the average value of (X − µX)2. The sample standard deviation estimates σX
for small sample sizes by taking the general formulation above and applying Bessel’s
correction, which uses degrees of freedom rather than sample size. Denoted by s, it
is defined as:
sx =
√√√√ 1
n− 1
n∑
i=1
(xi − x¯)2
The number of degrees of freedom in the vector of residuals, (x1 − x¯, . . . , xn − x¯) is
n − 1. This estimator is unbiased for the variance (σ2X). The standard error (SEx¯)
of the mean is the standard deviation of the sample-mean’s estimate of a population
mean.
SEx¯ =
s√
n
F.3 Covariance
The covariance between two jointly distributed real-valued random variables X and
Y is defined as:
σXY = E
[
(x− E[X])(y − E[Y ])]
Covariance provides a measure of the strength of the correlation between two or more
sets of random variables. The covariance for two random variables, X and Y , each
with sample size N , can be defined by:
σxy =
1
n− 1
n∑
i=1
(xi − x¯)(yi − y¯)
The sample mean and the sample covariance are unbiased estimates of the mean
and the covariance matrix of the random variables x and y. The reason the sample
covariance matrix has n− 1 in the denominator rather than n is essentially that the
population mean, E(X), is not known and is replaced by the sample mean x¯.
For uncorrelated variables the covariance is zero. However, if the variables are
correlated in some way, then their covariance will be nonzero. In fact, if σXY > 0,
then Y tends to increase as X increases, and if σXY < 0, then Y tends to decrease as X
increases. Note that while statistically independent variables are always uncorrelated,
the reverse is not necessarily true. In the special case of Y = X the covariance reduces
to the usual variance;
σXX = E[X
2]− (E[X])2 = σ2X
F.4 Pearson Product-Moment Correlation
The Pearson product-moment correlation coefficient (or PCC) is a statistical corre-
lation of random variables. The PCC for two random variables X and Y is defined
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by:
ρXY =
σXY
σXσY
For the general case of random variables X and Y with sample size n, the PCC is
denoted r and is given by:
rxy =
n∑
i=1
(xi − x¯)(yi − y¯)
(n− 1)sxsy =
n∑
i=1
(xi − x¯)(yi − y¯)√
n∑
i=1
(xi − x¯)2
n∑
i=1
(yi − y¯)2
x¯ and y¯ are the sample means of X and Y ; sx and
sy are the sample standard deviations of X and Y .
An alternative formula below for the PCC allows a more convenient single-pass algo-
rithm for calculating sample correlations.
rxy =
n
n∑
i
xiyi −
n∑
i
xi
n∑
i
yi√
(n− 1)
n∑
i
x2i −
(
n∑
i
xi
)2√
(n− 1)
n∑
i
y2i −
(
n∑
i
yi
)2
The PCC is a measure of the strength of a linear association between two variables.
It attempts to draw a line of best fit through the data of two variables, indicating how
far away all the data points are from line of best fit (or how well the data points fit
this line of best fit). The PCC can take a range of values from +1 to −1. A value of
zero indicates that there is no association between the two variables, the variables are
statistically independent. A value greater than zero indicates a positive association;
that is, as the value of one variable increases, so does the value of the other variable.
A value less than zero indicates a negative association; as the value of one variable
increases, the value of the other variable decreases. The stronger the association of the
two variables, the closer the PCC will be to either +1 or −1 depending on whether the
relationship is positive or negative, respectively. Achieving a value of +1 or −1 means
that all data points are included on the line of best fit and the variables are linearly
dependent. The following guidelines have been proposed to measure the strength of
association between two random variables (Table F.1)[130, 131]:
The coefficient of determination, r2, is the square of the sample PCC. The coefficient
of determination, with respect to correlation, is the proportion of the variance that is
shared by both variables. It gives a measure of the amount of variation that can be
explained by the line of best fit1.
The PCC is unable to determine a cause-and-effect relationship, it only establishes
the strength of the association between two variables. The conventional dictum that
“correlation does not imply causation” means that correlation can not be used to infer
1A more rigorous discussion of coefficient of determination for multiple linear regression (MLR)
can be found in Appendices F.6 and F.7
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Coefficient, r
Strength of
Positive Negative
Association
None 0 to 0.1 0 to −0.1
Small 0.1 to 0.3 −0.1 to −0.3
Medium 0.3 to 0.5 −0.3 to −0.5
Large 0.5 to 1.0 −0.5 to −1.0
Table F.1: The table relates Pearson’s correlation coefficient, r, to
the approximate strength of linear association between two random
variables. These values are just guidelines and whether an association
is strong or not will also depend on the variable measured [130, 131].
a causal relationship between variables. A correlation can be taken as evidence for
a possible causal relationship, but does not indicate what the causal relationship, if
any, might be [132].
F.5 Linear Regression
Linear regression finds the straight line that best represents observations in a bivari-
ate data set. Suppose Y is a dependent variable and X is an independent variable.
The population regression line is given by:
yi = βxi + C0 + εi
C0 is a constant (intercept), β is the regression coefficient (gradient) and ε is
a vector of random normally distributed errors for the dependent variable, Y .
Given a random sample of observations, the population regression line is estimated
by:
yˆ = βˆx+ Cˆ0
The least squares estimates of C0 and β may be calculated as follows:
βˆ =
σxy
σxx
= rxy
sy
sx
Cˆ0 = y¯ − βˆx¯
The regression line minimises the sum of squared differences between observed values
(y) and predicted values (yˆ) computed from the regression equation. The line passes
through the mean of X and Y (x¯ and y¯). The least squares regression line is the only
straight line that has all of these properties.
The residual sum of squares (RSS) (also called the sum of squared residuals (SSR)
or estimated sum of squares (ESS)) is a measure of the overall model fit.
RSS =
n∑
i=1
(yi − xiβ)2
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Using the RSS the standard error of the regression, sβ, can be estimated by dividing
the RSS by the statistical degrees of freedom.
sβ =
√
RSS
n− 2
F.6 Multiple Linear Regression
Formally, the model for multiple linear regression (MLR), for n observations, is
given as:
yi = β0 + β1xi,1 + β2xi,2 + ...βnxi,n + εi for i = 1, 2, . . . n
The notation is consistent with linear regression (Appendix F.5), where yi is the
response (or dependent) variable and xi1, xi2, . . . , xip are the predictor (or indepen-
dent) variables. The β1, β2, . . . , βp are the regression coefficients and ε is a vector of
random normally distributed errors for the dependent variable. The regression con-
stant, C0, is modelled as regression coefficient β0 by setting xi,0 = 1. The equation
can be written in matrix form as:
y = Xβ + 
where
y =

y1
y2
...
yn
 , X =

xT1
xT2
...
xTn
 =

x11 · · · x1p
x21 · · · x2p
...
. . .
...
xn1 · · · xnp
 , β =

β1
β2
...
βp
 , ε =

1
2
...
n

X is sometimes called the design matrix.
F.6.1 Ordinary Least Squares
Ordinary least squares (OLS) is the simplest and most common technique for es-
timation of regression coefficients (β). The method minimises the sum of squared
residuals between the observed responses in the dataset and the responses predicted
by the linear approximation.
The OLS estimator is consistent when the regressors are exogenous and there is no
perfect multicollinearity. OLS is optimal in the class of linear unbiased estimators
when the errors are homoscedastic and serially uncorrelated. Under these conditions,
the method of OLS provides minimum-variance mean-unbiased estimation when the
errors have finite variances. Under the additional assumption that the errors are
normally distributed, OLS is the maximum likelihood estimator.
143
F.6.2 Assumptions
In the classical linear regression model, errors should have conditional mean zero
(exogenous):
E[ε|X] = 0
The consequence of the exogeneity assumption is that the errors have mean zero
(E[ε] = 0) and the regressors are uncorrelated with the errors (E[XT ε] = 0). The
exogeneity assumption is critical for the OLS theory, without it the OLS estimates
become invalid. The regressors in X must all be linearly independent. The matrix X
must have full column rank.
rank(X) = p
This is tested by the p × p matrix Qxx = E[xix′i], which should be of full rank and
positive definite. When this assumption is violated the regressors are linearly depen-
dent or perfectly multicollinear. In such case, the value of the regression coefficient β
is unable to be determined. For homoscedasticity the error term must have the same
variance (σ2) in each observation.
E[ε2i |X] = σ2
If this requirement is violated it is known as heteroscedasticity, in this case, a more ef-
ficient estimator would be weighted least squares. In OLS errors must be uncorrelated
between observations:
E[εiεj|X] = 0 for i 6= j
If this assumption is violated generalised least squares provides a better alternative
than OLS. Additionally, it is sometimes assumed that the errors have normal distri-
bution conditional on the regressors:
ε |X ∼ N (0, σ2In)
This assumption is not needed for the validity of the OLS method, although certain
additional finite-sample properties can be established in case when it does (especially
in the area of hypotheses testing). When the errors are normal, the OLS estimator
is equivalent to the maximum likelihood estimator (MLE), and therefore it is asymp-
totically efficient in the class of all regular estimators.
F.6.3 Estimation
Let vector b be the initial estimate for the parameter β. The quantity yix
′
ib is the
residual for the ith observation. The residual sum of squares (RSS) is a measure of
the overall model fit.
RSS(b) =
n∑
i=1
(yi − x′ib)2 = (y −Xb)T (y −Xb)
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The value of b which minimises this sum is the OLS estimator for β. The function
RSS(b) is quadratic in b with positive-definite Hessian. Therefore this function
possesses a unique global minimum at b = βˆ, which can written explicitly as:
βˆ = arg min
b∈Rp
RSS(b) =
(
1
n
n∑
i=1
xix
′
i
)−1
· 1
n
n∑
i=1
xiyi
Expressed equivalently in matrix form:
βˆ = (XTX)−1XTy
The predicted values from the regression will be:
yˆ = Xβˆ = Py
Where P = X(XTX)1XT is the projection matrix onto the space spanned by the
columns of X. Closely related to P is the annihilator matrix M = In − P, which is
a projection matrix onto the space orthogonal to X. Matrix M creates the residuals
from the regression:
εˆ = y −Xβˆ = My = Mε
Using these residuals the value of σ2 can be estimated by s2:
s2 =
εˆ′εˆ
n− p =
y′My
n− p =
RSS(βˆ)
n− p
Here n − p is the statistical degrees of freedom. The OLS estimate for σ2, s2, is
always unbiased. It is common to assess the goodness-of-fit of the OLS regression by
comparing how much the initial variation in the sample can be reduced by regressing
onto X. The coefficient of determination, R2, is defined as a ratio of “explained”
variance to the “total” variance of the dependent variable, y.
R2 =
n∑
i=1
(yˆi − y¯)2
n∑
i=1
(yi − y¯)2
= 1− RSS
TSS
TSS is the total sum of squares for the dependent variable.
F.7 Coefficient of Determination
The coefficient of determination, R2, can be used to indicate goodness-of-fit of re-
gression2. This statistic is equal to one if the fit is perfect, and zero when regressors
2The symbol r2 is used for the coefficient of determination in simple linear regression to distinguish
it from ANOVA and multiple linear regression.
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X have no explanatory power. This is a biased estimate of the population R2, and
will never decrease if additional regressors are added, even if they are irrelevant.
Given a set of observations, y = y1, y2, . . . , yn, and set of predicted values yˆ =
yˆ1, yˆ2, . . . , yˆn, the variability of the data set is measured through different sums of
squares.
SST =
n∑
i
(yi − y¯)2
SSE =
∑
i
(yˆi − y¯)2
RSS =
∑
i
(yi − yˆi)2
SST is the total sum of squares (proportional to the sample variance);
SSE is the regression sum of squares, also called the explained sum of squares;
RSS is the sum of squares of residuals, also called the residual sum of squares.
The general definition of the coefficient of determination is given as:
R2 ≡ 1− RSS
SST
R2 is related to the unexplained variance, since RSS/SST compares the unexplained
variance (variance of the model’s errors) with the total variance (of the data). In
some special cases, SSE +RSS = SST . Care must be taken in interpreting R2 as it
does not indicate whether the independent variables are a cause of the changes in the
dependent variable or that an appropriate regression model was used.
F.7.1 Adjusted R-squared
In OLS regression, R2 is weakly increasing with increases in the number of regressors
included within the model. The reason that using additional explanatory variables can
not reduce R2 is because minimising RSS is equivalent to maximising R2. When an
extra variable is included, the OLS optimisation will at worst estimate the regression
coefficient to be zero, leaving the predicted values and the R2 unchanged. The only
way the optimisation problem will give a non-zero coefficient is if doing so improves
R2.
Since increases in the number of regressors increase the value of R2, this does not
provide a meaningful comparison for models with very different numbers of indepen-
dent variables. Adjusted R2 (or R¯2) is a modified version of R2, designed to penalise
excess numbers of regressors which do not add explanatory power to the regression.
This statistic is always smaller than R2, and can decrease as new regressors are added,
even becoming negative for poorly fitting models.
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R¯2 = 1− n− 1
n− p(1−R
2)
p is the total number of regressors in the linear model
(not counting the constant term); n is the sample size.
R¯2 does not have the same interpretation as R2. While R2 is a measure of goodness-
of-fit, R¯2 is a comparative measure of suitability of alternative nested sets of explana-
tory variables. This makes R¯2 useful in selecting regressors when model building
because R¯2 increases only if a new regressor improves R2 more than would be ex-
pected in the absence of any explanatory value being added by the new regressor.
If a set of explanatory variables with a predetermined hierarchy of importance are
introduced into a regression one at a time, with R¯2 computed each time, the level at
which R¯2 reaches a maximum, and decreases afterward, would be the regression with
the ideal combination of having the best fit without excess terms.
F.8 Dummy Variables in Multiple Linear
Regression
Categorical (or qualitative) variables can be used within MLR via dummy coding.
Consider a response variable y, with n observations, continuous regressor variable a,
categorical regressor variable b, with three nominal category levels, bx, by and bz, and
constant βc. MLR is unable to be used on the intial regression model.
yi = βaiai + βbibi + βc for i = 1, . . . , n
However, each value of the categorical variable can be replaced with a coefficient.
Usually the first category is omitted, by giving it a dummy coefficient of zero. Thus
for k categorical levels there is k − 1 dummy variables. The dummy coded model is
given as:
yi = βaiai + βbyibyi + βbzibzi + βc
The coefficient on each dummy variable expresses the change in response relative to
the omitted category (in this case bx). Each of the k − 1 variables will be given two
levels, 0 for the category absent, and 1 for the category present. For example, for
observation m, if category bz was present, then the response would be coded as:
ym = βamam + βbzi + βc
Thus for the three levels, two dummy variables are constructed that would contain
the same information as the single categorical variable. These variables have the
advantage of simplicity of interpretation and are preferred to correlated predictor
variables [133].
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If the categorical variable is ordinal, dummy coding can be performed slightly differ-
ently. Unlike nominal, an ordinal variable has a clear ordering of variable categories.
Using the previous example, suppose that b has three ordinal levels i.e. bx = low,
by = medium, bz = high. Comparing bx to by, is now different to comparing bx to bz.
In this situation, the category is given a single dummy variable, with the categories
themselves assigned ordinal coefficients i.e. bx = 0, by = 1, bz = 2.
yi = βaiai + βbibi+ βc for i = 1, . . . , n
Thus, for observation m, if category bz was present, then the response would be coded
as:
ym = βamam + βbyi2 + βc
It is often not ideal to code ordinal dummy variables in this way because of the
assumption that there is a proportional difference between categories. Unless there
is evidence that a proportional difference exists between categories nominal dummy
coding should be used [133]. Ordinal coding is sometimes used if there are a large
number of categories, as it simplifies the model significantly.
F.9 Significance Testing
F.9.1 Anscombe’s Quartet
Anscombe’s quartet is a collection of four completely different datasets that have
nearly identical simple statistical properties (Figure F.1). Each dataset consists of
11 points. They were constructed by Francis Anscombe to demonstrate both the
importance of graphing data before analysing it, as well as the effect outliers can have
on statistical properties [134].
Ordinary least squares analysis should include the use of diagnostic plots designed
to detect departures of the data from the assumptions of the model (Appendix F.6.2).
The initial step in assessing the significance of any statistical relationship is to graph
the observed data against any possible explanatory variables. Once a model has been
created, graphs of residuals against any explanatory variables used in the model should
be performed. A non-linear relation between observations and explanatory variables
suggests that the linearity of the conditional mean function may not hold. Also
correlations between residuals for different explanatory variables suggests possible
heteroscedasticity.
F.9.2 T-test
The t-tests are used to conduct hypothesis tests on the regression coefficients ob-
tained in simple linear regression (i.e. y = βx + C0). A statistic based on the
t-distribution is used to test the two-sided hypothesis that the true slope, β is equal
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Figure F.1: Anscombe quartet: All four plots have the same
gradient and r2 value, yet the statistical values do not provide
an appropriate description of the data in plots II - IV [134].
zero i.e. the predictor variable is not significant. The statements for the hypothesis
test are expressed as:
H0 : β = 0
H1 : β 6= 0
The test for H0 is carried out using the following statistic:
T0 =
βˆ
sβ
βˆ is the least square estimate of β, and sβ is its standard error. If the errors approx-
imately follow a normal distribution then T0 follows a Student-t distribution. Large
149
values of T0 indicate that the null hypothesis can be rejected and that the correspond-
ing coefficient is not zero. The analyst would fail to reject the null hypothesis if the
test statistic, lies in the acceptance region:
−tα
2
,n−2 < T0 < tα
2
,n−2
In the test, α is the significance level. Often, researchers choose significance levels
equal to 0.01, 0.05, or 0.10; usually 0.05 is used but any value between 0 and 1 can
be used. The value tα
2
,n−2 is the percentile of the t-distribution corresponding to a
cumulative probability of 1 − α
2
. The cumulative probability is the probability of
occurrence of the random variable that is less than or equal to a given value. This
probability is obtained from the cumulative density function which is the integral of
the probability density function. The cumulative probability for a random variable,
T0, at a given value, t, is written as P (T0 ≤ t). This p-value measures the strength of
evidence in support of a null hypothesis. Suppose the test statistic in a hypothesis test
is equal to T0. The p-value is the probability of observing a test statistic as extreme
as T0, assuming the null hypothesis is true. If the p-value is less than the significance
level, reject the null hypothesis. Conventionally, p-values smaller than 0.05 are taken
as evidence that the population coefficient is nonzero.
Welch’s T-Test
Welch’s t-test is an adaptation of Student’s t-test intended for use with two samples
having possibly unequal variances (s1 6= s2) and unequal sample sizes (n1 6= n2).
Welch’s t-test for comparing two sample means (X¯1 and X¯2) defines the test statistic,
t, by:
t =
X¯1 − X¯2√
s21
n1
+
s22
n2
The degrees of freedom, ν, associated with this variance estimate is approximated
using the Welch-Satterthwaite equation:
ν =
(
s21
n1
+
s22
n2
)2
s41
n21(n1−1) +
s42
n22(n2−1)
Once t and ν have been computed, these statistics can be used with the t-distribution
to test the null hypothesis that the two population means are equal (using a two-tailed
test), or the null hypothesis that one of the population means is greater than or equal
to the other (using a one-tailed test).
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F.9.3 Correlation Coefficient
As discussed in Appendix F.4 the PCC is a measure of the strength of a linear
association between two variables, which is best measured by the coefficient of deter-
mination (r2). However, any relationship, linear or otherwise, should be assessed for
significance as well as strength. Again, the t-distribution is used to test the two-sided
hypothesis that the true correlation, r, is equal zero i.e. the strength of the relation-
ship (between random variables X and Y ) is not significant. The statements for the
hypothesis test are expressed as:
H0 : rxy = 0
H1 : rxy 6= 0
The test for H0 is carried out using the following statistic:
T0 = rxy
√
n− 2
1− r2xy
rxy is the PCC; n is the sample size.
Large values of t indicate that the null hypothesis can be rejected and that the corre-
sponding coefficient is not zero. The analyst would fail to reject the null hypothesis
if the test statistic lies in the acceptance region:
−tα
2
,n−2 < T0 < tα
2
,n−2
This test is necessary because relationships can appear to be strong i.e. have a
large r value and yet not be significant. Conversely, a relationship can be weak but
significant, with the key factor the size of the sample (n). In small samples it is much
easier to observe a strong correlation by chance and care must be taken when drawing
conclusions with small sample sizes. In large samples, it is easy to achieve significance,
however if the strength of the correlation is low, the researcher must determine if the
relationship is explaining any significant phenomena.
F.9.4 Fisher Transformation
In addition to testing the significance of correlation (Appendix F.9.3) it may be
necessary to test that two correlations have significantly different strengths. This
procedure is known as the Fisher transformation (or Fisher Z transformation) and
should only be used for large sample sizes [118, 119]. The statements for the hypothesis
test are expressed as:
H0 : r1 = r2
H1 : r1 6= r2
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Firstly, the correlations (r) for both samples are transformed to Z values.
Z =
1
2
ln
(
1 + r
1− r
)
The test for H0 is carried out using the following statistic:
z =
(Z1 − Z2)√
1
n1−3 +
1
n2−3
The z-statistic follows an approximately normal distribution
of N
(
0,
√
1
n1−3 +
1
n2−3
)
; n1 > 10 and n2 > 10 is required.
The analyst would fail to reject the null hypothesis if the test statistic, lies in the
acceptance region 1.96 > z > −1.96 using α = 0.05.
The test can be modified to determine whether the correlation coefficient is equal to
another fixed value. However this is rarely used as there are very few instances where
a reasonable guess could be made about a fixed value for the correlation coefficient.
F.9.5 ANOVA
Analysis of variance, or ANOVA, can be used for both categorical (qualitative) or
continuous (qualitative) variables. ANOVA has many variations depending on the
experimental design of the observed data and the assumptions made during analysis.
However all variations, including linear regression itself, are a class of a general lin-
ear model (GLM). If a response variable is to be predicted by both categorical and
continuous variables then ANCOVA (analysis of covariance) can be used. However,
categorical variables can be used in multiple linear regression and ANOVA by trans-
forming them into continuous variables through the use of dummy variables. ANOVA
provides a statistical test of whether or not the means of several groups are all equal.
It is a statistical tool that can be used in several ways to develop and confirm an
explanation for observed data.
In the case of multiple linear regression analysis the test is used to check if a linear
statistical relationship exists between the response variable (y) and at least one of the
predictor variables (xi : i = 1, . . . , p) for the relationship y = β0 + β1x1 + β2x2 + . . .+
βpxp. The statements for the hypotheses are:
H0 : β1 = β2 = . . . = βp = 0
H1 : βj 6= 0 for at least one j
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The test for H0 is carried out using the following statistic:
F =
SSE
RSS
SSE =
n∑
i
(yˆi − y¯)2
p− 1
RSS =
n∑
i
(yi − yˆi)
n− p
SSE is the regression sum of squares, i.e. the “explained variance”, or
“between-group variability”; RSS is the residual sum of squares, i.e. the
“unexplained variance”, or “within-group variability”; p is the number of
groups or predictor variables and n is the total number of observations.
The statistic F follows the F -distribution with p − 1 degrees of freedom in the
numerator and n−p degrees of freedom in the denominator. As in Appendix F.9.2, α
is the significance level. H0 is rejected if F > F1−α,p−1,n−p. If simple linear regression
is used in ANOVA, F = T 2.
ANOVA can also be used to determine if there is a significant difference between
two models. Consider two models, where one model is ’nested’ (restricted) within
the larger model (unrestricted). The unrestricted model with more parameters will
always be able to fit the data at least as well as the restricted model with fewer
parameters. The F -statistic can be used to determine whether the unrestricted model
gives a significantly better fit to the data. If both models have a sample size of n, the
F -statistic is given by;
F =
(
RSSr−RSSu
pu−pr
)
(
RSSu
n−pu
)
RSSr and RSSu are the residual sums of squares of the
restricted and unrestricted models, with pr and pu the
number of parameters fitted respectively. Note pu > pr.
Under the null hypothesis that the unrestricted model does not provide a signifi-
cantly better fit than the restricted model, the statistic F follows the F -distribution
with (pu − pr, n − pu) degrees of freedom. The null hypothesis is rejected if
F > F1−α,pu−pr,n−pu .
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F.9.6 Alternate F-Test
There is an alternative formula for F , which is often used when the original data is
not available (i.e. using values from other published research). All that is required is
the coefficient of determination (R2), sample size (n) and number of fitted parameters
(p).
F =
R2 (n− p− 1)
(1−R2) p
The F -statistic, with degrees of freedom p and n− p− 1, can be used to test the null
hypothesis that all β values equal zero (see Appendix F.9.5). The alternative formula
for testing nested models; with the restricted model nested within the unrestricted
model is given by:
F =
(R2u −R2r) (n− pu − 1)
(1−Ru) (pu − pr)
R2r and R
2
u are the coefficients of determination for the
restricted and unrestricted models, with pr and pu the
number of parameters fitted respectively. Note pu > pr.
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Appendix G
Type II Optimisation
This chapter discusses an additional theoretical strategy for developing a discomfort
glare index, complementary to the Method of Groups strategy outlined in Section 3.1.
In practice, due to the large individual variation in observed glare data Type II
Optimisation strategies yield no benefit. This strategy applied to real glare data
simply causes overprediction of discomfort glare. Type II Optimisation has not been
used in any applied glare research and has thus been omitted from the main body of
the thesis. However, type I and type II errors are important in hypothesis testing.
Section G.1 may be considered complementary to the hypothesis testing described in
Section 3.3 and Appendix F.
G.1 Type I and Type II Errors
In statistics, a type I error (or error of the first kind) is the incorrect rejection of
a true null hypothesis. A type II error (or error of the second kind) is the failure
to reject a false null hypothesis [135]. A type I error is a false positive, it leads to
a conclusion relationship exists when in fact there is no relationship. All statistical
hypothesis tests have a probability of making type I and type II errors.
A type I error is often represented by α and a type II error by β. The α level
of a probability test is the risk of committing a type I error i.e. rejecting the null
hypothesis when it is, in fact, true. In order to graphically depict a type II, or β
error, it is necessary to imagine next to the distribution for the null hypothesis a
second distribution for the true alternative (Figure G.1). If the alternative hypothesis
is actually true, but there is a failure to reject the null hypothesis for all values of
the test statistic falling to the left of the critical value, then the area of the curve of
the alternative (true) hypothesis lying to the left of the critical value represents the
percentage of times that a type II error has occurred.
Type I and type II errors are inversely related, as one increases, the other decreases.
The type I (or α) error rate is usually set in advance. In most statistical hypothesis
tests an α level of 0.05 is used. The researcher may consider altering this level de-
pending on the application. The type II error rate for a given test is harder to know
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Figure G.1: Graphical depiction of
Type I and Type II errors [136].
because it requires estimating the distribution of the alternative hypothesis, which is
usually unknown.
G.2 Alternative Type I Error Detection
Type I and II error rates are useful to be aware of in hypothesis tests but they can
be applied outside of statistical hypothesis tests to any hypothesis. In the Type II
Optimisation method of developing a glare index, the null hypothesis would be that
a subjects lighting is “comfortable”; the test statistic would be any proposed glare
metric. Thus a type I error will imply that a subject finds their lighting uncomfortable
when in fact they find it comfortable. A type II error is a false negative. In this case
it would be failing to detect that a subjects lighting was uncomfortable (Figure G.2).
In this application a type II error is considered to be more critical than making a
type I error. That is, if glare metric determines there is “discomfort” when really
there is “comfort”, this is a less critical error than if the model determines there is
“comfort” when really there is “discomfort”. Hence this method seeks to optimise
any proposed glare metric by minimising type II errors.
In application of the method each HDR image with accompanying subjective data
can be checked against the detected glare sources by a proposed metric. There are
two main options in regards to classifying type I errors using this method:
1. Source Accuracy - Check if a calculation method detects glare sources accurately
2. Discomfort Accuracy - Check if a calculation method detects discomfort accu-
rately
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Figure G.2: Type I and II errors [137].
The options sound very similar but there is a significant difference. In the first
option, the calculation method is successful if a glare source is detected that coincides
with the glare source indicated by the occupant. If the calculation method detects a
glare source in an image, but there was no glare source or it does not coincide with
the experienced glare source, this is recorded as a type I error.
In the second option, if the calculation method detects a glare source, but not the
same glare source as indicated by the subject, then the method records a successful
guess. Only if the method detects a glare source, but there is no glare source indicated
by the subject has the method committed a type I error. It is obvious using this second
method or ‘Discomfort Accuracy’ criterion will produce a lower error rate than the
first method for the same predictive calculations. However, using this latter criterion
requires less computational effort that the first method. It is also more robust to
recording error, where a glare source is indicated incorrectly by an occupant.
G.3 Error Optimisation Criterion
With a criterion for defining type I errors, an optimal type II error rate can be
implemented. To reiterate, a type II error would be when a calculation method
detects no glare sources in an image, when there is in fact a glare source indicated.
This type of error is considered to be more damaging than a type I error, thus the idea
is to reduce type II errors as much as is appropriate. Figure G.1 in Section G.1 shows
that type I and II errors are related to each other. With respect to glare prediction,
decreasing the type II error rate will increase the type I error rate, and vice versa as
there is fixed number of images or data to analyse. Therefore it is not practical to
completely eliminate type II errors, as this would increase the type I error rate to the
point that the overall error rate would be too high to be useful at predicting glare. In
practice, the initial type I error rate is usually very high, thus implementing Type II
Optimisation usually has no benefit. The optimisation method has two main steps:
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1. For each glare detection method, find the parameters that optimise the overall
error rate (α + β)
2. Alter the sensitivity of the glare detection to reduce β, such that the overall
error rate is no more than double what it was in the optimal state, (α+ β) <=
2(αo + βo).
The overall goal is to reduce type II errors to a point that the overall error rate is
still acceptable. Some glare detection methods will not be suitable in spite of any
optimisation.
G.4 Weighted Error
The type I and II error rates are dependent on the number of images that are
classified by subjects as being comfortable or uncomfortable. This creates different
probabilities of obtaining type I or II errors. If the overall ratio of “comfort” images
to “discomfort” images is high, the type II error rate will be unrealistically small, as
there are less images that could potentially be classified as type II errors. Thus the
error rates should be weighted for unequal observation types.
α =
2DnII
N2
β =
2C nI
N2
C is the number of comfort images; D is the number of discomfort
images; N = C +D is the overall number of observations; nI and
nII are the number of observations of C and D respectively.
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Appendix H
List of Publications
H.1 Journal Articles
Hirning, M., Coyne, S., Cowling, I. (2010) The use of luminance mapping in devel-
oping discomfort glare research. J Light Vis Env 34(2):101–104
(This paper was presented at the 6th Lux Pacifica, Bangkok, Thailand, April, 2009)
M.B. Hirning, G.L. Isoardi, S. Coyne, V.R. Garcia Hansen, I. Cowling. (2013) Post
occupancy evaluations relating to discomfort glare: A study of green buildings in Bris-
bane, Building and Environment, 59:349–357
M.B. Hirning, G.L. Isoardi, S. Coyne, I. Cowling. (2013) Discomfort glare in open
plan green buildings, Submitted to Energy and Buildings
H.2 Conference Articles
Coyne, S., Isoardi, G., Hirning, M., Luther, M (2008) The use of high dynamic range
luminance mapping in the assessment, understanding and defining of visual issues in
post occupancy building assessment. In Benke, G (Ed.) Proceedings of the IEECB
Focus 2008, European Commission, Frankfurt am Main, Germany, 10–11 April, pp.
1–9.
Hirning, M., Coyne, S. (2008) The application of high dynamic range imaging in
determining physical parameters for discomfort glare research, In Proceedings: Quality
Lighting: Efficient/Effective/Sustainable, IESANZ, 9–11 October 2008, Queenstown,
New Zealand
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Hirning, M., Isoardi, G., Coyne, S., Cowling, I. (2010) Applying the Use of High
Dynamic Range Imaging Pipelines to Discomfort Glare Research. In Proceedings:
CIE 2010: Lighting Quality and Energy Efficiency, Vienna, Austria, 14–17 March, pp
767–775
Hirning, M., Garcia Hansen, V., Bell, J. (2010) Theoretical comparison of innovative
window daylighting devices for a sub-tropical climate using radiance. In Proceedings
of IEECB’10, Joint Research Centre, Institute for Energy, Congress Centre Messe
Frankfurt, Frankfurt, April 13–14
Isoardi, G., Garcia Hansen, VR., Hirning, M (2012) Evaluation of the luminous
environment in open-plan offices with skylights. In World Renewable Energy Forum
(WREF 2012), 13–17 May 2012, Denver, Colorado.
Garcia Hansen, V., Isoardi, G., Hirning, M., Bell, J. (2012) An assessment tool for
selection of appropriate daylighting solutions for buildings in tropical and subtropical
regions: Validation using radiance simulation. In Fellows, C. (Ed.) World Renewable
Energy Forum (WREF) 2012, Curran Associates, Inc., Denver Convention Center,
Denver, Colorado, pp. 3600–3608.
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