The techniques for the automatic generation of test cases try to efficiently find a small set of cases that allow a given adequacy criterion to be fulfilled, thus contributing to a reduction in the cost of software testing. In this paper we present and analyze two versions of an approach based on the Scatter Search metaheuristic technique for the automatic generation of software test cases using a branch coverage adequacy criterion. The first test case generator, called TCSS, uses a diversity property to extend the search of test cases to all branches of the program under test in order to generate test cases that cover these. The second, called TCSS-LS, is an extension of the previous test case generator which combines the diversity property with a local search method that allows the intensification of the search for test cases that cover the difficult branches. We present the results obtained by our generators and carry out a detailed comparison with many other generators, showing a good performance of our approach.
Introduction
Software testing is the process of executing a program in order to find faults, thus helping developers to improve the quality of the product when the discovered faults are solved and reducing the cost produced by these faults. A software test consists of a set of test cases, each of which is made up of the input of the program, called test data, and the output that must be obtained. As the target of software testing is to find faults, a test is successful if an error is found.
Testing is a very important, though expensive phase in software development and maintenance; it has been estimated that software testing entails between 30 percent [28] and 50 percent [4] of software development. A challenging part of this phase entails the generation of test cases. This generation is crucial to the success of the test because it is impossible to achieve a fully tested program given that the number of test cases needed for fully testing a software program is infinite [46] , and a suitable design of test cases will be able to detect a great number of faults.
For these reasons, the techniques for automatic generation of test cases try to efficiently find a small set of cases that allow an adequacy criterion † to be fulfilled, thus reducing the cost of software testing [22] [51] and resulting in more efficient testing of software products .
The search for an optimal solution in the test case generation problem has a great computational cost and for this reason these techniques try to obtain near optimal solutions. As a consequence, they have attracted growing interest from many researchers in recent years. On the other hand, the nature of Software Engineering problems is ideal for the application of metaheuristic techniques, as is shown in the work of Harman & Jones [27] , and besides they obtain good results in test case generations [38] . The search space of solutions in test case generation is very large and many metaheuristic techniques explore a region closer to a specific solution. The metaheuristic technique known as Scatter Search [24] has obtained good results in many combinatorial problems, including the set covering problem [50] , routing problems [5] [52] and the project scheduling problem [64] . These problems have a similar structure as the problem we deal here: they are modelled by means of a graph and their objective is to find a set of solutions that allow covering the requirements represented by this graph according to several constraints.
So the use of Scatter Search to explore the wide search space of solutions of software testing seems to be a promising research area.
Scatter Search [24] is an evolutionary method that works on a population of solutions of the problem to be solved (the definition of a solution depends on the specific problem), which are stored in a set of solutions (Reference Set). The solutions in this set are combined looking for new solutions that hopefully are better than the original ones. The Reference Set stores the best solutions that have been generated so far. To determine whether a solution is good, not only its quality (cost) but also its diversity in the set of solutions is considered. The diversity of the set of solutions is a general concept which indicates the difference among their members in relation to certain attribute. A diverse set of solutions allows by the mating of its members a wider search space to be explored in order to find solutions. In our case, the solutions are the test data, † "An adequacy criterion is considered to be a stopping rule that determines whether sufficient testing has been done […] and provides measurements of test quality" [65] which must be diverse enough to cover the situations required to fulfill a decision coverage criterion.
The rest of the paper is organized as follows. The next section presents an overview of related studies on the automation of test case generation that use metaheuristic search techniques.
Section 3 details our Scatter Search approaches for the automatic generation of test cases called TCSS and its extension, TCSS-LS. In Section 4 we present the results of our generators and carry out a comparison with the generators developed by other authors. Finally, Section 5 presents the conclusions of this paper.
Background
The test data adequacy criteria used in software testing can be divided into structural testing, fault-based testing and error-based testing [65] . Structural testing uses a coverage measure to specify the test requirements. Fault-based testing tries to detect faults in the program. Errorbased testing checks the program at certain points that we know to be problematic. Depending on the source of information used for test case selection, the above criteria can be also divided into program-based, which generate test cases from the code of the program under test, and specification-based, which generate test cases from the program specification.
Several approaches have been used for the automation of test cases generation for programbased structural testing. Among these approaches, we may distinguish between random generation [48] , static techniques [16] and dynamic techniques [31] . Dynamic techniques carry out a direct search of test cases by means of the execution of the program under test, which has been previously instrumented. As the value of all variables is known at runtime, many of the problems relating to the static techniques can be avoided [41] .
Most dynamic techniques use metaheuristic search techniques (Genetic Algorithms, Genetic
Programming, Simulated Annealing, Tabu Search, Scatter Search, etc.). The application of metaheuristic algorithms to solve problems in Software Engineering was proposed by the SEMINAL network (Software Engineering using Metaheuristic INnovative ALgorithms) and is widely explained in [14] . One of these applications is software testing, in which the testing problem is treated as a search or optimization problem, as is shown in several surveys [38] [41].
Besides, as has been pointed out previously, this problem is ideal for the application of metaheurístic techniques [27] .
The most widely used metaheuristic technique in this yield is Genetic Algorithms [25] . This technique is based on the principles of genetics and Darwin's theory of evolution. The Genetic Algorithm operates on a population which is improved in each iteration of the search by means of the use of three natural processes: selection, crossover and mutation. This technique is used in many papers to achieve several coverage criteria: Jones et al. [29] [58] , which apply the Grammar-Guided Genetic Programming (GGGP) approach to the classification task in the context of data mining of relational databases and the selection of test cases using the mutation testing adequacy criterion in the context of software testing. Simulated annealing has been used by Tracey et al.
[56] to generate test cases based on the system specifications and to test exceptions, and by
Waeselynck et al. [59] , which investigate measures of landscape to apply this technique to test generation. Tabu Search has been used to obtain branch coverage in the works of Díaz et al.
[19] [20] and to obtain branch, path and loop coverage by Díaz [17] . Bueno et al. [9] [6] and Sagarna & Lozano [53] , which use this technique to obtain branch coverage. The approaches adopted in these works differ in several aspects to the Scatter Search technique, such as the selection of the node used in each iteration of the search process, the contents of the sets of solutions used by the technique to generate the new solutions of the problem to solve, the updating process of these sets of solutions and their size. In this paper we describe two versions of a Scatter Search approach to obtain branch coverage called TCSS and TCSS-LS. TCSS is a refined version of the preliminary approach described in [5] . Both TCSS and TCSS-LS differ from the approach presented in [53] in the use of the Scatter Search technique, since they use Scatter Search from the beginning of the search of test cases, whereas the work described in [53] proposes to begin the search with an Estimation of Distribution Algorithm (EDA) and to use the Scatter Search to increase the branch coverage obtained by the EDA.
Scatter Search approach to software testing
In this section we explain our adaptation of the Scatter Search technique to the automatic generation of test cases to obtain branch coverage. 
Scatter Search technique
As said in section 1, Scatter Search [24] is an evolutionary method that works on a set of solutions, called the Reference Set, which stores the best solutions that have been generated so far. The solutions in this set are combined in order to obtain new ones, trying to generate each time better solutions, according to quality and diversity criteria.
The basic scheme of the Scatter Search algorithm can be seen in Figure 1 [33] . The Scatter Search algorithm begins by using a diversity generation method to generate P diverse solutions, to which an improvement method is applied. Then the Reference Set is created with the best solutions from P and the most diverse in relation to the solutions already in the Reference Set.
As new solutions are generated, the algorithm produces subsets of the Reference Set using a subset generation method, and applies a solution combination method in order to obtain new solutions, to which an improvement method is applied. Then a Reference Set update method evaluates the new solution to verify whether they can update the Reference Set, as they are better than some solutions stored in the set. If so, the best solutions are included in the Reference Set and the worst solutions are dropped. So, the final solution of the problem to solve is stored in the Reference Set.
-------FIGURE 1 ------
TCSS: A Scatter Search approach to test coverage
Our Scatter Search approach, called TCSS (Test Coverage Scatter Search) has given rise to two versions: a first version of TCSS which is based on a preliminary approach described in [6] and a second version that uses a local search method to intensify the search of test cases that can cover the most difficult branches, which is called TCSS-LS (Test Coverage Scatter SearchLocal Search).
Both versions of TCSS work on the control flow graph associated with the program under test.
The control flow graph is a directed graph G=(N, E, s, e), where N is a set of nodes, E is a set of directed edges a ij = (n i ,n j ) ∈N x N, s ∈ N is the initial node and e ∈ N is the output node of the graph. Each node n ∈ N represents a linear sequence of computations for the program under test and has its own Reference Set. Each arch a ij represents the transfer of the execution control of the program from node n i to node n j when the associated arch decision is true. By means of this control flow graph, it is possible to determine the branches covered by the test cases generated, since the program under test has been instrumented to know the followed path.
An example of control flow graph generation can be seen in Figure • fb k c is the distance to the sibling node, i.e., the node whose input decision is the negation of the node n k decision (the distance between two nodes is defined in Section 3.5). This distance indicates how close the solution came to cover the sibling node.
• fc k c is the distance to the child node that has not been reached by the solution (the distance between two nodes is defined in Section 3.5). This distance indicates how close the solution came to cover the child node.
The control flow graph of Figure 2 with the information stored in the Reference Sets of the root node and the branch nodes can be seen in Figure 3 . Note that the node 4 does not contain set S k .
-
------FIGURE 3 ------
The set of solutions of a node n k (S k ) has a maximum size B k . This size is different for each node n k and depends on the complexity of the source code situated below node n k , which is calculated by the cyclomatic complexity [40] of the control flow graph of the program, with node n k as the root node. This value is multiplied by a fixed factor. Thus, a reasonable number of solutions to generate new solutions are available. The different sizes of the sets S k are a result of the division of the problem into subgoals. The solutions stored in a node n k are used to make progress in the search process by means of the combinations that generate new solutions; TCSS tries to reach the nodes located at lower levels than node n k in the control flow graph with these combinations. Therefore the sets S k of the nodes nearer to the root of the control flow graph are larger in size than the sets S k of the nodes nearer to the leaves.
TCSS will try to make the sets as diverse as possible using a diversity function. Thus it tries to explore a wide search space in order to find solutions that can cover different branches of the program. The diversity of a solution of a set S k is a measure related to the path covered by all solutions of the set.
Search process
The goal of TCSS is to obtain maximum branch coverage, i.e., to find solutions that allow coverage of all the nodes of the control flow graph. As these solutions are stored in the nodes, our goal is therefore for all the nodes to have at least one element in their set S k . However, this
goal cannot be reached when the program under test has unfeasible branches. Therefore, TCSS also stops its execution when a maximum number of test cases has been generated. Initially, the sets S k are empty and they are filled by the generator by means of its iterations. Figure 4 shows the scheme of the TCSS search process.
------FIGURE 4 ------
In each iteration, TCSS selects a node to generate new solutions. The root node is chosen at the first iteration and random solutions are generated in its set S k . In subsequent iterations, the generator selects a node and generates new solutions by means of the combination of several solutions of its set S k . The selected node fulfils the following conditions:
• It has not been evaluated, i.e., it has not been used to generate new solutions.
• Its parents have been already evaluated.
• Among all candidates, it has the greater number of elements in its set of solutions S k .
If the selected node does not have at least two solutions to perform the combinations, a backtracking process, which is not considered in the original Scatter Search algorithm, is carried out. This backtracking process uses a Mutation method in the first version of TCSS and a Local
Search method in the TCSS-LS version. Section 3.7 explains the backtracking process.
TCSS tries to select a node from the top of the control flow graph that has a larger number of solutions in its set S k than the other nodes, because it can contain more diverse solutions due to having more paths below these. On the other hand, the different sizes of the sets S k also help in the selection of the node to evaluate, as the top nodes have more solutions because they can store more elements.
The instrumented program under test is executed with each new solution and the sets S k of the nodes reached in this execution are updated. Then the selected node is marked as evaluated and a new node is chosen to generate new solutions.
The final solution of the generator consists of the sets of values for the input variables that cover the branches of the control flow graph, which are in the sets S k , the branch coverage reached and the time consumed in the search process.
Generation of new solutions
When TCSS selects a node n k to generate new solutions, it chooses a constant number of whether its values overflow the ranges of the input variables. In that case, the value of the input variable that overflows the range is substituted by the limit of the range.
Using these combinations, TCSS tries to generate solutions further from the original ones and solutions situated between them. Furthermore, the solution selection criteria attempt to combine diverse solutions (they cover different paths) which are closer so as to cause a branch jump.
Calculation of distances
In order to calculate the distances fb k c and fc k c of a node n k , TCSS instruments the decisions of the nodes of the program under test. When a solution reaches a node n k , TCSS calculates fb k c using the input decision of the sibling node and calculates fc k c using the input decision of the child node that has not been reached by the solution (the sibling node of the child node reached by the solution). For instance, if the solution x 1 1 in Figure 3 reaches nodes 1 and 2, the distance fb 1 1 is calculated with the input decision of node 4 (!(x1>4)) and the distance fc 1 1 is calculated with the input decision of node 3 (!(x2<5 && x3<10)). The definition of distances fb k c and fc k c is shown in Table 1 . These distances are based on those in [31] [57].
------- 
Updating the sets of solutions
To update the sets S k of the nodes reached in an execution of the program under test, TCSS checks the sizes of these sets and the state of the nodes. Thus, the following situations are considered:
• The node has been evaluated and its set S k is not full; the solution is included in the set.
• The node has been evaluated and its set S k is full; the solution is not included in the set.
• The node has not been evaluated and its set S k is not full; the solution is included in the set.
• The node has not be evaluated and its set S k is full; first the solution is included in the set (provisionally the set exceeds its maximum size) and then the diversity function is applied to determine the solution that must leave the set. When there are two or more solutions with the same diversity value, TCSS checks the value of their distance fb. The solution with the higher value of distance fb, i.e., the further one that can cause a branch jump, leaves the set S k .
TCSS applies the diversity function over the subset that covers the path with more occurrences because it tries to equilibrate the number of solutions that cover different paths, thus achieving more diversity.
Backtracking process
The most difficult situation in the search process occurs when node n k selected to generate new solutions does not have at least two solutions in its set S k to perform the combinations. This situation happens when no test case reaches node n k (or only one test case reaches it) and, in addition, the other candidates do not have at least two solutions either. As TCSS cannot progress in the search process, it therefore applies a backtracking process. This process tries to increase the size of the set S k of node n k by means of the generation of new solutions using the parent node.
TCSS has two options to generate new solutions in the backtracking process:
• To perform combinations: this option is possible when the parent node has solutions that have not been used in previous combinations in its set S k . In this case, the combinations are performed with these solutions. This is the reason why the sets S k of the evaluated nodes accept solutions when they are not full, so the parent node has a set of solutions that can be used in the backtracking process.
• To perform mutation operations: when all solutions of the parent node have been used in previous combinations, TCSS select some solutions of the parent node to generate new solutions by means of a mutation operation. This mutation operation consists in changing the value of some input variable for other random value according to a mutation probability.
The instrumented program under test is executed with each new solution and the sets S k of the nodes reached in this execution are updated as explained in Section 3.6. If any new solution reaches node n k , TCSS carries out backtracking again. If the backtracking backs away to the root node, the algorithm carries out a regeneration process, as the current solutions do not allow the obtaining of total coverage. This regeneration process cleans the sets S k of the node that belong to some path that ends in node n k and randomly generates the solutions of the root node.
The sets cleaned in the regeneration process store one solution to remember the covered nodes.
TCSS-LS: TCSS with a Local Search method
Comparison of a previous version of TCSS with another approach based on a technique that works with a Local Search procedure (Tabu Search) [18] shows that the Tabu Search approach is more efficient in the last iterations of the search of test cases, due to the fact that the Local Search is focused on finding solutions that reach the nodes that have not yet been covered , whereas the Scatter Search approach is more efficient in the first iterations of the search, due to the use of the diversity property, which allows many different branches to be reached with less test cases. The behaviour of both techniques suggests the incorporation of a Local Search method in the TCSS generator to improve the search of test cases for some branches in which the diversification used by Scatter Search finds it difficult to cover. This incorporation has given rise to TCSS-LS.
TCSS-LS uses a Local Search method in the backtracking process, instead of the mutation operations used by TCSS, as this is the point in which TCSS begins to have difficulty to cover some specific branches. Thus, TCSS-LS implements an intensification process to try to cover the nodes that have not been reached in the diversification process. After those nodes have been covered, TCSS-LS uses diversification strategies to cover the rest of the nodes.
To generate solutions that cover a node n k , the local search method selects a solution (called the original solution ( os )) from the set S k of the parent node and carries out, at the most, MAX_ATTEMPT iterations to reach the node n k . This solution has the lower value of the distance to the child node to reach (fc i c ) in order to try to guide the search.
In each iteration, TCSS-LS generates 2n new solutions (where n is the number of input variables of the solution) from the best solution (called the current solution ( cs )) of the previous iteration:
• ns1 = cs i +δ i
• ns2 = cs i -δ i where the index i covers all input variables and δ i is defined as follows: The sets S k of the nodes reached during the local search are updated as described in Section 3.6, except for the node that has the solution os used in the search. Although the set S k of this node is not updated during the execution of the new solutions, it is updated when the local search finishes or selects another os to continue the search. The os is replaced with the best new solution that improves it.
If node n k has not been reached by means of the local search, TCSS-LS uses the new solutions stored in the sets S k to carry out the combinations as the last attempt to cover node n k . Then node n k is labelled as evaluated.
Performance analysis
In this section we present the results obtained by our approach when compared with other methods using several benchmark programs and several input ranges to analyze its efficiency. A review of the literature was carried out to identify the benchmark programs. Although the literature presents many benchmark programs, the selection of a set of such programs to compare approaches is not easy because not all of them have been used with the same adequacy criterion, their source code is not always available, or the results presented are not complete (range and type of input variables, number of test cases generated, time consumed, percentage of coverage reached), all of which makes comparison difficult. Table 2 presents the set of selected benchmark programs for which the comparison can be carried out according to our background research. For each benchmark the table shows a brief description, its abbreviation, the number of branches, the nesting level and the cyclomatic complexity.
-------TABLE 2 ------A comparison of TCSS-LS with TCSS is carried out in Section 4.1 to analyze the improvement that TCSS-LS represents. In Section 4.2 we compare the results of TCSS-LS with the results of
other approaches published so far. As other authors did, we have also compared TCSS and TCSS-LS with the most basic procedure, a random algorithm, and the results of the approaches based on Scatter Search always outperform the random algorithm.
In all cases for our experiments, the stopping condition used for the generators TCSS and TCSS-LS was that of reaching 100% branch coverage or reaching 200000 generated test cases.
For each benchmark and each input range, we carried out 10 runs with the generators, taking average values. All runs were carried out on a Pentium processor 1.50GHz with a RAM memory of 512 MB.
TCSS vs TCSS-LS
The benchmark programs presented in Table 2 were used to compare the behaviour of both version of TCSS in terms of the number of test cases generated and the time consumed.
Whenever possible, each benchmark was executed with both integer and float ranges. The results obtained by the two generators can be seen in Table 3 . Each instance represents a benchmark that has been executed with a specific input range and a specific type of input variables (C for char variables, F for float variables and I for integer variables). For both generators, the percentage of coverage reached, the number of test cases that the generator creates to achieve this coverage and the time consumed (in seconds) are shown for each instance. Note that the test case generators use a large set of test cases to cover all branches, because during the search process they generate test cases that reach branches that had already been covered by other test cases; however not all of them form the set of test cases used in the test process of the program. To obtain the minimum set of test cases that are executed in the program under test to cover all branches during the test process we select a test case from each set S k of a leaf node. For example, TCSS-LS uses 271 test cases to achieve the total coverage of the TM program (instance 27 of Table 3 ), but we select only 12 test cases from the sets S k , one for each leaf node, to test the program, reaching the 100% branch coverage. To perform a correct comparison, the number of test cases generated and the time consumed must be compared when both generators obtain the same percentage of branch coverage. For this reason, when TCSS-LS obtains more coverage than TCSS, the table also shows in brackets the number of test cases generated and the time consumed by TCSS-LS to reach the same coverage obtained by TCSS.
-------TABLE 3 ------
The results obtained by the two generators indicate that TCSS-LS always reaches the coverage achieved by TCSS. From all 40 instances, TCSS achieves 100% coverage in 23 instances and TCSS-LS improves the coverage, reaching 100% in 33 instances. For the remaining 7 instances in which both generators do not reach 100% coverage, TCSS-LS increases the coverage obtained by TCSS in 5 of these.
As regards the test cases generated and the time consumed to achieve the same coverage (25 instances), TCSS-LS requires fewer test cases in 19 instances, in which it consumes less time (instances 3, 6, 7, 15-19, 21, 22, 24-29, 34-36) . Only in 5 instances it generates a larger number of test cases than TCSS (instances 9-11, 20, 31) and in 3 of these, it consumes more time (instances 9-11). In these instances, the local search does not cover some nodes that are then covered by the solutions generated by means of the new combinations performed after the backtracking. Those nodes are successors of a node with an equality condition which contains a variable that appears in the decision of the successor nodes. When the local search tries to achieve the successor nodes, it generates new solutions modifying only the value of a variable of the current solution used (the original solution is stored in the set S k of parent node). As only one variable of the equality condition is modified, it becomes false. The combination of solutions modifies the value of both variables in the same proportion, so that equality remains true. -------FIGURE 5 ------As shown in Figure 5 , TCSS-LS generates fewer test cases and consumes less time for the majority of instances (34 of 40). Moreover, the differences between the test cases are large when TCSS-LS generates fewer test cases than TCSS (for example, instance 17) and are small in the contrary case (for example, instance 31). On the other hand, the ratios also increase with the increase in the range of the input variables; hence, the improvement given by TCSS-LS is greater for high ranges.
In the 15 instances in which TCSS-LS increases
In order to check that both the number of test cases generated and the time consumed by TCSS-LS are significantly smaller than the test cases generated and the time consumed by TCSS and the number of times that TCSS-LS obtains better results than TCSS is also significant, we carried out a statistical analysis with α=0.05.
The first hypothesis to verify is whether TCSS-LS generates less test cases than TCSS. As the test that enables this hypothesis to be verified (the paired t-test) depends on the normality of the distributions, the Kolmogorov-Smirnov test is carried out to check the normality of the variable D TestCases =TestCases TCSS-LS -TestCases TCSS . A very small p-value (<0.001) is obtained, so we cannot assume that the variable follows a normal distribution. Therefore, the Wilcoxon signed rank test for paired data is applied to verify the null hypothesis of median equality (H 0 :m D =0, H 1 :m D <0). The p-value obtained by the analysis is smaller than 0.001<α and therefore the hypothesis H 0 :m D =0 can be rejected. Besides, the average number of test cases generated by TCSS-LS is less than the average generated by TCSS. So we can assume that TCSS-LS generates fewer test cases than TCSS.
The second hypothesis to verify is whether TCSS-LS consumes less time than TCSS. Again, the variable D Time =Time TCSS-LS -Time TCSS does not follow a normal distribution and the Wilcoxon signed rank test for paired data is applied. Once more, the hypothesis H 0 :m D =0 can be rejected, as the p-value<0.001<α. Besides, the average time consumed by TCSS-LS is also less than the average time consumed by TCSS. So we can assume that TCSS-LS consumes less time than TCSS.
We use the McNemar test to verify the third hypothesis that TCSS-LS "wins" more times than TCSS. We consider a generator to be better than the other if it achieves a higher percentage of branch coverage or if it generates fewer test cases when both generators reach the same percentage of branch coverage. In Table 3 it can be seen that TCSS-LS obtains better results than TCSS in 34 instances, whereas it obtains worse results in 5 instances. Both generators obtain the same result in 1 instance. The p-value obtained is smaller than 0.0001<α and therefore the difference between both generators is significant, TCSS-LS obtaining better results than TCSS for more instances.
TCSS-LS vs other generators
The most interesting comparison for a generator is the comparison performed with the generators of other studies. To carry out this comparison, it is necessary for the generators to obtain results for the same coverage criterion and use the same type of input variables and the same input range. In this section we compare the results obtained by TCSS-LS and the generators of other works by means of the use of the benchmark programs presented in Table 2 .
On the other hand, as previously mentioned, in order to carry out a thorough comparison, it is also necessary to know the following results obtained by each generator after its execution: the number of test cases generated, the time consumed and the percentage of branch coverage reached. Although in some cases the range of input variables is not explicitly indicated, this input range can be estimated through the results of the random generator that the studies report (instances 3, 5, 6, 34, 41, 44 in Table 4 , which is explained below). Unlike the previous section, a time comparison cannot be performed, as the time consumed by all generators is not published for all instances.
The results obtained by TCSS-LS in comparison with the results of other approaches are shown in Table 4 . Once more, the percentage of coverage reached, the test cases generated to achieve this coverage and the time consumed (in seconds) by each generator are shown for each instance (an instance is again defined by a benchmark, a specific input range and a specific type of input variables). For the results of other approaches, the column "Generator" shows the type of generator used to execute the corresponding instance and the reference from which these results have been obtained. Once more, a signed input range is used for float and integer variables and an unsigned input range is used for char variables.
-------TABLE 4 ------TCSS-LS reaches 100% coverage in 39 instances and in 30 of these it generates fewer test cases than the other generators (instances 2-12, 16, 19-23, 25, 26, 28-30, 32-39 ). Of the other 9 instances, it generates fewer test cases than some generators in 2 of these (instances 1 and 27).
In the remaining instances, TCSS-LS does not achieve 100% coverage (instances 15, 41-44) or it generates more test cases than the other generators (instances 13, 14, 17, 18, 24, 31, 40) .
After analyzing the results, TCSS-LS generates fewer test cases to obtain a higher or equal percentage of coverage (regardless of the type of input variables and input range) than the other generators for the benchmarks BM, CB, CD, LR, QF and TMM. For the remaining benchmarks, the following situations can be observed:
• AF: TCSS-LS generates more test cases than the best generator when the low range is used (instance 1), but it generates fewer test cases than the other two generators.
• ND: TCSS-LS generates more test cases than TSGen.
• QFS: TCSS-LS generates fewer test cases when the input range is increased.
• RS: TCSS-LS generates more test cases than the best generator, but it generates fewer test cases than the other two generators.
• TM: TCSS-LS generates fewer test cases than the other generator for all ranges and types of input variables except for the low integer range, in which the number of test cases generated is similar.
• TS: TCSS-LS generates fewer test cases than the other generators for small ranges and generates more test cases for the high range used.
• TW: TCSS-LS does not obtain 100% coverage because it does not cover a node with an orthogonal condition, which is covered in two of ten runs (this condition is reached in all runs when the input range uses 11 bits). TCSS-LS cover the other branches of the benchmark with fewer test cases than some generators. However a correct comparison cannot be carried out as the number of test cases generated by the other generators for the same coverage is not known. Figure 6 shows the ratios (logarithmic 10 scale) for the test cases (CR) which relates the best generator of the other works for each instance to TCSS-LS (in each instance the generator which obtains the best result is compared against TCSS-LS). The rhombus points represent the CR of the instances in which TCSS-LS reaches more or equal coverage than the best generator of the other works (when TCSS-LS achieves more coverage than the other generator, the ratio is calculated with the test cases generated to obtain the same coverage of that generator). The asterisk points represent the CR of the instances in which TCSS-LS reaches less coverage than the best generator of the other approaches. These CR are not comparable, since they are calculated with test cases that allow different percentage of coverage to be reached.
-------FIGURE 6 ------As is shown in the figure, TCSS-LS once again generates fewer test cases for the majority of instances (32 of 
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Negation is propagated using De Morgan's law Table 3 : Results obtained in the experimentation comparing TCSS and TCSS-LS: % coverage achieved, test cases generated and time consumed. Each instance is defined by a benchmark executed with a specific input range (L for 8 bits, M for 16 bits and H for 32 bits) and a specific type of input variable (C for char, F for float and I for integer). The values in brackets are the test cases generated and the time consumed by TCSS-LS to reach the same coverage obtained by TCSS. Table 4 : Results obtained in the experimentation comparing TCSS-LS and other generators: % coverage achieved, test cases generated and time consumed. Each instance is defined by a benchmark executed with a specific input range and a specific type of input variable (C for char, F for float and I for integer). 
