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Abstract
Let X be an n by p matrix, and define RX(λ) = X(X′X + λPX′)−X′, which is called a ridge operator,
whereλ is a nonnegative constant (called the ridge parameter), andPX′ = X′(XX′)−X. Various properties of
RX(λ) were discussed, including additive decompositions of this matrix similar to those of PX ≡ RX(0) =
X(X′X)−X′, the orthogonal projector onto the range space of X. These properties and decompositions
are useful, especially in ridge estimation of reduced rank regression and multiple-set canonical correlation
analyses.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let X denote an n by p matrix. We define a ridge operator by
RX(λ) = X(X′X + λPX′)−X′, (1)
where − indicates a g-inverse, λ ( 0) is called the ridge parameter, and PX′ = X′(XX′)−X is
the orthogonal projector onto Sp(X′), the row space of X. This is a linear operator for a fixed
value of λ as will be assumed throughout this paper. Matrix PX′ reduces to Ip, the identity matrix
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of order p, when X is columnwise nonsingular. A matrix of the above form most notably arises
in ridge regression ([6,15]; see also [3] for an up-to-date account of the topic), where the vector
of regression coefficients b in the linear model y = Xb + e is estimated by minimizing the ridge
least squares (RLS) criterion
φλ(b) = ‖y − Xb‖2 + λ‖b‖2PX′ , (2)
where ‖y − Xb‖2 = (y − Xb)′(y − Xb), and ‖b‖2PX′ = b′PX′b = b′b. Throughout this paper
we assume that the vector of regression coefficients is in the row space of predictor variables,
namely Sp(b) ⊂ Sp(X′). This can be made without loss of generality: Suppose b = b0 + b1,
where b0 ∈ Sp(X′) and b1 ∈ Ker(X), where Ker(X) indicates the null space of X. Then, Xb =
Xb0 + Xb1 = Xb0. Thus, we may set b = b0 ∈ Sp(X′) without affecting the prediction vector
Xb. An RLS estimate of b is given by bˆ(λ) = X−λ y, where
X−λ = (X′X + λPX′)−X′ (3)
is sometimes called a Tikhonov regularized inverse [5]. (To ensure bˆ(λ) ∈ Sp(X′), we may pre-
multiply bˆ(λ) defined above by PX′ , which is equivalent to choosing (X′X + λPX′)−m (a minimum
norm g-inverse of X′X + λPX′ ) for (X′X + λPX′)− in (3). However, since the prediction vector
Xbˆ(λ) is invariant no matter which g-inverse of X′X + λPX′ is used, we do not bother to require
bˆ(λ) ∈ Sp(X′) explicitly.) Matrix RX(λ) defined in (1) is an operator that turns y into Xbˆ(λ), that
is, Xbˆ(λ) = RX(λ)y, where RX(λ) = XX−λ .
Gulliksson and Wedin [5] called RX(λ) a Tikhonov filter matrix, and discussed some of
its properties. In fact, they treated a special case of (1), in which X was assumed colum-
nwise nonsingular. Note, however, that (X′X + λIp)−1 ∈ {(X′X + λPX′)−}, and that RX(λ)
is invariant over the choice of g-inverse (X′X + λPX′)− (see Theorem 1(i) below), so that
X(X′X + λIp)−1X′ = X(X′X + λPX′)−X′ = RX(λ). In this paper, we present many other in-
teresting properties of the ridge operator, including its additive decompositions analogous to the
well known decompositions (e.g., [9]) of the orthogonal projector PX ≡ RX(0) = X(X′X)−X′.
We first discuss the simplest case in which X is a single (non-partitioned) matrix. We then discuss
the situation in which X is partitioned into K disjoint row block matrices (Section 3). We then
focus on the special case of K = 2 and derive a number of decomposition formula for RX(λ)
(Section 4). In the final section, we provide examples of application.
2. Non-partitioned matrix X
We begin by defining a matrix which plays a key role in this paper. Let X and λ be as introduced
earlier. Define
M(λ) = Jn + λ(XX′)+, (4)
where Jn is any symmetric matrix such that JnX = X (e.g., Jn = sIn + (1 − s)PX for any s,
where PX ≡ X(X′X)−X′), and (XX′)+ is the Moore–Penrose inverse of XX′. However, to
ensure nonnegative-definiteness (nnd) of M(λ), we require s  0. Matrix M(λ) is called a ridge
metric matrix. It can easily be observed thatM(λ) is invariant over any orthogonal transformations
of X of the form XT , where T ′T = T T ′ = Ip. Note that (XX)+ can be expressed as
(XX′)+ = PX(XX′)−PX = X(X′X)+2X′, (5)
where (X′X)+2 = ((X′X)+)2. The first equality follows from Note 3.3.8 of Rao and Mitra [8],
and the second equality from the commutativity of X′X and (X′X)+. There are many interesting
properties of M(λ), of which the most relevant one in this paper is the following:
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X′X + λPX′ = X′M(λ)X, (6)
so that RX(λ) defined in (1) can also be expressed as
RX(λ) = X(X′M(λ)X)−X′. (7)
We also let
SX(λ) = In − RX(λ) (8)
and
N(λ) = Jp + λ(X′X)+, (9)
where Jp is any matrix such that XJp = X, and hence can be any matrix of the form sIp + (1 −
s)PX′ for any s. Again, we require s  0 to ensure the nnd-ness of N(λ). Similarly to (5), (X′X)+
can be expressed as
(X′X)+ = PX′(X′X)−PX′ = X′(XX′)+2X. (10)
The following equalities hold.
Lemma 1. Let M(λ) and N(λ) be as defined in (4) and (9). Then
(i) X′M(λ) = N(λ)X′.
(ii) M(λ)X = XN(λ).
(iii) Sp(M(λ)X) = Sp(XN(λ)) = Sp(X).
Proof. A proof for (i) is straightforward by noting (5) and (10). That is, X′M(λ) =
X′ + λX′PX(XX′)−PX = X′ + λX′(XX′)−X(X′X)−X′ = X′ + λPX′(X′X)−PX′X′ = (Jp +
λ(X′X)+)X′ = N(λ)X′. (ii) follows from (i) because of the symmetry of M(λ) and N(λ). The
first equality in (iii) follows immediately from (ii). The second equality follows from XN(λ) =
X(Ip + λ(X′X)+) and rank(Ip + λ(X′X)+) = p. 
In fact, somewhat more “general” results than Lemma 1 can be established, namelyX′M(λ)s =
N(λ)sX and M(λ)sX = XN(λ)s for any s. However, this generality is not relevant in the present
paper. Lemma 1 implies the following corollary.
Corollary 1. Let M(λ) and N(λ) be as in Lemma 1. Then
X′M(λ)X = N(λ)X′X = X′XN(λ) = N(λ)sX′XN(λ)1−s (11)
for any s.
Proof. The first two equalities follow directly from Lemma 1. The second equality indicates X′X
and N(λ) commute, which implies the third equality. 
We now give the first theorem.
Theorem 1. Let RX(λ), SX(λ), and M(λ) be as defined above. Then, the following properties
hold:
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(i) RX(λ) is symmetric and invariant over the choice of g-inverse (X′M(λ)X)−.
(ii) RX(λ)M(λ)RX(λ) = RX(λ). (RX(λ) is “idempotent” with respect to the metric matrix
M(λ).)
(iii) RX(λ) − RX(λ)2 = λX(X′M(λ)X)−PX′(X′M(λ)X)−X′  0, where “ 0” means the ma-
trix on the left-hand side is nnd . The strict equality means RX(λ) is a projector, which
happens if λ = 0.
(iv) RX − RX(λ)2 = RX(λ)SX(λ) = SX(λ)RX(λ) = SX(λ) − SX(λ)2 (≥ 0).
(v) M(λ)aRX(λ)M(λ)1−a = X(X′X)−X′ = PX = RX(0) for any 0 ≥ a ≤ 1. In particular,
M(λ)aRX(λ)M(λ)
1−a = RX(λ)M(λ) when a = 0, and M(λ)aRX(λ)M(λ)1−a =
M(λ)RX(λ) when a = 1.
(vi) PXRX(λ) = RX(λ), which implies QXRX(λ) = 0, QXSX(λ) = QX, and PXSX(λ) =
PX − RX(λ), where QX = I − PX.
(vii) Let X˜ be any matrix such that Sp(X˜) ⊂ Sp(X), and let RX˜(λ) = X˜(X˜′M(λ)X˜)−X˜′. Then,
RX˜(λ)M(λ)RX˜(λ) = RX˜(λ), and RX˜(λ)M(λ)RX(λ) = RX(λ)M(λ)RX˜(λ) = RX˜(λ).
(viii) RX(λ)+ = M(λ), and M(λ)+ = RX(λ).
(ix) RX(λ) is invariant over the orthogonal transformation of X of the form XT, where T ′T =
T T ′ = I.
Proof. (i) The invariance follows from Sp(X′) ⊂ Sp(X′M(λ)X), and Lemma 2.2.4(iii) (and
Supplement 14) of Rao and Mitra [8]. The invariance implies symmetry. (ii) can be directly ver-
ified:RX(λ)M(λ)RX(λ) = X(X′M(λ)X′)−X′M(λ)X(X′M(λ)X)−X′ = X(X′M(λ)X′)−X′ =
RX(λ), since X(X′M(λ)X′)−X′M(λ)X = X because Sp(X′) ⊂ Sp(X′M(λ)X). (ii) implies
RX(λ)M(λ) is a projector. (iii) can also be directly verified: RX(λ)2 + λX(X′M(λ)X)−
PX′(X′M(λ)X)−X′ =RX(λ)2 + λRX(λ)(XX′)+RX(λ)=RX(λ)(Jn+λ(XX′)+)RX(λ)=RX(λ)
M(λ)RX(λ) = RX(λ). (iii) indicates that RX(λ) is a contraction matrix with its eigenvalues all
between 0 and 1 inclusive. RX(λ) is also semi-simple (rank(RX(λ)) = rank(RX(λ)2)), so that it
is diagonalizable by a similarity transformation. See also the second paragraph of Application 1
in the application section. (iv) is trivial, but it indicates that SX(λ) is also a contraction matrix.
(v) (ii) indicates that RX(λ)M(λ) is the projector onto Sp(X) along Ker(X′M(λ)) [15], since
rank(M(λ)X) = rank(X) by Lemma 1(iii) which also indicates that Ker(X′M(λ)) = Ker(X′),
so that RX(λ)M(λ) is in fact the orthogonal projector onto Sp(X). (vi) By direct verification.
(vii) is trivial. Note, however, that RX˜(λ)M(λ) is a projector, but in general RX˜(λ)M(λ) /= PX˜.
(viii) Another interpretation of (ii) is that M(λ) is a g-inverse of RX(λ). That M(λ) satisfies the
other three Penrose conditions can be easily verified. See (v), and note that M(λ)PX = M(λ).
The second equality follows from the first. (ix) This easily follows from the invariance of M(λ)
over any orthogonal transformations of the form XT . 
The ridge operator defined in (1) can easily be generalized [6] to
R
(L)
X (λ) = X(X′X + λL)−X′, (12)
where L is an nnd matrix such that Sp(L) = Sp(X′) = Sp(X′X). The above theorem can also be
extended to the generalized ridge operator.
Theorem 2. LetX be as in Theorem 1,and letLbe ap byp nnd matrix such that Sp(L) = Sp(X′).
Define
M(L)(λ) = Jn + λ(XL−X′)+. (13)
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Then, Sp(M(L)(λ)X) = Sp(X), X′M(L)(λ)X = X′X + λL, R(L)X (λ) = X(X′M(L)(λ)X)−X′,
and properties analogous to those that hold for RX(λ) stated in Theorem 1 also hold for R(L)X (λ).
Proof. Note first that (XL−X′)+ can be expressed as (XL−X′)+ = X(X′X)+L(X′X)+X′, and
the rest of the theorem can be proved similarly to Theorem 1. IfL does not satisfy Sp(L) = Sp(X′)
initially, we may simply redefine it by PX′LPX′ . RX(λ) and M(λ) are considered as special cases
of P (L)(λ) and M(L)(λ), respectively, where L = PX′ . Note that X(PX′)−X′ = X(PX′)+X′ =
XPX′X′ = XX′. The property analogous to Theorem 1(ix) may require some elaboration. Let
T = (Z′)−RUZ′, where Z is a p by r matrix such that L = ZZ′ (where r = rank(L)), (Z′)−R is
a right inverse of Z′, and U is any orthogonal matrix of order r . Then, R(L)X (λ) is invariant over
the transformation of the form XT . Note that A = (Z′)−RU ′Z′ ∈ {T −r } (where T −r is a reflexive
g-inverse ofT ),XTA = X(Z′)−RZ′ = X, andAL−A′ = L−, so thatXL−X′ =XTAL−A′T ′X′ =
XTL−T ′X′. 
The above theorem can further be extended to the situation in which we have a nonidentity
weight matrix V on the column side of X. Let X and L be as defined in Theorem 2, and
let V be an n by n nnd matrix such that rank(VX) = rank(X) [15]. We define M(L,V )(λ) =
J ∗n + λ(XL−X′V )+V,V , where J ∗n is any matrix such that X′V J ∗n = X′V , and (XL−X′V )+V,V is
the weighted Moore–Penrose inverse of XL−X′V with respect to the metric matrices V and V
(i.e., (XL−X′V )+V,V is a reflexive g-inverse of XL−X′V such that both (XL−X′V )+V,V XL−X′V
and XL−X′V (XL−X′V )+V,V are left-symmetric with respect to V ). Then, X′VM(L,V )(λ)X =
X′VX + λL, and we define R(L,V )X (λ) = X(X′VM(L,V )(λ)X)−X′V . Mitra [7] called the
(X′VX + λL)−X′V part of R(L,V )X (λ) an optimal inverse. Obviously, an optimal inverse is
not a g-inverse in the usual sense (e.g., [8]). Note that (XL−X′V )+V,V can be expressed as
(XL−X′V )+V,V = X(X′VX)+L(X′VX)+X′V , so that M(L,V )(λ) is not symmetric, but left-
symmetric with respect to V .
3. When X is partitioned into K disjoint subsets
In this section, we deal with the situation in which X is partitioned into K subsets. We assume
that these submatrices are disjoint.
Theorem 3. Let X = [X1, . . . , XK ] be an n by p row block matrix, where Xk (n by pk), k =
1, . . . , K, are disjoint, i.e.,∑Kk=1 rank(Xk) = rank(X). Define M(λ) as in (4). Then
X′kM(λ)Xj =
{
X′kXk + λPX′k ≡ Dk(λ) (k = j),
X′kXj (k /= j),
(14)
where PX′k = X′k(XkX′k)−Xk is the orthogonal projector onto Sp(X′k). Note that PX′k reduces
to Ipk if Xk has full column rank.
Proof. From Theorem 1.2 of Anderson and Styan [2], AkA−Ak = Ak and AkA−Aj = 0 for
k /= j if and only if rank(A) =∑Kk=1 rank(Ak), where A =∑Kk=1 Ak . By setting Ak = XkX′k ,
we obtainA = XX′ =∑Kk=1 XkX′k =∑Kk=1 Ak , so that rank(A) =∑Kk=1 rank(Ak) is equivalent
to rank(X) =∑Kk=1 rank(Xk). It also follows that [16, Theorem 2]
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XkX
′
k(XX
′)−XjX′j =
{
XkX
′
k (k = j),
0 (k /= j). (15)
By pre- and post-multiplying (15) by (X′kXk)+X′k and Xj(X′jXj )+, respectively, we obtain
X′k(XX′)−Xj =
{
PX′k (k = j),
0 (k /= j) (16)
from which the theorem follows immediately. Note that X′k(XX′)−Xj = X′kPX(XX′)−PXXj =
X′k(XX′)+Xj , where the second equality follows from (5). 
The following corollary can readily be derived from the above theorem. Matrix RXk(λ) (to be
defined below) has similar properties as RX(λ) discussed in the previous section.
Corollary 2. Let Xk, Dk(λ), and M(λ) be as defined in Theorem 3. Further, let
RXk(λ) = XkDk(λ)−X′k (17)
for k = 1, . . . , K. Then, RXk(λ) is symmetric and invariant over the choice of Dk(λ)−, and
RXk(λ)M(λ)RXj (λ) =
{
RXk(λ) (k = j),
RXk (λ)RXj (λ) (k /= j). (18)
Proof. ThatRXk(λ) is symmetric and invariant over the choice ofDk(λ)− follows from Sp(X′k) ⊂
Sp(Dk(λ)) and Lemma 2.2.4(iii) of Rao and Mitra [8], as in the case of RX(λ) in Theorem
1. Furthermore, we have RXk(λ)M(λ)RXj (λ) = XkDk(λ)−X′kM(λ)XjDj (λ)−X′j . For k = j ,
X′kM(λ)Xk = Dk(λ), so that RXk(λ)M(λ)RXk (λ) = XkDk(λ)−Dk(λ)Dk(λ)−X′k = XkDk(λ)−
X′k = RXk(λ), since XkDk(λ)−Dk(λ) = Xk . (This is no surprise if we set X˜ = Xk in Theorem
1(vii).) For k /= j , X′kM(λ)Xj = X′kXj , so that RXk(λ)M(λ)RXj (λ) = RXk(λ)RXj (λ). 
Theorem 3 and Corollary 2 can be generalized into the following theorem in a manner in which
Theorem 1 was generalized into Theorem 2.
Theorem 4. Let X be as introduced above, and let Lk be a pk by pk nnd matrix such that
Sp(Lk) = Sp(X′k). Let L be the block diagonal matrix with Lk as the kth diagonal block. Define
M(L(λ) as in (13). Then
X′kM(L)(λ)Xj =
{
X′kXk + λLk ≡ D(Lk)k (λ) (k = j),
X′kXj (k /= j).
(19)
Further, let
R
(Lk)
Xk
(λ) = XkD(Lk)k (λ)−X′k (20)
for k = 1, . . . , K. Then
R
(Lk)
Xk
(λ)M(L)(λ)R
(Lj )
Xj
(λ) =
{
R
(Lk)
Xk
(λ) (k = j),
R
(Lk)
Xk
(λ)R
(Lj )
Xj
(λ) (k /= j). (21)
Proof. We setA = XL−X′ =∑Kk=1 XkL−k X′k =∑Kk=1 Ak in Anderson and Styan’s [2, Theorem
1.2]. Then
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XkL
−
k X
′
k(XL
−X′)−XjL−j X
′
j =
{
XkL
−
k X
′
k (k = j),
0 (k /= j), (22)
if and only if
rank(XL−X′) =
K∑
k=1
rank(XkL−k X
′
k), (23)
which, in the light of Sp(Lk) = Sp(X′k), is equivalent to rank(X) =
∑K
k=1 rank(Xk). By pre- and
post-multiplying (22) by Lk(X′kXk)+X′k and Xk(X′kXk)+Lk , respectively, and also taking into
account that Sp(Lk) = Sp(X′k), we obtain
X′k(XL−X′)−Xj = X′k(XL−X′)+Xj =
{
Lk (k = j),
0 (k /= j) (24)
from which (19) and (21) follow immediately. 
4. Decompositions of RX(λ) when K = 2
In this section, we focus on the case in which K = 2 and derive various decompositions of the
ridge operator RX(λ) analogous to those of the orthogonal projector PX [11, Lemma 3].
Theorem 5. Let X = [X1, X2], where X1 and X2 are assumed disjoint except in (ii) below. Let
RX1(λ) and RX2(λ) be as defined in (17). Then, the following statements hold:
(i) RX(λ) = RX1(λ) + RX2(λ) if and only if X′1M(λ)X2 = X′1X2 = 0.
(ii) RX(λ) = RX1(λ) + RX2(λ) − RX1(λ)M(λ)RX2(λ) if and only if RX1(λ)M(λ)RX2(λ) =
RX2(λ)M(λ)RX1(λ).
(iii) RX(λ) = RX1(λ) + RSX1 (λ)X2(λ) = RX2(λ) + RSX2 (λ)X1(λ), where RSX1 (λ)X2(λ) =
SX1(λ)X2(X
′
2SX1(λ)X2+λRX′2)−X′2SX1(λ)andRSX2 (λ)X1(λ)=SX2(λ)X1(X′1SX2(λ)X1+
λPX′1)
−X′1SX2(λ). Note that X′1SX2(λ)M(λ)SX2(λ)X1 = X′1SX2(λ)X1 + λPX′1 and
X′2SX1(λ)M(λ)SX1(λ)X2 = X′2SX1(λ)X2 + λPX′2 .
(iv) RX(λ) = RX1/SX2 (λ)(λ) + RX2/SX1 (λ)(λ), where RX1/SX2 (λ)(λ) = X1(X′1SX2(λ)X1 +
λPX′1)
−X′1SX2(λ) and RX2/SX1 (λ)(λ) = X2(X′2SX1(λ)X2 + λPX′2)−X′2SX1(λ).
(v) RX(λ) = RXH (λ) + RXG(λ), where G is such that Sp(G) = Ker(H ′X′M(λ)X).
Proof. We prove the theorem in the order of (i), (iii), (v), (iv) and (ii).
(i) It can easily be verified that RX(λ)M(λ), RX1(λ)M(λ), and RX2(λ)M(λ) are orthogonal
projectors, and that Sp(RX(λ)M(λ)) = Sp(X) = Sp([X1, X2])=Sp(RX1(λ)M(λ)) ⊕ Sp(RX2(λ)
M(λ)). Further, X1 and X2 are M(λ)-orthogonal. We thus have RX(λ)M(λ) = RX1(λ)M(λ) +
RX2(λ)M(λ) (by Lemma 4(i) in [11], for example). By post-multiplying this equation byM(λ)+ =
RX(λ), and taking into account Theorem 1(v) and (vii), we obtain (i). Conversely, RX(λ) =
RX1(λ) + RX2(λ), and that RX(λ)M(λ) and RXk(λ)M(λ) (k = 1, 2) are projectors imply RX1(λ)
RX2(λ) = −RX2(λ)RX1(λ). By pre-multiplying both sides of this equation by RX1(λ)M(λ) we
obtain RX1(λ)RX2(λ) = −RX1(λ)RX2(λ)RX1(λ), and by post-multiplying them by M(λ)RX1(λ)
we obtain RX1(λ)RX2(λ)RX1(λ) = −RX2(λ)RX1(λ), which together imply RX1(λ)RX2(λ) =
RX2(λ)RX1(λ). SinceRX1(λ)RX2(λ)=−RX2(λ)RX1(λ) also holds, this impliesRX1(λ)RX2(λ)=
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RX2(λ)RX1(λ) = 0, which in turn implies X′1X2 = 0. This decomposition is analogous to PX =
PX1 + PX2 if and only if X′1X2 = 0.
(iii) It can easily be verified that X1 and SX1(λ)X2 are M(λ)-orthogonal, i.e., X′1M(λ)SX1(λ)
X2 = 0, and so are X2 and SX2(λ)X1. (The former may be seen from X′1M(λ)SX1(λ)X2 =
X′1M(λ)X2 − X′1M(λ)X1(X′1M(λ)X1)−X′1X2 = X′1X2 − X′1X2 = 0. The latter can also be
shown in essentially the same way.) We show Sp(X) = Sp([X1, SX1(λ)X2]) = Sp([SX2(λ)X1,
X2]). Then, this case reduces to (i). To show the first equality, we note that
[X1, SX1(λ)X2] = [X1, X2]
[
Ip1 −(X′1M(λ)X1)−X′1X2
0 Ip2
]
,
where the second matrix on the right-hand side is nonsingular. The second equality can be
similarly proven. This decomposition is analogous to PX = PX1 + PQX2X1 = PX2 + PQX1X2 ,
where PQX2X1 and PQX1X2 are the orthogonal projectors onto Sp(QX2X1) and Sp(QX1X2),
respectively. This decomposition is useful when we fit one of X1 and X2 first, and then fit the
other to the residual.
(v) It can readily be seen that XH and XG are M(λ)-orthogonal, and that Sp(X) = Sp(XH) ⊕
Sp(XG). By setting X1 = XH and X2 = XG, this case reduces to (i). This decomposition is
analogous to PX = PXH + PXG, where G is such that Sp(G) = Ker(H ′X′X). In [11], G is
parameterized as C, where C = X′M(λ)XG, and hence Sp(C) ⊂ Sp(X′M(λ)X). The decompo-
sition in (v) is then written as RX(λ) = RXH (λ) + RX(X′M(λ)X)−C(λ). This form is often more
convenient, since two forms of constraints on the vector b of regression coefficients, b = Hb∗ for
some b∗ and C′b = 0, are equivalent when Ker(C′) = Sp(H).
(iv) is obtained by a direct expansion of RX(λ) = X(X′M(λ)X)−X′. Note that (X′M(λ)X)−
has the following expression, since X′M(λ)X is nnd:
(X′M(λ)X)− =
[
T −1 −T −1 X′1X2D2(λ)−−T −2 X′2X1D1(λ)− T −2
]
,
where T1 = D1(λ) − X′1RX2(λ)X1, and T2 = D2(λ) − X′2RX1(λ)X2. Note further that
−T −2 X′2X1D1(λ)− and −T −1 X′1X2D2(λ)− can be made equal to the transpose of each other,
and T −2 can be further expanded into T
−
2 = D2(λ)− + D2(λ)−X′2X1T −1 X′1X2D2(λ)−. (T −1 can
be similarly expanded.) This decomposition is analogous to PX = PX1/QX2 + PX2/QX1 , where
PX1/QX2
= X1(X′1QX2X1)−X′1QX2 and PX2/QX1 = X2(X′2QX1X2)−X′2QX1 . The decomposi-
tion is useful when we fit both X1 and X2 simultaneously. Note that X′1SX2(λ)M(λ)X2 = 0 and
X′2SX1(λ)M(λ)X1 = 0. Note also that X′1(SX1(λ)M(λ)SX1(λ) + SX2(λ)M(λ)SX2(λ))X2 = 0,
so that the two terms in this decomposition are orthogonal with respect to SX1(λ)M(λ)SX1(λ) +
SX2(λ)M(λ)SX2(λ).
(ii) Sufficiency. When X1 and X2 are not disjoint, Sp(X) is partitioned into three disjoint
subspaces, the subspace unique to X1, the subspace unique to X2, and the subspace commonly
shared by both X1 and X2. Let R11(λ), R22(λ), and R12(λ) denote the ridge operators on these
three subspaces. Then,RX1(λ) = R11(λ) + R12(λ), where the two terms on the right-hand side are
M(λ)-orthogonal. Similarly, RX2(λ) = R22(λ) + R12(λ), where the two terms on the right-hand
side are M(λ)-orthogonal. By expanding RX1(λ)M(λ)RX2(λ) and RX2(λ)M(λ)RX1(λ), which
are by assumption equal, we obtain R11(λ)M(λ)R22(λ) = R11(λ)R22(λ) = R22(λ)R11(λ) =
R22(λ)M(λ)R11(λ), which is further equal to 0, since R11(λ) and R22(λ) are disjoint. This implies
R12(λ) = RX1(λ)M(λ)RX2(λ) = RX2(λ)M(λ)RX1(λ). Thus, RX(λ) = R11(λ) + R22(λ) +
R12(λ) = (R11(λ) + R12(λ)) + (R22(λ) + R12(λ)) − R12(λ) = RX1(λ) + RX2(λ) − RX1(λ)
M(λ)RX2(λ).
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Necessity. RX(λ), RX1(λ), and RX2(λ) are all symmetric, and so is RX1(λ)M(λ)RX2(λ),
which immediately implies RX1(λ) and RX2(λ) are M(λ)-commutative. Note that M(λ)-com-
mutativity is equivalent to RX1(λ)M(λ)RX2(λ)M(λ) being idempotent. It is also equivalent to
RX2(λ)M(λ)RX1(λ)M(λ) being idempotent. This decomposition is analogous to PX = PX1 +
PX2 − PX1PX2 if and only if PX1PX2 = PX2PX1 [9], and is useful in two-way ANOVA without
interactions. 
The following two decompositions are obtained by combining two decompositions ((iii) and
(v)) in Theorem 5.
Corollary 3. Let X be as in Theorem 5, and let H be a p1 by t ( p1) matrix:
(1) Further, let A, B, and W be such that (a) Sp(A) = Ker(H ′X′1RX2(λ)X1), (b) Sp(B) =
Ker(H ′X′1SX2(λ)M(λ)X1), and (c) Sp(W) = Ker(X′1X2). Then
RX(λ) = RRX2 (λ)X1H (λ) + RRX2 (λ)X1A(λ) + RSX2 (λ)X1H (λ)
+RSX2 (λ)X1B(λ) + RX2W(λ). (25)
The five terms in the decomposition are allM(λ)-orthogonal, andM(λ)-projectors. (RX(λ)
is said to be an M(λ)-projector when RX(λ)M(λ) and M(λ)RX(λ) are projectors.)
(2) Let G, H, U, and V be such that (a) Sp(G) = Ker(H ′X′1M(λ)X1), (b) Sp(U) =
Ker(X′2X1H), and (c) Sp(V ) = Ker(X′2X1G). Then
RX(λ) = RRX1H (λ)X2(λ) + RX1HU(λ) + RRX1G(λ)X2(λ)
+RX1GV (λ) + RSX1 (λ)X2(λ). (26)
The five terms in the decomposition are all M(λ)-orthogonal, and M(λ)-projectors.
Proof. (1) M(λ)-orthogonalities among the terms in the decomposition can be shown by tracing
the derivation of these terms. RX(λ) is first split into RX2(λ) and RSX2 (λ)X1(λ) by (iii) of Theorem
5. (References to Greek numbers such as (iii) are to those in Theorem 5.) Then, RX2(λ) is split into
RRX2 (λ)X1
(λ) and RX2(λ) − RRX2 (λ)X1(λ) = RX2W(λ) using (1c) and (v). (References to Arabic
numerals like (1a) are to those in Corollary 3.) Finally, RRX2 (λ)X1(λ) is split into RRX2 (λ)X1H (λ)
and RRX2 (λ)X1(λ) − RRX2 (λ)X1H (λ) = RRX2 (λ)X1A(λ) using (1a) and (v), and RSX2 (λ)X1(λ) is
split into RSX2 (λ)X1H (λ) and RSX2 (λ)X1(λ) − RSX2 (λ)X1H (λ) = RSX2 (λ)X1B(λ) using (1b) and (v).
All of these decompositions are M(λ)-orthogonal, so that the resultant terms are all mutually
M(λ)-orthogonal. That they all become projectors when post-multiplied by M(λ) can be directly
verified.
(2) Again, M(λ)-orthogonalities of the five terms in the decompostion can be readily shown by
tracing the decomposition. RX(λ) is first split into RX1(λ) and RSX1 (λ)X2(λ) by the second half of(iii). Then, RX1(λ) is split into RX1H (λ) and RX1G(λ) by (2a) and (v). Then, X2 is projected onto
both RX1H (λ) and RX1G(λ). The former splits RX1H (λ) into RRX1H (λ)X2(λ) and RX1H (λ) −
RRX1H (λ)X2
(λ) = RX1HU(λ) by (2b) and (v), and the latter RX1G(λ) into RRX1G(λ)X2(λ) and
RX1G(λ) − RRX1G(λ)X2(λ) = RX1GV (λ) by (2c) and (v). Again, all these decompositions are
M(λ)-orthogonal, and consequently, the resultant terms are all mutually M(λ)-orthogonal. 
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The decompositions in the above corollary are analogous to those derived by Takane et al.
[12] for PX and were used to construct a variety of constrained/partial canonical correlation
analyses (CANO). With the above decompositions it is now possible to develop a variety of ridge
constrained/partial CANO methods.
5. Applications
Application 1. Let Y (n × p) and X(n × q) denote matrices of criterion variables and predictor
variables, respectively, in a multivariate regression model
Y = XB + E, (27)
whereB is the matrix of regression coefficients andE is the matrix of disturbance terms. In reduced
rank regression analysis [1], B is subject to the rank restriction of the form, rank(B)  min(p, q).
In the reduced rank ridge regression analysis, an estimate of B is obtained by minimizing the RLS
criterion
φλ(B) = ‖Y − XB‖2 + λ‖B‖2PX′ , (28)
where‖Y − XB‖2 = tr(Y − XB)′(Y − XB) (the Frobenius norm), and‖B‖2PX′ = tr(B ′PX′B) =
tr(B ′B). Let Bˆ(λ) = (X′M(λ)X)−X′Y be a ridge LS estimate ofB without rank restriction. Then,
using Theorem 1(iii), we can resplit φλ(B) into
φλ(B) = ‖Y‖2SX(λ) + ‖Bˆ(λ) − B‖2X′M(λ)X. (29)
Since the first term on the right-hand side is unrelated toB,φλ(B) can be minimized by minimizing
the second term. This can be achieved by the generalized singular value decomposition (GSVD;
e.g., [10]) of B with the metrics X′M(λ)X and Ip, which is denoted as GSVD(Bˆ(λ))X′M(λ)X,Ip .
Let
Y˜ =
[
Y
0
]
, and X˜ =
[
X
λ1/2PX′
]
. (30)
Then, the RLS criterion (28) can be rewritten entirely in the form of a LS criterion:
φλ(B) = ‖Y˜ − X˜B‖2. (31)
Minimizing this criterion with respect to B leads to the orthogonal projector onto Sp(X˜), parti-
tioned as follows:
PX˜ =
[
RX(λ) A
A′ C
]
, (32)
where A = λ1/2X(X′M(λ)X)+, and C = λ(X′M(λ)X)+. From the idempotency of a projector,
it follows that
RX(λ) − RX(λ)2 = AA′  0, (33)
C − C2 = A′A  0 (34)
and
RX(λ)A + AC = A. (35)
(33) is identical to Theorem 1(iii), and (34) shows C is also a contraction matrix.
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Application 2. Anderson [1] proposed an extended reduced rank regression model withX divided
into two subsets, X1 and X2 (and B into B1 and B2), where the rank restriction is imposed only
on B1. The model may be written as
Y = X1B1 + X2B2 + E, (36)
where X1 may be considered as predictor variables with reduced rank coefficients B1 while
X2 with full rank coefficients B2 may be viewed as extraneous variables (or covariates) whose
effects are to be eliminated. This model may be called partial reduced rank regression model. In
accordance with the decomposition in Theorem 5(iii), (36) may be rewritten as
Y = SX2(λ)X1B1 + X2B∗2 + E, (37)
where B∗2 = B2 + (X′2M(λ)X2)−X′2X1B1. Observe that the first two terms on the right-hand side
of (37) are M(λ)-orthogonal. Let Bˆ1(λ) = (X′1SX2(λ)M(λ)SX2(λ)X1)−X′1SX2(λ)Y is an RLS
estimate of B1 without rank restriction, and Bˆ∗2 (λ) = (X′2M(λ)X2)−X′2Y is an RLS estimate of
B∗2 . Then
‖B̂1(λ)−B1‖2X′1SX2 (λ)M(λ)SX2 (λ)X1 +‖B̂
∗
2 (λ)−B∗2‖2X′2M(λ)X2 =‖B̂(λ)−B‖
2
X′M(λ)X. (38)
The second term on the left-hand side of (38) can always be made equal to zero by setting
B2 = (X′2M(λ)X2)−X′2(Y − X1B1), so that an RLS estimate of B1 with rank restriction can be
obtained by minimizing the first term, which is achieved by GSVD(B̂1(λ))X′1SX2 (λ)M(λ)SX2 (λ)X1,Ip .
Application 3. Suppose the constraint, C′B = 0, is imposed on B as well as the rank restriction
in the reduced rank regression model. As noted in the proof of Theorem 5(v), this constraint
can be reparameterized as B = HB∗ for some B∗, where H is such that Sp(H) = Ker(C′).
An RLS estimate of B under this constraint without rank restriction is obtained by B̂c(λ) =
H ′(HX′M(λ)XH)−H ′X′Y . Then, the RLS criterion φλ(B) can be split into two parts:
φλ(B) = ‖Y‖2RXH (λ) + ‖B̂c(λ) − B‖2X′M(λ)X, (39)
where the first term on the right can be further split into
‖Y‖2RXH (λ) = ‖Y‖2SX(λ) + ‖Y‖2RX(X′M(λ)X)−C(λ), (40)
where RX(X′M(λ)X)−C(λ) = RX(λ) − RXH (λ) according to Theorem 5(v). Since the first term
on the right-hand side of (39) has nothing to do with B, φλ(B) can be minimized by minimizing
the second term, which is achieved by GSVD(B̂c(λ))X′M(λ)X,Ip . As in Application 2, the rank
restriction can be imposed on only parts of B.
Groß [4] considered a ridge type of estimation under a slightly more general form of the
constraint C′B = Z. Let H be as introduced earlier. Then, B is reparameterized as B = HB∗ +
B0, where B0 = C(C′C)−Z, and a constrained ridge estimate of B without rank restriction is
obtained by B̂c(λ) = F(λ)X′Y − F(λ)X′XB0 + B0, where F(λ) = H(H ′X′M(λ)XH)−H ′. A
corresponding reduced rank estimate is obtained by GSVD(B̂c(λ))X′M(λ)X,Ip . (Note, however,
that this estimate does not satisfy the original constraint, C′B = Z. We may apply the GSVD to
only the first two terms of B̂c(λ) to obtain an estimate that satisfies this constraint.)
Application 4. Let Xk (k = 1, . . . , K) and X be as defined in Theorem 3. In multiple-set canon-
ical correlation analysis (GCANO) data matrices Xk’s are either columnwise standardized or
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centered. Let W denote a matrix of weights (applied to X to derive canonical variates) partitioned
conformably to the partition of X. In ridge estimation of GCANO, we obtain the weight matrix
that maximizes
ψλ(W) = tr(W ′X′M(λ)XW) (41)
subject to the ortho-normalization restriction thatW ′D(λ)W = Id , whereD(λ) is a block diagonal
matrix with Dk(λ) = X′kM(λ)Xk (as defined in (14)) as the kth diagonal block, and d is the
dimensionality of the solution. This leads to the generalized singular value decomposition of
the form GSVD(XD(λ)−)M(λ),D(λ). In this decomposition we obtain a matrix of left singular
vectors F ∗ such that F ∗′M(λ)F ∗ = Ir (where r is the rank of X), a matrix of right generalized
singular vectorsW ∗ such thatW ∗′D(λ)W ∗ = Ir , and an r by r positive-definite diagonal matrix of
generalized singular values∗ such that XD−(λ) = F ∗∗W ∗′. Matrix W is obtained by retaining
only the portions of W ∗ corresponding to the d largest generalized singular values (assuming d 
r). Matrix of canonical scores F is likewise obtained by retaining the portions of F ∗ pertaining to
the largest d singular values. Essentially equivalent results can also be obtained by the generalized
eigen-decomposition of X′M(λ)X with respect to D(λ), or that of XD(λ)−X′ =∑Kk=1 RXk(λ)
with respect toM(λ), whereRXk(λ) is as defined in (17). Note thatXD(λ)−X′ is invariant over the
choice of D(λ)− because Sp(X′) ⊂ Sp(D(λ)) [8, Lemma 2.2.4(iii)], and that D(λ)−∗ ∈ {D(λ)−},
where D(λ)−∗ is a block diagonal matrix with Dk(λ)− as the kth diagonal block.
Just as GCANO reduces to the usual two-set canonical correlation analysis when K = 2, the
ridge GCANO reduces to the two-set ridge canonical correlation analysis [14] when K = 2.
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