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a b s t r a c t
In the present work, the connection of the generalized Fisher–KPP equation to physical
and biological fields is noted. Radially symmetric solutions to the generalized Fisher–KPP
equation are considered, and analytical results for the positivity and asymptotic stability
of solutions to the corresponding time-independent elliptic differential equation are
quoted. An energy analysis of the generalized theory is carried out with further physical
applications in mind, and a numerical method that consistently approximates the energy
of the system and its rate of change is presented. The method is thoroughly tested
against analytical and numerical results on the classical Fisher–KPP equation, theHeaviside
equation, and the generalized Fisher–KPP equationwith logistic nonlinearity andHeaviside
initial profile, obtaining as a result that our method is highly stable and accurate, even
in the presence of discontinuities. As an application, we establish numerically that, under
the presence of suitable initial conditions, there exists a threshold for the relaxation time
with the property that solutions to the problems considered are nonnegative if and only
if the relaxation time is below a critical value. An analytical prediction is provided for the
Heaviside equation, against which we verify the validity of our computational code, and
numerical approximations are provided for several generalized Fisher–KPP problems.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Consider a population distributed in an unbounded linear habitat with uniform density. If a mutation advantageous to
survival occurs at any point of the habitat, then the mutant gene increases at the expense of the allelomorphs previously
occupying the same locus.Mathematically, if u represents the frequency of themutant gene and ifm is a positive real number
representing intensity of selection in favor of the mutant gene, then u satisfies the classical Fisher’s equation (also called the
Fisher–Kolmogorov–Petrovsky–Piscounov or, simply, Fisher–KPP equation)
∂u
∂t
= κ ∂
2u
∂x2
+ f (u), (1)
where the positive constant κ is a diffusion coefficient, and u depends on the position x in the linear habitat and on the
time t given in generations. This parabolic equation was simultaneously and independently investigated in [1,2], using the
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logistic nonlinearity f (u) = mu(1− u); nowadays it is also used in describing the process of epidermal wound healing [3],
while other applications appear in the theory of superconducting electrodynamics [4], in the study of excitons [5], and as a
model for neutron flux in nuclear reactor kinetics [6].
Fisher’s equation is a nonlinear parabolic equation that is clearly generalized to higher space dimensions bymeans of the
expression
∂u
∂t
= κ∇2u+ f (u), (2)
where ∇2 is the Laplacian operator. This equation is diffusive and does not account for finite propagation speeds of
perturbations in transient situations. Moreover, for sufficiently localized initial conditions, the solution of Fisher’s equation
(1) converges to a travelingwave solutionφ(x−ct) that connects the two steady states u = 0 and u = 1, via amonotonically
decreasing function φ, with the property that φ(−∞) = 1 and φ(∞) = 0 [7,8]. Such features of Fisher’s equation represent
strong physical and biological shortcomings in some realistic situations such as the spread of contagious diseases and forest
fires.
In order to avoid this limitation, several hyperbolic partial differential equations accounting for a relaxation time have
been proposed and applied satisfactorily in the study of the dynamics of populations of parasites [9], the spread of viruses
in growing plaques when delay time due to virus reproduction is considered [10], and the population migration in Europe
during theNeolithic transition [11,12], amongstmany other realistic situations. The solutions to all these problems are based
on the study of a generalization of Eq. (1) (called the generalized Fisher–Kolmogorov–Petrovsky–Piscounov equation, the
generalized Fisher–KPP equation or, simply, the generalized Fisher’s equation), which is an integral equation derived from
Fick’s law for a flux with memory.
It isworthmentioning in this point that the use of hyperbolic differential equations to approximatemore accurately some
diffusive-reactive problems has extended to other branches of the physical sciences. For instance, a Heaviside equation has
been proposed to study the phenomenon of heat transport for time scales of the order of zeptoseconds [13], while amodified
Schrödinger equation in the form of a hyperbolic partial differential equation has been proposed to describe the interaction
of electrons inside atoms in the attosecond time scale [14], and a modified Klein–Gordon equation was employed to study
the propagation of the initial thermal state of the universe [15].
It has been established that, under certain circumstances, the generalized Fisher’s equation with time relaxation τ can
be written as
∂2u
∂t2
+ ∂u
∂t
(
1
τ
− f ′(u)
)
= κ
τ
∂2u
∂x2
+ 1
τ
f (u) (3)
(see [16]) which, for a spatially multidimensional scenario, translates into equation
∂2u
∂t2
+ ∂u
∂t
(
1
τ
− f ′(u)
)
= κ
τ
∇2u+ 1
τ
f (u). (4)
This last expression is a modified Heaviside equation, and different forms of it have been employed in the time-delayed
dynamics of population growth [17] and in the thermodynamical study of the propagation of forest fires [18]. It is readily
noted that multiplying this equation by τ and letting τ → 0 yields the multidimensional Fisher–KPP equation (2).
It must be noticed that the existence of positive solutions to the classical and the generalized Fisher–KPP equations
is an interesting topic of study, in view that some physical situations — such as the analysis of population growth or the
behavior of temperature in an absolute scale — impose, as a requirement for meaningfulness, that the solutions be positive.
On this matter, some results have already been established for the time-independent solutions of the radially symmetric
Fisher’s equation [19–21], and some results on the asymptotic stability of solutions have been proved [22]. In this work,
we present numerical evidence of the existence of positive solutions of (4) in (3+ 1)-dimensions, when boundary data are
imposed and we require for the solutions to be radially symmetric. Our computations are based on the use of a nonstandard
computational method that carries an energy scheme associated with it. The numerical properties of the method (such as
stability and consistency in the domain of the discrete rate of change of energy) are stated in this paper, and the method is
validated systematically against existing analytical results on the classical Fisher–KPP equation and the Heaviside equation,
and against numerical results on a generalized Fisher–KPP problem.
In Section 2 of thisworkwepresent themathematicalmodel of interest, and introduce the relevant results concerning the
time-independent form of (4) under study. More concretely, Section 2 quotes available results on the existence of radially
symmetric solutions to the time-independent version of the generalized Fisher’s equation, the qualitative characteristics
of long-term solutions, and the asymptotic stability of steady-state solutions; moreover, an energy analysis for systems
described by (4) is briefly carried out. In Section 3, we present the numerical technique to approximate radially symmetric
solutions of the generalized Fisher–KPP equation as well as the method to compute the energy of the system, both schemes
being based on a transformation employed in [23]. Here, we note that the method proposed is consistent and conditionally
stable in the linear situation; moreover, the method has the advantage of being conservative under certain circumstances.
Numerical simulations are presented in Sections 4 and 5. Section 4 is devoted to validate systematically our
computational technique. In a first stage, solutions of the classical nonlinear Fisher–KPP equation (that is, the case τ = 0)
are checked against the analytical results presented in Section 2, and the numerical results in [22]. Then, the method is
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validated for a Heaviside equation (that is, for τ > 0 and a linear function f (u)) with a discontinuous initial profile. Finally,
the method is checked for a generalized Fisher–KPP problem with logistic nonlinearity. Meantime, Section 5 presents an
application of our method to the existence of strictly positive solutions to a mixed-value problem based on Eq. (4), and we
close our work with a section of concluding remarks and proposed directions of further research.
2. Preliminaries
In this article, we assume that B is a bounded open ball in Rd, that ∂B denotes the boundary of B, and that u = u(x, t) is a
function of x ∈ B and t ∈ (0,∞). With this notation, we will consider the hyperbolic boundary-value problem with initial
data
τ
∂2u
∂t2
− κ∇2u− f (u)+ ∂u
∂t
(
1− τ f ′(u)) = 0,
s.t.

u(x, t) = 0, (x, t) ∈ ∂B× (0,∞),
u(x, 0)− g(x) = 0, x ∈ B,
∂u(x, 0)
∂t
= 0, x ∈ B.
(5)
For the sake of physical meaningfulness and unless we state it otherwise, wewill assume that g is a nonnegative, spherically
symmetric function on B. Moreover, we will assume that f takes the generalized logistic form
f (u) = m(u− up), (6)
where p > 1 is an integer number.
The study of radially symmetric, steady-state solutions to problem (5) is a topic of particular interest in this work. So, let
us assume momentarily that v = v(r) is a function defined in B that satisfies the boundary-value problem
− κ∇2v = f (v), with v(r) = 0 for every r ∈ ∂B. (7)
Due to theoretical reasons, we will assume that v is a function of class C2 on the closure of B. A quick non-dimensional
analysis of Eq. (4) on the spatial variable leads us to realize that it is sufficient to consider the case κ = 1. Under these
considerations, the following result establishes the existence of a positive solution for the time-independent generalized
Fisher–KPP problem (7).
The following results lay some theoretical background to our investigation. For proofs, see [22] and references therein.
Proposition 1 (See [22]). Let λ1 denote the smallest positive eigenvalue of the homogeneous boundary-value problem with
spherical symmetry
−∇2U = λU, with U(r) = 0 for r ∈ ∂B. (8)
Then the following statements are satisfied:
(a) If p is an even number and m > λ1, then boundary-value problem (7) has a unique strictly positive solution in B, in addition
to the trivial solution.
(b) If p is an odd number and m > λ1, then boundary-value problem (7) has at least one strictly positive solution and one strictly
negative solution, in addition to the trivial solution.
(c) If 0 < m < λ1, then the only possible solution to (7) is the trivial solution. 
Let B be an n-dimensional sphere with its center at the origin, and let v be a spherically symmetric real function with
domain B. We say that v is decreasing in B if for every r1, r2 ∈ B with Euclidean norms satisfying ‖r1‖ < ‖r2‖, then
v(r2) < v(r1).
Proposition 2 (See [22]). Let φ : R→ R be a continuously differentiable function on R, let B be the n-dimensional open sphere
with its center at the origin and radius equal to R, and let v be a positive solution of the problem
−∇2v = φ(v), with v(r) = 0 for every r ∈ ∂B, (9)
with continuous derivatives up to the second order in the closure of B. Then v is radially symmetric and decreasing in the closure
of B. 
The next proposition establishes necessary conditions to achieve asymptotic stability of (7).
Proposition 3 (See [22]). If B represents the closure of B in Rn, in order for the solutions of (7) to be asymptotically stable it is
necessary that the following conditions be satisfied:
(i) u is of class C2 over B× (0,∞),
(ii) g is bounded in B,
(iii) g(r) = 0 for every r ∈ ∂B. 
Let us fix a positive coefficient of diffusion equal to κ , and a positive relaxation time τ . Assume that there exists a
continuous and differentiable function F : R → R whose derivative is equal to f over R, and assume that B is a bounded
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sphere inR3 with its center at the origin. Notice that the Lagrangian associated with the conservative contribution of Eq. (4)
is given by
L = 1
2
{(
∂u
∂t
)2
− κ
τ
‖∇u‖2
}
+ 1
τ
F(u), (10)
where ∇u represents the gradient of u, and ‖ · ‖ denotes the Euclidean norm in R3. It follows that the total energy of the
non-dissipative theory is given by
E(t) =
∫ ∫ ∫
B
{
1
2
[(
∂u
∂t
)2
+ κ
τ
‖∇u‖2
]
− 1
τ
F(u)
}
dx. (11)
Proposition 4. Let u be a solution of Eq. (4) with Dirichlet boundary condition u(x, t) = 0 for every x ∈ ∂B and every t > 0,
and with positive relaxation time τ . Then, the instantaneous rate of change of energy of the system with respect to time is given
by
dE
dt
= −
∫ ∫ ∫
B
(
1
τ
− f ′(u)
)(
∂u
∂t
)2
dx. (12)
Proof. We take derivative with respect to t on both sides of the energy equation, apply Green’s first identity, and substitute
Eq. (4) to obtain
dE
dt
=
∫ ∫ ∫
B
∂u
∂t
{
∂2u
∂t2
− 1
τ
f (u)
}
dx+ κ
2τ
∫ ∫ ∫
B
∂
∂t
‖∇u‖2dx
=
∫ ∫ ∫
B
∂u
∂t
{
∂2u
∂t2
− κ
τ
∇2u− f (u)
}
dx+ κ
τ
∫ ∫
∂B
∂u
∂t
∇u · nˆ dσ
= −
∫ ∫ ∫
B
(
1
τ
− f ′(u)
)(
∂u
∂t
)2
dx¯+ κ
τ
∫ ∫
∂B
∂u
∂t
∇u · nˆdσ .
The result now follows from the fact that the surface integral is equal to zero, being ∂u
∂t = 0 on the boundary of B. 
3. Numerical technique
Let us assume that there exist functions v of class C2 on the closure of B that solve the elliptic Dirichlet boundary-value
problem (7), with f (u) assuming the generalized logistic form (6). Convey, as before, that B represents the 3-dimensional
sphere with its center at the origin and radius equal to R. Values ofm > λ1 may yield positive solutions of problem (7) in B
which are radially symmetric, attain their maxima at the origin, and are radially decreasing. Moreover, solutions to (5) tend
to solutions of (7) as t tends to infinity. As a corollary, the existence of positive, radially symmetric steady-state solutions to
mixed-value problem (5) is guaranteed under proper assumptions.
Motivated by the technique employed in [23] to approximate solutions of Klein–Gordon media, and applied later on in
the study of dissipative systems [24], we introduce now the transformation v(r, t) = ru(x, t), where r denotes the Euclidean
norm of x ∈ B. In these terms, problem (5) for radially symmetric media transforms into the equivalent problem
τ
∂2v
∂t2
− κ ∂
2v
∂r2
− rf (v/r)+ ∂v
∂t
(
1− τ f ′(v/r)) = 0,
s.t.

v(R, t) = 0, t ∈ (0,∞),
v(r, 0)− rg(r) = 0, 0 < r < R,
∂v(r, 0)
∂t
= 0, 0 < r < R.
(13)
Moreover, from a computational perspective and in order to avoid singularities at the origin, we let   R be a positive
number close to zero, and study problem (13) on the set (, R)× (0,∞). In some applications, a boundary condition of the
form ∂u
∂r (x, t) = 0 will be imposed for every t ∈ (0,∞) and ‖x‖ = , a constraint which in terms of v becomes
∂v
∂r
(, t) = v(, t)

, (14)
for every t ∈ (0,∞).
It is not difficult to show that the total energy of system (5) is conveniently expressed in terms of the new function v via
E(t) = 4pi
∫ R
0
H(r, t)dr, (15)
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where
H(r, t) = 1
2
[(
∂v
∂t
)2
+ 1
τ
(
∂v
∂r
)2]
− r
2
τ
F
(v
r
)
; (16)
to this end, it is necessary to notice that
r2
(
∂u
∂r
)2
=
(
∂v
∂r
)2
− ∂
∂r
(
ru2
)
, (17)
and use the boundary condition u(R, t) = 0 for every t > 0. It follows that the instantaneous rate of change of energy with
respect to time translates into
dE
dt
= −4pi
∫ R
0
(
1
τ
− f ′
(v
r
))(∂v
∂t
)2
dr. (18)
The next result establishes conditions under which the total energy of system (5) is differentiable on the time interval
[0, T ], with T being a positive real number. Its statement is a direct consequence of Corollary 5.8 in [25].
Proposition 5. Suppose that for some t0 ∈ [0, T ], the function r → H(r, t0) is integrable on [0, R], that ∂H∂t exists on[0, R] × [0, T ], and that there exists a real-valued integrable function h on [0, R] such that∣∣∣∣∂H∂t (r, t)
∣∣∣∣ ≤ h(r). (19)
Then the total energy of system (5) is differentiable on the time interval [0, T ]. 
From a numerical point of view, in order to approximate solutions to (13) in the closure of the sphere B and over the time
period [0, T ], we let  = r0 < r1 < · · · < rM = R and 0 = t0 < t1 < · · · < tN = T be regular partitions of [, T ] and [0, T ],
respectively, into M and N subintervals, with norms equal to ∆r and ∆t , respectively. Let us represent the approximate
value of v(rj, tn) by vnj . In this work we employ the nonstandard finite-difference scheme
vn+1j − 2vnj + vn−1j
(∆t)2
− κ
τ
vnj+1 − 2vnj + vnj−1
(∆r)2
+ v
n+1
j − vn−1j
2∆t
 1τ − rj
f
(
vn+1j
rj
)
− f
(
vn−1j
rj
)
vn+1j − vn−1j

− 1
τ
r2j
F
(
vn+1j
rj
)
− F
(
vn−1j
rj
)
vn+1j − vn−1j
= 0,
vn1 − vn0
∆r
− v
n
0
r0
= 0,
vnM = 0,
vn0 − rng(rn) = 0,
v1j − v1j
∆t
= 0,
(20)
for every j = 1, . . . ,M − 1 and every n = 1, . . . ,N − 1. The total energy of system – given by Eq. (15) –, the Neumann
boundary condition of problem – constraint (14) –, the Dirichlet boundary condition v(R, t) = 0, the discrete initial profile,
and the initial velocity at time tn will be approximated, respectively, by means of the schemes
En
4pi
= 1
2
M−1∑
j=0
(
vn+1j − vnj
∆t
)2
∆r + 1
2τ
M−1∑
j=0
(
vn+1j+1 − vn+1j
∆r
)(
vnj+1 − vnj
∆r
)
∆r
+ 1
τ
M−1∑
j=1
r2j
F
(
vn+1j
rj
)
+ F
(
vnj
rj
)
2
∆r,
vn1 − vn0
∆r
− v
n
0
r0
= 0,
vnM = 0,
vn0 − rng(rn) = 0,
v1j − v1j
∆t
= 0.
(21)
Finite-difference scheme (20) is an implicit, nonlinear method which requires ofM−1 applications of Newton’s method
in each iteration. Consistency of the proposed schemes with respect to their respective continuous counterparts is obvious,
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as it is the property of linear stability and consistency in the domain of the time-derivative of the total energy of the system.
These properties are summarized in the two following results. Here, stabilitymeans stability order n (see [26]).
Proposition 6. Let f be identically equal to zero. In order for finite-difference scheme (20) to be stable it is necessary and sufficient
that (
∆t
∆r
)2
< 1+ 1
τ
∆t
4
. (22)
Proof. See Example 6.5.1 in [26] for a proof.
Proposition 7. The discrete rate of change of energywith respect to time of system (20) subject to the discrete boundary condition
(14) at the kth instant of time is given by
En − En−1
∆t
= −4pi
M−1∑
j=1
 1
τ
−
f (
vn+1j
rj
)− f ( v
n−1
j
rj
)
vn+1j − vn−1j
(vn+1j − vn−1j
2∆t
)2
∆r. (23)
Proof. The proof is a straightforward, algebraic task that can be accomplished by using an appropriate, discrete version of
Green’s first identity (see [27] for a version of such result).
It is interesting to observe that if f is identically equal to zero in the finite-difference scheme (20), if the equation is
multiplied by τ and if τ is set equal to zero next, then the scheme reduces to the well-known Richardson’s method for
parabolic partial differential equations. Such a method is known to be highly unstable, and our numerical computations
(not shown here) evidence this fact; however, our method is certainly conditionally stable for positive values of τ , including
values which are close to zero.
4. Computational validation
4.1. The Fisher–KPP equation
In this section, we briefly check the correctness of the numerical results provided by our technique for the classical
Fisher–KPP equation, against those simulations carried out in [22]. To that end, consider a medium described by (5) with
time relaxation equal to 0.0001, a diffusion coefficient equal to 1, and a generalized logistic function f as the nonlinearity.
We consider a spherically symmetric initial condition of the form u0(r) defined on the ball ofR3 with its center at the origin
and radius equal to 1, and impose the customary boundary conditions upon the medium. More precisely, by taking such a
small value of τ wewish to approximate solutions to the following initial-boundary value problem in spherical coordinates:
∂u
∂r
− ∂
2u
∂r2
− 2
r
∂u
∂r
− f (u) = 0, (r, t) ∈ (0, 1)× (0,∞),
s. t.

u(1, t) = 0, t > 0,
∂u
∂r
(0, t) = 0, t > 0,
u(r, 0)− u0(r) = 0, 0 < r < 1,
∂u(r, 0)
∂t
= 0, 0 < r < 1.
(24)
By applying the change of variable v(r, t) = ru(r, t), problem (24) turns into a problem of the form (13), which is solved
numerically nowusing step sizes∆t = 0.0001 and∆r = 0.001, agreeing thuswith the condition for linear stability of finite-
difference scheme (20). A value of  equal to 0.01 is fixed, and we let p = 2 and set u0(r) = 1− r . With these conventions
at hand, we compute the approximation to the solution of the problem at six different times. The results are presented in
Fig. 1 for the times t = 0.0001, 0.002, 0.006, 0.02, 0.06, 10, and they evidence the fact that the initial condition u0 develops
in order to asymptotically approximate a positive steady-state solution. Fig. 2 has been included in this work to show that
some other initial profiles quickly evolve in time to reach a common positive steady-state solution, even in the presence of
discontinuities, as is the case of linear combinations of Heaviside functions (see Fig. 2(e) and (f)).
It must be noted here that the Heaviside functionΘ was defined over R by
Θ(r) =
{0, r < 0,
0.5, r = 0,
1, r > 0,
(25)
in order to avoid the usual instabilities caused by Gibbs oscillations. Computational experiments (not included in this work)
have been carried out using a Heaviside function defined as 0 or 1 at the origin; however, the results show the immediate
appearance of Gibbs phenomenon in either case.
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Fig. 1. Graphs of the solution u to problem (5)with radial symmetry at six different times versus distance to the origin r , with initial condition u0(r) = 1−r .
The values κ = 1, p = 2,m = 25 have been employed, and the delay time was set equal to 0.0001 in order to simulate a classical Fisher–KPP medium. The
solution at t = 10 represents a good approximation to the unique positive steady-state solution to problem (5).
Next, we compare the approximation to the steady state-solution reached at time t = 10 for the initial condition
u0(r) = 1 − r , with the approximation to the solution of the problem at the same time for u0(r) = sin2(pir). The results
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Fig. 2. Graphs of the solution u to problem (5) with radial symmetry versus distance to the origin r and time t , for six different nonnegative initial profiles
u0(r). The values κ = 1, p = 2, m = 25 have been employed, and τ was fixed at 0.0001 in order to approximate solutions of the classical Fisher–KPP
equation. In any case, the solutions at t = 0.4 represent good approximations to the unique positive steady-state solution of (5).
are presented in the top row of Fig. 3, in which each initial profile (depicted as a solid line) is presented in the same graph
as the approximation to the corresponding solution at time t = 10 (shown as a dashed line). In addition, the time evolution
of the energy of each system is summarized in the second row. Our computations show that the kinetic energies tend to
zero as t → ∞, and that the potential energies reach a common constant regime in the time limit. The results evidence
J.E. Macías-Díaz et al. / Journal of Computational and Applied Mathematics 231 (2009) 851–868 859
Fig. 3. Graphs of solution u to problem (5) with radial symmetry at time 10 versus distance to the origin r (top row), and total energy of the system versus
time t over the time interval [0, 1] (bottom row), for two different initial profiles u0(r). The values κ = 1, τ = 0.0001, p = 2,m = 25 have been employed.
The approximation to u(r, 10) is depicted as a dashed line, while the corresponding initial datum u0(r) is presented as a solid line. Both approximations
to the unique positive steady-state solution to (5) as well as both graphs of the total energy of the system in the limit t →∞, are clearly seen to agree.
the fact that both initial conditions evolve to reach the same stationary profile, in agreement with the theoretical results of
Section 2, and the numerical results presented in [22].
To close this section, we wish to make emphasis on the fact that initial profiles need not converge to nonnegative sta-
tionary solutions when p is odd. For instance, let κ = 1, τ = 0.0001, p = 3 andm = 25 in problem (24), consider a radially
symmetric initial condition of the form u0(r) = sin(pir), and fix all the computational parameters as in the previous para-
graph. The time evolution of the solution corresponding to this profile over the time interval [0, 0.4] is presented in Fig. 4,
which shows that the medium invariable develops to approximate a strictly negative stationary solution in the open ball
with its center at the origin and radius equal to 1. This outcome is in perfect agreement with the theory, which contemplates
the existence of negative steady-state solutions for the corresponding time-independent boundary-value problem (7).
4.2. The (1+ 1)-dimensional Heaviside equation
As stated previously, the speed of propagation of perturbations in classical parabolic models of population is infinite, a
characteristic that represents a serious disadvantage inmedia where the information is known to propagate at finite speeds.
In view of this shortcoming, several hyperbolic reactive-diffusive regimes have been proposed to describe alternatively the
evolution of population dispersion. In this section,we study the development of a population inR governedby the hyperbolic
differential equation in (5), assuming that f takes the form f (u) = muwithm ∈ R+, and that τ 6= 0. In such case, the partial
differential equation of problem (13) adopts the simplified form
∂2u
∂t2
− κ
τ
∂2u
∂x2
+ γ ∂u
∂t
− m
τ
u = 0, (26)
860 J.E. Macías-Díaz et al. / Journal of Computational and Applied Mathematics 231 (2009) 851–868
0.5
0
–0.5
0.4
0.3
0.2
0.1
0 0
0.2
0.4
0.6
0.8
1
Position (r)Time (t)
–1
1
u
 (r
,t)
Fig. 4. Graphs of the solution u to problem (5) with radial symmetry versus distance to the origin r and time t , for t ∈ [0, 0.4] and initial condition
u(r, 0) = sin(2pir). The values κ = 1, p = 3,m = 25 have been employed, and τ = 0.0001 was fixed in order to approximate a Fisher–KPP equation. The
solution at t = 0.4 represents a good approximation to a negative steady-state solution to problem (5).
where γ = 1
τ
−m. This equation is easily recognized as the Heaviside (or telegrapher’s) equation [28], and it describes the
propagation of electromagnetic waves in superconducting media [4], the transmission of electrical impulses in the axons of
nerve cells [28], and the behavior of excitons [5], amongst other physical phenomena.
We look for a solution to Eq. (26) of the form u(x, t) = e− γ t2 w(x, t). Substituting this identity in (26), we readily obtain
the new partial differential equation
∂2w
∂t2
− κ
τ
∂2w
∂x2
−
(
m
τ
+ γ
2
4
)
w = 0, (27)
in which the dissipation term is not present. It follows that solving the initial-value problem
τ
∂2u
∂t2
− κ ∂
2u
∂x2
+ (1− τm) ∂u
∂t
−mu = 0, (x, t) ∈ R× (0,∞),
s. t.
{
u(x, 0)− g(x) = 0, x ∈ R,
∂u
∂t
(x, 0)− h(x) = 0, x ∈ R,
(28)
for a positive value of τ and for functions g and hwith domain all R, is equivalent to solving
1
ν2
∂2w
∂t2
− ∂
2w
∂x2
− b2w = 0, (x, t) ∈ R× (0,∞),
s. t.
{
w(x, 0)− g(x) = 0, x ∈ R,
∂w
∂t
(x, 0)− h(x)− γ
2
g(x) = 0, x ∈ R.
(29)
Here, we have used the substitutions
ν2 = κ
τ
and b2 = m
κ
+ γ
2τ
4κ
. (30)
From [29], it is known that the solution to problem (29) is given by
w(x, t) = g(x− νt)+ g(x+ νt)
2
+ 1
2ν
∫ x+νt
x−νt
[
h(ξ)+ γ
2
g(ξ)
]
I0
[
b
√
ν2t2 − (x− ξ)2
]
dξ
+ bνt
2
∫ x+νt
x−νt
g(ξ)
I1
[
b
√
ν2t2 − (x− ξ)2
]
√
ν2t2 − (x− ξ)2 dξ, (31)
with I0 and I1 being the modified Bessel functions of the first kind of orders 0 and 1, respectively. Computationally, we
approximate the values of the integrals in (31) using the composite Simpson’s rule [30] over the interval [x−νt+, x+νt−],
where  is a small positive real number.
We proceed now to solve problem (28) over the time interval [0, 4], for an initial profile g(x) = Θ(50−x), initial velocity
identically equal to zero, and constant parameters τ = κ = 0.1 andm = 1, whence it follows that ν2 = 1 and b2 = 30.25.
To this effect, we use both the approximation to the exact solution (31) of the problem under study and the numerical
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Fig. 5. Graph of the solution u to problem (28) versus position x and time t over the time interval [0, 4], for the initial profile g(x) = Θ(50 − x) with
vanishing initial velocity. The results were computed using two methods: the numerical implementation of formula (31) via the composite Simpson’s rule
(left), and our finite-difference scheme (right). The parameters τ = κ = 0.1 and m = 1 were employed in both cases. The results show an excellent
agreement between the theoretical and the numerical predictions.
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Fig. 6. Graph of energy E of the problem (28) versus time over the time interval [0, 4], for the initial profile g(x) = Θ(50 − x) with vanishing initial
velocity. The results were obtained for the parameters τ = κ = 0.1 and m = 1, and they imply that the the medium under study may take on negative
energies.
method introduced in this work. The results are shown in Fig. 5, and they demonstrate the effectiveness of finite-difference
scheme (20) when the relaxation time is not approximately equal to zero and the nonlinearity assumes the form f (u) = mu,
even in the presence of discontinuous initial conditions.
In this context, Fig. 6 shows the time development of the energy of problem (28) under the premises given in the previous
paragraph. The graph establishes that the system does not tend to reach a stationary regime; instead, the energy of the
system tends to blow up to−∞. The fact that the medium allows for negative energies is fully justified by the fact that the
problem under study is governed by a linearized Landau–Ginzburg [31], which is an equation which is known to allow for
such energies.
4.3. The Cartesian generalized Fisher–KPP equation
So far, we have presented numerical evidence that method (20) is stable and convergent for the classical nonlinear
Fisher–KPP equation (in which the relaxation time is approximately equal to zero), and the Heaviside equation (in which
time delay is considered but no nonlinearity is present).Wewill consider now the case of a (1+1)-dimensional, generalized,
Cartesian, nonlinear Fisher–KPP equation with nonzero lag time. More concretely, the partial differential equation in (5) in
one space dimension and over the space interval [0, 50]will be studied, using the function g(x) = Θ(10− x) as the initial
profile, and vanishing initial velocity.
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Fig. 7. Graph of the solution u(x, t) to the (1+ 1)-dimensional generalized Fisher–KPP equation in Cartesian coordinates versus time t and position x for
x ∈ [0, 50], over the time interval [0, 60], with τ = κ = 0.1. The initial profile was the Heaviside function Θ(10 − x), and the boundary conditions (32)
were employed. The parameters ∆t = ∆x = 0.01 were used in the application of finite-difference scheme (33). The graph is presented as a proof of the
accuracy of numerical scheme (20).
It is useful to know that, for short periods of time [32], it is reasonable to impose the boundary conditions
∂u
∂x
(0, t) = 0 and u(50, t) = 0. (32)
We will assume a nonlinearity of the form f (u) = u(1− u), and will fix a diffusivity coefficient and a relaxation time both
equal to 0.1. Computationally, we will fix step sizes ∆t = ∆x = 0.01, and employ the following obvious modification of
finite-difference scheme (20) in order to suit the Cartesian requirements of the problem:
un+1j − 2unj + un−1j
(∆t)2
− κ
τ
unj+1 − 2unj + unj−1
(∆x)2
+ u
n+1
j − un−1j
2∆t
(
1
τ
− f (u
n+1
j )− f (un−1j )
un+1j − un−1j
)
− 1
τ
F(un+1j )− F(un−1j )
un+1j − un−1j
= 0. (33)
Here a notation similar to the one employed in Section 3, except that x0 < x1 < · · · < xM represents now a regular partition
of any interval [a, b], and unj is the approximation to the value of u(xj, tn). Moreover, we must state that the discrete energy
associated to finite-difference scheme (33) takes the following form, for the sake of completeness:
En = 12
M−1∑
j=0
(
un+1j − unj
∆t
)2
∆x+ 1
2τ
M−1∑
j=0
(
un+1j+1 − un+1j
∆x
)(unj+1 − unj
∆x
)
∆x
+ 1
τ
M−1∑
j=1
F
(
un+1j
)+ F (unj )
2
∆x. (34)
It is readily seen that Propositions 6 and 7 carry overmutatis mutandi to the (1+ 1)-dimensional Cartesian case.
Under these circumstances, Fig. 7 shows the evolution of the initial profile over a time interval [0, 60].We readily observe
that the computational method produces results that are in excellent agreement with those obtained using numerical
techniques to approximate the equivalent integral version of the generalized Fisher–KPP equation [32],whence it is expected
that our computational method has an excellent degree of accuracy within the stability region.
5. Application
5.1. Positivity of a Heaviside problem
It has been noticed [33] that the damped wave equation defined on a bounded domain and with nonnegative initial
conditions may yield negative solutions for values of the relaxation time above a certain critical value. More concretely, it
was proved analytically and numerically that the (1+ 1)-dimensional version of problem (5) defined on [0, 1], with κ = 1,
f identically equal to zero, initial conditions u(x, 0) = sin(pix) and ∂u
∂t (x, 0) = 0 for x ∈ [0, 1], and boundary conditions
u(0, t) = u(1, t) = 0 for t > 0, produces negative solutions for relaxation times satisfying τ > 1
(2pi)2
.
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Fig. 8. Graphs of τ− (left column) and τ+ (right column) versusm, as given by Eq. (38). When the inequalitym < τ 2 is satisfied, the relation between the
nonnegative parameter τ and the critical values of τ− and τ+ determines the positivity of solutions to problem (35).
We consider now the partial differential equation in (5), in three spatial dimensions and in radial symmetry. Let us set
κ = 1, let τ be a positive real number, and fix f (u) = mu with m ∈ R+. We choose radially symmetric initial conditions,
and let γ = 1 − τm for the sake of simplification. More concretely, assuming that γ is not equal to zero, we consider the
following initial-boundary value problem:
τ
∂2u
∂t2
− ∂
2u
∂r2
+ γ ∂u
∂t
−mu = 0, 0 < r < 1, t > 0,
s. t.

u(r, 0)− sin(pir)
r
= 0, if 0 < r < 1,
∂u
∂r
(r, 0)+ sin(pir)
r2
= 0, if 0 < r < 1,
u(1, t) = 0, if t > 1.
(35)
After using the substitution v(r, t) = ru(r, t) and applying separation of variables, the solution of problem (35) is easily
seen to take the form:
u(r, t) = 1
r
e−
γ t
2τ sin(pir)

cosh(ωt)+ 1√
∆
sinh(ωt),
{
m < pi2 and τ < τc,
orm > pi2,
1+ γ
2τ
t, m 6= pi2 and τ = τc,
cos(ωt)+ 1√|∆| sin(ωt), m < pi
2 and τ > τc,
(36)
for 0 < r < 1 and t > 0. Here,
τc = γ
2
4(pi2 −m) , ∆ =
γ 2 − 4τ(pi2 −m)
γ 2
, and ω = γ
2τ
√|∆|. (37)
The solution (36) for our problem —which is clearly a generalization of the solution to the more particular problem
studied in [33]— implies that the only possible steady-state solution for any choice of the positive parameter τ is the function
identically equal to zero. Also, it is worth noticing that for m < pi2 and τ > τc , or for m > pi2 and any positive value of τ ,
the problem under study accepts solutions that become negative at certain times. Moreover, it is interesting to observe that
the critical value is a function of bothm and τ . Indeed, it is not difficult to check that τ = τc if and only if
τ± = 2pi
2 −m± 2pi√pi2 −m
m2
. (38)
As functions of the parameterm, τ− and τ+ are, respectively, strictly increasing and strictly decreasing functions on the
interval (0, pi2), and clearly τ− < τ+ on this interval. Moreover, the following asymptotic behavior is easily checked from
Eq. (38):
lim
m→0+
τ−(m) = 1
(2pi)2
, lim
m→pi2+
τ−(m) = 1
pi2
,
lim
m→0+
τ+(m) = +∞, lim
m→pi2+
τ+(m) = 1
pi2
.
(39)
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Fig. 9. Graphs of solutions to radially symmetric problem (35) with m = 5 at two different times: t = 0.53 (top row) and t = 0.66 (bottom row).
Two different values of τ around the theoretical value τ− provided by (38) have been employed: 0.03 (left column) and 0.04 (right column). In any
case, the analytical solution is presented as a solid line, while the numerical prediction is depicted as a dash-dotted curve. The graphs evidence both
the computational stability and convergence of the numerical method, and the fact that solutions that take on negative values are obtained when τ > τ− .
The graphs of τ− and τ+ are presented in Fig. 8 for m < pi2, and it must be stated that values of τ between the limit
values τ− and τ+ yield solutions of (35) that are prescribed by the third case of (36), while values of τ which are smaller
than τ− or greater than τ+ provide solutions which are given by the first case. Also, it must be noticed that the damping
coefficient γ is positive if and only if τ < 1m , whence it follows that values of τ < τ− give nonnegative solutions of (35)
when m < pi2, while values of τ > τ− provide solutions that take on negative values. In the first case, the steady-state
solution of the system is the trivial solution; meantime, in the second case the solutions blow up to infinity. Now, the case
m > pi2 has nonnegative solutions for τ < 1m , while solutions that take on negative values are obtained when τ >
1
m .
We letm = 5 in order to check this behavior numerically, in which case τ− = 0.034960 and τ+ = 1.144177. We choose
six positive values of τ , two of them around τ−, two around the critical value 1m , and two more around the value τ+. More
concretely, we let
τ1 = 0.03, τ3 = 0.19, τ5 = 1.14,
τ2 = 0.04, τ4 = 0.21, τ6 = 1.15, (40)
and let∆t = 0.0001,∆r = 0.001 and  = 0.01, for computational purposes.
At an initial stage, we calculate analytically and numerically the solution of problem (35) for τ1 and τ2 at different times.
The results are presented as Fig. 9 for times 0.53 and 0.66. Here, we must notice that the case τ = τ2 shows a change in the
positivity of solutions; indeed, while the solution at time t = 0.53 is positive over the spatial interval [0, 1], the solution at
t = 0.66 is nownegative. This behavior does not appearwhen τ = τ1, inwhich case the solutions are seen to be nonnegative
at any time. It must be noticed also that the graphs show an excellent agreement between the numerical approximations
given by (20) and the analytical solution (36).
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Next, we focus our attention on the numerical solution of problem (35) at r = 0.25. The solution is computed for the
values of τ given in (40), over the interval of time equal to [0, 10] and for m = 5. The time evolution corresponding to the
proposed values of τ is presented in Fig. 10. The graphs therein show that the solution at r = 0.25 takes on negative values
for the selected values of τ which are greater than the critical number τ−; meanwhile, the solution corresponding to τ1 is
positive at all times. It is important to observe that the solutions corresponding to values of τ equal to τ3, τ4 and τ5 yield
unbounded solutions that blow up to infinity, while the values τ1, τ2 and τ3 provide solutions that converge to the only
steady-state solution of problem (35).
We must declare that we have computed solutions for values of m > pi2 and positive values of τ around 1m . The
numerical results (not presented here) show that nonnegative solutions are obtainedwhen τ < 1m , inwhich case the steady-
state solution of the problem is the trivial solution; otherwise solutions are unbounded and take on negative values. These
observations are in agreement with the analytical solution. Finally, it is worth noticing that for positive damping coefficients
γ that are constant (that is, for γ independent of τ and m), values of m < pi2 yield nonnegative solutions of (5) if and only
if τ < τc . The casem > pi2 provides nonnegative solutions in any situation.
5.2. Positivity of the generalized Fisher’s equation
This section is devoted to the numerical study of the positivity of solutions to a particular radially symmetric, generalized
Fisher–KPP problem (5), for particular choices of the generalized logistic function f (u), and the same initial conditions
considered in Section 5.1. For simplification purposes, we let γ = γ (u) be the function 1− τ f ′(u), and consider the initial-
boundary value problem
τ
∂2u
∂t2
− ∂
2u
∂r2
+ γ ∂u
∂t
− f (u) = 0, 0 < r < 1, t > 0,
s. t.

u(r, 0)− sin(pir)
r
= 0, if 0 < r < 1,
∂u
∂r
(r, 0)+ sin(pir)
r2
= 0, if 0 < r < 1,
u(1, t) = 0, if t > 1.
(41)
In our first step, we will approximate the behavior of solutions to problem (41) at r = 0.25, when m is approximately
equal to zero, say, when m = 0.0001, and p = 2. The left graph of Fig. 11 presents the development of the solutions
u(0.25, t) of problem (41) versus time t for different values of τ around the threshold τ− = (2pi)−2, which was the critical
value obtained for themodified Heaviside problem (35). Our results show that values of τ smaller than τ− yield nonnegative
functions u(0.25, t) in the variable t , while values of τ greater than τ− give curves that take on negative values. This is clearly
consistent with the limiting casem→ 0 [33], and with the results derived for Heaviside problem (35).
A similar study is carried out in the left graph of Fig. 11 for the value m = 4. The results show again the existence of a
threshold for τ above which solutions to our problem may take on negative values. Here, it is worth noticing the fact that
the estimation for this critical value lies close to τ−(4) = 0.032298, whence we infer that there exists a critical value for
the relaxation time belowwhich solutions to (41) are always nonnegative, and above which solutions may take on negative
values. Such a critical value is seen to depend on the nonlinear function f , whence we denote it by τ p−.
For our next numerical study, we choose the values 2, 3 and 4 for the degree p of the nonlinearity f . Following the
systematic procedure used in the previous paragraph, we have actually found that a critical value τ− does exist indeed, for
values ofm < pi2. The graph of τ− versusm for the functions f (u) = 0, u, u2, u3 and u4 is given in Fig. 12 which, interestingly
enough, shows that the occurrence of the critical value τ p−(m) is approximately equal to τ−(m) – the corresponding critical
value for the modified Heaviside equation studied in Section 5.1 – for p = 2, 3, 4. The results may lead us to establish that
τ
p
− converges pointwisely to τ− as p → ∞ in view of the fact that, for 0 ≤ u < 1, the functions up and up−1 both tend
to zero as t → 0, which means that the partial differential equation in (41) is approximately a Heaviside equation in such
situations. We have not verified this hypothesis yet, mainly due to the fact that the computer time required to approach the
critical value τ p− increases greatly with the degree of the generalized logistic function.
6. Conclusions and perspectives
In this work, we have studied the positivity of solutions to the Fisher–KPP equation with relaxation time included.
Departing from the classical Fisher–KPP equation in spherical symmetry, we have proved that certain generalized
Fisher–KPP problems with positive initial profiles have a critical relaxation time, belowwhich solutions are always positive,
and above which solutions take on positive and negative values. As in the case of the damped wave equation and the
Heaviside equation, we have established the dependency of this critical on the positive coefficientm of the nonlinear term,
for several generalized logistic terms in the generalized Fisher–KPP equation. A numerical prediction has been provided for
values ofm < pi2, and the results have been thoroughly validated against the existing literature for the classical Fisher–KPP
equation and its time-independent elliptic version, the Heaviside equation and the generalized Fisher–KPP equation with
logistic nonlinearity, with respect to both numerical and analytical results.
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Fig. 10. Time-dependent graphs of the numerical approximation to the solution u(r, t) of radially symmetric problem (35) with m = 5, when r = 0.25.
Six different values of τ have been chosen around the critical values τ− , 1m and τ+ , over an interval of time [0, 10]. The graphs establish that solutions to
(35) take on negative values when τ > τ− andm < pi2 , and that solutions blow up to infinity when τ > 1m .
Amongst the results presented here, we have provided a computational method to approximate solutions of the
generalized Fisher–KPP equation in both the (1 + 1)-dimensional Cartesian case and the (3 + 1)-dimensional, spherically
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Fig. 11. Time-dependent graphs of the numerical approximation to the solution u(r, t) of radially symmetric problem (41) for r = 0.25, p = 2, over a
fixed time interval: [0, 1] for the graph to the left, and [0, 1.5] for the one to the right. Two different values ofm below pi2 were chosen: 0.0001 (left) and 4
(right). In each case, eight different values of τ have been chosen. The results establish the existence of a critical value for the time of relaxation in problem
(41), below which solutions are nonnegative, and above which solutions take on negative values.
0 1 2 3 4 5 6 7 8 9 10
0.025
0.03
0.035
0.04
0.045
0.05
0.055
0.06
0.065
f (u) = 0
f (u) = mu
f (u) = mu(1–u)
f (u) = mu(1–u2)
f (u) = mu(1–u3)
(2π)–2
π2
m
τ –
 
Fig. 12. Graph of occurrence of the threshold value τ− for problem (41) versus m, with m < pi2 , for the expressions of the generalized logistic term f
listed in the legend. A coefficient of diffusivity equal to 1 was fixed in all the simulations, and the results are based on the study of the position r = 0.25
for different values of τ .
symmetric scenario. The numerical method consists of a conditionally stable finite-difference scheme, together with an
energy scheme that consistently approximates the energy of the system, andwhich has the property that the discrete rate of
change consistently approximates its continuous counterpart.With the help of this technique it has been established that the
long termbehavior of solutions to problemsdescribed by the generalized Fisher–KPP equationwith a short time of relaxation
is determined by the corresponding, time-independent, elliptic Dirichlet problem when positive, radially symmetric initial
conditions are considered. These results may have physical implications in problems such as the description of growth
of human or parasite populations, the spread of forest fires, the epidermal process of wound healing, the study of the
phenomenon of heat transport in short time scales, etc.
Several directions of research still remain open. First of all, in view of the numerical evidence of existence of positive
solutions for the generalized Fisher–KPP equation, it is important to design numericalmethods that preserve the positivity of
solutions. So far, several positivity-preserving techniques have already been designed to approximate nonnegative solutions
of the dampedwave equation [33,34]; however, no substantial progress has been accomplished to approximate nonnegative
solutions of the classical or generalized Fisher–KPP equation, or even of the Heaviside equation studied in this paper. Of
course, this task must be accompanied by the design of energy schemes that consistently approximate the energy of the
system under study.
In this sort of thing, it is worth noticing that our work has provided a proof of the linear stability of the numerical method
presented here. However, the problem of the analyzing the stability of the full nonlinear method which includes the logistic
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term has not been solved. Nevertheless, our simulations have provided stable results for our choices of the computational
parameters. The nonlinear stability analysis itself is an interesting task that may be attack in a future work, considering
generalized logistic functions or more general nonlinear terms.
From a different perspective, many other avenues of research still remain open. For instance, the accurate prediction of
the critical curves τ p− is an important topic of investigation. Also, it is a matter of further research to determine the existence
of such critical function for arbitrary initial-boundary value problems involving the generalized Fisher–KPP equation. Finally,
the search for applications of the results presented in this work is a topic of study that certainly merits attention.
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