Abstract. We estimate fractional Sobolev and Besov norms of some singular integrals arising in the model problem for the Zakai equation with discontinuous signal and observation.
Introduction
In a complete probability space (Ω, F , P) with a filtration of σ-algebras F = (F t ) satisfying the usual conditions, the following linear stochastic integro-differential parabolic equation of the fixed order α ∈ (0, 2] was considered in Hölder classes (see [6] ): (1.1) du(t, x) = A with the compensator Π(dυ)dt) and g is an F-adapted measurable realvalued function on R d+1 × U. It is the model problem for the Zakai equation (see [16] ) arising in the nonlinear filtering problem with discontinuous observation (see [6] ). Let us consider the following example. Example 1. Assume that the signal process X t in R d is defined by
where b(x) = (b i (x)) 1≤i≤d ,x ∈ R d , are measurable and bounded W α t is a d-dimensional α-stable ( α ∈ (1, 2)) Lévy process. Suppose 
then it is a solution of the Zakai equation
Since Y t , t 0, and X t , t 0, are independent with respect to P , for u (t, x) = v (t, x) − u 0 (x) we have an equation whose model problem is of the type given by (1.1). Indeed, according to [2] , for any infinitely differentiable function ϕ on R d with compact support, the conditional expectation
Assuming (1.2) and integrating by parts, we obtain (1.3).
In terms of Fourier transform,
where C = C(α, d) is a positive constant, S d−1 is the unit sphere in R d and dw is the Lebesgue measure on it. It was shown in [6] that in Hölder classes the solution of (1.1) can be represented as
where
and * denoting the convolution with respect to the space variable x ∈ R d . According to [11] , G s,t is the density function of an α-stable distribution, and A (α) is the fractional Laplacian if b = 0 and m (a) = 1. In order to estimate the L p -norm of the fractional derivative
of u in (1.4), we need the estimates for ∂ α Rf, ∂ αR g and ∂ α T t u 0 . It was derived in [7] , that
According to Corollary 2 below (it provides two-sided estimates for the moments of a martingale),
, where
In this paper, we estimate the singular integrals of I 1 -and I 2 -types related to Rg(t, x) in (1.5) in Sobolev and Besov spaces. If α = 2 and B is d×d-identity matrix, the estimate of I 1 -type was proved in [5] . This estimate for (1.6) was generalized in [4] for the case m (α) = 1, b = 0 (in this case A (a) is the fractional Laplacian). Our derivation of an estimate for (1.6) follows a slightly different idea communicated by N.V. Krylov. The problem cannot be reduced to a case with fractional Laplacian. In fact, m (α) can be zero on a substantial set (see Remark 1) . The operatorRg in Hölder-Zygmund classes was estimated in [6] .
The results of this paper were applied in [9] to solve the model problem above in the fractional Sobolev spaces.
The paper consists of five sections. In Section 2, we introduce the notation and state the main results. In Section 3, we derive the twosided p-moment estimates of discontinuous martingales that explain the need to consider (1.6) and (1.7). In the last two sections, we present the proofs of the main results.
2. Notation, function spaces and main results 2.1. Notation. The following notation will be used in the paper.
Let
We denote by
For α ∈ (0, 2] and a function u(t, x) on R d+1 , we write
The letters C = C(·, . . . , ·) and c = c(·, . . . , ·) denote constants depending only on quantities appearing in parentheses. In a given context the same letter will (generally) be used to denote different constants depending on the same set of arguments.
2.2. Function spaces. Let S(R d ) be the Schwartz space of smooth real-valued rapidly decreasing functions. Let V be a Banach space with a norm | · | V . The space of V -valued tempered distributions we denote by
Further, for a characterization of our function spaces we will use the following construction (see [1] ). By Lemma 6.1.7 in [1] , there exists a function φ ∈ C ∞ 0 (R d ) such that supp φ = {ξ :
and ϕ 0 ∈ S(R d ) by
Let β ∈ R and p 1. We introduce the Besov space B
where I is the identity map and ∆ is the Laplacian in R d , and the spaceH
Similarly we introduce the corresponding spaces of generalized func-
with finite corresponding norms:
: a s t b} with finite corresponding norms:
For the scalar functions the norms (2.1) and (2.2) are equivalent (see [15] , p. 15). Therefore, the norms (2.3) and (2.4) as well as (2.5) and (2.6) are equivalent.
If V is a separable Hilbert space, we will also use the spacesB
Main results.
Throughout the paper we assume that the functions b = b(t), B = B(t) and m (α) (t, y) ≥ 0 are measurable, m (2) = 0 and
Also, we will need the following assumptions.
A. (i) The function m = m(t, y) ≥ 0 is 0-homogeneous and differentiable in y up to
(ii) There is a constant K such that for each α ∈ (0, 2) and t ∈ R |b(t)| + |B(t)| + sup
B. There is a constant µ > 0 such that
Re
Remark 1. The assumption B holds with certain µ > 0 if, for example,
for a measurable subset Γ ⊆ S d−1 of a positive Lebesgue measure.
Given a measurable S
we consider a linear operator I that assigns to it a S
The main results of the paper are the two propositions given below. Proposition 1 in the case V = L p (U, U, Π) is related to the integral I 2 in (1.7) and Proposition 2 in the case V = L 2 (U, U, Π) is related to the integral I 1 in (1.6).
Proposition 1. Let Assumptions
Since for the scalar functions the norms (2.5) and (2.6) are equivalent, we have the following statement.
Since the norms (2.3) and (2.4) are equivalent for the scalar functions, we have
and by Minkowski inequality
and the statement follows by Proposition 1. 
pp (E a,b , V ).
Moment estimates of discontinuous martingales
The following two-sided moment estimate for discontinuous martingales should be well known (see e.g. [10] for this type of estimate from above). For the sake of completeness we provide its proof. Let p(dt, dυ) be a σ-finite point measure on ([0, ∞)×U, B([0, ∞))⊗U) with a dual predictable projection measure π(dt, dυ) such that π ({t} × U) = 0, t ≥ 0, and let R(F) be the progressive σ-algebra on [0, ∞) × Ω (see [3] ). Denote by L 2 loc the space of all R(F) ⊗ U-measurable functions g(t, υ) = g(ω, t, υ) such that P-a.s.
loc and
Then there are constants C = C(p) and c = c(p) > 0 such that for any
Proof. Let
By the Burkholder-Davis-Gundy inequality (see [3] ), there are positive constants c p and C p such that for each F-stopping time τ
Denoting q = p/2 ≥ 1, we have
Since there are two positive constants c, C such that for all non-negative numbers a, b
Hence,
On the other hand, for q > 1,
According to Young's inequality, for each ε > 0 there is a constant C ε such that
and the statement follows.
Corollary 2. Let p ≥ 2, g = g(s, x, υ) be such that P-a.s.
and
and ∼ denotes the equivalence of norms.
Proof of Proposition 1
Let us introduce the functions
According to Lemma 12 in [6] or inequality (36) and Lemma 16 in [8] , there are constants C, c > 0 such that for all s ≤ t, j ≥ 1,
Obviously, ϕ j * Ig(s, t, ·) = Ig j (s, t, ·), j 0.
Since ϕ j = ϕ j * ϕ j , j ≥ 0, we have
Therefore, by Minkowski's inequality,
By (4.1),
dtds.
If p = 2, we have immediately
If p > 2, we split the sum in (4.2) as follows:
where J = {j ∈ N 0 : 2
). Using Hölder's inequality, we get
we have
Let us consider the sum B(s, t). By Hölder's inequality,
. Since e −c2 αj (t−s) is decreasing in j,
The proposition is proved.
Proof of Proposition 2
In the proof we follow an idea communicated by N.V. Krylov.
Auxiliary results. We start with
where the constant C = C(δ).
Changing the variable of integration, y = |ξ|ȳ, we have
Obviously,
|ξ|, s ∈ (0, 1), then |ξ + sy| ≥ |ξ| − s|y| ≥ We will need some facts about maximal and sharp functions as well (see [13] ).
For each (s, z) ∈ R d+1 and δ > 0 we consider a family of open sets B(s, z; δ) of the form
Let Q δ be the family of all B(s, z; δ), (s, z) ∈ R d+1 , and Q = ∪ δ>0 Q δ . The collection Q satisfies the basic assumptions in [13] (see I.2.3 in [13] ).
Let h ∈ L 1 (R d+1 ). For the rectangle B ∈ Q we set
|h(s, y) − h B |dsdy.
Let
Mh(t, x) = sup |h(s, y)|dsdy,
In the definition of h # the supremum is taken over all B ∈ Q = ∪ δ>0 Q δ such that (t, x) ∈ B. The functions Mh and h # are called the maximal and sharp functions of h.
We will also use the maximal functions defined by
|f (y)|dy, where B r (x) = {y ∈ R d : |y − x| < r}. As it is well known ( [13] , Theorem IV.2.2, ), for h ∈ L p (R d+1 ), p > 1, the following norms are equivalent:
where the constant C = C(d) and
where dw is the counting measure on {−1, 1} if d = 1, and dw is the Lebesgue measure if d ≥ 2.
Proof. Integrating by parts, we have
Therefore, by Hölder's inequality,
, s ∈ R, is an isomorphism (see [12] ), it is enough to prove the first inequality for β = 0. Also, it is enough to consider g ∈ C ∞ 0 (R d+1 , V ), the space of smooth V -valued functions on R d+1 with compact support. Let us introduce the functioñ
Obviously, if α = 1,
and |w|=1 wm (1) (t, w)dw = 0, the equality (5.5) holds for α = 1 as well. By Assumption B,
Let p = 2 and g ∈ H 0 2 (E a,b , V ). Then, by Parseval's equality,
According to (5.3) and (5.4) it is enough to prove that there is a con-
where M t and M x denote the maximal functions defined using the balls in R and R d and
Since B ∈ Q is of the form
where Q 0 =B(0, 0; 1). Changing the variable of integration, u =s 0 + δ α s, y ′ = z + δy, we see that
Note that for everys
with the same constants K and µ. Therefore for (5.8) it is enough to show the inequality (5.9) (Gg)
We consider the following three cases:
For the estimates of the derivatives of G u,s (x) the following representation is helpful. For u < s, 
Repeating the proof of (5.6), we have 
According to Lemma 3 (in our case
By (5.10),
Changing the variable of integration, ρ(s−u) − 1 α = r, and using Hölder's inequality, we get
Hence, by Parseval's equality,
Due to our assumptions A, B and Lemma 2, the last integral is finite. Therefore
for all (t, x) ∈ Q 0 with l(s, u, x) = (s − u)
We will show that in the case (3) (5.13)
with all (t, x), (t ′ , x ′ ) ∈ Q 0 . We estimate the Lipschitz constant of Gg in t and x. Obviously, for each (s, y),
First we estimate |∇Gg(s, y)| in (5.14).
Since g(u, y ′ ) = 0 if u ≥ −8, applying Hölder's and Minkowski's inequalities, we derive for s ∈ [−2, 0], |y| ≤ 1,
For any (t, x) ∈ Q 0 , according to (5.10) and Lemma 1 (applied for d = 1),
According to Lemma 3 (in our case R = √ d and
By (5.10) and Hölder's inequalitỹ 
Due to our assumptions and Lemma 2, the last integral is finite. Hence,
Therefore by Lemma 1 (in the case
Now we estimate |∂ s Gg(s, y)|. Applying Hölder's and Minkowski's inequalities, we get for (s, y) ∈ Q 0 ,
= 2B 1 (s, y) + 2B 2 (s, y).
According to Lemma 3, The proposition is proved.
