Introduction.
It is our purpose to obtain formulas and tables involving several standard methods for determining densities of sets of positive integers. These methods fall within a general class of methods defined in §3. Theorem 3.3 and its applications, including four tables, constitute our main results. Let E be an infinite set of positive integers which may be denoted, in increasing order, by Xi, X2, X3, • • • . Let si, s2, 53, ■ • • , the characteristic sequence of the set E, be defined by the condition that sn = 0 if n is not in E and sn = l if n is in E. The counting function Sit) of E is defined for each real / by the formula (1.1) 5(/) = E J* = I 1 = £ 1. In case lim Dit) exists, this limit is denoted by D and is called the density of E.
Other determinations of densities and upper densities are obtained by applying summability transformations to the sequence Din) or function Dit) of partial densities.
Many considerations are simplified by the fact that Dit) =0 when t<l, Dit) is continuous except for jumps at the integers in E, and 0^P(/)^1. Thus we obtain the formula 
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of functions DP(x) and L(t) defined by
Starting with (1.61) gives, for each x>0, Writing r' in the form exp (-t\ogr~l) and putting x_1 = logr_1 then gives While our principal notations and terminologies are given in terms of densities of sets of integers, it is easy to modify the terminologies and notations and to view our work as being a study of transforms of sequences of zeros and ones. Viewing the characteristic sequence S\, s2, • • • (instead of the set E of integers) as being the fundamental entity upon which we operate, let 5 = lim sup"," sn. The sequence P(l), P(2), • • • is the sequence of arithmetic means of the sequence sn and we denote its superior limit by M or M(1) so that D = M = Mm. Similarly the mean density Dm is the superior limit of the arithmetic mean transform of the arithmetic mean transform of the sequence sn and we denote this by M{2) so that DM = M{V. Likewise, for each r^l, Dm is the superior limit of the iterate of order (r + 1) of the arithmetic mean transform of sn and we denote this by M(r+1) so that Dm = M(-r+l). As (1.5) shows, DA is the superior limit of the Abel transform of the arithmetic mean transform of sn and we denote this by AM so that Da = AM. As (1.6) shows, Dp is the superior limit of the Poisson transform of the (integral) arithmetic mean transform of the function sit) associated with the sequence 5" and we denote this by PM so that Dp = PM. 
In the case of (2.21), we have <p(t) =0 when t^zl. In each case <p(t) ^0, (p(t) is continuous and monotone decreasing over t>0, and f*<p(t)dt = \. We assume henceforth that <p(t) has these properties and, in accordance with notation used above, define an upper density D^ by the formula (3.11) D* =limsup7?(x).
In addition to (3.1), a useful formula for F(x) is obtained by integration by parts.
For each x>0 we have S(xt)=xtD(xi) and hence <j>(t)S(xt) = xUp(t)D(xt). Now 0^D(xt) gl, and the hypothesis that <p(t) is non-negative and monotone decreasing overOO and fo<p(t)dt = \ implies that t<j>(t)-+0 as *->=o and /<£(/)->0 as i->0. Hence <t>(t)S(xi)-*0 as t-+™ and <p(t)S(xt)-+0 as /-»0. Therefore integrating (3.1) by parts gives (3.12) F(x) = -I D(xt)td<t>(t).
Jo
Defining lower densities by the formulas LD = Y\m\nix^xD(x) and LD^, = lim infx^w £(x), we can use (3.12) to prove that (3.2) LD ^LD^D^SD.
Proof of the first of the inequalities (3.2) being similar, we prove only the last. Let e>0 and choose a positive number 8 such that (3.21) f 4>it)dt < (.
Choose Xo such that P(x) <D-\-e when x>Xo. Then, when x>x0/d, Hence, when x>x0, P(x) <P + 2e and this implies that D$^D. That the following theorem gives much more incisive information about D$ is shown by applying (3.31) in the special case for which D=l; putting P = l in (3.31) gives immediately the significant conclusion that D^ = \. It follows from this, (3.2), and the inequality O^P^l that if D^, = 1 for at least one <p, then P^ = l for every <p. Another obvious consequence of (3.31) and (3.311) is the fact that if Z>>0, then D^>0 for every <p. The last inequality in (3.31) follows from (3.2). The part of Theorem 3.3 involving (3.32) will be proved in § §4 and 5 where considerable further information will be obtained. Meanwhile in this section we give a proof of the first inequality in (3.31) and obtain (3.311) and related results. Let x>0. Then, for each y>0, starting with (3.1) gives
y Jo y Jo \y/ Since S(u) is constant over O^u^xy except for S(xy) upward jumps of unit magnitude and <p is monotone decreasing, it follows that
Letting y become infinite over a sequence of values for which S(xy)/xy^>D then gives the first inequality in (3.31).
We now show that (3.11) implies (3.311). As we have remarked, our hypotheses imply that kj>(t)->0 as t->0 and as t-* «>. Since <j>(t) is continuous, non-negative, and sometimes positive over />0, it follows that Up(t) must attain a positive absolute maximum C for some positive value to of /. Since (p(t) is monotone decreasing over t>0, we find that
This and (3.31) imply (3.311).
Further information about the left member of (3.31) is easily obtained. Using again the fact that <p(t) is monotone decreasing gives, when 0^Z><1,
When 0<£><1, (3.6) and (3.61) give 1 rx 1
This implies that l rx
Since <j>it) 2:0 and, for each fixed x, an increase in D produces an enlargement of the interval of integration in the integral in the left member of (3.61), it follows that the left member of (3.61) is a monotone increasing function of D. Some of our later work suggests that, for the special cases in which we are interested, the left member of (3.61) is a function of D having positive derivatives of all orders, and that the central member of (3.62) is an increasing function of D.
4. Development of a method. We now develop a method for constructing and using special sequences 5n for the purpose of obtaining information about the manner in which Dm, Da, Da and Dp are related to D and to each other. One of our goals is to complete the proof of Theorem 3.3 by proving the statement involving (3.32). A part of this method has been suggested in a special case by Dvoretzky [l] who gives references to earlier work of S. Mandelbrojt and others. As in §3, we assume that (pit) 3:0, (pit) is continuous and monotone decreasing over t>0, and Jo(j>it)dt = l. Each set E of positive integers Xi, X2, • • • then possesses, as in §3, a transform P(x) defined by
and an upper density D^, defined by (4.11) P0 = limsupf(x).
For application to special cases we construct, in terms of the function (pit) in (4.1) and a given constant 9 for which 0^0:21, a special sequence of zeros and ones which we denote by s". Let Ci, bi, a2, b2, ■ ■ ■ be an increasing sequence of positive integers and let Xi, x2, • • • be an increasing sequence of positive numbers satisfying the conditions xn-* °o ,
The order of choice of these numbers can be a\, b\, X\, a2, bit x2, • • • . Assuming that ai and b\ are given such that ai<bi, we can choose #i>0 and then choose a2 as large as we please to validate (4.22) when p = \. It is then easy to choose &2 and to continue the process to validate (4.2), (4.21), and (4.22). Let sn = \ when n falls within one of the intervals ap<n^bp and let s" = 0 when n^ai and when n falls within one of the intervals bp<n^ap+i. Thus the sequence sn consists of alternate blocks of zeros and ones, the lengths of these blocks becoming infinite as we advance in the sequence. Using (4.21) and the definition (1.2) of D(t), we find that The integral in (4.5) is a continuous non-negative function of x which converges to 0 as x->0 and as x-> «>. This function must attain a maximum value for at least one x for which x>0 and hence (4.5) takes the form (4.51) P* = max I <t>it)dl. In cases in which it is not easy to solve the equation f'(x) =0, a graph of x<p(x) gives approximations to pairs of values of x and X for which g(r) =0. Newton's method then provides an efficient means of approximating zeros of g(x) and hence of f'(x).
6. The tables. Before discussing the accompanying tables, we remark that the entries in Tables 1 and 3 were obtained by the methods set forth in § §4 and 5. Some details and further information are given in § §7 to 10. Table 1 gives, for each of several values of 6, the values of D, Dm, Dm, Dm and Dm f°r the special sequences of zeros and ones constructed in §4. Table 2 gives the corresponding values of Dm, Da, Da, Dp and Dm- Table 3 gives, for the same values of 6, the values of the differences D -Dm, Dm -25$, D{S-Dm\ Dm-Dm (obtained from Table 1 ) and 25$-25$ (obtained from Tables 1 and 2 ). The most interesting fact revealed by Table 3 Table 4 gives, in decreasing order through the first column and then the second column, the values of several upper densities when 0 = .999. These upper densities maintain the same relative sizes for all of the values of 8 listed in Tables  1 and 2 . Following the numbers in Table 4 , we give the interpretations of these numbers in terms of transforms of the sequence 5"; the notation is defined at the end of §1.
We conclude this section with some remarks concerning the relative sizes of the numbers in Table 4 . At widely spaced times, the author has participated in informal discussions of the following idea. In comparison to the Arguments in favor of validity of this idea receive a little support from a theorem of Zygmund which has been generalized by Szasz [2] and which says that if a sequence is evaluable A, then it is evaluable A M. However, the idea is false because Table 4 shows that there exist sequences of zeros and ones for which AM <A. The above idea which has already been discredited and known relations involving the Abel and Cesaro transforms of series, together with the fact that the Holder and Cesaro methods for evaluation of sequences are equivalent, could lead to the guess that if r>0 then the inequality A ^ M<r) holds for each real sequence. However, Table 3 shows that there exist sequences of zeros and ones for which 1P3) <A.
7. The density D%\ In accordance with Theorem 5.1 and (2.21), P# = maxx>o/(x) where (7.1) ,(x)=i£(log+l)â nd log+ u is 0 or log u according as 0<m<1 or wj^l. The maximum value of fix) occurs for the unique x for which/'(x) =0 and hence 1 X"r 1 (7-2) log -----log--
To determine DM\ we integrate (7.1) by parts to obtain
where x is determined from (7.2). In case r = l, use of (7.3) and (7. 
The maximum value of f(x) occurs for the unique x for which/'(x) =0, that is
When X has a given value, the main difficulty in applying Newton's method to solve (9.2) for x lies in obtaining sufficiently accurate values of E(y). When E(a) is tabulated, the value of £(a+h) can be obtained correct to the desired number of decimal places by use of the Taylor expansion of E(a-\-h) in powers of h, which can be put in the convenient form Essentially all of our work has been a study of the manners in which various upper densities are related to D. The tables show how, for the optimal sequences constructed in §4, these various upper densities are related to each other as well as to D. In particular, Table 4 shows that there exist sequences for which (11.1) Dm < Dm < Dp < Dm < Dm <DA<Da = Dm < D.
One service of this fact is to remove the possibility of wasting time in attempts to prove false conjectures to the effect that the inequalities Da^Dm\ Dp^Dm, Da^Dp, and others hold universally, that is, for each characteristic sequence of a set of positive integers. If D' and D" represent two of the upper densities in (11.1), it is impossible to prove that D'<D" holds universally because there exist sequences for which the members of (11.1) are all equal; this happens, for example, whenever the given sequence possesses a density D and whenever D = \.
It does, however, make sense to recognize that there exist extensive classes of sequences for which the inequalities As (11.8) indicates, it is undecided whether the equality /)" = £>$ is universally valid.
