Abstract. We classify tame block algebras of Hecke algebras of classical type over an algebraically closed field of odd characteristic. § 1. Introduction Hecke algebras associated with finite Weyl groups have been studied intensively in the past several decades because of its importance in Lie theory. In the modular representation theory of finite groups of Lie type over algebraically closed fields of non-defining characteristic, they appear as the endomorphism algebras of the modules which are Harish-Chandra induced from the cuspidal modules of HarishChandra series. Utilizing the modular representation theory of Hecke algebras of type A developed in [20] and [21] , Richard Dipper in the papers [17] , [18] , and Gordon James in the paper [30] , gave the classification of irreducible modules of GL n (q) in the non-defining characteristic case. The bijection between the two labels was established in [19] . Then, they introduced the q-Schur algebra, which is an algebra defined from the Hecke algebras of type A, and showed that the modular representation theory of the q-Schur algebra knows the decomposition numbers of GL n (q) in the non-defining characteristic case [22] .
Hecke algebras associated with finite Weyl groups have been studied intensively in the past several decades because of its importance in Lie theory. In the modular representation theory of finite groups of Lie type over algebraically closed fields of non-defining characteristic, they appear as the endomorphism algebras of the modules which are Harish-Chandra induced from the cuspidal modules of HarishChandra series. Utilizing the modular representation theory of Hecke algebras of type A developed in [20] and [21] , Richard Dipper in the papers [17] , [18] , and Gordon James in the paper [30] , gave the classification of irreducible modules of GL n (q) in the non-defining characteristic case. The bijection between the two labels was established in [19] . Then, they introduced the q-Schur algebra, which is an algebra defined from the Hecke algebras of type A, and showed that the modular representation theory of the q-Schur algebra knows the decomposition numbers of GL n (q) in the non-defining characteristic case [22] .
This success motivated Dipper and James to study the modular representation theory of Hecke algebras in other types and studied Hecke algebras of type B in [23] and [24] . However, the study of the modular representation theory of Hecke algebras of type B required various new ideas, and the Lascoux-Leclerc-Thibon conjecture allowed the author to contribute the later development in [7] , [12] , [9] etc. by using the categorification of integrable modules over the affine Kac-Moody Lie algebra of type A (1) e−1 , where e is the quantum characteristic. See survey papers [8] and [10] . Little has been done to explore relationship between subquotient categories of the module category or the derived category of a finite group of Lie type and those of Hecke algebras, and we must know the Hecke algebra side to start with. Then, Drozd's dichotomy theorem tells us that we have to choose among the stages either (a) studying representations over algebras of tame representation type, or (b) finding results on Grothendieck group level such as character formulas, or studying relationship between various subquotient categories using modules with good properties, because we cannot expect detailed study of the module categories for algebras of wild representation type.
Hence, it is natural to ask which block algebras of Hecke algebras are tame. The answer to this question for Hecke algebras of classical type was recently given by the author in [11] . The proof uses the development of the theory of cyclotomic quiver Hecke algebras, which are also called cyclotomic Khovanov-Lauda-Rouquier algebras, by Brundan-Kleshchev [13] , [14] , Chuang-Rouquier [16] , Kang-Kashiwara [31] , [32] , together with classical results by Rickard [36] and Krause [33] . The proof used in [11] also allows the author to prove the following theorem. In the proof of this theorem, the cellularity plays an important role, and block algebras of Hecke algebras are known to be cellular by the old results of Dipper, James and Murphy I have mentioned above and by Geck's result [28] .
Theorem 1 ([11, Theorem C]). Suppose that B is a block algebra of Hecke algebras of classical type over an algebraically closed field of odd characteristic. If B is of finite representation type, then B is a Brauer line algebra, that is, a Brauer tree algebra whose Brauer tree is a straight line without exceptional vertex.
The purpose of this paper is to give complete classification of Morita equivalence classes of tame block algebras of Hecke algebras of classical type over an algebraically closed field of odd characteristic. In other words, the stage (a) is over in principle, as it has become study of algebras which have explicit description. The classification of tame block algebras has become possible by the confirmation in [11] of the author's conjecture that tame block algebras are Brauer graph algebras.
* Then, applying recent results from the representation theory of Brauer graph algebras, we obtain the following main result of this article. For the definition of Hecke algebras, see §2.
Theorem 2. Suppose that B is a block algebra of Hecke algebras of classical type over an algebraically closed field of odd characteristic. If B is of tame representation type and not of finite representation type, then B is Morita equivalent to one of the algebras below.
(1) For Hecke algebras of type A and type D, Brauer graph algebras whose Brauer graph are one of the following.
They occur only when the quantum characteristic is e = 2. (2) For Hecke algebras of type B with two parameters, either (a) the Brauer graph algebras in (1), or the symmetric Kronecker algebra, which is the Brauer graph algebra with one non-exceptional vertex and one loop, if the quantum characteristic e = 2, or (b) the Brauer graph algebra whose Brauer graph is For Hecke algebras of type A and B, we use the silting theory initiated in [5] . The result is obtained by simple application of recent development by Takuma Aihara and his collaborators † in [1] , [2] , [3] and [4] , because the tame block algebras are derived equivalent to Brauer graph algebras by [11, Theorem A, Theorem B] . We note that Brauer graph algebras are symmetric special biserial algebras and the class of Brauer graph algebras is closed under derived equivalence if the ground field is algebraically closed of odd characteristic by [6] . For Hecke algebras of type D, we need a little more extra argument to obtain the result. We embed Hecke algebras of type D to Hecke algebras of type B with a special choice of two parameters and use Specht module theory in the language of Kashiwara crystal to control the branching rule and prove that irreducible modules remain irreducible under the restriction from the Hecke algebras of type B to type D. § 2. Preliminaries Throughout the paper, K is an algebraically closed field of odd characteristic. The Hecke algebra of type A is the K-algebra H A n (q), where 1 = q ∈ K × , defined by generators T 1 , . . . , T n−1 and relations The Hecke algebra of type B is the K-algebra H n (q, Q), where 1 = q ∈ K × and Q ∈ K × , defined by generators T 0 , T 1 , . . . , T n−1 and relations
If −Q ∈ q Z , block algebras are Morita equivalent to tensor product algebras of two block algebras of type A by [23] . If −Q = q s , for some 0 ≤ s ≤ e − 1, block algebras are labeled by the weights of the integrable module V (Λ 0 + Λ s ) by [34] .
In type A and type B, the affine Weyl group, which is the affine symmetric group generated by Coxeter generators {s i | i ∈ Z/eZ}, acts on the weights of V (Λ 0 ) and V (Λ 0 + Λ s ). Then, block algebras in the same affine Weyl group orbit are mutually derived equivalent by [16] .
The Hecke algebra of type D is the K-algebra H D n (q), where 1 = q ∈ K × , defined by generators T 0 , T 1 , . . . , T n−1 and relations
The author is grateful to Dr. Ryoichi Kase for drawing his attention to Aihara's work.
Modules are always assumed to be finite dimensional right modules. We call block algebras which are of tame representation type and not of finite representation type simply tame block algebras. § 3. Silting theory
We assume that the reader is familiar with the various theories for Hecke algebras arising from the categorification of integrable modules over the affine Kac-Moody Lie algebra of type A (1) e−1 . However, since experts in the modular representation theory of Hecke algebras are not familiar with new development of the silting theory, we briefly review the theory in this section.
3.1. We start with the definition of silting object and basic properties.
(ii) If an additive full subcategory C of T satisfies the conditions (a) C is closed under isomorphism, shift, taking mapping cone, and (b) all the objects of add(X) are objects of C. then we must have C = T . Furthermore, if indecomposable direct summands of X are pairwise non-isomorphic, then X is called a basic silting object. If the condition (i) is replaced with
If a triangulated category T admits a silting object, then, as the authors of [5] pointed out in Remark 2.9 of their paper, the isomorpphism classes of T form a set by [5, Prop.2.17] . Hence, set theoretical issues do not arise, and we denote the set of isomorphism classes of basic silting objects by Silt(T ). For a finite dimensional algebra A, we denote Silt(K b (proj(A))) by Silt(A). We call silting (resp. tilting) objects silting (resp. tilting) complexes when T = K b (proj(A)). The following lemma characterizes tilting complexes among silting complexes.
Lemma 3.2 ([2, Thm.A.4]).
Let A be a finite dimensional selfinjective algebra. Then, a silting complex T is a tilting complex if and only if ν(T ) ≃ T , where ν is the Nakayama functor.
Corollary 3.3. Let A be a finite dimensional symmetric algebra. Then, any silting complex is a tilting complex.
As we work with finite dimensional symmetric algebras only, all the silting complexes we will consider are tilting complexes. The next theorem is well-known. 3.2. Silting objects in a triangulated category are related to each other by silting mutation.
Definition 3.5. Let C be an additive category, X and M objects of C. A morphism
Definition 3.6. Let A be a finite dimensional algebra, and let T be a silting complex. We choose an indecomposable direct summand X, and write T = X ⊕M. We denote by X → Y the minimal left add(M)-approximation of X, and extend it to a triangle X → Y → Z → X [1] . Then, define µ X (T ) = Z ⊕M and call µ X (T ) the irreducible left silting mutation of T . For a tilting complex T , µ X (T ) is not necessarily a tilting complex, but if we choose the indecomposable direct summand X to be such that ν(X) ≃ X, then µ X (T ) is a tilting complex by [15, Lem.5.2].
Remark 3.8. Replacing the minimal left add(M)-approximation by the minimal right add(M)-approximation, we define the irreducible right silting mutation.
Then, Silt(T ) is a partially ordered set. . Let A be a finite dimensional algebra, and let T 1 and T 2 be objects of Silt(A). Then, we have the following.
(
The following are equivalent.
(a) T 2 is an irreducible left silting mutation of T 1 .
(b) T 1 is an irreducible right silting mutation of T 2 .
(c) T 1 > T 2 and there is no silting object T satisfying T 1 > T > T 2 .
Definition 3.11. Let T be a triangulated category which admits a silting object. We say that T is silting discrete if, for any silting objects T 1 and T 2 which satisfies T 1 ≥ T 2 , there exists only finitely many objects T of Silt(T ) that satisfy
The following proposition is easy to prove. The meaning of finiteness condition in the definition of silting discreteness is the following.
Theorem 3.14 ([2, Thm.3.5]). Let A be a finite dimensional algebra, T 1 and T 2 objects of Silt(A) which satisfy T 1 ≥ T 2 . If the number of objects T ∈ Silt(A) that satisfy T 1 ≥ T ≥ T 2 is finite, then T 2 is obtained by iterated irreducible left silting mutation from T 1 .
Theorem 3.15. Let A be a finite dimensional algebra and suppose that K b (proj(A)) is silting discrete. Then, any silting complex is obtained by iterated irreducible left silting mutation from a shift of the stalk complex A.
Proof. For any objects
Thus, we fix a sufficiently large ℓ, and Hom
That is, A[−ℓ] ≥ X holds. Then, the result follows by Theorem 3.14.
3.3. We return to symmetric algebras. The following is an important application of the silting theory. The argument in the proof is taken from [4, Thm.5,1]. For symmetric algebras, we say tilting mutation instead of silting mutation. Proof. By Theorem 3.4, there is a tilting complex T ∈ K b (proj(A 1 )) such that B = End T (T ). The condition (a) implies that T is obtained by iterated irreducible left silting mutation from the stalk complex A 1 , by Theorem 3.15, and we write
Since A 1 is a symmetric algebra, silting complexes are tilting complexes by Corollary 3.3, so that T i = µ X i • · · · • µ X 1 (A 1 ), for 1 ≤ i ≤ ℓ, are tilting complexes. We show that, for 1 ≤ i ≤ ℓ, we have End T (T i ) ≃ A j , for some 1 ≤ j ≤ s. The base i = 1 is the assumption (b). Suppose that End T (T i−1 ) ≃ A k , for some 1 ≤ k ≤ s, holds. Then, Theorem 3.4 implies that there is an auto-equivalence F : T ≃ T such that F (T i−1 ) = A k . Hence, we have isomorphisms of finite dimensional algebras
and End T (T i ) ≃ A j , for some 1 ≤ j ≤ s, by the assumption (b) again.
As we stated in the introduction, we only need to handle Brauer graph algebras. We define Brauer graph algebras as follows. See [27] , for example. Definition 3.17. A Brauer graph is an undirected graph, which allows loops and multiple edges, such that each vertex v is associated with the multiplicity m(v) ∈ N, and a cyclic ordering of the edges which have v as an endpoint. Then, the Brauer graph algebra associated with a Brauer graph is defined as follows.
(a) For each vertex v, let α v,1 , · · · , α v,cv be the directed arcs which connect each of the edges in the cyclic ordering around v to the edge which is immediately after the edge in the cyclic ordering. Then,
generates the Brauer graph algebra. We call α v,1 , · · · , α v,cv a cycle. If the cycle starts and ends in E, we denote the product
(ii) For the endpoints u and v of an edge E, C
E,v . Note that α v,1 · · · α v,cv α v,1 = 0 follows from the defining relations. We call vertices of multiplicity strictly greater than one exceptional vertices.
Next theorem gives a combinatorial criterion for tilting discreteness of Brauer graph algebras. Our aim is to prove that they exhaust Morita equivalence classes of tame block algebras in type A and type B. Note that they are tilting discrete by Theorem 3.18. Thus, we compute the endomorphism algebras of irreducible left tilting mutation of the above algebras. Then, we apply Theorem 3.16 to obtain the desired result. § 5. Computation of the endomorphism algebras 5.1. We begin by the symmetric Kronecker algebra. We state the following theorem only for the bounded homotopy category of a finite dimensional algebra, but it is proved in more general setting in [5] . Hence, the assumptions (a) and (b) of Theorem 3.16 hold for the symmetric Kronecker algebra by Theorem 3.18 and Theorem 5.1. Thus, we obtain the following.
Lemma 5.2. Let A be the symmetric Kronecker algebra. If a finite dimensional algebra B is derived equivalent to A, then B is Morita equivalent to A. and we denote it by A(2, 2, 2). As a bounded quiver algebra, the quiver is
Secondly, we consider the Brauer graph algebra for the Brauer graph
and the relations are
We denote A(2, 2, 2) by A. The indecomposable projective A-modules are
The heart Rad(P 1 )/ Soc(P 1 ) is the direct sum of span{α} and the uniserial module span{µ, µν, µνµ}. Similarly, Rad(P 2 )/ Soc(P 2 ) is the direct sum of span{β} and the uniserial module span{ν, νµ, νµν}. Hom A (P 1 , P 2 ) consists of linear combinations of left multiplication by ν and νµν. We denote it by Hom A (P 1 , P 2 ) = span{ν, νµν}.
Then, Hom A (P 2 , P 1 ) = span{µ, µνµ}, and
Proposition 5.3. Any finite dimensional algebra which is derived equivalent to A(2, 2, 2) is Morita equivalent to A(2, 2, 2).
Proof. Let A = A(2, 2, 2). We compute the endomorphism algebra End K b (A) (µ P 1 (A)). The computation of End K b (A) (µ P 2 (A)) is obtained by swapping the role of P 1 and P 2 . First of all, it is easy to see that the minimal left add(P 2 )-approximation is the left multiplication by ν, and we denote it by ν : P 1 → P 2 . Thus, the irreducible left tilting mutation µ P 1 (A) is the complex
where the differential d : P 1 → P 2 ⊕ P 2 from degree −1 to degree 0 is given by
We consider the space of endomorphisms {f i } i∈Z of complexes:
Since f i = 0, for i = −1, 0, we write elements of End C b (proj(A)) (µ P 1 (A)) by
Then End C b (proj(A)) (µ P 1 (A)) is the matrix algebra consisting of the elements
The null-homotopic endomorphisms form its ideal consisting of the elements
where p, q, r, s are coefficients, and the factor algebra is End K b (proj(A)) (µ P 1 (A)). Now we observe that End K b (proj(A)) (µ P 1 (A)) is generated by (1) Let A = A(2, 2, 1) and P an indecomposable projective A-module. Then, Proof. The computation of tilting mutation for the algebras A(2, 2, 1) and A(2, 1, 2) in (1) and (2) are similar to the proof of Proposition 5.3. Thus, we only give the result of the computation.
(1) Let A = A(2, 2, 1). Then, A is the bounded quiver algebra whose quiver is
and the relations are αµ = µνµνµ = νµνµν = να = 0, α 2 = (µν) 2 . We start with µ P 1 (A). Then, End C b (proj(A)) (µ P 1 (A)) is the matrix algebra consisting of
and the two-sided ideal of null-homotopic elements consists of
We define basis elements of End K b (proj(A)) (µ P 1 (A)) in the same way as in the proof of Proposition 5.3, except for ν ′ . For ν ′ , we replace β with (νµ) 2 . By modifying the sign of α Then, they define a bounded quiver algebra for the quiver 2 1
and it follows that End
. Then, A is the bounded quiver algebra whose quiver is
and whose relations are αµ = µβ = βν = να = 0, α 2 = µν, β 2 = νµ. Since the computation is symmetric, it suffices to consider µ P 1 (A). Then, the similar computation above shows that End K b (proj(A)) (µ P 1 (A)) ≃ A(2, 2, 1).
(3) Since Theorem 3.18 implies that these algebras are tilting discrete, (3) follows because the algebras satisfy the assumptions (a) and (b) of Theorem 3.16. § 6. Tame block algebras of Hecke algebras of type D In this section, we consider block algebras of Hecke algebras of type D. Thus, we consider the Hecke algebra H n (q, 1) of type B for the parameter Q = 1. The algebra H n (q, 1) is generated by T 0 , . . . , T n−1 and the quadratic equation for T 0 is T 2 0 = 1. Define an algebra automorphism τ of H n (q, 1) by τ (T 1 ) = T 0 T 1 T 0 and τ (T i ) = T i , for i = 1. Define another algebra automorphism σ of H n (q, 1) by σ(T 0 ) = −T 0 and σ(T i ) = T i , for i = 0. Then, στ = τ σ and the Hecke algebra of type D is the fixed point subalgebra H n (q, 1) σ . Recall from the author's work [9] that irreducible H n (q, 1)-modules are labeled by Kleshchev bipartitions when e ≥ 2 is even. They are nodes of the Misra-Miwa realization of the Kashiwara crystal B(Λ), for Λ = Λ 0 + Λ e/2 . The signature rule to compute the Kashiwara operators, for a given bipartition, is as follows. We denote the block algebra of H n (q, 1) labeled by a weight Λ − β of the integrable highest weight module V (Λ) by R Λ (β). For a Kleshchev bipartition λ ⊢ n, we denote the irreducible H n (q, 1)-module by D λ . Then, we denote by (D λ ) σ the irreducible H n (q, 1)-module obtained from D λ by twisting the module structure by σ, and define h(λ) by (
. The next theorem is obtained by a version of Clifford theory.
Theorem 6.1. Recall that the base field is algebraically closed of odd characteristic.
σ -modules. Further, the twist by τ swaps the two irreducible H n (q, 1) σ -modules.
The following result of Hu enables us to compute h(λ) explicitly. 
If e is odd, −Q ∈ q Z implies that tame block algebras are Morita equivalent to the symmetric Kronecker algebra but it occurs only when e = 2, contradicting our assumption that e is odd. Hence e must be even, and −Q = q e/2 . Then, we must have e = 2 again by [11, Thm.A] . In this situation, the following proposition holds. Proposition 6.3. Let A be a tame block algebra of type D, and B the block algebra of type B that covers A. Then, irreducible B-modules remain irreducible if we view them as A-modules.
Proof. As we work in the case e = 2, we may enumerate the affine Weyl group orbits explicitly. Let Λ = Λ 0 + Λ 1 and {α 0 , α 1 } the simple roots, δ = α 0 + α 1 the null root. Then, we may prove the formulas below by induction on k ≥ 0. Hence, the irreducible B-modules do not split in all the cases. Proposition 6.3 implies the desired result for tame block algebras of type D.
Corollary 6.4. Any tame block algebra of type D is Morita equivalent to either A(2, 2, 1) or A(2, 1, 2).
Remark 6.5. We have explicitly obtained the tame block algebras of H n (q, 1), and they always have five Specht modules. This can be explained by the fact that the decomposition matrix D of an indecomposable cellular algebra is uniquely determined by the equation D T D = C, if the Cartan matrix C is either ( 3 1  1 3 ) or ( 4 2 2 3 ), which are the Cartan matrix of A(2, 1, 2) and the Cartan matrix of A(2, 2, 1), respectively.
