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Introduzione
In questo elaborato si presentano alcuni risultati relativi alle equazioni
differenziali stocastiche (SDE) lineari:
dXt = (B(t)Xt + b(t))dt+ σ(t)dWt
La soluzione di un’equazione differenziale stocastica lineare é un processo
stocastico Xt con distribuzione multinormale in generale degenere. Al con-
trario, nel caso in cui la matrice di covarianza C(t) é definita positiva, Xt ha
densitá gaussiana Γ(t0, x0; t, x).
La Γ(t0, x0; t, x) é inoltre la soluzione fondamentale dell’operatore di Kol-
mogorov in RN+1
L =
1
2
N∑
i,j=1
cij(t)∂xixj + 〈b(t) +B(t)x,∇〉+ ∂t
associato alla SDE lineare.
Operatori di questo tipo furono introdotti da Kolmogorov nel 1934 per de-
scrivere la densitá di probabilitá di un sistema con 2n gradi di libertá.
Negli ultimi decenni sono stati proposti in finanza molti modelli che com-
prendono operatori di Kolmogorov lineari e non lineari.
Nel primo capitolo vengono presentate alcune condizioni necessarie e suf-
ficienti che assicurano che la matrice di covarianza C(t) sia definita positiva
nel caso, piú semplice, in cui i coefficienti della SDE (B(t), b(t), σ(t)) sono
costanti, e nel caso in cui questi sono dipendenti dal tempo. A questo scopo
gioca un ruolo fondamentale la teoria del controllo. In particolare la con-
dizione di Kalman fornisce un criterio operativo per controllare se la matrice
di covarianza C(t) é definita positiva.
Nel secondo capitolo viene presentata una dimostrazione diretta della
disuguaglianza di Harnack per u soluzione positiva di Lu = 0 utilizzando
una stima del gradiente dovuta a Li e Yau [6]. Questo approccio é relativa-
mente generale e puó essere applicato a molti problemi differenti: equazioni
V
paraboliche su una varietá (Li e Yau [6]), equazione del mezzo poroso (Auch-
muty e Bao [7]) e somme di quadrati di campi vettoriali (Cao e Yau [8]).
Le disuguaglianze di Harnack sono strumenti fondamentali nella teoria delle
equazioni differenziali a derivate parziali.
Nel terzo capitolo viene proposto un esempio di applicazione della dis-
uguaglianza di Harnack in finanza. In particolare si osserva che la disug-
uaglianza di Harnack fornisce un limite superiore a priori del valore futuro
di un portafoglio autofinanziante in funzione del capitale iniziale.
VI
Capitolo 1
Equazioni stocastiche lineari
1.1 Soluzione di equazioni stocastiche lineari
Si consideri l’equazione differenziale stocastica (SDE) lineare in RN
dXt = (B(t)Xt + b(t))dt+ σ(t)dWt (1.1)
dove W é un moto browniano d-dimensionale con d ≤ N e σ(t), B(t), b(t)
sono funzioni L∞loc(R) con valori rispettivamente nello spazio delle matrici
N × d,N ×N,N × 1.
Poiché valgono le ipotesi standard (A.4) esiste soluzione forte per (1.1) e
questa é unica. Inoltre é possibile scrivere esplicitamente la soluzione.
Sia Φ = Φ(t) la soluzione del problema di Cauchy ordinario:{
Φ
′
(t) = B(t)Φ(t)
Φ(t0) = IN
dove IN é la matrice identitá N ×N .
Proposizione 1.1.1. La soluzione della SDE (1.1) con condizione iniziale
Xx0 = x é data da
Xxt = Φ(t)
(
x+
∫ t
0
Φ−1(s)b(s)ds+
∫ t
0
Φ−1(s)σ(s)dWs
)
(1.2)
Inoltre Xxt ha distribuzione multinormale con media
E[Xxt ] = Φ(t)
(
x+
∫ t
0
Φ−1(s)b(s)ds
)
(1.3)
e matrice di covarianza
cov(Xxt ) = Φ(t)
(∫ t
0
Φ−1(s)σ(s)(Φ−1(s)σ(s))∗ds
)
Φ∗(t) (1.4)
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Dimostrazione. Per provare che Xx in (1.2) é soluzione é sufficiente utilizzare
la formula di Itô. Posto
Yt = x+
∫ t
0
Φ−1(s)b(s)ds+
∫ t
0
Φ−1(s)σ(s)dWs
si deve mostrare che
d(Φ(t)Yt) = dXt
cioé
d(Φ(t)Yt) = (B(t)Xt + b(t))dt+ σ(t)dWt
Applicando la formula di Itô al processo Φ(t)Yt si ottiene
d(Φ(t)Yt) = Φ
′
(t)Ytdt+ Φ(t)dYt =
= Φ
′
(t)Ytdt+ Φ(t)(Φ
−1(t)b(t)dt+ Φ−1(t)σ(t)dWt) =
= B(t)Φ(t)Ytdt+ b(t)dt+ σ(t)dWt =
= (B(t)Xxt + b(t))dt+ σ(t)dWt
Poiché Xxt é somma di funzioni deterministiche si ha che X
x
t ha distribuzione
multinormale con media
E[Xxt ] = E
[
Φ(t)
(
x+
∫ t
0
Φ−1(s)b(s)ds+
∫ t
0
Φ−1(s)σ(s)dWs
)]
=
= E
[
Φ(t)
(
x+
∫ t
0
Φ−1(s)b(s)ds
)]
=
= Φ(t)
(
x+
∫ t
0
Φ−1(s)b(s)ds
)
e matrice di covarianza
cov(Xxt ) = E [(X
x
t − E[Xxt ])(Xxt − E[Xxt ])∗] =
= Φ(t)E
[
(
∫ t
0
Φ−1(s)σ(s)dWs)(
∫ t
0
Φ−1(s)σ(s)dWs)
∗
]
Φ(t)∗ =
= Φ(t)E
[∫ t
0
(Φ−1(s)σ(s))(Φ−1(s)σ(s))∗ds
]
Φ(t)∗ =
= Φ(t)
(∫ t
0
(Φ−1(s)σ(s))(Φ−1(s)σ(s))∗ds
)
Φ(t)∗
Notazione 1. Poniamo
mt0,x0(t) = E[X
x
t ], Ct0(t) = cov(Xxt ) (1.5)
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Osservazione 1. Il caso con coefficienti costanti b(t) ≡ b, B(t) ≡ B e
σ(t) ≡ σ é molto importante. Infatti in questo caso si ha Φ(t) = etB dove
etB =
∞∑
n=0
(tB)n
n!
(1.6)
La serie in (1.6) é assolutamente convergente in quanto
∞∑
n=0
‖tnBn‖
n!
≤
∞∑
n=0
| tn |
n!
‖B‖n = e|t|‖B‖
In piú si ha
(etB)∗ = etB
∗
, etBesB = e(t+s)B t, s ∈ R
In particolare etB é non degenere e si ha che
(etB)−1 = e−tB
Quindi, per la Proposizione 1.0.1 la soluzione della SDE lineare
dXt = (BXt + b)dt+ σdWt
con condizione iniziale x é data da
Xxt = e
tB
(
x+
∫ t
0
e−sBbds+
∫ t
0
e−sBσdWs
)
e si ha
mt0,x0(t) = E[X
x
t ] = e
tB
(
x+
∫ t
0
e−sBbds
)
= etBx+
∫ t
0
esBbds
e
Ct0(t) = cov(Xxt ) = etB
∫ t
0
e−sBσ(e−sBσ)∗dsetB
∗
=
∫ t
0
(esBσ)(esBσ)∗ds
Osservazione 2. Si noti che la matrice Φ−1(s)σ(s)(Φ−1(s)σ(s))∗ dell’inte-
grale (1.4) ha rango d. Inoltre anche quando d < N la matrice N ×N C(t)
puó essere definita positiva.
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Esempio 1.1 (Kolmogorov). Si consiederi la seguente SDE in R2{
dX1t = µdt+ σ0dWt
dX2t = X
1
t
(1.7)
con µ e σ0 costanti positive. Si ha che
B =
(
0 0
1 0
)
, σ =
(
σ0
0
)
, b =
(
µ
0
)
cośı che 1 = d < N = 2. Poiché B2 = 0, la matrice B é nilpotente e
etB =
(
1 0
t 1
)
Inoltre, se poniamo x = (x1, x2) si ha
mt0,x0(t) = e
tBx+
∫ t
0
esBbds =
(
x1
x2 + x1t
)
+
∫ t
0
(
1 0
s 1
)(
µ
0
)
ds =
(
x1 + µt
x2 + x1t+ µ
t2
2
)
e
Ct0(t) =
∫ t
0
esBσσ∗esB
∗
ds =
∫ t
0
(
1 0
s 1
)(
σ0
0
)(
σ0 0
)(1 s
0 1
)
ds = σ20
(
t t
2
2
t2
2
t3
3
)
> 0
per ogni t > 0
Consideriamo la SDE (1.1) sotto l’ipotesi che la matrice C(T ) sia definita
positiva per ogni t < T .
In questo caso, per ogni t < t0, Xt ha densitá x 7−→ Γ(t0, x0; t, x) dove
Γ(t0, x0; t, x) =
1√
(2π)Ndet Ct0(t)
e−
1
2
〈Ct0 (t)
−1(x−mt0,x0 (t)),(x−mt0,x0 (t))〉 (1.8)
Inoltre Γ é la soluzione fondamentale dell’operatore differenziale di Kol-
mogorov in RN+1 associato alla SDE lineare:
L =
1
2
N∑
i,j=1
cij(t)∂xixj +
N∑
i=1
bi(t)∂xi +
N∑
i=1
Bij(t)xi∂xj + ∂t
=
1
2
N∑
i,j=1
cij(t)∂xixj + 〈b(t) +B(t)x,∇〉+ ∂t (1.9)
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dove cij = σσ
∗ e ∇ = (∂xi , ..., ∂xN ). Ció significa che la funzione
u(t, x) =
∫
R
Γ(t, x;T, y)ϕ(y)dy, t < T, x ∈ RN
é soluzione classica del problema di Cauchy{
Lu = 0 su ]−∞, T [×RN
u(T, x) = ϕ(x) x ∈ RN
Tornando all’Esempio 1, l’equazione di Kolmogorov relativa al sistema
(1.7) é
σ20
2
∂x1x1u(t, x) + µ∂x1u(t, x) + x1∂x2u(t, x) + ∂tu(t, x) = 0 (1.10)
e la sua soluzione fondamentale é
Γ(s, y; t, x) =
√
3
πσ0(t− s)2
exp
(
−1
2
〈C−1(t− s)(y −mx(t− s)), (y −mx(t− s))〉
)
(1.11)
per x, y ∈ R2 e s < t, dove
C−1(t) = 1
σ20
(
4
t
− 6
t2
− 6
t2
12
t3
)
Esplicitamente si ottiene
Γ(s, y; t, x) =
√
3
πσ20(t− s)2
exp
(
−(x1 − y1 − µ(t− s))
2
2σ20(t− s)
− 3(2x2 − 2y2 − (t− s)(x1 + y1))
2
2σ20(t− s)3
)
1.2 Condizioni affinché C(t) sia definita posi-
tiva
1.2.1 Coefficienti B e σ costanti
In questo paragrafo vengono presentate alcune condizioni necessarie e
sufficienti affinché la matrice di covarianza C(t) di Xt sia definita positiva
cośı che Xt abbia densitá. Si considera la SDE
dXt = (BXt + b)dt+ σdWt (1.12)
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dove B e σ sono costanti e si suppone che la matrice σ abbia rango massimo
uguale a d. Inoltre, con opportune trasformazioni lineari, possiamo supporre
che σ assuma la forma
σ =
(
Id
0
)
dove Id é la matrice identitá d× d.
Il primo risultato presentato da una condizione in termini di controlla-
bilitá.
Definizione 1.2. La coppia (B, σ) é controllabile su [0, T ] se per ogni x, y ∈
RN esiste una funzione v ∈ C([0, T ];Rd) tale che il problema{
γ
′
(t) = Bγ(t) + σv(t) t ∈]0, T [
γ(0) = x, γ(T ) = y
(1.13)
abbia soluzione. La funzione v é detta controllo di (B, σ).
Teorema 1.2.1. Dato T > 0, la matrice
C(T ) =
∫ T
0
(esBσ)(esBσ)∗ds (1.14)
é definita positiva se e solo se la coppia (B, σ) é controllabile su [0, T ]. In
questo caso il controllo é dato da v(t) = G∗(t)M−1(T )(e−TBy−x) t ∈
[0, T ] dove
G(t) = e−tBσ e M(t) =
∫ T
0
G(t)G∗(t)dt (1.15)
Osservazione 3. Per x ∈ RN si ha che
γ(t) = etB
(
x+
∫ t
0
G(s)v(s)ds
)
(1.16)
é soluzione del problema di Cauchy lineare{
γ
′
(t) = Bγ(t) + σv(t) t ∈]0, t[
γ(0) = x
(1.17)
Dimostrazione. Per (1.14) si ha
C(T ) = eTBM(T )eTB∗
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con M come in (1.15). Poiché le matrici esponenziali sono non degeneri, C(T )
é definita positiva se e solo se M(T ) lo é.
Si suppone M(T ) > 0 e si prova che (B, σ) é controllabile su [0, T ]. Per
x ∈ RN fissato consideriamo la curva γ in (1.16), soluzione del problema
(1.17); dato y ∈ RN , si ha che γ(T ) = y se e solo se∫ T
0
G(t)v(t)dt = e−TBy − x =: z (1.18)
Siccome vale ∫ T
0
G(s)G(s)∗dsM−1(T )z = z
si ha ∫ T
0
G(t)v(t)dt =
∫ T
0
G(s)G(s)∗dsM−1(T )z
e quindi, poiché M(t) é non degenere, il controllo v(t) é dato da
v(t) = G∗(t)M−1(T )z t ∈ [0, T ]
D’altra parte, sia (B, σ) controllabile su [0, T ] e, per assurdo, supponiamo
M(t) degenere. Quindi esiste w ∈ RN\0 tale che
0 = 〈M(T )w,w〉 =
∫ T
0
|w∗G(t)|2dt
e conseguentemente si ha
w∗G(T ) = 0 t ∈ [0, T ]
Poiché per ipotesi (B, σ) é controllabile su [0, T ] per ogni x, y ∈ RN esiste un
opportuno controllo v tale che vale (1.18). Moltiplicando entrambi i membri
per w∗ si ha
w∗z =
∫ T
0
w∗G(s)v(s)ds = 0
e questa é una contraddizione.
Condizione di Kalman
Il risultato seguente fornisce un criterio operativo per verificare che la
matrice di covarianza sia definita positiva.
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Teorema 1.2.2 (Condizione di Kalman). La matrice C(T ) in (1.14) é defini-
ta positiva per T > 0 se e solo se la coppia (B, σ) verifica la condizione di
Kalman cioé la matrice a blocchi (N × (Nd)) dimensionale definita da
(σ Bσ B2σ ...BN−1σ) (1.19)
ha rango massimo uguale a N .
Dimostrazione. Si premette alla dimostrazione il Teorema di Cayley-Hamilton:
Sia
p(λ) = det(A− λIN) = λN + a1λN−1 + ...+ aN−1λ+ aN
il polinomio caratteristico di una matrice A di dimensione (N ×
N). Allora si ha p(A) = 0 e quindi ogni potenza Ak con k ≥ N
puó essere espressa come combinazione lineare di IN , A, ..., A
N−1.
Si osserva che la matrice (1.19) non ha rango massimo se e solo se esiste
w ∈ RN\0 tale che
w∗σ = w∗Bσ = ... = w∗BN−1σ = 0 (1.20)
Quindi supponendo che la matrice (1.19) non abbia rango massimo, per (1.20)
e e il teorema di Cayley-Hamilton si ha
w∗Bkσ = 0 k ∈ N0
si deduce che
w∗etBσ = 0 t ≥ 0
Si ha quindi
〈C(T )w,w〉 =
∫ T
0
|w∗etBσ|2dt = 0 (1.21)
e C(t) é degenere per ogni T > 0.
D’altra parte, se C(t) é degenere per qualche T > 0 esiste w ∈ RN tale
che vale (1.21), quindi
f(t) := w∗etBσ = 0 t ∈ [0, T ]
Differenziando si ottiene
0 =
dk
dtk
f(t)
∣∣∣∣
t=0
= w∗Bkσ k ∈ N0
da ció si deduce che, per (1.20), la matrice (1.19) non ha rango massimo.
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Condizione di Hörmander
Si vuole provare che la consizione di Kalman é equivalente alla condizione
di Hörmander, un criterio noto nella teoria delle equazioni differenziali a
derivate parziali.
Osservazione 4. Nel caso in cui i coefficienti della SDE lineare B e σ sono
costanti, con σ dato da
σ =
(
Id
0
)
l’operatore di Kolmogorov in RN+1 (1.9) associato alla SDE (1.12) é
L =
1
2
d∑
i=1
∂xixi + 〈b+Bx,∇〉+ ∂t (1.22)
Per convenzione, si identifica ogni operatore differenziale di primo ordine
Z su RN
Zf(x) =
N∑
k=1
αk(x)∂xkf(x)
con con il campo vettoriale dei suoi coefficienti αk, quindi si puó scrivere
Z = (α1, . . . , αk)
Si definisce il commutatore di Z con U con
U =
N∑
k=1
βk∂xk
come
[Z,U ] = ZU − UZ =
N∑
k=1
(Zβk − Uαk)∂xk
Il teorema di Hörmander é un risultato molto generale che nel caso del-
l’operatore di Kolmogorov con coefficienti costanti (1.22) afferma che L ha
soluzione fondamentale se e solo se , in ogni x ∈ RN , lo spazio vettoriale
generato dagli operatpro differenziali (identificati con i campi vettoriali)
∂x1 , ..., ∂xd e Y := 〈Bx,∇〉
e dai loro commutatori di ogni ordine, coincide con RN
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Proposizione 1.2.3. La condizione di Kalman e la condizione di Hörmander
sono equivalenti.
Dimostrazione. É sufficiente notare che per i = 1, ..., d
[∂xi , Y ] =
N∑
k=1
bki∂xk
é la i-esima colonna della matrice B. Inoltre [[∂xi , Y ], Y ] é la i-esima colonna
della matrice B2 e una rappresentazione analoga vale per i commutatori di
ordine superiore.
D’altra parte, per k = 1, ..., N , Bkσ in (1.19) é la matrice (N × d)-
dimensionale le cui colonne sono le prime d colonne di Bk.
1.2.2 Coefficienti B(t) e σ(t) dipendenti dal tempo
In questo paragrafo si espongono alcune condizioni necessarie e sufficienti
affinché la matrice di covarianza C(t) di Xt sia definita positiva nel caso in
cui i coefficienti della SDE (1.1), B(t) e σ(t), siano dipendenti dal tempo.
Per prima cosa si richiamano la definizione ed alcune proprietá della risol-
vente del sistema lineare x
′
(t) = B(t)x(t).
Definizione 1.3. La risolvente Φ del sistema lineare x
′
(t) = B(t)x(t) é la
mappa
Φ : [T0, T1]
2 −→ L(RN ,RN)1
(t1, t2) 7−→ Φ(t1, t2)
tale che, per ogni t2 ∈ [T0, T1], la mappa
Φ(· , t2) : [T0, T1] −→ (RN ,RN)
t1 7−→ Φ(t1, t2)
é soluzione del problema di Cauchy
Φ
′
(t) = B(t)Φ(t), Φ(t2) = IdN
Proposizione 1.2.4. Per la risolvente Φ valgono le seguenti proprietá:
1. Φ ∈ C([T0, T1]2;L(RN ,RN));
1Con L(RN ,RN ) si indica lo spazio delle applicazioni lineari da RN a RN . Questo viene
identificato con MN,N (R), lo spazio delle matrici N ×N a coefficienti reali.
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2. Φ(t1, t1) = IdN , ∀ t1 ∈ [T0, T1];
3. Φ(t1, t2)Φ(t2, t3) = Φ(t1, t3), ∀ (t1, t2, t3) ∈ [T0, T1]3;
In particolare
Φ(t1, t2)Φ(t2, t1) = IdN ∀ (t1, t2) ∈ [T0, T1]2
Inoltre, se B ∈ C0([T0, T1];L(RN ,RN)), allora Φ ∈ C1([T0, T1]2;L(RN ,RN))
e si ha
4. ∂Φ
∂t1
(t, τ) = B(t)Φ(t, τ), ∀ (t, τ) ∈ [T0, T1]2;
5. ∂Φ
∂t2
(t, τ) = −Φ(t, τ)B(τ), ∀ (t, τ) ∈ [T0, T1]2.
Si osserva che l’uguaglianza 4. segue direttamente dalla definizione di ri-
solvente. L’uguaglianza 5. si puó ottenere dalla 4. differenziando Φ(t1, t2)Φ(t2, t1) =
IdN rispetto a t2.
Proposizione 1.2.5. La soluzione del problema di Cauchy{
λ
′
(t) = B(t)λ(t) + σ(t)v(t) t ∈]T0, T1[
λ(T0) = x
(1.23)
soddisfa
λ(t1) = Φ(t1, t0)λ(t0) +
∫ t1
t0
Φ(t1, τ)σ(τ)v(τ)dτ, ∀ (t0, t1) ∈ [T0, T1]2 (1.24)
in particolare
λ(t) = Φ(t, T0)x+
∫ t
T0
Φ(t, τ)σ(τ)v(τ)dτ, ∀ t ∈ [T0, T1] (1.25)
La dimostrazione di tale proposizione si puó trovare in [4] p. 336.
Anche in questo caso si presenta un primo risultato in termini di control-
labilitá.
Definizione 1.4. La coppia (B(t), σ(t)) é controllabile su [T0, T1] se per ogni
x, y ∈ RN esiste una funzione v ∈ C([T0, T1];Rd) tale che il problema{
λ
′
(t) = B(t)λ(t) + σ(t)v(t) t ∈]T0, T1[
λ(T0) = x, λ(T1) = y
(1.26)
abbia soluzione. La funzione v é detta controllo di (B(t), σ(t)).
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Teorema 1.2.6 (Kalman, Ho e Narendra). La matrice
C(T1) = Φ(T1, T0)
(∫ T1
T0
Φ−1(s, T0)σ(s)(Φ
−1(s, T0)σ(s))
∗ds
)
Φ∗(T1, T0) (1.27)
é invertibile se e solo se la coppia (B(t), σ(t)) é controllabile su [T0, T1].
Osservazione 5. Si osservi che C(T ) é invertibile se e solo se C(T ) é definita
positiva.
Infatti poiché per ipotesi C(T ) é semidefinita positiva, se C(T ) é invertibile
allora é definita positiva.
D’altra parte ogni matrice definita positiva é invertibile.
Dimostrazione del teorema 1.2.6. Si osservi che, poiché la matrice C(T1) é
equivalente alla matrice
M =
∫ T1
T0
Φ(T1, s)σ(s)σ
∗(s)Φ∗(T1, s)ds (1.28)
é sufficiente mostrare il teorema per M.
Sia M invertibile, si vuole provare che (B(t), σ(t)) é controllabile su
[T0, T1]. Siano x, y ∈ RN e si definisce
v(t) := σ∗(t)Φ∗(T1, t)M−1(y − Φ(T1, T0)x) s ∈]T0, T1[
Si vuole mostrare che v(t) cośı definito é il controllo di (B(t), σ(t)).
Sia λ(t) soluzione di (1.23), quindi per (1.25) vale
λ(T1) = Φ(T1, T0)x+
∫ T1
T0
Φ(T1, s)σ(s)v(s)ds =
= Φ(T1, T0)x+
∫ T1
T0
Φ(T1, s)σ(s)(σ
∗(s)Φ∗(T1, s)M−1(y − Φ(T1, T0)x))ds =
= Φ(T1, T0)x+
(∫ T1
T0
Φ(T1, s)σ(s)(σ
∗(s)Φ∗(T1, s))ds
)
M−1(y − Φ(T1, T0)x) =
= Φ(T1, T0)x+MM−1(y − Φ(T1, T0)x) =
= Φ(T1, T0)x+ y − Φ(T1, T0)x =
= y
e questo mostra che (B(t), σ(t)) é controllabile.
D’altra parte sia (B(t), σ(t)) controllabile e per assurdo supponiamo che
M non sia invertibile. Quindi esiste w ∈ RN\{0} tale che Mw = 0 ed in
particolare w∗Mw = 0, cioé
w∗Mw =
∫ T1
T0
w∗Φ(T1s)σ(s)σ
∗(s)Φ∗(T1, s)wds =
∫ T1
T0
|σ∗(s)Φ∗(T1, s)w|2ds = 0
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Questo implica che
w∗Φ(T1, τ)σ(τ) = 0, τ ∈]T0, T1[ (1.29)
Ora sia λ(t) soluzione di
λ
′
(t) = B(t)λ(t) + σ(t)v(t), λ(T0) = 0
per (1.25) vale
λ(T1) =
∫ T1
T0
Φ(T1, t)σ(t)v(t)dt
ed in particolare per (1.29)
w∗λ(T1) = 0
Poiché w ∈ RN\{0}, esiste y ∈ RN tale che w∗y 6= 0 (per esempio y := w).
Segue che, qualsiasi sia v(t), λ(T1) 6= y e questo contraddice l’ipotesi di
controllabilitá.
Si presenta ora un criterio operativo per la controllabilitá che é analogo
alla condizione di Kalman ma utilizabile nel caso piú generale in cui i coeffi-
cienti della SDE siano variabili nel tempo.
Si definisce, per induzione su i, una sequenza di mappe
M0(t) = σ(t), Mk(t) = −B(t)Mk−1(t) +
d
dt
Mk−1(t), k = 1, ..., N (1.30)
Teorema 1.2.7. Dato t̄ ∈ [T0, T1], se vale
Span{Mi(t̄)u;u ∈ Rd, i ∈ N} = RN (1.31)
allora (B(t), σ(t)) é controllabile su [T0, T1].
Si premettono alla dimostrazione del teorema alcune osservazioni.
Osservazione 6. In questo caso non é possibile utilizzare il teorema di
Cayley-Hamilton nella dimostrazione, infatti ci sono sistemi λ
′
(t) = B(t)λ(t)+
+σ(t)v(t) con t ∈ [0, T ] tali che
Span{Mi(t)u;u ∈ Rd, i ∈ N} 6= Span{Mi(t)u;u ∈ Rd, i ∈ {0, ..., n− 1}} (1.32)
Per esempio se T = 1,N = d = 1, B(t) = 0 e σ(t) = 1 si ha
M1(t) = t M2(t) = 1 Mi(t) = 0 ∀i ∈ N\{0, 1}
Quindi se t = 0, la parte sinistra di (1.32) é R mentre la parte destra di
(1.32) é {0}.
Nonostante ció vale la seguente proposizione:
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Proposizione 1.2.8. Sia t̄ ∈ [T0, T1] tale che valga (1.31); allora esiste un
ε > 0 tale che per ogni t ∈ ([T0, T1] ∩ (t̄− ε, t̄+ ε))\{t̄},
Span{Mi(t)u;u ∈ Rd, i ∈ {0, ..., n− 1}} = RN (1.33)
Dimostrazione. Si divide la dimostrazione in tre passi. Nel Passo 1 si mostra
il motivo per cui si puó assumere B = 0. Nel Passo 2 si mostra la propo-
sizione nel caso di un controllo scalare (d = 1). Infine al Passo 3 si riduce il
caso m > 1 al caso di un controllo scalare, che si é mostrato al Passo 2.
Passo 1. Sia Φ ∈ C∞([T0, T1] × [T0, T1];L(RN ,RN)) la risolvente del
sistema lineare variabile nel tempo x′ = B(t)x. Sia
M̃ ∈ C∞([T0, T1];L(Rd,RN))
definita nel seguente modo
M̃(t) = Φ(t̄, t)σ(t) ∀ t ∈ [T0, T1]
Si definisce, per induzione su i ∈ N, M̃i ∈ C∞([T0, T1];L(Rd;RN)) come
M̃0 = M̃ e M̃i = M̃
′
i−1 ∀ i ∈ N\{0}
In altre parole
M̃i = M̃
(i) (1.34)
Si ottiene, per induzione su i
M̃i(t) = Φ(t̄, t)Mi(t) ∀ t ∈ [T0, T1] ∀ i ∈ N
infatti l’uguaglianza vale per i = 0 in quanto M̃0(t) = Φ(t̄, t)M0(t) = Φ(t̄, t)σ(t)
per definizione. Si suppone che l’uguaglianza valga per i = n cioé
M̃n(t) = Φ(t̄, t)Mn(t)
e si dimostra per i = n+ 1.
M̃n+1(t) = M̃
′
n = (Φ(t̄, t)Mn(t))
′ = Φ(t̄, t)′Mn(t) + Φ(t̄, t)M
′
n(t) =
(il punto 5. della proposizione (1.2.4) e la definizione di Mk)
= −Φ(t̄, t)B(t)Mn(t) + Φ(t̄, t)Mn+1(t) + Φ(t̄, t)B(t)Mn(t) = Φ(t̄, t)Mn+1(t)
In particolare, poiché Φ(t̄, t̄) = IdN e Φ(t̄, t) é invertibile per ogni t ∈ [T0, T1]
Span{Mi(t̄)u;u ∈ Rd, i ∈ N} = Span{M̃i(t̄)u;u ∈ Rd, i ∈ N}
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dimSpan{Mi(t)u;u ∈ Rd, i ∈ {0, ..., n− 1}} =
dimSpan{M̃i(t)u;u ∈ Rd, i ∈ {0, ..., n− 1}} ∀ t ∈ [T0, T1]
Quindi rimpiazzando M con M̃ e usando (1.34), é sufficiente considerare il
caso in cui
B = 0 (1.35)
Nei successivi passi si assume (1.35). In particolare si ha
Mi = M
(i) ∀ i ∈ N (1.36)
Passo 2. Si proverá ora la proposizione nel caso di un controllo scalare; si
assume d = 1. Consideriamo valido, per il momento, il seguente lemma:
Lemma 1.2.9. Sia M ∈ C∞([T0, T1];RN) e sia t̄ ∈ [T0, T1] tale che
Span{M (i)(t̄); i ∈ N} = RN (1.37)
Allora esistono N interi pi ∈ N, i ∈ {1, ..., N}, N funzioni ai ∈ C∞([T0, T1]), i ∈
{1, ..., N} ed N vettori fi ∈ RN , i ∈ {1, ..., N} tali che
pi < pi+1,∀ i ∈ {1, ..., N − 1} (1.38)
ai(t̄) 6= 0∀ i ∈ {1, ..., N} (1.39)
M(t) =
N∑
i=1
ai(t)(t− t̄)pifi ∀ t ∈ [T0, T1] (1.40)
Span{fi; i ∈ {1, ..., N}} = RN (1.41)
Da (1.36) e (1.40), si ottine, per t→ t̄
det(M0(t),M1(t), ...,MN−1(t)) = K(t− t̄)(N(N−1)/2)+
∑N
i=1 pi+ (1.42)
+O
(
(t− t̄)1−(N(N−1)/2)+
∑N
i=1 pi
)
Con K costante dipendente da
K := K(p1, ..., pN , a1(t̄), ..., aN(t̄), f1, ..., fN)
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Sia M ∈ C∞(R;RN) definita da
M(t) =
N∑
i=1
ai(t̄)t
pifi ∀ t ∈ R (1.43)
Si ha
det(M
(0)
(t),M
(1)
(t), ...,M
(N−1)
(t)) = Kt−(N(N−1)/2)+
∑N
i=1 pi ∀ t ∈ R (1.44)
Fissati t, ai(t̄) numeri reali e pi interi che soddisfano (1.38), la mappa
(f1, ..., fN) ∈ RN × ...× RN 7→ det(M
(0)
(t),M
(1)
(t), ...,M
(N−1)
(t)) ∈ R
é multilineare e si annulla se i vettori f1, ..., fN sono dipendenti. Quindi K
si puó scrivere nel seguente modo
K := F (p1, ..., pN)
(
N∏
i=1
ai(t̄)
)
det(f1, ..., fN) (1.45)
Considerando come (f1, ..., fN) la base canonica di RN e ai(t̄) = 1 per ogni
i ∈ {1, ..., N} si ottiene
det(M
(0)
(t),M
(1)
(t), ...,M
(N−1)
(t)) = t−(N(N−1)/2)+
∑N
i=1 pidetA (1.46)
con
A :=

1 p1 p1(p1 − 1) ... p1(p1 − 1)(p1 − 2)...(p1 −N + 1)
1 p2 p2(p2 − 1) ... p2(p2 − 1)(p2 − 2)...(p2 −N + 1)
. .
. .
. .
1 pN pN(pN − 1) ... pN(pN − 1)(pN − 2)...(pN −N + 1)

Il determinante di A puó essere calcolato attraverso il calcolo del determi-
nante della matrice di Vandermonde. Si ha infatti
detA = det

1 p1 p
2
1 ... p
N−1
1
1 p2 p
2
2 ... p
N−1
2
. .
. .
1 pN p
2
N ... p
N−1
N
 =
∏
1≤i<j≤N
(pj − pi) (1.47)
Da (1.45), (1.46) e (1.47) si ha
K =
( ∏
1≤i<j≤N
(pj − pi)
)(
N∏
i=1
ai(t̄)
)
det(f1, ..., fN) (1.48)
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Quindi (1.38),(1.39),(1.41) e (1.48) segue che
K 6= 0 (1.49)
Da (1.42) e (1.49) esiste ε > 0 tale che, per ogni t ∈ ([T0, T1]∩(t̄−ε, t̄+ε)) {t̄},
vale (1.33).
Passo 3. Si assume sempre che valga (1.35). Si mostrerá ora come si
puó ridurre il caso d > 1 al caso d = 1 provato al Passo 2. Siano bi ∈
C∞([T0, T1];RN) per i ∈ {1, ..., d} tali che
M(t) = (b1(t), ..., bd(t)) ∀ t ∈ [T0, T1] (1.50)
Si definisce, per i ∈ {1, ..., d}, i sottospazi lineari Ei di RN
Ei := Span{b(j)k (t̄); k ∈ {1, ..., i}, j ∈ N} (1.51)
Da (1.31), (1.36), (1.50) e (1.51) si ha
Ed = RN (1.52)
Sia q ∈ N\{0} tale che, per ogni i ∈ {1, ..., d}
Ei = Span{b(j)k (t̄); k ∈ {1, ..., i}, j ∈ {0, ..., q − 1}} (1.53)
Sia b ∈ C∞([T0, T1];RN) definito da
b(t) :=
d∑
i=1
(t− t̄)(i−1)qbi(t) ∀ t ∈ [T0, T1] (1.54)
Da (1.53) e (1.54) si ottiene, per induzione su i ∈ {1, ..., d}
Ei = Span{b(j)(t̄); j ∈ {0, ..., iq − 1}}
In particolare, prendendo i = d e usando (1.52) si ottiene
Span{b(j)(t̄); j ∈ N} = RN (1.55)
Quindi, per il Passo 2, esiste ε > 0 tale che , per ogni t ∈ ([T0, T1]∩ (t̄− ε, t̄+
ε))\{t̄}
Span{b(j)(t); i ∈ {0, ..., N − 1}} = RN (1.56)
E per (1.54)
Span{b(j)(t); i ∈ {0, ..., N − 1}}
⊂ Span{b(j)i (t̄); i ∈ {1, ..., d}, j ∈ {0, ..., N − 1}}
e questo conclude la dimostrazione.
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Dimostrazione del lemma 1.2.9. Si procede per induzione su N . Se N = 1
il lemma vale. Supponiamo ora che valga per ogni intero minore o uguale a
(N − 1) ∈ N\{0}. Si vuole provare che vale per N . Sia p1 ∈ N tale che
M (i)(t̄) = 0 ∀ i ∈ N ∩ [0, p1 − 1] (1.57)
M (p1)(t̄) 6= 0 (1.58)
La proprietá (1.37) implica l’esistenza di tale p1. Sia
f1 := M
(p1)(t̄) (1.59)
Da (1.58) e (1.59)
f1 6= 0
Sia E il sottospazio ortogonale a f1 in RN :
E := f⊥1 ' RN−1 (1.60)
Sia ΠE : RN → E la proiezione ortogonale su E. Sia C ∈ C∞([T0, T1];E)
definito da
C(t) := ΠEσ(t) ∀ t ∈ [T0, T1] (1.61)
Da (1.37) e (1.61) si ha
Span{C(i)(t̄)u;u ∈ Rd, i ∈ N} = E (1.62)
Quindi, per l’ipotesi induttiva, esistono (N − 1) interi pi ∈ N, i ∈ {2, ..., N},
(N −1) funzioni ai ∈ C∞([T0, T1]), i ∈ {2, ..., N} e (N −1) vettori fi ∈ E, i ∈
{2, ..., N} tali che
pi < pi+1,∀ i ∈ {2, ..., N − 1} (1.63)
ai(t̄) 6= 0∀ i ∈ {2, ..., N} (1.64)
C(t) =
N∑
i=2
ai(t)(t− t̄)pifi ∀ t ∈ [T0, T1] (1.65)
Span{fi; i ∈ {2, ..., N}} = E (1.66)
Sia g ∈ C∞([T0, T1]) tale che
M(t) = g(t)f1 +
N∑
i=2
ai(t)(t− t̄)pifi ∀ t ∈ [T0, T1] (1.67)
Utilizzando (1.57), (1.58), (1.59), (1.60), (1.64), (1.66) e (1.67) si ottiene
p1 < pi∀ i ∈ {2, ..., N}}
∃ a1 ∈ C∞([T0, T1]) tale che a1(t̄) 6= 0 e g(t) = (t− t̄)pia1(t)∀ t ∈ [T0, T1]
e questo conclude la dimostrazione del lemma.
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Osservazione 7. La condizione per la controllabilitá data dal teorema (1.2.7)
é sufficiente ma non necessaria.
Infatti sia N = 2, d = 1, B(t) = 0 e siano f ∈ C∞([T0, T1]) e g ∈ C∞([T0, T1])
tali che
f = 0 su
[
(T0 + T1)
2
, T1
]
, g = 0 su
[
T0,
(T0 + T1)
2
]
f(T0) 6= 0, g(T1) 6= 0
Sia σ(t) definita e nel seguente modo
σ(t) :=
(
f(t)
g(t)
)
∀ t ∈ [T0, T1]
Poiché risulta Φ(t) = cost, si ha
C(t) =
 ∫ T1T0 f(t)2dt ∫ T0 f(t)g(t)dt∫ T1
T0
g(t)f(t)dt
∫ T
0
g(t)2dt
 =
∫ T1T0 f(t)2dt 0
0
∫ T1
T0
g(t)2dt

e C(t) invertibile per definizione di f(t) e g(t). Per il teorema (1.2.6) la
coppia (B(t), σ(t)) é controllabile su [T0, T1]. Inoltre si ha
Mi(t) =
(
f (i)(t)
g(i)(t)
)
∀ t ∈ [T0, T1], ∀i ∈ N
Quindi, per definizione di f(t) e g(t), si ha
Span{Mi(t)u;u ∈ R, i ∈ N} ⊂
{(a
0
)
, a ∈ R
}
,∀ t ∈
[
T0,
(T0 + T1)
2
]
Span{Mi(t)u;u ∈ R, i ∈ N} ⊂
{(0
a
)
, a ∈ R
}
, ∀ t ∈
[
(T0 + T1)
2
, T1
]
e perció non vale (1.31).
Dimostrazione del teorema 1.2.7. Si supponga per assurdo che (B(t), σ(t))
non sia controllabile. Allora per il teorema (1.2.6) la matrice C (ed in parti-
colare la matrice M) non é invertibile. Quindi esiste w ∈ RN\{0} tale che
Mw = 0. Dunque
0 = w∗Mw =
∫ T1
T0
|σ∗(s)Φ∗(T1, s)w|2ds
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e in particolare
K(τ) := z∗Φ(t̄, τ)σ(τ) = 0 ∀ τ ∈ [T0, T1] (1.68)
dove
z := Φ∗(T1, t̄)w
Si ha, per induzione su i che
K(i)(τ) = z∗Φ(t̄, τ)Mi(τ) ∀ τ ∈ [T0, T1], i ∈ N (1.69)
Per i = 0 vale (1.68); si suppone vero (1.69) e si prova che
K(i+1)(τ) = z∗Φ(t̄, τ)Mi+1(τ) ∀ τ ∈ [T0, T1], i ∈ N
Utilizzando la definizione di Mi e la proprietá 5. della proposizione (1.2.4)
si ha che
K(i+1)(τ) =
d
dτ
K(i)(τ) = z∗
d
dτ
(Φ(t̄, τ)Mi(τ)) =
= z∗
[
d
dτ
Φ(t̄, τ)Mi(τ) + Φ(t̄, τ)
d
dτ
Mi(τ)
]
=
= z∗
[
d
dτ
Φ(t̄, τ)Mi(τ) + Φ(t̄, τ)Mi+1(τ) + Φ(t̄, τ)B(τ)Mi(τ)
]
=
= z∗ [−Φ(t̄, τ)B(τ)Mi(τ) + Φ(t̄, τ)Mi+1(τ) + Φ(t̄, τ)B(τ)Mi(τ)] =
= z∗Φ(t̄, τ)Mi+1(τ)
Ora, poiché Φ(t̄, t̄) = IdN (proprietá 2. della proposizione (1.2.4)), vale
z∗Mi(t̄) = 0, ∀ i ∈ N
ma siccome z 6= 0 questo contraddice l’ipotesi.
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Capitolo 2
Disuguaglianza di Harnack
La disuguaglianza di Harnack per l’operatore di Kolmogorov (1.9) che si
trova in letteratura afferma che: sotto l’ipotesi che la matrice di covarianza
C(t) sia definita positiva, si considerino le coppie (t, x), (T, y) ∈ RN+1 con
t < T . Allora esiste una costante H = H(t, x, T, y), dipendente solo da L e
(t, x), (T, y), tale che
u(T, y) ≤ Hu(t, x) (2.1)
per ogni soluzione positiva u di Lu = 0.
In questo capitolo verrá fornita una dimostrazione diretta della disug-
uaglianza di Harnack (2.1) usando un argomento variazionale, che permette
di scrivere esplicitamente la costante H di Harnack. Il risultato principale é
il seguente:
Teorema 2.0.10. Sia L operatore di Kolmogorov in (1.9) tale che la matrice
di covarianza C(t) sia definita positiva e sia u soluzione positiva di Lu = 0
in [t0, t1[×RN . Allora vale la disuguaglianza di Harnack
u(T, y) ≤ Hu(t, x)
con
H = H(t, x, T, y) =
√
det Ct(t1)
det CT (t1)
e
1
2
〈C−1t (T )(y−mt,x(T )),(y−mt,x(T )〉 (2.2)
per ogni (t, x), (T, y) ∈ [t0, t1[×RN con t < T .
Si propongono ora due esempi che mostrano l’ottimalitá della costante H
in (2.2).
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Esempio 2.1. Sia u :] − ∞, ε[×RN −→ R una soluzione positiva dell’e-
quazione del calore
∂tu+
1
2
∆u = 0
Allora u(0, y) ≤ Hu(t, x), per ogni x, y ∈ RN , t < 0 con
H =
√
(ε− t)N
εN
e
|x−y|2
−2t
Osservazione 8. L’ottimalitá della costante H diventa chiara quando si ap-
plica la disuguaglianza alla soluzione fondamentale dell’equazione del calore:
u(t, x) = (2π(ε− t))−
N
2 exp
(
−|x− y|
2
2(ε− t)
)
(t, x) ∈]−∞, ε[×RN
in questo caso si ha u(0, y) = (2πε)−
N
2 .
Esempio 2.2. Sia u :] − ∞, ε[×RN −→ R sia una soluzione positiva dell’
equazione di Kolmogorov (1.10). Allora u(0, y) ≤ Hu(t, x), per ogni x, y ∈
R2, t < 0 con
H =
(ε− t)2
ε2
exp
(
(x1 − y1 − µt)2
−2σ20t
+ 3
(2(y2 − x2) + t(x1 + y1))2
−2σ20t3
)
Osservazione 9. Anche nel caso di questo secondo esempio la soluzione
fondamentale mostra l’ottimalitá della costante H. Si consideri la funzione
u(t, x) = Γ(t, x; ε, 0) (t, x) ∈]−∞, ε[×R2
dove Γ é definita come in (1.11). Si ha quindi
√
3
πσ20ε
2
exp
(
−µ
2ε
2σ20
)
= u(0, 0) ≤ Hu(t, x)
con
u(t, x) =
√
3
πσ20(ε− t)2
exp
(
−(x1 + µ(ε− t))
2
2σ20(ε− t)
− 3(2x2 + (ε− t)x1)
2
2σ20(ε− t)3
)
La dimostrazione del teorema (2.0.10) si basa sulla soluzione di un proble-
ma di controllo ottimale con costo quadratico. In particolare vale la seguente
stima del gradiente per una soluzione positiva u di Lu = 0 su [t0, t1[×RN .
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Proposizione 2.0.11. Si assuma che la matrice di covarianza C(t) sia defini-
ta positiva e sia
ϕ(t) = log
√
det Ct(t1) t < t1
Allora per ogni soluzione u di Lu = 0 sulla striscia [t0, t1[×RN si ha
〈A(t)∇u(t, x),∇u(t, x)〉
2u(t, x)
≤ −Y u(t, x)− ϕ′(t)u(t, x) (2.3)
con A = σσ∗ e Y = 〈b(t) +B(t)x,∇〉+ ∂t.
Dimostrazione. Sia Γ(t, x; t1, y) soluzione fondamentale di (1.9), definita per
x, y ∈ RN e t < t1.
Si mostra per prima cosa che Γ verifica l’equazione
〈A(t)∇xΓ(t, x; t1, y),∇xΓ(t, x; t1, y)〉
2Γ(t, x; t1, y)
= −Y Γ(t, x; t1, y)− ϕ
′
(t)Γ(t, x; t1, y) (2.4)
e successivamente si prova la stima del gradiente (2.3) attraverso la formula
di rappresentazione di u. Da (1.8) si ha che
logΓ(t, x; t1, y) = log
(
1√
(2π)Ndet Ct(t1)
)
+ log
(
e−
1
2
〈C−1t (t1)(y−mt,x(t1)),(y−mt,x(t1))〉
)
=
= log
(
(2π)−
N
2
)
+log
(
(det Ct(t1))−
1
2
)
−1
2
〈C−1t (t1)(y−mt,x(t1)), (y−mt,x(t1))〉 =
= −N
2
log(2π)− ϕ(t)− 1
2
〈C−1t (t1)(y −mt,x(t1)), (y −mt,x(t1))〉
quindi
∇xlogΓ(t, x; t1, y) = −Φ∗(t1)C−1t (t1)(mt,x(t1)− y) (2.5)
e
−Y logΓ(t, x; t1, y) = − (〈b(t) +B(t)x,∇〉+ ∂t) logΓ(t, x; t1, y) =
= 〈b(t)+B(t)x, Φ∗(t1)C−1t (t1)(mt,x(t1)−y)〉+ϕ
′
(t)+
+
1
2
〈
(
d
dt
C−1t (t1)
)
(y −mt,x(t1)), (y −mt,x(t1))〉+
+〈C−1t (t1)(mt,x(t1)− y),
d
dt
(mt,x(t1)− y)〉 (2.6)
Poiché Γ é soluzione fondamentale di (1.9), si ha
LlogΓ(t, x; t1, y) +
1
2
〈A(t)∇xlogΓ(t, x; t1, y),∇xlogΓ(t, x; t1, y)〉 = 0
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Quindi ponendo
(fi,j(t)) := Φ
∗(t1)C−1t (t1)Φ(t1)
e usando (2.5) si ottiene
−Y logΓ(t, x; t1, y) =
1
2
〈A(t)∇xlogΓ(t, x; t1, y),∇xlogΓ(t, x; t1, y)〉+
−1
2
N∑
i,j=1
ai,j(t)fi,j(t)
Valutando questa espressione e (2.6) in y = mt,x(t1), si ottiene
ϕ
′
(t) = −1
2
N∑
i,j=1
ai,j(t)fi,j(t)
e questo prova che
Y logΓ(t, x; t1, y) +
1
2
〈A(t)∇xlogΓ(t, x; t1, y),∇xlogΓ(t, x; t1, y)〉 = −ϕ
′
(t)
che é equivalente a (2.4).
Per concludere la dimostrazione, si fissa T < t1 e si usa la formula di
rappresentazione
u(t, x) =
∫
RN
Γ(t, x;T, y)u(T, y)dy (t, x) ∈ [t0, T ]× RN
quindi si ha
−Y u− ϕ′(t)u =
∫
RN
(−Y Γ(· , · ;T, y)− ϕ′(t)Γ(· , · ;T, y))u(T, y)dy =
(per (2.4))
=
1
2
∫
RN
〈A(t)∇Γ(· , · ;T, y),Γ(· , · ;T, y)〉
Γ(· , · ;T, y)
u(T, y)dy ≥
(per la disuguaglianza di Hölder)
≥ 1
2
(∫
RN
Γ(· , · ;T, y)u(T, y)dy
)−1
·
· 〈A
∫
RN
∇Γ(· , · ;T, y)u(T, y)dy,
∫
RN
∇Γ(· , · ;T, y)u(T, y)dy〉 =
=
〈A∇u,∇u〉
2u
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Si premette alla dimostrazione del teorema (2.0.10) il lemma seguente.
Definizione 2.3. Sia T positivo, una curva γ : [0, T ] −→ RN é L-ammissibile
se é assolutamente continua e soddisfa
γ′(s) = B(s)γ(s) + b(s) + σ(s)w(s) in[0, T ]
per una opportuna funzione w con valori in Rd. Le componenti w1, ..., wd di
w sono dette controllo del cammino γ.
Lemma 2.0.12. Il cammino L-ammissibile γ̄ corrispondente al controllo
w̄(s) = σ∗(s)Φ(t)C−1t (T )(y −mt,x(T ))
minimizza il costo quadratico
ψ(w) =
∫ T
t
|w(s)|2ds
Inoltre il costo minimo é
ψ(w̄) =
∫ T
t
|w(s)|2ds = 〈C−1t (T )(y −mt,x(T )), (y −mt,x(T ))〉 (2.7)
Dimostrazione. Si consideri la funzione Hamiltoniana
H(x, p, w) = |w|2 + p(Bx+ σw + b) p = (p1, ..., pN)
correlata al problema{
γ
′
(s) = B(s)γ(s) + b(s) + σ(s)w(s)
γ(t) = x, γ(T ) = y
Dalla teoria del controllo classica 1, il controllo ottimale ha la forma
w(s) = σ∗(s)p∗(s) (2.8)
dove p é tale che p
′
= −pB. Il cammino L- ammissibile corrispondente a
(2.8) é
γ(s) = mt,x(s) + Ct(s)(Φ∗)−1(s)p∗(t)
dove p∗(t) é determinato imponendo la condizione γ(T ) = y; nello specifico
si ha
p∗(t) = Φ∗(T )C−1t (T )(y −mt,x(T ))
e questo conclude la dimostrazione.
1Si veda per esempio il teorema 3, p.180 in [5]
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Dimostrazione del teorema (2.0.10). Sia γ̄ il cammino L-ammissibile otti-
male come in lemma (2.0.12) e w̄ il corrispondente controllo ottimale.
Aggiungendo la quantitá
1
2
u(s, γ̄(s))|w̄(s)|2 − 〈σ∗(s)∇u(s, γ̄(s)), w̄(s)〉
da entrambe le parti della (2.3) valutata nel punto (s, γ̄(s)), la parte sinis-
tra 〈A(t)∇u(t,x),∇u(t,x)〉
2u(t,x)
+ 1
2
u(s, γ̄(s))|w̄(s)|2 − 〈σ∗(s)∇u(s, γ̄(s)), w̄(s)〉 diventa
il quadrato di una norma e quindi é non negativa. Quindi sará non negativa
anche la parte destra −Y u(s, γ̄(s)) − ϕ′(s)u(s, γ̄(s)) + 1
2
u(s, γ̄(s))|w̄(s)|2 −
+〈σ∗(s)∇u(s, γ̄(s)), w̄(s)〉 e si ottiene
Y u(s, γ̄(s))+〈σ∗(s)∇u(s, γ̄(s)), w̄(s)〉 ≤ −ϕ′(s)u(s, γ̄(s))+1
2
u(s, γ̄(s))|w̄(s)|2
Usando il fatto che γ̄ é un cammino L-ammissibile, si ottiene
d
ds
u(s, γ̄(s)) ≤ −ϕ′(s)u(s, γ̄(s)) + 1
2
u(s, γ̄(s))|w̄(s)|2
Dividendo per u si ottiene
d
ds
u(s, γ̄(s))
u(s, γ̄(s))
≤ −ϕ
′
(s)u(s, γ̄(s))
u(s, γ̄(s))
+
1
2
u(s, γ̄(s))|w̄(s)|2
u(s, γ̄(s))
e integrando nella variabile s sull’intervallo [t, T ] si ha∫ T
t
d
ds
u(s, γ̄(s))
u(s, γ̄(s))
ds ≤ −
∫ T
t
ϕ
′
(s)ds+
1
2
∫ T
t
|w̄(s)|2ds
log u(s, γ̄(s))|Tt ≤ −ϕ(T ) + ϕ(t) +
1
2
∫ T
t
|w̄(s)|2ds
log u(T, y)−log u(t, x) ≤ −log
√
det CT (t1)+log
√
det Ct(t1)+
1
2
∫ T
t
|w̄(s)|2ds
log
u(T, y)
u(t, x)
≤ log
√
det Ct(t1)√
det CT (t1)
+
1
2
∫ T
t
|w̄(s)|2ds
o equivalentemente
u(T, y) ≤
√
det Ct(t1)
det CT (t1)
u(t, x)e
1
2
ψ(w̄)
con ψ(w̄) come in (2.7).
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Un’applicazione della
disuguaglianza di Harnack in
finanza
In un modello Black&Scholes multidimensionale standard, le dinamiche
di neutralitá al rischio di N assetti finanziari sono date da
dSit = rS
i
tdt+ S
i
t
N∑
j=1
σijdW
j
t = rS
i
tdt+ S
i
tσi· dWt
dove W = (W 1, ...,WN) é un moto browniano standard N -dimensionale, σ
é una matrice reale N ×N non singolare ed r é il tasso a breve o localmente
privo di rischio, supposto costante. Indichiamo con Bt il titolo localmente
non rischioso, il bond. Il prezzo del bond verifica l’equazione
dBt = rBtdt
Si considera un portfafoglio markoviano cioé un processo (α, β) = (α1, ..., αN , β)
di forma
αt = α(t, St) βt = β(t, St)
dove (α, β) sono funzioni lisce. Il valore del portafoglio (α, β) é il processo
stocastico definito da
Vt =
N∑
i=1
αitS
i
t + βtBt = αt·St + βtBt
Si dice che (α, β) ha la proprietá autofinanziante se vale
dVt = αt· dSt + βtdBt (3.1)
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É noto che la condizione (3.1) é equivalente al fatto che
Vt = f(t, St) αt = ∇Sf(t, St) βt = e−rt(f(t, St)− St· ∇Sf(t, St))
dove f = f(t, S) é soluzione dell’equazione differenziale
1
2
N∑
i,j=1
(σσ∗)ijS
iSj∂SiSjf + rS· ∇Sf + ∂tf − rf = 0 (3.2)
Si pone logS = (logS1, ..., logSN), considerando il cambio di variabili
f(t, S) = ertu(t, logS)
l’equazione (3.2) diventa
1
2
N∑
i,j=1
(σσ∗)ij∂xixju(t, x) + b· ∇u(t, x) + ∂tu(t, x) = 0 (3.3)
dove b é il vettore definito da
bi = r −
1
2
N∑
j=1
σ2ij i = 1, ..., N (3.4)
Applicando la disuguaglianza di Harnack si ottiene la proposizione seguente:
Proposizione 3.0.13. Si consideri un portfafoglio autofinanziante e ammis-
sibile (cioé tale che Vt ≥ 0 per ogni t) definito su [0, T [. Si ha
V (t, St) ≤ ertH(S0, St, t)V (0, S0) 0 ≤ t < T (3.5)
dove
H(S0, St, t) =
(
T
T − t
)N
2
e
1
2t
|σ−1
(
log
St
S0
−tb
)
|2
=
=
(
T
T − t
)N
2
exp
 1
2t
N∑
j=1
(
N∑
i=1
(σ−1)ij
(
log
Sit
Si0
− tbi
))2
con b come in (3.4).
La disuguaglianza (3.5) fornisce un limite superiore a priori del valore
futuro di un portafoglio autofinanziante in funzione del capitale iniziale. La
stima é buona in quanto é data in termini di costante di Harnack ottimale e
puó essere utile per studiare l’ottimizzazione del portafoglio.
Inoltre, la disuguaglianza (3.5) prova l’assenza di opportunitá di arbi-
traggio nel mercato, infatti (3.5) implica che V (t, St) non puó essere poiti-
vo partendo da un capitale iniziale nullo e quindi il mercato é libero da
arbitraggi.
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Appendice A
Equazioni differenziali
stocastiche
Per le dimostrazioni relative ai risultati esposti in seguito di puó fare
riferimento a Pascucci [1].
Definizione A.1. Siano b e σ due funzioni misurabili
b = b(t, x) : [0, T ]×RN −→ RN σ = σ(t, x) : [0, T ]×RN −→ RN×d
• b é detto coefficiente di drift
• σ é detto coefficiente di diffusion
Sia W un moto browniano d-dimensionale nello spazio di probabilitá con fil-
trazione (Ω,F , P, (Ft)) nel quale valgano le ipotesi usuali. 1 Una soluzione
relativa a W della SDE con coefficienti x0, b, σ é un processo (Xt)t∈[0,T ]
continuo e adattato a Ft tale che
i. b(t,Xt) ∈ L1loc e σ(t,Xt) ∈ L2loc
ii. si ha
Xt = x0 +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs t ∈ [0, T ]
1Dato (Ω,F , P ) spazio di probabilitá, la filtrazione Ft soddisfa le ipotesi usuali rispetto
a P se
1. N ∈ F0 dove N é la famiglia degli eventi A tali che P (A) = 0
2. la filtrazione é continua da destra cioé per ogni t > 0
Ft =
⋂
ε>0
Ft+ε
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cioé
dXt = b(t,Xt)dt+ σ(t,Xt)dWt X0 = x0
Definizione A.2. Si dice che la SDE con coefficienti x0, b, σ é risolubile in senso debole
se esiste almeno un moto browniano rispetto a cui la SDE ammette soluzione.
Si dice che la SDE con coefficienti x0, b, σ é risolubile in senso forte se per
ogni moto browniano W fissato, esiste soluzione relativa a W .
Definizione A.3. Per una SDE con coefficienti x0, b, σ si ha unicitá della
soluzione
• in senso debole se due soluzioni hanno la stessa legge cioé sono processi
equivalenti;
• in senso forte se due soluzioni relative al medesimo moto browniano
sono insistinguibili.
Definizione A.4. La SDE
dXt = b(t,Xt)dt+ σ(t,Xt)dWt X0 = x0
verifica le ipotesi standard se
i. x0 ∈ L2(Ω,P ) ed é F0-misurabile;
ii. b, σ sono localmente lipschitziane e continue in x uniformemente rispet-
to a t cioé per ogni n ∈ N esiste una costante Kn tale che
|b(t, x)− b(t, y)|2 + |σ(t, x)− σ(t, y)|2 ≤ Kn|x− y|2
per ogni |x|, |y| ≤ n e t ∈ [0, T ];
iii. b, σ hanno crescita lineare in x, cioé
|b(t, x)|2 + |σ(t, x)|2 ≤ K(1 + |x|2) x ∈ RN , t ∈ [0, T ]
con K costante positiva.
Teorema A.0.14 (Unicitá). Se valgono le condizioni standard i. e ii. allora
la soluzione della SDE
dXt = b(t,Xt)dt+ σ(t,Xt)dWt X0 = x0
é unica cioé se si hanno due soluzioni forti queste sono indistinguibili.
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Teorema A.0.15 (Esistenza). Se valgono le ipotesi standard, la SDE
dXt = b(t,Xt)dt+ σ(t,Xt)dWt X0 = x0
ha soluzione forte nello spazio Ac 2.
2Ac é lo spazio dei processi (Xt)t∈[0,T ] tali che
[[X]]2T := E
[
sup
0≤t≤T
|Xt|2
]
<∞
Si ha che (Ac, [[.]]T ) é uno spazio semi-normato completo.
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