Smoothed finite element method for stress intensity factor estimation:
  benefits and limitations by Rokach, I. V.
Smoothed finite element method for stress intensity
factor estimation: benefits and limitations
Rokach I.V.1
Department of Mechatronics and Mechanical Engineering, Kielce University of
Technology, 25-314 Kielce, Poland
Abstract
The aim of this study was to check how efficient can be smoothed finite ele-
ment method (FEM) for solution of the linear fracture mechanics problems.
Accuracy of stress intensity factor (SIF) computation were investigated us-
ing three types of smoothed FEM (namely ES-FEM, NS-FEM and α-FEM).
Two types of simple benchmark problems (uniaxial tension of the specimens
with central and edge cracks) have been considered. SIF values were calcu-
lated by virtual crack extension and modified crack closure integral methods
on almost uniform meshes. Influence of the mesh density and type of the
method used for SIF determination were investigated too. Conclusions: 1)
α-FEM has the highest accuracy among all tested methods. 2) In the case
of the simplest linear triangles, ES-FEM accuracy is same as in the case
of traditional FEM when second order (quadratic) elements are used. 3)
NS-FEM always overestimates SIF values. Unfortunately, solutions obtained
using this method or α-FEM contain unphysical oscillations of displacements
and stress near the crack tip.
Keywords: Finite element method, Fracture mechanics, Stress Intensity
Factor, Smoothed Finite Element Method
1. Introduction
Calculation of stress intensity factors (SIF) is an important topic of the
application of the finite element method (FEM) for solving engineering prob-
lems. Naturally, all emerging new types of finite element method are almost
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immediately tested with regard to their suitability for solving the problems of
fracture mechanics. Recently, a new approach to the finite element method
called smoothed-FEM (S-FEM) was proposed [1]. Within this approach, new
methods were developed to change the traditional scheme of using the sim-
plest linear T-elements (triangular for 2D problems and tetrahedral for 3D
ones). In classical FEM, utilizing these elements leads to significant jumps in
stress and strain on their borders in the high stress gradient zones. To reduce
these jumps, various smoothing techniques are used for stress/strain results
on the post-processing stage of an analysis. Authors of S-FEM proposed to
make gradient smoothing not after solution of the problem, yet before it, on
the stiffness matrix calculation stage. Details of various types of smoothed-
FEM procedures are presented in the book [1], which summarizes numerous
earlier works of their authors. Main features of three of these methods will
be presented in the next section briefly.
It is generally known that linear triangular finite elements have low con-
vergence in fracture mechanics problems, poorly approximate the stress field
near a crack tip and therefore require a very fine mesh to get acceptable re-
sults. Much better perform special singular finite elements used only in the
vicinity of crack tip. Previously several types of singular T-elements compat-
ible with plane or solid S-FEM elements have been proposed [2–4]. Although
these elements allow computing SIF with high accuracy, they are not free of
drawbacks typical for most special finite elements. First, they are based on
different shape functions than regular elements. Therefore, additional sub-
routines have to be added to a finite element program to compute stiffness
matrix of a special element. Second, their insertion near crack tip requires
either manual changes of the initial mesh to generate additional nodes on se-
lected edges of finite elements or corresponding changes of mesh generation
algorithm to insert these nodes automatically.
These shortcomings are usually not important in purely academic research
or for highly specialized programs used only for solving fracture mechanics
problems. In the universal commercial FE software designed for the mass
market, such ”alien” elements are usually not used, however. In fact, sim-
plicity of implementation and robustness were crucial reasons of success of
so-called quarter-point or Barsoum [5] elements that are commonly used in
the most general FE codes for modeling singular stress field near crack tip.
The aim of this study was to investigate the accuracy of SIF determi-
nation using S-FEM on the most coarse and almost uniform grids (without
the traditional mesh refinement near the crack tip). Such meshes are typical
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for topology optimization problems, where speed of calculations is the main
priority. Due to this reason, both elements used here (usually – linear) and
overall mesh structure should be as simple as possible. For this type of prob-
lem, accuracy of SIF calculation is not a priority. The aim of analysis here is
to compare multiple SIF values obtained for different possible cracks situated
in various locations in the structure. Even noticeable yet systematic error is
acceptable, provided that this error is similar for all analyzed cases. Lately,
detailed calculations can be done for a few selected crack configurations to
obtain more accurate results.
Another type of optimization problems where this method can be used
is the trend track analysis prepared by the industrial CAD-integrated FEM
programs, where a relatively high level of calculation error is also compen-
sated by its systematic character.
Approximate SIF calculation on relatively coarse uniform meshes is also
used in modeling of multiple rock cracking [6]. In such a problem considerable
natural variation of strength parameters of the rock is an additional factor
that limits the accuracy of these calculations.
The above reasons have caused the following limitations of this study:
1. Only KI determination were considered, as the most important for
practice case
2. All calculations were done using uniform meshes without commonly
used increasing mesh density near the crack tip
3. In all kinds of S-FEM only the simplest linear triangular elements were
used
4. Only the most coarse meshes (with a few elements along the crack
length) were considered.
2. Theory
As mentioned above, the main innovation used in S-FEM is the preliminary
smoothing or averaging of derivatives of the shape functions of several adja-
cent finite elements prior to calculation of their stiffness matrices. Although
this technique can be used for all types of finite elements, it was shown to
be the most effective and easy to implement for the linear T-elements [1].
Smoothing is performed in special areas called smoothing domains. Network
of the smoothing domains usually is build on the initial mesh used by tra-
ditional FEM. Different types of S-FEM use different types of smoothing
domains.
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Figure 1: Scheme of ES-FEM smoothed domains build on initial uniform T3-mesh.
In the case of edge-smoothed FEM (ES-FEM) averaging for a 2D mesh
is performed in the quadrilateral areas adjacent to the common edge of two
elements [7]. Their boundaries are shown by dashed lines in Fig. 1. In
the triangular smoothed domains adjacent to the boundary of the model no
smoothing is performed. For the same T-elements mesh, ES-FEM is reported
to be very robust and more accurate than traditional FEM [1, 7].
In node-smoothed FEM (NS-FEM) [1, 8], smoothed domains consist of
fragments of elements that have a common node of the initial mesh (Fig. 2).
An important feature of this type of S-FEM is that it leads to the FE model
with reduced total stiffness, i.e. with overestimated total potential energy
for force-controlled loading. In contrast, classical FEM always artificially in-
creases model stiffness and therefore underestimates its total potential energy
for the same type of load.
There are several ways to utilize this feature. First, it allows obtaining
a dual estimation of the results by solving the same problem twice: by tra-
ditional FEM and by NS-FEM. Second, stiffness matrix of an element can
be calculated partly by NS-FEM using reduced smoothed domain, partially
– by conventional FEM for the rest of the element volume (means for the
Y-shaped region in the case of T3 elements in Fig. 3). Relation between
volumes of corresponding parts of an element is controlled by dimensionless
parameter α. By selecting the optimal value of this parameter one have an
opportunity to get a model with the total potential energy close to the exact
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Figure 2: Scheme of ES-FEM smoothed domains build on initial uniform T3-mesh.
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Figure 3: Scheme of α-FEM smoothed domains build on initial uniform T3-mesh. Reduced
NS-FEM domains are shadowed.
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Figure 4: Schemes of the test problems (a), typical meshes used in calculations (b) and
local modification of the mesh near the crack tip (c).
value. This type of S-FEM is called α-FEM [[1, 9] and definitely is very at-
tractive from the point of view of fracture mechanics due to the close relation
existing between SIFs and energy parameters such as an energy release rate.
Value of parameter α is shown to be mesh and problem dependent [1, 9].
Although a procedure of determination of the optimal α value suggested
in Ref. [1] is simple and straightforward, it is quite time-consuming. For
general 2D problems α values in the range 0.45 . . . 0.65 was shown to be close
to the optimal one [1]. Calculations performed within this study have shown
that for the linear fracture mechanics problems considered in this article
corresponding range should be substituted by α ≈ 0.38 . . . 0.5 (details will
be published elsewhere). For simplicity, only results for the optimal α value
for each problem considered are presented in this work.
3. Calculations
In this paper, three types of S-FEM and traditional FEM were used to solve
two test problems, namely uniaxial tension of specimens with a central (CEN)
or a side-edge (SEN) cracks (Fig. 4a). Specimen dimensions were: 2a×4a for
the SEN specimen, 4a× 4a - for the CEN one, where a is the crack length or
the half crack length, correspondingly. Due to symmetry, only a quarter of
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the CEN specimen and a half of the SEN one were considered (corresponding
model parts are shadowed in Fig. 4a).
In both cases, problems were solved for plane stress conditions using
uniform meshes. The following element types have been used:
1. The simplest T3 triangles for the smooth and traditional FEM
2. Polylinear 4-node quads Q4 (full 2× 2 numerical integration, with and
without incompatible modes) for traditional FEM only
3. Second order 6-node triangles T6 also for conventional FEM only. Node
shifting for elements near the crack tip have not been used in this case.
4. Second order 8-node quads Q8 (conventional FEM, full 3 × 3 and re-
duced 2×2 numerical integration, quarter-point elements near the crack
tip). These elements were used only for determination of the reference
solutions (displacements on the crack surface) of the benchmark prob-
lems using very fine mesh.
For all triangular elements two global mesh patterns (Fig. 4b) have been
considered. Additionally, in both cases, small local mesh modification near
crack tip was used to increase number of elements in this zone and to in-
vestigate the influence of this modification on accuracy of SIF determination
(Fig. 4c).
For all meshes, relation h/a was used as the measure of the mesh density,
where h is the distance between nodes on the crack surface which is equal
to the element side length for the linear elements and to the half of this
length for the quadratic one. Mesh density were changed from h/a = 1/2 to
h/a = 1/32.
The following methods of KI calculation were used:
1. Virtual crack extension method (VCE)
2. Modified crack closure integral method (MCCI).
Calculations have been performed using Matlab scripts created by the au-
thor for all T3-elements meshes and by commercial FEM program ADINA
9.0 [10] for Q8, Q4 and T6 element meshes. Classic form of VCE method was
used, namely energy release rate was calculated by finite difference approx-
imation of derivative of the model stiffness matrix [11]. When traditional
FEM is used, this technique assumes that several (four in Fig. 5a) FE near
the crack tip are shifted to simulate small crack extension. Due to this reason
nearby elements (shadowed in Fig. 5b) are distorted and only their stiffness
7
a) b)
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Figure 5: Scheme of the VCE method: initial mesh with group of 4 elements to be
shifted(a), elements distorted due to shifting in traditional FEM (b), elements affected by
the same shifting in ES-FEM (c) and NS-FEM (d).
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Figure 6: Quantities used for GI determination in the MCCI method for linear T3 (a) and
quadratic T6 (b) elements
matrices should be recalculated to estimate the value of derivative of the
global stiffness matrix.
SIF values obtained using this method was practically independent on
the virtual crack extension value if it was less than 0.01h.
In fact, accuracy of the results obtained by VCE and MCCI methods was
essentially the same. Difference between them never exceeded 2%. Complex-
ity of practical implementation of these methods and level of reproducibility
of their results were quite different, however.
In classic form of VCE method, partial stiffness matrix of the FE model
used for energy release rate calculation should be determined only for those
finite elements that are distorted during virtual crack tip shift. In tradi-
tional FEM, selection of these elements is quite straightforward. In S-FEM,
however, stiffness matrix is calculated for integration domains instead for ele-
ments. Due to this reason, in order to use VCE method, one needs to find all
distorted domains first and select all elements containing domains after that.
Corresponding algorithms are different for each type of S-FEM (see Fig. 5c
and d), complex and time-consuming even for the simplest 2D models used
in this study. As usual in VCE method, calculated energy release rate value
depends slightly on the size of the shifted zone.
For linear elements, MCCI method [11, 12] was used in the simplest form,
where energy release rate GI is calculated as
GI =
Fv
h
, (1)
where F is the nodal force value in the crack tip, v is the half of the crack
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opening displacement in the closest node to the crack tip (Fig. 6a). For
quadratic elements, the same quantity was calculated as
GI =
1
2h
(F1v1 + F2v2), (2)
where F1 and F2 are the nodal forces, v1 and v2 are the nodal displacements
definied in Fig. 6b.
Contrary to VCE method, calculations for MCCI one are extremely sim-
ple, independent of the type of FEM used (means traditional or smoothed)
and give unique result for a particular mesh (there is no virtual shift value
and/or distorted domain size dependence). Thus, reproducibility of the re-
sults obtained by MCCI method is higher than by VCE one. Due to these
reasons, only MCCI results will be presented below.
4. Results and discussion
SIF calculation for CEN and SEN specimens in tension are the simplest
and most popular benchmarks for linear fracture mechanics problems. In this
couple CEN specimen is considered as a ’good cop’ (as a rule, all methods of
SIF calculation give good results for this problem). Contrary, SEN specimen
is a ’bad cop’ because accuracy of SIF obtained for this type of problem is
usually the lowest. Due to this reason, SEN specimen related results will be
presented below first and investigated more thoroughly.
For both problems considered, influence of mesh pattern on accuracy of
SIFs was quite low. Usually pattern 2 mesh (see Fig. 4b) gave a bit more
accurate results than pattern 1, yet the difference never exceeds 2%. Addi-
tional mesh modification of near the crack tip (Fig. 4c) improved accuracy
of the results only about 1%. Due to these reasons, results for unmodified
pattern 2 meshes are presented below.
In Fig. 7 displacements on the crack surface of the SEN specimen, ob-
tained using the most coarse meshes (h/a = 1/2, means having only two
linear or one quadratic element on a crack surface) are presented. All results
were normalized by the similar displacement values obtained using very fine
mesh of Q8 elements. Corresponding shape of the crack surface is shown by
solid line in Fig. 7a. It is easy to see that traditional FEM strongly (about
50%) underestimate COD values. Results obtained by ES-FEM are nearly
twice more accurate and are a bit better than the results obtained using
formally more precise Q4 and T6 elements.
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Figure 7: Comparison of relative crack opening displacements (COD) for the half of the
SEN specimen (a) and their accuracy (b) calculated using different methods. Mesh density
– two linear or one quadratic elements per crack length
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Figure 8: Comparison of relative crack opening displacements (COD) for the quarter of
the CEN specimen (a) and their accuracy (b) calculated using different methods. Mesh
density – two linear or one quadratic elements per half crack length
Contrary to the edge-smoothed and traditional FEM, NS-FEM essen-
tially (nearly twice in the node closest to the crack tip) overestimates COD
values. This overestimation, however, being combined with underestimation
of traditional FEM allows α-FEM results (obtained for α = 0.42) to be the
most precise. This α value were used for all SEN-calculations in this study.
Qualitatively, the same results for CEN specimen (Fig. 8) look very sim-
ilar. Only the difference between displacements calculated by traditional
FEM using the simplest T3 elements and other results is not as big as pre-
viously. Quantitatively, accuracy of all but α-FEM methods is twice higher
than in the previous case. Again, the most accurate results were obtained by
α-FEM for α = 0.4. This value was used for all CEN results presented here.
For the SEN specimen, increasing number of finite element nodes on the
crack surface from 3 to 9 (means decreasing h/a value from 1/2 to 1/8)
did not change qualitatively the ’accuracy ranking’ of the tested methods
(Fig. 9). Again the highest error for calculated COD values was observed
for the simplest T3 elements and traditional FEM. Twice more accurate re-
sults were obtained using T3 (ES-FEM), Q4 and T6 (both traditional FEM)
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Figure 9: Comparison of relative COD for the half of the SEN specimen (a) and their
accuracy (b) calculated using different methods. Mesh density – eight linear or four
quadratic elements per crack length
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Figure 10: Comparison of relative COD for the quarter of the CEN specimen (a) and
their accuracy (b) calculated using different methods. Mesh density – eight linear or four
quadratic elements per half crack length
elements were only a bit less precise.
NS-FEM overestimates COD values and additionally presents non-physical
oscillations of displacements near the crack tip. Our results show that this
phenomenon is typical for this type of S-FEM and is independent of mesh
density. Of course, this causes similar oscillations of smaller amplitude for
α-FEM results, which still remain the most accurate. In fact, displacements
for all but first node on the crack surface calculated using this method are
practically exact.
Again, for the CEN specimen results are qualitatively similar (Fig. 10).
It is worth noting exceptionally high oscillations of the NS-FEM calculated
displacements near the crack tip. Due to these oscillations, COD in the
second node underestimates accurate value contrary to the general tendency
of NS-FEM.
Accuracy of SIF values calculated by MCCI method for different meshes
for SEN specimen (Fig. 11) follows the trend shown in previous figures. For
each mesh density, the worst results were obtained using T3 elements with
traditional FEM and NS-FEM. Much more accurate data gave ES-FEM using
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Figure 11: Accuracy of SIF calculation using different FE elements and methods vs.
relative mesh density for SEN specimen
T3 elements and traditional FEM using Q4 and T6 elements. SIF values
calculated by α-FEM are the most accurate. Even for the most coarse mesh
with h/a = 1/2 error is about 3%, for more fine meshes results are practically
exact.
For each mesh density considered, about twice more accurate SIF values
were obtained for CEN specimen compared to the SEN one (Fig. 12)). Supe-
riority of ES-FEM results over the traditional FEM for Q4 and T6 elements
is a bit more noticeable here. Again, SIF values calculated by α-FEM are
the exceptionally accurate compared with all other methods.
It is easy to note almost linear convergence rate of all but α-FEM SIFs
with respect to h/a for both considered problems. Thus, simple linear extrap-
olation can be used to improve SIF accuracy if the results for two different
mesh densities are known. Even for the most coarse meshes (with h/a = 1/2
and h/a = 1/3) this procedure allows obtaining SIF values with accuracy
about a few percents.
5. Conclusions
The most spectacular results in this study were obtained using α-FEM.
This method allowed obtaining SIF values with high accuracy even on the
most coarse mesh using the simplest linear T3 elements. It is difficult to
overestimate practical importance of this fact.
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Figure 12: Accuracy of SIF calculation using different FE elements and methods vs.
relative mesh density for CEN specimen
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Figure 13: Distribution of σyy normalized by applied load for the half of the SEN spec-
imen calculated by traditional FEM (a), NS-FEM (b) and α-FEM (c). In all subfigures
deformation of the mesh is exaggerated using the same scale factor.
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Figure 14: Displacements normal to the crack face for the quarter of the CEN specimen
calculated by NS-FEM (exaggerated). Crack tip position is marked by 0.
On the other hand, α-FEM is a result of combining of the traditional
FEM and NS-FEM. The latter method results has a feature that throws
into question accurateness of the gradient smoothing technique used in NS-
FEM. Calculations performed in this study showed existence of essential
oscillations of the displacements determined by NS-FEM near the singularity
point. These oscillations are clearly visible in Fig. 13b as distortions of the
element shapes in a broad zone around the crack tip. These distortions cause
wavy shape of parts of the specimen borders (marked by arrows in Fig. 13b).
In a bit different graphics form, similar oscillations are shown in Fig. 14
for CEN specimen. To verify all these results and eliminate a possibility that
oscillations are caused by a program bug, all computations were repeated
using computer code created by the S-FEM authors which is available freely
at the companion website of their book [1]. Results of calculations were
exactly the same as presented here.
Of course, displacements oscillations lead to even more noticeable unphys-
ical oscillations of strain and stress both in the case of NS-FEM (Fig. 13b)
and α-FEM (Fig. 13c). Increasing mesh density causes decreasing of magni-
tude of oscillations for displacements but not for stresses. It means, that for
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the problems considered in this study, contrary to its name, NS-FEM does
not improve smoothness of the results compared with traditional FEM. The
same is true for the α-FEM.
In both cases potential energy of the FE model changes smoothly and has
some useful for SIF determination features. However, unphysical behavior of
the nodal and elemental results limits reliability of both methods at least for
linear fracture mechanics problems.
Finding of NS-FEM instability near singularity points was the main rea-
son to limit the number of cases considered in this study (only two types of
geometry with one relative crack length). Further research in this direction
has sense only after elimination of the NS-FEM drawbacks.
Accuracy of SIFs calculated using ES-FEM is quite modest when com-
pared with α-FEM. In this case, however, there were no problems with stabil-
ity of displacements and stresses, the method itself is simple, computationally
efficient and robust. Results obtained using ES-FEM had the same or even
better accuracy compared with T6 elements in traditional FEM. It makes
ES-FEM a potentially attractive substitution for traditional FEM in var-
ious simple FEA-in-CAD programs like SOLIDWORKS Simulation where
quadratic T-elements are widely used.
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