We present some comparison results for the periodic boundary value problem for first order ordinary differential equations with impulses at fixed moments. Then, it is presented the upper and lower solution method and the monotone iterative scheme.
Introduction
In this paper we present some new maximum principles for impulsive differential equations. These maximum principles are a basic tool in the qualitative theory of differential equations and, for instance, to show the existence of positive solutions.
On the other hand, impulsive differential equations occurs in many biological, physical and engineering applications (see [3, 7] ). In consequence the study of such systems has gained prominence.
We will consider the following first order periodic impulsive problem with impulses at fixed points u (t) = f (t, u(t)), a.e. t ∈ I = I − {t 1 , ..., t p } u(t where I = [0, T ], 0 = t 0 < t 1 < ... < t p < t p+1 = T , I k : R → R is a continuous function for each k = 1, ..., p and f : I × R → R is a Carathéodory function, i.e., f (·, u) is measurable for every u ∈ R, f (t, ·) is continuous for a.e. t ∈ I, and for every R > 0 there exits a function h R ∈ L 1 (I) such that |f (t, u)| ≤ h R (t) for a.e. t ∈ I and every u ∈ R with |u| ≤ R.
It is well known the importance of the method of upper and lower solutions and the monotone iterative technique to show the existence of solution of (1.1) [2, 3] . To prove this kind of results it is necessary, in most of the cases, to use a maximum principle or comparison result. In this paper we prove some new maximum principles for equations with impulses. Then, we define new concepts of lower and upper solutions and we show the validity of the lower and upper solution method as well as the monotone iterative technique.
Let
When f is continuous, we say that α ∈ P C 1 (I) is a classic lower solution of (1.1) if it satisfies
A classic upper solution is defined analogously by reversing the inequalities. A classic solution is both a lower and a upper solution of (1.1).
This work improves and complements some results of [5] and [6] .
Maximum Principles
In order to define the concept of solution of (1.1), we introduce the following space
is a Banach space with the norm
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where
Definition 2.1 We say that a function u is a solution of (1.1) if u ∈ Ω 1 1 (I) and
.., p , and u(0) = u(T ). In order to solve the nonlinear problem (1.1), we first study the corresponding linear problem. Thus, we shall consider
The following result is a new version of Theorem 1.4.1 of [3] for the space Ω
Then v satisfies for t ∈ I the following inequality
Proof: From (2.2) we have that
Hence the inequality is valid on [t 0 , t 1 ]. Now assume that it holds for t ∈ [t 0 , t n ] for some integer 1 < n ≤ p. Then, for t ∈ [t n , t n+1 ], it follows from (2.2) and (2.4) that
Therefore,
which gives the desired result. Now, it is easy to prove the following maximum principle for the linear problem (2.1) (with d k ≤ 0).
Proof: By Lemma 2.1 we can write that
Thus, it is sufficient to show that u(0) ≤ 0. For t = T we obtain
By the condition (2.5) we see that
When a ∈ L 1 (I) is constant we have
Then u(t) ≤ 0 for t ∈ I.
Then u ≤ 0 in I.
Proof: Take c k = 0, k = 1, ..., p in Theorem 2.1.
In the non impulsive case, that is, c k = 1, k = 1, ..., p, we take M > 0 to obtain (see Theorem 2.1 in [5] ) the following consequence.
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To establish a maximum principle for the linear problem we need the following result (Lemma 2.1. in [4] ).
Lemma 2.2 Let be
Note that g is the Green's function for the non impulsive problem:
For M > 0 we have that
Proof: There exists γ ∈ L 1 (I) such that γ ≤ 0 a.e. I and
For σ = γ − a, by Lemma 2.2, we have for
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Note that when λ ≤ 0 and d k ≤ 0, k = 1, ..., p the condition (2.7) is always satisfied.
As a consequence we obtain the following result for the case when the impulses are absent (d k = 0, k = 1, ..., p).
Corollary 2.4 Let be
We resalt that the estimate (2.8) is weaker than the estimate (2.6) since for λ > 0
However, note that (2.8) is simpler than (2.6).
Lower and Upper Solutions
Definition 3.1 We say that α ∈ Ω 1 1 (I) is a lower solution of (1.1) if α (t) ≤ f (t, α(t)) , a.e. t ∈ I α(t
(3.1)
Note that when α(0) ≤ α(T ), then (3.1) is always satisfied. Hence, this definition generalices (1.2). The same applies to (3.2) when β(0) ≥ β(T ).
Theorem 3.1 Assume that α, β ∈ Ω 1 1 (I) are lower and upper solutions of (1.1) satisfying α ≤ β on I. Let I k , k = 1, ..., p, be continuous and nondecreasing. Suppose that for M = min{M α , M β } we have
for a.e. t ∈ I and every u, v ∈ R, α(t) ≤ v ≤ u ≤ β(t). Then, the problem (1.1) is solvable.
Proof: For convenience of presentacion, we shall take p = 1. In the general case we should deal with p + 1 subintervals.
We construct the following modified problem
where F (t, u(t)) = f (t, u(t)) + M u(t), u(t) = γ(t, u(t)) and γ : I × R → R, γ(t, x) = min{β(t), max{x, α(t)}}.
We shall prove that there exists at least one solution of (3.3); and it is between α and β on I. Thus, u is a solution of (1.1).
For λ ∈ [0, 1], consider the problems
Thus (3.4) is equivalent to the abstract equation
where i : E 1 → E is the compact embedding of E 1 onto E. The operator L is invertible since the problem
, A, B ∈ R, has a unique solution u ∈ Ω 1 1 (I). Hence, we can consider the operator L −1 . Thus (3.5) is equivalent to
where H is compact. Now, since f is a Carathéodory function and F bounded, the set of solutions of x = λHx, is bounded in E 1 . By Schaefer's theorem (see, for instance, [8] ) there exists at least one solution for λ = 1.
For the second step we define the function v = α − u, which satisfies
We can use Corollary 2.2 to guarantee that v ≤ 0 in I, so that, α ≤ u in I. Similary we prove that u ≤ β in I.
We note that we have shown the validity of the upper and lower solution method for the problem (1.1) improving the results of [6] where it was required that
4 The monotone method 
for a.e. t ∈ I and every u, v ∈ R, α(t) ≤ v ≤ u ≤ β(t). Then, there exist monotone sequences {α n }, {β n } such that lim n→∞ α n (t) = φ(t), lim n→∞ β n (t) = ψ(t) uniformly on I, where φ and ψ are the maximal and minimal solutions of (1.1) respectively between α and β.
Proof: For each η ∈ [α, β] = {u ∈ L 1 (I) : α ≤ u ≤ β a.e. t ∈ I}, consider the following linear problem
The problem (4.1) has a unique solution. To see this, we first solve
for each k = 1, ..., p. This gives us the solution u in (t 1 , T ]. Now, we can also solve the initial value problem
Moreover, using the variation of parametres theorem for impulsive equations [3] , the solution of (4.1) is given by the following expression:
Consider the operator T : [α, β] → [α, β] defined by T η = u, where u is unique solution of (4.1).
We note that to find a solution of (1.1) is equivalent to find a fixed point of T .
We shall prove that the operador T is well defined and is monotone increasing.
For the first assertion, let η ∈ [α, β]. Define v = α−u. This function satisfies
and by hypothesis
On the other hand,
By Corollary 2.2 we have that v ≤ 0 in I, that is, α ≤ u in I. Similarly we prove that u ≤ β en I.
To see that T is monotone we consider η 1 , η 2 ∈ [α, β] such that T η 1 = u 1 , T η 2 = u 2 and η 1 ≤ η 2 . If we define w = u 1 − u 2 then w (t) + M w(t) = f (t, η 1 (t)) + M η 1 (t) − f (t, η 2 (t)) − M η 2 (t) ≤ 0, w(t
By Corollary 2.2 we conclude that w ≤ 0. Now we define the sequence {α n } n≥0 by α 0 = α, α n+1 = T α n . The monotonicity of T guarantees that {α n } n≥0 is mononotone increasing and uniformly bounded on I.
Then, {α n } → φ pointwise on I. Writing the integral representation for T α n and using standard arguments we obtain that φ is a solution of (1.1).
Analogously, defining β 0 = β, β n+1 = T β n , n ∈ N, we have that {β n } → ψ, where ψ is a solution of (1.1).
To show that φ and ψ are the minimal y maximal solutions of (1.1) in [α, β], let u ∈ [α, β] be a solution of (1.1). Then T u = u, and using the properties of the operator T we have α n ≤ u ≤ β n , n ∈ N.
Passing to the limit when n → ∞ we obtain φ ≤ u ≤ ψ.
