The aim of this paper is to investigate the existence of Parrondo's paradox for the logistic family fa(x) = ax(1 − x), x ∈ [0, 1], when the parameter value a ranges over the interval [1, 4] . We find that a paradox of type "order + order = chaos" arises for both physically observable and topological chaos, while a "chaos + chaos = order" paradox can be only detected for the case of physically observable chaos. In addition, we raise the question of whether the paradox "chaos + chaos = order" can appear in the topological sense or whether, as our computations seem to show, it is impossible for the logistic family.
Introduction
In 2012, James A. Yorke, one of the fathers of chaos theory, made a presentation entitled "The many facets of chaos" (http://www.unioviedo.es/ds100Poincare/). In this talk, he argued that chaos has many facets or different points of view and if we only look at it from a single point of view, we will not be able to understand what chaos is.
Simple and complex dynamics of systems generated by periodic iterations of two or more maps have been studied by various authors (see e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] ). Interest in such systems is motivated by models in population dynamics (see e.g., [12, 13] ), and economic dynamics; the so-called duopolies (see e.g., [14, 15] ). Researchers could be tempted to analyze the dynamical properties of a periodic system by studying the dynamic of its pieces; that is, the dynamic of the individual maps that generate the periodic system. The dynamic Parrondo's paradox, which is the main subject of this paper, claims that this approach will not work. Let us remark that the notion of L-property allows us to characterize the existence of the dynamic Parrondo's paradox for a wide class of dynamic properties instead of giving individual proofs for each of them. In particular, we can construct maps such that f and g have a complicated (simple) L-property and f • g does not have this property
As an example, we consider topological entropy (see e.g., [25, 26] for a definition and basic properties of topological entropy), which is a useful tool for deciding whether a map has a complicated dynamic. From the above result, we can construct two continuous interval maps, f and g, with zero topological entropy (and hence simple) such that f • g has positive topological entropy (and therefore a complicated dynamic), because the properties zero topological entropy and positive topological entropy are L-properties. Let us remark that the opposite result is possible. However, we must emphasize that although Theorem 1 shows the existence of the paradox in a general way for a very large list of dynamical properties, the constructions for proving it cannot be done when families of continuous maps are considered. Thus the aim of this paper is to go back to the seminal paper [21] and work with members of the well-known logistic family f a (x) = ax(1 − x), a ∈ [1, 4] . More precisely, we consider maps f a and f b , 1 ≤ b ≤ 4, and ask about the existence of the paradox for parameters a and b. In addition, we follow Yorke's idea and go further than in [21] , because we consider the most commonly accepted notions of chaos for continuous interval maps; topological and physically observable chaos.
We say that a continuous map f : [0, 1] → [0, 1] exhibits topological chaos if its topological entropy is positive. We remark that topological chaos may not be physically observable. We can say that f a exhibits physically observable chaos if the attractor of this map is different from a periodic orbit or solenoidal sets (see e.g., [27] for a nice survey on the dynamical properties of the logistic family). In other words, we say that the map f exhibits physically observable chaos if one of its attractors is the union of disjoint compact subintervals J 1 , . . . , J k , mapped periodically by f and such that the dynamic of f restricted to J 1 ∪· · ·∪J k is chaotic in the sense of Devaney, which in particular implies a sensitive dependence on initial conditions (see [28] ). Our main aim is to show that a type of double paradox can be stated because the maps in the logistic family may exhibit a topological paradox which cannot be physically observable, and vice versa; that is, physically observable paradoxes that cannot be observed from the topological point of view.
Finally, we want to stress that the methodology used in this paper can be adapted by proving the existence of a paradox for a wide range of unimodal families depending on one or several parameters. In the next section, we introduce some basic notation and results, and show the existence of a paradox.
Basic Definitions and Properties and the Existence of Paradoxes
By a piecewise monotone map f we mean a continuous map for which there is a finite collection of subintervals of I whose union is I, such that f is strictly monotone on each of these intervals. The maxima of minimum points of f are called turning It is well-known that the logistic family has negative Schwarzian derivative, a and has a unique metric attractor which is a global attractor for all the orbits up to a set of zero Lebesgue measure (see e.g., [27] ). The attractor can be either a periodic orbit, a solenoidal set, or periodic compact subintervals. The nature of such an attractor can be given by the Lyapunov exponent of f a (c a ), which is defined by
Hence periodic compact subintervals cannot be a metric attractor of f a when the Lyapunov exponent is negative. A similar situation holds for the composition f a • f b ; that is, periodic compact subintervals cannot be metric attractors of f a • f b if the Lyapunov exponents of the image of its turning points are negative (see [29] as a general reference and [3] for the specific case of periodic logistic maps). Recall that since f a and f b have negative Schwarzian derivative, the composition of both maps retains the same property. In Fig. 1 , we show estimations of Lyapunov exponents for logistic family f a . Thus to check whether the physically observable Parrondo's paradox holds we proceed as follows: for a, b ∈ [1, 4] we have to check that either
, or the opposite. Basically, this is the idea contained in [21] . Figure 2 gives estimations of the above-mentioned Lyapunov exponents for
The computations used for constructing Figs. 1 and 2 make it easy to check for the existence of paradox for physically observable chaos. We consider the following examples.
• figure) for parameter values 3.5 ≤ a, b ≤ 4 and step size 0.01. We consider sample orbits of length 250,000. On the right side the darker the colors, the more negative the Lyapunov exponents are. Now, let us analyze the topological case. As usual, let h(f ) denote the topological entropy of a continuous map f . Note that in all the above examples, the parameter values are greater than 3.57 and therefore the topological entropies are positive and no topological Parrondo's paradox is observed because topological entropy is positive for the logistic map f a when the parameter value is greater than 3.56995. In fact, to check the existence of a topological paradox is much more complicated. For this, we need to compute the topological entropy of families f a and
. For a single map f a , the topological entropy can be computed with the algorithm introduced in [30] , as Fig. 6 shows. However, for the composition f a • f b the computation is more complicated, and even when we can save some time by means of the commutativity formula h( [31] ), computing the topological entropy in the case of trimodal maps is not simple. We remark that algorithms that allow the topological entropy of trimodal maps to be computed in a practical manner with specified accuracy are not known. Hence, we will make use of a recently developed algorithm (see [32] ) to compute the topological entropy. Figure 7 shows the entropy computations with accuracy 10 existence of a topological Parrondo's paradox of type "order + order = chaos". The computations of the Lyapunov exponents for the above values are shown in Fig. 8 . Note that since the topological entropy of f a is zero, the Lyapunov exponents of f a (c a ) are negative, so the possible paradoxes are of type "order + order = chaos". We show two examples below.
• For a = 3.562 and b = 3.11 we have that h(f a • f b ) is positive. Thus a topological paradox is observed. The maximum Lyapunov exponent estimation is max{λ(
.0749288 and therefore we physically observe the paradox (see Fig. 9 ).
• For a = 3.562 and b = 3.164 we have that h(f a • f b ) is positive. Thus a topological paradox is observed. The maximum Lyapunov exponent estimation is max{λ(
0334494 and therefore the topological paradox cannot be physically observed (see Fig. 10 ).
Remark 1.
From the topological entropy computations we show that the inequal-
, which is valid for piecewise monotone commuting maps, is not true in general for the logistic family. It suffices to consider two maps with zero topological entropy such that the composition will have positive topological entropy (see Fig. 7 ). On the right, we present the projection of the topological entropy, with darker colors indicating lower topological entropy. Again, the darkest region represents those parameter values for which the topological entropy is zero up to the specified accuracy.
Finally, the existence of the topological paradox of type "chaos + chaos = order" should also be analyzed. However, numerical experiments with the logistic family show that if h(f a ) and h(f b ) are positive, then h(f a • f b ) is also positive (see Fig. 11 ). We therefore conjecture that the topological dynamic paradox cannot be observed for the logistic family.
Discussion and Conclusion
We analyze the existence of the dynamic Parrondo's paradox for the well-known logistic family f a (x) = ax(1−x) when the parameter value a ranges over the interval [1, 4] . We analyze the paradox from two different points of view, one topological and the other linked with observable chaos. We are able to show the existence of both paradoxes; "chaos + chaos = order" and "order + order = chaos" for physically observable chaos. However, when we consider topological chaos; that is, positive topological entropy, only the existence of the paradox "order + order = chaos" is detected. Our computations of topological entropy with accuracy 10 −4 do not allow the existence of the paradox of type "chaos + chaos = order" to be concluded. Thus, when families of maps are considered, and contrary to Theorem 1, the existence of the dynamic Parrondo's paradox is not easy to show, and to analyze it for wellknown models is a very interesting problem.
