Neural networks contain, very often, asymmetric bonds. The interactions J;, and J,; between the ith and the jth neurons are not identical. In this paper we study the Langevin dynamics of fully connected spin systems whose interaction matrix contains a random antisymmetrie part. The symmetric part consists of independent random bonds whose mean is either zero or ferromagnetic. We also consider a more general class of systems such as the asymmetric Hopfield model and other neural-network models. 
I. INTRODUCTION
The long-time behavior of some neural-network models have been studied by mapping them onto statisticalmechanical problems. ' The mapping assumes that the synaptic connections J;J between pairs of neurons i and j are symmetric, i.e. , J~; = J;~. Under this assumption, the dynamics of the network can be described as a relaxation of a global energy function. The dynamic flows terminate at fixed points which are the local minima of the energy. However, the synaptic connections in biological nervous systems are usually not symmetric. Therefore it is of interest to understand the effect of that asymmetry on the long-time properties of the networks.
The asymmetry in neural networks may exhibit a well-defined structure. This is the case with layered systems where the asymmetry of the bonds determines the direction of information flow. Another example is network models of temporal pattern generation, where the asymmetry determines the direction of flows in configuration space. In this paper we focus on systems with random asymmetry, where it plays the role of a noise in an otherwise symmetric system. ' Feigelman and Ioffe studied the Hopfield model with strong random asymmetry in the limit of a~0.
Their conclusion is that the retrieval states remain stable at sufficiently low temperature. A related work is that of Bausch et 1987 The American Physical Society of associative-memory networks. Hertz et al. suggest that the absence of the spurious SG states improves the process of the retrieval of memories, i.e. , the convergence to the retrieval states. Parisi' proposed that random asymmetry is important for the learning process, in that it guarantees that only the retrieval states will be enhanced by the "Hebb" learning mechanism.
In this paper we study the effects of random asymmetry on the dynamics of networks. Our main aim in this work is to clarify three issues.
(1) The limit of weak asymmetry: What is the nature of the transition from a "symmetric" to a "nonsymmetric" behavior as the asymmetry is turned on? In particular, the static susceptibility X-:G( co =0) obeys 2 5( + ')5( )q=((;( ))"(; (') 
E= -, 'Go '(co=0) It is important to realize that the disconnected correlation q is a dynamic quantity. It is nonzero even in the absence of a true static freezing (i.e., q =0). Therefore, unlike the k =0 case, X&C/T, even at high temperature. Note that since the excess noise x;(co) acts in general on the same time scale as il;(co), one cannot neglect its frequency dependence, even in calculating the longtime limit. Thus, one has to solve a full dynamic problem in order to derive the correct statics. Nevertheless, This justifies our identification of il;(t) as the dynamic thermal noise, C(t) as the thermal correlation function, and x;(t) and q(t) as the dynamic excess noise and spin correlations. ' (3.14)
The value of q is determined by the constraint (3.3), i.e. , q =1 -C(t =0) . 
(3.5) Here and in the following we substitute for simplicity J =1. One also finds the useful relations
The parameter r is determined via the constraint on II, and study its behavior in the limit of k~0 (and »0).
Since q =0, the static part of the noise, z, (co), Eq. However, since 7 necessarily remains smaller than 1 at all T, q(co) cannot be too small when T &1. Thus, below T =1 both X(co) and q(co) stay finite even as k~0. This almost "spontaneous" appearance of q(co) occurs at a frequency range which becomes more and more concentrated around co=0 as k decreases to zero, so that (where as before we have put J = 1).
In the limit k~0, the first contribution to X(co) disappears. Therefore, one would expect naively that in this limit X(co) will vanish, which will self-consistently make q(co) go to zero. This is indeed the case for T & l. 2T r, For~&&~z-the system behaves as a symmetric system, ', co »k (3.44) where G(co) is given by Eq. (3.5).
For T & 1, q(co) vanishes as k~0, while the denominators of Eqs. (3.41) Fig. 2(a) . For comparison, we present in Fig. 2(b The functions C(co) and G(co) are related to Cz(co) and Gq(co) through Let us define -k' f dt'G(t t')a;(t')+P-, (t), (5 6) so that (y, (t)P, (t')) = 5(t t')+k'C(t -t') 5, , -r, The relations (4.8) and (4.9) between the local response and correlation functions and the uniform ones hold generally for all systems in the mean-field limit. Hence the condition for the onset for an FM order is given by Eq. (6.9) in the nonhnear case as well. Similarly, in all mean-field systems 7 is independent of Jo in the paramagnetic phase. Therefore, one concludes that ran-(These predictions are in agreement with a recent study of the spectrum of real random asymmetric matrices. ') The above exercise clearly demonstrates that in the absence of external sources a (stable) linear system must relax to a static limit. On the other hand, the nonlinear equations (2.5) can have solutions with nontrivial longtime behavior, even in the absence of external sources. (RSB) . ' ' This feature does not exist in the symmetric spherical model. RSB is associated with the structure of the co=0 singularities in the C(co) and G(co). ' ' In the asymmetric case, both C(co) and G(co) are not singular at co=0 and therefore do not exhibit the effects of RSB. This is most probably true also for the FM phase, although in the symmetric case, replica symmetry is broken in the FM phase at sufficiently low T. Nevertheless, the precursors of RSB will probably appear as k becomes sufficiently small. In particular, as k~0, the slow relaxation of the excess noise may not be characterized by one or two relaxation times, but instead by a hierarchical distribution of large relaxation times.
Likewise, anomalously slow components will appear as k~0, not only in C(co), but in G(co) as well. ' 'd, cr, (t) +f, (cr)+ g'a (t)+h, (t)+g, (t) +V(o, (t) L, (u, B')= f dt g Iio', (t) [ -I 'd , o, (t)+f, '(o ) +h, (t)+I 'Tio, . (t)]+K(cr, (t))I, (89) where f consists of the first two terms in Eq. (82) and the terms generated by the averaging over Ji.
We are interested in the mean-field limit (N~ao ); thus, we can replace in Eq. (88) 
L, (o,&)=L,(o,o ) In the limit N -+ oo, Q can be replaced by Q(m, m)=Q(xp)+ - ' f dt f dt'fx(t') xp(t')] A(t, t'-)[x(t) -xp(t)] .
We have defined x (t)={m(t), im(t)), P(e,', . ) =(1 -c)5(e';, -I )+c5(e, ' --, ' ),
P (e'j') =(1 -c) 5(e;'j') + -5(e'j' --, ' )+ -5(e'j'+ -, ' ) . (C5) so that ' 
