Abstract. This paper describes large-scale full-wave analyses of electromagnetic fields using numerical human body models. This is achieved by the use of the parallel finite element method with iterative domain decomposition. Numerical examples of FDTD analysis using numerical human model by a High Performance Computing (HPC) are shown in previous researches. However, numerical examples and performance evaluation of the finite element method hardly exists. Therefore, we perform a feasibility study and a detailed performance evaluation of the high-frequency electromagnetic field analysis using the numerical human model on a super computer constituting Japan's High Performance Computing Infrastructure (HPCI) as a numerical simulation infrastructure so as to extract problems for advancement of the future analysis. The numerical human body models provided by the National Institute of Information and Communications Technology (NICT) in Japan are composed of voxel data with all sides of 2mm and include skin layers, blood vessels, bones, internal organs, etc. distinguished by material properties. By using HPC, the user can evaluate the electromagnetic filed distribution inside the whole body model.
Introduction
Recently, medical equipment using electromagnetic fields including hyperthermia is spreading. During treatment, it is effective to focus the electromagnetic field onto the lesions inside the human body. The purpose of this research is to accurately calculate the electromagnetic field inside the human body using a numerical electromagnetic analysis method.
The numerical human body model database has been released free-of-charge for researchers by NICT [1] . This database is constructed using voxels that have 2 mm edge length. The numerical human model is multi-material including skin, blood vessels, bones, internal organs etc. The adult male model is named "TARO", and has 44 million voxels. Over 200 million tetrahedral elements are generated from the voxel data.
In this paper, we apply our parallel finite element code based on the iterative domain decomposition method (IDDM) to the calculation of full-wave electromagnetic fields. Numerical examples of FDTD analysis using numerical human model by HPC are shown in papers [2] , [3] . However, numerical examples and performance evaluation of the finite element method hardly exists in previous researches. Therefore, we perform a feasibility study and a detailed performance evaluation of the high-frequency electromagnetic field analysis using the numerical human model on a super computer constituting Japan's HPCI as a numerical simulation infrastructure so as to extract problems for advancement of the future analysis.
We report analyses of the numerical human body models with more than 200 million complex DOF by using HPC.
Outline of HDDM
The original computational domain is first divided into parts, which are further decomposed into smaller domains called subdomains. This is called the hierarchical domain decomposition method (HDDM).
In the HDDM, all processors perform the finite element analysis using a direct method based on LDL T decomposition method and an iterative calculation based on the conjugate orthogonal conjugate gradient (COCG) method. All processors can be used without idleness. The number of cores should be equal to that of the parts (Fig. 1) [4] . 
Finite element mesh generation from voxel data
In the bioelectromagnetics, voxel data is used in finite element mesh generation from medical image. Some mesh generation technique is known from voxel data to finite element mesh [5] . However, the data size is increase in the mesh refinement. Hence tetrahedral mesh generation become difficult in large-scale problem. In this study, the mesh generation of the finite element mesh data having the HDDM type data structure from the voxel data may be difficult, depending on the memory requirement and the speed of the machine. It becomes very difficult to generate the mesh having 200 million elements using an ordinary mesh generator. In this paper, we propose efficient mesh generation algorithm for a finite element mesh data. The voxel data is divided tetrahedral in each domain in parallel. This mesh generator can construct the finite element mesh data from the whole body voxel model by using the HDDM type data structure.
Partition of a voxel into 5 tetrahedra
The NICT numerical human body models used in this research employ a binary data format where types of organs (including air area) are encoded using voxels with all sides of 2 mm. The size of the adult male model is 320 voxels width, 160 voxels depth and 866 voxels height. Represented as "char" type it occupies 44,339,200 bytes of memory. The partition types adopted in this paper is shown in Fig. 2 . The partition type 1 and the partition type 2 of Fig. 2 are alternated in order to maintain consistency between neighboring tetrahedral elements as shown in Figs. 3 (a) and (b) .
The reason to use tetrahedral element for finite elements mesh is to simplify movement and the addition of the element in the panel point by the mesh smoothing function. The mesh smoothing function is under development now and is going to be added to our cord after development completion. 
. Vector wave equation
Let Ω be a domain with a boundary Ω. The vector wave equations [7, 8] which describe an electromagnetic field with a single angular frequency ω (rad/s) are derived from Maxwell's equations containing the displacement current. The vector wave equations describing an electric field E (V/m) are given by (1a) and (1b) below, for a current density J (A/m 2 ), and assigning j as an imaginary unit:
on ∂Ω ,
σ .
Permittivity and permeability are given by ε (F/m) and μ (H/m), respectively. In this formulation, the permittivity has a complex value ε ε' σ/jω. The electric field at known points is then substituted into (1a) from (1c), where the electrical conductivity is denoted as σ (S/m).
By solving (1a) under the boundary condition in (1b), we calculate the electric field E. For an absorbing boundary condition (ABC):
The first-order ABC to account for the Sommerfeld radiation condition is given by (2) [9] . Magnetic fields are calculated by the post-process using Faraday's law of induction (3).
Finite element discretization
Next, we describe the finite element discretization. The electric field E is approximated with Nédélec elements (edge elements). The finite element approximation is performed as follows.
Find E h such that
Here, J h is an electric current density approximated by the conventional piecewise linear tetrahedral elements.
Numerical modeling and analyses
The parallel computer used in this paper is the Fujitsu FX10 supercomputer at the Information Technology Center of the University of Tokyo [10] . The processor of the FX10 is the SPARC64 IXfx. A node is powered by 16 cores running at a frequency of 1.848 GHz and has32 GB memory. Tables 1 and 2 show the generation conditions and elapsed times of the HDD mesh using 96-cores (12-nodes) on the FX10. In this paper, two full body models of tetrahedral elements are generated from 2mm and 4mm voxel models, respectively. Models "a1, a2, a3, a4 and a5" shown in Table 1 with 27.71 million tetrahedral elements are obtained from the 4mm voxel model while models "b1, b2, b3, b4 and b5" shown in Table 2 with 220 million tetrahedral elements are obtained from the 2mm voxel model.
The mesh decomposition tool used in this research is designed to add the voxel partition function to ADVENTURE_Metis [11, 12] . As shown in Tables 1 and 2 , the longest calculation time is spent on the part and subdomain decompositions. It is difficult to reduce the calculation cost of the part and subdomain decompositions with largest calculation cost in the original ADVENTURE_Metis also. However, since communication among nodes in the subdomain decomposition is not required, the calculation time can be reduced by increasing the number of nodes. On the other hand, the calculation times for the transformation of the voxel data to a tetrahedral mesh and the communication table generation represent only a small part of the overall calculation time and the large-scale initial mesh generation is not required in advance. These figures of merits demonstrate that the developed function is very effective.
The electromagnetic fields in the human body are analyzed by numerical human models shown in Table 1 , 2. All computations are performed using 320-cores (20-nodes) of the FX10 supercomputer. We analyzed frequencies of 1 (MHz), 8 (MHz), 70 (MHz) and 300 (MHz) using the full-wave electromagnetic field analysis based on the HDDM. The electromagnetic field source is a dipole antenna assumed to have a current source of 0.8 (A). The antenna is put on above 6 (cm) above the surface of the breast. The Antenna length is 50 (cm), which is same as half wavelength at 300 (MHz). The current distribution on the antenna is set as a sine wave that is assumed to be 0 on the tip. In the analyses using NICT numeric human body models, it is necessary for the user to provide the electric conductivity and the permittivity of the material ID for each internal organ. Table 3 shows a part of the electric conductivity and the relative permittivity given to 51 kinds of internal organs. These physical values are based on the human organs property database for computational biomechanics open to the public by the Institute of Physical and Chemical Research (RIKEN) in Japan [13] .
The full-wave electromagnetic analyses are done for four types of model "a1" and "b1". The calculation time and the average memory requirements for each frequency are shown in Table 4 . The number of iterations required by the HDDM method is largest for the highest frequency (300 (MHz)). When the full-wave electromagnetic field is analyzed, it is known that the frequency and the material composition have an impact on the condition number of the matrix. The reason is that the complex permittivity ε includes the angular frequency ω and the electric conductivity σ (see (1a)). When the geometrical shape and material composition of the model are complex, the iterative calculation in the HDDM becomes unstable, as also observed in previous studies [14] . In this result, the iteration count is fluctuated drastically by different frequencies in both models. It is known that convergence of the iteration method is affected strongly by the angular frequency . Angular frequency  in (1a) impacts to instability of the iterative calculation.
Model "b1" has the maximum number of degree of freedom. 70.4 (hours) are spent for the calculation of model "b1" for 300 (MHz). The visualization of the numerical results for model "b1" (300 (MHz)) is shown in Fig. 6 for all case. In Fig.6 (b) , reflection of the electric field is obtained on the boundary of different organs. On the other hand, the magnetic field is gone through into human body, because human body does not have magnetism. Fig6. (c) shows it. It is thought that these calculation results reproduce electromagnetic phenomena inside of human body correctly qualitatively. The analysis cord performs accuracy verification by TEAM29 in a previous study and confirms that the maximum of the error rate is fewer than 5% degrees [6, 15] . The validation by the comparison between simulation and experiment assumes it a future problem in this research.
With the mesh smoother for tetrahedral elements that is currently being developed we can expect increased precision at the boundaries between different materials as compared to these results. 
Parallel performance of the proposed numerical modeling and analyses
In this section we report the measured parallel performance for the proposed numerical modeling and analyses. Tables 5 and 6 show strong scaling results for the calculation of the HDD mesh generation for the 4mm model a1 and the 2mm model b1 on the FX10, respectively. Strong scaling is defined as how the calculation time varies according to the number of cores for a fixed total problem size. The measured speedups when increasing the number of cores from 5 to 320 are 14.610 and 37.120, respectively, while the ideal speed-up is 64. The speed up of "Transformation to a tetrahedral mesh" and "Communication table generation" without communication is similar to ideal speed up. On the other hand, a lot of communication occurs in "Part decomposition". Since the amount of time for "Part decomposition" is increased gradually in response to an increase in the number of computational nodes, the amount of communication in the function seems more significant for more computational cores. Tables 7 and 8 show strong scaling results for the calculation of 100 step of the HDDM loop on the FX10. The measured speedups when increasing the number of cores from 320 to 5120 are 5.405 and 6.014, respectively, while the ideal speed-up is 16.0. These results need to be further improved in the future. 
Conclusion
In this paper we report full-wave finite element electromagnetic field calculations using the NICT numerical human body model. We demonstrate a technique for handling technique very large-scale mesh data with over 200 million elements. This technique is capable of very fast mesh generation by creating tetrahedral elements in each subdomain via the hierarchical domain decomposition data structure. The proposed method of the finite element mesh generation from voxel data can use the 32-bit finite element I/O library provided by the ADVENTURTE System and enables the efficient use of meshes larger than 200 million voxels. Created by extending our existing hierarchical domain decomposition based parallel finite element method, the proposed technique enables large-scale analysis of a detailed model of the human body which includes bones, skin, organs etc. The method proposed in this paper could be applied to the optimization of the design of medical equipment that uses electromagnetic fields with including electromagnetic hyperthermia.
We are developing the mesh smoothing function now. Stepped boundary between different materials is reduced by moving vertex of tetrahedral element by using the smoothing function. We intend to apply this function to our simulation code as a pre-processing in the near future. Then, we will develop the coupled analysis function by connecting the non-stationary heat conduction analysis and the structural analysis to the full-wave electromagnetic field analysis cord for the hyperthermia treatment simulator construction.
