We review recent progress in methods for accelerating the convergence of simulations of nonequilibrium systems, specifically nonequilibrium umbrella sampling (NEUS) and forward flux sampling (FFS). These methods account for statistics of dynamical paths between interfaces to enforce sampling of low probability regions of phase space for computing steady-state averages, including transition rates, for systems driven arbitrarily far from equilibrium. Recent advances in NEUS allow for efficient sampling of complex systems by focusing sampling in the vicinity of a one-dimensional manifold (string) that connects regions of interest in phase space; this procedure can be extended to the case of two strings that describe the forward and backward transition ensembles separately, which is useful, as they do not, in general, coincide. We recast FFS in the framework of NEUS to facilitate comparison of the two methods. We conclude by discussing selected applications of interest. 
INTRODUCTION
Many systems of great experimental interest in the molecular sciences consume and dissipate energy through separate channels and are thus far from equilibrium. These include, but are not limited to, synthetic (1) and natural (2-4) molecular machines, polymers (5, 6) and colloids (7) (8) (9) (10) (11) (12) under shear, and regulatory modules of living cells (13, 14) . Recently, there has been renewal and dramatic expansion of the study of such systems owing to advances in both theory and experiment: in theory, the development of a statistical mechanics of trajectories (space-time objects) (15, 16), and, in experiment, the development of improved methods for detecting stochastic fluctuations in single molecules (17) (18) (19) (20) . In particular, these two strands of research have given rise to the appreciation that systems with well-defined steady states are constrained by certain symmetry relations (21). Simulations are playing an important complementary role to these advances by enabling the validation of theories and interpretation of experiments on complex systems of fundamental and practical interest.
A number of robust, well-established algorithms exist for simulating the dynamics of microscopically irreversible systems (see [22] [23] [24] [25] , and the choice between them depends on the process of interest. However, just as in simulations of complex microscopically reversible systems, relaxation to the steady state can often be prohibitively slow, especially when there are multiple (meta)stable states with bottlenecks between them in phase space. This problem can be overcome by methods that enhance the sampling of low probability states and reaction pathways but still enable the retrieval of the steady-state distribution associated with the original dynamics. Indeed, such methods are essential for obtaining information about dynamical bottlenecks (transition states), which are of central importance to elucidating mechanisms. However, almost all such existing algorithms rely on detailed balance (microscopic reversibility) and a priori knowledge of the distribution function (typically, Boltzmann weighting) (22, 23) . By definition, these do not hold in systems in nonequilibrium steady states and limit cycles. New simulation paradigms are just now emerging to treat this important class of systems.
Although several algorithms for the enhanced sampling of nonequilibrium systems were suggested over the past decade, most assumed either detailed balance (26-28) (making them fundamentally flawed; see discussions in 29, 30) or a specific dynamics (31, 32) (making them useful for some problems but not others). However, the advances in theory mentioned above led to practical methods based on the statistics of trajectories for microscopically reversible systems (33-36) and in turn for microscopically irreversible ones. The latter include two general and powerful methods: nonequilibrium umbrella sampling (NEUS) (29, 30, 37) and forward flux sampling (FFS) (38-40). Both can be viewed as forms of umbrella sampling, in which a space of collective variables that characterize the system (order parameters) is covered (hence the name) by separate simulations to ensure uniform sampling, and then the results are combined with physical weighting. In NEUS, the sampling of different regions of phase space is conducted in parallel, with little communication between the regions. In FFS, the regions are treated serially, which has advantages and disadvantages.
Below we discuss these two methods in detail. To this end, we describe a common theoretical framework that can be generalized to any enhanced sampling method that works by simulating a process in a piecewise fashion (Section 2). In Section 3, we review the basic NEUS algorithm, as well as its extension to study transitions in spaces of many order parameters. Recent work that allows for the calculation of transition rates using NEUS is also reviewed. In Section 5, we show how FFS can be viewed as a NEUS simulation with overlapping regions. In Section 6, we exploit the common framework to compare the two methods, and discuss how the differences between them are likely to affect their ability to treat more demanding systems. We close by discussing some applications and outstanding problems of interest in nonequilibrium systems.
THEORETICAL FRAMEWORK
Although a space-time analog of the free energy can be defined and calculated (15, 16, 41, 42), the steady-state probability distribution as a function of experimentally accessible order parameters provides the most direct connection to observables. In this sense, the steady-state probability distribution is the central quantity of interest for nonequilibrium systems. Formally, it can be defined as
where θ is a mapping from each point in the full phase space, denoted by x, to a point in the space of order parameters, and z is the point in the space of order parameters at which we want to evaluate the probability. In this review, we restrict our attention to systems for which the limit in Equation 1 exists and is independent of the choice of initial condition, x(0). The steady-state distribution is normalized such that
where R m is the space formed by the m order parameters used to describe the system. In practice, numerically estimating the steady-state distribution using Equation 1 can be prohibitive owing to trapping in phase space. To overcome this problem, one can break the space accessible to a process into smaller regions and enforce their even sampling. This way, instead of waiting for rare events to occur during a simulation, each stage of the event is simulated separately and the results are recombined. This can provide exponential gains in efficiency compared with conventional simulations. The key insight that allowed this strategy to be applied to microscopically irreversible systems was that one can use the statistics of trajectories to account properly for the flux into each region.
Let us consider a set of regions { i } that span R m , and are nonoverlapping in space. The special case of overlapping regions can be treated by creating an extended phase space in which the regions are nonoverlapping (as discussed below). The goal is to run trajectory segments that are restricted to each region and, in so doing, to obtain a steady-state distribution for each region:
where
is an indicator function equal to 1 if θ[x(t)] ∈ i and 0 otherwise. If we can devise a way to simulate the unbiased dynamics of a trajectory while confining it to the region i , Equation 3 reduces to
where x C i (t) is a point on a (discontinuous) trajectory that is confined to region i , but otherwise evolves according to unbiased dynamics. Given the set of regional distributions P i , the complete steady-state distribution is reconstructed as
where we call W i the weight of region i , and the property i W i = 1 holds by definition.
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The task of a piecewise sampling method is to compute these weights and regional steadystate distributions. To this end, such methods seek to conduct sampling within the regions in a manner that is consistent with the underlying dynamics, which, for irreversible systems, requires properly accounting for the incoming fluxes. To illustrate this point, we consider the simulation of a system in equilibrium. If a move is made that results in a walker leaving its region, the move can simply be rejected, the momenta reversed in sign, and the trajectory continued. This is an explicit implementation of the detailed balance condition, which guarantees that each exit point from a region is also an entry point with equal probability. In systems that are out of equilibrium, this condition no longer holds. For example, in a region in two-dimensional space that has a strong flow imposed from left to right, all the entry points will be on the left boundary, and all exit points will be on the right boundary. To conduct sampling in a physical manner, one must, upon an attempted exit through the right boundary, restart the walker on the left boundary. In general, to sample nonequilbrium systems in a physical manner, one must restart walkers according to their physically weighted flux input function.
NONEQUILIBRIUM UMBRELLA SAMPLING
The original motivation for developing NEUS (29) was to calculate higher-order correlation functions in discrete stochastic models of reaction networks (43, 44); such averages can have significant contributions from the tails of (monomodal) multivariate steady-state distributions of molecular copy numbers. Although FFS existed, it was poorly suited to this problem as it was designed for obtaining rates of transitions between stable states and limited to one order parameter. NEUS by contrast was designed to enable the restriction of copies of the system to arbitrary regions in the space of interest. The freedom to choose arbitrary regions in turn led to NEUS algorithms for efficient sampling of paths in spaces of many order parameters (30) and, in turn, separately focused sampling of forward and reverse pathways (37).
In equilibrium umbrella sampling simulations, the space is divided into a number of arbitrary regions, and separate copies of the system (i.e., walkers) are confined to those regions using a bias potential, which is often harmonic but need not be (22, 23, 45, 46 ). This approach is not directly applicable to nonequilibrium systems owing to their lack of detailed balance. Warmflash et al. (29) demonstrated that umbrella sampling simulations can be conducted in nonequilibrium systems if one explicitly accounts for the fluxes between regions by reinitializing walkers according to lists of entering phase-space points (the flux input functions) that are determined during the course of the simulation. This aspect of the algorithm is similar in spirit to a list-based procedure introduced by de Oliveira and Dickman for studying a quasi-stationary state in a nonequilibrium reactiondiffusion system with an absorbing phase (47, 48). Information on how the flux distributions for NEUS are computed can be found in previous work (29, 30, 37).
In the original algorithm, the weights of the regions used in Equation 5 are determined as follows. Each time a walker attempts to leave its region, an incremental amount of weight is transferred from its region ( i ) to the region to which it attempted to go ( j ):
where denotes an additive change, and s is a user-defined parameter chosen to optimize convergence. A slight modification of this equation is required if the simulations in each region are run asynchronously (see 29). This weight transfer scheme is motivated by considering a region i at steady state. For small s, the change in the weight of region i over a long time interval T is
where W s i is the weight of region i at steady state, and φ s j →i is the steady-state (time-averaged) flux from region j to region i , equal to the number of trajectories leaving j for i per unit time. Importantly, the final equality results from the conservation of probability at steady state, and not a detailed balance criterion. Equation 7 shows that the correct steady-state values of the weights are a fixed point of the mapping in Equation 6 . In Appendix A we make this argument more precise for Markovian systems; we show that this fixed point is the only one and that it is attractive. In addition to this local weight update scheme, two global weight update schemes have been proposed that use region-to-region transition statistics to adjust the weights of all regions simultaneously (37, 49). These both use flux balance conditions: Vanden-Eijnden & Venturoli (49) balance the total flux in and out of each region, and Dickson et al. (37) adjust the weights of the regions using the continuity of flux across each interface. Dickson et al. showed that their global weight balancing algorithm outperforms the local weight balancing algorithm early in a simulation but ultimately converges more slowly to the steady state.
Sampling Along a String
If the regions used for sampling are even discretizations of the order-parameter space (e.g., line segments in one dimension, rectangles in two dimensions, and so forth for higher dimensions), then the computational expenditure is roughly proportional to the volume of the order-parameter space, which scales exponentially with its dimension. Although it is often possible to capture the essential features of the dynamics of complex systems with only a few collective variables, their choice is often not obvious. A poor choice can actually slow the convergence of an umbrella sampling calculation because the remaining degrees of freedom can then be very slow to relax. This presents a dilemma: A many-dimensional order-parameter space is desirable to capture the essential dynamics of a transition, but it is too computationally expensive to cover this space evenly with regions.
One strategy is to use statistical approaches to determine a small number of collective variables as functions of the physical variables of the system, using estimates for the probabilities that trajectories commit to a given stable state for different starting configurations (50-54). Alternatively, because the formalism of NEUS introduced above allows for arbitrary regions, we can adapt ideas developed for the finite-temperature string method (36, 55-61) and use regions that are arranged along a one-dimensional string that winds its way through a many-dimensional space. The computational cost of the calculation scales linearly with the number of regions along the string and is now independent of the dimensionality of the order-parameter space. Although this strategy requires further analysis to ultimately identify dynamically meaningful physical variables, it is preferable from the perspective of sampling in that all the quantities used for optimization of the path are local in nature (i.e., are determined by short trajectory segments).
The idea is to define the regions in terms of the set of points (images) in order-parameter space that uniformly discretize the string (30). To this end, each point in the order-parameter space is associated with the closest image (according to a suitable distance metric, as discussed below). This partitioning of the space corresponds to tiling it with regions that are Voronoi polyhedra, each of which contains a walker. The string is updated periodically during the simulation by moving each image toward the average position of its walker over the last time interval. The individual image movements are typically complemented by a smoothing procedure that reduces the local curvature of the string, and a reparameterization step that spaces the images equally in arc length to ensure even sampling along the path. More information on these procedures can be found elsewhere (30, 37, 60). The string is updated until it stops changing to within the desired level of An example of a converged string obtained by nonequilibrium umbrella sampling. The system is defined by a two-dimensional potential surface indicated by the color map (the color scale bar is in units of kT ). A constant upward force, in combination with a periodic y boundary, pushes the system out of equilibrium. A path of 20 images and its Voronoi polyhedra are superimposed. The images are shown as black dots. For each region, a random sample of 500 points is shown in white or light blue, alternating for clarity. precision. For example, Figure 1 shows an example of a converged string, its images, and their Voronoi polyhedra for a two-dimensional potential.
Although these polyhedra are most easily visualized in two dimensions, their main advantage is that they are generalizable to higher-dimensional order-parameter spaces as well. Figure 2 shows a string in a 64-dimensional order-parameter space for an Ising model under shear, in which the order parameters are defined by the average occupancy of spins inside each coarse-grained box. Indeed, the Voronoi-based approach is applicable to any system in which an appropriate distance metric can be found. In the special case in which curvilinear coordinates are used as order parameters, the distance in order-parameter space can be transformed into an appropriate Cartesian distance. Methods to perform this operation have been described for equilibrium systems (57, 60), and although a similar treatment for nonequilibrium systems would be necessary to maintain the dynamical meaning of the path [for instance, as a path of maximum likelihood (32)], it remains to be shown whether such a treatment is necessary in general. Relatedly, one could determine the limit cycle (a time-ordered sequence of probability distributions) of systems subject to timedependent external forces by extending the distance metric to include time (37). This possibility highlights the general fact that, when combining different types of variables, one must choose a weighting for their contributions to the distance metric. Nevertheless, given such a weighting, boundary crossings can be detected simply by direct evaluation of the distance metric, making the Voronoi-based approach generally applicable.
As discussed in more detail elsewhere (30, 55, 57), the efficacy of string-based methods relies on the ability of the order parameters to describe the transition sufficiently well and, relatedly, the most probable transition paths being largely confined to a tube in the space of order parameters. Because systems out of equilibrium do not obey detailed balance, the ensemble of transition paths connecting two regions A and B can comprise separate forward (from A to B) and backward (from B to A) pathways that do not necessarily overlap. For this reason, it can be useful to define two strings: one using statistics from forward trajectories and the other using statistics from backward trajectories. This can be achieved in a straightforward fashion by performing a NEUS simulation in an extended phase space (37). If we let m be the number of order parameters that compose the space, and let trajectories have the additional property that x m+1 (t) = 0 if the trajectory last visited A, and x m+1 (t) = 1 if the trajectory last visited B, then trajectories can be defined in the extended phase space R m+ = R m ∪ {0, 1}. To employ the Voronoi-based procedure, we define the distance between two points x and y in R m+ as
such that points that originated from different basins are infinitely far apart. In this way, the regions are defined such that they are wholly in either R m ∪ 0 or R m ∪ 1, and two overlapping sets of regions in R m can be seen as a single set of nonoverlapping regions in R m+ . Boundary crossings occur in the same way as before, and no modifications to the algorithm itself are needed. Below, we show how rate constants for the forward and reverse transitions can be calculated using this approach.
This technique was applied to a system of circadian oscillations in which the two strings describe a cyclic pathway in a 22-dimensional order-parameter space. The order parameters in this system are defined by the copy number of each species in the reaction network that gives rise to the oscillations (37, 62, 63). Circadian oscillations provide an excellent test case for NEUS because there is a well-defined limit cycle in a large order-parameter space. Given an arbitrary initial path, NEUS is able to find the limit cycle that is formed by connecting together the forward and backward strings (see Figure 3a) . Figure 3b shows the extent of sampling in each region once the string has converged. There is significant overlap between the sets of points from different regions because the image shows only a two-dimensional projection of the pathway. An unconstrained trajectory is shown in Figure 3c for comparison. at the heart of FFS rate calculations (38-40, 65), and a practical method for obtaining rates for NEUS was recently introduced (37, 49). Here we describe the theoretical underpinnings. We consider two basins A and B and define two sets of regions, S A = { 
RATE CALCULATIONS
where¯ B|S A is the time-averaged flux from S A into the B basin and
is the probability of being in S A . In piecewise simulations, the total flux into B from all regions in S A can be obtained from
where N jB is the number of transitions from region j to basin B over a given sampling period, and T j is the time elapsed in region j during that sampling period. This method to calculate the rate is common to all piecewise sampling methods that separate trajectories based on their basin of origin, including NEUS and FFS, as shown below.
FORWARD FLUX SAMPLING
FFS was originally introduced to compute unidirectional rates for nonequilibrium processes [i.e., to calculate k AB using a simulation in S A (38)]. The method is an extension of interface-based methods introduced for equilibrium systems such as milestoning (64, 66, 67) and (partial-path) transition interface sampling (34, 68, 69), but it is applicable to nonequilibrium processes as it does not make any assumptions about the distribution of trajectories on the interfaces, or assume detailed balance in any way. It is most similar to the weighted ensemble method (70, 71) , which is much more broadly applicable than the reversible Brownian dynamics with which it was first employed. The idea is to calculate the rate (Equation 9) through a factorization of¯ B|S A :
where {λ i } is a set of nonintersecting interfaces between basins A and B, λ 0 = λ A is the boundary of basin A, and λ n = λ B is the boundary of basin B.¯ 0|S A is the flux across λ 0 in S A in the forward direction, and P (λ i+1 |λ i ) is the probability that a trajectory in S A that crosses λ i for the first time will subsequently cross λ i+1 before returning to λ 0 . Since its original introduction (38), the algorithm has been modified and extended in a number of ways (39, To more clearly compare FFS with NEUS, we now recast FFS in the umbrella sampling framework. Below, we show that using a set of interfaces is equivalent to a piecewise simulation using a series of overlapping regions, and that Valeriani et al.'s (65) procedure, in effect, calculates the weight and flux input function for each region. The theory presented here is equivalent to that presented by Valeriani et al. (65) , except that we relax the assumption that there are only two basins (i.e., we show how to allow for the presence of intermediates). To this end, we consider an FFS simulation in S A . The regions are defined using the series of interfaces λ 0 , λ 1 , . . . , λ n as follows. If we associate with each trajectory a variable ν(t) that records the index of the last interface reached by the trajectory, we can define an extended space similar to that introduced in Section 3.1, by adding the maximum value of ν on the interval [0, t] (ν max (t)), to the order-parameter space. In this way, a trajectory is in region i at time t if ν max (t) = i. An illustration of these regions is provided in Figure 4 . The regions overlap in the original order parameter, so the boundary crossings are determined completely by ν max (t).
With the regions so defined, the flux entry points for each region all come from the same direction, and simulations can be performed in a sequential fashion. First, an unrestricted simulation in S A is run to obtain M 0 starting points on λ 0 , by registering outward crossings of λ 0 . In this way, the quantity¯ 0|S A /P S A is obtained as M 0 /T, where T is the total amount of time it took to register the M 0 points. The crossing points are then used as the flux input function for the walker that is restricted to region 0. If the walker attempts to exit region 0 by either re-entering A or reaching the next interface (λ 1 ), then it is reinitialized at one of the M 0 crossing points, randomly chosen with equal probability. The points of attempts to move to the next region are saved and used to form the flux input function for the next region. New trajectories continue to be initialized until the transition probability P(λ 1 |λ 0 ) has been determined to the desired accuracy. This process is repeated for each region, in sequence, up to λ n−1 . Importantly, to exit its region, a walker must either reach the next interface in the sequence, or return all the way to the first interface, λ 0 . To obtain the full steady-state distribution, a symmetric set of simulations is conducted in S B .
The flux of trajectories entering region i through interface λ i is given by 0|A P (λ i |λ 0 ) (for regions in S A ). The probability of an unconstrained trajectory being found in region i (i.e., W i )
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Recasting forward flux sampling. The effective nonequilibrium umbrella sampling regions formed by sequentially traversing the set of interfaces {λ i } are shown schematically. For a trajectory to be in region i, the interface i must be the interface with the highest index crossed by the trajectory (i.e., the trajectory must have crossed interface i, but not interface i + 1). For each region, the interface with the highest index crossed by the trajectory is shown in bold. These regions contain only trajectories that last originated in basin A. A similar set of regions, with trajectories that last originated in basin B, is also needed to calculate the steady-state distribution.
is then
where T i is the average time length of a trajectory in region i . This gives the weights of all regions in S A , and the weights in S B are similarly determined. To obtain P S A and P S B , which are required to calculate Equation 13 , we note that the flux from S A to S B must equal the flux from S B to S A ( B|S A = A|S B ) at steady state, even in the absence of detailed balance; it follows that
Furthermore, . We show in Appendix B that using conditional probabilities to calculate the rate, as in Equation 12 , is equivalent to using the weights of the FFS regions (Equation 13) in the expression for the rate given in Equation 11.
COMPARING NONEQUILIBRIUM UMBRELLA SAMPLING AND FORWARD FLUX SAMPLING
With NEUS and FFS both expressed in the umbrella sampling formalism, it is easy to see the similarities and differences between the two methods. Both can be used to calculate rates and steady-state distributions for nonequilibrium processes using separate simulations in S A and S B . In both methods, an order-parameter space is discretized into regions, and restricted simulations are performed in each region. The weight of each region is determined to calculate the full steadystate distribution, and proper sampling is ensured by reinitializing trajectories upon attempted exits according to a measured distribution of flux entry points. From a practical standpoint, both methods can be used with large-scale distributed computing architectures because they are both based on the integration of many (usually on the order of tens of thousands) short trajectory segments. In other words, they are almost trivially parallelizable in that each trajectory segment can be sent to a different processor.
The differences between the two algorithms stem from the nature of the regions used. Because the conditional probabilities in the factorization in Equation 12 are only meaningfully defined for nonintersecting interfaces, FFS is intrinsically limited to a single order parameter (which of course can be a complicated function of other variables). In cases in which a single order parameter that describes the transition well can be identified, the simplicity of FFS can be advantageous, especially if one is only interested in one direction of a transition. There is a minimum of overhead associated with the algorithm, and, once the flux input function for a region is known, simulations in it can be run independently. Of course, this requires convergence of the conditional probability for transition in the previous region, and there is no way to remedy incomplete sampling of the flux input functions at earlier interfaces (30, 74, 75) . As is shown in Figure 4 , the regions used in FFS also grow larger with increasing index. In the presence of intermediates, trajectories can go backward toward λ 0 and get caught in local minima. In these cases, long trajectory segments must be integrated before the trajectory exits the region, which results in inefficient sampling (37).
In NEUS, the weights and flux input functions are improved iteratively. Although this aspect of the algorithm contributes to the computational cost, it also enables the use of arbitrary regions and dynamic update of the sampling. In particular, as discussed in Section 3.1, given a large set of candidate physical variables that describe a transition of interest and a corresponding distance metric, one can optimize strings that focus sampling around the forward and backward transition path ensembles. This feature is expected to be advantageous in complex systems, where reaction coordinates are not often obvious. Relatedly, NEUS outperforms FFS in the presence of intermediates because the regions can be made arbitrarily small to avoid the integration of long trajectory segments.
APPLICATIONS
To set these ideas in context, we review recent applications and sketch areas ripe for enhanced sampling of nonequilibrium steady states.
Nucleation has been extensively studied because the size of the structured cluster typically provides a good handle on the dynamics. For an Ising model of crystal nucleation, Allen et al. (76) observed a peak in the rate of ordering as the probability of shifting the rows of the lattice (which represents the shear rate) varied. The authors suggested that the nonmonotonic dependence resulted from the competition between the tendency of the shear to drive like spins together and its tendency to break apart clusters. Dickson et al. (30) studied this model as a vehicle for investigating alternative coarse-graining schemes. FFS has also been used to study reversible nucleation, including crystal nucleation in molten NaCl (77) , droplet coalescence in oil/water/surfactant systems (78), homogeneous bubble nucleation in a Lennard-Jones fluid (79) , and lattice protein folding (53, 72, 73, 80 ). It will be of interest to extend this line of studies to examine the effects of shear on materials with amorphous microscopic structures (7) (8) (9) (10) (11) (12) , in which jamming can make internal rearrangements rare, and enhanced sampling methods can thus make a dramatic difference.
Polymers under the influence of external fields make up another area with significant activity. FFS has been used to study the translocation of a coarse-grained model of a polymer through a pore (39), as well as reversal inside a pore (81) . We have been developing phenomenological models to interpret single-molecule measurements of a large RNA folding and unfolding in response to periodic changes in the concentration of magnesium ions in solution (82, 83 ). An interesting suggestion that emerged from this work is that the system has very slow underdamped modes. One possible source for such modes is a cyclic motion resulting from the interplay between the relaxation of the polymer and the flow in the microfluidic channel used to change the buffer (84), and we are using NEUS to examine this idea as well as the extent to which the flow perturbs the system away from the reversible dynamics. Given that several cell-surface receptors and cytoskeletal components appear to be shear sensitive (85, 86) , we anticipate that these studies will be just the start of characterizing biomolecular conformational change in flow. The enhanced sampling methods should also enable studies of ion channels under strong electromotive forces, to examine in particular whether coupling between the ions and the protein at high fields contributes to rectification (asymmetric conductance) (87, 88) .
As more data about the molecular interactions involved in cellular signaling and gene regulation are obtained, it will become increasingly important to analyze the dynamics of networks of such interactions. These systems are inherently far from equilibrium because they constantly consume nucleotide triphosphates (ATP and GTP), and enhanced sampling methods are required to bridge the gap between the timescale of fluctuations in protein activities (minutes) and the timescale of transitions between cell fates (days). Already, a model of a genetic toggle switch has emerged as the "hydrogen atom" of enhanced sampling of stochastic regulatory networks (38, 39, 53, 65, 72, 89) . In this model, two proteins, A and B, can each homodimerize and then bind to an operon. The operon can only bind one dimer at a time. When a dimer of A (B) is bound to the operon, it represses transcription of the gene for B (A); there is no concomitant effect on the expression of A (B). As a result of these dynamics, the system has two stable states: one with abundant A and scarce B and the other with the opposite situation. Switching between the two stable states is rare (38). Despite its apparent simplicity, this system provides a challenging test. The bistability not only makes convergence of the relative populations of the stable states slow because there are few events connecting them, but also leads to a hysteresis in which the flow between stable states takes a different path through phase space in each direction (38). This line of study has been recently extended to more realistic models (90) . Looking forward, carcinogenesis (91, 92) and cellular reprogramming (93) can be framed as microscopically irreversible transition path problems, and we anticipate that the enhanced sampling methods described here will play an important role in addressing these and similar problems.
APPENDIX A: THE NONEQUILIBRIUM UMBRELLA SAMPLING WEIGHT TRANSFER PROCEDURE
In this appendix, we analyze Markovian systems with finite numbers of regions in their orderparameter spaces to show formally how the NEUS algorithm converges. To this end, consider a weight-space W = [0, 1] m that contains all possible configurations of the m weight variables (one for each region). The transitions can be described by the master equationX t+1 = BX t , wherê X t is a vector describing the population of each region at time t, B is a transition matrix defined such that b ij is the probability of transitioning from state j to state i in the time interval δt, and b ii = 1 − j =i b ji is the probability of remaining in state i for the interval δt. We assume theX vectors satisfy the normalization m i=1X i = 1. If a steady state exists, and the system is ergodic, we can defineŴ f = B ∞X for anyX, whereŴ f is the vector of steady-state weights. It follows thatŴ f = BŴ f , i.e., thatŴ f is an eigenvector of B with eigenvalue 1.
A.1. Defining a Propagator in Weight-Space
We can approximate the weight update step in Equation 6 by a propagator in W. Over a given weight update period T (which is long compared with δt), the weight of region i will change according to Equation 7 , which can be rearranged to get
where φ ji is the average flux of trajectories over the time interval (t, t + T ) from region i to region j . Making the assumption that φ ji δt = b ji (which we discuss below), the m equations represented by Equation 17 can be combined asŴ t+T = ΓŴ t , where
can be seen as a propagator in weight-space. In summary, the matrix Γ propagates the weights over an update period T, whereas the matrix B propagates the system over a single time step.
A.2. Fixed Points of the Propagator
The fixed points of the propagator are given by ΓX f =X f and hence are eigenvectors of Γ with eigenvalue 1. Recognizing that Γ = (1 − s T )I + s TB, it is easy to show that X f is also an eigenvector of B with eigenvalue 1:
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The Perron-Frobenius theorem for positive stochastic matrices guarantees that for each matrix, this is the highest eigenvalue and that it is nondegenerate (94, 95) . Therefore,X f is equal toŴ f , the steady-state weight vector.
To show thatŴ f is a stable fixed point under Γ, we consider n (Ŵ f +ε) whereε is an arbitrary perturbation orthogonal to the fixed point.ε can be expressed as a linear combination of the eigenvectors of B:ε
We now have
The eigenvalues and eigenvectors of B are given by e i andÊ i respectively, and the last step was performed using −1 < e i < 1 for allÊ i =Ŵ f , and c i = 0 forÊ i =Ŵ f . The use of φ ji δt = b ji above assumes that the observed flux between regions over a given time interval is equal to the steady-state flux. This makes the mapping of the weights Markovian, when in practice the observed flux is subject to fluctuations in time and the current state of the evolving input distributions. Although it remains to incorporate these dynamics into the analytical framework, the above discussion provides an intuitive understanding of the algorithm.
APPENDIX B: EQUIVALENCE OF FORWARD FLUX SAMPLING RATE CALCULATION METHODS
Here we show that calculation of the rate through Equation 11 using the weights given by Equation 13 is equivalent to the standard FFS rate calculation using conditional probabilities (Equation 12). We consider the calculation of k AB using a simulation in S A . Because the interfaces used to define the regions are nonintersecting, only one region (n − 1) can contribute to the flux from S A into region B. The expression for the rate using Equation 11 then reduces to
where the quantity in the square brackets is the weight of region n − 1. We recall that T n−1 is the average time length of a trajectory segment in region n − 1, N (n−1)B is the number of trajectories that go from region n − 1 to B in a given sampling period, and T n−1 is the time elapsed in region n − 1 during that sampling period. The quantity N (n−1)B must be equal to P(λ n |λ n−1 )N tot , where N tot is the total number of trajectory segments sampled in region n − 1. By multiplying both sides of the equation by T n−1 , it follows that T n−1 N (n−1)B = P (λ n |λ n−1 )T n−1 .
Substituting Equation 23 into Equation 22, we get 
