Abstract. Let A 1 , A 2 , . . . , Am and B 1 , B 2 , . . . , Bn be two sequences of events on the same probability space. Let X = Xm(A) and Y = Yn(B), respectively, denote the numbers of those A i 's and B j 's which occur. We establish new bivariate Bonferroni-type inequalities using consecutive events and deduce a known result.
Introduction
Let A 1 , A 2 , . . . , A m and B 1 , B 2 , . . . , B n be two sequences of events on the same probability space. Let X = X m (A) and Y = Y n (B), respectively, denote the numbers of those A i 's and B j 's which occur. Put S 0,0 = 1 and, for integers r and t, set (1) S r,t = P (
where the summation is over all subscripts satisfying 1 ≤ i 1 < i 2 < · · · < i r ≤ m and 1 ≤ j 1 < j 2 < · · · < j t ≤ n , 0 ≤ r ≤ m and 0 ≤ t ≤ n (we abbreviate A ∩ B as AB and an empty intersection is the sample space). We can easily prove that S r,t at (1) is the binomial moment of the vector (X, Y ) and then write the moment form
We are interested in bivariate Bonferron-type inequalities which mean bound by linear combinations of the binomial moment S r,t . In particular, we want to establish upper bound of y 1,1 = P (X m ≥ 1, Y n ≥ 1) which appears in many problems in statistics.
Galambos and Xu [3] proved that
which insists the best upper bound among all upper bounds of the form
The classical lower bound for bivariate probability of degree two is
and our idea is to reduce the number of terms in binomial moments S 1,2 and S 2,1 in order to get an upper bound. For a related idea, see the graph-dependent models of Renyi [5] and Galambos [2] . In this direction, we establish new bivariate Bonferroni-type inequalities using consecutive events and deduce a known result.
Taking the averages over i = 1, . . . , m, j = 1, . . . , n of (2), we get Corollary 1.
Theorem 2. For integers m, n ≥ 2 and
Taking the averages over i = 1, 2, . . . , m, j = 1, 2, . . . , n of (3), we get the following bivariate Bonferroni-type inequality.
Corollary 2.
Taking the averages over i = 1, . . . , m, j = 1, . . . , n of (4), we get Corollary 3.
Corollary 3.
Taking the averages over i = 1, . . . , m, j = 1, . . . , n of (5), we get Corollary 4.
Corollary 4.
Proofs
Proof of Theorem 1. We use the method of indicators. Let
By using binomial moments and indicators, the right hand side of (2) becomes
, it suffices to show that (7)
Note that both sides of (7) are zero if either X or Y equals zero, hence, in proving (7) we may assume that X ≥ 1 and Y ≥ 1, in which the left hand side of (7) is identically one. Thus, we have to prove that
We distinguish three cases: (i) The case X = 1, Y = 1; that is, there are only two events A i and B j occur. Then this case is evident, having one on both sides of (8).
(ii) The case
; that is, there are the events that exactly one A i (B j ) and at least two more
Hence, we get (8).
(iii) The case X = p, Y = q for 2 ≤ p ≤ m, 2 ≤ q ≤ n; that is, there are the events that at least two more A i s and B j s occur. Then
Hence, we get (8). This completes the proof.
Proof of Theorem 2. We can prove (3) by the same way of proof of Theorem 1.
Proof of Theorem 3. We can prove (4) by the same way of proof of Theorem 1.
Proof of Theorem 4.
We use Bonferroni-type inequality of Lee [4] , that is,
We consider two univariate Bonferroni-type inequalities.
Turning to indicators, (12) and (13) become
By multiplying (11) and (12) and taking expectations, we get Theorem 4. 
Consider a group A of ten components and a group B of five components. Let X 1 , X 2 , . . . , X 10 be independent and identically distributed random variables and let Y 1 , Y 2 , . . . , Y 5 be independent and identically distributed random variables. We assume the structure is such that each X i is completely dependent on each Y j and it has probability zero that at least one component of equipment A(B) fails within x(y) period of time and all components of equipment B(A) fail after y(x) period of time, that is, for each 1 ≤ i ≤ 10, 1 ≤ j ≤ 5,
We also specify the bivariate distributions and the trivariate distributions of the combination of X i and Y j . For simplicity, let us use the same bivariate and trivariate distributions for all dependent components. Let, for 1 ≤ i ≤ 10, 1 ≤ j ≤ 5,
No further assumption is made. We would like to estimate
Here, of course, the events A i = (X i < x) and B j = (Y j < y) and thus (V 10 = 0,
We can now compute the following probability. For a numerical calculation, let us choose x = 0.1 and y = 0.2. Let V 10 be the number of those A i = (X i < 0.1) which occur and let U 5 be the number of those B j = (Y j < 0.2) which occur.
.000115. Now, we can get the upper bounds of P (V 10 ≥ 1, Example 3-2. Consider a numerical example in the paper of Chen and Seneta [1] . Let C 1 , . . . , C 6 be events with specified probabilities (see table 1 
