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概要: グラフにおける到達可能性クエリ問題は, グラフに
対して予め索引を構築し, その構築した索引を用いて到
達可能性クエリに回答するという, グラフにおける最も
基礎的かつ重要な問題の一つである. この到達可能性ク
エリ問題に対して, サイズが小さくかつ到達可能性クエ
リに高速に回答が可能な索引を効率的に構築するために,
様々な手法が提案されてきた. その中の一つに, 頂点に順
序付けを行い, 効率的に索引を構築する手法がある. この
手法では, 頂点への順序付けの違いにより性能が大きく異
なってくる. 本研究では, いくつかの方法により頂点への
順序付けを行い, その性能を比較した.
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1 はじめに
グラフの到達可能性クエリは, グラフ上の 2 頂点
間にパスがあるかどうかを判定する, グラフにおけ
る最も基礎的かつ重要な処理の一つであり, 様々な
場所で応用されている. 例えば, ソーシャルネット
ワークやウェブグラフ, 生物学的ネットワークなど
において頂点間の関連性の解析に利用されている.
到達可能性クエリ問題は, グラフに対して予め索
引を構築し, その構築した索引を用いて到達可能性
クエリに回答するというものである. この到達可能
性クエリ問題に対して, 高性能な索引を効率的に構
築するための様々な手法が提案されてきた. その中
の一つに Total Order Labeling [1]による手法があ
る. この手法は頂点にレベルオーダと呼ばれる順序
付けを行い, これにより効率的に索引を構築する.
この手法の性能はレベルオーダの付け方に依存して
おり, それにより前計算時間, 索引サイズ, 応答時間
といった性能が大きく異なってくる.
本研究では, より優れた性能を示すレベルオーダ
を付ける方法を模索するため, 様々な手法によるレ
ベルオーダ付けを行い, 各手法による性能の比較お
よび検証を行った.
2 前準備
2.1 表記
本論文では, ネットワークを重み付き有向グラ
フ G = (V;E) と表す. V は頂点数 n の頂点集
合, E は辺数 m の辺集合を表す. 頂点 v 2 V の
入近傍, 出近傍をそれぞれNin(v;G); Nout(v;G)と
表す. 即ち, Nin(v;G) = f u 2 V j (u; v) 2 E g,
Nout(v;G) = f u 2 V j (v; u) 2 E g である. 頂点
v 2 V に対して, v へ到達可能な全ての頂点の集合
を Sin(v;G), v から到達可能な全ての頂点の集合
を Sout(v;G) と表す. 2 頂点 u; v 2 V 間における
全ての有向パス上の頂点の集合を PG(u; v)  V と
表す. 頂点 sから頂点 tへの到達可能性をブール関
数 reach(s; t) で表す. 即ち, reach(s; t) は s から t
への有向パスが少なくとも 1 つ以上ある場合のみ
trueを, そうでない場合は falseを返す.
2.2 到達可能性クエリ問題
到達可能性クエリ問題は, 以下のような索引構築
と質問応答の 2つのステップからなる. 1つのグラ
フに対して, 索引構築を 1 回だけ行い, その後構築
した索引を用いて質問応答を繰り返し行う.
(1) 索引構築: グラフ G を受け取り, 索引を構築
する.
(2) 質問応答: グラフ G 上の 2 頂点 s; t を受け取
り, s から t への到達可能性 reach(s; t) を構築
した索引を用いて回答する.
2.3 有向無閉路グラフ
任意の有向グラフは, 強連結成分分解を行い, 各
強連結成分に対して縮約を行い, 1 つの頂点にまと
めることで, 有向無閉路グラフ (DAG) に変換でき
る. このとき, 有向グラフ上の到達可能性クエリは
変換した DAG上の到達可能性を解くことで回答で
きる. よって, 以降で扱うグラフは全て DAG であ
るとする.
3 Total Order Labeling
Total Order Labeling (TOL) [1]は, 到達可能性
クエリ問題における索引の枠組みである.
3.1 レベル
グラフ Gの頂点集合 V における狭義全順序 l に
ついて考える. このとき, lをレベルオーダと呼び, l
における頂点 v の順位を l(v) 2 f1; : : : ; ngと表し,
l(v) を v のレベルという. 2 頂点 u; v 2 V におい
て l(u) < l(v) のとき, u のレベル l(u) の方がレベ
ルが高いといい, v のレベル l(v)の方がレベルが低
いという.
3.2 索引のデータ構造
TOLの枠組みに基づく索引 Lは, 各頂点 v に関
する 2 種類のラベル Lout(v); Lin(v)  V の組で
構成される. 頂点 v のラベル Lout(v); Lin(v) は到
達可能性制約, レベル制約, パス制約の全てを満た
す頂点の集合である. 即ち, 頂点 8uout 2 Lout(v),
8uin 2 Lin(v) に対して, それぞれ以下の制約を満
たす.
 到達可能性制約:
{ reach(v; uout) = true;
{ reach(uin; v) = true.
 レベル制約:
{ l(uout) < l(v) or l(uout) = l(v);
{ l(uin) < l(v) or l(uin) = l(v).
 パス制約:
{ w =2 PG(v; uout) s.t. l(w) < l(uout);
{ w =2 PG(uin; v) s.t. l(w) < l(uin).
TOL 索引 L のサイズは以下のように, 全頂点の
ラベルの要素数の総和で定義される.
jLj =
X
v2V
(jLout(v)j+ jLin(v)j):
3.3 クエリ回答
頂点 s から頂点 t への到達可能性クエリに対
し, TOL 索引 L を用いて以下のように定義される
Query(s; t;L)を計算することで回答する.
Query(s; t;L) =
n
true, Lout(s) \ Lin(t) 6= ;;
false, otherwise.
なお, Query(s; t;L) は各頂点 v のラベル Lout(v),
Lin(v) をソートしておくことで, マージソートの
マージ操作と同様にして O(jLout(s)j+ jLin(t)j)時
間で計算できる.
4 アルゴリズム
この章で, 頂点へのレベル付け方法と TOL 索引
の構築アルゴリズムを説明する.
4.1 レベル付け
本節で, 本研究で使用したレベル付け方法を紹介
する.
4.1.1 Upperbound & Lowerbound
Upperbound, Lowerbound [1]は共に, 以下のよ
うにレベル付けを行う. まず, 評価関数 f(v;G) を
以下のように定義する.
f(v;G) =
jSin(v;G)j  jSout(v;G)j
jSin(v;G)j+ jSout(v;G)j :
なお, jSin(v;G)j + jSout(v;G)j = 0 の場合は
f(v;G) = 0とする.
グラフ G上において, f(v;G)の値が 1番大きい
頂点 v1 に対して l(v1) = 1とする. その後, Gから
v1を取り除き, そのグラフをG0とする. そして, G0
上の頂点 v 2 V 0 の f(v;G0) を再計算する. 次に,
G0 上において, f(v;G0) の値が 1 番大きい頂点 v2
に対して l(v2) = 2とする. その後, G0 が v2 を取り
除き, そのグラフを G00 とする. そして, G00 上の頂
点 v 2 V 00 の f(v;G00)を再計算する. 以降, 全ての
頂点が削除されるまでこの操作を繰り返し行う.
上記の方法において, Sin(v;G), Sout(v;G) を
そのまま用いると, 全ての頂点の jSin(v;G)j,
jSout(v;G)j および f(v;G) の計算に多大な時間が
かかってしまう. よって, jSin(v;G)j, jSout(v;G)j
の代わりに Upperbound, Lowerboundではそれぞ
れ以下の近似値を用いる.
 Upperbound:
S>in(v;G) =
X
u2Nin(v;G)
S>in(u;G) + 1;
S>out(v;G) =
X
u2Nout(v;G)
S>out(u;G) + 1:
 Lowerbound:
S?in(v;G) =
X
u2Nin(v;G)
S?in(u;G)
jNout(u;G)j + 1;
S?out(v;G) =
X
u2Nout(v;G)
S?out(u;G)
jNin(u;G)j + 1:
なお, Nin(v;G) = ; の場合は S>in(v;G) = 0,
S?in(v;G) = 0 とし, Nout(v;G) = ; の場合は
S>out(v;G) = 0, S
?
out(v;G) = 0とする.
4.1.2 Static Upperbound & Static Lower-
bound
Upperbound, Lowerbound では, 1 つの頂点の
レベルを付ける度に, グラフからその頂点を削除
し, f(v;G) の値を再計算していた. そこで, Static
Upperbound, Static Lowerbound では, 頂点の削
除及び再計算を行わず, f(v;G) の値の大きい順に
レベル付けを行う. 即ち, f(v;G) の値が 1 番大き
い頂点 v1 に対して l(v1) = 1とし, 2番目に大きい
頂点 v2 に対して l(v2) = 2とし, : : : , n番目に大き
い頂点 vn に対して l(vn) = nとする.
4.1.3 Betweenness
媒介中心性 (Betweenness Centrality) は, グラフ
における各頂点の重要度を 2 頂点間の最短路のう
ち, どの程度の割合で含まれているかによって定め
た指標である. グラフ G上の頂点 v 2 V の媒介中
心性 BG(v)は以下のように定義される.
BG(v) =
X
s;t2V nfvg
st(v)
st
:
st は頂点 s; t 間の最短路の個数を表す. st(v) は
頂点 s; t間の最短路のうち, 頂点 v を通る最短路の
個数を表す. なお, st = 0 の場合は st(v)st = 0 と
する.
大規模なグラフにおいて, 厳密な媒介中心性の計
算は多大な時間を要するため, レベル付けには近似
値を用いることとする. 媒介中心性の近似値を求め
る手法として, ランダムサンプリングを用いた媒介
中心性の近似計算手法を用いる. この手法では, グ
ラフ上の一部の頂点をサンプリングし, そのサンプ
リングした頂点から単一始点最短路を計算し, その
計算した最短路上で始点から遠い頂点から順に頂
点を辿りながら媒介中心性の計算を行っていく. ま
た, 本来, 媒介中心性はある頂点が他の 2 頂点間の
最短路のうちでどの程度の割合で含まれているかに
よって定められているが, 到達可能性であることを
考慮し, 最短路ではなくある頂点が他の 2頂点間の
有向パスのうちでどの程度の割合で含まれているか
によって定めることする.
4.2 索引構築
TOL索引の構築アルゴリズムを Algorithm 1に
示す. この手法は, DAG G とレベルオーダ l を受
け取り, 受け取ったレベルオーダ順に全ての頂点か
ら枝刈り幅優先探索 (枝刈り BFS) [2] を行ってい
く. そして, その探索中に訪れた頂点のラベルに始
点を追加していき, 索引を構築する. 枝刈り BFSの
枝刈りは, BFS中に訪れた頂点のラベルに対して始
点がレベル制約とパス制約を満たしていない場合に
行う.
Algorithm 1 TOL 索引構築 [1, 2].
1: procedure CreateIndex(G; l)
2: L0out[v]; L
0
in[v] ; for all v 2 V
3: L0  (L0out; L0in)
4: for k  1 to n do
5: Lkout(u) Lk 1out (u) for all u 2 V
6: Lkin(u) Lk 1in (u) for all u 2 V
7: vk  レベルが k の頂点
8: Q vk のみを含むキュー
9: U  fvkg
10: while Q 6= ; do
11: u Qの先頭を取り出す
12: if l[vk] < l[u] then
13: if Query(vk; u;Lk 1) = false then
14: Lkin[u] Lk 1in [u] [ fvkg
15: for all w 2 Nout(u;G) do
16: if w =2 U then
17: w を Qに追加
18: U  U [ fwg
19: Q vk のみを含むキュー
20: U  fvkg
21: while Q 6= ; do
22: u Qの先頭を取り出す
23: if l[vk] < l[u] then
24: if Query(u; vk;Lk 1) = false then
25: Lkout[u] Lk 1out [u] [ fvkg
26: for all w 2 Nin(u;G) do
27: if w =2 U then
28: w を Qに追加
29: U  U [ fwg
30: Lk  (Lkout; Lkin)
31: return Ln
5 計算機実験
この章で, 本研究で行った実験について述べる.
5.1 実験設定
5.1.1 実験方法
実験はレベル付け時間, 索引構築時間, 索引サイ
ズ, 平均応答時間の 4つの項目で評価を行った. 平
均応答時間は, 1,000,000 回のランダムに選んだ 2
頂点間の到達可能性クエリに対する応答時間の平均
としている.
Betweeness によるレベル付けにおいて, サンプ
リングする頂点数を web-BerkStan, email-EuAll,
web-Google, soc-LiveJournal1 で 128 頂点, wiki-
Talkで 256頂点, cit-Patentsで 66536頂点として
いる.
本実験は全て, アルゴリズムを C++11 で実装
し, gcc 5.3.0 を用いて最適化オプション -O3 の設
定でコンパイルを行い, CPUが Intel(R) Xeon(R)
Processor E5-1650 v3 (15M Cache, 3.50GHz)で,
メモリが 128GBの Linuxサーバ上にて行った.
5.1.2 実験データ
今回, 6 つの現実世界のネットワークを用いて
評価を行った. 現実世界のネットワークは全て
Stanford Network Analysis Projectで公開されて
いるデータセット [3]を DAGに変換したものを用
いている.
データセットの詳細を表 1に示す. なお, 頂点数,
辺数は共に DAGの状態のものを掲載している.
表 1 現実世界のネットワークのデータセット情報.
データセット 頂点数 辺数
web-BerkStan 109; 406 583; 771
email-EuAll 231; 000 223; 004
web-Google 371; 764 517; 805
soc-LiveJournal1 971; 232 1; 024; 140
wiki-Talk 2; 281; 879 2; 311; 570
cit-Patents 3; 774; 768 16; 518; 947
5.2 実験結果
現実世界のネットワークにおける, 各レベル付け
方法によるレベル付け時間, 索引構築時間, 索引サ
イズ, 平均応答時間をそれぞれ図 1, 2, 4, 5に示す.
また, レベル付け時間とラベル構築時間の合計時間
を図 3に示す.
レベル付け時間では, 全てのデータセットにお
いて Static Upperbound によるレベル付け方法
が最も良い結果を示している. これは, レベル付
けにおいて更新を行わなかったことと, S>in(v;G),
S>out(v;G) の計算が加算のみであるため, Upper-
bound や Static Lowerbound より高速であると考
えられる. 一方, 索引構築時間では, Upperbound
によるレベル付けが web-BerkStan以外において最
も高速であり, 特に cit-Patents においては Static
Upperbound を除く他のレベル付け方法と比べ非
常に高速である. しかし, web-BerkStan において,
Upperbound による索引構築時間は, Static Up-
perbound を除く他の方法と比べ, 著しく遅い結果
となってしまっている. レベル付け時間と索引構築
時間の合計時間では, Upperboundと比べ僅かであ
るが, 全てのデータセットにおいて Static Upper-
boundによるレベル付けが最も高速である.
索引サイズでは, 索引構築時間の場合と同様に,
web-BerkStan 以外において Upperbound が最も
小さく, 特に cit-Patensにおいては, Static Upper-
bound を除く他のレベル付け方法の半分程度のサ
イズで構築できる. Upperbound と Static Upper-
bound, Lowerboundと Static Lowerboundによる
索引サイズをそれぞれ比べてみると, 全てのデー
タセットにおいてどちらも更新を行った Upper-
bound, Lowerbound の方が性能が良く, 索引サイ
ズが小さいが, その差は僅かである.
平均応答時間では, 索引サイズの場合と異なり,
どのデータセットにおいてもレベル付け方法による
応答時間の差はほとんどなく, ほぼ同程度の時間で
到達可能性クエリに応答できている. これは, 応答
時間の増加が索引サイズの増加と比べ, 緩やかであ
るためだと考えられる.
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図 2 索引構築時間 [sec].
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図 3 レベル付け時間と索引構築時間の合計 [sec].
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図 4 索引サイズ [MB].
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図 5 平均応答時間 [s].
6 おわりに
本研究では, 現実世界のネットワークに対してい
くつかのレベル付け方法により TOL索引を構築し,
レベル付け時間, 索引構築時間, 索引サイズ, 平均応
答時間の 4つの項目で評価を行い, 各レベル付け方
法による性能を比較した.
索引構築時間, 索引サイズにおいては Upper-
bound が, レベル付け時間及びレベル付け時間と
索引構築時間の合計時間においては Static Up-
perbound が最も優れた性能を示した. また, Up-
perbound, Lowerbound と, 値の更新を行わない
Static Upperbound, Static Lowerboundの性能を
比較した結果, 更新の有無にかかわらず, 性能にそ
れほど大きな差はなく, レベル付け時間と索引構築
時間の合計時間においては, 更新を行わない Static
Upperbound, Static Lowerboundの方が高速であ
ることもわかった.
今後の課題として, Upperbound, Static Upper-
bound より優れた性能を示すレベル付け方法を模
索していくことが挙げられる. また, Betweenness
によるレベル付けにおいて, あるグラフの規模に対
して, サンプリングする頂点数をどの程度が適切で
あるかを模索してくことも挙げられる.
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