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Global atmospheric carbon dioxide (CO2) measurements for the NASA Active Sensing 
of CO2 Emissions over Nights, Days, and Seasons (ASCENDS) space mission are 
critical for improving our understanding of global CO2 sources and sinks. Advanced 
Intensity- Modulated Continuous-Wave (IM-CW) lidar techniques are investigated as a 
means of facilitating CO2 measurements from space to meet the ASCENDS 
measurement requirements. In recent numerical, laboratory and flight experiments we 
have successfully used the Binary Phase Shift Keying (BPSK) modulation technique to 
uniquely discriminate surface lidar returns from intermediate aerosol and cloud 
contamination. We demonstrate the utility of BPSK to eliminate sidelobes in the range 
profile as a means of making Integrated Path Differential Absorption (IPDA) column 
CO2 measurements in the presence of optically thin clouds, thereby eliminating the need 
to correct for sidelobe bias errors caused by the clouds. Furthermore, high accuracy and 
precision ranging to the surface as well as to the top of intermediate cloud layers, which 
is a requirement for the inversion of column CO2 number density measurements to 
column CO2 mixing ratios, has been demonstrated using new hyperfine interpolation 
techniques that takes advantage of the periodicity of the modulation waveforms. This 
approach works well for both BPSK and linear swept-frequency modulation techniques. 
The BPSK technique under investigation has excellent auto-correlation properties while 
possessing a finite bandwidth. A comparison of BPSK and linear swept-frequency is also 
discussed in this paper. These results are extended to include Richardson-Lucy 
deconvolution techniques to extend the resolution of the lidar beyond that implied by 
limit of the bandwidth of the modulation, where it is shown useful for making tree 
canopy measurements. 
 
 
1. Introduction 
 
The ability of lidar to penetrate to the ground through gaps in tree canopies makes it 
especially attractive for generating bare earth terrain models in forested areas. In addition, 
lidar can tell us much about the vegetation itself. Depending on the sensor type and 
collection parameters, a lidar system can either record multiple returns from a single 
transmitted pulse from the top of the tree canopy, intermediate layers of the canopy, as 
well from the ground, or can record all of the laser energy returned in a continuous 
waveform.  
Attempts to use lidar to map forests with profiling laser altimeters first appeared in 
literature in 1980s [1,2] and in the 1990s, a number of efforts validated the use of lidar 
for forestry inventories [3,4,5]. Currently, many forestry firms and government agencies 
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throughout the world use lidar technology for mapping, inventory, and resource 
management [6, 7, 8]. 
For trees, canopy height is the most common forest characteristic that is of importance. 
Since so much is known about the biophysical attributes of individual tree species, height 
is the driver in estimating wood volume, evaluation of local vegetation productivity, 
estimating biomass, predicting potential yield, commercial value, and fire behavior. Lidar 
has proven to be very successful in estimating tree heights. The measurement of tree 
height for an individual tree is defined as the vertical distance from the base of the tree to 
the topmost terminal bud. The measurement of tree height is estimated from lidar by 
subtracting the highest elevation return from the lowest elevation return closest to the tree.  
For clouds it is extremely important to measure cloud height and thickness especially 
for low level clouds which are a key for cloud climate feedbacks [9, 10].  Measurements 
of the height and thickness of these low level clouds would provide direct information on 
the surface level moisture and boundary layer turbulence since the marine boundary layer 
clouds are generally produced by adiabatic lifting processes of surface moisture.  The 
base and top of the clouds represent the lifting condensation level and buoyancy potential 
of surface moist air [11, 12].  For high clouds deep convection activities and rainfall 
efficiency, driving factors for high cloud feedbacks, are related to the cloud heights [13]. 
Advanced knowledge of physical properties of boundary layer and high clouds will 
significantly improve model predictions of cloud feedbacks and future climates. 
One problem is that the measurements typically require a vertical-sampling resolution 
of 0.15-0.3 m and a pulse width of 3-10 meters to obtain useful information about trees. 
For clouds, thin cirrus clouds can be as thin as 60 m and boundary layer clouds can be of 
the order of 200-300 m. This limits lidar’s usage in forest and some cloud applications. 
With signal processing, some other lower resolution lidars that were designed for a 
different purpose may be used. In a recent study the Richardson-Lucy algorithm, which is 
normally used to enhance astronomical images [14], was proposed to improve the 
resolution of a high-resolution lidar for the measurement of tree canopies [15]. However, 
this lidar had a sampling resolution of 0.15 m and a pulse width of 2-16 m and the 
improvement was only moderate. For our preliminary focus, we have been working to 
develop a lidar system to measure atmospheric CO2 for the ASCENDS space mission [16, 
17, 18]. As we have shown in recent flight tests, the vertical-sampling resolution of even 
a low-resolution lidar with a digitized-sampling resolution of 75 m can be enhanced to as 
high as 0.15 m under our processing conditions [19] and the synthetic pulse width can be 
improved from a measured 352 m to less than 5 m [20]. The spatial sample rate 
determines the ability to measure distances from a hard target and the pulse width 
determines the ability to resolve one object from another (canopy vs. ground for instance). 
Without further processing our ability to resolve different objects in the same frame 
would be limited to about 352 m in this case and our ability to measure range would be 
limited about ±37.5  m. So our super-resolution technique is a major advancement for this 
application. What makes this possible is using a near exact interpolation we have 
developed [19] in combination with our new two-stage Richardson-Lucy algorithm [20]. 
This is a two-step approach: enhance vertical resolution first, and, then, deconvolve the 
signals from extended targets such as clouds and forest canopies to obtain super-
resolution vertical profiles with resolution-enhanced data.  Even though the starting 
vertical resolution is crude, the information is embedded in the phase of received signals 
so one can look at many low-resolution profiles of these signals simultaneously to 
reconstruct a high-resolution vertical profile. So far this has been demonstrated on a 
prototype intensity-modulated (IM) continuous wave (CW) lidar designed to measure 
atmospheric CO2 concentration for the ASCENDS mission, but it could be reformulated 
for low resolution pulse systems such as the	   Cloud-­‐Aerosol	   LIdar	   with	   Orthogonal	  Polarization	  (CALIOP) onboard CALIPSO satellite or some other lidar systems. Another 
possible application for the algorithm would be to build a low data rate lidar system 
capable of making atmospheric measurements, where the data rate is low enough to 
downlink the raw data in full and to process the data on the ground, making this a basis 
for a new compressive sensing system.  
 
2 Super-resolution algorithm description 
2.1 CW Measurement concept 
The concept of our IM-CW system designed 
for CO2 integrated path differential absorption 
(IPDA) measurements is illustrated in Fig. 1.  
For the system described in this Fig. 1, 
intensity modulated online and offline seed 
lasers with distinct spectral properties are 
combined using fiber optics and 
simultaneously amplified using a single 
Erbium Doped Fiber Amplifier (EDFA) to 
increase the transmitted power. A small 
fraction of the transmitted beam is picked off 
via an optical tap inside of the EDFA and sent 
to a reference detector for power normalization.  
The backscattered science signals of the online 
and offline wavelengths from the surface as 
well as aerosols and clouds are simultaneously 
collected with a telescope, optically filtered 
with a narrow band optical filter, and detected 
by a single detector. Both the science and 
reference signals are amplified, electronically 
filtered and then digitized for retrievals of 
column CO2 using IPDA approach.  Post processing of the digitized science and 
reference data allows for discrimination between ground and intermediate scatterers using 
the matched filter technique. One also obtains differential absorption power ratios for 
inference of CO2 column amounts as well as range estimates to the scattering targets. The 
on-line and off-line laser modulation signals can be expressed as  
 
Λoff = 1+mξoff t( ), Λon = 1+mξon t( ),     (1) 
 
where m is the modulation depth with a value between 0 and 1. The quantity ξ t( )  is the 
repeating modulation waveform where −1≤ ξ t( ) ≤1  and ξ t( ) = 0 . In general, the on- and 
off-line waveforms are chosen to be orthogonal to each other to avoid interference 
between channels. 
	  	  
Fig. 1.  Baseline instrument block diagram. 	  
Given the modulation waveforms presented in Eq.1, the instantaneous received lidar 
off-line and on-line powers ( PoffR t( )and PonR t( ) , respectively) from a single hard scatterer at 
range r are given by 
 
Pon,kR t( ) =
Kk
r2  Pon, k
T exp −2S β r '( )dr '
0
r
∫( )exp −2τ( )exp −2τ '( ) 1+mξon t − 2r / c( )( ),
Poff ,kR t( ) =
Kk
r2  Poff ,k
T exp −2S β r '( )dr '
0
r
∫( )exp −2τ( ) 1+mξoff t − 2r / c( )( ),
   (2) 
 
where τ  is the total one-way column optical depth for the off-line measurement that is 
determined by the gas absorption from molecules other than CO2, and τ ' is the one-way 
column optical depth resulting from CO2 absorption only, β is the backscatter coefficient 
(km-1sr-1), S is the extinction to backscatter ratio (sr-1), Kk is a function of the kth 
scatterer’s reflectivity, and PoffT and PonT  are the average transmitted off-line and on-line 
powers over one period of the modulation waveform, respectively.  
When multiple targets including the surface exist in the lidar path length, each target 
would generate similar received lidar signals like those in Eq. 2. The signals from these 
multiple targets are combined at the detector and converted to an electronic signal s(t). 
For an AC coupled receiver subsystem, we have, 
 
s t( ) = C1kmξon t − 2rk / c( ) +C2kmξoff t − 2rk / c( )⎡⎣ ⎤⎦
k
∑     (3) 
 
where we sum over all k scatterers and where,  
 
C1k =
Kk '
r2  Pon
T exp −2S β r '( )dr '
0
rk
∫( )exp −2τ k( )exp −2τ k '( ),
C2k =
Kk '
r2  Poff
T exp −2S β r '( )dr '
0
rk
∫( )exp −2τ k( ),
   (4) 
 
where K’ is a constant.  These C1k and C2k returns can be uniquely discriminated from 
other returns from different scatterers using the matched filter with the transmitted 
waveform. These are also proportional to the average received optical power ( Poff ,  kR  and 
Pon,  kR ) from the kth scatterer. For a ground target, solving for τ g '  gives 
 
τ g ' =
1
2 ln
C2g PonT
C1g PoffT
⎛
⎝
⎜
⎞
⎠
⎟ ≡
1
2 ln
Poff , gR PonT
Pon, gR PoffT
⎛
⎝
⎜
⎞
⎠
⎟ ,   (5) 
 
where C1g and C2g are the ground returns. Once C1g and C2g are determined, the column 
optical depth for CO2 can be found using Eq. 5. In general, this is done by cross 
correlating the reference waveform with the return signal s(t), i.e., by the matched filter 
technique as mentioned before. 
 
2.2 Multi-swept Frequency modulation 
The main advantage of the multi-sweep approach is one may achieve a high level of 
orthogonality between channels while using simultaneous channels that are very close in 
frequency. The advantage is that one may make simultaneous on-line/off-line 
measurements with virtually no crosstalk. 
The modulation waveform for the kth orthogonal channel takes the form 
 
ξk t( ) = cos φk t( )( ) ,     (6) 
where  
 
φk t( ) = 2π fk0
t
∫ t '( )dt ' ,     (7) 
 
where fk is the frequency for the kth channel defined by 
 
fk t( ) = f0k + fsweep t −T  int t /T( )( ) ,    (8) 
 
where T is the sweep period, f0k is the start frequency, fsweep is the sweep function, and
int t /T( ) is the integer part of t /T . Let 
 
φsweep t( ) = 2π fsweep t '( )dt '0
t
∫ .    (9) 
 
We now construct a continuous phase function for each channel such that 
 
φk t( ) = 2π f0kt +φsweep T( )int t /T( ) +φsweep t −T  int t /T( )( ) .   (10) 
 
We digitize these waveforms at a sample rate fs , a sample time of Δt = 1/ fs  and with a 
frame size of N points that includes M sweeps such that the total time for M sweeps is
MT ≡ NΔt . We define a circular correlation such that 
 
R ref ,data( ) = 1N ref
* m( )
m=0
N−1
∑  data m + n( )
    = DFT −1 DFT * ref *( )DFT data( )( )
,   (11) 
 
 
where ref is the reference waveform, data is the data collected either from the reference 
or science detector, and DFT is the digital Fourier transform. For our data processing, ref 
will take the form of exp i φ j( )  because our correlation is performed in quadrature. The 
channel frequencies f0k are chosen to make each channel orthogonal with every other 
channel such that  
 
R exp i φ j( ), cos φk( )( ) = 0,  j ≠ k     (12) 
 
where i = −1 . Since each channel is orthogonal, the constants C1 and C2 will then be 
proportional to the peak of the cross correlation of the return signal with the reference 
kernel for channels 1 and 2 respectively and the range is determined by the delay in the 
correlation where distance is r = c δ t / 2 where c is the speed of light andδ t is the time 
delay.  
 
The general swept case is closely related to the unswept case [21] in that the choice of 
frequencies is similar if we use the average frequency over a single sweep. That is to say 
one may use average frequency of 
 
fk = f0k + fsweep = f0k +
1
2πτ φsweep T( )    (13) 
 
with the results of the unswept case as a starting point to guess what the orthogonal start 
frequencies are. Though related, the swept case is somewhat more complicated in the 
choice of allowable start frequencies. The role of necessity in choosing start frequencies 
can be presented as 
 
f01 =
n1
2MT −
φsweep T( )
2πT > 0,
f02 = f01 +
n2
2MT ,
...,
f0K = f01 +
nK
2MT ,
   (14) 
 
where K is the number of channels and nj is an integer. The autocorrelation function for 
each channel will have exactly M peaks. Generally speaking, if the number of channels is 
greater than 2, the number of sweeps must be greater than the number of channels (M>K). 
For the two-channel case we must have at least 2 sweeps. The integer n1 is chosen to make 
the autocorrelation for the first channel have the same peak height for each sweep. Once 
this is done, nj for the other channels are chosen to make each channel orthogonal with 
every other and the autocorrelation function for each channel has equal peak heights. In a 
four channel setup, for instance, this can usually be done quickly by evaluating the cross 
correlation between channels and autocorrelation functions.  
 
For the linear sweep case we choose 
 
fsweep t( ) = Δf
t
T , 0 ≤ t < T ,    (15) 
 
where Δf is the sweep bandwidth. This is a well-known case from radar and will result in 
a range resolution of  
 
δ r = c2Δf ,     (16) 
 
where c is the speed of light. The unambiguous range is given by  
 
rmax =
c T
2 .     (17) 
 
The frequency as a function of time for each channel is 
 
f j t( ) = f0k + Δf
t −T  int t /T( )
T ,    (18) 
 
where int t /T( ) is the integer part of t /T . The phase is 
 
φk t( ) = 2π f0kt +
1
2 ΔfT int t /T( ) +
Δf
2T t −T  int t /T( )( )
2⎡
⎣⎢
⎤
⎦⎥
.   (19) 
 
In the continuum limit it can be shown the autocorrelation function shown in Fig. 2 is 
given by 
 
R exp i φk( ), cos φk( )( ) ≈
1
τ
exp −i φk t '( )( )exp i φk t '+ t( )( )dt '0
τ −t
∫ +
1
τ
exp −i φk t '( )( )exp i φk t '+ t( )( )dt 'τ −t
τ
∫
                                 =
sin π  Δf  t 1− tT
⎛
⎝⎜
⎞
⎠⎟
⎡
⎣
⎢
⎤
⎦
⎥
2π  Δf  t 1− tT
⎛
⎝⎜
⎞
⎠⎟
, −T < t < T
.   (20) 
 
 
In the above integration we ignore the 
lower sideband because that is mostly filtered 
out in the integration.  
As an example we take the special case 
where we have a sample rate of 2000 kHz, a 
sweep bandwidth of 500 kHz, a frame size of 
4096, and a sweep period of 512/2000 ms 
which results in M=8 sweeps per frame. We 
chose 4 channels and the parameters chosen 
that result in orthogonal sweeps are n1=1450, 
n2=18, n3=30, and n4=52. This results in start 
frequencies of approximately 104.004 kHz, 
108.398 kHz, 111.328 kHz, and 116.699 kHz. 
Care must be taken to compute these as accurately as possible or choose parameters that 
result in start frequencies that are near integers to minimize round off error. Cross 
correlation crosstalk is 0 to within round off error in that case and between all other 
channels as well.  
	  
 
Fig. 2. Autocorrelation function using linear 
swept frequency modulation. 	  
 
2.3 Binary Phase Shift Keying (BPSK) 
The BPSK approach discussed here is where an IM sine wave carrier is modulated by a 
pseudo-noise (PN) code in the form of a maximum length (ML) sequence as in Eq. 21. 
To effectively represent each bit of ML-sequence in the transmitted waveforms, and 
allow flexibility in the unambiguous range for a particular code length and sample rate, 
we oversample the ML-sequence by an integer M such that each code bit of the ML 
sequence is represented by M points. Let zn ≡ z n( ) be the original ML-sequence and
Zn ≡ Z n( ) be the oversampled ML-sequence such that Z n( ) = z int (n −1) /M( ) +1( ) , where 
int(x) is a function that represents the integer part of x.  The on and offline modulation 
waveform is given by, 
 
ξk tn( ) = ξk n / fs( ) = 2Z n( )−1( )cos 2πn  fk / fs( ) ,   (21) 
 
where fon  is the online carrier frequency, foff is the offline carrier frequency, and fs  is the 
sample rate. We could have more channels for different applications. A previous 
publication [21] describes a procedure for choosing orthogonal swept frequency signals 
where the starting frequency of the sweep is the desired parameter. We modify that 
slightly by choosing the center frequency as the desired parameter for a BPSK signal. Let 
us suppose we have exactly P repeats of the ML sequence in a frame of N points where 
the period of each repeat is T. We claim the center frequency of K orthogonal channels 
will take the form 
 
fc1 =
n1
2PT , fc2 =
n2
2PT , ..., fck =
nk
2PT ,     (22) 
 
Not every choice of nk will lead to orthogonal frequencies but the ones that are 
orthogonal will take that form. This form works best in situations where there are no 
multiple scatterers or where only ranging is needed as under clear skies. But a small flat 
background offset proportional to the inverse of the PN code length could exist. This 
does not present a problem unless there are multiple scatterers, where it could cause a 
small bias error in the peak height due to interference with other scatters. Choosing a very 
long PN code can minimize this effect. This reference waveform is given by 
 
Γ k n( ) = 2Z n( )−1( )exp 2π infon / fs( ).    (23) 
 
This improved form can be used to both clear and cloudy sky cases and has the advantage 
of a perfectly 0 background offset so there is no interference between scatters and no bias 
in the peak heights. In this case the reference signal is 
 
Γ 'k n( ) = Z n( )exp 2π infk / fs( ) .    (24) 
 
Demodulation is accomplished simply by 
taking the magnitude of the matched filter 
correlation described by Eq. 11. 
As an example of a modulation 
technique that is suitable for a band pass 
filtered LAS system presented in Fig. 1, 
we take the special case where P=16 (16 
ML sequence repeats) and M=4 (4 samples 
per code bit) and choose a 2 MHz sample 
rate. We generate a 7th order (or 127 
length) ML-sequence using the recurrence 
relation zn+7 = zn ⊕ zn+6  with the seed {1, 0, 1, 
0, 1, 1, 1}, where⊕  is the “exclusive or”. 
An example of a 6-channel system that is 
mutually orthogonal using a frame size of 8128 
(16, 127 point ML sequence repeats that were 
oversampled by a factor of 4) would be to 
choose center frequencies of {225125/508 kHz, 
56875/127 kHz, 230125/508 kHz, 232625/508 
kHz, 117625/254 kHz, 237625/508 kHz}. 
These are displayed as integer ratios so they 
may be computed in a more exact fashion to 
produce perfectly orthogonal BPSK waveforms. 
A plot of the autocorrelation function (derived 
from Eq. 11 and Eq. 24) is shown in Fig. 3, 
which is ideal in that it has no sidelobes or 
other artifact and is the synthetic pulse derived 
from the BPSK modulation.  
  
	  	  
Fig. 4.  Frequency spectrum of correlation 
before reordering shows spectrum is 
formed from a comb as we see from the 
blowup of the of the spectrum which 
shows a 25 point spacing between the teeth 
of the comb. 	  
	  	  
Fig. 3.  Autocorrelation function using the BPSK 
modulation is completely lacking in sidelobes or 
other artifacts, which is the key advantage for 
using BPSK modulation.  	  
 
2.4 Fourier Transform Reordering (FTR) interpolation of periodic waveforms 
Given that the DFT of the correlation forms a comb in the case of a repeating waveform 
and that the spacing between the teeth of the comb is equal to the number of repeats, we 
have shown that if one reorders the DFT array elements such that the spacing between the 
teeth is 0, one can effectively transform a periodic pulse train into a highly interpolated 
single pulse [19]. However, this must be done about a point equal to the center frequency 
of the spectrum plus the Nyquist rate such that all the teeth to the left of this point are 
moved to the left and all the teeth to the right of this point are moved to the right. This 
works because there is no mirror image in the frequency domain and it will therefore only 
have one unique spectrum since we are using the complex quadrature as the reference. 
The only requirement for this to work is that the signal must be sampled higher than the 
Nyquist rate. The reordered array is 
 
f '(n) = f [n0 + Ns (n − 1)],  
1 < n ≤ Np / 2 + Nc − 1,
f '(n + N − Np / 2) = f [Ns (n − 1+ Np / 2) + n0 ],
 Nc < n ≤ Np / 2,
f '(n) = 0,  otherwise.
  (25) 
 
Here f’ is the new spectrum, f  is the old 
spectrum, n0 is the position of the first tooth 
of the comb, Ns is the number of 
sweeps/repeats, N is the total number of 
points, Np is the number of points in one 
sweep/repeat, and Nc is the center frequency 
of the waveform in bins.  
Alternatively we can do a cyclic rotation in the frequency domain such that the center 
frequency is mapped to 0. Then we can reorder the array such that all the teeth left of 
center are moved to the left and all teeth to the right of center are moved to the right. In 
	  
 
Fig. 6.  Result of correlation before 
reordering shows periodic pulse profile with 
crude sampling. 	  
	  	  
Fig. 5.  Frequency spectrum after reordering with 
the comb tooth spacing reordered to 0 as is shown 
in the blowup. .	  
this case one would use Eq. 25 with Nc=0. Both of the aforementioned methods work - 
the only difference is the phase term in the resulting correlation, which is removed when 
the magnitude is taken. The level of interpolation will be equal to the number of repeats 
in the DFT.  
 
As an example we take a linear sweep case with 10000 points total with 25 sweeps. Fig. 4 
shows a plot of the amplitude of the DFT of the correlation as described in Eq. 11 and 
shows how using the complex quadrature gives only one unique spectrum without a 
mirror image, thereby extending the Nyquist rate by a factor of 2. This is one of the many 
advantages to performing the correlation in quadrature. The blowup in Fig. 4 shows this 
spectrum is actually a comb. The tooth spacing in this case is 25 because we have 25 
sweeps. Fig. 5 shows the spectrum after reordering with a comb tooth spacing of 0, which 
shows a more continuous curve.  
Fig. 6a shows the resulting correlation before reordering. Since we are correlating 
multiple sweeps at once the result is multiple pulses. One can see from Fig. 6b the detail 
of each pulse shows crude sampling. Fig. 7a shows the resulting correlation after 
reordering results in a single pulse. The 
detail of this pulse shown in Fig. 7b 
exhibits fine sampling resulting from a 
factor of 25 improvement in the apparent 
sample rate.  
The theoretical explanation for this is the 
DFT of a function that is periodic within 
the range of the DFT forms a Kronecker 
comb. By changing the comb spacing to 0, 
the resulting inverse Fourier transform 
becomes non-periodic within the DFT 
range. Since the values outside of the comb 
are 0, this operation performs a type of 
Fourier interpolation. However, unlike 
normal Fourier interpolation we don’t 
introduce extra points or 0s in the spectral 
domain – we just reorder the ones that 
already exist, which makes this technique 
very efficient.  This technique [19] also 
saves tremendous computational time in 
order to increase ranging precision and 
accuracy compared to the time domain 
curve fitting and interpolation technique 
used previously [17][18]. 
 
2.5. Super-resolution by FTR interpolation and Richardson-Lucy (RL) deconvolution 
After we take the magnitude of the resulting interpolated correlation obtained from Eqs. 
11 and 25 we may further enhance this by implementing an accelerated RL algorithm 
[22] to deconvolute lidar returns from extended backscatteres for tree height and 
	  	  
Fig. 7.  Result of correlation after reordering 
shows crudely sampled periodic pulse train is 
converted into a single pulse that is 
oversampled by the number of repeats, which 
in this case is 25.	  	  	  
thickness estimations. The basic assumption used by RL is the measured image is given 
by 
 
λ =ψ ⊗ρ +η      (26) 
 
where λ is the measured image, ψ  is the Point Spread Function (PSF), ρ  is the 
undistorted image, η  is the noise, and ⊗  is the convolution operator. The RL algorithm 
estimates the undistorted image iteratively by calculating N iterations of 
 
 
ρn+1 = ρn ψ ⊗!
λ
ψ ⊗ρn
⎛
⎝⎜
⎞
⎠⎟
,  (27) 
 
where ρn is the nth estimate of the undistorted 
image and  ⊗!  is the correlation operator. Both 
the PSF and image are assumed to be positive 
with RL. Because we are using such a high 
degree of interpolation, we modify the 
algorithm further to second order by iterating 
with a new PSF derived from the original 
PSF such that we also calculate N  iterations 
of 
 
 
ψ 'n+1 =ψ 'n ψ ⊗!
ψ
ψ ⊗ψ 'n
⎛
⎝⎜
⎞
⎠⎟
, (28) 
 
where ψ '1 =ψ . Then we refine the result 
further by calculating N ' iterations of 
 
 
ρ 'n+1 = ρ 'n ψ 'N ⊗!
ρN
ψ 'N⊗ρ 'n
⎛
⎝⎜
⎞
⎠⎟
.     (29) 
 
 In this way it is possible to accelerate 
convergence by an order of magnitude or 
more beyond what is described by Biggs et. 
al. [22].  
This algorithm was recently tested during a 
series of airborne test flights for a newly developed IM-CW lidar system known as the 
ASCENDS CarbonHawk Experiment Simulator (ACES) [23]. The demonstration of 
these concepts was carried out where the instrument was operated at ~ 10 W avg. total 
power for three orthogonal transmitted channels and high altitude (~ 9-11.5 km). These 
three orthogonal waveforms were transmitted at three different wavelengths (1 on-line 
and 2 off-line wavelengths in the 1.571 µm CO2 absorption band) where each transmitted 
wavelength had approximately 3.8 W, 3.5 W, and 2.7 W respectively of average power. 
Using the BPSK modulation described in section 2.2, the instrument operated at a sample 
rate of 2 MHz and a modulation code bitrate of 500 kbps, with 400 × 508 point repeats 
	  	  
Fig. 8.  Results of FTR interpolation and the 
two-stage RL deconvolution on the ground 
calibration measurement (a) and the zoomed in 
version (b). Using 100 first order iterations and 
30 second order iterations the sample resolution 
goes from 75 m to .1875 m and the measured 
half height pulse width changes from 352 m to 
4.40 m – almost 2 orders of magnitude. Data 
has been centered about 15 km. 	  
making a total frame length of 203200 [24], which gives us a sampling resolution of 75 
meters and a theoretical pulse resolution of 300 m. Using FTR interpolation we transform 
a periodic 400-peak pulse train to a single pulse interpolated/sampled at 75/400 = 0.1875 
m.  
For the first test we did a ground 
experiment, where the laser was fed back to 
the receiver at close distance at low power. 
By taking the measured ground pulse and 
applying 100 1st order iterations using Eq. 
27 and Eq. 28, then another 30 2nd order 
iterations using Eq. 29, we transform the 
pulse from a measured half height width of 
352 m to 4.40 m, making the width 
resolution almost 2 orders of magnitude 
better as in Fig. 8.  
The PSF was obtained by taking the 
theoretical ML-sequence, autocorrelation 
function, then filtering it with a periodic 
Gaussian filter [25]. Through a 
combination of instrument characterization 
and filtering to obtain the minimum pulse 
width from a hard ground return while still 
being able to see cloud and tree returns, we 
were able to obtain consistent results. 
We conducted many flight tests over 
ocean, land, and clouds. Fig. 9 shows a 
case where we transmitted through thin 
cirrus clouds and reflected from a hard 
surface. Despite the crude sampling 
resolution we are able to discern features 
well below the original 75 meter sampling 
and 352 m pulse width. One interesting 
feature is the change in relative pulse 
height. This can be explained by the 
algorithms tendency to preserve the area 
under the pulse. Since the ground pulse 
received from hard surface is compared to the 
thickness of the clouds, as one enhances the 
resolution the ground pulse becomes 
narrower and taller in comparison to the 
cloud pulse. 
As a comparison we enhanced a ground 
return from forest trees, which is shown in 	  Fig. 10.  RL enhanced pulse from tall trees 
shows tree height of about 30 m. 	  
	  	  
Fig. 9.  Transmission through thin cirrus clouds 
(a) shows FTR interpolation combined with RL 
deconvolution is able to detect the thickness of 
thin cirrus clouds (b), yet the half height pulse 
width from the ground is also measured at about 
4.91 m (c), which is only slightly wider than the 
4.40 m enhanced pulse measured in ground 
testing.  	  
Fig. 10. Here we see an estimated tree height of about 30 m, which is consistent with the 
type of trees found in southern Virginia. 
 
2.6 Extentions to pulse lidar 
Thus far we have discussed CW lidar as has been implemented in the Langley 
ASCENDS effort. However, there is no reason this theory couldn’t be modified to cover 
pulse lidar systems such as those used on CALIPSO and other programs, and since this 
type of lidars is more common there is a huge amount of data one could use to extract 
science from. Technically the difference is fairly simple to implement. Instead of using a 
reordered FFT of the correlation to do the interpolation, one would use a reordered FFT 
of a periodic pulse train multiplied by the appropriate comb filter. The Richardson-Lucy 
part of it would be identical. If awarded, we would extend this theory and our algorithm 
used in ASCENDS to include the most common pulse lidar systems and process available 
data such as CALIPSO data, Langley High Spectral Resolution Lidar (HSRL)[26] pulse 
data, etc.  
 
3. Conclusion 
 
These results show it is possible to increase both the sample rate and fundamental 
resolution from a CW ranging lidar where the signal is sampled greater than the Nyquist 
rate. Using the Fourier transform reordering interpolation technique to increase the 
sampling resolution and by iteratively applying the modified Richardson-Lucy technique 
presented here, it is possible to increase the resolution by almost two orders of magnitude 
in as has been demonstrated here.  This makes it possible to measure tree canopy heights, 
and also opens the possibility of a compressive sensing lidar. 
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