Abstract. We express explicitly the Heckman-Opdam hypergeometric function for the root system of type A with a certain degenerate parameter in terms of the Lauricella hypergeometric function.
Introduction
Radial parts of zonal spherical functions on real semisimple Lie groups give a class of multivariable hypergeometric functions ( [9] , [12] ). In rank one cases they are expressed by the Gauss hypergeometric function ( [12] , [14] ). Heckman and Opdam develop the theory of hypergeometric functions associated with root systems by generalizing zonal spherical functions ( [10] , [11] , [21] ).
On the other hand, generalizations of the classical hypergeometric functions of onevariable include hypergeometric series given by Appell, Lauricella, and Kampé de Fériet, and the hypergeometric function of matrix argument ( [1, 13, 15] , [3] ).
It is of interest to identify different approaches to hypergeometric functions in several variables. Sekiguchi [25, 26] shows that the zonal spherical function on SL(n, R) for a certain degenerate parameter can be written by the Lauricella's hypergeometric function F D . Tamaoka [29] shows that the Jack polynomial with a certain degenerate parameter can be written by Lauricella's F D (see Theorem 3.1 of this paper).
Beerends [2, Theorem 5.4] shows that the hypergeometric function associated with the root system of type BC with a certain degenerate parameter can be written by the generalized Kampé de Fériet function. Beerends and Opdam [3, Theorem 4.2] give a precise relation between the hypergeometric function of matrix argument and the hypergeometric function associated with the root system of type BC with a certain degenerate parameter.
In the present paper we express explicitly the hypergeometric function associated with the root system of type A with a certain degenerate parameter in terms of Lauricella's F D (Theorem 2.2). This result is indicated in [28] without proof. It can be regarded as a generalization of a result of Sekiguchi [25, 26] for a zonal spherical function on SL(n, R) and that of Tamaoka [29] for the Jack polynomial. Though our main result (Theorem 2.2) might be known for specialists, the result has never been stated in this precise form in the literature as far as we know.
This paper is organized as follows. In §1 we review on the hypergeometric function associated with the root system of type A and define a certain degenerate parameter. In §2 we prove our main theorem by using a system of differential equations of second order. We remark on the case of the Jack polynomial in §3 and relate our second order differential operators with trigonometric Dunkl operators in §4.
1. Hypergeometric function for the root system of type A n−1
In a series of papers starting from [10] , Heckman and Opdam develop the theory of the hypergeometric function associated with a root system. In this section we review on hypergeometric function for the root system of type A n−1 . We refer [11] , [21] for details.
Let n be a positive integer greater than 1 and equip R n with the standard inner product ( , ). Consider the subspace a of R n defined by
We identify a * with a by the inner product ( , ). Let e i denote the element of R n with i-th entry 1 and all the other entries 0. Define
which a root system of type A n−1 . The Weyl group W for R is isomorphic to S n . Let a * C denote the space of complex-valued linear functions on a. By the correspondence a * C ∋ λ = λ 1 e 1 + · · · + λ n e n → (λ 1 , . . . , λ n ) ∈ C n , we have the following identification:
The Weyl group W ≃ S n acts on a * C by wλ = (λ w −1 (1) , . . . , λ w −1 (n) ) (w ∈ W, λ ∈ a * C ). Let R + denote the set of positive roots defined by
Let P + denote the set of dominant integral weights
Here Z + is the set of non-negative integers and α ∨ is the coroot of α defined by α ∨ = 2α/(α, α). For k ∈ C, define
We employ "GL"-picture for convenience. We consider a function φ on R n >0 and impose the differential equation
There exist a commutative algebra D(k) of W -invariant differential operators containing L(k) and an algebra isomorphism γ :
is the set of the radial parts of invariant differential operators on SL(n, R)/SO(n). For general k, the commutative algebra D(k) was first constructed by Sekiguchi [25, 27] giving a set of generators explicitly. In §4, we review Cherednik's construction of D(k) by the trigonometric Dunkl operators.
Let Q be the Z-span of R and let Q + be the Z + -span of R + . There exists a unique solution ϕ(z) = Φ(λ, k; z) on A + := {z ∈ A :
where the coefficients Γ µ (λ, k) are rational function in λ with possible poles at the hyperplane H µ for some µ < 0, with
From [11, Proposition 4.2.5] the apparent simple pole of Φ(λ, k) along H µ is removable unless µ = nα for some n ∈ −Z + and α ∈ R + . We call λ ∈ a * C generic if (λ, α ∨ ) ∈ Z for all α ∈ R. λ = (λ 1 , . . . , λ n ) ∈ a * C is generic if and only if
forms a basis of the solution space of (1.5) on A + ([11, Corollary 4.2.6]).
Let Γ( · ) denote the Gamma function. Letc(λ, k) and c(λ, k) denote the meromorphic functions defined byc
The denominator in (1.7) is given explicitly as follows.
Let S denote the set of poles of of 1/c(ρ(k), k), that is
For k ∈ C \ S and generic λ define
Heckman and Opdam proved that ϕ(z) = F (λ, k; z) extends to an entire function of λ ∈ a * C , k ∈ C \ S and z in a tubular neighborhood of A in A C and is a unique Winvariant real analytic solution of (1. If k = 1/2, 1, or 2, then F (λ, k) is the restriction to A of the zonal spherical function on G/K = SL(n, K)/SO(n, K) with K = R, C, or H, respectively. Here A is the maximally split abelian subgroup of G with the Cartan decomposition G = KAK.
If k ≥ 0 and µ ∈ P + , then from [11, (4.4.10)] we have
where P (µ, k) is the Jacobi polynomial of Heckman and Opdam. Let n be an integer greater than 1.
It follows from the definition that
For ν ∈ Z + it can be written by the shifted factorial
Here the shifted factorial is defined by (a) 0 = 1 and (a) n = a(a + 1) · · · (a + n − 1) for n ∈ Z >0 . Notice that λ(ν, k) is generic if and only if
Let W Θ denote the permutation group of {1, . . . , n − 1} and W Θ denote the set of representatives of minimal length for the coset W Θ \W . That is, W Θ consists of the elements
.
We have the following proposition for the hypergeometric function with the degenerate parameter.
(ii) Assume ν ∈ Z + and qk ∈ Z <0 for any 1 ≤ q ≤ n. Then
Proof. First we prove (1). The case of k = 0 is trivial. In addition to the assumption of the proposition, we assume
. By the definition (1.6) and (1.7) of the c-function, c(wλ(ν, k), k) = 0 unless w ∈ W Θ . It follows from the definition that
Thus c(w i λ(ν, k), k) = 0 (2 ≤ i ≤ n) for ν ∈ Z + and the equation of (2) holds on A + under the assumption of (1). Notice that λ(ν, k) − ρ(k) ∈ P + if and only if ν ∈ Z + . Thus we have Φ(λ(ν, k), k) = P (λ(ν, k) − ρ(k), k) and (2) follows from (1.10) and (1.12) by analytic continuation.
In §2 we will show that F (λ(ν, k), k) can be written by the Lauricella hypergeometric function F D .
A system of hypergeometric differential equations of second order
Let n be an integer greater than 1 and k be a complex number. Let z = (z 1 , z 2 , . . . , z n ) denote a variable in R n and put
We consider the system of differential equations
2)
By summing up (2.3) for 1 ≤ i < j ≤ n and using (2.2) we have
The differential operator in the left hand side of (2.4) is equivalent to − 1 2 times the second order hypergeometric differential operator L(k) given in (1.2) and the coefficients of ϕ in the right hand side of (2.
If k = 1/2, then (2.3) are radial parts of the differential equations satisfied by the zonal spherical function on G = SL(n, R) that is the Poisson integral of a SO(n)-invariant section of a degenerate principal series representation on G/P Θ , where P Θ is a maximal parabolic subgroup of G whose Levi part is isomorphic to GL(n − 1, R). These differential equations on G are given by Oshima [22] using generalized Capelli operators in U (gl(n, C)). Moreover, (2.4) is the radial part of the differential equation corresponding to the Casimir operator.
By the change of variables
we have
Hence, (2.2) means that ϕ does not depend on y n . Operators (2.1) become
Here we write ϑ i = y i 
which can be written in the following form:
11)
We recall Lauricella's F D of n − 1 variables and the corresponding system E D of differential equations of rank n. Lauricella's hypergeometric function F D is the analytic continuation of the series 
where α, β 1 , . . . , β n−1 , γ are complex constants with γ = −1, −2, . . . . It satisfies the following system of differential equations:
The system (E D ) is holonomic of rank n. If γ = −1, −2, . . . , then Lauricella's hypergeometric function F D (α, β 1 , . . . , β n−1 , γ; y 1 , . . . , y n−1 ) is the unique analytic solution of (E D ) such that F (0) = 1. We refer [15] 
(2.11) give equations of the same form
Here we write ϑ i = x i ∂ ∂x i
(1 ≤ i ≤ n). By (2.12) and (2.16), we have the following equations.
Equations (2.16) and (2.17) constitute (E D ) with
Consequently, if nk = −1, −2, . . . , then
is the unique analytic solution for (2.2) and (2.3) satisfying ϕ(1, . . . , 1) = 1. The symmetric group S n acts on the variable z = (z 1 , . . . , z n ) as permutations, hence it acts on the variable y = (y 1 , . . . , y n−1 ).
By the transposition (n − 1, n), y 1 , . . . , y n−2 , y n−1 change to y 1 /y n−1 , . . . , y n−2 /y n−1 , 1/y n−1 , respectively. It follows from the transformation formula ([15, p 149])
is invariant under the transposition (n − 1, n). Since S n is generated by the transpositions (1, 2), (2, 3) , . . . , (n − 1, n), the lemma is proved. Now we state the main result of this paper, which asserts that the hypergeometric function of type A n−1 with parameter λ(ν, k) defined by (1.11) is written by Lauricella's F D as in (2.19) . In the case of k = 1/2, that is the case of the zonal spherical function on SL(n, R)/SO(n), this theorem is given by Sekiguchi [25, 26] . Theorem 2.2. Assume k ∈ C \ S and ν ∈ C. Then we have
where λ(ν, k) and y i are given by (1.11) and (2.5).
Proof. For 2 ≤ j ≤ n, there exists a unique series solution u j (y) with the leading term
for the system (E D ) with (2.14) that converges on a neighbourhood of y = 0 in {y ∈ R n−1 : 0 < y 1 < y 2 < · · · < y n−1 }. Moreover, the set of u 1 (y) := F D (−ν, k, . . . , k, −ν − k + 1; y) and u j (y) (2 ≤ j ≤ n) forms a basis of local solutions of E D for generic k and ν ([7, Section 3. For 1 ≤ i ≤ n, let ϕ i denote the solution of the system of equations (2.2) and (2.3) corresponding to u i by (2.5) and (2.8). Then ϕ i is a solution of (2.4) with the characteristic exponent w i λ(ν, k) − ρ(k) and the leading coefficient 1. Thus ϕ i = Φ(w i λ(ν, k), k) and it is a solution of the hypergeometric system (1.5) with λ = λ(ν, k). Since {ϕ i : 1 ≤ i ≤ n} forms a basis of the solution space of the system of equations (2.2) and (2.3) for generic k and ν, (2.19) is a solution of (1.5) with λ = λ(ν, k) for any k ∈ C \ S and ν ∈ C by analytic continuation.
Thus (2.19) is a S n invariant solution of (1.5) with λ = λ(ν, k) that is real analytic and ϕ(1) = 1. Hence ϕ(z) = F (λ(ν, k), k, z) by the uniqueness of the hypergeometric function.
Example 2.3. We give examples of A 1 and A 2 . Assume k ∈ C \ S.
First we consider the case of A 1 . Lauricella's F D of one variable is the Gauss hypergeometric function 2 F 1 . From Proposition 1.2 and Theorem 2.2, it holds on A + that
The above equalities are well-known formulae for the hypergeometric function of type A 1 and the Gauss hypergeometric function ([21, Example 6.3], [11, proof of Theorem 4.3.6], [6] ). Note that F (λ(ν, k), k) can be written by the Jacobi function ( [14] ) 20) where z = (e t , e −t ) and y 1 = e 2t . If ν ∈ Z + , then
and from (2.20)
where C 
Here
where (α) n = Γ(α + n)/Γ(α). The above equality among Appell's F 1 and G 2 functions is a special case of [20, (19) ]. If ν ∈ Z + , then
is the Jacobi polynomial of Heckman and Opdam.
3. The case of ν ∈ Z + In this section assume that k > 0 and ν ∈ Z + . Put
Then it follows from Proposition 1.2 and Theorem 2.2 that
and
where P (µ(ν), k) is the Jacobi polynomial of Heckman and Opdam. The Jacobi polynomial for the root system of type A n−1 is essentially the Jack polynomial. A partition λ of length equal or less than n is a sequence λ = (λ 1 , . . . , λ n ) of nonnegative integers such that λ 1 ≥ λ 2 ≥ · · · λ n ≥ 0. Define |λ| = n i=1 λ i . For two partitions λ and µ we write µ ≤ λ if |µ| = |λ| and
For a partition λ of length equal or less than n define the monomial symmetric function m λ by
There exists a unique P
(1/k) λ that satisfies the following conditions:
We call J
(1/k) λ (z) the Jack polynomial ( [16, 17] 
for a partition λ = (λ 1 , . . . , λ n ) of length equal or less than n. Here π(λ) ∈ P + is given by
Thus we have the following result as a corollary of Theorem 2.2.
Theorem 3.1 (Tamaoka [29] ). Assume k > 0, p, q ∈ Z + and p ≥ q. Then for z ∈ C n The Cherednik operators satisfy the following relations:
where σ i = σ i i+1 (1 ≤ i ≤ n − 1). (4.1) and (4.2) are the defining relations of the degenerate affine Hecke algebra H = CS n , x 1 , . . . , x n of type GL n , if we replace T i by x i in the above relations.
where
w (w ∈ W ) are differential operator on A and define the differential operator
D p is the differential operator that has the same restriction to symmetric functions as T p . For 1 ≤ m ≤ n, let e m (x) denote the m-th elementary symmetric polynomial:
Then we have
which are differential operators in (2.2) and (2.4), respectively. For p(x) = x 2 1 + · · · + x 2 n , D p = L(k) + (ρ(k), ρ(k)), where L(k) is defined in (1.2) . The commutative algebra D(k) mentioned in §1 is
and is generated by L e 1 , . . . , L en . Moreover, the algebra isomorphism γ : D(k) → S(a C ) W mentioned in §1 is defined by D p → p.
The following proposition asserts that the differential operator ∆ ij given in §2 (2.3) is also related with the trigonometric Dunkl operators. Then we have
Remark 4.2. Though the choice of the positive system to define the trigonometric Dunkl operators is not essential, we choose as above because it matches better with the characteristic exponents w i λ(ν, k) − ρ(k) (1 ≤ i ≤ n) given in §1 and the indicial equation
of (2.3) at infinity on A + . If ν = −k, −2k, . . . , (−n + 1)k, then the set of common solutions for (4.3) for 1 ≤ i < j ≤ n is {w 1 λ(ν, k), . . . , w n λ(ν, k)}, where λ(ν, k) and w j are given in §1. This fact can be regarded as a special case of [23, Theorem 9, Equation (27) , Theorem 22] . Indeed, in [22, 23] , Oshima constructed generators of annihilators of generalized Verma modules for gl n by using generalized Capelli operators. The deformation parameter ε in [23] corresponds to k in this paper. Using results in [23] , some part of results in this paper can be generalized to the case of arbitrary Θ ⊂ {1, 2, . . . , n} as indicated in [28] . We will discuss in detail elsewhere.
Remark 4.3. After we have finished our work, we noticed that the system of differential equations (2.2), (2.3) and its characteristic exponents are stated in [5] . [5, Theorem 3.3] asserts that the system (2.2), (2.3) is of rank n and its solutions are also solutions of the hypergeometric system (1.5) with λ = λ(ν, k) without proof.
