Abstract-A lot of self-stabilizing algorithms for computing dominating sets problem have been proposed in the literature due to many real-life applications. Most of the proposed algorithms either work for dominating sets with a uniform weight or find approximation solutions to weighted dominating sets. However, for non-uniform weighted dominating sets (WDS) problem, there is no self-stabilizing algorithm for the WDS. Furthermore, how to find the minimal weighted dominating set is a challenge. In this paper, we propose a self-stabilizing algorithm for the minimal weighted dominating set (MWDS) under a central daemon model when operating in any general network. We further prove that the worst case convergence time of the algorithm from any arbitrary initial state is O(n 2 ) steps where n is the number of nodes in the network.
I. INTRODUCTION
Graph domination problems are an important class of combinatorial problems with many practical and theoretical applications. They model many relevant problems in fields such as communication networks and network design, social network theory, computational complexity, and algorithm design. Many facility location, resource allocation, and scheduling problems, are variants of graph domination problems. An application of fire stations, suppose a city has decided to build some fire stations, which must serve all of the people in the city. For example, in Toowoomba, the fire stations are to be located in Kearnery Spring, Middle Ridge, Harristown and Newtown so that every district is a neighbor of a district which has a fire station to help it. Since each district has an request target, if too few fire stations are set to rescue the city, there is a high likelihood that some districts cannot get rescues in time due to the distance. On the other hand, due to the financial limitations in budget each fire station has a firefighting capacity limit, it is impossible to set a fire station in all districts. Therefore, how to choose a subset of districts to set the fire stations so that the people of the city can be rescued in time becomes the key item of the city plan.
From the above example, we can model these four districts into a simple network with 4 nodes. The fire station location problem can be formulated as a weighted domination problem in a graph. Formally, a subset D ⊆ V of a graph G = (V, E) is a dominating set if every vertex in V − D is adjacent to some vertex in D. Let G = (V ; E; W ) be a simple undirected weighted graph with a weight function W = {w 1 , w 2 , ..., w n }. w i is the weight associated with vertex i for i ∈ {1, 2, ..., n}, which can represents the firefighting capacity of each node i (also can be regarded as the construction fees). Each node also has a weight target t(i) (help request). A weighted dominating set (WDS) D in G is a subset of V such that for all i ∈ V , the sum Although domination problems are all NP-hard in general graphs [5] , [6] , which means to find a minimum dominating set is NP-hard in general graphs, some proposed selfstabilizing algorithms for domination are in polynomial time (steps or rounds) complexity [15] , [11] or linear time (steps or rounds) complexity [11] , [13] . However, the proposed self-stabilizing algorithms for the minimal k-dominating set (MKDS) (Kamei and Kakugawa [15] ) and the minimal generalized dominating set (Goddard et al. [7] ) all work with a uniform weight. On the other hand, the polynomial time approximation algorithms for weighted domination problems are all greedy algorithms for finding approximation solutions [20] , [19] , [18] . There are seldom self-stabilizing algorithms for weighted domination. The weight of each node in most of the proposed algorithms was uniformly 1 [15] , [11] , [7] , [15] , [13] . In this paper, we first propose a self-stabilizing algorithm for the minimal weighted dominating set (MWDS) under a central daemon model when operating in any general network.
Self-stabilization is an optimistic fault tolerance approach for distributed systems. It was introduced by Dijkstra in [2] , [3] . According to his work, a self-stabilizing system is guaranteed to reach a correct state, in a finite time, regardless of its initial state [4] .
A fundamental idea of self-stabilizing algorithms is that the distributed system may be started from an arbitrary global state. After finite time the system reaches a correct global state, called a legitimate or stable state. An algorithm is selfstabilizing if the following two properties hold: convergence and closure. That is, when the system executes the algorithm, (i) for any initial illegitimate state it reaches a legitimate state after a finite number of node moves (convergence), and
(ii) for any legitimate state and for any move allowed by that state, the next state is a legitimate state (closure). The convergence property ensures that, starting from any incorrect state, the distributed system reaches a correct state. The closure property ensures that, after convergence, the system remains in the set of correct states.
Recently, some self-stabilizing algorithms for dominating sets, independent sets, colorings, and matchings in graphs have been developed [11] , [8] , [12] , [16] . In a self-stabilizing algorithm, each node maintains its local variables, and can make decisions based on the knowledge of its neighbors' states. A node changes its local state by making a move (a change of local state). The algorithm is a set of rules of the form "if P (i) then M ", where P (i) is a predicate and M is a move. A node i becomes privileged if P (i) is true. When a node becomes privileged, it may execute the corresponding move. A central daemon selects, among all privileged nodes, the next node to move. If two or more nodes are privileged, one cannot predict which node will move next. In this paper, We assume a serial model in which no two nodes move simultaneously. Multiple protocols exist [1] , [7] , [17] that provide such a scheduler.
In this paper, we are interested in a minimal weighted dominating set (MWDS) raised from some facility location problems.
1) A self-stabilizing protocol for finding a minimal weighted dominating set (MWDS) in an arbitrary network graph under a central daemon is presented.
2) The worst case convergence time of the protocol from any arbitrary initial state is O(n 2 ) steps where n is the number of nodes in the network. To the best of our knowledge, this is the first work using a self-stabilizing algorithm to find a minimal weighted dominating set (MWDS). The rest of this paper is organized as follows. Section II presents a self-stabilization algorithm and an illustration for finding a MWDS. Section III analyzes the complexity of the algorithm. Section IV discusses the related work and algorithm comparison. Section V concludes the paper and discusses the future work.
II. SELF-STABILIZING WEIGHTED DOMINATION ALGORITHM
In this section, we formulate our research problem into a mathematical model and propose our self-stabilizing algorithm for the minimal weighted dominating set (MWDS).
A. Formal Definition of the Problem
Let G = (V ; E; W ) be a simple undirected weighted graph that models a distributed system, with each node i ∈ V representing a process in the system, each edge (i, j) ∈ E representing the bidirectional link connecting processes i and j, and a nonnegative weight W = {w 1 , w 2 , ..., w n } (the weight function) denotes the set of node weights. w i is the weight associated with node i for i ∈ {1, 2, ..., n}. We denote w(S) = i∈S w(i) if S is a subset of V . We denote by n the number of nodes (|V | = n), and by m the number of edges (|E| = m) in the graph G. For each node i ∈ V , the set N (i) represents its open neighborhood, denotes the set of nodes to which i is adjacent. d(i) represents the number of neighbors of node i, or its degree (d(i) = |N (i)|). Throughout this paper, we denote by Δ the maximum degree of
Our algorithm requires that every node has a unique ID. Sometimes i interchangeably denotes a node or the node's ID. Assume there is a total ordering on the IDs. Assume now that each node has a weight value target t(i) such that t(i) ≤ w(N (i)), indicates that there must be a WDS D such that any node i ∈ V can be dominated by D. Given these assumptions the definition of a weighted dominating set (WDS) D ⊆ V is as follows.
Definition 1: D ⊆ V is said to be a weighted dominating set (WDS) if for every node i ∈ V ,
This definition means D is a weighted dominating set (WDS). A WDS D is a minimal weight dominating set (MWDS) if any proper subset of D is not a WDS in G.
In our algorithm, each node i has two variables: a set of pointers P (i) and a Boolean flag x(i). If P (i) = {j}, then we say that i points to j, written i → j. We allow P (i) to contain i and its cardinality is bounded by N (i). Each node also has a Boolean flag x(i). At any given time, we will denote with D the current set of nodes i with x(i) = 1, otherwise x(i) = 0. 
At a given time, assume j∈N (i)∩D w(j) < t(i). Then since t(i)
≤M i = Min{S|w((D ∩ N (i)) ∪ S) ≥ t(i), S ⊆ (N (i) − D)}.
Note this set depends on N (i) and D.
Definition 3: A set of pointers Q(i) is designed as follows:
Note that the value Q(i) can be computed by i (i.e., it uses only local information).
Definition 4: The Boolean condition y(i) is defined to be 1 if and only if a neighbor of i points to it, otherwise its value is 0.
B. Proposed Algorithm
The Algorithm 1 (protocol) which consists of one rule (R1) shows the pseudo-code below. In Algorithm 1 each node i has a Boolean variable x(i) indicating membership in the set D that we are trying to construct. The value x(i) = 1 indicates that i ∈ D, while the value x(i) = 0 indicates that i / ∈ D. The Boolean condition y(i) is defined to be 1 if and only if a neighbor of i points to it. P (i) is a set of pointers.
Q(i) is counted by equation (2). Thus, a node i is privileged if x(i) = y(i) or P (i) = Q(i). If R1 executes, then it sets x(i) = y(i) and P (i) = Q(i).
An example to illustrate the execution of Algorithm 1 is shown in Fig. 1 .
Algorithm 1: Finding Minimal Weighted Generalized Dominating Set
Input: A graph G = (V, E), ∀i ∈ V , a Boolean flag x(i) and a set of pointers P (i).
It is obvious that the system is in a legitimate configuration if and only if no node in the system is privileged. The following lemma clarifies that in any legitimate configuration, a minimal weighted dominating set (MWDS) D = {i ∈ V |x(i) = 1} can be identified. 
C. An Illustration
The example in Fig. 1 illustrates the execution of Algorithm 1. Note that in each configuration, the shaded nodes represent nodes in D (x-value is 1). The privileged node selected by the central daemon according to Algorithm 1 to make a move or reset the value of P (i).
In the first subgraph of Fig. 1 , we set w(1) = w(3) = w(5) = 1 and w(2) = w(4) = w(6) = 2. The weight targets are t(1) = 4, t(2) = t(5) = 3, t(3) = t(4) = 2, and t(6) = 1. We further set x(1) = x(3) = 1, other nodes' x-values are 0, that means D = {1, 3}. P (1) = P (2) = P (4) = P (5) = {1}, P (3) = P (6) = {3}, just as the arrows point in the first subgraph. According to the definition of Algorithm 1, after a serials of moves and resets, the system reaches a legitimate state. As the last subgraph of Fig. 1 shows, which is a legitimate configuration, we can see a minimal weighted dominating set D = {1, 2, 3, 4} can be identified (the shaded nodes) and the minimal weight of D is 6.
III. THE STABILIZATION TIME OF ALGORITHM 1
In this section, we show the convergence of Algorithm 1. We say that node i invites nodes M i if, at some time t, the total weight of node i s neighbors in D has less than t(i) and then executes the rule, causing
For a node to join D, it must either be pointed to from an initial erroneous state or be invited. As the proof of Lemma 1, we use the terminology that node i invites node j (with j = i allowed) if at some time w(N (i) ∩ D) < t(i), j ∈ M i , j executes a move. For a node to join D, it must be pointed to from an initial state or be invited.
Definition 5:
A move is an in-move if it causes x(i) to become 1, thereby causing a node i to enter D.
Lemma 2: Let i be a node and suppose that between two moves t and t , there is no in-move by any node k > i. Then during this move interval node i can make at most two in-moves. Proof: If i is never invited during this interval, then once i leaves D, it cannot re-join. The first in-move made by i may have been because a neighbor node happened to initially point to i. The second in-move made by i must be by invitation. So suppose i is invited by node j, allowing i to make an in-move. Once i enters D it must remain there if j continues pointing to it. And this is ensured, provided w(N (j) ∩ D) ≤ t(j) throughout. Suppose during the move interval from t to t', w(N (j) ∩ D) = t (j) < t(j). Nodes having weight values larger than that of i do not move during this period, but the nodes with smaller weight values can. during the move interval from t to t', i is among the nodes /node with smallest weight value in N (j) − D. Even if all nodes with smaller weight values than that of i were to enter D, we would still have w(N (j) ∩ D) ≤ t(j). It follows that j will remain pointing to i throughout, and i will remain in D. Hence, x(i) can make at most two in-moves during this move interval.
We now show our algorithm stabilizes. Observe that if D remains the same, then every node can execute at most once (to correct its pointer). So it suffices to show that D changes at most a finite number of times.
Theorem 1: Algorithm 1 always stabilizes, and finds a minimal weighted dominating set (MWDS). Proof: In light of Lemma 1 we see that if Algorithm 1 is stabilizing it always finds a minimal weighted dominating set (MWDS). We need only prove stabilization. It suffices to show that every node makes only a finite number of inmoves. By Lemma 2, node n, which has largest ID, makes at most two in-moves. During each of the move intervals from n is not making an in-move, using Lemma 2 again, node n − 1 makes at most a finite number of moves and resets. It is easy to show this argument can be repeated, showing that each node can make only finitely many in-moves and resets during the intervals in which larger weight values nodes are inactive.
We provide a correctness proof and a computation of the worst case stabilization time for Algorithm 1.
Theorem 2: Algorithm 1 produces a minimal weighted dominating set (MWDS) and stabilizes in O(n 2 ) steps. Proof: From Lemma 1 and Theorem 1, we see that Algorithm 1 produces a MWDS. We need only prove Algorithm 1 stabilizes in O(n 2 ) steps. By Lemma 2, each node will change its x-value at most twice. Therefore, there can be at most 2n changes of x-value on all nodes in all the time. If there is no change in x-value of any node in a time-step, then the time-step involves only changes in P (i)-values. The change in a P (i)-value is determined only by Q(i)-values. Since we are working with the central daemon, there cannot be two consecutive time-steps without a change in x-value or P (i)-value. Therefore, there can be at most Δn changes of P (i)-value on all nodes in all the time (where Δ is the maximum degree of G). So, the upper bound of the execution time is (Δ + 2)n time-steps. Considering the graph G is a simple undirected graph, we have Δ ≤ (n − 1). Therefore, the stabilization time of Algorithm 1 is O(n 2 ) steps.
IV. RELATED WORK AND ALGORITHM COMPARISON
In this section we respectively present and discuss the existing self-stabilizing algorithms for dominating sets. We also compare our algorithm with them.
Hedetniemi et al. presented two uniform algorithms (all of the individual processes run the same code) for the dominating set (DS) and the minimal dominating set (MDS) problems [11] . The algorithms work for any connected graph. The main idea of the first algorithm is to partition the set of nodes into two disjoint sets, such that each set is dominating. The algorithm for the dominating set (DS) problem stabilizes in linear time (O(n) steps) under a central daemon (only one process can execute an atomic step at one time). The second algorithm calculates a MDS. The main idea of this algorithm is that it allows a node to join the set S, if it has no neighbor in S. On the other hand, a node that is already a member of S, and has a neighbor that is also a member of S, will leave the set if all its neighbors are not pointing to it. Thus, after stabilization the set S will be a MDS. The algorithm for the minimal dominating set (MDS) problem stabilizes in O(n 2 ) steps under a central daemon.
Recently, Goddard et al. proposed another uniform selfstabilizing algorithm for finding a minimal dominating set (MDS) in an arbitrary graph under a distributed daemon (a distributed daemon selects a subset of the system processes to execute an atomic step at the same time) [13] . The main idea of their algorithm is that it uses a Boolean variable to determine whether a node is a member of the MDS or not, and an integer to count a node's neighbors that are members of the MDS. The algorithm allows an undominated node that has smaller identifier than any undominated neighbor to join the set under construction. On the other hand, a node leaves this latter set if it is not the unique dominator of itself nor any of its neighbors. The algorithm stabilizes in O(n) steps.
On the other hand, some self-stabilizing algorithms have been proposed in the k-domination case. Kamei and Kakugawa presented two uniform algorithms for the minimal kdominating set (MKDS) problem in a tree [15] . The first algorithm allows a node to join the set under construction S if it has fewer than k neighbors in S, and to leave the set S if it has more than k neighbors in S. The first algorithm works for a central daemon. Based on this idea, in the second algorithm, a node having more than k neighbors in the set under construction S will first make a request to leave S, and then leaves the set S only if its identifier is the smallest among all the neighbors requesting to leave S. So, after stabilization the set S will become a minimal k-dominating set (MKDS). The second algorithm works under a distribute daemon. The time complexity of the two algorithms are both O(n 2 ) steps. Huang et al. presented a self-stabilizing algorithm to find a minimal 2-dominating set (M2DS) in an arbitrary graph [14] . The algorithm assumes globally unique identifiers for the nodes and works under a distributed daemon. The algorithm allows a node to join the set under construction if it is dominated by fewer than two nodes and none of its neighbors having smaller identifier is in the same situation. Also, a node may leave the set under construction if it is dominated by more than two nodes, and all of its neighbors are either in the set under construction or dominated by more than two nodes.
Huang et al. also presented another self-stabilizing algorithm for finding a minimal 2-dominating set (M2DS) in an arbitrary graph [13] . The algorithm allows a node to join the set under construction S if it has fewer than 2 neighbors in S, and to leave the set S if it has more than 2 neighbors in S. The algorithm works under a central daemon, with liner time complexity. However, there is no self-stabilizing algorithm for the weighted domination problems in arbitrary graphs that works under a central daemon. Most of the proposed algorithms all work under the uniform weight. The weight of each node in previous algorithms discussed in this section is all uniformly 1. In order to select a minimal weight dominating set (MWDS) in general networks, we present a uniform algorithm for finding a MWDS that works in arbitrary graphs under a central daemon.
The main idea of our proposed algorithm is that we assume globally unique identifiers for the nodes and a central daemon. The algorithm uses a mechanism of pointers to show that a node i will point to its neighbors having the smallest weight values if i has been dominated less than t(i) weight value by the set D under constructing it. On the other hand, if a node i has been dominated more than t(i) weight value by the set D then P (i) will point to empty set; otherwise P (i) will point to its unique neighbors that are members of the set D. The algorithm allows a node to join the set D if some neighbor is pointing to it, and to leave the set D otherwise. So after stabilization, the set D will become a MWDS. The time complexity of our algorithm in any arbitrary graphs is O(n 2 ) steps. To the best of our knowledge, this is the first work using a self-stabilizing algorithm to find a MWDS, which can find an exact solution to WDS (minimal).
The algorithms we compared in this section are summarized in Table 1 . As we can see, the basic ideas of the first seven algorithms are self-stabilizing; and all of them deal with the uniform weight case. Our algorithm is the first work using a self-stabilizing approach to discuss the weighted domination problem.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed a self-stabilizing distributed algorithm to find a minimal weighted dominating set (MWDS) which arises from some cost issues in networks. The algorithm can be used for an arbitrary connected graph. Previously known algorithms are self-stabilizing algorithms considering uniform weight. We have also shown the stabilization time of the algorithm with O(n 2 ) steps under a central daemon. We briefly discuss how the ideas can be further generalized.
We can extend these ideas even further to other graph dominations such as weak, strong and optional domination [9] , [10] . It can also be altered to allow a node to have weights in a range {−b (i), ..., b(i)} and so handle minus domination. Another interesting direction for further research is to develop self-stabilizing algorithms for weighted domination problems that operate under a distributed or synchronous daemon.
