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Verzeichnis grafischer Symbole 
 Knoten mit bekannter Position (z. B. ein Beacon) 
 Knoten mit bekannter Position und in Reichweite 
 Bestimmte Position eines Knotens 
 Knoten mit unbekannter Position 
 Virtueller, nicht existenter, Knoten mit festgelegter Position 
 
Überlappungsbereich. Entsteht durch Reichweitenüberdeckung mehrerer Netz-
werkteilnehmer 
 Überlappungsbereich, der als Randbereich erkannt wird 
 Überlappungsbereich, der als Kernzone erkannt wird 
 Geschätzter Übertragungsbereich 
 
Ideale Übertragungsreichweite eines Netzwerkknotens. Alle Knoten innerhalb 




 Ungültiger bzw. nicht messbarer Bereich 
 
Verzeichnis mathematischer Symbole 
bn  Nachbarschaftsvektor, akkumulierte Anzahl der Nachbarn der Beacons 
ibv  Nachbarschaftsvektor eines Beacons 
f  Durchschnittlicher Fehler 
Beaconsn  Mittlere Anzahl empfangbarer Beacons 
n  Durchschnittliche Knotenanzahl im Empfangsbereich eines Sensorknotens 
A Fläche bzw. Übertragungsbereich 
a Seitenlänge eines gleichseitigen Dreiecks 
b Bitgenauigkeit, Quantisierung einer Größe in b Bits, Anzahl der Beacons im 
Netzwerk, Seitenlänge eines Sechsecks 
B Menge der bekannten bzw. empfangenen Beaconpositionen 
XII Verzeichnis mathematischer Symbole 
 
B(x;y) Beacon, Referenzknoten, Sensorknoten mit bekannter Position 
bs Basisstation 
BS Menge aller Basisstationen 
c Korrekturfaktor der Distanzbestimmung (DV-Hop) 
C Menge der Referenzknoten in einem abgegrenzten Gebiet 
cLuft Lichtgeschwindigkeit in Luft 
cm Connectivity metric, Konnektivitätsmetrik 
d Distanz 
de Erwartungswert der Distanzmessung 
df fehlerbehafteter Messwert einer Distanz 
dij Distanz zwischen den Knoten i und j 
E,E Halbebene und gegenüberliegende Halbebene 
f Lokalisierungsfehler, Frequenz 
fClock Taktfrequenz 
fo Offsetfehler 
fq Abstand der Referenzknoten 
fq Quantisierungsfehler 
g Grad des Gewichts 
G Gain, Antennengewinn 
gw Gateway, Schnittstelle vom Sensornetzwerk in andere Netzwerke 
GW Menge aller Gateways 
h Hop Count, Hop-Anzahl, Häufigkeit 
h(Bi;Bj) Teilgraph einer Hyperbel mit den Brennpunkten Bi und Bj 
K Konstante 
I Teilmenge aller Messungen, IM 
l Länge 
L Systemverluste einer Antenne 
m Messung, Anzahl der linear unabhängigen Lösungen 
M Menge aller Messungen 
n Anzahl, z. B. Knotenanzahl, Bitanzahl 
Ni Menge aller Sensorknoten in der Nachbarschaft des Sensorknotens Ski 
O(n) Komplexität eines Verfahrens 
P(x;y) Ermittelte, fehlerhafte Position eines Sensorknotens 
P(x;y) Position in der Ebene 
PL Path Loss, Dämpfung des Signals 
PTX, PRX Sende- bzw. Empfangsleistung 




rg(A) Rang der Matrix A 
RZ Rundenzähler 
s Skalierungsverhältnis zwischen wahrer und berechneter Distanz 
S(x;y) Schwerpunkt einer Fläche 
Sk Sensorknoten 
SK Menge aller Sensorknoten 
ß Path Loss Exponent 
SWTX Sendewert (Registereintrag) zur Konfiguration der Sendeleistung 
T Periode 
tr Transmission range, Übertragungsreichweite eines Knotens 
tr Reaktionszeit 
TR Menge der Referenzknoten im Empfangsbereich eines Sensorknotens 
ts Synchronisierungsfehler (Zeit) zwischen Sender und Empfänger 
u Unbekannte (Knoten ohne Position) 
v Residuenvektor eines überbestimmten Gleichungssystems 
v Verhältnis aus Übertragungsreichweite und Beaconabstand 
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wc Gewichteter Korrekturfaktor der Distanzbestimmung (WDV-Hop) 
x Koordinate (Abszisse) 
x Lösungsvektor eines Gleichungssystems 
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d Fehler der Distanzmessung 
t Zeitdifferenz 
, o, r Permittivität 
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 Wellenlänge 
(x;y) Sensorknotendichte 
, 0, r Permeabilität 
d Standardabweichung der Distanzmessung 
RX Standardabweichung der Signalstärkemessung 
 Drehwinkel um z-Achse 
 

 1 Einleitung 
 
1.1 Einführung 
Die rasante Entwicklung der Mikroelektronik steigert die Funktionalität elektronischer 
Bauelemente und verringert gleichzeitig die Kosten zur Herstellung dieser Komponenten. 
Die Kombination aus vielen dieser hochintegrierten Standardkomponenten erlaubt die 
Massenproduktion sehr komplexer Einzelsysteme wie dem Personalcomputer oder dem 
Mobiltelefon, die unser Leben zunehmend beeinflussen. 
Die hohen Kommunikationsanforderungen unserer Zeit sowie die nur im Verbund zu lö-
senden Aufgabenstellungen erforderten eine Vernetzung dieser Systeme, was die Ent-
wicklung des Internets maßgeblich beschleunigte. Industrielle Anwendungen, z. B. die 
Steuerung von Maschinen, sind dagegen durch hochspezialisierte eingebettete Geräte klei-
nerer Stückzahl gekennzeichnet. 
Alle benannten Einzelsysteme besitzen jedoch eine signifikante räumliche Ausdehnung und 
sind zumeist fest mit einer vorhandenen Infrastruktur, z. B. dem Stromnetz oder dem Mo-
bilfunknetz, verbunden. In Umgebungen, die keinen Zugang zu einer Basisinfrastruktur be-
sitzen, sind sie faktisch nicht einsetzbar. Die räumliche Ausdehnung der Geräte unterbindet 
zudem häufig den direkten Einsatz als Messinstrument, da der Messgegenstand von der 
Masse und dem Volumen maßgeblich beeinflusst werden würde. Vielfach wurden daher 
lediglich die Sensoren als Datenquelle im Bereich des Messgegenstandes platziert und über 
Leitungen mit einer zentralen komplexen Einheit (Datensenke) verbunden. Diese Konfigu-
ration schränkt jedoch die Flexibilität und das Skalierungsverhalten der Messanordnung vor 
allem in großflächigen Umgebungen drastisch ein. 
Erst die in jüngster Zeit verstärkt einsetzende Miniaturisierung und die fortschreitende Ent-
wicklung der Mikrosystemtechnik (engl. MEMS) führen zur Konstruktion winziger hoch-
integrierter und autonom arbeitender Sensorknoten. Die anvisierte Zielgröße eines Knotens 
liegt in der Größenordnung eines Staubkorns, auch als Smart Dust bezeichnet [Doh01a], 
obwohl er aus einem Mikrocontroller, Speicher, Sensoren bzw. Aktoren, einer Kommuni-
kationseinheit und einer Energiequelle, z. B. einer Batterie, besteht (Abbildung 1).  
Die Übertragung der Messergebnisse zwischen einzelnen Sensorknoten und den Datensen-
ken des Systems erfolgt zumeist per Funk. Durch den Wegfall der bisher notwendigen 
drahtgebundenen Energieversorgung kann auf eine aufwändige Verkabelung der Einsatz-
gebiete vollständig verzichtet werden. Sensorknoten benötigen folglich keine Basisinfra-
struktur. Der erforderliche Installationsaufwand reduziert sich auf die Platzierung der Sen-
sorknoten und die Einrichtung der Datensenken. Sie sind durch diese Flexibilität für 
Messungen in riesigen Gebieten prädestiniert.  
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Eine Vielzahl von Sensorknoten bildet ein infrastrukturloses und selbstkonfigurierendes 
Sensornetzwerk (SNW). Die Sensorknoten Ski (Ski  SK) werden dazu über dem Beobach-
tungsgebiet A verteilt. Hauptaufgabe dieser Netzwerke ist die Überwachung großer und 
zumeist schwer zugänglicher Gebiete oder umfangreicher Prozessketten, in denen die für 
herkömmliche Überwachungssysteme benötigte Infrastruktur nur mit unverhältnismäßig 
hohem bzw. unwirtschaftlichem Aufwand errichtet werden kann. 
Das Ziel der Sensornetzwerke besteht in der möglichst genauen Abbildung der realen Um-
gebung U auf eine für die Weiterverarbeitung in EDV-Systemen geeignete Darstellung 
(f:U  u(x;y)). Die Sensoren der Knoten dienen dabei der singulären Informations-
gewinnung. Sie messen die Umgebungsdaten und wandeln sie im Analog-Digital-Umsetzer 
(ADU) in digitale Daten um. 
Die endliche Menge von eingesetzten Sensorknoten führt jedoch zu einer diskontinuier-
lichen Abtastung der Umgebung. Die Menge der Messdaten M ist demnach endlich, da nur 
an einzelnen Punkten Pm(x;y) im Beobachtungsgebiet A eine Messung m(x;y) erfolgt. Für 
alle anderen Punkte des Beobachtungsgebietes Pi(x;y)  M kann die gesuchte Information 
nur durch Approximation bestimmt werden. 
Mit jedem Sensornetzwerk kann immer nur eine genäherte Abbildung der Wirklichkeit 
ermittelt werden. Die Abbildungsgenauigkeit der untersuchten Umgebungsbedingungen ist 
somit maßgeblich von der Dichte der Sensorknoten (x;y) abhängig. Die Abhängigkeit des 
Abbildungsfehlers von der Sensorknotendichte zwingt daher zu hohen Sensorknotendichten 
und folglich in realen Umgebungen zum Einsatz von hunderten bzw. tausenden von Sen-
sorknoten, falls entsprechend hohe Anfordungen gestellt werden. 
Sensornetzwerke besitzen aufgrund ihrer Flexibilität enormes Potenzial für neue An-
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Abbildung 1: Modell eines Sensorknotens 
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der frühzeitigen Erkennung möglicher Deichdurchbrüche, dem Monitoring von Patienten 
oder der nahtlosen Kühlkettenkontrolle beim Transport verderblicher Waren eingesetzt 
werden [Aky02, Kar03]. 
Die Sensorknoten eines Beobachtungsgebietes ermitteln vor Ort die Umgebungsdaten und 
beginnen mit einer Vorverarbeitung, z. B. einer Mittelwertbildung, der Eliminierung von 
Ausreißern oder der Überwachung von Messschranken. Im Anschluss erfolgt gegebenen-
falls das zielgerichtete Zusammenfassen von Messdaten mehrerer Sensorknoten (Daten-
aggregation). Zusätzlich kann aus den gewonnenen Messdaten durch Kooperation mehrerer 
benachbarter Sensorknoten auch eine höherwertige Information extrahiert werden (Daten-
kollaboration), z. B. eine Mobilitätsinformation oder die Ausdehnung eines begrenzten 
Gebietes (Gruppierung von Sensorknoten, Phänomenerkennung) innerhalb des Sensor-
netzwerkes (Abbildung 2). Die ermittelten Ergebnisse werden an die Datensenken des 
Systems weitergeleitet, wobei Senken außerhalb der direkten Übertragungsreichweite nur 
durch Zwischenübertragungen unbeteiligter Sensorknoten erreicht werden können. Die 
zielgerichtete Übertragung über verschiedene Netzteilnehmer erfordert daher den Einsatz 
angepasster Routingverfahren [Jan02, Akk03, Ka00]. 
Die Konvertierung der Nachrichten des Sensornetzwerkes in andere Netzwerke erfolgt in 
Gateways gwi (gwi  GW, GW  SK), wie Abbildung 2 visualisiert. Gateways sind eben-
falls Sensorknoten, die eine zweite Kommunikationsschnittstelle besitzen. Diese Um-
setzung ist notwendig, wenn die Datenauswertung oder die Administrierung des Sensor-
netzwerkes aus dem Internet oder über ein per Feldbus, z. B. CAN, angeschlossenes System 
erfolgen soll. Die Gateways übermitteln die Nachrichten im Allgemeinen zu Basisstationen 
bsi weiter (bsi  BS, bsi  SK). In den Basisstationen erfolgt die applikationsspezifische 
Auswertung der Messdaten. Dort werden die Messdaten analysiert und gegebenenfalls 
Aktionen, z. B. Alarmauslösung bzw. Aktorensteuerung, initiiert. 










Abbildung 2: Sensornetzwerk in der Praxis 
4 1.  Einleitung 
 
Ein Sensorknoten muss daher neben den datenzentrierten Aufgaben (Messen, Vorverarbei-
ten) auch infrastrukturelle Aufgaben (Routing, Datenkollaboration) übernehmen, um die 
eigene und die Existenz des gesamten Netzwerkes im Sinne der gewünschten Anwendung 
zu ermöglichen. Diese Form des Altruismus ist ein Schwerpunkt in der Sensornetzwerkfor-
schung und zeigt sich in zahlreichen wissenschaftlichen Arbeiten zu der dynamischen 
Zuweisung von Rollen an einzelne Sensorknoten [Rei06a] bzw. der dynamischen Cluster-
bildung [Han02]. 
Die Beziehungen eines Knotens zu seiner Umgebung können auf sehr unterschiedliche 
Weise beschrieben werden. Die gemessene Distanz zwischen Netzwerkteilnehmern ist die 
am häufigsten verwendete Form einer Nachbarschaftsinformation. Neben der Distanz gibt 
es weitere Beschreibungen, die die Umgebung angemessen abbilden, z. B. die Information, 
in welchem Raum sich etwas befindet. Alle Informationen, die dem Zweck dienen, den 
Sensorknoten im Sensornetzwerk einzuordnen und ihn bei der Selbstorganisation zu unter-
stützen, werden unter dem Begriff Kontext zusammengefasst. In [Foldoc] heißt es „Kontext 
ist, was uns umgibt und irgendetwas eine Bedeutung zumisst.“ Abbildung 3 zeigt schema-
tisch eine Übersicht über mögliche Kontextinformationen, die die Voraussetzung für Con-
text-Awareness bilden, d. h. die Fähigkeit, das eigene Verhalten entsprechend der Zielstel-
lung, den derzeitigen Umgebungsbedingungen und den aktuellen Fähigkeiten anzupassen. 
Durch die zufällige Verteilung der Sensorknoten über einem unbekannten Gebiet besitzen 
sie zunächst keinerlei Ortsinformationen. Dadurch ist das Messdatum nahezu wertlos, denn 
eine korrekte Evaluierung benötigt die Zuordnung des Messwertes zum Ort der Messung. 
Eine erfolgreiche Lokalisierung ist jedoch auch für weitere Aufgaben unerlässlich, z. B. für 
geographisches Routing [Ku03, Sub05]. Für Sensorknoten ist daher eine Lokalisierung 
zwingend erforderlich. Diese benötigt zur Positionsberechnung zusätzliche Informationen 
aus der Umwelt, die gemessen oder von Nachbarknoten angefordert werden müssen. 


































Abbildung 3: Klassifizierung von möglichen Kontextinformationen eines Sensorknotens 
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Aktivitäten unbedingt berücksichtigt werden. Dies schließt den dynamisch initiierten Ener-
gieverbrauch der laufenden Software (Energiesparmodi, Abschaltung von Komponenten, 
Berechnungshäufigkeit) ebenso mit ein wie den Energiebedarf der Hardware [Blu05d]. Alle 
bislang aufgezählten Aktivitäten des Sensorknotens (Messen, Berechnen, Übertragen, Em-
pfangen, Aggregieren, Lokalisieren) beeinflussen den Energieverbrauch des Sensorknotens, 
wobei das Übertragen und Empfangen von Nachrichten per Funk einen relativ hohen Anteil 
einnimmt. Ein hoher Energieverbrauch widerspricht jedoch dem Ziel einer jahrelangen 
Laufzeit bei zugleich stark begrenzter Speicherkapazität der Batterie, wenn als Maßstab die 
Zielgröße eines Staubkornes zugrunde gelegt wird. 
Neben dem Energieverbrauch existieren in Sensornetzwerken weitere limitierende Bedin-
gungen, wie z. B. der begrenzte Datenspeicher. Dies resultiert aus der begrenzten Größe der 
Sensorknoten wie auch dem Energieverbrauch pro Informationsspeicherung. Die meisten 
Übertragungsprotokolle setzen zur fehlerfreien Kommunikation per Funk einen freien 
Übertragungskanal voraus. Die anderenfalls auftretenden Kollisionen bedingen eine Neu-
übertragung von Nachrichten und führen zur Überlastung des Kanals und damit zu einem 
erheblich höheren Energieverbrauch [Cup00]. Die Informationsübertragung per Funk 
schränkt somit die verfügbare Kanalkapazität gegenüber einer kabelgebundenen Übertra-
gung deutlich ein. Folglich muss die Reduzierung der Nachrichtenanzahl ebenfalls ein Ziel 
bei der Entwicklung von Sensornetzwerken sein. 
Systeme mit stark limitierenden Randbedingungen bei Energieverbrauch, physikalischer 
Größe, Speicherbedarf, Kanalauslastung werden auch als ressourcenarm bezeichnet. Folg-
lich müssen sich, ausgehend von den hergeleiteten Einschränkungen, die Entwicklung und 
Dimensionierung von ressourcensparenden Anwendungen für Sensornetzwerke zwingend 
an diesen Kriterien orientieren. Eine offene Frage bleibt, ob die Fortschritte bei der Ent-
wicklung ressourcensparender Technologien eher zu einer weiteren Miniaturisierung der 
Sensorknoten oder eher zu komplexeren Bauelementen und Algorithmen mit tendenziell 
steigendem Ressourcenbedarf führen werden. 
1.2 Motivation 
Die Lokalisierungsverfahren für Sensornetzwerke unterliegen ebenfalls den beschriebenen 
Einschränkungen. Bei der Entwicklung, der Evaluierung bzw. der Dimensionierung dieser 
Verfahren muss der Ressourcenverbrauch neben der Positionsgenauigkeit zwingend analy-
siert werden. Vor allem in großen Netzwerken sind zumeist Verfahren vorteilhaft, die eine 
dezentrale Lokalisierung ermöglichen und deren Kommunikationsaufwand nur linear mit 
der Netzwerkgröße skaliert. 
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Ein Teilgebiet der Lokalisierungsverfahren, die dezentralen Näherungsverfahren, ist durch 
eine sehr einfache Positionsberechnung, niedrigen Speicherverbrauch und geringen Kom-
munikationsaufwand gekennzeichnet. Die existierenden Verfahren weisen jedoch einen 
relativ hohen Lokalisierungsfehler auf. 
Das Ziel dieser Arbeit besteht in der Genauigkeitsverbesserung der dezentralen Näherungs-
verfahren auf autonom arbeitenden Sensorknoten bei nahezu gleichbleibendem Ressour-
cenaufwand der Lokalisierung. Besondere Beachtung findet dabei die Analyse der Genau-
igkeit hinsichtlich ihres Stabilitätsverhaltens unter realistischen Bedingungen. 
1.3 Gliederung 
Diese Arbeit ist in sieben Kapitel aufgeteilt (Abbildung 4). Dieses erste Kapitel beschreibt 
einleitend die wesentlichen Grundlagen der Sensornetzwerke, untersucht die Netzwerke 































4. Schwerpunktbestimmung 5. Gewichtete Schwerpunktbestimmung
 
Abbildung 4: Gliederung der Arbeit (Abschnitte mit eigenen Beiträgen in fetter Schrift) 
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Das nachfolgende Kapitel 2 stellt ausführlich bereits publizierte und neue Verfahren zur 
Distanzermittlung zwischen Sensorknoten vor. Sie bilden die Voraussetzung für die meis-
ten Lokalisierungsalgorithmen in Sensornetzwerken. 
Die Grundlagen der Lokalisierung werden eingehend in Kapitel 3 dargelegt, gefolgt von 
einer Klassifizierung und einer detaillierten Analyse ausgewählter Lokalisierungsalgorith-
men für Sensornetzwerke. Den Hauptteil dieser Arbeit stellt die Beschreibung der ein-
fachen Schwerpunktbestimmung in Kapitel 4 dar, indem dieses Näherungsverfahren, seine 
Vor- und Nachteile sowie seine zahlreichen Randprobleme eingehend untersucht werden. 
Ausgehend von den durchgeführten Analysen werden neue Verfahren zur optimalen Justie-
rung der Schwerpunktbestimmung sowie zur deutlichen Reduzierung des Lokalisierungs-
fehlers vorgestellt. 
Eine weitere deutliche Fehlerverringerung wird durch die in Kapitel 5 präsentierten Ver-
fahren der gewichteten Schwerpunktbestimmung erreicht. Neben den ebenfalls existenten 
Randproblemen werden zusätzlich zahlreiche Analysen zur Robustheit der Schwerpunkt-
verfahren im Vergleich zu mathematisch optimalen Verfahren unter realistischen Einsatz-
szenarien diskutiert. 
Die Beschreibung einer erfolgreichen Implementierung der Lokalisierung von Sensor-
knoten in einer realen Umgebung auf Basis der neu vorgestellten Verfahren rundet den 
Hauptteil der Arbeit in Kapitel 6 ab. Diese Schrift schließt mit einer Zusammenfassung der 
präsentierten Verfahren und Ergebnisse in Kapitel 7. 

 2 Distanzermittlung in Sensornetzwerken 
 
2.1 Einleitung 
Die Lokalisierung von Sensorknoten erfordert grundsätzlich Angaben über die Wechsel-
beziehungen des Knotens zu seiner Umwelt. Diese Informationen können in Form von 
Nachbarschaftsbeziehungen, Konnektivitätsmetriken, der Kenntnis von Referenzpositionen, 
der Neigung und Drehung von Knoten zueinander zur Verfügung stehen. Die meisten 
Lokalisierungsverfahren setzen allerdings ermittelte Distanzen zwischen den Sensorknoten 
in einem metrischen Koordinatensystem voraus [Nor02]. Diese Distanzen müssen aus den 
detektierten Umgebungsbedingungen ermittelt werden. Da es sich um einen Messvorgang 
handelt, kann diese Distanz nur fehlerbehaftet gewonnen werden. Eine Lokalisierung (vgl. 
Kap. 3) erfordert jedoch möglichst exakte Distanzen, weil der Messfehler der Distanz die 
Genauigkeit der ermittelten Position maßgeblich beeinflusst. 
In diesem Kapitel werden ausgewählte Verfahren zur Distanzermittlung vorgestellt und 
bewertet. Es wird dargelegt, wo die grundlegenden Ursachen der Genauigkeitsunterschiede 
liegen und wie sie reduziert bzw. korrigiert werden können. Der Fokus liegt hierbei auf der 
Ermittlung einer numerischen Distanz in einem absoluten Bezugssystem, da dies die Vor-
aussetzung für die weitere Betrachtung der in Kap. 3 6 beschriebenen Lokalisierungs-
verfahren bildet. 
Eine gemessene Größe d eines Systems kann durch den exakten Erwartungswert de und den 
Fehler d beschrieben werden. In einem System mit unendlich vielen unabhängigen Mes-
sungen unterliegt der Messwert d der Normalverteilung. Daraus folgt zunächst, dass bei 
bekannter Standardabweichung  eine Aussage über die Häufigkeit eines bestimmten 
Messwertes in einem bestimmten Intervall i gegeben werden kann. Andererseits folgt dar-
aus aber auch, dass es unendlich viele verschiedene Messergebnisse gibt [Ram03]. 
 ed d d  	  (1)
In binären Rechnersystemen ist neben der Messung auch eine Quantisierung und Speiche-
rung der gemessenen Größe in einem b-Bit breiten Datentyp der Kapazität 2b erforderlich. 
Folglich muss für jede Quantisierung festgelegt werden, welches Intervall IM aus der 
Menge aller Messungen betrachtet und weiterverarbeitet wird {de | imin < de < imax}. 
Der minimale Quantisierungsfehler  fq resultiert bei angenommener Fehlerfreiheit der Über-
tragungskette vom Messgerät bis zum erforderlichen Analog/Digital-Umsetzer aus dem 
Fehler der A/D-Wandlung  fAD  1 Bit. 
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 max min 1
2q b
i if 
   (2)
Folglich erfährt die Messgröße d einen zusätzlichen nicht zu vernachlässigenden Fehler in 










Bei der nachfolgenden Betrachtung der wichtigsten Distanzermittlungsverfahren werden 
die Mess- und Quantisierungsfehler i. d. R. nicht beachtet. Dies ist in den zugrunde liegen-
den theoretischen Modellen begründet, die einen Messfehler zumeist vernachlässigen. Es 
ist jedoch zwingend erforderlich, dass im realen Einsatz die Modelle entsprechend den 
lokalen Gegebenheiten angepasst und kalibriert werden. 
2.2 Time of Arrival 
Ein ausgesendetes Funksignal breitet sich im Vakuum vom Sender mit Lichtgeschwin-
digkeit cVakuum  299792 km / s aus. In Materie verringern die Materialeigenschaften des 
Übertragungsmediums, Permittivität   or und Permeabilität   0·r, die Ausbreitungs-
geschwindigkeit auf z. B. cLuft  297702 km / s. Bei bekannten Materialeigenschaften und 
demnach bekannter Ausbreitungsgeschwindigkeit cLuft kann durch Ermittlung der Übertra-
gungsdauer t die zurückgelegte Entfernung d des Signals berechnet werden (c  d / t). 
Dieses Messverfahren wird als Time-of-Arrival (ToA) bezeichnet [Par96]. 
Die Übertragungsdauer t berechnet sich aus der Differenz von Start- und Empfangszeit. 
Dazu wird die Zeit unmittelbar vor dem Emittieren des Signals gemessen und der zu über-








Die technische Realisierung dieser Distanzmessung gestaltet sich jedoch sehr schwierig. 
Um die Übertragungsdauer t exakt messen zu können, müssen Sender (Bi) und alle Emp-
fänger (Ski) sehr genau aufeinander synchronisiert werden [Sto05b]. 
Für eine beispielhafte Distanz (d  30 cm) in einem Sensornetzwerk (Abbildung 5a) beträgt 
die durchschnittliche Übertragungsdauer in Luft lediglich t  0,3m/299702km/s  1ns. Der 
Synchronisierungsfehler (Skew) ts zwischen Sender und Empfänger muss demnach wesent-
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lich kleiner als ts < 1ns sein, um Distanzen von d  30cm überhaupt detektieren zu können. 
Diese Zeitspanne entspricht jedoch bereits einem erforderlichen Takt von 
fClock  1 / ts  1GHz (ohne Beachtung des Abtasttheorems nach Nyquist [Sha49]). Ein Ein-
satz in aktuell verfügbaren Sensornetzwerken ohne zusätzlichen Hardwareaufwand er-
scheint daher derzeit sehr unrealistisch. 
Lanzisera et al. präsentierten in [Lan06] ein prototypisches System zur Distanzermittlung 
auf Basis zusätzlicher rekonfigurierbarer Hardwarebausteine (FPGA). Der durchschnitt-
liche Fehler der Distanzbestimmung im Freien (auch Außenbereich, engl. Outdoor) beträgt 
f  1m, ist jedoch gerade bei kleinen Distanzen d < 4m größer f > 1m. Die erforderliche 
Synchronisation wird durch die erneute Übertragung der Nachricht an den Sender bei 
gleichzeitiger Eliminierung des Clock-Offsets durch Einsatz des CMS-Verfahrens (Code 
Modulus Synchronization) garantiert. 
Eine Möglichkeit, ohne die notwendige Synchronisation zwischen Sender und Empfängern 
auszukommen, besteht in der Ermittlung der Laufzeitdifferenz verschiedener Signale. Ein 
Sender Bi startet dazu die Distanzermittlung durch Übertragung eines Synchronisationssig-
nals per Funk unmittelbar gefolgt von dem Aussenden eines zweiten Signals geringerer 
Ausbreitungsgeschwindigkeit c2, z. B. eines Ultraschallsignals (Abbildung 5b) mit 
c2  340m/s. Das zweite Signal breitet sich deutlich langsamer als das Funksignal aus. Der 
zeitliche Abstand, in dem beide bei einem Empfänger eintreffen, steigt linear mit dem 





















Abbildung 5: Distanzermittlung durch Time-of-Arrival (ToA) bei  a) globalem Synchronisa-
tionszeitpunkt  b) lokalem Synchronisationszeitpunkt 
12 2.  Distanzermittlung in Sensornetzwerken 
 
Der Empfänger startet nach der Detektion des Synchronisationssignals die interne Zeit-
messung und ermittelt die Dauer t, bis das zweite, langsamere Signal ebenfalls beim 
Empfänger eintrifft. Aus der Dauer t kann bei bekannter Ausbreitungsgeschwindigkeit c2 
die Distanz d zwischen Sender und Empfänger bestimmt werden (Gleichung 5). 
 2( )ed t t c 	 
   (5)
Die von Savvides et al. vorgestellten Medusa-Sensorknoten benutzen diese Methode der 
Zeitdifferenzmessung [Sav01]. Die eingesetzten Sensorknoten wurden dazu mit einer Funk-
einheit und mehreren kreisförmig angeordneten Ultraschallsendern ausgestattet. Die durch-
geführte Distanzbestimmung lieferte mit f  2% (2cm auf 3m) einen sehr geringen Fehler, 
ist aber verglichen mit anderen Verfahren durch den hohen Hardwareaufwand für die zu-
sätzlichen Übertragungseinheiten relativ teuer. 
2.3 Time Difference of Arrival 
Die erforderliche exakte Zeitsynchronisation des ToA-Verfahrens zwischen allen Sendern 
und allen Empfängern ist in der Praxis mit tausenden von Sensorknoten kaum realisierbar. 
Um den Synchronisationsaufwand deutlich zu verringern, kann das Time-Difference-of-
Arrival-Verfahren (TDoA) eingesetzt werden [Stu99, Gus03]. Dieses Verfahren benötigt 
lediglich zwei exakt aufeinander abgestimmte Sender. Eine Synchronisation der Empfänger 
ist nicht erforderlich. 
Beim TDoA-Verfahren senden die synchronisierten Sender B1 und B2 (Abbildung 6) 
gleichzeitig eine Nachricht aus. Ein Empfänger, z. B. Sk1, empfängt in Abhängigkeit der 
tatsächlichen Entfernungen d1 und d2 zunächst die Nachricht des näher liegenden Knotens 










Abbildung 6: Implizite Distanzbestimmung durch das Verfahren Time Difference of Arrival
(TDoA) 
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Mit Beginn des ersten Empfangs startet der Sensorknoten Sk1 eine Zeitmessung, die bei 
Empfang des zweiten Signals die Zeitdifferenz t der eingehenden Signale symbolisiert. 
Da sich die Signale in homogenen Medien mit konstanter Geschwindigkeit c gleichmäßig 
ausbreiten, ist die Wegdifferenz d proportional zur Zeitdifferenz t. 
 1 2d t c d d	 	   
  (6)
Gleichzeitig entspricht d der Differenz der wahren Wegstrecken d1 und d2, deren Beträge 
sich aus den Abstandsvektoren 1iB Sk

 (i  1;2) ergeben. Durch Dividieren der Betragsdiffe-
renz (Gleichung 6) entsteht die allgemeine Hyperbelgleichung des TDoA-Verfahrens (Glei-
chung 7). 
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Ein Sensorknoten kann sich beim TDoA-Verfahren folglich nur auf einer Hyperbel mit den 
Brennpunkten B1 und B2 befinden. Da die Hyperbel zwei Lösungskurven h(B1;B2) bzw. 
h’(B1;B2) definiert, muss bei der nachfolgenden Berechnung die korrekte Kurve selektiert 
werden. Im gezeigten Beispiel (Abbildung 6) trifft aufgrund der geringeren Entfernung 
(d1 < d2) die Nachricht des Knotens B2 vor der Nachricht des Knotens B1 ein. Somit kann 
der Sensorknoten Sk1 nur auf h(B1;B2) und nicht auf h’(B1;B2) liegen. 
Um die korrekte Position auf der Hyperbel h(B1;B2) zu detektieren, muss mindestens ein 
zweites Knotenpaar, z. B. B1 und B3, ebenfalls eine Nachricht aussenden und somit eine 













Abbildung 7: Positionsbestimmung im Schnittpunkt zweier durch das TDoA-Verfahren 
ermittelter Hyperbeln h(B1;B2) und h(B1;B3) 
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entspricht der Position des Sensorknotens Sk1 (Abbildung 7). In seltenen Fällen schneiden 
sich die Hyperbeln zweifach, sodass durch die bedingte Doppeldeutigkeit der bislang ermit-
telten Position eine dritte Hyperbelbestimmung notwendig wird. 
Das TDoA-Verfahren ermittelt somit keine exakte Distanz d. Diese liegt vielmehr implizit 
in dem sich aufspannenden Gleichungssystem (Gleichung 8) vor. 
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2.4 Symmetric Double Sided Two Way Ranging 
Die Distanzbestimmung basierend auf der Laufzeit von Signalen stellt in den bisher be-
trachteten Verfahren sehr hohe Anforderungen an die Synchronisation der Uhrzeit und die 
Taktgenauigkeit aller Kommunikationspartner. Ein typisches Sensornetzwerk besteht je-
doch eher aus einer Vielzahl ressourcenarmer Empfänger und nicht aus wenigen ressour-
censtarken Referenzknoten. Diesen Widerspruch versucht das Verfahren Symmetric Doub-
le Sided Two Way Ranging (SDS-TWR) aufzulösen. 
Ein einfacher Ansatz, die ressourcenarmen Sensorknoten hinsichtlich ihrer Synchroni-
sationsanforderungen zu entlasten, wird durch das Round-Trip-Time-Verfahren (RTT) 
ermöglicht. Bei diesem Verfahren sendet ein Sensorknoten Sk1 eine Nachricht an einen 
Zielknoten Sk2 und startet gleichzeitig eine Zeitmessung (Abbildung 8a). Der Zielknoten 
beantwortet die erhaltene Nachricht mit einer Bestätigung (engl. Acknowledgement, ACK) 
nach einer definierten Reaktionszeit tR. Bei Erhalt der Bestätigung im Sensorknoten Sk1 
wird die Zeitmessung gestoppt. Die gemessene Zeitdauer t12 setzt sich aus den Übertra-
gungszeiten tF12 und tF21, der Reaktionszeit des Empfängers tR sowie den Verzögerungs-
zeiten tCSi, hervorgerufen durch fehlende Taktsynchronisation (Clock-Skew) und Taktdrift 
(Clock-Drift), zusammen und erlaubt somit eine Distanzbestimmung unter Vernachlässi-
gung der unbekannten Verzögerungszeiten tCSi (Gleichung 9). 
 
2
Rt td c 	 
	   (9)
Der Vorteil des Verfahrens besteht in dem Verzicht auf eine Synchronisation der Uhrzeit 
zwischen den beiden Sensorknoten. RTT kann jedoch nur effizient eingesetzt werden, wenn 
die Reaktionszeit tR des Empfängers tatsächlich bekannt bzw. deterministisch ist. Dies wird 
durch automatisch erzeugte Acknowledgement-Signale unmittelbar nach der Detektion des 
Signals in der MAC-Schicht des Empfängers (ISO-Schichtenmodell der Kommunikation 
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[ISO96]) erreicht. Eine nicht-deterministische Beantwortung durch höhere Kommunikati-
onsschichten wird dadurch vermieden. 
Das Round-Trip-Time-Verfahren (RTT) hat jedoch den Nachteil, dass es sehr anfällig auf 
die Taktdrift zwischen den Kommunikationspartnern reagiert. Das Symmetric Double 
Sided Two Way Ranging (SDS-TWR) reduziert den dadurch verursachten Distanzfehler 
[Nan07]. Dazu wird die Distanzmessung doppelt durchgeführt (Abbildung 8b). In der 
ersten Messung wird die Nachricht, wie bei RTT, von Sensorknoten Sk1 an Sk2 übertragen 
und sogleich mit einem ACK bestätigt. Aus der Zeitdauer t12 bestimmt Sk1 die Distanz 
d12. Die zweite Messung wird in Sensorknoten Sk2 durch Senden einer zweiten Nachricht 
initiiert, die Sensorknoten Sk1 mit einem ACK beantwortet. Sensorknoten Sk2 ermittelt nach 
Empfang des ACK die Zeitdauer t21 sowie die Distanz d21 und übermittelt diese an Sk1. 
Das arithmetische Mittel aus den Distanzen d12 und d21 ergibt die gesuchte Distanz d. 
2.5 Hop-Count 
In einigen Sensornetzwerken ist es aufgrund von geringen Genauigkeitsanforderungen der 
Lokalisierung oft ausreichend, statt möglichst genauen Distanzen nur grobe Näherungswer-
te zu bestimmen. Diese Näherungswerte unterscheiden sich von exakten Entfernungen 
dadurch, dass sie beispielsweise skaliert und dadurch nicht mehr einheitentreu sind. Dies 
erschwert die Lokalisierung immens, da viele Algorithmen gleiche Einheiten von Koordi-
naten und Entfernungen verlangen (vgl. Kap. 3.5.3). 
In einem Multihop-Netzwerk mit vielen Teilnehmern, in dem eine direkte Verbindung 
zwischen zwei beliebigen Sensorknoten unwahrscheinlich ist, kann eine genäherte Entfer-
nung auch durch die Anzahl der notwendigen Übertragungen (Hops bzw. Hop-Anzahl, 
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Abbildung 8: Distanzbestimmung durch a) Round Trip Time (RTT)  b) Symmetric Double
Sided Two Way Ranging (SDS-TWR) 
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In einem beispielhaften Netzwerk (Abbildung 9) können sich die Referenzknoten B1 und B2 
nicht direkt erreichen, sodass Sensorknoten Sk1 eine Nachricht des Knotens B1 an B2 weiter-
leiten muss (Forwarding). Die erforderliche Anzahl der Übertragungen (Hops) beträgt 
demnach in diesem Fall h12  2, die wahre Distanz zwischen den Referenzknoten jedoch 
insgesamt de,12  40m. 
In größeren Netzwerken mit mehreren Alternativrouten wird als genäherte Distanz jeweils 
die kleinste Hopanzahl angenommen. Da sich die Sensorknoten entlang der ermittelten 
Routen i. d. R. nicht auf einer Linie befinden, existiert zusätzlich zum Skalierungsfehler 
noch ein Linearisierungsfehler in Abhängigkeit der gewählten Route. Folglich ist es nicht 
möglich, aus einer ermittelten Hop-Anzahl (h12  2) und einer bekannten Distanz 
(de,12  40m) die exakte Distanz einer zweiten Route, z. B. zwischen B1 und B3 mit h13  6 
und de,13  100m, korrekt zu berechnen. 
Um eine genäherte Distanz zu ermitteln, kann statt des Hop-Counts auch einfach eine 
Gesamtdistanz durch Addition der geschätzten Einzeldistanzen zwischen den Sensorknoten 
ermittelt werden. Dieses Verfahren wird als Sum_Dist (Summe der Distanzen) bezeichnet 
[Lan03, Bus07]. Es führt jedoch zu einer enormen Fehlerfortpflanzung von Schätz- und 
Messfehlern und löst die Probleme der Linearisierungs- und Skalierungsfehler nicht. 
Niculescu et al. stellten mit dem Algorithmus DV-Hop ein Verfahren für Sensornetzwerke 
vor, das den Skalierungsfehler reduziert und den Linearisierungsfehler durch die Kombina-
tion von Nachbarinformationen aus der Abhängigkeit der Einzelrouten löst und auf Kno-
tenebene anhebt [Nic01]. Dies wird erreicht, indem aus allen in einem Referenzknoten Bj 
bekannten Routen zu anderen Referenzknoten Bk (j  k) ein Korrekturfaktor cj aus den 
wahren Entfernungen und den ermittelten Hops errechnet wird. Dieser Korrekturfaktor 
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Abbildung 9: Bestimmung der Hop-Anzahl zwischen verschiedenen Sensorknoten eines Netz-
werkes [Nic01] 
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Somit existiert für alle Referenzknoten Bj eines Systems ein Korrekturfaktor cj (Tabelle 1a). 
Er wird in dem Distanzvektor (Distance Vector, DV), bestehend aus den Positionsinforma-
tionen des Referenzknotens und der Hop-Anzahl, im Netzwerk durch kontrolliertes Fluten 
(Controlled Flooding) verteilt. Die Sensorknoten korrigieren ihre ermittelten Hop-Anzahlen 
mit dem Korrekturfaktor des ihnen am nächsten liegenden Referenzknotens.  
 ij ij jd h c   (11)
Für den Sensorknoten Sk5 aus Abbildung 9 beträgt der Korrekturfaktor aufgrund der Nähe 
zu B1 somit c5  17,50m (Tabelle 1b). 
Tabelle 1: a) Korrekturfaktor ci der Referenzknoten B1..B3 für die gegebene Beispiel-
konfiguration (vgl. Abbildung 9)  b) Distanzbestimmung des Sensorknotens Sk5 (c5 = 17,5m, 
wc5 = 16,23m) 
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  B1 1 17,5m 16,23m 












  B2 2 35,0m 32,46m 












  B3 5 87,5m 81,15m 
       
Die unbegründete Selektion des ersten Referenzknotens zur lokalen Berechnung des Kor-
rekturfaktors auf einem Sensorknoten Ski führt zu einem unbegründeten Informations-
verzicht. Huang et al. schlugen deshalb eine gewichtete Berechnung (Weighted Distance 
Vector, WDV-Hop) aller empfangenen Korrekturfaktoren cj der Referenzknoten vor 
[Hua06]. Gemäß Gleichung 12 beträgt die gewichtete, durchschnittliche Hop-Distanz des 
Knotens Sk5 daher lediglich wc5  (17,50m·1+16,42m·2+15,90m·5) / (1+2+5)  16,23m 
gegenüber c5  17,5m des DV-Hop-Verfahrens (vgl. Abbildung 9). 




















Die Hop-Anzahl als Distanznäherung bildet eine geeignete Voraussetzung zur Berechnung 
von Startwerten von iterativen Verfahren, wie z. B. des Hop-Terrain-Algorithmus [Sava02]. 
Das Verfahren berechnet in seiner 1. Phase aus der Hop-Anzahl multipliziert mit der durch-
schnittlichen Hop-Distanz die Entfernung (Extended Range) zum außerhalb der eigenen 
Übertragungsreichweite liegenden Referenzknoten. Liegen insgesamt drei Distanzen vor, 
kann eine Initialposition des Knotens durch Trilateration ermittelt werden. In der zweiten 
Phase des Verfahrens werden die Initialpositionen in mehreren Iterationen verfeinert. 
Eine Distanzschätzung basierend auf Hop-Anzahl zwischen Sensorknoten ist als Voraus-
setzung für eine Positionsschätzung durchaus ausreichend. Das Verfahren offenbart seine 
Schwächen jedoch in Umgebungen mit vielen Hindernissen, da dort die Distanzen zu ver-
deckten Sensorknoten massiv verfälscht werden. Eine weitere Schwäche des Verfahrens 
zeigt sich in der mit steigendem Hop-Count abnehmenden Konnektivität [Tur06], d. h. die 
Ermittlung der Hop-Counts zu weiter entfernten Referenzknoten wird unwahrscheinlicher. 
2.6 Lighthouse Localization System 
Das Lighthouse Localization System wurde von Römer vorgestellt [Röm05]. Es basiert auf 
rotierenden Lichtquellen konstanter Winkelgeschwindigkeit, die parallele Lichtstrahlen der 
Gesamtbreite b ausstrahlen. Die Umlaufzeit einer Lichtquelle dauert tTurn. 
Die Distanzermittlung erfolgt durch Zeitmessung des direkten Lichtempfangs (Line of 
Sight) in einem Sensorknoten Ski. Abbildung 10a zeigt für den Sensorknoten Sk1 beispiel-
haft, wie das Licht zum Zeitpunkt t  0 erstmalig empfangen werden kann. Durch die fort-
schreitende Drehung der Lichtquelle empfängt Sk1 bis zum Zeitpunkt tBeam,1 (gestrichelter 
Rahmen) das Licht. Danach kann Sk1 das Licht bis zur nächsten Drehung der Lichtquelle 
nicht mehr empfangen. 
Da die Dauer des Lichtempfangs t  t0-tBeam,1 mit der Entfernung des Empfängers zum 
Sender sinkt, muss auch der Winkel i mit zunehmender Distanz di kleiner werden 
(Abbildung 10b). Er berechnet sich aus dem Verhältnis der gemessenen Zeit tBeam,i zur 
Umlaufzeit tTurn mit anschließender Umrechnung ins Bogenmaß [Sto06]. 
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Die Berechnung der Distanz di basiert auf trigonometrischen Funktionen. Die Winkelbezie-
hungen des rechtwinkligen Dreiecks definieren, dass der Sinus des halben Winkels i/2 
dem Verhältnis aus der halben Breite des Strahlenbündels b / 2 und der Distanz zwischen 
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Durch Einsetzen der Gleichung 13 in Gleichung 14 und Umformen nach di entsteht die 















Der Einsatz einer unterbrechungsfreien Lichtemission der Breite b ist technisch jedoch 
kaum realisierbar bzw. unwirtschaftlich. Römer schlägt daher vor, statt eines parallelen 
Lichtbündels zwei parallele Strahlen (virtuelle Beams) mit entsprechender Kennzeichnung 
zu verwenden. 
Das vorgestellte Verfahren zeichnet sich vor allem durch die geringe Komplexität für Be-
rechnung und Kommunikationsaufwand aus. Im Idealfall kann mit drei in einer Ebene lie-
genden rotierenden Lichtquellen jeder Sensorknoten drei Distanzen zu Referenzknoten er-
mitteln. Eine Anwendung im Raum ist ebenso denkbar, wenn mehrere zueinander versetzt 
arbeitenden Lichtquellen eingesetzt werden. Ein weiterer Vorteil des Verfahrens besteht in 
der sehr hohen Distanzgenauigkeit, die keinerlei Abhängigkeiten vom Winkel i zeigt (vgl. 



















Abbildung 10: Lighthouse Localization System [Röm03] a) Winkelbestimmung durch Zeit-
messung  b) Distanzberechnung aus Winkeln 
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2.7 Implizite Distanzermittlung 
Viele Lokalisierungsverfahren erfordern zur Positionsermittlung die Kenntnis dreier ge-
messener Distanzen zu bekannten Referenzknoten (Abbildung 11). Für die mathematisch 
exakte Lokalisierung ist kennzeichnend, dass sich ein Knoten Sk1(x;y) genau im Schnitt-
punkt dreier Kreise mit den Radien di (0 < i  3) der drei bekannten Referenzknoten Bi(x;y) 
befindet. In diesem Fall kann die Position des Sensorknotens eindeutig bestimmt werden 
(vgl. Kap. 3.5.2). 
In Sensornetzwerken kann es aufgrund der zufälligen Verteilung der Sensorknoten vor-
kommen, dass weniger als drei Referenzknoten Bi (0 < i < 3) in Reichweite sind, sodass 
nicht genügend Distanzwerte direkt bestimmt werden können und die Lokalisierung mehr-
deutig wird. Abbildung 12 zeigt beispielhaft eine Konfiguration für die Sensorknoten Sk1 
und Sk2, die beide lediglich die Referenzknoten B1 und B2 kennen. 
Die Nachbarschaftsbeziehungen N ergeben sich somit wie folgt: Sk1N(B1)N(B2), 
Sk2N(B1)N(B2), B1N(Sk1)N(Sk2) und B2N(Sk1)N(Sk2). Die anschließende Lokali-
sierung ist daher nicht eindeutig. Sie besitzt für beide Knoten Sk1 und Sk2 zwei Lösungen, 
nämlich exakt die Schnittpunkte der gestrichelten Kreise, die sich durch die ermittelten 
Distanzen ergeben. Die Symmetrieachse g12, die durch Beacons B1 und B2 verläuft, teilt die 
Ebene in zwei Halbebenen {E|E  Sk1,B1,B2|E  Sk2} und {E|E  Sk2,B1,B2|E  Sk1}. 
Barbeau et al. stellten für diese Konstellation den Algorithmus 3/2 NA (the three/two 
neighbor algorithm) vor [Bar04], der die Zweideutigkeit durch implizite Berechnung einer 








Kreise um Bi(x;y) mit Radius di
auf dem Sk1(x;y) liegt
Referenzknoten Bi(x;y) mit 
bekannter Position
Knoten mit unbekannter 
Position Sk1(x;y)
Abbildung 11: Positionsbestimmung des Knotens Sk1(x;y) bei Kenntnis von drei gemessenen
Distanzen di zu drei gegebenen Referenzknoten Bi(xi;yi) (1  i  3) 
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Angenommen, es kommt ein zusätzlicher Knoten B3 hinzu, der seine Position ebenfalls 
kennt (Abbildung 13). Er sei in Reichweite von Sk1  Sk1N(B1)N(B2)N(B3). Knoten 
Sk1 hat somit Verbindung zu drei Nachbarknoten B1..B3 und kennt die Distanzen d1..d3 zu 
diesen Knoten. Er kann seine Position folglich eindeutig bestimmen. Für Knoten Sk2 erge-
ben sich zwei mögliche Fälle. Im trivialen Fall Sk2N(B1)N(B2)N(B3) kann die Position 
ebenfalls eindeutig berechnet werden. 
Ist Sk2 jedoch nicht im Empfangsbereich von B3, gilt folglich Sk2N(B1)N(B2)\N(B3), 
d. h. die Lösung ist weiterhin zweideutig. Wenn für Sk2 der Nachweis gelingt, dass es in der 
gegenüberliegenden Halbebene zu Sk1 liegt, kann Sk2 ebenfalls seine Position korrekt 
bestimmen, denn in diesem Fall kann die Lösung nicht die Position von Sk1 sein. Dazu wird 
über den Referenzpunkt B3 neben der Position nur noch die Zuordnung zu einer der Halb-









Kreise um Bi(x;y) mit 
Radius di auf dem Sk1(x;y) 
und Sk2(x;y) liegen
Referenzknoten Bi(x;y) mit 
bekannter Position
Knoten mit unbekannter 
Position Ski(x;y)
Sk1(x;y)
Abbildung 12: Zweideutige Positionsbestimmung der Knoten Sk1 und Sk2 bei Empfang von 














Kreise um Bi(x;y) mit Radius 
di auf dem Sk1(x;y) und 
Sk2(x;y) liegen
Knoten mit unbekannter 
Position Ski(x;y)
Abbildung 13: Eindeutige Lokalisierung der Knoten Sk1 und Sk2 bei Kenntnis eines dritten 
Referenzknotens B3  N(Sk1), B3  N(Sk2) 
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Kann durch eine geeignete Methode die Bedingung B3(N(B1)N(B2))(N(Sk1)N(Sk2)) 
nachgewiesen werden, ist die Ermittlung der Halbebene, in der B3 liegt, ebenfalls möglich. 
Im gezeigten Beispiel reduziert sich die Bedingung zu B3N(B1)N(Sk1)  B3,Sk1E  
Sk2E. Bei Anwendung eines idealen Ausbreitungsmodells (Free Space Propagation Mo-
del, vgl. Kap. 2.9) kann durch einfache Geometrie nachgewiesen werden, dass B3E, wenn 
für die verwendete Übertragungsreichweite tr (engl. transmission range) die Bedingung 
d(Sk1;B3)  tr < d(Sk2;B3) gilt. Der Vergleich über die Übertragungsreichweite stellt die Ver-
bindung zwischen einem beliebigen Referenzpunkt B3N(B1)N(B2) und den Knoten Sk1 
und Sk2 her. Zur Ermittlung der eindeutigen Position haben Barbeau et al. folgenden Algo-
rithmus vorgeschlagen: 
Algorithmus 1: 3/2 NA-Algorithmus zur Berechnung der Position bei scheinbar vorliegender
Zweideutigkeit der Eingangsdaten 
 
1. Warte auf Nachrichten von Nachbarknoten 
a. Merke Position Bi 
b. Bestimme Distanz di 
2. Positionsbestimmung 
a. Bestimme durch ein geeignetes Verfahren die Position des Sensorknotens Sk1 aus drei be-
kannten Referenzknoten. 
b. Übertrage Position an Nachbarn. 
3. Wenn nach festgelegtem Zeitablauf nur zwei Referenzknoten, z. B. B1 und B2, bekannt sind, dann 
a. Bestimme durch ein geeignetes Verfahren die zweideutigen Positionen Sk1 und Sk2 aus die-
sen beiden Referenzknoten. 
b. Stelle Anfrage an B1 und B2, um Koordinaten ihrer positionierten Nachbarn zu erhalten. 
c. Wenn N(B1)N(B2)0 gilt, dann nehme ein B3N(B1)N(B2) und berechne die Distanz 
d(B3;Sk1) und d(B3;Sk2). 
d. Wenn d(B3; Sk1) < tr, dann ist Sk1 die korrekte Lösung, anderenfalls Sk2. 
 
 
2.8 Neighborhood Intersection 
Buschmann et al. stellten mit dem Neighborhood Intersection Distance Estimation Scheme 
(NIDES) ein Distanzermittlungsverfahren vor, das auf dem Austausch von Nachbarschafts-
informationen basiert [Bus06]. Es verzichtet dabei auf explizite Messungen und benötigt 
keine aufwändige Synchronisation zwischen den Sensorknoten, setzt jedoch gleichverteilte 
Sensorknoten und symmetrische Verbindungen voraus. 
Abbildung 14 veranschaulicht die Bestimmung der Distanz d zwischen den Sensorknoten 
SkA und SkB an einem Beispiel. Die Hälfte der gesuchten Distanz d entspricht dabei der 
Übertragungsreichweite tr abzüglich einer Länge l. Diese Größe l beschreibt die halbe 
Breite der Überlappungsfläche A. 
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 2( )d tr l 
  (16)
Zur Ermittlung der Fläche A übertragen beide Sensorknoten eine Nachricht, die unter idea-
len Bedingungen (vgl. Kap. 2.12) im Abstand tr der Sender empfangen werden können. Es 
bildet sich aus den Übertragungsbereichen eine Schnittfläche A (gestrichelt eingerahmte 
Fläche), deren nA eingeschlossene Sensorknoten Ski (1  i  nA) gemeinsame Nachbarknoten 
beider Sensorknoten SkA und SkB sind. 
Durch die vorausgesetzte Gleichverteilung der Sensorknoten ist die durchschnittliche An-
zahl n  der im Übertragungsbereich ATR  tr
2 eines sendenden Knotens liegenden Nach-











Die Schnittfläche A besteht aus vier gleich großen Teilflächen A´. Gleichung 17 kann somit 








Bei bekannter Teilfläche A’ können die Länge l des Kreisbogens (Gleichung 19) und somit 














Abbildung 14: Neighborhood Intersection Distance Estimation Schema (nach [Bus06]) 
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Die mit NIDES erreichte Distanzgenauigkeit schwankt zwischen 0,25tr und 0,1tr. Der 
Distanzfehler sinkt sogar mit zunehmender Sensorknotendichte leicht. Das Verfahren be-
sticht zudem durch seinen geringen Berechnungsaufwand, vorausgesetzt Gleichung 19 wird 
entsprechend approximiert. 
2.9 Received Signal Strength 
Die Übertragung von Signalen per Funk ist mit der Übertragung von elektrischer Energie 
vom Sender in sein unmittelbares Umfeld verbunden. Alle Knoten in diesem Umfeld kön-
nen das Signal empfangen, bis sich das Signal durch die Dämpfung innerhalb des Mediums 
hinreichend abgeschwächt hat. 
Die beim Empfänger aufgenommene Energie ist abhängig von der Entfernung zum Sender, 
den räumlichen Gegebenheiten und weiteren Faktoren wie der Homogenität des Übertra-
gungsmediums, möglichen Interferenzen und Reflexionen, Beugungen an Ecken und Kan-
ten, der Form und Lage der Antennen, der Richtcharakteristik etc. 
Eine weit verbreitete Methode, eine Distanz in einem Netzwerk zu messen, nutzt die Ab-
schwächung eines Signals mit der Entfernung zum Sender aus. Sie basiert auf dem Free 
Space Propagation Model (FSPM). Es gilt unter folgenden Bedingungen: 
" kreisrunde Abstrahlcharakteristik des Signals, 
" Übertragungsmedium Vakuum, 
" homogener Raum, 
" keine Beugung, 
" keine Reflexionen und 
" keine Hindernisse. 
Friis hat für dieses ideale Modell die Friis’sche Transmissionsgleichung (Gleichung 20) zur 
Berechnung der Empfangsleistung PRX veröffentlicht [Fri46]. Die Empfangsleistung ist 
direkt proportional zur Sendeleistung PTX, den Antennengewinnen GRX und GTX. Zusätzlich 
beeinflussen Übergangswiderstände, Filterverluste, Materialabweichungen und andere 
Hardwareeinflüsse die Höhe der Empfangsleistung PRX. Diese Vielzahl von Fehlern eines 
Systems wird in der Konstanten L zusammengefasst. 
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 PRX : Sendeleistung [W] 
 PTX : Empfangsleistung [W] 
 GRX : Gewinn Sender 
 GTX : Gewinn Empfänger 
 L : Systemverluste 
 0 : Wellenlänge [m] 
 d : Entfernung [m] 
(20)
Anhand der Gleichung 20 ist weiterhin ersichtlich, dass sowohl die Wellenlänge 0 als auch 
die Distanz d die Empfangsleistung quadratisch beeinflussen. Somit fällt die Empfangsleis-
tung PRX mit 20dB/Dekade [Rap02]. Bei gegebener Empfangsleistung kann durch Umfor-















Die Dämpfung des Signals in Abhängigkeit der Entfernung d wird auch als Path-Loss PL 
bezeichnet und im logarithmischen Leistungsmaß angegeben. Der Path-Loss des Signals 
darf am Empfänger nicht größer als die maximale Empfangsempfindlichkeit PLmax (Recei-
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Die Friis’sche Gleichung 20 ist lediglich eine Näherung für die Empfangsleistung PRX, 
wenn sich der Empfänger im Fernfeld des Senders befindet und die Distanz zum Sender d 
größer als die Fraunhofer Distanz df ist. Sie berechnet sich aus der größten physikalischen 












Die Empfangsleistung PRX kann auch relativ zu einer bekannten Referenzdistanz d0 (d0 > df) 
ausgedrückt werden. Dies ist besonders von Vorteil, wenn 
" die Antennengewinne GTX und GRX, 
" die Systemverluste L oder 
" die exakte Wellenlänge 0 
unbekannt sind. In diesem Fall eliminiert die Verhältnisgleichung aus Gleichung 20 






( ) ( )RX RX





0fd d d% &  (24)




















Die Messung der Empfangsleistung ist in IEEE 802.11 standardisiert [IEEE99], jedoch 
keinesfalls trivial [Bar02]. In der Regel wird die Empfangsleistung als Indikator (Received 
Signal Strength Indicator, RSSI) angegeben. Der ermittelte Messwert darf in einem Werte-
bereich zwischen 0..255 liegen. In der Praxis schwankt die Bandbreite dieses Werteberei-
ches jedoch und ist abhängig von der Implementierung sowie der eingesetzten Hardware. 
Oft beträgt die Auflösung eines RSSI nur wenige Bit und ist zumeist nichtlinear. Folglich 
muss für jede Konfiguration eine Kalibrierung und Linearisierung erfolgen, sofern eine 
aussagekräftige Distanz bestimmt werden soll.  
Die RSSI-Messung soll am RF-Transceiver des CC1010 der Firma Chipcon beispielhaft 
demonstriert werden [Chi03]. Das eingehende Signal wird an der Antenne empfangen und 
liegt mit der Leistung PRX an Pin RF_IN an (Abbildung 15). Nach dem Empfang erfolgt 
eine Verstärkung im LNA (Low Noise Verstärker) und eine Frequenzwandlung im Mixer. 
In der nachfolgenden IF-Stufe (Intermediate Frequency) wird das Signal erneut verstärkt 
und anschließend gefiltert. 


















Abbildung 15: Vereinfachtes Blockschaltbild des RF-Transceivers CC1010 [Chi03] 
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Nach der IF-Stufe liegt an AD2 (RSSI/IF) des Mikrocontrollers CC1010 ein zum ursprüng-
lichen Empfangssignal umgekehrt proportionaler Strom an. Der Strom wird über einem 
Widerstand in die Spannung URSSI gewandelt und im A/D-Wandler des CC1010 digitalisiert 
(Abbildung 16a). Die Übertragungsfunktion zwischen URSSI und PRX [dBm] ist nahezu 
linear und kann durch die lineare Regression PRX   46,9·URSSI  53,9 genähert werden 
(siehe Abbildung 16b). 
Die Konfigurationsregister (Special Function Register, SFR) ADDATH und ADDHTL des 
Mikrocontrollers CC1010 enthalten nach der A/D-Wandlung die Spannungswerte bezogen 
auf die Betriebsspannung (VDD  3,3V) in Zweierkomplementdarstellung (RSSI_read). 
Nach der Konvertierung des Wertes durch die Vorschrift „Wenn RSSI_read  128, dann 
RSSI_dec  RSSI_read  256, sonst RSSI_dec  RSSI_read“ kann die Empfangsleistung PRX  
direkt extrahiert werden. 
Ausgehend von den theoretischen Erwartungen wurden mehrfach Messreihen zur Emp-
fangsleistung im Freifeld durchgeführt. In Abbildung 17 ist exemplarisch die Messung 
unter nahezu idealen Bedingungen (absolut freies Gelände) dargestellt. Trotz dieser sehr 
guten Umgebungsbedingungen hatten die ermittelten Varianzen der verschiedenen Mess-
reihen teilweise sehr hohe Werte, die eine Distanzermittlung durch Einzelmessungen unrea-
listisch erscheinen lassen. 
Die hohe Varianz und die damit kaum nutzbaren Distanzwerte liegen jedoch vielfach in der 
nicht-optimierten Technologie des CC1010 begründet [Sri06]. 
Besonders auffällig im Vergleich der gemessenen Empfangsleistung ist die Diskrepanz zur 
theoretisch erwarteten Leistung. Folglich existieren neben dem Übertragungsmedium wei-




























Abbildung 16: a) Messschaltung zur Ermittlung der RSS-Spannung  b) Typischer Verlauf der 
RSS-Spannung des CC1010 bei 868 MHz in Abhängigkeit der Empfangsleistung (unter La-
borbedingungen) [Chi03] 
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Der Fehler der RSSI-Bestimmung setzt sich aus einer Vielzahl möglicher Einzelfehler einer 
Übertragungskette zusammen. Abbildung 18 zeigt beispielhaft die Übertragungsglieder 
eines typischen Sensorknotens (CC1010). Die Praxis zeigt (Abbildung 17), dass die letzt-
endlich deutliche Abweichung der gemessenen Empfangsleistung zur theoretisch erwarte-
ten Empfangsleistung nicht nur durch die Funkübertragung (Antenne  Medi-
um  Antenne) verursacht wird, sondern auch durch andere Übertragungsglieder. 
Für eine möglichst genaue Distanzschätzung auf Basis des RSSI ist daher die Kenntnis der 
anderen Übertragungsglieder inklusive ihrer Abweichungen erforderlich. In der Praxis 
jedoch finden sich in den Datenblättern der Mikrocontroller-Hersteller kaum Angaben zu 
Übertragungsfunktionen einzelner Komponenten. Die Gründe liegen in der fehlenden 
Nachfrage nach solchen Informationen und dem relativ hohen Aufwand zur Ermittlung 
dieser Kennlinien. Erschwerend kommt hinzu, dass die Angabe der Funktionen ebenfalls 
einer nichtgewollten Freigabe technischer Details gleichkommt. 
Zudem gibt es aber auch Übertragungsglieder, deren Funktion stark von den Umgebungs-
bedingungen, z. B. Stabilität der Spannungsversorgung und Taktdrift, Eigenschaften des 
Übertragungsmediums, abhängig ist. Es ist somit notwendig, eine Korrektur der Mess-
ergebnisse vorzunehmen. Eine Möglichkeit kann eine einmalige Kalibrierung beim Start 

































Abbildung 17: Empfangsleistung PRX im Vergleich (Theorie vs. Praxis). Die Messung erfolgte
zwischen zwei CC1010 Transceivern der Firma Chipcon am Strand von Rostock-
Warnemünde. 
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2.10 Minimale Übertragungsleistung 
Die Distanzbestimmung auf Basis der Empfangsleistung eines Signals benötigt eine ge-
eignete Beschaltung am A/D-Wandler des Mikrocontrollers (Abbildung 16a). Fehlt jedoch 
diese Schaltung, besitzt der Mikrocontroller keinen A/D-Wandler oder mangelt es aufgrund 
einer Hardwareabstraktionsschicht an dem nötigen Zugriff auf die Hardware, kann die 




















• Inhomogenität des Mediums














Abbildung 18: Übertragungsglieder eines Sensorknotens bei der Nachrichtenübermittlung 
per Funk 
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eine Konfiguration der Sendeleistung PTX (auch Übertragungsleistung) ermöglichen, kann 
das Prinzip der Messung einer Empfangsleistung indirekt angewendet werden. 
In einem idealen System mit isotropen Antennen können die Antennengewinne mit GTX  1 
und GRX  1 sowie die Systemverluste L  1 vernachlässigt werden. Somit vereinfacht sich 











Abbildung 19 veranschaulicht die Dämpfung des Signals (Path Loss) in Abhängigkeit der 
Distanz bei verschiedenen Trägerfrequenzen in dem vorgenannten idealen System. Die 
minimale Dämpfung (Minimal Coupling Loss, MCL) der betrachteten Frequenzen variiert 
zwischen 26dB und 44dB (PL  18dB). Diese Path-Loss-Differenz ist für alle betrachteten 
Distanzen konstant. Folglich steigt die benötigte Empfangsempfindlichkeit zur Übertragung 
einer Nachricht bis zur Distanz d mit der verwendeten Frequenz. Somit steigt auch die 
benötigte Sendeleistung PTX mit der verwendeten Trägerfrequenz. 
Die weit verbreiteten Sensorknoten der Firma Scatterweb, auch als Embedded Sensor 
Boards (ESB) bezeichnet, nutzen das lizenzfreie 868-MHz-Band zur Übertragung von 
0 1 2 3
433 MHz CC1010
868 MHz CC1010, ESB
915 MHz CC1010
2,4 GHz Bluetooth, WLAN
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Abbildung 19: Path-Loss (PL) eines Signals in Abhängigkeit der Distanz zwischen Sender und
Empfänger bei verschiedenen Trägerfrequenzen 
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Nachrichten [Sch04]. Diese Sensorknoten kennzeichnet eine maximale Empfangssensi-
tivität der Receiver von PLmax  80,75dB [Dei06]. Sie können daher eine maximale Über-
tragungsreichweite von dmax  297m erreichen (Abbildung 19). Für weiter entfernte Sensor-








Bei bekannter maximaler Sendeleistung PTX,max kann die minimale Empfangsleistung 
PRX,min, die für den korrekten Empfang eines Signals benötigt wird, durch Umstellen der 
Gleichung 22 ermittelt werden (Gleichung 28). Für die ESB-Sensorknoten beträgt bei einer 
maximalen Sendeleistung PTX,max  0,75mW die minimale Empfangsleistung nach 297m ca. 
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Die gemessene Empfangsleistung eines Signals kann, wie in Kap. 2.9 beschrieben, zur Be-
rechnung einer Entfernung zum Sender benutzt werden (Abbildung 20a). Charakteristisch 
für dieses Verfahren ist, dass i. d. R. eine Nachricht mit maximaler Sendeleistung PTX,max 
übertragen wird, um möglichst viele Sensorknoten im Umkreis 0 < d  dmax zu erreichen. In 
Reichweite befindliche Sensorknoten können durch Ablesen des zur gemessenen Em-











Messen der Empfangsleistung 
PRX entlang der Kurve
Messen der minimal benötigten Sende-






Abbildung 20: Entfernungsermittlung zwischen Sender und Empfänger einer Nachricht
durch a) Messen der Empfangsfeldstärke (RSSI)  b) Minimale Übertragungsleistung PTX,min
(MTP) 
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Sender bestimmen. Sensorknoten in größeren Entfernungen d > dmax zum Sender können 
das Signal aufgrund der zu hohen Dämpfung PLmax und der demnach unterschrittenen 
minimalen Empfangsleistung PRX,min nicht empfangen. 
Ein neuer Ansatz zur Bestimmung der Distanz zwischen Sender und Empfänger besteht im 
Detektieren der minimal notwendigen Sendeleistung PTX,min (Minimal Transmission Power, 
MTP), bei der ein ausgesendetes Signal empfangen werden kann [Blu06a]. Bei gegebener 




















Im Gegensatz zur RSS-Methode, bei der die Empfangsleistung und die Distanz auf der 
Leistungskurve liegen, skaliert das MTP-Verfahren die Leistungskurve und verschiebt 
somit den Schnittpunkt der minimalen Empfangsleistung in Abhängigkeit der Distanz wie 
Abbildung 20b veranschaulicht [Blu06b]. 
Der Ansatz der Distanzermittlung besteht darin, eine Nachricht mit zunehmender Sende-
leistung PTX,i beginnend mit PTX,min mehrfach in das Übertragungsmedium zu senden 
({PTX : PTX,min < PTX(SW) < PTX,max}) und den eingestellten Registerwert der Sendeleistung 
SWTX,i im Transceiver jeweils in der zu übertragenden Nachricht zu kodieren. 
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(30)
Die in Übertragungsreichweite des Senders befindlichen Empfänger einer Nachricht spei-
chern den jeweils kleinsten Sendewert SWTX,min. Dieser minimale Sendewert SWTX,min stellt 
somit einen Schwellwert dar, bei dem eine der insgesamt imax Nachrichten eines Senders am 
Empfänger erstmalig empfangen werden PRX,i  PRX,min. 
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Aus diesem Schwellwert SWTX,min kann die Distanz d zwischen Sender und Empfänger 
berechnet werden, da er die maximal erreichbare Distanz der eingestellten minimalen Sen-
deleistung bestimmt. Die detektierte Empfangsleistung entspricht in dieser Entfernung der 
minimal detektierbaren Leistung PRX,min (Gleichung 28), die sich aus der maximalen Emp-
fangsempfindlichkeit PLmax ergibt (vgl. Abbildung 19). 




















Da der Zusammenhang zwischen dem Registerwert SWTX und der Sendeleistung PTX  
i. d. R. unbekannt ist und nicht in den Datenblättern der Mikrocontroller bzw. Sensor-
knotenhersteller ausgewiesen ist, muss er empirisch ermittelt werden. Abbildung 21 veran-
schaulicht eine beispielhafte Messung des minimalen Registerwertes SWTX in Abhängigkeit 
der Distanz mit den Embedded Sensor Boards (ESB). 
Die dargestellten minimalen Registerwerte wurden pro Distanz zum sendenden Knoten aus 
dem Mittelwert der 40 durchgeführten Einzelmessungen bestimmt. Für jeden Mittelwert 
wurde zusätzlich die Standardabweichung 	SW bestimmt. 
Die aufgenommene Messreihe hat eine im Vergleich zu Messungen der Empfangsleistung 
überraschend hohe Auflösung gerade im Nahbereich und eine sehr geringe Standard-
abweichung der Einzelmessung (vgl. Abbildung 17). Die Distanzermittlung ist zwar bei 
einer Einzelmessung immer noch zu ungenau, jedoch kann durch Mehrfachmessung und 
geeignete Aggregation der ermittelten Registerwerte eine statistisch höhere Sicherheit er-
reicht werden (vgl. Kap. 6.4). 
Die Linearisierung der gezeigten Messreihe aus Abbildung 21 konnte durch Quadrierung 
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Abbildung 21: Minimaler Registerwert SWTX des ESB-Transceivers zur Konfiguration der 
minimalen Sendeleistung PTX,min in Abhängigkeit der Distanz d zwischen zwei Sensorknoten
bei 40 Messungen pro Distanz im Labor 
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Regression und die Berechnung der Quadratwurzel konnte der Zusammenhang aus Regis-
terwert und Distanz für diese Konfiguration ermittelt werden. 
  1,3TXSW d   
 
(33)
Folglich kann auch der in Gleichung 30 formal beschriebene Zusammenhang für die mini-
male Sendeleistung PTX,min durch Einsetzen der nach d umgeformten Gleichung 33 in Glei-

























Somit gilt für die verwendeten Sensorknoten (ESB) in der untersuchten Umgebung folgen-
der Zusammenhang: 
  
4~TX TXP SW   
 
(35)
Die Distanzbestimmung anhand der minimalen Sendeleistung PTX,min ist ein probates Mittel, 
um Entfernungen zwischen zwei Sensorknoten in Systemen zu bestimmen, die keine bzw. 
sehr ungenaue Messeinrichtungen zur Empfangsleistungsbestimmung besitzen. Die vorge-
stellte Methode zeichnet sich vor allem durch ihre geringe Standardabweichung aus. Diese 
resultiert aus dem geringen Einfluss von Interferenzen und Reflexionen, da jeweils nur die 
Leistungswerte der kürzesten Strecke (direkte Verbindung) für die Distanzermittlung be-
nutzt werden. Im Vergleich zur RSSI-Bestimmung werden zudem alle Fehlerquellen der 
Mess- und Quantisierungsstufen vermieden (Abbildung 18). 
Das erforderliche Senden mehrerer Nachrichten mit unterschiedlichen Übertragungsleis-
tungen erhöht jedoch im Vergleich zur RSSI-Bestimmung den Energieverbrauch und die 
Anzahl der Übertragungen und somit auch die Kanalauslastung maßgeblich. Das MTP-Ver-
fahren ist folglich besonders für Systeme geeignet, in denen die RSSI-Bestimmung unge-
nau bzw. nicht möglich ist und ausreichend Energie zur Verfügung steht. 
2.11 Link Quality 
Ein weiteres Distanzermittlungsverfahren basiert auf dem Link Quality Indicator (LQI). Im 
Gegensatz zur reinen Empfangsstärkemessung als Voraussetzung der RSSI-Bestimmung, 
wird bei der Ermittlung der Link Quality noch auf weitere Eigenschaften der Verbindung 
zwischen zwei Kommunikationspartner eingegangen, z. B. 
2.11  Link Quality 35 
 
" die gemessene Empfangsstärke 
" die tatsächliche Datenrate vs. mögliche Datenrate 
" erkannte Paketverluste 
" erfolgte Übertragungswiederholungen 
" Signal-Rausch-Verhältnis 
Bei der Kombination der einzelnen Eigenschaften ist dem Hersteller gemäß der Standardi-
sierung nach IEEE 802.15.4 [IEEE06] freigestellt, welche der folgenden Kennwerte einer 
Übertragung in die LQI-Berechnung miteinfließen. Wörtlich heißt es dort: „The LQI meas-
urement is a characterization of the strength and/or quality of a received packet. The meas-
urement may be implemented using receiver ED1, a signal-to-noise ratio estimation, or a 
combination of these methods. The use of the LQI result by the network or application 
layers is not specified in this standard.“ Da die Kalkulation nicht definiert ist und daher auf 
inkonsistenten Methoden der Hersteller beruht, ist eine allgemeingültige und qualifizierte 
Aussage zur Abgrenzung der Link Quality gegenüber anderen Distanzermittlungsverfahren 
nicht möglich. Ebenso ist ein Vergleich zwischen den LQI-Werten verschiedener Plattfor-
men wenig sinnvoll. 
In homogenen Netzwerken mit identischen Transceivern besteht bei ausreichender Doku-
mentation durchaus die Möglichkeit, den LQI zur Distanzschätzung zu benutzen. In Zig-
bee-basierten Systemen [ZA05] der Firma Chipcon/Texas Instruments existiert mit dem 
CC2420 ein leistungsstarker Transceiver, der auch den LQI bereitstellt. Hinsichtlich der 
Berechnungsgrundlage ist die Dokumentation jedoch zweideutig. Einerseits wird der LQI 
aus dem Durchschnitt der ersten 8 korrelierten Symbole nach dem Start_of_Frame (SFD) 
der Nachricht gebildet  andererseits aus dem „Length Field“ und der „PHY Service Data 
Unit“ des physikalischen Frames [TI07]. 
Eine empirische Messung der Link Quality mit dem Zigbee-Development Kit CC2420 der 
Firma Texas Instruments (vormals Chipcon) zeigte einen nahezu idealen, kontinuierlich 
abfallenden Graphen zwischen LQI und Distanz. Die Messungen erfolgten zwischen einem 
an einen PC angeschlossenen Koordinator und vier verschiedenen beweglichen Routern auf 
freiem Feld in einer Höhe h  20cm ohne weitere Hindernisse. Besonders bemerkenswert ist 
gegenüber den RSSI- und MTP-Verfahren die sehr geringe Varianz des LQI. Das Messer-
gebnis wird durch die Ausreißer bei einer Distanz d  7m getrübt, die sich hauptsächlich 
durch Reflexionen am Boden erklären [Lin96]. 
                                                 
1 ED: engl. Energy Detection, Ermittlung der Empfangsleistung 































Abbildung 22: Verbindungsqualität (Link Quality) vier verschiedener Zigbee-Sensorknoten
(CC2420) der Firma Texas Instruments (TI) 
2.12 Distanzgenauigkeit 
In Anwendungszenarien unter idealen Bedingungen (umgebendes Vakuum, keine Hinder-
nisse bzw. Störsender usw.) zwischen zwei mit idealen isotropen Antennen ausgestatteten 
Kommunikationspartnern ist das Free Space Propagation Model (FSPM) basierend auf der 
Friis’schen Gleichung (vgl. Kap. 2.9) ein geeignetes Modell zur Ermittlung der Entfernung 
zwischen Sender und Empfänger [Rap02]. In realistischen Einsätzen mit diversen Umwelt-
einflüssen wie inhomogenen Übertragungsmedien, Hindernissen, Reflexionen und Beu-
gungen verändert sich die Abstrahlcharakteristik einer Antenne deutlich. Sie bildet Haupt- 
und Nebenkeulen (Abbildung 23), deren Eigenschaften von diversen Konstruktions-
parametern, Lage, Drehung und weiteren Umwelteinflüssen abhängig sind [Bal97, Zho04]. 
Für die auf der gemessenen Empfangsleistung (RSSI) bzw. vergleichbarer Verfahren 
(MTP) basierende Distanzermittlung ist charakteristisch, dass alle Empfänger auf einer 
Hüllfläche, deren tatsächliches Ausmaß aufgrund der zahlreichen Einflüsse stark schwankt, 
dieselbe Leistung PRX detektieren. Sie ermitteln folglich bei Anwendung des FSPM alle 
dieselbe Entfernung (vgl. Gleichung 21) zum Sender, obwohl die tatsächlichen Distanzen 
sehr unterschiedlich sind. In der Endkonsequenz führt dies zu einer fehlererhöhenden Wir-
kung auf die nachfolgende Lokalisierung durch die stark fehlerbehafteten Distanzwerte 
[Whi05]. 
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Präventiv kann einer sehr ungenauen Distanzermittlung entgegengewirkt werden, wenn 
sich alle Sender und Empfänger in einer Ebene mit annähernd gleichen Ausbreitungs-
eigenschaften befinden. Transceiver wie der CC1010 [Chi03] mit parallel zueinander ste-
henden Stabantennen (Azimuth Plane) zeigen ein nahezu ausgeglichenes Antennen-
diagramm (Abbildung 24a). Stehen die Stabantennen jedoch im Lot zueinander, werden die 
typischen Haupt- und Nebenkeulen sichtbar, die eine Distanzermittlung deutlich erschwe-
ren [Sei05]. Für eine exakte Korrektur der ermittelten Distanzen müsste in diesem Fall für 
jeden Transceiver ein individuelles Modell erstellt werden. Dies ist aufgrund des enormen 
Aufwandes zur Ermittlung sämtlicher Parameter nicht durchführbar. 
Einen Ausweg aus dem Dilemma zeigen Khan et al. [Kha06]. Sie schlugen vor, den Sender 
in festen Zeitabständen um einen Winkel  zu drehen und die zu sendende Nachricht 
erneut zu übermitteln, wodurch sich eine kreisförmige Übertragungscharakteristik mit der 
Übertragungsreichweite tr näherungsweise ergibt (Abbildung 25). Die Sensorknoten sind 
dadurch in der Lage, die in ihre Richtung zeigende Hauptkeule zu detektieren, die sich 
zudem in der größten gemessenen Empfangsleistung PRX,max niederschlägt. Aus der höchs-





















Abbildung 23: Typisches Antennendiagramm mit Haupt- und Nebenkeulen senkrecht ausge-
richteter Stabantennen [Bal97] 
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Die Eigenschaften eines Funksignals mit der Ausbildung von Haupt- und Nebenkeulen 
können jedoch auch ausgenutzt werden, indem durch Überlagerung (Interferenz) der Signa-
le mehrerer Sender die resultierende Reichweite über die ursprüngliche Reichweite eines 
Sensorknotens erhöht wird. Dieser Effekt wird Beamforming genannt [Kro07]. Als Neben-
ergebnis besteht somit auch die Möglichkeit, durch eine Korrelation aus der Empfangsleis-
tung und den Positionsdaten der Sender sowie deren Distanzen zueinander die Entfernung 
zu beiden Sendern zu ermitteln. 
Das nicht-isotrope Ausbreitungsverhalten der Funksignale kann durch eine Vielzahl von 














Abbildung 24: Ausbreitungscharakteristik eines CC1010 in einer Ebene a)  = 90° (Azimuth 










Abbildung 25: a) Resultierendes Antennendiagramm (genähert) bei rotierenden Sendern
(Elevation Plane)  b) Antennenmodell der rotierenden Sensorknoten [Kha06] 
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Space Propagation Model und berücksichtigt neben der direkten Übertragung auch Reflexi-
onen des Signals am Boden [Feu94]. Um den Einfluss verschiedener Umgebungen nähe-
rungsweise analytisch zu beschreiben, wurde das Path-Loss-Model entwickelt [Lee85, 
Lan96, Sei91]. Es beachtet die Abschwächung eines Signals in verschiedenen Übertra-
gungsmedien durch Einführung eines Path-Loss-Exponenten ß. Die im Vakuum geltende 
Friis’sche Gleichung 25 (ß  2) wird in die allgemein gültigere Gleichung 36 überführt. Der 
Path-Loss-Exponent wurde für diverse Einsatzszenarien bereits empirisch ermittelt 
[Rap02]. Er beträgt z. B. in Gebäuden mit Hindernissen zwischen ß  4 und ß  6. 
 0
0
[dB] ( ) 10log dPL PL d ß
d
   (36)
Um in der Praxis genaue Distanzen zu detektieren, muss eine geeignete Kalibrierung vor-
genommen werden. Whitehouse et al. beobachteten, dass bereits eine kleine Änderung der 
Sendefrequenz eine Änderung des RSSI bewirken und die Distanzermittlung deutlich be-
einträchtigen. Sie schlugen eine Kalibrierungsmethode für Empfangsleistungsmessungen 
vor, die auch Laufzeitmessungen und Antennengewinne berücksichtigt [Whi02]. 
Savvides et al. publizierten das Lokalisierungssystem „Medusa“, das zur Distanzbestim-
mung die Laufzeit eines Ultraschallsignals nahezu linear zur Distanz sehr genau detektiert 
[Sav01]. Die langsamere Ausbreitungsgeschwindigkeit eines Ultraschallsignals ermöglicht 
in dem vorgestellten System sogar eine Distanzdetektion bei durch Reflexionen verur-
sachter Multipfadausbreitung [Har97]. Das von Römer vorgestellte Lighthouse Localizati-
on System ermittelt die Distanz zwischen Sender und Empfänger, wie in Kap. 2.6 beschrie-
ben, durch die Messung der Zeitdauer eines rotierenden Lichtstrahles [Röm03]. Bei direkter 
Sicht zwischen beiden Kommunikationspartnern und Vermeidung von Reflexionen und 
Beugungen ermittelt das Verfahren ausreichend genaue Distanzwerte [Röm05]. 
2.13 Zusammenfassung 
In diesem Kapitel wurden verschiedene Verfahren zur Distanzermittlung in Sensornetz-
werken vorgestellt. Es wurde dargelegt, dass die Genauigkeit einer ermittelten Entfernung 
in der Praxis unter Umständen erheblich von den Erwartungswerten abweichen kann. Dies 
begründet sich in den zumeist idealen Annahmen der zugrunde liegenden Berechnungsmo-
delle, die die Realität, d. h. die Abhängigkeit von diversen Umgebungsbedingungen, nur 
annähernd beschreiben können. In Abschnitt 2.12 wurden daher Modelle und Verfahren 
vorgestellt, die eine Verbesserung der Genauigkeit erreichen können, wenn sie mit den 
Orignalverfahren kombiniert werden. Den Anwendungsentwickler eines Sensornetzwerkes 
zwingt diese Problematik jedoch zu einem permanenten Abgleich seiner Modelle mit den 
tatsächlichen Umgebungsbedingungen. 





Die Kenntnis der eigenen Position ist für die Auswertung der Messdaten der Sensorknoten 
in den meisten Anwendungsfällen zwingend erforderlich, da anderenfalls keine räumliche 
Unterscheidung der Messwerte möglich ist. Die initiale Position zufällig verteilter Sensor-
knoten sowie die aktuelle Position mobiler Sensorknoten ist jedoch unbekannt, sie muss 
daher aus geeigneten Zusatzinformationen ermittelt werden. Dieser Vorgang wird auch 
Lokalisierung genannt [Bor96]. 
Die Lokalisierung von Objekten ist ein sehr bedeutendes Teilgebiet der Mathematik und 
keineswegs auf den Einsatz in Sensornetzwerken beschränkt. Typische Beispiele sind die 
Navigation von Schiffen, die Positionsbestimmung durch Beobachtung von Rädern (Odo-
metrie) oder die Zielaufklärung für Artilleriegeschütze. In den letzten Jahren ermöglichte 
die Einführung satellitengestützter Systeme, wie dem amerikanischen GPS (Global Positio-
ning System [Par96]) oder dem europäischen Pendant Galileo [Den06], die Entwicklung 
zahlreicher weiterer Lokalisierungsanwendungen wie die der Kraftfahrzeug-Navigations-
systeme. Zellulare GSM-Mobilfunknetze erlauben sogar eine relativ genaue Eingrenzung 
von Standorten aktivierter Mobiltelefone [Pro05]. 
In Sensornetzwerken können viele der bekannten Lokalisierungsverfahren aufgrund der 
besonderen Rahmenbedingungen und zahlreichen Ressourcenlimitierungen nicht unver-
ändert eingesetzt werden. Für Sensornetzwerke wurden daher eine Vielzahl von Lokalisie-
rungsalgorithmen adaptiert und publiziert, die in wissenschaftlichen Übersichtsartikeln 
gegenübergestellt und verglichen wurden [Bac05, Sto05b, Cze06, Lis04, He03]. 
3.2 Klassifikation der Ortsangaben 
Die Angabe der Position eines Sensorknotens kann sehr unterschiedlich erfolgen. Die meis-
ten Verfahren setzen orthogonale Koordinaten voraus, in denen die Koordinatenlinien senk-
recht zueinander stehen. Geradlinige kartesische Koordinaten bestehen wie auch krumm-
linige Polarkoordinaten im n-dimensionalen Raum aus n Zahlenwerten. In einem drei-
dimensionalen Raum kann die Position eines Punktes somit durch die Angabe von drei 
Koordinaten P(x;y;z) oder durch P(r;;	) bestehend aus Radius r, Drehwinkel  und 
Neigungswinkel 	, bezogen auf den Koordinatenursprung, exakt angegeben werden. Ist der 
Koordinatenursprung unbekannt und existiert kein Referenzpunkt, können die Positionen 
zwischen zwei Punkten auch relativ in der Form p(x;y;z) zueinander angegeben wer-
den, wenn beide Koordinatensysteme die gleiche Ausrichtung besitzen [Sri07].  
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Neben den orthogonalen Koordinaten können Positionen jedoch auch in geografischen 
Koordinaten angegeben werden (Abbildung 26). Sie dienen der möglichst genauen Orts-
angabe auf der Erde, die durch unterschiedliche Referenzellipsoide (Kugel, Geoid) model-
liert wird. Somit erfolgt eine Positionsangabe in Abhängigkeit zum verwendeten Bezugs-
system. Neben der Angabe in Zahlenwerten ist eine Positionsangabe auch durch seman-
tische Zuordnungen der Form „Sensorknoten Sk6 befindet sich in Raum 12a“ möglich. 
Diese Beschreibungsform ist besonders für Systeme geeignet, die bereits einen Datenbe-
stand, z. B. über die Größe und Lage von Räumen, enthalten und in denen eine explizite 
Positionsangabe nicht erforderlich ist. 
Bei der Analyse von Lokalisierungsverfahren wird zur Vereinfachung in der Literatur nur 
die zweidimensionale Ebene betrachtet. Dies gilt für die Positionen P(x;y) der in dieser 
Arbeit betrachteten Verfahren entsprechend. 
3.3 Klassifikation der Lokalisierungsverfahren 
Die Verfahren zur Bestimmung einer Position (Lokalisierung) können in drei große Klas-
sen unterteilt werden (Abbildung 27). Die Berechnungsmethoden stellen die in der Wissen-
schaft und in der Praxis am häufigsten benutzten Verfahren dar. Sie kennzeichnet vor allem 
ein extrem kleiner Lokalisierungsfehler f, der der Abweichung von der wahren zur ermittel-
ten Position entspricht, und der, bei hinreichend genauen Eingangsdaten, verschwindend 
gering ist (f  0). Diese hohe Genauigkeit kann zumeist nur durch hohen Ressourcenauf-
wand erreicht werden, denn die Verfahren benötigen Fließkommaberechnungen (Floating 
Point, FP) oder aufwändige Festkommaberechnungen (Fixed Point, FxP), erzeugen tenden-
ziell einen sehr hohen Datenverkehr zur Ermittlung der Eingangsdaten, erfordern oft große 
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Abbildung 26: Klassifikation der Ortsangaben 
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Die zweite Klasse der Lokalisierungsverfahren ist durch sehr einfache Berechnungsmetho-
den gekennzeichnet. Typische Vertreter dieser Verfahren basieren auf der Lokalisierung 
durch Eingrenzung (vgl. Kap. 3.6) bzw. durch Schwerpunktbestimmung (vgl. Kap. 4-6). Sie 
ermöglichen eine Umsetzung auch auf stark ressourcenlimitierten Systemen, z. B. den 
Smartdust-Sensorknoten, weil die Berechnung i. d. R. eine sehr geringe Komplexität besitzt 
und wenig Datenspeicher notwendig ist. Der Nachteil dieser Verfahren besteht in dem 
teilweise deutlich höheren durchschnittlichen Lokalisierungsfehler gegenüber den Berech-
nungsverfahren. Der durchschnittlichen Lokalisierungsfehler kann selbst bei exakten Ein-
gangsdaten keine genaue Position ermitteln (f  fmin, fmin > 0). 
Die dritte große Kategorie der Lokalisierungsverfahren stellen die Analyseverfahren dar. 
Diese Verfahren erfordern die Erstellung einer vordefinierten Datenbank, die entscheidende 
Umgebungsdaten des Netzwerkes enthält. Aus den gemessenen Eingangsdaten eines Ob-
jektes und durch den Vergleich mit der vorhandenen Datenbank wird die gesuchte Position 
approximiert. Diese Klasse von Verfahren ist besonders für semantische Ortsangaben ge-
eignet, da die Zuordnung mithilfe der Datenbank unkompliziert, reproduzierbar und kon-
vertierbar ist. Die durch die Konvertierung ermittelten kartesischen Positionen sind jedoch 
stark fehlerbehaftet. 
Lokalisierungsverfahren werden zudem in zentrale und dezentrale Verfahren unterteilt. Die 
zentralen Methoden sammeln alle Eingangsdaten an einer zentralen Stelle (Basisstation) 
und berechnen alle gesuchten Positionen in einem Vorgang. In Sensornetzwerken führt 















Abbildung 27: Klassifikation der Lokalisierungsverfahren [Hig01a] 
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1. Sensorknoten im Umfeld der Basisstation durch häufiges Weiterleiten von Funk-
signalen einem extrem hohen Energieverbrauch unterliegen, frühzeitig ausfallen und 
folglich die Basisstation isolieren. 
2. Die Basisstation für die Berechnung von u. U. tausenden Positionen große Daten-
speicher für riesige Matrizen vorhalten und zur Berechnung leistungsfähige Prozes-
soren besitzen muss. 
3. Die Bandbreite des Übertragungskanals schnell erschöpft ist, weil zahlreiche Sen-
sorknoten nahezu gleichzeitig senden und demnach erneute Übertragungen erforder-
lich werden. Erschwerend kommt die Bidirektionalität der Verbindungen hinzu, da 
die Ergebnisse der Basisstation zurück an die Sensorknoten weitergeleitet werden 
müssen. 
Auch zahlreiche Versuche der Gruppenbildung (Clustering [Hei02]) und der Daten-
aggregation können dieses Skalierungsproblem nicht lösen, da die zu übertragenden Infor-
mationen nicht beliebig verdichtet werden können. 
Bei der dezentralen bzw. verteilten Lokalisierung erfolgt die Positionsberechnung in jedem 
Teilnehmer vollständig autark. Er ermittelt selbstständig die benötigten Daten durch Mes-
sung bzw. gegebenenfalls durch Austausch mit seinen Nachbarn. Das Skalierungsproblem 
der zentralen Methoden tritt insofern nur lokal begrenzt für jeden Knoten auf. Die Ressour-
cenanforderungen der dezentralen Algorithmen sind i. d. R. geringer, da nur wenige Ein-
gangsdaten in eine Position umgerechnet werden müssen. Die wenigen und lokal begrenz-
ten Eingangsdaten führen jedoch gegenüber den zentralen Algorithmen aufgrund ihrer 
geringeren Redundanz zu höheren Lokalisierungsfehlern. 
Eine weitere Unterscheidung der Lokalisierungsalgorithmen ist auch anhand benötigter 
Referenzknoten, auch Beacons genannt, möglich. Beacons sind Sensorknoten, die neben 
den typischen applikationsspezifischen Aufgaben der Sensorknoten eine per Definition 
exakte Position besitzen. Sie werden in der Literatur auch als Fixpunkte, Anchors oder 
Leuchttürme bezeichnet. Der Einsatz dieser Beacons erhöht die durchschnittliche Genauig-
keit deutlich, da im Sensornetzwerk auf eine sukzessive Lokalisierung von Knoten zu 
Knoten vorzichtet werden kann. 
Werden zur Lokalisierung Daten benachbarter Sensorknoten benötigt, muss die Über-
tragung dieser Daten gegen unbefugte Änderungen geschützt werden. Anderenfalls können 
Manipulationen an den Eingangsdaten bzw. Angriffe gegen das Netzwerk die Lokalisierung 
massiv beeinträchtigen und somit den effizienten Einsatz verhindern [Sri07, Hu03]. Dies 
führte zur Entwicklung zahlreicher sicherheitsbewusster Lokalisierungsalgorithmen, wie 
z. B. SerLoc [Laz04] oder Secure Localization Algorithm [Anj05]. 
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3.4 Ursachen des Lokalisierungsfehlers 
Die benötigten Eingangsdaten der Lokalisierungsverfahren können sehr vielfältig sein. 
Abgesehen von einfachen Distanzmessungen (vgl. Kap. 2) können auch Winkel zwischen 
Sensorknoten, Positionen anderer Netzwerkteilnehmer bzw. Beacons, Geschwindigkeit 
[Hu04], Zeit u. v. a. in die Berechnung miteinbezogen werden. Da die Messung dieser 
Größen sehr ungenau sein kann, wird der resultierende Lokalisierungsfehler maßgeblich 
von ihnen beeinflusst. Viele Arbeiten konzentrieren sich daher darauf, auf Messungen 
scheinbar vollständig zu verzichten, indem sie eine Distanzfreiheit („range-free“) ihrer 
Algorithmen propagieren [He03, Sto06]. Nur kann der Verzicht auf eine explizite Messung 
keinesfalls auch den Verzicht einer quantisierten Distanz bedeuten, die durch die Konnekti-
vität zweier Netzwerkteilnehmer implizit gegeben ist. Es bedeutet vielmehr, dass die Dis-
tanz mit einer Quantisierungsauflösung von q  2 Stufen dargestellt werden kann. Liegt ein 
Sensorknoten in Reichweite, ist die Distanz d  1 (wahr bzw. true). Ist hingegen ein Sensor-
knoten außerhalb der Reichweite, ist d  0 (falsch bzw. false). 
Neben den Messfehlern existieren eine Reihe weiterer Fehlerquellen bei der Lokalisierung 
[Sav05b], wie die Klassifizierung in Abbildung 28 übersichtlich darstellt. Unter Modell-
fehlern wird dabei die Abweichung der Realität vom benutzten Modell verstanden. Ein 
typisches Beispiel ist die Distanzermittlung basierend auf der detektierten Empfangs-
leistung (vgl. Kap. 2.9), dem i. d. R. das kreisförmige Friis’sche Ausbreitungsmodell zu-
grunde liegt, das jedoch mit der Realität in Form einer schwer bestimmbaren Ausbreitungs-
charakteristik kaum Übereinstimmung zeigt. Dies trifft ebenso auf die weithin gemachte 
Annahme bidirektionaler Verbindungen zu. Diese Theorie geht davon aus, dass wenn ein 
Knoten SkA einen anderen Knoten SkB sieht, dieser auch Knoten SkA sehen muss. Die Reali-
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Abbildung 28: Ursachen der Lokalisierungsfehler (inspiriert durch Savvides [Sav05]) 
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Eine weitere, meist unterschätzte, Kategorie von Fehlern sind die Berechnungsfehler. Die 
mathematischen Berechnungsverfahren liefern zweifellos korrekte Ergebnisse, soweit keine 
Irregularitäten, z. B. in Form einer Speicherbegrenzung oder eines Überlaufs durch Verlas-
sen des Wertebereichs der verwendeten Datentypen, auftreten. Dieser vom Grundsatz her 
systematische Fehler ist bei geeigneter Adaptierung der Algorithmen theoretisch jedoch 
sehr gut vermeidbar. 
Zusätzlich beeinflussen die intrinsischen und extrinsischen Setupfehler den Lokalisierungs-
fehler deutlich. Als intrinsische Fehler werden die ursächlich im Innern der Sensorknoten 
liegenden Fehlerquellen bezeichnet, z. B. Fertigungstoleranzen der verwendeten Bauteile 
oder die Abhängigkeit von Umgebungsbedingungen wie Luftfeuchtigkeit bzw. Temperatur. 
Bei extrinsischen Fehlerquellen liegen die Ursachen des Fehlers nicht im Sensorknoten 
selbst, sondern in seiner Umgebung, z. B. seiner Anordnung im Netzwerk, der Antennen-
orientierung oder existierenden Hindernissen. 
3.5 Mathematische Verfahren 
Die folgenden drei Abschnitte stellen kurz die wichtigsten mathematischen Berechnungs-
verfahren vor, die die Basis für die meisten Lokalisierungsalgorithmen in Sensornetz-
werken bilden (vgl. Kap. 3.6). 
Viele der nachfolgenden Algorithmen setzen zur Berechnung der Positionen die Kenntnis 
von mindestens drei Nachbar- bzw. Referenzknoten voraus. Diese Anforderung kann über 
den Vergleich mit der Sensorknotendichte (x;y) validiert werden. Sie ergibt sich aus der 
differenziellen Betrachtung der Anzahl n der verteilten Sensorknoten im Beobachtungsge-
biet A. 
 ( ; ) dnx y
dA
   (37)
Bei bekannter Sensorknotenanzahl und vorliegender Gleichverteilung der Sensorknoten 
kann die Dichtefunktion zu folgender linearen Gleichung vereinfacht werden. 
 ( ; ) nx y
A
   (38)
In diesem Fall entspricht die Sensorknotendichte i im Umfeld eines Sensorknotens i der 
Dichte der Sensorknoten im gesamten Sensornetzwerk (x;y). Bei angenommener konzen-
trischer Übertragungsreichweite tri kann die Sensorknotendichte i auch aus der durch-
schnittlichen Anzahl in  aller in Reichweite befindlichen Nachbarn Skj (Skj  SKi; 0 < j  in ) 
berechnet werden. 














Die Triangulation (lat., auch trigonometrische Netzlegung) ist ein aus der Mathematik und 
der Geodäsie bekanntes Verfahren zur exakten Ermittlung von Distanzen und Positionen. 
Es basiert auf der Aufteilung einer Ebene in Dreiecke, deren Eckpunkte durch Kanten-
längen und bekannte bzw. ermittelte Winkel eindeutig bestimmt sind (vgl. Abbildung 29a). 
Für die eindeutige Distanzermittlung aller unbekannten Seiten ist es ausreichend, für jedes 
Dreieck sukzessiv eine Distanz und zwei Winkel zu bestimmen. Diese Winkel können auch 
rekursiv durch bereits bestimmte Winkel anderer Dreiecke ermittelt werden. Für die korrek-
te Skalierung der ermittelten Distanzen ist die Kenntnis einer einzigen Distanz im gesamten 
Netzwerk erforderlich, da sonst die berechneten Ergebnisse nicht eineindeutig sind (Kon-
gruenzsätze für Dreiecke).  
Die Berechnung einer Knotenposition in einem Sensornetzwerk sei beispielhaft anhand der 
Abbildung 29b (Vorwärtseinschneiden [Bro95]) kurz erläutert. Gesucht ist die Position 
P(x;y) in Abhängigkeit der bekannten Positionen zu den Referenzknoten B1(x1;y1) und 
B2(x2;y2). Zunächst müssen aus den gegebenen Knotenpositionen B1(x1;y1) und B2(x2;y2) die 





















Abbildung 29: a) Aufteilung eines Netzwerkes in Dreiecke bei einer Triangulation,  b)
Distanzbestimmung durch Triangulation aus zwei gemessenen Winkeln (1, 2) und einer 
bekannten Distanz r12 
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Die temporären Größen r12, 12 und 12  180°-1-2 bilden lediglich die Basis zur Be-
rechnung der gesuchten Distanzen r1 und r2, indem sie durch Aufstellung des Sinussatzes in 
Beziehung gesetzt werden (41). 
 12 1 2
12 1 2sin sin sin
r r r
  
   (41)
Nach Berechnung der Distanzen kann die endgültige Position P(x;y) einerseits direkt erfol-
gen, indem die Winkelbeziehungen des Dreiecks erneut ausgenutzt werden. 












Andererseits kann die Position P(x;y) aber auch über die Trilateration (vgl. Kap. 3.5.2) mit 
geringerem Aufwand ermittelt werden, da in diesem Fall auf die für ressourcenarme Syste-
me aufwändige arctan()-Funktion verzichtet werden kann. Aus den dargelegten Über-
legungen wird deutlich, dass für die Berechnungen 
a) höherwertige Funktionen (sin, cos, tan, arctan) benötigt werden, 
b) Fallunterscheidungen der arctan()-Funktion durchgeführt werden müssen und 
c) die Rekursion zur Winkel- und Distanzbestimmung über mehrere Knoten sehr viel Zeit 
benötigen kann. 
Alle drei Kriterien stellen somit relativ hohe Anforderungen an die zur Verfügung stehende 
Hardware der Sensorknoten. Insbesondere muss die Unterstützung von Fließkommazahlen 
garantiert sein. 
3.5.2 Trilateration 
Bei der Trilateration handelt es sich um ein mathematisch Verfahren zur Berechnung von 
Positionen mittels eines linearen Gleichungssystems (LGS). Ein lineares Gleichungssystem 
A·x  b besitzt eine eindeutige Lösung, wenn die einzelnen Zeilen des Gleichungssystems 
linear unabhängig sind, d. h. die Matrix A regulär ist (det(A)  0 und A-1 existiert). Nachfol-
gend wird davon ausgegangen, dass eine korrekte Lösung des LGS durch die Angabe ex-
pliziter Koordinaten charakterisiert ist. Die triviale Lösung bzw. eine Lösung in Parameter-
form sind nicht gesucht und gelten im Sinne der Lokalisierung hier als falsch. 
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In Sensornetzwerken ist die Trilateration anwendbar, wenn ein Sensorknoten seine Position 
P(x;y) bestimmen möchte und die Positionen sowie die Abstände zu n  3 Nachbarknoten 
bekannt sind. 
Die Trilateration berechnet die gesuchte Position aus gemessenen Distanzen ri  | ir
 | von der 
gesuchten Position P(x;y) zu den Referenzknoten Bi (1  i  3). Dazu werden zuerst die drei 
Abstandsgleichungen (euklidische Distanz) zu den drei Referenzknoten aufgestellt. 
 
 2 2( ) ( )i i ix x y y r
  
  1 3i& &  
 
(43)
Die Abstandsgleichungen müssen durch Umformungen linearisiert werden, um sie in die 
Form des Gleichungssystems A·x  b zu überführen. Die Matrix x repräsentiert dabei die 
Lösung des Gleichungsystems und besteht im zweidimensionalen Fall aus x  {x;y}. 
 
1,1 1, 1 1
1,1 1, 1
m
n n m m n
a a x b
A x b






    

 (44)
Für die Linearisierung wird die j-te Gleichung des Systems (1  j  m) in alle anderen Glei-
chungen eingesetzt. Grundsätzlich ist die Wahl dieser Gleichung beliebig. Das resultierende 
















































Abbildung 30: a) Trilateration aus drei gemessenen Distanzen ri und bekannten Referenzposi-
tionen Bi(xi;yi)  b) Zusammenhang zwischen den Distanzen dij, ri und rj und den bekannten 
Positionen Bi(xi;yi) und Bj(xj;yj) sowie der gesuchten Position P(x;y) 
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Die Distanz rj kennzeichnet die Entfernung von P(x;y) zum Referenzknoten Bj und ist für 
die gesamte Trilateration konstant. Die Distanz dij ergibt sich aus der Entfernung der be-
kannten Knotenpositionen Bi (1  i  n, i  j) zum Referenzknoten Bj. Beide Größen sind im 
statischen Netzwerk konstant. Jedoch muss 
a) rj aktualisiert werden, wenn P oder Bj ihre Position ändern bzw. 
b) dij muss aktualisiert werden, wenn Bi oder Bj ihre Position ändern. 
Aus (45,46) ergibt sich folgende allgemeine Form der Gleichung für die Trilateration: 
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Die Matrixschreibweise des Gleichungssystems bei n  3 Referenzknoten (j  1) im zwei-
dimensionalen Fall ist somit: 
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Abbildung 31 veranschaulicht eine typische Beispielkonfiguration, bei der die Position des 
Punktes P(x;y) aus den gemessenen Distanzen r1  2, r2  3 und r3  6 zu den Referenzpunk-
ten B1(x;y), B2(x;y) und B3(x;y) bestimmt werden soll. Als Referenzpunkt wird B1(1;1) 
gewählt (j  1). Alle dij des Gleichungssystems sind dadurch Distanzen zu B1(1;1). 
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Das Gleichungssystem x  A-1b kann durch ein direktes Verfahren, z. B. durch Ausrechnen 
der inversen Matrix A-1, gelöst werden. Zuvor muss durch den Rang der Matrix A überprüft 
werden, ob die Anzahl der linear unabhängigen Lösungen rg(A) der Zeilenanzahl m des 
Vektors x entspricht. Er wird durch das Gaußsche Eliminationsverfahren ermittelt und 
beträgt im eingeführten Beispiel rg(A)  2, d. h. es existiert eine gültige Lösung für den 
Lösungsvektor x. 
Die Berechnung von A-1 gestaltet sich bei einer 2)2-Matrix relativ einfach, da sie sich 
schnell durch Ausrechnen der adjungierten Unterdeterminaten [Bro95], auch als Kofaktor 
































Die Kofaktoren Aik ergeben die temporäre Matrix A , aus der A
-1 bestimmt wird (50). 
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Abbildung 31: Trilateration an einem Beispiel 
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und ermöglicht die explizite Berechung der Koordinaten des Knotens P(x;y). 
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 (52)
Das Beispiel zeigt deutlich, dass die Positionsbestimmung mittels Trilateration für kleine 
symmetrische Matrizen relativ einfach zu berechnen ist. Deutlich aufwändiger wird die 
Berechnung bei größeren Matrizen, für die dann im Einzelfall geeignete Verfahren an-
gewendet werden können (Gauß-Verfahren, Gauß-Jordan-Eliminierung). 
3.5.3 Methode der kleinsten Quadrate 
Ist einem Sensorknoten Skj nur die Position eines Referenzknotens Bi (n  1) und dessen 
Entfernung dij bekannt, muss er sich auf einem Kreis um Bi mit dem Radius dij befinden. 
Sind dagegen zwei Referenzknoten (n  2) bekannt, ist die ermittelte Position zweideutig 
(vgl. Kap. 2.7, Abbildung 12). Bei drei Eingangswerten (n  3) ermittelt die Trilateration im 
nicht-trivialen Fall eine eindeutige Position P(x;y). 
In realen Umgebungen mit einer hohen Sensorknotendichte ändert sich, auch durch die 
Dynamik der Netzwerke bedingt, die Anzahl der Nachbarknoten und somit auch die Anzahl 
der Eingangswerte sporadisch und ist es gilt zumeist n > 3. Ermittelt der Sensorknoten 
jedoch mehr als drei Referenzknoten und Distanzen, hat das Gleichungssystem A·x  b 
(Gleichung 48) bei linearer Unabhängigkeit der Zeilen keine Lösung, d. h. die Position kann 
nicht ermittelt werden. Die Lösung dieses überbestimmten Gleichungssystems kann nur 
hinsichtlich eines Optimierungskriteriums genähert bestimmt werden. Ein geeignetes Krite-
rium ist die Minimierung der Fehlerquadratsumme nach Gauß, auch als Methode der 
kleinsten Quadrate (MdkQ, engl. Least Squares, LS) bezeichnet. 
Die höhere Anzahl der Eingangsdaten n > 3 resultiert in einer unsymmetrischen Bildung der 
Matrix A(n 1;m), da die Anzahl der gesuchten Größen weiterhin m  2 ist. Insofern kann 
A·x  b (Gleichung 48) nur einen Lösungsvektor liefern, wenn zusätzlich ein Residuenvek-
tor v eingeführt wird. 
 Ax b v
   (53)
Gesetzt den Fall, A·x und v sind orthogonal zueinander, dann sind der Betrag des Residuen-
vektors |v| und somit auch die quadratische Fehlersumme minimal. 
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Die Formel ermöglicht die näherungsweise Berechnung einer Position P(x;y) aus n be-
kannten Referenzknoten trotz Überbestimmung des Gleichungssystems. 
Zur Veranschaulichung der Berechnung einer Position P(x;y) wird das bereits beschriebene 
Beispiel aus Kap. 3.5.2 (Abbildung 31) um einen zusätzlichen Referenzknoten B4(6;1) 
erweitert (Abbildung 32). Der gemessene Abstand sei jedoch statt der exakten Distanz 
44ˆ 3r PB   nur 4 2,5r  . 
Das resultierende Gleichungssystem der Form A·x  b besteht nunmehr aus 3 Gleichungen 
(n  4) bei m  2 gesuchten Unbekannten. Die genaue Analyse der gemessenen Distanzen 
im Vektor r zeigt, dass aufgrund der fehlerhaften Messdaten das LGS nicht die exakte 
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Abbildung 32: Methode der kleinsten Quadrate an einem Beispiel 
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Die Berechnung startet mit der Überprüfung der linearen Unabhängigkeit der Zeilen des 
LGS, indem der Rang der Matrix A ermittelt wird. Er beträgt rg(A)  2  m, demzufolge 
dieses LGS nach Abzug der Referenzposition B1(1;1) den Lösungsvektor x  {3,07;0,94} 
liefert. 
Eine Besonderheit des Verfahrens besteht darin, dass der Term 1( )T TA A A
  (vgl. Gleichung 
55) die Matrix A(n-1;m) in eine kleinere Matrix A´(m;m) konvertiert, wodurch ein Informa-
tionsverlust auftritt. Da die Speicherung von Zahlen in begrenzten Datentypen (int, long) 
erfolgt, besteht die Gefahr, dass eine Überschreitung des Wertebereichs ebenfalls zu einem 
Informationsverlust durch Abschneiden bzw. Rundung führt, der vor allem bei größeren 
Messfehlern der Distanzen in sehr hohen Positionsungenauigkeiten resultiert [Bro95], wie 
die Simulationen in Kap. 5.4 eindrucksvoll zeigen. Folglich ist der Einsatz dieses Verfah-
rens nur bei genauen Distanzmessungen sinnvoll, die jedoch in Sensornetzwerken schwer 
realisierbar sind (vgl. Kap. 2). 
Der Konvertierungsfehler kann behoben werden, indem andere Berechnungsverfahren, z. B. 
die Singulärwertzerlegung (engl. Singular Value Decomposition, SVD) oder die QR-Zer-
legung (engl. QR Decomposition), angewendet werden. Beide Verfahren konvergieren 
deutlich besser, erhöhen jedoch die Berechnungskomplexität deutlich. 
3.6 Lokalisierung in Sensornetzwerken 
Die vorgestellten mathematischen Lokalisierungsverfahren konvergieren in idealen Um-
gebungen mit exakten Distanzmessungen sehr gut. In Sensornetzwerken hingegen bedingen 
eine Vielzahl von lokalen Herausforderungen zusätzliche Anpassungen der verteilten Algo-
rithmen [Sav04a], z. B. 
" die Analyse der Messdatenverteilung und die Modellierung der Rauschfunktionen 
sowie deren Einfluss auf die Messung, 
" ein angemessener Kompromiss aus Kosten- und Energieaufwand für Kommunikati-
on und Berechnung, 
" das Zahlenverhältnis aus Referenzknoten und einfachen Sensorknoten in Abhängig-
keit der lokalen Gegebenheiten, 
" das Skalierungs- und Reaktionsverhalten der verteilten Algorithmen auf dynamische 
Veränderungen u. a. hervorgerufen durch die Mobilität der Knoten oder des Mess-
gegenstandes, Änderungen von Gruppengrößen, verändernde Konnektivität, variab-
le Nachbarschaftsknoten, schwankende bzw. inhomogene Knotendichte und 
" das Reaktionsverhalten des gesamten Netzwerkes auf Änderungen der Netzwerkpa-
rameter. Im Gegensatz dazu konzentrieren sich die meisten Publikationen auf das 
Reaktionsverhalten einzelner Sensorknoten. 
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Da in Sensornetzwerken die Messungen großen Schwankungen unterliegen (vgl. Kap. 2), 
besteht die primäre Aufgabe bei der Lokalisierung darin, diese Schwankungen in geeigneter 
Weise zu korrigieren bzw. auszugleichen. Bei der Implementierung der Algorithmen bieten 
sich daher mindestens drei Strategien an (Abbildung 33). Die erste Möglichkeit besteht in 
der Anpassung bzw. korrekten Parametrierung des Algorithmus. Hierzu sind eine Analyse 
des theoretischen Verfahrens unter idealen Voraussetzungen und ein Vergleich des Ver-
fahrens mit vorliegenden Umgebungsbedingungen erforderlich. Ein Beispiel für eine viel 
versprechende Analyse besteht in der korrekten Parametrierung der Übertragungsreichweite 
der Lokalisierung mittels Schwerpunktbestimmung (Kap. 4) und in der adaptiven Gewichts-
anpassung der gewichteten Schwerpunktbestimmung (Kap. 5). 
Eine weitere Strategie, die Lokalisierungsgenauigkeit deutlich zu erhöhen, besteht in dem 
Ausnutzen des Informationsgewinns durch eine höhere Anzahl von Messungen, wodurch 
die Einzelinformation zunehmend redundant wird, der Informationsgehalt der Menge der 
Messungen jedoch steigt. Wie in Kap. 3.5.3 beschrieben wurde, kann die Position durch 
Überbestimmung genauer ermittelt werden. Die Genauigkeit eines Messdatums, also das 
Signal-Rausch-Verhältnis (SNR), erhöht sich bei n Messwerten um den Faktor n , da das 
Rauschen im Gegensatz zur Nutzinformation nur stochastisch auftritt. Eine erhöhte Anzahl 
der Messdaten resultiert jedoch andererseits auch in höherem Kommunikationsaufwand 
und steigendem Speicherverbrauch, sodass ein dem Einsatzszenario angepasster Kompro-
miss aus beiden Kriterien austariert werden muss. 
Stehen nur wenige Messwerte zur Verfügung, können bei Kenntnis geeigneter Nachbar-
schaftsinformationen Messwerte gegebenenfalls korrigiert oder aus anderen Informationen 
extrahiert werden. Das beschriebene Verfahren 3/2-NA (Kap. 2.7) zur Ermittlung eines 
dritten Referenzknotens stellt ein typisches Beispiel für die Extraktion eines Distanzwertes 
aus zwei bekannten Referenzknoten und deren Nachbarschaftsinformationen dar. Es er-
möglicht dadurch die Anwendung der Trilateration (Kap. 3.5.2), die mit nur zwei Distanz-
werten zu keiner expliziten Lösung führt. In Kap. 4 wird ein weiteres Verfahren vorgestellt, 
das bei Kenntnis der Netzwerktopologie die Lokalisierung nachhaltig verbessert. 
Strategien zur Verbesserung der Lokalisierung bei gemessenen 








Abbildung 33: Strategien zur Verbesserung der Lokalisierung 
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Die Lokalisierungsverfahren in Sensornetzwerken bestehen i. d. R. aus zwei Phasen, einer 
geeigneten Methode zur Messdatenaufnahme und einem angepassten Algorithmus zur 
Ermittlung der Knotenposition. Gegebenenfalls existiert noch eine Verfeinerungsstufe, die 
die eigene Position mit denen der Nachbarn vergleicht bzw. abgleicht. Die Lokalisierung in 
Sensornetzwerken zielt jedoch neben einer hohen Positionsgenauigkeit auch auf den scho-
nenden Umgang der limitierten Ressourcen der beteiligten Sensorknoten ab. Insofern ist 
eine gewünschte exakte Lokalisierung durch mathematische Berechnungsmethoden 
(Kap. 3.5) nicht in allen Fällen anwendbar. In manchen Anwendungsfällen ist sogar eine 
fehlerbehaftete Schätzung der Position durchaus legitim, wenn dadurch weniger Res-
sourcen beansprucht werden. 
Für Sensornetzwerke wurden in der Vergangenheit unzählige Lokalisierungsverfahren vor-
gestellt, sodass eine explizite Vorstellung aller Verfahren im Rahmen dieser Arbeit unange-
bracht und daher auf nachfolgende Vorstellung der wichtigsten Vertreter der in Abbildung 
27 genannten Kategorien beschränkt ist. 
3.6.1 Berechnungsverfahren 
Das Ad-Hoc Positioning System (APS) ist ein Positionsberechnungsverfahren für Sensor-
netzwerke [Nic01]. Ausgehend von der Annahme, dass ein Sensornetzwerk aus zufällig 
verteilten Sensorknoten und Referenzknoten besteht und folglich eine Konnektivität zu 
mindestens drei Beacons gewährleistet ist, werden Näherungsverfahren zur Distanzschät-
zung zu nicht in Übertragungsreichweite liegenden Referenzknoten vorgestellt. Niculescu 
et al. schlugen vor, genäherte Distanzen durch die Anzahl der Hops (DV-Hop), die gemit-
telte Distanz (DV-Distance) und die euklidische Distanz zu bestimmen (vgl. Kap. 2.5). 
Sobald ein Knoten die Entfernung zu mehr als zwei Referenzknoten ermittelt hat, erfolgt 
die Lokalisierung anhand der Methode der kleinsten Quadrate. 
Der Algorithmus Hop-Terrain nutzt in seiner Start-Phase ebenfalls das Verfahren DV-
Distance, um einen Startwert für die anschließende Refinement-Phase zu ermitteln 
[Sava02]. In dieser Phase werden die bisher berechneten Positionen der Sensorknoten mit 
den Nachbarknoten getauscht und neu berechnet. Die so stattfindende Iteration wird auf 
jedem Knoten solange fortgeführt, bis der Unterschied zwischen den Iterationsergebnissen 
eine Schwelle  fmax erreicht. 
Die Multilateration wurde durch Savvides et al. vorgestellt [Sav01]. Das Verfahren zählt 
ebenfalls zu den Berechnungsmethoden (Klassifizierung nach Abbildung 27), die bei ge-
nauen Distanzwerten auch exakte Positionen ermitteln. Die Autoren unterscheiden drei 
verschiedene Stufen der Multilateration: die atomare, die iterative und die kollaborative 
Multilateration. 
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Die atomare Multilateration basiert exakt auf der klassischen Lösung eines überbestimmten 
linearen Gleichungssystems mittels der Methode der kleinsten Quadrate (vgl. Kap. 3.5.3). 
Dazu müssen zu mindestens n  3 Referenzpunkten Bi (0 < i  n) die Entfernungen di be-
kannt sein (Abbildung 34a). Da es in Sensornetzwerken aufgrund der Dynamik oder 
schlichtweg durch Kommunikationsabbrüche zu einer schwankenden Anzahl bekannter 
Referenzknoten kommen kann, wurde die iterative Multilateration entwickelt. Sie definiert, 
dass jeder Sensorknoten Pj(x;y), der seine Position durch atomare Multilateration bestimmt 
hat, zu einem Referenzknoten Bj(x;y) wird und dadurch anderen Sensorknoten eine Lokali-
sierung ermöglicht. So kann Sk1 (Abbildung 34b) nach seiner Lokalisierung zu einem Refe-
renzknoten für Sk2 werden. Der Nachteil dieser Methode besteht jedoch darin, dass sich der 
Lokalisierungsfehler des Knotens P1(x;y) in den Positionen der anderen Knoten fortpflanzt. 
In Netzwerkkonfigurationen, in denen aufgrund fehlender Nachbarschaftsinformationen 
kein Sensorknoten eine atomare Multilateration durchführen kann, ist auch keine iterative 
Multilateration und somit keine direkte Lokalisierung möglich. Wenn jedoch über mehrere 
Hops die benötigten Positions- und Distanzinformationen anderer Referenzknoten ermittelt 
werden können, dann kann durch die kollaborative Multilateration eine Lokalisierung 
erreicht werden (Abbildung 34c). Dazu muss ein Gleichungssystem aufgestellt werden, 
indem alle bekannten Knoten und bekannten Distanzen (Edges) in Beziehung gesetzt wer-
den. Es werden im Gegensatz zur atomaren Multilateration (vgl. Kap. 3.5.3) zu allen ge-
messenen Entfernungen zwischen den Knoten eines Netzwerkes die Distanzgleichungen 
aufgestellt, unabhängig davon, ob die Position der Knoten bekannt ist oder nicht.  
Die Menge der involvierten Knoten N setzt sich aus der Menge B von Referenzknoten 
(B  N) und der Menge SK von Sensorknoten Ski mit unbekannter Position (SK  N) zu-
sammen. Zu den Referenzknoten Skj (Skj  B) zählen bekannte Beacons und Sensorknoten 



















Abbildung 34: Lokalisierung durch a) atomare Multilateration (auch One-Hop Multi-
lateration)  b) iterative Multilateration (auch Two-Hop Multilateration)  c) kollaborative 
Multilateration 
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Das resultierende nicht-lineare Gleichungssystem aus n oder mehr Gleichungen ist für alle 
xi,yi*Ski  SK und xj,yj*Skj  N zu lösen {n:n  2·imax+1}, sodass die Summe der Quadrat-
fehler aus fi(xi,yi) minimal wird.  
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Ein nicht-lineares Gleichungssystem ist zumeist nur mit numerischen Iterationsverfahren, 
z. B. dem Newton-Verfahren, lösbar. Savvides et al. ermitteln die Position mit Hilfe eines 
Kalman-Filters [Sav02]. Der Kalman-Filter ist ein Regelkreis, der eine Position aus dem 
aktuellen Zustand und neu zugeführten Eingangsdaten, z. B. nach dem Empfang neuer bzw. 
veränderter Referenzkoordinaten, berechnen bzw. aktualisieren kann. Bei der Aktualisie-
rung zeichnet sich der Kalman-Filter besonders durch seine Tiefpass-Eigenschaften aus, 
wodurch die Lokalisierung auch bei stark schwankenden Distanzmessungen stabilisiert 
wird. Eine weitere Verbesserung stellt die Distanzmessung durch das Hop-Count-Verfahren 
zu außerhalb der Reichweite liegenden Referenzknoten dar. Die erhöht die Wahrschein-
lichkeit der Anwendbarkeit einer iterativen Multilateration und die Berechnung eines 
Startwertes [Sav03]. 
Neben den von Savvides et al. vorgestellten Multilaterationsvarianten existieren eine Viel-
zahl ähnlicher Verfahren, die die Methode der kleinsten Quadrate zu Lokalisierung basie-
rend auf akustischen Distanzmessungen nutzen [Gir06, Kwo05, Hig00]. Die auf Ultraschall 
basierenden Verfahren wie z. B. Active Bat [Har99, War97] erlauben eine sehr genaue 
Distanzschätzung durch Time-of-Flight Messungen (vgl. Kap. 2.2). 
Sk
 
Abbildung 35: Active-Bat-System 
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Active-Bat-Systeme benötigen vorinstallierte Gitter aus Ultraschallsensoren an der Raum-
decke (Abbildung 35). Diese Sensoren messen die Laufzeiten zwischen denen von den 
Sensorknoten emittierten Funk- und Ultraschallsignalen. Die anschließende Lateration auf 
einer Basisstation ergibt die gesuchten Positionen der Sensorknoten. Das Verfahren zeich-
net sich durch eine hohe Genauigkeit, aber auch einen sehr hohen Installationsaufwand und 
damit erheblichen Kosten aus. 
Das Cricket Location Support System bestimmt wie das Active-Bat-System die Distanzen 
zu den Beacons aus der Laufzeit der Ultraschallsignale [Pri00]. Im Gegensatz zu Active Bat 
emittieren bei Cricket die Beacons die Ultraschallsignale. Die Sensorknoten messen die 
Signallaufzeiten und berechnen daraus ihre Position durch Lateration autark. Das System 
skaliert dadurch deutlich besser, da der benötigte Funkverkehr nicht von der Anzahl der 
Sensorknoten sondern nur von der Beacondichte abhängt. Zudem verringern sich die Kos-
ten für die Installation der wenigen Beacons deutlich. 
3.6.2 Näherungsverfahren 
Ein weit verbreitetes und sehr einfaches Näherungsverfahren ist der Bounding-Box-Algo-
rithmus von Simic et al. [Sim02]. Es nutzt ebenso wie die Multilateration zur Lokalisierung 
zusätzliche Referenzknoten Bi(x;y) mit bekannter Position. Die Beacons übermitteln ihre 
Position an alle in Übertragungsreichweite tr liegenden Sensorknoten Skj. Diese ermitteln 
durch ein geeignetes Verfahren die Distanzen dij zu den sendenden Beacons Bi(x;y) und 
berechnen quadratische Flächen Ai  (2·dij)
2 um Bi(x;y), in denen sich der Sensorknoten Skj 
befinden muss (Abbildung 36a).  
Durch Vergleich der minimalen und maximalen Koordinaten aller ermittelten Flächen Ai 
ergibt sich das resultierende Rechteck ASk (Bounding Box), in dem sich der Sensorknoten 
Skj befindet (Abbildung 36b). In der resultierenden rechteckigen Schnittfläche ASk wird die 
gesuchte Position in der Mitte vermutet. Eine genauere Aussage zur Position ist mit diesem 























Abbildung 36: a) Bounding Box des Beacons B1(x;y)  b) Bounding Box ASk des Sensorknotens 
Sk3(x;y) (Sk3  ASk,Hülle) c) Bounding Box ASk (Sk4  ASk,Hülle) 
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Verfahren nicht möglich. Es ist jedoch sehr gut zur Generierung von Startwerten iterativer 
Verfahren, wie z. B. der kollaborativen Multilateration auf Basis des Kalman-Filters, ge-
eignet [Sav03].  
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Ein Nachteil des Bounding-Box-Verfahrens besteht darin, dass ein geringer Lokalisierungs-
fehler nur erreicht werden kann, wenn sich der Sensorknoten Skj innerhalb einer konvexen, 
durch die Beacons begrenzten, Hüllfläche ASk,Hülle befindet. Anderenfalls vergrößert sich 
die Bounding Box ASk und damit der Fehler sehr stark (Abbildung 36c). Weiterhin zeigt der 
Algorithmus divergentes bzw. instabiles Verhalten, wenn die Distanzmessungen starkem 
Rauschen unterliegen, da dann Flächen Ai entstehen können, die sich nicht überlappen und 
folglich keine Bounding Box bilden können [Whi02]. 
Die Firma Chipcon stellte mit der Location Engine einen der ersten integrierten Lokali-
sierungsbausteine für Mikrocontroller CC2431 vor [TI06]. Als Voraussetzung zur Lokali-
sierung eines Sensorknotens Skj(x;y) werden die empfangenen Positionen von 8 Referenz-
knoten Bi(xi;yi) mit der geringsten Distanz dij gespeichert. Der Beacon BBest(xBest;yBest) mit 
der kleinsten Distanz dBest,j zum Sensorknoten Skj definiert einen Kreisring um BBest mit 
dem Radius tr  di,Best + d, in dem Skj liegt (Abbildung 37). Aus den restlichen bekannten 
Nachbarpositionen wird die auf dem Kreisring wahrscheinlichste Position durch die Lokali-
sierungseinheit (Location Engine) bestimmt. Das Verfahren erreicht nach Auskunft des 
Herstellers in einem 64m)64m großen Netzwerk einen Fehler f < 3m  4,7%. 
Neben den bisher eingeführten Lokalisierungssystemen existieren noch die auf der Schwer-
punktbestimmung basierenden Näherungsverfahren, wie z. B. das Active Badge System 
[Wan92]. Diese Verfahren werden ausführlich in den Kapiteln 4 und 5 behandelt. 
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Abbildung 37: Positionsermittlung durch die Chipcon Location Engine [TI06] 
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Mit Sextant haben Guha et al. ein Näherungsverfahren vorgestellt, das die Nachteile der 
ungleichmäßigen Ausbreitungscharakteristik (vgl. Kap. 2.9) durch Eingrenzung verringert 
[Guh05]. Zudem setzen die Autoren keine symmetrische Konnektivität zwischen den Sen-
sorknoten voraus. Somit impliziert Sk1 hört Sk2 nicht, dass Sk2 auch Sk1 hört. 
Ausgangspunkt des Verfahrens ist der zu lokalisierende Sensorknoten Sk, der die maximale 
Übertragungsreichweite trmax zu seinen direkten Nachbarn ermittelt (Abbildung 38a). Folg-
lich gilt für alle Sensorknoten Skj, die eine Nachricht von Sk erhalten, dass sie innerhalb 
eines maximalen Übertragungsbereiches MSk liegen (Skj  MSk) und die Entfernung dj zwi-
schen beiden Knoten maximal trmax entspricht (0  dj  trmax). Zusätzlich ermittelt der Sen-
sorknoten Sk die minimale Übertragungsreichweite trmin, bei der eine Nachrichtenübertra-
gung des Knotens Sk in allen Richtungen garantiert werden kann. 
Angenommen, die Position des Knotens Sk liegt in der Region Sk, dann muss ein in Reich-
weite befindlicher Sensorknoten Skj in der Region MSk sein (Abbildung 38b). Diese Region 
MSk ist definiert als Menge aller Punkte innerhalb trmax um alle Punkte der Region Sk. Kann 
ein Sensorknoten Skj eine Nachricht des Knotens Sk nicht empfangen, muss er sich außer-
halb der Region ASk befinden, für die gilt, dass die Distanz aller Punkte der Region Sk 
höchstens trmin entspricht. ASk bildet demnach die Schnittmenge der Kreise aller Sensorkno-
ten innerhalb Sk mit der Übertragungsreichweite trmin.  
Die geschätzte Position des Sensorknotens befindet sich zu Beginn der Lokalisierung in der 
Mitte des Universums eSk
U. Detektiert der Sensorknoten eine Region MSk, in der er sich 
befinden muss, existiert ebenfalls eine Teilmenge von Sensorknoten X  MSk, deren maxi-
Sk










: Maximaler Übertragungsbereich von Sk























Abbildung 38: a) Beispielhafte Ausbreitungscharakteristik eines Sensorknotens (Fläche ASk) 
b) Prinzip der Positionsermittlung des Sextant-Verfahrens 
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male Übertragungsbereiche vollständig in MSk liegen. Folglich reduziert sich eSk auf die 
Schnittmenge eSk 
 eSk  X (siehe eSk in Abbildung 38b). Kann für eine Region X aus-
geschlossen werden, dass der Sensorknoten in ihr liegt, ergibt sich eSk aus der Differenz der 
Regionen eSk 
 eSk\X. 
Die Regionen werden beim Sextant-Verfahren durch genäherte Bézier-Kurven beschrieben. 
Somit können primitive Flächenoperationen, wie z. B. Schnittfläche bilden, Subtraktion und 
Vereinigung von Flächen, auch auf Sensorknoten ausgeführt werden [Far88]. 
Der APIT-Algorithmus ist ebenfalls ein Näherungsverfahren zur Lokalisierung von Sensor-
knoten in Netzwerken hoher Knotendichte [He05]. Die Bestimmung erfolgt in vier Stufen: 
1. Sammeln der Positionen bekannter Nachbarbeacons 
2. Point-in-Triangulation-Test (PIT) 
3. Gewichtsbildung 
4. Schwerpunktbestimmung 
In der ersten Phase sammelt der zu lokalisierende Sensorknoten Ski alle Positionsangaben 
von n bekannten Beacons Bj (0 < j  n) und ermittelt gleichzeitig die genäherten Distanzen 
dij zu den Beacons. Anschließend in Phase 2 werden aus allen Beaconpositionen insgesamt 
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Abbildung 39: a) Dreiecksbildung beim APIT-Algorithmus aus allen bekannten Beacon-
positionen  b) Ermitteln der wahrscheinlichsten Position durch Zählen der überlagerten 
Teilflächen  c) Point-in-Triangulation-Test (PIT) des Sensorknotens Ski und Skr innerhalb
und  d) außerhalb eines Dreiecks  e) Prinzip des PIT 
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Für jedes aufgestellte Dreieck wird durch den Point-in-Triangulation-Test (PIT) geprüft, ob 
sich der Sensorknoten Ski innerhalb der eingeschlossenen Fläche befindet. Der Test basiert 
auf der Annahme, dass ein im Dreieck befindlicher Knoten Ski die drei Distanzen dij 
(j  1,2,3) zu den Eckpunkten des Dreiecks Bj kennt. Wird dieser Sensorknoten leicht ver-
schoben und ist er danach weiterhin innerhalb des Dreiecks, haben sich zwei dieser Distan-
zen verkürzt und eine verlängert. Anderenfalls liegt er nach der Verschiebung nicht mehr 
im Dreieck. Da die Position des Sensorknotens unbekannt ist, kann der Test nur approxi-
miert durchgeführt werden.  
Eine hohe Sensorknotendichte garantiert im extrem ungünstigen Fall, dass der rechte Nach-
bar Skr des Sensorknotens Ski ebenfalls die Beacons Bj (j  1,2,3) kennt und die Distanzen 
drj. Diese Distanzen überträgt Skr an Ski, wodurch dieser durch Vergleich der Distanzen dij 
und drj überprüfen kann, ob eine Rechtsverschiebung des Knotens Ski auf die Position des 
Knotens Skr zum Verlassen des Dreiecks führt (Abbildung 39c-d). Dieser Test wird für alle 
vier Richtungen durchgeführt (Abbildung 39e). Wenn für alle vier Nachbarknoten (Skl, Skr, 
Sko, Skru) nachgewiesen werden kann, dass der Sensorknoten das Dreieck nicht verlässt, ist 
der PIT bestanden. Der Sensorknoten muss sich folglich in dem Dreieck befinden. 
In der dritten Phase werden alle bekannten Beaconpositionen einer Teilfläche des Netzwer-
kes zugeordnet. Für jede Teilfläche wird die Anzahl der sie berührenden Dreiecke gezählt. 
In Abhängigkeit des PIT wird je Dreieck inkrementiert (PIT wahr) bzw. dekrementiert, 
wenn der PIT nicht bestanden wurde (Abbildung 39b). In der Region mit den größten Zäh-
lern befindet sich höchstwahrscheinlich der Sensorknoten. Ist eine explizite Positionsanga-
be gefordert, kann der Zählerwert auch als Gewicht in einer Schwerpunktbestimmung 
benutzt werden (vgl. Kap. 5). 
3.6.3 Analyseverfahren 
Diese Klasse von Lokalisierungsverfahren ermittelt die Position der Sensorknoten aus der 
Analyse aktuell verfügbarer Messdaten und bereits gewonnener Daten [Hig01b]. Die Posi-
tion kann durch statische und differentielle Analyse ermittelt werden. Die statische Analyse 
basiert auf dem Vergleich bereits bekannter bzw. vordefinierter Daten mit den aktuellen 
Messdaten. Die differenzielle Analyse betrachtet dagegen die Messdatenänderungen und 
berechnet daraus Bewegungsvektoren und Positionsschätzungen. 
Ein typischer Vertreter der statischen Analyse ist das von Bahl et al. vorgestellte zwei-
stufige Verfahren RADAR zur Lokalisierung in Gebäuden [Bah00]. Alle Räume werden 
dazu mit WLAN-Basisstationen, die ihre Position kennen, ausgestattet. 
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In der ersten, initialen Phase des Algorithmus (Off-Line Phase) senden mobile Geräte 
Nachrichten inkl. ihrer aktueller Position (User-Position) aus, die von den Basisstationen 
detektiert werden. Zusätzlich messen die Basisstationen die Empfangsfeldstärke sowie das 
Signal-Rausch-Verhältnis und speichern diese in einer Datenbank. Somit entsteht für jede 
User-Position ein einzigartiges Profil mit gemessenen Kennwerten, das die Nachteile der 
problematischen Sende- und Empfangscharakteristik bei der RSSI-Ermittlung nahezu 
eliminiert (vgl. Abbildung 24). 
In der anschließenden zweiten Phase senden die zu lokalisierenden Sensorknoten ebenfalls 
eine Nachricht. Die Beacons messen erneut SNR sowie RSSI und ermitteln durch Ver-
gleich mit den bereits gespeicherten User-Positionen aus der ersten Phase die wahr-
scheinlichste Position des Sensorknotens. Das Verfahren erreicht lediglich eine Genauigkeit 
von ca. 50% des Beaconabstandes. Im Vergleich zu anderen Algorithmen benötigt RADAR 
durch die umfangreiche Kommunikation und Datenbankspeicherung in der Offline-Phase 
sehr viele Ressourcen. 
Ein weiteres Analyseverfahren ist das Signal-Pattern-Matching [Bha03]. Es nutzt die 
Nachteile der schwer bestimmbaren Ausbreitungscharakteristik der Funkwellen in realen 
Systemen verursacht durch Mehrwegeausbreitung, Beugung und Reflexionen aus. Das 
Einsatzgebiet des Sensornetzwerkes wird dazu einmalig vor der Ausbringung der Sensor-
knoten in Teilgebiete gegliedert. Für jede dieser Teilflächen wird aus den empfangenen 
Signalen der Referenzknoten ein charakteristischer Identifier (Fingerprint) zu jedem Sender 
ermittelt und in einer zentralen Datenbank gespeichert. Die Lokalisierung der Sensorknoten 
erfolgt durch Vergleich der gespeicherten Signaturen mit der berechneten Signatur aus den 
aktuellen Umgebungsdaten. Der Nachteil des Verfahrens besteht jedoch in der zwingenden 
Reorganisation der Datenbank bei Änderungen in der Umgebung. 
3.7 Zusammenfassung 
In diesem Kapitel wurden die grundlegenden mathematischen Verfahren der Lokalisierung 
hergeleitet und klassifiziert. Die nachfolgende Analyse ergab, dass aufgrund der zahlrei-
chen Randbedingungen (Ressourcenknappheit, Skalierungsverhalten, ungenaue Distanz-
messungen usw.) zumeist eine Adaptierung der Verfahren auf die spezifischen Eigenschaf-
ten in Sensornetzwerken erforderlich ist. 
Dies führte zur Entwicklung zahlreicher spezialisierter Lokalisierungsverfahren für Sensor-
netzwerke, von denen die wichtigsten Vertreter vorgestellt wurden. Der Fokus der meisten 
Verfahren liegt vielfach bei der Erhöhung der Positionsgenauigkeit und führt dadurch oft zu 
einem relativ hohen Ressourcenbedarf durch z. B. erhöhten Kommunikationsaufwand, 
Speicherbedarf oder Rechenaufwand. 
 
 4 Schwerpunktbestimmung 
 
 
In Systemen, in denen die Ressourceneffizienz gegenüber anderen Designkriterien im 
Vordergrund steht, kann die Schwerpunktbestimmung als Schätzung der Position eines 
Sensorknotens eingesetzt werden. Die Positionsbestimmung basierend auf einer Schwer-
punktbestimmung wurde im Kontext mit Sensoren erstmals 1989 im Active Badge System 
eingesetzt [Wan92]. Die Anwendung zielte auf die Lokalisierung von mobilen Mitarbeitern 
innerhalb eines Gebäudes mit der Absicht, die telefonische Erreichbarkeit der Mitarbeiter 
zu erhöhen. 
Das Active Badge System ist ein zentralisiertes System, d. h. die Positionsbestimmung 
erfolgt aus allen gesammelten Informationen in einer zentralen Station bs des Netzwerkes. 
Diese Informationen, die für die Positionsbestimmung benötigt werden, müssen alle an eine 
zentrale Einheit im Netzwerk übertragen werden. Wenn die Position auf dem einzelnen 
Sensorknoten zusätzlich benötigt wird, ist eine Übertragung der berechneten Position von 
der Basisstation zum Sensorknoten erforderlich. Diese Übertragung ist aus energetischer 
Sicht sehr problematisch, da bei genauer Betrachtung 
" die Koordinaten der involvierten Sensorknoten und Basisstationen unbekannt sind 
und demzufolge ein geografisches Routing nicht in Betracht kommt, 
" ein Fluten von n Positionen in segmentierten Nachrichten erfolgen müsste, da für 
sehr große n ein Paket nicht alle Positionsdaten aufnehmen kann, 
" die zufällige Verteilung der Knoten ein angepasstes Routingprotokoll erfordert, um 
ein Fluten des Netzes zu verhindern und 
" die Knoten in der Nähe der Basisstation bs durch das Weiterleiten der Daten be-
nachbarter Sensorknoten erhöhtem Energieverbrauch ausgesetzt sind und folglich 
früher als entfernte mangels verfügbarer Energiereserven ausfallen. 
4.1 Algorithmus 
Für die Schwerpunktbestimmung wurde ein dezentraler Ansatz (Centroid Localization, CL) 
durch Bulusu et al. vorgestellt [Bul00]. Das Verfahren zeichnet sich durch den Verzicht auf 
bidirektionale Verbindungen und die damit verbundene Energieeinsparung aus. 
Beide Verfahren, Active Badge und CL, setzen zur Positionsberechnung das Vorhanden-
sein von b Beacons Bi (0 < i  b) und n Sensorknoten Pj (0 < j  n) voraus. Ein Sensornetz-
werk SNW besteht somit aus n + b Netzwerkteilnehmern (Bi,Pj  SNW). Die Positionen der 
einfachen Sensorknoten Pj sind unbekannt und können aus den Positionen der Beacons und 
den ermittelten Nachbarschaftsbeziehungen genähert bestimmt werden. 
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Der durch Bulusu et al. vorgeschlagene Algorithmus unterscheidet für Sensorknoten und 
Beacons unterschiedliche Ablaufprotokolle. Die Beacons, deren Position als bekannt defi-
niert ist, senden innerhalb einer Periode TB ihre Position und ihren Identifier in einer 
Broadcastnachricht. Um Kollisionen bei der Übertragung vieler Beaconpositionen zu redu-
zieren, wird der Sendezeitpunkt t0 innerhalb der Periode TB zufällig bestimmt (Algorithmus 
2). Die Sensorknoten sammeln alle empfangenen Beaconpositionen Bi (Algorithmus 3). 
Die Sensorknoten verbleiben in der Phase des Beaconempfangs bis die Periode tst 
(sampling time) abgelaufen ist. Sie ergibt sich aus tst  (S + 1)TB, wobei S die Anzahl der 
erwarteten Nachrichten definiert. Die in diesem Zeitraum empfangenen Nachrichten wer-
den für jeden Beacon einzeln gezählt und ergeben ni,received. 
Über die Anzahl ni,received der empfangenen Informationen eines Beacons kann die Konnek-
tivitätsmetrik cmi (connectivity metric) bestimmt werden [Bul02]. Sie gibt an, wie gut der 
Sensorknoten zu diesem Beacon verbunden ist und berechnet sich aus den gesendeten ni,sent 
und den empfangenen ni,received Nachrichten eines Beacons. Die Konnektivitätsmetrik kann 
zusammen mit der Schwelle cmthreshold benutzt werden, um die Lokalisierung zu stabilisie-
ren, indem nur Beaconpositionen in die nachfolgende Berechnung einbezogen werden, zu 
denen in der aktuellen Periode eine sehr gute Verbindung besteht. 
Algorithmus 2: Positionsermittlung im Schwerpunkt, Ablaufprotokoll auf Beacons 
Positionsbestimmung 
Ermittle, falls erforderlich, die exakte Position (z. B. per GPS) 
Endlosschleife 
Warte bis zu zufälligem Startpunkt to innerhalb der Periode TB 
Sende Nachrichten mit eigenem Identifier und eigener Beaconposition Bi 
Warte Zeit TB-t0, sodass gesamter Zyklus TB dauert 
 
Algorithmus 3: Positionsermittlung im Schwerpunkt, Ablauf auf Sensorknoten 
Datensammlung 
Warte Zeit TB 
o Empfange Nachrichten mit Beaconpositionen Bi 
o Merke Beaconposition Bi 
o Zähle pro Beacon die Anzahl der Nachrichten ni,received 
Berechne cmi aller empfangenen Beaconinformationen 
Entferne alle Beaconinformationen für die nicht gilt cmthreshold  cmi 
Berechne Zwischensumme Sx und Sy aus den Koordinaten der gültigen Beacon-
positionen 
Zähle Anzahl der gültigen Beaconpositionen n 
Positionsbestimmung 
Ermittle Px durch Dividieren von Sx mit n (Gleichung 61) 
Ermittle Py durch Dividieren von Sy mit n (Gleichung 61) 
 












Nach Ablauf der Periode tst wird die Konnektivitätsmetrik cmi jedes Beacons berechnet. 
Alle Beaconpositionen, für die der Schwellwert cmthreshold nicht eingehalten wird, werden 
verworfen. Bulusu et al. ermittelten für ihr beispielhaftes Netzwerk einen Schwellwert von 
cmthreshold  0,9 [Bul00]. 
Der Lokalisierungsansatz besteht darin, die Koordinaten (x,y) aller n verbliebenen, nicht 
verworfenen, Beaconpositionen Bi getrennt voneinander zu addieren und die Zwischen-
summen durch die Anzahl n der Beaconpositionen zu teilen (Gleichung 61). In der Mathe-



























 *Bi(cmthreshold  cmi) 
 
(61)
Dem Algorithmus liegt ein kreisförmiges Ausbreitungsmodell zugrunde (vgl. Kap. 2.9), das 
den Übertragungsbereich eines Netzwerkteilnehmers durch einen Kreis in der Ebene mit 
dem Radius tr (Übertragungsreichweite) nähert. Die Beacons bilden mit ihren Übertra-
gungsbereichen Ai charakteristische Überlappungsbereiche. Für die gesuchte Position Pj 
gilt, dass sie innerhalb eines Überlappungsbereiches AS liegen muss, der einer Teilmenge 
aller Übertragungsbereiche Ai (i  1..n) der bekannten Beacons entspricht.  
a) b) 
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Abbildung 40: a) Überlagerungsflächen bei 3)3-Gitteranordnung der Beacons, tr = fq = 50  b) 
Lokalisierungsfehler der Schwerpunktbestimmung (3)3 Beacons, fq = 50) 
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In einem gitterbasierten Netzwerk aus 3)3 Beacons mit der Übertragungsreichweite tr  50 
setzen sich die Überlagerungsbereiche wie in Abbildung 40a dargestellt zusammen. Der 
Abstand zwischen zwei Beacons entlang einer Gitterlinie wird mit fq bezeichnet. 
Der Fehler der Positionsbestimmung f  berechnet sich aus dem Abstand zwischen ermittel-
ter Position P(x;y) und wahrer Position P(x;y). Für ein voll besetztes Sensornetzwerk kann 
der Lokalisierungsfehler für jede Position im Netzwerk ermittelt werden. 
    22f x x y y 
  
  (62)
Abbildung 40b zeigt den Fehler für ein typisches Einsatzszenario (3)3 Beacons im Gitter 
bei Übertragungsreichweite tr  fq  50). Die unterschiedlichen Farben symbolisieren die 
Höhe des absoluten Fehlers, der durchschnittlich fmean  10,7 beträgt und im Maximum 
fmax  24 ist. Bezogen auf den Beaconabstand beträgt der relative Lokalisierungsfehler 
fmean / fq  0,21. 
Es wird deutlich, dass in jedem Überlappungsbereich der Fehler konzentrisch vom Schwer-
punkt zur Außenkante der Überlappungsfläche zunimmt und an der Grenze zum benach-
barten Überlappungsbereich eine Unstetigkeitsstelle im Fehlerverlauf auftritt. 
Die genaue Analyse der Abbildung 40a zeigt, dass sich bei doppelter Übertragungsreich-
weite und doppeltem Beaconabstand ähnliche Überlappungsflächen bilden müssen. Der 
Fehlerverlauf ist für diesen Fall vergleichbar und der relative Lokalisierungsfehler  f / fq 
identisch. Der relative Lokalisierungsfehler ist demnach nur vom Verhältnis v aus Übertra-
gungsreichweite tr und Beaconabstand fq abhängig, da nur dieses Verhältnis maßgeblich 





Nachteilig bei dem Verfahren ist, dass Informationen von schlecht verbundenen Beacons 
durch den Einsatz der Schranke cmthreshold einfach verworfen werden anstatt sie in angemes-
sener Weise auszuwerten. Ebenso sind keine Korrekturverfahren oder Verfahren zur Syn-
chronisation zwischen den Beacons definiert (vgl. Kap. 6). Zudem zwingt diese Methode zu 
einem nicht zu vernachlässigendem Speicherverbrauch, da für jeden der b empfangbaren 
Beacons eine Zählung der Positionsinformationen erfolgen muss. 
 , ,( ( ) ( )) ( )i x i y ispeicherbedarf b sizeof B sizeof B sizeof cm    (64)
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In einem mobilen Netzwerk oder in Netzwerken mit einer unbekannten bzw. einer un-
gleichmäßigen Beaconverteilung erzwingt dieses Verfahren dynamische Speicherstruk-
turen, die es aufgrund der extremen Ressourcenlimitierungen auf Sensorknoten eher zu 
vermeiden gilt. Aus diesem Grund wurde in einem vereinfachten Verfahren auf die Kon-
nektivitätsmetrik vollständig verzichtet (Algorithmus 4). Dies ist zulässig, wenn Ausbrei-
tungscharakteristik aller Netzwerkteilnehmer dem zugrunde liegenden Modell entspricht. 
Die Implementierung dieses Verfahrens ist wesentlich einfacher und speichersparender. 
Besonders hervorzuheben ist, dass der Algorithmus jetzt jederzeit in der Lage ist, eine 
Position zu ermitteln, auch wenn noch nicht alle Beaconinformationen empfangen wurden. 
Er konvergiert somit mit der Zeit zu P(x;y). Es muss lediglich sichergestellt werden, dass 
die Beaconinformationen nur einmal verrechnet werden. Dies kann erreicht werden, indem  
a) alle Beacons nur einmal bzw. periodisch in Runden senden oder 
b) in einer Bitmaske die bereits registrierten Beacons mitprotokolliert werden. 
In dem bisherigen Verfahren (Algorithmus 3) wurde die Lokalisierung mobiler Knoten 
automatisch über den Filter der Konnektivitätsmetrik garantiert. Im vereinfachten Verfah-
ren muss die Positionsbestimmung zur Korrektur der Koordinaten Px und Py periodisch neu 
durchgeführt werden, um sich ändernde Nachbarbeacons in der Berechnung zu berücksich-
tigen. Die vereinfachte Lokalisierung basierend auf der Schwerpunktbestimmung 
(Algorithmus 4) besitzt eine Reihe von Vorteilen gegenüber anderen Algorithmen wie 
" sehr einfache und schnelle Berechnung, 
" ohne FPU ausführbar, 
" statischer Speicherverbrauch, 
" unidirektionale, verbindungslose Kommunikation von Beacons zu Sensorknoten, 
" skalierbar, 
" pipelinefähig und 
" keine explizite Distanzmessung nötig. 
Algorithmus 4: Vereinfachte Lokalisierung auf Sensorknoten 
Datensammlung 
Empfange Nachrichten mit Beaconidentifier und -positionen Bi 
Wenn Bi unbekannt, dann 
o Speichere Koordinaten des Beacons Bi 
o Inkrementiere n 
o Berechne Zwischensumme Sx und Sy aus Koordinaten der Beaconpositionen
Positionsbestimmung 
Ermittle Px durch Dividieren von Sx mit n (Gleichung 61) 
Ermittle Py durch Dividieren von Sy mit n (Gleichung 61) 
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Gerade die Kombination mehrerer dieser Vorteile prädestiniert die Schwerpunktbestim-
mung für den Einsatz auf ressourcenarmen Systemen mit geringen Ansprüchen an die 
Lokalisierungsgenauigkeit. Da das Verfahren keine Kompensation der durch Hindernisse, 
Materialeigenschaften veränderten Ausbreitungscharakteristik vorsieht, verschlechtert sich 
die Positionsgenauigkeit mit der Abweichung zum idealen Modell (vgl. Abbildung 12).  
4.3 Grenzen der Schwerpunktbestimmung 
Im Gegensatz zu weithin üblichen Aussagen, bei dem von Bulusu et al. vorgestellten Ver-
fahren werde der Mittelpunkt der Schnittfläche AS bestimmt, handelt es sich tatsächlich um 
eine Schwerpunktbestimmung, wie Abbildung 41 zeigt. In Teilbild a) wird die Position des 
Sensorknotens P1 der resultierenden Schnittfläche AS aus der Menge der bekannten Bea-
conpositionen Bi  B (i  1,2,3) im Punkt P1(x;y) bestimmt. 
Wenn jedoch ein weiterer Beacon B4 hinzukommt und dieser sich in unmittelbarer Umge-
bung (d  0) zu einem anderen Beacon B2 befindet, bildet sich eine Untermenge C von 
dicht beieinander liegenden Beacons (C  B). Abbildung 41b zeigt diese Konstellation für 
B4 (B4  C). In diesem Fall ist die resultierende Schnittfläche SA!  nahezu dieselbe wie im 
Fall a). Die ermittelte Position '1( ; )P x y  ist jedoch trotz gleicher Schnittfläche AS nicht mit 
P1(x;y) identisch. Vielmehr wird die ermittelte Position '1( ; )P x y  zu den Beacons, in diesem 
Fall B2 und B4, verschoben, also in Gebiete, die eine überdurchschnittlich hohe Beacondich-
te aufweisen. Es wird deutlich, dass die Berechnungsvorschrift einer Schwerpunktbestim-
mung gleichkommt, da alle Beacons in die Kalkulation miteinbezogen werden und die 
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Abbildung 41: a) Bestimmung der Position P1(x;y) = {3,7;3,7} durch Schwerpunktbestimmung
aus den empfangenen Beaconpositionen B1(2;3), B2(4;6) und B3(5;2)  b) Bestimmung der 
Position P1’(x;y) = {3,75;4,25} aus den Beaconpositionen B1..B4 
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Für den Fall, dass in der unmittelbaren Umgebung von B2 weitere Beacons (B5 und B6) 
liegen, tritt das Phänomen auf, dass die berechnete Position ''1 ( ; )P x y  außerhalb der Schnitt-
fläche AS liegt ( ''1 SP A ). Die ermittelte Position liegt demnach nicht grundsätzlich in der 
Schnittfläche. Die Berechnungsvorschrift ist somit lediglich eine Näherung für die Positi-
onsbestimmung innerhalb der Schnittfläche AS, die nur in Grenzfällen die akzeptable Ge-
nauigkeit liefert. Lediglich für den Spezialfall, dass die Beacondichte B konstant ist, garan-
tiert die Berechnungsvorschrift einer Schwerpunktbestimmung eine ermittelte Position 
innerhalb der resultierenden Schnittfläche. 
Alle Sensorknoten innerhalb der Schnittfläche AS bestimmen dieselbe Position P(x;y). 
Folglich steigt der Fehler der Lokalisierung für diese Knoten konzentrisch mit dem Abstand 
zwischen der wahren Position P(x;y) und P(x;y). Die Position P(x;y) wird bei ungleichmä-
ßiger Beaconverteilung im Extremfall im Schwerpunkt des Gebietes C bestimmt. In 
Abbildung 41a entspricht der Maximalfehler für alle Sensorknoten Pi  AS  jedoch nicht 
dem Extremfall 2PB , da die Beacondichte sehr ausgeglichen ist. Im Fall b) ist die Tendenz 
erkennbar, dass die Strecke 2P B!  den Maximalfehler darstellen wird. Folglich steigt der 
Maximalfehler bei der Schwerpunktbestimmung für alle Knoten in Regionen mit geringer 
Beacondichte massiv an. 
Aus den dargelegten Überlegungen empfiehlt es sich daher, die Verteilung der Beacons der 
Verteilung der Sensorknoten anzupassen, wenn eine differenzierte Positionsgenauigkeit 
erwünscht ist und die Folgen auf den Lokalisierungsfehler überschaubar sind. Andererseits 
ist es nahe liegend, eine Gleichverteilung von Beacons anzustreben, wenn alle Knoten ihre 
Position mit einem geringeren Maximalfehler bestimmen sollen. 
Ein weiterer entscheidender Nachteil der Schwerpunktbestimmung bei ungleichmäßig ver-
teilten Beacons ist die wesentlich aufwändigere mathematische Bestimmung des Lokali-
sierungsfehlers. Für den Extremfall, dass die Untermenge C sehr groß wird (nC  ), wird 
die Position Pi immer an der Stelle Bi  C bestimmt. Die bestimmte Position aller Sensor-
knoten in As befindet sich demnach nicht mehr in der Schnittfläche. Der durchschnittliche 
und der maximale Fehler wachsen stark. Der maximale Fehler steigt auf den Wert der 
Strecke i jPB , wenn Bj im Schwerpunkt der Fläche C liegt. 
Bei einer Gleichverteilung der Beacons befindet sich Pi immer in der resultierenden 
Schnittfläche AS. Die Grenzen dieser Fläche können somit als Randbedingungen zur Feh-
leranalyse herangezogen werden und der durchschnittliche Lokalisierungsfehler kann ma-
thematisch ermittelt werden (vgl. Kap.  4.6). 
In der Praxis gestaltet sich die Gleichverteilung, hervorgerufen durch die Verteilung in 
unebenen Gebieten, Hindernisse und Ausfälle, sehr schwierig. Daher wurden vielfach 
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Richtlinien und Vorschläge zur Korrektur der Beaconverteilung entwickelt [Pri00]. Doherty 
et al. stellten fest, dass das Platzieren der Beacons am Außenbereich besonders in den 
Ecken des Netzwerkes die Lokalisierungsfehler nachhaltig reduziert. In [Sal05] wird die 
Aussage weiter präzisiert, indem die optimale Beaconplatzierung nicht auf dem Netzwerk-
rand, sondern in der Nähe des Netzwerkrandes erfolgen muss. 
Um die Beaconverteilung zur Laufzeit zu verbessern, haben Bulusu et al. eine inkrementel-
le Beaconplatzierung (beacon placement) vorgeschlagen [Bul01]. Die zwei präsentierten 
Algorithmen, MAX und GRID, bestimmen die Lokalisierungsfehler der Sensorknoten aus 
den empfangenen Positionsdaten der bekannten Beacons mit Hilfe eines mobilen Agenten 
(mobile agents). Im Anschluss werden aus den empirisch gewonnenen Messdaten Gebiete 
mit hohen Lokalisierungsfehlern eingegrenzt, in die neue Beacons manuell hinzugefügt 
werden. Eine Weiterentwicklung der Verfahren wird in [Bul01b] beschrieben. HEAP-MAX 
und HEAP-Grid erfahren Erweiterungen für hohe Netzwerkdichten. Das manuelle Hinzu-
fügen von Beacons ist jedoch weiterhin notwendig. 
4.4 Optimale Kalibrierung 
Der Fehler der Lokalisierung ist abhängig von der Übertragungsreichweite tr der Beacons. 
Dies wird schnell durch die Betrachtung des Fehlerverlaufs im Grenzwertfall deutlich. Für 
den Fall, dass die Übertragungsreichweite lim tr  0 strebt, kann kein Sensorknoten Nach-
richten eines Beacons empfangen. Eine Positionsbestimmung ist demnach nicht möglich 
(Abbildung 42a) und die Anzahl der Sensorknoten mit unbekannter Position (Unbekannte) 
ist maximal u 
 max [Blu04a]. 
Im anderen Extremfall lim tr muss eine zusätzliche Fallunterscheidung anhand der 
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Abbildung 42: Überlappungsbereiche bei der Schwerpunktbestimmung in einem endlichen
Netzwerk aus Beacons in Abhängigkeit von der Übertragungsreichweite für a) lim tr0, d. h.
keine Positionsbestimmung möglich  b) tr = fq mit mittlerem Lokalisierungsfehler  c) lim 
tr  , bestimmte Position für alle Sensorknoten im Zentrum des Beaconnetzwerkes 
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Größe des Sensornetzwerkes vorgenommen werden. In einem endlichen Netzwerk führt 
eine riesige Übertragungsreichweite zum Empfang aller Beaconpositionen auf allen Sensor-
knoten. Folglich bestimmen aufgrund der identischen Positionsinformationen alle Knoten 
dieselbe Position und zwar exakt im Schwerpunkt des gesamten Beaconnetzwerkes 
(Abbildung 42c). Das führt letztlich zu einem sehr hohen durchschnittlichen und maxima-
len Lokalisierungsfehler, der sich aus der maximalen Länge der Strecke vom Schwerpunkt 










In unendlich großen Sensornetzwerken mit unendlich vielen Beacons (unendliches Netz-
werk) hingegen verhält sich der Lokalisierungsfehler deutlich verschieden. Betrachten wir 
nun eine aus 3)3 Beacons bestehende Teilfläche AT mit unterschiedlichen Übertragungs-
reichweiten tr genauer. Es wird schnell deutlich, dass mit steigender Übertragungsreichwei-
te die Anzahl der Überlappungsflächen zunimmt (Abbildung 43). Da für alle Knoten in 
einer Fläche die Position gleich dem Schwerpunkt ist, muss mit zunehmender Flächenan-
zahl und folglich kleineren Flächen der Lokalisierungsfehler sinken. Weiterhin wird deut-
lich, dass die Zunahme der Überlappungsflächen keine stetige Funktion ist, sondern von 
dem Verhältnis der Übertragungsreichweite zum Beaconabstand fq abhängig ist. 
Aus den vorangegangenen Betrachtungen wird deutlich, dass der Lokalisierungsfehler maß-
geblich von der Übertragungsreichweite abhängt. Ohne Betrachtung des Energieverbrauchs 
lässt sich konstatieren, dass die Übertragungsreichweite der Beacons so kalibriert werden 
muss, dass sich der Lokalisierungsfehler im praktischen Einsatz (endliches Sensornetz-
werk) dem Grenzfall für lim tr   im unendlich großen Beaconnetzwerk nähern sollte. Es 
a) b) c) 
Abbildung 43: Überlappungsbereiche einer Teilfläche AT in einem unendlich großen Netz-
werk aus Beacons in Abhängigkeit der Übertragungsreichweite für  a) tr = fq  b) tr = 2fq  c) 
tr = 3fq. Die Anzahl der Überlappungsbereiche nimmt zu, wobei gleichzeitig die mittlere Flä-
chengröße abnimmt 
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gilt daher, eine geeignete Übertragungsreichweite für ein endliches Sensornetzwerk zu 
ermitteln, um den Lokalisierungsfehler zu minimieren. Jedoch darf diese Über-
tragungsreichweite tr nicht zum in Abbildung 42c dargestellten Verhalten führen, da in 
diesem Fall der Lokalisierungsfehler wieder steigt. 
Die beiden Fallunterscheidungen lim tr  0 und lim tr   aus Abbildung 42 machen 
deutlich, dass es ein Minimum der Übertragungsreichweite trmin geben muss, bei dem die 
Anzahl der Sensorknoten mit unbekannter Position null ist. Um seine Position bestimmen 
zu können, muss jeder Sensorknoten mindestens eine Nachricht eines Beacons erhalten. 
Diese Bedingung ist erfüllt, wenn sich alle Übertragungsreichweiten eines von vier Bea-
cons eingeschlossenen Gebietes im Mittelpunkt treffen (Abbildung 44a). Sie entspricht der 
halben Diagonalen zwischen zwei gegenüberliegenden Beacons, z. B. 2 4B B . 
 min 2
fqtr , -   
 (66)
Bei kleineren Übertragungsreichweiten tr < trmin können nicht alle Sensorknoten ihre Posi-
tion bestimmen. Diese Knoten werden als Unbekannte bezeichnet. Die Anzahl der Unbe-
kannten u steigt mit abnehmender Übertragungsreichweite (Abbildung 44b). Weiterhin ist 
ersichtlich, dass bei trmin die Anzahl Überlagerungsflächen n  8 ist. Für trmin < tr <fq ist die 
Anzahl jedoch n  9. Das bedeutet, der Lokalisierungsfehler f(tr) ist bei trmin nicht minimal, 

























Abbildung 44: a) Überlagerungsflächen bei minimaler Übertragungsreichweite trmin  b) An-
zahl der Sensorknoten mit unbestimmter Position (Unbekannte) in Abhängigkeit der Über-
tragungsreichweite 
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Die in Abbildung 42a-c dargestellten Fallunterscheidungen machen ebenfalls deutlich, dass 
es mindestens eine Übertragungsreichweite tropt geben muss, bei der der durchschnittliche 
Lokalisierungsfehler f(tr / fq) ein Minimum besitzt. Dies ergibt sich aus den Überlegungen, 
dass der Lokalisierungsfehler 
" im endlichen Feld mit wachsendem tr ebenfalls zunimmt (Abbildung 42c), 
" im endlichen Feld bei tr  trmin nicht minimal sein kann (Abbildung 44a) und 
" im unendlichen Feld mit wachsendem tr sinkt. 
Es gibt folglich in der Funktion fi(tr / fq) gegenläufige Tendenzen, die einerseits den Fehler 
minimieren und andererseits den Fehler wieder erhöhen. Die nachfolgende Simulation zeigt 
dies sehr anschaulich. Sie ermittelt die optimale Übertragungsreichweite tropt für ver-
schiedene Konfigurationen von endlichen und unendlichen Beaconnetzwerken.  
Die Simulation der endlichen Sensornetzwerke erfolgt, indem für jede gegebene Netzwerk-
konfiguration k und jede Übertragungsreichweite im Intervall 0  tr  trmax,k der Lokalisie-
rungsfehler fi jedes Sensorknotens bestimmt wird. Anschließend erfolgt die Berechnung des 
durchschnittlichen Fehlers ftr,k gefolgt von der Ermittlung des minimalen durchschnittlichen 
Lokalisierungsfehlers fmin,tr,k. Die Simulation mit dem geringsten Lokalisierungsfehler 
fmin,tr,k ergibt die optimale Übertragungsreichweite tropt,k. 
Die maximale Übertragungsreichweite trmax,k ist definiert als Übertragungsreichweite, bei 
der der durchschnittliche Lokalisierungsfehler gegen max, ,tr kf  und der maximale Lokalisie-
rungsfehler gegen fmax,tr,k konvergieren. 
  max 2 1tr fq b 
  (67)
Die Ermittlung der optimalen Übertragungsreichweite im unendlichen Netzwerk erfolgt 
über eine repräsentative Teilfläche AT. Der durchschnittliche Lokalisierungsfehler einer 
repräsentativen Teilfläche AT ist gleich dem Lokalisierungsfehler ihrer Nachbarflächen wie 
auch aller anderen Teilflächen im Netzwerk (Abbildung 45a). 
Für die Teilfläche AT wird wie im endlichen Netzwerk die optimale Übertragungsreichweite 
tropt bestimmt. Entscheidend für die erfolgreiche Simulation ist nur, dass sie repräsentativ 
für ein unendliches Netzwerk ist, d. h. für alle tr muss gelten, dass die Überlagerungsberei-
che der Teilfläche AT auch in den Nachbarflächen des unendlich großen Netzwerkes entste-
hen würden. Dies wird sichergestellt, indem Randeffekte durch Begrenzung der maximalen 
Übertragungsreichweite trmax,T in der Simulation verhindert werden.  
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Für die Ermittlung des Fehlerverlaufs im Intervall 0  tr < 4fq eines unendlich großen Netz-
werkes wird die Teilfläche AT eines endlichen 700)700 Netzwerkes betrachtet. Die 
Abbildung 45b zeigt sehr anschaulich die Überlagerungsflächen im endlichen Netzwerk 
und in der Teilfläche AT für tr  trmax. Durch die maximale Übertragungsreichweite 
trmax  700 / 2 + fq / 2 ist sichergestellt, dass alle Sensorknoten in AT einen maximalen Emp-
fangsbereich im endlichen Feld mit trmax < 400 besitzen. Dadurch entspricht die Anzahl der 
maximal empfangenen Beaconnachrichten (endliches Feld) gleich den maximal empfang-
baren Nachrichten des unendlichen Feldes. Folglich müssen die ermittelten Lokalisierungs-
fehler ftr,T und fmin,tr,T sowohl für AT als auch für das gesamte unendliche Netzwerk repräsen-
tativ sein (0  tr < trmax,T). 
Ebenfalls deutlich zu erkennen sind die unterschiedlichen Überlagerungsflächen aller ande-
ren Teilflächen des Netzwerkes hervorgerufen durch Randeffekte. Für AT jedoch gilt, dass 
die entstandenen Überlagerungsflächen in den definierten Grenzen 0  tr < trmax,T gleich 
allen anderen Teilflächen Ai eines unendlich großen Netzwerkes sind. Wenn das unendliche 
Netzwerk für trmax,T korrekt simuliert werden kann, dann folgt daraus zwangsläufig, dass es 
auch für alle tr < trmax,T simuliert werden kann. Demnach können durch die nachfolgenden 
Simulationen alle optimalen Übertragungsreichweiten tropt,i < trmax,T ermittelt werden. 
Zur Ermittlung der optimalen Übertragungsreichweite wurden endliche Sensornetzwerke 
der Ausdehnungen fq)fq..7fq)7fq und ein Teilstück eines unendlichen Sensornetzwerkes 
(fq)fq) betrachtet. Für alle Konfigurationen ist der Beaconabstand mit fq festgelegt. 










Abbildung 45: Ansatz zur Ermittlung der optimalen Übertragungsreichweiten tropt,i im unend-
lichen Netzwerk durch Simulation eines endlichen Netzwerkes (7fq)7fq)  a) Überlagerungs-
flächen in der Simulation des unendlichen Netzwerkes bei trmax,T <4 fq  b) repräsentative Teil-
fläche AT des unendlichen Netzwerkes im endlichen Netzwerk bei trmax,T < 4fq 
4.4  Optimale Kalibrierung 77 
 
Der Verlauf des ermittelten Lokalisierungsfehlers teilt sich in drei Bereiche: den kritischen 
Bereich, den Bereich mit identischem Lokalisierungsfehler und dem Abschnitt mit diver-
gierendem Fehlerverlauf (Abbildung 46). Im kritischen Bereich (tr < trmin) können nicht alle 
Sensorknoten des Netzwerkes ihre Position bestimmen (vgl. Abbildung 44b). Die Nicht-
beachtung der Unbekannten bei der Analyse der Lokalisierungsfehler führt zu einem nahe-
zu linear steigenden Lokalisierungsfehler. Dies suggeriert, dass es einen minimalen Lokali-
sierungsfehler bei tr  0 gibt. Diese triviale Lösung entfällt, da in dem Fall kein Knoten 
seine Position bestimmen kann. Aussagekräftige durchschnittliche Fehler und damit die 
Vergleichbarkeit können nur hergestellt werden, wenn für alle Unbekannten ein Maximal-
fehler von 2if fq  angenommen wird. Erst dann wird ersichtlich, dass der Lokalisie-
rungsfehler mit steigendem tr (0  tr < trmin) fällt. 
Für die Übertragungsreichweiten trmintr<fq gilt, dass Sensorknoten einer beliebigen Teil-
fläche Ai nur Nachrichten von Beacons empfangen können, die diese Teilfläche Ai einrah-
men. Es entstehen somit in allen Netzwerkkonfigurationen n  9 ähnliche Überlagerungs-
bereiche innerhalb einer Teilfläche Ai, die sich lediglich in der Größe unterscheiden. 
Charakteristisch für den Fehlerverlauf in diesem Bereich ist, dass es ein Minimum des 
Lokalisierungsfehlers fmin,1 bei tropt,1  0,869fq unabhängig von der Größe des Netzwerkes 
gibt. Anschließend steigt der Lokalisierungsfehler wieder und divergiert ab tr > fq. Der 


































































Abbildung 46: Gegenüberstellung des Fehlerverlaufs im endlichen und unendlichen Sensor-
netzwerk von im Gitter angeordneten Beacons im Abstand fq 
78 4.  Schwerpunktbestimmung 
 
sich die Übertragungsreichweite dem in Abbildung 42c gezeigten Verhalten nähert, desto 
höher ist der Lokalisierungsfehler, bis er sich ab tr > trmax,1 (k > 1) asymptotisch fmax,1 nähert. 
Besonders deutlich wird dies beim Fehlerverlauf des fq)fq Netzwerkes. Da bei einer Über-
tragungsreichweite von tr  1,41fq alle Sensorknoten alle Beaconnachrichten erhalten, kann 
der durchschnittliche Fehler nur konstant sein. Für alle größeren Netzwerke tritt dieser 
Effekt erst bei entsprechend höheren Übertragungsreichweiten auf, sodass die Steigerung 
des Lokalisierungsfehlers zunächst flacher erfolgt. 
In größeren Netzwerken treten mit zunehmender Ausdehnung weitere optimale Über-
tragungsreichweiten auf, bei denen sich ein Minimum im Lokalisierungsfehler einstellt. 
Diese Übertragungsreichweiten erzeugen unter gewissen Bedingungen geringere Positions-
fehler als bei tropt,1. Nur wenn die Übertragungsreichweite im Verhältnis zur Netzwerk-
ausdehnung w gering ist, kann ein geringerer Positionsfehler als bei tropt,1 erreicht werden. 
So ist etwa das 2. Minimum des Lokalisierungsfehler fmin,2 im endlichen Feld (4fq)4fq) 
geringer als fmin,1. Im dritten Minimum jedoch dominieren die Randeffekte die Lokalisie-
rung wieder, sodass gilt fmin,1 < fmin,3. Letztlich konvergiert der Lokalisierungsfehler im 
endlichen Netzwerk an das Maximum fmax,k (vgl. Abbildung 42c). 
Beachtenswert ist zudem, dass die asymptotischen Fehler fmax,k der endlichen Netzwerke 
einen wesentlich höheren Wert als fmax,1 haben (Abbildung 46). Es ist daher absolut kontra-
produktiv, dieses Lokalisierungsverfahren in größeren endlichen Sensornetzwerken mit 
sehr großen Übertragungsreichweiten einzusetzen. Folglich kann der Lokalisierungsfehler 
nur in Netzwerken ohne bzw. mit geringen Randeffekten effizient verringert werden 
(Abbildung 46). In unendlich großen Netzwerken existieren keine Randeffekte. Die Lokali-
sierungsfehler sinken daher asymptotisch mit näherungsweise 
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gegen f  0. Leicht nachvollziehbar ist zudem, dass sich die Kurven der Lokalisierungs-
fehler im endlichen Feld für tr . w der Kurve des unendlichen Feldes nähern. 
4.5 Power-Error-Product 
Aus Gleichung 20 geht hervor, dass die bei der Übertragung eingesetzte Energie quadra-
tisch (PTX ~ d 
2) mit der zu überbrückenden Entfernung steigt. Es gilt daher bei der Kalibrie-
rung der Beacons darauf zu achten, dass die Sendereichweite so klein wie möglich einge-
stellt wird, damit 
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" alle Sensorknoten ihre Position bestimmen können, 
" der Lokalisierungsfehler f  min. ist und 
" die eingesetzte Energie PT  min. ist. 
Die drei Bedingungen beeinflussen sich gegenseitig und widersprechen sich z. T. massiv. 
Wenn z. B. der Energieverbrauch minimal ist, werden entweder nicht alle Sensorknoten 
ihre Position bestimmen können oder der Fehler wird relativ groß sein. Das heißt, es kann 
nur einen Kompromiss aus den drei Bedingungen geben. Bei der Kalibrierung muss folg-
lich festgelegt werden, welches Kriterium, Energieverbrauch oder Positionsgenauigkeit, 
ausschlaggebend ist. 
Die Simulation des Lokalisierungsfehlers in Abhängigkeit der Übertragungsreichweite 
(Abbildung 46) zeigte, dass es eine optimale Übertragungsreichweite tropt,1  0,869fq gibt 
und zudem weitere tropt,k (k > 1) existieren können. Diese können für tr . w einen geringeren 
durchschnittlichen Lokalisierungsfehler als bei tropt,1  0,869fq garantieren. 
Für die wirtschaftliche Betrachtung des Netzwerkes ist jedoch die Lokalisierungsgenauig-
keit ebenso wichtig wie der Energieverbrauch des Netzwerkes. Die Verwendung der vor-
genannten tropt,k (k > 1) führt zu einem im Vergleich zu tropt,k sehr langsam sinkenden Feh-
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Abbildung 47: Power-Error-Product (PEP) im endlichen und unendlichen Sensornetzwerk 
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Für Netzwerke, in denen die Lokalisierungsgenauigkeit und der Energieverbrauch gleicher-
maßen wichtig sind, kann das Power-Error-Product (PEP) als Leistungsindikator benutzt 
werden [Blu04b]. Es wird aus der eingestellten Sendeleistung PTX, die sich quadratisch zur 
Übertragungsreichweite tr verhält, und dem durchschnittlichen Fehler der Lokalisierung im 
gesamten Sensornetzwerk ermittelt. 
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Das Power-Error-Product der Simulation ist in Abbildung 47 dargestellt. Es ist deutlich zu 
erkennen, dass bei Beachtung der Sendeleistung nur tropt,1 als zu verwendende Über-
tragungsreichweite wirtschaft sinnvoll eingesetzt werden kann. 
4.6 Optimale Übertragungsreichweite 
Für den Fall, dass der Energieverbrauch und die Positionsgenauigkeit gleichermaßen mini-
miert werden, wird nachfolgend die bereits in der Simulation ermittelte optimale Über-
tragungsreichweite tropt,1 theoretisch ermittelt. 
Die Bedingungen für die Bestimmung von tropt werden erfüllt, wenn alle Sensorknoten ihre 
Position bestimmen können und die Summe aller Lokalisierungsfehler FA des Netzwerkes 
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Die nachfolgende Berechnung einer optimalen Übertragungsreichweite basiert auf der 
Annahme, dass eine Fläche A als Teil eines unendlich großen Netzwerkes Ages (A  Ages) 
existiert und dass die optimale Übertragungsreichweite tropt,1, die sich für diese Fläche 
ergibt, in den anderen Flächen ebenfalls gültig ist [Rei06]. Die Fläche sei repräsentativ für 
das gesamte Netzwerk, d. h. das Gesamtnetzwerk lässt sich aus A zusammensetzen. Glei-
chung 70 wird somit nahezu unverändert in Gleichung 71 überführt. 
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Für die weitere Berechnung wird angenommen, dass die Grenzen der Fläche A auf dem 
Gitter der Beacons liegen (Abbildung 48). Der Abstand zwischen den Beacons sei fq und 
alle Beacons senden mit der gleichen Übertragungsreichweite tr. 
Die Beacons der Teilfläche A senden ihre Positionsdaten gemäß der Vorschrift des Algo-
rithmus zur Schwerpunktbestimmung periodisch aus. Durch die Übertragung wird eine 
kreisförmige Fläche (Übertragungsbereich) um die Beacons herum abgedeckt. 
Es bilden sich demnach innerhalb der Teilfläche m charakteristische Überlagerungsbereiche 
mit unterschiedlicher Häufigkeit h1..hm aus den Übertragungsbereichen der Beacons heraus. 
In Abbildung 48 entstehen bei tr  0,9fq beispielsweise 16 Überlagerungsbereiche mit m  4 
unterschiedlichen Flächenformen (4·A1, 4·A2, 8·A3, 4·A4). 
Die minimale Übertragungsreichweite der Beacons lässt sich einfach ermitteln. Aus 
Abbildung 48 geht hervor, dass für den Fall, dass tr kleiner als die Hälfte der Diagonalen 
ist, Sensorknoten im Mittelpunkt der Teilfläche A ihre Position mangels Beaconinformatio-
nen nicht bestimmen können (vgl. Gleichung 66). 
Die Anzahl der entstehenden Überlagerungsbereiche ist maßgeblich von der eingestellten 
Übertragungsreichweite abhängig (Abbildung 43). Für den minimalen Energieeinsatz wer-
den daher zunächst nur die Flächen für tr < fq betrachtet. Somit ist die obere Grenze der 
Übertragungsreichweite tr  fq. 
Die Sensorknoten innerhalb der Teilfläche A empfangen in Abhängigkeit ihrer Lage in 
einer der Überlagerungsflächen A1..A4 maximal 1..4 Beaconnachrichten. Alle Sensorknoten 
Pj innerhalb einer Überlagerungsfläche Ai bestimmen ihre Position in deren Schwerpunkt 



















Abbildung 48: Repräsentative Teilfläche eines unendlich großen Sensornetzwerkes bestehend
aus 4 Beacons in Gitteranordnung 
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punkt Si an. Er ist aber nur in den Grenzen der Überlagerungsfläche Ai gültig. Folglich muss 
die Berechnung des summierten Lokalisierungsfehler FA aufgeteilt und für jede Überlage-
rungsfläche einzeln durchgeführt werden (72).  
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Nachfolgend wird der Berechnung für den akkumulierten Lokalisierungsfehler 
2A
F  fortge-
führt. Sensorknoten innerhalb der Fläche A2 empfangen Positionsdaten der Beacons 
B2(fq;0), B3(fq;fq) und B4(0;fq). Aus den empfangenen Beaconpositionen wird der Schwer-
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Für Sensorknoten im Schwerpunkt S2 ist der Lokalisierungsfehler null. Mit zunehmendem 
Abstand der Sensorknoten von S2 nimmt auch der Fehler f2 zu. Daher kann für alle Fehler 
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Für die Berechnung des akkumulierten Positionsfehlers müssen die Integrationsgrenzen der 
Teilfläche A2 bestimmt werden. Da die Integrationsgrenzen nicht monoton sind, ist eine 
Aufteilung der Fläche A2 in zwei weitere Teilflächen, A21 und A22, erforderlich, um eine 
geeignete Integration durchführen zu können (Abbildung 49). 
Anschließend wird das Flächenintegral in eine Flächenberechnung überführt. Das innere 
Integral wird dabei durch die oberen und unteren Kurven y2,1(x), y2,2(x) und y2,3(x) beschrie-
ben, die ihrerseits durch die Punkte x2,1, x2,2 und x2,3 begrenzt sind und damit gleichzeitig 
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Die genaue Bestimmung der Integrationsgrenzen erfolgt anhand der geometrischen Eigen-
schaften der Flächen A21 und A22. Zunächst werden die Fixpunkte P1(x2,1;y2,1), P2(x2,2;y2,2) 
und P3(x2,3;y2,3) bei gegebenem tr und fq bestimmt. Die Lösungen für y2,2 und x2,1 sind 











Die Bestimmung von x2,2 erfolgt durch Einsetzen von y2(x)  fq / 2 in die Kreisgleichung mit 















Für die Berechnung des Punktes P3(x2,3;y2,3) sind die zwei Kreisgleichungen der Beacons 
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Abbildung 49: a) Überlagerungsfläche A2 mit Integrationsgrenzen  b) Schwerpunkt der Flä-
che A2 mit Kennzeichnung des Fehlerverlaufs f2(r) 
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Durch Umstellen der Kreisgleichungen nach y(x) und nachfolgendem Gleichsetzen kann 
die rechte Integrationsgrenze x2,3 bestimmt werden. Da x2,3 im Bereich fq / 2  x2,3  fq liegen 
muss, kann bei der Lösung der quadratischen Gleichung nur die positive Wurzel berück-
sichtigt werden. 
 
2 2 2 2
2 2 2 2 2 2 2
2 2













tr x fq tr x fq
tr x fq tr x tr x fq
x fq tr x



























Die inneren Integrationsgrenzen des Flächenintegrals werden aus den Kreisgleichungen der 
Beacons B1(x;y), B2(x;y) und B3(x;y) durch Umstellen nach yi(x) gewonnen. 
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In Teilfläche A bilden sich neben A2 noch drei weitere Flächen A1, A3 und A4 heraus, für die 
ebenfalls der akkumulierte Positionsfehler bestimmt werden muss. Die Geometrie verlangt 
für A3 und A4 erneut eine Aufteilung der Integration (Abbildung 50b-c). 
Die Ermittlung der Schwerpunkte der Einzelflächen (S1, S3 und S4) und den darauf basie-
renden Fehlerfunktionen fi erfolgt analog zur Vorgehensweise bei Teilfläche A2. 
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Die Integrationsgrenzen ergeben sich ebenfalls aus den die Teilflächen umgebenden Kur-
ven (xi,j und yi,j(x)), die durch das Ausnutzen von Nebenbedingungen, z. B. Schnittpunkten 
von Übertragungsreichweiten, bestimmt werden können (Tabelle 2).  
Die Integrationsgrenzen der Teilflächen A1, A3 und A4 sind in Tabelle 2 zusammengefasst. 
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Abbildung 50: Überlagerungsflächen A1, A3 und A4 mit Angabe der Integrationsgrenzen 
86 4.  Schwerpunktbestimmung 
 
Tabelle 2: Integrationsgrenzen der Teilflächen A1, A3 und A4 
Integrationsgrenze A1 (i  1) A3 (i  3) A4 (i  1) 
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Aus den aufsummierten Fehlern der Einzelflächen wird der akkumulierte Gesamtfehler FA 
bestimmt. 
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Ausgehend von den Überlegungen, dass der relative Lokalisierungsfehler ausschließlich 
vom Verhältnis v (Gleichung 40) der beiden Größen tr und fq abhängig ist, muss dies auch 
für den minimalen relativen Fehler gelten. Folglich existiert ein optimales Verhältnis vopt,1, 
bei dem der relative Fehler immer minimal ist und eine Skalierung der Geometrie keine 
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Die gesuchte optimale Übertragungsreichweite tropt,1 ergibt sich aus dem Minimum des 
akkumulierten Gesamtfehlers (Gleichung 70). Da die Integration nicht analytisch gelöst 
werden konnte, wurde die optimale Übertragungsreichweite durch numerische Integration 
ermittelt. Aus dem ermittelten Minimalwert wurde die Übertragungsreichweite im Ver-
4.7  Randfehlerkorrektur 87 
 
hältnis zum Beaconabstand mit vopt,1  0,869 ermittelt, sodass eine allgemein gültige Bezie-
hung für tropt,1 hergestellt werden kann: 
 ,1 ,1
0,869





Da FA(tr,fq) die Summation bzw. Stammfunktion aller Lokalisierungsfehler darstellt (Glei-
chung 72), können durch Ableitung nach der Fläche die Einzelfehler fi(x,y) bestimmt bzw. 
durch Division mit der Gesamtfläche A der durchschnittliche Lokalisierungsfehler der 
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Die dargelegte Berechnung belegt die Existenz einer optimalen Übertragungsreichweite 
tropt,1 für (trmin  tr  fq). Für Übertragungsreichweiten tr > fq existieren ebenfalls optimale 
Übertragungsreichweiten tropt,k (k > 1), bei denen der durchschnittliche Lokalisierungsfehler 
ein Minimum erfährt. Einen Hinweis darauf geben die Simulationsergebnisse in Abbildung 
46. Eine äquivalente Berechung der optimalen Übertragungsreichweiten für tr > fq ist eben-
so denkbar, jedoch durch die viel komplexeren Überlagerungsflächen deutlich aufwändiger 
und mit wenig Erkenntnisgewinn verbunden, da die optimalen Reichweiten auch in der 
Simulation hinreichend genau bestimmt werden können. 
Neben der gitterbasierten Anordnung der Beacons können auch variierte, symmetrische 
Anordnungen den Lokalisierungsfehler entscheidend beeinflussen. Das zu lösende Über-
deckungsproblem (Coverage) wurde durch Poduri et al. eingehend untersucht [Pod04]. 
Poduri zeigt, dass durch geeignete Anordnung der Beacons zueinander, z. B. im Dreieck, 
Quadrat oder Sechseck, ebenfalls eine optimale Abdeckung erreicht wird. Diese führt letzt-
lich auch auf eine optimale Übertragungsreichweite und einem minimalen durchschnitt-
lichen Lokalisierungsfehler für jede diese Anordnungen (vgl. Kap. 5.6) [Chu05]. 
4.7 Randfehlerkorrektur 
Das Gebiet des Sensornetzwerkes, in dem alle Knoten gleichmäßig von Nachbarbeacons 
umgeben sind, wird als Kernzone des Netzwerkes bezeichnet. Abbildung 51a zeigt einen 
Sensorknoten P1(55;55) in der Kernzone eines Netzwerkes. Die für diesen Fall bestimmte 
Position des Knotens P1(50;50) liegt im Schwerpunkt der Schnittfläche A1.  
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Gesetzt den Fall, ein Sensorknoten befindet sich im Randbereich eines Netzwerkes, d. h. 
ihm fehlen im Gegensatz zu Knoten der Kernzone entscheidende Nachbarbeacons, wirkt 
sich dies auf die Lokalisierung aus. Die durch fehlende Beacons größer werdenden Über-
lappungsbereiche resultieren in größeren Lokalisierungsfehlern im Randbereich. 
Abbildung 51b zeigt am Beispiel des Knotens P2(5;5) den steigenden Lokalisierungsfehler 
im Randbereich. Im Gegensatz zu P1(55;55), ist der Überlappungsbereich A2 wesentlich 
größer als A1, obwohl die Topologie deutliche Ähnlichkeiten aufweist. Die geschätzte 
Position liegt bei P2(12,5;12,5). Der Fehler vergrößert sich von f1  7,07 auf f2  10,60. 
Diese Fehlervergrößerung wird durch fehlende Nachbarinformationen verursacht und be-
trifft alle Sensorknoten im Randbereich eines Netzwerkes. 
Nachfolgend wird ein neues Verfahren vorgestellt, das den durch die Lage am Rand be-
dingten zusätzlichen Fehler der Schwerpunktbestimmung reduziert (CLwEC: Centroid 
Localization with Edge Correction). Es stellt sich sofort die Frage, ab wann ein Sensorkno-
ten im Randbereich ist und wie das Netzwerk optimiert werden kann, damit die durch die 
Randeffekte erhöhten Lokalisierungsfehler reduziert werden können. Eine Möglichkeit, die 
Lage im Netzwerk festzustellen, erfolgt über die Analyse der empfangenen Beaconinforma-
tionen. In einem Sensornetzwerk mit gleichverteilten Beacons basiert die Unterscheidung 
auf dem Ansatz, dass in der Kernzone theoretisch die Anzahl der empfangenen Beacons 
gleich der Anzahl der im Übertragungsbereich des Sensorknotens empfangbaren Beacons 
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Abbildung 51: a) Positionsbestimmung eines Sensorknotens P1 (weißer Punkt) in der Kern-
zone eines Sensornetzwerkes aus 9 bekannten Beaconpositionen (blaue Kreise) im Schwer-
punkt von A1  b) Positionsbestimmung eines Sensorknotens P2 in der Randzone eines Netz-
werkes aus lediglich vier bekannten Beaconpositionen im Schwerpunkt von A2. 
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Bei näherer Betrachtung fällt auf, dass selbst innerhalb der Kernzone die Anzahl der emp-
fangbaren Beacons stark von der Lage des Sensorknotens abhängig ist (Abbildung 52). Der 
Sensorknoten P1 besitzt innerhalb seiner Übertragungsreichweite 9 Beacons. Bei dieser 
Anordnung (direkt auf einem Beacon) ist dies die maximale Anzahl der empfangbaren 
Beacons. Sensorknoten P2 hingegen kennt 12 Nachbarbeacons, da seine Lage hinsichtlich 
des Empfangs von Beaconnachrichten günstiger ist. 
Beide Sensorknoten befinden sich in der Kernzone des Netzwerkes. Aus den Überlegungen 
ergibt sich, dass die maximale Anzahl von Nachbarbeacons innerhalb der Übertragungs-
reichweite von der Lage abhängt. Ein Test auf Lage in einer Randzone kann demnach nur 
begrenzt auf Basis der Anzahl der Nachbarbeacons durchgeführt werden, da die Lage des 
Sensorknotens und damit seine maximale Anzahl von Beaconinformationen unbekannt 
sind. 
Die weiterführende Analyse der Sensorknoten P3 und P4 in Abbildung 52 zeigt, dass selbst 
in Randbereichen eine sehr hohe Anzahl von Beaconinformationen vorliegen kann. Sensor-
knoten P3 besitzt trotz seiner offensichtlichen Randlage 10 Nachbarbeacons und damit 
mehr als Sensorknoten P1, der in der Kernzone liegt. Sensorknoten P4 hat lediglich 7 Nach-
barbeacons und erfüllt als einziger Sensorknoten in diesem Beispiel die Bedingung, dass 
Sensorknoten im Randbereich weniger Nachbarknoten als Sensorknoten in der Kernzone 
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Abbildung 52: Anzahl der Nachbarbeacons der Sensorknoten P1..P4 in Abhängigkeit ihrer 
Lage im Netzwerk, wobei deutlich wird, dass einige Randknoten, z. B. P3, mehr Nachbar-
beacons besitzen als Beacons der Kernzone, z. B. P1. 
90 4.  Schwerpunktbestimmung 
 
folglich nur die minimale Anzahl von empfangbaren Beaconinformationen in der Kernzone 
anwendbar. 
In Abhängigkeit des Verhältnisses des Beaconabstandes fq zur Übertragungsreichweite der 
Beacons tr ergeben sich drei Extremfälle, in denen die minimale Anzahl von Nachbar-
beacons mindestens einmal auftritt. Die drei Extremfälle sind durch Symmetrieeigen-
schaften des Beacongitters gekennzeichnet, bei denen Spiegelachsen jeweils durch die 
Sensorknoten verlaufen. Bei allen weiteren Anordnungen ist keine Symmetrie vorhanden 
und die Anzahl der Nachbarbeacons ist folglich nicht minimal. 
Die drei Extremfälle zur Berechnung der minimalen Anzahl von Nachbarbeacons sind 
gekennzeichnet durch ihre Verschiebung im Gitter der Beacons, d. h. der Sensorknoten 
liegt: 
Fall 1: direkt auf einem Beacon 
Fall 2: auf einer Gitterlinie zwischen zwei Beacons 
Fall 3: in der Mitte zwischen vier Beacons 
In Abhängigkeit der Übertragungsreichweite tr liefert einer der drei Fälle die minimale 
Beaconanzahl. Abbildung 53 verdeutlicht dies an drei Beispielen mit den Übertragungs-
reichweiten tr1  20, tr2  26 und tr3  28. Für die Übertragungsreichweite tr1  20 wird nur 
im Fall 1 die minimale Beaconanzahl mit nmin. Beacons  1 bestimmt im Gegensatz zu 
nmin. Beacons  2 (Fall 2) und nmin. Beacons  4 (Fall 3). Bei Übertragungsreichweite tr2  26 hin-
gegen bestimmt nur die Anordnung auf einer Gitterlinie mit nmin. Beacons  2 (Fall 2) die 
korrekte minimale Anzahl der Nachbarbeacons (Fall 1: 5 Beacons, Fall 3: 4 Beacons). Fall 
1 schneidet hier besonders schlecht ab. Der Grund liegt schlicht in der Größe der Übertra-
gungsreichweite und deren Auswirkungen auf die im Empfangsbereich liegenden Beacons. 
Eine Möglichkeit, die minimale Anzahl von Nachbarbeacons min.Beaconsn innerhalb der Kern-
zone zu berechnen, zeigt Algorithmus 5. Er berechnet für jeden der vorgenannten drei 
Extremfälle die Anzahl der Nachbarbeacons. Dazu wird ein Sensorknoten in einem Sensor-
netzwerk der Dimension (  tr  x  tr;  tr  y  tr) im Koordinatenursprung positioniert. Die 
Lokalisierung unterliegt zusätzlich einer Verschiebung in Abhängigkeit der drei postulier-
ten Fälle: 
Fall 1: x  0, y  0 
Fall 2: x  fq / 2, y  0 
Fall 3: x  fq / 2, y  fq / 2 
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In der Funktion calculateMinBeaconsInRange() wird für die drei Fälle, basierend auf der 
Verschiebung des Sensorknotens innerhalb des Sensornetzwerkes, die Anzahl der Nachbar-
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Abbildung 53: Minimale Anzahl von Nachbarbeacons (grau eingefärbte Kreise) eines Sensor-
knotens P innerhalb der Kernzone eines Sensornetzwerkes bei a) P liegt direkt auf einem 
Beacon,  b) P liegt auf einer Gitterlinie zwischen zwei Beacons,  c) P liegt in der Mitte eines 
Gitterfeldes 
Algorithmus 5: Berechnung der minimalen Beaconanzahl in Reichweite (Matlab) 
function count  calculateMinBeaconsInRange(fq,transmissionRange) 
 count1 calcBeacons(0   , 0    , fq, transmissionRange) 
 count2 calcBeacons(fq/2, 0    , fq, transmissionRange) 
 count3 calcBeacons(fq/2, fq/2 , fq, transmissionRange) 
 count min([count1 count2 count3]); 
end 
 
function count  calcBeacons(nodex, nodey, fq, transmissionRange) 
 count 0; 
 f floor(transmissionRange/fq)*fq; 
 for x  -f+2*nodex:fq:f+2*nodex 
  for y  -f+2*nodey:fq:f+2*nodey 
   if ( GetDistance([x y], [nodex nodey])< transmissionRange ) 
    count count+1; 
   end 
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Im Anschluss wird der minimale Wert der drei Berechungen ermittelt und als Ergebnis 
(Variable count) an die aufrufende Funktion zurückübergeben. 
Der vorgestellte Algorithmus zur Berechnung der minimalen Beaconanzahl in Reichweite 
ist eine exakte Lösung. Die berechnete minimale Beaconanzahl nmin. Beacons stellt jedoch 
einen Extremwert dar (minimale Anzahl) und tritt daher in der Praxis kaum auf. Wenn 
jedoch diese minimale Beaconanzahl für den Zugehörigkeitstest der Randzone herangezo-
gen wird, vermindert dies automatisch auch die Zahl der detektierten Randzonenknoten, da 
Sensorknoten als im Kern befindlich markiert werden, die sich zwar in der Randzone be-
finden, aber mehr Nachbarn als nmin. Beacons besitzen. 
Aus diesem Grund ist es sinnvoll, den Zugehörigkeitstest auf Basis der mittleren Beacon-
anzahl Beaconsn  zu gründen. Der dadurch entstehende Fehler bei einer überschaubaren Men-
ge von Sensorknoten des Kernbereiches, die als Randknoten erkannt werden, muss entspre-
chend korrigiert bzw. auf andere Weise abgefangen werden (vgl. Kap. 4.7). 
Die mittlere Beaconanzahl berechnet sich aus der Beacondichte μB des Netzwerkes pro 











In einem gitterbasierten Netzwerk errechnet sich die Beacondichte aus der Summe der 
eingeschlossenen Beacons sowie den gewichteten Beacons auf den Außenkanten des Netz-
werkes pro Teilfläche. Die Wichtung ist abhängig vom Anteil der Teilfläche an der Umge-
bung des Außenbeacons. Das ergibt sich aus der Notwendigkeit, dass die Beacondichte bei 
gleichverteilten Beacons in jedem Teilbereich des Netzwerkes gleich sein muss. Folglich 
müssen auch die Zugehörigkeiten zu diesen Teilbereichen in die Berechnung miteinfließen. 
Für einen Randknoten bedeutet das, dass er mit halber Wichtung in die Summation mit-
eingeht, da nur die Hälfte der den Sensorknoten umgebenden Fläche zum Sensornetzwerk 
gehört. Die andere Hälfte wird dem Außenbereich zugeordnet. Die umgebende Fläche eines 
Eckknotens gehört nur zu einem Viertel dem Sensornetzwerk an und wird folglich nur mit 
w  ¼ gewichtet. 
Die durchschnittliche Anzahl von Beacons in einem Sensornetzwerk lässt sich für recht-
eckige Flächen einfach berechnen, wenn die Anzahl der Beacons im Randbereich nRand, die 
Anzahl der Eckknoten nEcke und die Anzahl der im Kernbereich liegenden Beacons nKern 
bekannt sind (Abbildung 54). 
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  (90)
Die Berechnung der Beaconanzahl erfolgt über die Beacondichte. Diese wird zunächst für 
das Netzwerk bestimmt und im Anschluss auf den Übertragungsbereich des Sensorknotens 
übertragen. In einem gitterbasierten Netzwerk mit nZeile ) nSpalte Beacons im Abstand fq 
kann die Beacondichte μB,Rechteck somit vereinfacht nach (91) berechnet werden. 
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Die Berechnung der Beacondichte lässt sich zudem einfach nachvollziehen, wenn ver-
schiedene Feldgrößen bzw. Topologien betrachtet werden (Abbildung 54c). So ergibt sich 
in Abbildung 54c für alle betrachteten Teilflächen A1..A4 eine Beacondichte μB  0,0016. 








































Abbildung 54: Betrachtungen zur Berechnung der Beacondichte  a) Wichtung der Beacons 
durch Zählen der zum Sensornetzwerk gehörenden Teilflächen,  b, c) Beispiele zur Wichtung 
der Beacons in Teilflächen Ai bei μB = 0,0016. 
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Sensorknotens bestimmt werden. Für die weitere Betrachtung wird die Zahl auf ganze 
Werte abgerundet. 
 2Beacons Bn tr      (92)
Die in Gleichung 92 berechnete Anzahl an Beacons stellt somit die durchschnittliche An-
zahl von Beacons dar, die ein Sensorknoten im Kernbereich empfängt. Sensorknoten im 
Randbereich empfangen im Durchschnitt weniger als Beaconsn Beacons. Aus den vorange-
gangenen Darlegungen wird deutlich, dass die Anzahl empfangbarer Nachbarknoten  
a) einiger Randknoten höher als Beaconsn  und 
b) weniger Kernzonenknoten geringer als Beaconsn  
ist. Die Schranke Beaconsn  bildet somit einen ausgewogenen Kompromiss zur Trennung 
zwischen Kern- und Randzone. 
In Abbildung 55 sind die beiden Methoden zur Randzonendetektion gegenübergestellt. 
Teilbild a) zeigt sehr anschaulich, dass die detektierten Randbereiche (grün) basierend auf 
der minimalen Beaconanzahl nmin. Beacons zwar korrekt sind, jedoch keinesfalls alle Flächen 
erfassen, die Randbereichscharakteristik besitzen. 













Abbildung 55: Randzonenerkennung in einem 100)100 Sensornetzwerk mit Übertragungs-
reichweite tr = 43 basierend auf  a) minimaler Anzahl von Nachbarbeacons min.Beaconsn = 7  b) 
mittlerer Anzahl von Nachbarbeacons Beaconsn = 9 
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Beaconanzahl dargestellt. Die Detektion ist wesentlich genauer und die Nichterkennungs-
rate der Randbereiche ist geringer. 
Für die Korrektur der Positionsbestimmung ist es zusätzlich erforderlich, die Lage inner-
halb des Außenbereiches zu bestimmen, d. h. ob sich der Knoten z. B. am linken oder rech-
ten Rand befindet. Diese Information kann aus empfangenen Beaconinformationen ermit-
telt werden, wenn neben der Position geeignete Zusatzinformationen zur Verfügung stehen. 
Eine Detektion des Außenbereiches ist möglich, wenn ein Beacon übermittelt, 
a) ob er Nachbarbeacons in seiner unmittelbaren Umgebung kennt oder 
b) wie seine genaue Lage im Netzwerk ist, z. B. ob er Rand-, Eck- oder Kernbereichskno-
ten ist. 
Die Detektion auf Basis der genauen Lage ist die scheinbar einfachere Lösung, da sie de-
terministisch erscheint. Allerdings setzt dieser Ansatz auf jedem Beacon die Kenntnis der 
eigenen Position und Einordnung im Netzwerk voraus. Dazu ist zusätzlicher Kommunika-
tionsaufwand mit den anderen Beacons und damit erhöhter Energieaufwand verbunden. 
Zudem wird die Außenbereichserkennung erschwert, wenn sich das Beaconnetzwerk dy-
namisch ändert oder Nachrichten von Randbeacons verloren gehen. 
Ein wesentlich robusteres Verfahren mit deutlich geringerem Energieaufwand basiert auf 
der Veröffentlichung der eigenen Nachbarbeacons. Dabei teilt jeder Beacon mit, zu welcher 
Seite er Nachbarn hat (Abbildung 56). Diese Zustandsinformationen können einfach ermit-
telt und in einem 4-Bit-Vektor bv  zusammen mit den Positionsdaten der Beacons über-



















    Nachbarschaftsvektorenbv : 
Richtung bv (B1) bv (B2) bv (B3) 
Links Falsch Wahr Wahr 
Rechts Wahr Wahr Falsch 
Oben Falsch Wahr Wahr 
Unten Wahr Wahr Wahr 
     
Abbildung 56: Bildung von Nachbarschaftsvektoren in Beacons 
96 4.  Schwerpunktbestimmung 
 
tragen werden. Die Korrelation aus den Nachbarn aller dem Sensorknoten bekannten Bea-
cons ermöglicht auf dem Knoten die Ermittlung des Randbereichs, da er nun neben den 
Positionsdaten auch Lagedaten der Beacons ,i jbv  besitzt. 
Beacons im Kernbereich besitzen immer zu allen Seiten Nachbarn. Somit enthält ihr Nach-
barschaftsvektor bv  4 wahr-Werte (siehe 2( )bv B  in Abbildung 56). Für einen Sensorkno-
ten im Kernbereich bedeutet dies, dass er im Idealfall Nachrichten von n im Kernbereich 
liegenden Beacons mit jeweils voll besetzten Nachbarschaftsvektoren ,i jbv  (i  1..n, j  1..4) 
empfängt. Folglich gilt , 4i jbv n  und aus Gleichung 92 folgt, dass diese Summe annä-
hernd der mittleren Beaconanzahl Beaconsn  entspricht. 
 , 4i j Beaconsbv n   (93)
Die Einzelsummationen der Zeilen können zu einem Nachbarschaftsvektor bn  mit den 
Zeilen bnl, bnr, bnt und bnb aus den akkumulierten Nachbarschaftsinformationen ,i jbv  aller 
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Liegt einer der Nachbarbeacons Bi eines Sensorknotens in der Nähe eines oder zweier 
nebeneinander liegender Außenkanten, werden die korrespondierenden Einträge in ,i jbv  
(i  1..n) aufgrund fehlender Nachbarbeacons auf falsch gesetzt. Folglich ist Gleichung 93 
für Knoten im Randbereich nicht erfüllt, denn i Beaconsbn n  . 
Aus dem ermittelten Nachbarschaftsvektor bn  kann die Differenz aus den linken und rech-
ten Nachbarbeacons blr sowie den oberen und unteren Nachbarbeacons btb bestimmt 
werden (Richtungsdifferenz). 









Wenn die Richtungsdifferenzen annähernd gleich groß sind, befindet sich der Sensorknoten 
entweder im Kernbereich oder in einer Ecke des Netzwerkes (Abbildung 57). In diesem 
Fall muss geprüft werden, ob es zwei im Lot aufeinander stehende Nachbarschaftsvektoren 
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ibn  und jbn  gibt, deren Beträge die Bedingungen ( 1) / 2i Beaconsbn n&     und 
( 1) / 2j Beaconsbn n&     erfüllen. Ist dies der Fall, liegt der Sensorknoten in einem Eckbe-
reich mit den Außenkanten i und j, anderenfalls im Kernbereich. 
Sind die Richtungsdifferenzen blr und btb unterschiedlich groß und erfüllt zusätzlich ein 
Element des Nachbarschaftsvektors bn  die Bedingung ( 1) / 2i Beaconsbn n&    , liegt der 
Sensorknoten an der Außenkante i. Alle anderen Sensorknoten werden im Kernbereich 
positioniert und sind von einer Korrektur der Position ausgeschlossen. 
Die Lage des Randbereiches im Beaconnetzwerk kann durch Vergleich der Elemente des 
Nachbarschaftsvektors bn  ermittelt werden. Abbildung 58 veranschaulicht die Detektion 
des Randbereiches am Beispiel des Sensorknotens P1(62;70). Für diesen Knoten P1 am 
rechten Rand des Beaconnetzwerkes besteht der Nachbarschaftsvektor aus den Zeilen 
8lbn   (Abbildung 58a), 5rbn   (Abbildung 58b), 8tbn   sowie 8bbn   (Abbildung 
58c). Aus ( ) 0,5( 1)r l t b r Beaconsbn bn bn bn bn n% 2  2 &     folgt, dass P1 am rechten Rand 
eines Beaconnetzwerkes liegt. Die Korrektur der Position ist somit möglich. 
Die akkumulierten Nachbarschaftsinformationen ,i jbv  entsprechen der Anzahl der Beacons 
in einem um  fq verschobenen Übertragungsbereich des Sensorknotens. Dies lässt sich 
leicht am Beispiel der rechten Nachbarn 5rbn   zeigen (Abbildung 58b). Im Übertragungs-
bereich des Knotens P1 liegen 8 Beacons, von denen nur 5 rechtsseitige Nachbarn besitzen. 
Da Beacons und damit die rechtsseitigen Nachbarn der Beacons ebenso nur im Gitterab-
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Abbildung 57: Detektion der Lage eines Sensorknotens im Randbereich anhand des akkumu-
lierten Nachbarschaftsvektors bn  der Beacons 
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Beacons nur in einem zum Sensorknoten verschobenen Übertragungsbereich auftreten 










Die Kenntnis der Lage im Randbereich ermöglicht die Korrektur der Positionsbestimmung. 
Ausgangspunkt der nachfolgenden Überlegungen ist die Positionsbestimmung des Sensor-
knotens P2(5;5) aus Abbildung 51b. Durch die Randlage des Knotens ist die Lokalisierung 
mit teilweise erheblichen Genauigkeitseinbußen verbunden. Der Grund liegt in der größe-
ren resultierenden Schnittfläche A2 verglichen mit der Schnittfläche A1 aus Abbildung 51a, 
die durch fehlende Nachbarschaftsinformationen im Randbereich verursacht ist. 
Abbildung 59 zeigt nun beispielhaft die Positionsbestimmung des Sensorknotens P2(5;5) im 
Randbereich durch einfache Schwerpunktbestimmung mit Korrektur. Um auch im Randbe-
reich dieselben Lokalisierungsfehler wie im Kernbereich zu erreichen, müssen die fehlen-
den Beaconinformationen rekonstruiert bzw. erzeugt werden. Aus der Kenntnis heraus, in 
welchem Randbereich sich ein Sensorknoten befindet, wird für die individuelle Berechnung 
der Knotenposition das Netzwerk aus Beacons um virtuelle Beacons erweitert. 
Abbildung 59b zeigt die Erweiterung des Beaconnetzwerkes für den Sensorknoten P3(5;5). 
Durch das Hinzufügen der virtuellen Beacons B(-25;25), B(-25;0), B(-25;-25), B(0;-25) und 
B(0;25) entsteht die Überlappungsfläche A3, die im Vergleich zu A2 wesentlich kleiner ist. 
Die ermittelte Position liegt bei P3(0;0) und hat einen Fehler von f3  0,707 im Gegensatz zu 
f2  10,60 (vgl. Abbildung 51b). Der Fehler ist somit auf den äquivalenten Wert zur Lokali-
sierung im Kernbereich von f1  0,707 (vgl. Abbildung 51a) gesunken. 
a) b) c) 


































Abbildung 58: Bestimmung der Anzahl der Nachbarbeacons am Beispiel des Punktes
P1(62,70) mit Übertragungsreichweite tr = 43 (punktierter Kreis). Die gestrichelten Kreise 
zeigen die  a) linksseitigen Nachbarbeacons bnl = 10  b) rechtsseitigen Nachbarbeacons bnr = 5 
c) oberen und unteren Nachbarbeacons bnt = 8 und bnb = 8 
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Das Hinzufügen der Beacons muss definitionsgemäß mit derselben Beacondichte erfolgen 
wie im realen Netzwerk, damit der Fehler nicht wieder erhöht wird (vgl. Kap. 4.3). In einem 
gitterbasierten Netzwerk bedeutet dies, dass die virtuellen Beacons ebenfalls auf dem Gitter 
liegen, das außerhalb des realen Netzwerkes fortgeführt wird (Abbildung 59b). 
Die Ermittlung der Richtung und des Umfanges der Netzwerkerweiterung ist die eigentli-
che Herausforderung bei der Korrektur der Randknotenpositionen. Diese Informationen 
müssen aus den vorhandenen Daten der empfangenen Beaconnachrichten extrahiert wer-
den. Wie weit die Erweiterung eines ebenen und gitterbasierten Sensornetzwerkes mit 
kreisförmiger Übertragungsreichweite tr zu erfolgen hat, kann auf Basis des maximalen 








Abbildung 59b zeigt dies an einem Beispiel. Der Sensorknoten empfängt die Positionsdaten 
der vier Beacons B1(0;0), B2(0;25), B3(25;25) und B4(25;0). Die maximale Ausdehnung 
beträgt x  25 und y  25. Da nach Gleichung 96 die durchschnittliche Ausdehnung 
dB  75 beträgt, kann die maximale Erweiterung des Netzwerkes nur xe   dB /2   37,5 
betragen. An diesem Beispiel zeigt sich gleichzeitig ein Spezialfall für Netzwerke, in denen 
garantiert werden kann, dass Sensorknoten immer innerhalb eines Beacongitters liegen. In 
diesem Fall kann eine Fehlerreduzierung vorgenommen werden, indem die Erweiterung auf 
xe  x  25 begrenzt wird. Somit ist sichergestellt, dass der Sensorknoten durch das 
Hinzufügen virtueller Beacons nicht außerhalb des Beacongitters lokalisiert wird. 
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Abbildung 59: Positionsbestimmung im Randbereich am Beispiel des Knotens P3(5;5) mit 
Korrektur der Überlappungsfläche A3 durch Hinzufügen virtueller Beacons, tr = 43 
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Die Erweiterung des gitterbasierten Netzes erfordert für jeden hinzugefügten virtuellen 
Beacon einen Test, ob er sich im Sendebereich des Sensorknotens befindet. Die Durchfüh-
rung des Tests basiert jedoch auf hyperbolischen Funktionen (Wurzel) zur Berechnung des 
Abstandes, die auf einem Sensorknoten einen nicht unbedeutenden Aufwand darstellen. 
Erschwerend kommt hinzu, dass die Position des Sensorknotens erst bestimmt werden soll 
und nicht direkt zur Verfügung steht. 
Mit wesentlich geringerem Aufwand lassen sich virtuelle Beacons erzeugen, in dem die 
Symmetrieeigenschaften des gitterbasierten Netzwerkes ausgenutzt werden. Dazu werden 
für jede Koordinate die Spiegelachsen si ermittelt. Die Position der Spiegelachse kann aus 
den empfangenen Beaconinformationen ermittelt werden. 
In Abbildung 60 ist beispielhaft die Bestimmung der Symmetrieachse sx am linken Rand 
eines nach rechts unbegrenzten Sensornetzwerkes dargestellt. Aus dieser Bedingung folgt, 
dass der Übertragungsbereich des Sensorknotens (tr  43) an der Stelle xmax endet, anderen-
falls würde er weiter rechts liegende Beacons empfangen. Da der rechte Rand des Übertra-
gungsbereiches korrekt bestimmt werden kann, kann aus der Kenntnis der maximalen 
Distanz zwischen gegenüberliegenden Beacons dB auch die Mitte des Übertragungsberei-
ches ermittelt werden. Für das angegebene Beispiel liegt folglich die günstigste Symmetrie-
achse bei sx  xmax  dB / 2 (Gleichung 97). Eine Symmetrieachse sy wird nicht bestimmt, da 
sich der Sensorknoten nicht am oberen oder unteren Rand befindet. 
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zusätzliche virtuelle Ausdehnung xe







Abbildung 60: Bestimmung der Symmetrieachsen im Randbereich eines Netzwerkes zur 
Spiegelung existierender Beacons 







Die Bestimmung der Symmetrieachsen sx bzw. sy anderer Sensorknoten erfolgt für die 
rechten, die oberen und die unteren Randbereiche analog. Es wird jeweils nur eine Sym-
metrieachse si in Abhängigkeit der Randlage bestimmt. Lediglich in den Eckbereichen, in 
denen sich Randbereiche überlagern, werden beide Symmetrieachsen ermittelt. Somit ergibt 
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Da es sich bei sx und sy um Symmetrieachsen aller empfangenen Beaconpositionen Bi han-
delt, entsprechen bei der nachfolgenden Positionsbestimmung aus empfangenen und virtu-
ellen Beaconpositionen (Gleichung 60) die Koordinaten der ermittelten Position P den 
Symmetrieachsen si. Folglich kann die Position P auch durch Verzicht auf virtuelle Bea-
cons eindeutig bestimmt werden, indem die Koordinate einer Symmetrieachse i direkt der 
Koordinate i der Position P zugewiesen wird, sodass letztlich ausgehend von den Glei-
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Die Randbereichskorrektur kann gegenüber der einfachen Schwerpunktbestimmung die 
Korrektur einer ermittelten Position nur durchführen, wenn tatsächlich Randeffekte auf-
treten. Dies trifft zu, wenn die Übertragungsreichweite größer als der Beaconabstand ist 
(tr > fq). Zusätzlich muss die Randbereichserkennung sicher durchführbar sein, d. h. der 
Kernbereich muss eindeutig vom Eckbereich bzw. einer Außenkante unterscheidbar sein. 
Die Charakteristik der Bereichserkennung auf Basis der Anzahl der Nachbarbeacons der 
bekannten Beacons führt dazu, dass selbst für tr > fq nicht zwangsläufig eine korrekte Rand-
bereichserkennung durchgeführt werden kann. Abbildung 61 zeigt dies am Beispiel des 
Sensorknotens P1, der bei eingestellter Übertragungsreichweite tr  25 von vier Beacons 
(B1..B4) Positionsinformationen empfängt, daraus seinen Nachbarschaftsvektor 
bn  {2;4;2;4} erstellt und seine Position zunächst bei (P1  {87,5;87,5}) bestimmt. Wegen 
der Symmetrie des Nachbarschaftsvektors bn  vermutet sich der Knoten im Eckbereich und 
korrigiert folglich seine Position mit der Konsequenz, dass der Fehler wächst 
( 1P!  {100;100}). 
Der Grund für diese Fehlentscheidung liegt in der Funktion der Randbereichserkennung 
durch den Vergleich der einfachen Summation über die Nachbarbeacons der vier möglichen 
Richtungen bni. Es wird jedoch nicht überprüft, ob überhaupt ein weiterer Empfang eines 
Beacons möglich gewesen wäre. Dies kann nur erfolgen, wenn der maximale Beacon-
abstand dB (Gleichung 96) größer als der doppelte Gitterabstand fq ist, denn erst für diesen 
Fall können mehr als zwei Beacons auf einer Gitterlinie liegen. Insofern kann auch nur 
dann ein virtueller Beacon außerhalb des Beaconnetzwerkes „fehlen“ und korrigiert wer-
den. 
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 ,min 2Beacons CLwECd fq7  (102)
Da der maximale Beaconabstand grundsätzlich ein Vielfaches von fq ist, kann die minimale 







d fqtr fq    (103)
Das Verfahren konvergiert für Übertragungsreichweiten, bei denen die Randeffekte auf 
zwei Außenkanten beschränkt bleiben, sehr gut. Mit zunehmender Übertragungsreichweite 
tr befinden sich in einem quadratischen Beaconnetzwerk jedoch immer mehr Sensorknoten 
an drei Außenkanten (tr > b·fq). Die Randbereichserkennung wird für diese Sensorknoten 
ungenauer, wodurch die nachfolgende Fehlerkorrektur ebenfalls ungenauer wird und zu-
nehmend den durchschnittlichen Fehler bestimmt. Dieser Effekt setzt sich fort, bis trmax 
(vgl. Gleichung 67) erreicht ist und das Korrekturverfahren dieselben Positionen und Fehler 
wie die einfache Schwerpunktbestimmung ermittelt. Der Konvergenzbereich des Korrektur-
verfahrens CLwEC ist demnach auf folgendes Intervall beschränkt.  
  1,5 2 1fq tr fq b% % 
  (104)
Die vorangegangenen theoretischen Überlegungen sind sehr umfangreich und lassen eine 
praktikable Umsetzung aufwändig erscheinen. Tatsächlich verhält es sich jedoch so, dass 
sich das vorgeschlagene Verfahren wie eine nachgeschaltete Korrektur zum originalen 
Schwerpunktverfahren verhält (Algorithmus 6).  



















Abbildung 61: Randerkennung bei Übertragungsreichweiten fq < tr  1,5fq 
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Algorithmus 6: Positionsermittlung durch Schwerpunktbestimmung mit Korrektur der er-
mittelten Position im Randbereich, CLwEC (Ablauf auf Sensorknoten) 
Datensammlung 
Empfange Nachrichten mit Beaconpositionen Bi und Lageinformationen bvi 
Wenn Bi bisher unbekannt, dann 
o Berechne Summe Sx und Sy aus Koordinaten der Beaconpositionen 
o Zähle Anzahl der Nachrichten n 
o Bestimme minimale und maximale Koordinaten (xmin, xmax, ymin, ymax) 
o Inkrementiere in Abhängigkeit der Nachbarschaftszustände der Beacons
bvi die Elemente des Nachbarschaftsvektors bn  
Positionsbestimmung 
Ermittle Px durch Dividieren von Sx mit n (Gleichung 61) 
Ermittle Py durch Dividieren von Sy mit n (Gleichung 61) 
Vorbetrachtungen zur Korrektur 
Berechne maximale Beaconausdehnung dB im Übertragungsbereich 
Ermittle mittlere Beaconanzahl n Beacons
Berechne Schwelle für Randbereich n Außen aus n Beacons
Korrektur, wenn 1,5fq<tr< 2fq( b-1)  
Wenn symmetrische Nachbarschaftsverteilung bnl-bnr bnt-bnb vorliegt, dann 
o Wenn bnin Außen und bnjn Außen, dann 
 Knoten liegt im Eckbereich, Position wird korrigiert 
 Wenn bnl<bnr, dann Px  xmax-dB/2<xmin ? xmin : xmax-dB/2  
 Wenn bnl>bnr, dann Px  xmin+dB/2>xmax ? xmax : xmin+dB/2  
 Wenn bnt<bnb, dann Py  ymax-dB/2<ymin ? ymin : ymax-dB/2 
 Wenn bnt>bnb, dann Py  ymin+dB/2>ymax ? ymax : ymin+dB/2  
o Sonst 
 Keine Korrektur, da Knoten im Kernbereich 
Sonst 
o Wenn ein Minimum bni in bn  existiert und bnin Außen erfüllt ist, dann
o Knoten liegt an einer Außenkante, Position wird korrigiert 
o Wenn min(bn ) bnl, dann Px  xmax-dB/2<xmin ? xmin : xmax-dB/2 
o Wenn min(bn ) bnr, dann Px  xmin+dB/2>xmax ? xmax : xmin+dB/2 
o Wenn min(bn ) bnt, dann Py  ymax-dB/2<ymin ? ymin : ymax-dB/2 
o Wenn min(bn ) bnb, dann Py  ymin+dB/2>ymax ? ymax : ymin+dB/2 
o Sonst 
 Keine Korrektur, da Knoten im Kernbereich 
 
 
Die Änderungen des Lokalisierungsverfahrens auf den Beacons sind ebenfalls minimal. Sie 
beschränken sich auf das Erzeugen des Nachbarschaftsvektors bvi, der durch die Auswer-
tung empfangener Nachrichten benachbarter Beacons ermittelt wird (Algorithmus 7). Der 
dargelegte Ablauf ist somit ideal für statische Beaconnetzwerke. 
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In dynamischen Beaconnetzwerken empfiehlt sich eine Erweiterung um einen Watchdog-
Timer, um veraltete und ungültige Zustandsinformationen im Nachbarschaftsvektor bvi bei 
längerem Nichtempfang von Beaconpositionen einer Richtung wieder auf false setzen zu 
können (vgl. Abbildung 56). 
Der Einfluss der Korrektur auf den durchschnittlichen Lokalisierungsfehler ist von zwei 
entscheidenden Faktoren abhängig: 
1.) dem Verhältnis aus Übertragungsreichweite zu Beaconabstand 1
trv
fq
  und 





In Sensornetzwerken mit vielen Beacons und sehr geringen Übertragungsreichweiten 
(b·fq $ tr > trCLwEC,min.) beeinflusst v1 das Korrekturverhalten maßgeblich. Für diese Konfigu-
rationen ist die Größe des Randbereiches begrenzt. Im Randbereich liegende Sensorknoten 
werden korrigiert, wodurch der durchschnittliche Fehler des gesamten Netzwerkes sinkt 
und sich langsam mit steigenden v1 erhöht (Abbildung 62). Die Korrektur der Positionen im 
Randbereich verringert den durchschnittlichen Lokalisierungsfehler deutlich, hat jedoch 
aufgrund des geringeren Anteils am Gesamtnetzwerk einen geringen Einfluss auf die Ge-
samtbilanz des Netzwerkes. 
Der sprunghafte Fehlerverlauf in Abbildung 62 des CLwEC-Verfahrens wird durch identi-
sche Überlappungsbereiche von räumlich begrenzten Sensorknoten verursacht. Bei gerin-
gen Änderungen der Übertragungsreichweite ändern sich diese kaum. Größere Änderungen 
bewirken jedoch, dass neue Beacons in die Empfangsreichweite der Sensorknoten gelangen 
und bei der nachfolgenden Positionsbestimmung (Gleichung 101) die Genauigkeit sprung-
haft ändern. 
Algorithmus 7: Positionsermittlung durch Schwerpunktbestimmung mit Korrektur der er-
mittelten Position im Randbereich, CLwEC (Ablauf auf Beacons) 
Positionsbestimmung 
Ermittle, falls erforderlich, exakte Position (z. B. per GPS) 
Endlosschleife 
Wenn Empfang von Nachrichten Bj benachbarter Beacons 
o Aktualisiere lokalen Zustand im Nachbarschaftsvektor bvi  
Warte bis zu zufälligen Startpunkt to innerhalb der Periode TB 
Sende Nachrichten mit eigenem Identifier, eigener Beaconpositionen Bi und 
eigenem Nachbarschaftsvektor bvi 
Warte Zeit TB-t0, sodass gesamter Zyklus TB beträgt 
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Den typischen Fehlerverlauf der einfachen Schwerpunktbestimmung aller Sensorknoten 
eines Netzwerkes (fq  25, tr  43) zeigt Abbildung 63. Im Teilbild a) ist im Randbereich 
(rötliche Färbung) der gegenüber dem Kernbereich (bläuliche Färbung) deutlich höhere 
Lokalisierungsfehler der Schwerpunktbestimmung zu erkennen. 
Abbildung 63b zeigt für dieselbe Konfiguration den Lokalisierungsfehler bei Einsatz des 
Korrekturverfahrens CLwEC. Die randbedingten Fehler sind fast vollständig eliminiert 
worden und entsprechen annähernd denen des Kernbereiches. 
Wenn das Verhältnis v2 der Randbereichs- zur Kernbereichsfläche größer wird, d. h. die 
Fläche des Kernbereiches tendiert gegen null (AKern  0 bzw. trCLwEC,min. . tr 0,5b·fq), 
erreicht das CLwEC die beste Fehlerminimierung. Abbildung 63c zeigt sehr anschaulich 
am Beispiel eines 100)100 Sensornetzwerkes mit 25 Beacons und eingestellter Über-
ragungsreichweite tr  86. 
Der Randbereich und damit der Randbereichsfehler der Schwerpunktbestimmung (CL) 
dominieren. Der durchschnittliche Lokalisierungsfehler ist extrem hoch (fmean  27,9) und 
der Maximalfehler mit  fmax  45,3 inakzeptabel. Die Randbereichskorrektur halbiert den 
durchschnittlichen Fehler auf fCLwEC,mean  13,9 und reduziert den maximalen Fehler von 
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Abbildung 62: Vergleich der Schwerpunktbestimmung (CL) und des Korrekturverfahrens 
(CLwEC) am Beispiel des durchschnittlichen relativen Lokalisierungsfehlers in Abhängigkeit
der Übertragungsreichweite (Netzwerkausdehnung: 7fq)7fq, Beaconabstand fq) 
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4.8 Zusammenfassung 
Der vorgeschlagene Algorithmus zur Reduzierung des Lokalisierungsfehlers bei der 
Schwerpunktbestimmung ist verglichen mit dem originalen Verfahren (CL) nach Bulusu 
[Bul02] eine zusätzliche Korrektur (CLwEC). Der Vorteil des Verfahrens besteht in der 
ebenso einfachen Implementierung und dem kaum geänderten Kommunikationsverhalten 
des Protokolls bei einer deutlich verbesserten Lokalisierungsgenauigkeit. Diese basiert im 
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Abbildung 63: Lokalisierungsfehler der Sensorknoten in einem 100)100 Netzwerk bei Über-
tragungsreichweite tr = 43 mit a) einfacher Schwerpunktbestimmung  b) Schwerpunktbestim-
mung mit Randzonenkorrektur (CLwEC) und Übertragungsreichweite tr = 86  c) einfacher 
Schwerpunktbestimmung  d) Schwerpunktbestimmung mit Randzonenkorrektur (CLwEC) 
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Die Laufzeit und der Speicherverbrauch des CLwEC nehmen im Vergleich zu CL leicht zu. 
Der geringfügig höhere Speicherverbrauch resultiert aus der Verarbeitung der Nachbar-
schaftsvektoren. Da die Größe des Vektors durch die vier verwendeten Richtungsangaben 
statisch ist und nicht mit der Größe des Netzwerkes skaliert, ist die Speicherkomplexität 
wie bei CL mit O(1) konstant. Für die Zeitkomplexität zur Berechnung der Position ist die 
Betrachtung analog. Die zusätzliche Verarbeitung der Nachbarschaftsvektoren und die 
Korrektur der Position erhöhen zwar die Latenz um eine konstante Zeiteinheit tL, sie be-
einflussen aber die Komplexität des Verfahrens nicht. Der einzige nennenswerte Unter-
schied zwischen CLwEC und CL besteht in der zwingenden Kenntnis der eingestellten 
Übertragungsreichweite, die zur Ermittlung der Symmetrieachsen si benötigt wird. 
Abschließend kann festgestellt werden, dass alle in Kap. 4.2 genannten Vorteile des Lokali-
sierungsverfahrens CL ebenso uneingeschränkt für das vorgestellte Korrekturverfahren 
CLwEC gelten: 
" geringer Lokalisierungsfehler, 
" einfachste Berechnung, 
" konstante Speicherkomplexität O(1), 
" lineare Zeitkomplexität O(n), 
" den Verzicht auf hyperbolische Funktionen, 
" pipelinefähig und 
" skalierbar. 
Aus den in diesem Kapital dargelegten Überlegungen ergeben sich viele Einsatzmöglich-
keiten der Lokalisierungsverfahren CL und CLwEC. Der Einsatz bietet sich vor allem für 
ressourcenarme Systeme mit folgenden Eigenschaften an: 
" schnelle Berechnung, 
" geringer bzw. statischer Speicherverbrauch, 
" Distanzmessung nicht möglich, 
" eingeschränkte Berechnungsmöglichkeiten (z. B. keine FPU), 
" gute Lokalisierungsgenauigkeit und 
" direkte Implementierung der Algorithmen in Hardware. 
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Im vorangegangenen Kapitel wurde eingehend die Schwerpunktbestimmung als einfaches 
Verfahren der Positionsermittlung beschrieben. Ein wesentliches Kennzeichen dieses Algo-
rithmus ist der Verzicht auf explizite Distanzmessungen. Somit sind CL und CLwEC be-
sonders für Systeme geeignet, die keinerlei Distanzinformationen zur Verfügung stellen. In 
der Realität kann eine genäherte Distanz jedoch durch eine Vielzahl von Verfahren ge-
schätzt werden (vgl. Kap. 2), z. B. durch das Hop-Count-Verfahren. Der Informationsgehalt 
dieser Distanzen ist zwar gegenüber einer exakten Distanz gering, ist jedoch für eine gerin-
ge Lokalisierungsgenauigkeit ausreichend. 
5.1 Algorithmus 
In diesem Kapitel wird der neue Algorithmus „Weighted Centroid Localization“ (WCL) 
vorgestellt. Dieser basiert auf der Schwerpunktbestimmung (vgl. Kap. 4) und erweitert das 
Verfahren um eine zusätzliche Distanzbeachtung. In WCL wird die Distanz nicht als 
gleichberechtigte Eingangsgröße der Lokalisierung, sondern lediglich als Gewicht w in die 
Berechnung miteinbezogen. 
Die Positionsbestimmung wird von einer einfachen Schwerpunktbestimmung (Gleichung 
61) in eine gewichtete Schwerpunktbestimmung überführt [Blu05a]. Mathematisch be-
trachtet handelt es sich in der vorgestellten Gleichung 105 um eine Bestimmung des Mas-
senschwerpunktes [Bro95, S. 161]. In der Geodäsie wird dieses Verfahren auch als Inverse 
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Für die Positionsermittlung bedeutet die Einbeziehung einer gemessenen Distanz zwischen 
Sensorknoten und Nachbarbeacons eine höhere Wichtung der Position eines unmittelbar 
benachbarten Beacons gegenüber einem entfernteren Beacon. Das Gewicht wi bestimmt, 
wie viel Einfluss die Position des Beacons Bi in der Berechnung der Position PWCL(x;y) hat. 
Ein nahe liegender Beacon (di  0) erhält eine hohe Wichtung (wi  ) und ein entfernter 
Beacon (dj  ) eine geringere Wichtung (wj  0). Die höhere Wichtung kurzer Distanzen 
führt dazu, dass die ermittelte Position PWCL(x;y) im Gegensatz zur Position PCL(x;y) näher 
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an den Beacon mit der kleinsten Distanz rückt. Das Gewicht w verhält sich folglich umge-




Abbildung 64 verdeutlicht den Unterschied zwischen der einfachen (CL) und der gewich-
teten Schwerpunktbestimmung (WCL). In dem gezeigten Beispiel empfängt der Knoten 
P(4;4,7) die Positionen der Beacons B1(2;3), B2(4;6) und B3(5;2). Für die weiteren Betrach-
tungen wird die Distanz zu den Beacons zunächst als fehlerfrei bestimmt vorausgesetzt. 
Die einfache Schwerpunktbestimmung ohne Beachtung gemessener Distanzen ermittelt die 
Position des Sensorknotens bei PCL(3,66;3,66) mit dem Fehler fCL 1,1. Die Berücksichti-
gung der Distanzen bei der gewichteten Schwerpunktbestimmung erlaubt eine genauere 
Positionsbestimmung bei PWCL(3,73;4,31) mit einem mehr als halbierten Fehler fWCL  0,47. 
Die Analyse der Positionsbestimmung in Abbildung 64 legt die Vermutung nahe, dass in 
diesem konkreten Beispiel eine höhere Wichtung der Distanz d2 die Position PWCL mit 
einem noch kleineren Fehler und damit näher an der wahren Position P(4;4,7) ermitteln 
könnte. Eine zu hohe Wichtung w2 würde jedoch die Position PWCL in unmittelbarer Nähe 
des Beacons B2(4;6) bestimmen und damit den Fehler wieder deutlich vergrößern. Es ist 
demnach davon auszugehen, dass für den Sensorknoten ein Minimum des Lokalisierungs-





















Distanzen und Gewichte 
Bi di wi 
1 2,62 0,38 
2 1,30 0,77 
3 2,88 0,35 
   
Ermittelte Positionen 
Verfahren Position f 
 P 4,00;4,70 0 
 PCL 3,66;3,66 1,10
 PWCL 3,73;4,31 0,47
    
Abbildung 64: Gewichtete Schwerpunktbestimmung (WCL) im Vergleich zur einfachen 
Schwerpunktbestimmung (CL) am Beispiel des Sensorknotens P(4;4,7) 
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Aus der singulären Betrachtung des Sensorknotens P(4;4,7) folgt jedoch nicht, dass eine 
höhere Wichtung kurzer Distanzen tatsächlich eine Reduzierung des durchschnittlichen 
Lokalisierungsfehlers aller Sensorknoten hervorruft. Die Analyse der Gleichung 105 lässt 
sogar den Schluss zu, dass eine höhere Wichtung kurzer Distanzen zu größeren Fehlern 
führt, da es unsinnig ist, einzelne Massepunkte zu bevorzugen. Der Ansatz erscheint daher 
nur sinnvoll, wenn ein begründeter Verdacht besteht, dass kürzere Distanzen eine höhere 
Wertigkeit bzw. Entropie aufweisen als längere Distanzen (vgl. Kap. 5.2). 
Der Ansatz, kürzere Distanzen höher zu wichten als größere, kann durch den Einsatz nicht-
linearer Gewichtsfunktionen erreicht werden, wie sie auch ansatzweise durch Sprott unter-
sucht wurden [Spr03]. Der reziproke Zusammenhang zwischen Gewicht und Distanz (Glei-
chung 106) soll daher für die weitere Betrachtung um einen zusätzlichen Freiheitsgrad, dem 









Der Grad dient der Stärkung bzw. Schwächung des Gewichts. Die einfache Schwerpunkt-
bestimmung (CL) stellt folglich einen Sonderfall der gewichteten Schwerpunktbestimmung 
für den Fall dar, dass das Gewicht g  0 ist, wodurch sich Gleichung 105 wieder auf die 
einfache Gleichung 61 reduziert. Durch die Nichtlinearität der Exponentialfunktion d g 
(g > 1) werden kürzere Distanzen mit steigendem g höher gewichtet als entferntere Distan-
zen.  
Die vorangegangenen Analysen wurden in einer Simulation eines unendlich großen Sensor-
netzwerkes für 0  tr < 4fq näher untersucht (Vorgehensweise analog zu Simulation in Kap. 
4.4). Dazu wurde der Lokalisierungsfehler f in Abhängigkeit der Übertragungsreichweite tr 
für verschiedene Gewichtsfunktionen w  d g simulativ bestimmt. Abbildung 65 verdeut-
licht, dass der Lokalisierungsfehler bei allen Gewichtsfunktionen (0  g  5) mit zunehmen-
der Übertragungsreichweite tr   gegen f  0 konvergiert. Es zeigt sich jedoch auch, dass 
die Gewichtsfunktion einen maßgeblichen Einfluss hat und nur bei einer reziproken Wich-
tung aller Distanzen (w  d 1; g  1) den kleinsten durchschnittlichen Lokalisierungsfehler 
für nahezu alle Übertragungsreichweiten ermöglicht [Gro07]. 
Somit ist zunächst ermittelt worden, dass eine unbegründete Überbewertung (g > 1) kleine-
rer Distanzen in unendlich großen, idealen Sensornetzwerken mit gleichverteilten Beacons, 
in denen eine fehlerfreie Distanzmessung möglich ist, nicht fehlerreduzierend wirkt. Viel-
mehr führen höhere Grade (g > 1) zur Überbewertung nahe liegender Beacons, sodass grö-
ßere durchschnittliche Lokalisierungsfehler die Folge sind. 
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Ebenso wie bei der einfachen Schwerpunktbestimmung (vgl. Kap. 4.4) erzeugt jede Expo-
nentialfunktion w  d g bei der gewichteten Schwerpunktbestimmung mehrere Minima des 
Lokalisierungsfehlers in Abhängigkeit der Übertragungsreichweite der Beacons. Bei An-
wendung des Gewichts g  1 beträgt die optimale Übertragungsreichweite zur Ermittlung 
des minimalen Lokalisierungsfehlers tropt,1  0,95fq. Da der Beaconabstand fq größer als 
tropt,1 ist, können keine Unterschiede zwischen den Überlagerungsbereichen an den Rändern 
und in der Mitte sowohl endlicher als auch unendlich großer Sensornetzwerke entstehen 
(vgl. Abbildung 46). Folglich gilt tropt,1 auch für endliche Netzwerke. 
 ,1 0,95opttr fq  (108)
Besonders beachtenswert in Abbildung 65 ist der gegenüber der einfachen Schwerpunkt-
bestimmung (CL, g  0) wesentlich geringere Lokalisierungsfehler des WCL-Algorithmus 
(g  1). Aus der Simulation kann der geringste durchschnittliche Lokalisierungsfehler für 












































Abbildung 65: Durchschnittlicher Lokalisierungsfehler der gewichteten Schwerpunktbe-
stimmung bei verschiedenen Gewichtsfunktionen w = 1 / d g in Abhängigkeit der Übertragungs-
reichweite der Beacons (unendlich großes Sensornetzwerk, Beaconabstand im Gitter fq, exak-
te Distanzen ohne Messfehler) 


















Die Übertragungsreichweite tropt,1 hat gegenüber tropt,k (k > 1) den entscheidenden Vorteil, 
dass sie wesentlich kleiner ist. So benötigt das Senden der Beaconinformationen bei tropt,1, 
begründet durch den quadratischen Zusammenhang zwischen Distanz und Sendeleistung 
(Gleichung 20), wesentlich weniger Energie als bei tropt,k (k > 1). Der Lokalisierungsfehler 
ist zwar bei tropt,k (k > 1) geringfügig kleiner als bei tropt,1, jedoch stehen der Aufwand durch 
höhere Sendeleistung und der Nutzen in Form geringerer Fehler durch die sehr langsame 
asymptotische Näherung an fmin(tr  )  0 in keinem Verhältnis zueinander. 
Im unendlich großen Sensornetzwerk erreicht der durchschnittliche Lokalisierungsfehler 
erst bei tr  1,95fq denselben Fehlerwert f  0,0645fq der Übertragungsreichweite tropt,1, 
allerdings bei bereits 4-facher Sendeleistung. Ein unendlich großes Sensornetzwerk ist in 
der Praxis jedoch unrealistisch. Es ist wahrscheinlicher, dass begrenzte (endliche) Sensor-
netzwerke zum Einsatz kommen, in denen bei tr > fq erneut Randeffekte wie bei der 
Schwerpunktbestimmung auftreten. 
Die in endlichen Sensornetzwerken zu erwartenden Randeffekte wurden in einer weiteren 
Simulation untersucht. Dazu wurde der durchschnittliche Lokalisierungsfehler in einem 
Netzwerk der Größe 3fq)3fq mit insgesamt 4)4 im Gitter angeordneten Beacons mit ver-
schiedenen Gewichtsfunktionen (w  f(g); 0  g  5) ermittelt (Abbildung 66). Für Übertra-
gungsreichweiten im Bereich 0  tr < trmin (kritischer Bereich) ist ein Vergleich der Lokali-
sierungsfehler wenig sinnvoll, da etliche Sensorknoten ihre Position aufgrund fehlender 
Beaconpositionen nicht bestimmen können. Für Übertragungsreichweiten tr  trmin ist ein 
zunächst sehr divergentes Fehlerverhalten festzustellen, wobei sich jedoch der Fehler mit 
steigendem tr in Abhängigkeit des Gewichts einem charakteristischen Maximalwert asymp-
totisch nähert. Für das Gewicht g  0, das den WCL-Algorithmus auf den CL-Algorithmus 
reduziert und folglich gemessene Distanzen ignoriert, ergibt sich, wie bereits in Abbildung 
46 nachgewiesen, ein maximaler Fehler fmax  114,78. Im Vergleich dazu sind die maxi-
malen Fehler der anderen betrachteten Gewichtsfunktionen (1  g  5) deutlich geringer. 















































Abbildung 66: Durchschnittlicher Lokalisierungsfehler der gewichteten Schwerpunktbe-
stimmung verschiedener Gewichtsfunktionen in Abhängigkeit der Übertragungsreichweite 
(endliches Sensornetzwerk, Abmessung: 3fq)3fq, Beaconabstand im Gitter fq) 
Besonders bemerkenswert jedoch ist, dass sich der minimale Fehler der gesamten Simu-
lation mit fmin  0,065fq wie im unendlich großen Sensornetzwerk bei tropt,1  0,95fq einstellt 
(w  d g) und auch bei steigenden Übertragungsreichweiten nicht mehr erreicht wird - 
vielmehr steigt er deutlich an. Der Grund liegt in dem zunehmenden Einfluss der Randbe-
reichseffekte bei steigenden Übertragungsreichweiten. Diese fehlererhöhenden Effekte 
entstehen, wenn die Menge der empfangenen Beaconpositionen nicht gleichverteilt im 
Übertragungsbereich tr des Sensorknotens ist und wenn im Gegensatz zur Netzwerkmitte 
(Kernbereich) Informationen fehlen, die die Positionsgenauigkeit erhöhen könnten (vgl. 
Kap. 4.7). 
Aus der Simulation ist deutlich zu erkennen, dass für tr > fq die Fehler tendenziell steigen 
und dass der Grad g einen deutlichen Einfluss bei hohen Übertragungsreichweiten besitzt. 
Bereits bei tr > 1,03fq ist der ermittelte Lokalisierungsfehler bei g  2 kleiner als bei g  1 
und für tr  2,36fq wird der geringste Fehlerwert mit g  3 erreicht. Demnach hat, trotz der 
scheinbar gegensätzlichen theoretischen Aussagen zu Abbildung 65, der Grad einen sehr 
starken Einfluss auf den Lokalisierungsfehler. 
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Aus der Simulation in Abbildung 65 ist deutlich geworden, dass höhere Grade (g > 1) im 
unendlich großen Sensornetzwerk und somit auch Kernbereich eines endlichen Sensornetz-
werkes höhere Fehler bewirken als g  1. Aus Abbildung 66 geht jedoch hervor, dass im 
endlichen Sensornetzwerk der geringste Lokalisierungsfehler für tr > fq nur bei Graden g > 1 
ermittelt werden kann. Da diese relative Verbesserung gegenüber g  1 nicht im Kernbe-
reich erfolgen kann, muss demnach ein höherer Grad im Randbereich fehlerkorrigierend 
wirken. Das wird erreicht, indem kürzere Distanzen höher gewichtet werden, denn für diese 
Distanzen di erhöht sich die Wahrscheinlichkeit, dass im Umkreis tr  di des Sensorknotens 
die Beacons gleichverteilt sind und damit erhöht sich ebenfalls die Genauigkeit der Positi-
onsbestimmung. 
5.2 Adaptive Schwerpunktbestimmung 
In einem ideal konfigurierbaren Sensornetzwerk wird, ausgehend von vorangegangenen 
Betrachtungen, die Übertragungsreichweite auf tr  0,95fq eingestellt. In der Praxis ist diese 
Reichweite jedoch nicht immer einstellbar, sei es durch Kalibrierungsprobleme bzw. mini-
male Reichweiten der Transmitter oder einfach in der Geographie des untersuchten Gebie-
tes begründet. In diesen Anwendungsfällen bleibt nur die Adaption des Algorithmus an die 
eingestellte Übertragungsreichweite (Adaptive Weighted Centroid Localization, AWCL). 
In endlichen quadratischen Netzwerken erhöht sich mit steigender Übertragungsreichweite 
Beaconstr n tr   der Einfluss des Randbereiches enorm, sodass bei großen tr eine Ände-
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Abbildung 67: Optimaler Grad g des Gewichts in Abhängigkeit der Übertragungsreichweite tr
und der Größe des endlichen Sensornetzwerkes (2fq)2fq – 8fq)8fq) 
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Dies kann durch eine Adaption des Grades g in der Gewichtsfunktion w  f(g) in Abhängig-
keit der relativen Übertragungsreichweite tr / fq und der maximalen Anzahl der nebeneinan-
der liegenden Beacons ,maxNeighborn  erreicht werden. Der optimale Grad eines beispielhaften 
Sensornetzwerkes aus 3fq)3fq Beacons ( ,max 4Neighborn  ) zeigt sich in Abbildung 66 am 
jeweils geringsten Lokalisierungsfehler in Abhängigkeit der Übertragungsreichweite.  
Die Optimierung des WCL-Algorithmus durch Anpassung des Grades g (adaptives WCL) 
kann für endlich große Netzwerke simulativ genauer bestimmt werden. Abbildung 67 
veranschaulicht den Zusammenhang für Sensornetzwerke der Größe 2fq)2fq bis 8fq)8fq. 
Die (blau) schraffierten Flächen (0  tr < trS1) kennzeichnen, dass der geringste Lokalisie-
rungsfehler des WCL-Verfahrens nur mit einem Grad g  1 erreicht werden kann. Der 
Grund liegt in dem verschwindend geringen Einfluss der fehlererhöhenden Randbereiche 
gegenüber den Kernbereichen, da die Übertragungsreichweite tr in fast allen Konfiguratio-
nen geringer ist als der Beaconabstand fq. Für Übertragungsreichweiten tr < trS1 nähert sich 
demzufolge der Lokalisierungsfehler dem minimalen Fehler des unendlich großen Sensor-
netzwerkes (vgl. Abbildung 65). 
 S1 1
S1
TR { : 0 1,04}
TR ( ) 1
Str tr tr
tr g tr
 & % 
*  
 (111)
Ist jedoch eine größere Übertragungsreichweite eingestellt, ist der optimaler Grad g in Ab-
hängigkeit der maximal nebeneinander liegenden Beacons ,maxNeighborn  dem Diagramm aus 
Abbildung 67 zu entnehmen. Bei Übertragungsreichweiten, für die tr  TRS2 gilt (Glei-
chung 112), beträgt der optimale Grad g  2, wie Abbildung 66 beispielhaft für die Übertra-
gungsreichweiten 1,04  tr / fq < 2,36 in einem 3fq)3fq Beaconnetzwerk darstellt. 
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In Konfigurationen mit noch größeren Übertragungsreichweiten (tr  TRS3) wird der ge-
ringste Lokalisierungsfehler mit g  3 bestimmt (Gleichung 113). Der Grund liegt im mas-
siven Einfluss, den die Randbereichseffekte auf den durchschnittlichen Fehler besitzen. So-
ermittelt der optimale Grad g  3 in der simulierten Beispielkonfiguration (vgl. Abbildung 
66) bei großen Übertragungsreichweiten tr / fq > 2,36 den geringsten Lokalisierungsfehler. 
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Zusammenfassend lässt sich feststellen, dass das optimale Gewicht wAWCL,i(di) der Distan-
zen di zur Berechnung der Position eines Sensorknotens innerhalb eines endlichen Sensor-
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5.3 Enhanced Weighted Centroid Localization 
Nachfolgend soll nun untersucht werden, ob der Grad g einen Einfluss auf den Lokalisie-
rungsfehler der einzelnen Überlappungsflächen besitzt. In Abbildung 66 wurde der ge-
ringste Lokalisierungsfehler des WCL-Algorithmus für endliche Sensornetzwerke mit einer 
optimalen Übertragungsreichweite tropt,1  0,95fq bestimmt. Für dieselbe Konfiguration sind 
die Fehlervektoren und der Fehlerverlauf in Abbildung 68a für das Gewicht w  g 1 dar-
gestellt. Aus der Simulation geht hervor, dass die Fehlervektoren tendenziell in Richtung 
des Schwerpunktes der Überlappungsfläche zeigen und sich im Betrag ähneln. Der Fehler-
verlauf ist relativ ausgewogen und zeigt nur geringe Unstetigkeitsstellen. 
Im Vergleich dazu ändert sich das Fehlerverhalten bei höheren Graden und sonst kon-
stanten Bedingungen drastisch (Abbildung 68b-c). Der durchschnittliche Fehler erhöht sich 
von fa  6,4 auf fb  10,2 und fc  16,2. In den Überlappungsflächen A2..A4 (vgl. Abbildung 
69) steigt der Lokalisierungsfehler deutlich an. Jedoch zeigt die Simulation auch, dass in 
einigen Gebieten (A1) der Fehler kräftig sinkt (g  2). Zusätzlich verändert sich der Fehler-
verlauf deutlich und zeigt starke Unstetigkeiten zwischen den Flächen A1 und A2..A4. 
Es wird deutlich, dass der geringste Lokalisierungsfehler der einzelnen Überlappungsflä-
chen vom Grad g abhängig ist. So kann der geringste Fehler eines quadratischen Sensor-
netzwerkes (tr  0,95fq) in der Fläche A1 nur mit g  2 bestimmt werden (Abbildung 68a). 
Für die anderen Überlappungsflächen sinkt der Fehler nur für g  1 auf den kleinsten Wert. 
Die Genauigkeitsverbesserung innerhalb der Fläche A1 bei g  2 lässt sich nur mit einem 
Effekt erklären, der in der Mitte eines quadratischen Feldes bei tr < fq und nahezu gleichen 
Distanzen d1..d4 auftritt. Denn nur die etwas höhere Gewichtung geringfügig kleinerer 
Distanzen bei g  2 führt zum günstigeren Fehlerverhalten der Fläche A1 mit kleineren 
Fehlervektoren im Vergleich zu g  1, bei dem größere Fehlervektoren zum Schwerpunkt 
der Überlappungsfläche zeigen. 




































Abbildung 68: Durchschnittlicher Lokalisierungsfehler der gewichteten Schwerpunktbestim-
mung (endliches Netzwerk, Abmessung: 100)100, Beaconabstand im Gitter fq = 100, tr = 0,95fq) 
verschiedener Gewichtsfunktionen a) w = 1 / d, fa = 6,4  b) w = 1 / d ², fb = 10,2  c) w=1/d ³, fc = 16,2 











0 fq  
Abbildung 69: Überlappungsflächen bei der gewichteten Schwerpunktbestimmung 
(tr = 0,95fq) 
Das vorgestellte Phänomen scheint zunächst im Widerspruch zur Abbildung 66 (Fall A) zu 
stehen, da dort Positionen in Randgebieten mit größeren g genauer bestimmt werden kön-
nen, während in Abbildung 68 (Fall B) behauptet wird, dass Randbereiche mit höheren 
Graden g > 1 den Fehler erhöhen. Der Unterschied besteht jedoch darin, dass es sich im Fall 
B nicht um fehlererhöhende Randeffekte handelt, da die Übertragungsreichweite tr < fq ist 
und die Anzahl der empfangenen Beacons in den Randbereichen maximal n  3 beträgt. Im 
Fall A ist die Anzahl der Beacons jedoch höher (n > 3). Da aus Sicht eines Sensorknotens 
im Randbereich die empfangenen Beaconpositionen (tr > fq, n > 3) nicht gleichverteilt um 
ihn herum sind, führt in diesem Fall A nur eine Korrektur durch g > 1 zur Fehlerreduzie-
rung. Im Fall B sind die Beacons jedoch gleichverteilt. Somit ist eine Korrektur in Randbe-
reichen für tr < fq durch höhere Grade g > 1 unbegründet und wirkt daher fehlererhöhend, 
wie die Simulationen zeigen (Abbildung 68b-c).  
Die zu Abbildung 68 vorgenommenen Ausführungen lassen eine Optimierung des WCL-
Algorithmus zu. Aus den Beobachtungen (tr < fq) wird deutlich, dass für die Fläche A1 der 
optimale Grad g  2 beträgt, für die anderen Flächen A2..A4 ist g  1. Der Sensorknoten 
benötigt lediglich die Information, ob er sich in A1 oder in A2..A4 befindet. Diese Unter-
scheidung kann im idealen Sensornetzwerk anhand der Anzahl der empfangenen Nachbar-
beacons vorgenommen werden, denn nur für n  4 befindet sich ein Knoten in der Fläche A1 
(Tabelle 3) und bildet die Grundlage der erweiterten gewichteten Schwerpunktbestimmung 
(Enhanced Weighted Centroid Localization, EWCL). 
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Tabelle 3: Optimaler Grad g des EWCL-Verfahrens für die Überlappungsbereiche A1..A4 
Fläche Nachbarbeacons optimaler Grad g 
A1 4 2 
A2 3 1 
A3 2 1 
A4 1 1 
   
Die erweiterte Gewichtsfunktion wEWCL,i(di) besteht infolgedessen aus einer Fallunterschei-


















Der durchschnittliche Lokalisierungsfehler sinkt bei Anwendung der erweiterten Gewichts-
funktion wEWCL,i(di) von fWCL  0,065fq auf fEWCL  0,0474fq für tr  0,95fq (Abbildung 70). 
Da die beiden verwendeten Grade mit tropt,1(g  1)   0,95fq und tropt,1(g  2)   1,23fq unter-
schiedliche optimale Übertragungsreichweiten besitzen (vgl. Abbildung 66), ist zur weite-
ren Senkung des Fehlers die simulative Bestimmung der resultierenden optimalen Übertra-
gungsreichweite notwendig. Da fehlererhöhende Randbereichseffekte vermieden werden 
sollen, muss gelten tropt,1  trEWCL,opt < fq. 
 , 0,97EWCL opttr fq  (116)














Abbildung 70: Fehlerverhalten eines endlichen Sensornetzwerkes bei Anwendung des EWCL-
Algorithmus mit Gradanpassung (fq = 100, tr = 0,97fq) 
5.4  Auswirkungen von Distanzungenauigkeiten 121 
 
Für die ermittelte optimale Übertragungsreichweite trEWCL,opt ergeben sich erneut leicht 
















5.4 Auswirkungen von Distanzungenauigkeiten 
Die Lokalisierung von Sensorknoten erfordert Eingangswerte wie Positionen von Referenz-
knoten und bekannte Distanzen zwischen den zu bestimmenden Knoten und Referenz-
knoten. In den vorangegangenen Ausführungen wurden diese Distanzen als exakt bestimmt 
(f  0) vorausgesetzt, um genauigkeitsrelevante Optimierungsstrategien der Lokalisierungs-
algorithmen hervorzuheben und zu untersuchen. In der Praxis kann eine Distanz jedoch nur 
näherungsweise bestimmt werden, da 
" systematische Fehler im Messverfahren begründet sind, 
" jede Messung einem zufälligen Fehler unterliegt und 
" die Speicherung in Rechnersystemen eine Quantisierung erfordert. 
Alle drei Fehlerquellen sind unabhängig voneinander und treten in jedem Sensorknoten auf. 
Für eine hochgenaue Lokalisierung der Sensorknoten sind folglich die Analyse der örtli-
chen Fehlerquellen und die Auswirkungen auf den Lokalisierungsfehler von entscheidender 
Bedeutung. 
In Sensorknoten wird die Distanz häufig über die empfangene Signalstärke bestimmt, 
indem das Signal durch einen Analog/Digital-Umsetzer in einen RSSI umgewandelt wird 
(vgl. Kap. 2.9). Die Auflösung des RSSI ist abhängig von der Bitgenauigkeit bAD des A/D-
Wandlers, die bei den meisten Sensorknoten bAD  10Bit beträgt. Bei einer Referenzspan-
nung von URef  3,6V führt eine 10Bit-Wandlung zu einem maximalen Quantisierungsfehler 
qAD  3,6V / 2
10  0,0035V.  
 Ref
2 ADAD b
Uq   (118)
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Die Bitgenauigkeit ist mit 10Bit zwar relativ hoch (210  1024 Quantisierungsstufen), doch 
enthält diese nominelle Genauigkeit keine Aussage über die Entropie des Messsignals. Es 
definiert lediglich die höchste Auflösung der A/D-Wandlung. Wenn jedoch durch Filter-, 
Verstärker- und andere Verarbeitungsstufen im System ein Signal verfälscht, übersteuert 
bzw. in kleinere Datentypen konvertiert wird, verringert sich die Entropie der Information 
deutlich. In diesen fehlerbehafteten Systemen ist es unsinnig, die unteren Bits, falls vorhan-
den, zu berücksichtigen, da sie keinen Informationsgehalt besitzen. Folglich verringert sich 
die Anzahl der Quantisierungsstufen und damit die resultierende Bitgenauigkeit br  bAD der 
Messkette. 
In Geräten, die die empfangene Signalstärke im A/D-Umsetzer mit einem 10Bit-Wert 
digitalisieren können (bAD  10), der wahre Informationsgehalt jedoch nur 4 Bits entspricht, 
können nur noch 24  16 Quantisierungsstufen (br  4) unterschieden werden. Im Grenzfall 
kann ein Distanzsignal sogar nur binärer Struktur sein, d. h. es besitzt lediglich die Informa-
tion true oder false. Diese 1-Bit Information (br  1) zeigt z. B. bei der einfachen Schwer-
punktbestimmung (CL) an, ob sich ein Beacon in Empfangsreichweite befindet oder nicht. 
Die Positionsberechnung der Lokalisierungsalgorithmen ist stark von der Genauigkeit der 
gemessenen Distanzwerte abhängig. Folglich muss eine systembedingte Reduzierung der 
Quantisierungsstufen und damit der Bitgenauigkeit br einen maßgeblichen Einfluss auf den 
Lokalisierungsfehler ausüben. Abbildung 71 zeigt den durchschnittlichen und maximalen 
Lokalisierungsfehler der optimalen mathematischen Verfahren LS (Methode der kleinsten 
Quadrate, Kap. 3.5.3) und QR (QR-Zerlegung des LS-Verfahrens) sowie der vorgestellten 
Lokalisierungsalgorithmen WCL und EWCL in Abhängigkeit der resultierenden Bitgenau-
igkeit br. 












































Abbildung 71: a) Durchschnittlicher und b) maximaler Lokalisierungsfehler in Abhängigkeit
der Bitauflösung der exakten Distanz im endlichen Sensornetzwerk, Abmessung: fq)fq, 2)2 
Beacons, Übertragungsreichweite tr = 0,95fq, w = 1 / d) 
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Die Simulation basiert auf exakten Distanzen (Standardabweichung der Messung d  0), 
die in den Wertebereich der angegebenen Bitgenauigkeit br umgerechnet werden und da-
durch mit einem durch die Quantisierung verursachten Distanzfehler in die Lokalisierung 
eingehen. Für sehr hohe Bitgenauigkeiten, die einer sehr genauen Distanz entsprechen, ist 
der Fehler der optimalen mathematischen Verfahren mit fLS,QR  3 geringfügig kleiner als 
der der WCL-Verfahren mit fWCL  6,4 und fEWCL  4,6. Bei kleineren Bitgenauigkeiten 
jedoch konvergieren die Verfahren LS und QR deutlich schlechter [Bro95], wodurch die 
WCL-Verfahren für br  3 ein besseres Fehlerverhalten zeigen (resthreshold in Abbildung 71). 
Exakte Distanzen zwischen den Beacons und den Sensorknoten entsprechen in normal 
verteilten Systemen dem Erwartungswert de einer Wahrscheinlichkeitsfunktion P(de,e). 
Der Erwartungswert ist jedoch unbekannt, da Distanzen nicht exakt (  0), sondern nur 
fehlerbehaftet ( > 0) gemessen werden können. Er kann somit nur bei unendlich vielen 
Messungen genau bestimmt werden. In Sensorknoten ist die Menge der Messungen jedoch 
eher gering, um zeitnah eine Lokalisierung durchführen zu können. Die in die Berechnung 


















In der Realität wird die Distanz in der Regel nicht direkt gemessen, sondern über Hilfs-
größen bestimmt. Eine typische Hilfsgröße ist die am Empfänger detektierte Signalstärke 
PRX  (vgl. Kap. 2.9). Da die Signalstärke PRX quadratisch mit der Entfernung abnimmt (vgl. 
Gleichung 20), hat auch die Standardabweichung RX der ebenfalls fehlerhaften Signalstär-
kemessung nichtlinearen Einfluss auf die resultierende Standardabweichung der Distanz d 
(Abbildung 72). 
Eine Nachricht mit einer geringen Empfangsstärke PRX,1 kennzeichnet einen weit entfernten 
Sender mit der Distanz d1. Da die Messung jedoch mit RX fehlerbehaftet ist, schwankt die 
ermittelte Distanz df,1 in 68,3% der Messungen im Bereich 12 d8 . Die ermittelten Distanzen 
sehr nahe gelegener Sender (PRX,2) besitzen im Gegensatz zu entfernten Sendern wesentlich 
kleinere Standardabweichungen d wie Abbildung 72 am Beispiel der Distanzermittlung 
aus zwei Empfangsleistungen PRX,1 und PRX,2 und ihren Standardabweichungen illustriert. 
Die realitätsnahe Simulation erfordert daher eine in Abhängigkeit der Empfangsleistung 
PRX steigende Standardabweichung d, um das Verhalten des Lokalisierungsfehlers be-
urteilen zu können. Dazu muss zunächst aus den, nur der Simulationsumgebung bekannten, 
exakten Distanzen de eine Empfangsleistung PRX berechnet werden, die zusätzlich mit 
einem Fehler pRX verfälscht wird (vgl. Gleichung 20). 





















Die in Matlab programmierte Simulationsumgebung verwendet zur Fehlergenerierung die 
Funktion normrnd(), die normalverteilte Zufallswerte im Wertebereich W  {   w  } 
mit rand und dem Erwartungswert   de liefert. Die maximale Abweichung der Signalstär-
kemessung  stellt die Laufvariable der Simulation dar und definiert somit die Standardab-
weichung der Signalstärkemessung RX im Intervall (0  RX  0,2PRX,Max). 
 RX rand8 8 9   (122)
Für die weitere Betrachtung werden die generierten Zufallswerte der normrnd()-Funktion 
auf den gewünschten zu simulierenden Fehlerbereich F  {   pRX  } abgebildet. In der 
Simulation kann somit die Abweichung der Empfangsleistung pRX bestimmt werden. 
  (1) 2RXp K normrnd 9 9	   
  (123)
Durch Umformen der Gleichung 121 und Hinzufügen der Fehlerfunktion (Gleichung 123) 
entsteht die Formel zur Berechnung einer fehlerbehafteten Distanz df bei vorausgesetzter 



















Abbildung 72: Distanz d und Standardabweichung d in Abhängigkeit der empfangenen 
Signalstärke 



















Alle in einem Sensorknoten ermittelten Distanzen zu bekannten Beacons besitzen verschie-
dene Erwartungswerte de,i. Folglich gilt trotz konstanter maximaler Abweichung der Dis-
tanzmessung  für jede exakte Distanz de,i eine andere Standardabweichung e,i. (Gleichung 
122). Aufgrund der veränderlichen Standardabweichung e,i erfolgt der Vergleich der simu-
lierten Lokalisierungsfehler über die normierte Standardabweichung RX() / PRX(de,i). 
Abbildung 73 zeigt den Verlauf des durchschnittlichen und des maximalen Lokalisierungs-
fehlers in Abhängigkeit der Bitgenauigkeit bei einer relativen Standardabweichung von 
RX / PRX(de,i)  0,2 in 10 Durchläufen. Die Kurve zeigt deutlich, dass unabhängig von der 
Bitgenauigkeit der verwendeten Datentypen die LS-Verfahren höhere Lokalisierungsfehler 
produzieren. 
Noch deutlicher wird die Divergenz der Lokalisierungsfehler bei steigenden Standardab-
weichungen der Signalstärkemessung. Abbildung 74 zeigt deutlich, dass lediglich für rela-
tive Standardabweichungen Rel  RX() / PRX(de,i) < 0,15 der Lokalisierungsfehler der LS-
Verfahren geringer ist als der der WCL-Verfahren. Bei großen Standardabweichungen 
Rel $ 0,15 vergrößern sich jedoch die Lokalisierungsfehler so stark, dass der Einsatz unver-
änderter LS-Verfahren in Sensornetzwerken unsinnig ist. Der Grund liegt schlicht darin, 
dass die LS-Verfahren nur für exakte Distanzen korrekt konvergieren [Bro95]. Die fehler-
erhöhenden Effekte der LS-Verfahren bei hohen Standardabweichungen sind keinesfalls 
auf die exponentielle Abhängigkeit der Distanz vom Messwert zurückzuführen, denn sie 










































Abbildung 73: a) Durchschnittlicher und b) maximaler Lokalisierungsfehler in Abhängigkeit 
der Bitauflösung der gemessenen Distanz (Normalverteilung, RX = 0,2PRX(de,i), rand() = 0,2 
bzw. 20% ) im endlichen Sensornetzwerk (fq)fq) bei tr = 0,95fq, w = 1/d, 10 Durchläufe 
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Abbildung 74: Durchschnittlicher Lokalisierungsfehler in Abhängigkeit der relativen Stan-
dardabweichung der Distanz RX() / PRX(de,i) im endlichen Sensornetzwerk (fq)fq), 2)2 Bea-
cons im Gitter angeordnet, Übertragungsreichweite tr = 0,95fq, w = 1/d, 10 Durchläufe 
Im Gegensatz zu den LS-Verfahren zeigen sich die WCL-Verfahren sehr robust gegenüber 
hohen Standardabweichungen. Dies ist begründet in der maßgeblichen Abhängigkeit der 
Lokalisierung von den empfangenen Beaconpositionen und den lediglich als entfernungs-
abhängiges Korrektiv in die Berechnung miteingehenden gemessenen Distanzen. 
5.5 Kalibrierungsfehler 
Messungen in realen Systemen sind grundsätzlich fehlerbehaftet. Sie unterliegen zufälligen 
und systematischen Fehlern. Zu den systematischen Fehlern zählen Fehler im Meßsystem, 
aber auch immanente Einflüsse der Umgebung auf die Messung, z. B. schwankende Signal-
stärkeabschwächungen durch inhomogene bzw. veränderte Übertragungsmedien. Diese 
Einflüsse können durch eine geeignete Kalibrierung abgemildert werden. 
Die Lokalisierung der Sensorknoten benötigt immer zusätzliche über Messungen gewonne-
ne Eingangsdaten. Da die Messung meistens nicht direkt, sondern über Hilfsgrößen (z. B. 
Signalstärkeabschwächung, Hop-Count) erfolgt, ist zusätzlich zur Kalibrierung des Mess-
systems eine geeignete Übertragungsfunktion in die Zielgröße erforderlich. 
Für eine auf RSSI basierende Distanzmessung ist somit eine kontinuierliche Adaptierung 
der Übertragungsfunktion d  f(PRX) erforderlich, denn durch die vielfältigen Umweltein-
flüsse kann weder garantiert werden, dass der theoretisch quadratische Zusammenhang 
zwischen Leistung und Entfernung in der Praxis überhaupt detektiert werden kann, noch, 
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dass die Kennwerte der Medien den idealen Materialkonstanten entsprechen. Ebenso sind 
Einflüsse durch Hindernisse, Reflexionen und Interferenzen unvermeidlich. In der Praxis 
kann durch eine Kalibrierung lediglich eine Verringerung der Auswirkungen dieser Ein-
flüsse erreicht werden, da eine Eliminierung ein perfektes Kalibrierungsmodell vorausset-
zen würde (vgl. Kap. 2.12). Eine Kalibrierung in Sensornetzwerken ist zudem neben feh-
lenden Modellparametern und aufgrund mangelhafter bzw. eingeschränkter Möglichkeiten 
der verwendeten Hardware in vielen Fällen oft nicht anwendbar bzw. wegen der großen 
Knotenmenge wirtschaftlich schlicht untragbar. 
In fehlerhaft- bzw. nicht-kalibrierten Systemen stimmen die gemessenen Eingangsdaten 
nicht mit den tatsächlichen Gegebenheiten überein. Für die Lokalisierungsalgorithmen 
äußert sich dies meist in steigenden Lokalisierungsfehlern begründet durch 
" Offsetfehler, 
" Skalierungsfehler und 
" nichtlineare bzw. nicht quadratische Zusammenhänge. 
Offsetfehler entstehen in Systemen, in denen Messergebnisse auf der Ordinate um einen 
absoluten Betrag (Offset) verschoben und nicht korrigiert werden. Im Falle der Distanzbe-
stimmung durch Signalstärkemessung (RSSI) kann dies durch eine nicht-kalibrierte Schal-
tung zur A/D-Wandlung der Empfangsleistung hervorgerufen werden. 
relativer Offsetfehler fo der gemessenen Distanz df zum Beaconabstand fq, fo=

































Abbildung 75: Abhängigkeit des Lokalisierungsfehlers vom Offsetfehler fo (endliches Sensor-
netzwerk, Abmessung: fq)fq, 2)2 Beacons, tr = 0,95fq) 
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Die Lokalisierungsverfahren reagieren erwartungsgemäß empfindlich auf Offsetfehler. 
Abbildung 75 zeigt den durchschnittlichen relativen Lokalisierungsfehler ausgewählter 
Algorithmen in Abhängigkeit des Offsetfehlers. Für exakt gemessene Distanzen mit einem 
Offset fo  0 entspricht der Lokalisierungsfehler den minimalen Fehlern der Algorithmen 
(vgl. Gleichung 109 und Abbildung 74). Bei steigendem Offset zeigt sich die Anfälligkeit 
aller Algorithmen durch einen zunehmenden Lokalisierungsfehler. Die Zunahme ist jedoch 
unterschiedlich stark ausgeprägt. Bereits bei einem Offsetfehler fo  11% im Verhältnis zum 
Beaconabstand fq ermittelt EWCL geringere Fehlerwerte als die LS-Verfahren (WCL: 
fo  18%). 
Die mathematischen Verfahren zur Lösung überbestimmter Systeme (LS- und QR-Ver-
fahren) ermitteln die kleinsten Lokalisierungsfehler, wenn ermittelte und wahre Distanz im 
Verhältnis s  df :  de  1:1 stehen. Ändert sich das Verhältnis, tritt ein Skalierungsfehler auf. 
Eine falsche Skalierung gemessener bzw. ermittelter Distanzwerte zeigt deutliche Aus-
wirkungen auf den resultierenden Lokalisierungsfehler. So steigt der Fehler der LS- bzw. 
QR-Verfahren bereits bei einer Änderung des Skalierungsverhältnisses von s  0,1 und 
den dadurch ermittelten Distanzen df,1  0,9de bzw. df,2  1,1de (exakte Distanz de  1m, 
df  de ± sde) über den Fehler der Schwerpunktverfahren (WCL/EWCL) an [Blu07]. In 
nicht-kalibrierten Systemen mit hohen Skalierungsfehlern sind nicht-modifizierte LS-Ver-
fahren folglich schwer einsetzbar. 
Skalierungsverhältnis s der gemessenen Distanz df zur exakten Distanz de, s=




























Abbildung 76: Abhängigkeit des Lokalisierungsfehlers vom Skalierungsverhältnis s (endliches 
Sensornetzwerk, Abmessung: fq)fq, 2)2 Beacons, tr = 0,95fq) 
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5.6 Einfluss unterschiedlicher Beaconanordnungen 
In den bisherigen Betrachtungen wurden die Lokalisierungsfehler der Sensorknoten für 
Netzwerke mit im Gitter angeordneten Beacons bestimmt. Diese Anordnung ist jedoch für 
viele Anwendungsfälle aufgrund diverser Umgebungsbedingungen nicht immer angemes-
sen, noch ist mit einer quadratischen Beaconanordnung der Nachweis einer hinreichend 
genauen Lokalisierung bzw. optimalen Anordnung erbracht worden. 
Aus den in Kap. 4.3 dargelegten Überlegungen folgt, dass Beacons zur Minimierung des 
Lokalisierungsfehlers einer Gleichverteilung unterliegen sollten. Im eindimensionalen Fall 
entspricht dies auf einer Linie im Abstand fq angeordneten Beacons. In zweidimensionalen 
Anwendungen kann eine Gleichverteilung durch die regelmäßige Anordnung der Beacons 
im gleichseitigen Dreieck, im Quadrat oder im regelmäßigen Sechseck erfolgen (Abbildung 
77a-c). Eine ebenfalls nahe liegende Anordnung besteht in dem zufälligen Verteilen der 
Beacons (AZufällig) wie in Abbildung 77d skizziert ist. Die Analyse der Teilfläche Ad lässt 
bereits die Vermutung zu, dass der Lokalisierungsfehler deutlich über dem der regelmäßig 
angeordneten Beacons liegen wird, da mehrere Bereiche im Netzwerk existieren, in denen 
Sensorknoten sehr wenige bis gar keine Nachbarbeacons besitzen. 
Die in Abbildung 77 dargestellten Beaconverteilungen besitzen die gleiche Beacondichte 
B, wenn die gekennzeichneten Abstände entsprechend beachtet werden. Für die quadrati-
sche Anordnung ergibt sich die Beacondichte gemäß Gleichung 90 aus vier Eckbeacons mit 
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Das Gleichsetzen der Gleichungen Quadrat mit Dreieck sowie Quadrat mit Sechseck führt folg-
lich zu den gesuchten Seitenlängen a und b. 














Die durchschnittliche Beacondichte der zufälligen Verteilung der Beacons (Abbildung 77d) 
entspricht im gezeigten Sensornetzwerkausschnitt dem eines Quadrates (5fq)5fq). Sie 
beträgt Zufällig  1 Beacon / fq
2. Bei näherer Betrachtung der schraffierten Teilfläche Ad wird 
deutlich, dass sich für dieses exemplarische Teilgebiet eine äußerst geringe Beacondichte 
Zufällig  0 ergibt, die einen sehr hohen Lokalisierungsfehler in dem Gebiet vermuten lässt. 
Im Folgenden soll untersucht werden, wie die Anordnung der Beacons bei gleicher Bea-
condichte den durchschnittlichen Lokalisierungsfehler in Abhängigkeit der Übertragungs-













Abbildung 77: Gleichverteilte Beaconanordnungen bei identischer Beacondichte B = 1 Bea-
con/Ai im unendlich großen Netzwerk mit repräsentativem Netzwerkausschnitt (gefüllte
Flächen) 
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Strukturen (eindimensional: Linie; zweidimensional: Dreieck, Quadrat, Sechseck) angeord-
net sowie zufällig positioniert. Da die zufällige Positionierung der Beacons jeweils nur 
einen Einzelfall darstellt und nicht reproduzierbar bzw. repräsentativ ist, ist ein einfacher 
Vergleich mit dem Lokalisierungsfehler der regelmäßigen Strukturen nicht zielführend. Die 
Simulation wurde daher für nmax  50 zufällig erzeugte Konfigurationen durchgeführt. Die 
Mittelwerte dieser Simulationsreihe entsprechen dadurch aussagekräftigen Vergleichsgrö-
ßen, die eine Gegenüberstellung mit den regelmäßigen Strukturen ermöglichen. 
Die ermittelten durchschnittlichen Lokalisierungsfehler verschiedener Beaconverteilungen 
sind für unendlich große Netzwerke in Abbildung 78 visualisiert. Es zeigt sich der bereits 
aus Abbildung 46 und Abbildung 65 charakteristische Verlauf des Lokalisierungsfehlers 
mit mehreren Minima und Maxima sowie tendenziell sinkendem Lokalisierungsfehler. 
Bemerkenswert ist ebenfalls, dass im zweidimensionalen Anwendungsfall die quadratische 
Anordnung den besten Kompromiss aus kleinem Lokalisierungsfehler fopt,1  0,064fq und 
geringer Übertragungsreichweite tropt,1  0,95fq darstellt. Das erste Minimum des Lokalisie-
rungsfehlers der dreieckigen Anordnung liegt zwar bei tropt,2  0,82fq und ist damit kleiner 
als tropt,1, jedoch beträgt der Fehler fopt,2(tropt,2)  0,0818fq. Wesentlich ungünstiger im Ver-







































Abbildung 78: Lokalisierungsfehler verschiedener Beaconverteilungen in Abhängigkeit der
relativen Übertragungsreichweite tr / fq bei konstanter Beacondichte  = 1 Beacon / fq² (WCL-
Algorithmus mit g = 1, unendliches Netzwerk), zufällige Beaconverteilung mit Varianzangabe 
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nung. Sie erreicht erst mit 1,5facher Übertragungsreichweite den Fehler der quadratischen 
Beaconanordnung. Der Fehler steigt jedoch mit zunehmendem tr / fq wieder an. Besonders 
nachteilig bei der Anordnung im Sechseck ist zudem, dass nicht-lokalisierbare Sensor-
knoten erst mit tr / fq  b  0,88fq (vgl. Abbildung 77) ausgeschlossen werden können, die 
anderen Verteilungen jedoch für deutlich geringere minimale Übertragungsreichweiten 
(vgl. Kap. 4.4) eine Lokalisierung garantieren (Tabelle 4).  
Eine Ausnahme bildet die zufällige Anordnung der Beacons, da eine minimale Schwelle 
trd,min von der Anordnung im Einzelfall abhängt und folglich stark um einen unbekannten 
Erwartungswert schwankt. Eine deterministische Angabe einer minimalen Übertragungs-
reichweite trd,min ist daher nicht möglich. Die Simulation der 50 zufällig gleichverteilten 
Beaconanordnungen zeigt jedoch einen Zusammenhang zwischen der Anzahl der Konfigu-
rationen und der Übertragungsreichweite, um alle Sensorknoten im Netzwerk zu lokalisie-
ren, und erlaubt somit implizit statistische Rückschlüsse auf die minimale Übertragungs-
reichweite zufällig verteilter Beacons. 
Tabelle 4: Minimale Übertragungsreichweiten unterschiedlicher Beaconanordnungen zur 











Abbildung 79 zeigt für 0 < tr / fq < 0,58fq, dass in keiner einzigen zufälligen Beaconanord-
nung alle Sensorknoten lokalisiert werden konnten. Selbst für tr  tr2  fq konnten lediglich 
in n2  34  68% aller Konfigurationen alle Netzwerkteilnehmer vollständig lokalisiert 
werden. Erst bei tr3  2fq konvergiert der Zusammenhang gegen nmax  50. Das heißt, dass 
sich in zufällig verteilten Systemen erst bei Übertragungsreichweiten tr  tr3 alle Sensor-
knoten mit sehr hoher Wahrscheinlichkeit lokalisieren können. Eine deterministische 
Schwelle stellt dieser Grenzwert allerdings nicht dar. 
Die unterschiedlichen Anordnungsvarianten der Beacons bewirken durch ihre charakteristi-
sche Geometrie bei gegebener konstanter Beacondichte sowie dem daraus resultierenden 
unterschiedlichen Beaconabstand (Dreieck: a  1,07fq, Sechseck: b  0,88fq, vgl. Abbildung 
77a-c) eine teilweise deutliche Verschlechterung des Lokalisierungsfehlers im Randbereich 
endlicher Sensornetzwerke. 
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Für die Anordnung der Beacons im Dreieck treten im ungünstigsten Fall, d. h. der Randbe-
reich beginnt unmittelbar an einem Beacon, bereits Randeffekte bei Übertragungsreichwei-
ten trDreieck,Rand > 0,53fq auf (vgl. Abbildung 80a) und das, obwohl die minimale Übertra-
gungsreichweite mit trDreickeck,min  0,61fq größer ist (Tabelle 4). Folglich treten bei der 
dreieckigen Beaconanordnung in endlichen Netzwerken grundsätzlich Randbereichsfehler 
auf. In der quadratischen Anordnung treten Randeffekte erst mit trQuadrat,min.  fq auf. 


































Abbildung 79: Anzahl zufälliger Beaconanordnungen ohne nicht-lokalisierte Sensorknoten 
(Unbekannte) in Abhängigkeit der Übertragungsreichweite tr / fq (WCL-Algorithmus mit 
g = 1, unendliches Netzwerk, 2)2 Beacons im Abstand fq, B = 1 Beacons / fq²) 
a) Dreieck, trDreieck,Rand>0,53fq b) Quadrat, trQuadrat,Rand>1,0fq c) Sechseck, trSechseck,Rand>0,88fq
1,07fq fq 0,88fq
Abbildung 80: Gebiete (punktiert) eines endlichen Netzwerkes mit erhöhtem Lokalisierungs-
fehler verursacht durch die Lage am rechten Rand, bei Anordnung der Beacons  a) im 
Dreieck  b) im Quadrat  c) im Sechseck  
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5.7 Zusammenfassung 
In diesem Kapitel wurde der Lokalisierungsalgorithmus Weighted Centroid Localization 
(WCL) vorgestellt. Dieser Algorithmus basiert auf der einfachen Schwerpunktbestimmung 
(CL), erhöht jedoch die ermittelte Positionsgenauigkeit gegenüber CL durch zusätzliche 
Einbeziehung gemessener Distanzen deutlich. Im realen Einsatz nähert sich die erreichte 
Genauigkeit in vielen Szenarien der Qualität mathematisch optimaler Verfahren wie der 
Methode der kleinsten Quadrate (LS) an und übertrifft diese bei extremen Randbedingun-
gen sogar noch. 
Die vorangegangenen Betrachtungen zeigen, dass sich vor allem für kleine Übertragungs-
reichweiten, die im Sinne eines energiesparenden Einsatzes erwünscht sind, der Einsatz der 
LS-Verfahren nur in wenigen Fällen lohnt. Sie können aus der dann vorliegenden geringen 
Redundanz nur mäßig genaue Positionen bestimmen und divergieren unter Umständen. 
Somit empfiehlt sich ein Einsatz der WCL-Verfahren vor allem in Konfigurationen, in 
denen 
" die resultierende Bitauflösung br  3Bit (Abbildung 71), 
" die Standardabweichung der Distanzmessung Rel  14% (Abbildung 74), 
" der Offsetfehler der Distanzmessung  fo  10% (Abbildung 75), 
" wenige Distanzinformationen zur Verfügung stehen n  4 oder 
" die Skalierung der Distanz s  1 ist (Abbildung 76). 
Die WCL-Verfahren sind zudem für Sensornetzwerke prädestiniert, weil sie einen wesent-
lich geringeren Rechenaufwand O(n), einen konstanten Speicherverbrauch bei beliebig 
vielen Nachbarbeacons O(1) haben und Eingangsdaten unterschiedlicher Bezugssysteme 
(Positionen sowie Hop-Counts) auswerten können. Sie zeichnen sich weiterhin dadurch 
aus, dass die Lokalisierung zu jeder Zeit abgebrochen werden oder durch Hinzufügen neuer 
Beacons sukzessive verfeinert werden kann. 
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In den theoretischen Betrachtungen der vorangegangenen Kapitel wurde eingehend die 
Lokalisierung von Sensorknoten unter zumeist idealen Bedingungen untersucht. Zusätzlich 
wurden die Auswirkungen unter praxisnahen Eingangswerten simuliert. Um die Effekte 
und teilweise massiven Auswirkungen dieser realitätsnahen Eingangsdaten zu verdeut-
lichen, wurden andere Simulationsparameter nicht verändert bzw. in einen idealen Zustand 
gesetzt. 
In der Realität treten die untersuchten Phänomene (z. B. Bitgenauigkeit, Skalierungsfehler) 
jedoch vorwiegend gleichzeitig auf, was oft zu einer deutlichen Verschlechterung der Posi-
tionsgenauigkeit führt. Zudem lässt die Überlagerung der Einzelfehler kaum Rückschlüsse 
auf die Ursachen der Phänomene zu. Ein weiterer Grund liegt in der Abstraktion der Reali-
tät durch Bildung von Modellen, die zwar die Umwelt möglichst genau modellieren, jedoch 
grundsätzlich auch fehlerbehaftet sind. Ein typisches Beispiel dafür ist die theoretisch 
kreisrunde Ausbreitung eines Funksignals (vgl. Kap. 2.9), die in der Realität jedoch, be-
dingt durch zahlreiche Einflüsse, nicht erreicht werden kann. Erschwert wird die Lokalisie-
rung zusätzlich durch die nicht vorhersehbare Dynamik der Systeme, z. B.  
" der Mobilität einzelner Knoten, Bereiche oder des gesamten Netzwerkes, 
" der Dynamik des untersuchten Gebietes, 
" dem Ausfall von Sensorknoten oder 
" Störungen (Interferenzen, extreme Temperaturschwankungen, Wassereinbruch). 
Die zahlreichen Umgebungseinflüsse erschweren die Lokalisierung, aber sie machen die 
Positionsbestimmung nicht keinesfalls undurchführbar. Die in dieser Arbeit vorgestellten 
Distanz- und Lokalisierungsverfahren wurden deshalb auf ihre Einsatzfähigkeit in realen 
Umgebungen untersucht. Die dazu entwickelte Beispielanwendung enthält das Distanzer-
mittlungsverfahren der minimalen Übertragungsleistung (MTP) und das Lokalisierungsver-
fahren der gewichteten Schwerpunktbestimmung (WCL). 
6.1 Scatterweb-Plattform 
Zur Durchführung des empirischen Nachweises wurden die zur Scatterweb-Plattform gehö-
renden Embedded Systems Boards (ESB) verwendet [Sch04]. Das ESB zeichnet sich vor 
allem durch seine zahlreichen integrierten Sensoren für Licht, Vibration, Bewegung und 
Temperatur aus (Abbildung 81). 
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Die Sensorknoten bestehen aus einem Mikrocontroller MSP430 von Texas Instruments 
[TI04]. Die Programmierung der Sensorknoten erfolgt durch kommerzielle Compiler 
[IAR00] oder aber über die frei verfügbare unter der GNU Public License (GPL) stehende 
Portierung des GNU-C-Compilers mspgcc [Und03]. Mit 2KB Datenspeicher und 60KB 
Programmspeicher steht ausreichend Kapazität für einfache Anwendungen, z. B. der Loka-
lisierung, zur Verfügung. 
Die Lokalisierung einzelner Sensorknoten benötigt zusätzliche Eingangsdaten aus der 
Umgebung des Knotens, die er empfangen bzw. ermitteln muss. Valide Größen sind in 
Abhängigkeit des Algorithmus und der verwendeten Hardware z. B. Distanzmessungen, im-























Abbildung 81: Embedded Sensor Board (ESB) der Firma Scatterweb [Sch04, Jer05] 
Tabelle 5: Technische Daten des Embedded Sensor Boards (ESB) 
Eigenschaft Kennwert 
Prozessor MSP430 [TI04] 




Programmspeicher 60KB Flash, 64KB EEPROM (optional) 
Arbeitsspeicher 2KB 
Funkschnittstelle 868 MHz (lizenzfreies Band) 
Integrierte Sensoren Temperatur, Vibration, Bewegung, Lichtstärke 
Preis/Stück ca. 130,- EUR 
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Das eingesetzte Verfahren Weighted Centroid Localization (WCL) stellt per Protokoll 
sicher, dass bei geeigneter Konfiguration alle Sensorknoten die Position weiterer Referenz-
knoten (Beacons) empfangen können. Die Genauigkeit des Verfahrens erhöht sich zusätz-
lich, wenn eine Distanzmessung zum sendenden Beacon durchgeführt werden kann. Diese 
Distanzmessung erfolgt auf Basis der minimalen Übertragungsleistung (vgl. Kap. 2.10). 
6.2 Lokalisierungssystem 
Die Beispielanwendung besteht aus einem Sensornetzwerk basierend auf ESB-Sensor-
knoten mit vier unbeweglichen Beacons (B1..B4) und einem mobilen Sensorknoten (Sk1). 
Die vier Beacons sind an den Ecken eines Quadrates der Seitenlänge fq  3m positioniert 
(Abbildung 82). Ihre Position wurde im Vorfeld des Versuchs ausgemessen, fest einpro-
grammiert und ist somit unveränderlich. 
Die Beacons nutzen 3 AA-Batterien als Energiequelle und arbeiten vollständig autark. Der 
mobile Sensorknoten wird ebenfalls über Batterien mit Energie versorgt. Er überträgt je-
doch seine Position über die serielle Schnittstelle drahtgebunden an eine Basisstation. Diese 
Basisstation wertet die Pakete aus und leitet sie an die Evaluierungssoftware EnviSense 
[Blu05b] bzw. SpyGlass [Bus05] weiter. Diese Programme dienen der grafischen Darstel-
lung und Auswertung des Netzwerkes. 
Alle Sensorknoten befinden sich in einer Ebene auf Holztischen in 80cm Höhe über dem 
Fußboden eines Gebäudes (Abbildung 83). Auf diese Weise können störende Einflüsse bei 
der Funkübertragung durch Flächen gleichen Potenzials und Reflexionen der Funksignale 














Abbildung 82: Versuchsaufbau des Lokalisierungssystems bestehend aus vier unbeweglichen 
Beacons B1..B4 und einem beweglichen Sensorknoten Sk1 
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Abbildung 83: Versuchsaufbau des Lokalisierungssystems 
6.3 Beaconsoftware 
Die Lokalisierung, basierend auf der gewichteten Schwerpunktbestimmung, erfordert für 
Beacons und Sensorknoten unterschiedliche Software. Die Hauptaufgabe der Beacons 
besteht primär in der Übertragung der eigenen Position (vgl. Algorithmus 2). Da jedoch als 
Verfahren der Distanzermittlung zwischen einem Sensorknoten i und einem Beacon j die 
für den korrekten Empfang einer Nachricht minimal erforderliche Übertragungsleistung 
PTX,min,i,j verwendet werden soll, muss der ursprüngliche Programmablauf ergänzt werden. 
Damit alle Sensorknoten im Netzwerk die Nachricht eines Beacons empfangen können und 
gleichzeitig die Distanz anhand der minimalen Übertragungsleistung bestimmen können, 
müssen folglich alle Beacons ihre Positionsnachrichten, wie eingangs in Kap. 2.10 be-
schrieben, mit sukzessiv steigenden Übertragungsreichweiten senden bis trmax (Gleichung 
67) erreicht ist. Gegenüber der auf RSSI basierenden Distanzbestimmung erhöht sich folg-

















Die hohe Anzahl an Übertragungen nmin,tr erfordert zusätzlich effiziente Kanalzugriffs-
verfahren, um Kollisionen wirksam zu vermeiden. Wenn der Zugriff auf die MAC-Schicht 
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nicht möglich ist, kann die Kollisionsvermeidung auch durch geeignete Protokolle der 
Anwendungsschicht kompensiert werden. Eine Möglichkeit besteht darin, ein dem Token-
Ring-Verfahren [IEEE98] nachempfundenes Verfahren zu implementieren, bei dem sicher-
gestellt ist, dass nur Beacons senden dürfen, die ein gültiges Token besitzen. 
Die Software der Beacons unterteilt sich in drei große Abschnitte: die Initialisierung und 
die zwei Interrupthandler, die bei Timerüberlauf und bei eingehenden Nachrichten ausge-
löst werden. In der Initialisierungsphase wird aus dem gespeicherten Identifier (ID) die 
Position ermittelt. Zusätzlich wird dem Beacon mit dem kleinsten Identifier der aktuell 
gültige Token zugewiesen. Seine Zustandsmaschine wird in den Status “Token erhalten“ 
gesetzt. Alle anderen Beacons erhalten zunächst den Zustand “Kein Token“. Diese Zu-
standsmaschine wird im Timerinterrupt verwaltet und stellt sicher, dass das Token zwi-
schen den Beacons zirkuliert und die Synchronisation bei Verlust bzw. mehrfach auftreten-
den Tokens (Abbildung 84) reguliert wird. 
Beacons, die ein gültiges Token besitzen, dürfen ihre Positionsnachrichten entsprechend 
den eingestellten Grenzwerten mit steigenden Übertragungsleistungen senden (Abbildung 
85). Nach Beendigung des Übertragungsvorganges (Runde) müssen sie das Token an den 
nächsten Beacon in der Tokenreihenfolge weiterreichen. 
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Abbildung 84: Zustandsmaschine der Beacons 





Übertrage Nachricht mit eigener Beaconposition 
Übertragungsleistung und Rundennummer








Abbildung 85: Ablaufdiagramm eines Beacons (Hauptprogramm) 
Die zweite Interrupt-Service-Routine (ISR) wird aufgerufen, wenn Nachrichten empfangen 
werden. Sie initiiert ausgehend vom Nachrichteninhalt die Übergänge der Zustandsmaschi-
ne in „Token erhalten“ bzw. „Kein Token“. Der Empfang von Nachrichten dient, wenn 
kein Token und auch keine Tokenbestätigung empfangen wurde, gleichzeitig als Synchro-
nisationsstartpunkt der Timeouts für eine eventuell notwendige Tokengenerierung. 
Das Token-Ring-Verfahren bewirkt einen höheren Kommunikationsaufwand verursacht 
durch die Weitergabe der Tokens. Im Idealfall erhöht sich die minimale Anzahl der Über-
tragungen dadurch um 2 Nachrichten (Token und Tokenbestätigung) pro Beacon. Geht 
jedoch ein Token verloren, steigt der Kommunikationsaufwand deutlich. 
6.4 Sensorknotensoftware 
Eine Positionsnachricht enthält neben der fest definierten Position des Beacons auch einen 
Rundenzähler RZ und den Wert der Variablen TPj, der die eingestellte Sendeleistung PTX,j 
des Beacons j symbolisiert. Nach dem Empfang einer Beaconnachricht speichern die Sen-
sorknoten die Position des Beacons, vergleichen, falls vorhanden, eine bereits gespeicherte 
Sendeleistung PTX,j,min dieses Beacons mit der in der Nachricht gespeicherten Sendeleistung 
PTX,j und speichern den kleineren Leistungswert ebenfalls (vgl. Abbildung 87). 
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In dynamischen Systemen muss jedoch, bedingt durch die mögliche Änderung der Sensor-
knotenpositionen und den dadurch potenziell größeren Distanzen zu den Beacons, auch die 









wird durch die Einführung des Rundenzählers RZ aufgelöst. Ein Rundenzähler wird auf 
jedem Beacon instanziiert und mit Erhalt eines Tokens inkrementiert. Auf den Sensor-
knoten wird er zusammen mit den Positionen der Beacons abgespeichert. Die empfangene 
Sendeleistung PTX,j darf in solchen Systemen nur noch gespeichert werden, wenn 
a) beide Rundenzähler RZj gleich sind und PTX,j kleiner als die gespeicherte Leistung 
PTX,j,min ist oder 
b) der neue Rundenzähler RZj größer als der gespeicherte RZj ist. 
In mobilen Systemen müssen zudem Positionen von Beacons verworfen werden, wenn sie 
den Empfangsbereich des Sensorknotens verlassen haben. Erkannt wird das Verlassen des 
Empfangsbereiches, wenn über eine festgelegte Rundenanzahl RZ keine Positionsnach-
richten eines Beacons mehr eintreffen. Dies ist notwendig, da sonst keine korrekte bzw. 
keine aktualisierende Lokalisierung mehr möglich wäre. 
Token für diesen Beacon 
erhalten ?
nächster Status=Token erhalten Tokenbestätigung erhalten ?
Status=Kein 









Abbildung 86: Ablaufdiagramm der ISR auf den Beacons bei Empfang einer Nachricht 
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Abbildung 87: Ablaufdiagramm der Interrupt Service Routine eines mobilen Sensorknotens 
Die ermittelten minimalen Übertragungsleistungen der einzelnen Runden unterliegen einer 
unerwünschten Varianz (vgl. Abbildung 21). Da die zu speichernden Leistungswerte konti-
nuierlich eintreffen, kann über längere Zeit ein gleitender Durchschnitt aPTX,j,RZ aus dem 
bereits gespeicherten Durchschnitt aPTX,j,RZ-1 und dem minimalen Leistungswert einer Run-
de PTX,j,min gebildet werden (Gleichung 130). Dieser Durchschnitt wirkt gegenüber den 
Einzelmessungen wie ein Tiefpassfilter, indem er schwankende Leistungswerte glättet. 
 , , , , 1 , ,min(1 ) ( )TX j RZ TX j RZ TX jaP alpha aP alpha P
 
   (129)
Das Verhältnis alpha bestimmt, mit welcher Wichtung neue Leistungswerte in die Filterung 
eingehen. Tendiert alpha  1, reagiert das System sehr schnell auf Änderungen. Es findet 
jedoch faktisch keine Filterung statt, da die neuen Leistungswerte sofort durch aPTX,j,RZ 
übernommen werden. Läuft dagegen alpha  0, stagniert das System. Neue Leistungswerte 
haben dann kaum noch Einfluss auf den gespeicherten Leistungswert aPTX,j,RZ. Ein empi-
risch ermitteltes Verhältnis von alpha  0,75 stellt einen ausgewogenen Kompromiss aus 
beiden Tendenzen dar. 
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 , , , , 1 , ,min0, 25 0,75TX j RZ TX j RZ TX jaP aP P
   (130)
Der Vorteil des Verfahrens besteht in dem Verzicht auf zusätzlichen Datenspeicher und 
seinem sehr geringen Rechenaufwand bei alpha  0,25. Der Filter benötigt lediglich zwei 
Schiebebefehle (Multiplikation mit 1  alpha), eine Multiplikation (3·(1  alpha)) und eine 
Addition. Nachteilig ist jedoch, dass die Lokalisierung durch die zeitverzögerte Korrektur 
des Leistungswertes aPTX,j,RZ bei mobilen Sensorknoten sehr langsam wird. 
Die Umrechnung aus den Leistungswerten in exakte Distanzwerte der SI-Einheit Meter 
kann vollständig entfallen. Das resultiert aus der Untersuchung des Lokalisierungsfehlers 
vs. des Skalierungsfehlers aus Kap. 5.5, Abbildung 76, wenn die in die Berechnung ein-
fließenden Distanzwerte di linear mit der wahren Distanz de,i steigen. Die Kalibrierung der 
Sensorknoten reduziert sich folglich in diesem System auf die Überprüfung des in Glei-
chung 131 angegebenen Zusammenhanges. 
 , ,i TX j RZd aP  (131)
Aufgrund der Tiefpassfilterung zur Berechnung des gleitenden Durchschnitts aPTX,i (Glei-
chung 130) konvergierte die Positionsermittlung erst nach ca. t  10s [Blu05c]. Der Grund 
für diese Verzögerung liegt ursächlich in der hohen Anzahl von Nachrichten, die jeder 
Beacon senden muss, bis sich die berechnete Position nach mehreren Runden der wahren 
Position nähert. Diese erhebliche Latenz in der Berechnung und der hohe Energieverbrauch 
durch die Vielzahl an Übertragungen reduzieren die Einsatzmöglichkeiten des Verfahrens 
der minimalen Übertragungsleistung gegenüber anderen Distanzermittlungsverfahren signi-
fikant. Das Verfahren eignet sich jedoch sehr gut für Systeme, in denen andere Distanzer-
mittlungsverfahren, z. B. Messung der Empfangsleistung, mangels Hardwareunterstützung 
nicht eingesetzt werden können oder eine sehr hohe Varianz gegenüber MTP aufweisen 
(vgl. Abbildung 21 und Abbildung 17). 
Die Lokalisierung der Sensorknoten basiert auf der in Kapitel 5 vorgestellten gewichteten 
Schwerpunktbestimmung (WCL) mit einem voreingestellten Gewicht w  1 / d (siehe Kap. 
A.2). Die Positionsberechnung ermittelt trotz eines eventuell vorhandenen Skalierungs-
fehlers korrekte Positionen in derselben SI-Einheit, die auch den Beaconpositionen zu-
grunde liegt, vorausgesetzt das Skalierungsverhältnis s (vgl. Kap. 5.5) ist für alle Beacons 
gleich. Die Positionsgenauigkeit konnte im Versuch mit einem durchschnittlichen Fehler 
f  0,35m bei einem Beaconabstand von fq  3m ermittelt werden. 
144 6.  Lokalisierung in der Praxis 
 
6.5 Zusammenfassung 
In diesem Kapitel wurde der prototypische Aufbau eines einfachen Sensornetzwerkes 
beschrieben. Die Beispielanwendung demonstriert sehr anschaulich, dass mit sehr geringem 
Aufwand in der Praxis eine genaue Lokalisierung von Sensorknoten mit der gewichteten 
Schwerpunktbestimmung (WCL) erreicht werden kann. Die Genauigkeit hängt dabei ent-
scheidend vom eingesetzten Distanzermittlungsverfahren ab. Das in diesem Demonstrator 
verwendete Verfahren der minimalen Übertragungsleistung ermöglichte einen durch-
schnittlichen Fehler von ca. f  0,1fq, das dem theoretisch berechneten Minimum f  0,064fq 
(Gleichung 109) trotz realer Umgebungseinflüsse sehr nahe kommt. 
Diese Beispielanwendung verdeutlicht ferner, dass eine dezentrale und robuste Lokali-
sierung ohne Basisstation und damit ohne kommunikationsbedingte Flaschenhalseffekte 
umsetzbar ist. Der vorgestellte Versuchsaufbau setzt lediglich für wenige Beacons im 
Netzwerk bekannte Positionen voraus. 
Das in diesem konkreten Fall eingesetzte Distanzermittlungsverfahren der minimalen Über-
tragungsleistung benötigt zwar ein vorkonfiguriertes Verfahren zur Kollisionskontrolle 
(Token-Ring), das jedoch dezentral auf den Beacons abgearbeitet wird und durch eine 
eventuell notwendige Tokengenerierung robust hinsichtlich des Ausfalls einzelner Beacons 
ist. Bei Einsatz anderer Distanzermittlungsverfahren kann auf dieses Verfahren zur Kollisi-
onskontrolle unter Umständen sogar ganz verzichtet werden. 
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7.1 Ergebnisse 
Sensornetzwerke unterscheiden sich von anderen Netzwerken u. a. durch ihre extreme 
Ressourcenlimitierung und die hohe Anzahl von Sensorknoten. Eine Teilaufgabe dieser 
autarken Sensorknoten besteht in dem Ermitteln ihrer eigenen Position. Die dazu notwendi-
gen Lokalisierungsverfahren unterliegen ebenfalls, wie alle anderen Algorithmen und Bau-
elemente, den starken Einschränkungen durch knappe Datenspeicher, geringe Kapazität der 
Energiequellen, schmale Bandbreiten und limitierte Übertragungskanäle. 
In der vorliegenden Arbeit wurden verschiedene publizierte Distanzermittlungsverfahren 
als Voraussetzung zur Lokalisierung untersucht. Alle analysierten Verfahren sind durch 
spezifische Einschränkungen gekennzeichnet, die ihre Einsatzmöglichkeiten deutlich redu-
zieren. Das neu entwickelte Verfahren auf Basis der minimalen Übertragungsleistung 
(MTP) eliminiert einige Fehlerquellen der weit verbreiteten Empfangsfeldstärkemessung, 
denn es verzichtet vollständig auf die A/D-Wandlung und arbeitet somit auch ohne zusätz-
liche Beschaltung. Ein Nachteil des Verfahrens besteht in dem höheren Energieverbrauch 
durch die zahlreichen notwendigen Funkübertragungen, wodurch es lediglich für statische 
Netzwerke geeignet ist. 
Den Kern der Arbeit bildet die ressourcenarme Lokalisierung von Sensorknoten. Basierend 
auf der Analyse etablierter Lokalisierungsverfahren wird anschaulich dargelegt, dass deren 
Implementierung aufgrund der vielen Randbedingungen (geringer Energievorrat, limitierter 
Datenspeicher, geringe Bandbreite usw.) vielfach unrealistisch bzw. nicht sinnvoll ist. 
In Sensornetzwerken mit geringen Genauigkeitsanforderungen kann auch der Lokalisie-
rungsalgorithmus basierend auf der einfachen Schwerpunktbestimmung (CL) verwendet 
werden, der aus den Positionen bekannter Referenzknoten die Knotenposition ermittelt. 
Dieses Verfahren ist sehr einfach zu implementieren, verzichtet auf explizite Distanzmes-
sungen sowie bidirektionalen Nachrichtenaustausch und ermöglicht akzeptable Positions-
fehler. Diese können jedoch nur bei der hergeleiteten optimalen Übertragungsreichweite der 
beteiligten Referenzknoten erreicht werden - anderenfalls divergiert der Fehler sehr stark. 
Es wurde zudem nachgewiesen, dass der relative Lokalisierungsfehler lediglich vom Ver-
hältnis der Übertragungsreichweite und dem Abstand der Beacons abhängig ist. 
Die in sehr großen Netzwerken auftretenden weiteren optimalen Übertragungsreichweiten 
können den Lokalisierungsfehler weiter verringern, aber nur mit erheblichem Energieauf-
wand. Zur Bewertung des Lokalisierungsfehlers und des zur Berechnung nötigen Energie-
aufwandes wurde daher das Power-Error-Product (PEP) vorgestellt. Das PEP zeigte, dass 
zumeist die erste optimale Übertragungsreichweite den besten Kompromiss darstellt. 
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Eine deutliche Schwäche des CL-Verfahrens besteht in dem höheren Positionierungsfehler 
in den Randgebieten eines begrenzten Sensornetzwerkes. Das neu präsentierte Verfahren 
Centroid Localization with Edge Correction (CLwEC) reduziert diesen randbedingten 
Fehler erheblich. Die dazu notwendigen Modifikationen am originalen Schwerpunktverfah-
ren führen nur zu geringfügig höheren Ressourcenanforderungen, die sich in minimalem 
Speichermehrbedarf und längeren Nachrichten äußern. Es ist daher für ressourcenlimitierte 
Sensornetzwerke prädestiniert. 
Eine weitere Verbesserung des CL-Verfahrens wurde durch die Überführung der einfachen 
in eine gewichtete Schwerpunktbestimmung (Weighted Centroid Localization, WCL) 
erreicht. Es wurde nachgewiesen, dass unterschiedliche Gewichtsfunktionen den Positionie-
rungsfehler maßgeblich reduzieren und bei für Sensornetzwerke typischen fehlerbehafteten 
Distanzmessungen mit hoher Varianz die Genauigkeit einer Trilateration erreichen können. 
Die Betrachtungen bestätigten außerdem, dass auch für den WCL-Algorithmus optimale 
Übertragungsreichweiten der Referenzknoten existieren, die eine Fehlerminimierung in Ab-
hängigkeit der Gewichtsfunktion erlauben. Es wurde gezeigt, dass diese optimalen Übertra-
gungsreichweiten abhängig von der Anordnung der Referenzknoten sind. Bei gleicher 
Beacondichte ergibt die quadratische Anordnung der Beacons die geringsten Fehler. 
Ein weiterer Vorteil des WCL-Verfahrens besteht darin, dass die ressourcensparenden 
Eigenschaften der einfachen Schwerpunktbestimmung trotz höherer Genauigkeit beibehal-
ten werden konnten. Somit ist eine energiesparende Lokalisierung in ressourcenarmen 
Netzwerken mit hinreichender Genauigkeit gegeben. 
Abgerundet wurde die Arbeit mit der Vorstellung einer im Einsatz befindlichen Beispiel-
anwendung, die das Distanzermittlungsverfahren basierend auf der minimalen Übertra-
gungsleistung demonstriert. Die dynamisch ermittelten Distanzwerte bilden trotz sichtbarer 
Varianz die Voraussetzung für eine beeindruckende Positionsgenauigkeit des WCL-
Lokalisierungsverfahrens. 
7.2 Ausblick 
Das präsentierte Korrekturverfahren für Positionen von Randknoten besitzt durch die Maß-
gabe der Implementierungskompatibilität zur einfachen Schwerpunktbestimmung derzeit 
noch Potenzial zu höheren Genauigkeiten, da durch die binären Nachbarschaftsvektoren der 
Beacons viele Umgebungsinformationen ungenutzt bleiben. Für das WCL-Verfahren exis-
tieren bisher keine Verfahren zur Positionskorrektur von Randknoten. Aktuelle Arbeiten an 
einer analytischen Gradientenmethode lassen einen deutlich geringeren Lokalisierungsfeh-
ler der CL- und WCL-Verfahren erwarten. Zukünftige Arbeiten sollten sich zudem auf eine 
geeignete Adaptierung der Gewichtsfunktion der WCL-Verfahren konzentrieren, da da-
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 A Anhang 
 
A.1 Schwerpunktbestimmung mit Randfehlerkorrektur 
Algorithmus 8: Schwerpunktbestimmung mit Randfehlerkorrektur (Auszug aus der Matlab-
Implementierung) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% position(1)  x 
% position(2)  y 
% position(3)  error 
function position  CLwEC(knownPositions, sensornode, getDistance, radioModel) 
 global fieldwidth; 
 global transmissionRange; 
 global beaconDensity; 
 global maxBeaconsInRange; 
 global pos x; 
 global pos y; 
 global drawMode; 
 global fq 
 global positionIncorrect; 
 global illegalError; 
 
 numberOfKnownPositions GetNumberOfNodes(knownPositions); 
 numberOfNeighborPositions 0; 
 position(1) 0; 
 position(2) 0; 
 xmin 999999999; 
 ymin 999999999; 
 xmax 0; 
 ymax 0; 
 xr 0; 
 xl 0; 
 yt 0; 
 yb 0; 
 korr x false; 
 korr y false; 
 for i  1:1:numberOfKnownPositions; 
  if ( isNeighbor(sensornode, knownPositions(i,1:2), radioModel ) ) 
   position(1)  position(1)+knownPositions(i,1); 
   position(2)  position(2)+knownPositions(i,2); 
   numberOfNeighborPositions numberOfNeighborPositions+1; 
 
   % X/Y MIN/MAX Test 
   if ( knownPositions(i,1)< xmin ) 
    xmin knownPositions(i,1); 
   end 
   if ( knownPositions(i,1)> xmax ) 
    xmax knownPositions(i,1); 
   end 
   if ( knownPositions(i,2)< ymin ) 
    ymin knownPositions(i,2); 
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   end 
   if ( knownPositions(i,2)> ymax ) 
    ymax knownPositions(i,2); 
   end 
 
   % Nachbarschaftsbeacons zählen 
   % Hier: Simulationscode 
   if ( knownPositions(i,1)<fieldwidth ) 
    xr xr+1; 
   end 
   if ( knownPositions(i,1)>0 ) 
    xl xl+1; 
   end 
   if ( knownPositions(i,2)<fieldwidth ) 
    yt yt+1; 
   end 
   if ( knownPositions(i,2)>0 ) 
    yb yb+1; 
   end 
  end 
 end 
 if ( numberOfNeighborPositions>0 ) 
  % Positionsbestimmung nach CL % 
  position(1) position(1)/numberOfNeighborPositions; 
  position(2) position(2)/numberOfNeighborPositions; 
 
  % Randbereichskorrektur notwendig ? % 
  if (round(maxBeaconsInRange) > numberOfNeighborPositions ) 
   halfbr round(maxBeaconsInRange/2); 
   dr floor(2*transmissionRange/fq)/2*fq; 
   lr xl xr; 
   tb yb yt; 
   % Ecke oder Randbereich 
   if (abs(lr) abs(tb)) 
    if ( (halfbr> xl || halfbr> xr) && (halfbr> yt || halfbr> yb ) ) 
     % ECKE % 
     if (xl<xr) 
      korr x  1;    % am linken Rand 
      sx xmax dr; 
      if (sx<xmin) 
       sx xmin; 
      end 
     end 
     if (xl>xr)     % rechten Rand 
      korr x 1; 
      sx xmin+dr; 
      if (sx>xmax) 
       sx xmax; 
      end 
     end 
     if (yb<yt)     % unteren Rand 
      korr y  1; 
      sy ymax dr; 
      if (sy<ymin) 
       sy ymin; 
      end 
     end 
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     if (yb>yt)     % oberer Rand 
      korr y 1; 
      sy ymin+dr; 
      if (sy>ymax) 
       sy ymax; 
      end 
     end 
    end 
   elseif ( (halfbr> xl || halfbr> xr) || (halfbr> yt || halfbr> yb ) ) 
    % RANDBEREICH % 
    if ( abs(lr)>abs(tb) )   % linker oder rechter Rand 
     if (xl<xr)     % linker Rand 
      korr x  1; 
      sx xmax dr; 
      if (sx<xmin) 
       sx xmin; 
      end 
     end 
     if (xl>xr)     % rechter Rand 
      korr x 1; 
      sx xmin+dr; 
      if (sx>xmax) 
       sx xmax; 
      end 
     end 
    elseif ( abs(lr)<abs(tb) )  % Oberer oder unterer Rand 
     if (yb<yt)     % unterer Rand 
      korr y  1; 
      sy ymax dr; 
      if (sy<ymin) 
       sy ymin; 
      end 
     end 
     if (yb>yt)     % oberer Rand 
      korr y 1; 
      sy ymin+dr; 
      if (sy>ymax) 
       sy ymax; 
      end 
     end 
    end 
   end 
 
   if (korr x) 
    position(1) sx; 
   end 
   if (korr y) 
    position(2) sy; 
   end 
  end 
  position(3) CalculatePositioningError(position(1:2), sensornode(1:2) ); 
 else 
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A.2 Gewichtete Schwerpunktbestimmung mit Normierung 
Der nachfolgende Quelltextauszug zeigt die C-Funktion DeterminePositionWCLPower(), 
die nach dem Verfahren der gewichteten Schwerpunktbestimmung (WCL, vgl. Kap. 5) aus 
empfangenen Beaconpositionen und den dazugehörigen minimalen Übertragungsleistun-
gen, die als Distanzmaß dienen, die Position eines Sensorknotens berechnet. 
Algorithmus 9: Gewichtete Schwerpunktbestimmung (Auszug aus dem C-Quelltext für das 
Embedded Sensor Board (ESB) der Firma Scatterweb) 
 
///////////////////////////////////////////////////////////////////////////////////// 
// Output:  0 Position correct determined 
//   1 Position could not be determined 
int DeterminePositionWCLPower(POSITION *p) 
{ 
 if ( beaconnumber ) 
 { BEACON INFO  *info received beacon positions; 
  int    i; 
  unsigned long x 0,y 0,weight 0 
  long   tmpweight 0, maxpower 0; 
 
  for (i 0;i<beaconnumber;i++) 
  { if ( maxpower<info >beacon msg.power ) 
    maxpower info >beacon msg.power; 
   info++; 
  } 
  maxpower++; 
 
  info received beacon positions; 
  for (i 0;i<beaconnumber;i++) 
  { // Normalize > power valid for 0...255 
   tmpweight maxpower info >beacon msg.power; // invert to improve 
              // convergence 
   if ( tmpweight< 0 )       // tmpweight^0 1 !!! 
    tmpweight 1;        // <  Normalize 
 
   tmpweight WCL WEIGHT( tmpweight ); 
   x+  ( info >beacon msg.beacon pos.x*tmpweight ); 
   y+  ( info >beacon msg.beacon pos.y*tmpweight ); 
   weight+ tmpweight; 
   info++; 
  } 
  if ( weight ) 
  { p >x (COORDINATE) ( x/weight ); 
   p >y (COORDINATE) ( y/weight ); 
   return 0;         //position determined successfully
  } 
 } 




A.3  Verzeichnis der Algorithmen 
 
163
A.3 Verzeichnis der Algorithmen 
Algorithmus 1: 3/2 NA-Algorithmus zur Berechnung der Position bei scheinbar 
vorliegender Zweideutigkeit der Eingangsdaten.......................................... 22 
Algorithmus 2: Positionsermittlung im Schwerpunkt, Ablaufprotokoll auf Beacons........... 66 
Algorithmus 3: Positionsermittlung im Schwerpunkt, Ablauf auf Sensorknoten ................. 66 
Algorithmus 4: Vereinfachte Lokalisierung auf Sensorknoten............................................. 69 
Algorithmus 5: Berechnung der minimalen Beaconanzahl in Reichweite (Matlab)............. 91 
Algorithmus 6: Positionsermittlung durch Schwerpunktbestimmung mit Korrektur der 
ermittelten Position im Randbereich, CLwEC (Ablauf auf 
Sensorknoten)............................................................................................. 104 
Algorithmus 7: Positionsermittlung durch Schwerpunktbestimmung mit Korrektur der 
ermittelten Position im Randbereich, CLwEC (Ablauf auf Beacons) ....... 105 
Algorithmus 8: Schwerpunktbestimmung mit Randfehlerkorrektur (Auszug aus der 
Matlab-Implementierung) .......................................................................... 159 
Algorithmus 9: Gewichtete Schwerpunktbestimmung (Auszug aus dem C-Quelltext 
für das Embedded Sensor Board (ESB) der Firma Scatterweb) ................ 162 
 
A.4 Tabellenverzeichnis 
Tabelle 1: a) Korrekturfaktor ci der Referenzknoten B1..B3 für die gegebene 
Beispielkonfiguration (vgl. Abbildung 9)  b) Distanzbestimmung des 
Sensorknotens Sk5 (c5  17,5m, wc5  16,23m)............................................. 17 
Tabelle 2: Integrationsgrenzen der Teilflächen A1, A3 und A4 ...................................... 86 
Tabelle 3: Optimaler Grad g des EWCL-Verfahrens für die 
Überlappungsbereiche A1..A4 ..................................................................... 120 
Tabelle 4: Minimale Übertragungsreichweiten unterschiedlicher 
Beaconanordnungen zur Vermeidung nicht-lokalisierbarer 
Sensorknoten.............................................................................................. 132 











Abbildung 1: Modell eines Sensorknotens ...........................................................................2 
Abbildung 2: Sensornetzwerk in der Praxis .........................................................................3 
Abbildung 3: Klassifizierung von möglichen Kontextinformationen eines 
Sensorknotens.................................................................................................4 
Abbildung 4: Gliederung der Arbeit (Abschnitte mit eigenen Beiträgen in fetter 
Schrift) ............................................................................................................6 
Abbildung 5: Distanzermittlung durch Time-of-Arrival (ToA) bei  a) globalem 
Synchronisationszeitpunkt  b) lokalem Synchronisationszeitpunkt .............11 
Abbildung 6: Implizite Distanzbestimmung durch das Verfahren Time Difference of 
Arrival (TDoA).............................................................................................12 
Abbildung 7: Positionsbestimmung im Schnittpunkt zweier durch das TDoA-
Verfahren ermittelter Hyperbeln h(B1;B2) und h(B1;B3)...............................13 
Abbildung 8: Distanzbestimmung durch a) Round Trip Time (RTT)  b) Symmetric 
Double Sided Two Way Ranging (SDS-TWR)............................................15 
Abbildung 9: Bestimmung der Hop-Anzahl zwischen verschiedenen Sensorknoten 
eines Netzwerkes [Nic01].............................................................................16 
Abbildung 10: Lighthouse Localization System [Röm03] a) Winkelbestimmung 
durch Zeitmessung  b) Distanzberechnung aus Winkeln .............................19 
Abbildung 11: Positionsbestimmung des Knotens Sk1(x;y) bei Kenntnis von drei 
gemessenen Distanzen di zu drei gegebenen Referenzknoten Bi(xi;yi) 
(1  i  3)........................................................................................................20 
Abbildung 12: Zweideutige Positionsbestimmung der Knoten Sk1 und Sk2 bei 
Empfang von nur zwei Positionsinformationen (B1 und B2). .......................21 
Abbildung 13: Eindeutige Lokalisierung der Knoten Sk1 und Sk2 bei Kenntnis eines 
dritten Referenzknotens B3  N(Sk1), B3  N(Sk2) ........................................21 
Abbildung 14: Neighborhood Intersection Distance Estimation Schema (nach 
[Bus06]) ........................................................................................................23 
Abbildung 15: Vereinfachtes Blockschaltbild des RF-Transceivers CC1010 [Chi03] ........26 
Abbildung 16: a) Messschaltung zur Ermittlung der RSS-Spannung  b) Typischer 
Verlauf der RSS-Spannung des CC1010 bei 868 MHz in 
Abhängigkeit der Empfangsleistung (unter Laborbedingungen) 
[Chi03]..........................................................................................................27 
Abbildung 17: Empfangsleistung PRX im Vergleich (Theorie vs. Praxis). Die 
Messung erfolgte zwischen zwei CC1010 Transceivern der Firma 
Chipcon am Strand von Rostock-Warnemünde. ..........................................28 
A.5  Abbildungsverzeichnis 
 
165
Abbildung 18: Übertragungsglieder eines Sensorknotens bei der 
Nachrichtenübermittlung per Funk .............................................................. 29 
Abbildung 19: Path-Loss (PL) eines Signals in Abhängigkeit der Distanz zwischen 
Sender und Empfänger bei verschiedenen Trägerfrequenzen...................... 30 
Abbildung 20: Entfernungsermittlung zwischen Sender und Empfänger einer 
Nachricht durch a) Messen der Empfangsfeldstärke (RSSI)  b) 
Minimale Übertragungsleistung PTX,min (MTP) ........................................... 31 
Abbildung 21: Minimaler Registerwert SWTX des ESB-Transceivers zur 
Konfiguration der minimalen Sendeleistung PTX,min in Abhängigkeit 
der Distanz d zwischen zwei Sensorknoten bei 40 Messungen pro 
Distanz im Labor.......................................................................................... 33 
Abbildung 22: Verbindungsqualität (Link Quality) vier verschiedener Zigbee-
Sensorknoten (CC2420) der Firma Texas Instruments (TI) ........................ 36 
Abbildung 23: Typisches Antennendiagramm mit Haupt- und Nebenkeulen senkrecht 
ausgerichteter Stabantennen [Bal97] ........................................................... 37 
Abbildung 24: Ausbreitungscharakteristik eines CC1010 in einer Ebene a)   90° 
(Azimuth Plane)  b)   0° (Elevation Plane) nach [Sei05].......................... 38 
Abbildung 25: a) Resultierendes Antennendiagramm (genähert) bei rotierenden 
Sendern (Elevation Plane)  b) Antennenmodell der rotierenden 
Sensorknoten [Kha06].................................................................................. 38 
Abbildung 26: Klassifikation der Ortsangaben.................................................................... 42 
Abbildung 27: Klassifikation der Lokalisierungsverfahren [Hig01a].................................. 43 
Abbildung 28: Ursachen der Lokalisierungsfehler (inspiriert durch Savvides [Sav05]) ..... 45 
Abbildung 29: a) Aufteilung eines Netzwerkes in Dreiecke bei einer Triangulation,  
b) Distanzbestimmung durch Triangulation aus zwei gemessenen 
Winkeln (1, 2) und einer bekannten Distanz r12 ....................................... 47 
Abbildung 30: a) Trilateration aus drei gemessenen Distanzen ri und bekannten 
Referenzpositionen Bi(xi;yi)  b) Zusammenhang zwischen den 
Distanzen dij, ri und rj und den bekannten Positionen Bi(xi;yi) und 
Bj(xj;yj) sowie der gesuchten Position P(x;y) ............................................... 49 
Abbildung 31: Trilateration an einem Beispiel .................................................................... 51 
Abbildung 32: Methode der kleinsten Quadrate an einem Beispiel..................................... 53 
Abbildung 33: Strategien zur Verbesserung der Lokalisierung ........................................... 55 
Abbildung 34: Lokalisierung durch a) atomare Multilateration (auch One-Hop 
Multilateration)  b) iterative Multilateration (auch Two-Hop 
Multilateration)  c) kollaborative Multilateration ........................................ 57 
Abbildung 35: Active-Bat-System....................................................................................... 58 
A.5  Abbildungsverzeichnis 
 
166 
Abbildung 36: a) Bounding Box des Beacons B1(x;y)  b) Bounding Box ASk des 
Sensorknotens Sk3(x;y) (Sk3  ASk,Hülle) c) Bounding Box ASk 
(Sk4  ASk,Hülle)...............................................................................................59 
Abbildung 37: Positionsermittlung durch die Chipcon Location Engine [TI06] .................60 
Abbildung 38: a) Beispielhafte Ausbreitungscharakteristik eines Sensorknotens 
(Fläche ASk)  b) Prinzip der Positionsermittlung des Sextant-
Verfahrens ....................................................................................................61 
Abbildung 39: a) Dreiecksbildung beim APIT-Algorithmus aus allen bekannten 
Beaconpositionen  b) Ermitteln der wahrscheinlichsten Position durch 
Zählen der überlagerten Teilflächen  c) Point-in-Triangulation-Test 
(PIT) des Sensorknotens Ski und Skr innerhalb und  d) außerhalb eines 
Dreiecks  e) Prinzip des PIT .........................................................................62 
Abbildung 40: a) Überlagerungsflächen bei 3)3-Gitteranordnung der Beacons, 
tr  fq  50  b) Lokalisierungsfehler der Schwerpunktbestimmung (3)3 
Beacons, fq  50)...........................................................................................67 
Abbildung 41: a) Bestimmung der Position P1(x;y)  {3,7;3,7} durch 
Schwerpunktbestimmung aus den empfangenen Beaconpositionen 
B1(2;3), B2(4;6) und B3(5;2)  b) Bestimmung der Position 
P1’(x;y)  {3,75;4,25} aus den Beaconpositionen B1..B4 ..............................70 
Abbildung 42: Überlappungsbereiche bei der Schwerpunktbestimmung in einem 
endlichen Netzwerk aus Beacons in Abhängigkeit von der 
Übertragungsreichweite für a) lim tr0, d. h. keine 
Positionsbestimmung möglich  b) tr  fq mit mittlerem 
Lokalisierungsfehler  c) lim tr  , bestimmte Position für alle 
Sensorknoten im Zentrum des Beaconnetzwerkes .......................................72 
Abbildung 43: Überlappungsbereiche einer Teilfläche AT in einem unendlich großen 
Netzwerk aus Beacons in Abhängigkeit der Übertragungsreichweite 
für  a) tr  fq  b) tr  2fq  c) tr  3fq. Die Anzahl der 
Überlappungsbereiche nimmt zu, wobei gleichzeitig die mittlere 
Flächengröße abnimmt .................................................................................73 
Abbildung 44: a) Überlagerungsflächen bei minimaler Übertragungsreichweite trmin  
b) Anzahl der Sensorknoten mit unbestimmter Position (Unbekannte) 
in Abhängigkeit der Übertragungsreichweite...............................................74 
Abbildung 45: Ansatz zur Ermittlung der optimalen Übertragungsreichweiten tropt,i 
im unendlichen Netzwerk durch Simulation eines endlichen 
Netzwerkes (7fq)7fq)  a) Überlagerungsflächen in der Simulation des 
unendlichen Netzwerkes bei trmax,T <4 fq  b) repräsentative Teilfläche 
A.5  Abbildungsverzeichnis 
 
167
AT des unendlichen Netzwerkes im endlichen Netzwerk bei 
trmax,T < 4fq.................................................................................................... 76 
Abbildung 46: Gegenüberstellung des Fehlerverlaufs im endlichen und unendlichen 
Sensornetzwerk von im Gitter angeordneten Beacons im Abstand fq......... 77 
Abbildung 47: Power-Error-Product (PEP) im endlichen und unendlichen 
Sensornetzwerk ............................................................................................ 79 
Abbildung 48: Repräsentative Teilfläche eines unendlich großen Sensornetzwerkes 
bestehend aus 4 Beacons in Gitteranordnung .............................................. 81 
Abbildung 49: a) Überlagerungsfläche A2 mit Integrationsgrenzen  b) Schwerpunkt 
der Fläche A2 mit Kennzeichnung des Fehlerverlaufs f2(r).......................... 83 
Abbildung 50: Überlagerungsflächen A1, A3 und A4 mit Angabe der 
Integrationsgrenzen...................................................................................... 85 
Abbildung 51: a) Positionsbestimmung eines Sensorknotens P1 (weißer Punkt) in der 
Kernzone eines Sensornetzwerkes aus 9 bekannten Beaconpositionen 
(blaue Kreise) im Schwerpunkt von A1  b) Positionsbestimmung eines 
Sensorknotens P2 in der Randzone eines Netzwerkes aus lediglich vier 
bekannten Beaconpositionen im Schwerpunkt von A2. ............................... 88 
Abbildung 52: Anzahl der Nachbarbeacons der Sensorknoten P1..P4 in Abhängigkeit 
ihrer Lage im Netzwerk, wobei deutlich wird, dass einige Randknoten, 
z. B. P3, mehr Nachbarbeacons besitzen als Beacons der Kernzone, 
z. B. P1.......................................................................................................... 89 
Abbildung 53: Minimale Anzahl von Nachbarbeacons (grau eingefärbte Kreise) eines 
Sensorknotens P innerhalb der Kernzone eines Sensornetzwerkes bei 
a) P liegt direkt auf einem Beacon,  b) P liegt auf einer Gitterlinie 
zwischen zwei Beacons,  c) P liegt in der Mitte eines Gitterfeldes ............. 91 
Abbildung 54: Betrachtungen zur Berechnung der Beacondichte  a) Wichtung der 
Beacons durch Zählen der zum Sensornetzwerk gehörenden 
Teilflächen,  b, c) Beispiele zur Wichtung der Beacons in Teilflächen 
Ai bei μB  0,0016. ........................................................................................ 93 
Abbildung 55: Randzonenerkennung in einem 100)100 Sensornetzwerk mit 
Übertragungsreichweite tr  43 basierend auf  a) minimaler Anzahl 
von Nachbarbeacons min.Beaconsn  7  b) mittlerer Anzahl von 
Nachbarbeacons Beaconsn  9 .......................................................................... 94 
Abbildung 56: Bildung von Nachbarschaftsvektoren in Beacons ....................................... 95 
Abbildung 57: Detektion der Lage eines Sensorknotens im Randbereich anhand des 
akkumulierten Nachbarschaftsvektors bn  der Beacons .............................. 97 
A.5  Abbildungsverzeichnis 
 
168 
Abbildung 58: Bestimmung der Anzahl der Nachbarbeacons am Beispiel des Punktes 
P1(62,70) mit Übertragungsreichweite tr  43 (punktierter Kreis). Die 
gestrichelten Kreise zeigen die  a) linksseitigen Nachbarbeacons 
bnl  10  b) rechtsseitigen Nachbarbeacons bnr  5  c) oberen und 
unteren Nachbarbeacons bnt  8 und bnb  8.................................................98 
Abbildung 59: Positionsbestimmung im Randbereich am Beispiel des Knotens 
P3(5;5) mit Korrektur der Überlappungsfläche A3 durch Hinzufügen 
virtueller Beacons, tr  43.............................................................................99 
Abbildung 60: Bestimmung der Symmetrieachsen im Randbereich eines Netzwerkes 
zur Spiegelung existierender Beacons........................................................100 
Abbildung 61: Randerkennung bei Übertragungsreichweiten fq < tr  1,5fq ......................103 
Abbildung 62: Vergleich der Schwerpunktbestimmung (CL) und des 
Korrekturverfahrens (CLwEC) am Beispiel des durchschnittlichen 
relativen Lokalisierungsfehlers in Abhängigkeit der 
Übertragungsreichweite (Netzwerkausdehnung: 7fq)7fq, 
Beaconabstand fq).......................................................................................106 
Abbildung 63: Lokalisierungsfehler der Sensorknoten in einem 100)100 Netzwerk 
bei Übertragungsreichweite tr  43 mit a) einfacher 
Schwerpunktbestimmung  b) Schwerpunktbestimmung mit 
Randzonenkorrektur (CLwEC) und Übertragungsreichweite tr  86  c) 
einfacher Schwerpunktbestimmung  d) Schwerpunktbestimmung mit 
Randzonenkorrektur (CLwEC)...................................................................107 
Abbildung 64: Gewichtete Schwerpunktbestimmung (WCL) im Vergleich zur 
einfachen Schwerpunktbestimmung (CL) am Beispiel des 
Sensorknotens P(4;4,7)...............................................................................110 
Abbildung 65: Durchschnittlicher Lokalisierungsfehler der gewichteten 
Schwerpunktbestimmung bei verschiedenen Gewichtsfunktionen 
w  1 / d g in Abhängigkeit der Übertragungsreichweite der Beacons 
(unendlich großes Sensornetzwerk, Beaconabstand im Gitter fq, 
exakte Distanzen ohne Messfehler) ............................................................112 
Abbildung 66: Durchschnittlicher Lokalisierungsfehler der gewichteten 
Schwerpunktbestimmung verschiedener Gewichtsfunktionen in 
Abhängigkeit der Übertragungsreichweite (endliches Sensornetzwerk, 
Abmessung: 3fq)3fq, Beaconabstand im Gitter fq)....................................114 
Abbildung 67: Optimaler Grad g des Gewichts in Abhängigkeit der 
Übertragungsreichweite tr und der Größe des endlichen 
Sensornetzwerkes (2fq)2fq  8fq)8fq).......................................................115 
A.5  Abbildungsverzeichnis 
 
169
Abbildung 68: Durchschnittlicher Lokalisierungsfehler der gewichteten 
Schwerpunktbestimmung (endliches Netzwerk, Abmessung: 100)100, 
Beaconabstand im Gitter fq  100, tr  0,95fq) verschiedener 
Gewichtsfunktionen a) w  1 / d, fa  6,4  b) w  1 / d ², fb  10,2  c) 
w 1/d ³, fc  16,2 ......................................................................................... 118 
Abbildung 69: Überlappungsflächen bei der gewichteten Schwerpunktbestimmung 
(tr  0,95fq)................................................................................................. 119 
Abbildung 70: Fehlerverhalten eines endlichen Sensornetzwerkes bei Anwendung 
des EWCL-Algorithmus mit Gradanpassung (fq  100, tr  0,97fq) .......... 120 
Abbildung 71: a) Durchschnittlicher und b) maximaler Lokalisierungsfehler in 
Abhängigkeit der Bitauflösung der exakten Distanz im endlichen 
Sensornetzwerk, Abmessung: fq)fq, 2)2 Beacons, 
Übertragungsreichweite tr  0,95fq, w  1 / d) ............................................ 122 
Abbildung 72: Distanz d und Standardabweichung d in Abhängigkeit der 
empfangenen Signalstärke ......................................................................... 124 
Abbildung 73: a) Durchschnittlicher und b) maximaler Lokalisierungsfehler in 
Abhängigkeit der Bitauflösung der gemessenen Distanz 
(Normalverteilung, RX  0,2PRX(de,i), rand()  0,2 bzw. 20% ) im 
endlichen Sensornetzwerk (fq)fq) bei tr  0,95fq, w  1/d, 10 
Durchläufe.................................................................................................. 125 
Abbildung 74: Durchschnittlicher Lokalisierungsfehler in Abhängigkeit der relativen 
Standardabweichung der Distanz RX() / PRX(de,i) im endlichen 
Sensornetzwerk (fq)fq), 2)2 Beacons im Gitter angeordnet, 
Übertragungsreichweite tr  0,95fq, w  1/d, 10 Durchläufe...................... 126 
Abbildung 75: Abhängigkeit des Lokalisierungsfehlers vom Offsetfehler fo (endliches 
Sensornetzwerk, Abmessung: fq)fq, 2)2 Beacons, tr  0,95fq) ................ 127 
Abbildung 76: Abhängigkeit des Lokalisierungsfehlers vom Skalierungsverhältnis s 
(Endliches Sensornetzwerk, Abmessung: fq)fq, 2)2 Beacons, 
tr  0,95fq) .................................................................................................. 128 
Abbildung 77: Gleichverteilte Beaconanordnungen bei identischer Beacondichte 
B  1 Beacon/Ai im unendlich großen Netzwerk mit repräsentativem 
Netzwerkausschnitt (gefüllte Flächen)....................................................... 130 
Abbildung 78: Lokalisierungsfehler verschiedener Beaconverteilungen in 
Abhängigkeit der relativen Übertragungsreichweite tr / fq bei 
konstanter Beacondichte   1 Beacon / fq² (WCL-Algorithmus mit 
g  1, unendliches Netzwerk), zufällige Beaconverteilung mit 
Varianzangabe............................................................................................ 131 
A.5  Abbildungsverzeichnis 
 
170 
Abbildung 79: Anzahl zufälliger Beaconanordnungen ohne nicht-lokalisierte 
Sensorknoten (Unbekannte) in Abhängigkeit der 
Übertragungsreichweite tr / fq (WCL-Algorithmus mit g  1, 
unendliches Netzwerk, 2)2 Beacons im Abstand fq, B  1 
Beacons / fq²)...............................................................................................133 
Abbildung 80: Gebiete (punktiert) eines endlichen Netzwerkes mit erhöhtem 
Lokalisierungsfehler verursacht durch die Lage am rechten Rand, bei 
Anordnung der Beacons  a) im Dreieck  b) im Quadrat  c) im 
Sechseck .....................................................................................................133 
Abbildung 81: Embedded Sensor Board (ESB) der Firma Scatterweb [Sch04, Jer05]......136 
Abbildung 82: Versuchsaufbau des Lokalisierungssystems bestehend aus vier 
unbeweglichen Beacons B1..B4 und einem beweglichen Sensorknoten 
Sk1 137 
Abbildung 83: Versuchsaufbau des Lokalisierungssystems...............................................138 
Abbildung 84: Zustandsmaschine der Beacons ..................................................................139 
Abbildung 85: Ablaufdiagramm eines Beacons (Hauptprogramm) ...................................140 
Abbildung 86: Ablaufdiagramm der ISR auf den Beacons bei Empfang einer 
Nachricht ....................................................................................................141 















Hiermit erkläre ich, dass ich die eingereichte Dissertation selbstständig und ohne fremde 
Hilfe verfasst, andere als die von mir angegebenen Quellen und Hilfsmittel nicht benutzt 
und die den benutzten Werken wörtlich oder inhaltlich entnommenen Stellen als solche 

















09/1981  09/1991 Polytechnische Oberschule, 
 Realschulabschluss 
09/1991  02/1995 Berufsausbildung zum Energieelektroniker, Siemens AG, 
 Abschluss zum Energieelektroniker 
08/1995  08/1996 Besuch der Fachoberschule, 
 Abschluss: Fachhochschulreife 
10/1996  07/2002 Studium der Elektrotechnik, Universität Rostock, 
 Abschluss: Diplom-Ingenieur 
05/1999 Aufnahme in das Siemens Students Program (SSP) 
08/2000  12/2000 Auslandspraktikum 
 Siemens-Technology-to-Business (TTB), Berkeley / USA 
seit 08/2002 Wissenschaftlicher Mitarbeiter am Institut für Angewandte 
 Mikroelektronik und Datentechnik, Universität Rostock 
 DFG-Schwerpunktprogramm: „Basissoftware für selbst- 











 Programmierung von Mikrocontrollern 
 Objektorientierte Programmierung in C++ 
Übungen/Seminare Echtzeitbetriebssysteme 
 Programmierung von Mikrocontrollern 
Praktikabetreuung Grundlagen der Elektrotechnik 
 RT-Linux 
Studentenbetreuung 2 Diplome 











1. Sensornetzwerke bestehen aus einer Vielzahl zufällig verteilter Sensorknoten. Sie 
unterscheiden sich von anderen Netzwerken u. a. durch ihre extreme Ressourcenlimitie-
rung und ihre Fähigkeit der Selbstorganisation. 
2. Sensorknoten sind winzige, autonom arbeitende, ressourcenarme, eingebettete Systeme 
mit einer Kommunikationsschnittstelle. Sie messen Daten der Umwelt und leiten diese 
an die Datensenken des Systems weiter. 
3. Alle in Sensornetzwerken eingesetzten Bauelemente, Verfahren und Algorithmen 
unterliegen dem Primat der sparsamen Ressourcennutzung. 
4. Die Position eines Sensorknotens ist von immenser Bedeutung, um ein Messdatum dem 
Ort der Messung zuzuordnen. Sie wird durch geeignete Lokalisierungsverfahren ermit-
telt. 
Distanzbestimmung 
5. Die Distanzbestimmung zwischen Sensorknoten ist eine entscheidende Voraussetzung 
der Lokalisierung. 
6. Viele der publizierten Verfahren erreichen theoretisch eine sehr hohe Positionsgenau-
igkeit, sind jedoch in der Realität aufgrund des erheblichen Ressourcen- bzw. Kosten-
aufwandes schwer einsetzbar. 
7. Eine Distanz zwischen zwei Sensorknoten kann am Empfänger auf Basis der detek-
tierten Empfangsleistung (RSS, Received Signal Strength) bei bekannter Sendeleistung 
näherungsweise ermittelt werden, wenn ein geeignetes Modell der Funkwellenausbrei-
tung zugrunde gelegt wird. 
8. Das neu vorgestellte Distanzermittlungsverfahren basiert ebenfalls auf der Abschwä-
chung eines Funksignals. Im Unterschied zu RSS wird die minimal notwendige Sende-
leistung (Minimal Transmission Power, MTP) zur erfolgreichen Übertragung ermittelt. 
9. Das MTP-Verfahren vermeidet im Vergleich zu RSS eine Messung und den damit 
verbundenen Konvertierungsfehler. Es eignet sich jedoch besonders für Systeme ohne 
A/D-Wandler bzw. ohne erforderliche Beschaltung. 
 Schwerpunktbestimmung 
10. Ausgehend von der Analyse vieler bereits publizierter Lokalisierungsverfahren wird 
deutlich, dass deren Implementierung aufgrund der zahlreichen Randbedingungen (ge-
ringer Energievorrat, limitierter Datenspeicher, geringe Bandbreite, hohe vorauszuset-
zende Varianz der Distanzwerte usw.) vielfach unrealistisch bzw. nicht sinnvoll ist. 
11. In ressourcenlimitierten Sensornetzwerken mit geringen Genauigkeitsanforderungen 
kann auch der Lokalisierungsalgorithmus basierend auf der einfachen Schwerpunkt-
bestimmung (CL) verwendet werden, der aus den Positionen bekannter Referenzknoten 
(Beacons) die Knotenposition ermittelt. 
12. Das CL-Verfahren ist gekennzeichnet durch ein einfaches unidirektionales Übertra-
gungsprotokoll, geringen Energieverbrauch, schnelle Berechnung und minimalen Spei-
cherverbrauch. 
13. Der Lokalisierungsfehler dieses Verfahrens ist bei vorausgesetzter Gleichverteilung 
und kreisförmiger Ausbreitungscharakteristik der Referenzknoten lediglich vom Ver-
hältnis der Übertragungsreichweite und dem Abstand der Referenzknoten abhängig.  
14. Der minimale Lokalisierungsfehler kann nur bei Einstellung einer optimalen Über-
tragungsreichweite der Referenzknoten erreicht werden. 
15. In unendlich großen homogenen Netzwerken mit gleichverteilten Beacons und einer 
unendlich großen Übertragungsreichweite kann der Positionierungsfehler vollständig 
eliminiert werden. 
16. Der quadratische Zusammenhang von Übertragungsreichweite und Sendeleistung legt 
den Einsatz kleiner Übertragungsreichweiten nahe, da sie zu einer deutlichen Energie-
ersparnis bei Referenzknoten und Sensorknoten führen. 
17. Eine deutliche Einschränkung des Verfahrens besteht in dem höheren Positionierungs-
fehler in den Randgebieten eines begrenzten Sensornetzwerkes. 
18. Diese erhöhten Randfehler treten nur bei hohen Übertragungsreichweiten auf, weil 
dann für die Sensorknoten im Randbereich die detektierten Beacons nicht mehr einer 
Gleichverteilung im Empfangsbereich des Knotens entsprechen. Die Berechnungs-
vorschrift des Schwerpunktverfahrens ermittelt daher die Position im Bereich der 
höchsten Beacondichte. 
19. Diese Randfehler können reduziert bzw. größtenteils korrigiert werden, wenn die Sen-
sorknoten ihre Lage im Randbereich ermitteln können. 
 20. Eine Möglichkeit der Randbereichsdetektion besteht in dem Aufstellen von Nachbar-
schaftsvektoren in jedem Referenzknoten. Sie enthalten Informationen, ob ein Beacon 
seinerseits Nachbarbeacons besitzt oder nicht. Die Kenntnis aller Nachbarschafts-
vektoren der detektierten Beacons erlaubt im Sensorknoten Rückschlüsse über die Lage 
im Randbereich. 
21. Das neu präsentierte Verfahren Centroid Localization with Edge Correction (CLwEC) 
reduziert diesen randbedingten Fehler erheblich. Die dazu notwendigen Modifikationen 
am originalen Schwerpunktverfahren führen nur zu geringfügig höheren Ressourcen-
anforderungen, die sich in minimalem Speichermehrbedarf und längeren Nachrichten 
äußern. 
Gewichtete Schwerpunktbestimmung 
22. Eine weitere Verbesserung des CL-Verfahrens wurde durch die Überführung der ein-
fachen in eine gewichtete Schwerpunktbestimmung (Weighted Centroid Localization, 
WCL) erreicht. 
23. Das Gewicht wird durch eine für den Einsatzfall optimierte Gewichtsfunktion be-
stimmt. 
24. Unterschiedliche Gewichtsfunktionen können den Positionierungsfehler maßgeblich 
reduzieren und bei den für Sensornetzwerke typischen fehlerbehafteten Distanzmes-
sungen mit hoher Varianz problemlos die Genauigkeit stabilisieren. 
25. Die bisher geringsten Positionierungsfehler ermittelte die Gewichtsfunktion, die einen 
hyperbolischen Zusammenhang aus gemessener Distanz und Gewicht herstellt. Eine 
zusätzliche Wichtung geringer Distanzen konnte durch die Einführung eines Grades er-
reicht werden. 
26. Für den WCL-Algorithmus existieren ebenfalls optimale Übertragungsreichweiten der 
Referenzknoten, die eine Fehlerminimierung in Abhängigkeit der Gewichtsfunktion er-
lauben. 
27. Die optimale Übertragungsreichweite ist zudem abhängig von der Anordnung der 
Referenzknoten. Bei gleicher Beacondichte führte die quadratische Anordnung der 
Beacons zu dem geringsten Lokalisierungsfehler. 
28. Sind in der Realität keine bzw. nur ungenaue optimale Übertragungsreichweiten konfi-
gurierbar, kann durch Anpassung des Grades der Gewichtsfunktion eine Reduzierung 




Sensornetzwerke bestehen aus einer Vielzahl ressourcenarmer und autarker Sensorknoten, 
die sich selbst organisieren und lokalisieren müssen. Die Positionsermittlung der zufällig 
verteilten Sensorknoten unterliegt dabei den extremen Einschränkungen durch knappe 
Datenspeicher, geringe Kapazität der Energiequellen, schmale Bandbreiten u. v. m. 
In der vorliegenden Arbeit wurden verschiedene, als Voraussetzung zur Lokalisierung, 
publizierte Distanzermittlungsverfahren untersucht. Das neu entwickelte Verfahren auf 
Basis der minimalen Übertragungsleistung (MTP) eliminiert einige Fehlerquellen der weit 
verbreiteten Empfangsfeldstärkemessung. Ein Nachteil des Verfahrens besteht jedoch in 
dem höheren Energieverbrauch durch zahlreiche Funkübertragungen, wodurch es lediglich 
für statische Netzwerke prädestiniert ist. 
Den Kern der Arbeit bildet die ressourcenarme Lokalisierung von Sensorknoten. Basierend 
auf der Analyse vieler Lokalisierungsverfahren wird erläutert, dass deren Implementierung 
aufgrund der zahlreichen Randbedingungen vielfach unrealistisch bzw. nicht sinnvoll ist. 
In Sensornetzwerken mit geringen Genauigkeitsanforderungen kann die einfache Schwer-
punktbestimmung (CL) als Lokalisierungsverfahren eingesetzt werden, wenn alle Refe-
renzknoten optimal konfiguriert werden können. 
In den Randgebieten eines Netzwerkes erreicht der CL-Algorithmus jedoch nur eine sehr 
geringe Genauigkeit. Das neu präsentierte Verfahren Centroid Localization with Edge 
Correction (CLwEC) reduziert diesen randbedingten Lokalisierungsfehler durch einige 
Modifikationen bei lediglich geringfügig höherem Ressourcenaufwand deutlich. Es ist 
daher für ressourcenlimitierte Sensornetzwerke als Ersatz des CL-Verfahrens außerordent-
lich geeignet. 
Die Überführung des CL-Verfahrens in die gewichtete Schwerpunktbestimmung (WCL) re-
duzierte den Positionierungsfehler trotz der für Sensornetzwerke typischen fehlerbehafteten 
Distanzmessungen hoher Varianz erheblich. Der Fehler ist dabei maßgeblich von der einge-
stellten Übertragungsreichweite und der Anordnung der Referenzknoten abhängig. 
Abgerundet wurde die Arbeit mit der Vorstellung einer im Einsatz befindlichen Beispiel-
anwendung, die das Distanzermittlungsverfahren basierend auf der minimalen Übertra-
gungsleistung (MTP) demonstriert. Die dynamisch ermittelten Distanzwerte bilden trotz 






Sensor networks consist of a mass of resource-critical and autarchic simple sensor nodes. 
Initially, these sensor nodes have to organize and localize autonomously. The localization 
process of these randomly deployed nodes must meet numerous strong conditions of small 
data memories, limited energy sources, a small bandwidth and others. 
In this work, lots of the already published range estimation algorithms are analyzed regard-
ing the compliance to the given constraints. The presented method to determine a distance 
based on the minimal transmission power eliminates some sources of errors known from 
the measurement of the received signal strength. As a little drawback, this new technique 
increases the energy consumption due to more transmissions. Thus, it is predestined to 
static networks. 
The main part of this script aims to the resource-aware localization of sensor nodes. Based 
on an extensive analysis, it is illustrated that most of available localization algorithms do 
not consider at all the numerous constraints. 
In sensor networks with low accuracy requirements, node’s positions can be calculated by 
the centroid localization algorithm (CL) provided that all reference nodes can be configured 
optimal regarding the presented method. 
In borderlands of a sensor network, the accuracy of the centroid localization decreases 
enormously. The new presented algorithm centroid localization with edge correction 
(CLwEC) reduces this positioning error significantly and requires, in comparison the CL, 
only slightly increased resources. Therefore, it is exceedingly qualified to replace the cen-
troid localization in resource-aware sensor networks. 
The positioning error could be decreased drastically by the new introduced weighted cen-
troid localization algorithm (WCL). Its positioning error highly depends on the alignment 
of the beacons and results in a minimum if an optimal transmission range is adjusted. Addi-
tionally, this algorithm features a very robust error behavior despite the expected high 
variances of the required distance measurements. 
Finally, this work concludes with the presentation of a real world application. It demon-
strates the distance estimation based on the minimal transmission power and the weighted 
centroid localization. In spite of noticeable oscillating distances, the localization accuracy is 
very precise. 
 
