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ROBUST FINITE ELEMENT APPROACHES TO
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Abstract: In this paper novel finite element algorithms for robustly solving flow equations of a
systemic circulation are presented and compared. A novel, Locally Conservative Galerkin (LCG)
method is developed by adopting semi- and fully- implicit time discretisations to address the be-
haviour of blood flow in the human circulatory system. These techniques are efficient for non-
linear system of equations used in blood flow models and achieve rapid convergence. Several
comparisons are made between the methods to demonstrate the validity and stability of the current
numerical models to solve the blood flow characteristics in a human body.
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1 INTRODUCTION
One-dimensional blood flow simulation has proven to be an efficient tool to describe the flow
characteristics in a human circulatory system. Since the width of the pressure wave produced by
the heart is much greater than any vessel diameter, the one-dimensional assumption is valid for
studying systemic circulation (Avolio 1980, Alastruey et al. 2007, Steele et al. 2007, Mynard &
Nithiarasu 2008, Raines et al. 1974, Wan et al. 2002, Low et al. 2012, Stergiopulos et al. 1992,
Chen et al. 2013, Blanco et al. 2012, Kufahl & Clark 1985, Urquiza et al. 2006, Franke et al. 2002,
Watanabe et al. 2013). Some of the recent publications in this area adopted Locally Conservative
Galerkin (LCG) technique, which was developed in (Nithiarasu 2004, Thomas et al. 2008) using
an explicit Taylor-Galerkin method along with the characteristic variables. The characteristic vari-
ables in LCG method are employed to prescribe boundary and other conditions at various locations
of an arterial tree. Often, the characteristic variable information for the boundary conditions are
obtained from the previous time step. Although such method is more intuitive due to the wave
nature being exploited, the explicit method appears to lead to stability issues (Malossi et al. 2012),
especially at branching points. One of the remedies recommended is a two time step method in
which the first time step corresponds to the stability limit of an explicit configuration of each seg-
ment (local time step), and the global time step is for the branching sites (Malossi et al. 2012). A
similar technique was also used by (Blanco et al. 2011) to overcome difficulties of using two dif-
ferent time steps, and to avoid previous time step information. As a result of the implicit treatment
in the reported works, the time step restriction associated with the explicit treatment was reduced.
However in such methods, the boundary conditions and treatment of branches must be carried out
in advance, which may lead to additional restrictions and less robust solution procedure.
While explicit strategy is computationally robust, simple, memory efficient and often more accu-
rate, the main drawback of such methods is the time step restriction. On the other hand, the main
advantage of the implicit method is that no limitation on the time step used but the method is dif-
ficult to implement. The iterative solution of a non-linear and non-symmetric matrix may not con-
verge for all parameters when implicit method is employed. Such an observation is demonstrated
by (Wanga et al. 2015) via comparisons of the performance of four numerical schemes, namely
MacCormack, Taylor Galerkin, monotonic upwind scheme for conservation law and local discon-
tinuous Galerkin method. Among the four methods, Taylor-Galerkin method was found to be the
fastest with a comparable accuracy, but it becomes slower if a large number of elements is used.
Nonetheless, such restrictions can be avoided with an LCG method (Nithiarasu 2004, Thomas et al.
2008) in which storage and inversion of matrices are limited to element matrices. To reduce the
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memory limitation of continuous Galerkin method and to reduce the explicit time step restrictions,
we propose some novel techniques to obtain better stability, speed and robustness. The methods
proposed iteratively solves the matrices element-by-element for the entire physical domain of the
circulatory system. Moreover, various versions of LCG method are compared against each other
to demonstrate the relative accuracy.
2 OUTLINE OF THE PHYSICAL MODEL
The physical model consists of a network of elastic tubes representing blood flow in large arteries,
i.e. 63 arteries including the coronaries (Mynard & Nithiarasu 2008, Low et al. 2012, Coccarelli
& Nithiarasu 2015, Boileau et al. 2015, Coccarelli & Nithiarasu 2015, Coccarelli et al. 2016). To
represent the arterial system, the model proposed by (Mynard & Nithiarasu 2008, Low et al. 2012)
is adopted and for 63 arterial segments are used as shown in Figure 1. This is a branching network
characterised by bifurcations and cross sectional discontinuities. The reflections due to network
singularities and terminals are also incorporated into the model. The fluid system is described
by two variables: the cross sectional area A and the average values of velocity u. The flow is
considered incompressible, laminar and pressure p is linked to the cross sectional area via a non-
linear relationship proposed by (Formaggia et al. 2002, Olufsen et al. 2000) which can be written
as
p = pext +β (
√
A−
√
Ao) (1)
where pext is the pressure from the surrounding tissues, A is the area of cross section, Ao is the
area at zero transmural pressure and β accounts for the material properties of the elastic vessel and
given by
β =
√
pihE
A0(1−σ) (2)
where h is the vessel wall thickness, E is Young’s modulus and σ is the Poisson’s ratio, assumed to
be 0.5 (i.e. the vessel wall is incompressible). The conservation of mass and momentum equations
may be written as (Mynard & Nithiarasu 2008, Sherwin et al. 2003),
∂A
∂ t
+
∂ (Au)
∂x
= 0 (3)
3
and
∂u
∂ t
+u
∂u
∂x
+
1
ρ
∂ p
∂x
− 1
ρ
∂τ
∂x
= 0 (4)
In the above equation ρ is the density of the blood and the viscous term may be rewritten using
Poiseuille flow assumption. In such a case, the flow is assumed to be fully developed and steady
and can be represented as
∂ p
∂x
=
∂τ
∂x
=−8piµu
A
(5)
The conservation laws for flow in large arteries can be written in terms of characteristic variables.
They are useful for prescribing inlet and outlet boundary conditions and also for transmitting infor-
mation in discontinuities between segments (Mynard & Nithiarasu 2008). At the fluid inlet point,
the aortic valve is modelled, while the pumping action of the heart is modelled as a prescribed
forward pressure source (Mynard & Nithiarasu 2008, Low et al. 2012). To model branch ending,
tapering vessels are used. In the present work, three different algorithms are used to solve the flow
equations.
3 PROPOSED FINITE ELEMENT FLOW ALGORITHMS
An iterative strategy, namely Newton-LU decomposition (factorization), is adopted here. The
difference from other iterative methods is that we use element-by-element solution, which results
in an inexpensive and very fast convergence. The main goal is to achieve the fast convergence with
an acceptable accuracy and stability, especially in complex problems such as human arterial system
in which many segments and branches create a complex network of passages. Among all methods,
Newton procedure is still a very efficient tool to solve a set of non-linear equations, and also LU
decomposition for solving the matrix. Since we divide the domain into many sub-domains (i.e.
elements), the LCG method needs only to deal with very small matrix size of 4 x 4 per element,
and therefore almost all solvers are applicable with manageable Jacobian matrix. Since the size of
the matrix is unaffected by the total number of nodes, the standard problems of convergence and
additional coupling between nodes are reduced here. This is one of the main advantages of LCG
technique, which produces a consistent matrix regardless of the number of elements in the domain.
Obviously, this allows us to achieve the solution to any number of arteries.
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By substituting Eq.1 into Eq.4 results in the closed system of the primitive variables, which can be
written in a compact form as (Mynard & Nithiarasu 2008)
∂U
∂ t
+
∂F
∂x
−S = 0 (6)
where
U=
[
A
u
]
, F=
[
Au
u2
2 +
1
ρ [pext +β (
√
A−√Ao)]
]
and S=
[
0
−8piµρ uA
]
Applying the Galerkin method to Eq.6 may produce instability due to the presence of the first order
derivative of F . Thus, upwinding type approach is often needed. For example, Taylor expansion
based methods have been used to avoid instability (Mynard & Nithiarasu 2008, Low et al. 2012,
Coccarelli & Nithiarasu 2015, Coccarelli et al. 2016). By applying such method, the semi descrete
form of Eq.6 can be written as (Mynard & Nithiarasu 2008)
Un+1−Un
∆t
= Sn+θ − ∂F
n+θ
∂x
− ∆t
2
[
∂
∂x
(BS−B∂F
∂x
)−C∂F
∂x
−CS
]n+θ
(7)
where
B and C are two Jacobian matrices, given as
B =
∂F
∂U
and C =
∂S
∂U
(8)
In Eq.7, θ = 0 results in fully explicit form and if θ = 1 represents a fully implicit form of the
Taylor-Galerkin method is obtained. When θ = 1, we adopt the iterative matrix solver.
Applying the fundamentals of finite element method, i.e., linear weighing and shape functions,
(readers are referred to (Nithiarasu et al. 2016) for more details) to Eq.7 gives the fully discrete
form of the implicit Global Taylor-Galerkin (GTC) method as (θ = 1),
[M]{∆ Un}= ∆t [[K]{Fn+1}+[L]{Sn+1}+{fΓ}n+1] (9)
Rewriting Eq.9 in Locally Conservative Taylor-Galerkin (LCTG) form gives
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[M]e{∆ Un}= ∆t
[
[K]{Fn+1}+[L]{Sn+1}+{fΓ}n+θ
]
e
(10)
Where subscript e refers to an element. The full details of the matrices M, K and L in Eq.10 for
each element can found in (Mynard & Nithiarasu 2008). The basic methodology of such technique
is to treat each element independently, and therefore the physical quantities are enforced by a
proper flux between two elements. So, fΓ is used for that purpose (i.e. fΓ = F). Such term always
goes to zero in the Continuous Taylor Galerkin method except at the boundaries, but because LCG
treats each element separately, fΓ represents the element boundaries and therefore, it is kept here.
Usually, the method uses an explicit form for the flux, that means θ = 0 in Eq.10 (i.e. fnΓ = F
n)
(Mynard & Nithiarasu 2008), but here we can use either θ = 0 or θ = 1 resulting in semi- or fully
implicit strategies. Fundamentally, F depends on the primitive variable of A and u as shown in
Eq.6. So, if the implicit form is used (i.e. θ = 1), fn+1Γ = F
n+1 is rewritten in terms of implicit area
and velocity. At θ = 0, fnΓ = F
n is similarly calculated but at n time level.
In order to solve the above equations, we use Newton method (Zienkiewicz, Taylor & Nithiarasu
2014, Zienkiewicz, Taylor & Fox 2014). Now, let us assume that χ is an abbreviation of the
unknowns and the iterative method takes the form
χk+1 = χk +δχk (11)
here, δχk is estimated by Newton iteration, so that
J
(
χk
)
δχk =−R
(
χk
)
(12)
Obviously, Eq.12 requires evaluation of the Jacobian matrix J and the residual R at each iteration.
Several methodologies for calculating these quantities have been developed in order to reduce
the computational time, which dramatically increases with the number of nodes. However, with
current LCTG method there will be no difficulties as the proposed methods results in only 4 x 4
matrixes and calculations of these quantities is straightforward. A linear representation of Eq.12
gives four linear algebraic equations per element (i.e. RA1,RA2,Ru1 and Ru2). The detailed form of
Eq.12 may now be written as
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
∂RA1
∂A1
∂RA1
∂A2
∂RA1
∂u1
∂RA1
∂u2
∂RA2
∂A1
∂RA2
∂A2
∂RA2
∂u1
∂RA2
∂u2
∂Ru1
∂A1
∂Ru1
∂A2
∂Ru1
∂u1
∂Ru1
∂u2
∂Ru2
∂A1
∂Ru2
∂A2
∂Ru2
∂u1
∂Ru2
∂u2


∆A1
∆A2
∆u1
∆u2
=

RA1
RA2
Ru1
Ru2
 (13)
where subscripts 1 and 2 refer to first and second nodes of a linear element. To obtain the right
solution, the set of appropriate boundary conditions must be prescribed at the inlet and the outlet
of the domain and here we use the characteristic variables for this purpose. In order to carry out
this, we rewrite Eq.6 in quasi-linear form, i.e.,
∂U
∂ t
+H
∂U
∂x
−S = 0 (14)
where H is Jacobian matrix given by
H =
 u Aβ
2ρ
√
A
u

and then the characteristic speeds of the system may be written as (Mynard & Nithiarasu 2008)
Λ=
[
λ f 0
0 λb
]
=
[
u+ c 0
0 u− c
]
where λ f ,b is the forward and backward wave speed respectively. And
c =
√
β
2ρ
A1/4 (15)
is the intrinsic wave speed, which is much greater than fluid velocity u under physiological flow
conditions and therefore the system is hyperbolic and subsonic. This needs one boundary condition
each at inlet and exit of the domain. The backward and forward characteristic variables are derived
as (Mynard & Nithiarasu 2008)
w f ,b = u±4c (16)
and they are accompanied by two initial values and thus the final form is given by Low et al. (2012)
w∗f ,b = w f ,b±wof ,b (17)
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where the superscript o indicates an initial value. Finally, the set of the boundary conditions is
written for A as
A =
[w∗f −w∗b
8
+ co
]4
+
(
2ρ
β
)2
(18)
where co is the initial state of c, i.e. when A = Ao in Eq.15, and the boundary condition for u may
be written as
u = uo+
w∗f +w
∗
b
2
(19)
Further details on boundary conditions may be obtained from references (Mynard & Nithiarasu
2008, Low et al. 2012, Coccarelli & Nithiarasu 2015,?, Coccarelli et al. 2016).
4 SIMULATION SETTINGS AND RESULTS
In this section, some tests on the proposed semi- and fully- implicit form of LCG method are
presented and compared against established explicit results. The results are divided into simple
systems and full systemic circulation as discussed in the next two subsections.
4.1 Simple Systems
A simple case of wave propagation through a straight and flexible tube is considered here as shown
in Figure 2. The tube properties are β = 727790.92dyne/cm3, L = 20cm and Ao = 7.01cm2. We
enforce a short pressure wave (over 0.1s period) with a maximum amplitude of 1000 dyne/cm2
as shown. The reflection coefficient at the exit is set as zero. The pressure is monitored at three
points, at lengths 0.25L, 0.5L and 0.75L and they are labeled respectively as 1,2 and 3 in Figure 2B.
The comparisons of the results are carried out between standard and well established LCG method
with explicit time integration, implicit LCG with the interface flux calculated explicitly (Fn) and
implicit LCG with interface flux also calculated implicitly (Fn+1) (i.e respectively with fnΓ = F
n
and fn+1Γ = F
n+1 as discussed in Eq.10). The first one was developed by (Mynard & Nithiarasu
2008) and then extended by (Low et al. 2012) for more validation studies against in in vivo results,
while the second and third approaches are new methods as shown by Eq.10, where the flux is
estimated either at n or n+1. The time step is adjusted to fit the requirements of stability condition
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of explicit method for LCG (Mynard & Nithiarasu 2008, Low et al. 2012), which was estimated
to be ∆t = 2 x 10−5. A small time step is maintained here to compare the well established explicit
method against the proposed semi- and fully- implicit methods. A large time step for implicit
Taylor Galerkin method will be diffusive and thus not used here. Figure 2B shows that all methods
provide almost identical results. This indicates that the new methods are as accurate as the well
established explicit LCG method.
4.2 Full Systemic Circulation
The example presented in the previous subsection clearly demonstrated that the proposed new
approaches are accurate for simple problems. Here, we employ the new methods on a full systemic
circulation. Unless specified, all the parameters are adopted from (Mynard & Nithiarasu 2008,
Low et al. 2012, Coccarelli et al. 2016). The duration of a cardiac cycle is assumed to be ≈ 0.8s or
70−75beats/min and the opening valve time is 0.057s while the closing time is 0.039s. The input
to the model is the pressure wave to the left ventricle as shown in Figure 3.
The governing equations are solved for fluid flow in a systemic circulation model shown in Figure
1 covering the main arteries in the body, and also coronaries and ventricular valve are included.
The standard explicit time step restrictions are applied to explicit LCG method. Since the new
approaches proposed are at least partially implicit, we set a slightly higher time step value of ∆t =
0.0001s. Although larger time step values are possible, the time step dependent Taylor Galerkin
method will dampen the solution at larger time step values.
To reinforce the validity of the proposed methods, we compare present results against the published
data in (Low et al. 2012) (legend used for explicit method is LCG). The location of interest here
is the mid-point of the ascending aorta (i.e. segment 9 in Figure 1) and the pressure variation at
this point is shown in Figure 4. As seen in Figure 4, no substantial difference between methods are
noticed. This is another test that provides confidence on the new methods proposed.
For the sake of completeness, many other monitoring points of the systemic circulation are also
considered here. The pressure and flow variations at different locations are shown in Figures 5 and
6 respectively. The monitoring points considered are right and left common carotid arteries with
segment numbers 13 and 23 (A and B), right and left subclavian II arteries represented by segments
15 and 29 (C and D) and left and right femoral arteries indicated by segment numbers 54 and 60 (E
and F). Figure 1 shows the details of all mentioned monitoring points. As seen in Figures 5 and 6,
all methods show consistency in terms of the accuracy. Furthermore, the results demonstrate that
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Locally Conservative Galerkin approach is applicable in explicit, semi- and fully- implicit forms.
We also present the results of the pressure and flow for the Thoracic aorta II and abdominal aorta
IV (segments 35 and 47 in Figure 1 and respectively labelled A and B in Figures 7 and 8) in Figures
7 and 8 for three cardiac cycles. The time step values for the implicit LCG method is doubled to
∆t = 0.0002s and the explicit time restriction is maintained again for explicit LCG method. Figure
7 (cases A and B) shows good agreement of pressure between all cases considered. The flow
comparison in Figure 8 also shows very good agreement between methods.
Next, we evaluate the effect of mesh refinement on the accuracy as shown in Figure 9. The abdom-
inal aorta V is chosen for this test (i.e. segment 49 in Figure 1) and the solution is obtained using
LCG,Fn+1 method. Clearly, the results demonstrate that all three meshes give almost identical
results and and thus the solution provided here is mesh independent.
Finally, a computational speed comparison is carried out for all methods employed and the results
are shown in Table 1. None of the previous works has revealed such comparison for explicit, semi-
and full- implicit methods for a human circulatory system. Thus, we evaluate all the presented
methods for calculation speed on a mesh with 6288 elements. The results clearly shows that both
the new methods (i.e. LCG,Fn and LCG,Fn+1) are faster and can admit much higher time steps
than that of the explicit LCG method. Due to the fact that the boundary conditions employed
here are based on extrapolation of characteristic variables from previous time step, the standard
method are very difficult to implement. However, the implicit LCG method appears to be easy to
implement and provides accurate solution. This may be due to the fact that the matrix size never
exceeds the element matrix size and simplifies calculations.
5 CONCLUDING REMARKS
The explicit, semi- and fully- implicit LCG method with the Taylor-Galerkin stabilization have
been discussed for systematic circulation studies. The semi- and fully- implicit solutions have
been achieved by adopting Newton-LU iteration for flow. Such a technique, along with LCG
spatial discretisation produces very small matrix, which allows us to use any standard version of
Newton method with very fast convergence. The proposed new methods are faster than standard
explicit LCG method and are accurate. Further tests on the new methods are needed to reduce the
difficulties associated with higher time steps (damping).
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Method LCG,Fn LCG,Fn+1 LCG
Time (s) 918.75 873.75 1017.00
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FIGURE 1. Configuration of the arterial tree for the current module Low et al. (2012).
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FIGURE 2. Pressure wave in a single tube
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FIGURE 3. Input pressure wave.
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FIGURE 4. Comparisons of the pressure and flow rate at the mid-point of the ascending aorta.
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FIGURE 5. Pressure variation over time at the mid-point of various arterial segments.
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FIGURE 6. Flow rate variation over time in the middle of various arterial segments.
20
020
40
60
80
100
120
140
0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2
P
re
ss
u
re
(m
m
H
g
)
Time (s)
A
LCG 
LCG, Fn
LCG, Fn+1
0
20
40
60
80
100
120
140
0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3 3.2
P
re
ss
u
re
(m
m
H
g
)
Time (s)
B
FIGURE 7. Pressure variation over time in the middle of various arterial segments.
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FIGURE 8. Flow rate variation over time in the middle of various arterial segments.
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FIGURE 9. Pressure variation over time in the middle of Abdominal Aorta V.
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