Abstract. We study the uctuations, in the large deviations regime, of the longest increasing subsequence of a random i.i.d. sample on the unit square. In particular, our results yield the precise upper and lower exponential tails for the length of the longest increasing subsequence of a random permutation.
x. 1 Introduction Let fZ i g n i=1 = f(X i ; Y i )g n i=1 denote a sequence of i.i.d. random variables with marginal law on the unit square Q = 0; 1] 2 . Throughout, we make the assumption that possesses a strictly positive density p 2 C 1 (Q) with respect to the Lebesgue measure on Q.
A subsequence fZ i 1 ; :::; Z i`g fZ i g n i=1 is called monotone increasing subsequence of length`, if X i j < X i j+1 and Y i j < Y i j+1 ; for j = 1; :::;`? 1:
De ne next`m ax (n) to be the length of the longest increasing subsequence in the sample fZ i g n i=1 . Note that we do not require that i j < i j+1 .
In case that = ,`m ax (n) possesses the same law as the length of the longest increasing subsequence of a random permutation, denoted hereafter by L max (n). Building on the fact that Furthermore, it follows from 3] that any longest increasing subsequence will concentrate on the solutions to the variational problem (1.2). See 4], Proposition 4.4, for an alternative expression for J . Note that J = 1 for p(x; y) = 1, here the maximum is achieved on the diagonal x ?! (x) = x:
The uctuations of`m ax (n) and L max (n) are highly nontrivial and have been investigated in several papers, cf. 2], 7], 1], 5]. In particular, Aldous and Diaconis have exhibited quite di erent behaviors in their upper and lower tail. Our goal in this paper is to provide information on the large deviations of these uctuations. The results and techniques di er sharply in the study of lower and upper tail, and we divide the discussion in the rest of this introduction between these two cases.
Turning our attention to the lower tail we rst show in Theorem 1 that for any ?2 < c < 0,
with an explicit function H 0 , cf. (2.2) and g. 1 below, rst introduced by Logan and Shepp in 6]. The proof based on the random Young tableau correspondence is purely combinatoric and sheds no light on random mechanism responsible for the large deviations. In particular, we cannot prove that, conditioned on L max (n) < (2 + c) p n, the longest increasing subsequence concentrates around a curve ( ).
While we could hope to use this result in order to prove an exponential lower tail for general , that is
with H (c) > 0 for ?2 J < c < 0, we were not able to compute H explicitly, nor to prove the existence of the limit in (1.4). We thus present in Propositions 2.1 and 2.2 nontrivial upper and lower bounds on the left hand side of (1.4), avoiding the question of existence of the limit.
The situation is quite di erent for the upper tail, here an easy sub-additive argument shows that for c > 0
and explicit bounds on the convex rate function U 0 are known. Our interest is in exploring the similar question for`m ax (n), where the sub-additive argument is not applicable. Our main result in this direction (cf. 
Proof. The basic idea is to use a combinatorial identity of Schensted, expressing the probability distribution of L max (n) in terms Young tableaux, cf. SA] and 6], x1: A Young shape of size j j = n is an array of n unit squares s, left and bottom justi ed, whose column length are nonincreasing from left to right. The hook length (s) of a square s in the shape is just the number of squares in directly above and to the right of it, counting each square exactly once, cf. g 2. Let ( ) = Q s2 (s) denotes the hook product, i.e. the product of all hook lengths in the tableau . Then Schensted identity states
n! ( ( )) 2 ; k = 1; :::; n where the sum is taken over all shapes with n squares where the rst column has length k. In order to estimate P(L max (n) (2 + c) p n) for xed c 2 (?2; 0) it su ces to nd an optimal shape n with n (0) (2 + c) p n which maximizes the hook product ( n ). This is in essence the argument of 6] which yields the upper bound, cf. (1.9), (1.10) and (3.2) there. We hence concentrate in the sequel in proving the lower bound lim inf
Our goal is to nd for xed c 2 (?2; 0) a sequence of shapes f n g of maximal hook product such that lim n!1 j n j=n = 1 and lim n!1 n (0)=n 1=2 (2+c). ? n 2 log n + log ( n ) ? C p n log n :
It follows that for any ?2 < c < 0 2 m n ! n! n!e ?2n log p n e ?C p n log n e ?2nH(f c 0 )
e ?C p n log n e ?2n H(f c 0 )+ 1 2 ] :
Finally, for any c < 2, by rescaling
and the conclusion follows from the continuity of H(f c 0 ) in c. An immediate corollary, which will be useful below, is the following: with density p(yjX i ). Note that P i may be written as a mixture of a uniform law (with weight (1 ? 0 )) and another law on 0; 1], denoted q i depending on X i , that is P i (dy) = (1 ? 0 ) 1 (dy) + 0 q i (dy): Thus, the sample ((X 1 ; Y 1 ); : : : ; (X n ; Y n )) possesses the same law asZ n = (X 1 ; (m 1 U 1 + (1 ? m 1 )W 1 )); : : : ; (X n ; (m n U n + (1 ? m n )W n )), where fU i g n i=1 is a sequence of i.i.d. uniform random variables, independent of the sequence fX i g n i=1 , fm i g n i=1 is a sequence of i.i.d. Bernoulli(1? 0 ) random variables, independent of the sequences fU i g n i=1 and fX i g n i=1 , and fW i g n i=1 is a sequence of random variables whose law depends on the sequence fX i g n i=1 . Let for all small enough. Let~m ax (n) denote the length of the maximal increasing subsequence corresponding toZ n , then~m ax (n) possesses the same law as`m ax (n) and, on the other hand, is not smaller than the length of the maximal increasing subsequence when one considers only those indices i 2 I. The latter is distributed precisely as the length of the maximal increasing subsequence of a uniform sample of random length N n which is independent of the uniform sequence. Therefore, (2.6) P(`m ax (n) < (2 + c) p n) P(L max (n(1 ? 00 ) < (2 + c) p n) + P(N n =n < 1 ? 00 ) :
The continuity of H 0 (c) implies that for small enough, p n = J R n; n ;
and therefore f`m ax (n) p ndg = f J R n; n dg; for each d > 0. However a derivation of the large deviation principle using this equality fails, due to the discontinuity of the mapping ?! J . In particular, R n; n converges weakly to , on the other hand, we have lim n!1`m ax (n) p n = 2 J :
x. 3 The upper tail
Here the situation is quite di erent from the lower tail, and in some sense much simpler. Our rst result follows immediately from a sub-additive argument:
Theorem 2. Proof. As pointed out by 1], the convergence in (3.1), and the convexity and monotonicity of U 0 follows from sub-additivity. We brie y recall the argument. Let N n denote the number of points in a Poisson point process of rate n = n on the unit square, and let L max (N n ) denote the longest increasing subsequence in that sample. Then, for any > 0, a direct computation using the Poisson distribution yields 
which implies (using (3.2)) that (3.1) holds as soon as it holds with L max (N n ) replacing L max (n).
On 
which immediately implies the existence and convexity of the limit U 0 (c) = lim 
