Abstract-The Shuffled Frog Leaping Algorithm (SFLA), which is a memetic meta-heuristic algorithm, is modeled based on the behaviors of the social frogs. The purpose of the frogs is to find the maksimum food with minimum step. The clustering is an important technique for data mining and data analysis. The aim of the partitional clustering is to separate N data objects into k clusters according to optimum centers of clusters. In this work, SFLA is used for partitional data clustering on benchmark problems. The data sets used in this work are taken from UCI Machine Learning Repository. The performance of the SFLA is compared with Artifical Bee Colony (ABC) algorithm, Particle Swarm Optimization (PSO) algorithm and nine classification algorithms.
classification algorithms, which is presented in [1] , by using benchmark problems.
II. THE CLUSTERING
The clustering is to group data objects according to their similarities. In other words, the clustering is to separate data objects into sub similar groups of the data [7] , [8] . In clustering problem objects are separated by their characteristic attributes. The most similar objects are in same group and the most dissimilar objects should be in different groups. The similarities within groups are expected to be minimum [9] .
The main purpose of the partitional clustering is to separate the N objects into k clusters (groups). To measure the similarities among data objects, distance of the objects to the center of the clusters is evaluated. In clustering problem, sum of the squared distances between each data object and the center of the cluster, which data object belongs, is expected to be minimum. Euclidean distance method is generally used to measure the distance between objects and the center of clusters. Equation (1) shows the Euclidean distance between objects and center of the each cluster [1] . 
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In (1) k is the number of clusters, N is the number of data objects, y i (i =1, …, N) is the location of the ith object and c j (j=1, …, k) is the center of the jth cluster. The center of clusters is found by (2) as given below:
where N j is the number of data objects in jth cluster and y i is the location of the data object which belongs jth cluster.
K-means which is the most popular algorithm on partitional data clustering process is improved by J.B. MacQueen in 1967 [3] . In K-means clustering algorithm, each data object belongs only one cluster and the center of a cluster represents this cluster [10] .Velmurugan described the K-means algorithm at four steps in [11] : 1. A point (center) which represents the cluster is chosen for each cluster. 2. The nearest cluster is found for each data objects. 3. The center of each cluster is re-found and updated 4.
Step 2 and 3 is continued until iteration number is finished or when the changing of the location of centers is less than the criteria decided previously. In this paper, partitional clustering is used for grouping the data sets. The numbers of clusters in data set are known. Euclidean distance method is used find the sum of squared distance between data objects and center of clusters. The main purpose in clustering is to find minimum sum distance between data objects and centers which objects belong. After centers of the clusters found, the distances between each data Data Clustering with Shuffled Leaping Frog Algorithm (SFLA) for Classification
Murat Karakoyun, And Ahmet Babalik object and centers calculated. Each data object is marked as belong to the nearest cluster.
III. THE SHUFFLED FROG LEAPING ALGORITHM
SFLA is a memetic meta-heuristic algorithm and proposed to solve combinatorial optimization problems. Like other meta-heuristic algorithms, SFLA is also a population-based iterative algorithm. The SFLA is modelled by considering behaviors of social frogs. The goal of the frogs in population is to get the maksimum food by using minimum step. All the frogs in social group are the population of the algorithm and each frog represents a solution for the problem. Each frog in population has a fitness value which represents closeness degree to the food. In SFLA, firstly, a random population is generated. Then fitness of the each frog (member) is calculated by using an objective function specific for the optimization problem and population is sorted by fitness values. The population which sorted by the fitness is separated into memeplexes (group). For each memeplex there is a memetic evolutionary process loop. The memetic evolutionary process in memeplexes is the local search part of the SFL algorithm. With each memetic evolution, the quality of frogs' meme gets better and goes towards to the best solution. The SFL algorithm uses the better frogs more effectively than the worse frogs in memetic evolution step. After memetic evolutionary process for each memeplex, the algorithm gathers the memeplexes and shuffles them. Then sorting the population and again separating memeplexes process comes as next step. This is the global search part of the SFL algorithm [12] , [13] .
The SFL algorithm is based on members' solutions which are generated independently from each other; however they share their self-solution with all population. The SFL algorithm uses the useful part of the memetic algorithms and particle swarm optimization algorithms [14] . Fig. 1 shows the flow chart of the SFLA.
The steps of the SFL algorithm summarized in the below steps [13] .
Step 1: Initialize the parameters of the algorithm. m is number of memeplexes, n is number of frogs in each memeplexes. So the total size of frogs (population) is F = mxn.
Step 2: Generate a random population and calculate the fitness (f) for each frog.
Step 3: Sort the population in order of decreasing fitness value. Store the sorted population in array X i (i=1, …, F). So the first position of the array belongs to the best frog (P x ).
Fig. 1 Flowchart Of The SFLA
Step 4: Separate the frogs into memeplexes.
is the array of the memeplexes. Each memeplex contains n frogs which selected as given in (3) .
Let's think that m = 3, rank 1 goes to memeplex 1, rank 2 goes to memeplex 2, rank 3 goes to memeplex 3, rank 4 goes to memeplex 1 and so on.
Step 5: Memetic evolution process in memeplexes. This is the local search part of the SFLA. Memetic evolution includes sub-steps given below.
Step 5.1: Set eN = 0, where eN is number of evolutionary iteration.
Step 5.2: Choose a sub-memeplex from current memeplex. The sub-memeplex selection strategy depends on performance of the frogs in current memeplex. The frogs which have better fitness value have more selection chance than the worse frogs. P b as the best frog and P w as the worst frog in sub-memeplex are marked.
Step 5.3: Update position of the worst frog (P w ). P new is the new position of the worst frog in sub-memeplex, is calculated by (4) .
where S is the step (leaping) size of the frog in position updating process. S is calculated by (5) . (5) where S max is the maksimum step size allowed for position updating process, rand is a random between 0 and 1. Calculate fitness of the worst frog by new position (P new ). If new fitness value is better than old fitness, then go to Step 5.4, otherwise put the global best (P x ) in (5), instead of P b and calculate S again. After that new position of the worst frog is calculated by (4) . If new fitness value of the worst frog is better than old value, then go to Step 5.4, if not, generate a new position for the worst frog randomly. Update the new position of the frog with the randomly generated and calculate new fitness value.
Step 5.4: Update the memeplex which sub-memeplex is chosen from. Sort the current memeplex by the fitness value of the frogs.
Step
Memetic evolution is done for each memeplex.
Step 6: Shuffle the memeplexes. After a previously defined number of iteration for memetic evolutionary in each memeplexes, the frogs are shuffled. Sort the X array by the fitness value of the frogs and update the position of best frog (P x ).
Step 7: Control termination criteria for algorithm. If the iteration number is completed then stop the algorithm. Otherwise, go to Step 4.
Pseudo code of the SFLA is presented in Fig. 2 
A. Data Sets
The benchmark problems which used in this work can be summarized as follows.
Balance data set has 4 attributes (input) and 3 classes (right, left and balanced). The data set has 625 examples.
Cancer data set is the Breast Cancer WisconsinDiagnostic which has 30 attributes and 2 classes (the type of the tumor: benign or malignant). The Cancer data set has 569 examples. Cancer-Int is based on the Breast Cancer WisconsinOriginal which has also same classes with Cancer data set and 9 attributes and 2 classes. This data set contains 699 examples.
Credit data set is the Australian credit card datas. Data set has 51 attributes but only 14 of them used in this work. And there are 2 classes and 690 examples.
Dermatology is the data set which has the biggest size of classes. Data set has 34 attributes and 6 classes (the dermatological diseases: Psoriasis, Seboreic Dermatitis, Lichen Planus, Pityriasis Rosea Chronic Dermatitis and Pityriasis Rubra Pilaris). Data set has 366 patterns.
Diabetes data set has 8 attributes and 2 classes which represent that the diabetes is positive or not. The data set contains 768 patterns.
Escherichia coli (E. coli) data set has 8 classes which three of them has only 2, 2 and 5 examples respectively. Therefore 5 classes are used. There are 7 attributes in this data set. After ejecting 3 classes data set has 327 examples with 5 classes.
Glass data set also has 6 classes. The classes define glass types: float processed building windows, non-float processed building windows, vehicle windows, containers, table ware or head lamps. Data set has 214 examples with 9 attributes.
Heart data set normally has 75 attributes but 13 of them used in this work. The class attribute refers to the presence of heart disease in the patient and it is integer value from 0 (no presence) to 4. In this work, it's used as 2 classes which patient has disease or not. Data set has 303 examples.
Iris data set has 4 attributes and 3 classes (as iris species: Setosa, Versicolour or Virginica). For each class there are 50 examples that totally are 150.
Thyroid data set contains 5 attributes and 3 classes (as thyroid function: over function, normal function or under function). Data set has 215 patterns.
Wine data set has 13 attributes and 3 classes which represent type of wines. The data set has 178 examples. Table 1 show the data sets used in this work and their properties. 75% of the data sets are used for training and 25% are used for testing process. The data sets randomly separated into test and training parts. To measure the performance of the SFLA, the algorithms are run 50 times with random sampling.
The samples which include missing values in data sets are removed. Before using data objects, all data sets are normalized interval [0, 1] with (6). 
B. Results
The SFLA parameters which used in this work are shown in Table 2:   TABLE II  THE PARAMETERS OF THE Firstly, centers of the clusters found in training process. And then, with measurement of the Euclidean method (1), the distance between all test data objects and the center of clusters are found. For each test data, the nearest cluster is found and compared with the object's class. In case of founded class and expected class is not same, the data object is marked as incorrectly classified. After testing process, the Error Percentage of test data objects is found by (8 Table 3 shows the results of the SFLA with the parameters in Table 2 . Maksimum step size, which is used to update the worst frog position in memetic evolutionary process, is chosen five different values as 1, 5, 10, 20 and 50. These values represent the percentage of the space between the maksimum and the minimum value of the attributes. For each step size, the algorithm worked 50 times and the results is presented in Table 3 , where B is best, W is worst, A is the average result of the 50 times working. S is the standard deviation of the all tests for each step size. The best average results are marked as bold. The results in Table 3 show that the step size parameter is effective on performance of the SFLA. Comparatively, when the step size value sets as %50, the SFLA obtained better results on this problem for these data sets.
The performance of SFLA (with step size = %50 from Table 3 ) compared with other meta-heuristic algorithms (ABC and PSO) and nine classification techniques shown in Table 4 . The results of the ABC, PSO algorithms and other techniques are taken from [1] . The parameters of the PSO are (as in [1] Table 4 shows the EP of the SFLA, PSO, ABC and other techniques. According to Table 4 , none of the results of the SFLA is best among the results of the other techniques. But, when the results of the SFLA compared the other meta-heuristic algorithms, the performance of the SFLA is better than the performance of PSO in four data sets (Credit, Dermatology, E.Coli and Thyroid). For Dermatology data set, the performance of the SFLA is better than both ABC and PSO algorithms.
V. CONCLUSION
In this work, the SFLA which is a memetic meta-heuristic algorithm is used on clustering problems. The performance of the SFLA on clustering problems is compared with two meta-heuristic algorithms (ABC and PSO) and other nine classification algorithm in literature. The experimental results show that, SFLA can be competitive alternative to the meta-heuristic algorithms for the clustering problems and SFLA can be improved in future works. 
