A Critical Look at the Applicability of Markov Logic Networks for Music
  Signal Analysis by Pauwels, Johan et al.
A Critical Look at the Applicability of Markov Logic Networks for Music Signal
Analysis
Johan Pauwels, Gyo¨rgy Fazekas, Mark B. Sandler
Centre for Digital Music
Queen Mary University of London
j.pauwels@qmul.ac.uk
Abstract
In recent years, Markov logic networks (MLNs) have been
proposed as a potentially useful paradigm for music signal
analysis. Because all hidden Markov models can be reformu-
lated as MLNs, the latter can provide an all-encompassing
framework that reuses and extends previous work in the field.
However, just because it is theoretically possible to reformu-
late previous work as MLNs, does not mean that it is advanta-
geous. In this paper, we analyse some proposed examples of
MLNs for musical analysis and consider their practical disad-
vantages when compared to formulating the same musical de-
pendence relationships as (dynamic) Bayesian networks. We
argue that a number of practical hurdles such as the lack of
support for sequences and for arbitrary continuous probabil-
ity distributions make MLNs less than ideal for the proposed
musical applications, both in terms of easy of formulation and
computational requirements due to their required inference
algorithms. These conclusions are not specific to music, but
apply to other fields as well, especially when sequential data
with continuous observations is involved. Finally, we show
that the ideas underlying the proposed examples can be ex-
pressed perfectly well in the more commonly used framework
of (dynamic) Bayesian networks.
1 Introduction
Markov logic networks (Richardson and Domingos 2006)
form a part of the broader field of statistical relational learn-
ing (Getoor and Taskar 2007), which aims to combine com-
plex relational information with probabilistic uncertainty. In
the case of MLNs, the relations are expressed through first-
order logic (FOL), and the uncertainty as weights assigned
to those logic formulas. This way, hard logical rules in a
standard FOL knowledge base can be relaxed and an order
of importance imposed on the separate logical statements.
One particularly highly structured domain is music. Hu-
mans can label music according to a variety of aspects:
tempo, harmony, mood, etc. All these labels are strongly re-
lated, and if they are time-varying, they are strongly cor-
related through time too. Trying to exploit those relation-
ships for automatic music labelling is therefore a com-
mon research topic. So far, the majority of interdepen-
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dency models have been constructed using hidden Markov
models (HMMs) or other (dynamic) Bayesian networks
([D]BNs) (Mauch and Dixon 2010; Pauwels, Kaiser, and
Peeters 2013; Pauwels and Martens 2014), but Markov logic
networks have been proposed (Papadopoulos and Tzanetakis
2012; 2013; 2017) as an alternative framework.
One of the advantages of MLNs is that all HMMs can
be reformulated as MLNs. Therefore previous work can
easily be reused and be extended upon. However, just be-
cause it is theoretically possible to approach a problem as
a MLN, does not mean that it is advantageous to do so.
Papadopoulos and Tzanetakis illustrate the feasability of
MLNs for music signal analysis by listing a number of ex-
ample systems (Papadopoulos and Tzanetakis 2012; 2013;
2017) that produce the chord label sequence corresponding
to a music recording. Yet they do not specifically address
why MLNs are preferable to HMMs or, more generally,
Bayesian networks. On the other hand, the use of MLNs for
those specific examples involves extra complications, which
we believe to deserve a more thorough discussion.
In this paper, we try to address these issues, such that
a better insight into the advantages and disadvantages of
MLNs can be obtained. We look at alternative formulations
of some MLN systems, and compare them on their ease of
use, so our approach is purely theoretical because the nu-
merical results are expected to be the same.
2 Background
Since Markov logic networks integrate the fields of graph-
ical modelling and first-order logic, a great number of dif-
ferent concepts need to be defined. Furthermore, the appli-
cation domain of music signal analysis comes with its own
vocabulary, combining music theory and signal processing.
Due to the limited space available here, and our goal of cre-
ating insight into their specific use-cases, we will describe
the necessary concepts in an informal, intuitive way with an
emphasis on their distinctions. For more thorough and tech-
nical definitions, the references should be consulted.
2.1 Music Signal Analysis
The field of music signal analysis aims to give machines
the ability to recognise advanced musical concepts in au-
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Figure 1: Sheet music example (“Perdido” by Juan Tizol). Chord symbols can be seen above the staves and compactly represent
and label the group of notes below them.
dio recordings. These concepts can be expressed in natural
language, such as the mood or genre of a music piece, or can
be part of the symbolic language known as music notation.
Examples of the latter are notes, chords and keys.
The usecase in this paper is the automatic recognition of
chords from audio. The easiest way to explain chords is to
start from sheet music, of which an example can be seen in
Figure 1. Sheet music can be seen a set of instructions for
a musician on how to play a piece of music. Since a perfor-
mance involves a fair amount of human interpretation, many
different audio signals can be produced from the same sheet
music.
The black stemmed dots in sheet music represent musi-
cal notes, displayed on five parallel lines (called a stave).
The vertical axis represents pitch height, and the horizontal
axis time, read from left to right. The relative duration of the
notes is indicated by the shape of their stems. Staves con-
nected by a vertical line at the beginning are played at the
same time, and notes that appear in the same horizontal po-
sition (in any of the staves) are played concurrently. In our
example, most of the time five notes are played together.
Chords are defined by Grove Music Online as “the simul-
taneous sounding of two or more notes”. They are repre-
sented by the text-like representation above the staves. The
complicated part about defining chords is that not all simul-
taneously played notes contribute to a chord. Some notes can
be deemed to belong exclusively to the melody, or not sig-
nificant enough to contribute to the chord. Deciding which
notes get grouped together to form a chord is one of the chal-
lenges in chord recognition, and the reason why it is not triv-
ial even when starting from sheet music. Of course, when the
input is an audio signal, this complexity gets compounded.
In practice, chord recognition from audio is rarely based
on recognising notes (Pauwels et al. 2019). Instead, chords
are directly obtained from a time-frequency representation
that is processed with a sliding window. The resulting out-
put is therefore not sheet music with chord symbols as in our
example, but a list of text-encoded chord symbols with their
associated timings in seconds. In order to obtain temporal
consistency over the separately observed sliding windows,
probabilistic graphical models are often used to smooth out
the windowed output (Pauwels et al. 2019). Statistical rela-
tional frameworks could provide an alternative formulation
that has more potential to exploit the strong relationships be-
tween different musical concepts (Papadopoulos and Tzane-
takis 2017).
2.2 Markov Logic Networks
Probabilistic graphical models are a way to graphically rep-
resent (in)dependence relationships between random vari-
ables. We can discern two main approaches: Bayesian net-
works (BN) (Murphy 2012, chapter 10) and Markov net-
works (MN) (Murphy 2012, chapter 19). The latter are also
known as Markov random fields. Both factorise the joint
probability distribution of a set of random variables into a
product of more specific distributions. For BNs, these factors
are by definition conditional probabilities, whereas for MN
the factors can be arbitrary non-negative functions. Because
the factors in a BN are conditional probabilities, no normali-
sation is needed (a product of probabilities is always a prob-
ability). In MNs on the other hand, a normalisation term is
needed such that all the factors sum to one. Because of this
normalisation term over all factors, a MN is not localised
and therefore it is harder to perform inference and learning.
Its advantage, however, is its greater expressive power.
The difference between BNs and MNs also has conse-
quences for their graphical representations. In both cases,
variables are represented by nodes in a network. A BN is
represented as a directed acyclic graph (DAG), because con-
ditional probabilities are directional and non-circular. Con-
ditional dependencies are represented by edges from the
conditional variables to their dependent variables. A MN
is represented as an undirected graph (UG), possibly with
loops. Variables that appear in the same factor are densely
interconnected by undirected edges. The collection of edges
for such densely interconnected nodes is called a clique.
The mapping between factorisation and graph is not uni-
vocal though, one graph can represent multiple different fac-
torisations. Furthermore, a graph is more conservative about
stating independences than a factorisation: sometimes two
variables are independent in the factorisation, even if the
graphs says they are not. Never does a graph represent an
independence that is not in the factorisation. The case when
a factorisation and a graph represent exactly the same set of
independences is called a perfect map.
The factors in a MN could be conditional probabilities
as well, and in that sense it is trivial to convert a BN into
a MN, but there is no guarantee that the associated undi-
rected graph can represent the exact same conditional inde-
pendences (Murphy 2012, chapter 19). Both kinds of graphs
have different sets of distributions that they can represent
perfectly (i.e. for which they are a perfect map).
Dynamic Bayesian networks (DBNs) are a type of
Bayesian network that can represent stochastic processes.
Unlike their name suggests, DBNs model stationary pro-
cesses, the “dynamic” refers to their stochastic nature. Such
processes produce sequences of observable and hidden vari-
ables, where the sequence index is often a discrete represen-
tation of time. Therefore DBNs are naturally represented by
chainlike graphs that exhibit a certain regularity in the de-
pendency relationships between their variables. This regu-
larity allows for a compact graphical representation and it is
amply exploited by the associated algorithms for inference
and learning.
Hidden Markov models1 (HMMs) (Ghahramani 2001) are
closely related to DBNs. The boundary between the two
is fuzzy, and is not always consistently defined. We em-
ploy the strict definition that an HMM is a DBN with only
one (multivariate) hidden variable and one visible variable.
If multiple hidden or visible variables arise in the process
to be modelled, they are combined to form a single com-
pound variable. This allows to simplify the associated algo-
rithms. The drawback of this approach is that independence
relationships within these compound variables are not ex-
ploited, whereas DBNs can use them to speed up inference
or they can be imposed while learning. A number of spe-
cific model architectures branded as HMMs (such as fac-
torial HMMs (Jordan and Ghahramani 1996), hierarchical
HMMs (Fine, Singer, and Tishby 1998) and hidden semi-
Markov models (Yu 2010)) have been proposed in the liter-
ature throughout the years, in order to address these issues.
According to our strict definition, we would call them DBNs
instead.
Finally, the difference between propositional logic and
first-order logic (Russell and Norvig 2009) is that the for-
mer constructs its formulas using true/false statements only,
whereas the latter can additionally use quantified variables
in its formulas. Through its use of existential (∃) or univer-
sal (∀) quantifiers, more generally applicable statements can
be made.
3 Unique capabilities of Markov logic
networks
One way to look at MLNs, is to see them as an extension
of first-order logic with weights. A set of logical statements
then no longer complies with a given knowledge base in a bi-
nary fashion (yes or no), but an intermediate degree of com-
pliance can be attained. This allows the knowledge base to
contain contradictory statements, which will never be ful-
filled at the same time.
Thinking about MLNs from a more probabilistic point of
view, they can be seen as a way to describe Markov networks
1The naming of HMMs is rather unfortunate in the sense that
they are not Markov networks, but Bayesian networks.
(MNs) using first-order logic. One could argue that stan-
dard MNs, or more generally probabilistic graphical mod-
els (PGMs) (comprising BNs and MNs), already are able to
express relationships through the edges in their graphs and
they handle uncertainty by associating probabilities to the
edges or cliques. The difference is that edges in a PGM can
be seen as propositional logic, a simple list of statements
that describe which edges are present. If there is a recurring
structure in a graph, it would be useful to include this recur-
rence into the graph description instead of giving an exhaus-
tive list of edges. We could then, for instance, simply state
that all nodes of a certain type need to be interconnected.
Unfortunately, no mechanism to describe recurrence exists
in ordinary PGMs. This is where the added expressiveness
of the first-order logic (FOL) in MLNs comes in handy.
To understand the benefits of formulating a graph in FOL,
it can be helpful to draw a parallel with the link between
Bayesian networks (BNs) and dynamic Bayesian networks
(DBNs). Any given DBN does not model its underlying
stochastic process for one specific sequence length only, but
for any sequence length. If we want to model the same pro-
cess using an ordinary BN, we would need to create multi-
ple networks, one for each of the process lengths under con-
sideration. In other words, a DBN adapts seamlessly to the
length of observed sequences that are presented to it. The
advantage of DBNs over ordinary BNs is therefore twofold.
First, it allows a compact and elegant formulation of a whole
set of BNs that exhibit a specific regularity through time.
Second, that regularity can be exploited by inference and
learning algorithms that are more optimal than the algo-
rithms used for general BNs. In contrast, the drawback of
a DBN is that it can only describe a limited subset of the
number of possible BNs: only those that are created through
repeating a set of nodes as many times as necessary, a pro-
cess known as unrolling the network. The descriptive power
of a DBN is therefore higher than propositional logic. It can
be considered as a small subset of first-order logic, where
only the sequence index variable can be universally quanti-
fied (∀).
The advantages of MLNs over MNs are similar to the
advantages of DBNs over BNs: both provide a convenient
way to describe some regularity in a network, such that the
formulation is suitable for observations of varying dimen-
sions and such that the regularity can be exploited by the
algorithms. MLNs are more broadly applicable than DBNs
though: any regularity in an arbitrary number of dimensions
can be described because the full descriptive power of first-
order logic can be used. Any MN can therefore be described
as an MLN: in case no regularity is present, the description
will only use propositional logic. Obviously, the advantage
of using MLNs is only noticeable when describing systems
that cannot easily be described with propositional logic.
Multiple toolkits for MLNs are available that turn the un-
derlying ideas into useable software. Among them is the
reference implementation developed by the creators of the
MLN theory, called Alchemy (version 2.0)2. Its latest update
stems from January 2013, however. A more recent toolkit is
2https://alchemy.cs.washington.edu/
named ProbCog3 (last update July 2019), originating at the
Technical University of Munich. Different toolkits imple-
ment different logic engines though, which means that their
syntax and capabilities can slightly differ. Since the example
MLNs given by Papadopoulos and Tzanetakis (Papadopou-
los and Tzanetakis 2012; 2013) are solved by the ProbCog
toolkit, we will consider that variant in the remainder of this
paper.
One remark is that research on MLN first focussed on
completing the functionality for describing a MN through
logic. The potential advantage of improving the infer-
ence and learning algorithms – by exploiting the regularity
present in the logic description – is much more of a work-
in-progress. A useful fallback option is to instantiate the un-
derlying graphical model first in a process called ground-
ing (comparable to the unrolling of a DBN into a BN by
copy-pasting the repeated part for each sequence step) and
then reuse the existing algorithms for standard Markov net-
works. Performing inference of MLNs without the need to
ground the network first, is called lifted inference and is the
subject of ongoing research (Braz, Amir, and Roth 2005;
Singla and Domingos 2008; Gogate and Domingos 2011).
Some of the first lifted inference algorithms are avail-
able in the Alchemy software, but the ProbCog toolkit only
contains algorithms that work on grounded networks. Pa-
padopoulos and Tzanetakis advocate the use of toulbar2 4,
an exact solver for Markov networks and other cost function
networks included with ProbCog. The drawback is that one
of the theoretical advantages of MLN over MN disappears
in practice. This leaves us with the compact and elegant
notation as main benefit of using MLNs. In the following
sections, we will discuss why the particular requirements of
music signal analysis make MLN formulations less elegant
than they would be for other application domains.
4 Disadvantages of MLNs as implemented in
the ProbCog toolkit
In a typical music signal analysis task, the goal is to take an
audio signal as input and return one or more labels that de-
scribe the content of the music. In the example systems given
by Papadopoulos and Tzanetakis, these labels are chords, a
time-varying description of harmony. It is therefore natural
to model them as a chainlike graph generated by a station-
ary process. The lack of explicit support for sequences in
ProbCog is therefore unfortunate and forces us to use less
elegant workarounds. Another typical characteristic of mu-
sic analysis systems is that the observations are generally
continuous (because they are in one way or another de-
rived from a continuous waveform). Specifically for chord
analysis, the observations are often a 12-dimensional time-
frequency representation where frequencies are reduced to
a single octave, known as a chromagram (Wakefield 1999;
Fujishima 1999). As as result, the fact that ProbCog does
not support continuous probability distributions is another
drawback that requires a workaround.
3https://github.com/opcode81/ProbCog
4http://www.inra.fr/mia/T/toulbar2
4.1 Handling continuous observation probability
distributions
The solution to handle continuous probability distributions
proposed by Papadopoulos and Tzanetakis is to precalcu-
late the probabilities of all observations in a specific song
(as opposed to specifying the probabilities for all possible
observations as a discrete observation distribution). The set
of observations per song is then used as the discrete domain
and each “discrete value” is encountered exactly once. The
weighted formulas (notated as a numerical weight separated
by whitespace from a logic formula) they propose for mod-
elling the observations have the form
weight (Label,N)
observation (ObsN , t) ∧ chord (Label, t) (1)
with ObsN the name given to the observations at index N .
We use the convention that logical variables are represented
by lowercase text (such as t) and logical constants by cap-
italised text (such as Label). In practice, such a formula
needs to be specified for every combination of the label and
observation constants because the weights are dependent on
both. The logical constants then take values such as Cmaj
and Amin for Label and 0, 1, . . . for N . Papadopoulos and
Tzanetakis employ 24 chord labels and with a typical song
being divided into hundreds of beats (time segments), the
number of formulas that needs to be specified runs into the
thousands.
The corresponding evidence needs to be provided for ev-
ery song in the form of
observation (ObsN , N) (2)
which effectively says that “the observation at time N is
called the observation at time N”. The whole process entails
the creation of a custom MLN per audio file under analysis,
instead of defining one model that can adapt to any sequence
of observations, as would be the case for true discrete obser-
vations.
Because each of the discretised observations is guaran-
teed to appear only once in the sequence, the validity of the
FOL observation formulas is limited to singleton domains. It
is superfluous to specifically create named constants ObsN
just to link the time sequence index t to the index of the
discrete set of observations n (they are always equal). The
combination of formulas of the form (1) and evidence of the
form (2) can be simplified by substituting the sequence in-
dex variable t by the only valid index N in the observation
predicate. The resulting formulas are then of the form
weight (Label,N) observation (N)∧chord (Label, t)
(3)
with evidence of the form
observation (N) (4)
Now the sole reason of existence for the observation
predicate is to pass on the index N to the variable t in the
chord predicate, so we can remove the former altogether by
substituting t by N again. The final formula is then
weight (Label,N) chord (Label,N) (5)
with no need to specify evidence. This formulation is not
only much simpler than the originally proposed one, it also
is in propositional logic form, showing that the added com-
plexity of the first-order logic formulation is unnecessary in
this case, and only obfuscates the formulation.
In summary, using continuous observation variables de-
mands that the observation probabilities are calculated ex-
ternally and that they are written in time-unrolled (propo-
sitional) form into the MLN configuration on a file-per-
file basis. Consequently, the separation between logical net-
work definition and evidence is compromised and most
of the elegance of the logical description gets lost. The
actual file-dependent observations get absorbed into the
model definition instead of being evidence. Looking be-
yond the ProbCog toolkit, some work has been done to
extend the Alchemy MLN toolkit with continuous obser-
vation distributions (Wang and Domingos 2008), but those
distributions are limited to Gaussians. Since the observation
probabilities in (Papadopoulos and Tzanetakis 2012; 2013;
2017) are calculated as the correlation between chroma vec-
tors and theoretical templates, using Alchemy is not a viable
solution.
4.2 Handling sequences
The underlying problem that makes sequences hard to han-
dle in ProbCog, is that there is no support for arithmetic
operators between variables. This absence becomes espe-
cially notable when we want to encode the probabilities of
pairwise transitioning between chords (such as in an HMM)
into formulas. We want to specify that the probabilities only
apply to two timestamps t1 and t2 if they are related as
t2 = t1 + 1. The way this problem is solved in (Papadopou-
los and Tzanetakis 2012; 2013; 2017), is by adding an extra
helper predicate (here called next /2) to the logic formula to
control when the formula is valid:
weight (Label1, Label2)
chord (Label1, t1) ∧ chord (Label2, t2) ∧ next (t1, t2)
(6)
It is then necessary to provide evidence of the form
next(N,N + 1) as many times as necessary for the song
length. So just like for the observation formulas, this re-
quires manual unrolling of time.
Looking at it graphically, this means that the (hidden)
chord nodes of all sequence indices in the model are fully in-
terconnected. In order to “activate” the connection however,
the associated predicate next (N1, N2) between a specific
pair of timestamps (N1, N2) needs to be given as evidence5.
Only in that case does the size three clique formed by for-
mula (6) become true. The model definition itself thus leaves
the possibility of non-linear time open, e.g. 4–4–2–6–5–1–4,
and it relies on the given evidence to make it linear, e.g. 1–2–
3–4–5–6. Again, we see that the separation between model
definition and evidence gets blurred, because the model re-
lies on specific evidence to be given in order to complete the
network definition.
5We assume a closed world, such that withholding evidence is
the same as giving evidence of its negation
Furthermore, the next /2 predicate cannot be reused
to make additional, arbitrary connections between non-
consecutive chord nodes (for instance to probabilistically tie
repetitions of the same chord subsequence together, as pro-
posed in (Papadopoulos and Tzanetakis 2013)). Specifying
next (t1, t3) ,∀t3 6= t1 + 1 as evidence does create such an
additional connection, but its associated weight would still
encode the pairwise probability between consecutive chords,
leading to unintended and incorrect transition probabilities.
Any additional connection then requires the introduction of
another next /2-like predicate, connecting all chord node
combinations together once more in supplementary cliques
of 3. The number of nodes and connections in the network
rapidly soars this way.
In short, the absence of arithmetic operators in ProbCog
makes a FOL network description instantiate suboptimal
graphs. The result is fully connected and relies on the pres-
ence of evidence to prune the nonsensical connections. This
approach is way more convoluted than defining only those
connections that need to be made in the first place. An al-
ternative to accomplish the latter, would be to get rid of
the next /2 predicate and write formulas down in proposi-
tional logic form only when a connection between the two
sequence indices T1 and T2 is actually required. The form
will then be
weight (Label1, Label2)
chord (Label1, T1) ∧ chord (Label2, T2) (7)
without any corresponding evidence. The drawback of
specifying the transition probabilities through propositional
logic, is that the number of formulas for the model config-
uration will increase. But because the configuration needs
to be song-dependent and time-unrolled for previously men-
tioned reasons, the configuration file realistically needs to be
generated programmatically anyway. Therefore, this is not
an issue in practice.
Alchemy does have partial support for arithmetic opera-
tors, but our desired use-case – in which the transition prob-
abilities would be elegantly formulated in the FOL form be-
low – is not supported.
weight (Label1, Label2)
chord (Label1, t) ∧ chord (Label2, t+ 1) (8)
In addition, Alchemy does not include an exact inference
algorithm.
5 Alternative formulations of concrete MLN
examples
The difference between the MLN systems proposed in (Pa-
padopoulos and Tzanetakis 2012; 2013; 2017) and other
work on automatic chord estimation is twofold: the former
can use the full expressive power of first-order logic to de-
scribe relations instead of the more limited expressiveness
of the latter, and the underlying graphical model is a Markov
network instead of a Bayesian network. We have shown in
the previous section that in practice, the full power of FOL
cannot be used when describing chord estimation systems.
In this section, we will reformulate the concrete MLN ex-
amples as (dynamic) Bayesian networks to demonstrate that
their underlying ideas can be expressed in this more conven-
tional framework as well. It also makes it easier to compare
the proposed approaches to other systems, for example to
previous work integrating key and chord estimation (Mauch
and Dixon 2010; Pauwels and Martens 2014).
Common to all systems in (Papadopoulos and Tzane-
takis 2012; 2013; 2017) is that they focus on inference.
The weights are set manually instead of being learned. We
can divide the examples into two groups. The first con-
tains the three systems first described in (Papadopoulos and
Tzanetakis 2012) and later repeated in (Papadopoulos and
Tzanetakis 2017). The first system estimates chords based
on chroma observations, the second additionally takes prior
key information into account and the third performs joint key
and chord estimation. All three systems have weights that
are derived from conditional probabilities and only consider
pairwise time dependencies. Added to the fact that all for-
mulas in the MLNs are conjunctions of positive literals, this
means that the resulting MNs instantiated from the MLNs
can be equally well represented as DBNs (Sang, Beame, and
Kautz 2005).
c (t−1) c (t)
o (t)
(a) chord estimation
c (t−1) c (t)
o (t) k (t)
(b) chord estimation with prior key
k (t−1)
c (t−1)
k (t)
c (t)
o (t)
(c) joint key and chord estimation
Figure 2: Equivalent DBN representations of the systems
presented in (Papadopoulos and Tzanetakis 2012), where
o (t), c (t) and k (t) stand for respectively the chroma ob-
servation, chord and key at time t. Shaded nodes represent
observed variables and white nodes are hidden variables.
The diagrams for those three systems are displayed in Fig-
ure 2. The formulations as DBNs will actually be more com-
pact and elegant because continuous observations densities
can be used and the observation probabilities no longer need
to be unrolled in time. Moreover, the DBN can be reused
c (0) c (1) c (2) c (3) c (4) c (5)
o (0) o (1) o (2) o (3) o (4) o (5)
(a) BN equivalent for “MLNStruct”
c (0) c (1) c (2) c (3) c (4) c (5)
o (0) o (1) o (2) o (3) o (4) o (5)
k (0) k (1) k (2) k (3) k (4) k (5)
(b) BN equivalent for “MLNMultiScale-PriorKey”
c (0) c (1) c (2) c (3) c (4) c (5)
o (0) o (1) o (2) o (3) o (4) o (5)
k (0) k (1) k (2) k (3) k (4) k (5)
(c) BN equivalent for “MLNMultiScale”
Figure 3: Equivalent BN representations of the more com-
plex systems presented in (Papadopoulos and Tzanetakis
2017), where o (t), c (t) and k (t) stand for respectively the
chroma observation, chord and key at time t. Shaded nodes
represent observed variables and white nodes are hidden
variables. It is assumed that nodes [0 : 2] and [3 : 5] be-
long to the same measure and that the time segment pairs
(0, 3),(1, 4) and (2, 5) are given as highly similar.
multiple times by changing the observations presented to it,
whereas the MLNs need to be redefined for every song be-
cause of the conflation between model and evidence. An-
other advantage of this formulation is that optimised infer-
ence algorithms can be used. For instance, we can now see
that it is not surprising that Papadopoulos and Tzanetakis
found the difference between the chord estimation MLN and
a chord HMM to be statistically not significant (Papadopou-
los and Tzanetakis 2012), as they describe exactly the same
system. The only difference is that the MLN description
needs to resort to a more generally applicable inference algo-
rithm because of the time-unrolled observations and subop-
timal network layout, whereas the HMM can use the Viterbi
algorithm for decoding (resulting in a speedup of orders of
magnitude).
The second group of MLN examples is arguably more in-
teresting, precisely because they cannot be formulated as
DBNs (but still as BNs). It comprises three of the sys-
tems presented in (Papadopoulos and Tzanetakis 2017),
one of which was previously presented in (Papadopoulos
and Tzanetakis 2013). The motivation behind them is the
fact that one drawback of DBNs is their inability to take
longer term dependencies between chords directly into ac-
count. We assume that we dispose of a number of pairs
that indicate high similarity between its (non-adjacent) con-
stituents. These similarity pairs can come from a prior struc-
tural analysis under the assumption that a repetition of a
chorus, for instance, will contain the same chords as the
previous chorus. Papadopoulos and Tzanetakis use manual
structural annotations to derive these similarity pairs, such
that they are binary (either similar or not). The repetitions
are then exploited to improve the chord estimation. In this
sense, this approach is comparable to other systems that take
into account repetition, such as (Mauch and Dixon 2009;
Cho and Bello 2011). The difference is that here the knowl-
edge about the repetitions is integrated probabilistically into
the inference, whereas those previous approaches do a de-
terministic early fusion of the repeated observations.
In essence, the three systems are constructed by unrolling
the previous three DBN systems through time such that the
similarity knowledge can be integrated by drawing addi-
tional edges between the similar time segments. Example
graphs with six time segments are shown in Figure 3. The
most complex example not only takes long term chord simi-
larity based on structure into account, but also medium term
key similarity by connecting keys in the same measure under
the assumption that key changes within a measure are highly
unlikely.
Inference in the resulting BNs will not be faster than in
the optimal, propositionally described MNs (which have the
same graphs, but with undirected edges instead), but the
BNs have the advantage of being easier to interpret. The
weights proposed in (Papadopoulos and Tzanetakis 2017)
for the similarity-based edges are fixed without justifica-
tion or interpretation, presumably found through a param-
eter sweep. Because of the global normalisation in MN, this
makes it hard to interpret the numbers. Even worse, the in-
terpretation of the other weights (derived from conditional
probabilities) will be affected by the addition of the sup-
plemental structural edges, which are by definition unpre-
dictable and song-dependent, and depend on the given evi-
dence (Jain, von Gleissenthall, and Beetz 2011). The whole
graph then quickly becomes opaque. In a BN, the structural
edges will get a conditional probability assigned, which has
to be normalised locally to preserve the total probability in
each node. The optimal parameter still can – and likely has
to – be found through a parameter sweep, but the result will
be interpretable and will not affect the other parameters in
unforeseeable ways. A BN will also make it easier, for ex-
ample, to consolidate the key transition probabilities and the
probabilistic tying of keys within the same measure in the
last graph of Figure 3 into a single edge (currently they are
represented by separate edges connecting the same nodes).
6 Conclusion and future work
In this paper, we studied MLNs for music analysis by
analysing a couple of previously proposed example sys-
tems for chord estimation and reformulating them as (dy-
namic) Bayesian networks. The theoretical advantages of
MLN are an easier, more powerful formulation of graph-
ical models and an improvement in learning/inference al-
gorithms through exploiting regularity in the networks. In
practice, however, we saw that the MLN systems formu-
lated in (Papadopoulos and Tzanetakis 2012; 2013; 2017)
are not optimally exploiting the capabilities of the MLN
framework. This is partly because these formulations in-
troduce unnecessary variables to create FOL where propo-
sitional logic would suffice, and partly because the lack
of support for continuous observation distributions and se-
quences forces the use of convoluted workarounds. We fur-
thermore showed that it is not necessary to resort to Markov
networks to express the underlying ideas, but that Bayesian
networks can use the same principles, with improved inter-
pretability. We argue that because music signals are variable
through time and causal, a directional left-to-right relation-
ship arises naturally when modelling music,therefore the as-
sociated graphs will be chainlike. These conclusions are not
specific to music, but apply to other fields as well, espe-
cially when sequential data with continuous observations is
involved.
This is not to say that MLNs are not useful for solving a
number of problems, even in the musical domain. Candidate
problems for which MLNs would provide a good fit have
only discrete variables and would ideally model static pro-
cesses. Any data that is topographically organised would be
suitable, as such a layout increases the chance of cyclical re-
lationships and regularity that cannot be properly modelled
by (dynamic) Bayesian networks. In the musical domain,
one application that fulfils these requirements would be sim-
ilarity discovery or clustering between artists, as long as no
time-varying features are used.
Another case where MLNs can be helpful is when a large
body of knowledge about the problem at hand already exists
in first-order logic form. In contrast, the formulas in (Pa-
padopoulos and Tzanetakis 2012; 2013; 2017) are relatively
simple, just describing relationships between node pairs. In
this scenario, the related paradigm of Bayesian logic net-
works (BLNs) (Jain, Waldherr, and Beetz 2009) might be an
alternative if no bidirectional connections are needed. An
implementation is available in the same ProbCog toolkit,
which has the advantage that arithmetic are supported such
that it is possible to impose t2 = t1 + 1 through a logical
rule. Continuous observation distributions require the same
workaround as with MLNs though.
Another alternative for MLNs we could explore in the
future is ProbLog (Fierens et al. 2015). The advantage of
this approach is that it is built around a complete Prolog en-
gine, which makes it easy to extend with custom function-
ality, such as arbitrary continuous distributions. In our first
preliminary experiments, however, we already encountered
problems to make it scale to the typical network sizes of our
problems, despite recent advances in this aspect (Vlasselaer
et al. 2016).
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