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Abstract
Micron-scale structures, including but not limited to MEMS devices, are a class of mechan-
ical systems with a wide range of real-world applications. One important type of dynamic
properties are modal, or vibrational, characteristics, which can have great effects on per-
formance, reliability, and useful life of a system. This makes the determination of these
characteristics an important element in the design and testing of these systems. The re-
search described in this thesis addresses important challenges in experimental modal char-
acterization of micron-scale structures, including difficulties in: applying suitable known
excitations; measuring small magnitude response motions; avoiding excessive mass load-
ing; and dealing with high natural frequencies.
Two forms of experimental modal analysis are investigated, being output-only and base
excitation based methodologies. In the case of output-only, an existing implementation of
the Stochastic Subspace Identification algorithm, known as MACEC, was used, while for
base excitation, an algorithm based on the complex exponential method was implemented.
Several representative structures were tested in this research: a set of micro-cantilever
MEMS-based switches, cercal mechanosensory hairs of crickets, and several lengths of fine
wire, selected to have first natural frequencies in the range expected for the mechanosen-
sory hairs. The switches and wires were examined using both output-only and base ex-
citation methods, while the mechanosensory hairs were examined using the output-only
method alone. In applying excitations, a piezoelectric stack actuator was used as a shaker
for applying base excitations, while for output-only identification excitation was provided
by way of the integrated electrostatic actuator for the switches, and by moving air with a
loudspeaker for the wires and mechanosensory hairs.
The micro-cantilever switches were found to have modal characteristics substantially in
agreement with those predicted by Euler-Bernoulli beam theory for their design parameters.
Notably, no significant effect on modal parameters of actuator position or size was found.
For the mechanosensory hairs, behaviours significantly different from those previously re-
ported in the literature were observed, with highly complex modes being seen.
iii
The methods used in this research demonstrate usefulness for development of bio-
mimetic sensors, characterization of biological sensing systems, and testing of MEMS de-
vices.
Keywords
Modal Analysis; Output-only; Base Excitation; Micro-cantilever Switch; Mechanosensory
Hair; MACEC; Stochastic Subspace Identification (SSI); Micron-scale Structures; Vibra-
tion
iv
Acknowledgements
I would like to take this opportunity to acknowledge and thank those who have supported,
encouraged, and guided me in this work.
I would first like to acknowledge the guidance, advice, assistance, and support of my
supervisor, Dr. Asokanthan, and the suggestions made by Dr. Buchal on my advisory
committee. I would also like to acknowledge my colleagues in the Dynamic and Sensing
Systems Lab at UWO, from whom I have learned many things during my time there. I’d
like to thank my parents for encouragement and support in my studies.
The research described in this thesis was supported in part by funding from the NSERC
Discovery grant and by the Canadian Foundation for Innovation (CFI)
v
Contents
Certificate of Examination ii
Abstract iii
Acknowledgements v
Table of Contents ix
List of Figures xii
List of Tables xiii
Nomenclature xiv
1 Introduction and Review of Literature 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Review of Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.1 Characterization of Micron-Scale Structures . . . . . . . . . . . . . 3
1.3.2 Output-Only Identification Methods . . . . . . . . . . . . . . . . . 4
1.3.3 Mechanical Characterization of Sound and Air Vibration Sensory
Organs of Insects . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Chapter Summary and Outline of Thesis . . . . . . . . . . . . . . . . . . . 8
2 SSI & MACEC 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 The Stochastic Subspace Identification Algorithm . . . . . . . . . . . . . . 10
2.2.1 The State Space Model . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 The Stochastic Subspace Identification Algorithm . . . . . . . . . . 15
2.3 The MACEC Modal Analysis Software . . . . . . . . . . . . . . . . . . . 21
vi
2.3.1 Data Import and Preprocessing . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Model Fitting and Mode Identification . . . . . . . . . . . . . . . . 24
2.3.3 Postprocessing and Visualization . . . . . . . . . . . . . . . . . . . 27
2.4 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 Base Excitation Algorithm 31
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 The Algorithm and its Derivation . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.1 Performing Base Excitation Tests . . . . . . . . . . . . . . . . . . 32
3.2.2 Modification of the FRFs for Use With the Complex Exponential
Identification Method . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.3 Conversion of Modified FRFs to Time Domain . . . . . . . . . . . 37
3.2.4 Fitting of Polynomials to the Time Domain Response Function, and
Determining Roots and Residues . . . . . . . . . . . . . . . . . . . 38
3.2.5 Extraction of Modal Parameters from the Roots and Residues . . . . 40
3.3 Implementation of the Algorithm . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.1 Pre-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.2 Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.3 Post-processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4 Testing the Implementation of the Algorithm . . . . . . . . . . . . . . . . . 44
3.4.1 Test Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.4.2 Eigenvalue Solution . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.3 Numerical Simulation and Identification . . . . . . . . . . . . . . . 46
3.4.4 Comparison of Results . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4 SSI Apparatus & Methodology 51
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 The Vibrometer System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.1 MSV-300 Micro-Scanning Vibrometer . . . . . . . . . . . . . . . . 52
4.3 SSI-Based Modal Analysis of Micro-cantilever Switches . . . . . . . . . . 54
4.3.1 Setup for SSI Analysis of Micro-cantilever Switches . . . . . . . . 54
4.3.2 Experiments for Identification of Micro-cantilever Switches . . . . 56
4.3.3 Analysis of Micro-cantilever Switch Measurements . . . . . . . . . 58
4.4 SSI-Based Modal Analysis of Segments of Fine Wire Fixed on One End . . 58
4.4.1 Excitation for SSI-Based Modal Analysis of Wire Segments . . . . 59
vii
4.4.2 Support and Positioning for SSI-Based Modal Analysis of Wire
Segments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4.3 Measurements and Analysis for SSI-Based Modal Analysis of Wire
Segments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.5 Modal Characterization of Mechanosensory Hairs . . . . . . . . . . . . . . 63
4.5.1 Setup for SSI Analysis of Mechanosensory Hairs . . . . . . . . . . 63
4.5.2 Measurements and Analysis for Mechanosensory Hairs . . . . . . . 64
4.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5 Base Excitation Apparatus & Methodology 66
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2 Base Excitation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3 Base Excitation Based Modal Analysis of Micro-cantilever Switches . . . . 69
5.3.1 Micro-cantilever Switch Test Specimens and Applied Excitations . . 69
5.3.2 Measurements and Analysis for Base Excitation Modal Analysis of
Micro-cantilever Switches . . . . . . . . . . . . . . . . . . . . . . 69
5.4 Base Excitation Based Modal Analysis of Segments of Fine Wire Fixed on
One End . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4.1 Test Specimens and Applied Excitations . . . . . . . . . . . . . . . 70
5.4.2 Measurements and Analysis for Base Excitation Based Modal Anal-
ysis of Wire Segments . . . . . . . . . . . . . . . . . . . . . . . . 71
5.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6 SSI Results 72
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2 Results for SSI-Based Modal Analysis of Micro-cantilever Switches . . . . 72
6.2.1 Frequency Domain Results . . . . . . . . . . . . . . . . . . . . . . 73
6.2.2 Output-only Results . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.2.3 Discussion of SSI Switch Results . . . . . . . . . . . . . . . . . . . 78
6.3 Results for SSI-Based Modal Analysis of Wire Segments . . . . . . . . . . 81
6.3.1 Discussion of SSI Wire Results . . . . . . . . . . . . . . . . . . . . 83
6.3.2 Summary of Results for SSI-Based Modal Analysis of Wire Segments 85
6.4 SSI Results for Mechanosensory Hairs . . . . . . . . . . . . . . . . . . . . 88
6.4.1 Discussion of Mechanosensory Hair Results . . . . . . . . . . . . . 90
6.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
viii
7 Base Excitation Results And Comparison with SSI 98
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2 Results of Base Excitation Modal Analysis of Micro-cantilever Switches . . 98
7.2.1 Discussion of Base Excitation Switch Results . . . . . . . . . . . . 98
7.3 Base Excitation Results for Wire Segments . . . . . . . . . . . . . . . . . . 100
7.3.1 Discussion of Base Excitation Wire Results . . . . . . . . . . . . . 109
7.4 Comparison of Base Excitation and SSI Results . . . . . . . . . . . . . . . 110
7.4.1 Comparison of Results for Micro-cantilever Switches . . . . . . . . 110
7.4.2 Comparison of Results for Segments of Fine Wire . . . . . . . . . . 110
7.5 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8 Conclusions 113
8.1 Summary of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.2 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
8.3 Recommendations for Future Research . . . . . . . . . . . . . . . . . . . . 116
References 117
A Code For Base Excitation and Plotting 122
A.1 Data Format Conversion . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
A.1.1 polytecFRF.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
A.1.2 getNodes.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
A.1.3 surf extract.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
A.2 Modal Parameter Extraction . . . . . . . . . . . . . . . . . . . . . . . . . 125
A.2.1 beliveauID.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
A.2.2 getInput.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
A.2.3 splitUp.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
A.2.4 getLittleQ.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
A.2.5 getN.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
A.2.6 fitModels.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
A.3 Stabilization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
A.3.1 getCriteria.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
A.3.2 checkStab.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
A.3.3 stabPlot.m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
B Vita 141
ix
List of Figures
2.1 MACEC main window . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Conversion to SIT format, step 1: Sensitivities . . . . . . . . . . . . . . . 23
2.3 Conversion to SIT format, step 2: Sampling rate . . . . . . . . . . . . . . 23
2.4 Defining Node numbers, directions, and quantity measured . . . . . . . . 24
2.5 Data preprocessing in MACEC . . . . . . . . . . . . . . . . . . . . . . . 25
2.6 SSI identification control window . . . . . . . . . . . . . . . . . . . . . . 26
2.7 Sample MACEC stabilization plot . . . . . . . . . . . . . . . . . . . . . 27
2.8 Sample MACEC mode shape for a micro-cantilever switch . . . . . . . . 29
3.1 Sketch of simulated test system . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Frequency response function between motions of m1 and m2 . . . . . . . 47
3.3 Frequency response function between motions of m1 and m3 . . . . . . . 47
3.4 Stabilization diagram for base excitation identification of the simulated
system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1 Block diagram of vibrometer system . . . . . . . . . . . . . . . . . . . . 52
4.2 Micro-cantilever switch, as seen through the microscanning LDV system. 55
4.3 Vibrometer setup for output-only switch experiments . . . . . . . . . . . 56
4.4 Excitation signal for experiments . . . . . . . . . . . . . . . . . . . . . . 57
4.5 Frequency response of speaker / amplifier pair . . . . . . . . . . . . . . . 60
4.6 Test wire mounted for experiment . . . . . . . . . . . . . . . . . . . . . 61
4.7 Support for wire and mechanosensory hair . . . . . . . . . . . . . . . . . 61
4.8 Vibrometer setup for air excited experiments . . . . . . . . . . . . . . . . 62
4.9 Cricket cercus attached to stiff wire . . . . . . . . . . . . . . . . . . . . . 63
4.10 Example of contaminated measurement channel . . . . . . . . . . . . . . 64
4.11 Example of good measurement channel . . . . . . . . . . . . . . . . . . 64
5.1 Piezoelectric shaker as assembled for wire experiments . . . . . . . . . . 67
5.2 Piezoelectric shaker as assembled for switch experiments . . . . . . . . . 68
x
5.3 Frequency response of base excitation shaker - switch setup . . . . . . . . 68
5.4 Frequency response of base excitation shaker - wire setup . . . . . . . . . 69
5.5 Vibrometer setup for base excited experiments . . . . . . . . . . . . . . . 70
6.1 Voltage to velocity FRF for an experimental switch from PSV software . . 74
6.2 Operational deflection shapes from PSV software . . . . . . . . . . . . . 74
6.3 MACEC stabilization diagram for a typical switch . . . . . . . . . . . . . 76
6.4 MACEC (SSI) mode shapes for micro-cantilever switches . . . . . . . . . 77
6.5 3-D view of switch mode shape . . . . . . . . . . . . . . . . . . . . . . . 77
6.6 Phase-deflection plot of switch mode shape, with colour for deflection
magnitude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.7 Response of a typical switch to a voltage step input . . . . . . . . . . . . 79
6.8 Mode shapes for SSI analysis of micro-cantilever switches . . . . . . . . 80
6.9 Typical stabilization diagram for 12 mm wire . . . . . . . . . . . . . . . 81
6.10 Typical stabilization diagram for 16 mm wire . . . . . . . . . . . . . . . 82
6.11 Typical stabilization diagram for 20 mm wire . . . . . . . . . . . . . . . 82
6.12 Typical plot of mode shape for 12 mm wire . . . . . . . . . . . . . . . . 83
6.13 Typical plot of mode shape for 16 mm wire . . . . . . . . . . . . . . . . 84
6.14 Typical plot of mode shape for 20 mm wire . . . . . . . . . . . . . . . . 84
6.15 Typical 3D plot of mode shape for 20 mm wire . . . . . . . . . . . . . . 86
6.16 Typical phase-deflection plot of mode shape for 20 mm wire . . . . . . . 86
6.17 Typical 3D plot of mode shape for 12 mm wire . . . . . . . . . . . . . . 87
6.18 Typical phase-deflection plot of mode shape for 12 mm wire . . . . . . . 87
6.19 Stabilization diagram for SSI of a mechanosensory hair . . . . . . . . . . 88
6.20 Example magnitude/phase plot of mode shape a mechanosensory hair . . 89
6.21 Example of poorly fit mode shape for mechanosensory hair . . . . . . . . 89
6.22 Sample phase-deflection of hair mode shape . . . . . . . . . . . . . . . . 91
6.23 Sample phase-deflection of poorly fitting mode shape for mechanosen-
sory hair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.24 Plots of modal parameters of hairs against length and each other . . . . . 93
6.25 Stabilization plot for first test of hair # 6 . . . . . . . . . . . . . . . . . . 94
6.26 First mode shape plot for first test of hair # 6 . . . . . . . . . . . . . . . . 95
6.27 Stabilization plot for second test of hair # 8 . . . . . . . . . . . . . . . . 95
6.28 First mode shape plot for second test of hair # 8 . . . . . . . . . . . . . . 96
7.1 Base excited switch stabilization diagram . . . . . . . . . . . . . . . . . 99
7.2 Sample raw FRF for base excitation test of wires . . . . . . . . . . . . . . 100
xi
7.3 Base excited wire (12 mm) stabilization diagram . . . . . . . . . . . . . . 101
7.4 Base excited wire (16 mm) stabilization diagram . . . . . . . . . . . . . . 101
7.5 Base excited wire (20 mm) stabilization diagram . . . . . . . . . . . . . . 102
7.6 Base excited wire (12 mm) first mode . . . . . . . . . . . . . . . . . . . 103
7.7 Base excited wire (12 mm) second mode . . . . . . . . . . . . . . . . . . 104
7.8 Base excited wire (16 mm) first mode . . . . . . . . . . . . . . . . . . . 104
7.9 Base excited wire (16 mm) second mode . . . . . . . . . . . . . . . . . . 105
7.10 Base excited wire (20 mm) first mode . . . . . . . . . . . . . . . . . . . 105
7.11 Base excited wire (12 mm) first mode phase-deflection plot . . . . . . . . 106
7.12 Base excited wire (12 mm) second mode phase-deflection plot . . . . . . 106
7.13 Base excited wire (16 mm) first mode phase-deflection plot . . . . . . . . 107
7.14 Base excited wire (16 mm) second mode phase-deflection plot . . . . . . 107
7.15 Base excited wire (20 mm) first mode phase-deflection plot . . . . . . . . 108
xii
List of Tables
3.1 Parameters of simulated system . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 Calculated modal frequencies and damping ratios from the eigenvalue solution 46
3.3 Calculated mode shapes from the eigenvalue solution . . . . . . . . . . . . 46
3.4 Natural frequency and modal damping results for the simulated system . . . 48
3.5 Mode shapes found for the simulated system . . . . . . . . . . . . . . . . . 48
3.6 Comparison of eigenvalue solutions and identified parameters . . . . . . . . 49
4.1 Micro-cantilever switch dimensions and properties . . . . . . . . . . . . . 55
4.2 Wire dimensions and properties . . . . . . . . . . . . . . . . . . . . . . . . 59
6.1 Predicted natural frequencies for MEMS switches . . . . . . . . . . . . . . 73
6.2 Summary of frequency domain results for micro-cantilever switches . . . . 73
6.3 Summary of MACEC (SSI) results for micro-cantilever switches . . . . . . 76
6.4 Summary of SSI and expected results for wires . . . . . . . . . . . . . . . 83
6.5 Average and standard deviation of SSI wire results . . . . . . . . . . . . . . 85
6.6 Summary of mechanosensory hair results . . . . . . . . . . . . . . . . . . 90
7.1 Summary of results for base excitation identification of micro-cantilever
switches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.2 Summary of results for base excitation identification of 12 mm wire . . . . 102
7.3 Summary of results for base excitation identification of 16 mm wire . . . . 102
7.4 Summary of results for base excitation identification of 20 mm wire . . . . 103
7.5 Expected frequencies for wires . . . . . . . . . . . . . . . . . . . . . . . . 109
7.6 Summary of base excited wire results . . . . . . . . . . . . . . . . . . . . . 109
xiii
Nomenclature
Term or Symbol Definition
(· )∗ Complex conjugate of (· )
[· ]− 1 Matrix inverse of [· ]
[· ]† Moore-Penrose pseudo-inverse of [· ]
[· ]T Transpose of [· ]
{·} + Complex conjugate transpose of {·}
x˙, x¨ First and Second time derivatives of x
F(· ) Fourier transform of (· )
F− 1(· ) Inverse Fourier transform of (· )
E[· ] Expected value of [· ]
βn Parameter in the Euler-Bernoulli beam vibration theory
δpq Kronecker delta
∆ Time interval
∆t Sampling time for the discrete-time state space model
Λc Eigenvalue matrix for the continuous time state space model
Λd Eigenvalue matrix for the discrete-time state space model
λi, Ri Exponentials and coefficients of the model fit by the complex
exponential algorithm
λi ith eigenvalue
λ , [U ] Eigenvalues with positive imaginary components, and corre-
sponding eigenvectors.
ωn Natural Frequency
ω Frequency (in radians per second)
φin, φout Phase of applied and response acceleration in base excited
system
Ψ Eigenvector matrix
ρ Density
xiv
Term or Symbol Definition
Σ State covariance matrix
ζ Modal damping ratio
Ain Magnitude of acceleration applied to a base excited system
Aout Magnitude of response acceleration in a base excited system
[Ac], [A] System matrices for the continuous- and discrete-time state
space equations
A Cross sectional area
ai, { a} A set of arbitrary constants used in performing complex ex-
ponential fitting, the vector of these constants
[B2] Matrix defining locations of inputs u(t) in the second order
equations of motion for a vibrating lumped parameter me-
chanical system model
[Bc], [B] Input matrices for the continuous- and discrete-time state
space equations
[B], { b} Matrices of elements of { q } assembled for solving { a }
c1, c2 Damping values used in a test model for the implementation
of the base excitation identification algorithm
[C2] Damping matrix in the second order equations of motion for
a lumped parameter vibrating mechanical system model
Ca Output location matrix for acceleration
[Cc], [C] Output matrices for the continuous- and discrete-time state
space equations
Cd Output location matrix for displacement
Cv Output location matrix for velocity
[Dc], [D] Direct transmission matrices for the continuous- and discrete-
time state space equations
E Young’s Modulus
Fnj Natural frequency associated with the j
th pole of the nth
model
f (t) Applied Forces in the second order equations of motion for a
lumped parameter vibrating mechanical system model
{ f } External force applied to a system
{ F } Magnitude of external force applied to system
xv
Term or Symbol Definition
FRFbase Frequency Response Function between base motion and a
convenient measure of input to a base excited system
FRFresponse Frequency Response Function between response motion and
a convenient measure of input to the system
[G] An imaginary matrix defined in terms of these eigenvalues
and eigenvectors
Next state–Output covariance matrix
{ g} Projection of x0 onto the directions of { x } , which is a function
of geometry
[Hre f ] Reference based output Hankel matrix
{ h(t)} Inverse Fourier transform of [H], impulse response matrix
[H] Frequency Response Matrix
[I] Identity matrix
I Moment of Inertia
i Imaginary unit,
√ − 1
i, j, k Indices for various matrices and equations
k1, k2 Stiffness values used in a test model for the implementation
of the base excitation identification algorithm
[K] Stiffness matrix in the second order equations of motion for a
lumped parameter vibrating mechanical system model
l Beam length
m1, m2, m3 Mass values used in a test model for the implementation of
the base excitation identification algorithm
[M] Mass matrix in the second order equations of motion for a
lumped parameter vibrating mechanical system model
Oi Extended observability matrix
Pre fi , P
re f
i − 1 Projection of the row space of future output into row space of
past reference outputs for the two partitions of [Hre f ]
pk, Rk Roots and residues from the complex exponential algorithm
QTi Block elements of Q matrix from QR factorization of [H
re f ]
q(t) Generalized displacements in the second order equations of
motion for a lumped parameter vibrating mechanical system
model
{ Q} Complex vector defined as { Q } = [H][M]{ g }
{ q} Inverse Fourier transform of { Q }
xvi
Term or Symbol Definition
qm One element of the vector { q} , which is a time series propor-
tional to the system impulse response
Ri j Block elements of R matrix from QR factorization of [Hre f ]
Ri Output covariance matrices with i being arbitrary time lag
r, s Real and imaginary parts of roots pk
u(n)j Mode shape vector associated with the j
th pole of the nth
model
U1, S1, V T1 Components of the SVD of P
re f
i
uk Individual eigenvectors from [U ]
{ u(t)} , { uk } Continuous- and discrete-time input vectors
u(t) Inputs to system in the second order equations of motion for
a lumped parameter vibrating mechanical system model
Vin Applied input velocity in base excited system
Vout Response velocity in base excited system
[Vc] Observed mode shapes for continuous-time system
Wi, Vi Residuals uncorrelated with state estimates
wk, vk Process and measurement noise
x0, v0, a0 Applied base motion, in terms of displacement, velocity, and
acceleration
{ xk } , { xk+1 } Discrete-time state vectors at time k∆t, and (k+1)∆t
{ x(t)} Continuous-time state vector
Xˆi Kalman filter state sequence
xˆk, Kk − 1, Pk Kalman state estimate, Kalman filter gain, Kalman state co-
variance matrix
{ x } , { y} Response motion relative to base, absolute response motion
of base excited system
X , V , A Displacement, Velocity, and Acceleration
yre fk , y
∼ re f
k , [L] Reference outputs, non-reference outputs, selection matrix
for references
{ y(t)} , { yk } Continuous- and discrete time output vectors
ARMAV AutoRegressive Moving Average Vector
FFT Fast Fourier Transform
FRF Frequency Response Function
LDV Laser Doppler Vibrometer, or Laser Doppler Vibrometry
xvii
Term or Symbol Definition
MAC Modal Assurance Criterion
MACEC The name of the software implementation of SSI used in the
research described in this thesis. It originally stood for Modal
Analysis on Civil Engineering Constructions, and was devel-
oped at K.U. Leuven
MEMS Micro-Electro-Mechanical Systems
PSD Power spectrum
PSV The name of the Polytec vibrometer control software, stand-
ing for Polytec Scanning Vibrometer
Quality Factor Measure of system damping; also called Q-Factor
RF MEMS Radio Frequency Micro-Electro-Mechanical Systems
SSI Stochastic Subspace Identification
xviii
CHAPTER 1. INTRODUCTION AND REVIEW OF LITERATURE 1
Chapter 1
Introduction and Review of Literature
1.1 Introduction
Micron-scale mechanical systems and devices, such as MEMS (micro-electro-mechanical
systems) are becoming common in a number of important applications. Because these de-
vices depend for their operation on the mechanical behaviour of micron-scale structures,
there is interest in characterizing the mechanical and dynamic properties of these struc-
tures. One important class of dynamic properties of any mechanical structure are the modal
characteristics, describing the vibrational behaviour of the system. These properties can
have significant effects on the performance (for example, sensor bandwidth and switch
closing time), reliability (including sensitivity to environmental vibration), and useful life
(as large deflections at resonance can have fatigue effects) of a system. The experimentally
determined modal characteristics of a structure can be used to test, fine-tune, or develop
a mathematical or numerical model of the structure, for which the full modal characteri-
zation is important [1]. They may also be used in the so-called inverse problem, where
experimentally determined modal parameters are used to estimate the material properties
and dimensions of the structure, including such things as residual stresses (e.g. [2]), and in
damage detection applications (e.g. [3]).
There are, however, a number of significant challenges in determining these character-
istics, mainly related to the scale of the structures. These challenges are principally a large
scale mismatch between the structure and the conventional means of measuring vibration or
applying force to excite it, as well as a tendency to high natural frequencies. The research
described in this thesis centers on experimental estimations of these modal characteristics
for micron-scale structures. Two approaches are used, these being output-only identifica-
tion, where only the response to a white noise input is used, and base excitation, where a
measured motion is applied as excitation.
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The following sections in this chapter will detail the objectives of the research described
herein, provide an overview of relevant literature, and outline the remaining contents of the
thesis.
1.2 Research Objectives
The research described in this thesis was directed toward implementation and validation of
methods for performing experimental modal analysis on micron-scale structures. In partic-
ular, a series of micro-cantilever switches and the cercal mechanosensory hairs of crickets
were studied. In this research, two methodologies for performing such analysis were ex-
amined, implemented (using existing tools where practical), and tested for the purpose of
these experiments.
The immediate objectives of this research were to:
• Select and implement, using existing tools where practical, methodologies for exper-
imental modal characterization of micron-scale structures;
• Test and validate these methodologies for structures resembling slender beams; and
• Perform modal characterizations on structures of interest, in particular micro-canti-
lever switches and cercal mechanosensory hairs of crickets.
The two methodologies selected for this work were, primarily an output-only method-
ology using the MACEC implementation of the Stochastic Subspace Identification (SSI)
algorithm, and secondly a base excitation methodology using the algorithm presented by
Be´liveau, et al.[4] These two methods were tested on the micro-cantilever switches, where
an Euler-Bernoulli model allowed prediction of characteristics, and on sections of fine wire,
with lengths selected to have similar first natural frequencies to those reported in the litera-
ture for mechanosensory hairs on the cerci of crickets.
The results of this research are anticipated to have applications in the design and testing
of MEMS devices, and the validation of numerical and analytical models of them. Appli-
cation may also be possible in the area of biomimetic sensor design, by enabling modal
characterization of the biological sensors on which biomimetic sensors might be based.
Finally, the methodologies described and validated here may be applicable to other micron-
scale structures where vibratory behaviour is important.
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1.3 Review of Literature
This section reviews some relevant literature in several areas. The first part of this sec-
tion will provide an overview previous work in characterization of micron-scale structures,
particularly MEMS-type devices. Following this, a brief overview of modal characteriza-
tion methods using only response measurements, known as Output-only methods will be
presented. The final part of this section will discuss previous applications to sound and
vibration sensing organs of insects, which represent an interesting case for study.
1.3.1 Characterization of Micron-Scale Structures
An early example of experimental characterization of MEMS structures is [2], where Bur-
dess et al. used laser Doppler vibrometry (LDV) and a sine sweep base excitation applied
by piezoelectric disks to study silicon beams. Frequency response functions (FRFs) be-
tween the driving voltage to the piezo actuators and the velocity of response of the struc-
tures were analyzed using unspecified modal analysis software to obtain natural frequency,
modal damping, and mode shapes. Vignola et al. [5] used an impulse base excitation ap-
plied through an ultrasonic transducer and LDV in examining MEMS oscillators. A similar
method was used by Chou and Wang [6], who used an electrical discharge pulse to generate
a base excitation, and measured the base and response motion with LDV. They computed
FRFs between them, and then obtained natural frequencies and mode shapes. Ozdoganlar
et al. [7] applied a white noise base excitation with a piezoelectric actuator and used LDV
to measure the FRFs between the motion at both base and structure to driving voltage and
then divided these to get a standard base excitation FRF, from which natural frequency and
damping ratio estimates were obtained. Wang et al. [8] also used a piezoelectric actuator
to apply an impulse base excitation to a piezoelectric beam, measuring the signal produced
by the integrated sensing element. They only obtained resonant frequencies from the fre-
quency spectrum of the response. A range of analysis methodologies are described by the
authors above for base excitation, but Be´liveau, et al. [4] derive and present a complete
algorithm based on classical vibration and modal analysis methods. This algorithm, though
originally applied by its authors to aerospace applications, is general enough to be suitable
for any structure where the necessary base excitation FRFs can be measured.
In other cases, integrated actuators are used to excite the structures for modal analy-
sis. Shaporin et al. [9] used LDV to obtain FRFs between voltage applied to the internal
actuator and the motion of a set of micromirrors. This was used to obtain eigenfrequen-
cies which were then used with a numerical model to characterize the devices. Massad et
al. [10] used a similar method in work on the dynamics of RF MEMS switches. Veryeri
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and Basdogan [11] measured the FRFs between a swept sine input voltage to the integrated
actuator of a micromirror and the motion in response using an LDV system. These FRFs
were then analyzed in MEScope modal analysis software to obtain the full set of modal pa-
rameters for the first rotational mode. Anac and Basdogan [12] used the same methodology
as part of an extensive study on a two-axis micromirror, obtaining modal parameters for
a number of modes, which they then used for validating a numerical model. De Pasquale
and Soma` [13] used an interferometric microscope and swept sine voltage to an integrated
actuator to measure FRFs for specially designed test devices consisting of a plate with holes
suspended by beams. The results were analyzed to obtain natural frequency and damping
ratio, which were used to validate a proposed analytical model.
1.3.2 Output-Only Identification Methods
Lardies [14], in his paper describes a technique for using a vector autoregressive moving
average model to determine the modal parameters of a vibrating structure excited by un-
measured white noise. This method, while computationally expensive does allow for iden-
tification of system modal characteristics from discrete-time, output-only measurements.
Bodeux and Golinval [15] apply both autoregressive moving average vector (ARMAV) and
data-driven stochastic subspace methods to a test structure. The authors determined that the
two methods gave very similar results, with the stochastic subspace method taking signifi-
cantly less computation time. Hermans and Van der Auweraer [16] describe and compare
two correlation-driven stochastic subspace methods, which they call the balanced realiza-
tion and canonical variate analysis methods. The authors also discuss a polyreference least
squares complex exponential method. They conclude that the balanced realization method
has significant practical advantages over the other methods, but is relatively computation-
ally expensive.
Peeters et al. [17] describe a MATLAB toolbox called MACEC. MACEC (an acronym
for Modal Analysis on Civil Engineering Constructions) was developed to apply output
only modal identification to civil engineering structures, where applying known inputs is
usually difficult and expensive, and additionally would often require taking the structure
out of service during the testing, because operational loading and environmental condi-
tions would result in significant noise in the input. It implements a data-driven stochastic
subspace method detailed in [18, 19], for system identification, and provides a graphical in-
terface for its use. In this implementation, the stochastic subspace method is used to identify
the modal parameters of a system directly from a set of measured acceleration data. This
software has been applied to several civil engineering structures, including a bridge [17, 20]
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and a transmitter mast [21].
Other methods have been reviewed by Peeters et al. [20], Peeters and De Roeck [22],
and more recently, Magalha˜es and Cunha [23]. Much of the work in this area comes from
civil engineering, where large scale structures pose challenges in applying controlled and
measured force excitation to excite the modes of interest. These challenges, though dif-
ferent in detail, have similar implications to the challenges in applying excitation to the
micron-scale structures described in the previous subsection.
1.3.3 Mechanical Characterization of Sound and Air Vibration Sen-
sory Organs of Insects
One interesting potential application of the methods of modal analysis for micron-scale
structures is the dynamic characterization of sound and vibration sensors in insects. There
have been a number of attempts in the biological literature to characterize these structures,
some of which are described in this subsection. The results of these characterizations are
also of interest in the design of biomimetic sensors, several examples of which are also
briefly described. Of particular interest in the research described in this thesis is a class of
sensory organs known as mechanosensory hairs. Because of the importance of this subset
of sensory organs, they will be discussed separately from others.
A study of hearing in a parasitoid fly by Robert et al. [24] used a single point LDV
moved on a positioning stage to measure the response at several points across the span of
the typmpanal hearing organs to a burst of random noise. Measuring the incident sound
with a microphone allowed the authors to compute the transfer functions between the inci-
dent sound and the motion of the hearing organ. From these results, the authors obtained
frequency range of maximum displacement (i.e. resonance) and deflection shapes across
the span of the hearing organ. The authors further suggest a simplified mechanical model
for this behaviour. This model and its derivation are detailed in Miles, et al. [25], and the
modal characteristics of the model were computed. These results were later used in the
fabrication of diaphragms, as might be used in biomimetic microphones, by Yoo et al. [26].
As part of a more comprehensive study of a mechanosensory organ in a locust, Pflu¨ger
and Field [27] performed a mechanical response test. This organ, the external part of which
appears as a stiff plate suspended on a taut membrane, was found to be sensitive to both
sound and motion. In this test, they released the organ from a deflected position and mea-
sured the motion of a single point with a laser displacement transducer. They observed no
oscillation within the resolution of their transducer, and concluded that the structure was
heavily damped.
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Go¨pfert and Robert [28] performed tests to measure vibration response of an antennal
hearing organ in Drosophila melanogaster. In this study, they measured the response of
these organs to sound using microscanning LDV and a pressure gradient microphone, giv-
ing transfer functions between air particle velocity and motion of the sense organ at many
points. From this, they obtained resonance frequencies and quality factors (a measure of
damping). They also observed an intensity dependence in these resonance parameters, in-
terpreted as indicating a non-linear stiffness in the system. The authors also interpret their
results to describe the type of motion undergone by the organ in response to sound.
Windmill et al. [29] performed measurements of the response of a tympanal membrane
in a locust to sound excitations. They also used microscanning LDV, with a pressure mi-
crophone used to measure the sound input. They obtained transfer functions of membrane
velocity to sound pressure, and examined the deflection shapes at various frequencies. The
authors observed travelling waves in the deflection shapes, which were deemed to be of bio-
logical significance. Another group of authors including Windmill [30] studied a tympanal
membrane in several species of moth, performing similar experiments as in the above. In
this study, microscanning LDV was used to obtain resonant frequencies and associated de-
flection shapes. Other studies using similar methods include: Mhatre et al. [31], observing
deflection shapes of tympanal membranes of tree crickets at biologically important frequen-
cies; and Lucas et al. [32] observing deflection shapes and best response frequencies for
tympanal ears in a butterfly. Nowotny et al. [33] examined displacement amplitude spectra
of tibial hearing organs in bushcrickets, after calibrating a flat-spectrum sound excitation,
obtaining peak displacement frequencies and associated deflection shapes.
It might be noted here that, despite a number of works describing mechanical charac-
terization of sound and air vibration sensory organs in insects, a complete modal analysis
was not found. The usual case was that only resonant frequencies, and perhaps associated
deflection shapes, were obtained. In only two cases was any comment made on damping,
and only one of these was quantitative. In the one case with a quantitative damping re-
sult, deflection shapes were not shown. It is also worth noting that scanning laser Doppler
vibrometry has come to be frequently used for the making of these measurements.
Mechanosensory Hairs
One interesting sensory organ found in insects is the mechanosensory hair. These slender
structures, which appear on the outer surface of a number of insects, generally respond to
air motion in one form or another. These are of particular interest here because they are
relatively easy to access, easy to excite, and occur on easily available insects, for example
crickets.
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Shimozawa and Kanou [34] measured the static stiffness of the support of cercal mech-
anosensory hairs in a cricket (Gryllus bimaculatus), and modelled their dynamics. A mea-
surement of amplitude of displacement was also made. The authors treated the hair as a
rigid beam on a flexible support.
Ka¨mper and Kleindienst [35] performed experiments to identify the frequency of max-
imum response (i.e. resonance) for cercal mechanosensory hairs in crickets. They used a
loudspeaker to generate air motion, calibrating with an anemometer to allow for generation
of known air velocities at varying frequencies. Response motion of the hairs was measured
by projecting light perpendicular to the hair motion plane and observing the shadow cast by
the hair on a line CCD. They measured the displacement amplitude at various frequencies
between 10 and 200 Hz, observing maximum displacement frequency and phase lead or lag
relative to the exciting air motion at one point on each hair. Noting that in general, these
mechanosensory hairs are assumed to behave as rigid beams flexibly supported at one end
(as in [34]), they also measured the maximum displacement at various points along one of
their specimen hairs, observing that the magnitudes of displacement were proportional to
position along the hair’s length. They also made measurements of frequency response at
two points on another hair, and observed that the frequency responses in terms of angular
displacement were nearly identical. They thus concluded that the hairs do behave as rigid
beams in flexible supports.
Landolfa and Miller [36] performed experiments analyzing the nerve responses to air
motion of cercal mechanosensory hairs in crickets, extending the work of Shimozawa and
Kanou and of Ka¨mper and Kleindienst, described previously. In their work, they also tested
the response of hairs of different lengths to defined motions. The authors found that, over
the range of lengths so tested, the nerve response was proportional to the motion (specifi-
cally, angular velocity) of the hair. In a companion paper, Landolfa and Jacobs [37] studied
the preferred directions (in terms of nerve response to motion) of the hairs on the cerci of
crickets, examining the distribution of directionality around the cercus. They found that
hairs with similar preferred directions tend to be grouped together, and described where
these groups were located on the cercus.
Kumagai et al. [38] used laser Doppler velocimetry (note that this is distinct from laser
Doppler vibrometry) to measure the velocity of motion of single points on mechanosensory
hairs of crickets in response to white noise air motion calibrated using the same velocimeter
in a wind tunnel. They obtained transfer functions and best frequencies, as well as exam-
ining overall behaviour of the frequency response. The authors also made an estimate of
damping ratio from the slope of the phase response. More recently, Santulli et al. [39] ap-
plied scanning LDV to measuring the response of these cercal hairs to sound up to 20 kHz,
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and observed frequency response and deflection shapes. They found many high frequency
resonances and observed combined rotation and bending deflections at most frequencies.
Only deflection magnitude results are presented in [39].
1.4 Chapter Summary and Outline of Thesis
In this chapter, the research which will be presented in the following chapters has been
introduced, and relevant literature has been reviewed. In the next two chapters, the theory
of the identification methods being used for this research will be detailed. Following this,
the experiments conducted will be described in Chapters 4 and 5. The results of these
experiments are presented and discussed individually in Chapters 6 and 7. Comparative
discussion is also presented in Chapter 7, and conclusions in Chapter 8. An appendix
containing the MATLAB code implementing the base excitation algorithm described in
Chapter 3 is also provided.
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Chapter 2
The Stochastic Subspace Identification
Algorithm and the MACEC Modal
Analysis Software
2.1 Introduction
Conventionally, modal analysis of a structure is based on the frequency response functions
between measured input forces and measured output accelerations. In the case of micron-
scale and other small structures, this is generally impractical, due to the extreme scale
mismatch between the structure being tested and the shakers, load cells, and accelerometers
normally used to apply and measure excitation forces and resulting accelerations. Laser
Doppler vibrometry, a non-contact velocity measurement methodology, is well established
for measuring the response of MEMS and other micron scale structures, however this still
does not address the difficulty in measuring applied forces.
In some cases, it may be possible to apply a force, but not to conveniently measure it.
This is the case when exciting a MEMS device with integrated electrostatic acutators, as in
a micro-switch such as that studied by Wang [40], or when a structure can be excited with
moving air, such as near field sound, as was done by Hafeez et al. [41]. In cases such as
this, an output-only system identification method may be used, where the input is assumed
to be a white noise, and the system parameters are estimated from the measured response
only.
There are many such algorithms, for example those reviewed by Peeters et al. [20] or by
Magalha˜es and Cunha [23], but since this thesis is not directed to deriving or implementing
a novel identification algorithm, an existing implementation was desired. One such imple-
mentation is the MACEC software, a MATLAB toolbox developed at K.U. Leuven to apply
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the stochastic subspace identification algorithm for civil engineering structures, providing
a graphical user interface. As this software was available and has been validated on both
large structures [17, 20, 21], and for medium scale structures [42], it was selected for this
research.
A detailed description of the Stochastic Subspace Identification (SSI) algorithm is pro-
vided in Section 2.2. This is followed by a description of the capabilities and use of the
MACEC software, as used in this research, in Section 2.3. Demonstration of the validity of
this tool for micron-scale structures is discussed in Chapter 6.
2.2 The Stochastic Subspace Identification Algorithm
The stochastic subspace identification algorithm, as implemented in MACEC, fits a stochas-
tic state space model to measured responses, assuming white noise inputs. In this section,
the algorithm, as presented in [19], will be described. In summary, the SSI algorithm iden-
tifies the modal parameters of a structure from the measured responses to an unmeasured
excitation in the following way:
• Response to an unmeasured, (assumed) normally distributed, white noise excitation
is measured. Note that any peaks in the frequency spectrum of the excitation will
appear as modes in the results of an SSI analysis.
• QR factorization and Singular Value Decomposition are applied to those measured
responses to obtain Kalman filter state estimates for the system.
• From these state estimates and the measured responses, a least-squares solution for
the discrete-time state space system and observation matrices are obtained.
• From these system and observation matrices, modal parameter estimates are ex-
tracted.
• Modes from many models of increasing order are plotted on a stabilization diagram,
with stability (according to specified stabilization criteria) indicated.
The following subsections will first introduce the discrete time stochastic state space
model and its relation to the modal parameters of the system it describes, and then go on to
discuss the details of the algorithm itself.
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2.2.1 The State Space Model
In this subsection, the origins of the discrete-time stochastic state space model which is
used in the stochastic subspace identification method will be explained. This subsection
begins with the deterministic continuous state space model, and progresses through the
deterministic discrete-time model to the discrete-time stochastic state space model.
The Deterministic Continuous-Time State Space Model
It is well established that a system which can be described by the second order system of
equations of motion in shown in Equation 2.1 can be equally described by the state space
model of Equation 2.2 [43]:
[M] q¨(t)+ [C2] q˙(t)+ [K]q(t) = f (t) = [B2]u(t), (2.1)
where [M], [C2],and [K] are the mass, damping, and stiffness matrices respectively, q(t) the
vector of generalized displacements, and f (t) the vector of applied forces. The vector of
forces, f (t) can be factored into [B2] and u(t), where [B2] describes where the inputs, u(t),
are applied on the structure. This state space form is shown here, as
{ x˙(t)} = [Ac] { x(t)} +[Bc] { u(t)} ,
{ y(t)} = [Cc] { x(t)} +[Dc] { u(t)} , (2.2)
where [Ac], [Bc], [Cc], and [Dc] are the system matrix, input matrix, output matrix, and direct
transmission matrix, respectively. The subscript c indicates that these are the continuous
time state equation matrices. { x(t)} is the state vector, { u(t)} the input vector, and { y(t)}
is the observed output vector.
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These matrices are defined as:
[Ac] =
[
0 I
− [M]− 1 [K] − [M]− 1 [C2]
]
,
[Bc] =
[
0
[M]− 1 [B2]
]
,
[Cc] =
[
Cd − Ca [M]− 1 [K] Cv − Ca [M]− 1 [C2]
]
,
[Dc] =Ca [M]
− 1 [B2] ,
where Ca, Cv, and Cd are the output location matrices for acceleration, velocity, and dis-
placement, respectively. The state matrix is defined as
{ x(t)} =
{
q(t)
q˙(t)
}
.
In addition, it is well known that the eigenvalues and eigenvectors of the system matrix,
[Ac] contain the modal parameters [43]. In matrix form, the eigenvalue problem can be
expressed as
[Ac]Ψ=ΨΛc. (2.3)
In this case, Λc is a diagonal matrix of eigenvalues, and Ψ is the corresponding matrix of
eigenvectors. It should be noted that both eigenvalues and eigenvectors come in complex
conjugate pairs. The eigenvector gives the full mode shape directly, and the eigenvalue
contains the natural frequency and damping ratio, which can be calculated from
λi, λ ∗i = − ζiωi ± ωi
√
1 − ζ 2i i, (2.4)
where λi is the ith eigenvalue, λ ∗i is its complex conjugate, ωi and ζi are the ith natural
frequency and modal damping ratio, respectively, and i is the imaginary unit.
In addition to this, Peeters [19] shows that the product of the output matrix and the
system eigenvectors, as shown in Equation 2.5, results in the observed mode shapes, [Vc].
That is, the part of the full mode shapes which can be observed in the output, { y(t)} , is
[Vc] = [Cc] [Ψ] . (2.5)
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The Deterministic Discrete-Time State Space Model
It is also well established that a discrete-time (ie. sampled) version of the state space model,
shown in Equation 2.6 may be found which is equivalent the continuous-time state space
model as described by Equations 2.7 to 2.10:
{ xk+1 } = [A] { xk } +[B] { uk } , (2.6)
{ yk } = [C] { xk } +[D] { uk } ,
where
[A] = e[Ac]∆t , (2.7)
[B] =
∫ ∆t
0
e[Ac]τδτ [Bc] = ([A] − [I]) [Ac]− 1 [Bc] , (2.8)
[C] = [Cc] , (2.9)
[D] = [Dc] , (2.10)
assuming a zero-order hold (ZOH) sampling. This is a standard representation for discrete-
time system models, found in, for example, digital control books such as [44]
As is the case in the continuous-time state space model, the modal parameters can be
found from the eigenvalues and eigenvectors of the system matrix, A. Showing this starts by
rearranging Equation 2.3 for Ac and substituting this into the formula for the discrete-time
system matrix, Equation 2.7. This results in
[A] = e[Ac]∆t = eΨΛcΨ
− 1
. (2.11)
From this, according to the properties of the matrix exponential1, and recalling that the
continuous-time eigenvalue matrix is diagonal, one can write
[A] =ΨΛdΨ− 1, (2.12)
where Λd is a diagonal matrix equal to eΛc . It can clearly be seen that this is an eigenvalue
solution to the discrete-time system matrix. This shows that the eigenvectors, and recall-
ing Equation 2.9, the observed mode shapes are, as would be expected, identical to the
continuous-time case. The eigenvalues, µi, of the discrete-time system matrix are related to
1These properties are well established and can be found, for example in [45]
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the eigenvalues of the continuous-time equivalent, λi, by the equivalent formulae:
µi = eλi∆t , (2.13)
λi =
ln(µi)
∆t
, (2.14)
which allows the natural frequencies and damping ratios to be obtained.
The Discrete-Time Stochastic State Space Model
The discrete-time state space model shown in Equation 2.6 is a fully deterministic model
of a sampled system. In real experiments, however, there will always be some amount of
noise. This noise, which may come from many sources, including environmental distur-
bances, modelling inaccuracies, and measurement noise, is conventionally assumed to be
zero-mean white noise, and is inherently unmeasurable. This can be modeled by a discrete-
time combined deterministic-stochastic state space model:
{ xk+1 } = [A] { xk } +[B] { uk } +wk, (2.15)
{ yk } = [C] { xk } +[D] { uk } + vk.
In this model, wk and vk are the process and measurement noise terms respectively. These
are both unmeasureable vectors, and are assumed to be uncorrelated zero-mean white noise.
In cases where there is no measurable input force, { uk } , this can be simplified to the
discrete-time stochastic state space model:
{ xk+1 } = [A] { xk } +wk, (2.16)
{ yk } = [C] { xk } + vk.
In this model, all inputs are lumped together into the noise terms, which are, as before
assumed to be zero-mean white noise. This assumption is important, and if it is not fully
accurate, then any dominant frequency components in the inputs will be indistinguishable
from system modes in the identification process.
Important Properties and Assumptions about the Discrete-time Stochastic State Space
Model
At this point, a number of properties and assumptions that will be important in the next sub-
section, detailing the theory of SSI, will be presented. These are all defined by Peeters [19],
and are presented here because they are needed later.
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First, referring to Equation 2.15, the noise terms wk and vk are independent, zero mean,
gaussian white noise vectors, having covariance matrices Q, S, and R as:
E
[(
wp
vp
)(
wTq v
T
q
)]
=
(
Q S
ST R
)
δpq, (2.17)
where δpq is the Kronecker delta with p and q being two arbitrary time instants.
If the stochastic process is assumed to be stationary and zero-mean, then the states have
the properties:
E
[
xkxTk
]
= Σ, E [xk] = 0. (2.18)
The matrix Σ is called the state covariance matrix, and is independent of time. The covari-
ances between the states xk and the noise wk and vk are both equal to zero, as the noise is
independent of the state.
The matrices Ri, called the output covariance matrices are defined to be
[Ri] = E
[
ykiy
T
k
]
, (2.19)
with i being an arbitrary time lag.
A further important covariance matrix is the next state - output covariance matrix, [G],
defined as
[G] = E
[
xk+1yTk
]
. (2.20)
Finally, the following properties can be derived from Equations 2.17 to 2.20:
Σ = [A]Σ
[
AT
]
+[Q] , (2.21)
[R0] = [C]Σ
[
CT
]
+[R] , (2.22)
[G] = [A]Σ
[
CT
]
+[S] . (2.23)
2.2.2 The Stochastic Subspace Identification Algorithm
This subsection presents the stochastic subspace identification (SSI) algorithm as imple-
mented in MACEC [19]. The reference-based algorithm described here is exactly equiva-
lent to the non reference-based algorithm when all channels are taken as references, as was
the case in the research described in this thesis.
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Reference Channels and the Output Hankel Matrix
Before discussing the details of the SSI algorithm, the concept of reference channels must
be explained. It is also necessary to define the output Hankel matrix, and its partitioning
into past and future components. This subsection is provided for that purpose.
Reference Channels Since in most cases of modal analysis, the number of measurement
locations is determined by the detail needed for the mode shape, there is usually some
redundancy in determining the natural frequencies and damping ratios, which can theo-
retically be determined from a single measurement point, provided it is not located at a
node. The reference-based SSI algorithm uses this fact to partially ignore some channels of
measurement in the identification process. This can improve the speed of the process at a
minimal cost in accuracy, provided that the reference channels, those not partially ignored,
are well chosen. If the l output channels are split into r reference channels and l − r other
channels, and the outputs { yk } arranged to place the reference channels first, then the output
vector at time k can be divided as shown below:
{ yk } =
(
yre fk
y∼ re fk
)
, yre fk = [L] { yk } , [L] = [Ir 0] , (2.24)
where yre fk are the reference outputs, y
∼ re f
k the non-reference outputs, and [L] is a selection
matrix for those references. It is highly desirable to select references well, particularly
avoiding nodes in the mode shapes.
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Output Hankel Matrix To conduct the identification, it is necessary to place the mea-
sured outputs into a block Hankel matrix, having 2i block rows and N columns. Note that
there is a limit on how large i and N can be based on how many time samples of output are
measured. The reference-based output Hankel matrix,
[
Hre f
]
is defined in Equation 2.25,
partitioned into “past” and “future” parts:
[
Hre f
]
=
1√
N

yre f0 y
re f
1 . . . y
re f
N − 1
yre f1 y
re f
2 . . . y
re f
N
. . . . . . . . . . . .
yre fi− 1 y
re f
i . . . y
re f
i+N − 2
yi yi+1 . . . yi+N − 1
yi+1 yi+2 . . . yi+N
. . . . . . . . . . . .
y2i − 1 y2i . . . y2i+N − 2

=
(
Y re f0| i− 1
Yi | 2i− 1
)
=
(
Y re fp
Y f
)
l ri
l li
“past”
“future”
.
(2.25)
The output Hankel matrix is scaled by 1/
√
N, which is important to note. The sub-
scripts of Yi | 2i− 1 indicate the first and last elements of the first column of the block Hankel
matrix. The subscripts p and f indicate past and future. The partition into past and future
elements is indicated by a horizontal line, dividing the matrix into two parts of i block rows.
An additional partition is obtained by adding one block row to the “past” submatrix and re-
moving one from the “future” submatrix. Since the reference outputs may be only a subset
of the full set of outputs, there are l − r rows left over, which may be denoted by Y ∼ re fi | i .
This new partition gives
[
Hre f
]
=

Y re f0| i
Y ∼ re fi| i
Yi+1 | 2i − 1
=

Y re f+p
Y ∼ re fi | i
Y −f
 l r(i+1)l l − r
l l(i − 1)
. (2.26)
Kalman Filter State Sequence
An important role in the SSI algorithm is played by the Kalman filter. The Kalman filter is
discussed in many linear systems and digital control books, such as [46, pages 413–420],
and its purpose is to produce an optimal estimate of the system state vector xk using past
outputs and available system matrices. These predicted states are denoted by xˆk+1.
CHAPTER 2. SSI & MACEC 18
When the initial state estimate, xˆ0 = 0, the initial covariance of the state estimate also
equals zero, and the output measurements y0, . . . ,yk − 1 are known, non-steady state Kalman
filter state estimates can be obtained from the set of recursive equations given here:
xˆk = Axˆk − 1+Kk − 1 (yk − 1 − Cxˆk − 1) , (2.27)
Kk − 1 =
(
G − APk − 1CT
)(
R0 − CPk − 1CT
)− 1
, (2.28)
Pk = APk − 1AT +
(
G − APk − 1CT
)(
R0 − CPk − 1CT
)− 1 (
G − APk − 1CT
)T
, (2.29)
which give the Kalman state estimate, Kalman filter gain, and Kalman state covariance
matrix, respectively. The Kalman filter state sequence is defined as
Xˆi = (xˆi xˆi+1 . . . xˆi+N − 1) . (2.30)
This should be interpreted as indicating that a given state estimate, for example xˆi+q, is
found using only the previous i outputs, yq, . . . ,yi+q − 1. Thus it is not possible to treat
consecutive elements of Xˆi as consecutive iterations of Equations 2.27 to 2.29.
Output Projection
The SSI algorithm begins by projecting the row space of the future outputs into the row
space of the past reference outputs. The notation and definition of this is
Pre fi =
Yf
Y re fp
= Yf (Y re fp )
T (Y re fp (Y
re f
p )
T )†Y re fp . (2.31)
where the matrices Y re fp and Yf are the partitions of the output Hankel matrix defined in
Equation 2.25, and [· ]† represents the Moore-Penrose pseudo-inverse. This definition is
not, however the method by which the projection matrix is calculated. The calculation
is actually performed using QR factorization, as will be discussed. Using the alternative
partition in Equation 2.26, a second projection can be defined as
Pre fi− 1 =
Y −f
Y re f+p
. (2.32)
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The computation of these projections is performed using the QR factorization of Hre f ,
as [
Hre f
]
=
(
Y re fp
Yf
)
=

Y re f+p
Y ∼ re fi | i
Y −f
= RQT , (2.33)
where the matrix Q is orthonormal and R is lower triangular. Since the number of rows in
the Hankel matrix is less than the number of columns, zero columns in R can be omitted,
along with the corresponding rows of QT , which will naturally not appear in the resulting
product. The result is divided in block rows and columns, resulting in the following:
Hre f =
ri r l − r l(i − 1)
↔ ↔ ↔ ↔ N → ∞
ri l
r l
l − r l
l(i − 1) l

R11 0 0 0
R21 R22 0 0
R31 R32 R33 0
R41 R42 R43 R44


QT1
QT2
QT3
QT4

l ri
l r
l l − r
l l(i − 1)
. (2.34)
From these definitions, it is possible to express the partitions shown in Equation 2.33 in
terms of the R and Q submatrices, and thus also the projections and the time i outputs as
well, which is shown in Equations 2.35 to 2.37 below:
Pre fi =
 R21R31
R41
QT1 , (2.35)
Pre fi− 1 =
(
R41 R42
)( QT1
QT2
)
, (2.36)
Yi | i =
(
R21 R22 0
R31 R32 R33
) Q
T
1
QT2
QT3
 . (2.37)
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Identification from the Projection
The main theorem of the reference based stochastic subspace identification algorithm in
MACEC is that the projection Pre fi can be expressed as the product of the extended observ-
ability matrix, Oi and the Kalman filter state sequence, Xˆi, as shown below:
Pre fi = Oi Xˆi =

C
CA
...
CAi − 1

↔
n
(
xˆi xˆi+1 . . . xˆi+N − 1
)
l n . (2.38)
This projection matrix, as its components are expected to both have rank equal to their
smaller dimension, which is n, as the other dimension, either the number of outputs times i
or the number of time samples, is expected to be bigger than the system order. The actual
rank can be found using singular value decomposition (SVD), which can be applied to the
projection matrix, giving the result in Equation 2.39, after omitting the zero singular values
and the associated singular vectors:
Pre fi =U1 S1V
T
1 . (2.39)
By splitting this SVD into two parts, the extended observability matrix and the Kalman
filter state sequence can be found as
Oi = U1 S
1/2
1 T, (2.40)
Xˆi = O
†
i P
re f
i . (2.41)
The matrix T can be any arbitrary similarity transformation matrix, and so for conve-
nience it is set to the identity matrix T = I. To obtain the system modes, a second projection
needs to be defined by shifting the separation between past and future outputs down one
block row in the output Hankel matrix, which results in
Pre fi− 1 =
Y −f
Y re f+p
= Oi − 1 Xˆi+1. (2.42)
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From this, the extended observability matrix, Oi− 1 is simply the first i − 1 block rows
from the original extended observability matrix Oi, and the state sequence Xˆi+1 can be
computed as
Xˆi+1 = O
†
i − 1 P
re f
i − 1. (2.43)
From Equations 2.41 and 2.43, it is thus possible to compute the Kalman state sequences
using only the output data. Doing this and stacking the state-space models for all time
instants from i to i+N − 1 gives an overdetermined set of linear equations, as shown in
Equation 2.44: (
Xˆi+1
Yi | i
)
=
(
A
C
)
Xˆi+
(
Wi
Vi
)
, (2.44)
where Yi | i is an output Hankel matrix with only one block row, for time i, computed as in
Equation 2.37. In this equation, Wi and Vi are residuals uncorrelated with the state estimates,
Xˆi. Since the Kalman state sequences and outputs are known at this point, and the residuals
are uncorrelated with Xˆi, this set of equations can be solved for the system matrices A and
C in a least-squares sense, shown below:(
A
C
)
=
(
Xˆi+1
Yi | i
)
Xˆ†i . (2.45)
Once the system matrices A and C are found, the modal parameters can be computed
according to Equations 2.12 and 2.5. These eigenvalues and eigenvectors give the modal
parameters and thus complete the modal identification problem.
2.3 The MACEC Modal Analysis Software
This section discusses the capabilities of the MACEC software, with particular focus on
those used in the research described in this thesis. MACEC has numerous other functions,
which, not being used, are not described save to be touched on in passing. For this research,
version 2.0 of the MACEC toolbox was used, that being the version available at the start of
the research, and having the capabilities required [47].
The process of modal analysis in MACEC, and thus this section, may be conveniently
divided into three main parts. These are: First, data import and preprocessing; second,
model fitting and mode identification; and finally, postprocessing, including mode shape
visualization. Each of these stages is associated with a specific area of the main window
of MACEC, which is shown in Figure 2.1. These three broad stages in the analysis will be
discussed in the following subsections.
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Figure 2.1: MACEC main window
2.3.1 Data Import and Preprocessing
MACEC, as is the case with any modal analysis software, must be used upon data acquired
by experiment. These data, in the format used within the data acquisition apparatus, must
first be converted to a format which MACEC recognizes. In this case, the Polytec PSV soft-
ware used to control the vibrometer used for response measurement will export the data into
a STAR format .uff file, which may be read into MATLAB using a conversion function [48].
The data is then converted into ASCII text files, formatted in a way MACEC will import
using MATLAB scripts. The file format for the time series data is described here, while
measurement points and display elements are formatted as described in Subsection 2.3.3.
MACEC will import an ASCII text file, with an extension ‘.asc’, containing the time
series of each channel of measurements as a column. A ‘channel’ of measurements is a
single time series measurement, made at a specified point, of motion in a specified direction.
This can be shown as below, where each column contains one channel, as ch11 . . .ch1n,
ch21 . . .ch2n, and so forth to chm1 . . .chmn for a case with m channels of n samples:
ch11 ch21 · · · chm1
ch12 ch22 · · · chm2
...
...
...
ch1n ch2n · · · chmn

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Figure 2.2: Conversion to SIT format, step 1: Sensitivities
Figure 2.3: Conversion to SIT format, step 2: Sampling rate
Once the data is in the required ASCII format, it may be loaded in MACEC. The next
step is to convert the ASCII data to the internal data format of MACEC, called ‘.sit’. This
conversion, accessed by selecting the option ‘ascii’ from the dropdown menu in the pre-
processing area of the main window and selecting ‘Convert to SIT,’ allows one to input the
sensitivities of sensors used for measurements, if necessary, and the sampling rate, using
the dialogs shown in Figures 2.2 and 2.3. In this case, measurements are exported from
the PSV software in standard units, m/s in this case, as they are velocity measurements, and
so no sensitivities are required. Once the ASCII data has been converted to .sit, it is nec-
essary to specify node numbers, measurement directions, and the physical quantity being
measured in each channel. This is done by selecting ‘Edit SIT,’ shown in Figure 2.4. In this
case, all channels measure velocity, so this is selected from the dropdown menu, and since
the vibrometer measures out of plane motion, they are all in the positive z direction.
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Figure 2.4: Defining Node numbers, directions, and quantity measured
Once the data has been imported, converted to .sit format and assigned node numbers
and directions, it can then be preprocessed. The ‘Preprocess SIT’ window, shown in Fig-
ure 2.5, shows the user various plots of the signal and its properties, of which the time series
and power spectrum are most used here. This window then allows the data to be decimated
if necessary and detrended. This window is also where electrical noise components (e.g. 60
Hz AC hum) may be removed if necessary, and especially noisy or otherwise poor quality
channels may be deleted. In the section marked ‘PSD parameters’ the length of the PSD, or
power spectrum, may be specified, as well as the type of window function (boxcar or Han-
ning) used in calculating it. Once any necessary preprocessing is done here, the data is then
ready to be analyzed to fit models and identify modes, as described in the next subsection.
2.3.2 Model Fitting and Mode Identification
Once the measured response data has been imported and any necessary preprocessing has
been performed, it is then necessary to fit models to the data. MACEC provides two meth-
ods for doing this: the stochastic subspace method, which is used here, and a peak picking
method. In this research, only the stochastic subspace method, the theory of which is de-
tailed in Section 2.2, is used.
To apply this method in MACEC, it is selected from the dropdown menu in the pro-
cessing section of the main window, and the ‘Apply’ button is pressed. This calls up the
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Figure 2.5: Data preprocessing in MACEC
Stochastic Subspace Identification window, shown in Figure 2.6, from which the user man-
ages the model fitting and mode identification process. The first step is to select the SIT
files and channels from which the system is to be identified, designating reference channels
if necessary. MACEC supports a reference based technique, described in Subsection 2.2.2,
which can reduce computational cost if the measurements are made such that it may be
used. This was not the case in the present research, and thus all channels were selected for
identification and none were designated as reference channels.
Once the channels to be identified are selected, the expected order of the solution is
entered in the appropriate field. This expected order is, in theory, twice the number of peaks
in the PSD. In practice, it is often desirable to use a somewhat larger expected order. From
this expected order, an experience parameter is calculated, according to Equation 2.46. In
the application of MACEC to this research, it was found that if the experience parameter
was not at least two, the software did not run correctly, which puts a lower limit on the
values used for expected order. In this case, the denominator of Equation 2.46, the number
of reference channels, is equal to the total number of channels, as the reference based
algorithm is not being used in this research:
Experience Parameter =
Expected Order × 6
Number o f Re f erence Channels
. (2.46)
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Figure 2.6: SSI identification control window
The two check boxes labelled ‘Calculate’ are then both checked, and the ‘Start’ button
at the bottom of the SSI window is pressed. This starts the process of fitting models to the
selected channels, according to the algorithm described in Section 2.2. Once the calculation
is complete, it is then necessary to identify the modes which are present in the actual data,
rather than being mathematical or numerical artifacts of the analysis process.
MACEC provides two plots to assist in this. The first is a plot of principal angles,
in which a jump in the principal angle may indicate the approximate model order of the
system, which suggests how many modes are present in the measured data. The second,
and primary plot used for identifying the actual modes of the measured system is the sta-
bilization plot. A stabilization plot shows the locations of the model poles, each of which
describes one mode, on axes of frequency and model order. The stability of each pole is in-
dicated by the shape of the marker at the pole position. In MACEC, ⊕ indicates fully stable
poles while ♦ indicates partially stable poles. Each partially stable pole is labeled to indi-
cate what is stable, with ‘f’ indicating stable frequency, ‘d’ stable frequency and damping,
and ‘v’ stable frequency and vector (mode shape). An example of such a stabilization plot
is shown in Figure 2.7. Unstable poles are not shown by default, but they may be turned
on, in which case they are indicated by ◦ .
The stability of a pole is determined by comparing it to the poles of the model of the
next lowest order. If the pole’s frequency, damping ratio, and mode shape are sufficiently
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Figure 2.7: Sample MACEC stabilization plot
close, as defined by the stabilization criteria specified by the user, to a pole in the previous
model, the pole is said to be stable. In the case of frequency and damping ratio, which
are scalar quantities, a simple relative difference is sufficient to determine stability. The
mode shapes, however, do not have a scalar representation which could be compared in this
way, and so a modal assurance criterion (MAC) is used instead. The MAC is a measure
of correlation between the two mode shape vectors, as detailed in Subsection 3.3.3. Stable
poles are selected with the mouse by left clicking them, and may be deselected the same
way. Once all desired poles are selected, the ‘Create MOD’ button is pressed and a suitable
filename entered. This ‘MOD’ file stores the selected poles as modes of a modal model of
the system. Viewing these modes is described in the next subsection.
2.3.3 Postprocessing and Visualization
Once the ‘MOD’ file containing the selected system poles is created, there are several op-
tions for visualizing it. The first way is to use the ‘View MOD/SHP’ function in the process-
ing section of the main window. This displays the pole positions in the complex plane, both
graphically and in tabular form. If several tests for the same structure have been performed
and seperate ‘MOD’ files created, these may be averaged if desired. It is worth noting that,
by examining the poles in the complex plane, it can be clearly seen whether the modes are
real (ie. normal) or complex. For a lightly damped structure, it is reasonable to expect real
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or nearly real modes, thus providing a way to check results. If a lightly damped structure
has highly complex modes in the MOD file, it may be desirable to return to the SSI window
and stabilization diagram and check that appropriate poles have been selected.
Assuming the poles are reasonable, the next step is to visualize the mode shapes of the
structure. To do this, MACEC uses either two or three additional files, the ‘grid file,’ ‘slave
file,’ and the ‘beam’ or ‘surface file.’ These are also ASCII text files, with the extension
.asc. The grid file defines the locations of the measurement nodes in an XYZ coordinate
frame. In cases where all points are in a common plane, one of the coordinates may be
zero, but all three components must be present. The beam or surface file defines the display
elements, either beams connecting two nodes or patches connecting four nodes. These are
used to show the mode shapes. The slave file, which may be used for visualization, allows
the user to define dependant nodes, which move in specific relations to other nodes. In this
research, only the grid and beam files are used.
The grid file is constructed as shown below for the case of n nodes:
node number 1 X coordinate Y coordinate Z coordinate
node number 2 X coordinate Y coordinate Z coordinate
...
...
...
...
node number n X coordinate Y coordinate Z coordinate

The beam file is constructed as a list of paired node numbers, each line indicating a pair of
nodes which are to be connected to each other, as is shown below. In this case, it shows a
simple 1-D beam, connecting each node to the next in series. In the case of a surface file,
each line would contain four node numbers, indicating the vertices of the patch:
node number 1 node number 2
node number 2 node number 3
...
...
node number n − 1 node number n

Once the grid and beam files are selected, the ‘Calculate Mode Shapes’ button creates
a visual representation of the mode shapes of the system. This mode shape display, an
example of which is shown in Figure 2.8, shows an unscaled mode shape. An amplification
is chosen by the user to be convenient for visualization, and the colour scheme used in the
visualization may be selected from a drop-down menu. Additionally, if the system modes
are complex, these complex modes can be shown. The modes can be animated, with the
speed of animation being adjustable. Once good mode shapes have been obtained, a ‘SHP’
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Figure 2.8: Sample MACEC mode shape for a micro-cantilever switch, as described in
Chapter 4
file, containing both the mode information and the locations of the nodes can be created.
In addition, if multiple setups, resulting in multiple MOD files are performed, these can be
combined into a single SHP file. This allows easier visualization at later times, requiring
only a beam or surface file to display the mode shapes.
All of the files produced by MACEC can be saved to disk for later use.
2.4 Chapter Summary
This chapter presents the theory of the Stochastic Subspace Identification (SSI) algorithm
in Section 2.2 and describes the MACEC implementation of it in Section 2.3. In short,
SSI uses Kalman filtering, QR factorization and SVD to fit a state space model to a set of
time-domain response measurements, assuming a Gaussian white noise excitation. From
this model, an estimate of modal parameters can be made. A series of such estimates
for models of increasing order allow the identification of system modes. An important
consideration here is that SSI is incapable of distinguishing between system modes and
dominant frequency components in the excitation. MACEC provides a graphical interface
to an implementation of SSI in MATLAB, along with preprocessing for the measured data
and visualization and postprocessing for the results.
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Chapter 4 discusses the way in which MACEC is used for modal characterization of
micron scale structures, and Chapter 6 presents and discusses the results.
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Chapter 3
Base Excitation for Micron-Scale
Structures: An Algorithm and its
Implementation
3.1 Introduction
Conventionally, modal analysis of mechanical structures is based on frequency response
functions (FRFs) between an applied force and resulting accelerations. In many cases,
such as with micro electro-mechanical systems (MEMS) and other micron-scale structures,
this is not practical. On such small structures, it is not possible to apply a force through
a conventional load cell, or measure motion using conventional accelerometers without
drastically changing the dynamics of the system being studied. In such cases, non-contact
measurement techniques, such as laser Doppler vibrometry (LDV) are well established for
measuring response, but these methods do not address the need to apply a measured in-
put. The use of an output-only identification method is one way to address this problem,
but these methods often have disadvantages, particularly if there are frequency peaks in
the unmeasured input [17]. Identification methods using base excitation provide a second
means of addressing the difficulties in measuring applied forces on small structures, while
still allowing the advantages of an input-output method [7, 8]. Be´liveau, et al. [4] present
a method for applying the complex exponential algorithm to base excitation test data for
modal identification. This method has been implemented for use with microscanning LDV
for modal characterization of micron-scale structures. The method as used here is discussed
in the immediately following section, followed by a description of the specific implemen-
tation and its testing.
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3.2 The Algorithm and its Derivation
Be´liveau, et al. [4] describe two variants on the method they have developed, one for swept
sine excitation and one for white noise excitation. It is the white noise version which has
been implemented here. In this method, an FRF between an input and an output motion is
modified algebraically, and converted using the inverse Fourier transform to time domain.
This modified time domain result is then analyzed using the complex exponential algorithm
to identify modal parameters. The actual steps of the analysis are as follows:
1. Perform a base excitation test, measuring input and response motions, and obtain the
motion/motion FRFs;
2. Modify these FRFs appropriately to permit the use of the classical complex exponen-
tial method for modal parameter extraction;
3. Convert these modified FRFs to time domain, giving a function proportional to im-
pulse response, using the inverse Fourier transform;
4. Fit polynomials to these time domain results. In the usual case where many mea-
surement points are used in the testing, the polynomial coefficients are fit in a least-
squares sense;
5. Solve for the roots and residues of these polynomials; and
6. Extract from these roots and residues the modal parameters.
Each of these steps will be discussed in detail in the following subsections. Certain
modifications to the method presented by Be´liveau, et al. have been made to better suit the
specific application here, and these are also discussed and justified.
This algorithm is derived assuming a lumped-parameter model. This is entirely appro-
priate for most experimental modal analysis cases, where measurements are available only
at discrete points on the structure. Since in such cases the data being input into the algo-
rithm is non-continuous in space, there is no particular need for continuity in space in the
algorithm, and thus its derivation.
3.2.1 Performing Base Excitation Tests
Be´liveau, et al. assume that the base and structure motions will be measured simultaneously
using accelerometers, and that the FRFs between base and output accelerations will be
computed within the data acquisition system. In the case being considered here, where
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the base excitation algorithm is to be used in combination with microscanning LDV for
identification of micron-scale structures, it is much more convenient to measure velocities
than accelerations. In addition, the LDV system measures velocity at only one point at a
time, thus making simultaneous measurements impossible. These two differences will be
addressed separately below.
Consideration of Velocity Instead of Acceleration Measurements
The form of FRF used in Be´liveau, et al. is output acceleration over input acceleration.
Since the FRF defined as is the elementwise division of the Fourier transforms of the output
and the input, this is, for each frequency in the Fourier transform ω:
FRF =
Aout · sin(ωt − φout)
Ain · sin(ωt − φin) . (3.1)
Since the Fourier transform is a sum of such harmonic components, the relation between
displacement, velocity and acceleration is, as usual:
X = | X | sin(ωt − φ) , (3.2)
V = ω | X | cos(ωt − φ) , (3.3)
A = − ω2 | X | sin(ωt − φ) . (3.4)
Since for each element of the FRF, the value of ω is the same in both numerator and
denominator, and since the difference between sine and cosine is a phase shift of pi2 , which
will not affect the relative phase between input and output, as long as both components of
the FRF are the same quantity, the actual FRF is the same. Thus a velocity-velocity FRF is
identical to an acceleration-acceleration FRF for a given structure.
Consideration of Non-Simultaneous Measurements
The conventional way of determining an FRF is to measure the input and the output si-
multaneously. Since the microscanning LDV system being used in this case measures the
velocity of only one point at a time, this is not possible. The problem of non-simultaneous
measurements has been addressed by Ozdoganlar, et al. [7], who dealt with this problem by
measuring the voltage signal used to drive the excitation as a reference at every point, and
computing the FRFs between supply voltage and measured velocity.
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Doing this results in the FRF between base and response velocity being calculated as
Vout
Vin
=
FRFresponse
FRFbase
. (3.5)
where the response velocity to input voltage FRF, FRFresponse, and base velocity to input
voltage FRF, FRFbase, are defined as described above.
In the case of time invariant systems, it should, in principle, also be possible to apply the
same excitation signal for each measurement, and, provided suitable averaging is performed
to counter external noise, simply divide the Fourier transforms of the velocities. This was
not done in this research, and in practical cases is unlikely to produce good results.
3.2.2 Modification of the FRFs for Use With the Complex Exponential
Identification Method
The step of modifying the obtained FRFs is the key part of this method. Once this has
been done, it is possible to apply a standard FRF based identification algorithm, such as
the complex exponential method implemented here. The necessary modifying formula is
derived as follows:
Consider a flexible structure, excited by a base motion of x0, with a total motion at a
point of interest of y, and the relative motion between that point and the base equal to x. In
this case, the total motions of a set of points can be expressed as
{ y} = { x } + x0 { g} , (3.6)
where { g} is a function of the geometry, such that x0 { g} is the vector of the projections of
x0 onto the directions of { x } . The time derivatives of this displacement formula are:
{ y˙} = { x˙ } + v0 { g} , (3.7)
{ y¨} = { x¨ } +a0 { g } , (3.8)
where v0 and a0 are the base velocity and acceleration respectively. Lagrange’s equations
allow the derivation of the equations of motion, which, for a system described by mass
matrix [M], stiffness matrix [K], and damping matrix [C2], are:
[M] { x¨ } +[C2] { x˙ } +[K] { x } = − a0 [M] { g} . (3.9)
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This is mathematically equivalent to the equations of motion of a structure with a fixed
base excited with a forcing
{ f } = − a0 [M] { g } , (3.10)
which would be
[M] { x¨ } +[C2] { x˙ } +[K] { x } = { f } . (3.11)
If such a structure is excited with sinusoidal forcing, as Equation 3.12, then its response
is also expected to be sinusoidal, as Equation 3.13. This leads to a definition of a frequency
response matrix, [H], given in Equation 3.14:
{ f } = 1
2
{ F } eiω t + 1
2
{ F ∗ } e− iω t , (3.12)
{ x } = 1
2
{ X } eiω t + 1
2
{ X ∗ } e− iω t , (3.13)
{ X } = [H] { F } , (3.14)
where t is time, X and F may be complex (ie have a phase other than zero or pi), and * in-
dicates the complex conjugate.
Consider now such a structure under sinusoidal base excitation. In this case, the excita-
tion, a0 is given by
a0 = (A0/2)eiω t +(A ∗0/2)e
− iω t . (3.15)
In the case of sinusoidal excitation, the response is also sinusoidal, with the response, { a } ,
being equal to
{ a} = { y¨} = 1
2
{ A } eiωt + 1
2
{ A ∗ } e− iωt . (3.16)
Combining Equations 3.10 and 3.12 gives
− a0 [M] { g} = 12 { F } e
iωt +
1
2
{ F ∗ } e− iωt . (3.17)
This result combined with Equation 3.15 gives
− 1
2
A0 [M] { g } eiωt − 12A
∗
0 [M] { g} e− iωt =
1
2
{ F } eiωt + 1
2
{ F ∗ } e− iωt , (3.18)
which results in the relation of A0 and F , given by
{ F } = − A0 [M] { g } . (3.19)
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Substituting this result into Equation 3.14 gives
{ X } = − A0 [H] [M] { g } . (3.20)
By comparing Equations 3.2 and 3.4 it is clear that { x¨ } = − ω2 { x } , and using this result
and Equation 3.8, it is then possible to write { y¨} in terms of { x } as
{ y¨} = − ω2 { x } +a0 { g} . (3.21)
Substituting Equations 3.13, 3.14, and 3.20 into Equation 3.21 gives
{ y¨} = 1
2
ω2A0 [H] [M] { g} eiω t + 12ω
2A∗0 [H] [M] { g } e− iω t +
1
2
A0 { g} eiω t + 12A
∗
0 { g } e− iω t ,
(3.22)
and by collecting terms and comparing to Equation 3.16, the response, { A} may be given
by
{ A } = ω2A0 [H] [M] { g} +A0 { g} = A0
[
[I]+ω2 [H] [M]
] { g } . (3.23)
Since any function may, using the Fourier transform, be represented as a series of sinu-
soids, this may be extended to the case of white noise excitation. In this case, the relation-
ship between input and output is a series of terms of the form:
F({ a } ) = F({ a0 } )
[
[I]+ω2 [H] [M]
] { g } , (3.24)
where F(∗ ) indicates the Fourier transform of ∗ . By defining a complex vector, { Q} as
{ Q } = [H] [M] { g } , (3.25)
it is then possible, by an algebraic manipulation of Equation 3.24, to write
{ Q} = [F({ a } ) − F(a0) { g } ]
F(a0)ω2
. (3.26)
This equation, with FRF being the frequency response function between input and output
motions, as defined in Equations 3.1 and 3.5, can be written as
{ Q } = [FRF − { g } ]
ω2
. (3.27)
This equation is applied to each term of the FRF, using the appropriate frequency, ω . The
above is the form in which this step of the algorithm was implemented.
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3.2.3 Conversion of Modified FRFs to Time Domain
To apply the complex exponential method it is necessary to convert the vector [Q] into the
time domain vector { q } . This is done by performing the inverse Fourier transform on [Q].
From the definition of [Q], this allows { q } to be given as
{ q } = F− 1([Q]) = { h(t)} [M] { g } , (3.28)
where { h(t)} is the inverse Fourier transform of the frequency response matrix, [H].
This is equal to the impulse response. In [49], Be´liveau shows that the frequency response
matrix, [H], can be found as
[H] = [U ] [iω − λ ]− 1 [U ]− 1 [G]− 1 [M]− 1+[U ∗ ] [iω − λ ∗ ]− 1 [U ∗ ]− 1 [G∗ ]− 1 [M]− 1 , (3.29)
where λ and [U ] are the eigenvalues with positive imaginary components and the associated
eignevectors respectively. [G] is an imaginary matrix defined by
[G] = [U ] [λ ] [U ]− 1 − [U ∗ ] [λ ∗ ] [U ∗ ]− 1 . (3.30)
The inverse Fourier transform of Equation 3.29 is
[h(t)] = F− 1([H(ω)]) = [U ]
[
eλ t
]
[U ]− 1 [G]− 1 [M]− 1+[U ∗ ]
[
eλ
∗ t
]
[U ∗ ]− 1 [G ∗ ]− 1 [M]− 1 .
(3.31)
Substituting Equation 3.31 into 3.28 results in an expression for { q} in terms of the
eigenvalues and eigenvectors of the system:
{ q } = F− 1(Q) = [U ]
[
eλ t
]
{ w} +[U ∗ ]
[
eλ
∗ t
]
{ w∗ } , (3.32)
where { w} = [U ]− 1 [G]− 1 { g} . Thus { q } is a sum of eigenvectors damped exponentially in
time. Since
[
eλ t
]
is diagonal, it is possible to write
{ q } =
n
∑
i=1
wi { ui } eλit +
n
∑
i=1
w∗i { u ∗i } eλ
∗
i t . (3.33)
CHAPTER 3. BASE EXCITATION ALGORITHM 38
3.2.4 Fitting of Polynomials to the Time Domain Response Function,
and Determining Roots and Residues
The complex exponential algorithm determines values for the exponentials λi (which are
the eigenvalues of the system) and coefficients Ri = wi { ui } , from which modal parameters
can be extracted. In this subsection, the method, as presented by Be´liveau, et al. in [4], is
described.
Beginning with, in this case, a time series { q } proportional to the impulse response,
with a time interval ∆, each element of that { q } , qm is expressed as a series of 2n terms,
where n is the number of modes in the model to be derived. These terms are of the form:
qm =
2n
∑
k=1
Rk pmk , (3.34)
in which m∆ is the time, and pk = eλk∆. A number of such equations can be assembled in
the form: 
1 1 1 · · · 1
p1 p2 p3 · · · p2n
p21 p
2
2 p
2
3 · · · p22n
· · · · · · · · ·
pm1 p
m
2 p
m
3 · · · pm2n


R1
R2
R3
...
R2n

=

q0
q1
·
·
qm

. (3.35)
If the first 2n+1 rows of Equation 3.35 are multiplied by a set of constants, ai, where
i = 2n, 2n − 1, . . . ,0, an equation of the following form results:
2n
∑
i=0
a2n− i
2n
∑
j=1
R j pij =
2n
∑
i=0
a2n− i qi, (3.36)
which can be generalized to any consecutive 2n+1 rows of Equation 3.35, giving equations
of the form:
2n
∑
j=1
R j
2n
∑
i=0
a2n− i pi+kj =
2n
∑
i=0
a2n − i qi+k, (3.37)
where k = 0,1, . . . specifies the first of the 2n+1 consecutive rows.
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The term
2n
∑
i=0
a2n− i pi+kj
on the left hand side of Equation 3.37 will always include a polynomial, of the form (letting
a0 = 1 for convenience):
p2n+a1 p2n− 1+ · · · +a2n = 0. (3.38)
This means that the left hand side of Equation 3.37 will always be zero provided that the
values for ai are chosen such that the roots of the polynomial in Equation 3.38 are equal
to the values of pk from Equation 3.34. This leaves the right hand side also being equal to
zero:
2n
∑
i=0
a2n− i qi+k = 0. (3.39)
From this, it may be seen that it is possible to compute the required values for ai based
solely on { q } . This may be expressed as
[B] { a } = { b } , (3.40)
where { a} is the vector of ai values for i = 1,2, · · · ,2n, and the elements Bi j of [B] and bi
of { b} are functions of the elements of { q} only, given by
Bi j = q2n− 1+i− j, (3.41)
and
bi = − q2n+i − 1, (3.42)
In the usual case, where measurements are taken at multiple points, this may be ex-
tended. For a case with l measurement points, resulting in l vectors { qk } , a [B] matrix and
a { b } vector are formed for each { q} , and assembled as
[B1]
...
[Bl]
 { a } =

{ b1 }
...
{ bl }
 . (3.43)
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This results in a least squares set of coefficients ai being given by
{ a} =
[ [B1]′ · · · [Bl]′ ]

[B1]
...
[Bl]


− 1 [
[B1]
′ · · · [Bl]′
]
[b1]
...
[bl]
. (3.44)
The coefficients ai found in Equation 3.44 are then substituted back into Equation 3.38,
which is solved to give the roots, pk. These roots are then substituted into Equation 3.35,
which is solved for each measurement point to give a set of residues, Rk, for each time
series { q } .
3.2.5 Extraction of Modal Parameters from the Roots and Residues
From the roots and residues found using the complex exponential algorithm described in the
preceding subsection, a set of modal parameter estimates for the system are then extracted.
The natural frequencies and modal damping ratios are found from the roots, pk, while the
mode shapes are extracted from the residues, Rk. Since each mode is defined by a pair of
complex conjugate roots, only those roots with positive imaginary parts are actually used
in calculating the modal parameters. These roots are assumed to have the form:
p = r+ is = e− ζωn∆+iωn∆
√
1− ζ 2. (3.45)
This can be solved for the natural frequency, ωn, and modal damping ratio, ζ , given by the
following equations:
ωn =
(
1
∆
)√[
tan− 1
(s
r
)]2
+
[
ln
√
r2+ s2
]2
, (3.46)
and
ζ =
− ln √ r2+ s2
∆ωn
. (3.47)
Without knowing the mass matrix for the system being identified, it is not possible
to scale the mode shapes properly in this case, as the values of wi in Equation 3.33 are
unknown, but it is possible to determine their general shapes. Since the residues, Rk are
directly proportional to the eigenvectors uk, they can be normalized to give unscaled mode
shapes. A simple normalization, where {} + represents the complex conjugate transpose, is
{ Rk } + { Rk } = 1. (3.48)
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By normalizing these residues it is possible to form estimates of the mode shapes of the
structure being identified.
3.3 Implementation of the Algorithm
In this section, the implementation of this algorithm for identification of micron-scale struc-
tures using LDV measurements is discussed. Only the implementation of the algorithm is
described here; the details of the experimental setup are discussed in Chapter 5.
The algorithm derived by Be´liveau, et al. in [4] and described in Section 3.2 was im-
plemented in MATLAB. This section describes the implementation of the algorithm itself,
as well as necessary pre- and post-processing also implemented. These three processing
steps will be detailed in the following subsections, and all MATLAB code generated in this
implementation is attached in Appendix A.
3.3.1 Pre-processing
The first step in applying this identification is to export the data from the Polytec vibrometer
software in a format readable in MATLAB. For this purpose, a STAR format uff file is
chosen, as there is an input converter for MATLAB available [48]. This allows the data
exported from the PSV software to be imported into MATLAB, where the data required for
identification is extracted and pre-processed.
Because this algorithm is implemented in MATLAB, it is necessary to place the input
FRFs in the format that MATLAB uses for its FFT and inverse FFT functions. Specifically,
MATLAB requires both halves of the FRF, as well as the zero point, neither of which are
given by the Polytec scanning vibrometer software. It is thus necessary to reconstruct these
values from the information that is available.
Since the zero Hz frequency component is the rigid body mode, where all parts of the
structure move together, the value of the FRF at that point will be 1, by definition. The
second half of the FRF, which is the negative frequency part, is composed of the complex
conjugates of the first, positive frequency, part. Since this is the case, the entire FRF can be
reconstructed from the FRF values that are provided by the Polytec software. These recon-
structed FRFs, between measured motion and the electrical signal driving the excitation, are
then divided, as in Subsection 3.2.1 to form FRFs between input and output motion, which
are processed by the algorithm described in Section 3.2, dividing each measured FRF by a
specified base FRF, identified by the user.
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In addition, the data file produced by the Polytec vibrometer software contains the po-
sitions of the measurement points and a set of display elements, which it is desirable to
extract from this file and save for plotting the mode shapes later.
3.3.2 Processing
The algorithm described in Section 3.2 was implemented in a set of MATLAB functions.
These functions were written in such a way as to fit a series of models of increasing order,
at orders specified by the user, and to save both final and intermediate results in separate
files, with names also specified by the user. A series of models of increasing order are
created to allow for the construction of a stablization diagram, described in more detail in
the Section 3.3.3, which enables the identification of stable poles, corresponding to real
system modes. Some key features of these functions are described in this subsection.
The implementation loads a file containing the FRFs in a format that matches the MAT-
LAB FFT format, that is, with the zero frequency component, followed by positive fre-
quency components, which are then followed by the negative frequency components, which
are their complex conjugates, stored as columns of a matrix. The first column of this matrix
is to contain the frequencies corresponding to the elements in the remaining columns of
each row. This, and all other files except plots, are in MATLAB’s .mat format.
Each FRF from the loaded input is modified according to Equation 3.27. In this case,
because all measurements of velocity are in the same direction, including both input and
response measurements, due to the nature of microscanning LDV, which is an out-of-plane
measurement technique, { g} is a vector of ones. This simplifies Equation 3.27 to
{ Q } = [FRF − { 1 } ]
ω2
. (3.49)
This equation cannot be applied to the zero frequency component due to the division by
ω2. This component, representing rigid body motion, will have a value of 1, as discussed
in Subsection 3.3.1. It is not actually useful in identifying vibration modes, and so a value
of zero, which is the value of the numerator of the right hand side, is used as the first
element in { Q } . The inverse Fourier transform is taken, and the result is { q } , as defined in
equation 3.28.
In fitting the models, Equations 3.35 and 3.43 are solved using MATLAB’s matrix left
division operator, which will provide an exact numerical solution if possible, or, in the case
of non-square matrices, a least squares solution. The latter is usually the case here, as the
matrices in Equations 3.35 and 3.43 are unlikely to be square. It should be noted that Equa-
tion 3.46 produces results in radians per second, and these results must be divided by 2pi
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to give frequencies in Hz, as is usually desired. This is therefore done before saving the
results of each identification. In addition, only one of each complex conjugate pair of poles
is used in calculating the modal parameters, specifically, the one with positive imaginary
part. Mode shape estimates are produced by normalizing the residuals, as described in
Equation 3.48.
3.3.3 Post-processing
Since the actual necessary order for the model may not be known before analyzing the
data, the results of these models are plotted on a stabilization diagram to allow stable poles,
corresponding to actual vibration modes, to be identified. A stabilization diagram plots the
poles of the models, on axes of frequency and model order, indicating for each pole whether
it is stable. Stability is determined by comparing each pole in a given model with the poles
of the model of the next lower order. If the pole appears in both models, within given
stabilization criteria, it is said to be stable. This implies that the model of the lowest order
has no stable poles to plot, since there is no model of lower order to compare against. The
stabilization criteria are typically expressed as percentages, and for frequency and damping
are simply the relative difference between the values, calculated as
100% ·
(
Fn− 1j − Fni
)
Fn− 1j
, (3.50)
where Fn − 1j is the natural frequency associated with the j
th pole of the n − 1th model, and
Fni is the frequency associated with the i
th pole of the nth model. The damping criterion is
defined in the same way.
It is not possible to define a simple relative difference for mode shapes, so the sta-
bilization criterion used for them is the Modal Assurance Criterion (MAC) defined by
Peeters [19]. The MAC provides a single scalar quantity for comparing mode shapes, and
is defined as
MAC(n − 1,n) =
∣∣∣u+(n− 1)u(n)∣∣∣(
u+(n− 1)u(n− 1)
)(
u+(n)u(n)
) , (3.51)
where u(n) is the mode shape vector from model n and u(n− 1) is that from the previous
model, model n − 1. As before, ()+ represents the complex conjugate transpose. The mode
shape is then considered stable if the result of the equation below is less than the specified
stabilization criterion:
100% · (1 − MAC(n − 1,n)) . (3.52)
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Each mode in each model order is tested for stability, and the stabilization diagram is
plotted, showing all poles with stable frequency, and indicating by the shape and colour
of the symbol with which they are plotted exactly what is stable. Specifically, stability
of frequency only, frequency and mode shape, frequency and damping, and of all modal
parameters are distinguished. A plot of the average of all the FRFs between base and
response motion is also plotted, to allow comparison between locations of columns of stable
poles and peaks in the frequency response. Once stable modes have been selected, it is
straightforward to open the appropriate model file and locate the relevant modal parameters.
3.4 Testing the Implementation of the Algorithm
The implementation of the algorithm was tested on simulated data prior to being applied to
experimental results. For this purpose, a two degree of freedom, lumped parameter system
was considered, attached to a much larger mass to represent a shaker.
3.4.1 Test Model
The system considered for the test is pictured schematically in Figure 3.1, with parameters
given in Table 3.1 selected to give natural frequencies in an appropriate range. The system
equations of motion were determined to be
[M] { x¨ } +[C] { x˙ } +[K] { x } = [B2]F, (3.53)
where the matrices M, C, and K are the mass, damping, and stiffness matrices respectively,
given by:
[M] =
 m1 0 00 m2 0
0 0 m3
 , (3.54)
[C] =
 c1 − c1 0− c1 c1+ c2 − c2
0 − c2 c2
 , (3.55)
[K] =
 k1 − k1 0− k1 k1+ k2 − k2
0 − k2 k2
 . (3.56)
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Figure 3.1: Sketch of simulated test system. This system is intended to represent a small
structure placed on a shaker, excited by force applied to the shaker base.
On the right hand side of Equation 3.53, F is the forcing input applied to the base,
in this case a sequence of normally distributed random numbers, simulating white noise
excitation, and [B2] is the vector describing where it is applied, in this case equal to
[B2] =

1
0
0
 . (3.57)
3.4.2 Eigenvalue Solution
The system eigenvalues were found numerically, and from these the natural frequencies,
damping ratios, and mode shapes were found [43, pp. 332–334]. The calculated natural
frequency and damping ratios for the two vibrating modes are shown in Table 3.2. The
mode shape elements, for the vibrating modes are given in Table 3.3, with the base, m1 set
to zero phase. There is an additional rigid body mode, with a frequency of zero, where all
parts of the model move together.
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Table 3.1: Parameters of simulated system
Parameter Value [Units]
m1 0.050 [kg]
m2 1 × 10− 10 [kg]
m3 1 × 10− 10 [kg]
k1 1 [N/m]
k2 2 [N/m]
c1 4 × 10− 7 [kg/s]
c2 4 × 10− 7 [kg/s]
Table 3.2: Calculated modal frequencies and damping ratios from the eigenvalue solution
Mode Frequency (kHz) Damping Ratio (%)
1 10.54 1.23
2 33.99 2.43
Table 3.3: Calculated mode shapes from the eigenvalue solution
First Mode Shape Second Mode Shape
4.24 × 10− 14+3.55 × 10 − 30i 1.62 × 10− 15 − 3.16 × 10− 32i
− 9.29 × 10− 6+1.68 × 10− 8i − 3.69 × 10− 6+1.36 × 10− 7i
− 1.19 × 10− 5 − 1.68 × 10− 8i 2.88 × 10 − 6 − 1.36 × 10− 7i
For comparison to the results obtained from the base excitation simulation the first ele-
ment of each mode shape, describing the motion of the base, which does not exist in those
results, is dropped. Given that this element of the results is much smaller than the other two
elements, neglecting it is reasonable.
3.4.3 Numerical Simulation and Identification
The response of this system to a white noise input force on the m1 was simulated numeri-
cally, and average FRFs between m1 and m2, and between m1 and m3 were calculated. Plots
of these FRFs are given in Figures 3.2 and 3.3. It can be seen in these figures that there
are two response peaks at frequencies near 10500 and 34200 Hz. These average FRFs were
used as test input for the algorithm implementation described in the previous section.
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Figure 3.2: Frequency response function between motions of m1 and m2
Figure 3.3: Frequency response function between motions of m1 and m3
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Figure 3.4: Stabilization diagram for base excitation identification of the simulated system
Table 3.4: Natural frequency and modal damping results for the simulated system
Mode Frequency (kHz) Damping Ratio (%)
1 10.530 1.608
2 34.310 0.844
The algorithm fit a set of models, and a stabilization diagram was constructed, shown
in Figure 3.4. As can be seen in this figure, columns of stabilized poles are found at the
frequencies at which peaks occur in the average FRF. The resulting modal parameters are
shown in Tables 3.4 and 3.5.
3.4.4 Comparison of Results
The results of the eigenvalue solution and the simulation and identification were compared
using Equations 3.50 and 3.52, which were used previously in forming the stabilization plot.
Table 3.5: Mode shapes found for the simulated system
First Mode Shape Second Mode Shape
1.008 × 10− 2 − 3.209 × 10 − 1i − 5.882 × 10− 4 − 1.993 × 10− 2i
1.243 × 10− 2 − 3.523 × 10 − 1i 7.717 × 10 − 4+1.258 × 10− 2i
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Table 3.6: Comparison of eigenvalue solutions and identified parameters
Parameter Theoretical
First/Second
Mode
Simulated
First/Second
Mode
First Mode
% difference
Second Mode
% difference
Natural
Frequency
10.54 kHz /
33.99 kHz
10.53 kHz /
34.31 kHz
-0.083 0.938
Damping
Ratio
1.23 % /
2.43 %
1.608 % /
0.844 %
30.3 -65.2
Mode Shape
(1-MAC) in %
0.574 0.989
In this case, the results calculated using the eigenvalue solution were taken as the true values
for the percent difference formula. The resulting differences, expressed as percentages are
presented in Table 3.6.
As may be seen from the table, both the natural frequency and the mode shape are very
closely matched. The damping ratios do not match well, but the results of both methods
are of the same order of magnitude. One likely reason for the mismatch in damping ratio
results is the limited resolution of the FRFs used in calculating the modal parameters from
the simulation data. With 1000 Fourier lines and 100 kHz bandwidth, the resolution is
a relatively large 100 Hz. Damping ratio estimates from frequency response tend to be
sensitive to the magnitude of the resonance peak, and in lightly damped systems, such as
this one, that peak magnitude can be significantly different from the magnitudes of the
nearest values on either side.
3.5 Chapter Summary
An algorithm, described in detail in Section 3.2, for identifying the modal parameters of a
structure from a base excitation test was implemented. Details of the implementation are
presented in Section 3.3. This algorithm, derived by Be´liveau, et al. [4], was then tested on
simulated data. The results of this were compared to the eigenvalue/eigenvector solution
for the modal parameters of the system simulated. The results of this comparison, shown in
Subsection 3.4.4, show that this implementation of this algorithm is capable of producing
extremely good estimates of natural frequency and mode shape. It also produces estimates
of the modal damping ratios which are of the correct order of magnitude, although these
estimates are not particularly accurate. The code implementing this algorithm is included
in Appendix A
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It is therefore concluded that this algorithm, and this implementation of the algorithm,
may be used to identify structures under base excitation. Chapter 5 will discuss the appli-
cation of the identification algorithm implemented here, and the results will be presented in
Chapter 7.
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Chapter 4
Stochastic Subspace Identification
(MACEC) for micron-scale structures:
Experimental Apparatus and
Methodology
4.1 Introduction
In this chapter, the apparatus and methodologies used for applying the MACEC implemen-
tation of Stochastic Subspace Identification to three different types of micron scale struc-
tures are described. The structures studied were: micro-cantilever switches, produced for a
series of projects including this and Wang’s study of contact bouncing dynamics [40]; a fine
wire, as a test for the frequency range needed for the following experiments on mechanosen-
sory hairs; and cercal mechanosensory hairs of crickets.
In the following sections, the Polytec MSV-300 microscanning vibrometer system and
other apparatus used in all of the experiments reported here will be introduced and de-
scribed, followed by the specific apparatus for the SSI modal analysis of each structure.
4.2 The Vibrometer System
This section describes the apparatus and methodologies used in all the experiments detailed
in this chapter. This common equipment consists of a Polytec MSV-300 microscanning
vibrometer system, which is set up on a vibration isolation table. A block diagram of
the system is provided in Figure 4.1, and photographs of the setup for each main type of
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Figure 4.1: Block diagram of vibrometer system
excitation are in Figures 4.3, 4.8, and 5.5 in this and the next chapter. Also included in this
is the installation of MACEC which was used to perform all of the analyses associated with
these experiments. MACEC is described in detail in Chapter 2.
4.2.1 MSV-300 Micro-Scanning Vibrometer
The Polytec MSV-300 micro-scanning vibrometer system, used for all micron-scale exper-
iments described in this thesis, is specifically designed for measuring vibrations of micron-
scale structures. At the 10 millimeters per second per volt sensitivity used in the research
described in this thesis, the system has a bandwidth of up to 200 kHz, with maximum
sensitivity of 1 millimeter per second per volt and maximum bandwidth for velocity mea-
surements of 1.5 MHz. This system is modular, consisting of the parts described in the
following subsections.
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Laser Vibrometer
The vibrometer itself is a Polytec OFV-552 differential fiber optic vibrometer. This de-
vice uses fiber optics to transmit both measurement and reference beams to where they
are projected onto the structure being tested. This allows for a differential, or relative ve-
locity measurement, between points on a micron-scale structure, such as a MEMS device,
and a stationary reference to which that device is attached, such as the substrate of such a
MEMS device. It is also possible to attach a reference mirror to the fiber optic carrying
the reference beam for single point velocity measurements. This vibrometer is connected
to the vibrometer controller, and the fiber optics carrying the measurement and reference
beams are connected to the measurement scan and reference positioning modules on the
microscope adaptor, respectively.
Vibrometer Controller
The vibrometer is controlled by a Polytec OFV-3001 S vibrometer controller. The vibrom-
eter controller manages the measurements, interprets the vibrometer signals, and passes
the resulting response measurements out through a BNC jack to a DAC card on the data
management PC.
Scan Module and Controller
The scan module is a combination of an OFV-072 microscope adaptor, to which are attached
an OFV-073 measurement beam scan module and an OFV-071 reference beam positioning
module. The fiber optics carrying the measurement and reference beams, respectively are
attached to these. In the case of a single point measurement, the reference beam fiber can
be disconnected from the positioning unit, and connected to a mirror cap. The microscope
adaptor also supports a digital camera, allowing real-time video of the measurement area to
be viewed from the Polytec PSV software.
The scan module’s positioning is controlled by an MSV-Z-040 junction box and scan
controller, which accepts positioning commands from the data management PC and posi-
tions the measurement beam accordingly.
Microscope
The MSV-300 is able to perform measurements on micron-scale structures because it is built
around a microscope. In this case, a Mitutoyo FS70 compound microscope with 2, 5, 10,
and 20 X objectives, binocular eyepieces, and a camera mount, to which the scan module
is attached. This microscope also has a focus motor in addition to a manual focusing knob.
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Data Management PC and Software
The measured vibration response is acquired by a PCI DAC card in a Polytec DMS PC. The
DMS also contains a signal generator card and an interface card for the scan module. The
DMS runs Polytec’s PSV (for Polytec Scanning Vibrometer) software, version 8.4, from
which the measurement points, sampling rate, signal generation, and all other measurement
parameters are set. This software also has the ability to perform frequency domain analysis
of the signals acquired, calculating FFTs of measured responses and forming FRFs between
a measured reference, generally an input measurement, and the response measured by the
vibrometer.
4.3 SSI-Based Modal Analysis of Micro-cantilever
Switches
In this section, the experimental apparatus and design for conducting an output-only modal
analysis on several micro-cantilever switches is described.
4.3.1 Experimental Setup for SSI-Based Modal Analysis of Micro-
cantilever Switches
For this set of experiments, six MEMS-based micro-cantilever switches with nominally
identical beam dimensions were studied. Each switch had an integrated electrostatic actua-
tor in one of three different positions, and for the sixth switch, an actuator of a different size,
which was not expected to affect the modal characteristics of the beams. These switches,
studied previously and described in detail in Wang’s study on contact bouncing [40], have
design dimensions and properties as described in Table 4.1, though there is naturally ex-
pected to be some variation in the dimensions of the actual switches as manufactured. An
example of one of these switches is shown in Figure 4.2. These switches were manufac-
tured at the University of Waterloo using the UW-MEMS process, which is a gold-based
surface micromachining process [50].
The cantilever structures of these switches were excited using the electrostatic actua-
tors integrated into the MEMS device. The excitation signals were generated by a PC-
based signal generator card (Model MI.6030). These signals were then fed to a purpose-
built amplifier, containing an EMCO H03P high voltage unit [51] and an APEX PA78 EU
power operational amplifier [52], and a pair of SUSS PH-110 micro-probes which deliv-
ered the amplified signal to the switch. Response measurements were made using a Polytec
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Table 4.1: Micro-cantilever switch dimensions and properties
Dimensions and Properties Value
Length (µm) 250
Width (µm) 30
Thickness (µm) 1.25
Material Gold
Young’s Modulus (GPa) 78
Density (kg/m3) 19300
Figure 4.2: Micro-cantilever switch, as seen through the microscanning LDV system.
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Figure 4.3: Vibrometer setup for output-only switch experiments. A) DMS PC; (B) vibrom-
eter controller; (C) microscope with vibrometer scanning attachment; (D) scan controller;
(E) amplifier; (F) microprobe positioner; (G) vibrometer sensor unit
MSV-300 microscanning laser Doppler vibrometer (LDV), described in more detail in Sec-
tion 4.2.1. The setup is pictured in Figure 4.3. The experiments were carried out on a
vibration isolation table to minimize the effects of environmental vibration on the results.
Signal generation, measurement and data acquisition was managed through the Polytec
Scanning Vibrometer (PSV) software on a PC set up as part of the MSV system.
4.3.2 Experiments for Identification of Micro-cantilever Switches
Each switch studied was positioned in the field of view of the LDV and connected to the
amplifier using micro-probes. An X-Y coordinate system with the origin at the centre of
the microscope field of view is automatically applied in the vibrometer control software.
Fifteen to seventeen measurement points were defined along the length of each switch,
near the centreline, and in each case the same excitation signal was used. This signal was
a sequence of normally distributed random numbers, generated in MATLAB to which a
square wave was added to provide a trigger signal, as shown in Figure 4.4. The same
excitation was applied for each measurement.
For each switch two sets of data were collected. The first was frequency domain data,
to check for setup problems and measurement quality: FFTs of both the voltage signal sent
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Figure 4.4: Excitation signal for experiments: (a) signal, (b) amplitude spectrum of random
component of the signal
to the amplifier and the velocity response of the switch to the signal, allowing a frequency
response function (FRF) to be obtained. These frequency domain measurements were made
with 100 kHz bandwidth and 6400 FFT lines. Ten FFTs were taken at each measurement
point and averaged.
The primary experiment in the present research was in the time domain, a time series
of the motion of the switch in response to the same excitation signal was collected to be
analyzed in MACEC. A sampling rate of 256 kHz was used, and 16384 samples were
collected. These were the same sample rate and number of samples that were collected
and processed by the LDV system for the frequency domain measurements. In all cases a
100 kHz low pass filter was applied, because the MSV system did not reliably take good
measurements at this sampling frequency without it. This did, however, limit the available
bandwidth to under 100 kHz, which was sufficient to observe the first two modes of the
switch beams.
CHAPTER 4. SSI APPARATUS & METHODOLOGY 58
In addition to these measurements, the time response of several of the switches to a step
voltage input was measured to allow for the use of logarithmic decrement for estimating
damping ratios as a check on those produced by MACEC. The sampling rate was 256 kHz,
with a 20 kHz low pass filter, and 16384 samples were taken for a time span of 64 ms. The
response was examined, and an estimate of the damping ratio for the first mode was made
using the single mode logarithmic decrement method [43].
4.3.3 Analysis of Micro-cantilever Switch Measurements
From the frequency domain measurements, the resonant frequencies and graphical repre-
sentations of the associated deflection shapes were obtained, for which the processing was
performed directly in the vibrometer control software. The time domain measurements an-
alyzed in MACEC using the stochastic subspace identification (SSI) algorithm gave natural
frequencies and graphical representations of mode shapes, and also modal damping ratios.
MACEC and the stochastic subspace identification algorithm are discussed in more detail
in Chapter 2.
These two sets of results were compared with each other and with the predictions of
1-D Euler-Bernoulli beam theory, which also gives natural frequencies and mode shapes,
assuming a uniform, slender beam, composed of isotropic material, and subject to certain
other conditions. The Euler-Bernoulli beam theory predicts the natural frequencies of a
beam using the following expression:
ωn = β 2n
√
EI
ρA
, (4.1)
where ωn is the natural frequency corresponding to mode n of the beam, E is the
Young’s modulus, I the moment of inertia of the beam cross-section, ρ the density of the
beam material, and A the cross-sectional area of the beam. Values for βn are obtained from
tables giving βnl, with l the length of the beam [43]. The results, along with the comparison
between them, are presented in Chapter 6.
4.4 SSI-Based Modal Analysis of Segments of Fine Wire
Fixed on One End
Due to the fact that the mechanosensory hairs which were studied, as described in Sec-
tion 4.5, lack the integrated actuator associated with the micro-cantilever switches described
in the previous section, an external excitation source was needed. Since these hairs respond
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Table 4.2: Wire dimensions and properties
Dimensions and Properties Value
Nominal Lengths (mm) 12, 16, 20
Measured Lengths (mm) 11.74, 16.22, 19.22
Diameter (µm) 33
Material Copper
Young’s Modulus (GPa) 110
Density (kg/m3) 8970
to air motion in nature, this was a natural choice. Since the cercal hairs are somewhat chal-
lenging to work with, initial testing of this methodology was done using a wire. This wire, a
magnet wire approximately 33 µm in diameter, was treated as a uniform circular cantilever,
of pure copper. Lengths were selected to produce first natural frequencies on the order ex-
pected for the mechanosensory hairs, which were primarily in the 50 - 100 Hz range [35].
The measured dimensions and assumed properties of the wire are listed in Table 4.2. The
wire was excited with air motion, generated using a loudspeaker in the near field. Details of
this excitation are described in Subsection 4.4.1. The wire was positioned under the micro-
scope objective and above the speaker on a support of lab frame, and positioned using an
X-Y stage moved by attached micrometers. The apparatus is described in further detail in
Subsection 4.4.2. Details of the measurements taken and analysis performed are presented
in Subsection 4.4.3
4.4.1 Excitation for SSI-Based Modal Analysis of Wire Segments
To apply the stochastic subspace identification algorithm implemented in MACEC it is
necessary to apply a white noise excitation over the frequency range of interest. To do
this in the low frequency range at which the mechanosensory hairs, and thus the wires
selected for testing, have their first resonant frequency a subwoofer is needed. The speaker
chosen, an Earthquake sound SWS-8 automotive subwoofer, is a shallow mount speaker,
with a resonant frequency of 30 Hz when unmounted [53]. This speaker was paired with a
JBL automotive subwoofer amplifier model GT5-A3001. A box to contain the subwoofer
and fit under the vibrometer microscope was constructed, and the speaker was installed
therein. The amplifier was powered using a Kepco variable output DC power supply set
to provide 12 V, and provided with a signal from the signal generator card in the Polytec
DMS, described in Section 4.2. A test of the frequency response of the speaker/amplifier
pair was performed, and the resulting frequency response curve is shown here in Figure 4.5.
The speaker response shows a fairly smooth curve, peaking around 60 Hz, and falling off
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Figure 4.5: Frequency response of speaker / amplifier pair
gradually as frequency increases. The main range of interest, between 40 and 120 Hz,
shows fairly small variation in amplitude, which should not cause major error in analysis.
The signal applied was a sequence of normally distributed random numbers, generated
in MATLAB, and band-pass filtered with a passband of 20 to 350 Hz, using a type II
Chebyshev filter. This frequency range is suitable for the speaker and amplifier providing
the excitation and covers the range of interest.
4.4.2 Support and Positioning for SSI-Based Modal Analysis of Wire
Segments
The wire, and later the cricket cercus, was attached to a small piece of stiff piano wire using
cyanoacrylate glue, as shown in Figure 4.6. This was then secured with tape to a support
made from a section of lab frame, which was glued to a heavy base, shown in Figure 4.7.
This was placed on an X-Y positioning stage on the vibration isolation table beside the
vibrometer and the speaker enclosure. A photograph is shown in Figure 4.8. This stage was
used for fine positioning of the wire under the vibrometer, and also, due to the length of
the wire being greater than the vibrometer’s field of view, for performing the scan, allowing
measurements to be taken along the entire free length of the wire. The stage was moved
using attached micrometers with resolution of 0.001 inches, or approximately 25.4 µm.
CHAPTER 4. SSI APPARATUS & METHODOLOGY 61
Figure 4.6: Test wire mounted for experiment
Figure 4.7: Support for wire and mechanosensory hair
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Figure 4.8: Vibrometer setup for air excited experiments. A) DMS PC; (B) vibrometer
controller; (C) microscope with vibrometer scanning attachment; (D) scan controller; (E)
subwoofer amplifier; (F) enclosed subwoofer; (G) specimen support; (H) vibrometer sensor
unit
4.4.3 Measurements and Analysis for SSI-Based Modal Analysis of
Wire Segments
At each of nine points (eight on the 20 mm wire) between the tip and the base of the wire a
set of time domain vibration measurements was made. Because these measurements were
made at points along the entire length of the wire, no fixed reference structure was avail-
able, and thus the measurements were made in single point (non-differential) mode, with
the reference fiber attached to a fixed mirror. The sampling rate was 5120 samples per sec-
ond and three sets of 16384 samples were collected at each point. The measurements were
made with a low pass filter at 2 kHz, using the highest quality option in the PSV software.
This data was exported from the Polytec PSV software, and then loaded in MATLAB and
formatted for MACEC. The data was imported to MACEC, where it was detrended, deci-
mated by a factor of four, and analyzed using SSI. An Euler-Bernoulli analysis of the wire
was also done, to predict expected natural frequencies for comparison. The results of these
analyses are described in Chapter 6.
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Figure 4.9: Cricket cercus attached to stiff wire. Some of the larger mechanosensory hairs
are visible in the photograph.
4.5 Modal Characterization of Mechanosensory Hairs
Following testing of the apparatus with the wire experiments described previously (Sec-
tion 4.4), experiments were done to characterize several cercal mechanosensory hairs of
crickets. This section describes those experiments
4.5.1 Support, Positioning, and Excitation for SSI-Based Modal Anal-
ysis of Mechanosensory Hairs
The support and positioning apparatus used was that described in Subsection 4.4.2. To
prepare the samples, a cricket was cooled on ice and pinned down. A section of stiff wire
was glued to one cercus using cyanoacrylate glue, and the cercus was cut off at the base.
The cut end was dipped in melted wax to slow it drying out. The wire holding the cercus
was then attached to the support with adhesive tape, and the measurements were taken.
An example is shown in Figure 4.9. Eight hairs on six cerci were analyzed, with lengths
ranging from 160 to 290 µm. For each hair, two sets of measurements were made.
The mechanosensory hairs were excited with moving air, as the wires were in Sec-
tion 4.4.1. The signal used to drive the speaker was a sequence of pseudorandom numbers,
generated in MATLAB and band-pass filtered with a passband of 38 to 250 Hz.
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Figure 4.10: Example of measurement channel suspected to be noise contaminated.
Figure 4.11: Example of good measurement channel
4.5.2 Measurements and Analysis for Mechanosensory Hairs
Measurements were made at each of nine points on each mechanosensory hair, taking 32768
samples at a sampling rate of 2.56 kHz. A band pass filter with a passband of 38 - 300 Hz
was applied to these measurements. This data was then imported into MACEC, where it
was decimated by a factor of 4 and detrended. In some of these datasets, certain mea-
surements showed a few very large spikes dominating the data, which are believed to have
been caused by outside noise. An example is shown in Figure 4.10, and a good channel is
shown in Figure 4.11 for comparison. These spike-dominated channels were not used in
the following analysis.
The data for each cercus was then analyzed using the Stochastic Subspace Identification
algorithm in MACEC, with an experience parameter of 9 being selected. The results of this
analysis are presented in Section 6.4.
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4.6 Chapter Summary
This chapter describes the apparatus and methodologies used in applying MACEC to three
different micron scale structures: micro-cantilever switches, sections of fine wire mounted
as cantilever beams, and cercal mechanosensory hairs of crickets. In all cases, responses
were measured using a Polytec MSV-300 microscanning laser Doppler vibrometer (LDV).
The switches were excited by applying a voltage to their integrated electrostatic actuators,
while the wires and mechanosensory hairs were excited using air motion generated by a
loudspeaker in the near field. In each case, the excitation was in the form of a sequence of
normally distributed random numbers generated by MATLAB and filtered to appropriate
bandwidths for the exciters.
Six nominally identical switches were examined. In addition to the time domain mea-
surements used for identification in MACEC, FRFs between the electrical signal sent to
the amplifier to drive the excitation and the switch response were measured as a check and
to observe their behaviour. A logarithmic decrement experiment was also performed to
validate damping results.
For the wire, three sets of time domain data were measured at each of a number of points
along the length, and analyzed in MACEC. For these measurements, scanning was done by
means of a positioning stage holding the frame on which the wire was supported, due to the
length of the wire, between 12 and 20 mm, being too great to fit into the microscope field
of view.
The mechanosensory hairs were tested in a manner similar to the wires, but with the
scan performed using the scanning facility in the vibrometer.
The results of the experiments described here are presented and discussed in Chapter 6.
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Chapter 5
Experimental Apparatus and
Methodology for Base Excitation Modal
Analysis of Micron-Scale Structures:
5.1 Introduction
This chapter discusses the application of the base excitation modal analysis algorithm de-
tailed in Chapter 3 for identification of micron-scale structures. In the following sections,
the selection and assembly of a base excitation system for use with the Polytec MSV micro-
scanning vibrometer described in Section 4.2 is described. The structures tested, the MEMS
switches described in Section 4.3 and the wire described in Section 4.4, and the excitations
applied to them, are reviewed in Sections 5.3 and 5.4.
5.2 Base Excitation System
To apply base excitations to micron-scale structures, a high-frequency shaker is required.
This shaker should be capable of reaching the relevant frequencies, as well as generating
sufficient motion amplitude to excite the motions. These motions, however, will be fairly
small of necessity, to avoid moving the structure out of the vibrometer’s focus. Since the
requirement of high frequency, low amplitude motions can be met by piezoelectric actua-
tors, a base excitation shaker was constructed around such a device. In this case, the piezo
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Figure 5.1: Piezoelectric shaker as assembled for wire experiments
element chosen was a Cedrat Technologies PPA10M piezoelectric stack actuator, having
a free-free resonance frequency of 65 kHz, and a maximum displacement of 8 µm [54].
This actuator, a small prestressed piezo stack, is provided with threaded holes on both ends,
which were used to attach the actuator to the rest of the shaker system.
The piezo stack was driven using the amplifier described in Section 4.3, the major com-
ponents of which, the high-voltage unit and the power operational amplifier, are described
in their datasheets [51, 52] as being suitable for driving piezoelectric actuators.
The piezo actuator was attached, using a suitable machine screw, to a heavy steel plate
to provide a suitable base on one end. Provision was made to attach a small aluminum
plate to the other end of the piezo stack to provide a place to attach test specimens which
could not be secured directly to the shaker. A support frame was assembled to hold the
free end in place and minimize bending moments on the actuator when this was used.
Photographs of the shaker as assembled for are shown in Figure 5.1 for low frequency
(wire) and Figure 5.2 for high frequency (switch) experiments. This shaker was placed on
an X-Y stage for positioning under the vibrometer.
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Figure 5.2: Piezoelectric shaker as assembled for switch experiments
A frequency response test for the shaker was conducted, and the resulting amplitude
spectrum is shown in Figure 5.3 below. It can be seen in this figure that the frequency range
for which this system is usable extends to at most 20 kHz, and possibly no further than 10
kHz in this condition. When the top plate is attached, the frequency response of the entire
system is shown in Figure 5.4, showing a nearly flat response through the range of interest.
Figure 5.3: Voltage to velocity FRF characteristic for the piezo shaker as used for base
excitation tests on micro-cantilever switches
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Figure 5.4: Voltage to velocity FRF characteristic for the piezo shaker as used for base
excitation tests on wires
5.3 Base Excitation Based Modal Analysis of Micro-
cantilever Switches
The first set of base excitation measurements taken were for the switches described in Sec-
tion 4.3.
5.3.1 Micro-cantilever Switch Test Specimens and Applied Excitations
For comparison with previous results, the first test specimens to which this base excitation
methodology was applied were the switches described in Section 4.3. These switches,
with first and second natural frequencies near 6 and 40 kHz, were excited with white noise
generated in the vibrometer system, described in Section 4.2, with a maximum amplitude
of 1.2 V and a DC offset of 0.65 V. Due to the limitations of the excitation system, the
second mode is not measurable, so a bandwidth of 10 kHz was selected, providing sufficient
bandwidth to observe the first mode, and avoiding the resonant frequency of the shaker. The
system as set up for these experiments is shown in Figure 5.5.
5.3.2 Measurements and Analysis for Base Excitation Modal Analysis
of Micro-cantilever Switches
At each of ten points along the length of the switches, plus an additional point on the fixed
base a frequency response function between the voltage signal sent to the amplifier and
the resulting motion of the structure were measured. These FRFs were measured using
Hanning windows, and 500 averages were taken with a bandwidth of 10 kHz. Their length
was 200 Fourier lines, providing a resolution of 50 Hz. These FRFs were then divided
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Figure 5.5: Vibrometer setup for base excited experiments. A) DMS PC; (B) vibrometer
controller; (C) microscope with vibrometer scanning attachment; (D) scan controller; (E)
amplifier; (F)piezoelectric shaker; (G) vibrometer sensor unit
to acquire FRFs between base and response motion, as described in Subsection 3.2.1, and
analyzed using the algorithm and implementation described in Chapter 3. The results of
this analysis are presented in Chapter 7.
5.4 Base Excitation Based Modal Analysis of Segments of
Fine Wire Fixed on One End
5.4.1 Test Specimens and Applied Excitations
For purposes of comparison, the same wire specimens described in Section 4.4 were tested
using base excitation as well. The selected excitation was a sequence of normally dis-
tributed random numbers, low pass filtered at 1500 Hz, and applied using the excitation
system described in Section 5.2, with the upper plate attached to provide a place to fix the
wire. The supporting stiff wire was attached to the upper plate with adhesive tape and a
small amount of hot-melt glue, to hold it in place and still be easy to remove later.
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5.4.2 Measurements and Analysis for Base Excitation Based Modal
Analysis of Wire Segments
Measurements of the FRF between voltage sent to the amplifier to drive the shaker and the
response velocity were made at 6 points on the 12 mm wire, 9 on the 16 mm wire, and
10 points on the 20 mm wire. Each measurement was taken with 200 Fourier lines and a
bandwidth of 2 kHz using a Hanning window. Three sets of 100 averages were taken at each
point. The first point, nearest the fixture, was taken as a base measurement, and the FRFs
were divided as described in Section 3.2.1 to provide base motion - response motion FRFs.
The resulting set of FRFs was analyzed using the base excitation algorithm of Be´liveau, et
al. [4], described in Chapter 3. The results of these tests are presented in Chapter 7
5.5 Chapter Summary
In this chapter two sets of base excitation experiments are described, examining micro-
cantilever switches from the same batch described in Section 4.3, and the wires previously
discussed in Section 4.4.
Both structures were excited using a shaker made from a small piezoelectric stack actu-
ator, detailed in Section 5.2, and the measured FRFs analyzed with the algorithm detailed in
Chapter 3. The shaker was driven using a white noise generated using the signal generator
in the Polytec vibrometer system, with an appropriate bandwidth selected. In these exper-
iments, as before (see sections 4.3 and 4.4), the switches were scanned using the scanning
function of the vibrometer, while the wires were scanned using a positioning stage.
The results are described, discussed, and compared with those obtained from SSI, in
Chapter 7.
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Chapter 6
Stochastic Subspace Identification
(MACEC) Results for Micron-Scale
Structures
6.1 Introduction
This chapter presents and discusses the results of the experiments previously described in
Chapter 4. Section 6.2 contains the results for experiments performed on microcantilever
switches, Section 6.3 the results of experiments performed on wires, and Section 6.4 the
results obtained for mechanosensory hairs. These results are discussed in their respective
sections. The results obtained for switches and wires using SSI are compared to those
obtained using base excitation in the next chapter, Section 7.4.
6.2 Results for SSI-Based Modal Analysis of Micro-canti-
lever Switches
Due to bandwidth limitations only the first two modes of the beams could be seen. These
were expected to be at 6495 Hz for the first mode and 40700 Hz for the second mode,
based on the design dimensions of the switches. This calculation, using the Euler-Bernoulli
beam theory, assumed that the switches were perfectly uniform, straight, one-dimensional
cantilever beams, with dimensions and properties as specified in Table 4.1. Assuming a
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Table 6.1: Predicted natural frequencies for MEMS switches, plus uncertainty. Uncer-
tainties are calculated using the root sum of squares form, assuming 5 % uncertainty in
dimensions and 1 % uncertainty in material properties
Mode Number Frequency (Hz) ± Uncertainty (Hz)
1 6.495 × 103 ± 7.28 × 102
2 4.070 × 104 ± 4.56 × 103
3 1.140 × 105 ± 1.28 × 104
4 2.233 × 105 ± 2.50 × 104
5 3.692 × 105 ± 4.14 × 104
Table 6.2: Summary of frequency domain resonant frequency results from PSV software
for micro-cantilever switches
Switch First Resonant
Frequency (Hz)
Second Resonant
Frequency (Hz)
1 6359 39830
2 6141 39840
3 6156 39560
4 6563 41190
5 6188 41060
6 6734 42050
five percent uncertainty in the length, width, and thickness, and one percent in density and
Young’s modulus, gave overall uncertainty of 11.2 % for natural frequency using the root
sum of squares formulation [55]. The first five natural frequencies predicted are provided
in Table 6.1, along with their uncertainties.
6.2.1 Frequency Domain Results
The Polytec LDV software was used to obtain the frequency response function (FRF) be-
tween the voltage signal sent to the amplifier to excite the switch and the velocity response
of the switch to that excitation, as a check for setup problems, and to make sure that good
measurements were being made. As an example, the result for the first switch is shown in
Figure 6.1. Very clear peaks near 6 kHz and 40 kHz can be seen in this plot. Using the
peak selection tool in the software, these were found to be at 6359 Hz and 39828 Hz, with a
resolution (based on the bandwidth and number of Fourier lines) of 15.625 Hz. The associ-
ated deflection shapes extracted by the software are shown in Figure 6.2. These results are
representative of the switches studied. The resonant frequencies to four significant figures
for all six switches are summarized in Table 6.2.
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Figure 6.1: Voltage to velocity FRF for an experimental switch from PSV software
Figure 6.2: Operational deflection shapes associated with the first peak (upper) and the
second peak (lower) from PSV software
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6.2.2 Output-only Results
For each of the six switches a set of time domain measurements were made. These mea-
surements, taken at the same measurement points, using the same excitation signal, and
with the same number and rate of samples, were then analyzed using the MACEC soft-
ware implementation of the stochastic subspace identification (SSI) algorithm, discussed in
further detail in Chapter 2.
This algorithm fits a series of models of increasing order to the velocity measurements
and plots a stabilization diagram to allow identification of physical modes and exclusion of
spurious ones. A stabilization diagram is a plot of the poles of the models, showing graph-
ically whether they are changing significantly with model order. If a pole appears with the
same modal parameters (i.e. frequency, mode shape, and modal damping ratio), to within
the chosen stabilization criteria, in many consecutive orders of model, it is said to be stable.
In this case, stabilization criteria of 1% in frequency and mode shape and 5% in damping
were used. An example stabilization diagram for the first switch is shown in Figure 6.3.
Long columns of stable poles, indicated with ⊕ symbols can be seen near 6 kHz and 40
kHz, where the actual modes of the switch are expected to be. Because the stabilization is
to within some relative difference, and because columns of stable poles are identified and
mode selection is performed manually, there is a certain amount of uncertainty in their val-
ues related solely to the selection of specific model poles as system modes. This uncertainty
can reasonably be expected to be of a similar magnitude to the stabilization criteria.
The results for this switch were: First mode at 6383 Hz with a damping ratio of 3.869%
and second mode at 39990 Hz with a damping ratio of 0.6655%. The mode shapes in the
switching (Z) direction associated with these poles are shown in Figure 6.4. It may be noted
that, in this figure, the origin is located at the centre of the microscope field of view, and the
measurement point coordinates are defined relative to that point. A summary of the results,
which consist of natural frequencies and damping ratios, for the six switches is shown in
Table 6.3, along with the average values.
Animation of these mode shape results showed nearly real modes. Two additional plots,
examples of which are shown in Figures 6.5 and 6.6 show the motion of the switch through-
out the modal vibration cycle. These plots might be well described as a three dimensional
depiction of the deflection of the structure through one cycle of its mode, and a two dimen-
sional representation of the same. This latter plot, showing deflection at various phases of
the vibration, is referred to as a phase-deflection plot throughout this thesis. These plots
will be used later to illustrate complex mode shapes in other structures.
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Figure 6.3: Stabilization diagram for a typical switch. Columns of stable poles near 6 kHz
and 40 kHz indicate real modes. ⊕ Fully stable poles; ♦ partially stable poles, with ‘f’
indicating stable frequency, ‘d’ stable frequency and damping, and ‘v’ stable frequency and
vector (mode shape).
Table 6.3: Summary of MACEC (SSI) results for micro-cantilever switches
Switch First Natural
Frequency
(Hz)
First Modal
Damping
Ratio (%)
Second
Natural
Frequency
(Hz)
Second
Modal
Damping
Ratio (%)
1 6383 3.869 39990 0.6655
2 6128 1.652 39870 0.7509
3 6280 5.415 41230 3.691
4 6574 1.388 40980 0.9118
5 6303 2.784 40840 1.478
6 6973 3.235 42040 0.9454
Average 6440 3.06 40830 1.41
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Figure 6.4: MACEC (SSI) mode shapes for micro-cantilever switches: First mode (upper)
at 6 kHz, second mode (lower) at 40 kHz. Origin located at the centre of the microscope
field of view. Shapes depicted along Z direction
Figure 6.5: Three dimensional view of the second mode shape motion of a micro-cantilever
switch, with zero crossing points marked by red squares
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Figure 6.6: Phase-deflection plot of the second mode shape motion of a micro-cantilever
switch, with colour indicating deflection magnitude, measurement points marked with black
dots, and zero crossing points with red squares
To provide a check on the damping values obtained from MACEC, a logarithmic decre-
ment calculation was performed on the step response several of the switches. An example
time series of that step response is shown in Figure 6.7. The resulting estimates for the first
modal damping ratio averaged 2.1%, with a standard deviation of 0.5%.
6.2.3 Discussion of SSI Switch Results
With the exception of the first mode from MACEC for switch number 6, all of the fre-
quencies found, by both SSI and frequency domain methods and for both modes within the
frequency range observed, were within 6% of the theoretical predictions. The one frequency
more than 6% away from the expected value was still less than 8% different. Differences
between the frequencies found using the FRF peaks and using MACEC were in all cases
less than 5%. All of these natural frequency results were within the uncertainty range of the
theoretical predictions. The mode and deflection shapes also appear as they were expected
to. Damping ratios estimated by MACEC were slightly higher on average than those esti-
mated by logarithmic decrement, but were observed to be of the same order of magnitude.
Further testing could potentially quantify the contributions of inter-switch variability and
experimental uncertainty for any given switch to these variations. Examining the results
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Figure 6.7: Response of a typical switch to a voltage step input. Input applied at t = 1.28 ms
for frequency and damping ratio in Table 6.3, and the photographs and mode shapes shown
below in Figure 6.8, it is clear that the position and size of the actuator have little or no
effect on the observed modal characteristics of the beam of the switch.
It is worth noting that the die containing the switches was positioned manually, without
a positioning stage, for these experiments. This made identifying individual switches for
comparison with later experiments impractical.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 6.8: Mode shapes for SSI analysis of micro-cantilever switches. (a),(b),(c) photo-
graph, first and second mode shape for switch # 3; (d),(e),(f) photograph, first and second
mode shape for switch # 4; (g),(h),(i) photograph, first and second mode shape for switch #
5; (j),(k),(l) photograph, first and second mode shape for switch # 6
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6.3 Results for SSI-Based Modal Analysis of Wire Seg-
ments
With this apparatus, only the first mode of the wires was consistently within the available
bandwidth. For each wire tested, an expected natural frequency was calculated according
to Euler-Bernoulli beam theory, using the dimensions and properties in Table 4.2. These
expected frequencies were 117 Hz, 61 Hz, and 44 Hz for the 12, 16, and 20 mm wires
respectively. The uncertainty in natural frequency based on five percent uncertainty in
nominal length and diameter and one percent uncertainty in density and Young’s modulus
was 11.2 %, with values of 12.6, 7.1 and 4.5 Hz for the 12, 16 and 20 mm wires respectively.
The data was analyzed in MACEC using SSI. Examples of typical stabilization dia-
grams for 12, 16, and 20 mm wires are provided in Figures 6.9, 6.10, and 6.11 respectively.
The average first natural frequencies for the 12, 16, and 20 mm wires were found to be
136 Hz, 61 Hz, and 46 Hz, respectively. The corresponding average damping ratios were
1.16 %, 0.46 %, and 4.12 % respectively. There was much more variation in the results for
the 12 mm wire than for the other two. Table 6.4 summarizes the natural frequencies and
damping ratios found for these tests.
Figure 6.9: Typical stabilization diagram for 12 mm wire
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Figure 6.10: Typical stabilization diagram for 16 mm wire
Figure 6.11: Typical stabilization diagram for 20 mm wire
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Table 6.4: Summary of SSI and expected frequency and damping results for wires
Length Test 1 Test 2 Test 3 Expected
ωn ζ ωn ζ ωn ζ ωn
12 mm 133.3 Hz 0.68 % 141.8 Hz 0.78 % 134.2 Hz 2.03 % 117.3 Hz
16 mm 61.0 Hz 0.54 % 60.90 Hz 0.48 % 60.99 Hz 0.37 % 61.5 Hz
20 mm 45.8 Hz 4.20 % 45.49 Hz 4.10 % 45.61 Hz 4.07 % 43.8 Hz
Figure 6.12: Typical magnitude/phase plot of mode shape for 12 mm wire ( f = 142 Hz,
ζ = 0.78 %)
Mode shapes were also identified in MACEC, and these results were saved and plotted
using MATLAB’s more flexible plotting functions. Sample plots for 12, 16, and 20 mm
wires are found in Figures 6.12, 6.13, and 6.14, respectively.
6.3.1 Discussion of SSI Wire Results
There is a notable trend that the results for longer wires with lower natural frequencies are
tending to show better results. Recalling that the excitation was provided by a subwoofer,
with the frequency response shown in Figure 4.5, it is unsurprising that modes in the fre-
quency range of 40 to 80 Hz are more easily and clearly discerned.
The average and standard deviations of the frequency and damping results are shown
in Table 6.5. In the cases of the 12 mm wire, there is a clear systematic variation from
CHAPTER 6. SSI RESULTS 84
Figure 6.13: Typical magnitude/phase plot of mode shape for 16 mm wire ( f = 61 Hz,
ζ = 0.37 %)
Figure 6.14: Typical magnitude/phase plot of mode shape for 20 mm wire ( f = 45 Hz,
ζ = 4.1 %)
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Table 6.5: Average and standard deviation of natural frequency and damping ratio results
for SSI wire tests, with variation relative to expected frequency values
Length Natural Frequency Damping Ratio
Average St. Dev. % Error Average St. Dev.
12 mm 136.4 Hz 4.7 Hz 16.3 % 1.16 % 0.75 %
16 mm 61.0 Hz 0.06 Hz -0.7 % 0.46 % 0.09 %
20 mm 45.6 Hz 0.2 Hz 4.2 % 4.12 % 0.07 %
the expected value of natural frequency. This is most likely caused by imprecision in the
measurement of the wire’s length. While the 12 mm wire results show significant variation
(relative to the uncertainty in the Euler-Bernoulli predictions) between tests, the 16 and
20 mm tests show tight grouping of results.
Observing the mode shapes shown in Figures 6.12 to 6.14, it can be seen that while the
magnitudes show a high MAC for all lengths, the shorter lengths show very large phase
variation along the length of the wires. The 20 mm long wire result, however, shows a rea-
sonably small phase shift along its length, and the highest MAC between the magnitude and
the expected real mode shape. Further examination of the mode shapes, using animations
and plots such as those shown in Figures 6.15 and 6.16 for the 20 mm wire, shows travel-
ling wave behaviour typical of complex modes in the 12 mm wire, and behaviour closely
resembling real modes in the 20 mm wire. The 16 mm wire results are less well behaved,
but more closely resemble the behaviour of the shorter wire. Figures 6.17 and 6.18 show
an example result for the 12 mm wire.
6.3.2 Summary of Results for SSI-Based Modal Analysis of Wire Seg-
ments
Natural frequency results were found which were reasonably close to expected values in the
cases of the longer wires, which also had small variation. The 12 mm wire was farther from
the expected value, but still had relatively small variation, though larger than the others.
Damping ratios similarly showed reasonable values for all tests and smaller variations for
longer wires. Mode shapes show magnitudes which are similar to those expected, but the
12 and 16 mm wires had large variations in phase along the wire length. The 20 mm wire
had a much smaller phase variation, and also the highest MAC between the calculated mode
shape magnitude and the expected mode shape.
These results suggest that this method can be effectively used to obtain natural fre-
quency and damping ratio over a fairly wide frequency range, and provide accurate mode
shapes in a smaller range.
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Figure 6.15: Typical 3D plot of mode shape for 20 mm wire, with zero crossings indicated
by red squares
Figure 6.16: Typical phase-deflection plot of mode shape for 20 mm wire, with colour
indicating deflection magnitude, black dots indicate measurement points, and red squares
indicate zero crossing points
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Figure 6.17: Typical 3D plot of mode shape for 12 mm wire, with zero crossings indicated
by red squares
Figure 6.18: Typical phase-deflection plot of mode shape for 12 mm wire, with colour
indicating deflection magnitude, black dots indicate measurement points, and red squares
indicate zero crossing points
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6.4 Results for SSI-Based Modal Characterization of
Mechanosensory Hairs
Each of the mechanosensory hairs prepared as described in Section 4.5, was analyzed using
the SSI method in MACEC. An example stabilization diagram can be seen in Figure 6.19.
In this plot, columns of stable poles can be seen near 65 and 115 Hz. Examining the mode
shapes corresponding to some of these poles, it appears that the column near 65 Hz is
a better match for the expected behaviour. An example of one of these mode shapes is
shown in Figure 6.20. One item of note is that while the magnitudes of response follow
the expected behaviour, the phase does not. In some cases, no mode shapes matching the
magnitude behaviour reported in the literature [35] were obtained. An example of such a
poorly fitting mode is shown in Figure 6.21. A summary of results is provided in Table 6.6.
This table indicates the locations of columns of stable poles, associated damping ratios, and
the MAC between the magnitudes of the best obtained mode shape for the column and the
expected behaviour.
Plots of the mode shapes shown in Figures 6.20 and 6.21 giving behaviour through the
mode cycle are shown in Figures 6.22 and 6.23, respectively. Examining these plots, the
three dimensional views, and animations of the mode shapes, it is seen that while the first
of these modes shows the magnitude behaviour described in the literature, it is, in fact,
Figure 6.19: Stabilization diagram for SSI of a mechanosensory hair
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Figure 6.20: Example magnitude/phase plot of mode shape a mechanosensory hair (Hair 1,
test 1; f = 72 Hz, ζ = 16 %)
Figure 6.21: Example of mode shape for mechanosensory hair that fits poorly to expected
behaviour(Hair 4, test 2; f = 121 Hz, ζ = 7 %)
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Table 6.6: Summary of frequency and damping results for mechanosensory hairs, and qual-
ity of mode shape fit. Results for columns of poles are separated by “/”, and first long and
dense column of stable poles is bold
Hair / Test Approximate
Length (µm)
Frequencies
(Hz)
Damping
Ratios (%)
Mode Shape Fit
(MAC)
1 / 1 290 72 16 0.978
1 / 2 70 / 117 17 / 3 0.956 / 0.633
2 / 1 160 68 / 114 17 / 6 0.953 / 0.900
2 / 2 69 / 116 19 / 10 0.948 / 0.848
3 / 1 180 120 / 140 0 / 22 0.794 / 0.775
3 / 2 117 / 136 4 / 11 0.848 / 0.754
4 / 1 290 53 / 123 31 / 3 0.723 / 0.804
4 / 2 50 / 121 26 / 7 0.703 / 0.754
5 / 1 210 64 / 107 / 120
/ 157
11 / 16 / 0 / 3 0.731 / 0.861 /
0.869 / 0.875
5 / 2 103 / 120 /
157
13 / 0 / 3 0.879 / 0.848 /
0.875
6 / 1 180 112 / 155 15 / 2 0.974 / 0.925
6 / 2 111 / 154 24 / 3 0.822 / 0.820
7 / 1 210 75 21 0.886
7 / 2 76 27 0.908
8 / 1 240 101 / 155 13 / 4 0.822 / 0.837
8 / 2 94 / 118 / 156 10 / 1 / 5 0.739 / 0.560 /
0.796
showing complex mode behaviour. The second, which shows very different magnitude
behaviour, shows a much less complex mode behaviour, with the entire set of measurement
points moving more or less together.
6.4.1 Discussion of Mechanosensory Hair Results
According to Ka¨mper and Kleindienst [35], mechanosensory hairs with lengths near 250
microns would be expected to show their first resonanant (maximum amplitude) frequency
in the range of 50 to 110 Hz. This is in agreement in the results summarized in Table 6.6,
with hairs of lengths between roughly 160 and 290 microns having first natural frequencies
estimated in the range of 65 to 125 Hz. The one exception, where the first dense column of
stable poles was above 120 Hz, at 155, showed a lower frequency stable pole column at 112
Hz, which, despite being sparse, gave a better mode shape fit. This suggests that the first
natural frequency may, in fact, be near the lower frequency, and the column simply failed
to stabilize well.
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Figure 6.22: Example phase-deflection plot of mode shape of a mechanosensory hair (Hair
1, test 1; f = 72 Hz, ζ = 16 %)
Figure 6.23: Example phase-deflection of mode shape for mechanosensory hair that fits
poorly to expected behaviour(Hair 4, test 2; f = 121 Hz, ζ = 7 %)
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Damping ratios show a wide range, with a smallest value very near zero, and highest
value of roughly 31 %, but most range between 15 and 25 %.
In addition, Ka¨mper and Kleindienst found that the magnitude of deflection increases
linearly along the length of a hair, as would be found in a rigid beam with a flexible support
at one end, which was then assumed throughout the paper [35]. Since they do not report
anything regarding phase shifts along the length of the hair, only the magnitude of the mode
shape found was compared to this expectation. In some cases, quite good agreement (MAC
>0.95) was found, but in others only very poor fits (MAC <0.80) were obtained. Phase of
the obtained mode shapes, however, never showed the expected behaviour of a rigid beam
in a flexible support, with the relative phase varying, often by very large amounts, along the
length of the hairs.
In examining the mode shapes which did not fit the expected behaviour, a pattern was
noticed. These mode shapes tend to exhibit similar behaviour, having a roughly constant
magnitude. Phase is still varying significantly along the length, but the variation generally
appears somewhat smaller overall. Plots of modal parameters against length were made,
and are shown in Figures 6.24a, 6.24b, and 6.24c for natural frequency, damping ratio,
and MAC relative to the behaviour described in the literature [35], respectively. There
are several possible explanations for this behaviour, in addition to a previously unobserved
mode of the mechanosensory hairs themselves. Among these possible causes of the unex-
pected behaviour are a motion occurring in the structure supporting the specimens under
the vibrometer and environmental noise contaminating the measurements. Either of these,
however, might reasonably be expected to have appeared in the results of the experiments
on the wires as well, and the behaviour in question did not.
From Figure 6.24a it can be seen that the first dense column of stable poles tends to
be in the range of 60 to 130 Hz, which is roughly the confidence interval reported in [35].
None of these plots shows an obvious strong relation between modal parameters and length.
Further plots of one modal parameter against the others were made, and are given in Fig-
ures 6.24d, 6.24e, and 6.24f for damping against frequency, MAC against frequency, and
damping against MAC, respectively.
In the first two of these plots, separated clusters of points can be seen. In Figure 6.24d,
three clusters of points are seen. These are at frequencies near 70 Hz and high damping
ratios, near 100 Hz and somewhat lower damping ratios, and near 120 Hz and much smaller
damping ratios. In the second figure, 6.24e, two groups of modes are seen. The first, with
frequencies between 60 and 80 Hz has significantly higher MACs than the second, with
frequencies in the 100 to 120 Hz range.
CHAPTER 6. SSI RESULTS 93
(a) (b)
(c) (d)
(e) (f)
Figure 6.24: Plots of modal parameters of hairs against length and each other: (a) natural
frequency vs. length; (b) modal damping ratio vs. length; (c) MAC relative to results
from literature vs. length; (d) damping ratio vs. natural frequency; (e) MAC vs. natural
frequency; and (f) damping ratio vs. MAC
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Figure 6.25: Stabilization plot for first test of hair # 6
Examining the plots of mode shape more closely, it becomes apparent that those with
frequencies in the lower frequency cluster show the magnitude behaviour expected from
the literature (though with complex phase behaviour), while those in the higher frequency
cluster show the newly observed behaviour, with constant magnitude along the length of
the hair. There are two exceptions to this pattern, identified as test 1 on hair 6, and test 2
on hair 8. Examining the stabilization diagrams and mode shape plots for those tests, in
the case of hair 6, a non-dense column of poles at a lower frequency with a better fit to the
expected behaviour was found, and the stabilization diagram and mode shape in question
are shown in Figures 6.25 and 6.26. In the case of hair 8, the stabilization diagram, shown
in Figure 6.27, shows what may be a sparse column of poles at a lower frequency, and a
mode shape for one of these is shown in Figure 6.28. It may be the case that the less dense
pole columns correspond to the modes identified in the other tests, which are simply not
stabilizing as well in these specific cases.
It should be noted that the methods of Ka¨mper and Kleindienst [35] did not observe
anything but the magnitude of deflection. In particular, no attempt was made to observe
any phase shifts along the length of the hairs, or to estimate modal damping ratios. Thus
only the magnitudes of observed mode shapes, which reflect these maximum deflections,
can be compared against the behaviour assumed in the literature. These magnitudes are
clearly not a complete description of the behaviour of the mechanosensory hairs, which
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Figure 6.26: First mode shape plot for first test of hair # 6 ( f = 112 Hz, ζ = 15 %)
Figure 6.27: Stabilization plot for second test of hair # 8
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Figure 6.28: First mode shape plot for second test of hair # 8 ( f = 94 Hz, ζ = 10 %)
show modal damping ratios and highly complex modes. The assumption that the hairs
behave as rigid beams flexibly supported at one end thus appears to be invalid, at least in
this case.
6.5 Chapter Summary
In this chapter, the results of Stochastic Subspace Identification (SSI) based modal analysis
on three sets of micron-scale structures are presented. These structures were a set of micro-
cantilever switches, several sections of fine wire, and a number of cercal mechanosensory
hairs from crickets.
For the first structures, a set of micro-cantilever switches, average first and second nat-
ural frequencies of 6440 and 40830 Hz were obtained. These are within one percent of
the values predicted by Euler-Bernoulli beam theory. The individual beam results are also
close to the theoretical predictions. The average modal damping ratios were 3.06 % and
1.41 % for the first and second modes. The mode shapes appeared as was expected.
For the wires, it was observed that longer (ie lower natural frequency) wires were iden-
tified with less variability in results. The average frequency results obtained were 136 Hz,
61 Hz, and 46 Hz for 12 mm, 16 mm, and 20 mm long wires, respectively. The values pre-
dicted theoretically were 117, 62, and 44 Hz. The large relative difference in the frequency
for the shorter wire is thought to be a result of inaccuracy in measuring its length. Average
damping ratios were found as 1.16 %, 0.46 %, and 4.12 %. Mode shape magnitudes were
generally close to the expected behaviour, but for all but the 20 mm long wire, there were
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significant phase variations along the wire length.
For the mechanosensory hairs, two patterns of results were observed. The first pattern,
with frequencies in the 60 to 80 Hz range showed mode shape magnitudes following the
behaviour reported as expected in the literature (mode shape magnitude increasing linearly
along the hair length; see [35]), but with large phase variation along the length of the hair.
Damping ratios for this set of results were in the range of 15 to 30 %. The second observed
pattern of behaviour, with a mode shape magnitude constant along the hair length, appeared
in a frequency range of 100 to 125 Hz, and may be subdivided into two sub-patterns, one
between roughly 100 and 110 Hz frequency and damping ratios generally near 15 %, and
a second around 120 Hz with damping ratios below 10 %. In all cases the mode shapes
observed were highly complex.
CHAPTER 7. BASE EXCITATION RESULTS AND COMPARISON WITH SSI 98
Chapter 7
Base Excitation Results for Micron-Scale
Structures and Comparison with SSI
7.1 Introduction
This chapter presents and discusses the results of the experiments described in Chapter 5.
These results are then compared to those found using SSI, presented in the preceding chap-
ter. This comparison is found in Section 7.4. Section 7.2 describes the results obtained for
microcantilever switches, and Section 7.3 presents those obtained for sections of fine wire.
The results presented in this chapter agree well with the SSI results presented in Chapter 6,
giving further confidence in the validity of both methods.
7.2 Results of Base Excitation Modal Analysis of Micro-
cantilever Switches
The experiments described in Section 5.3 showed frequency and damping stabilizing at
low model orders. An example of one of the resultant stabilization diagrams is shown in
Figure 7.1. A summary of the natural frequency and damping ratio results for four switches
is shown in Table 7.1.
7.2.1 Discussion of Base Excitation Switch Results
Applying the base excitation method to the micro-cantilever switches, only the first mode
was within the available frequency range. It was found that, while frequency and damping
ratio stabilized at quite low orders to values similar to those produced by MACEC, mode
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Figure 7.1: Sample stabilization diagram for base excitation identification of a micro-
cantilever switch. Note stability of frequency and damping, non-stabilization of mode shape
Table 7.1: Summary of results for base excitation identification of micro-cantilever switches
Switch First Natural Frequency (Hz) First Modal Damping Ratio (%)
1 6649 1.8
2 6552 1.5
3 6687 1.7
4 6521 1.3
Average 6602 1.6
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shapes did not stabilize for this structure. The average frequency is within 3 % of that found
from MACEC, while the average damping ratio is roughly 50 % different but is of a similar
magnitude.
7.3 Results of Base Excitation Modal Analysis of Wire
Segments
A second set of experiments was carried out to complete validation of the base excitation
methodology and to cross-check the SSI method for use with micron-scale structures. The
wires described in Sections 4.4 and 5.4.1 were tested as described in Section 5.4. A typical
FRF between signal to the shaker amp and response motion is shown in Figure 7.2. Typical
stabilization plots for the base excitation analyis of the 12, 16, and 20 mm wires are shown
in Figures 7.3, 7.4, and 7.5.
It can be seen from these plots, that the first mode is stabilizing well in all cases. Second
and, in the case of the longer wires (16 and 20 mm) third modes, are stabilizing less well but
can be distinguished. Natural frequency and damping ratio estimates for the three lengths
can be found in Tables 7.2 to 7.4.
Figure 7.2: Example of FRF between signal sent to shaker amp and response motion of
wire for a base excitation test
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Figure 7.3: Sample stabilization diagram for base excitation identification of a 12 mm long
wire.
Figure 7.4: Sample stabilization diagram for base excitation identification of a 16 mm long
wire.
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Figure 7.5: Sample stabilization diagram for base excitation identification of a 20 mm long
wire.
Table 7.2: Summary of results for base excitation identification of 12 mm wire
Test First Natural Frequency
(Hz) / First Modal
Damping Ratio (%)
Second Natural
Frequency (Hz) / Second
Modal Damping Ratio
(%)
1 139.8 / 2.33 835.8 / 0.72
2 146.1 / 3.63 836.3 / 1.04
3 137.8 / 2.51 829.5 / 0.09
Average 141.2 / 2.73 833.9 / 0.62
Table 7.3: Summary of results for base excitation identification of 16 mm wire
Test First Natural
Frequency (Hz) /
First Modal
Damping Ratio
(%)
Second Natural
Frequency (Hz) /
Second Modal
Damping Ratio
(%)
Third Natural
Frequency (Hz) /
Third Modal
Damping Ratio
(%)
1 62.5 / 9.51 399.6 / 1.31 1136.5 / 0.58
2 59.8 / 8.83 395.7 / 1.65 1138.5 / 0.54
3 61.8 / 5.66 395.7 / 1.48 1137.1 / 0.66
Average 61.4 / 8.00 397.0 / 1.48 1137.4 / 0.59
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Table 7.4: Summary of results for base excitation identification of 20 mm wire
Test First Natural
Frequency (Hz) /
First Modal
Damping Ratio
(%)
Second Natural
Frequency (Hz) /
Second Modal
Damping Ratio
(%)
Third Natural
Frequency (Hz) /
Third Modal
Damping Ratio
(%)
1 45.0 / 19.86 278.5 / 1.85 774.4 / 0.66
2 44.5 / 14.19 279.9 / 1.38 775.1 / 0.74
3 45.6 / 11.50 278.0 / 1.84 771.3 / 1.21
Average 45.0 / 15.18 278.8 / 1.69 773.6 / 0.87
Figure 7.6: Sample first mode shape for base excitation identification of a 12 mm long wire.
( f = 138 Hz, ζ = 2.5 %)
Typical mode shapes, where they stabilized, are shown in Figures 7.6 and 7.7 for the
12 mm wire, Figures 7.8 and 7.9 for the 16 mm wire (first two modes), and Figure 7.10
for the first mode of the 20 mm wire. Plots showing the mode shape cycle are given in
Figures 7.11 to 7.15.
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Figure 7.7: sample second mode shape for base excitation identification of a 12 mm long
wire. ( f = 830 Hz, ζ = 0.09 %)
Figure 7.8: Sample first mode shape for base excitation identification of a 16 mm long wire.
( f = 63 Hz, ζ = 9.5 %)
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Figure 7.9: Sample second mode shape for base excitation identification of a 16 mm long
wire. ( f = 400 Hz, ζ = 1.3 %)
Figure 7.10: Sample first mode shape for base excitation identification of a 20 mm long
wire. ( f = 45 Hz, ζ = 20 %)
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Figure 7.11: Sample phase-deflection plot of first mode shape for base excitation identifi-
cation of a 12 mm long wire.
Figure 7.12: Sample phase-deflection plot of second mode shape for base excitation identi-
fication of a 12 mm long wire.
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Figure 7.13: Sample phase-deflection plot of first mode shape for base excitation identifi-
cation of a 16 mm long wire.
Figure 7.14: Sample phase-deflection plot of second mode shape for base excitation identi-
fication of a 16 mm long wire.
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Figure 7.15: Sample phase-deflection plot of first mode shape for base excitation identifi-
cation of a 20 mm long wire.
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Table 7.5: Expected natural frequencies for three lengths of wires
Length First Frequency Second Frequency Third Frequency
12 mm 117.3 Hz 735.1 Hz 2058.3 Hz
16 mm 61.5 Hz 385.1 Hz 1078.3 Hz
20 mm 43.8 Hz 274.3 Hz 768.0 Hz
Table 7.6: Summary of frequency and damping results for base excitation tests of three
lengths of wires, with variation from expected frequency values
Mode Frequency (Hz) Damping (%)
Average St. Dev. % Difference Average St. Dev
12 mm, 1st 141.2 4.33 20.38 2.73 0.70
12 mm, 2nd 833.9 3.79 13.44 0.62 0.48
12 mm, 3rd not in bandwidth
16 mm, 1st 61.4 1.40 -0.16 8.00 2.05
16 mm, 2nd 397.0 2.25 3.09 1.48 0.17
16 mm, 3rd 1137.4 1.03 5.48 0.59 0.06
20 mm, 1st 45.0 0.55 2.74 15.18 4.27
20 mm, 2nd 278.8 0.98 1.64 1.69 0.27
20 mm, 3rd 773.6 2.02 0.73 0.87 0.30
7.3.1 Discussion of Base Excitation Wire Results
The expected natural frequencies for the wires are shown in Table 7.5. Table 7.6 summa-
rizes the average natural frequencies found for each wire and mode, together with their
standard deviations and their relative difference from the expected values.
From this, it may be seen that there is a systematic difference relative to the expected
values in the frequency results for the 12 mm wire, likely due to imprecision in measuring
its length. The standard deviations are, in all cases except the first mode of the 12 mm
wire, small relative to the uncertainty in the theoretical predictions for frequency and fairly
small for damping ratio in most cases also. The mode shapes shown in Figures 7.6 to 7.10
and 7.11 to 7.15 show good agreement between the magnitude of the identified first mode
shape and the expected real mode in all cases, however in the longer wires there is large
phase shift along the wire length. The second mode results fit less well. Both travelling
wave behaviour typical of complex modes and single measurement points out of phase are
observed.
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7.4 Comparison of Base Excitation and SSI Results
In this section, a comparison between the results presented in this chapter, and those pre-
sented in the preceding is given. The subsections following present comparison of results
for micro-cantilever switches and for wires.
7.4.1 Comparison of Results for Micro-cantilever Switches
Two separate methods, detailed in Sections 4.3 and 5.3, were used to obtain estimates of the
modal parameters of a number of microcantilever switches. The SSI method gave estimates
of natural frequency, modal damping ratio and mode shape for the first two modes of each
switch. The base excitation method, due to bandwidth limitations on the shaker, was able to
observe only the first mode, of which only natural frequency and damping ratio stabilized.
It must be noted here that these two methods were not applied to the same set of
switches, but rather to switches of the same nominal dimensions from the same batch.
Due to the manual positioning of the switches in the SSI experiments, it was not feasible to
positively identify the switches tested for later comparison. For this reason, only average
results can be compared meaningfully.
In this case, the average first natural frequencies found by the two methods were very
close, within 3 % of each other. The average obtained damping ratios were 3.06 % (standard
deviation 1.49 %) for SSI and 1.6 % (standard deviation 0.2 %) for base excitation. The
base excitation results had a much smaller range for damping than those found by SSI.
It is worth noting that all of the base excitation results obtained fall within 1.2 standard
deviations of the SSI results.
Each of the obtained natural frequencies was also close to the value predicted by Euler-
Bernoulli beam theory, assuming a perfectly uniform, straight cantilever beam of exactly
the nominal dimensions, within less than 8 % for all SSI results and within 3 % for base
excitation.
The lack of stabilized mode shapes from the base excitation experiments is thought to
be related to bandwidth limitations, because in the wire experiments, at lower frequencies,
such results were obtained using much the same methodology.
7.4.2 Comparison of Results for Segments of Fine Wire
To test the air excitation / SSI analysis methodology being used for the mechanosensory
hairs, and to provide complete comparison between base excitation and SSI, three sections
of fine wire were tested, cut to lengths of 12, 16, and 20 mm. The expected first natural
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frequencies were 117, 62, and 44 Hz, respectively. The averages of three tests at each length
with SSI were 136, 61, and 46 Hz for these wires. From base excitation, the averages, again
of three tests, were 141, 61, and 45 Hz. The close agreement between base excitation and
SSI results, being within less than 4 % in all cases, suggests that the larger differences
between the expected values and the experimental results for the 12 mm wire was due to
inaccuracy in measurement of the length of the wire.
The damping ratios determined by the two methods were very different, with the aver-
age estimates from SSI being 1.16 %, 0.46 %, and 4.12 % for the 12, 16, and 20 mm wires
respectively, while the results from the base excitation experiments were 2.73 %, 8.00 %,
and 15.18 %, for the same wires.
Examining the mode shape results from the two methods, it is apparent that the SSI
method produced better shapes for the longer wire, with the lower natural frequency. This
is in contrast to the base excitation method, which produced its best mode shape result for
the shorter wire, with the greater natural frequency. Additionally, the ranges of estimates
for frequency and damping were smaller for the longer wires in the SSI tests.
This is a logical consequence of the excitation methods used. In the SSI case, a sub-
woofer was used to generate the air motion which excited the wire. The frequency response
shown in Figure 4.5 makes clear that the speaker performs best at relatively low frequencies.
Conversely, the base excitation apparatus has a relatively flat frequency response (in veloc-
ity) in the range of interest, as shown in Figure 5.4, but due to the nature of the excitation,
it is the acceleration that actually excites the vibration, and this will be greater at higher
frequencies. It thus appears reasonable to expect that the SSI method would produce better
results near the best response of the speaker being used to generate the air motion, and that,
all else being equal, base excitation would produce better results at higher frequencies.
7.5 Chapter Summary
This chapter reports the results of two sets of base excitation modal analysis experiments,
on micro-cantilever switches and on sections of fine wire. It also compares the results of
these experiments to the corresponding SSI results.
With the micro-cantilever switches, the average frequency and damping ratio for the first
mode (the only one within the available bandwidth) were 6602 Hz and 1.6 % respectively.
Mode shapes for the switches did not stabilize. The average natural frequencies found using
the two methods were within 3 %. The average damping ratios were different by about 50
% of the SSI result, but on the same order of magnitude.
For the wires, natural frequencies and damping ratios were obtained for the first two
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modes of the 12 mm wire, and the first three modes of the 16 and 20 mm wires. Where
mode shapes stabilized, they were generally close to those predicted by Euler-Bernoulli
beam theory, particularly for first modes. The average frequencies were within 4 % of
each other for the base excitation and SSI experiments. Damping ratios were considerably
different. In examining the mode shapes, the SSI method gave better results for the longer
wire, while the base excitation method gave its best results for the shorter wire. This is
though to be due to the nature of the excitation and the means by which it was applied.
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Chapter 8
Conclusions
8.1 Summary of Results
This thesis describes work directed to experimental modal analysis of micron-scale struc-
tures. These structures, which are increasingly important in a variety of real-world ap-
plications, often have their performance depend on their dynamic characteristics, among
which the modal parameters describing vibration characteristics figure prominently. There
are many challenges in experimentally determining these modal characteristics, relating
directly to the scale of these structures, and the research described in the preceding chap-
ters attempts to address some of these. In the experiments described herein, several struc-
tures which may be treated as slender beams were examined, specifically micro-cantilever
switches, small sections of fine wire, and the cercal mechanosensory hairs of crickets. Mea-
surements of vibratory motion were made with a microscanning laser Doppler vibrometer
system. The principal method used for these modal analyses was the Stochastic Subspace
Identification algorithm, as implemented in the MACEC software. This software, originally
developed for civil engineering applications at K.U. Leuven, was validated for this purpose
by comparison with theoretical predictions and with an alternative, base excitation based,
modal analysis method. This section summarizes the results obtained.
The first structures studied were the micro-cantilever switches, which were examined
using both SSI and base excitation methods. In the SSI method a white noise signal was
applied to the integrated electrostatic actuator of the switches, and the first two modes were
completely characterized for six switches. Due to manual positioning of the die containing
the switches, positive identification of individual switches was impractical in this case.
Logarithmic decrement tests using a step voltage were done to estimate the first modal
damping ratio for comparison. In the base excitation tests for the switches, the die was
attached to a piezoelectric stack actuator serving as a shaker, to which a white noise voltage
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was applied. FRFs between this voltage and the motion were measured, and processed to
estimate the modal parameters. In this test, only the first mode was within the available
bandwidth, and only the natural frequency and damping ratio stabilized when stabilization
diagrams were plotted. This is thought to be related to the bandwidth limitation of the
shaker. The natural frequency results were in close agreement between the two methods,
and between the experimental results and the values predicted by Euler-Bernoulli beam
theory. Damping ratio results were less close, but were on the same order of magnitude. The
mode shape results produced by the SSI experiments appear as expected from the theory.
The results obtained indicate that the location and size of the actuator do not significantly
affect the observed modal characteristics of the switch.
The second structures studied were a set of three short lengths of fine wire, nominally
12, 16, and 20 mm long. These lengths were selected to cover the expected frequency range
of the first mode of the mechanosensory hairs, providing methodology validation in this
frequency range. These too were studied using both SSI and base excitation. In the case of
SSI, the vibration was excited by playing a white noise through a subwoofer and using the
moving air thus generated to excite motion in the wire positioned closely above the centre
of the speaker. This method had sufficient bandwidth to observe only the first mode of the
wires. For the base excitation case, the support for the wire was attached to the shaker
and, again, a white noise was used, however this method provided sufficient bandwidth
to observe the first two or three modes, depending on the length of the wire. The SSI
and base excitation methods identified very similar natural frequency values. There were
relatively significant differences from the theoretical predictions, however. There were large
differences in damping ratio identified by the two methods. In all cases, the magnitudes of
the obtained first mode shapes matched quite closely with the expected shapes, however
in many cases the phase did not. From examination of the mode shapes, it was clear that
the SSI method produced better results, more closely matching theoretical expectations,
at lower frequencies, while the base excitation method produced better results at higher
frequencies. The second mode shapes obtained matched predictions less well.
The mechanosensory hairs were examined using SSI and moving air excitation only.
Again the subwoofer was driven with a white noise signal, providing excitation to a sample
positioned above its centre. Hairs with lengths between 160 and 290 µm were examined,
and natural frequencies, damping ratios, and mode shapes were obtained for two sets of
measurements on each of eight separate hairs. The first mode, being the first dense column
of stable poles in the stabilization diagram, was the only one in the available bandwidth.
Two main patterns of results were observed, both occurring within the frequency range
expected for the first mode based on the literature. The first pattern, with relatively low
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frequency and high damping, showed a magnitude behaviour in their mode shapes which
closely resembled the behaviour expected from the literature, of a rigid beam in a flexi-
ble support. These results did not, however, show the phase behaviour expected from the
literature, showing instead a complex mode behaviour resulting in a travelling wave appear-
ance when the mode shapes were animated. This result suggests that the model previously
reported may not fully represent the behaviour of the actual structures. A second pattern
of behaviour, at relatively high frequencies and lower damping ratios, showed a distinc-
tive behaviour, which was not found in the literature examined. The cause of this second
behaviour was not determined.
8.2 Thesis Contributions
The contributions of this thesis centre primarily on the implementation and experimental
validation of methods for modal characterization of micron-scale structures. These contri-
butions may be summarized as:
• Excitation methods suitable for use with micron-scale structures have been imple-
mented and validated.
• A methodology for output-only experimental modal analysis of micron-scale struc-
tures, based on the MACEC implementation of the Stochastic Subspace Identification
(SSI) algorithm and microscanning laser Doppler vibrometry (LDV), has been devel-
oped, implemented, and validated for micro-cantilever switches, and, by extension,
other actuated micron-scale structures resembling slender beams, including a wide
range of MEMS devices.
• The methodology based on the MACEC SSI implementation has further been mod-
ified for, applied to, and validated on, experimental modal analysis of micron-scale
slender beam structures excited by air motion, providing a methodology suitable for
mechanosensory hairs.
• An additional methodology for experimental modal analysis of micron-scale struc-
tures, based on a modified complex exponential algorithm for base excitation and
microscanning LDV, has been formulated, implemented, and validated for slender
beam structures, within the frequency range of the excitation system. This methodol-
ogy allows for experimental modal analysis of non-actuated micron-scale structures.
• A full experimental modal analysis has been performed on an air motion sensing
organ of a cricket, specifically cercal mechanosensory hairs, in a frequency range
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considered biologically significant. This provides a validated methodology for the
mechanical characterization of this common class of sensory organ.
8.3 Recommendations for Future Research
Possible extensions to, and expansions upon, the research described in this thesis are:
• Application of the methodologies developed and validated to any of the wide range
of MEMS devices whose vibrational and dynamic characteristics are important for
predicting performance.
• Application of these methodologies to other sound and vibration sensing organs in
insects, which occur in numerous forms, and whose dynamics may be of interest for
a number of reasons.
• Extension of the methods validated for slender beams vibrating in one direction to
two- and three-dimensional structures and motions would be possible given appro-
priate excitation and response measurement systems.
• Optimization of excitation systems to match excitation bandwidth to the systems be-
ing studied may give improved results for the structures considered herein. Most
notably, there has been a report [39] of high frequency modes in the mechanosensory
hairs of crickets, and a full modal analysis in a higher frequency range may prove to
be of value.
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Appendix A
MATLAB Code Implementing the Base
Excitation Algorithm of Be´liveau, et al.,
Plus Additional Code For Plotting
Results
In this appendix, the code implementing the base excitation modal analysis algorithm devel-
oped by Be´liveau, et al. [4], and discussed in detail in Chapter 3, is provided. The appendix
also contains several functions created to automate plotting of results from both the base ex-
citation code and from MACEC. The sections following contain data format conversion in
Section A.1, modal parameter identification in Section A.2, and the creation of stabilization
plots to identify stable modes in Section A.3.
A.1 Data Format Conversion
The following files convert STAR format uff files produced by the Polytec PSV software
into the format required for identification. The command readuff is provided by the UFF
reading and writing package [48], obtained from the MATLAB Central File Exchange.
The following subsections contain the code that loads the uff file produced by the Poly-
tec Scanning Vibrometer software, and extracts the node positions, display information,
and FRF data from it.
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A.1.1 polytecFRF.m
This is the primary data import function, which reads in a STAR format uff file, extracts the
FRF data from it, and places that FRF data in a format that MATLAB can work with easily.
This function calls the following two, ’getNodes’ and ’surf extract’ to extract the grid of
measurement point positions, and the display elements connecting them.
function z=polytecFRF(input_file, output_file, display_file)
%-----------------------------------------------------------------------
% Converts FRF data saved by the Polytec vibrometer software into a format
% suited to the Beliveau ID algorithm. Calls the readuff function, obtained
% from the MATLAB Central File Exchange. Input file type is STAR uff.
% input_file is the input filename, with extension, and output_file is
% saved as a .mat. Also calls functions to extract nodes and display
% elements written previously. These results are saved in display_file.mat.
%-----------------------------------------------------------------------
% read in data from input_file
[data, info, errmsg]=readuff(input_file);
% separate out the data file elements containing FRF information
j=1;
for i=1:(size(data,2))
if data{1,i}.dsType == 58
rawData(j)=data{1,i};
j=j+1;
end
end
% rawData contains the elements of the data with actual FRF’s in them.
% from the first element, extract the frequencies
frequencies=transpose(rawData(1).x);
%place the FRF numbers from each element of rawData into a matrix called
%bareFRFs
for k=1:(size(rawData,2))
bareFRFs(:,rawData(k).rspNode)=rawData(k).measData;
end
% mirror the frequency and FRF matrices so that what it contains will
% work right with ifft
outputMatrix1=[0;frequencies;...
-flipud(frequencies(1:(size(frequencies,1)-1)))];
flipFRFs=conj(bareFRFs(1:(size(bareFRFs,1)-1),:));
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fullFRFS=[ones(1,j-1);bareFRFs;flipud(flipFRFs)];
refNode=input(’Enter node number for base motion measurement: ’);
k=1; % allows for possibility of removing ref node later
for l=1:size(rawData,2)
if rawData(l).rspNode == refNode
continue
end
VVFRFS(:,k)=fullFRFS(:,l)./fullFRFS(:,refNode);
k=k+1;
end
% save the output FRFs
output=[outputMatrix1, VVFRFS];
save(output_file, ’output’);
% get and save the node points and display elements for results processing
% note that these will need to be modified since the ref node is removed
% from the data.
nodes=getNodes(data);
patches=surf_extract(data);
save(display_file,’nodes’,’patches’);
z=’conversion complete’;
A.1.2 getNodes.m
function n=getNodes(data)
% extracts the node coordinates from the polytec output uff.
nodes=[];
for i=1:max(size(data))
if data{1,i}.dsType==15
nodes(:,1)=data{1,i}.nodeN;
nodes(:,2)=data{1,i}.x;
nodes(:,3)=data{1,i}.y;
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nodes(:,4)=data{1,i}.z;
end
end
n=nodes;
A.1.3 surf extract.m
function p=surf_extract(data)
% extracts display elements from polytec uff
n=1;
patches=[];
for i=1:max(size(data))
if data{1,i}.dsType==82
switch data{1,i}.nNodes
case 3
patches(n,:)=[data{1,i}.lines(1),...
data{1,i}.lines(2)];
case 5
patches(n,:)=[data{1,i}.lines(1),data{1,i}.lines(2),...
data{1,i}.lines(3),data{1,i}.lines(3)];
case 6
patches(n,:)=transpose(data{1,i}.lines(1:4));
end
n=n+1;
end
end
p=patches;
A.2 Modal Parameter Extraction
The files here load the FRF data formatted in Section A.1 and apply the complex exponen-
tial algorithm to identify modal parameters for a number of models of increasing order. The
models identified here are then plotted on a stabilization diagram by the code presented in
Section A.3. The first code given here is a coordinating function for the processes described
in this section and the next. It calls each of the following functions in turn. These functions
load the FRF data file created in the previous section, separate the frequency from the FRF
data, convert to time domain, and fit a series of models of orders specified by the user.
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A.2.1 beliveauID.m
function wasID=beliveauID()
%-------------------------------------------------------------------------
% Implements the Beliveau et al. modified complex exponential
% identification algorithm for base excitation data. This file it a
% co-ordinating function, calling other functions to do the actual work.
% Code written by Joel Book, except as noted otherwise.
%-------------------------------------------------------------------------
% request input data.
inputFile=getInput();
% split frequencies from FRFs, and obtain lines and points. Return the
% .mat file name storing the results.
dataFile=splitUp(inputFile);
% get little q. The return is again a filename for the .mat file
% containing the result.
whereLittleQ=getLittleQ(dataFile);
% get and check model orders for fitting (N values)
ordersFile=getN(whereLittleQ);
% fits models of the orders specified in the ordersFile
modelFileBase=fitModels(ordersFile, whereLittleQ);
% get stabilization criteria - returns a file containing the stabilization
% criteria to make sure that the information isn’t lost when the program
% completes
stabCriteria=getCriteria();
% check the stability of the poles, and create a set of files (1 per model)
% with the frequencies and their stabilities, which will then be used later
% to generate stability diagrams
stabsFileBase=checkStab(modelFileBase, ordersFile, stabCriteria);
% Create a stabilization diagram.
stabPic=stabPlot(stabsFileBase,ordersFile,dataFile,stabCriteria);
wasID=’Identification Complete’;
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A.2.2 getInput.m
function inputFile=getInput()
%------------------------------------------------------------------------
% reads in FRF data assuming it has already been converted using
% polytecFRF.m or, if not polytec data, a similar function for the same
% format. Note that this function takes a .mat file.
%------------------------------------------------------------------------
%get the location for the input data block
filename=input(’Enter the file name for your FRF data: ’);
inputFile=filename;
A.2.3 splitUp.m
function splitFile=splitUp(inputFile)
%------------------------------------------------------------------------
% Separates frequencies and FRFs, and gets numLines and numPoints. Returns
% the name of the file they are stored in.
%------------------------------------------------------------------------
%load the formatted inputs
D1=load(inputFile);
data=D1.output;
% get a filename for the separated data file
split_data_file=input(’Enter a filename for separated data: ’);
%split the input block
freqsA=data(:,1);
FRFS=data(:,2:end);
%get the resolution and number of measurement points
[numLines,numPoints]=size(FRFS);
%save the results
save(split_data_file,’freqsA’,’FRFS’,’numLines’,’numPoints’);
% return filename for later use
splitFile=split_data_file;
APPENDIX A. CODE FOR BASE EXCITATION AND PLOTTING 128
A.2.4 getLittleQ.m
function littleQ=getLittleQ(inputFile)
%------------------------------------------------------------------------
% Loads the separated FRF data and calculates little q. Note that this
% function assumes the use of the preceeding functions to generate its
% inputs.
%------------------------------------------------------------------------
load(inputFile);
Q=zeros(numLines,numPoints); % preallocate a matrix for big Q
% the zero frequency component could be anything, but zeros is convenient
Q(1,:)=zeros(1,numPoints);
for i=1:numPoints
Q(2:numLines,i)=((FRFS(2:numLines,i))-1)./...
((freqsA(2:numLines)*2*pi).^2);
end
q=ifft(Q,’symmetric’);
littleQfile=input...
(’Enter a filename for little q - inverse FFT of modified FRFs: ’);
save(littleQfile,’q’,’freqsA’);
littleQ=littleQfile;
A.2.5 getN.m
function ordersFile=getN(whereLittleQ)
%------------------------------------------------------------------------
% Gets from the user and checks for validity the orders of model to fit in
% later steps. Needs little q because the size of this is a limiting
% factor in maximum model order.
%------------------------------------------------------------------------
% find where to put L,M,N
orders=input(’Enter a filename for model order information: ’);
% get little q
load(whereLittleQ);
% determine time series length and number of series from size of q
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[L,M]=size(q);
% if N is bigger than L/4 then the model fitting will try to get
% non-existant values from q.
maxN=floor(L/4);
% preallocate a matrix to hold minimum, interval, and maximum N values
N=zeros(1,3);
N(1)=input(’Specify minimum model order for fitting: ’);
N(2)=input(’Specify model order interval: ’);
N(3)=input(’Specify maximum model order: ’);
% Check validity of N values. N(1) must be an integer no less than zero,
% N(2) an integer no less than 1, and N(3) an integer greater than N(1) and
% less than L/4
if N(1)<0 || mod(N(1),1)~=0
error(’Invalid minimum order’);
end
if N(2)<1 || mod(N(2),1)~=0
error(’Invalid order interval’);
end
if N(3)<N(1) || N(3)>=maxN || mod(N(3),1)~=0
error(’Invalid maximum order’);
end
% save the L and M values, and the N matrix
save(orders, ’L’, ’M’, ’N’);
ordersFile=orders;
A.2.6 fitModels.m
function modelsBase=fitModels(orders, littleQ)
%-----------------------------------------------------------------------
% Fits models to q at the orders specified in "orders". Uses the algorithm
% from Beliveau et al. Returns a base file name, which is postfixed with
% model order for each model.
%-------------------------------------------------------------------------
load(orders);
load(littleQ);
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baseFile=input(’Enter base file name for saving models: ’);
for k=N(1):N(2):N(3)
% creates a filename for this model, as test4, where baseFile is test
% and k is 4
modelFile=strcat(baseFile,num2str(k));
% fits a model of order k
model=ID(k,L,M,q,freqsA);
% pull results out of the cell array to be convenient later
frequencies=model{1,1}./(2*pi); % convert radians per second to Hz
damping=model{1,2};
shapes1=(model{1,3}).’; % no complex conjugation in mode shapes
%shapes2=[];%preallocate
[y z]=size(shapes1);
shapes=[];%preallocate
%normalize each shape
for x=1:z
shapes2(:,x)=shapes1(:,x)/norm(shapes1(:,x));
end
%phase shift each shape to zero on element 1
for x=1:z
shapes(:,x)=shapes2(:,x)*exp(-angle(shapes2(1,x))*i);
end
% stores the model in a mat file.
save(modelFile, ’frequencies’, ’damping’, ’shapes’);
end
modelsBase=baseFile;
end
%|||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||
function resultsN=ID(n,L,M,q,freqsA)
% fit a set of models of varying order to the data - to create a
% stabilization diagram and pick out the real modes
% get polynomial roots {p}, coeffs {1;a}
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%preallocate big matrices
B=zeros(2*n*M,2*n);
b=zeros(2*n*M,1);
% B is square for each time series (Mx1 2nx2n submatrices)
% b is column for each time series (Mx1 2nx1 submatrices)
for k=1:M % for each series
for i=1:2*n % i value in paper
b((2*n*(k-1)+i),1)=-q((2*n+i-1)+1,k);
% NB -q((2*n+i-1)+1,k) the +1 is because of how MATLAB indexes
% arrays starting at 1, rather than at 0
for j=1:2*n % j value in paper
B((2*n*(k-1)+i),j)=q((2*n-1+i-j)+1,k);
end
end
end
%solve for a
a=B\b;
a1=[1;a].’; % add a0 value, and converts to row vector.
% This is used to find roots pk
% .’ to ensure no complex conjugate. These numbers should be real, but
% just in case
p=(roots(a1)).’;
P=[]; % preallocate matrix (eqn A3 in beliveau et al)
for i=1:L
P(i,:)=p.^(i-1);
end
% find residuals {R} for each data point
R=[]; % preallocate matrix
for i=1:M
R(:,i)=P\q(:,i);
end
% solve for natural frequencies
% solve for modal damping ratios
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npoles=max(size(p));
% determine time increment ’delta’
delta=1/(2*max(freqsA));
% max(freqsA) is the bandwidth, 2* that is (assumed) sampling frequency,
% 1/freq is period
%preallocate result matrices
Omega=[];
zeta=[];
pickOut=[];
l=1;
for j=1:npoles
if (imag(p(j))<=0)
continue
end
% these lines would calculate frequencies and damping for only one of each
% complex conjugate pole pair, with positive imaginary part.
% calculate modal frequencies
w1=atan2(imag(p(j)),real(p(j)));
% angle of pole
w2=sqrt((real(p(j)))^2+(imag(p(j)))^2);
%magnitude of pole
w3=log(w2);
% log magnitude of pole
Omega(l)=(1/delta)*sqrt(w1^2+w3^2);
% calculate modal damping
zeta(l)=(-w3)/(delta*Omega(l));
pickOut(l)=j; % this grows by indexing on purpose
l=l+1;
end
% solve for mode shapes
rawShapes=[];
%preallocate matrix for mode shape estimate
for k=1:M
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rawShapes(:,k)=R(:,k);%/norm(R(:,k));
end
% normalized wrong direction
% this should provide a general picture of what the mode shapes look like,
% but I don’t think that they will actually be scaled properly
shapes=[];%preallocate
% now pick the ones corresponding to poles with positive imaginary parts
for k=1:max(size(pickOut))
m=pickOut(k);
shapes(k,:)=rawShapes(m,:);
end
resultsN = {Omega, zeta, shapes};
% returns algorithm results in a cell array
end
A.3 Stabilization
The functions in this section create a stabilization plot from the models fit in the previous
section. Each is called in turn by beliveauID.m after the models are fit. These functions
get stabilization criteria from the user, check the stability of each pole in each model fit
in Section A.2, and plot these stabilities on a stabilization diagram to enable selection of
stable poles.
A.3.1 getCriteria.m
function criteria=getCriteria()
%-------------------------------------------------------------------------
% Requests stabilization criteria from the user. Criteria entered in
% percent, then converted to fractional form for use in the program. Check
% that the entered values are > 0 and < 100. Save criteria in a file and
% return the filename. Default values are 2%.
%-------------------------------------------------------------------------
stabCritFile=input(’Enter a filename to store stabilization criteria: ’);
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% get and check criteria
freqStabCrit=...
0.01*input...
(’Enter the frequency stability criterion in % (default 2%): ’);
if isempty(freqStabCrit) % default
freqStabCrit=0.02;
end
if freqStabCrit<=0 || freqStabCrit>1
error(’Invalid stabilization criterion; must be between 0 and 100’);
end
dampStabCrit=...
0.01*input...
(’Enter the damping stability criterion in % (default 2%): ’);
if isempty(dampStabCrit) % default
dampStabCrit=0.02;
end
if dampStabCrit<=0 || dampStabCrit>1
error(’Invalid stabilization criterion; must be between 0 and 100’);
end
shapStabCrit=...
0.01*input...
(’Enter the mode shape stability criterion in % (default 2%): ’);
if isempty(shapStabCrit) % default
shapStabCrit=0.02;
end
if shapStabCrit<=0 || shapStabCrit>1
error(’Invalid stabilization criterion; must be between 0 and 100’);
end
save(stabCritFile, ’freqStabCrit’, ’dampStabCrit’, ’shapStabCrit’);
criteria=stabCritFile;
end
A.3.2 checkStab.m
function stabsFile=checkStab(modelsBase, orders, criteria)
%-------------------------------------------------------------------------
% This function loads the models and checks each one for stability against
% the one before it. Frequency and damping are straight percent
% difference, while mode shape uses the Modal Assurance Criterion (MAC)
% from (Peeters, 2000). Possible stability values are: 0 = no
% stabilization, 1 = frequency only stable, 2 = frequency and damping
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% stable, 3 = frequency and mode shape stable, and 4 = all parameters
% stable. If frequency not stable, then the others won’t even be checked.
% Results for each model are saved in a separate file, which will contain
% model order, and a matrix of pole numbers, frequencies and stabilities
% associated with the poles
%-------------------------------------------------------------------------
% load stabilization criteria and model orders
load(orders);
%load(criteria);
% get a filename base for the stability results files
stabFileBase=input...
(’Enter a base file name for files storing stability results: ’);
% loop over the models
for order=N(1):N(2):N(3)
% construct the model file name and results file name
modelName=strcat(modelsBase,num2str(order));
resultName=strcat(stabFileBase,num2str(order));
% load the model and determine its size
load(modelName);
nPoles=max(size(frequencies));
% check if this is the first model, if yes, then nothing to stabilize
% against, if not, check stability of poles.
if order==N(1)
stabsMatrix=firstModel(frequencies, nPoles);
else
stabsMatrix=checkback(frequencies, oldFreqs, ...
damping, oldDamp, shapes, oldShap, nPoles, oldLength,criteria);
end
% store the stabs matrix, the number of poles and the current model
% order in the results file.
save(resultName, ’order’, ’nPoles’, ’stabsMatrix’);
% put the current model parameters into the spots for the parameters of
% the last model, and clear the current variables for the next
% iteration - I’m not 100% certain that load will overwrite them
% properly
oldFreqs=frequencies;
oldDamp=damping;
oldShap=shapes;
oldLength=nPoles;
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clear frequencies damping shapes
end
stabsFile=stabFileBase; % return location of stability info.
end % end main function
%|||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||
function stabs=firstModel(freqsA, nPoles)
% puts together a stability matrix for the first model, where nothing is
% stable because there is no previous model to stabilize against
%------------------------------------------------------------------------
results=zeros(nPoles, 3);%preallocate a results matrix
for i=1:nPoles
results(i,:)=[i, freqsA(i), 0];
end
stabs=results;
end
%|||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||
function stabs=checkback(freqsA, oldFreqs, ...
damp, oldDamp, shap, oldShap, nPoles, oldN,criteria)
% Determines the stability level against the previous model
%------------------------------------------------------------------------
load(criteria); % get stabilization criteria
results=zeros(nPoles,3); % preallocate matrix
for i=1:nPoles % loop through the poles of the current model
% set initial stability for the ith pole to zero
fs=0;
ds=0;
ss=0;
for j=1:oldN % loop through the last model’s poles
% check frequency stability - formed this way to avoid divide by
% zero errors. Note abs() is needed to avoid large -ve differences
% showing up as stable
if abs((oldFreqs(j)-freqsA(i)))<=freqStabCrit*oldFreqs(j)
fs=1;
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% check damping and mode shape only if the frequency matches
if abs((oldDamp(j)-damp(i)))<=dampStabCrit*oldDamp(j)
ds=1;
end
% calculate MAC, after Peeters, 2000. note complex conjugate
% transpose
numMAC=(abs((ctranspose(oldShap(:,j)))*(shap(:,i)))^2);
denMAC=(ctranspose(oldShap(:,j))*oldShap(:,j))*...
(ctranspose(shap(:,i))*shap(:,i));
%MAC=numMAC/denMAC;
% criterion is 1-MAC<=criterion. it is reformed as below to
% prevent divide by zero errors. here numMAC should always
% be less than denMAC, but abs will do no harm
if abs(denMAC-numMAC)<=shapStabCrit*denMAC
ss=1;
end
end
end
if (fs==1 && ds==1 && ss==1)
poleStab=4;
elseif (fs==1 && ds==0 && ss==1)
poleStab=3;
elseif (fs==1 && ds==1 && ss==0)
poleStab=2;
elseif (fs==1 && ds==0 && ss==0)
poleStab=1;
else
poleStab=0;
end
results(i,:)=[i,freqsA(i),poleStab];
end
stabs=results;
end
A.3.3 stabPlot.m
function stabilization=stabPlot(stabFileBase,orders,FRFSfile,criteria)
%------------------------------------------------------------------------
% Sorts the stabilities into series of plot points, plots a stabilization
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% diagram, and saves both.
%------------------------------------------------------------------------
load(orders);
load(criteria);
%preallocate points matrices
stabF=[];% freq only
stabFD=[];% freq and damping
stabFS=[];% freq and shape
stabFDS=[];% all stable
% sort poles into series by stability level
for i=N(1):N(2):N(3)
loadFile=strcat(stabFileBase,num2str(i));
load(loadFile);
for j=1:nPoles
switch stabsMatrix(j,3)
case 1
stabF=[stabF;[i,stabsMatrix(j,:)]];
case 2
stabFD=[stabFD;[i,stabsMatrix(j,:)]];
case 3
stabFS=[stabFS;[i,stabsMatrix(j,:)]];
case 4
stabFDS=[stabFDS;[i,stabsMatrix(j,:)]];
end
end
end
% get a file for the plot points
pointsFile=input(’Enter a filename to save the plot points: ’);
save(pointsFile, ’stabF’, ’stabFD’, ’stabFS’, ’stabFDS’);
% plot a stabilization diagram
SavePlot=input(’Enter a filename to save the stabilization diagram: ’);
% here calculate the average FRF amplitude spectrum
load(FRFSfile);
LFRF=(numLines/2)+1; % length of positive frequency part of the FRF
AFRF=averageFRFS(FRFS); % average the FRFS
FRFscale=75;
sAFRF=AFRF.*((FRFscale/100)*N(3)/max(AFRF));
%scales the average FRF to FRFscale % of the full plot scale
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% then create a figure, set the axes, and plot the points (and spectrum
% later)
figure(’Name’,’Stabilization Plot’,’Position’,[212 173 851 707]);
axes1 = axes(’Position’,[0.13 0.2908 0.775 0.6342],’Parent’,gcf);
%define the axes so there’s room for the legend
title(’Stabilization Plot’,’FontSize’,14);
xlabel(’Frequency’,’FontSize’,12);
ylabel(’Model Order’,’FontSize’,12);
% plot the spectrum - stabilization diagram should overplot
hold on;
plot(freqsA(1:LFRF),abs(sAFRF(1:LFRF)),’m’);
if isempty(stabF)==0 % do not try to plot nonexitent points
hold on;
scatter(stabF(:,3),stabF(:,1),10,’Marker’,...
’o’,’MarkerEdgeColor’,’k’,’MarkerFaceColor’,’w’);
end
if isempty(stabFD)==0
hold on;
scatter(stabFD(:,3),stabFD(:,1),10,’Marker’,...
’o’,’MarkerEdgeColor’,’k’,’MarkerFaceColor’,’b’);
end
if isempty(stabFS)==0
hold on;
scatter(stabFS(:,3),stabFS(:,1),10,’Marker’,...
’s’,’MarkerEdgeColor’,’k’,’MarkerFaceColor’,’g’);
end
if isempty(stabFDS)==0
hold on;
scatter(stabFDS(:,3),stabFDS(:,1),22,’Marker’,...
’d’,’MarkerEdgeColor’,’k’,’MarkerFaceColor’,’r’);
end
%this bit defines the legend, and notes stabilization criteria
legend(axes1,{’Normalized Average FRF’,’Frequency Stable’,...
’Frequency and Damping Stable’,’Frequency and Mode Shape Stable’,...
’Fully Stable’},’Position’,[0.16 0.037 0.39 0.18]);
annotation(...
gcf,’textbox’,...
’Position’,[0.55 0.037 0.25 0.18],...
’BackgroundColor’,[1 1 1],...
’FitHeightToText’,’off’,...
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’String’,{’’,’Stabilization Criteria’,’’,...
[’Frequency Criterion:’,blanks(2),num2str(100*freqStabCrit),’%’],...
[’Damping Criterion:’,blanks(2),num2str(100*dampStabCrit),’%’]...
[’Mode Shape Criterion:’,blanks(2),num2str(100*shapStabCrit),’%’]});
hold off; % so it stops holding when the plot is done
saveas(gcf,SavePlot,’fig’);
saveas(gcf,SavePlot,’png’);
stabilization=pointsFile;
end
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