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ON SOME BRANCHES OF THE BRUHAT-TITS TREE
LUIS ARENAS-CARMONA AND
IGNACIO SAAVEDRA
Abstract. We give an algorithm to explicitly compute the largest
subtree, in the local Bruhat-Tits tree for PSL2(k), whose vertices
correspond to orders containing a given suborder H, in terms of a
set of generators for H. The shape of this subtree is described, when
it is finite, by a set of two invariants. We use our method to provide
a full table for the invariants of an order generated by a pair of
orthogonal pure quaternions. In a previous work, the first author
showed that determining the shape of these local subtrees allows
the computation of representation fields, a class field determining
the set of isomorphism classes, in a genus O of orders of maximal
rank in a fixed central simple algebra, containing an isomorphic
copy of H. Some further applications are described here.
1. Introduction
Let k be a local field, and let O be the ring of integers of k. Recall
that the set of maximal orders in M2(k) is in correspondence with the
set of vertices in the Bruhat-Tits tree (or BT-tree) for PSL2(k) [9],
[11]. In [3] we proved that the subtree S0(H) whose vertices are the
maximal orders containing a given suborder lies in a rather restricted
family. In fact, for most orders, the tree S0(H), also called the branch
of H in what follows, is the maximal subtree whose orders lie no farther
than a fixed distance, the depth p = p(H), from a path (Figure 1b),
called the stem of H, which can have length 0 (Figure 1a), be infinite
in one (Figure 1c), or both ends (Figure 1d). Such a set is called a
p-thick line, or a thick line if the depth is irrelevant. The exceptions
are the following:
• If H is the rank 2 order generated by a nilpotent element, S0(H)
is an infinite leaf, which can be thought as a thick line with the
stem at infinity (Figure 1e),
• if H = O, identified with the ring of integral scalar matrices,
then S0(H) is the whole BT-tree.
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Figure 1. Some examples of branches of orders when
the residue field is K = O/piO ∼= F2.
In particular, for any order contained in finitely many maximal orders,
as is the cases for orders of maximal rank, the branch S0(H) is com-
pletely described by two invariants, the depth p, and the stem length
l = l(H). In fact, the intersection of the maximal orders containing H
is
D[p] = OI+ pipD,
where D is an Eichler order of level l, and pi is any uniformizing pa-
rameter of k. These intersections were originally described by Tu [10].
In this work we show how these invariant can be computed in terms of
a generating set for H. As an example we compute all branches of orders
of the form H = O[i, j] where i and j are a pair of orthogonal pure
quaternions, the standard generators of a quaternion algebra. These
computations are useful to study which Eichler orders represent a given
suborder. A fundamental tool for this study is the representation field,
whose definition is recalled in the last section. The relative spinor
image, which permits the computation of representation fields, is easily
expressed in terms of a third invariant, the diameter d(H) = l(H) +
2p(H). It is the diameter of S0(H) as a metric space with the canonical
metric in a tree. Other applications of the invariants are presented
in §5. For instance, we provide a formula for the number of maximal
orders containing a given order of maximal rank, or any local order
with finite invariants.
If S is a thick line, we also denote its invariants by d(S), l(S) and
p(S). When the stem of S is a maximal path, we write d(S) = l(S) =
∞. When the stem of S is infinite in one direction only, we write
d(S) = l(S) = ∞/2. In all that follows, when H = O[a1, . . . , an]
we write S0(a1, . . . , an) instead of S0(H). Note that S0(a1, . . . , an) =⋂n
i=1 S0(ai). This property is used in [3] to characterize branches of
orders among all possible subtrees of the BT-tree. The intersection of
every non-empty sub-collection of the sets on the right of this identity is
a thick line or an infinity leaf, so it suffices to describe the intersection
of any two of these sets in terms of their relative positions. Then we
need to determine these relative positions for explicit orders. This
needs to be done by an ad-hoc argument in every specific case, but
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Lemma 3.1 is particularly useful there. The possible shapes for each
branch S = S0(ai) are fully described by the following list [3, Cor. 4.3
and Prop. 4.4]:
(1) If L = k(ai) is a field, then S is a thick line with a stem of
length 1 if L/k is ramified and 0 otherwise.
(2) If L = k(ai) ∼= k × k, then S is a thick line with l(S) =∞.
(3) If k(ai) contains a non-trivial nilpotent element, then S is an
infinite leaf (Fig. 1e).
Furthermore, in either of the first two cases, the depth p = p(O[ai]
)
is defined by the identity O[ai] = O[p]L = O + pipOL, where OL is the
maximal order of L.
2. Explicit intersections
Let G be a graph and let δ be the usual distance on it. For any
subgraph S of G we define S[r] =
⋃
x∈S B[x; r], where B[x; r] = Bδ[x; r]
is the closed ball of radius r centered at x. The length of a path γ is
denoted l(γ).
Lemma 2.1. If G is a tree, while S1 and S2 are two subtrees with
non-empty intersection, we have (S1 ∩ S2)[r] = S[r]1 ∩ S[r]2 .
Proof. It is clear that (S1∩S2)[r] ⊆ S[r]1 ∩S[r]2 , so we prove the opposite
inclusion. First observe that since the path joining two vertices in a
tree is unique, if S1 and S2 are path-connected so is their intersection.
Now assume x ∈ S[r]1 ∩ S[r]2 . Let αi be the shortest path joining x to
a point yi ∈ Si (Fig. 2A), so that l(αi) = δ(x, yi) ≤ r. Let γi be the
shortest path (in Si) joining yi to a point zi ∈ S1 ∩ S2. Let β be the
path (in S1 ∩ S2) joining z1 and z2. By the uniqueness of paths either
of the following statements hold:
• α2 passes through y1, z1, and z2 (Fig. 2B), and therefore l(β) =
l(γ2) = 0 and z1 = z2 = y2 by definition of α2, or
• α1 passes through y2, z2, and z1 (Fig. 2C), and therefore l(β) =
l(γ1) = 0 and y1 = z1 = z2.
In the first case, the distance from x to z1 = y2 is l(α2) ≤ r. The
remaining case is analogous. 
Corollary 2.1. In the notations of the previous lemma, if S1 ∩S2 is a
p-thick line, then for every positive integer t, the intersection S
[t]
1 ∩ S[t]2
is a (p+ t)-thick line with the same stem.
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Figure 2. Paths in the proof of Lemma 2.1. In (B) α2
equals the juxtaposition α1 ∗ γ1 ∗β ∗ γ−12 . In (C) we have
α1 = α2 ∗ γ2 ∗ β−1 ∗ γ−11 .
Lemma 2.2. If G is a tree, while S1 and S2 are two subtrees satisfying
S1 ∩ S2 = ∅ and S[1]1 ∩ S[1]2 6= ∅, then S[1]1 ∩ S[1]2 is either a point or a
path of length 1.
Proof. Let x ∈ S[1]1 ∩ S[1]2 . Then x /∈ S1 ∩ S2 as the latter set is empty,
whence x /∈ S1 or x /∈ S2. If x /∈ S1, then x is an endpoint of S[1]1 .
We conclude that x has a unique neighbor y in S1. In particular, y is
not in S2, whence y is either an endpoint of S
[1]
2 , or y /∈ S[1]2 . In the
first case, S
[1]
1 ∩S[1]2 is the path joining x and y, while in the latter case
S
[1]
1 ∩ S[1]2 = {x}. 
In all that follows we write [α] and {α} = α − [α] for the integral
part and the fractional part, respectively, of a real number α. We
also use the conventions min(α,∞/2) = α, α + ∞/2 = ∞/2, and
∞/2 +∞/2 =∞.
Proposition 2.1. Let S1 and S2 be two thick lines whose stems T1 and
T2 lie at a distance e > 0 from each other, and let a, b, c, and d, be
the length of the segments of the stems determined by the unique path
joining them as in Fig. 3A. Let l1 = a + b and l2 = c + d be the stem
length of S1 and S2, and let p1 and p2 be the corresponding depths.
Then:
(1) if e > |p1−p2|, then S3 = S1∩S2 is a thick line with invariants
p3 =
[
p1+p2−e
2
]
and l3 = 2
{
p1+p2−e
2
} ∈ {0, 1},
(2) if 0 < e ≤ p1 − p2, then S3 = S1 ∩ S2 is a thick line with
invariants p3 = p2 and l3 = min{τ, c} + min{τ, d}, where τ =
p1 − p2 − e,
(3) if 0 < e ≤ p2 − p1, then S3 = S1 ∩ S2 is a thick line with
invariants p3 = p1 and l3 = min{µ, a} + min{µ, b}, where µ =
p2 − p1 − e. ’
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Figure 3. Disposition of the stems in Proposition 2.1
(A), and the vertices used in the proof (B).
Proof. Assume first that e > |p1 − p2|. Without loss of generality we
can assume p2 ≤ p1. Now, we can write Si = U [p2]i , for i ∈ {1, 2}, where
U2 is a path, while U1 is a (p1 − p2)-thick line not intersecting U2. We
conclude that, for some positive integer t ≤ p2, we have U [t−1]1 ∩U [t−1]2 =
∅ and U [t]1 ∩U [t]2 6= ∅. We conclude from Lemma 2.2 and the corollary to
Lemma 2.1 that l(S3) ∈ {0, 1}. Since the invariants satisfy the relation
d(S3) = l(S3) + 2p(S3), it suffices to compute the diameter. We claim
that the diameter of S3 is d = p1 + p2 − e. The result follows easily
from the claim. Now let x1 be the point of T1 that is closest to T2,
and let x2 be the point of T2 that is closest to T1. Let y1 be a point
in the BT-tree such that the path from y1 to x2 passes through x1
and set δ(y1, x1) = ∆1. Define y2 and ∆2 analogously as in Figure
3B. Then y1 belongs to S2 if and only if ∆1 ≤ p2 − e, and all points
satisfying this condition are in S1. Similarly, y2 belongs to S1 if and
only if ∆2 ≤ p1 − e. The result follows.
Assume now that 0 < e ≤ p1 − p2. Then we can write Si = U [p2]i ,
for i ∈ {1, 2}, where U2 = T2 is a path, while U1 is a (p1 − p2)-thick
line intersecting U2. In this case U1 ∩U2 is a path of length l3 as in the
statement, so the result follows. The final case is analogous. 
Proposition 2.2. Let S1 and S2 be two thick lines whose stems T1 and
T2 intersect as shown in Figure 4, so that l1 = a+e+b and l2 = c+e+d
are their respective stem lengths. Let p1 and p2 be the depths of S1 and
S2, respectively. Then S3 = S1 ∩ S2 has invariants p3 = min{p1, p2}
and
l3 =
{
e+ min{a, p2 − p1}+ min{b, p2 − p1} if p1 ≤ p2,
e+ min{c, p1 − p2}+ min{d, p1 − p2} if p2 ≤ p1 .
Proof. Assume p1 ≤ p2. Reasoning as before, we can assume that
p1 = 0, so S1 = T1 is a line. The result follows. The other case is
analogous. 
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Figure 4. Disposition of the stems in Proposition 2.2.
In all that follows, for any metric space X and any subset A, we
define a relative depth function p(A,−) : A→ R by
p(A, x) = sup
{
r ∈ [0,∞)
∣∣∣B(x; r) ⊆ A} .
It is apparent that for any two sets A1, A2 ⊆ X we have p(A1∩A2, x) =
min{p(A1, x), p(A2, x)}, for any point x ∈ A1 ∩ A2. This concept is
useful to us since for any order H with a finite branch, we have
p(H) = max
x∈S0(H)
p
(
S0(H), x
)
,
while this maximum is attained precisely at the points in the stem.
Recall from [3] that the points in the branch of an order can be
classified into stem and leaf points according to the depth of each vertex
and its neighbors, as shown in Fig. 5. Note that, from a leaf point
there is always a unique direction leading to vertices of larger depth,
whence every path without backtracking in a different direction is a
path going outwards through the leaves, a path that cannot be longer
that the depth of the starting point. In an infinite leaf S, which has no
stem points, every path without backtracking has at most one vertex
at maximal depth, and the path on every side from such vertex goes
outwards through the leaves. Such paths can only intersect the infinite
leaf on a finite path. On the other hand, starting from every vertex of
the infinite leaf, there is a unique path without backtracking leading
always in the direction of higher depth. Such paths, which are infinite
on one direction, are called long paths of the leaf. The long paths
corresponding to two vertices D and D′ always coincide from some
point D′′ onwards, and the segments determined by D′′ on each path,
as in Fig. 6A, satisfy p(S,D′′) = a + p(S,D) = b + p(S,D′), so in
particular, if D and D′ are endpoints of S, i.e. their relative depths are
zero, we have a = b.
Proposition 2.3. Let S1 be a thick line and let S2 be an infinite leaf.
Let T1 be the stem of S1. Let p3 and l3 be the invariants of S3 = S1∩S2,
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Figure 5. Stem or leaf points. Arrows indicate ”out-
wards” directions. Double lines denote stem edges.
Figure 6. Two long paths in an infinite leaf (A), and a
stem not intersecting an infinite leaf (B).
while p1 is the depth of S1. Then, exactly one of the following conditions
hold:
(1) T1 has a vertex D
′′ at maximal depth p0 > p1 in S2, which
divides T1 in two parts of lengths a and b. In this case p3 = p1
and l3 = min{a, p0 − p1}+ min{b, p0 − p1}.
(2) T1 has a vertex D
′′ at maximal depth p0, with 0 ≤ p0 ≤ p1. In
this case p3 = [
p1+p0
2
], and l3 = 2{p1+p02 } ∈ {0, 1}.
(3) T1 contains a long path of S2. In this case l3 = ∞/2, and
p3 = p1.
(4) T1 lies at a positive distance e ≤ p1 from the infinite leaf S2
(Fig. 6B). In this case, p3 = [
p1−e
2
], and l3 = 2{p1−e2 } ∈ {0, 1}.
’
Proof. Note that, if e = δ(T1, S2) > p1, then S1 ∩ S2 = ∅. It follows
from the paragraph preceding the proposition that (1)-(4) are actually
all possible cases. Assume the hypotheses in case 1. If p1 = 0, so
that S1 = T1 is a path, then so is S3, and the result follows from
a quick look at Figure 6A. More generally, note that S2 = U
[t]
t for
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an arbitrary positive integer t and a suitable infinite leaf Ut. Since
p(Up1 ,D
′′) = p(S2,D′′)− p1, the result follows in this case.
Assume the hypotheses in case 3. Setting S2 = U
[p1]
p1 as before, we
are reduced to the case p1 = 0, which is trivial.
In case 2, we observe that Up1 does not intersect T1, whence there
is a positive integer t ≤ p1 such that U [t]p1 intersects T [t]1 , but U [t−1]p1
does not intersect T
[t−1]
1 . We conclude that l3 ∈ {0, 1}. Now the result
follows by computing the diameter of S3 as in Proposition 2.1. Case 4
is similar.

Example 1. If H is an order generated by an suborder H0 ∼= O×O and
a nilpotent element , the branch S = S0(H) is a path, and l(S) 6=∞,
since S0() does not contain a maximal path. It follows that there
exist one or two maximal orders D, containing H, for which  /∈ piD,
the endpoints of S. There exists exactly one such order if and only if
l(S) =∞/2, i.e., S0(H0) contains a long path of the infinite leaf S0().
This holds if and only if H0
(
Ker()
)
= Ker(). Up to scalar multiples,
there are exactly two nilpotent elements with this property.
Proposition 2.4. Let S1 and S2 be two infinite leaves, and let S3 =
S1∩S2. Then S3 is infinite if and only if S1 and S2 have a comon long
path. If this holds, then either S1 ⊆ S2 or S2 ⊆ S1, and in this case S3
is an infinite leaf. If S3 is finite, and the maximal depth p(S1,D) of a
vertex D of S3 is r, then p3 = [
r
2
], and l3 = 2{ r2} ∈ {0, 1}.
Proof. By inspecting the explicit list of possible branches of orders
given in §1, we conclude that every infinite branch contains an infinite
path, and this can only be a long path in each of the branches S1 and
S2. First statement follows. Assume now that S3 is infinite and let D
be an arbitrary vertex of S3. Assume p(S1,D) ≥ p(S2,D). Then if U
is the long path starting at D, and Di is the i-th vertex of that path
we have
S1 =
∞⋃
i=0
B
(
Di; p
(
S1,D
)
+ i
)
⊇
∞⋃
i=0
B
(
Di; p
(
S2,D
)
+ i
)
= S2.
Finally, assume S3 is finite. Take a vertex D ∈ S3 whose depth r =
p(S1,D) is maximal. Since any path inside S3 starting from D goes
outwards through the leaves in S1, we have S3 = S2 ∩ B(D; r). Note
also that D is an endpoint of S2, whence the result follows by setting
a = b = p0 = 0 and p1 = r in case (2) of Proposition 2.3. 
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3. Relative position of the branches
The following lemma, whose proof is straightforward, is as close as
we can get to give a general method to determine the relative position
of the branches:
Lemma 3.1. If the distance between two branches S1 and S2 is d, then
S
[t1]
1 and S
[t2]
2 intersect if and only if t1 + t2 ≥ d.
If we can write two orders H1 and H2 as the contractions E
[s1]
1 and
E
[s2]
2 of two orders E1 and E2 whose branches are the stems of the
branches S1 = S0(H1) and S2 = S0(H2), the preceding lemma can be
used to find the distance between the corresponding stems, and thence
the invariants for the spanned order H3 = O[H1,H2]. If one of the
branches is an infinite leaf, the same trick can be applied to find out
the maximal depth of the intersection, as in the following example:
Example 2. Let 1 and 2 be two nilpotent elements satisfying 12 +
21 = pi
2I, where pi is a uniformizing parameter of k and I is the
identity matrix. Then there is an order containing 1 and
2
pit
if and
only if t ≤ 2. It follows that the greatest depth in S0(2) of an element
in S0(1) is 2. We conclude that S = S0(1, 2) has the invariants
d(S) = 2, l(S) = 0, and p(S) = 1.
It is sometimes better to replace one of the orders by a simpler
order with the same branch (or an appropriate sub-branch), in order
to perform computations. The following example illustrate this point.
Example 3. Assume k = Q3. Let H′ = (D1 ∩ D2)[t], where D1 is
the only maximal order containing η =
(
0 1
−1 0
)
and D2 is the only
maximal order containing η′ =
(
0 27
−1/27 0
)
. Let  =
(
0 81
0 0
)
, so
that η + η = −81I and η′ + η′ = −3I. Then, as before, D1 has
depth 1 in S0(), while D2 has depth 4. On the other hand, the relation
ηη′ + η′η = −730
27
I shows that the distance between S0(η) = {D1} and
S0(η
′) = {D2} is exactly 3. We conclude that the branch of H′ has a
stem of length 3 whose deepest point is the endpoint D2 and it is at
depth 4. Therefore, the invariants for the order H = O[H′, ] generated
by H′ and  are (c.f. Prop. 2.3):
• p(H) = t, and l(H) = min{3, 4− t} if t ≤ 4,
• p(H) = 2 + [ t
2
], and l(H) = 2{ t
2
} otherwise.
Now we compute the distance between branches of standard gen-
erators. Before we do that, we prove a formula for the branch of a
pure quaternion. This is computed in terms of the quadratic defect of
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its square [8]. Recall that the quadratic defect of an element a ∈ k
is the fractional ideal d(a) generated by all elements η ∈ k satisfying
|a − u2|k ≥ |η|k for all u ∈ k. There is always an element u satisfying
(a − u2) = d(a). Furthermore, for every uniformizing parameter pi we
have d(pi) = (pi), while the unique unramified quadratic extension of k
has the form k(
√
∆) for any unit ∆ satisfying d(∆) = (4). The latter
is called a unit of minimal quadratic defect. The quadratic defect of
any other unit u has the form d(u) = (pi)2t+1, where 0 ≤ t < e = vk(2).
Lemma 3.2. The depth p = p(S) of the branch S = S0(q), for any
pure quaternion q such that q2 = a ∈ O, satisfies d(a) = (pi)2p+1, except
in the following cases:
(1) If q generates an unramified quadratic extension, then d(a) =
(pi)2p.
(2) If a = b2, for some b ∈ O, then p = vk(2b).
Proof. Without loss of generality, we can assume a is either a unit or
a uniformizing parameter. Assume d(a) = (pi)2t+1, so in particular
k(q)/k is a ramified extension. Then, there exists a unit v ∈ O∗ and an
integer b ∈ O satisfying a = b2 + vpi2t+1. Let ω = q−b
pit
. The quaternion
ω is integral over O, since its norm is b2−q2
pi2t
= −piv and its trace is
−2b
pit
, which is an integer since t ≤ vk(2). It follows that O[q] ⊆ O[t]k(q),
and therefore p ≥ t by [3, Prop. 2.4 and Prop. 4.2]. On the other
hand, the branch of Ok(q) is a path of length 1, and therefore its depth
is 0. If the branch of O[q] has depth p, there must exists an element
b ∈ O such that q−b
pip
is an integer [3, Lemma 2.5], and therefore so is
the norm b
2−q2
pi2p
. We conclude that b2 − a ∈ (pi2p), and therefore p ≤ t.
The unramified case is similar.
Assume now that a = b2, so k(q) can be identified with k× k. Then
we can assume q = (b,−b), so that ω := (0, 1) = 1
2b
[(b, b)−q] is integral
over O. Now the proof of the inequality p ≥ vk(2b) goes as before. For
the converse we observe that if q−(b
′,b′)
pip
is integral over O, then both
b−b′ and −b−b′ are in the ideal (pip), and therefore so is their difference
2b. 
Corollary 3.1. In the notations of the previous lemma, if a = q2 is
a unit, then the depth satisfies p ≤ vk(2), with equality if and only
if k(q) is isomorphic to k × k or an unramified extension. If a is a
uniformizing parameter, the invariants of S0(q) are l = 1 and p = 0.
Next result give us the relative position of the branches for a cyclic
order of the form O[i, j] as in the introduction.
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Lemma 3.3. Let H = O[i, j] be a cyclic order in a split quaternion
algebra A = K[i, j], for a pair of orthogonal pure quaternions i and j,
such that a = i2, and b = j2, are both in O∗ ∪ piO∗.
(1) Assume a and b are units,and let s and r be the depths of S0(i)
and S0(j) respectively.
(a) If vk(2)− s− r < 0, then the distance between the stems of
S0(i) and S0(j) is s+ r − vk(2).
(b) If vk(2) − s − r = 0, then the stems of S0(i) and S0(j)
intersect in a single point.
(c) If vk(2)− s− r > 0, the stems coincide.
(2) If a is prime, then the stem of S0(i) is contained in the stem of
S0(j).
Proof. Reasoning as in the proof of the previous lemma, there are el-
ements c, d ∈ O and integral elements η ∈ k(i), ω ∈ k(j), such that
i = d+ pisη and j = c+ pirω. The relation ij = −ji implies
(1) ωη + ηω =
2
pir+s
cd+
2
pir
cη +
2
pis
dω.
Assume first that a and b are units and the condition in (1a) is satisfied,
so that in particular r and s are positive and therefore c and d are
units. Then the first term on the right of equation (1) is dominant. In
particular, if ω and pitη are in a maximal order, the element pit(ωη+ηω)
is integral, and therefore t ≥ s + r − vk(2). On the other hand, if
t ≥ s + r − vk(2), equation (1) and the fact that η and ω satisfy
monic quadratic polynomials over O, proves that the lattice with basis
{1, pitη, ω, pitηω} is a ring. The result follows in Case (1a).
Assume now that vk(2) − s − r = 0. As before, there is a maximal
order D containing η and ω. We can assume that D = M2(O). Let ω¯
and η¯ be the images of ω and η in D/piD ∼= M2(K), where K is the
residue field of k. To prove that D is the unique order containing η
and ω, it suffices to show that ω¯ and η¯ have no common eigenvector.
• Assume first that k is dyadic, and rs 6= 0. Then the equation
for ω¯ and η¯ becomes ω¯η¯+ η¯ω¯ = u¯c¯d¯ where the bar denotes pro-
jection to the residue field, while c, d and u = 2
pir+s
, are all units.
If v ∈ K2 is a comon eigenvector for ω¯ and η¯ with correspond-
ing eigenvalues λω and λη, we have 0 = λωλη + ληλω = u¯c¯d¯, a
contradiction.
• If k is dyadic, but rs = 0, we can assume r = 0 and therefore
we can also assume j = ω, so c = 0. Note that s 6= 0 and
u = 2/pis is a unit, since r+ s = vk(2). The equation for ω¯ and
η¯ becomes ω¯η¯ + η¯ω¯ = u¯d¯ω¯, and the eigenvalue λω is non-zero,
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as ω = j is the square root of a unit. Now the result follows as
before.
• If k is non-dyadic, then s = r = 0 and we can assume as before
that j = ω and i = η. The result follows since in this case ω¯
and η¯ are generators of a quaternion algebra, i.e., they generate
M2(K).
The result follows in Case (1b).
Assume now that vk(2)−s−r > 0, so that, in particular, k is dyadic.
This case is similar to the preceding one, except that the equation in
the residual algebra is ω¯η¯ + η¯ω¯ = 0. The inequality vk(2)− s− r > 0
implies that both i and j generate ramified extensions and therefore the
stems are paths of length 1. It suffices, as before, to prove that ω¯ and η¯
have a common eigenvector, so η and ω are contained simultaneously in
more than one maximal order. Note that ω¯ has an eigenvector, since ω
generates a ramified extension, and η¯ leaves this eigenspace invariant,
since it commutes with ω¯. The result follows in Case (1c).
Finally we prove Case (2). In this case, the quadratic defect of a is
(pi), so we can set i = η, s = 0, and d = 0, in equation (1). In particular,
vK(2) − s − r ≥ 0, so that equation (1) proves that η and ω span an
order. It follows that there exists a maximal order D containing η and
ω, and we can assume D = M2(OK). Furthermore, we can assume
i =
(
0 a
1 0
)
, and therefore η¯ =
(
0 0
1 0
)
. In this case the equation for
ω¯ and η¯ becomes ω¯η¯ + η¯ω¯ = u¯d¯ω¯, and by setting ω¯ =
(
x y
z w
)
, the
preceding equation gives y = 0, so that
(
0
1
)
is a common eigenvector.
The result follows as before. 
4. The tables
In this section we present complete tables for the invariants of an
order of the form H = O[piri, pisj] where i2 = α and j2 = β are units or
primes, while r and s are non-negative integers. All computations are
straightforward from Propositions 2.1-2.2 and Propositions 3.2-3.3.
When k is non-dyadic every unit is unramified. In this case, the
depth of the branches, p1 = p(O[i]) and p2 = p(O[j]) are zero. The
invariants of H for all possible values of α and β can be read from
Table 1, by switching α and β if needed. Note that in the table, the
case α ∈ ∆O∗2, β ∈ piO∗ is not shown. This is due to the fact that(
∆,pi
k
)
is always a division algebra. The intersection of the branches are
shown in Figure 7.
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Figure 7. All possible configurations of the branches
S1 = S0(i) and S2 = S0(j) for a non-dyadic local field.
Bullets and continuous lines (•−−•) denote the intersec-
tion S3 = S1 ∩ S2.
In order to simpliy Table 2, which contain the values for the invari-
ants at general dyadic places, we define, when both α and β are units,
an auxiliar invariant . Let
g = g(α, β; r, s) = δ(T1, T2)−
∣∣∣p(S0(piri))− p(S0(pisj))∣∣∣,
where T1 and T2 are the stems of S0(pi
ri) and S0(pi
sj) respectively. Let
0 = O∗\(O∗2 ∪ ∆O∗2) be the set of ramified units. When β ∈ 0, we
define t by d(β) = (pi)2t+1. Similarly, When α ∈ 0, we set d(α) =
(pi)2u+1. In case δ(T1, T2) > 0, which is the only case where  is needed,
α ∈ β ∈ r − s p(H) l(H) d(H)
O∗2 O∗2 min{r, s} 2|r − s| 2 max{r, s}
O∗2 ∆O∗2 ≤ 0 r 2(s− r) 2s
O∗2 ∆O∗2 ≥ 0 s 0 2s
O∗2 piO∗ ≤ 0 r 2(s− r) + 1 2s+ 1
O∗2 piO∗ ≥ 0 s 1 2s+ 1
∆O∗2 ∆O∗2 min{r, s} 0 2 min{r, s}
piO∗ piO∗ min{r, s} 1 2 min{r, s}+ 1
Table 1. Invariants of the order H described in the text,
when k is non-dyadic.
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the number g is given by the formula (see Lemmas 3.2-3.3):
g =
 t+ u− e− |u+ r − t− s| if α, β ∈ 0t− |e+ r − t− s| if α ∈ O∗2 ∪∆O∗2, β ∈ 0
e− |r − s| if α, β ∈ O∗2 ∪∆O∗2
.
In all cases we set  = 2{g/2}, i.e.,  = 0 if g is even and 1 otherwise.
Note that the invariant t is defined as 0 when β ∈ piO∗. The same
observation applies to u.
The last two lines in Table 2 deserve some additional explanation.
The computation naturally breaks into three cases acording to whether
t+u−e is positive, 0 or negative (cf. Lemma 3.3). However, in each case
the results coincide, except for the fact that the interval [e− 2u, 2t− e]
is {0} when t+ u− e = 0, and empty when t+ u− e < 0.
α ∈ β ∈ (r − s) ∈ p(H) l(H) d(H)
O∗2 O∗2 [−e, e]c min{r, s}+ e 2w 2 max{r, s}
O∗2 O∗2 [−e, e] 1
2
(e+ r + s− )  e+ r + s
O∗2 ∆O∗2 [−∞,−e] e+ r 2w 2s
O∗2 ∆O∗2 [−e, e] 1
2
(e+ r + s− )  e+ r + s
O∗2 ∆O∗2 [e,∞] e+ s 0 2(e+ s)
O∗2 piO∗ [−∞,−e] e+ r 2w + 1 2s+ 1
O∗2 piO∗ [−e,∞] s 1 2s+ 1
O∗2 0 [−∞,−e] e+ r 2w 2s
O∗2 0 [−e,−e+ 2t] 1
2
(e+ r + s− )  e+ r + s
O∗2 0 ]− e+ 2t,∞] t+ s 1 2(t+ s) + 1
∆O∗2 ∆O∗2 [−e, e]c min{r, s}+ e 0 2 min{r, s}+ 2e
∆O∗2 ∆O∗2 [−e, e] 1
2
(e+ r + s− )  e+ r + s
∆O∗2 0 [−∞,−e] e+ r 0 2(e+ r)
∆O∗2 0 [−e,−e+ 2t] 1
2
(e+ r + s− )  e+ r + s
∆O∗2 0 ]− e+ 2t,∞] t+ s 1 2(t+ s) + 1
piO∗ piO∗ R min{r, s} 1 2 min{r, s}+ 1
piO∗ 0 R min{r, t+ s} 1 2 min{r, t+ s}+ 1
0 0 [e− 2u, 2t− e]c min{r + u, s+ t} 1 2 min{r + u, s+ t}+ 1
0 0 [e− 2u, 2t− e] 1
2
(e+ r + s− )  e+ r + s
Table 2. Invariants of H when k is dyadic. Here w =
|s − r| − e. The numbers t, u, and  are defined in the
text. Ic is the complement of the interval I. The interval
in the last line can be empty.
There is a significant number of possible configurations when k is
non-dyadic, and we desist from the task of drawing them all, but we
actually do it in one important case, when k is an unramified extension
of Q2 (Table 3 and Fig. 8). In the latter case, e = 1, so every ramified
unit has quadratic defect (pi). A quick glance to the case r = s = 0 in
Table 3, or Figure 8 shows the following important result:
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Proposition 4.1. When k is a dyadic field that is unramified over Q2,
every order of the form O[i, j] ⊆M2(k), where ij = −ji and i2, j2 ∈ O
are square free, is contained in exactly 2 maximal orders.
5. Examples and applications
Example 4. If k = Q2(
√−1), then pi = 1 + √−1 is a uniformizing
parameter. The quadratic defect of u = 1 + 2pi = 3 + 2
√−1 is (pi)3,
since 1 and 3 are the only squares of units in O/4O. In Figure 11 we
see the branch S0(i, j) for j
2 = u, and different values of α = i2. As
usual S1 = S0
(
i) and S2 = S0
(
j). Recall that, as −1 is a square in k,
the quaternion algebra
(
1+pi,1+pi
k
) ∼= (1+pi,pik ) splits.
Example 5. The tables can be used to compute the branch of an order
of the formO[η, ω] for any pair of integral elements satisfying k[η] = k[i]
and k[ω] = k[j], as long as they generate an order. For example, if
k = Q2(
√−1), to find the invariants of the order generated by i+1
pi
and
j+1
pi
when i2 = j2 = u, as in Example 4, we just set r = s = −1 in
Table 2.
Example 6. The quaternion algebra A =
(
−3,−3
Q
)
ramifies in exactly
2 places, 3 and ∞. The order H = Z[i, j] ⊆ A, where ij = −ji and
i2 = j2 = −3 is maximal outside the set {2, 3}. The local order Z2[i, j]
is contained in exactly 2 maximal orders. Since the maximal order
in A3 is unique, there are exactly 2 global maximal orders, D and
α ∈ β ∈ (r − s) ∈ p(H) l(H) d(H)
O∗2 O∗2 R− {0} min{r, s}+ 1 2|r − s| − 2 2 max{r, s}
O∗2 O∗2 {0} r 1 2r + 1
O∗2 ∆O∗2 [−∞,−1] r + 1 2(s− r − 1) 2s
O∗2 ∆O∗2 {0} r 1 2r + 1
O∗2 ∆O∗2 [1,∞] s+ 1 0 2(s+ 1)
O∗2 piO∗ [−∞, 1] s 1 2s+ 1
O∗2 piO∗ [1,∞] r + 1 2(s− r)− 1 2s+ 1
O∗2 0 [−∞,−1] r + 1 2(s− r − 1) 2s
O∗2 0 [0,∞] s 1 2s+ 1
∆O∗2 ∆O∗2 R− {0} min{r, s}+ 1 0 2 min{r, s}+ 2
∆O∗2 ∆O∗2 {0} r 1 2r + 1
∆O∗2 0 [−∞,−1] r + 1 0 2(r + 1)
∆O∗2 0 [0,∞] s 1 2s+ 1
piO∗ piO∗ ∪ 0 R min{r, s} 1 2 min{r, s}+ 1
0 0 R min{r, s} 1 2 min{r, s}+ 1
Table 3. Invariants of H when k is a dyadic field that
is unramified over Q2.
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Figure 8. All possible configurations of the branches
S1 = S0(i) and S2 = S0(j) for an un-ramified dyadic local
field. Bullets and continuous lines denote the intersection
S3 = S1∩S2. In the pictures we assume q = |O/piO| = 2.
Figure 9. Some configurations of the branches S1 =
S0(i) and S2 = S0(j) in example 4.
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D′, containing H. In fact, D = Z[i, ω, ν] and D′ = Z[η, j, ν], where
j = 2ω + 1, i = 2η + 1, and 3ν = ij. It can be proved easily, using the
fact that these orders are neighbors at 2, that all maximal orders in A
are conjugate. See [4] for details.
5.1. Spinor image Computations and representation fields. Here
we recall the basic facts in the theory of representation fields, see [1] or
[2] for details. The set of spinor genera in a genus O = gen(D) of Eich-
ler orders in a quaternion algebra A over a global field K equals [Σ : K],
where Σ = Σ(O), the spinor class field, is the class field corresponding
to the class group K∗H(D), where
H(D) = {N(a)|a ∈ AA, aDAa−1 = DA},
if N denotes the adelic reduced norm, while AA and DA are the adeliza-
tions of the algebra A and the order D. The field Σ can also be de-
scribed as the largest abelian extension of K ramifying only at real
places that are ramified for A, and splitting at every finite place ℘
satisfying either of the following conditions:
• A is ramified at ℘, or
• the level of D at ℘ is odd.
The number of spinor genera representing a given order H equals [Σ :
F ], where F is the representation field, i.e., the class field corresponding
to the group K∗H(D|H), where
H(D|H) = {N(a)|a ∈ AA, aHAa−1 ⊆ DA}.
For every finite place ℘ it is easy to see that the local component
H℘(D|H), which is defined analogously, is either K∗℘ or O∗℘K∗2℘ . In fact
H℘(D|H) = O∗℘K∗2℘ if and only if the level of D at ℘ is even and equals
the local diameter d(H℘).
An order H embeds into every spinor genera of maximal orders if and
only if F = K. When this is not the case, we say that H is selective
[5], [7].
Example 7. Let K = Q(
√−15), whose Hilbert class field is Σ =
Q(
√−3,√5) [6, p. 262]. In particular, there are exactly 2 conjugacy
classes of maximal orders in M2(K). Note that 3 and 5 ramify on K/Q.
Let 30 and 50 denote the corresponding places of K, which are inert
on Σ/K. On the other hand, 2 splits on K/Q. The two dyadic places
21 and 22 are inert on Σ/K. Set H = O[i, j], where ij = −ji, while
i2 = −3 and j2 = −15. Then, according to the tables, the invariants
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of the local branches of H are as follows:
(
d(H℘), p(H℘), l(H℘)
)
=

(2, 1, 0) if ℘ = 30
(2, 0, 2) if ℘ = 50
(1, 0, 1) if ℘ ∈ {21,22}
(0, 0, 0) otherwise
.
It follows that H embeds into an Eichler order of every level dividing
(30). Furthermore, since the Frobenius element at each of the relevant
places
|[30,Σ/K]| = |[50,Σ/K]| = |[21,Σ/K]| = |[22,Σ/K]|
is the nontrivial element in Gal(Σ/K), there is a unique conjugacy class
of Eichler orders of level (30), but 2 conjugacy classes of Eichler orders
of level (15) and H embeds in both of them. On the other hand, for
the order H′ = O[i, 2j], the local invariants are:(
d(H′℘), p(H
′
℘), l(H
′
℘)
)
=
 (2, 1, 0) if ℘ ∈ {3021,22}(2, 0, 2) if ℘ = 50(0, 0, 0) otherwise ,
whence H′ is selective on the genus of Eichler orders of level (60).
5.2. Number of maximal orders containing a given order. It is
not hard to show by a simple inductive argument that the number of
maximal orders in a thick line S with invariants p(S) and l(S) is
ℵ(S) = [l(S) + 1]qp(s) + 2q
p(s) − 1
q − 1 ,
where q is the number of elements in the residual field. It follows that
the number of maximal orders containing an order H of maximal rank,
in a quaternion algebra over a global field F , is
∏
℘ ℵ
(
S0(H℘)
)
, where
the product is taken over all finite places of F . Note that almost every
factor in this product is one. An important case, which is straightfor-
ward from Proposition 4.1 is next result:
Proposition 5.1. If F/Q is unramified at 2, and a, b ∈ OF are square
free, the number of maximal orders in an F -algebra A ∼= (a,bF ) contain-
ing the order H = OF [i, j], where ij = −ji, i2 = a, and j2 = b, is 2T ,
where T is the number of un-ramified places dividing 2ab.
5.3. Set of fixed points for groups of Moebius transformations.
For any non-archimedean local field k, the group of Moebius transfor-
mations PGL2(k) acts on the vertices of the BT-tree by conjugation.
The stabilizer of a maximal order D is the group k∗D∗. Note that an
element u is a unit in some maximal order if and only if its norm is a
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unit and its trace is an integer, and in this case it is a unit in every
order containing it. It follows that the class u¯ ∈ PGL2(k) of a unit
u ∈ GL2(k) = M2(k)∗ stabilizes every element in S0(u). On the other
hand, if u¯ ∈ PGL2(k) is not the class of a unit, then u¯ cannot leave
any vertex invariant. In particular, if a subgroup of PGL2(k) has a
non-empty invariant locus in the BT-tree, then this locus is a set in
the family that we described in §1. The results in this work allow us to
compute this invariant locus for isomorphic copies of the Klein group
inside PGL2(k).
5.4. Generating sets of orders. It is apparent from Propositions
2.1-2.4 that whenever the intersection of two branches has a stem of
length 2 or higher, this stem is contained in the stem of one of the
intersecting branches. As a consequence, we conclude that, if H =
O[a1, . . . , an] is an order whose branch has a stem of length 2 or higher,
then at least one of the generators ai spans an algebra isomorphic to
k×k. The converse is, however, not true since the conclusion holds for
an Eichler order D of level 1. In fact, D/piD ∼= (Fk×Fk)⊕R, where R
is a radical and Fk is the residue field of k. Note that any generating
set of this algebra must contain an element whose projection to Fk×Fk
is a generator of the latter algebra.
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