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Abstract
In this paper, we investigate a class of quadratic Riemannian curvature
functionals on closed smooth manifold M of dimension n ≥ 3 on the space of
Riemannian metrics on M with unit volume. We study the stability of these
functionals at the metric with constant sectional curvature as its critical point.
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1 Introduction
LetM be an n-dimensional compact and smooth manifold, and M1 the space of smooth Riemannian
metrics on M with unit volume, i.e. M1 = {g ∈ M : vol(g) = 1}, where M is the space of smooth
Riemannian metrics on M . A functional F : M → R is called Riemannian if it is invariant under
the action of the diffeomorphism group.
Recall the decomposition of Riemannian curvature tensor Rm
Rm = W +
1
n− 2
Ric⊙ g −
1
(n− 1)(n− 2)
Rg ⊙ g, (1.1)
where W , Ric and R denote the Weyl curvature tensor, the Ricci tensor and the scalar curvature,
respectively, and ⊙ the Kulkarni-Nomizu product. From (1.1), we have,
|Rm|2 = |W |2 +
4
n− 2
|Ric|2 −
2
(n− 1)(n− 2)
R2. (1.2)
The basic quadratic curvature functionals are
W =
∫
M
|W |2dVg, ρ =
∫
M
|Ric|2dVg, S =
∫
M
R2dVg.
From the decomposition formula (1.2), one has
R =
∫
M
|Rm|2dVg =
∫
M
|W |2dVg +
4
n− 2
∫
M
|Ric|2dVg −
2
(n− 1)(n− 2)
∫
M
R2dVg.
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We point out that in dimension three, Weyl tensor vanishes, and in dimension four, the famous
Chern-Gauss-Bonnet formula implies that W can be expressed as a linear combination of ρ and
S with the addition of a topological term. There are many results on these quadratic functionals.
See [3, 4, 2, 12] for example. In [7], Gursky and Viaclovsky focus attention on a class of general
quadratic curvature functionals
F˜τ = (V ol)
4−n
n
( ∫
M
|Ric|2dVg + τ
∫
M
|R|2dVg
)
.
They investigate rigidity and stability properties of critical points of F˜τ on the space of Riemannian
metric space M , and obtain a series of beautiful results.
In this paper, we study a class of more general quadratic curvature functionals:
Fs,τ =
∫
M
|Rm|2dVg + s
∫
M
|Ric|2dVg + τ
∫
M
R2dVg (1.3)
on Riemannian metrics space M1, where s, τ are some constants.
Actually, Fs,τ have been widely studied. We first introduce the following definition.
Definition 1.1 Let M be a compact n-dimension manifold, a critical metric g for Fs,τ is called a
local minimizer if for all metrics g¯ in a C2,α-neighborhood of g, satisfying:
Fs,τ [g¯] ≥ Fs,τ [g].
We can also define the local maximizer for Fs,τ by the same way.
In [11], Y. Muto studied Riemannian functional I[g] =
∫
M
|Rm|2dVg on M1, and proved when
M is a C∞ manifold diffeomorphic to Sn, the mapping I : M1/D → R has a local minimum at the
Riemannian metric g¯ of positive constant sectional curvature, where I : M1/D → R is a mapping
deduced from I : M1 → R and D is the diffeomorphism group ofM and M1/D is the space of orbits
generated by D of Riemannian metrics. Recently, S. Maity [10] generalized the result for functional
Rp(g) =
∫
M
|Rm|pdVg on M1, she proved that for a compact Riemannian manifold (M, g), if g
is either a spherical space form and p ∈ [2,∞), or a hyperbolic manifold and p ∈ [n2 ,∞), then g
is strictly stable for Rp. O. Kobayashi [8] investigated variational properties of the conformally
invariant functional v(g) = 2
n
∫
M
|W |
n
2 , and derived that when n = 4, S2(1) × S2(1) endowed with
the standard Einstein metric g is a strictly stable critical point of v(g). In [6], X. Guo, H. Li and G.
Wei developed the result to the case of dimension n = 6.
In this paper, we concern the various properties for quadratic curvature functional Fs,τ . Before
giving our results, we state some background knowledge.
Recall a canonical decomposition of tangent space of M . Define the divergence operator δg :
S2(M)→ T ∗M by
(δgh)j = g
pqhpj,q.
and δ∗g : T
∗M → S2(M) its L2−adjoint operator
(δ∗gω)ij = −
1
2
(ωi,j + ωj,i),
2
in local coordinates {ei}1≤i≤n, where hij,k = ∇khij and ωi,j = ∇jωi, ∇ is the Riemannian covariant
derivative of (M, g). For a compact Riemannian manifold M , the tangent space of M at g, which
is denoted by TgM has the orthogonal decomposition (see [3] Lemma 4.57):
TgM = S
2(M) = (Imδ∗g + C
∞(M) · g)⊕ (δ−1g (0) ∩ tr
−1
g (0)), (1.4)
where Imδ∗g is just the tangent space of the orbit of g under the action of the group of diffeomorphisms
of M . For TgM1 = {h ∈ S
2(M) :
∫
M
trg(h)dVg = 0}, we have:
TgM1 =
(
(Imδ∗g + C
∞(M) · g) ∩ TgM1
)
⊕ (δ−1g (0) ∩ tr
−1
g (0)). (1.5)
Definition 1.2 Let h ∈ S2(M), then h is called transverse-traceless (TT for short) if δgh = 0 and
trgh = 0.
On an Einstein manifold, by [9], we have the Lichnerowicz Laplacian
△Lhij = △hij + 2Rikjlh
kl −
2
n
Rhij , (1.6)
where △ is the rough Laplacian, and △L maps the space of transverse-traceless tensors to iteself
(see [7] also). By use of 1.6, we can get following Propositions 1.1-1.2 easily.
Proposition 1.1 Let (M, g) be a compact manifold with constant sectional curvature 1. Then the
least eigenvalue of the Lichnerowicz Laplacian on TT-tensors is 4n.
Proof. By (1.6), the Lichnerowicz Laplacian on TT tensor h is
△Lh = △h− 2nh.
Then by use of the inequality
0 ≤
∫
M
|hij,k + hjk,i + hki,j |
2dVg,
exchanging covariant derivatives and integrating by parts, we have that the least eigenvalue of the
Lichnerowicz Laplacian on TT-tensors is 4n.
Proposition 1.2 Let (M, g) be a compact manifold with constant sectional curvature −1. Then the
least eigenvalue of the Lichnerowicz Laplacian on TT-tensors is bounded below by −n.
Proof. Make use of the inequality ∫
M
|hij,k − hik,j |
2dVg ≥ 0,
we can get the result in the same way.
It can be easily to see (Corollary 2.2 below) that the metric g with constant sectional curvature
must be a critical point of Fs,τ . In this paper we study the stability of Fs,τ at the critical point g
with constant sectional curvature. We have the following
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Theorem 1.1 Let (M, g) be a n-dimensional compact manifold with constant sectional curvature
λ = 1, then restricted to transverse-traceless variations, the following hold:
(1) If s > −4, τ < 6n−12
n(n−1) , the second variation of Fs,τ on (M, g) is non-negative. Therefore Fs,τ
gets its local minimum in TT directions;
(2) If s < −4, τ > 6n−12
n(n−1) , the second variation of Fs,τ on (M, g) is non-positive. Therefore Fs,τ
gets its local maximum in TT directions.
Theorem 1.2 Let (M, g) be a n-dimensional compact manifold with constant sectional curvature
λ = −1, then restricted to transverse-traceless variations, the following hold:
(1) If s > −4, τ > 6n−12
n(n−1) , the second variation of Fs,τ on (M, g) is non-negative. Therefore Fs,τ
gets its local minimum in TT directions;
(2) If s < −4, τ < 6n−12
n(n−1) , the second variation of Fs,τ on (M, g) is non-positive. Therefore Fs,τ
gets its local maximum in TT directions.
Theorem 1.3 Let (M, g) be a compact manifold with constant sectional curvature λ = 0. Then
the second variation of Fs,τ at g is non-negative as s > −4 and non-positive as s < −4 when the
variation is restricted in TT directions.
Theorem 1.4 Let (M, g) be a compact manifold with constant sectional curvature λ = 0. Then
the second variation of Fs,τ at (M, g) is nonnegative as s + 4τ >
4
n
(τ − 1) and non-positive as
s+ 4τ < 4
n
(τ − 1) when the variation is restricted in the conformal directions.
We denote M1([g]) the space of unit volume metrics conformal to g.
Theorem 1.5 Let (M, g) be an n-dimensional compact manifold with constant sectional curvature
λ = 1. Then the following hold:
(1) If n = 4, s+ 3τ > −1, then Fs,τ attains a local minimizer at g in M1([g]). If s+ 3τ < −1,
then g is a local maximizer in M1([g]).
(2) If n = 3, τ < 1 and s > − 83τ −
4
3 , or τ > 1 and s > −
12
5 τ −
8
5 , then Fs,τ attains a local
minimizer at g in M1([g]). If if τ < 1 and s < −
12
5 τ −
8
5 , or τ > 1 and s < −
8
3τ −
4
3 , then g
is a local maximizer in M1([g]).
(3) When n ≥ 5, then Fs,τ attains a local minimizer at g in M1([g]) if{
τ > 2(n−1)(n−2)
s > − 4(n−1)
n
τ − 4
n
or
{
τ < 2(n−1)(n−2)
s > − 2n(n−1)3n−4 τ −
8
3n−4 .
(1.7)
and g is a local maximizer in M1([g]) if{
τ > 2(n−1)(n−2)
s < − 2n(n−1)3n−4 τ −
8
3n−4
or
{
τ < 2(n−1)(n−2)
s < − 4(n−1)
n
τ − 4
n
.
(1.8)
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Theorem 1.6 Let (M, g) be an n-dimensional compact manifold with constant sectional curvature
λ = −1, the following hold:
(1) If n = 4, s+3τ > −1, Then Fs,τ attains a local minimizer at g in M1([g]). If s+3τ < −1,
then g is a local maximizer in M1([g]).
(2) If n = 3, τ < 1 and s > − 83τ −
4
3 , or τ > 1 and s > −
12
5 τ −
8
5 , then Fs,τ attains a local
minimizer at g in M1([g]). If τ < 1 and s < −
12
5 τ −
8
5 , or τ > 1 and s < −
8
3τ −
4
3 , then g is a local
maximizer in M1([g]).
(3) When n ≥ 5, then Fs,τ attains a local minimizer at g in M1([g]) if{
τ < 2(n−1)(n−2)
− 4(n−1)
n
τ − 4
n
< s < −nτ − 2
n−1 .
(1.9)
and g is a local maximizer in M1([g]) if{
τ < 2(n−1)(n−2)
s > −nτ − 2
n−1
or
{
τ > 2(n−1)(n−2)
s > − 4(n−1)
n
τ − 4
n
.
(1.10)
2 The first variation and Euler-Lagrange equation
Suppose (M, g) be a n-dimensional Riemannian manifold. We choose a local orthonormal frame
{e1, e2, . . . en}, in accordance with the dual coframe
{
ω1, ω2, . . . ωn
}
. Throughout this paper, we
always adopt the moving frame notation with respect to a chosen local orthonormal frame, and also
the Einstein summation convention. Let g ∈ M be an arbitrary fixed metric and g = gijω
i ⊗ ωj ,
gij = (gij)
−1. Given a tensor, we raise or lower an index by contracting the tensor with the metric
tensor g.
We denote ∇ as the covariant derivative, and write Rij,k = ∇kRij , Rij,kl = ∇l∇kRij , the Lapla-
cian △Rij = g
klRij,kl and so on. For any (0, 2) tensor S, the Ricci identities can be expressed
as
Sij,kl − Sij,lk = SpjRpikl + SipRpjkl.
Let g(t) ∈ M1 be a smooth variation of g with g(0) = g which can be represented locally as
gij(x
1, . . . , xn; t). We define a tensor field h ∈ S2(M) with h := d
dt
g(t). For convenience, we write
(·)′ to stand for d
dt
. Then we have the following formulae
(gij)
′ = hij , (g
ij)′ = −hij . (2.1)
Proposition 2.1 Let g(t) ∈ M1 is a smooth variation (2.1), then∫
M
trg(t)hdVg = 0,
∫
M
(
gij
d2
dt2
gij − |h|
2 +
1
2
H2
)
dVg = 0, (2.2)
where |h|2 = hijhij, H = trg(t)h = g
ijhij.
Proof. Recall g(t) ∈ M1, we have
∫
M
dVg = 1, then we have
0 =
d
dt
(
∫
M
dVg) =
∫
M
d
dt
(dVg) =
∫
M
1
2
gij(gij)
′dVg =
1
2
∫
M
trg(t)hdVg.
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Differentiating the above equality, we get∫
M
(
gij
d2
dt2
gij − |h|
2 +
1
2
(trg(t)h)
2
)
dVg = 0.
This proves (2.2).
From (2.1), we get the variation of the Christoffel symbols
d
dt
Γ
k
ij =
1
2
gkl(hil,j + hjl,i − hij,l). (2.3)
By use of (2.3), we can get the following variational formulae of Riemannaian curvature tensor, Ricci
curvature tensor and scalar curvature directly.
Proposition 2.2 The variations of Riemannaian curvature tensor, Ricci curvature tensor and
scalar curvature are expressed as
(Rl ijk)
′ =
1
2
gpl
(
hip,kj + hkp,ij − hik,pj − hip,jk − hjp,ik + hij,pk
)
,
(Rlijk)
′ = hlqR
q
ijk +
1
2
(
hil,kj + hkl,ij − hik,lj − hil,jk − hjl,ik + hij,lk
)
,
(Rik)
′ =
1
2
(
hji,kj + h
j
k,ij −△hik −H,ik
)
,
R′ = −hijRij + h
ij
,ij −△H.
Now, we compute the first variation of the quadratic curvature functional Fs,τ restricting on
Riemannian metrics space M1 and derive its Euler-Lagrange equation. At first, we compute the
first variations of R, ρ, and S, respectively.
By Proposition 2.2, we have
d
dt
|Rm|2 =
d
dt
(
gplgqigrjgskRpqrsRlijk
)
= −R ijkp Rlijkh
pl −Rl jkq Rlijkh
qi −Rli kr Rlijkh
rj −Rlij sRlijkh
sk + 2Rlijk
d
dt
Rlijk
= −R ijkp Rlijkh
pl −Rl jkq Rlijkh
qi −Rli kr Rlijkh
rj −Rlij sRlijkh
sk + 2RlijkhlqR
q
ijk
+Rlijk
(
hil,kj + hkl,ij − hik,lj − hil,jk − hjl,ik + hij,lk
)
= −R ijkp Rlijkh
pl −Rl jkq Rlijkh
qi −Rli kr Rlijkh
rj −Rlij sRlijkh
sk
+ 2RlijkhlqR
q
ijk + 4R
lijkhij,lk,
d
dt
|Ric|2 =
d
dt
(
gpigqkRpqRik
)
= −2hpiR kp Rik + 2R
ik d
dt
Rik
= −2hpiR kp Rik +R
ik
(
hji,kj + h
j
k,ij −△hik −H,ik
)
,
d
dt
R2 = 2R
(
− hijRij + h
ij
,ij −△H
)
.
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Integrating by parts, we get
d
dt
R =
∫
M
( d
dt
|Rm|2 +
1
2
|Rm|2H
)
dVg
=
∫
M
(
−R ijkp Rlijkh
pl −Rl jkq Rlijkh
qi −Rli kr Rlijkh
rj −Rlij sRlijkh
sk
+ 2RlijkhlqR
q
ijk + 4R
lijkhij,lk +
1
2
|Rm|2H
)
dVg
=
∫
M
(
− 2R plki Rjplk + 2R,ij − 4△Rij − 4R
plRipjl + 4RjpR
p
i +
1
2
|Rm|2gij
)
hijdVg,
d
dt
ρ =
∫
M
( d
dt
|Ric|2 +
1
2
|Ric|2H
)
dVg
=
∫
M
(
− 2hpiR kp Rik +R
ik
(
hji,kj + h
j
k,ij −△hik −H,ik
)
+
1
2
|Ric|2H
)
dVg
=
∫
M
(
−△Rij − 2R
plRipjl +R,ij −
1
2
(△R)gij +
1
2
|Ric|2gij
)
hijdVg,
d
dt
S =
∫
M
( d
dt
|R|2 +
1
2
|R|2H
)
dVg
=
∫
M
(
2R
(
− hijRij + h
ij
,ij −△H
)
+
1
2
|R|2H
)
dVg
=
∫
M
(
2R,ij − 2(△R)gij − 2RRij +
1
2
R2gij
)
hijdVg .
Lemma 2.1 ([3]) The gradients of the functionals R, ρ, S, and Fs,τ are given by the following
equations.
(∇R)ij = −2R
plk
i Rjplk + 2R,ij − 4△Rij − 4R
plRipjl + 4RjpR
p
i +
1
2
|Rm|2gij ,
(∇ρ)ij = −△Rij − 2R
plRipjl +R,ij −
1
2
(△R)gij +
1
2
|Ric|2gij ,
(∇S)ij = 2R,ij − 2(△R)gij − 2RRij +
1
2
R2gij ,
(∇Fs,τ )ij = −2R
plk
i Rjplk + 2R,ij − 4△Rij − 4R
plRipjl + 4RjpR
p
i +
1
2
|Rm|2gij
+ s
(
−△Rij − 2R
plRipjl +R,ij −
1
2
(△R)gij +
1
2
|Ric|2gij
)
+ τ
(
2R,ij − 2(△R)gij − 2RRij +
1
2
R2gij
)
. (2.5)
By the Lagrangian multiplier method, a Riemannian metric g ∈ M1 is critical for Fs,τ |M1 if and
only if it satisfies the equation
(∇Fs,τ )ij = cgij (2.6)
for some constant c. The Euler-Lagrange equations for Fs,τ |M1 is obtained after a simple compu-
tation.
Theorem 2.1 Let M be a compact n-dimensional Riemannian manifold. Then the Euler-Lagrange
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equations of Fs,τ |M1 are
−(4 + s)△Rij + (2 + s+ 2τ)R,ij +
2− 2τ
n
△Rgij − 2R
plk
i Rjplk − (4 + 2s)R
plRipjl
+4RjpR
p
i − 2τRRij +
2
n
(
|Rm|2gij + s|Ric|
2gij + τR
2gij
)
= 0, (2.7)
(n− 4)
(
|Rm|2 + s|Ric|2 + τ |R|2
)
− (4 + ns+ 4(n− 1)τ)△R = 2nc. (2.8)
In fact, (2.8) comes from (2.6) by taking trace on both sides. Substituting (2.8) into (2.6) we can
get (2.7) directly.
From Theorem 2.1, we know that any compact Riemannian manifold (M, g) with constant sec-
tional curvature is a critical metric for Fs,τ on M1. However, Einstein metric can not always be a
critical point of these functionals.
Corollary 2.1 ([3, 5]) Restricting on M1, an Einstein metric g is a critical point of Fs,τ if and
only if the metric g satisfies
R plki Rjplk =
1
n
|Rm|2gij .
Corollary 2.2 Any metric with constant sectional curvature is a critical point of Fs,τ restricted on
M1(M
n).
3 Second variations on constant sectional curva-
ture manifolds
In this section, we derive the second variations of Fs,τ |M1 at the metric with constant sectional
curvature. Suppose (M, g) has constant sectional curvature, then for some constant λ,
Rijkl = λ(gikgjl − gilgjk). (3.1)
From (3.1), we also have
Rij = (n− 1)λgij , R = n(n− 1)λ. (3.2)
Following (2.5), the first variation of Fs,τ is
d
dt
Fs,τ =
∫
M
(
− 2R plki Rjplk + 2R,ij − 4△Rij − 4R
plRipjl + 4RjpR
p
i +
1
2
|Rm|2gij
+ s
(
−△Rij − 2R
plRipjl +R,ij −
1
2
(△R)gij +
1
2
|Ric|2gij
)
+ τ
(
2R,ij − 2(△R)gij − 2RRij +
1
2
R2gij
))
hijdVg. (3.3)
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For convenience, we write G = ∇Fs,τ ,
Gij = −2R
plk
i Rjplk + 2R,ij − 4△Rij − 4R
plRipjl + 4RjpR
p
i +
1
2
|Rm|2gij
+ s
(
−△Rij − 2R
plRipjl +R,ij −
1
2
(△R)gij +
1
2
|Ric|2gij
)
+ τ
(
2R,ij − 2(△R)gij − 2RRij +
1
2
R2gij
)
. (3.4)
Then, we rewrite the first variation of Fs,τ (3.3) as
d
dt
Fs,τ =
∫
M
Gijh
ijdVg. (3.5)
Differentiating equality (3.5) again, by use of Proposition 2.1, we have
d2
dt2
∣∣∣∣
t=0
Fs,τ =
d
dt
∣∣∣∣
t=0
∫
M
Gijh
ijdVg
=
∫
M
d
dt
∣∣∣∣
t=0
(Gij)h
ijdVg +
∫
M
(
− 2c|h|2 + cgij
d2
dt2
∣∣∣∣
t=0
(gij)
)
dVg +
∫
M
1
2
cH2dVg
=
∫
M
d
dt
∣∣∣∣
t=0
(Gij)h
ijdVg −
∫
M
c|h|2dVg. (3.6)
Nextly, we concern the second variations on TT directions at some critical metric with constant
sectional curvature.
3.1 Transverse-traceless variations
According to (3.4) and (3.6), we computer d
dt
∣∣
t=0
(Gij) at the metric g with constant sectional
curvature.
Proposition 3.1 If g has constant sectional curvature, satisfying (3.1) and (3.2), then
(Rij,k)
′ = (R′ij),k − λ(n− 1)hij,k,
(Rij,kl)
′ = (R′ij),kl − λ(n− 1)hij,kl,
(△Rij)
′ = (△R′ij)− λ(n− 1)△hij ,
(△R)′ = △(trRic′)− λ(n− 1)△H.
From Proposition 3.1, we calculate the second variations on TT direction.∫
M
(
R plki Rjplk
)′
hijdV g =
∫
M
(
(R plki )
′Rjplk +R
plk
i (Rjplk)
′
)
hijdVg
=
∫
M
(
− hpmRimklRjpkl − h
knRipklRjpnl − h
lsRipksRjpkl
+ 2Rjkpl(Rikpl)
′
)
hijdVg
=
∫
M
(
(4− 2n)λ2hij + 2Rjpkl
(
hiqRqpkl
+
1
2
(hpi,lk + hli,pk − hpl,ik − hpi,kl − hki,pl + hpk,il)
))
hijdVg
=
∫
M
(
2(n+ 1)λ2|h|2 − 2λh△h
)
dVg.
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By the same way, we can get the following formulae. Here we omit the detailed calculation.∫
M
(△Rij)
′hijdVg =
∫
M
(
−
1
2
h△2h+ λh△h)dVg ,∫
M
(R,ij)
′hijdVg = 0,∫
M
(RliRjl)
′hijdVg =
∫
M
(λ2(n2 − 1)|h|2 − λ(n− 1)h△h)dVg,∫
M
(RplRipjl)
′hijdVg =
∫
M
(
(n2 − n− 1)λ2|h|2 −
1
2
λ(n− 2)h△h
)
dVg,∫
M
(|Rm|2gij)
′hijdVg =
∫
M
2λ2n(n− 1)|h|2dVg,∫
M
(△Rgij)
′hijdVg = 0,∫
M
(|Ric|2gij)
′hijdVg =
∫
M
λ2n(n− 1)2|h|2dVg ,∫
M
(RRij)
′hijdVg =
∫
M
(
λ2n2(n− 1)|h|2 −
1
2
λn(n− 1)h△h
)
dVg,∫
M
(R2gij)
′hijdVg =
∫
M
λ2n2(n− 1)2|h|2dVg.
Following (3.6) and the above equations, we can get the second variations of Fs,τ in TT direction.
Theorem 3.1 Let (M, g) be a compact Riemannian manifold with constant curvature satisfying
(3.1) and h a TT tensor. Then the second variation of Fs,τ is
d2
dt2
∣∣∣∣
t=0
Fs,τ =
∫
M
〈(
2(△L + 2(n− 1)λ)(△L + (n+ 2)λ)h
+
1
2
(△L + 2(n− 1)λ)(s△L + (n− 1)(4s+ 2nτ)λh
)〉
dVg
=
∫
M
〈((
△L + 2(n− 1)λ
)(4 + s
2
△L + λ
(
2n+ 4 + (n− 1)(2s+ nτ)λ
))
h, h
〉
dVg. (3.7)
When λ = 0, (3.7) becomes
d2
dt2
∣∣∣∣
t=0
Fs,τ =
∫
M
2(1 +
s
4
)h△2hdVg. (3.8)
By (3.8), we can get the following corollary easily.
Corollary 3.1 Let (M, g) be a compact manifold with constant sectional curvature λ = 0. Then
the second variation of Fs,τ at g is non-negative as s > −4 and non-positive as s < −4 when the
variation is restricted on TT directions.
Now, we focus on the case λ 6= 0 and finish the proof of Theorems 1.1 and 1.2. Firstly, if λ > 0,
we set λ = 1. We then have
d2
dt2
∣∣∣∣
t=0
Fs,τ =
∫
M
〈(
(△L + 2(n− 1))
(4 + s
2
△L + (2n+ 4) + (n− 1)(2s+ nτ)
))
h, h
〉
dVg. (3.9)
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Proof of Theorem 1.1. By Proposition 1.1, we know the least eigenvalue of the Lichnerowicz
Laplacian on TT tensors is 4n. Let −△Lhij = λLhij , and rewrite (3.9) as
d2
dt2
∣∣∣∣
t=0
Fs,τ =
∫
M
((
λL − 2(n− 1)
)(4 + s
2
λL − 2n− 4− (n− 1)(2s+ nτ)
))
|h|2dVg. (3.10)
The first term λL − 2(n− 1) > 0. We consider the second term. If s > −4, τ <
6n−12
n(n−1) ,
4 + s
2
λL − (2n+ 4)− (n− 1)(2s+ nτ) >
4 + s
2
4n− (2n+ 4)− (n− 1)(2s+ nτ)
> 6n− 12− n(n− 1)τ
> 0,
So, in this case we have d
2
dt2
∣∣∣∣
t=0
Fs,τ ≥ 0. If s < −4, τ >
6n−12
n(n−1) ,
4 + s
2
λL − (2n+ 4)− (n− 1)(2s+ nτ) <
4 + s
2
4n− (2n+ 4)− (n− 1)(2s+ nτ)
< 6n− 12− n(n− 1)τ
< 0.
Therefore, in this case we have d
2
dt2
∣∣∣∣
t=0
Fs,τ ≤ 0.
Proof of Theorem 1.2. If λ < 0, we set λ = −1. We have
d2
dt2
∣∣∣∣
t=0
Fs,τ =
∫
M
(
(△L − 2(n− 1))
(4 + s
2
△L − ((2n+ 4)− (n− 1)(2s+ nτ)
))
hdVg
=
∫
M
(
(λL + 2(n− 1))
(4 + s
2
λL + ((2n+ 4) + (n− 1)(2s+ nτ)
))
|h|2dVg. (3.11)
By Proposition 1.2, the first term λL + 2(n− 1) > 0. We now consider the second term. If s > −4,
and τ > 6n−12
n(n−1) ,
4 + s
2
λL + (2n+ 4) + (n− 1)(2s+ nτ) > −
4 + s
2
n+ 2n+ 4 + (n− 1)(2s+ nτ)
> −6n+ 12 + n(n− 1)τ
> 0.
In this case we have d
2
dt2
∣∣
t=0
Fs,τ ≥ 0. By the same way we know
d2
dt2
∣∣
t=0
Fs,τ ≥ 0 when s < −4,
τ < 6n−12
n(n−1) .
3.2 Conformal variations
Now, we consider the conformal variations of the functionals Fs,τ at a Riemannian metric with
constant sectional curvature satisfying (3.1). Let M1[g] denote the space of unit volume metrics
conformal to g. The tangent space of M1[g] consists of functionals with mean value zero.
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Proposition 3.2 If g has constant sectional curvature, satisfying (3.1) and (3.2), and let h = fg,
(Rij)
′ = −
1
2
(n− 2)f,ij −
1
2
△fgij ,
(Rij,kl)
′ = (R′ij),kl − λ(n− 1)f,klgij ,
(△Rij)
′ = (△R′ij)− λ(n− 1)△fgij,
(△R)′ = −(n− 1)△2f − λn(n− 1)△f.
Following proposition (3.2), we have,∫
M
(
R plki Rjplk
)′
fgijdV g =
∫
M
(
(R plki )
′Rjplk + R
plk
i (Rjplk)
′
)
hijdVg ,
=
∫
M
(
− fgpmRimklRjpkl − fg
knRipklRjpnl − fg
lsRipksRjpkl
+ 2Rjkpl(Rikpl)
′
)
fgijdVg,
=
∫
M
(
− 3|Rm|2f2 + 2fRikjlR
′
ikjl
)
dVg,
=
∫
M
(
− 3|Rm|2f2 + 2λf(gijgkl − gilgkj)R
′
ikjl
)
dVg,
=
∫
M
(
− 3|Rm|2f2 + 4λfgij
(
(gklRikjl)
′
+ fgklRikjl
))
dVg ,
=
∫
M
(
− 2λ2n(n− 1)f2 − 4λ(n− 1)f△f
)
dVg.
By the same way, we give the following formulas.∫
M
(△Rij)
′fgijdVg =
∫
M
(
− (n− 1)f△2f − λn(n− 1)f△f
)
dVg,∫
M
(R,ij)
′fgijdVg =
∫
M
(
− (n− 1)f△2f − λn(n− 1)f△f
)
dVg,∫
M
(RliRjl)
′fgijdVg =
∫
M
(
− λ2n(n− 1)2f2 − 2λ(n− 1)2f△f
)
dVg,∫
M
(RplRipjl)
′fgijdVg =
∫
M
(
− λ2n(n− 1)2f2 − 2λ(n− 1)2f△f
)
dVg,∫
M
(|Rm|2gij)
′fgijdVg =
∫
M
(
− 2λ2n2(n− 1)f2 − 4λn(n− 1)f△f
)
dVg,∫
M
(△Rgij)
′fgijdVg =
∫
M
(
− n(n− 1)f△2f − λn2(n− 1)f△f
)
dVg,∫
M
(|Ric|2gij)
′fgijdVg =
∫
M
(
− λ2n2(n− 1)2f2 − 2λn(n− 1)2f△f
)
dVg,∫
M
(RRij)
′fgijdVg =
∫
M
(
− λ2n2(n− 1)2f2 − 2λn(n− 1)2f△f
)
dVg,∫
M
(R2gij)
′fgijdVg =
∫
M
(
− λ2n3(n− 1)2f2 − 2λn2(n− 1)2f△f
)
dVg ,
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Using the above equalities, we get the conformal variations for Fs,τ at metrics with constant
sectional curvature.
Theorem 3.2 Let (M, g) is a compact Riemannian manifold with constant curvature satisfying
(3.1) and h = fg with
∫
M
fdVg = 0. Then the second variation of Fs,τ is
d2
dt2
∣∣∣∣
t=0
Fs,τ =
∫
M
(
2(n− 1)f△2f + 8λ(n− 1)f△f − 2λ2(n2 − n)(n− 4)f2
+ s
(1
2
n(n− 1)f△2f −
1
2
λ(n− 1)(n2 − 10n+ 8)f△f − λ2n(n− 1)2(n− 4)f2
)
+ τ
(
2(n− 1)2f△2f − λn(n− 1)2(n− 6)f△f − λ2n2(n− 1)2(n− 4)f2
))
dV g. (3.12)
When λ = 0, (3.12) becomes
d2
dt2
∣∣∣∣
t=0
Fs,τ =
∫
M
1
2
(n− 1)(sn+ 4(n− 1)τ + 4)f△2fdV g. (3.13)
We then have
Corollary 3.2 Let (M, g) be a compact manifold with constant sectional curvature λ = 0. Then
the second variation of Fs,τ on (M, g) is nonnegative as s + 4τ >
4
n
(τ − 1) when the variation is
restricted on the conformal direction.
Next we consider the case λ 6= 0 and finish the proof of Theorems 1.5 and 1.6. Firstly, if λ > 0,
we set λ = 1. We then have
d2
dt2
∣∣∣∣
t=0
Fs,τ =
∫
M
〈(
n− 1
)(
△+ n
)(ns− 4τ + 4nτ + 4
2
△
−
(
n− 4
)(
n2τ + ns− nτ − s+ 2
))
f, f
〉
dVg. (3.14)
Proposition 3.3 ([1]) If (Mn, g) is a compact manifold satisfying
Ric ≥ (n− 1) · g,
then the lowest non-trivial eigenvalue satisfies λ1 ≥ n, and the equality holds if and any if (M
n, g)
is isometric to (Sn, gs).
Let µ be a non-zero eigenvalue of △. We consider the following polynomial
P1(µ) =
(
n− 1
)(
µ− n
)(ns− 4τ + 4nτ + 4
2
µ+ (n− 4)(n2τ + ns− nτ − s+ 2)
)
. (3.15)
Since the variation is restricted to M1[g], we should to prove that the second variation of the
functional on functions with mean value zero is non-negative (or non-positive in the maximizing
case).
Proof of Theorem 1.5. By Proposition (3.3), the second term µ− n ≥ 0. Then the sign of the
second variations for Fs,τ is determined by the third term. If n = 4,
P1(µ) = 6
(
µ− 4
)
(s+ 3τ + 1)µ. (3.16)
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Form (3.16), the first part of Theorem 1.5 can get easily.
If n = 3,
P1(µ) = 2(µ− 3)
(3s+ 8τ + 4
2
µ− (6τ + 2s+ 2)
)
. (3.17)
The functional will be minimizing if 3s+8τ+42 > 0 and
3s+ 8τ + 4
2
µ− (6τ + 2s+ 2) ≥
5
2
s+ 6τ + 4 > 0.
Then P1(µ) ≥ 0 if the following hold:{
τ < 1
s > − 83τ −
4
3
or
{
τ > 1
s > − 125 τ −
8
5 .
Similarly we can get P1(µ) ≤ 0 if the following hold:{
τ < 1
s < − 125 τ −
8
5
or
{
τ > 1
s < − 83τ −
4
3 .
When n ≥ 5, the functional will be minimizing if ns− 4τ + 4nτ + 4 > 0 and
ns− 4τ + 4nτ + 4
2
n+ (n− 4)(n2τ + ns− nτ − s+ 2) > 0.
Then P1(µ) ≥ 0 if the following hold{
τ > 2(n−1)(n−2)
s > − 4(n−1)
n
τ − 4
n
or
{
τ < 2(n−1)(n−2)
s > − 2n(n−1)3n−4 τ −
8
3n−4 .
And we can get P1(µ) ≤ 0 if the following hold{
τ > 2(n−1)(n−2)
s < − 2n(n−1)3n−4 τ −
8
3n−4
or
{
τ < 2(n−1)(n−2)
s < − 4(n−1)
n
τ − 4
n
.
Finally we consider the case λ < 0. We set λ = −1.
d2
dt2
∣∣∣∣
t=0
Fs,τ =
∫
M
〈(
n− 1
)(
△− n
)(ns− 4τ + 4nτ + 4
2
△
+ (n− 4)(n2τ − nτ − s+ 2)
)
f, f
〉
dVg. (3.18)
Let µ is a non-zero eigenvalue of △, and consider the following polynomial
P2(µ) =
(
n− 1
)(
µ+ n
)(ns− 4τ + 4nτ + 4
2
µ− (n− 4)(n2τ + ns− nτ − s+ 2)
)
. (3.19)
Since the first term of P2(µ) is always nonnegative, then we just consider the second term. Let
n = 3, then P2(µ) is nonnegative if{
τ > 2
s > − 83τ −
4
3
or
{
τ < 2
s > −3τ − 2.
And P2(µ) is non-positive if{
τ > 2
s < −3τ − 2
or
{
τ < 2
s < − 83τ −
4
3 .
When n ≥ 4, do it in the same way as Theorem 1.5. Then we finish the proof of Theorem 1.6.
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