This is the first paper of a series on the investigation of stellar population properties and galaxy evolution of an observationally homogeneous sample of early-type galaxies in groups, field and isolated galaxies.
INTRODUCTION
The standard paradigm for galaxy formation is one of hierarchical clustering and subsequent merging to form progressively larger galaxies (White & Rees 1978) . All galaxies are located within dark matter halos, and the properties of galaxies depend on the assembly history of these dark mat-ter halos and hence their environment. This process has been modelled by semi-analytical methods (e.g. Baugh et al. 1998; Kauffmann et al. 1999; Somerville & Primack 1999) and by hydrodynamical simulations (e.g Cen & Ostriker 1992; Pearce et al. 1999; Berlind et al. 2003) . For example, Kauffmann & Charlot (1998) predict that galaxies in low density environments are younger (in a luminosity weighted sense) on average than those in clusters as they have a more extended merger history. They also predict that massive ellipticals are younger than smaller ones, again due to mergerinduced star formation. Quantitative predictions depend on c 2004 RAS the details of the gas physics and feedback processes (e.g. Kay et al. 2002; Kauffmann et al. 2004 ). High quality data already exists for the cluster ellipticals, thus determining the ages and metallicities of field and group ellipticals is a key test of the HCM paradigm (González 1993; Bower et al. 1998; Trager et al. 2000a,b; Kuntschner 2000; Terlevich & Forbes 2002; Chiosi & Carraro 2002; Kuntschner et al. 2002; Willis et al. 2002) .
In an effort to disentangle the degeneracy of age and metallicity effects on the gross properties of stellar populations, Worthey (1994 ) developed a series of stellar population spectral synthesis models. He showed that certain predominantly age (i.e. Hβ, Hγ) and metallicity (i.e. Fe, [MgFe] ) sensitive spectral absorption features can break the degeneracy, and the luminosity weighted mean ages and metallicities can be determined. In a study of bright galaxies in the Fornax cluster, Kuntschner & Davies (1998) showed that, as predicted by the high z studies, the cluster ellipticals are indeed uniformly old, and span a range in metallicities. However, earlier studies of field (and loose group) ellipticals (González 1993; Trager 1997) seem to show just the opposite, displaying a uniform metallicity, but spanning a range in ages. This suggests the possibility of an environmental dependence of the colour-magnitude relation (CMR), or maybe two completely different mechanisms operating in cluster and field environments, conspiring to produce similar CMRs. The universality of the CMR from cluster core to the field environments, and its interpretation as a metallicity sequence, is fundamental to its placing a limit on the formation epoch of cluster elliptical galaxies to z > 1 (e.g. Bower, Lucey & Ellis 1992) . If there is in fact a conspiracy between age and metallicity producing a tight CMR, this limit could be significantly loosened.
We have carried out a large and observationally homogeneous survey of local early-type galaxies in low density environments with the aim of determining nuclear parameters, kinematic, age and metallicity gradients. This will help to infer whether the central values represent a small localised starburst or whether the whole galaxy was involved. The spectra, when combined with existing photometry, will allow us to investigate scaling relations such as the fundamental plane, Mg-σ and colour-magnitude relations for field galaxies, and directly compare how these relations agree with galaxy formation histories, from their mean ages and metallicities. The luminosity weighted mean ages and metallicities of these galaxies will also allow us to directly test fundamental predictions of hierarchical models for structure formation in the universe. The emission line data will allow the discrimination among the different ionization mechanisms and provide information about the kinematical status of the ionized gas. In this paper we present the data, central measures and comparisons with previous work.
The paper is divided as follows. In Section 2 we describe the sample selection, and Section 3 details the observations and data reduction procedures. Section 4 describes the transformation of spectral index measurements to the Lick/IDS system, an improved method for emission correction of the Balmer line indices, and the derivation of errors from repeated measurements. We explain the determination of kinematical properties and errors in Section 5. Section 6 presents the finally corrected line-strength indices. In Section 7 we analyse the index vs central velocity dispersion relations. Our results are summarized in Section 8. Complementary information about the sample and fully corrected Lick indices are presented in Appendices A and B.
SELECTION OF GALAXIES
We have selected early-type galaxies that lie in relatively low density environments, i.e., in loose groups (56), the general field (19) and truly isolated galaxies (8). However, we also observed 3 Virgo cluster galaxies, to complete a total of 86 galaxies. The objects are distributed all over the sky but with strong concentrations around the galactic poles and away from the galactic plane. Galaxies in groups come from the group catalogue of Garcia (1993) .
Eight galaxies were classified as truly isolated by Reda et al. (2004) . Below, we describe briefly how isolated galaxies were selected. By using the Lyon-Meudon Extragalactic Data Archive (LEDA) of ∼100,000 galaxies, the following criteria were applied:
• Morphological type T −3 • Virgo corrected recession velocity V 9000 km s −1 , • Apparent Magnitude BT 14.0.
This produced 330 galaxies which could be considered as potential isolated galaxies. The galaxies were compared to the rest of the catalogue and accepted as being isolated if they had no neighbours which were:
• within 700 km s −1 in recession velocity, • within 0.67 Mpc in the plane of the sky (assuming H0 = 75 km s −1 Mpc −1 ), • less than 2 magnitudes fainter in BT .
Lastly, in the process of determining isolated objects, all galaxies were checked visually on the Digitised Sky Survey (DSS) images to ensure no near projected galaxy. This produced a final list of 40 early-type isolated galaxies; in this work we have obtained spectra of 8 of them.
By exclusion, non-cluster galaxies which are not associated with groups and also not identified as isolated galaxies are then assumed to lie in the general field.
The Tully (1987) local density parameter ρ is available for about 3/4 of our sample. Values range from 0.08 (isolated) to 3.99 (a Virgo galaxy). The sample also shows a good overlap with the Lick/IDS system, with 59 galaxies in common (Trager et al. 1998 ).
OBSERVATIONS AND DATA REDUCTION
Long-slit spectra have been obtained, during five different runs, accounting for a total of 30 nights, at the 2.12 m telescope of Observatorio Astrofísico Guillermo Haro (OAGH), in Cananea, Mexico. The telescope is equipped with a Boller & Chivens spectrograph and a Tek 1024 pix 2 CCD camera. Parameters of the observations are reported in Table 1 . We have obtained spectra in two wavelength ranges (blue and red), covering a total range from ∼ 3850Å to ∼ 6700Å. Two 300 lines mm −1 grating blazed at 4650Å and 5900Å (for the blue and red wavelength ranges, respectively) yielded a dispersion of 65Å mm −1 on the spectrograph CCD, i.e., . Typical spectra of two stars and five galaxies. The top panel shows the spectra in the blue wavelength range, the bottom panel presents the red wavelength range. All spectra are flux calibrated using standard Oke (1990) stars. The galaxy spectra are redshift corrected and represent the nuclear re/8 extraction.
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an instrumental dispersion of ∼ 1.6Å/pixel. Typically, exposure times were between 300 to 1200 seconds per galaxy frame. Total exposure times were chosen to obtain S/N > 40 perÅ at 5000Å. The slit has been centred on the nucleus and oriented along the major axis for most of the galaxies. We observed the galaxies close to minimum zenithal distance in order to minimize differential refraction effects. Some neighbouring galaxies have been observed along the line connecting their nuclei. Instrumental resolution of ∼6Å (FWHM) was achieved with a slit width of 1.5 arcsec. Table 2 presents the detailed listing of the galaxy observations. The seeing was generally better than 2.0 arcsec. Additionally we observed 46 different standard stars (mainly K-giants) to be used as templates for velocity dispersion measurements, and for calibration of the line-strength indices to the Lick/IDS system (González 1993) . Six spectrophotometric standard stars were also taken to enable flux calibration. At least two different spectrophotometric standard stars were observed per night. Table 3 lists all observed stars with their spectral types (obtained from SIMBAD, operated by CDS, Strasbourg). In addition, a bona fide elliptical galaxy, NGC 3379, was observed in every run to serve as a link galaxy for the measurement of indices and velocity dispersion between the different observing runs. All data reduction was performed using packages in IRAF. Each frame has been treated separately. Initial reduction of the CCD frames involved overscan correction, bias subtraction, the removal of pixel-to-pixel sensitivity variations (using dome flat exposures), and correction for uneven illumination along the slit (using twilight sky exposures). Careful wavelength calibration was performed using He-Ar or Fe-Ar lamp exposures. For the blue wavelength range observations (∼3850-5450 [Å]), He-Ar lamps were taken before and after each exposure to achieve an accurate wavelength calibration. For the red wavelength range (∼5100-6700 [Å]), we followed the same procedure using Fe-Ar lamps. A linear fit between pixel number and wavelength for ∼30 arc lines gave an rms calibration error <0.1Å in most cases. The galaxy frames were then corrected for atmospheric extinction, and afterwards, the continuum shape of the spectra was corrected to a relative flux scale with the help of the spectrophotometric standard stars. The cosmic rays were cleaned with the task crmedian, which detects cosmic rays from pixels deviating by a 3-sigma level from the median at each pixel. Sky subtraction was then performed in each frame and finally, we used the task apall to extract 1d-spectra. We have extracted the central re/8 (re is the effective radius † ) from all galaxy frames, and these extractions will be used as our standard nuclear observations. A sample of seven typical spectra is shown in Figure 1 .
The signal-to-noise ratio (S/N) per resolution element (resolution element = 6Å FWHM) of individual 1-D galaxy extractions ranges from 9 to about 100. The signal-to-noise was estimated assuming Poisson statistics, √ N , where N is the number of photon counts. The gain of the CCD, as presented in Table 1 , is 1.85 e − /ADU, and therefore the mean number of counts in the spectra was multiplied by the gain to obtain the photon statistics. The S/N measurement was performed in regions of ∼ 120Å encompassing the continua † Effective radii are from Trager et al. 2000b and RC3. of Mg2 index or the continua of TiO2 index, for the blue or red spectra, respectively. We have only performed equivalent width measurements in spectra with S/N 15 per resolution element. We opted to work with the galaxy frames separately to avoid any possible wavelength mismatch when combining the frames. This decision offers statistical advantages as we are working with ∼ 700 spectral frames of S/N 15 (per resolution element) for a sample consisting of a total of 86 different galaxies (total of 8 frames/galaxy on average, where 4 frames are in the red wavelength range and 4 frames in the blue spectral range, in general). The line-strength index measurements were therefore performed in all spectra separately and later averaged for each galaxy.
The median S/N per frame is ∼ 40 per resolution element ( Figure 2 ). The effective S/N per galaxy can then be estimated as, approximately, the square-root of the number of frames per galaxy times the median S/N per frame, i.e., effective S/N per galaxy in the blue or red spectral range (average of 4 frames per galaxy per spectral range) ≈ √ 4× 40 ≃ 80 per resolution element.
Finally, we refer to the data in this paper as the OAGH sample.
LICK INDICES
Absorption line indices in the visual as defined by the Lick group (e.g., Hβ, Mg2, Fe5270, Fe5335, etc, Burstein et al. 1984; Faber et al. 1985) have proven to be a useful tool for the derivation of ages and metallicities of unresolved stellar populations.
Our spectra cover the 21 Lick indices defined in Faber et al. (1985) and Worthey et al. (1994) , and the subsequent four Balmer indices (HδA,F , HγA,F ) first presented in Worthey & Ottaviani (1997) . The indices are calculated by the standard equations: 
where
λ b and λr are the mean wavelength in the blue and red pseudocontinuum intervals respectively. We have adopted the spectral pseudocontinua and bandpasses of the 25 Lick/IDS indices defined in Worthey et al. (1994) and Worthey & Ottaviani (1997) .
The conversion between suitable equivalent widths (EWÅ) and magnitude indices is given by
where ∆λ is the width of the index bandpass. In this work we will use the index combination [MgFe] defined in Thomas, Maraston & Bender (2003, TMB03 . Note: in their paper this index is called [MgFe] ′ , but we will adopt simply the notation [MgFe] for their same definition), and given by equation 5, which should be completely independent of α/Fe variations, according to their models. We also use the index <Fe> as the average given by equation 6 (defined by Kuntschner 1998): Table 4 . Adopted resolutions to match Lick/IDS.
Wavelength [Å] FWHM [Å]
∼3850 -4200 11.2 4200 -4650 9.2 4651 -5150 8.4 5151 -5700 8.4 5701 -∼6700 9.8
Before measuring the indices, the galaxy spectra were convolved with gaussian curves in order to degrade their resolution to match the Lick/IDS data resolution. We have adopted the average values in the Lick/IDS resolution curve presented in Worthey & Ottaviani (1997) . The values we used are summarized in Table 4 . We assume that the Lick/IDS resolution continues to degrade to the blue and red end, where we extrapolated the wavelength limits from Worthey & Ottaviani (1997) .
Index errors
A central aspect of this work is that the determination of the errors in all measured and derived parameters is based on the analysis of the distribution of repeated observations.
We consider that the determination of errors through multiple observation is more reliable than estimates based on photon statistics of object and sky, detector noise, flat field errors, etc (e.g., Cardiel et al. 1998) . This is because in the repeated observations all main sources of random error are included by default. Furthermore, no assumption about the error distribution function shape is necessary to determine its moments. Care was taken in order to observe our sample of galaxies repeatedly and whenever possible in different nights or runs. Only galaxies with a minimum of 3 independent observations are included in our sample.
We will consider throughout the paper that the error of the mean (σmean, resulting from the repeated measurement of indices in the various galaxy and stellar frames) is:
with,
where N is the number of frames per galaxy, xi is the linestrength measurement in the spectrum i, <x> is the mean of the measurements for a galaxy, and s is the standard deviation.
We must emphasize that all error determinations originated from photon counts, spectral noise, etc, are mere error estimates; the measurement of an error is by definition obtained through repeated experiments. In this work we are presenting data which have the rare advantage of several repeated observations (measurements) per galaxy. On average, to each galaxy we have eight corresponding spectral frames. Therefore, for all the following analysis we will use σmean as our error.
Finally, for clarity purposes, all the errors presented in this paper (not only for the indices, but for all other measurements) are 1-sigma errors.
Emission corrections
Emission lines can be seen in many ellipticals at some level. Spectroscopic surveys of early-type galaxies revealed that about 50-60% of the galaxies show weak optical emission lines (Phillips et al. 1986; Caldwell 1984) . The origin of the gaseous component in ellipticals is not yet understood. It could be either of external origin, for example from a cooling flow or from a merger with a small gas rich galaxy; or it could be of internal origin, resulting from stellar mass loss.
The emission-line spectra of giant elliptical galaxies are usually similar to those of LINERs (Low-Ionization Nuclear Emission Regions), where the ionization is provided by an energetic radiation from the nucleus, usually in the form of a power law. However, Filippenko & Terlevich (1992) , Binette et al. (1994) and Colina & Arribas (1999) showed that post-AGB stars from the old stellar population of an early-type galaxy can also provide sufficient ionizing radiation to account for the observed Hα luminosity and equivalent width.
More important for this study is that stellar absorption line-strength measurements can be affected if there is emission present in the galaxy, which fills the stellar absorptions. In particular, the Balmer line indices used for agedating stellar populations can be severely affected if there is emission, leading to wrong age estimates. González (1993) proposed an empirical emission correction for Hβ using the equivalent width of the emission line Trager et al. 2000a) . This turns out to be a very insecure correction because the emission spectra of H ii regions are strong in H i recombination lines, but the strength of [O iii] λ4959 and [O iii] λ5007 lines can greatly differ (Osterbrock 1989; Carrasco et al. 1996) . We note however, that on average González corrections are shown to be appropriate (Trager et al. 2000a) .
Unfortunately, most early-type galaxies that show signs of emission lines are discarded from further spectral analysis in the literature, due to small wavelength coverage of the data (i.e. emission lines important to estimate corrections are not available) or the lack of a reliable emission correction technique. Our OAGH spectra instead, with the availability of the Hα line information, allow us to use a direct method for emission correction.
In our sample, of the 64 galaxies showing some emission, 29 have a final Hβ correction > 0.2Å. Twelve galaxies (NGC 2911 and NGC 3941 classified as Seyferts and 10 LINERs) have been corrected using the Hα emission correction. 
Balmer lines
Balmer line indices sense mainly the temperature of the turn off point from the main sequence and thus allow an age estimate of the integrated stellar population (e.g., Buzzoni et al. 1994) . Note that the turn off temperature is also a function of metallicity and therefore the strength of the Balmer absorption is not only a function of age but also a function of metallicity (although to a smaller degree). In reality, the behaviour of Balmer lines at high metallicities seems to be uncertain. For example, Gregg (1994) found, analysing a sample of globular clusters, that the strength of the Balmer lines is only poorly correlated with metallicity above [Fe/H] = -0.7. There are some concerns that stars from other evolutionary phases (e.g., horizontal branch, HB) might contribute significantly to the Balmer absorption. A study of globular clusters by de Freitas Pacheco & Barbuy (1995) showed that blue HB stars may give a substantial contribution to the Hβ absorption (note that the higher order Balmer lines are more strongly affected by HB-contribution than Hβ; e.g., Peterson et al. 2003) . Furthermore, they suggest that the HB morphology is correlated with the degree of central concentration in the globular cluster. Whether elliptical galaxies are subject to these effects is not yet known. Maraston & Thomas (2000) have attempted to model the effect of HB morphology by calibrating the Balmer indices with globular cluster sample from Burstein et al. (1984) , Covino et al. (1995) and Trager et al. (1998) . In Maraston et al. (2003) it can be appreciated a good consistency between Balmer-line indices from models and observations. It is essential, however, to firstly correct the emission contamination in the Balmer indices before applying model predictions. Widely used in the literature, we are particularly interested in the Hβ index. Although the Hβ index is potentially a good age indicator, is the Balmer line more affected by the presence of nebular emission after Hα, and if not corrected will cause a galaxy to appear older than it really is.
As our wavelength range covers the Hα line, we have corrected Hβ using EC(Hβ) (which stands for Emission Correction of the Hβ index):
Eq. 9 was derived assuming the following simplified definition for equivalent width:
and
Cont(Hα) and Cont(Hβ) are the continua calculated for Hα and Hβ indices respectively. We assumed y = 2.85 for most galaxies (Osterbrock 1989 , Case B of recombination, low density limit at electron temperature of 10 4 K). In the equations above, the subscript tot stands for total observed values, em and abs are emission and absorption, respectively. EC(Hβ) is the emission correction inÅngstroms for Hβ. We have assumed EW (Hα) abs = 1.03 ± 0.08Å † , derived from EW(Hα) measurements in our sample of mainly K stars. Note that the uncertainty in EW (Hα) abs takes into account how much a reasonable range of values for EW (Hα) in absorption would change the correction. † ± 0.08 represents the peak to peak range of measurements. Ideally this value should be obtained also from spectral synthesis simulations but there is no simulation yet published with resolution high enough at Hα to do this estimate. When we take EW (Hα) abs = 0.95Å the emission correction is in general less than 0.1Å smaller than for EW (Hα) abs = 1.11Å. The average value for EW (Hα) abs used throughout the paper is 1.03 ± 0.08Å.
We have corrected the Balmer lines using the term EC(Hβ). The actual correction has been applied to all but 9 galaxies, for which the correction calculated is very small and consistent with zero, and the errors of the correction are larger than the correction itself.
In Figure 3 we show how much the emission correction from eq. 9 would change if we assumed EW (Hα) abs = 0.95 A or EW (Hα) abs = 1.11Å. The difference in the emission correction for both EW (Hα) abs values is generally smaller than 0.1Å. But this difference is for an extreme variation of EW (Hα) abs and must be regarded as an upper limit.
In the expressions above, emission is considered to be negative and absorption positive, therefore |EC(Hβ)| should be subtracted from EW (Hβ)tot. In an attempt to compensate for reddening effects in eq. 9, we have assumed a value of 3.0 for the ratio of intensities F(Hα)em/F(Hβ)em of a few dusty galaxies: NGC 2872, NGC 3226, NGC 4125, NGC 4494, NGC 5812, NGC 5813 and NGC 5846 (e.g. Forbes 1991 , Tran et al. 2001 . The emission correction to Hβ using the Hα line is presented in column 2 of Table 6 . Trager et al. (2000a) have corrected the Hβ data for emission by subtracting 0.6 × [O iii] λ5007 emission to the Hβ index. This empirical correction is believed to be valid only in a statistical sense, and not accurate for individual galaxies. For comparative purposes, we have measured the [O iii] index as defined in Kuntschner et al. (2001) and derived the associated emission correction, which is listed in column 3 of Table 6 .
Comparing the different emission corrections, the Hα and the empirical [O iii] λ5007 corrections, the difference is small for the majority of galaxies that show emission in the [O iii] λ5007 forbidden line (see Figure 4- Trager et al. (2000a, T00a) did not use the same definition. The data analysed in T00a is actually a compilation of the data of González (1993) , where only the emission profile of the [O iii] line was measured.
For the standard elliptical NGC 3379, the Hβ line index was found to be 1.33 ± 0.09Å (no emission correction in this value) by Kuntschner (1998) , whereas we measure Hβ = 1.40 ± 0.06Å (raw value without emission correction). We have measured an emission correction of 0.10 ± 0.08Å using the Hα method, and Kuntschner detected ∼ 0.12Å emission correction for NGC 3379 (using 0.
The other Balmer-line indices, Hγ and Hδ, were also corrected using the same procedure as in eq. 9, but assuming yγ = 2.85/0.468 ≃ 6.09 or y δ = 2.85/0.259 ≃ 11.00 for F(Hα)em/F(Hγ)em or F(Hα)em/F(Hδ)em ratios, respectively (Osterbrock 1989 ; Case B of recombination, for electron density ne < 10 3 and T ef f = 10 4 K), and changing Cont(Hβ) for Cont(Hγ) or Cont(Hδ) accordingly.
The galaxies NGC 1045 and NGC 1453, for which our spectra do not cover the Hα line, have been emission corrected for Hβ using the 0.6 × [O iii] λ5007 approximation. In the same way, HγA,F and HδA,F for these galaxies have been corrected by the approximated scalings 0.36
, respectively, adopted in Kuntschner et al. (2002) .
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Emission can also occur in one of the side-bands of the Lick/IDS indices and raise the continuum which in turn gives larger index values. As pointed out by Kuntschner et al. (2002) Notes: EC(λ) was derived using EW(Hα) abs = 1.03Å (see eq. 9). The * symbol is used when Hα and/or [N ii] fell outside the wavelength limits of the spectra and could not be measured. The -symbol denotes no emission component detected (if EC(Hβ) shows -it is because no emission was detected in Hα). The negative signs denote emission, therefore, the EC(λ) corrections must be subtracted from the effective index measurement, e.g., Hβcorrect = Hβ-EC(Hβ). Columns 4 and 5 are EW(Hα) and EW([N ii] ) indices, measured inÅngstroms, and defined in Table 5 .
Estimates of the galaxy central velocity dispersion σ0 and radial velocity were derived with the IRAF task fxcor. This program uses the cross-correlation method to measure the redshift of the galaxy spectra. A comparison between our redshift determination and that taken from NED is presented in Figure 5 -a. Simultaneously, the measured width (FWHM) of the correlation peak is used to estimate the velocity dispersion (FWHM = 2 √ ln4 σ). The width of the peak will be related to the broadening of the galaxy absorption lines compared to the instrumental resolution of the template star, i.e., FWHM 2 f xcor = FWHM 2 galaxy + FWHM 2 template . Within the fxcor task the spectra of galaxy and template are continuum subtracted and cut to a user defined wavelength range (4350-5250 [Å] and 5300-6200 [Å], for the blue and red observations respectively). Then crosscorrelation is performed in the Fourier space, and a "square" filter is applied to remove large scale variations as well as noise from the spectra. The instrumental dispersion of the OAGH observations is approximately 100 km s −1 pixel −1 for the blue region and 80 km s −1 pixel −1 for the red region † . Multiple measurements of the same galaxy were averaged. We have adopted the error of the mean as our final velocity dispersion error (equation 7).
We note that the Hβ feature, present in one of the wavelength intervals, is known to be a source for severe template mismatch for galaxies with strong Balmer absorption (Kuntschner 1998 (Kuntschner , 2000 . Indeed we find some galaxies in our sample with very strong Hβ feature, i.e., Hβ > 2.5Å (NGC 3156 has Hβ ≃ 3.5Å). For the same reason, we also have opted to exclude the Hγ feature from our velocity dispersion measurements. The red wavelength interval on the other hand, encompasses the NaD band, which has an important contribution from interstellar absorption (Dressler 1984) . To avoid these template mismatch and contamination problems without losing important information from other wavelengths, we have removed the Hβ and NaD features from the template spectra used for the cross-correlation. This way, the weight of the Hβ and NaD regions during the cross-correlation in the Fourier space is kept lower in comparison to any of the other intense correlation features (e.g., the Mg triplet). Figure 5 presents the comparison between our kinematical measurements and the literature. In panel (a) we see a good agreement (inside the errors) of our radial velocities and values obtained from NED. To do this comparison we have selected in NED the most recent radial velocities derived from optical spectroscopy. In Figure 5 -b we show a comparison between our estimated central velocity dispersion and the mean scaled σ0 in the compilation by Prugniel & Simien (1996, PS96) . In order to compare our measurements with literature values, we have corrected σ0 to a standard aperture as described by Jørgensen, Franx & Kajaergaard (1995) , which scales σ to a normalized diameter † Note that to measure Lick indices and compare with literature data and models we have to degrade the resolution of the spectra to the values in Table 4 . However, to measure velocity dispersion and radial velocity we have used our original observations where no smoothing of the data was performed. equivalent to 3.4 arcsec projected on to a galaxy in the Coma cluster. This correction is generally < 10 km/s for our sample. The results agree with those in the literature on a 70% level, using a Kolmogorov-Smirnov test. For galaxies showing σ0 < ∼ 100 km/s, systematic errors start to dominate as our spectral resolution is lower than the measurement, and therefore these low velocity dispersions should be considered only as rough estimates. Note that there is a small offset in Figure 5 -b, our σ0 is on average 16 km/s smaller than in PS96. For NGC 3379, we obtain σ0 = 203 ± 7 km/s; Davies et al. (1987) Prugniel & Simien (1996) for the compilation of 17 results on NGC 3379 is 221 km/s. We estimate the average uncertainty in the PS96 compilation to be at least of the order of 20 km/s from the multiple measurements, whereas our mean error bar is 11 km/s (or in logarithmic scale, our mean error is 0.024 in σ). Thus, we do not regard as important the offset between our data and the PS96 compilation. Table 7 lists the adopted radial velocities and aperture re-scaled central velocity dispersions for our galaxy sample.
Velocity dispersion correction to the indices
The observed spectrum of a galaxy is the convolution of the integrated spectrum of its stellar population(s) with the distribution of line-of-sight velocities of the stars and instrumental broadening. These effects broaden the spec- tral features, in general reducing the observed line-strength compared to intrinsic values. In fact, it is well known that there is a velocity dispersion dependence on the indices and it needs to be corrected (e.g., González 1993; Jørgensen et al. 1995) . In order to compare the raw index measurements in galaxies with the model predictions we calibrate the indices to zero velocity dispersion. The procedure adopted here is to broaden the spectra of template stars with gaussians of σ0 = 20-400 km/s in bins of 20 km/s. The indices are then measured for each σ bin and a correction factor is determined. The correction factor has the form C(σ) = index(σ=0)/index(σ) for indices measured inÅngstroms, and C(σ) = index(σ=0)-index(σ) for indices given in magnitudes. It is important to stress that derived correction factors are only useful if the stars used for the simulations resemble the galaxy spectra. For this reason, we have opted to build a composite stellar spectrum template, and compared the resulting super-template with the spectra of NGC 3379, observed in every run. The super-template was created by averaging different stellar-type spectra selected from Table  3 , carefully allocating more weight to the K giant stars. Figure 6 shows the dependence of the correction factor on σ for 25 Lick indices measured in stars; the dotted bars denote the uncertainty range in the correction due to errors in the index measurements. A polynomial fitting to the curves in Figure 6 allowed for the velocity dispersion corrections, which were then added or multiplied (if in units of mag orÅ respectively) to the raw index measurements of the resolution corrected galaxy spectra. In this procedure, the errors in σ0 are then propagated to the index errors. Figure 6 . Velocity dispersion corrections. The σ broadening and index measurements were performed on a composite stellar spectrum template that very well matches the spectra of the bona fide elliptical galaxy NGC 3379. The dotted bars represent the uncertainties derived from the index measurement errors. The dashed line is used as a visual guide-line for no correction applied.
FINAL CENTRAL ABSORPTION LINE-STRENGTH
To remove any remaining systematic offset between our measurement and the Lick/IDS, we have compared the measurements of 25 line-strength indices of our 45 stars observed in common with Lick. Generally there is good agreement between the two data sets, and only small offsets are found (see Figure 7 , for an offset-corrected comparison). The mean offsets and associated errors for each index are summarized in Table 8 . These offsets were then applied to our data. The final corrected central re/8 index measurements and associated errors for our galaxy sample are presented in the Appendix B in Table B .1. Trager et al. (1998) have demonstrated that index errors can masquerade as real trends in the determination of ages, metallicities and their correlations with velocity dispersion. Here we give special treatment to the Hβ-index because this index will be used in subsequent papers to infer ages and metallicities, using for example, Hβ-[MgFe] index diagrams. It happens so that the information on Hβ errors is commonly used to separate and select the best galaxy data in the literature. The sample used by Trager et al. (1998) had a typical error of δHβ = 0.191Å. A reasonable guide is that Hβ must Table 8 .
Summary: the sample and Lick indices
be accurate to ∼ 0.1Å in order to determine reliable ages and metallicities. Figure 8 shows a histogram of Hβ-index errors. These errors take into account the errors in the emission correction, i.e., we have propagated the errors of the emission correction into the new Hβcorrect error following eq. 9. The median error of the sample is 0.125Å. Previous to the emission correction, the median error of our data was 0.086Å.
The errors in the determination of ages and metallicities from index-index diagrams will be addressed again in a subsequent paper.
Our survey has the advantage of covering a large wavelength range, from ∼ 3850Å to 6700Å, giving Hα information which is important for emission correction. Of the 86 galaxies with S/N 15 (for re/8 aperture, and per resolution element), 52 had Hβ-index corrected for emission, the corrections varied from as small as ∼ 0.1Å to as large as ∼ 3.3Å for NGC 1052; 41 galaxies present [O iii] λ5007 emission, of which 16 also show obvious Hα emission. Most of the galaxies in the sample do not show obvious signs of disturbances nor tidal features in their morphologies, although 11 galaxies belong to the Arp catalogue of peculiar galaxies (Arp 1966) , of which only three (NGC 750, NGC 751 and NGC 3226) seem to be strongly interacting.
We have applied a better method for emission correction of the Balmer-line indices than the use of the uncertain 0.6×[O iii] estimation. The new correction uses the intensity and equivalent width of the Hα index (defined in Table 5 ). We note that nebular emission could still be affecting the ages and metallicities derived from most of the data in the literature.
INDEX-σ RELATIONS
In this Section, we will compare log σ0 with indices measured in magnitudes. Indices originally measured inÅngstroms are converted to magnitudes as explained in eq. 4, and now denoted with a prime, i.e., Hβ in magnitudes will be called Hβ ′ .
The dynamical properties of galaxy cores are closely connected with their stellar populations, implied by the relatively small scatter in the colour-σ0, Mg-σ0 relations found in previous investigations (e.g. Terlevich et al. 1981 , Burstein et al. 1988 , Bower, Lucey & Ellis 1992 . The prominence of the Mg-σ0 relation suggests that other metal linestrength indices should also exhibit a correlation with the central velocity dispersion. We present in Figures 9 and 10 the index-σ0 relations for <Fe> ′ , CN1, two Balmer-line indices (Hβ ′ , Hγ ′ -σ0 relation analysis, we favour the (Y|X) fit method for two reasons: (1) consistency with previous authors, as frequently they fit their data using the (Y|X) method; (2) at least the Mg content of a galaxy seems to be driven by the central potential of the galaxy (see conclusions of Colless et al. 1999) which is approximated by its central velocity dispersion σ0. The code used to derive the (Y|X) fits is an IRAF implementation of the Fortran code by Bevington (1969) . Table  9 presents the (Y|X) fit values and uncertainties for all the sample (Es+S0s).
In Figures 9 and 10 we compare our results with the Fornax cluster sample from Kuntschner (2000; 22 galaxies), and the 'mixed' galaxy sample from Kuntschner et al. (2001; 72 galaxies), which includes Virgo and Coma clusters galaxies, a few S0s and galaxies in less dense environments. Consistent with the results of Kuntschner (2000) and Kuntschner et al. (2001 Kuntschner et al. ( , 2002 , we find a weak correlation between the <Fe> index and σ0. The slope of the <Fe> ′ -log σ0 relation is the smallest in Table 9 . The Mg2-σ0 and <Fe> ′ -σ0 relations presented here for group, field and isolated galaxies are not significantly different from those of cluster E/S0s (see fits plotted in Figures 9 and 10) . Nonetheless, the slopes of the other relations (except CN1 -log σ0, which has no comparison) are significantly different with respect to previous authors, even though all relations are still following the trend of increasing metallicity with increasing velocity dispersion.
It is necessary to point out that the shift in the dashed lines between the fit of <Fe> and Mgb ′ indices for K2000 and K2001 in Figures 9(b) and 9(c) is probably related to the fact that, while K2000 are "central" values for the equidistant Fornax cluster galaxies, K2001 values are for a fixed linear aperture as in this paper. We have no explanation for the shift in <Fe> indices between K2001 and this work, other than that K2001 includes a more "mixed" sample of galaxies.
The fit values for the Fornax cluster in Kuntschner (2000) and for the field, group and cluster galaxies in Kuntschner et al. (2001) are shown in Table 10 .
Figures 9-d and 10-a show the index-σ0 relations for two Balmer-line indices (Hβ ′ and HγA ′ ). Both indices show negative correlations with the central velocity dispersion. In Figure 10 -b, the CN1 index correlates with σ0 almost as strongly as Mg2, however with larger scatter. In a subsequent paper we will discuss the sensitivity of CN indices to α-elements like Mg.
Note that on average most S0 galaxies have slightly lower σ0 values than the bulk of Es. Remarkably, bulges of S0s follow the same general relation with σ0 as the elliptical galaxies. Yet, the peculiar S0 galaxy NGC 3156 shows a Mg absorption which is too low by 0.080 and 0.040 mag for Mg2 and <Fe> ′ respectively. As we will in a subsequent paper, this galaxy has a very young (luminosity weighted) central stellar population for an early-type galaxy of its brightness and velocity dispersion. This may be an extreme case, but it demonstrates nicely how the Mg, Fe, Hβ, Hγ -σ0 relations can be influenced by young stellar populations in the centre of the galaxy. We also note that the bulk of galaxies in our sample with higher Hβ and Hγ index values (i.e., indicative of younger stellar populations according to singlestellar population models [forthcoming paper]) have relatively small velocity dispersions. We note also that of the four galaxies with log σ < 2.0 in our sample, two are classified as field galaxies (NGC 3599, NGC 4550), and the other two are NGC 221, a compact dwarf elliptical, and NGC 3156, an outlier galaxy in our sample (c.f., Figures 9 and 10) .
On average our Mg-absorption strength is lower than in the Fornax galaxies from Kuntschner (2000) . This could either be a metallicity or/and age related effect. As we have seen, there is a general trend that the presence of young stellar populations moves galaxies to lower Mg values. Some examples of anomalously low Mg-absorption values were previously identified by Jørgensen (1997) . In agreement with this trend, we can also argue that our Hβ ′ values are slightly higher (i.e., younger) than the cluster sample. This may be one indication that on average our OAGH sample is relatively younger in comparison to the mean age of galaxies in Fornax.
The bottom panels in Figures 9 and 10 show the residuals from the Index ′ -σ0 fits (Y|X). The dashed lines indicate the 1-σ intrinsic scatter; that is +0.016 and +0.004 mag for Mgb ′ and <Fe> ′ respectively. We have estimated the intrinsic scatter by requiring Note: Linear correlation coefficients (R) calculated as R = √ bb ′ , where log σ 0 = a + b Index ′ , and Index ′ = a ′ + b ′ log σ 0 . The correlation R varies from 0 to 1.
where ∆Index ′ k is the deviation from the fitting relation for each galaxy, δIndex ′ k are the individual errors in Index ′ , and δi is the estimated intrinsic scatter. The values for the intrinsic scatter are shown in the last column of Table 9 . Comparing with previous results, Colless et al. (1999) analysed 736 early-type galaxies from their EFAR cluster galaxy sample with an intrinsic scatter for Mgb ′ of 0.016 mag. Kuntschner et al. (2001) , for a sample of 72 early-type galaxies from different environmental regions, derived an intrinsic scatter of 0.012 mag in Mgb ′ , smaller than ours by 0.004 mag. In Figure 9 -a, the Mg2-σ0 relation, we also show the least square bisector fit by Guzmán et al. (1992) from a sample of 51 Coma cluster ellipticals. The Coma cluster is the densest cluster in the local universe (at average distance ∼ 7000 km/s). The bisector fit by Guzmán et al. (1992) is
The observed scatter for their Mg2-σ relation is 0.020 mag. The intrinsic scatter is 0.016 ± 0.002 mag. Guzmán et al. 's fit is very similar to the results of Colless et al. (1999) for the EFAR sample of cluster galaxies. Colless et al. (1999) maximum likelihood fit for Mg2-σ relation of 423 cluster early-type galaxies is Mg2 = -(0.305 ± 0.064) + (0.257 ± 0.027) log σ0.
Note that the slope of our fit for the Mg2-σ0 relation is similar to the slopes of the EFAR and Coma cluster samples. However, comparing only the slopes and scatter of the relations is not telling us about important differences between the samples: we would need to analyse the distribution of the galaxies in the Mg-σ relations to infer further conclusions about the different environment (cluster, field). Indeed, most of the galaxies in the EFAR sample are clustered around log σ ∼ 2.35-2.40, and go beyond log σ = 2.5, which is a slightly different range of σ values from that covered by our group, field and isolated galaxies. We can do a better comparison with the Coma cluster sample of Guzmán et al. (1992) as they list the velocity dispersions and Mg2 index strength for their sample. The average log σ0 in Guzmán et al. 's sample is 2.32 (error of the mean: 0.02, for a sample of 51 galaxies), whereas in our sample the average value is log σ0 = 2.302 (error of the mean: 0.014, for a sample of 86 galaxies). The average Mg2 index strength in the Coma cluster sample is 0.282 (error of the mean: 0.004) and in our sample is 0.307 (error of the mean: 0.004). Thus, the distribution of galaxies in the Mg2-σ0 relation for high or less dense regions is very similar. We learn from these comparisons that, perhaps surprisingly, cluster, group and field galaxies have very similar Mg-σ relations, and environment does not seem to be a key parameter here. It is relevant to note here that Bernardi et al. (1998) also found, for a large sample of 931 early-type galaxies, that objects assigned to cluster, group or field follow almost identical Mg2-σ0 relations. We note that age and metallicity may conspire to keep the relation tight (Trager et al. 2000b ) and hence its usefulness as a probe of different galactic environments may be limited.
What causes the spread in the Index ′ -σ0 relations? Two obvious potential sources of scatter are age and metallicity. In the case of the Mg-σ0 relation, it has been investigated by many authors, but perhaps the best paper on this topic is by Bender et al. (1993) . They conclude that if the spread in the Mg-σ0 relation at a given σ0 is due to age only then the rms spread in age is only 15% for bright dynamically hot galaxies. Alternatively, if the spread is only due to metallicity then they infer a rms spread of about 15% in metallicity. A similar analysis by Colless et al. (1999) using up-to-date model predictions and constraints from the Fundamental Plane find slightly larger numbers.
With the help of stellar population models one can translate the intrinsic spread in Mgb ′ for example, at a given σ, into age and metallicity spreads. To simplify this exercise, we assume initially that there are no other sources of scatter, and that age and metallicity are not correlated, or only mildly so (see Colless et al. 1999 for more detailed analysis). Using Colless et al. (1999) 
calibration of Mgb
′ as a function of log age and metallicity, we find for our data set at a given σ and at fixed metallicity a spread of δt/t = 67 per cent in age and at fixed age a spread of δZ/Z = 43 per cent respectively. Kuntschner et al. (2001) found 49 and 32 per cent respectively.
In Table 11 we investigate the effects that age (in the form of the Balmer-line indices, Hβ, Hγ, for example), metallicity (using Mg, Fe, as metallicity indicators), absolute magnitude (MB), and σ0 may have on the scatter of the Index-σ0 relations. Table 11 presents the results of the linear correlations coefficients (R) from the residuals (∆) vs MB, log σ0, Mg, Fe, Hβ, Hγ and CN indices.
In general the residuals of the Index-σ0 relations better correlate with the strength of the Index itself, i.e., ∆Mg2 shows R = 0.66 for a correlation with Mg2, ∆Hβ ′ shows R = 0.82 for a correlation with Hβ ′ , and so on. For the Mg2-σ0, the scatter of the relation grows with decreasing Mg2 strength. In the case of Hβ ′ -σ0, the scatter grows with increasing Hβ strength. Note however that our sample, like most of the currently available samples, is not complete and is still lacking low-luminosity and low-σ galaxies. Another work by Concannon, Rose & Caldwell (2000) indicates that the spread in age at a given σ increases towards the low velocity dispersion range. Hence incompleteness at low velocity dispersions is potentially a source for bias. Finally, the correlation of the residuals with Hβ index is not specially significant to clearly associate the intrinsic scatters in our sample with possible age variations. The same weak correlations are observed for metal-line indices vs scatter, for our sample.
There may well be other effects responsible for the scatter, such as variations in the Mg-overabundance at a given σ0. We leave further discussion to a forthcoming paper where we investigate the relations of σ0 with age, metallicity and α/Fe ratios and the scatter of the Mg-σ0 relation with age and metallicity.
Finally, we would like to comment on the work of Worthey and Collobert (2003) , using a compilation of nearly 2000 Mg-σ relations from the literature to assess the question of the importance of mergers in the formation of earlytype galaxies. Their simulations suggest that the evolution of median Mg index strength is not a good discriminator between mergers and passive evolution and that better discriminator such as Mg-σ scatter and asymmetry require samples of more than 1000 objects with accuracies similar to today's local measurements to really establish further constraints in the formation scenario of early-type galaxies.
SUMMARY
We have argued that there is a sparsity of field and group galaxies in stellar population studies. Many predictions of the hierarchical clustering models compare the properties of field, cluster and group galaxies, however most of the field and group galaxy data available to date tend to be of lower quality than the cluster data. We hope that this work and its high quality data will serve as a step to improve the present state of knowledge based on early-type galaxies from lowdensity environments.
We carried out an observationally homogeneous survey of 86 local early-type galaxies of mainly group (65), field (10) and isolated (8) objects with the aim of determining nuclear parameters, kinematic (this paper), age and metallicity gradients (subsequent paper).
It is important to emphasize that our survey has the advantage of covering a large wavelength range, from ∼ 3850 A to 6700Å, giving Hα information which is important for emission correction (Section 4.2).
Most of the galaxies in the sample do not show obvious signs of disturbances nor tidal features in their morphologies, although 11 galaxies belong to the Arp catalogue of peculiar galaxies (Arp 1966) , of which only three (NGC 750, NGC 751 and NGC 3226) seem to be strongly interacting. Of the 86 galaxies with S/N 15 (per resolution element, for re/8 aperture), 57 had Hβ-index corrected for emission, the average correction was +0.190Å in Hβ; 42 galaxies have [O iii] λ5007 emission correction, of which only 16 also show Hα emission.
Our data allowed us to apply a better method for emission correction of the Balmer-line indices than the use of the uncertain 0.6×[O iii] estimation. The new correction uses the intensity and equivalent width of the Hα index (defined in Table 6 ). We note that nebular emission could still be affecting the ages and metallicities derived from most of the data in the literature.
A central aspect of this work is that the determination of the errors in all of the measured and derived parameters is based on the analysis of the distribution of repeated observations. In this paper we are presenting data which have the advantage of several repeated observations (measurements) per galaxy. On average, to each galaxy we have eight corresponding spectral frames.
Our main findings are that the index-σ0 relations presented for low-density regions are not significantly different from those of cluster E/S0s. The slope of the index-σ0 relations shown in Section 7 does not seem to change for early-type galaxies of different environmental densities, but the scatter of the relations seems larger for group, field and isolated galaxies than for cluster galaxies.
A thorough analysis of the highest signal-to-noise galax- Kuntschner (2000 . Two fits are shown for our galaxy sample: the solid line is a normal least square fit with the index as dependent variable, and the dotted line is the ordinary least square fit with log σ 0 as dependent variable. The residuals of the relations, shown in the lower panels, are calculated with respect to the solid line fits. The dashed lines in the bottom panels indicate the 1-σ intrinsic scatter in the residuals.
ies with discussions on the age and metallicity determinations is presented in a forthcoming paper. Table A1 contains complementary information about the galaxy sample, including environment information and our classification as group, field and isolated galaxy.
APPENDIX A: SAMPLE COMPLEMENTARY INFORMATION

APPENDIX B: FULLY CORRECTED LINE-STRENGTH INDICES
We present the final corrected central re/8 index measurements and associated errors for our galaxy sample. The Lick indices presented in Table B .1 were calibrated to the Lick/IDS system, and corrected for velocity dispersion and nebular emission (in this case mainly the Balmer lines). References: Morphologies are from the Third Reference Catalogue (RC3). The maximum rotation velocity Vrot is from Prugniel & Simien (1996) . Effective radius re and the R 25 parameter are from Trager et al. (2000b) and RC3 catalog. The Fundamental Plane residual FPres was derived from eq.(4) in Prugniel & Simien (1996) . The asterisk symbols assign estimates made by the authors. Environmental information is from E. O'Sullivan (private communication); the group identification was extracted from Garcia 1993 (LGG group number in parenthesis).
