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We spin-imbalance the fermionic, time-reversal invariant Hofstadter-Hubbard model through
a population difference between two spin states. In the strongly interacting regime, where the
system can be described by an effective spin model, we find an exotic spin structure by means of
classical Monte-Carlo calculations. Remarkably, this spin structure exhibits a finite transverse net
magnetization perpendicular to the magnetization induced by the population imbalance. We further
investigate effects of quantum fluctuations within the dynamical mean-field approximation and obtain
a rich phase diagram including ferromagnetic, anti-ferromagnetic, and ferrimagnetic phases, where
the latter shows strong interaction-induced quantum entanglement.
Artificial gauge fields are at the heart of ongoing re-
search in the field of cold atomic gases [1–5] as they act
as base for intriguing quantum matter such as topological
insulators and exotic quantum magnetism. The latter
requires strong interactions between the particles which
makes it challenging to investigate theoretically as well as
experimentally [6, 7]. However, recent experiments with
ultracold atomic gases have shown magnetic correlations
in the driven optical lattice [8], spin frustration [9], and
anti-ferromagnetism below the superexchange tempera-
ture [10] and shed light on the capability of cold atoms
to create exotic states of quantum magnetism. It is thus
interesting to reach for new phases in this context.
Besides the Haldane model the Harper-Hofstadter
model is one of the most commonly used theoretical sys-
tems to study artificial gauge fields. The Hofstadter model
in its time-reversal invariant version [11] has been realized
in experiments with ultracold bosons [12]. Theoretically
it has been intensively studied for the interacting case and
shows various insulating phases [13] as well as exotic mag-
netism induced by artificial gauge fields for the spin-1/2
[14, 15] and also the spin-1 [16] case. Similar theoretical
studies were performed for the Haldane-Hubbard model
[17]. For finite gauge fields the SU(2) symmetry of the
Hubbard model is broken down to the U(1) subgroup
in the time-reversal invariant Hofstadter-Hubbard model.
According to Ref. [15] the system in the large interaction
limit shows twofold degenerate anti-ferromagnetic (AFM)
order in the z-direction.
Spin-imbalanced fermions, on the other hand, show ver-
satile features ranging from canted AFM [18] to phase sep-
aration in traps [19, 20] and in the dimensional crossover
[21]. Population-imbalanced spin-1/2 fermions compen-
sate the imbalance through canted AFM ordering. It
is crucial to point out that the staggered magnetization
direction of the canted AFM phase is in the plane per-
pendicular to the average magnetization due to the popu-
lation imbalance. This breaks the SU(2)-symmetry of the
Hubbard model in a different way in contrast to the afore-
mentioned symmetry-breaking by applied gauge fields.
The spin-imbalanced Hofstadter model has been stud-
ied recently in the non-interacting limit [22] as well as for
attractive interactions [23]. In this work we combine the fi-
nite gauge field and population imbalance of two fermionic
species for repulsive interactions. Both of these extensions
to the Hubbard model break the SU(2)-symmetry down
to U(1), but possess completely different groundstates.
The Hamiltonian of the fermionic time-reversal invariant
Hofstadter-Hubbard model reads
Hˆ =− t
∑
j
[
cˆ†j+xˆcˆj + cˆ
†
j+yˆe
iθcˆj + h.c.
]
+ U
∑
j
nˆj,↑nˆj,↓.
(1)
Here, cˆ†j = (cˆ
†
j,↑, cˆ
†
j,↓) is the fermionic creation operator,
j = (x, y) is the lattice site vector, xˆ = (1, 0) and yˆ = (1, 0)
are step vectors in the respective direction with the lattice
constant set to unity, t = 1 is the hopping energy, and U
is the interaction strength. When hopping in y-direction,
the particle will pick up a phase θ = 2piαxσz, where α
is the plaquette flux, σk is the k-th Pauli matrix with
k = x, y, z, and nˆj,σ = cˆ
†
j,σ cˆj,σ the density operator of
the spin-σ fermions. For strong interactions the charge
degrees of freedom freeze out and the Hamiltonian (1)
can be mapped onto an effective spin model [14, 15]:
Hˆspin = J
∑
j
{
Sˆxj+xˆSˆ
x
j + Sˆ
y
j+xˆSˆ
y
j + Sˆ
z
j+xˆSˆ
z
j
}
+ J
∑
j
{
cos(4piαx)
[
Sˆxj+yˆSˆ
x
j + Sˆ
y
j+yˆSˆ
y
j
]
+ sin(4piαx)
[
Sˆyj+yˆSˆ
x
j − Sˆxj+yˆSˆyj
]
+ Sˆzj+yˆSˆ
z
j
}
(2)
where J = t2/U is the superexchange interaction energy
and Sˆij = cˆ
†
jσ
icˆj is the spin operator. Note that for α =
1/2 this Hamiltonian simplifies to the two-dimensional
Heisenberg Hamiltonian. In this work we will focus on
the case α = 1/4. Other fluxes require larger unit cells
and are not considered here. There are two ways to
introduce a population spin-imbalance and thus break
the time-reversal invariance: either introducing a Zeeman
field term −B∑j Sˆzj or allowing only states of the proper
fixed magnetization Sz = 1/Ns
∑
j〈Sˆzj 〉, where Ns is the
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2number of lattice sites. Assuming a product state in real
space of the many-body system, the spin operators Sˆij in
Eq. (2) can be replaced by their respective expectation
values Sij = 〈Sˆij〉, such that |Sj | = 1. This corresponds to
a classical approximation of the quantum spin model (2).
We determine the groundstate of this approximated model
using a classical annealing Monte-Carlo (CMC) algorithm.
In order to fix the magnetization Sz exactly we constrain
the algorithm to states with the desired magnetization Sz.
This is guaranteed by applying the following constraint
during the CMC procedure similar to Ref. [24]: starting
with a random initial state with the correct Sz, a site j
is randomly picked and its spin Sj is randomly flipped.
A second site j′ is randomly picked and the z-component
Szj′ is adjusted such that the correct magnetization S
z
is recovered if possible, otherwise it is a null-move. The
remaining Sxj′ - and S
y
j′ -components of the spin at site j
′
are chosen randomly obeying the normalization |Sj′ | = 1.
Note, that this CMC procedure acts on three degrees
of freedom instead of two in the normal, unconstrained
CMC procedure.
The Hamiltonian (2) exhibits Heisenberg-type inter-
actions in x-direction and x-dependent spin interactions
in y-direction with a period of n/2α where n is some
integer. In the case α = 1/4 we find that the symmetry
of the Hamiltonian requires the unit cell to have at least
Nx = 2 sites in x-direction. A priori we cannot make
similar considerations for the number of sites Ny in the
y-direction since the symmetry will be spontaneously bro-
ken. In Fig. 1a) we show the groundstate energy per site
for different sizes of the unit cell (Nx, Ny) obtained from
constrained CMC runs for α = 1/4 and Sz = 1/3. We
only show the lowest energy out of 100 of the respective
CMC results. We observe that multiples of the 2×2-unit
cell yield the same energy which is lower compared to
unit cells which are not multiples of 2×2. We conclude
that 2×2 is the correct size of the unit cell.
In Fig. 1b) we show a spin configuration obtained from
constrained CMC runs for Sz = 1/3 and provide a labeling
of the unit cell, where the letter (A,B) represents the
magnitude of the Sz-component and the prime denotes
different spin orientations in the Sx-Sy-plane. In Fig. 1d)
we show the two Sz-components of the two sublattices
A and B, SzA and S
z
B, respectively, as function of the
total magnetization in z-direction Sz. They sum up to
Sz = SzA + S
z
B for every value of S
z. For Sz = 0 we
find SzA = −1 and SzB = 1, respectively, corresponding
to the AFM phase. For Sz = 1 we find S
z
A = S
z
B = 1,
corresponding to the ferromagnetic (FM) phase. For
finite magnetization Sz . 0.4 their magnitude reduces
forcing the spins into the Sx-Sy-plane due to |Sj | = 1.
We observe that the spin-components in the Sx-Sy-plane
do not cancel out as they do for instance in the canted
anti-ferromagnetic phase [20]. This leads to a finite total
FIG. 1. Classical Monte-Carlo results: a) Groundstate energy
E of different unit cells of size Nx ×Ny for α = 1/4, b) spin
structure for Sz = 1/3. Red arrows show spin orientations in
the Sx-Sy-plane, the colormap represents the Sz-components.
The labeling of the unit cell is shown in the right lower corner.
c) Schematic of the preferred magnetic bonding between sites
of the unit cell. d) Sz-components of the two sublattices A
and B and transverse magnetization Sr. e) Angles between
neighbouring sites.
magnetization in the Sx-Sy-plane
Sr =
1
NxNy
√√√√√∑
j
Sxj
2 +
∑
j
Syj
2, (3)
shown as magenta line in Fig. 1d), which we call trans-
verse magnetization effect (TME) as the systems responds
to longitudinal magnetization Sz with a transverse mag-
netization Sr which can even exceed the magnitude of Sz
for Sz . 0.2. At Sz ≈ 0.4 we observe a phase transition
at which both Sz-components become polarized SzA = S
z
B .
Here, the transverse magnetization remains finite, but has
to vanish at full polarization Sz = 1. The regime of high
magnetization Sz > 0.7 is not well accessible with con-
strained CMC, since the number of null-moves increases
drastically. The projections of the spin vectors of site
j and site j′ onto the Sx-Sy-plane form the angle θjj′ .
In Fig. 1e) we show these angles of all sites within the
unit cell. At Sz = 0 these angles are ill-defined due to
AFM order in Sz-direction. For small values of Sz . 0.1
the fluctuations of the angles is high, since the Sx-Sy-
contribution to the energy is small, leading to fluctuations
in the CMC procedure. For all remaining values of Sz we
find convergence to θA,B = θA,B′ = θA′,B′ = 3pi/4 and
θA′,B = −pi/4. Note the sign convention of the angles,
since all four angles have to add up to 2pin. From the
3FIG. 2. a) Comparison between CMC and DMFT calculations
for interaction strength U = 22. The shaded region is inacces-
sible for DMFT. b) Sz as function of the applied Zeeman field
B from DMFT calculations for different interaction strengths.
The black star denotes the critical end-point at which the
first-order phase transition from FiM to TME vanishes.
obtained angles we conclude that for odd x we find FM-
like ordering (θA′,B = −pi/4) along y-direction and for
even x we find AFM-like (θA,B′ = 3pi/4) ordering along
y-direction. Along the x-direction there is only AFM-like
(θA,B = θA′,B′ = 3pi/4) ordering. This can be explained
from the Hamiltonian (2) and is schematically shown in
Fig. 1c). For α = 1/4 the sin-function vanishes and the
coupling along y-direction is FM for x being odd and
AFM for x being even. The spin system is thus frustrated.
However, in contrast to the well-known spin-1/2 frustra-
tion on a triangular lattice [25] a groundstate emerges
which features an intriguing macroscopic transverse net
magnetization.
The above considerations have been made in the regime
of large interactions, such that only terms quadratic in the
hopping energy contribute. We now want to investigate
the effect of finite interactions, i.e. quantum fluctuations
of the charge degrees of freedom are now present. To
this end we make use of real-space DMFT with an exact
diagonalization impurity solver with three bath sites and
at finite inverse temperature β = 20. DMFT is formu-
lated in the grand-canonical ensemble such that fixing
a constant filling can become computationally costly, es-
pecially with additional spin-imbalance. From the CMC
results we find that fixing an exact imbalance Sz is not
necessary to observe the TME. Thus we perform DMFT
calculations with fixed Zeeman field B. The half-filling
condition is satisfied by µσ = U/2 due to the particle-hole
symmetry of the Hamiltonian (1). This is also true for
the spin-imbalanced case µσ = U/2±B. As initial guess
for the self-energy Σj,αβ in Hartree-Fock approximation
ΣHFj,αβ = 〈c†j,αcj,β〉 we use the spin state from the CMC
calculations for Sz = 1/3 which is shown in Fig. 1b).
In Fig. 2a) we compare DMFT results for interaction
strength U = 22 with CMC results from Fig. 1c). We
observe that for the regime Sz & 0.4 the agreement be-
tween the two methods is perfect, which corresponds to
the phase of finite TME and full polarization of the Sz-
components. Also the case Sz = 0 yields the AFM result
for both theories. However, we find deviations in the
regime 0 < Sz . 0.4. Here, the CMC results show the
TME with an underlying checkerboard structure of the
Sz-components as e.g. shown in Fig. 1b). In contrast,
DMFT results do not exhibit finite Sr in that regime.
For Sz . 0.1 in DMFT SzB remains constantly 1, while
SzA linearly increases with increasing S
z from -1 with a
slope of 2. This corresponds to a ferrimagnetic phase
(FiM). Furthermore the shaded regime 0.1 . Sz . 0.4
seems to be inaccessible for DMFT. This is studied in
more detail in Fig. 2b), which shows DMFT results of
Sz as a function of B for different interaction strengths
U . For U = 18, 22, 30 we observe a first-order phase
transition at B ≈ 0.1, 0.125, 0.15 between the FiM and
the TME phase. With increasing interaction strength the
first-order jump shrinks and finally closes at the critical
end-point represented by a black star in Fig. 2b). The
system then features a crossover from the AFM to the FM
phase for very strong interactions U & 40. In this regime
the superexchange interaction becomes comparable to
the Zeeman field J = t2/U ∼ B. For infinite Hubbard
interaction strength U the superexchange is completely
suppressed at finite values of B and the only remaining
term in the Hamiltonian is −B∑j Szj . The value of Sz
can then be computed from the fermionic distribution as
Sz =
1
1 + exp (−βB) −
1
1 + exp (βB)
, (4)
which is shown as black line in Fig. 2b). We observe that
this line is indeed approached by the DMFT results with
increasing interaction strength.
In Fig. 3a) we show a schematic phase diagram of the
spin-imbalanced Hofstadter-Hubbard model in the U -B-
parameter space, obtained from the order parameters for
FM Sz, TME Sr, AFM SzA − SzB, and FiM |SA| − |SB |.
The latter is a measure of the difference in length of the
spins of the two sublattices A and B. We investigate in
further detail the origin of the FiM phase by looking at
the entanglement entropy
sj = −ρj log ρj , (5)
where ρj,αβ = 〈c†j,αcj,β〉 is the reduced density matrix of
site j and accessible from DMFT results. sj is a measure
for the degree of entanglement of site j with the rest of
the system [26]. In Fig. 3c) we observe that the spins of
the sublattice B are highly entangled with the rest of the
system in the FiM phase, which is not the case for sublat-
tice A as seen from Fig. 3b). The FiM phase thus emerges
4through sublattice quantum entanglement which creates
a new groundstate in contrast to the classical groundstate
found from CMC calculations. The FM phase for small
B shows entanglement for both sublattices indicating a
new spatial pattern of entanglement in the lattice.
For experimental probing of the spin structure we pro-
pose measurements with a quantum gas microscope simi-
lar to [10]. Here the Szj component of a spin at lattice site
j can be measured by selective removal of one spin state
before imaging via Stern-Gerlach. Other components can
be measured by first applying a global spin rotation [18].
Since there is still rotational symmetry of the system
around the Sz-direction, this should be broken before-
hand by applying a small transverse field in Sx-direction.
A mapping to a ferromagnetic order through coherent
spin manipulation similar to Ref. [27] could also be can-
didate for a measurement. Since the effect also occurs on
a classical level, the TME could also be observed through
a mapping to local phases of Bose-Einstein condensates
in one-dimensional tubes of an optical lattice [9, 28].
In conclusion, we have studied the spin-imbalanced
Hofstadter-Hubbard model with a flux α = 1/4. In the
limit of strong interactions, such that charge degrees of
freedom are frozen, we find a spin structure emerging
from spin frustration with a finite net magnetization in
the transverse direction, i.e. a transverse magnetization
effect. We investigate the stability of this intriguing phase
against quantum fluctuations and obtain a rich phase
diagram including a highly entangled ferrimagnetic phase.
Possible experimental realizations for cold atom setups
are discussed. Extensions include the introduction of
a staggered potential or hopping imbalance. A further
generalization towards the quantum spin liquid state in
more complex lattices is conceivable.
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