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Application of Principal Component Analysis to
IMultikey Searching
R. C. T. LEE, MEMBER, IEEE, Y. H. CHIN, MEMBER, IEEE, AND S. C. CHANG
Abstract-In this paper, we shall introduce a concept widely used by
statisticians, the principal component analysis technique. We shall show
that this principal component analysis technique can be used to create
new keys from a set of old keys. These new keys are very useful in
narrowing down the search domain. We shall also show that the pro-
jections on the first principal component direction can be viewed as
hashing addresses for the best-match searching problem.
Index Terms-Baskett and Shustek algorithm, best-match, exact-
match, hash coding for best-match searching, multikey searching,
principal component analysis, the Friedman, variance.
I. INTRODUCTION
L ET US assume that we have a personnel data base. It is
possible that we have the following two searching
problems.
Case 1: We know the social security number of a certain
person and we are interested in some other information about
this person. In this case, we can use the social security number
to search for the person's file. This is, thus, a single-key search-
ing problem.
Case 2: We de not know the social security number or any
other identification number of this person. However, we have
all other information of this person, such as his weight, his
age, and his height. We are now interested in identifying this
person. This is a multikey searching problem. Only multikey
searching problems will be discussed in this paper.
The above kind of searching problem is a multikey exact-
match searching problem. In many instances, we shall have
best-match searching problems. For instance, suppose we want
to find a person to perform a certain task. An idealized
candidate would have to weigh 150 lbs, his height should be
5 ft and 7 in, and his age should be 32 years old. It is quite
unlikely that we have, among our employees, such a person
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who satisfies exactly all of the conditions. Still, we can search
through our files to find a person who is most similar to this
idealized person. This kind of searching is a best-match search-
ing problem.
The best-match searching problem is also called a nearest-
neighbor searching problem which is widely used in informa-
tion retrieval [151 and pattern recognition [7]. In informa-
tion retrieval, we can use the nearest-neighbor searching to find
a book that best-matches our requirement. In pattern recogni-
tion, if the nearest-neighbor of an unknown pattern Pt belongs
to class A, we then may simply assign Pt to class A.
The exact-match searching problem can be viewed as a
special case of the best-match searching problem. In this
paper, we chose to discuss them separately because we believe
that most readers are not that familiar with the best-match
searching problem. If we immediately plunge into the best-
match searching problem some readers may get very much
confused.
Throughout this paper we shall assume that our data are
in the form of N-dimensional vectors. That is, every sample
is characterized by N keys and each key can assume only
numerical values. A typical sample may be (0.5, 1.4, 3.7,
- 1.6).
While our problem is multikey from the view point of com-
puter science, it is multivariate from the view point of statistics
[5], [11]. In this paper, we shall introduce a multivariate
analysis technique, called principal component analysis, which
is also called a Karhunen-Loeve expansion in pattern recogni-
tion [10], [3]. In pattern recognition, the principal compo-
nent analysis is used to generate new features to recognize
patterns. In this paper, we shall show that the principal com-
ponent analysis can be used to generate new keys. We shall
see that the newly generated keys are very informative and can
speed up the searching process.
II. THE PRINCIPAL COMPONENT ANALYSIS
Let us consider Fig. 1 and the following problem. Find a
direction such that after the points are projected onto it, the
variance of the projected points is maximized. Evidently, D1
is such a direction. D2 is a direction which has just the op-
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TABLE I
XI x2
Fig. 1.
posite characteristics; the variance of points projected onto it
is minimized. D1 is an important direction because if two
points are close on D1, then it is likely that they are close
before they are projected. This is not the case for D2. Many
points which are close on D2 may be originally quite far away.
If we want to use one key alone to represent our data, we
certainly would prefer the projections on D1 than those on D2.
Let us state our problem more formally. Given a set of
points characterized by N variables X1,, * , XN, find a
direction d=(ai,a2, * ,aN)(a2 + +aN= 1) such that
after the points are projected on d, the variance of the pro-
jected points is maximized. (For the definition of variance,
consult any elementary statistic book.)
It tums out that this direction d is an eigenvector D1 of the
covariance matrix C of the data which has the largest eigen-
value X1. Moreover, the variance of the projected points is
precisely X1. Direction D1 is called the first principal axis.
After points are projected onto the first principal component
axis D1, we would like to extract some more information by
projecting them onto some axis perpendicular to D1. There
are infinitely many such directions. Again, we like the variance
of projected points on this second direction to be maximized.
It is interesting to note that this direction is the eigenvector
D2 of the covariance matrix C corresponding to the second
largest eigenvalue X2. The variance of points projected ontoD2
is again X2.
In general, let S be a set of points. Let C be the covariance
matrix of S. Let the rank of C be N. Let D1,D2, * *, DN be
the eigenvectors of C corresponding to eigenvalues X1 X2, *,
XN where Xl> X2 * *- XN. Let IIDil 1 for all i. The
properties ofDi's are now summarized as follows:
1) All Di's are mutually orthonormal. That is, Di - Di = O
if ij,andDi
-Di= 1 if i=j.
2) If the set S of points are projected onto Di, then the
variance of the projected points on Di is Xi.
3) Among all possible directions, DI is the direction which
will produce the largest variance by projecting points onto it.
D2 is the direction in the space perpendicular to D1 -which will
produce the largest variance by projecting points onto it. In
general, Di, 1 < i < N, is the direction in the space perpen-
dicular to D1,, ,D1. which will produce the largest vari-
ance by projecting points onto it.
1 -21.844
2 31.920
3 19.548
4 -9.068
5 -30.481
6 -22.473
7 -35.154
8 30.000
9 22.465
10 -36.451
11 25.745
12 -2.104
13 -3.407
14 12.505
15 47.061
16 -0.388
17 38.660
18 2.264
19 -39.355
20 -27.962
21 26.573
22 -2.191
23 -11.531
24 -23.147
25 -4.763
26 -27.772
27 27.772
28 -10.738
29 4.364
30 -4.763
31 54.246
32 -29.627
33 1.861
34 -14.599
35 -37.594
36 5.661
37 -5.164
38 2.546
39 14.144
40 33.375
-33.680
22.213
23.796
4.149
-16.978
-23.316
-28.185
26.162
18.136
-38.136
17.120
-8.040
13.586
2.536
45.289
11.552
38.084
-3.729
-34.678
-16.095
13.994
1.536
-19.425
-32.190
-16.746
-23.620
31.312
-22.411
-1.846
-16.746
57.982
-22.808
4.555
-20.497
-30.676
18.166
-9.316
-10.240
25.225
33.295
Based on the above properties of Di's we can view the Di's as
a new set of coordinates onto which we can project our points.
Given a set of points, the procedure to establish this set of
coordinates is as follows:
1) Normalize the samples with respect to the means of
variables;
2) Find the covariance matrix C of the normalized samples;
3) Find the eigenvectors of C;
4) Let Di, - - * ,DN be eigenvectors of C corresponding
to eigenvalues Xl, - * *, AN where A1 > A2 - - A!N, and
IHD1It = 1.
5) D1, *- ,DN constitute the new coordinate system. DI
is called the first principal component direction, D2 the
second principal component direction, * , and DN the Nth
principal component direction.
Example: In order to give the reader some feeling about
the principal component analysis technique, we used some
artificially generated two-dimensional data shown in Table I.
The covariance matrix of this set of data is
(604.40 561.65
561.65 592.52
The eigenvectors of C are
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TABLE II
Di D2
1 -38.855 -8.206
2 38.674 -6.291
3 30.993 3.535
4 -3.166 9.697
5 -33.247 -0.397
6 -32.013 -0.397
7 -44.451 5.060
8 40.087 -2.134
9 29.085 -2.539
10 -52.373 -1.100
11 30.709 -5.574
12 -6.789 -3.865
13 7.494 12.423
14 11.033 -6.622
15 65.667 -0.537
16 8.210 8.854
17 -54.628 0.249
18 -0.652 -3.873
19 -52.005 3.400
20 -30.836 8.596
21 29.092 -8.373
22 -0.116 3.002
23 -21.498 -5.327
24 -38.733 -6.231
25 -14.803 -8.183
26 -35.993 3.113
27 42.125 3.093
28 -23.034 -8.008
29 2.164 -4.011
30 -14.803 -8.083
31 79.703 3.431
32 -36.741 4.995
33 4.887 2.298
34 -24.433 -3.931
35 -47.938 5.006
36 17.162 9.305
37 -9.862 -2.620
38 -5.031 -8.699
39 28.157 8.352
40 47.503 0.562
DI = (0.710, 0.703) (Xi = 60.14)
D2 = (-0.703, 0.710) (XI = 36.78).
After projecting the points onto D1 and D2, we have the
transformed data shown in Table II. The reader can see that
the points on D1 are spread out much more than the points
on D2.
III. PRINCIPAL COMPONENT ANALYSIS AND MULTIKEY
EXACT-MATCH SEARCHING PROBLEM
Let us define the multikey exact-match searching problem
as follows: we are given a set of prototypes P1 ,P2,- ,PM
and an unknown sample Pt. Each sample is characterized byN
keys X1, X2, - - *, XN. Our task is to find a prototype Pi
which is exactly the same as Pt. For simplicity, we shall as-
sume that there exists one and only one prototype which is
exactly the same as Pt.
Essentially, our multikey exact-match searching procedure is
an elimination procedure. We can use, say X1, to start. Let
us assume that for sample Pt, the value of X1 is t1. The
searching procedure would first eliminate all of the prototypes
whose values of XA are not t1 . If there is only one prototype
remaining, our job is done. Otherwise, we can use another key
to eliminate some other prototypes. We continue this process
until there is only one prototype left.
Since there are many keys available, we should choose an
appropriate key to eliminate prototypes. The question is:
Which key should we choose?
Assume that there are two key X1 and X2 as follows:
xi x
1 1.0 3.0
2 2.0 3.0
3 4.0 4.0
4 5.0 4.0
5 6.0 5.0
6 -1.0 5.0
7 10.0 5.0
8 -2.0 5.0
9 -3.0 4.0
10 8.0 3.0
Obviously, XI is better than X2 because using X2, no matter
what value X2 is, we at best expect it to eliminate 7 proto-
types while X1 can be used to eliminate 9 prototypes. That
XI is better than X2 can be determined by an information-
theoretic approach [12].
In our case, since keys assume continuous values, we may
simply calculate the variance of a key and use this as a mea-
sure of goodness of this key. For instance, the variance of XI
is 13 and the variance of X2 is 2.38. X1 is indeed better than
X2 .
Of course, using variance to measure the goodness of a key
is a heuristic method. If a key assumes a spurious value, the
variance of it can be very large and this key can still be a very
bad one to eliminate prototypes. We have therefore tacitly
assumed that there are no spurious points in the data.
Ideally, we would like to have at least one or two keys with
large variances. Unfortunately, our data are usually not that
good. As explained in the previous section, an application of
the principal component analysis to a set of data will create
new keys and these new keys will have relatively large vari-
ances. Therefore, if the principal component analysis is ap-
plied to our data, we expect some keys with large variances
will be produced and it will take a smaller number of steps to
complete the searching process.
In the following, we shall describe an experiment designed
to test the effect of principal component analysis on the
multikey exact-match searching problem.
Experiment 1: In this experiment, we used the JT character
data [16], [2], and the Iris data [8]. The JT data are charac-
terized by 8 keys and the Iris data by 4 keys.
We used 160 samples as prototypes for the JT data and tried
to use 150 samples as prototypes for the Iris data. It was then
discovered that the 23rd sample of Iris virginica was identical
to some other sample. Thus, this sample was eliminated and
only 149 samples were used as prototypes.
The variables were ordered according to the descending mag-
nitudes of their variances. We first applied our multikey exact-
match algorithm to the original data and then applied it to the
data after the principal component analysis transformation
was applied. The data were accurate to three digits after the
decimal point. The results were as follows.
1) Before the principal component analysis transformation
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was applied to the Iris data, the variances of the variables were
as follows:
3.089, 0.681, 0.577, 0.188.
After the transformation, the variances became
4.212, 0.240, 0.077, 0.023.
Before the transformation it needed 2.322 keys, on the average,
to retrieve a prototype and after the transformation it needed
1.013 keys, on the average, to identify a prototype.
2) For the JT data, the variances were
1.526, 1.291, 1.208, 1.126, 0.239, 0.133, 0.115, 0.039
before the transformation, and
1.864, 1.528, 1.006, 0.859, 0.229, 0.157, 0.025, 0.003
after the transformation.
It needed an average of 2.756 keys to identify a prototype
before the transformation and 1.037 keys after the transforma-
tion.
The above results show tha-t so far as the JT and the Iris data
are concerned, the principal component analysis technique
does help. After the transformation, it would need much less
keys to identify a prototype. Therefore, the retrieval time
can be much shortened.
IV. A MULTIKEY BEST-MATCH SEARCHING ALGORITHM
The multikey best-match searching problem is defined as
follows: we are given a set of prototypes P1 , P2, * * *PM and
a testing point Pt. Each sample is characterized byN keys X1,
X2, ,XN. Our task is to find a prototypeP 1 < i<M,
whose distance to Pt is the smallest among all Pi's. Through-
out this paper, we shall use Euclidean distances.
The best-match searching problem' is easy to solve if the
number of prototypes to be searched is not large; one simply
employs an exhaustive search. If'the number of points to be
searched is large, it is very time-consuming to conduct an
exhaustive search. In this case, it is desirable to have some
kind of method to cut down the number of distances to be
calculated. That is, we need a method which searches through
only a small subset of prototypes. Note that by cutting down
the number of points to be searched, we still have to be sure
that a nearest-neighbor is found.
In the following, we shall introduce a best-match searching
algorithm which is based upon an algorithm suggested -by
Friedman, Baskett, and Shustek [9]. This algorithm is inter-
esting because it is similar to the exact-match searching algo-
rithm described in the above section. It uses one key after
another to eliminate prototypes.
Let us denote the testing point Pt to be (ti, t2, * , tN).
Let us also assume that through some mechanism, we have
found a prototype whose distance to Pt is d. We know that if
(X1, * , XN) is a nearest-neighbor of Pt, then obviously,
(t1 -x1)2 + * *+(tN -XN)2 < d2. (1)
This gives us an upper bound and a lower bound of xl because
(t1 - XI)2 . d2,
Fig. 2.
It,- xil dl
and
t, - d.xl tI +d. (2)
This means that any prototype whose X1 projection falls out-
side of this boundary can never be a nearest-neighbor ofPt and
thus does not have to be searched.
It is important that d is as small as possible. In our algorithm,
we shall use a heuristic method. We would first project all of
the samples onto the X1 axis. Among all of the projected
points on X1, let a, be closest to tl. Among all of the proto-
types whose projections on Xl are exactly al , let P' be closest
to Pt. We can then use the distance between P' and Pt as the
value "d" in (1).
Fig. 2 shows a special case where the data is two-dimensional.
Note that the above method is essentially heuristic. There is
no guarantee that this d is a small number. However, since the
projection of P' on X1 is very close to the projection ofPt on
Xl, it is not unreasonable to expect that P' is quite close to Pt
and d is small.
The above method of cutting down the number of points to
be examined is basically suggested by Friedman, Baskett, and
Shustek [9]. Their method is much more complicated and
sophisticated than the one mentioned above.
A natural question to ask is, to which axis should we project
the samples to eliminate prototypes? This can be answered by
examining Fig. 3. In Fig. 3(a), XI is used as the axis onto
which we project samples. Many samples are eliminated
through this process. In Fig. 3(b), the same data is used. How-
ever, instead of projecting points onto X1, we project points
onto X2. It can be seen that no prototypes can be eliminated
now.
In Fig. 3(a), we have
(t1 -al)2 <d2 (3)
and in Fig. 3(b), we have
(t2 - a2)2 < d2. -(4)
In (3), (t1 - a1)2 is quite close to d4, whereas in (4),
(t2 - a2)2 is much smaller than dA. In other words, d24 is a
better upper bound for (t1 - al )2 than d2 is for (t2 - a2 )2 .
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IN THIS ALGORITHM, VARIABLES Xl, X2, . . XN SHOULD
BE ORDERED ACCORDING TO THE DESCENDING MAGNITUDES
OF THEIR VARIANCES.
SIEP 0.
LET.Pt-.(tI t2I.**'t
STEP 0. 4
]
LET So BE THE SET OF ALL PROTOTYPES.
S=1STEP 2.,__
2a AMONG ALL F THE OJECTIO
PROTOTYPES TN Si-1 ON Xi, LET al
AND a HE THE CLOSEST TO t1 l
2b LET Si' BE THE SUBSET OF S -I WHOSE
PROJECTIONS ON Xi ARE WITHON THE
RANGE OF a AND ail.
2Il IN S ', LET Pi' HE A PROTOTY
DISTANCE TO Pt IS THE SMALLEST.
LET THIS DISTANCE BE d.
2d LET St BE THE SET OF PROTOTYPES 0N
S;_ WHOSE PROJECTIONS ON Xi ARE
WITHIN THE RANGE OF t -d AND tj4dl,
xi
(b)
Fig. 3.
In general, let us denote the testing point as Pt = (t, * , tN).
Suppose Xi is used to project our points. Among all of the
projections on Xi, let ai be the closest to ti. Among all of the
points whose projections on Xi are ai, let the distance between
the nearest one to Pt be di. Then we are essentially using the
following inequality to try to eliminate prototypes:
(ti - ai)2 <d2
Evidently, we would like to use the particular Xi where
(ti - aJ)2 is as close to d? as possible. Given a testing point Pt,
we should examine all Xi's and select the particular Xi where
(ti - a1)2 /d?
is the largest. This is of course very time consuming. In our
algorithm we adopt the following scheme.
Note that we would like (ti - a )2 to approach d? as much
as possible. This is somehow reflected by the variance of Xi.
The larger the variance is, the more likely that (ti - ai)2 is
large. This solves our problem of selecting an axis to project
the sample points. They should be projected onto the axis
where the variance is the largest.
Friedman et al. [91 would use only one variable to eliminate
prototypes. We modified their method to make it iterative.
That is, after we use one variable X1 to eliminate some proto-
types, we can then consider another variable, say X2, to
<
0.
n ERIRSEQTEAAFARCli FOR A NEARESF-
STE:P 4 iA \ Y'S.
< NGISTO STEP 6
Fig. 4.
eliminate further prototypes. The entire algorithm is described
as follows where the variables are ordered according to their
decreasing values of their variances. That is, the variance of
Xi is greater than or equal to that of X, if i .1.
Note that in the algorithm shown in Fig. 4, after projecting
the testing sample onto Xi we conduct a very primitive
nearest-neighbor search. That is, we not only find the nearest-
neighbor ai of ti, but also the second nearest-neighbor a' of ti.
It should be obvious to the reader that this algorithm can be
easily extended to find the k(k > 1) nearest-neighbors. In
such cases after projecting the testing sample to Xi, we would
find 2k nearest-neighbors of ti.
It should also be noted that the termination criteria can be
modified. For instance, we may conduct an exhaustive search
as soon as we notice the number of points remaining is below a
prespecified threshold.
V. PRINCIPAL COMPONENT ANALYSIS AND THE
BEST-MATCH SEARCHING ALGORITHM
Let us consider Fig. 5. Our algorithm would work very well
for the data in Fig. 5(a) and not very well for the data in
Fig. 5(b). Note that in Fig. 5(a), the variance of X1 is much
larger than that of X2. In Fig. 5(b), the variance of X1 is al-
most equal to that of X2 . In fact, the distribution of variances
plays an important role in determining the efficiency of our
searching algorithm. If all of the variances are quite similar,
then we can not expect (ti - a )2 to be close to d2 for any i.
The ideal case is where one variable has a very large variance
and all of the other variances are small. As explained in Sec-
tion II, the data after a principal component analysis trans-
formation will usually have this kind of property.
Let us consider Fig. 6. The data shown in Fig. 6 were used
in the example discussed in Section II. D1 is the first principal
component constructed from the data. Consider Pt = (10.0,
xi
(a)
Ax2
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(a)
(b)
Fig. 5.
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AFTER TRANSFORMATION: 1.171 0.132 0,087 0.023
,WITHOUT PRINCIPAL COMPONENT
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1oQ
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\ARABLES
USED IN THE
ELIMINATION
Fig. 7.
15.0). Before projecting the prototypes onto the first prin-
cipal component direction, 12 points will be retained for
examination. After the projecting, only 1 point will be
retained.
In the following, we shall describe two experiments designed
to see the relationship between best-match searching and prin-
cipal component analysis.
Experiment 2 (The Iris Data): In this experiment, we used
the famous Iris data [8]. There were three kinds of Irises
characterized by four variables. We only used two kinds: Iris
versicolor and Iris virginica. Totally we used 100 samples:
50 Iris versicolor and 50 Iris virginica. Forty Iris versicolor
and forty Iris virginica were used as prototypes. Ten Iris versi-
color and ten Iris virginica were used as testing points. Fig. 7
shows the result of using our algorithm with and without ap-
plying the principal component analysis technique.
Experiment 3 (JU Character Data): In this experiment, we
used the character JU data which was used in [16]. The sam-
Fig. 6.
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PERCENTAGE OF
,PROTOYPES RETAINED
TAT THE END
60
50
40
30
20
10
ples are characterized by eight variables. Totally, we used
160 samples: 80 J's and 80 U's. Sixty-five samples of J's and
sixty-five samples of Us were used as prototypes. Fifteen J's
and fifteen Us were used as testing points. The result of ap-
plying the principal component analysis technique to the data
is shown in Fig. 8.
It can be seen that the application of the principal compo-
nent analysis technique causes the best-match searching algo-
rithm to converge much faster. For the JU data, for instance,
without the pncipal component analysis transformation we
would need to use seven variables to narrow down the search
domain to 10 percent of the data. After applying the trans-
formation, only three variables are needed to achieve the same
goal.
VI. PRINCIPAL COMPONENT ANALYSIS AND HASH CODING
FOR THE BEST-MATCH SEARCHING PROBLEM
Let us assume that we have a large amount of prototypes so
that they have to be stored on a disk, or any kind of secondary
storage device. In order to find a nearest-neighbor of an un-
known sample Pt, all of the prototypes have to be read from
the secondary storage device so that distances can be calcu-
lated. Since the accessing time of a secondary storage device
is time-consuming, it is desirable to read only a small subset
of prototypes from it.
This problem was first investigated by Burkhard and Keller
[1]. Their algorithm would find the exact nearest-neighbor.
In this section, we are going to introduce a heuristic method
which does not guarantee that an exact nearest-neighbor can
be found. However, as shown later by our results, our algo-
rithm would produce points quite close to the exact nearest-
neighbor of Pt. That is, even if we fail to locate a nearest-
2
3
4
5
6
7
8
Variances of Variables
Before After
Trarsfrniation Trformation
1.913 4.096
1.377 1.540
1.240 1.285
1.168 0.628
0.818 0.357
0.740 0.275
0.596 0.098
0.445 0.012
neighbor of Pt, the point that we locate will not be too far
away from a nearest-neighbor of Pt.
We shalU assume that we have M prototypes and we want to
read only K prototypes from the secondary storage device.
Our method can be briefly described as follows.
1) Find the projections of P1 , P2, PM to the first prin-
cipal axis D1 constructed from PI, P2, * , PM. That is, every
Pi is now associated with a number Hi. This Hi can be viewed
as a hashing address for Pi. Without losing generality we may
assume that P1, P2, * , PM are ordered according to the as-
cending magnitudes ofHI, H2, * , HM.
2) Project Pt onto the first principal axis D1. Let this pro-
jection be denoted as Ht.
3) Among H1, H2, * * *, HM, find K nearest-neighbors of
Ht. Note that this is a one-dimensional searching problem and
can be easily solved by a binary search. Let these points be
H1 ? H2,**, H`. LetP,PP2 *, P be the prototypes cor-
responding to H', H2, *.* , Hi, respectively.
4) Read Pl, )P2, * * ,PK from the secondary storage device
and use any best-match searching algorithm to find the near-
est-neighbor of Pt among P's.
The advantage of using the principal component analysis to
create hashing addresses can be seen in Fig. 1. Note that on
D1, it is more likely that two points close to each other were
originally quite close. Suppose we use the points on D2 to
generate hashing addresses, the reader can see that many
points close to one another on D2 were quite far away orig-
inally. If D2 is used to generate hashing addresses, we may
end up with readings in many points that are not in the neigh-
borhood of Pt and miss many points near Pt. The result can
be disastrous.
Experiment 4: In this experiment, we used the Iris data [8].
PRINCIPAL COMPONENT
1 2 3 4 5 6 7 8
NO. OF VARABLES USED IN THE ELIMINATION
Fig. 8.
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NO. OF
PROTOTYPES
READ INTO
THE CORE
Fig. 9.
There are three kinds of Irises. For each type of Iris, we chose
randomly 40 samples as prototypes and 10 samples as testing
points. We therefore had 120 samples as prototypes and 30
samples as testing samples. For each testing sample Pt, its ex-
act nearest-neighbor P' was found and the distance between
Pt and P' was calculated.
We used the first principal component, the second prin-
cipal component, and a randomly chosen direction in four-
dimensional Eucidean space to generate hashing addresses.
If the distance between a testing point and the nearest-neigh-
bor found through the above heuristic method was not the
same as the distance between this testing point and its exact
nearest-neighbor, an error was recorded.
Fig. 9 shows the result. It can be seen that so far as this set
of data-are concerned, it is indeed a very good idea to use the
first principal component to generate hashing addresses for
the purpose of best-match searching. Instead of having to read
in 120 prototypes, one only has to read in 13 samples, a tre-
mendous saving of secondary storage device accessing time.
On the other hand, this experiment shows that we can not
use some arbitrarily chosen linear function to generate hashing
addresses, which produced disastrous results.
Note that our hash coding is for the purpose of best-match-
ing. Therefore we require that similar samples should have
close hash addresses. This is achieved because our mechanism
uses a linear function. Besides, we insist that two prototypes
with close hash addresses should be similar to each other. This
is achieved because of the special properties of the first prin-
cipal component direction. While we by no means claim that
our method is the best, we do claim that most traditional hash
coding mechanisms would not have the above properties.
Because of the special properties of our hash coding method,
we can expect similar prototypes to be stored physically close
to one another on the secondary storage device. It is possible
that we are actually not interested in fmding an exact nearest-
neighbor, but instead, simply points that are similar to the
testing point. In this case, our hashing code would perform
very well. If the prototypes are stored on a disk, the disk head
does not have to move too much before similar points are
retrieved.
VII. CONCLUSIONS
At the very beginning of this paper, we made two basic as-
sumptions. 1) The samples are in the form of vectors. 2) Each
key assumes numerical values so that it makes sense to use
Euclidean distances.
For the first assumption, some reader may wonder what
we can do if the records are in the form of, say, tress. Our
method is still valid in this case because as pointed out by
Codd [4], data can be normalized so that they are in the form
of vectors. The readers who are interested in this problem
may consult [14] and [6].
It is indeed a more serious problem if the keys assume non-
numerical values and Euclidean distances can not be used.
Note that the principal component analysis is based upon the
assumption that the keys assume numerical values. We believe
that this is a very interesting research topic and we have made
some progress along this line [13] .
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