After rejecting the null hypothesis in the analysis of variance, the next step is to make the pairwise comparisons to find out differences in means. The purpose of this paper is threefold. The foremost aim is to suggest expression for calculating decision limit that enables us to collect the test and pairwise comparisons in one step. This expression is proposed as the ratio of between square for each treatment and within sum of squares for all treatments. The second aim is to obtain the sampling distribution of the proposed ratio under the null hypothesis. This sampling distribution is derived exactly as the beta distribution of the second type. The third aim is to use beta distribution of second type and adjusted pvalues to create adjusted points and decision limit. Therefore, reject the null hypothesis of equal means if any adjusted point falls outside the decision limit. Simulation study is conducted to compute type I error. The results show that the proposed method controls the type I error near the nominal values using Benjamini-Hochberg'adjusted p-values. Two applications are given to show the benefits of the proposed method.
Introduction
Fisher (1918) discussed the term variance and introduced analysis of variance that becomes well known after being included in Fisher's book (1925) . Analysis of variance (ANOVA) is a collection of statistical models that used to analyze the differences among group means and overall mean where the sample variance is partitioned into components attributable to different sources of variation. ANOVA models are multilateral statistical tools for studying the relation between a response variable and one or more explanatory or predictor variables. These models do not need any assumptions about the nature of the statistical relation between the response and explanatory variables, nor do they need that explanatory variables to be quantitative; see, for example, Cochran and Cox (1957) , Kutner et al. (2004) , Montgomery and Runger (2011) , Elamir (2012) and Montgomery (2013) .
A simultaneous test for means called gANOVA is proposed based on the ratio of between square for each treatment and within sum of squares for all treatments. This ratio is created from F-test in one-way analysis of variance. This ratio is considered as two independent gamma random variables. The exact sampling distribution of this ratio under the null hypothesis is derived exactly as the beta distribution of the second type. An upper decision limit is obtained using adjusted p-value and beta distribution of second type to graph this ratio and reject the null hypothesis if any point falls outside the decision limit. The adjusted p-values are obtained using several methods. One of these methods is the Benjamini and Hochberg (1995) method that depends on the concept of false discover rate and gives the best result among other methods. However, gANOVA is not intended to replace ANOVA but to gives more explanation and analysis for differences among group means. Moreover, gANOVA could be considered as an unblind way for F-test to determine which specific group mean(s) is different from overall mean simultaneously or graphically. Simulation study is conducted to compute type I error for gANOVA. The results show that gANOVA based on adjusted p-values using Benjamini and Hochberg's method controls the type I error very well.
Two applications are given to show the benefits of the proposed method. In the first application the method is explained and applied to photosynthetic rates of the oak seedlings data. In the second application the method is applied to simulated data to show another benefit of the proposed method. The fixed effect model is reviewed in Section 2. gANOVA and its sampling distribution are derived in Section 3. Two applications are studied in Section 4. Section 5 is devoted to conclusion. R-program is given in Appendix.
Single-Factor ANOVA model
Assume that there are different groups with individuals in each group , = 1,2, … , ,
) around overall mean, and − ̅ is the deviation of individuals around the grouped mean. It is useful to describe the observations from an experiment with a model. The means model can be written as = + is the value of the response variable in th trial for the th treatment, are parameters, are independent identically distributed normal with (0, 2 ); see, Kutner et al. (2004) and Montgomery (2013) . The appropriate hypotheses are 0 : 1 = 2 = ⋯ = 1 : ≠ for at least one pair
The name analysis of variance is obtained from a partition of total variability into its component parts. The total corrected sum of squares
is used as a measure of overall variability in the data. Note that the total corrected sum of squares may be written as
Where is called the treatment sum of squares (i.e., between treatments) and is called the error sum of squares (i.e., within treatments). Specifically, the mean squares for the treatment can be written as
is an estimate of 2 if the treatment means are equal. Also, the mean squares error is
is a pooled estimate of the common variance 2 within each of the treatments.
The expected value of is ( ) = 2 and the expected value for is
Therefore, if treatment means do differ, the expected value of the treatment mean square is greater than 2 ; see, for example, Montgomery (2013) and Kutner et al. (2004) .
Therefore, if the null hypothesis of no difference in treatment means is true, the ratio This is a special case of beta distribution of the second type; see, Coelho and Mexia (2007) and
Garcia and Jaimez (2010).
Simultaneous test for means (gANOVA)
The computed 0 can be written as
Hence,
is the ratio of between square for each treatment and within sum squares for all treatments.
Under the assumptions of (a) fixed effect model and
are gamma independently random variables.
Therefore, if the null hypothesis of no differences in treatment means is true, hence,
The sampling distribution of can be expressed as
2 )
The exact sampling distribution for is given in the following theorem.
Theorem
Under the assumptions (a) and (b), the exact sampling distribution of is
This distribution is defined in terms of , and and is a special case from beta distribution from the second type.
Proof
Coelho and Mexia (2007) have given the distribution of the ratio of two independent random variables = 1 / 2 each has gamma distribution as
is scale parameter and is the shape.
They have given the distribution of as
) is a beta function and this distribution is most commonly known as beta distribution of the second type (GB2). By putting 1 = ( ( − 1))/ (2( − )) , 2 = ( − )/2, 1 = 1/2, and 2 = ( − )/2
The sampling distribution of is obtained.
Corollary
Under the assumptions (a) and (b) and equal sample sizes in each group 1 = 2 = ⋯ = = , the exact sampling distribution of is simplified to
In the case of equal sample sizes, the non-central moments for distribution can be obtained from Coelho and Mexia (2007) as
The first two moments can be obtained as
and
. Histogram of ( = 4 and = 20) using simulated data from normal distribution with beta distribution of second type superimposed. Figure 1 shows the histogram and density for 1 , … , 4 using simulated data from normal distribution and = = 20 for each group. The distribution gives a very good fit for the simulated data.
Decision limit for gANOVA
Multiple testing refers to any instance that involves the simultaneous testing of more than one 
If one wishes the test-wise alpha for the independence tests, it can be obtained as
This is often called the Dunn-Sidak method, for more details; see, for example, Dunn (1964) and Abdi (2007 Another good method due to Benjamini and Hochberg (1995) that depends on the concept of false discover rate (FDR) that is designed to control the expected proportion of rejected null hypotheses that were incorrect rejections (false discoveries). Note that he Benjamini-Hochberg procedure (BH) controls the false discovery rate at level .
In any case the R-software has several methods under the function p.adjust(p, method = "", n = length(p))
These methods are c("holm", "hochberg", "hommel", "bonferroni", "BH", "BY"); BH:
Benjamini-Hochberg and BY: Benjamini and Yekutieli.
Proposed gANOVA
By using these methods, the gANOVA can be proposed as
Graphically this can be shown using two methods that give the same conclusion.
Firstly, by putting on axis versus 1 − on axis with = 1 − ( ) and 0 is rejected if
Secondly by using the quantile function for the second type beta distribution where the decision limit can be proposed as the upper limit for the quantile of second type beta distribution at (1 − ( )). The decision limit can be obtained using the quantile function of second beta distribution and R-software function (qGB2 from package GB2) as
and can be also obtained from the second type beta distribution as
and 0 is rejected if Any( ) >
Simulation study
Simulation study is conducted using data from normal distribution as following. 8. The average of estimated level of significance is computed and reported in Table 1 .
The comparison among Bonferroni, Hommel, BH and ANOVA methods in terms of type one error (family-wise alpha) is given in Table 1 . As it can be seen when the number of groups is small the BH method is the nearest method to nominal values (0.05 and 0.01) and ANOVA.
When the number of groups becomes larger, all methods are very good in comparison with ANOVA and nominal values (0.05 and 0.01). From these results, the BH method is recommended to adjust p-values that used in building gANOVA. 
Applications
The proposed method is applied to photosynthetic rates of the oak seedlings data and simulated data from normal distribution.
Photosynthetic rate of the oak seedlings
"In 2015 researchers planted several hundred oak seedlings in four horizontal transects at different elevations on a sandy ridge: one at the bottom, one at the top, and two more at equally spaced intervals in between. They anticipated that transect location might affect the photosynthetic rates of the oak seedlings because water availability in the soil declined with elevation…", see for more details and data at https://www.stthomas.edu/biology.
The null hypothesis for the test is that there are no differences in mean photosynthetic rate among the four groups of seedlings planted along each of the four transects.
The Shapiro normality test gives p-value 0.0000001 that indicates that the normality assumption is not suitable for photosynthetic data. Also, the Bartlett test of homogeneity of variances gives p-value 0.006 that does not support homogeneity of variances.
The photosynthetic rate has been square root transformed to improve the fit of the data to a normal distribution. The Shapiro normality test gives p-value 0.068 that indicates that the normality assumption is suitable for photosynthetic data at 0.01 and 0.05 level of significance.
Also, the Bartlett test of homogeneity of variances gives p-value 0.30 that supports homogeneity of variances. Figure 2 shows the boxplot for square root transformation of photosynthetic rates data Figure 2 boxplots for square root transformation of photosynthetic rates data
ANOVA analysis
The analysis of variance for square root transformation of photosynthetic rates data is given in Table 2 . Where the p-value in Table 2 is 0.0004, there are significance differences in group means at 0.05 but the ANOVA test does not show which group(s) is different.
gANOVA analysis ( − or methods)
The gANOVA could be applied to square root transformation of photosynthetic rates data using alpha per family 1 − method or method as described earlier. Note that the two methods must give the same conclusion.
− method
In this method the groups are graphed against 1 − as on axis versus 1 − on axis with limits at 1 − ( )
The steps are 1. Use = 29 + 28 + 25 + 26 = 108 and = 4.
2. Compute , = 1, 2, 3, 4 using the data.
3. Find probabilities at from R-software (GB2 package) using 
method
In this method the groups are graphed against as on axis versus on axis with limits using 2
The steps are It is clear from Figure 3 gANOVA gives two conclusions:
1. 0 is rejected 2. This rejection or difference is coming mainly from groups A and D.
On the other hand, one-way ANOVA in Table 2 is rejecting 0 (0.0004<0.05) without
showing which group(s) is causing the rejection. This required another investigation using
Tukey honest significance differences test.
Tukey honest significance differences test
The Tukey honest significance differences test with 95% confidence interval is used with ANOVA and the results are given in Table 3 . Table 3 illustrates that 1. There are significance differences between averages for groups D-A and D-B.
2. There are no significance differences among remaining groups including A-B.
Application 2: simulated data
Four groups simulated data from normal distribution with means 105, 100, 98 and 103 and same variances is given in Table 4 . The Shapiro normality test for this data gives p-value 0.5 that indicates that the normality assumption is suitable. Also, the Bartlett test of homogeneity of variances gives p-value 0.5 that supports homogeneity of variances. The ANOVA result for these simulated data is given in Table 5 . Where the p-value is slightly more than 0.05, the null hypothesis of equal means could not be rejected at 0.05. The Tukey honest significance differences test with 95% confidence interval is given in Table   6 . With careful investigation, the results show different between groups A and B where the pvalue for the comparison B-A is 0.048 < 0.05. In other words, the null hypothesis of equal means may be rejected at 0.05. This is different conclusion from ANOVA results in Table 5 . On the other hand, Figure 4 shows the results of gANOVA for the simulated data using method. Where the adjusted for group B is outside the decision limit, the null hypothesis is rejected. showing significance results at 0.05.
Conclusion
A simultaneous test for means known as gANOVA is proposed as the ratio of between square for each treatment and within sum of squares for all treatments that created from F-test in oneway analysis of variance. The sum of this ratio is the F test in the analysis of variance.
The simulation results on the adjusted p-values are shown that the preferred method for gANOVA to control the type I error near to nominal value is Benjamini-Hochberg's method.
The proposed method provides novel insights into the comparison among means where it collects the test and pairwise comparisons in one step.
The exact sampling distribution for the proposed method is derived as a beta distribution of the second type. Moreover, it may be considered gANOVA as an unblind test for F-test in oneway analysis of variance that gives more explanation and analysis for differences among treatment averages and identify which specific group mean is different simultaneously or graphically.
The proposed method is applied to photosynthetic rates of the oak seedlings data and simulated data from normal distribution. In simulation data application, an interesting result obtained.
While the ANOVA is not significance at 0.05, the Tukey honest significance differences test with 95% confidence interval has shown significance results at 0.05 and this coincides with the significance results of gANOVA. Lastly, the extension of this method to other designs such as two-factor ANOVA needs more studies. ## first method
Appendix:

