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Abstract. We first study a new family of graded quiver varieties to-
gether with a new t-deformation of the associated Grothendieck rings.
This provides the geometric foundations for a joint paper by Yoshiyuki
Kimura and the author.
We further generalize the result of that paper to any acyclic quantum
cluster algebra with arbitrary nondegenerate coefficients. In particular,
we obtain the generic basis, the dual PBW basis, and the dual canonical
basis. The method consists in a correction technique, which works for
general quantum cluster algebras.
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1. Introduction
1.1. Motivation. The theory of cluster algebras, which was invented by
Fomin and Zelevinsky [FZ02], has its origin in Lie theory and combina-
torics. Since its very beginning, the theory of (quantum) cluster algebras has
been related to many areas, such as Poisson Geometry, discrete dynamical
systems, higher Techmu¨ller spaces, combinatorics, commutative and non-
commutative algebraic geometries, and representation theory, cf. [Kel12].
One of the main motivations of the study of quantum cluster algebras
[BZ05] is to provide an algebraic framework for the dual canonical bases of
quantum groups. Therefore, bases of cluster algebra deserve to be put under
scrutiny. The following two questions arise naturally.
Question 1.1.1. 1) How to construct bases of (quantum) cluster algebras?
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2) What are the corresponding structure constants and transition matri-
ces?
Question 1.1.2. 1) Can we construct a “dual canonical basis” of the quan-
tum cluster algebra, such that its structure constants are positive and it
contains all the quantum cluster monomials?
2) Can we identify this basis with a subset of the dual canonical basis of
certain quantum groups?
Remark 1.1.3. We expect this basis for acyclic quantum cluster algebra
to be identified with a proper subset of the dual canonical basis, because
the acyclic cluster algebras are “smaller” than general quantum groups, cf.
[GLS11].
Furthermore, by [FZ07] [Tra11], (quantum) cluster monomials vary little
when the choice of the coefficient pattern changes. If such a result holds
for the bases as well, our research on the bases will be largely simplified.
Surprisingly, to best of the author’s knowledge, this problem seems has not
been studied in literature yet.
Question 1.1.4. How does the bases data depend on the choice of the coef-
ficients and quantization? Are they controllable?
The final motivation of this paper comes from the study of quantum clus-
ter characters. In [Qin12b], the author defined quantum cluster characters
of the rigid objects of certain cluster categories, and showed that these char-
acters describe the quantum cluster monomials of acyclic quantum cluster
algebras. Nagao proposed a more general formula to describe the quantum
cluster variables of general (quantum) cluster algebras based on the theory
of non-commutative Donaldson-Thomas invariants developed by Kontsevich
and Soibelmann (up to some conjectures), cf. [KS08] [Nag10]. The following
question is natural from the representation theoretic point of view.
Question 1.1.5. Can we extend the quantum cluster character to generic
objects, such that we obtain a generic basis of the quantum cluster algebra
containing all the quantum cluster monomials?
1.2. Previous context, strategies, and results.
Previous context. Despite the many successful applications of (quantum)
cluster algebras to other areas, the basis construction problems which mo-
tivate their introduction remain largely open.
We have limited knowledge of the constructions of bases of the classical
cluster algebras. In the approach via preprojective algebra, cf. [GLS11],
Geiß, Leclerc, and Schroe¨r have shown that if G is a semi-simple complex
algebraic group and N ⊂ G a maximal nilpotent subgroup, then the co-
ordinate algebra C[N ] admits a canonical classical cluster structure whose
coefficient type is specific. They further constructed the generic basis of
C[N ], which contains the cluster monomials, and identified it with Lusztig’s
dual semicanonical basis of C[N ] [Lus00]. As another approach, recently,
Musiker, Schiffler, and Williams constructed bases for classical cluster al-
gebras arising from unpunctured surfaces with coefficients whose exchange
matrix is of full rank, [MSW11] .
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Our knowledge of the bases of the quantum cluster algebras is even more
limited. [Lam11a] [Lam11b] [DX12] [HL11] obtained partial results of Ques-
tion 1.1.2 for quivers of finite and affine type. Standard bases and partial
results of triangular bases have been obtained for acyclic quantum cluster,
cf. [BFZ05] [BZ11] [BZ12].
Deformed monoidal pseudo-categorification. In this paper, we use (deformed)
monoidal pseudo-categorifications to give a new approach to bases of (quan-
tum) cluster algebras.
Monoidal categorification was used by Hernandez and Leclerc as a new
approach to the positivity conjecture of cluster algebras, cf. [HL10]. For a
given cluster algebra A, we want to find a tensor category C together with a
well-behaved algebra isomorphism from A to the Grothendieck ring R of C.
In particular, each cluster monomial should be sent to the class of a simple
module. In the original work [HL10], the tensor category C is the tensor cate-
gory of certain finite-dimensional modules of certain quantum affine algebra,
and the isomorphism is obtained by comparing the (truncated) q-characters
of these modules with cluster characters.
Therefore, we easily arrive at the following naive idea: in order to con-
struct the bases of (quantum) cluster algebras, it suffices to study bases of
the (deformed) Grothendieck ring, and then apply the algebra isomorphism.
In this paper, we use a similar category C (closely related to quantum
loop algebras) and construct a linear map identifying the (truncated) qt-
characters with quantum cluster characters studied by the author in [Qin12b].
Our construction holds for general coefficients and quantizations, where the
linear map fails to be algebraic, thus the name “pseudo-categorification”. A
key ingredient is the observation that the failures are mild and controllable.
Therefore, in practice, we can still follow the above naive idea to study bases.
Graded quiver varieties. In order to construct this monoidal pseudo-categorification,
we need to understand the deformed Grothendieck ring and the qt-characters.
A second key ingredient of the paper is that we can understand them geo-
metrically by using Nakajima’s quiver varieties, cf. [Nak01a] [Nak04].
Recall that Nakajima’s quiver variety is a natural generalization of the
ADHM-construction of instantons. His graded quiver variety is the fixed
point subvariety with respect to a C∗-action. In [Nak11], he required the
quiver to be bipartite when constructing the graded quiver varieties.
In Section 4, we introduce a new family of graded quiver varieties for
acyclic quivers which are not necessarily bipartite. In order to remove the
bipartite restriction, we carefully change the definition of the C∗-action,
such that the resulting new graded quiver varieties (fixed point sets) still
have good properties. Then we establish the geometric foundations of our
discussion, and proceed to study the deformed Grothendieck rings and qt-
characters following the arguments of Nakajima in [Nak01a] [Nak04] [Nak11].
Furthermore, as an important application, these constructions lead to an
affirmative answer of Question 1.1.2 for acyclic quantum cluster algebras
with specific coefficients and quantization, which will be presented in the
joint work [KQ12] by Yoshiyuki Kimura and the author. In particular, by
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[KQ12, Theorem 3.3.7, Corollary 3.3.9], the result of Nakajima [Nak11] can
be generalized as the following:
When the quantum cluster algebra contains an acyclic seed, the positivity
conjecture is true. Namely, the coefficients of the cluster expansions of the
quantum cluster variables are positive with respect to any chosen seed.
Its proof depends on the Fourier-Deligne-Sato transform, cf. the recent
work by Efimov [Efi11] for an independent different approach. We shall use
some useful results obtained in the proof.
Main results. Via the pseudo-categorification approach introduced above,
we use t-analogue of q-characters to realize three bases of the acyclic quan-
tum cluster algebras for any choice of coefficients and quantizations: the
generic basis, the dual PBW basis, and the canonical basis, cf. Theorem
8.1.8 8.2.1. For such (quantum) cluster algebras, we obtain affirmative an-
swers to Question 1.1.1, 1.1.2(1), 1.1.5, cf. sections 8.2 8.3.
In the last section of the paper, we develop the correction technique for
general quantum cluster algebras, cf. Theorem 9.1.2, which has been implic-
itly used in previous sections when we measure the failures of the monoidal
categorification in [KQ12]. In the acyclic case, we obtain an affirmative
answer to Question 1.1.4, cf. sections 8.2 8.3.
Remark 1.2.1. By the joint work of Kimura with the author [KQ12], 1.1.2(2)
has an affirmative answer for acyclic quantum cluster algebra of a specific
choice of coefficients and quantization. For a general choice, it seems un-
likely that we can find a reasonable identification which preserves the multi-
plication. First, the number of the generators of the center of the quantum
group restricts the possible number of the frozen vertices. Second, if we fix
the initial seed of the given quantum cluster algebra and identify the initial
variables with a collection of generators of the quantum group, the identifi-
cation will fail to preserve the multiplication if we make any change to the
quantization (Λ-matrix) of the initial seed. However, our observations do
not rule out the possibility of establishing a new identification by choosing a
different quantum group or different generators (of both algebras).
It should be mentioned that, despite that the results on the generic quan-
tum cluster characters and the quantum generic basis seem very natural,
their proof needs the full power of the graded quiver varieties and the ex-
istence of the monoidal categorification. For the moment, the author does
not see any alternative approach.
1.3. Plan of the paper. In section 2, we recall notations of quantum clus-
ter algebras arising from ice quivers.
In section 3, we show how the cluster expansions of quantum cluster
variables (monomials) of quantum cluster algebras with arbitrary compatible
pairs can be deduced from those with unitally compatible pairs.
In section 4, we study a family of new graded quiver varieties by choosing
a new torus action. Then we follow the statements of [Nak11] to construct
the deformed Grothendieck ring Rt.
In section 5, we define the t-analogue of q-characters for these graded
quiver varieties.
In section 6, we collect useful results from [KQ12] on generic characters.
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In section 7, we measure the failure of these characters being isomorphism.
Our constructions allow to quantize [Nak11] by comparing the qt-characters
with the quantum cluster characters in [Qin12b].
In section 8, we construct bases of acyclic quantum cluster algebra for
any choice of coefficients and quantizations. We also study their transition
matrices and structure constants.
Finally, in section 9, we establish the correction technique for general
quantum cluster algebras.
2. Preliminaries
We refer the readers to [Qin12a] or [KQ12, Section 2] for details, whose
conventions will be briefly recalled here.
2.1. Quantum cluster algebras. We first recall the definition of a quan-
tum cluster algebra, cf. [BZ05]. Let (Λ, B˜) denote a compatible pair, namely
we have
Λ(−B˜) =
[
D
0
]
,(1)
where the B-matrix B˜ is an m×n integer matrix and the Λ-matrix Λ is an
m×m integer matrix for some integers m ≥ n, and D is a diagonal matrix
with strictly positive integers on the diagonal. The principal part B of B˜ is
defined to be its upper n× n submatrix.
We use v to denote the formal parameter q
1
2 , while v2 is sometimes de-
noted by q. The quantum torus T = T (Λ) associated with the Λ-matrix Λ
is the Laurent polynomial ring Z[v±][x±1 , . . . , x±m], whose usual product · is
often omitted. Let ZP [q±
1
2 ] denotes its subring Z[v±][x±n+1, . . . , x±m], which
we call the coefficient ring.
The matrix product gTΛh, g, h ∈ Zm, is denoted by Λ(g, h), where we
use gT to denote the matrix transposition of g. Then we endow T with the
twisted product ∗ such that we have
xg ∗ xh = vΛ(g,h)xg+h
for any degrees g and h in Zm. The natural involution of T which sends v
to v−1 is denoted by ( ).
We fix an n-regular tree Tn with root t0. Recursively, we can associate a
quantum seed (Λ(t), B˜(t), x(t)) with each vertex t of the n-regular tree such
that we have
(1) (Λ(t0), B˜(t0), x(t0)) = (Λ, B˜, x), where x = (x1, · · · , xm), and
(2) if there exists an edge labeled k connecting two vertices t and t′, then
the two quantum seeds (Λ(t′), B˜(t′), X(t′)) and (Λ(t), B˜(t), X(t)) are
related by the mutation at k, cf. [KQ12].
We define the x-variables to be xi(t), 1 ≤ i ≤ m, t ∈ Tn. Those x-
variables xi(t) with 1 ≤ i ≤ n are called the quantum cluster variables.
The quantum cluster monomials are the monomials of the quantum cluster
variables contained in any common quantum seed.
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Let F denote the skew-field of fractions of the quantum torus T . The
quantum cluster algebra Aq over (R, v) is the (+, ∗)-subalgebra of the skew-
field generated by the x-variables and the elements x−1j for all j > n. Ac-
cording to the Quantum Laurent phenomenon, cf. [BZ05, Section 5], Aq is
contained in the quantum torus T .
When we specialize v to 1, we obtain the classical cluster algebra A =
Aq|v 7→1, which we also denote by AZ.
2.2. Coefficient types (frozen patterns). We use Q to denote a quiver
whose set of vertices is labeled by I = {1, . . . , n}. Any arrow h of Q points
from its source s(h) to its target t(h). By reversing the direction of h, we
obtain a new arrow h. By reversing all the arrow directions, we obtain the
quiver Qop.
Let Q˜ be a quiver with vertices vertices {1, . . . ,m} which contains Q as
a full sub-quiver. Q is called the principal part of Q˜ and Q˜ is called an
ice quiver. The set of the frozen vertices {n+ 1, . . . ,m} and all the arrows
incident to them is called the coefficient type (or frozen pattern) of the ice
quiver Q˜, which we denote by Q˜−Q.
We associate with Q˜ an m × n integer matrix1 B˜ = (bij) such that we
have
bij = ]{h ∈ Q˜|s(h) = i, t(h) = j} − ]{h ∈ Q˜|s(h) = j, t(h) = i}.
Similarly, we associate with Q an n× n-matrix B = BQ.
Q is called acyclic if it has no oriented cycles. We refer the reader to
[KQ12] or [Qin12a] for the definition of bipartite quivers and level l ice
quivers with z-pattern.
Example 2.2.1. (1) Figure 1 is an example of acyclic quiver (which is not
bipartite).
(2) Figure 2 is an example of a level 1 ice quiver with z-pattern whose
principal part is given by Figure 1. Notice that since B
Q˜
is invertible, its
inverse provides a canonical choice of Λ such that (Λ, B˜) is a compatible
pair.
3. Quantum cluster variables via normalization
Let Q˜ be an ice quiver with principal part Q and B˜ its associated m× n
matrix. Let Aq be the quantum cluster algebra associated with a compatible
pair (Λ, B˜) such that Λ(−B˜) =
[
D
0
]
.
Following [Ami09] [Pla11c], we choose a generic potential W˜ associated
with the ice quiver Q˜ and construct the corresponding cluster category
C
(Q˜,W˜ )
, which will be denoted by C
Q˜
for simplicity. Then to each 1 ≤ i ≤ m
and t ∈ Tn, we can associate an object Mi(t) in the cluster category. Further-
more, we have a map ind( ) sending each object in C
Q˜
to its index ind(Mi(t))
in Zm such that ind(Mi(t0)) = ei. We refer the reader to [Qin12a, Section
2.2.2] for details.
1Notice that this convention is opposite to that of [Nak11].
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Figure 1. An acyclic quiver which is not bipartite
1
2
3
4
5
6
Figure 2. A level 1 ice quiver with z-pattern
First choose Q˜−Q and Λ such that D is the identity matrix 1n. Because
the quantum F -polynomials exist, cf. [Tra11, Theorem 5.3], the quantum
cluster variables take the form
xi(t) =
∑
v∈Nn
ci,v(q
1
2 )xind(Mi(t))+B˜v,(2)
for some bar-invariant Laurent polynomials ci,v ∈ Z[t±]. For general Q˜−Q
and Λ, we have the following result.
Theorem 3.0.2. Assume D is a matrix whose diagonal entries are equal
to δ ∈ Z>0. Then in Aq, we have
xi(t) =
∑
v∈Nn
ci,v(q
δ
2 )xind(Mi(t))+B˜v.(3)
Proof. Consider the 2n× 2n-matrix(
B −1n
1n 0
)
.
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Denote its inverse by −Λ1. Its submatrix B˜′ =
(
B
1n
)
is the 2n × n-matrix
associated with the ice quiver with principal coefficient Q˜′ and principal part
Q. We have the objects M ′i(t) in the cluster category CQ˜′ , and the map ind′.
Notice that (Λ1, B˜
′) is a unitally compatible pair, and we have the asso-
ciated quantum cluster algebra Aq1.
Inspired by [Tra11, Proposition 5.1], we consider the 2n× 2n-matrix
Λ2 =
(
0 −D
D BD
)
.
The pair (Λ2, B˜
′) is again compatible. In fact, one can check that Λ2 = δ ·Λ1.
Denote the associated quantum cluster algebra by Aq2.
Since Λ2 is divisible by δ, we can view Aq2 as a quantum cluster algebra
over (Z[v±], v) with v = q
δ
2 and the initial compatible pair is (Λ2/δ, B˜
′).
Then by sending q
1
2 to q
δ
2 , Aq1 is identified with Aq2. In Aq2, we have
xi(t) =
∑
v∈Nn
ci,v(q
δ
2 )xind
′(M ′i(t))+B˜
′v
=(
∑
v
ci,v(q
δ
2 )q−
1
2
Λ2(B˜′v,g˜i,1)xB˜
′v) ∗ xind′(M ′i(t))
for the vectors g˜i,1 = ind
′(M ′i(t)).
Finally, by [Tra11, Theorem 5.3] quantum F -polynomials exist. There-
fore, the quantum cluster variables in Aq can be written as
xi(t) =(
∑
v
ci,v(q
δ
2 )q−
1
2
Λ2(B˜′v,g˜i,1)xB˜v) ∗ xind(Mi(t))
=
∑
v∈Nn
q
1
2
fi,vci,v(q
δ
2 )xind(Mi(t))+B˜v.
for some integers fi,v ∈ Z. Notice that {X g˜i+B˜v|v ∈ Nn} is linearly indepen-
dent over Z[q±
1
2 ] because we can show that B˜ is full rank. Since Xi(t) and
ci,v are bar-invariant, all fi,v must vanish. 
4. Graded quiver varieties
This section contains proofs of properties of our new graded quiver vari-
eties, which are needed by [KQ12] and later sections of this paper.
We begin with constructing some graded quiver varieties associated with
acyclic quivers. Our graded quiver varieties are slightly different from the
original ones in [Nak01a]. Thanks to our modified definition, we can show
the existence of suitable stratifications for arbitrary acyclic quivers (Propo-
sition 4.3.5). To prove this and other geometric properties, we adapt Naka-
jima’s original arguments in [Nak98], [Nak01a].
Remark 4.0.3. It seems likely that our definition should still enjoy the link
with quantum loop algebras established in [Nak01a]. However, since Lie the-
ory is not the major focus in this paper, we do not recheck the link. There-
fore, when we follow any useful arguments in [Nak01a], the Lie theoretic
expressions should be replaced with their geometric counterparts.
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4.1. Graded quiver varieties. We first give the definitions of the graded
quiver varieties.
Fix a quiver Q which is acyclic, cf. Section 2.2. We label its vertices such
that there is no arrows from i to j if i ≥ j. The associated Cartan matrix
C = (cij) is given by
cij =
{
2 if i = j
−|bij | if i 6= j .(4)
Let Cq denote the linear map from ZI×(
1
2
+Z) to ZI×Z such that for any
ξ ∈ ZI×( 12+Z), the image Cqξ is given by
(Cqξ)k(a) = ξk(a− 1
2
) + ξk(a+
1
2
)−
∑
j:k<j≤n
bkjξj(a− 1
2
)−
∑
i:1≤i<k
bikξi(a+
1
2
).
(5)
Definition 4.1.1 (q-Cartan matrix). The map Cq is the q-analogue of the
Cartan matrix C.
The map Cq induces a map from ZI×R to ZI×R, which we denote by Cq
by abuse of notation. It follows that Cq[d] equals [d]Cq for any d ∈ R, where
[d] is the natural degree shift.
Lemma 4.1.2. Let ξ1, ξ2 ∈ ZI×R be any two given vectors, such that at
least one of them has finite support, then we have
ξ2 · Cqξ1[−1
2
] = Cqξ
2 · ξ1[−1
2
].(6)
Proof. To prove the equation, it suffices to expand both sides:
LHS =
∑
k,a
ξ2k(a) · (ξ1k(a) + ξ1k(a− 1)−
∑
i:i<k
bikξ
1
i (a)−
∑
j:k<j
bkjξ
1
j (a− 1))
=
∑
k,a
(ξ2k(a−
1
2
) + ξ2k(a+
1
2
)−
∑
j:k<j
bkjξ
2
j (a−
1
2
)
−
∑
i:i<k
bikξ
2
i (a+
1
2
)) · ξ1k(a−
1
2
)
= RHS.

Notice that there is a lexicographical order on the set I×R, which is also
called the weight order <w in [Qin12a].
Define E to be {ξ ∈ ZI×Z|ξk(a) = 0, ∀k ∈ I, a 0}.
Lemma 4.1.3. (1) Cq induces a bijection between E[
1
2 ] and E.
(2) Cq induces a bijection between E and E[−12 ].
Proof. Since Cq commutes with [
1
2 ], it suffices to show 1). Consider the
block matrix of the restricted map Cq[
1
2 ] from E to E, whose components
are indexed by (i, a)× (j, b), i, j ∈ I, a, b ∈ Z. It is lower unitriangular with
respect to the lexicographical order on I × R. Notice that E is bounded
below. The claim follows. 
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Therefore, it makes sense to talk about the inverses of the above bijections,
which are both denoted by C−1q .
Next, we generalize the graded quiver varieties of [Nak11] from the bipar-
tite to the acyclic case, modifying the original construction via the lexico-
graphical order. We follow the convention of [Qin12a] and consider bigraded
dimension vectors w = (wi(a))i∈I,a∈Z and v = (vi(b))i∈I,b∈Z+ 1
2
. We always
assume that they have non-negative components and finite supports. Let
W = Cw = ⊕i,aWi(a) and V = Cv = ⊕i,bVi(b) be the associated bigraded
vector spaces. If two I × R-graded vectors are given, such that at least one
of them has finite support, their scalar product · is well defined.
We say a pair (v, w) is l-dominant if the difference w−Cqv is contained in
NI×Z. We say (v, w) dominates (v′, w′), which we denote by (v, w) ≥ (v′, w′)
(dominance order), if there exists some v′′ ∈ NI×(Z+ 12 ) such that w′−Cqv′ =
w − Cq(v + v′′). We denote w′ ≤ w if (0, w′) ≤ (0, w).
For any v, v′ ∈ NI×(Z+ 12 ), w ∈ NI×Z, which have finite supports, we define
L•(v, v′) = ⊕(i,b) Hom(Vi(b), V ′i (b)),
L(w, v) = ⊕(i,a) Hom(Wi(a), Vi(a−
1
2
)),
L(v, w) = ⊕(i,b) Hom(Vi(b),Wi(b−
1
2
)),
E(v, v′) = (⊕h∈Ω,bHom(Vs(h)(b), V ′t(h)(b)))⊕ (⊕h∈Ω,bHom(Vs(h)(b), V ′t(h)(b− 1))),
where Ω and Ω are the sets of arrows of the quivers Qop and Q respectively.
Let H be the union of Ω and Ω, and  the function on H such that it sends
Ω to 1 and Ω to −1 respectively. The vector space E(v, v′) consists of the
elements (Bh)h∈H , where Bh = ⊕b∈Z+ 1
2
Bh,b and Bh,b is any linear map from
Vs(h)(b) to V
′
t(h)(b+
(h)−1
2 ). The function  acts on Bh by Bh = (h)Bh.
Define the vector space
(7) Rep•(Qop, v, w) = E(v, v)⊕ L(w, v)⊕ L(v, w),
whose points are given by
(B,α, β) =((Bh)h∈H , α, β)
=((bh)h∈Ω, (bh)h∈Ω, (αi)i, (βi)i)
=((⊕bbh,b)h∈Ω, (⊕bbh,b)h∈Ω, (⊕aαi,a)i, (⊕bβi,b)i).
(8)
The restriction of the moment map for ungraded quiver varieties becomes
the map
µ : Rep•(Qop, v, w)→ L•(v, v[−1])
such that we have
µ(B,α, β) = ⊕i,b(
∑
h∈Ω
(bh,bbh,b+1 − bh,b+1bh,b+1) + αi,b+ 12βi,b+1).(9)
Example 4.1.4. Figure 3 provides an example of Rep•(Qop, v, w), whose
rows and columns are indexed by I-degrees and R-degrees respectively.
The base change group Gv =
∏
i,aGL(Vi,a) naturally acts on µ
−1(0). De-
fine χ to be the character which sends any group element g to
∏
i,a(det gi,a)
−1.
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deg = −12
V1(−12)
V2(−12)
V3(−12)
h
deg = −32
V1(−32)
V2(−32)
V3(−32)
. . .
deg = 0
W1(0)
W2(0)
W3(0)
. . .
deg = −1
W1(−1)
W2(−1)
W3(−1)
α1β1
h
Figure 3. Vector space Rep•(Qop, v, w)
Let µ−1(0)s denote the set of χ-stable points in µ−1(0) and M•(v, w)
the free quotient µ−1(0)s/Gv. This is a quasi-projective variety. Define
M0•(v, w) to be the affine variety Spec(C[µ−1(0)]Gv). Let pi denote the
canonical projective morphism from M•(v, w) to M0•(v, w). For any point
x in M0•(v, w), denote pi−1(x) by m•x(v, w). We also denote pi−1(0) =
L• = L•(v, w). The varieties M•(v, w), M0•(v, w), L•(v, w) are called
graded quiver varieties.
In the rest of this section, we verify important properties of graded quiver
varieties.
4.2. Ungraded quiver varieties. We first recall important properties of
ungraded quiver varieties.
Let V and W be finite-dimensional I-graded complex vector spaces (with-
out Z-grading). In analogy with the previous subsection, we have vector
spaces
L(V, V ) = ⊕iHom(Vi, Vi)
L(W,V ) = ⊕iHom(Wi, Vi)
L(V,W ) = ⊕iHom(Vi,Wi)
E(V, V ) = ⊕h∈H Hom(Vs(h), Vt(h)).
Consider the symplectic vector space Rep(Qop, V,W ) = L(W,V )⊕L(V,W )⊕
E(V, V ). The associated moment map µ : Rep(Qop, V,W ) → L(V, V ) takes
a point (B,α, β) of Rep(Qop, V,W ) to
µ(B,α, β) = (B)B + αβ.
Following the arguments of [Nak98], we consider the GL(V )-variety µ−1(0),
and fix the character χ of GL(V ) such that χ(g) =
∏
i(det gi)
−1. Then
we can construct the geometric invariant theory quotient (GIT quotient for
short)M(V,W ) with respect to χ and the categorical quotientM0(V,W ) by
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the action of GL(V ) together with the projective morphism pi :M(V,W )→
M0(V,W ).
The points inM0(V,W ) are in bijection with the closed orbits in µ−1(0).
A point (B,α, β) in such a closed orbit is called a representative of the
corresponding point inM0(V,W ), which is denoted by [B,α, β]. Let µ−1(0)s
be the open subset of µ−1(0) consisting of the χ-stable points. It is well
known that GL(V ) acts freely on µ−1(0)s. Therefore, the points ofM(V,W )
are in bijection with the orbits of µ−1(0)s. Again, a point (B,α, β) of such a
free orbit is called a representative of the corresponding point in M(V,W ),
denoted by [B,α, β].
Proposition 4.2.1 ([Nak98, Corollary 3.12]). The variety M(V,W ) is
smooth.
Given any two vectors v, v′ such that v ≤ v′ (with respect to the coordinate-
wise order), there is a natural embedding of M0(V,W ) into M0(V ′,W )
given by extending the coordinates of the representatives by zero. Take all
possible v and define M0(W ) = ∪VM0(V,W ) to be the direct limit of all
the embeddings. It is possibly infinite-dimensional, cf. [Nak01a, 2.5].
Let [B,α, β] be a point inM(V,W ) and let x = (B,α, β) be its represen-
tative. Suppose that we have a B-invariant filtration of V
0 ⊂ F 0 ⊂ F 1 ⊂ . . . ⊂ F t = V,
where Imα ⊂ F 0. Let gr0α denote the morphism from W to F 0 such
that its composition with the inclusion F 0 → V is α. Let gr0β denote
the restriction of β to F 0. For 1 ≤ s ≤ t, let grsB denote the endomor-
phism which B induces on F s/F s−1 and grB = ⊕1≤s≤tgrsB the endomor-
phism on ⊕1≤s≤tF s/F s−1. The induced representative grx is defined to be
(grB, gr0α, gr0β), cf. [Nak98, Definition 3.19].
Proposition 4.2.2. [Nak98, Proposition 3.20] Let [B,α, β] be a point in
M(V,W ) and let x = (B,α, β) be its representative. Then there exists a
B-invariant filtration of V
0 ⊂ F 0 ⊂ F 1 ⊂ . . . ⊂ F t = V,
such that Imα ⊂ F 0 and the induced triple grx = (grB, gr0α, gr0β) is a
representative of pi([B,α, β]).
If Ĝ is a subgroup of Gv, we denote by (Ĝ) the conjugacy class of Ĝ.
There is a natural stratification M0(V,W ) = unionsq(Ĝ)M0(V,W )(Ĝ), such that
each stratum is the set of the points [B,α, β] which have representatives
(B,α, β) with the stabilizers in the conjugacy class (Ĝ).
Proposition 4.2.3 (3.27,[Nak98]). Let [B,α, β] be a point in M0(V,W )(Ĝ)
for some nontrivial Ĝ. Then there is a representative (B,α, β) and a de-
composition
V = V 0 ⊕ (V 1)⊕v̂1 ⊕ · · · ⊕ (V r)⊕v̂r ,
such that we have
(1) B(V s) ⊂ V s for each summand V s, 0 ≤ s ≤ r;
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(2) if s 6= s′, there is no isomorphism from V s to V s′ that commutes
with B;
(3) Imα is contained in V 0, and V s is contained in Ker β for all s > 0;
(4) the restriction of (B,α, β) to V 0 has the trivial stabilizer in
∏
i∈I GL(V
0
i );
(5) the subgroup
∏
i∈I GL(V
s
i ) meets Ĝ only in the scalar subgroup C∗ ⊂
GL(V );
Remark 4.2.4. Restricting the equation µ(B,α, β) = 0 to each summand
V s, s > 0, we see that V s is a module over the preprojective algebra asso-
ciated with Qop with respect to the restriction of the B-action. It has the
minimal possible stabilizer C∗ and a closed orbit under the
∏
iGL(V
s
i ) ac-
tion. Therefore, it is a representative of a point in the categorical quotient
M0(V s, 0).
We callM0(V,W )({1}) the regular stratum and denote it byM0reg(V,W ).
It is known that the restriction of pi gives an isomorphism from pi−1(M0reg(V,W ))
to M0reg(V,W ).
Assume x is a point in M0reg(V 0,W ), which is naturally embedded into
a quotient M0(V,W ). Let T be the tangent space of M0reg(V,W ) at x.
Since M0reg(V 0,W ) is non-empty, (V 0,W ) is l-dominant. Define W⊥ =
CdimW−CdimV 0 , V ⊥ = CdimV−dimV 0 . We have the following theorem.
Theorem 4.2.5 (Theorem 3.3.2, [Nak04]). There exist neighborhoods U ,
UT , U⊥ of x ∈ M0(V,W ), 0 ∈ T , 0 ∈ M0(V ⊥,W⊥) respectively, and
biholomorphic maps U → UT ×U⊥, pi−1(U)→ UT × pi−1(U⊥), such that the
following diagram commutes:
M(V,W ) ⊃ pi−1(U) −−−−→∼= UT × pi
−1(U⊥) ⊂ T ×M(V ⊥,W⊥)
pi
y y1×pi
M0(V,W ) ⊃ U −−−−→∼= UT × U
⊥ ⊂ T ×M0(V ⊥,W⊥)
For any two I-graded vector spaces V , V ′, define L(V, V ′) = ⊕iHom(Vi, V ′i ),
E(V, V ′) = ⊕hHom(Vs(h), V ′t(h)).
For a point (B,α, β) ∈ µ−1(0), we consider the following complex
L(V, V )
ι−→ E(V, V )⊕ L(W,V )⊕ L(V,W ) dµ−→ L(V, V ),(10)
where dµ is the differential map of µ, and for ξ ∈ L(V, V ), we have
ι(ξ) = (⊕h∈Ω(Bhξ − ξBh))⊕ (−ξα)⊕ (βξ).(11)
Then the tangent space ofM(V,W ) at [B,α, β] is isomorphic to the middle
cohomology of this complex.
4.3. Graded quiver varieties as fixed point sets. In this subsection,
we check the properties of our new graded quiver varieties by using the tech-
nique developed by Nakajima in his previous works. The results obtained
in this subsection provide the geometric foundations for [KQ12].
Let V and W be as in Section 4.2. Using the fixed point technique
developed in [Nak01a], we can deduce the properties of our graded quiver
varieties from their ungraded version in Section 4.2.
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Choose a torus action2 of C∗ on Rep(Qop, V,W ), such that for any ε ∈ C∗,
we have
ε(α, β, bh, bh) = (ε
nα, εnβ, ε2(s(h)−t(h))bh, ε2(n−s(h)+t(h))bh).
Taking into account of the natural action of GL(W ) on Rep(Qop, V,W ),
we get a group action of GL(W )× C∗ on this space.
Since the actions of GL(W )×C∗ and GL(V ) commute, GL(W )×C∗ acts
on the quiver varieties M(V,W ) and M0(V,W ) and it commutes with the
projective morphism pi.
Take a pair (s, ε), such that s ∈ GL(W ) is semisimple, and ε is not a
root of unity. It generates a cyclic subgroup, whose closure with respect
to the Zariski topology is denoted by A. As in [Nak01a], let [B,α, β] be a
point inM(V,W )A and (B,α, β) be any representative of it. There exists a
group homomorphism ρ(B,α,β) from A to GL(V ) such that for any element
a ∈ A, we have a(B,α, β) = ρ(B,α,β)(a)−1(B,α, β). The conjugacy class of
ρ(B,α,β) is independent of the choice of the representative (B,α, β) because
the actions of GL(V ) and A commute. So we can denote it by [ρ[B,α,β]].
Lemma 4.3.1 ([Nak01a, Section 4.1]). The map from M(V,W )A to the
conjugacy classes of the group homomorphisms from A to GL(V ), sending
[B,α, β] to [ρ[B,α,β]], is locally constant.
Proof. Since A is generated by the element a = (s, ε), it suffices to study
the conjugacy class [ρ[B,α,β](a)].
First, we show that [ρ[B,α,β](a)] is continuous in [B,α, β]. Recall that
µ−1(0)s is a principal GL(V )-bundle over M(V,W ). Denote the fibre map
by p. Take a trivialization. Let U be any chart. For any continuous curve
[x(t)], 0 ≤ t ≤ 1, the curve [xU (t)] = U∩[x(t)] in U∩M(V,W )A can be lifted
to a continuous curve xU (t) = [xU (t)]×{e} in (U×GL(V ))∩p−1(M(V,W )A),
where e denotes the identity of GL(V ). Then the fibre coordinates of the
continuous curve a−1xU (t) are described by ρx(t)(a). Recall that the transi-
tion between different charts is given by conjugating. Therefore, the conju-
gacy class [ρ[x(t)](a)] is continuous on the curve [x(t)].
Since s is semi-simple and ρ : A → GL(V ) is a group homomorphism,
the Jordan form of ρx(t)(a) is a discrete subset in the set of the conjugacy
classes of GL(V ). Therefore, [ρ[x(t)](a)] is locally constant. 
We denote the collection of the points [B,α, β] with the common con-
jugacy class [ρ] by M([ρ]). Then M([ρ]) is a union of connected compo-
nents of M(V,W )A. It follows that we have piM(V,W )A = ∪[ρ]piM([ρ]) =
unionsq[ρ]piM([ρ]). Denote each stratum piM([ρ]) by M0([ρ]).
Fix the conjugacy class [ρ]. Using the eigenvalues and the eigenspaces
of s and ρ(s, ε), we can endow W and V with gradings. Assume W and
V have eigenspace decompositions W = ⊕iWi = ⊕i;a∈ZWi(a), V = ⊕iVi =
⊕i;a∈ZVi(a + 12), where Wi(a) and Vi(a + 12) have eigenvalues ε2(an+i−1),
ε2((a+
1
2
)n+i−1) respectively. Associate to [ρ(s, ε)] the bigraded vectors w =
(dimWi(a)), v = (dimVi(a)). We can identifyM([ρ]) with the graded quiver
2The choice is not unique. In fact, different choices might give isomorphic graded quiver
varieties.
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variety M•(v, w). Similarly, the graded categorical quotient M0•(v, w) is
identified with the subvariety M0([ρ]) of M0(V,W ).
Remark 4.3.2. If we take the C∗-action in [Nak11], the representatives of
the fixed points in the sub-varietiesM([ρ]) do not take the form of represen-
tations of the quiver in Figure 3. For example, let the quiver Q be given by
Figure 1. For simplicity, let us assume w2 = 0. Then these representatives
are representations of the quiver in Figure 4, where the black arrows arise
from those of Qop, the green arrows arise from those of Q, and the orange
arrows correspond to the linear maps αi(a), βi(a), i ∈ I, a ∈ Z.
Such representations do not suit our purpose.
· · · · · ·
V1(1)
V2(1)
V3(1)
V1(2)
V2(2)
V3(2)
V1(3)
V2(3)
V3(3)
V1(4)
V2(4)
V3(4)
W3(4)
W1(4)
W3(3)
W1(3)
W3(2)
W1(2)
W3(1)
W1(1)
Figure 4. The vector space Rep•(Qop, v, w) for Q acyclic
and the C∗-action of [Nak11]
The graded version of Proposition 4.2.1 implies that the graded quiver
variety M•(V,W ) is smooth.
Proposition 4.3.3 ([Nak94, Corollary 5.5] [Nak01a, Proposition 4.1.2]).
M([ρ]) is homotopic to L(V,W ) ∩M([ρ]).
Proof. By using Slodowy’s technique [Slo80, Section 4.3], Nakajima has
shown that M(V,W ) is homotopic to L(V,W ) in [Nak94], and he has also
proved this proposition with a different GL(W ) × C∗-action in [Nak01a].
The technique remains valid here. We shall briefly recall it.
Equip the space rep(Qop, V,W ) with the C∗-action such that we have
ε(Bh, Bh, α, β) = (Bh, εBh, α, εβ) for any ε ∈ C∗. It commutes with the
GL(V )-action. Furthermore, the set of the stable points µ−1(0)s is invariant
under this action. Therefore, we obtain a C∗-action on M(V,W ). We have
L(V,W ) = {[x] ∈M(V,W )| lim
ε→∞ ε[x] exists}.(12)
Now the technique of Slodowy [Slo80, 4.3] implies that, via this C∗-action,
M(V,W ) retracts to a neighborhood of L(V,W ), such that L(V,W ) is a
strong deformation retract of this neighborhood.
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Because our A-action commutes with this C∗-action, we can apply the
above constructions to theA-fixed subsets Rep•(Qop, v, w),M•(v, w), L•(v, w).
Then the proposition is verified. 
Let us defineM0•reg(v, w) =M0•reg([ρ]) = pi(pi−1(M0reg(V,W ))∩M([ρ])).
Then the morphism pi is an isomorphism from pi−1(M0•reg(v, w)) toM0•reg(v, w).
The maps in Theorem 4.2.5 commute with the GL(W )× C∗ action. Re-
strict the maps to the subvarieties M•(v, w), M•(v⊥, w⊥) of M(V,W ),
M(V ⊥,W⊥) respectively. We obtain a transversal slice theorem for graded
quiver varieties.
For any x ∈ M0•reg(v0, w) ⊂ M0•(v, w), let T denote the its tangent
space in M0•reg(v, w). Define w⊥ and v⊥ to be w − Cqv0 and v⊥ = v − v0
respectively.
Theorem 4.3.4 (Transversal slice). There exist neighborhoods U , UT , U⊥
of x in M0•(V,W ) and the origins in T , M0•(v⊥, w⊥) respectively, and
biholomorphic maps U → UT ×U⊥, pi−1(U)→ UT × pi−1(U⊥), such that the
following diagram commutes:
M•(v, w) ⊃ pi−1(U) −−−−→∼= UT × pi
−1(U⊥) ⊂ T ×M(v⊥, w⊥)
pi
y y1×pi
M0•(v, w) ⊃ U −−−−→∼= UT × U
⊥ ⊂ T ×M0•(v⊥, w⊥)
Notice that the fibre pi−1(x) is biholomorphic to the fibre L•(v⊥, w⊥) over
the origin.
Proposition 4.3.5. The affine graded quiver variety M0•(v, w) admits a
stratification
unionsq(v′,w)≥(v,w)M0•reg(v′, w).(13)
Proof. It suffices to show
pi(M(V,W )A) = unionsqV ′pi(pi−1(M0reg(V ′,W )) ∩M(V,W )A)(14)
for each pair of vector spaces (V,W ). Then we obtain (13) by restricting (14)
to the subvarietyM0•(v, w) =M0([ρ]) for the conjugacy class [ρ] associated
with (v, w).
We claim that every point [B,α, β] of pi(M(V,W )A) is contained in the
right hand side of (14). Using Proposition 4.2.3 and Remark 4.2.4, we see
that [B,α, β] belongs to some M0(V,W )(Ĝ). If Ĝ equals {e}, the claim is
true. Otherwise, choose the representative (B,α, β) in Proposition 4.2.3 and
consider the B actions on all the summand V s, s > 0. If the actions are
trivial, [B,α, β] lies in the regular stratum M0reg(V 0,W ), and the claim
follows easily. If the action is nontrivial for some V s, s > 0, we obtain
a point other than 0 in the categorical quotient M0(V s, 0). Because the
GL(W )×C∗-action is compatible with the decomposition of V in Proposition
4.2.3, ρ(B,α,β) stabilizes the decomposition. Let v
s be the bigraded vector
associated with the ρ(B,α,β)-action on V
s. As in Remark 4.2.4, V s is a
representative of a nonzero point in M0•(vs, 0). However in our setting
M0•(vs, 0) is the categorical quotient of the vs-dimensional representations
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of some acyclic quiver, which is always equal to {0}. This contradiction
implies that the B-action on V s must be trivial. 
Remark 4.3.6. When Q is of Dynkin type, the ungraded version of the
proposition holds, cf. [Nak01a, Proposition 2.6.3]. However, it does not nec-
essarily hold when Q is not of Dynkin type, cf. Example 10.10 in [Nak98].
In general, whether the proposition is true or not depends on the choice of
the GL(W )× C∗-action.
Let m be any integer. Following [Nak01a, Section 2.8], we define a C∗-
module structure L(m) on C by
ε · v = εmv,(15)
where ε ∈ C∗, v ∈ C.
For a C∗-module M, we denote the C∗-module L(m)⊗CM by qmM .
As in [2.9, [Nak01a]], µ−1(0)s is a principal GL(V )-bundle overM(V,W ).
Therefore, for any i ∈ I, we can view the vector space Vi as an associated
vector bundle by using the natural GL(Vi) action. Also, it is naturally
a GL(W ) × C∗-equivariant vector bundle such that GL(W ) acts trivially.
Similarly, we view Wi as a GL(W ) × C∗-equivariant vector bundle over
M(V,W ) by using the GL(Wi)× C∗ action such that C∗ acts trivially.
For each k ∈ I, we have the following complex C∗k = (σk, τk) of GL(W )×
C∗-equivariant vector bundles:
C∗k : q
−2nVk
σk−→ ((⊕j:i<kq2(k−i−n)V ⊕biki )⊕ (⊕j:j>kq2(j−k)V
⊕bkj
j )⊕ q−nWk)
τk−→ Vk,
(16)
where σk = (⊕h∈H,s(h)=kBh)⊕βk, τk =
∑
h∈Ω,t(h)=k Bh−
∑
h∈Ω,t(h)=k Bh+αk
are GL(W )× C∗-equivariant morphisms. This complex is just the complex
in [Nak98, 4.2] with a modification of GL(W ) × C∗-action. Let the middle
term be the degree 0 component.
Proposition 4.3.7 ([Nak01a, Lemma 2.9.2, Lemma 2.9.4]). Fix a point
[B,α, β] ∈M(V,W ) and consider C∗k as a complex of vector spaces, k ∈ I.
1) The cohomology H−1(C∗k) vanishes.
2) If the image pi([B,α, β]) ∈ M0(V,W ) is contained in some regular
stratumM0reg(V ′,W ) ⊂M0(V,W ), then V ′ equals V if and only if H1(C∗k)
vanishes for all k ∈ I.
Fix a graded quiver varietyM•(v, w) =M([ρ]). Let (C∗k)• be the restric-
tion of C∗k to M•(v, w). Then the complex (C∗k)• decomposes as
(C∗k)
• = ⊕b∈Z+ 1
2
C∗k(b),(17)
where the complexes C∗k(b) = (σk(b), τk(b)) are given by
q−2nVk(b)
σk(b)−−−→ ((⊕j:i<kq2(k−i−n)Vi(b)⊕bik)⊕ (⊕j:j>kq2(j−k)Vj(b− 1)⊕bkj )⊕ q−nWk(b− 1
2
))
τk(b)−−−→ Vk(b− 1).
(18)
The decomposition commutes with the A-action.
We have the following analogue of Proposition 4.3.7 in graded cases.
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Proposition 4.3.8. 1) The cohomology H−1((C∗k)
•) vanishes.
2) The image pi([B,α, β]) ∈M0•(v, w) is contained in the regular stratum
M0•reg(v, w) if and only if H1((C∗k)•) vanishes, ∀k ∈ I.
Proof. Part 1) follows from Proposition 4.3.7 by restriction. For part 2), we
additionally use Proposition 4.3.5. 
Theorem 4.3.9. M•(v, w) is connected.
Proof. The statement follows from the arguments in the proof of [Nak01a,
Theorem 5.5.6]. Notice that, since our GL(W )×C∗-action is different from
that of [Nak01a], we don’t need the condition |bij | ≤ 1, 1 ≤ i, j ≤ n, in
[Nak01a, Theorem 5.5.6]. 
As a consequence, the smooth variety M•(v, w) is irreducible.
Proposition 4.3.10 ([Nak01a, Corollary 5.5.5]). On a nonempty open sub-
set of M•(v, w), we have
codim Im τk(b) = max(0,− rank(C∗k(b))).(19)
Lemma 4.3.11. (rank(C∗k)
•)k∈I equals w − Cqv.
Remark 4.3.12. In their ongoing work [KS13], Bernhard Keller and Sarah
Scherotzke use representation theory to give explicit constructions of the
points in M0•reg(v, w), where (v, w) is l-dominant. The special case where
Q is of Dynkin type has also been studied in [LP13].
Proposition 4.3.13. M0•reg(v, w) is non-empty if and only if (v, w) is
l-dominant.
Proof. This follows from Proposition 4.3.8 4.3.10 and Lemma 4.3.11. 
Because the restriction of pi overM0•reg(v, w) is a local homeomorphism,
dimM0•reg(v, w) can be calculated by Lemma 4.3.19.
Remark 4.3.14. For any given vector w, by induction on its width with
respect to the lexicographical order, one can prove that there are only finitely
many v such that (v, w) is l−dominant. Then Propositions 4.3.13 and 4.3.5
imply that M0•(w) = ∪vM0•(v, w) is finite-dimensional.
Corollary 4.3.15. For any l-dominant pairs (v, w), (v0, w), M0•reg(v0, w)
is contained in the closure of M0•reg(v, w) if and only if (v0, w) dominates
(v, w).
Proof. Proposition 4.3.13 implies that both regular strata are non-empty.
By Theorem 4.3.9, M0•(v, w) is irreducible. Since M0•reg(v, w) is a non-
empty open subset in M0•(v, w), its closure equals M0•(v, w).
If (v0, w) ≥ (v, w), M0•(v0, w) is naturally embedded into M0•(v, w).
Thus the only if part holds.
Conversely, ifM0•reg(v0, w) ⊂M0•reg(v, w) =M0•(v, w), using proposi-
tion 4.3.5 we obtain the if part. 
Following [Nak04, (4.9)], for any given pairs of vectors (v1, w1) and (v2, w2),
we define the following complex of vector bundles overM•(v1, w1)×M•(v2, w2):
L•(v1, v2) σ
21−−→ E(v1, v2)⊕ L(w1, v2)⊕ L(v1, w2) τ21−−→ L•(v1, v2[−1]),(20)
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where the middle term has degree 0, and we denote
σ21(ξ) = (B2ξ − ξB1)⊕ (−ξα1)⊕ β2ξ,(21)
τ21(C ⊕ I ⊕ J) = B2C + CB1 + α2J + Iβ1.(22)
The complex is exact on the left and on the right, cf. the argument in [Nak98,
3.10].
Lemma 4.3.16. The quotient ker τ21/ Imσ21 is a vector bundle overM•(V 1,W 1)×
M•(V 2,W 2).
Proof. By [CBJ05], any subvariety of a vector bundle over the smooth variety
M•(v1, w1) ×M•(v2, w2), whose intersection with every fibre is a vector
subspace of constant dimension, is a sub-bundle. Therefore, ker τ21 is a
vector bundle. Let (σ21)∗ be the transpose (or dual) of σ21 restricted to
ker τ21. Its kernel (ker τ21/ Imσ21)∗ is a sub-bundle of (ker τ21)∗. Therefore,
ker τ21/ Imσ21 is again a vector bundle. 
Denote the rank of the vector bundle ker τ21/ Imσ21 by d((v1, w1), (v2, w2)).
Lemma 4.3.17. The rank d((v1, w1), (v2, w2)) is given by
(w1 − Cqv1) · v2[−1
2
] + v1 · w2[−1
2
].(23)
Proof. It suffices to calculate the rank of the complex. We have
d((v1, w1), (v2, w2)) =
∑
k∈I,a∈Z
v2k(a−
1
2
)(
∑
i:i<k
bikv
1
i (a+
1
2
) +
∑
j:j>k
bkjv
1
j (a−
1
2
))
+
∑
k∈I,a∈Z
(w1k(a)v
2
k(a−
1
2
) + v1k(a−
1
2
)w2k(a− 1))
−
∑
k∈I,a∈Z
v2k(a−
1
2
)(v1k(a−
1
2
) + v1k(a+
1
2
))
=
∑
k,a
(v2k(a−
1
2
)(−Cqv1)k(a) + w1k(a)v2k(a−
1
2
) + w2k(a)v
1
k(a+
1
2
))
= −v2[−1
2
] · Cqv1 + w1 · v2[−1
2
] + w2 · v1[1
2
]
= RHS.

Remark 4.3.18. Using equation (6), we can easily rewrite the quadratic
form (23) as
d((v1, w1), (v2, w2)) = v1[
1
2
] · (w2 − Cqv2) + w1[1
2
] · v2.(24)
The reader is invited to compare this expression with [Nak04, (2.1)].
Let [B,α, β] be any point in M•(v, w) = M([ρ]) ⊂ M(V,W ). The tan-
gent space of M•(v, w) at [B,α, β] is the A-fixed part of the tangent space
of M(V,W ) at the same point. The A-fixed part of complex (10) over this
point is just
L(v, v[−1]) ι−→ E(v, v)⊕ L(v, w)⊕ L(w, v) dµ−→ L(v, v[1]).(25)
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Comparing it with the complex (20), we have the following result.
Lemma 4.3.19. The dimension of M•(v, w) equals d((v, w), (v, w)).
Theorem 4.3.20 ([Nak01a, Theorem 7.4.1]). The odd homology of L•(v, w)
vanishes. And we have a nondegenerate pairing between H∗(L•(v, w)) and
H∗(M•(v, w)).
Proof. We refer the reader to [Nak01a, Section 7] for the proof. This theorem
is just a consequence of [Nak01a, Theorem 7.4.1]. 
5. qt-characters
In the study of finite-dimensional representations of quantum affine alge-
bras, Nakajima invented the t-analogues of the q-characters (qt-characters
for short) [Nak04], which are defined as the generating series of the Betti
numbers of the graded quiver varieties. In this section, we generalize his con-
structions for our graded quiver varieties and introduce a new t-deformation.
5.1. Quadratic forms. For any pairs (v, w), (v′, w′), recall that we have
the quadratic form d((v, w), (v′, w′)) given by (23), whose geometric meaning
is explained by Lemma 4.3.19. Let us further define the quadratic forms
d˜′((v, w), (v′, w′)), d˜′W (w,w
′) and E ′(w,w′) such that
d˜′W (w,w
′) = −w[1
2
] · C−1q w′,
E ′(w,w′) = −w[1
2
] · C−1q w′ + w′[
1
2
] · C−1q w,
d˜′((v, w), (v′, w′)) = d((v, w), (v′, w′)) + d˜′W (w,w
′).
Our definitions are slightly different from those of [Nak04]. It follows from
our definitions that d˜′((0, w), (0, w′)) = d˜′W (w,w
′).
Lemma 5.1.1. The form d˜′((v, w), (v′, w′)) equals d˜′((0, w − Cqv), (0, w′ −
Cqv
′)).
Proof. We have
d˜′((v, w), (v′, w′)) = (w − Cqv) · v′[−1
2
] + v · w′[−1
2
]− w[1
2
] · C−1q w′
= (w − Cqv) · v′[−1
2
] + v · CqC−1q w′[−
1
2
]− w[1
2
] · C−1q w′
(6)
= (w − Cqv) · v′[−1
2
] + Cqv · C−1q w′[−
1
2
]− w[1
2
] · C−1q w′
= −(w − Cqv)[1
2
] · C−1q (w′ − Cqv′)
= d˜′((0, w − Cqv), (0, w′ − Cqv′)).

Define ek,a to be the unit I ×Z-graded vector concentrated at the degree
(k, a). Define pi,j = dimHommodCQ(Pi, Pj), where Pi, i ∈ I, is the i-th
projective right module of CQ.
qt-CHARACTERS, BASES, AND CORRECTION TECHNIQUE 21
Lemma 5.1.2. 1) For any a ∈ Z and i, j ∈ I, we have
E ′(ei,a, ej,a) = 0,(26)
E ′(ei,a, ej,a−1) = −pji,(27)
E ′(ei,a−1 + ei,a, ej,a−1 + ej,a) = pij − pji.(28)
2) Let B
Q˜
be the 2n× 2n-matrix associated with Q˜z1 the level 1 ice quiver
with z-pattern (cf. Figure 2 for an example and [Qin12a] for the definition)
whose principal part is Q. Define Λz to be the 2n× 2n matrix such that for
1 ≤ i, j ≤ n, we have
Λzi,j = −E ′(ei,0, ej,0) = 0,(29)
Λzi+n,j = −E ′(ei,−1 + ei,0, ej,0) = −pij ,(30)
Λzi,j+n = −E ′(ei,0, ej,−1 + ej,0) = pji,(31)
Λzi+n,j+n = −E ′(ei,−1 + ei,0, ej,−1 + ej,0) = −pij + pji.(32)
Then Λz is the inverse of −B
Q˜
.
Proof. 1) The claim follows from straightforward computation.
2) Apply the results of 1) for a = 0. The entries of B
Q˜
are given by
(B
Q˜
)i,j = bij ,
(B
Q˜
)i+n,j = −δij + [bji]+,
(B
Q˜
)i,j+n = −(BQ˜)j+n,i,
(B
Q˜
)i+n,j+n = 0,
for any 1 ≤ i, j ≤ n. Here [ ]+ is defined to be max{ , 0}.
We have, for any 1 ≤ i, k ≤ n,
(−ΛzB
Q˜
)i,k =
∑
1≤j≤n
Λzi,j+n · (−BQ˜)j+n,k
=
∑
1≤j≤n
pjiδjk −
∑
1≤j≤n
pji[bkj ]+
= pki −
∑
j
[bkj ]+pji
= δik,
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(−ΛzB
Q˜
)i+n,k =
∑
1≤j≤n
(−Λzi+n,j) · (BQ˜)j,k +
∑
1≤j≤n
(−Λzi+n,j+n) · (BQ˜)j+n,k
=
∑
1≤j≤n
pijbjk +
∑
1≤j≤n
(pij − pji)(−δjk + [bkj ]+)
=
∑
j:j>k
pij(−bkj) +
∑
j:j<k
pijbjk + (−pik + pki)
+
∑
j
(pij − pji)[bkj ]+
= (
∑
j:j>k
pij(−bkj) +
∑
j
pij [bkj ]+) + (
∑
j:j<k
pijbjk − pik)
+ (pki −
∑
j
[bkj ]+pji)
= 0− δik + δik
= 0,
(−ΛzB
Q˜
)i,k+n = (Λ
zB
Q˜
)k+n,i = 0,
(−ΛzB
Q˜
)i+n,k+n =
∑
1≤j≤n
pij(δkj − [bjk]+)
= pik −
∑
j
pij [bjk]+
= δik.

5.2. Deformed Grothendieck ring. Recall that, by Proposition 4.3.5, we
have the stratification
M0•(w) = ∪vM0•(v, w) = unionsqv:(v,w) is l-dominantM0•reg(v, w).
Let IC(v, w) denote the intersection cohomology sheaf associated with
M0•reg(v, w) for l-dominant pair (v, w) and 1M•(v,w) the perverse sheaf
C[dimM•(v, w)]. Applying the decomposition theorem [BBD82] to the
sheaf pi(v, w) = pi!(1M•(v,w)), we obtain the following result.
Theorem 5.2.1. We have a decomposition
pi(v, w) = ⊕v′:(v′,w) is l-dominant,d∈ZIC(v′, w)[d]⊕a
d
v,v′;w .(33)
Moreover, we have adv,v′;w ∈ Z≥0, adv,v′;w = a−dv,v′;w, adv,v;w = δd0 for l-
dominant (v, w), and adv,v′;w 6= 0 only if (v, w) ≤ (v′, w).
Proof. By Proposition 4.3.5, Proposition 4.3.13, Corollary 4.3.15, the sum-
mands appearing in the decomposition of pi!(1M•(v,w)) are shifts of sim-
ple perverse sheaves generated by local systems over M0•reg(v′, w) for l-
dominant pairs (v′, w).
The argument in the proof of [Nak01a, Theorem 14.3.2] implies the fol-
lowing results:
(1) adv,v;w = δd0 if (v, w) is l-dominant, since pi is an isomorphism be-
tween pi−1M0•reg(v, w) ⊂M•(v, w) and M0•reg(v, w);
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(2) Because we have Theorem 4.3.4, the transversal slice technique in
the proof of [Nak01a, Theorem 14.3.2] is effective. It follows that
the decomposition summands are shifts of simple perverse sheaves
IC(v′, w) generated by trivial local systems.
Finally, since 1M•(v,w) is invariant under the Verdier duality D, the sheaf
pi(v, w) is invariant as well, and therefore we have adv,v′;w = a
−d
v,v′;w. 
We construct a positive Laurent polynomial from the coefficients av,v′;w:
av,v′;w(t) =
∑
d∈Z
adv,v′;wt
d ∈ N[t±].
Theorem 4.3.4 implies that we have av,v′;w(t) = av−v′,0;w−Cqv(t).
For any given w, we have a finite set by Remark 4.3.14:
Pw = {IC(v, w)|the pair (v, w) is l-dominant, }.
As usual, we consider the bounded derived category Dc(M0•(w)) of con-
structible sheaves on M0•(w) and its full subcategory Qw whose objects
are the direct sums of IC(v, w)[d], IC(v, w) ∈ Pw, d ∈ Z. Let Kw be the
Grothendieck group of Qw. It is naturally a free Z[t±]-module whose module
structure is given by t(L) = (L[1]), L ∈ Kw. The Verdier duality D induces
an involution ( ) on Kw.
The set {IC(v, w)} is a Z[t±]-basis of the Grothendieck group Kw. Notice
that the sheaves IC(v, w) are defined only for the l-dominant pairs (v, w). By
Theorem 5.2.1, Kw has another Z[t±]-basis {pi(v, w)|(v, w) is l-dominant}.
It follows that the group K∗w = HomZ[t±](Kw,Z[t±]) has two dual bases
{L(v, w)} and {χ(v, w)} respectively. Define the third basis
{M(v, w)|(v, w) is l-dominant}
whose elements are given by
〈M(v, w), L〉 =
∑
k
tdimM0
•reg(v,w)−k dimHk(i!xv,wL),
where xv,w is any regular point inM0•reg(v, w), ixv,w the inclusion, L ∈ Qw,
and 〈 , 〉 the natural pairing. Notice that, by Theorem 4.3.4, M(v, w) does
not depend on the choice of xv,w. Furthermore, we have
〈M(v′, w), IC(v, w)〉 = 〈M(v′⊥, w⊥), IC(v⊥, w⊥)〉.
The properties of perverse sheaves imply
L(v, w) ∈M(v, w) +
∑
(v′,w)<(v,w)
t−1Z[t−1]M(v′, w).(34)
In particular, {M(v, w)} is a Z[t±]-basis.
Following [Nak04, Section 8], let us denote the inverse basis transform by
M(v, w) = L(v, w) +
∑
(v′,w)<(v,w)
Zv,v′;w(t)L(v
′, w),(35)
where Zv,v′;w(t) ∈ t−1Z[t−1].
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As in [Nak11, 3.3], we define
Rt = {f = (fw) ∈
∏
w
K∗w|〈fw, IC(v, w)〉 = 〈fw⊥ , IC(v⊥, w⊥)〉, ∀IC(v, w) ∈ Pw}.
(36)
It is a free Z[t±]-module. Define M(w) = (fw′) ∈
∏
w′ K∗w′ to be the element
in Rt such that fw = M(0, w) and L(w) = (fw′) the element in Rt such that
fw = L(0, w). Then {M(w)} and {L(w)} are Z[t±]-bases of Rt.
Next, we endow Rt with an associative multiplication ⊗. By [VV03]
(cf. also [Nak11, Section 3.5]), there is a restriction functor for any given
decomposition w = w1 + w2:
R˜es
w
w1,w2 : Dc(M0•(w))→ Dc(M0•(w1)×M0•(w2)).
In particular, R˜es
w
w1,w2(pi(v, w)) equals
⊕v1+v2=vpi(v1, w1) pi(v2, w2)[d((v2, w2), (v1, w1))− d((v1, w1), (v2, w2))].
The shifted functor Resww1,w2 [−E ′(w1, w2)] induces a homomorphism from
Kw to Kw1 ⊗Z[t±] Kw2 , which we also denote by Resww1,w2 [−E ′(w1, w2)]. For
any given w, define the homomorphism Resw fromKw to⊕w1+w2=w(Kw1⊗Z[t±]
Kw2) to be the direct sum
∑
w1+w2=w R˜es
w
w1,w2 [−E ′(w1, w2)]. By Theorem
4.3.4, the homomorphisms Resw induce a multiplication of Rt, which we
denote by ⊗.
Theorem 5.2.2. The structure constants of the basis {L(w)} are positive:
L(w1)⊗ L(w2) =
∑
w3
bw
3
w1,w2(t)L(w
3), bw
3
w1,w2(t) ∈ N[t±].(37)
Proof. The statement follows from the argument of [VV03, Section 5.1
Lemma 1(b)]. 
5.3. Rings of characters. Define the ring
Ŷ = Z[t±][[Wi(a), Vi(b)]]i∈I,a∈Z,b∈(Z+ 1
2
),(38)
where t, Wi(a), Vi(b) are indeterminates. We denote its product by ·, and
often omit this notation.
For any (v, w), we let m(v, w) denote the monomial
m = m(v, w) =
∏
i,a
Wi(a)
wi(a)
∏
i,b
Vi(b)
vi(b).
Endow Ŷ with the twisted product ∗ and the bar involution ( ) such that
we have
t = t−1, m = m,(39)
m1 ∗m2 = t−d˜′(m1,m2)+d˜′(m2,m1)m1m2,(40)
where m, m1, m2 are any monomials, and we define
d˜′(m1(v1, w1),m2(v2, w2)) = d˜′((v1, w1), (v2, w2)).
We follow the notation of Section 5.2. Moreover, as in Theorem 4.3.4,
we write m•x(v, w) for the fibre pi−1(x) of a point x under pi :M•(v, w) →
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M0•(v, w). Notice that the homology of the fibre H∗(m•xv,w(v′, w),C) is
isomorphic to HdimM•(v′,w)−∗(i!xv,wpi(v
′, w)), cf. [CG97, 8.5.4]. Therefore,
Theorem 4.3.4 implies that
〈M(v, w), pi(v′, w)〉 = 〈M(v⊥, w⊥), pi(v′ − v0, w⊥)〉.
Definition 5.3.1 (t-analogue of q-characters). For any given w, define
χ̂q,t( ) to be the Z[t±]-linear map from K∗w to Ŷ such that
χ̂q,t( ) =
∑
v
〈 , pi(v, w)〉WwV v.(41)
We can compute
χ̂q,t(L(v, w)) =
∑
v′
av′,v;w(t)W
wV v
′
=
∑
v′−v
av′−v,0;w(t)WwV v
′
.
Since WwV v
′
and av′,v;w(t) are bar–invariant, χ̂q,t( ) is bar-invariant as well.
Similarly, we define M Ŷ(v, w) to be
χ̂q,t(M(v, w)) =
∑
v′,k
tdimM
•(v,w)−k dimHk(i!xv,wpi(v
′, w),C)WwV v
′
=
∑
v′,k
tdimM
•(v,w)−dimM•(v′,w)tdimM
•(v′,w)−k dimHk(i!xv,wpi(v
′, w),C)WwV v
′
=
∑
v′,l
tdimM
•(v,w)−dimM•(v′,w)tl dimHl(m•xv,w(v
′, w),C)WwV v
′
4.3.20
=
∑
v′
tdimM
•(v,w)−dimM•(v′,w)Pt(m•xv,w(v
′, w))WwV v
′
=
∑
v′−v
t− dimM
•(v′−v,w−Cqv)Pt(L•(v′ − v, w − Cqv))WwV v′ .
Here Pt( ) is the twisted Poincare´ polynomial
∑
k(−t)k dimHk( ).
Definition 5.3.2 (dual PBW elements). For any given w, define M Ŷ(w)
to be the generating series
M Ŷ(w) = χ̂q,t(M(0, w)) =
∑
v
Pt(L•(v, w))t−d((v,w),(v,w))WwV v.(42)
Notice that the summation runs over all v and (v, w) is not necessarily
l-dominant.
Remark 5.3.3. By Theorem 4.3.20, the parameter −t in Pt( ) in Definition
5.3.2 can be replaced by t.
Let E( ;x, y) ∈ Z[x, y] be the virtual Hodge Polynomial, cf. e.g. [HV08].
Define pt( ) to be the virtual Poincare´ polynomial (called the E-polynomial
in [Qin12b]), i.e. pt(L•(v, w)) = E(L•(v, w); t, t). It is additive with respect
to α-partitions in the sense of [Nak01a, Section 7.1], and multiplicative with
respect to fibre products.
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Proposition 5.3.4 ([Nak04, Lemma 5.2]). We have pt(L•(v, w)) = Pt(L•(v, w))
and also pt(M•(v, w)) = Pt(M•(v, w)).
Recall that, in K∗w, we have M(v, w) =
∑
v′ Z(v,w)(v′,w)(t)L(v
′, w), where
the matrix of coefficients (Z(v,w)(v′,w)) is an upper uni-triangular matrix
with respect to the dominance order. Therefore, we can solve the following
equation recursively
M(v, w) =
∑
v′:(v′,w)≤(v,w)
u(v,w),(v′,w)M(v
′, w),
where the coefficients u(v,w),(v′,w) ∈ Z[t±].
Finally, we apply χ̂q,t to the above equation and obtain
M Ŷ(v, w) =
∑
v′:(v′,w)≤(v,w)
u(v,w),(v′,w)M
Ŷ(v′, w),(43)
Remark 5.3.5. In fact, we can compute the coefficient matrix (u(v,w)(v′,w))
and the basis transition matrix (Z(v,w)(v′,w)) from Pt(L•(v, w)), cf. [Nak04,
Section 8].
Proposition 5.3.6 ([Nak04, Proposition 6.2]). If for all i, j ∈ I, a, b ∈ Z,
a > b, either (w1)i(a) or (w
2)j(b) vanishes, then we have
M Ŷ(w2) ∗M Ŷ(w1) = tE ′(w1,w2)M Ŷ(w1 + w2).(44)
Proof. As in the proof of [Nak04, Proposition 6.2], for any monomials m1 =
Ww
1
V v
1
, m2 = Ww
2
V v
2
, we have a complex vector bundle Z˜•(v1, w1; v2, w2)
of rank given by Ker τ21/ Imσ21 = d((v1, w1), (v2, w2)) over each L•(v1, w1)×
L•(v2, w2). The set of Z˜•(v1, w1; v2, w2) for various v1, v2, gives a stratifi-
cation of L•(v1 + v2, w1 +w2), cf. [Nak01b, 6.12]. Using the additivity and
multiplicativity of pt( ), we deduce
M Ŷ(w2) ∗M Ŷ(w1)
=
∑
v1,v2
pt(L•(v1, w1))× pt(L•(v2, w2))t−d(m1,m1)−d(m2,m2)m2 ∗m1
=
∑
v1,v2
pt(L•(v1, w1)× L•(v2, w2))t−d(m1,m1)−d(m2,m2)
td˜
′(m1,m2)−d˜′(m2,m1)m1m2
=
∑
v1,v2
pt(Z˜•(v1, w1; v2, w2))t−2d(m1,m2)t−d(m1,m1)−d(m2,m2)
tE
′(w1,w2)+d(m1,m2)−d(m2,m1)m1m2
=
∑
v1,v2
pt(Z˜•(v1, w1; v2, w2))tE ′(w1,w2)t−d(m1m2,m1m2)m1m2
= RHS.

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In order to study quantum cluster algebras, we also need the following
ring of formal power series
Y = Z[t±][[Yi(a)±]]i∈I,a∈Z,(45)
where t, Yi(a) are indeterminates. We often omit its usual product ·. We
associate the monomial m(v, w) = Y w−Cqv to any given pair (v, w). Then
similar to the case of Ŷ, we endow Y with a bar involution (¯ ) and a twisted
product ∗ arising from the bilinear form d˜′.
Define the Z[t±]-linear map Π̂ from Ŷ to Y such that for any (v, w), it
sends any monomial m(v, w) ∈ Ŷ to the monomial m(v, w) = Y w−Cqv ∈ Y.
Then it is a ring homomorphism. Define the t-analogue of the q-character
map to be the Z[t±]-linear map χq,t( ) from Rt to Y given by
χq,t( ) =
∑
v
〈 , pi(v, w)〉Y w−Cqv.(46)
Theorem 5.3.7. 1) χ̂q,t( ) is injective.
2) χq,t( ) is an injective algebra homomorphism from Rt to Y.
Proof. The statements follow from the same arguments in[VV03] and [Nak04,
Theorem 3.5]. 
6. Results on generic characters
From this section, let us restrict to level 1 case. Namely, we always as-
sume w ∈ NI×{−1,0}. Furthermore, we consider only those v contained in
NI×{−
1
2
} ' NI . By putting these restrictions on w, v appearing in χ̂q,t and
χq,t, we arrive at the truncated character maps χ̂q,t
≤0 and χq,t≤0. Propo-
sition 5.3.6 and Theorem 5.3.7 are still valid after truncations, cf. [HL10,
Proposition 6.1].
By default, we consider Qop-representations, and the ice quiver Q˜ is of
level 1 with z-pattern.
For any m = (mi)i∈I ∈ NI , we define Im = ⊕i∈II⊕mii (resp. Pm =
⊕i∈IP⊕mii ) to be the corresponding injective (resp. projective)Qop-representation.
For any w,w′ ∈ NI×{−1,0}, we define the integer rww′ to be given as in
[KQ12, 3.2.1], which are determined by Fourier-Deligne-Sato transforma-
tions. Then we have
• rw,w = 1,
• for any given w, only finitely many of the rw,w′ are nonzero,
• the matrix (rw,w′) is upper unitriangular with respect to the domi-
nance order.
We define the almost simple pseudo-module L(w) to be the element in the
Grothendieck group Rt such that we have
L(w) =
∑
w′
rw,w′L(w
′).(47)
Denote the truncated qt-characters χq,t
≤0(L(w)) by LY(w).
The following is the main theorem of the first part of [KQ12].
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Theorem 6.0.8 ([KQ12]). The truncated qt-characters of the almost simple
pseudo-modules in Y are given by
LY(w) =
∑
v
t− dim(Grv
σW )Pt(Grv
σW )Y w−Cqv,(48)
where Grv
σW is the quiver Grassmannian determined by Q, v, w.
Definition 6.0.9. For any given w ∈ NI×{−1,0}, its pure coefficient part
fw is the maximal element in spanN{ei,−1 + ei,0|i ∈ I} such that w − fw ∈
NI×{−1,0}. We denote the difference w−fw by φw and call it the coefficient-
free part of w. Let J denote the set {w|fw = 0}.
The truncated characters of almost simple pseudo-modules, which are also
called the generic characters, have the following properties.
Proposition 6.0.10 ([KQ12]). 1) If LY(w) is a quantum cluster monomial,
then we have L(w) = L(w).
2) In the notation of Definition 6.0.9, we have a factorization
LY(w) = LY(φw) · LY(fw).(49)
7. From characters to the quantum torus
In this section, we compare the ring of formal power series Ŷ in which qt-
characters live with the quantum tori D(T ) and T in which quantum cluster
algebras live. Although our construction fails to preserve some properties
of the products of qt-characters, we find that the failures are bearable and
controllable. This observation will play a crucial role in later sections.
7.1. Dual PBW basis elements. As in Section 2.2, let Q˜ be an ice quiver
whose principal part Q is acyclic. We construct the cluster category C
(Q˜,W˜ )
(denoted by C
Q˜
for simplicity), whose shift functor will be denoted by [1].
Notice that we have the indecomposable objects Mi(t), 1 ≤ i ≤ m, t ∈
Tn, in the cluster category CQ˜, corresponding to the x-variables xi(t), cf.
[Pla11b]. We denote the object Mi(t0) by Ti. By applying a sequence of
mutations to t0 corresponding to a sink sequence of the principal part Q, we
obtain some vertex Σt0 ∈ Tn together with the new objects Mi(Σt0), 1 ≤ i ≤
n, which we shall denote by Ii. For any i ∈ I, the object Ii is characterized
by the property that the right CQ˜-module Ext1C
Q˜
(⊕1≤j≤mTj , Ii) is supported
at the vertices of Q and it can be viewed as the i-th injective right module
of CQ (which is also denoted by Ii).
Following the convention of section 3, for any M in the cluster category
which appears in a triangle
Tm → Tm′ →M → Tm[1]
for some for some m,m′ ∈ Nm, its index indM is m′−m ∈ Zm, cf. [Pla11b].
By abuse of notation, we use ind( ) to denote the map from NI×{−1,0}
to Zn ⊕ Nm−n which sends w = (wi,a) ∈ NI×{−1,0} to ind(⊕iIwi,−1i ) +
ind(⊕iTwi,0i ).
When the ice quiver Q˜ is of level 1 with z-pattern in the sense of [KQ12],
the index map ind( ) is denoted by indz( ) and the compatible pair by
qt-CHARACTERS, BASES, AND CORRECTION TECHNIQUE 29
(B˜z,Λz). In this section, we shall see how the variation of the coefficients
attached to the principal part Q affects our computation.
Lemma 7.1.1. We have, for 1 ≤ k ≤ n,
indz(ek,0) = ek,(50)
indz(ek,−1) = ek+n − ek.(51)
Proof. The first equation is clear.
In order to calculate the indices, we can choose the potential W˜ to be the
sum of the 3-cycles in the ice quiver Q˜ (in the sense of [DWZ08], W˜ is a
“nondegenerate” potential for the ice quiver Q˜, cf. [BIRS11]).
The index of Ii can be checked directly by applying the mutation rules to
the g-vectors along the mutation sequence from t0 to Σt0. Alternatively, we
give a proof using cluster categories as the follows.
Consider a triangle
Tk
f−→ Tk+n →M → Tk[1]
in C
Q˜
, where f is non-zero.
We first show that M satisfies Ext1C
Q˜
(M,Tj+n) = 0, ∀1 ≤ j ≤ n. Applying
HomC
Q˜
( , Tj+n) to the above triangle, we obtain a long exact sequence
HomC
Q˜
(Tk+n, Tj+n)
f∗−→ HomC
Q˜
(Tk, Tj+n)→ HomC
Q˜
(M,Tj+n[1])→ HomC
Q˜
(Tk+n, Tj+n[1]).
The last term is zero since ⊕1≤i≤2nTi is rigid. With our choice of the po-
tential, it is easy to check that the map f∗ is surjective (in other words, f
is a left approximation of Tk in add(Tn+i, 1 ≤ i ≤ n) in the sense of [IY08]).
Therefore, we have checked Ext1C
Q˜
(M,Tj+n) = Ext
1
C
Q˜
(Tj+n,M) = 0.
The Calabi-Yau reduction (cf. [IY08]) from C
Q˜
to the cluster category CQ
ofQ sendsM to the object with index−ek. It follows that Ext1C
Q˜
(⊕1≤i≤2nTi,M)
is the i-th injective right module of CQ and M is isomorphic to the object
Ii = Mi(Σt0). So we have ind
z(ek,−1) = indM = ek+n − ek. 
Let prn denote the projection of Zm (respectively Z2n) to the first n
coordinates. Then prn ind is independent of the choice of the coefficient
Q˜−Q.
Lemma 7.1.2. We have
indz(w − Cqv) = indz(w) + B˜zv.(52)
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Proof. It suffices to check the case of w = 0 and v = ek,− 1
2
, 1 ≤ k ≤ n. We
have
indz(−Cqv) = −indz(ek,−1 + ek,0) +
∑
i:1≤i<k
bikind
z(ei,0)
+
∑
j:k<j≤n
bkj ind
z(ej,−1)
= −ek+n +
∑
1≤i<k
bikei +
∑
k<j≤n
bkj(ej+n − ej)
= bk+n,kek+n +
∑
1≤i<k
bikei +
∑
k<j≤n
bj+n,kej+n +
∑
k<j≤n
bjkej
= B˜zek.

Let δ be a strictly positive integer. Denote the product of δ with the
rank m identity matrix Im by D. Let (B˜,Λ) be a compatible pair such that
Λ(−B˜) =
[
D
0
]
.
Define N = max{2n,m}. Extend Λ into an N×N matrix by putting zero
entries in the extra rows and columns indexed by either {m+ 1, . . . , N} or
{n+1, . . . , N}. We extend the m×n matrix B˜ and the 2n×n matrix B˜z to
N ×N matrices similarly. Notice that Λ(ei, B˜v) = 0, for any n+ 1 ≤ i ≤ N
and v ∈ Nn.
Definition 7.1.3. The double quantum torus is the Laurent polynomial
ring
D(T ) = Z[q± 12 ][x±1 , . . . , x±N , y±1 , . . . , y±n ],(53)
together with the twisted product ∗ such that for any g1, g2 ∈ ZN , v1, v2 ∈
Zn, we have
xg
1
yv
1 ∗ xg2yv2 = q 12Λ(g1+B˜v1,g2+B˜v2)xg1+g2yv1+v2 .
It has the bar involution ( ) given by (q
1
2xgyv) = q−
1
2xgyv.
Define the quantum torus T to be the Z[q± 12 ]-subalgebra of D(T )(+, ∗)
generated by x±1 , . . . , x
±
N . Recall that the coefficient ring is ZP [q
± 1
2 ] =
Z[q±
1
2 ][x±n+1, . . . , x
±
m]. Let ZP denote its semi-classical limit under the spe-
cialization q
1
2 7→ 1.
Next, we construct a map from Ŷ to D(T ).
Definition 7.1.4 (Correspondence map). The Z-linear map cor from Ŷ to
D(T ) is given by
cor(tλWwV v) = q
δ
2
λxind(w)yv,(54)
for any w, v, and integer λ.
Notice that cor commutes with the bar involutions. Although cor does
not commute with twisted products ∗, we can measure the failure as below.
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Lemma 7.1.5 (Failure 1). We have, for any monomials mi = Ww
i
V v
i
,
i = 1, 2,
cor(Ww
1
V v
1 ∗Ww2V v2) = q δ2Λz(indz(w1),indz(w2))− 12Λ(ind(w1),ind(w2))
cor(Ww
1
V v
1
) ∗ cor(Ww2V v2).
(55)
In particular, the q-power does not depend on v1, v2.
Proof. Notice that we always have Λ(indw, B˜v) = −δ prn indw · v, and
Λ(B˜v1, B˜v2) = δ〈v1, v2〉 − δ〈v2, v1〉, cf. [Qin12b, 5.2.1]. Using Lemma 5.1.2
and 7.1.2, we obtain
LHS = cor(t−d˜
′(m1,m2)+d˜′(m2,m1)m1m2)
= cor(t−E
′(w1−Cqv1,w2−Cqv2)m1m2)
= q
δ
2
Λz(indz(w1−Cqv1),indz(w2−Cqv2))X indw
1
Y v
1
X indw
2
Y v
2
= q
δ
2
Λz(indzw1+B˜zv1,ind
zw2+B˜zv2)q−
1
2
Λ(indw1+B˜v1,indw2+B˜v2)
X indw
1
Y v
1 ∗X indw2Y v2
= q
δ
2
Λz(indzw1,indzw2)q−
1
2
Λ(indw1,indw2)X indw
1
Y v
1 ∗X indw2Y v2
= RHS.

Definition 7.1.6. We define the Z[q±
1
2 ]-linear map Π̂ from D(T ) to T such
that it sends xgyv to xg+B˜v.
Notice that Π̂ is an algebra homomorphism with respect to both the usual
products and the twisted products.
Let us define
MD(T )(v, w) = corχ̂q,t≤0(M(v, w)),(56)
MT (v, w) = Π̂MD(T )(v, w).(57)
When v = 0, we also denote them by MD(T )(w) and MT (w). Explicitly, we
have
MD(T )(w) =
∑
v
P
q
δ
2
(L(v, w))q− δ2 dimM•(v,w)xind(w)yv
=
∑
v
cor(〈M(0, w), pi(v, w)〉)xind(w)yv.
Recall that we have a similar map from Ŷ to Y, which is also denoted by
Π̂. In general, we do not have Π̂χ̂q,t = χq,tΠ̂. This failure is measured by
the following result.
Lemma 7.1.7 (Failure 2). We have
MT (v, w) = MT (w − Cqv)xB˜v+indCqv.(58)
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Proof. Straightforward calculation shows
MT (v, w) =
∑
v′:v′−v∈NI
Π̂cor(〈M(v, w), pi(v′, w)〉)xind(w)xB˜v′ .
=
∑
v′−v
Π̂cor(〈M(0, w − Cqv), pi(v′ − v, w)〉)xind(w−Cqv)xB˜(v′−v)
xB˜v+ind(w)−ind(w−Cqv).
= MT (w − Cqv)xB˜v+indCqv.

Notice that the correction factor xB˜v+indCqv is contained in ZP [q±
1
2 ].
Proposition 7.1.8. We have
MT (w) =
∑
(v,w)≤(0,w)
u(0,w),(v,w)x
B˜v+indCqvMT (w − Cqv).(59)
Proof. If we apply Π̂cor to (43), the statement follows from (58). 
Proposition 7.1.9. Fix w1 and w2. If for all i, j ∈ I and a > b ∈ Z, either
(w1)i(a) or (w
2)j(b) vanishes, then the multiplicative property holds:
MT (w2) ∗MT (w1) = q 12Λ(ind(w2),ind(w1))− δ2Λz(indz(w2),indz(w1))
q
δ
2
E ′(w1,w2)MT (w1 + w2).
Proof. Using (55), (58), and Proposition 5.3.6, we obtain
MT (w2) ∗MT (w1) = Π̂(corχ̂q,t≤0(M(w2)) ∗ corχ̂q,t≤0(M(w1)))
= q
1
2
Λ(ind(w2),ind(w1))− δ
2
Λz(indz(w2),indz(w1))
Π̂cor(χ̂q,t
≤0(M(w2)) ∗ χ̂q,t≤0(M(w1)))
= RHS.

Let Aqsub denote the vector space spanned by the standard basis elements
MT (w) over ZP [q±
1
2 ]. The following is the main result of this section.
Proposition 7.1.10. The vector space Aqsub is closed under the involution
( ) and the twisted multiplication ∗.
Proof. The first assertion follows from Proposition 7.1.8. It remains to verify
the second one.
Recall that wi(a) is the (i, a)-th component of w, and w(a) = ⊕iwi(a),
where i ∈ I, a ∈ {−1, 0}. We have M(wi(a)) = L(wi(a)). Consequently,
MT (wi(a)) = Π̂corχ̂q,t≤0(L(wi(a))) is bar-invariant. Applying Proposition
7.1.9, we obtain that MT (w(a)) is bar-invariant.
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Use Propositions 7.1.8 and 7.1.9. For any two elementsMT (w1), MT (w2),
up to specified invertible elements in Z[q±
1
2 ], MT (w1) ∗MT (w2) becomes
MT (w1(0)) ∗MT (w1(−1)) ∗MT (w2(0)) ∗MT (w2(−1))
=MT (w1(0)) ∗MT (w2(0)) ∗MT (w1(−1)) ∗MT (w2(−1))
=MT (w1(0)) ∗MT (w2(0)) ∗MT (w1(−1)) ∗MT (w2(−1))
=MT (w1(0)) ∗MT (w2(0) + w1(−1)) ∗MT (w2(−1))
=MT (w1(0)) ∗ (
∑
w′
uw,w′x
B˜v+indCqvMT (w′)) ∗MT (w2(−1)),
where we write w = w2(0)+w1(−1), w′ = w−Cqv, uw,w′ = u(0,w),(v,w). The
monomial xB˜v+indCqv is contained in ZP [q±
1
2 ] and quasi-commutes with the
other factors. Therefore, up to specified invertible elements in Z[q±
1
2 ], the
above result becomes∑
w′
uw,w′x
B˜v+indCqvMT (w1(0)) ∗MT (w′(0)) ∗MT (w′(−1))
∗MT (w2(−1))
=
∑
w′
uw,w′x
B˜v+indCqvMT (w1(0) + w′(0) + w′(−1) + w2(−1)).

Remark 7.1.11. (1) The above proof shows that the twisted product ∗
of the standard basis elements is determined by Proposition 5.3.6 and
7.1.8.
(2) Notice that the map Π̂corχ̂q,t
≤0 is algebraic when Q˜ is of z-pattern.
So Theorem 9.1.2 below provides another proof to Proposition 7.1.10.
7.2. Dual canonical basis elements. For any l-dominant pair (v, w), de-
fine LT (v, w) = Π̂corχ̂q,t≤0(L(v, w)) and denote it by LT (w) when v = 0.
Then LT (w) is given by
LT (w) =
∑
v
av,0;w(q
δ
2 )xind(w)+B˜v,
where the Laurent polynomials av,0;w(t) =
∑
d∈Z a
d
v,0;wt
d are given by 33.
We shall see all the quantum cluster monomials essentially take this form.
Lemma 7.2.1. We have
LT (v, w) = LT (w − Cqv)xB˜v+indCqv.
Proof. 1) Similar to (58), we compute
LT (v, w) =
∑
v′
Π̂cor(〈L(v, w), pi(v′, w)〉)xind(w)xB˜v′
=
∑
v′−v
Π̂cor(〈L(0, w − Cqv), pi(v′ − v, w − Cqv)〉)xind(w−Cqv)xB˜(v′−v)xB˜v+ind(w)−ind(w−Cqv)
= LT (w − Cqv)xB˜v+indCqv.

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We already know that M(0, w) =
∑
v Z(0,w)(v,w)L(v, w). If we apply
Π̂corχ̂q,t
≤0 to it, we obtain
MT (w) =
∑
v
Z(0,w)(v,w)L
T (w − Cqv)xB˜v+indCqv.
7.3. Generic basis elements. The generic basis elements LT (w) are de-
fined to be
LT (w) =
∑
v:(v,w) is l-dominant
rw,w′x
B˜v+indCqvLT (w − Cqv),(60)
where w′ = w − Cqv, and the integer rw,w′ is given in [KQ12, 3.2.1]. We
have
LT (w) =
∑
v
rw,w−CqvL
T (w − Cqv)xB˜v+indCqv
=
∑
v,v′
rw,w−Cqvav′,0;w−Cqv(q
δ
2 )xind(w−Cqv)+B˜v
′
xB˜v+indCqv
=
∑
v,v′
rw,w−Cqvav′+v,v;w(q
δ
2 )xind(w)xB˜(v+v
′)
=
∑
v+v′=v′′
bv′′(q
δ
2 )xind(w)xB˜v
′′
,
where the coefficient bv′′ =
∑
(v,w) is l-dominant rw,w−Cqv · av′′,v;w.
In particular, bv′′ is independent of the frozen pattern.
8. Bases of acyclic quantum cluster algebras
We keep the assumptions on the ice quiver Q˜ and the vectors v, w as in
Section 7.
8.1. Generic basis. The results in Section 6 and 8.1 imply the following
theorem.
Theorem 8.1.1. 1) The generic basis elements have the following expansion
LT (w) =
∑
v
P
q
δ
2
(Grv(
σW ))q−
δ
2
dimGrv(σW )xindw+B˜v.(61)
2) We have a factorization
LT (w) = LT (φw) · LT (fw).(62)
3) If LT (w) becomes a quantum cluster monomial when we choose Q˜ to
be of z-pattern, then we have LT (w) = LT (w).
For any given w ∈ J , we choose a generic map f : Iw(−1) → Iw(0) and
define the object O(w) to be Cone(f)[−1] in the cluster category. So we
have the following triangle
O(w)→ Iw(−1) f−→ Iw(0) → O(w)[1].
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We define the associated generic quantum cluster characters to be
LA(w) =LT (w) · xindO(w)−indw
=
∑
v
P
q
1
2 δ
(Grv(
σW ))q−
1
2
dimGrv(σW )xindO(w)+B˜v.
(63)
Remark 8.1.2. We can denote LA(w) by XO(w). This definition naturally
generalizes the quantum cluster character formula in [Qin12b, Definition
1.2.1] to generic objects.
It is not clear if one can extend this quantum character to arbitrary objects
of the presentable cluster category in a reasonable way, for example, such
that its image is still contained in Aq. Some results for Dynkin quivers are
discussed in [Din11].
Proposition 8.1.3. For any w ∈ J , we have prn indO(w) = prn indw.
When the ice quiver Q˜ is the level 1 ice quiver with z-pattern, we have
indO(w) = indw.
Proof. Because prn indO(w) and prn indw do not depend on the coefficients
Q˜−Q, it suffices to prove the second statement.
First, the index indw is linear in w.
Second, the index indO(w) is linear with respects to the components in
the canonical decomposition of the generic objects O(w), which are either
generic modules or the object Pi[1], i ∈ I.
Therefore, it suffices to study the indices of modules. Let O(w) = M be
any Qop-module with the minimal injective resolution
0→M f−→ Iw(−1) g−→ Iw(0) → 0.(64)
Let B denote the Jacobi algebra of (Q˜, W˜ ). View the resolution as a short
exact sequence in the category of Bop-modules. Denote the simple Bop-
modules by Sj , 1 ≤ j ≤ 2n. If we apply HomBop−mod(Sj , ) to the above
short exact sequence, we obtain a long exact sequence
. . .→ HomBop−mod(Sj ,M) f0−→ HomBop−mod(Sj , Iw(−1))→ HomBop−mod(Sj , Iw(0))
w0−→ Ext1Bop−mod(Sj ,M)
g1−→ Ext1Bop−mod(Sj , Iw(−1))→ Ext1Bop−mod(Sj , Iw(0))→ . . . .
Then (indM)j = −dimHomBop−mod(Sj ,M) + dimExt1Bop−mod(Sj ,M), cf.
[Pal08].
Because M is supported on the principal part Q, dimHomBop−mod(Sj ,M)
vanishes unless 1 ≤ j ≤ n. The fact that (64) is the minimal injective
resolution of Qop-modules implies f0 is an isomorphism. It follows that w0
is injective.
When the quiver is of z-pattern, we have ind Ii = −ei + ei+n, cf. Lemma
7.1.1. Therefore Ext1Bop−mod(Sj , Iw(−1)) equals wj−n(−1) if j > n and
vanishes elsewhere. Furthermore, the fact that (64) is the minimal injec-
tive resolution of the Qop-module M implies that for any i ∈ I, either
dimExt1Bop−mod(Si+n, Iw(−1)) = wi(−1) or dimExt1Bop−mod(Si+n, Iw(0)) =
wi(0) is zero. Therefore, g1 is surjective.
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Therefore, we have
(indM)j = −dimHomBop−mod(Sj , Iw(−1)) + dimHomBop−mod(Sj , Iw(0))
+ dimExt1Bop−mod(Sj , I
w(0))
=
{ −wj(−1) + wj(0) if j ≤ n
wj(0) + wj−n(−1) if j > n,
= (indw)j .

Remark 8.1.4 (Failure 3). For general Q˜, we have
indw 6= indO(w).(65)
Lemma 8.1.5. The elements in the coefficient ring ZP [q±
1
2 ] quasi-commute
with MT (w), LT (w), LT (w), w ∈ NI×{−1,0}.
Proof. It follows from the fact that xi, n < i ≤ N , commutes with xB˜v for
any v ∈ Nn. 
Proposition 8.1.6. The set {LT (w), w ∈ J } is a ZP [q± 12 ]-basis of the vec-
tor space Aqsub.
Proof. Notice that the matrix (rw,w′) is upper unitriangular. Furthermore,
each element LT (w) divides into the composition of the coefficient free part
LT (φw) and the pure coefficient part LT (fw) ∈ ZP [q± 12 ]. Therefore, Aqsub
is spanned by {LT (w), w ∈ J } over ZP [q± 12 ].
Take any vectors w, w′ in J , such that w 6= w′. By proposition 8.1.3, the
vector prn ind
zw is the index of a generic object in the cluster category of
Q. Furthermore, we have prn indw 6= prn indw′, cf. the proof of Proposition
8.1.3 or [Pla11c]. Because indw is the leading term of LT (w) and B˜ is of
full rank, the set {LT (w), w ∈ J } is ZP [q± 12 ]-linearly independent. 
Proposition 8.1.7. Aqsub equals Aq.
Proof. Aqsub is a subspace of Aq because the latter contains {MT (w)}. If we
take any two elements LT (φw1) ∗ f1, LT (φw2) ∗ f2, where f1, f2 ∈ ZP [q± 12 ],
it follows from Proposition 7.1.10 that their twisted product still belongs
to Aqsub. Therefore, Aqsub is a subalgebra of Aq with respect to the twisted
product. But it contains all the quantum cluster variables. Therefore, the
two algebras must agree. 
Theorem 8.1.8. {LA(w), w ∈ J } is a ZP [q± 12 ]-basis of Aq. It is called the
generic basis. Furthermore, it contains all the quantum cluster monomials.
Proof. The statement follows from Proposition 8.1.6 and 8.1.7. 
8.2. Dual canonical basis and dual PBW basis. Similar to the treat-
ment of generic quantum cluster characters, for each w ∈ J , we normalize
the quantum torus elements MT (w) and LT (w) by defining
MA(w) =MT (w) · xindO(w)−indw,(66)
LA(w) =LT (w) · xindO(w)−indw.(67)
(68)
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Theorem 8.2.1. The sets {MA(w), w ∈ J }, {LA(w), w ∈ J } are ZP [q± 12 ]-
bases of Aq. They are called the dual PBW basis and the dual canonical
basis of the quantum cluster algebra Aq respectively. Furthermore, all the
quantum cluster monomials are contained in {LA(w), w ∈ J }.
Proof. It suffices to show that {MT (w), w ∈ J }, {LT (w), w ∈ J } are ZP [q± 12 ]-
bases of Aq. Applying the truncated character map to (35), we obtain
MT (w) = LT (w) +
∑
(v,w) is l-dominant
Zw,w′(q
δ
2 )xB˜v+indCqvLT (w′),(69)
where w′ = w−Cqv and Zw,w′(t) = Z0,v;w(t) ∈ t−1Z[t−1]. Denote the matrix
of the coefficients Zw,w′(q
δ
2 )xB˜v+indCqv by Z˜(q
δ
2 ).
Similarly, denote the matrix of the coefficients rw,w′x
B˜v+indCqv in (60) by
R and its inverse by R−1.
Define the J × J matrix φR−1 such that its entry in position (w,w′) is
(φR−1)w,w′ =
∑
w′′∈NI×{−1,0}:φw′′=w′
R−1w,w′′x
ind(fw′′).
Denote the product Z˜(q
δ
2 )R−1 by S(q
δ
2 ). Similarly, the J ×J matrix φS(q δ2 )
is defined such that its entry in position (w,w′) is
(φS(q
δ
2 ))w,w′ =
∑
w′′∈NI×{−1,0}:φw′′=w′
S(q
δ
2 )w,w′′x
ind(fw′′).
The matrix transition between {LT (w), w ∈ J } and {LT (w), w ∈ J } is
given by the matrix φR−1. The matrix transition between {LT (w), w ∈ J }
and {MT (w), w ∈ J } is given by the matrix φS(q δ2 ).
With respect to the dominance order, the matrices R−1 and S are upper
unitriangular. It follows that φR−1 and φS are upper triangular. Notice that,
if for w, w′ in NI×{−1,0}, we have w′ ≤ w with respect to the dominance
order, then w′ must be equal to w. It follows that φR−1 and φS are upper
unitriangular. Therefore, we obtain the statements from Theorem 8.1.8. 
Remark 8.2.2. The transition matrices vary little when the choice of the
coefficients and quantization change:
1) The matrix Z can be solved recursively by a combinatorial algorithm,
cf. [Lus90, 7.10] or [Nak04, Section 8]. Z only depends on Q. Also, the
geometrically defined integer matrix (rw,w′) only depends on Q. The set
{w′ : φw′ = w′′} for given w′′ can be calculated easily.
2) We have Z˜(q
δ
2 ) = Z(q
δ
2 ) and R = (rw,w′) if the quiver is of z-pattern.
8.3. Structure constants. In [Kim12], Kimura studied the factorization
of the dual canonical basis Bup of a certain quantum unipotent subgroup.
Because in [KQ12], the authors identified L(w) with elements in Bup, we
can translate his result into our setting.
Theorem 8.3.1 ([Kim12, Theorem 6.21]). Up to t-powers, we have the
factorization of simples
L(w) = L(φw) · L(fw).(70)
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For any w1, w2, w3 in J , define an element in ZP [q± 12 ]
φb
w3
w1,w2;B˜ = x
indO(w1)+indO(w2)−indO(w3)−ind(w1+w2−w3) ∑
w:φw=w3
bww1,w2x
ind fwxB˜v+indCqv
(71)
where v is determined by
w = w1 + w2 − Cqv(72)
and the integers bww1,w2 by (37).
Theorem 8.3.2 (Positive basis). The structure constants of the dual canon-
ical basis {LT (w), w ∈ J } are given by, for any w1, w2 in J ,
LA(w1) ∗ LA(w2) = q 12Λ(ind(w1),ind(w2))− δ2Λz(indz(w1),indz(w2))
·
∑
w3∈J
φb
w3
w1,w2;B˜(q
δ
2 )LA(w3).
In particular, they are contained in N[q±
1
2 ][x±n+1, . . . , x
±
m].
Proof. First consider the quantum cluster algebraAq associated with (B˜z,Λz).
Then we have Π̂χ̂q,t = χq,tΠ̂. The truncated character χq,t
≤0 is algebraic
from Rt to D(T ). Therefore, the Z[t±]-linear independent set {LT (w)} in T
is closed under the twisted product ∗ and the corresponding positive struc-
ture constants are bww1,w2 as given by (37). Using Theorem 8.3.1, we obtain
the structure constants of the dual canonical basis {LT (w), w ∈ J }.
Finally, the correction technique in Theorem 9.1.2 implies the above result
for any acyclic quantum cluster algebra. 
We obtain that, whatever the coefficient pattern Q˜ − Q and the quanti-
zation Λ we choose, the quantum cluster algebras containing acyclic seeds
are strongly positive: they admit a basis in which the structure constants
are positive.
The following important consequence of the deformed monoidal categori-
fication is an easy generalization of the first main result of the author’s joint
work with Kimura [KQ12] for arbitrary choice of coefficients and quantiza-
tion.
Corollary 8.3.3. (Quantum positivity [KQ12]) Any quantum cluster mono-
mial m can be written as a Laurent polynomial of the quantum cluster vari-
ables xi, 1 ≤ i ≤ n, in any given seed with coefficients in N[q± δ2 , x±n+1, . . . , x±m].
Proof. By the quantum Laurent phenomenon, we have
m =
∑
m∗=(mi) cm∗
∏
1≤i≤n x
mi
i∏
i x
di
i
,
where m∗ = (mi)i∈I , d∗ = (di)i∈I are sequences of nonnegative integers and
the coefficients cm∗ are contained in ZP [q±
1
2 ]. Notice that we use the usual
product · in this expression.
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The quantum cluster monomial m equals LA(w) for some w. Also, the
quantum X-variable xi, 1 ≤ i ≤ m, equals LA(wi) for some wi. We can
rewrite the above equation as∑
m∗=(mi)
cm∗L
A(
∑
i
miwi) =
∏
i
LA(wi)di · LA(w)
= q−
1
2
Λ(ind(
∑
i diw
i),ind(w))LA(
∑
i
diwi) ∗ LA(w).
The statement follows from Theorem (8.3.2). 
The almost simple pseudo-modules L(w) introduced in Section 6 form a
Z[q±
1
2 ]-basis of Rt. Notice that, when the ice quiver is of z-pattern, we have
Π̂corχq,t
≤0L(w) = LT (w) = LA(w). Denote the structure constants of this
basis by cww1,w2(t): for any w
1, w2 in NI×{−1,0}, we have
L(w1)⊗ L(w2) =
∑
w
cww1,w2L(w).(73)
Because the matrix (rw,w′) and the matrix of the structure constants of
{LT (w)} are upper unitriangular, the matrix (cww1,w2) is upper unitriangular
as well. Therefore, for every nonzero term in the sum, we always have
w = w1 + w2 − Cqv for some v.
For any w1, w2, w3 in J , define an element in ZP [q± 12 ]
φc
w3
w1,w2;B˜ = x
indO(w1)+indO(w2)−indO(w3)−ind(w1+w2−w3) ∑
w:φw=w3
cww1,w2x
ind fwxB˜v+indCqv
(74)
where v is determined by w = w1 + w2 − Cqv.
Theorem 8.3.4. The structure constants of the generic basis {LT (w), w ∈ J }
are given by, for any w1, w2 in J ,
LA(w1) ∗ LA(w2) = q 12Λ(ind(w1),ind(w2))− δ2Λz(indz(w1),indz(w2))
·
∑
w3∈J
φc
w3
w1,w2;B˜(q
δ
2 )LA(w3).
Proof. This theorem is a consequence of (62) and Theorem 9.1.2. The proof
is similar to that of Theorem 8.3.2. 
9. Correction technique
9.1. Corrections of algebraic relations. Given any (quantum) cluster
algebra, if some basis of it is known, we want to ask what happens if we
change the coefficients and the quantization. As we have seen in Theorem
8.1.8 Theorem 8.2.1 and Remark 8.2.2, the bases and their transition matri-
ces vary little when the coefficient type Q˜−Q and the quantization Λ change.
We shall show that this phenomenon is true in general, by generalizing the
correction factors in the previous failures (55) (58) (65).
Let n, m(1), m(2) be three integers, such that 0 < n ≤ m(1),m(2). For
i = 1, 2, let B˜(i) be an m(i) × n matrix. Let Λ(i) be an m(i) ×m(i) skew-
symmetric integer matrix.
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Definition 9.1.1 (weakly compatible pair). The pair (B˜(i),Λ(i)) is called
weakly compatible if there exists an n× n integer matrix D(i) such that we
have
Λ(i)(−B˜(i)) =
[
D(i)
0
]
.(75)
Assume the matrices B˜(i) have the common principal part B, the pairs
(B˜(i),Λ(i)) are weakly compatible, and D(2) = δD(1) for some integer δ. A
priori, rankD(1) is no less than rankD(2).
Define the associated quantum tori
T (i) = T (i)(Λ(i)) = Z[q± 12 ][x±1 , . . . , x±m(i) ]
such that twisted product is determined by Λ(i).
Let max(m(1),m(2)) be denoted by m. As in (53), enlarge B˜(1), B˜(2) into
m× n matrices and Λ(2) into an m×m matrix by adding zero entries, and
define the associated enlarged quantum torus
T = T (Λ(2)) = Z[q± 12 ][x±1 , . . . , x±m],
such that its twisted product is determined by the enlarged matrix Λ(2).
For each i, and for any integer s ≥ 3, integer 1 ≤ j ≤ s, vector g(i)j ∈ Zni ,
and polynomial
Fj(t; y1, . . . , yn) =
∑
v∈Nn
bj(t; v)y
v ∈ Z[t±][y1, . . . , yn],
where t, y1, . . . , yn are indeterminates, bj(t; v) ∈ Z[t±], we define the fol-
lowing element in the quantum torus T (1):
M
(1)
j = x
g
(1)
j Fj(q
1
2 ;xB˜
(1)e1 , . . . , xB˜
(1)en)
= xg
(1)
j
∑
v∈Nn
bj(q
1
2 ; v)xB˜
(1)v,
where ek is the k-th unite vector in Zn, and a similar element in T (2):
M
(2)
j = x
g
(2)
j Fj(q
δ
2 ;xB˜
(2)e1 , . . . , xB˜
(2)en)
= xg
(2)
j
∑
v∈Nn
bj(q
δ
2 ; v)xB˜
(2)v.
Assume the first n coordinates of g
(1)
j and g
(2)
j are equal, i.e. we have
prn g
(1)
j = prn g
(2)
j = gj for some vector gj ∈ Zn.
Theorem 9.1.2. Assume that B˜(1) is of full rank and bj(t; 0) does not
vanish for any 3 ≤ j ≤ s. If the following equation holds in T (1):
q−
1
2
Λ(1)(g
(1)
1 ,g
(1)
2 )M
(1)
1 ∗M (1)2 =
∑
3≤j≤s
c
(1)
j (q
1
2 )M
(1)
j(76)
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for some coefficients c
(1)
j (t) ∈ Z[t±][xn+1, . . . , x±m(1) ], then there exist unique
vectors uj ∈ Nn such that g(1)j = g(1)1 + g(1)2 + B˜(1)uj, and we have
q−
1
2
Λ(2)(g
(2)
1 ,g
(2)
2 )M
(2)
1 ∗M (2)2 =
∑
3≤j≤s
c
(2)
j (q
δ
2 )M
(2)
j(77)
such that the coefficients in Z[t±][xn+1, . . . , x±m(2) ] are given by
c
(2)
j (q
δ
2 ) = c
(1)
j (q
δ
2 )xg
(2)
1 +g
(2)
2 +B˜
(2)uj−g(2)j .(78)
Proof. Expanding LHS of (76), we obtain
LHS =
∑
v1,v2:v1+v2=v
q−
1
2
Λ(1)(g
(1)
1 ,g
(1)
2 )+
1
2
Λ(1)(g
(1)
1 +B˜
(1)v1,g
(1)
2 +B˜
(1)v2)
· b1(q 12 ; v1)b2(q 12 ; v2)xg
(1)
1 +g
(1)
2 +B˜
(1)v
=
∑
v1,v2:v1+v2=v
q
1
2
(−gT1 D(1)v2+gT2 D(1)v1+vT1 BD(1)v2)
· b1(q 12 ; v1)b2(q 12 ; v2)xg
(1)
1 +g
(1)
2 +B˜
(1)v.
=
∑
v1,v2:v1+v2=v
q
1
2δ
(−gT1 D(2)v2+gT2 D(2)v1+vT1 BD(2)v2)
· b1(q 12 ; v1)b2(q 12 ; v2)xg
(1)
1 +g
(1)
2 +B˜
(1)v.
In (76), since bj(t; 0) is nonzero, the monomial x
g
(1)
j in RHS must be killed
by either another monomial x
g
(1)
j′ +B˜
(1)vj′ in RHS or a monomial in LHS. In
the former case, repeat this argument for x
g
(1)
j′ . Then, after finite steps, we
obtain that for some uj ∈ Nn, xg
(1)
j must equal the monomial xg
(1)
1 +g
(1)
2 +B˜
(1)uj
in LHS. Therefore, we can rewrite RHS as
RHS =
∑
j
c
(1)
j (q
1
2 )
∑
vj
bj(q
1
2 ; vj)x
g
(1)
1 +g
(1)
2 +B˜
(1)(uj+vj).
View the both sides as usual Laurent polynomial and embed them into
the enlarged quantum torus T . We can rewrite them as
LHS =
∑
v1,v2:v1+v2=v
(q
1
2δ )−Λ
(2)(g
(2)
1 ,g
(2)
2 )+Λ
(2)(g
(2)
1 +B˜
(2)v1,g
(2)
2 +B˜
(2)v2)
· b1(q 12 ; v1)b2(q 12 ; v2)xg
(2)
1 +g
(2)
2 +B˜
(2)v
· xg(1)1 +g(1)2 −g(2)1 −g(2)2 x(B˜(1)−B˜(2))v,
RHS =
∑
j,vj :uj+vj=v
c
(1)
j (q
1
2 )bj(q
1
2 ; vj)x
g
(2)
1 +g
(2)
2 +B˜
(2)(uj+vj)
· xg(1)1 +g(1)2 −g(2)1 −g(2)2 x(B˜(1)−B˜(2))(uj+vj).
In the both sides, we replace the indeterminate q
1
2 by q
δ
2 and delete the
factor
xg
(1)
1 +g
(1)
2 −g(2)1 −g(2)2 x(B˜
(1)−B˜(2))v
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in each monomial. Then we still have LHS = RHS, which now become
LHS = q−
1
2
Λ(2)(g
(2)
1 ,g
(2)
2 )M
(2)
1 ∗M (2)2
RHS =
∑
j
∑
vj
c
(1)
j (q
δ
2 )bj(q
δ
2 ; vj)x
g
(2)
1 +g
(2)
2 +B˜
(2)uj−g(2)j xg
(2)
j +B˜
(2)vj
=
∑
j
c
(1)
j (q
δ
2 )xg
(2)
1 +g
(2)
2 +B˜
(2)uj−g(2)j Mj .
Thus, (77) is proved. 
Remark 9.1.3. The quotient between the q-powers on the left of (76) and
(77) should be viewed as the generalization of the q-power correction factor in
Failure 1 (55). The correction factor xg
(2)
1 +g
(2)
2 +B˜
(2)uj−g(2)j should be viewed
as the generalization of the factor in Failure 2 (58). The difference g
(2)
j −g(1)j
should be viewed as the generalization of the difference of the two sides of
(65).
9.2. Structure constants.
Theorem 9.2.1. For i = 1, 2, assume that the pair (B˜(i),Λ(i)), i = 1, 2,
in Theorem 9.1.2 is either compatible or the matrix Λ(i) is zero. Denote the
corresponding quantum or classical cluster algebras by Aq(i).
For i = 1, 2, let B(i) be a Z[q±
1
2 ][x±n+1, . . . , x
±
m(i)
]-basis of Aq(i) such that
its elements take the form M (i)j. If the structure constants of B
(1) are
described by (76), then the structure constants of B(2) are described by the
corresponding equation (77).
Proof. The statement is obtained by taking (76) to be the multiplication of
basis elements. 
Remark 9.2.2. By this theorem, in order to study the structure constants
of the bases, it suffices to choose a special coefficient pattern with special
quantizations, e.g. the principal coefficients with the canonical quantization.
9.3. Acyclic case. Now we can apply the correction techniques to the re-
sults of Section 8. We simplify the proofs of previous results on bases of
acyclic quantum cluster algebras, and we also present results about the
bases of acyclic classical cluster algebras.
Let the compatible pairs (B˜(i),Λ(i)), i = 1, 2, be given as in Theorem
9.2.1. Further assume that B = BQ for some acyclic quiver, and choose
(B˜(1),Λ(1)) to be (B˜z,Λz). Then we can choose the Z[q±
1
2 ]-linearly inde-
pendent subset3 B(1) of the elements of Aq(1) to be the set {LA(w)}, the set
{MA(w)}, or the set {LA(w)}. Notice that the elements of B(1) take the
form M
(1)
j of Theorem 9.1.2. Define B
(2) to be the subset {LA(w), w ∈ J },
{MA(w), w ∈ J }, {LA(w), w ∈ J } in T (2) respectively if Λ(2) is nonzero, or
the corresponding classical limit if Λ(2) = 0. Then the elements of B(2) take
the form M
(2)
j .
3The subset B(1) is a basis of the subalgebra of Aq(1) generated by the quantum cluster
variables and the frozen variables xn+1, . . . , x2n.
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Theorem 9.3.1. If B˜(2) is of full rank, then B(2) is a ZP [q±
1
2 ]-basis of
Aq(2). Furthermore, if B(2) is {LA(w), w ∈ J } or {LA(w), w ∈ J }, then
the structure constants of B(2) can be deduced from (77) which corresponds
to the structure constants equation (76).
Proof. By the proof of 8.1.6, the leading terms (terms with v = 0) of the
elements in B(2) are different. Because B˜(2) is of full rank, in each M
(2)
j , the
leading term cannot be killed by the other terms. Therefore, B(2) is linearly
independent. Because B(1) is contained in Aq(1), by Theorem 9.1.2, B(2) is
contained in Aq(2).
Assume B(2) is either {LA(w), w ∈ J } or {LA(w), w ∈ J }. Then it con-
tains all the quantum cluster monomials by section 6. Moreover, it generates
a ZP [q±
1
2 ]-subalgebra of Aq(2) by Theorem 9.1.2 and (49) or (70). The state-
ment concerning its structure constants also follows from Theorem 9.1.2.
Using the upper unitriangular basis transition matrices studied before,
we deduce that {MA(w), w ∈ J } is also a basis. 
Remark 9.3.2. If we take Λ(2) = 0, then Aq(2) is a classical cluster algebra,
which we denote by A(2).
1) If we take B(1) to be the dual canonical basis, then we obtain that
B(2) is the dual canonical basis of A(2) with positive structure constants. All
cluster monomials are contained in B(2).
2) If we take B(1) to be the generic basis and the dual PBW basis, then
this theorem generalizes the results of the dual semicanonical basis and the
dual PBW basis in [GLS11, 16.1] to the integral form and general coefficient
type.
Recently, another proof of the generic basis for A(2) is obtained in [GLS12]
(see also [Pla11a]), which is based on cluster categories and a combinatorial
result of [BFZ05].
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