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Abstract— The need to interface Low power and Lossy 
Network (LLN) to the web acquired notoriety with the rise of 
Internet of Things (IoT). Accordingly, IETF ROLL working 
group proposed a de-facto IPv6 routing protocol called RPL. 
RPL provisions 6LoWPAN (IPv6 over Low power and Wireless 
Personal Area Network) and has been the profound interest 
among researchers, primarily because of its flexibility to cope 
with the topology changes and its ability to auto-configure, 
detect and avoids loops. Since, motes that are deployed in IoT 
network are battery driven and lossy in nature, network 
execution is strongly influenced. Consequently, if the network 
convergence for scalable network can be foreseen, it can be 
utilized to upgrade the network performance. The idea behind 
this article is to propose a predictive model that gauges 
Convergence Time (CT) by performing feature selection by 
utilizing Machine Learning (ML) strategy for RPL and IoTorii. 
IoTorii is another such convention proposed in recent literature 
that scales network better. RPL and IoTorii protocols are 
simulated on Contiki OS/Cooja simulator using Sky motes. 
Further, RPL execution precision is tried for Storing and Non-
Storing modes both. Similarly, IoTorii performance accuracy is 
tested for both of its proposed variations: nHLMAC1 and 
nHLMAC3 addresses. Additionally, the network parameters 
obtained from the simulation are used for feature selection in 
predictive modelling. The experiment shows that the prediction 
model gives the best forecast with 93.619%, 96.962%, 93.112% 
and 92.635% accuracy for both the protocols with different 
modes and addresses respectively. 
Keywords—RPL, LLN, IoT, IoTorii, Convergence Time, 
Linear Regression.  
I. INTRODUCTION  
Communication networks [1] are continually advancing. 
Internet of Things (IoT) [2][3] is essentially one such 
communication network that permits physical entities and 
individuals to connect, gather and trade information. This 
interminable transformation has created a riddle comprising of 
various sorts of gadgets, topologies, conventions, protocols 
and administrations. Many relevant solutions like SDN [4], 
NDN [5], cloud and fog computing [6], content forwarding 
and caching schemes [7] are proposed in literature to optimize 
the network, yet this paradigm isn't for the most part 
appropriate to Low power and Lossy Networks (LLNs), 
because of energy and memory constraints. Therefore, LLNs 
are ordinarily utilized with IoT paradigm to accumulate and 
handle information. This will endow network performance 
manifold and aid in evolving pioneering applications in plenty 
of realms, including smart cities [8][9] and Internet of 
Vehicles (IoV) [10]. 
RPL is the standard protocol introduced by (Internet 
Engineering Task Force (IETF) Routing Over Low power and 
Lossy networks (ROLL) working group in 2012 to address 
these LLN issues [11]. Although, RPL still needs 
advancement to discourse scalability, mobility, energy 
Quality of Service (QoS) and network QoS requirements. 
Many researchers have proposed RPL optimization to 
enhance network performance [12][13][14], some 
academicians [15][16][17] have contemplated a redesign of 
RPL based on its contemporary and forthcoming concerns, 
while some authors [18][19] have recommended parallel 
protocols that claim to outperform RPL in light of these issues.  
In this article, a predictive model is proposed to estimate 
the network Convergence Time (CT) for RPL and IoTorii, 
where IoTorii [19] is another proposed protocol in literature 
which is also considered to test our model accuracy apart from 
RPL. A predictive model like such is indispensable to 
comprehend the network performance beforehand and 
optimize the network accordingly for enhanced network 
execution and QoS. This paper realizes the concept of Linear 
Regression (LR): a Machine Learning (ML) strategy, to build 
the predictive model by performing feature selection. The 
contribution is not just limited to exploring the protocols in 
their native forms but, RPL is simulated for both Storing and 
Non-Storing modes and the proposed IoTorii protocol is 
considered with both nHLMAC1 and nHLMAC3 addresses 
independently. The results justifies the use of the proposed 
predictive model with 93.619%, 96.962%, 93.112% and 
92.635% accuracy. 
The paper is further organized as follows: the related work 
is outlined in Section II, the details of the dataset are discussed 
in Section III. Section IV discusses the methodology and 
Section V shows the findings of the study. Finally, the study 
is concluded with its future scope in Section VI. 
II. RELATED WORKS  
Literature recommends the use of ML techniques in RPL 
assessment. Authors in paper [20] proposed a multi-layer 
perceptron model to study the effect of transmission power on 
Energy Consumption (EC) and to estimate the optimal 
transmission range for LLN using RPL. In [21] authors 
proposed the use of a reinforcement learning model to 
estimate the link quality and minimize communication 
overhead caused by the nodes mobility in RPL for IoT 
networks. Their results showed an improvement in Packet 
Loss Rate (PRR). Authors in [22] suggested the use of 
fuzzified metric to select the best parent using machine 
learning. Their model gave 89% accuracy using random forest 
classifier. Paper [23] incorporated objective function based on 
learning automata with RPL to yield Expected Transmission 
count (ETX) and showed improvement in PRR, EC and 
communication overhead.  
Most of the papers in literature emphasized on using ML 
techniques for improvising RPL privacy and security. Like, 
authors in [24] proposed the use of k-nearest neighbor 
classifier to detect rank attack on RPL network. Similarly, 
paper [25][26] detected wormhole and rank attacks on RPL in 
IoT networks using ML techniques. Additionally, authors in 
[27][28][29] reviewed the assessment of network Intrusion 
Detection System (IDS) for RPL and their implementation 
was examined using ML techniques. Many more studies 
[30][31][32][33] can be found in state-of-art that 
recommended the use of ML strategies for the identification, 
evaluation and authentication of diverse attacks on the 
network using RPL protocol.  
These works aimed at refining the RPL performance and 
mostly privacy and security of RPL but very limited studies 
could be uncovered that discussed network performance of 
RPL. This paper conceals this gap and addresses the network 
performance estimation using predictive model by performing 
feature selection of network QoS parameters.  
III. DATASET  
This research have used two kinds of data. Both the dataset 
contains network QoS parameters. The network multi-variate 
parameters include CT, Convergence Rate (CR), Hop Count 
(HC), communication overhead and network density. Data is 
accumulated for increasing network size from 5 nodes to 200 
nodes. Sky mote is configured within Cooja simulation for use 
within Wireless Sensor Network (WSN). This dataset [34] can 
be downloaded from IEEE DataPort. An instance of dataset is 
shown in Fig. 1. 
 
Fig. 1. Instance of the pre-processed and pre-cleaned dataset 
A. RPL Dataset 
RPL dataset is simulated over Cooja simulator on Contiki 
OS using Sky mote under two modes: Storing and Non-
Storing. RPL in storing mode consumes high energy with the 
increase in network size, while RPL in Non-Storing mode 
generates high communication overhead with the increase in 
network size.  
B. IoTorii Dataset 
IoTorii dataset is also simulated over Cooja simulator on 
Contiki OS using Sky mote but using two distinct addresses: 
nHLMAC1 and nHLMAC3. The use of these addresses to 
develop IoTorii protocol is explained in [19]. nHLMAC1 
means one Hierarchical Local Media Access Control 
(HLMAC) address can be assigned to a node at most, whereas 
maximum of 3 HLMAC addresses can be assigned to each use 
using nHLMAC3.  
IV. METHODOLOGY  
In order to build the predictive model, the steps followed 
are shown in Fig. 2. The data is explored using the considered 
dataset. The data is then pre-processed and cleaned to clear the 
NULL values and fetch the relevant data. Further, the 
relationship of rest of the network QoS parameters is studied 
with respect to CT and the most significant features are 
selected for each dataset. Then, a predictive model is 
developed for the obtained data based on the problem 
statement and the model is evaluated for its accuracy and 
performance. 
 
Fig. 2. Predictive Modelling Process  
A. Problem Statement 
It is indeed that the increase in network lifetime and 
overall network execution for a protocol with increasing 
network size, will elevate the performance and QoS for the 
network, if foreseen and optimized. Limited availability of 
such predictive model to test the network can be clearly 
analyzed from the literature. Hence, it breeds the necessity to 
develop a predictive model that can optimize network 
performance and offer QoS with high accuracy. 
B. Proposed Model 
This article commends the use of proposed predictive 
model as a solution to pre-determine the network performance 
and accordingly optimize it for superior execution and high 
QoS. The basic notion behind developing this model is the use 
of ML strategy, because of its ability to process big-data. 
Since, the network density is dynamic and capricious, the size 
of data cannot be pre-accessed. Thus, this model uses multi-
variate LR technique by selecting optimal features to build the 
model with high accuracy.  
1) Linear Regression (LR): It is a supervised ML 
algorithm that is used for predictive analysis. It is a statistical 
method for continuous data and shows a linear relation 
between the target/ dependent variable (y) and one or more 
predictor/ independent variables (x1, x2, … xn). The general 
equation for multi-variate LR line is:   
 y = m1x1 + m2x2 + ... + mnxn  + c (1) 
where, m1,m2, … mn are coefficients and c is the 













an d intercept that fits the LR line best. It can be graphically 
represented as in Fig. 3.  
 
Fig. 3. Line of Linear Regression Represenation  
 The cost function is calculated using Root Mean Square 
Error (RMSE) method, which is used to minimize the 
difference between the actual value of y and predicted value 
of y. It is expressed as:  
 RMSE = Ö 1/n å (yi - y¢i)2 (2) 
where, yi is the actual value, y¢i is the predicted value, for 
i = 1 to n and n are the total number of observations. The R2 
value predicts the model performance and determines the 
goodness of fit. The range of R2 is 0 to 1 and more the value 
of R2 is closer to 1, better is the goodness of fit by the model. 
It is estimated as: 
 R2 = Explained Variation / Total Variation (3) 
V. RESULTS AND DISCUSSIONS 
The predictive model is implemented using python script 
on Anaconda navigator in Jupiter Notebook. The .xlxs files of 
the dataset are pre-processed and converted to readable .csv 
files. The results are separately discussed for both datasets.  
A. RPL Dataset 
1) RPL in Storing mode: The data modelling graphs of CT 
with respect to other network QoS parameters are shown in 
Fig. 4. It is seen that Nodes/ Network density, HC and 
Overhead has a positive LR line, whereas CR has a negative 
LR line. Further, feature selection is performed and nodes, 
CR, HC and overhead are selected as optimal parameters. The 
coefficient values of each parameters are 1.159, 1.154, -4.023, 
0.898 respectively and the intercept value is 8.382.  
 
 
 a)                                           b) 
 
      c)                                             d) 
Fig. 4. Data Modelling of CT with respect to a) Nodes b) CR c) HC and d) 
overhead for RPL in Storing mode. 
2) RPL in Non-Storing mode: The data modelling graphs 
of CT with respect to other network QoS parameters are 
shown in Fig. 5. It is seen that Nodes/ Network density, HC 
and overhead has a positive LR line, whereas CR has a 
negative LR line. Further, feature selection is performed and 
nodes, CR, HC and overhead are selected as optimal 
parameters. The coefficient values of each parameters are 




a)                                           b) 
 
      c)                                             d) 
Fig. 5. Data Modelling of CT with respect to a) Nodes b) CR c) HC and d) 
overhead for RPL in Non-Storing mode. 
B. IoTorii Dataset 
1) IoTorii with nHLMAC1 address: The data modelling 
graphs of CT with respect to other network QoS parameters 
are shown in Fig. 6. It is seen that Nodes/ Network density 
and HC has a positive LR line, whereas CR has a negative LR 
line and overhead shows an exponential graph. Further, 
feature selection is performed and nodes, CR and HC are 
selected as optimal parameters. The coefficient values of each 
parameters are -0.001, -0.315, 0.138 respectively and the 
intercept value is 0.273. 
a)                                           b) 
 
    c)                                             d) 
Fig. 6. Data Modelling of CT with respect to a) Nodes b) CR c) HC 
and d) overhead for IoTorii with nHLMAC1 address 
2) IoTorii with nHLMAC3 addresses: The data 
modelling graphs of CT with respect to other network QoS 
parameters are shown in Fig. 7. It is seen that Nodes/ 
Network density and HC has a positive LR line, whereas 
CR has a negative LR line and overhead shows an 
exponential graph. Further, feature selection is performed 
and nodes, CR and HC are selected as optimal parameters. 
The coefficient values of each parameters are -0.005, -
1.477, 0.211 respectively and the intercept value is 1.542. 
 
 
a)                                           b) 
 
   c)                                             d) 
Fig. 7. Data Modelling graphs of CT with respect to a) Nodes b) CR c) 
HC and d) overhead for IoTorii with nHLMAC3 addresses  
The accuracy score for the following study is shown in 
tabular form in Table 1.  
TABLE I.  ACCURACY SCORE OF THE PREDICTION MODEL 
This table fairly explains the use of the proposed 
predictive model to estimate convergence time of the 
network by optimally selecting the dependent QoS network 
parameters and improving the overall network lifetime, 
network performance and offering an advanced network 
QoS with high precision. The findings also show that the 
proposed predictive model is equivalently decent with the 
other RPL like protocol (IoTorii) suggested in literature for 
LLNs for IoT network.  
VI. CONCLUSION AND FUTURE SCOPE 
This article evidently underlines the need to develop a 
predictive model for the IoT network which considers 
network QoS parameters. Predictive analysis is used with 
LR technique of ML to build the predictive model. The 
model is tested for two protocols to effectively justify the 
performance of the proposed model. The protocols are also  
simulated for different modes and addresses. The proposed 
model selects distinct optimal features for both protocols. 
The accuracy score for the proposed model is equitably 
great  to justify its use for future network CT based 
predictions and not only for RPL but another protocols like 
IoTorii too. The average precision score for RPL dataset is 
95.291%, while average accuracy score for IoTorii dataset 
is 92.874%. It can also be inferred that the proposed model 
performs marginally better for RPL protocol than IoTorii 
protocol. In future, this system can be trained for RPL and 
IoTorii data that considers mobile nodes and more network 
QoS parameters like Packet Delivery Ratio (PDR), EC and 
latency. Moreover, this work can be extended for IoV 
network which can prove to be an edge-cutting development 
in this domain. 
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