Abstract. The chief purpose of this paper is to Present an alternative approach to results concerning the existence and uniqueness of monosplines which have a maximum number of zeros (the fundamental theorem of algebra for monosplines). In addition, we discuss the related problems of "double precision" quadrature formulae and one-sided L 1-approximation by spline functions with fixed knots.
A N >0, 0<tl <" "<tN <-1, then the index of da, denoted by I(a), is defined to be Y.j w(t,) where o(t) when t {0, 1}, and o(t) 1 when (0, 1).
Following [8] , we call da(t) a positive measure (relative to M) provided that 1o u(t) da(t) >0 whenever u is a nontrivial nonnegative function in M. A positive measure corresponds to an interior point of the moment space determined by the set of functions {Ul(t),""", Un(t)} [7] . The [7] . If M is a Chebyshev subspace then every positive measure da(t) has exactly two principal representations, f O f o f o u(t) dee(t)= u(t) dg(t)= u(t) dYe(t), u M, where dg is a lower principal representation and dd is an upper principal representation.
Let us denote by K the convexity cone generated by M. Thus every f K is a function defined on (0, 1) which satisfies the inequality Ul(tl) Ul(tn+l) u2 (tl) u2 ( 
I o f(t) dg(t)<= f(t) da(t)<= f(t) dd(t). e. A. MICCHELLI AND ALLAN PINKUS
This.inequality is called the Markoff-Krein inequality.
We shall now discuss the extension of the above results to a weak Chebyshev system which contains a positive function.
A set of linearly independent continuous functions {ui(t)}i"--a form a weak Chebyshev system (M a weak Chebyshev subspace) on [0, 1] provided that for all points 0 -< tl <" < tn -< 1, ul(ta) u(tn) u2 (tl) u2 ( Proof. The basic idea of the proof is to "smooth" the weak Chebyshev system {ui(t)}=a into a Chebyshev system and then apply the previous results for Chebyshev systems. Specifically, let 6 > 0 and define Ui(t; )--2 e-(X-'2/2ui(x) dx.
Then {ui(t; 6)}//a is a Chebyshev system [7] , and lim_0+ ui(t; 6) ui(t) uniformly in any closed subinterval of (0, 1) and lim_,0+ ui(t; 6)= u(t)/2, for {0, 1}, I o ui(t; () da(t)= u(t; 6) da_(t)= E Aj(6)u(tj(6); 6), j=l where hi(6) > O, j 1,. , l, and 0 < ta(6) <" < tl (6) valid.) Construct the "polynomial" u(t; 6)=Yi= a(6,)2(/t; 6) which satisfies u(t(6); 6)=0, i= 1,..., l, u(t; 6)>-_0 for t>=q (6) , ana L=a [a(6)] 2= 1. Since {u(t; 6)}2a is a Chebyshev system on [0, 1], the above conditions uniquely determine u(t; 6). Hence from (2.2), we conclude that I u(t; 6) da(t)= 0 for all 6 >0. Since 0<q(6)<... < t/(6) < 1, there exists a subsequence {6k}=a, 6k $ 0, such that ti (6) [7] . For M as above, the existence of a g(t) as indicated in the statement of the lemma follows by smoothing as in the proof of Theorem 2.1. Thus for da_ (t), Co--> 0, and for dd(t), Co 
for all u e M. 
Thus Uo is a best one-sided approximation to f from below. Furthermore, if u is any other best one-sided approximation to f from below, then according to (2.8) We end this section with some remarks concerning weak Chebyshev systems which satisfy linear constraints. This will enable us to conveniently apply the above results to certain classes of spline functions. 
El, Lk, Xl,
Thus if M(L) has dimension n + r-k, rank IIL,(u)ll k and 
Un+r(Xn+r-k+l) f(Xn+r-k+l)
for 0_<-xl <. <X,+r-k+l <- 
where t+ max {0, t} (we shall always assume n _-> 2).
We are interested in the subclass of ow which satisfies boundary conditions of the following form.
Let n + r k + m, and define
Denote by 5e(ck) the subset of ow satisfying C/(S)= 0, i= 1,..., k, and let c IIc;ll;\ " where (.2)
The following conditions on the matrix C are assumed to prevail throughout this paper.
(i) 0 N k N min {2n, n + r}.
(ii) There exist {i,. ., 
which is exact for all s 5f, where A > O, j 1,. ., 1, and 0 < <" < t < 1. We remark that the formula appearing above is of "double precision" since the dimension of 0 is n + r while the number of "free" parameters appearing on the right hand side of (3.4) is k + 21.
In general, the above quadrature formula is not unique as the following example demonstrates. 
Whether uniqueness persists for all n >-3 remains unresolved. However, we will later give some partial results on the uniqueness of (3.4).
The main idea in the proof of Theorem 3.1 is simply to show that the subspace 0(cgk) has a lower principal representation. The remainder of the section is devoted to the details of the proof of this fact.
Let us write ui(t) i-l, i= 1,''', n, and u.+,(t)=(t-)-1, i= 1,. ,r.
Then in the notation of 2, Melkman [9] (see also [5] S(a-1)(0)--0, while there exists an S E (,) for which S()(0) 0, then we say that 6e(,) has a zero of degree a at 0. If there exists no such a, i.e., S()(0) 0, 0, 1,. , n 1, then we say that 6(,) has a zero of degree n at 0. Similarly we define the degree of the zero of 6e(c,) at 1.
The following result in the case of separated boundary conditions is to be found in [12] . The proof of the general case below is essentially the same as the proof in [12] . We include it here for completeness. PROPOSITION 3.1. For k < n + r, f]P(fk has a zero of degree a at 0 ifffor all {il,"" ", is, j1,""" ,jk-s} satisfying (ii) of (3.3), i1=0, i2 1 In what follows, we shall assume n -> 3. For the case n 2, the required spline may be explicitly constructed.
Define, for e, 6 (0, 1), Sl(t) I I'U( 
S(t) S(t) + S2(t).
From (3.5), Sl(t)>=O for t6(e, 1), while S2(t)->0 for t(0, 1-6). Case I. There exists an s T such that s, k-s < n. Let e, 6 > 0 be chosen arbitrarily small. By (3.6), if s<n-1, $1(/) 2>0 for t6(e, 1), while if s-n-1. Sl(t) >0 for t (:1, 1) . Similarly, if k-s <n 1, Sz(t) >0 for t (0, 1-6), and if k-s n-1, S2(t) >0 for t (0, Cr). Thus it follows that S(t) >0 for (e, [1] [2] [3] [4] [5] [6] for all e, 6 positive and small. Since tl > 0, tl < 1, the result follows.
Case II. 5(k) has a zero of degree n at 0 or 1. Assume 5(k) has a zero of degree n at 1. Thus for s T, k -s n. Since we have already considered the case k 2n, we assume k <2n, implying s <=n-1. Choose e, 6 >0, e small and r_l< 1-6 <. If s<n-1, then Sl(t)>0 for t(e,r), while if s=n-1, then Sl(t) >0, for t E (:1, ). However, S2(t)>0 for t(0, r-1), and the result then follows from Proposition 3.2.
Case III. (k) has no zero of degree n at 0 or 1, but for all s T, either s n or k-s=n.
From Corollary 3.2, it follows that since (k) has no zero of degree n at 0 or 1, there exist sl, sz T such that sl n, k Sl n, and sz < n, k sz n. Obviously, k -Sl If k Sl sz < n 1, let , 6 > 0 be chosen small. Since s < n 1, Sl(t) > 0 for t6(e,,), and since k-Sl<n-1, S2(t)>0 for tG(:l, 1-6). Thus S(t)>0 for t(e, 1-6).
Assume k s sz n 1. By the above construction, S(t) 0 for (SOl, :).
We shall show that tl > : and t < s% proving the proposition. is a subset of (k) Of 
which is exact for all S 6 O(Cgk), where ai > 0, 1, , and 0 < tl <" < tt < 1. From (2.10) Proof. Any f6 Cn[0, 1]maybe written asf=fl-f2, wheref)")(t)(-1) 0for t(sq-l, sq), i= 1,...,r+l; /'= 1,2, and f.c"-l[0, 1], fC"(:_l, SC), i= 1,..-,r+l. Let gl(t)=fl(t)+S(t), where SSt', such that C(ga)=0, i= 1,. ., k. Since Ci (f) 0, 1,. ., p + q, and f (fl + S) (f2 + S), we conclude that C(f2 + S)= 0, 1,..., k. Let g2(/)= f2(t)+ S(t).
We shall prove that for any function g(t) which has the form 1 I o )+1 (3.9) g(t)= S(t)+ (n 1)-
where S 6 , and which satisfies gn(t)(--1)i >=0, (i-1, :i), 1," , r + 1, and Ci(g) O, 1,..., k, then either g or -g lie in K. By Taylor's theorem, both g(t) and g2(t) are of the requisite form. From the properties of g(t), (3.9) may be rewritten in the form r,l (__1) 
From (3.10) it follows that the above determinant is nonnegative (or nonpositive)
for all 0<Xl_-<'"-<x2t+a < 1. Thus by (2.11), g (or -g) is in K. Since 2i+p--n < ti < :2i-1+p,
where the {t}=a are the nodes ofthe unique quadrature formula (3.4).
Remark 3.4. The analysis of this section also holds for spline functions with knots of multiplicity at most n-2 and for Chebyshevian spline functions (see [3] and [6] ).
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Define R (f)
This, of course, is the Peano representation of the remainder R (f). We define
and note that M*(x) is a monospline of degree n with the knots {t}=l. Thus for
Since R((t-i)2-) 0, we conclude that M*(i) 0, 1,. ., r.
Let M(x) be any monospline of the form (4.1), and e C[0, 1]. Then integration by parts yields
Thus from (4.3) and (4.4) we obtain LEMMA 4.1. The monospline M*(x) defined above satisfies
Since the k 2n matrix C has rank k, we may construct a 2n 2n nonsingular matrix whose first k rows agree with C. We shall also denote this enlarged matrix by C. Define D (Cr)-1, and let (1)) and ((--1)"+rg("-l)(0),..., (--1)"+rg(0), (--1)"-1g(1), (--1)"-2g'(1),-'', g{"-l)(1)).
Thus (, ) (the inner product of the vectors and lI) represents the right-hand side of (4.5), and (Ci) C(f), i= Proof. From the above analysis, every quadrature formula of the form (3.4) gives rise to a monospline M(x) satisfying (4.6).
If M(x) satisfies (4.6), then (4.5) holds for f 9. Let
From (4.4), R(f) =.0 for f 6 {1, t, , t"-l}, and since R((t-x)-1) M(x), the theorem is proven.
The following two theorems represent a partial converse to Theorem 4.1. To prove these theorems, we demand an additional assumption on the k x 2n matrix C (see Remark Proof. Assume M(x) has r + 2 distinct zeros {:j= in (0, 1). Then there exists a quadrature formula
which is exact for fe 6e* {1, t, Proof. Due to the symmetry of the analysis we prove only one direction. Assume {i,. -, is, j1," ",/'2,-k-s} is such that M, +r-</z for some / r,..., n-1. Note that since M,-l=2n-k, and 2n-k+r=n +21>-n, tx < n 1. Let iv, 2n -ft 1 =< tz < i+1, 2n -f-i 1. Thus M, + r 3'+(2n-k-s-+l)+r<=l, i.e., 3'-s-+l+n+2l-tx<=O. Now n-iv-l, jt-n >=n-tz-1 > n-i+-1, j-l-n, and therefore e following theorem was suggested to us by A. A. Melkman who indicated a method of proof similar to that used in [6] . 
