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where is the number-correct score for examinee v (when it creates no confusion a number-correct score is denoted by r), fr is the number of examinees with a number-correct score of r, and is the item score for item ao Taking the derivative of the loglikelihood with respect to an arbitrary e parameter and multiplying through by Fi results in where is the first derivative of the symmetric function y, with respect to F,, and is an ESF of order r -1. The resulting system of k likelihood equations can be solved using the Broyden-Fletcher-Goldfarb-Shanno or gradient methods (Press, Flannery, Teukolsky, & Vetterling, 1986 ) that involve both the ESFs and their first derivatives, or using the Newton-Raphson procedure (Baker, 1992) . Thus, numerical evaluation of the ESFs and their derivatives is central to CMLE under the Rasch model and its extensions.
In recent years, a number of procedures for evaluating the ESFs and their derivatives have been developed (Fischer, 1995; Fischer & Ponocny, 1994 , 1995 Formann, 1986; Gustafsson, 1980; Jansen, 1984; Verhelst, Glas, & van der Sluis, 1.984). These approaches are based on the difference algorithm (Fischer, 1974; Fischer & Allerup, 1968) , the summation algorithm (Fischer, 1974) , or a combination of these two algorithms within the context of the grouping property of ESFs (Liou, 1994; Verhelst & Veldhuijzen, 1991) . Although the mathematical formulation of these algorithms and the grouping approach have been presented in the literature, the numerical details have not. The goal here was to provide both measurement specialists and practitioners an understanding of the computational aspects of ESFs as used in CMLE under the Rasch model and its extensions.
Computing ESFs Using the 1 er~~ac~ Algorithm A serious problem in the computation of the yr is that the number of multiplications becomes very large as the number of items (and hence r-) increases. Gustafsson (1977) reported that when the number of items is 50 and r = 25, Y25 is defined as the sum of 1.26 x 1014 terms, each of which is a product of 25 terms. Even for modem computers, it is not feasible to compute the y, for even short tests (e.g., 15 items) using direct multiplication, without substantial rounding errors occurring. Fischer (1974, pp. 242-244) developed an algorithm that avoided direct multiplication by relying on recursion formulas for computing the ESFs and their first derivatives. Gustafsson (1977) called this the difference algorithm and indicated that it leads to less rounding error than direct multiplication and is fast for 20 ~ k ~ 40. The description of the difference algorithm below relies heavily on the FORTRAN subroutine GAMMA found in Fischer & Formann's ( 1972) LLTM computer program (which required only 41 lines of FORTRAN code) and in the PC version of the LLTM program (Fischer & Wild, 1988) , and Fischer's (1974) book. This subroutine was also used in Gustafsson's (1977 Gustafsson's ( , 1990 ) PML computer program.
The recursive relationship between an ESF of order r and its derivative with respect to E as provided by Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Rasch (1960, p. The following relationship (Fischer, 1974, p. 242) also holds:
To illustrate the difference algorithm, suppose that the y, for a 5-item test (Table 1) are to be computed.
Using Equations 13 and 14, it is possible to devise an efficient algorithm for computing the y, and their first derivatives. Table 2 shows the needed derivatives in symbolic form for r = l, 2, ..., 5.
Using the difference algorithm, the GAMMA subroutine reduces the accumulation of round-off errors in the computation of the yr by breaking the computations into low-to-high and high-to-low parts (Fischer, 1974) . The low-to-high part computes y~ for r = 1, 2, ..., k/2; the high-to-low part computes the symmetric functions for r = k, k -1, k -2, ..., kl2. The midpoint value is determined by the FORTRAN rules for integer division. For example, when = 5,5/2 + 1 = 2 + 1 = 3 and if k is even, say k = 4, 4/2 + 1 = 2 + 1 = 3, so that y3 is the midpoint in either case.
The low-to-high part is illustrated using the product-normalized values of Ei for the 5 items of the dataset (Bock & Lieberman, 1970 ) under the Rasch model, which is known to fit these data well (Thissen, 1982) . The LLTM computer program (Fischer & Formann, 1972) (Baker, 1992; Thissen, 1982) .
The logic of the difference algorithm is based on proceeding column-wise from left to right across Table 2 .
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Table 3 for the LSAT-6 data. Table 2 will be 1. To obtain the marginal value for column 1, the sum of the products of £¡ and 16i) (i.e., the inner product), where &reg; 1, 2,..., 5, is computed. The upper limit of the low-to-high part of the process is reached at r = 3, and the values in the first three columns of Table 3 have been filled. The paradigm now shifts to the high-to-low part to fill in the remaining cells in Table 3 .
The high-to-low part is based on a rewriting of Equation 13 (Fischer, 1974) : Fischer (1974, p. Computing ESFs Using the Summation Algorithm Gustafsson (1977) suggested that the summation algorithm (Fischer, 1974) be used to compute the y, and their derivatives because it is less subject to the effects of rounding error than the difference algorithm because no subtraction is involved. This algorithm is based on the following relationship (Fischer, 1974, p. 250, eq. 14. The recursion begins by establishing an ESF of order 1 based on a single item, say ~,. Using the data, for r &reg; na = l, m -1 = 0, y,(P-1) = 1 (from Table 1 which has ('5) terms.
Having included all 5 items (rn = 5), the recursion process is terminated and the computed values of the yr are those reported in Table 3 . Although the implementation of the summation algorithm in the GAM subroutine (Fischer, 1974, p. 544) required only 24 lines of FORTRAN code, it is computationally more demanding than the difference algorithm because it computes the yr for r = 1, 2, ..., ~a as m varies from 1 to k.
A Network Representation of the S~ a~~&reg;~ Algorithm Liou & Chang (1992) Note that the first derivatives in Table 4 are with respect to only the kth item. To obtain the first derivatives for the remaining -1 items, the process would be repeated using each of the remaining -1 items as the kth item in the list of items; that is, the item order would be cyclically rotated to the right once for each matrix. However, it would not be necessary to compute the kth column, but four more matrices of dimension k -1 x k -would have to be computed. Computing the full set of k matrices would yield the ESFs and all of the first derivatives of the yr, but the full set of second-and higher-order derivatives would not be produced.
As was the case with Fischer's summation algorithm, this alternative algorithm can be implemented using a network approach. Starting at node (0,0) whose value is always 1, the network in Figure 1 is &dquo;swept&dquo; along the path that goes left and down until the last stage is reached at node (5,0). At each node encountered on this path, the corresponding y~ is computed using the upper-left/upper-right paradigm described above.
For example, the left and down path originating at (0,0) contains the yo for ali k stages. The stages themselves advance down the right-hand edge of the network depicted in Figure 1 The summation algorithm can also be used to evaluate the first and second derivatives of the ESFs with respect to the item parameters. A very clever approach was used by Fischer (1974, p. 544) in the GAM subroutine to obtain the values of the derivatives. To obtain the first derivatives, simply set the value of the E, with which the derivative is to be taken to 0 and execute the summation algorithm for the full set of k items, yielding y(') for r = 1,2, ..., k. To obtain the first derivatives with respect to all k item parameters requires repeating this process k times. The second derivatives are obtained by setting the values of a pair of the 6, say e; and Eh' to 0 and executing the algorithm, which will then yieldy(il') for that pair. This process is repeated ~(A; -1)/2 times to obtain the full set of second derivatives.
To find the first derivative of the ESFS for r = 1, 2, ..., k with to sj the y~'~ ~, ~1 is set to 0 and the summation algorithm is initiated using c, as the first item to be included. Then, for r m = l , m -1 = 0, Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ These values for the first derivatives are the same as those reported for Item 1 in the first row of Table 3 . This process would be repeated for each of the remaining items to obtain the first derivatives. The summation algorithm also can be used to obtain the numerical values of the second derivatives of the y, that are needed when estimating the E; using the Newton-Raphson technique. Although the formulas for the second derivatives are known, they are not evaluated using direct substitution of the values of the E;. Instead, they are computed using the summation algorithm, which is illustrated below using the LSAT- (Verhelst & Veldhuijzen, 1991 = 2, a = rnaac(0,~ &reg; 2) and b = min(g,4). Then, for r = g = 0,
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The subscripts on the y(kl) vary from 0 to ~°y and those for y(k2) vary from r to 0. Whenever the subscript of a y is greater than its group size, its value is 0.
Computing Derivatives of ESFs L ou's Extended Algorithm Liou (1994) developed an algorithm for obtaining the first-and higher-order derivatives of ESFs that embodies the difference algorithm, the summation algorithm, and components of the grouping property of Esfs. Although Liou's algorithm can be used to obtain third-and higher-order derivatives, it is illustrated here for only the first and second derivatives of the Es~'s.
To illustrate how first derivatives are computed, the six item parameter values from the grouping algorithm example are used because many of the needed numerical values are available in these earlier results. First, evaluate the y, for the full set of k &reg; 6 items using the summation algorithm. In order to take the first derivatives of the yr for the full set of 6 items with respect to F-6, a group will be defined that only contains this £ parameter. Equation 13 of the difference algorithm is used recursively in the low-to-high direction in the following manner:
As first observed for the summation algorithm, Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ In order to obtain the second derivatives using Liou's the k item are partitioned again. For purposes of this the second derivatives will be taken with respect to £5 and E6, which will constitute the group (~ 1 &reg; Liou (1994) the following for the second derivatives:
where y, is the ESF of order r for the complete set of k items and yl(k,) and are for the group of size two. Implementing Liou's extended algorithm requires the initial computation of the yr for the full set of k items and for the group of two items using the summation algorithm. The numerical values for the full set were provided above in the example of the grouping algorithm. Those 
Computer Time
The computer time problem arises from the fact that a given yr involves the sum of e) terms, each of which involves the product of r F-parameters. For example, the difference algorithm requires 2k2 multiplications/divisions and 2k2 subtractions/additions to compute a full set of yr for a k-item test; the summation algorithm requires k(k -1)/2 multiplications and k(k -1)/2 + (k + 1) additions (Gustafsson, 1980 Similarly, Verhelst & Veldhuijzen (1991) reported an 80% and 90% reduction in computer time for their new algorithm relative to that of the summation algorithm for computing first-and second-order derivatives, respectively. Because a considerable amount of test calibration takes place on personal computers, it would be useful to have additional comparative data for these algorithms using commonly available personal computers.
Numerical Accuracy
The second problem area is that of numerical accuracy, which directly affects the size of the test that can be calibrated using CMLE. Although the capacity of all the algorithms is limited by the numerical accuracy factor, it is a major problem for the difference algorithm because the basic recursion (Equation 13) involves subtraction. When the order of the ESF approaches kl2, the difference between two very large numbers is taken and rounding errors in these two numbers can have a major impact. Numerical accuracy is also adversely impacted by the ratio of £max to £min' the ratio of the largest values of e; to the smallest value of F-i in its set of items (Gustafsson, 1980; Verhelst et al., 1984) . When this ratio is large, the terms in the ESFs involve elements of mixed magnitudes that lead to rounding errors. Verhelst et al. (1984) provided an excellent exposition of the numerical problems inherent in the evaluation of Esfs. Gustafsson (1980) proposed the combination algorithm to reduce the impact of rounding errors. The summation algorithm is used to compute the yr, and Equation 13 is then used to compute the first-order derivatives of the ESFs. At this point, the y(i) are available and the yr are computed using Equation 14.
Fischer's ratio test then can be used to compare the yr computed using the first derivatives with the corresponding Yr based on the summation algorithm. When the test criterion for a given Yr is exceeded, the first derivatives are recomputed using the summation algorithm and the F-i = 0 technique, and a new value for yr is obtained. Gustafsson (1980) reported that when no recomputation was necessary, the combination algorithm was slightly faster than the difference algorithm and that it enabled tests of up to 80-100 items to be analyzed. However, no empirical evidence to support this claim was provided.
The current version of the PML computer program (Gustafsson, 1990) provides the user the option of using the difference, summation, or combination algorithm to compute the ESFs needed in CMLE of the item parameters under the Rasch model. However, the PML program manual (Molenaar, 1990) places an upper limit on the number of items at 60 for all three algorithms. Fischer & Ponocny ( 1994, 1995) developed an improved version of the combination algorithm that is both fast and accurate. The y, for the full set of k items are computed using the summation algorithm, and the yr-I Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ for r = 1, 2, ..., k are computed for each item separately using the difference algorithm. The &dquo;bottom-up&dquo; approach is used for r = l, 2, ..., r', and the &dquo;top-down&dquo;' approach for r = k -1, k -2, ..., r'. The index value r' is determined for each item (see Fischer & Ponocny, 1995, eq. 19.24) , and an accuracy check is made at r == r°' for each item. If the result is unsatisfactory, the respective y~'jl for r = 1, 2, ..., k -1 are recomputed for that item using the summation algorithm. Fischer (personal communication, November, 1995) reported that using this algorithm in the LLTM computer program (Seliger & Fischer, 1994) Verhelst & Veldhuijzen (1991) reported considerable savings in computer time by using the summation algorithm and the grouping property of ESFs to calibrate data for 144 parameters, and Fischer & Ponocny (1994, p. 183) provided an improved combination algorithm that allows 150 items to be calibrated.
Perhaps the most important consequence of these advances is that the newer algorithms for computing and evaluating ESFs have sufficient capacity for the CMLE procedure to calibrate typical educational and psychological instruments. However, the problems of computer time and numerical accuracy still have not been completely resolved.
