The state-dependent delay differential equatioṅ
Introduction
The delay differential equations with impulses in fixed points independent of solutions, such as equations of the typė
p i (t)x t − τ i (t) = f (t), t ∈ [0, ∞), (1.1)
x(ξ ) = ϕ(ξ ), ξ < 0, (
2)
x(t j ) = β j x(t j − 0), j = 1, 2, . . . , (1.3) were studied by many researchers (see, e.g., [2, [6] [7] [8] ). Some higher order equations of such type were treated in [10, 11] . In [1] ordinary differential equations without delays (τ i = 0, i = 1, 2, . . . , m), but with impulses in variable time instants, were considered. The impulses there appeared at the points of intersection of the trajectory of the solution x with some prescribed curves defined by continuous functions ζ j : R → R, j = 1, 2, . . . . This means that the points t j (x) , where the impulses occur are the roots of the following equations:
x(t) = ζ j x(t) , j = 1, 2, . . . . By a solution of (1.1), (1.2) due to the last condition, we understand a locally piecewise absolutely continuous function x : [0, ∞) → R, satisfying (1.7) and (1.1), (1.2) almost everywhere. Moreover, all the points of discontinuity t j of this function are among the roots of (1.4). Several works (see the bibliography in [1] ) deal with the question of existence of solutions to (1.1), (1.2) with impulses depending on solutions. The constraints imposed on the equations in those works are intended for excluding "throbbing" (i.e., the infinite number of intersections of the solution trajectory with the same curve ζ j ). In other words the obtained conditions yield that (1.4) has only a finite number of roots for each j = 1, 2, . . . . During the last decade equations with impulses at variable time instances were considered in a number of papers (see, for example, [3] [4] [5] ). The main object in those papers was an ordinary differential equation, and the well-known monotone techniques were used. In the case of an ordinary differential equation, a trajectory of a solution between two adjacent points of impulses satisfies this equation. The impulses actually only impose solution jumps from one trajectory of a solution to the nonimpulsive equation to the trajectory of another solution to the nonimpulsive equation. For equations with deviating argument the situation, however, is much more complicated. In the present paper we consider the equatioṅ 6) with the impulses
The case (1.1), (1.2), (1.7) for m = 1 has been studied by the authors in [12] . Let us point out that the case when the delay depends on the state x is of importance in applications. For example, such equations arise in problems related to the echo effect. We assume that 
where 
Impulsive conditions
First let us reduce the study of the state-dependent equation ( Pick a sequence of points 2 ) and a number β 1 ∈ [0, ∞) as follows
where x : [0, a 2 ) → R satisfies (1.5), (1.6) almost everywhere on [0, a 2 );
Let us define the points t j ∈ [a j , a j +1 ) and the numbers β j , j = 2, 3, . . . , by the following equalities
where x : [0, a j +1 ) → R satisfies (1.5), (1.6) almost everywhere;
In what follows we will study the impulsive equation (1.5)-(1.7) with t j , β j , j = 1, 2, . . . , defined by (2.1)-(2.4).
Main results
Let us formulate the main results of the paper. Define
. . , and the following inequality is valid:
then the following statements hold:
(1) A nontrivial solution x to the equatioṅ
with condition (1.7) 5)-(1.7) and (3.6) , where
Proof. The proof of the theorem is based on some results obtained in [7] and on the so-called "absorption method" introduced in [9] . 
. , m, t ∈ [0, ∞).
The difference between (3.7)-(3.9) and (1.5)-(1.7) is that (1) the delay does not depend on a solution; (2) the instants of impulses s j ∈ [a j , a j +1 ), j = 1, 2, . . . , and the numbers δ j , j = 1, 2, . . . , do not depend on solution to (3.7)-(3.9) (i.e., given a priori).
The general solution to (3.7)-(3.9) (see [7] ) has representation
C(t, s)ψ(s) ds, where C(t, s), 0 s t < ∞, is called the Cauchy function of this equation.
If the boundary problem (3.7)-(3.10), where
ω is a real positive number, is uniquely solvable, then its solution can be represented in the form
G(t, s)ψ(s) ds, where G(t, s), t, s ∈ [0, ω], is called the Green function of this problem.
If the periodic problem (3.7)-(3.9), (3.11), where
ω is a real positive number, is uniquely solvable, then its solution can be represented as follows:
P (t, s)ψ(s) ds, where P (t, s), t, s ∈ [0, ω], is the Green function of the periodic problem.
It is known [7] that for each fixed s ∈ [0, ∞), C(·, s) is a solution to the "s-truncated" equation (3.7), (3.12), (3.9), where
with the initial condition Note that G 0 (t, s) = 0 for 0 s t ω and G 0 (t, s) < 0 for 0 t < s ω. Using (3.13) one can find, for example, the Green function of problem (3.16) in the case m = 3. Namely,
. , m, and assume that there exists i such that
mes t ∈ [0, ω]: p i (t) > 0, t − τ i (t) > 0 > 0, 0 < δ j 1, j = 1, 2, . . . .
The following assertions are equivalent:
(1) The Cauchy function C(t, s) of (3.7)-(3.9) is positive for 0 s t < ∞. 
Step 2. Let the conditions of the theorem be satisfied and a function x : [0, ∞) → R be the solution to the problem (1.5)-(1.7), (3.6). Then x is also a solution to the linear equation (3.7)-(3.9) , where .7)-(3.10) implies the nonnegativity (nonpositivity) of 0) ). Exactly the same scheme works to prove the statements (1) and (2) 
Proof. The Green function G 0 (t, s), t, s ∈ [0, ω], for the boundary value problem (3.16) has been constructed in [7] . From expression (3.13) for the Green function G 0 (t, s) of problem (3.16) one can conclude that the following estimate for G 0 (t, s) 
G(t, s)ψ(s) ds
to the boundary value problem (3.16), in the case when allow to estimate the norm of the operator K as follows:
Inequality (3.19) implies that the norm K is less than one, consequently the spectral radius of the operator K is less than one. By virtue of Lemma 3. To every solution x to equation (1.5)-(1.7) we can put into correspondence equation (3.7)-(3.9), where Θ i , i = 1, . . . , m, s j and δ j , j = 1, 2, . . . , n, are found according to (3.17) , and ψ is defined by (3.18). The fact that for each such equation the statements of Lemma 3.2 remain true completes the proof of the theorem. 2 Remark 3.5. Note that the suggested approach allows obtaining analogous results for equations of arbitrary order using the method introduced in [10, 11] . An analog of Lemma 3.2 for a more general impulsive equation can be found in [8] .
