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Abstract— We have developed a new digital image cor-
relation (DIC) algorithm for non-contact, two-dimensional,
whole-field displacement and strain measurement. Rela-
tive to existing algorithms, our algorithm substantially re-
duces the calculation expense by using neighborhood infor-
mation while processing the data to determine the displace-
ment field in a sub-region of interest. The new algorithm
also uses higher-order interpolations of the displacement
field, allowing for better accuracy in estimating strain dis-
tributions when the deformation field is non-homogeneous.
Numerically-generated digital images are used to show that
the new algorithm accurately reproduces the imposed dis-
placement fields. The algorithm is also tested on actual
images from deformed specimens from a variety of experi-
ments, and shown to perform satisfactorily.
Keywords— A. Experimental Mechanics B. Non-contact
strain measurement. C. Mechanical testing
I. Introduction
THE digital image correlation (DIC) method obtainsthe incremental displacement and strain field on the
surface of a planar specimen by comparing a pair of digital
images taken before and after the deformation. The idea
of using digital images as a strain measurement technique,
was first introduced by Peters et al. [1], and has since been
widely used in experimental strain analysis [cf., e.g., 2-9].
As a strain measurement technique, the DIC method
has many desirable properties: (a) It is non-contact, and
is therefore suitable for measuring the deformation re-
sponse of soft materials, such as polymeric and bioma-
terials. (b) It gives whole-field displacement and strain
measurements, which is important when the deformation
is non-homogeneous. (c) It is useful for strain measurement
at the micro- and nanoscale from digital photomicrographs
taken using techniques such as TEM, SEM, and AFM.
Commonly, images of a surface during deformation are
recorded by digital photography. A digital image may be
considered to be a matrix whose elements are positive in-
tegers which represent the surface brightness; each of these
elements is called a pixel with a given value in a range
which depends on the digital camera and the image acqui-
sition electronics.1 By comparing successive images the 2D
in-plane incremental displacement field is measured.2
Consider an object with a flat surface, and let X be the
position of a material point on the surface in the reference
E-mail:anand@mit.edu
1For an 8-bit system it is [0,255].
2It is also possible to obtain full three-dimensional displacement
fields using more sophisticated imaging techniques, such as AFM.
configuration at time t0, and x its position in the deformed
configuration of the surface at a later time t > t0, then
x = y(X; t) = X+ u(X; t); t > t0; (1)
where y is the motion, and u is the displacement vector
of the material point X. During an experiment, images
of the surface of the object are recorded at times t0 and
t. Let f(X; t0) and g(x; t) represent the intensity distri-
bution functions of the two images in the initial and de-
formed configurations, respectively. The principle of image
correlation for deformation measurement is to find a dis-
placement field u(X; t) that can match the two intensity
distribution functions over a small but finite area S in the
initial configuration, or the corresponding area s in the de-
formed configuration. The displacement field u over S is
often parameterized by a vector P
u(X; t) = uP(X;P);
P = {P1(X0; t); P2(X0; t); · · · ; PN (X0; t)} ; (2)
where X0 is a reference point within the subset S. The
match between the two images over the subset S for an
assumed parameter set P is measured by a correlation co-
efficient
C = C(P) = C˜(f(X; t0); g(X+ uP; t)); X0;X ∈ S; (3)
with the correlation coefficient C and the displacement field
uP(X;P) defined over the subset S of the surface. The
correlation coefficient C is often defined to have an ex-
tremum, typically a minimum, for the actual displacement
field u(X; t) in the neighborhood of X0. Thus, the problem
of determination of the displacement field by image corre-
lation in the neighborhood of a point X0 located within
the subset S, may be stated as an optimization problem to
find a set of local mapping parameters P∗, such that
C(P∗) = min
P∈PD
C(P); (4)
where PD is the domain of an assumed two-dimensional
mapping function (cf., e.g. [7]).
A common correlation function is
C =
∑
S (f − g)
2∑
S f
2
; (5)
called the least-square correlation function. It is clear that
it is non-negative and approaches 0 when f and g are close
to each other.
Now, expanding the deformation at time t about X0, we
obtain
y(X; t) = y(X0; t) + F(X0; t)(X−X0) + o(X−X0); (6)
where F = @y=@X is the deformation gradient. Thus, in
the neighborhood of a point X0, and to within an error
of o(X −X0), a deformation behaves like a homogeneous
deformation with deformation gradient F(X0; t):
y(X; t) = y(X0; t) + F(X0; t)(X−X0): (7)
This may be equivalently written in terms of the displace-
ment and displacement gradient as
u(X; t) = u(X0; t) +
@u
@X
(X0; t)(X−X0): (8)
Hence, once the displacement vector field u(X; t) in the
neighborhood of X0 at time t has been calculated, all other
quantities, such as the deformation gradient F(X0; t), the
stretch U(X0; t), the rotation R(X0; t), the finite Green
strain E(X0; t) tensors at (X0; t) are easily calculated using
standard definitions:
F(X0; t) = 1+
@u
@X
(X0; t); (9)
U(X0; t) =
√
F(X0; t)>F(X0; t); (10)
R(X0; t) = F(X0; t)U(X0; t)
−1; (11)
E(X0; t) =
1
2 [F(X0; t)
>F(X0; t)− 1] : (12)
Writing (X0; Y0) for the in-plane cartesian components
of X0, (X;Y ) for the components of X, (u0; v0) for
the components of u(X0; t), (u; v) for the components of
u(X; t), and (
@u
@X
;
@u
@Y
;
@v
@X
;
@v
@Y
) for the components
of ∂u
∂X
(X0; t), we may write (8) in expanded form as
u(X;Y ) = u0 +
@u
@X
(X −X0) +
@u
@Y
(Y − Y0); (13)
v(X;Y ) = v0 +
@v
@X
(X −X0) +
@v
@Y
(Y − Y0): (14)
In executing a DIC algorithm, the image of the reference
configuration at time t0 is divided into a mesh of subregions
S. Most current DIC algorithms (cf., e.g., [2,7]) assume
that the deformation field in each subregion S with respect
to its own reference point X0 is homogeneous, and take the
parameter set P as
P =
{
u0; vo;
@u
@X
;
@v
@X
;
@u
@Y
@v
@Y
}
: (15)
The minimization problem (4) for each subregion is then
typically solved using a coarse search to find a rough es-
timate for the solution vector P∗, and then the Newton-
Raphson method is used to refine the solution. The nth
partial correction for the Newton-Raphson method is given
by
∆Pn = −H
−1(Pn) ∗ ∇C(Pn) (16)
where in matrix notation,
∆P = (dP1; dP2 : : : dP6)
T
; (17)
H =
[
@2C
@Pi@Pj
]
i; j = 1; 2 : : : 6; (18)
∇C(P) =
(
@C
@P1
;
@C
@P2
: : :
@C
@P6
)T
: (19)
Calculation of the Hessian matrix H is the most time-
consuming step in the Newton-Raphson method. In the
commonly used method described above, the vectorP has 6
components and the Hessian matrix H has 36 components.
In the next section we describe our new algorithm, which
substantially reduces the calculation time for estimating
the local displacement fields within the various subregions
S in a mesh, using standard ideas of interpolations from
finite element techniques.
II. New Algorithm
Our new algorithm also follows a coarse-fine search ap-
proach. The major difference is how it describes the local
displacement field while carrying out the Newton-Raphson
calculations. In the algorithm discussed in the previous sec-
tion, the displacement field u(X; t) in each subregion is de-
termined locally; information from neighboring subregions
is not utilized. However, when the deformation is continu-
ous, the displacement field of each subregion has to satisfy
compatibility requirements, and therefore the displacement
fields of adjacent subregions are not totally independent.
Recall that in order to calculate the correlation function
C =
∑
S (f(X; t0)− g(X+ u(X); t))
2∑
S f(X; t0)
2
; (20)
it is necessary to know the displacement field u(X; t) at
all points X in S. In the new algorithm, this displace-
ment field is determined by interpolating the displacement
of the centroid X0 of S and the centeroid displacements
of its eight surrounding subregions, see Fig. 1, as follows.
Labelling the nine subregions as a 3 × 3 matrix, the re-
gion S of interest is the subregion ‘22’. Let the coordinates
of a point X in subregion ‘22’ at time t be denoted by
(X = X
(22)
0 +∆X;Y = Y
(22)
0 +∆Y ), where (X
(22)
0 ; Y
(22)
0 )
are the coordinates of its centeroid X0. Then, the compo-
nents of the displacement field in the subregion of interest
are interpolated as
u(22)(X;Y ) =
3∑
i,j=1
hiju
(ij)
0 ; (21)
v(22)(X;Y ) =
3∑
i,j=1
hijv
(ij)
0 ; (22)
where {
u
(ij)
0 ; v
(ij)
0
}
; i; j = 1; 2; 3; (23)
denote the components of the displacement of the centroids
of the (ij) th subregion in a 3× 3 patch of nine subregions,
as depicted in Fig. 1, and hij are interpolation functions
given by
h11 =
1
4
r(1− r)s(1− s); (24)
h12 = −
1
2
(1− r2)s(1− s); (25)
h13 = −
1
4
r(1 + r)s(1− s); (26)
h21 = −
1
2
r(1− r)(1− s2); (27)
h22 = (1− r
2)(1− s2); (28)
h23 =
1
2
r(1 + r)(1− s2); (29)
h31 = −
1
4
r(1− r)s(1 + s); (30)
h32 =
1
2
(1− r2)s(1 + s); (31)
h33 =
1
4
r(1 + r)s(1 + s); (32)
where the local coordinates (r; s) are calculated as
r = ∆X=L; (33)
s = ∆Y=L; (34)
with L denoting the distance between the centers of two
adjacent subregions.
We take the parameter set P for a subregion S as the
components of the displacement vector (u0; v0) of its cen-
troid X0, and continuing with the nomenclature above for
the subregion ‘22’,
P =
{
u0 ≡ u
(22)
0 ; v0 ≡ v
(22)
0
}
: (35)
With this parameter set, the nth partial corrections in the
Newton-Raphson method are again given by
∆Pn = −H
−1(Pn) ∗ ∇C(Pn); (36)
but now
∆P = (du0; dv0)
T ; (37)
H =


@2C
@u20
@2C
@u0@v0
@2C
@u0@v0
@2C
@v20

 ; (38)
∇C(P) =
(
@C
@u0
;
@C
@v0
)T
: (39)
Thus, we see that in the new algorithm the parameter set P
and the Hessian matrix H have only 2 and 4 components,
respectively, compared with 6 and 36 for the algorithm
defined in the previous section. Further, we expect that
the displacement field described by (21) and (22) will be a
better representation of the displacement field described by
(13) and (14) when the deformation is non-homogeneous,
because the displacement fields of neighboring subregions
are related to each other, and this information is being
utilized in the new algorithm.
As an example of one of the derivatives for the Newton-
Raphson procedure we note that one has to calculate
derivatives of the type
@C
@u0
= −
2∑
S f(X; t0)
2
∑
S
[(
f(X; t0)− g(X+ u(X); t)
)
×
@g(X+ u(X); t)
@u0
]
; (40)
where we recall that at any given time t, g is a two-
dimensional function of (x; y). Since g(x; y) is an image
file, or a two-dimensional matrix with a value only when
x and y are integers. Thus, to facilitate the evaluation of
g(x; t) and its derivatives at subpixel locations during the
solution process, it is necessary to interpolate the intensity
values of g between pixels.
Typically, a bicubic spline interpolation is used for in-
terpolating the intensity values of g between pixels. In
contrast, here we use a piecewise polynomial interpolation
for the intensity. With respect to Fig. 2, the value of g in
the gray-colored region of interest may be interpolated as,
g(p; q) =
2∑
i,j=−1
h(p,i)h(q,j)g(i; j); p; q ∈ [0; 1]; (41)
where g(i; j) are the intensities at the node points labeled in
Fig. 2, and h(p,i) and h(q,j) are the following interpolation
functions
h(p,−1) = −
1
6
p(p− 1)(p− 2); (42)
h(p,0) =
1
2
(p+ 1)(p− 1)(p− 2); (43)
h(p,1) = −
1
2
(p+ 1)p(p− 2); (44)
h(p,2) =
1
6
(p+ 1)p(p− 1); (45)
h(q,−1) = −
1
6
q(q − 1)(q − 2); (46)
h(q,0) =
1
2
(q + 1)(q − 1)(q − 2); (47)
h(q,1) = −
1
2
(q + 1)q(q − 2); (48)
h(q,2) =
1
6
(q + 1)q(q − 1): (49)
Given this form of the intensity interpolation, the first or-
der spatial directives of the intensity are readily derived,
and a typical derivative is listed below:
@g
@u0
=
@g
@p
=
2∑
i,j=−1
@h(p,i)
@p
h(q,j)g(i; j): (50)
III. Evaluation of the new algorithm
In this section we evaluate the accuracy of the new algo-
rithm by checking its results against numerically-generated
images which are subjected to two different deformation his-
tories.
In order to use the DIC method, the surface of a spec-
imen should either exhibit suitable natural random pat-
terns, or it should be prepared by painting it with dots
of random shapes, appropriate sizes and frequencies. It is
possible to carry out such a surface preparation procedure
digitally to create an artificial image to represent such a
prepared surface. Further, such an image can also be ma-
nipulated digitally to impose any desired deformation field.
The advantage of creating a sequence of deformed images
digitally, is that the imposed deformation field can be of
any form and precisely controlled, and any noise associ-
ated with imaging hardware and other sources of errors in
physical experiments are eliminated.
The following two-dimensional polynomial function was
used to generate a single two-dimensional ‘dot’,
z = 1−
1
c
[
a× (x− x0)
2
+ b× (y − y0)
2
]m
: (51)
Here, the parameters a and b are random numbers between
[0:9; 1:1] which give each dot a different ratio between its
dimensions in the x and y directions; the parameter m
controls the shape of the dot; and c controls the size of
the dot for a specific m. The reason for choosing random
numbers for a and b is to make every dot distinct, so that
later in the DIC calculation, the displacement solutions for
the subregions will be reasonably different. This function
has a value z in the range (−∞; 1]. To convert a value of
z for an image file, we need to multiply it by a suitable
number, such as 255 for an 8-bit gray-scale image. Then,
if the result is positive, its integer part is used in the image
file, and if the result is negative, its value in the image file
is set to zero. Fig. 3 illustrates the profile of such a dot and
its image form. The values m = 2 and c = 500 were used
to create this dot; this combination gives us a radius of
roughly 5 pixels. A desired mesh of dots can be generated
by successively repeating the procedure for a single dot.
A ‘deformation’ of the 2D polynomial function (51) can
be achieved by transforming the original function. For ex-
ample, the transformation
z = 1−
1
c
[
a× (¸ · (x−∆x− x0))
2
+ b× (y − y0)
2
]m
;
(52)
is equivalent to the surface having a rigid body motion
∆x and a stretch ¸ in the x direction. Shear, rotation
or any other kind of deformations can be imposed in a
similar fashion. Two different types of deformation fields
have been used to test the accuracy of our DIC algorithm.
The first is a homogeneous simple shear. Fig. 4 a shows
the undeformed mesh of points representing a surface, and
Fig. 4 b shows the deformed geometry after a simple shear
x = X + °Y; y = Y; X; Y ∈ [0; 1]; (53)
with ° = 0:2. The deformation gradient tensor F for
this homogeneous deformation was calculated, and the po-
lar decomposition of F was performed to get the rota-
tion R and the stretch U, together with principal values
(¸1; ¸2). Ten sequential frames were used to analyze the
deformation. Fig. 4 c shows a comparison of the principal
stretches calculated using the DIC method against those
calculated from the numerically imposed deformation (53),
and Fig. 4 d shows the corresponding calculations for the
rotation, which for this two-dimensional deformation may
be represented by an angle µ. In these figures, the full
lines represent the theoretical value of the imposed defor-
mation field, and the points are obtained from the new DIC
algorithm. The results from the DIC calculation are in ex-
cellent agreement with those from the numerically-imposed
deformation.
The simple non-homogeneous deformation field tested
here is
x = (1 + ²)
(
X −
1
2
)
+
1
2
; y = Y; X; Y ∈ [0; 1]; (54)
² = ²(Y ) = ²0
(
4
(
Y −
1
2
)2
− 1
)
; ²0 = 0:1; (55)
with the following components for the two-dimensional in-
finitesimal strain measure,
[²] =


² 12
@²
@Y
X
1
2
@²
@Y
X 0

 : (56)
Fig. 5a shows the undeformed mesh of points represent-
ing a surface, and Fig. 5b shows the deformed geome-
try. Fig. 5c shows the variation of the numerically-imposed
strain ²xx = ²(Y ) and compares it to the data calculated
using the new DIC algorithm; as before, the solid line repre-
sents the theoretical value and the points are obtained from
the DIC algorithm. We see that the DIC result matches
the imposed strain variation very well.
Finally, Figs. 6a,b show the initial and deformed geome-
tries for a mesh subjected to a similar non-homogeneous
deformation, but this time for only one-quarter of the spec-
imen. Figs. 6c,d show the corresponding distributions of
²XX and ²XY calculated using the DIC method. These dis-
tributions also match the theoretically-imposed ones, but
the latter are not plotted in Figs. 6c,d for clarity.
IV. Experimental results
First we demonstrate the capability of our DIC method
in a large strain application of determining the axial stretch
during simple extension of a rubbery polymer. Because of
the typical inhomogeneity of the deformation that develops
in such experiments near the grips, the cross-head exten-
sion cannot be used to calculate the actual strain in the
gauge section. Further, since the material is relatively soft
and subjected to large strains, mechanical extensometers
are also not suitable for strain measurements in such ex-
periments. However, the non-contact DIC method may be
conveniently used in this application.
Fig. 7a shows the initial surface of a tensile specimen
of this material; the gauge length for calculating the axial
stretch is also indicated in this figure. This time the surface
of the specimen is physically painted with a mesh of dots.
The tensile test is carried out under displacement control.
An image was taken every second, while the axial load F
was also recorded at the same frequency. Fig. 7b shows
the specimen after a maximum axial stretch of ¸ = 2:25,
which corresponds to an engineering strain of 125%. Af-
ter processing the images with the new DIC method we
obtained the stretch versus time curve ¸(t); combining it
with the load versus time curve F (t), we obtained the load-
stretch curve F (¸) shown in Fig. 7c. From the load-stretch
data, and knowledge about the specimen geometry, and
the standard assumption of incompressibility for rubber-
like materials, other quantities such as true stress and true
strain are easily calculated.
As a second example, we present results from an effort
to determine the incremental strain distribution beneath
a sharp indenter impressed on another rubbery polymer.
The indentation was conducted in a scanning electron mi-
croscope (SEM) and the high-magnification images before
and after the deformation were obtained by using this in-
strument, Fig. 8a,b. By comparing these two images using
the new DIC method, the strain field in the polymeric ma-
terial under the indenter was calculated. In this test, the
surface of the specimen was not specially treated ; the nat-
ural features on the surface of the polymeric material pro-
vided enough information for us to use the DIC method.
Figs. 8c,d, respectively, show the calculated contours of
the strain components EXX and EY Y of the finite Green
strain measure E; These figures clearly illustrate the con-
centration of the strain field underneath the indenter. The
scale bar in Fig. 8a shows that the total region of interest
here is only a few hundred square microns; it is difficult
to measure the strain distribution in such a small region
using any other current experimental method. However,
the DIC method, combined with the SEM digital imaging
capability, is readily useful for such an application at the
microscale.
V. Concluding remarks
We have developed a new, reasonably fast, DIC algo-
rithm for non-contact, two-dimensional, whole-field dis-
placement and strain measurement. We have used
numerically-generated digital images to show that the
new algorithm accurately reproduces imposed homoge-
neous and non-homogeneous strain fields. The algorithm
has also been used to measure the strain distributions from
actual images obtained from deformed specimens, one at
the macroscale of the stretch measurement of a tension test
in an elastomeric material, and another at the microscale
for the sharp indentation of another elastomeric material
carried out in a SEM. In these two different challenging
applications, the new DIC algorithm demonstrates some
of its versatile attributes, such as a non-contact capability
to measure large strains at the macroscale, and whole-field
strain measurements at the microscale.
We have not carried out an exhaustive comparative study
of the speed and accuracy of our algorithms versus exist-
ing algorithms for whole-field strain measurements in the
literature. We leave such a study for future research.
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Fig. 1. Local coordinate system for the displacement interpolation.
Fig. 2. Local coordinate system for the digital image intensity inter-
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Fig. 3. Artificially created image: (a) profile of a single dot; (b)
image of a single dot.
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Fig. 4. Homogeneous simple shear deformation: (a) initial image; (b)
deformed image; (c) variation of principal stretches λ1, λ2, with
increasing amount of shear ; (d) variation of angle θ describing
the rotation R in simple shear, with increasing amount of shear.
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Fig. 5. Non-homogeneous deformation: (a) initial image; (b) de-
formed image; (c) distribution of strain ²XX versus Y in the
non-homogeneous deformation field.
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Fig. 6. Non-homogeneous deformation: (a) initial image; (b) de-
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Fig. 7. Tensile test of a rubber specimen to a large strain: (a) initial
image showing the gauge length used to measure the axial stretch;
(b) final image; (c) calculated force versus stretch curve.
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Fig. 8. Strain distribution in microscale sharp indentation of a rub-
bery polymer: (a) Initial image showing the white-framed area in
which the incremental strain distribution is to be determined; (b)
final deformed image; the images are obtained in a SEM. (c,d)
Calculated contours of the EXX and EY Y components, respec-
tively, of the finite Green strain measure.
