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Abstract
This thesis investigates the use of newly-developed survival analysis tools for credit
scoring. Credit scoring techniques are currently used by financial institutions to es-
timate the probability of a customer defaulting on a loan by a predetermined time
in the future. While a number of classification techniques are currently used, banks
are now becoming more concerned with estimating the lifetime of the loan rather
than just the probability of default. Difficulties arise when using standard statistical
techniques due to the presence of censoring in the data. Survival analysis, originating
from medical and engineering fields, is an area of statistics that typically deals with
censored lifetime data. The theoretical developments in this thesis revolve around
linear regression for censored data, in particular the Buckley-James method. The
Buckley-James method is analogous to linear regression and gives estimates of the
mean expected lifetime given a set of explanatory variables. The first development
is a measure of fit for censored regression, similar to the classical R2 of linear re-
gression. Next, the variable-reduction technique of stepwise selection is extended to
the Buckley-James method. For the last development, the Buckley-James algorithm
is altered to incorporate non-linear regression methods such as neural networks and
Multivariate Adaptive Regression Splines (MARS). MARS shows promise in terms of
predictive power and interpretability in both simulation and empirical studies. The
practical section of the thesis involves using the new techniques to predict the time to
default and time to repayment of unsecured personal loans from a database obtained
from a major Australian bank. The analyses are unique, being the first published
work on applying Buckley-James and related methods to a large-scale (∼ 30000 ob-
servations) financial database.
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All models are wrong but some are useful.
-George Box
The Feynman Problem-Solving Algorithm:
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Definitions
The following definitions are used throughout this thesis.
Y A survival random variable
h(y) The hazard function at time y
S(y) The survival function at time y
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Chapter 1
Introduction
1.1 Background
The Australian Prudential Regulation Authority (APRA 2006) reported that during
August, 2006, Australian banks held total gross loans and advances of $911,402mil-
lion. Housing loans (investment and residential) comprised $569,131m and credit
cards $29,105m of this total. Given the size of these investments, it is not surpris-
ing that financial institutions are interested in measuring and estimating the risks
involved in their loan portfolios. The techniques of credit scoring are one way to
estimate some of the risks associated with lending money.
Credit scoring systems were originally developed to assist in the loan granting
decision. Traditionally, credit scoring methods involve estimating the probability of
an applicant defaulting on a loan. Employment history, age, and prior credit history
are just some of the attributes that are commonly used to estimate this probability.
A number of statistical techniques can be used to estimate risk, including logistic
regression. In recent years, these models have become increasingly sophisticated due
to the abundance of data and increases in computing power. In particular, researchers
have focused the time taken for a customer to either default or repay their loan.
Consider an example of a personal loan issued by a bank. To maximise profit, the
bank may wish to estimate the time taken until the customer defaults on this loan.
Therefore, if the loan is current and repayments are still being made we know only
1
2that although default has not yet occurred, it may still occur sometime in the future.
In this case the observed value is termed a right-censored data point. Difficulties arise
when using standard techniques such as linear regression on right-censored data as
the event of interest is not always observed which will bias the parameter estimates.
Censored regression techniques have been developed over the last 20 years, which
allow such censored (incomplete) loan lifetimes to have their full terms estimated
accurately using explanatory predictor variables. The techniques are based on sim-
ple linear regression — or at least a censored data version of it — first proposed by
Buckley & James (1979), now widely known as the Buckley-James method. In this
technique, right-censored data are fitted to the linear model, Y = α+Xβ + ε, where
α and β are parameters to be estimated and ε denotes the residuals with unspeci-
fied distribution. In parallel with usual regression theory, the parameter estimates
are generated iteratively as solutions to a censored version of the normal estimating
equations. Over the last 20 years the Buckley-James method has been extensively
examined through simulation, theory, and comparison with other methods; however
it is not commonly used in practice.
As the Buckley-James method is linear in nature, any nonlinearities within the
data or interactions between the explanatory variables need to be specified by the
modeller. In recent years, for non-censored data, data-driven methods have been
popularised for automatically handling any nonlinearities and interactions. These
methods are characterised by a low degree of input from the modeller in constructing
the model. Examples include neural networks, regression trees, and Multivariate
Adaptive Regression Splines (MARS).
1.2 Research problem and hypotheses
This thesis is the culmination of an Australian Research Council (ARC) grant, in
conjunction with the ANZ Bank and BPN Consulting. The main focus of the re-
search is to investigate censored regression techniques, in particular those based on
3the Buckley-James method, to model loans data. In summary the key research prob-
lems for this project are:
1. To obtain a set of procedures for choosing between regression models fitted
to censored data. In particular, procedures will be developed for the addition
or removal of explanatory variables from the model and the modelling of any
interactions and nonlinearities.
2. To investigate the use of Buckley-James based models on a unique large-scale
financial database.
1.3 Justification for the research
This project covers a number of important areas, building upon an established body of
literature in both statistics and finance. Importantly, it strengthens the links between
survival analysis and finance. There have been a number of applications of censored
regression techniques to modelling risks in a business environment. The first of these
applications concerns modelling the failure of banks (Lane, Looney & Wansley 1986).
The second of these applications concerns modelling credit risk in bonds (Lando 1994).
The third of these applications, and most relevant to this project, concerns modelling
of personal loan data, predominantly through the use of Cox regression (Banasik,
Crook & Thomas 1999, Stepanova & Thomas 2002).
This thesis is unique relative to other existing projects in the use of a unique
dataset of the loan portfolio from an Australian financial institution. The research
program tackles a problem of contemporary importance to the banking industry
around the management of the loan portfolio. That is, it enables modelling to be
based on current, rather than historic, data. As a part of the capital adequacy
requirements banks are required to closely monitor non-performing loans and take
corrective action. The ability to accurately forecast the repayment profile of individ-
ual loans is a tool in identifying which loans may become non-performing and as such
contributes to the control of the overall loan portfolio. Therefore, greater efficiency
4in the loan granting process will translate to greater profit and reduced risk.
The project also extends knowledge in the field of statistics, Applying the Buckley-
James model to large data sets is a context which has not yet been discussed in the
literature. The competing distribution-free method of Cox’s proportional hazards
(Cox 1972) is already standard for massive data sets. Also, the project involves
the coding of the Buckley-James model in statistical packages R and SAS. As there
is a lack of current statistical applications to perform the Buckley-James method,
the software produced in this project will benefit other researchers and practitioners
who deal with censored data in their work. Moreover, the new statistical techniques
developed in the thesis will allow researchers to fit and assess non-linear models fitted
to censored data more easily than is currently the case.
1.4 Outline of the thesis
This thesis introduces new theoretical and empirical findings and is organised as fol-
lows. Following an introduction to the field in Chapter 1, Chapter 2 introduces some
of the key concepts in survival analysis. Chapter 3 shapes the known methodology of
the Buckley-James method for regression with censored data. Chapter 4 presents the
current state of research and practice in credit scoring for retail lending. Chapter 5
presents three new techniques developed in this project. The first is a measure of fit
based on the ubiquitous R2 from least-squares regression. The second is a new tech-
nique for stepwise regression with censored data. The third development is centred
on replacing the linear predictor of the Buckley-James method with a non-linear one.
These new techniques are tested using substantial simulation studies and examples
applied to well-known datasets. Chapter 6 places the theoretical developments of
the preceding chapters firmly in an applied context by comparing the new techniques
with traditional methods on a unique large-scale loans database. Chapter 7 concludes
the thesis and provides discussion and recommendations for further research.
Chapter 2
Survival analysis and censoring
2.1 Introduction
When dealing with lifetime data, many of the traditional statistical techniques need
to be modified to account for censoring. Furthermore, other new techniques have
been developed particularly for lifetime data. The application of these techniques is
generally known as survival analysis. This chapter serves as a brief introduction and
review of survival analysis techniques. It is structured as follows.
Section 2.2 introduces the key concepts and notation of survival analysis. These
concepts serve as the basis for subsequent techniques. In Section 2.3 we examine the
different censoring types and mechanisms. The presence and type of censoring affects
the choice of the appropriate analysis. In Section 2.4 we focus on the estimation of
the survival function, S. We define the product-limit estimator (Kaplan & Meier
1958) which is a non-parametric estimator for the survival function. The product-
limit estimator is the basis for the Buckley-James regression method presented in
Chapter 3. Some regression methods for survival data are presented in Section 2.5.
In particular, we discuss the proportional hazards (Section 2.5.2) and accelerated
failure time (Section 2.5.1) models. Further discussion on survival analysis and related
methods of estimation can be found in Kalbfleisch & Prentice (1980), Allison (1995),
Klein & Moeschberger (1997), Collett (1994) and Smith (2002).
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62.2 Survival analysis concepts
Survival Analysis is the branch of statistics that typically deals with lifetime data. In
a biomedical context, a typical application analysing the time to death from a chronic
disease. Likewise, an engineer might use survival analysis concepts to estimate the life
of an aircraft component. Due to the engineering and biomedical origins of survival
analysis, the event of interest is often denoted as failure, or death: these two terms
used interchangeably in the literature. In both cases, time progresses from some
time origin until failure occurs, and typically the observed time is then measured and
analysed. While lifetime data can be complex, it is the presence of censoring that
motivates many survival analysis techniques. Censoring is said to occur when the
event of interest is not observed. The presence of censoring means that standard
statistical techniques—such as linear regression—need to be modified before they can
be applied to lifetime data. Survival analysis techniques generally are designed to
accomodate censoring.
Describing the distribution of lifetimes is a key part of survival analysis. Suppose
Y is a random variable with probability density function f . Then Y is a survival
random variable if an observed outcome, y of Y , always lies in the interval [0,∞).
The cumulative density function F for this random variable is
F (y) = P (Y ≤ y) =
∫ y
0
f(u)du. (2.1)
The survival function and the hazard function are the two functions most often used
to describe survival data. The survival function is defined as S(y) = P (Y > y) =
1 − F (y). Therefore, expressing the survival function in terms of the probability
density function f(u) gives us
S(y) = P (Y > y) =
∫ ∞
y
f(u)du. (2.2)
7Likewise, given S one can calculate the probability density function, f(u),
f(u) = − d
du
S(u). (2.3)
The survival function has the following properties:
• At time y = 0 all observed subjects are alive,
S(0) =
∫ ∞
0
f(u)du = 1. (2.4)
• All subjects die eventually,
S(∞) = lim
y→∞
∫ ∞
y
f(u)du = 0. (2.5)
• The survival function is monotone decreasing from S(0) = 1 through to S(∞) =
0
The hazard function is an important concept in survival analysis because it models
imminent risk. It forms the foundation of many techniques, including Cox’s propor-
tional hazards regression (Cox 1972). The hazard function is defined as the instanta-
neous rate of failure at any time, y, given that the individual has survived up to that
time,
h(y) = lim
∆y→0
P (y < Y < y +∆y|Y ≥ y)
∆y
(2.6)
The hazard function can be expressed in terms of the survival function,
h(y) =
f(y)
S(y)
, y > 0. (2.7)
Rearranging, we can also express the survival function in terms of the hazard,
S(y) = e−
∫ y
0 h(u)du. (2.8)
The hazard function must be positive, but it has no other constraints. We can chart
8a hazard function to help visualise the underlying distribution. One common form
of the hazard function is known as the “bathtub” hazard (Figure 2.1), so named due
to its distinctive shape (Collett 1994). The lifetime of a typical person might be
described by this hazard: soon after birth mortality is high, but the risk of death falls
through childhood. During the adult years the rate of death is quite low until old age
where the risk increases once more.
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Figure 2.1: A typical Bathtub-shaped hazard. The risk of death is highest during
the early and late years.
Sometimes the survival distribution is described by the cumulative hazard, H(y).
Simply,
H(y) =
∫ y
0
h(u)du = lnS(y). (2.9)
It should be noted that given the cumulative hazard we can also derive the survival
function, S, or the hazard, h. Indeed, f , F , S, h and H are related, and only one of
the functions is needed to be able to calculate the other four.
92.3 Censoring
One feature of lifetime data is that they are often censored. By censoring we mean
that the actual failure time of the subject might not be observed. Take, for example,
a clinical trial where patients may move to a different country or otherwise drop out
of the trial before it is completed. Both cases are examples of right-censoring, as
the event of interest is only known to be some time after the censoring point. Right
censoring is perhaps the most frequently observed censoring pattern.
Two less commonly analysed forms of censoring are left-censoring and interval-
censoring. Left-censoring occurs when failure is only known to have occurred before
a certain time. Interval-censoring occurs when the failure is known to occur within a
particular time interval. Both left and interval censoring occur less frequently in credit
data than right-censoring, so the emphasis of this thesis will be on right-censored data.
It should be noted that all the techniques in this thesis can be adapted for use on left-
censored data. This is because left-censoring can be viewed as right-censoring with
the time axis reversed (Smith 2002). Many techniques developed for right-censored
data can also be adapted for use with interval-censored data. See Smith (1996) for
a discussion of applying the Buckley-James regression methods to interval-censored
responses.
Along with these three modes of censoring, there are also number of possible
censoring mechanisms. They include:
Type I censoring: This type of censoring is common in clinical trials, when failure
has not occurred at the termination of a study that has a fixed length. Type
I censoring occurs when a sample of n subjects are followed until some time t,
and only events that occur before t are observed. Here, the number of subjects
experiencing failure is random, but the duration of the study is predetermined.
Type I censoring can be seen as a type of non-informative censoring. Non-
informative censoring is the condition that there is no relationship between the
censoring times, t, and the survival variable, Y . Non-informative censoring is
often an assumption in survival analysis techniques.
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Type II censoring: With Type II censoring, failures are observed until the first r
lifetimes have been observed, where r is some predetermined number. This type
of censoring can occur in engineering reliability trials where, say, a group of n
components are tested until x fail. Only failing x components may be done
for cost reasons, where expensive components are used and it could become
prohibitively expensive if too many are destroyed (for example, aircraft engines).
Random censoring: Suppose a survival time, Y , and censoring time, t, are inde-
pendent random variables. The observed lifetime, Z, of the variable is
Z = min(Y, t). (2.10)
The point is randomly censored in this case if the censoring time is earlier than
the event of interest. It should be noted that, by definition, random censoring
is also non-informative.
Figure 2.2 illustrates various mechanisms that can cause censoring when measuring
the time to default of loans data. Sometimes it is money rather than time that is being
censored (Thomas, Jung, Thomas & Wu 2006). However for the remainder of this
thesis only time will be considered. A standard convention followed throughout this
thesis is that when plotting survival data, censored points are denoted by a hollow
circle and uncensored points a solid circle. Any observation that does not end in
default is deemed to be censored.
When analysing lifetime data, a way of identifying those observations that are cen-
sored is to construct a censoring indicator variable. To denote a censored observation
the indicator variable δ is defined by
δi =
 1 if Y ≤ t (uncensored)0 if Y > t (censored) (2.11)
where t is the censor time. That is, censored observations have a δ of 0, whereas
uncensored observations have a δ equal to 1. Lifetime data can then be presented in
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 Loan fully paid (censored)
 Customer defaults (uncensored)
 Loan still underway (censored)
Start of observation period End of observation period
 Loan fully paid early (censored)
Figure 2.2: Determining time to default with censored loans data
the form of the pairs (Zi, δi), where for each i, Zi = min (Yi, ti).
2.4 The Product-Limit Estimator
Given a set of survival data, one might want to use it to estimate the survival function,
S. The earliest efforts of survival analysis consisted of constructing life tables (also
called actuarial tables) to estimate survival functions from data. To build a life
table the survival timeframe is first split up into intervals. Then, for each interval
one counts the number of subjects entering the interval alive, the number that died
within the interval, and the number of subjects that are censored within the interval.
From this information one can then estimate the hazard and survival functions.
Further research gave rise to the Product-Limit Estimator (PL-estimator) (Kaplan
& Meier 1958), which is a non-parametric method used to estimate the survival func-
tion, S, with the presence of right-censored data. The PL (or Kaplan-Meier) estimator
is a natural extension of the life table method, as the PL-estimator is essentially a
life table where each interval contains exactly one uncensored observation. The PL-
estimator also plays a key role in the Buckley-James regression method introduced in
Chapter 3.
For n subjects, let (Z(1) < Z(2) < Z(3) < . . . < Z(n)) be the ordered observations
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with corresponding censoring indicators (δ(1), δ(2), δ(3), . . . , δ(n)). For data with no ties,
the PL-estimate Ŝ is defined by
Ŝ(u) =
∏
j:Z(j)≤u
(
n− j
n− j + 1
)δ(j)
. (2.12)
Figure 2.3 illustrates some characteristics of the PL-estimator. The initial estimate
of survival at the time origin is 1. That is, Ŝ(0) = 1. Each downward jump moving
along the time-axis corresponds to an uncensored observation, with the size of the
jump determined by how many censored points have been observed since the previous
uncensored observation.
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Figure 2.3: The PL-estimator for the time to default (months) of a set of unse-
cured personal loans (Source: ANZ Bank).
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Introduced by Efron (1967), the redistribute-to-the-right algorithm is an alter-
native way of calculating the PL-estimator. The application of the algorithm is as
follows:
1. Assign equal mass to each observation.
2. Take the mass at the first censored observation and redistribute it equally among
the observations to the right.
3. Repeat step 2 for all remaining censored observations except the largest obser-
vation
The redistribute-to-the-right algorithm is equivalent to the PL-Estimator and is self-
consistent (Efron 1967).
2.4.1 Handling tied data and other conventions
The PL-estimator of (2.12) is derived for data with no ties, but some modifications
need to be made for cases where ties are present within the data. This is partic-
ularly important for consumer-credit databases where the survival times are given
on a monthly basis. With only twelve possible values each year, and thousands of
observations for each year, there are many ties. There are two cases of interest. The
first is when there are ties between two or more uncensored observations. The second
case occurs when there are ties between censored and uncensored observations. This
leads to two corresponding conventions:
• Ties between uncensored observations – If just before time u there are m indi-
viduals alive and at u there are d uncensored ties; this corresponds to a factor
(1− d
m
) in the PL-estimator.
• Ties between censored and uncensored observations – If a censored and an
uncensored observation are tied, consider the uncensored observation to occur
just prior the censored observation.
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A third convention deals with when the largest observation is censored. If the
largest ordered observation Z(n) is censored, then redefine the largest ordered obser-
vation as being uncensored (δn = 1) (Miller 1976, Smith 2002). The reasoning behind
this convention is that if the largest observation is censored then Ŝ(u) is left hanging
at a value greater than zero for large values of u because Ŝ only jumps at uncen-
sored observations. That is, limu→∞ Ŝ(u) > 0 when δn = 0. The convention ensures
Ŝ eventually reaches 0 just as S does. Note that this convention is not applied in
all computer implementations of the PL-estimator. For example, in Figure 2.3 the
PL-estimate produced by R never reaches zero.
2.5 Regression methods for censored data
Now consider a regression model where a vector of p explanatory variables (or co-
variates), xT = (x1, x2, . . . , xp), affect a response, Yx. The most popular censored
regression techniques to model Yx can be split into two broad families known as
accelerated failure lifetime models, and proportional hazards regression.
2.5.1 Accelerated failure lifetime models
In an accelerated failure lifetime model the explanatory variables act multiplicatively
on the survival function. The models are “accelerated failure” in nature because the
explanatory variables apparently either speed up or slow down the rate of failure. If g2
is a positive function of x and S0 is the baseline survival function then an accelerated
failure model can be expressed as
Sx(y) = S0(yg2(x)). (2.13)
where the failure rate is slowed when g2(x) > 1. By differentiating (2.13), the asso-
ciated hazard function is
hx(y) = h0[yg2(x)]g2(x) (2.14)
For survival data, accelerated failure models are generally expressed as a log-linear
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model, which occurs when g2(x) = e
βTx. Note here that if βTx = 0 then g2 = 1.
After taking the logarithm of both sides,
loge Yx = µ0 + β
Tx+ σZ (2.15)
where Z is a random variable with zero mean and unit variance. The parameters, β,
are then estimated through maximum likelihood methods. As a parametric model, Z
is often specified as the Extreme Value distribution, which corresponds to Y having
a Weibull or Exponential distribution depending on the Extreme Value parameters.
In Chapter 3 we present a least squares regression designed to account for cen-
soring, the Buckley-James method. It is similar in many ways to the parametric
accelerated failure models. The main advantage of the Buckley-James method is that
the error distribution does not need to be specified.
2.5.2 Cox Proportional Hazards Regression
Perhaps the most influential advance in the study of censored data is the proportional
hazards model proposed in Cox’s (1972) seminal paper. Cox regression has quickly
become the standard for fitting distribution-free regression models to survival data
and is well supported by most statistical platforms.
Cox regression belongs to the family of proportional hazards models which are of
the form
hx(y) = h0(y)g1(x), (2.16)
where h0(t) is the baseline hazard, and g1(x) is a positive function of some explanatory
variables x, where xT = (x1, x2, . . . , xp). To estimate a proportional hazards by
traditional maximum likelihood, specific forms of h0(y) and g1(x) need to be assumed.
Cox’s (1972) breakthrough was to formulate a way to estimate β when h0(y) is still
arbitrary and g1(x) = e
βTx where βT = (β1, β2, . . . , βp). Cox’s model is simply
expressed as
hx(y) = h0(y)e
βTx (2.17)
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where and h0(y) is the baseline hazard which occurs when β
Tx = 0.
In Cox regression, β is estimated by a technique based on likelihood methods. It
involves maximising a function called the partial likelihood (also called the conditional
likelihood)(Cox 1972). The partial likelihood approach is summarised as follows.
First, the observations are ordered according to y(1) < y(2) < y(3) < · · · < y(k). The
risk set, Ri, at time y(i) is the set of subjects alive and under observation at time y
−
(i),
just prior to y(i)
Recall the definition of the hazard from (2.6). Thus, the hazard function,hx, for
an individual with explanatory variables, x, is
hx(y) ≈ P (y < Yx < y +∆y|Y > y)
∆y
.
Approximating,
hx(y)∆y ≈ P (y < Yx < y +∆y|Y > y) ≈ P (Die at y|Alive up to y)
Now define Py(j) as:
Py(j) = P(The individual from Rj with covariate x(j) dies at y(j)| A member of Rj
dies at y(j)). Therefore
Py(j) =
eβ
Tx(j)∑
l∈Rj e
βTxl
(2.18)
The Cox partial likelihood is obtained by taking the product of the probabilities for
each individual as
Lc(β) =
k∏
j=1
Py(j) (2.19)
which then gives the expression for the Cox partial likelihood,
Lc(β) =
k∏
j=1
eβ
Tx(j)∑
l∈Rj e
βTxl
. (2.20)
17
Cox (1972) suggests that the partial likelihood can be treated similarly to a tra-
ditional likelihood and the estimate βˆ can be found by maximising the partial like-
lihood (2.20). This is generally accomplished through numerical methods such as
the Newton-Raphson procedure. Although (2.20) is not a likelihood function in the
traditional sense, Cox and subsequent authors argue that maximum likelihood theory
still applies and thus we can estimate β. In fact, βˆ is a consistent estimator and
asymptotically normally distributed.
One property of the proportional hazards model is that the baseline hazard does
not need to be calculated to determine the parameter estimates. The baseline hazard
cancels out in the derivation of the partial likelihood which can be seen as (2.20) does
not contain the baseline hazard, h0(y). As a result, one can determine the weights
first and then later derive the baseline hazard. To provide predictions of lifetimes, one
must then calculate the baseline hazard, usually via maximum likelihood techniques,
as explained in Kalbfleisch & Prentice (1980).
Cox regression is referred to a “semi-” rather than “non-” parametric regression
because while the baseline hazard is not a specified shape the covariates are forced
to enter the model in the form of βTx. While h0 is not specified, there are other
assumptions due to the nature of the model. The first assumption is that relative
hazards in Cox regression must be proportional. This is often called the proportion-
ality assumption. For an example, take two experimental subjects with associated
covariate vectors x1 and x2. From (2.16), the ratio between the respective hazards
remains constant and is independent of y. This be demonstrated by
hx1(y)
hx2(y)
=
h0(y)g1(x1)
h0(y)g1(x2)
=
g1(x1)
g1(x2)
(2.21)
The assumption of proportional hazards has consequences for analysis; a subject
deemed riskier than another will always be deemed riskier regardless of the time
passed. This may or may not hold in reality. A simple graphical check is to plot the
logarithm of the hazards of two or more different groups such as in Figure 2.4. The
proportionality assumption holds if the curves remain a constant distance apart.
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Figure 2.4: An example of proportional hazards. Note that the distance between
the two log-hazards remains constant over time.
The assumption of proportionality does not always hold in real life situations. The
proportionality assumption asserts that there should be a multiplicative relationship
between the baseline hazard and the log-linear function of the explanatory variables.
If we built a credit scoring model to estimate the time to default, the proportionality
assumption means that the relative risk between two groups does not vary over time.
That is, if one customer is deemed to be riskier than another at a particular time,
then he will be deemed risker over the entire time period. This may not necessarily
be the case, so time dependent covariates may be needed (one example of the use of
time dependent covariates is Stepanova (2001).)
Proportional hazards and accelerated failure models are equivalent under certain
conditions if the survival distribution is Weibull. By taking the logarithm of both
sides, (2.17) can be written as
log hx(y) = α(y) + β
Tx (2.22)
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where α(y) = log h0(y). If α(y) = α, where α is a constant, then (2.22) corresponds
to an Exponential accelerated failure model. Likewise, if α(y) = α log y then (2.22)
corresponds to a Weibull model. Proportional hazards and accelerated failure models
can only coincide for these two identifications, hence both types of model can only
be simultaneously appropriate if the true distribution is Weibull or Exponential.
Treatment of ties among the event times
Credit data is generally reported monthly, and consequently event times are often tied.
All events during a month are reported to have occurred at the same time at the end
of the month. Three ways of handling ties are implemented in most Cox regression
programs. Two of the methods are approximations (Breslow 1974, Efron 1977), while
the third way is to calculate the exact partial likelihood. The so-called exact method
becomes computationally intensive when there are many ties because every possible
ordering needs to be considered. The technique is outlined in Kalbfleisch & Prentice
(1980).
The Breslow approximation (Breslow 1974) is the simplest and assumes that tied
data occur sequentially. The form of the partial likelihood in this approximation is
Lc(β) =
k∏
j=1
eβ
T sj
[
∑
l∈Rj e
βTxl ]dj
(2.23)
where dj is the observed number of deaths at time yj and sj =
∑dj
l=1 x(j)l
Efron (1977) proposed the approximation
Lc(β) =
k∏
j=1
eβ
T sj∏dj
r=1[
∑
l∈Rj e
βTxl − (r − 1)d−1j
∑
l∈Dj e
βTxl ]
(2.24)
where Dj is the number of individuals failing at time j. While this is closer to
the exact partial likelihood than (2.23), in practice both approximations give similar
results for credit data (Stepanova 2001). That is, the variance within the data is
much greater than the variance caused by using different methods. Nonetheless,
Breslow’s method outperforms Efron’s with little difference in computation times
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according to Stepanova (2001). For this reason Efron’s method is preferred. Most
Cox regression programs use the Breslow method as default, although R’s coxph
function uses Efron’s approximation. The most accurate option is to use the exact
method.
2.5.3 Competing risks
The regression techniques of Section 2.5.1 and Section 2.5.2 are formulated for a
single mode of failure. In a credit scoring context, time to default may be the event
of interest. However, in real life examples there are often multiple reasons a loan may
not reach its natural length. Apart from default, the customer may choose to pay the
loan off early. In effect, both default and early repayment are “competing” to be the
ultimate mode of failure, hence the term competing risks. The study of competing
risks is best summarised by David & Moeschberger (1978), Klein & Moeschberger
(1997), and Kalbfleisch & Prentice (1980). The presence of competing risks does not
invalidate the methods designed for one mode of failure. By making the assumption
of independence between the modes of failure, it is possible to deal with competing
risks in an elegant manner.
Consider the case where there are m independent modes of failure, and each mode
is identified by j = 1, . . . ,m. For each subject we note the pair (Y, J), where Y is
the observed time, and J the observe mode of failure. The analysis of competing
risks data centres around mode-specific hazards. That is, the hazard associated with
a given model of failure. From (2.6), each specific mode of failure has a hazard
hj(y) = lim
∆y→0
P (y < Y < y +∆y, J = j|Y ≥ y)
∆y
(2.25)
Assuming independence between the modes of failure and that each subject can
only fail due to one of the J modes, the total hazard function is
h(y) =
m∑
j=1
hj(y) (2.26)
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Similarly, the total survival function is
Ŝ(y) =
m∏
j=1
Ŝj(y) (2.27)
given each of the mode-specific survival functions, Sj(y).
The implication of (2.26) and (2.27) that given two or more independent modes
of failure, the PL-estimator of Section 2.4 and the regression methods of Section 2.5
can be extended to analyse competing risks data. This is achieved by modelling
each mode of failure independently and denoting any other modes of failure as being
censored. For example, in a credit scoring context, it is often assumed that time to
repayment and time to default are independent (Banasik et al. 1999, Stepanova 2001).
By assuming independence, when fitting a regression model to model time to default
any observations that end in repayment are denoted as being censored. Likewise, if
time to repayment is the variable of interest, those that default are denoted as being
censored.
2.5.4 Time-by-covariate interactions
Cox regression is based on the assumption that the hazards are proportional. If the
relative hazards change over time, then this assumption is violated. By introducing
interactions between covariates and time we can test for non-proportionality (Cox
1972). If the interaction is significant then the proportionality assumption does not
hold. Furthermore this approach can be used as a modelling technique (Stablein, Jr.
& Novak 1981).
To illustrate the method, take (2.22) and include one covariate that is time-
dependent, x1, and one that is not, x2. Therefore, a Cox regression model designed
to handle the time dependent covariate can be expressed as
log hx(y) = α(y) + β1x1(y) + β2x2. (2.28)
While x2 enters the model as a standard variable, the x1 covariate is dependent on
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the time elapsed. This form of model is appropriate if the relationship between x1
and the response varies over time. Stepanova (2001) uses time dependent variables
of this formulation to improve Cox regression estimates on credit data.
2.6 Conclusion
This chapter serves as a brief introduction to the concepts and techniques of survival
analysis. In summary:
• Survival analysis is a branch of statistics that is commonly used in medical and
engineering research to analyse lifetime, or survival, data.
• Censoring is a common feature of lifetime data. Censoring is said to have
occurred if the event of interest is not observed.
• Two concepts used to describe lifetime data are the hazard and survival func-
tions. Many of the techniques in survival analysis are designed to estimate
either of these functions in the presence of censored data.
• The product-limit estimator is a non-parametric method that can be used to
estimate either the survival or hazard function.
• Regression methods have also been developed for lifetime data. Two approaches
of note are accelerated failure lifetime models and proportional-hazards regres-
sion.
• Cox’s proportional-hazards regression is the “standard” regression method for
lifetime data. It is implemented in most major statistical packages.
• Researchers have developed a number of strategies for improving survival re-
gression models. These include competing risks analysis and time-by-covariate
interactions.
These techniques have been applied to the analysis of the lifetime of loans. See, for
example, Narain (1992), Banasik et al. (1999), Banasik, Crook & Thomas (2003),
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Stepanova & Thomas (2001), Stepanova (2001), and Baesens, van Gestel, Stepanova,
van den Poel & Vanthienen (2005). In Chapter 3, we take an in-depth look into least
square regression models modified for use on lifetime data.
Chapter 3
The Buckley-James method for
censored regression
3.1 Introduction
A variety of techniques have been proposed for handling data where the response
variable is censored. Certainly, the most widely supported method is that of Cox
(1972) described in Section 2.5.2, followed by the parametric accelerated failure time
models of Section 2.5.1. There may be cases when a semi-parametric linear model
might be preferred. For example, the proportional hazard assumption may not hold,
precluding the use of Cox regression. Also, accelerated failure time models require
a correctly specified error term which may be difficult to determine. For these situ-
ations, there is another family of methods based on the standard linear model that
may be used (Miller 1976, Buckley & James 1979, Koul, Susarla & van Ryzin 1981).
The methods due to Miller (1976) and Buckley & James (1979) are both iterative,
whereas Koul et al. (1981) propose an estimator that does not require iteration. This
chapter presents linear least-squares regression methods for lifetime data, focusing on
the Buckley-James method (Buckley & James 1979).
The Buckley-James method is based on an iterative solution to the least squares
equations which have been modified to take account of censoring. The process con-
sists of estimating the position of the censored points from the current least-squares
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parameter estimates. This is followed by estimating the least-squares parameters
from the observed uncensored as well as the estimated censored positions. The two
steps of estimating conditional expectation and parameter estimation are repeated
until a convergence on a solution is reached.
This chapter is structured as follows. Section 3.2 introduces the linear model.
Section 3.3 introduces the Buckley-James method for censored data, and Section 3.4
extends it to the multivariate case. Section 3.5 presents the diagnostic techniques
that have been developed for the Buckley-James method including the Hat matrix and
renovated scatterplots. This is followed by a discussion of the mathematical properties
of the estimator in Section 3.6. Section 3.7 discusses the results of various simulation
studies conducted since Buckley and James’ original research. Section 3.8 presents
the assumptions and shortcomings of the method. Section 3.9.1 discusses issues with
computer implementation of the Buckley-James method. Section 3.10 demonstrates
usage of the Buckley-James method on the famous Stanford heart transplant data.
The chapter is then concluded in Section 3.11. For a comprehensive treatment of the
Buckley-James method, refer to the original paper by Buckley & James (1979), or
the monograph by Smith (2002) which details some of the more recent mathematical
advances.
3.2 Linear regression with censored data
In the absence of censoring, linear regression is commonly used to relate a response
to an explanatory variable. Consider the simple linear model where for each i =
1, 2, . . . , n, we observe the pairs (Yi, xi). Therefore, the model is expressed as
Yi = α + βxi + ²i, (3.1)
where ²i are iid, with distribution function ²i ∼ F and Var(²i) = σ2 < ∞. Here, α
and β are the unknown parameters to be estimated. Ordinary least squares estimates
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of α and β are the values αˆ and βˆ that minimise the residual sum of squares (RSS),
RSS =
n∑
i=1
(Yi − αˆ− βˆxi)2. (3.2)
Minimising (3.2) gives an estimate of β, as
βˆ =
n∑
i=1
(xi − x¯)Yi
(xi − x¯)2 . (3.3)
Subsequently, the estimate for α is
αˆ = Y¯ − βˆx¯. (3.4)
Now assume that right-censored, rather than complete, data are present. If the
response variable has been subjected to right-censoring, recall that the ith subject has
a related censoring time, ti. For each i = 1, 2, . . . , n, we observe the triples (Zi, δi, xi)
where
Zi = min(Yi, ti) (3.5)
and
δi =
 0 if Yi ≥ ti1 if Yi < ti. (3.6)
Note that δi indicates whether a response is censored. If δi = 1, the ith point is
uncensored and we observe the true lifetime of the datapoint, Yi. Conversely, if
δi = 0, the ith point is censored and we observe the censor time ti.
Parameter estimates from (3.3) will be biased if there is any censoring, and various
estimators have been proposed in the literature to correct this bias. Miller (1976)
examines an iterative scheme to estimate the parameters α and β in (3.1), while
the method of Koul et al. (1981) does not require iteration to obtain the estimates.
In general, the linear regression method of Buckley & James (1979) for regression
with censored response variable data has performed best in the many simulation
studies and comparisons (Miller & Halpern 1982, Weissfeld & Schneider 1987, Heller
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& Simonoff 1990, Hillis 1993, Wu & Zubovic 1995).
3.3 Buckley-James regression
To correct any potential bias in (3.3), the Buckley-James method replaces censored
points with their expected values, E(Yi|Yi > ti). This is equivalent to creating a new
response variable, Y ∗i (b), defined as
Y ∗i (b) = Yiδi + E(Yi|Yi > ti)(1− δi) (3.7)
where b is an arbitrary slope to be estimated by the Buckley-James algorithm. Note
that the “good”, uncensored points are left untouched. Replacing the censored points
in the scatterplot with their expected positions, E(Yi|Yi > ti), does not bias the linear
regression model as it can be shown that E(Y ∗i (b)) = E(Yi) (See Smith (2002) for a
proof). Hence,
E(Y ∗i (b)) = E(Yi) = α+ βxi. (3.8)
Note that E(Yi|Yi > ti) is also unknown due to censoring. However if b is near β, then
Êb(²i(b)|²i(b) > ci(b)) is an estimate of E(Yi|Yi > ti)− βxi, where ²i(b) = Yi − bxi. If
ci(b) = ti − bxi then the “renovated” response, Y ∗i (b), becomes
Y ∗i (b) = bxi + [²i(b)δi + Êb(²i(b)|²i(b) > ci(b))(1− δi)]. (3.9)
Note here that an intercept is not included as it is absorbed by ²i(b) which does not
necessarily have a mean of zero. In parallel with ordinary least squares regression, an
intercept term can be obtained once the slope has been estimated.
The solution of b from (3.9), as formulated by Buckley and James, utilises a lin-
ear combination of residuals greater than ci(b). The weights for the combination are
obtained by applying the product-limit estimator to the observed residuals. Specifi-
cally, the weights are determined as follows. First, assume that the observed residuals,
ei(b) = Zi−bxi, have been sorted from smallest to largest, e1(b) < e2(b) < . . . < en(b).
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Then,
Êb (²i(b)|²i(b) > ci(b)) =
n∑
k=1
wik(b)ek(b) (3.10)
where
wik(b) =

dF̂ (ek(b))δk(1− δi)
Ŝ(ei(b))
if k > i
0 otherwise
(3.11)
and dF̂ (ek(b)) is the probability mass assigned by the product-limit estimator to
the uncensored residual ek(b). In the denominator of (3.19), Ŝ(ei(b)) is simply the
product-limit estimate for residual, ei(b).
If each Y ∗i is known, then an estimate of β can be found satisfying the normal
equation
n∑
i=1
(xi − x¯)(Y ∗i − xiβˆ) = 0. (3.12)
By replacing Y ∗i with their estimates, and because theses estimates in turn rely on β,
iterations are required. To begin, an initial estimate of the slope, βˆ(0), is obtained.
Further estimates of β are found as
βˆ(m+1) =
∑n
i=1 (xi − x¯)Y ∗i (βˆ(m))∑n
i=1 (xi − x¯)2
, (3.13)
where m = 1, 2, 3, . . . and βˆ(m) is the estimate of β for the mth iteration. (3.13) is
successively applied until convergence is obtained and |βˆ(m+1) − βˆ(m)| is sufficiently
small. Once (3.13) has converged, the intercept estimate, αˆ, can be obtained as
αˆ =
Y ∗(βˆ)− βˆxi
n
. (3.14)
Note the iterative process does not always converge, and can oscillate between two
or more solutions. This usually occurs with high censoring proportions and small sets
of uncensored observations. However, there is always at least one consistent solution
(James & Smith 1984).
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3.4 Multivariate regression with censored data
Practical implementations of regression methods are generally multivariate, and es-
pecially in a credit scoring application are required to be able to handle many ex-
planatory variables. For clarity and ease of implementation it is preferable to express
the regression equations in matrix form. Suppose that we take once more the linear
model, but this time with p explanatory variables, forming a matrix, X, of dimen-
sions n × (p + 1), with the first column of 1’s to provide an intercept. The model is
expressed as
Y = Xβ + ² (3.15)
where Y = (Y1, Y2, . . . , Yn)
T is the vector of responses, and ² = (²1, ²2, . . . , ²n)
T is the
vector of errors. A line of “slope”, b = (b0, b1, . . . , bp)
T is fitted to the observations
to estimate β. In the uncensored case the least-squares estimates of the regression
parameters are
b = (XTX)−1XTY. (3.16)
In parallel with the univariate case, consider a set of survival data, where some
of the observed responses, Z = (Z1, Z2, . . . , Zn)
T , are subjected to censoring with a
censoring indicator defined as δ = (δ1, δ2, . . . , δn)
T . The Buckley-James method lifts
the censored responses up in the scatterplot by replacing them with their estimated
conditional expected responses, Y∗(b), using a weighted linear combination
Y∗(b) = Xb+W(b)(Z−Xb) (3.17)
of observed residuals e(b) = (e1(b), e2(b), . . . , en(b))
T , where e(b) = Z−Xb. Note
the similarities of (3.17) with the univariate formula of (3.9). The weights matrix,
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W(b), in (3.17) is defined as
W(b) = diag(δ) + [wik(b)]
=

δ1 w12(b) w13(b) · · · w1n(b)
0 δ2 w23 · · · w2n(b)
...
...
. . . . . .
...
0 0 0
. . . wn−1n(b)
0 0 0 · · · δn

(3.18)
where each entry wik is
wik(b) =

dF̂ (ek(b))δk(1− δi)
Ŝ(ei(b))
if ek(b) > ei(b)
0 otherwise
(3.19)
and dF̂b is the probability mass assigned by the product-limit estimator, (2.12), to
the residual ek(b), based on the observed residuals.
The iterations proceed as follows. First, an initial estimate, b(0), is made. Then,
the next least squares estimate is
b(m+1) = (XTX)−1XTY∗(b(m)), (3.20)
where b(m) is the value b from the mth iteration. By substituting in (3.17), this can
be expressed as
b(m+1) = (XTX)−1XT [Xb(m) +W(b(m))(Z−Xb(m))]. (3.21)
As with the univariate case, the method proceeds iteratively until convergence and
we denote the solution as βˆ = βˆBJ , the Buckley-James estimator of β.
However, in practical applications, the Buckley-James algorithm may fail to con-
verge and oscillate between two or more solutions (first noticed by Buckley and James
in their original research). The standard method is to take βˆ as the average of all
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found solutions. Empirical evidence suggests that the cycle length of the oscillations
is usually less than six solutions (Wu & Zubovic 1995).
3.5 Diagnostics
Widespread use of the Buckley-James method appears to be somewhat limited in part
by the lack of diagnostic techniques available. Certainly, compared to simple linear
regression and Cox regression there are very few diagnostic techniques available for
practitioners to evaluate the adequacy of a fitted model. This section describes some
of the techniques that have been developed for the Buckley-James method.
3.5.1 The Hat-matrix and leverages
Smith & Zhang (1995) show that when convergence occurs, the Buckley-James esti-
mator may be expressed in the form
βˆ = (XTWX)−1XTY∗ (3.22)
where W and Y∗ are the weights matrix and renovated responses corresponding to
b = βˆ. That is,W =W(βˆ) andY∗ = Y∗(βˆ). Then, given βˆ = (XTWX)−1XTWY∗,
the fitted values may be written as
Yˆ∗ = Xβˆ = X(XTWX)−1XTWY∗ = H∗Y∗ (3.23)
where H∗ = X(XTWX)−1XTW is called the renovated hat matrix. This matrix
fills the same type of role as the hat matrix in classical multiple regression. As
is the case for linear regression with no censoring, H∗ is idempotent and satisfies
trace(H∗) = p+1 (Smith & Zhang 1995). The renovated hat matrix indicates points
of high leverage when corresponding diagonal elements are unusually large, again as
in classical regression, although the effect is more dramatic because of the censoring
(Smith & Zhang 1995). For more discussion on leverage see Smith (2002).
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3.5.2 Diagnostic plots
Once the Buckley-James solution b = βˆ = βˆBJ has been found, the response data
may be “renovated” to construct a scatterplot depicting new estimated conditional
expected value positions for the censored points and unchanged locations for the
uncensored points. By “renovated scatterplot” we mean a plot of the pairs (X,Y∗).
The renovated response is found by applying the renovating equation to the final
solution. Hence,
Y∗ = Xβˆ +W(Z−Xβˆ) (3.24)
Renovated scatterplots are useful in visualising the upwards movement of the censored
points caused by the Buckley-James algorithm, and their effect on the final regression
line. Note that when there is a unique solution to the iterative scheme then βˆ = βˆBJ
is the ordinary least-squares estimator through the renovated scatterplot.
Although little work has been published on methods of variable selection in the
Buckley-James linear model, it is worth pointing to a simple device to visually assist
in identifying key variables, at least in simple cases. A partial residual plot (also
called an added variable plot) is a graphical device (Smith 2002) which allows us
to investigate the effect of adding a covariate to the linear model. Partial residual
plots are based on a partitioned structure for X and H∗. The development is centred
around the weights matrix W which carries the censoring information through the
ranking of the censored and uncensored residuals. In another sense, the plot may be
used to assess whether there is any relationship between the scatterplot of Y and a
new covariate, and, the scatterplot for Y adjusted for covariates already in the model
and a new covariate. Also, this graphical device is used to find nonlinearity and to
assist in the detection of influential points (Cook 1996).
Nonetheless, when applying a model to real world data for prediction, one must be
careful that the data used to fit the model has similar characteristics to the prediction
data. In a credit scoring context, if there is a significant economic downturn there
may be a structural break in the loan market. This may cause the underlying response
distribution and also the censoring distribution to change substantially. In this case,
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any prediction model fitted to data in different economic conditions may not now be
valid.
Renovated scatterplots and associated residual plots are not completely compara-
ble to those used in simple linear regression. A renovated scatterplot tends to display
less scatter in the censored values. This occurs because the censored residuals are
renovated to their expected positions which tends to be close to the final regression
line.
Other authors have concentrated on a censored version of residual plots. A plot
of Hillis residuals (Hillis 1995) are an attempt to produce a plot that is similar to
the residual plots used in regular linear regression to check for adequacy of fit. Hillis
residuals are created by replacing each censored residual, ei, with a new residual,
e∗i = δi(Yi − xTi βˆ) + (1− δi)Di (3.25)
where Di is randomly generated from the conditional distribution estimated from the
fitted model. Hillis (1995) proposes that plots of e∗i can be used much in the same
way as traditional residual plots to check for heteroscedasticity and the violation
other distributional assumptions. It is advised to make more than one Hillis plot of
residuals in an analysis, as some patterns may occur due to the randomly generated
values in the plot.
Renovated scatterplots, partial residual plots, and plots of Hillis residuals and
can be used for model fitting to evaluate the presence of any transformations of the
covariates. Care must be used when using devices such as these in certain cases. One
specific situation is when there are many censored values with large negative residuals.
A large negative residual corresponds to an individual that has been censored very
early in its life, which does not give much information to the fit. Accordingly, a
renovated scatterplot of these data will show that such a point is renovated up on
to the regression line. For the Hillis residuals, this point may make the model look
more correct than it actually might be (Stare, Heinzl & Harrell 2000). Renovated
scatterplots and Hillis residual plots are implemented in the bjplot function in the
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Design library in R.
3.6 Properties of the Buckley-James estimator
Much work has been undertaken to determine the properties of the Buckley-James
estimator, particularly to provide an estimate of the covariance matrix. In their
original paper, Buckley and James presented a heuristic variance estimator based
only on the uncensored observations. The estimate of σ2 is
σˆ2(βˆ) = σˆ2BJ(X
T4X)−1 (3.26)
where
σˆ2BJ =
∑n
i=1 δi
[
ei(βˆ)− 1nu
∑n
j=1
(
δjej(βˆ)
)]2
nu − p , (3.27)
and nu is the number of uncensored observations and 4 = diag(δi)
Although this variance estimator is heuristic and lacks complete theoretical jus-
tification, it has been found to perform satisfactorily in most situations (Weissfeld
& Schneider 1987, Lin & Wei 1992, Hillis 1993). This is perhaps because it is an
obvious censored analogue of the residual sum of squares. Under more restrictive reg-
ularity conditions Smith (1986) derived a variance estimator based on the asymptotic
variance for the simple linear regression model. For this estimator, conditions are
imposed on the support on the censoring distribution because the product-limit esti-
mator is unstable around the upper tail if there are not large numbers of censored and
uncensored residuals near the top of the distribution. Weissfeld & Schneider (1987)
compares two new variance estimators, one based on the conditional bootstrap and
one based on all observations (Weissfeld & Schneider 1986). In terms of bias, the es-
timator of Weissfeld & Schneider (1986) outperforms conditional bootstrap which in
turn outperforms the Buckley-James heuristic. Hillis (1993) and Hillis (1994) compare
an extension of the estimator proposed by Smith (1986), the conditional bootstrap,
and Buckley-James’ variance estimator in simulations. From the simulation studies
it is concluded that Smith’s method performs best.
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With the advent of faster computers, one method that has not been fully investi-
gated for estimating the variance is the unconditional bootstrap. Weissfeld & Schnei-
der (1987) do not include the full bootstrap in their simulation study because of the
computational time needed. Increases in computing power have made the bootstrap
and other cross-validation methods more viable options. Huang & Harrington (2004)
utilise the unconditional bootstrap as part of stepwise variable selection techniques.
They also note that the full bootstrap is computationally expensive.
James & Smith (1984) show that under certain regularity conditions the Buckley-
James slope estimator is weakly consistent. The asymptotic distribution of the
Buckley-James estimator have been derived under very general regularity conditions
(Ritov 1990, Lai & Ying 1991). Ritov (1990) shows that Tsiatis’s (1990) method based
on a linear rank test is asymptotically equivalent to the Buckley-James method. Ritov
(1990) derived the asymptotic variance formula of the slope estimator. This formula
is not practical for general use as it involves knowing the true distributions for the
survival time and censoring time. Usually, both will be unknown. Large-sample
properties of the Buckley-James estimator are developed in Lai & Ying (1991) who
derived a variance estimator for the Buckley-James method with a modified product-
limit estimator.
3.7 Simulation studies
There is a body of work that compares the Buckley-James method with other linear
based methods through simulation studies (Miller & Halpern 1982, Heller & Simonoff
1990, Wu & Zubovic 1995). Also, the Buckley-James method has been compared
with Cox regression (Heller & Simonoff 1992)
Of the linear methods, the Buckley-James method has performed best in com-
parative simulation studies (Buckley & James 1979, Heller & Simonoff 1990). In
particular, Heller & Simonoff (1990) note that the Buckley-James method consis-
tently has smaller bias and smaller root mean squared error than the other methods.
Heller & Simonoff (1992) discusses how to make an appropriate choice between the
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distribution-free regression methodology of Buckley-James and proportional hazards
when estimating lifetimes in the presence of a continuous explanatory variable. For
the most part, both methods perform similarly.
Other large scale simulation studies of note include Wu & Zubovic (1995). Here,
various synthetic failure time and censoring distributions were examined. They con-
clude the estimator is unbiased for all censoring patterns apart from Type II censoring.
High proportions of censoring were found not to bias the Buckley-James estimator in
any major way. In another study, Moon (1989) compared the Buckley-James method
with other semi-parametric Tobit estimators. The Buckley-James method performed
favourably in terms of mean squared error and computational times. It did perform
poorly under the Cauchy error distribution due to the violation of finite variance
assumption of the Buckley-James method.
3.8 Issues with implementing a Buckley-James re-
gression model
While the Buckley-James method performs competitively in comparison to other
censored regression techniques, there are a number of issues that must be taken into
account when choosing a model. First noted by Buckley & James (1979) is the prob-
lem of oscillation between two or more candidate solutions. This is due to instability
in the right-tail of the product-limit estimator. van Ryzin (1986) proposed that by
smoothing the KM-estimator by linear interpolation between the jumps that the oc-
currence oscillations could be reduced. After further investigations, Wu & Zubovic
(1995) conclude that smoothing the KM-estimator in this way actually increases the
incidence of oscillations. Moreover, oscillations only become a problem in data that
contain very few uncensored observations.
When censoring is particularly heavy at the top end of the distribution, estimates
of the intercept term become biased, a pattern that is commonly seen. Wu & Zubovic
(1995) note that the Buckley-James method does not display significant bias except
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with Type II censoring.
Heteroscedasticity may also be a problem as its presence can be masked by the
censored points (Stare et al. 2000). The Buckley-James method assumes that the
residuals are homoscedastic. Also, the effect of outlying uncensored values is mag-
nified because the renovated positions of the censored values is dependent on the
uncensored values. The renovated Hat matrix of Section 3.5 can be used to find such
influential points.
The Buckley-James method as presented also has other limitations. One has to do
with its linear nature. With censored data it is more difficult to identify interactions
and nonlinearities, even with the tools of Section 3.5. Stare, Harrell & Heinzl (2001)
implement splines to automatically fit nonlinearities in the data. Chapter 5 intro-
duces some automatic variable selection and transformation techniques to alleviate
the linear restriction of the Buckley-James method.
One may question why one would choose the Buckley-James method over Cox’s
proportional hazards regression. Stare et al. (2000) identify three reasons:
• Reason 1: The proportionality assumption may not hold.
• Reason 2: The estimated parameters can be used directly for prediction with
the Buckley-James method. Recall from Section 2.5.2 that for Cox regression,
one must estimate the baseline hazard via numerical methods if the model is to
be used for prediction.
• Reason 3: A linear fit as provided by the Buckley-James method may be easier
to explain to non-statisticians.
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3.9 Computer implementations of the Buckley-James
method
3.9.1 Algorithmic details
In this section we provide the general algorithm required to code the Buckley-James
method in any programming language. The steps needed implement the Buckley-
James method are listed below in platform-independent pseudocode:
1 Def ine the maximum a l l owab l e number o f i t e r a t i o n s , maxit ;
2 Def ine the i t e r a t i o n counter , m = 0 ;
3 Begin with an i n i t i a l e s t imate b(0) = (XTX)−1XTXZ ;
4 repeat {
5 Def ine the r e s i dua l s , Z−Xb(m) ;
6 Def ine the weights matrix , W(b(m)) ;
7 Def ine the renovated values , Y∗(b(m)) = Xb(m) +W(b(m))(Z−Xb(m)) ;
8 Estimate the parameters , b(m+1) = (XTX)−1XTY∗(b(m)) ;
9 m = m+ 1 ;
10 } un t i l ‖b(m+1) − (XTX)−1XTY∗(b(m))‖ i s s u f f i c i e n t l y small ,
11 or m =maxit ;
12 i f (m =maxit ) check f o r any o s c i l l a t i o n s .
where ‖.‖ is the norm of (.). For details of the convergence properties of the algorithm
and the chaotic behaviour that can be observed, see Wu & Zubovic (1995)
3.9.2 A new SAS macro to implement the Buckley-James
method
As part of research for this thesis, a new macro was produced to allow the Buckley-
James method be run on any computer with SAS installed. This macro is included
in Appendix A to allow researchers implement the Buckley-James method in SAS
without having to code it from scratch. Currently, the only freely available imple-
mentation of the Buckley-James method is the bj function in the Design library in
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R and S-Plus and obtainable through the CRAN website (CRAN 2006). The bj
function is described in detail by Stare et al. (2001) who conclude that one reason
for the slow uptake of the Buckley-James method is the lack of freely available com-
puter implementations. To this end, Appendix A contains the SAS macro to fit the
Buckley-James method. In testing, the new macro gives similar, although not exact,
results to that of Stare et al. (2001). The minor differences can be attributed to
different precision and stopping rules.
The macro utilises the IML matrix programming language, and modules are in-
cluded to calculate the PL-estimator and construct the weights matrix. The com-
prehensive output includes the number of iterations taken, the parameter estimates,
the renovated values, the weights matrix, and the Hat matrix. If the method does
not converge and a cycle is found, the length of the cycle is reported and the average
estimate of β is returned. Further details of this macro can be found in Appendix A.
3.10 An example: the Stanford heart transplant
data
For a practical example of the Buckley-James method to illustrate the renovation
process, we turn to the Stanford Heart transplant data. The Stanford Heart Trans-
plant data has been used by a number of researchers to compare censored regression
techniques (Chatterjee & McLeish 1986, Leurgans 1987, Miller & Halpern 1982). The
study as described by Miller & Halpern (1982) followed 184 patients beginning in 1967
through to 1980. The data contain the survival times of the each patient after trans-
plant, along with age at the time of the transplant. A further variable is included,
the T5 mismatch score. This is a measure of the degree of tissue incompatibility
between the donor and recipient of the transplant. In line with Miller & Halpern
(1982), analysis was conducted on 152 of the 184 cases by rejecting any case with a
survival time less than 10 days or a missing t5 score. These data are available by
invoking data(stanford2) at the R command line. Miller & Halpern (1982) found
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that a parabolic model of the form log10(Yi) = α+ β × age + γ × age2 + εi fitted well
and various other models have been proposed in the literature (Hillis 1995). For this
example, however, a log-linear model is fitted.
A scatterplot of the original Stanford heart data is shown in Figure 3.1. The
logarithm of survival time after transplant is the response variable, and age at time
of transplant is the explanatory variable. Following standard convention, the censored
points are denoted by hollow circles. Now, if there were no censored points we could
simply fit an ordinary least squares regression line through the Figure 3.1 and estimate
α and β. Unfortunately, the presence of the censored points will bias our estimates
downwards. We know, though, that the censored points belong somewhere shifted
up in the scatterplot, as we have observed their incomplete lifetimes. Following the
methodology from the previous sections, a renovated scatterplot is constructed in
Figure 3.2. Note how the censored points are shifted up in the plot, whereas the
uncensored points are left in their original positions. The final renovated scatterplot
with regression line fitted is shown in Figure 3.3.
From the renovated scatterplots, it appears that the relationship between age and
survival is not necessarily linear. The natural next step towards a better model would
be to try a transformation of the age variable or use some other non-linear regression
technique. Further details of non-linear censored regression methods on the Stanford
data are introduced in Section 5.7
3.11 Conclusion
In this chapter, the Buckley-James method for regression with censored data was
introduced. In summary:
• The Buckley-James method is based on least-squares linear regression and de-
signed to handle censored data.
• It does this in an iterative fashion and renovating the censored points to their
conditional expected position.
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Figure 3.1: Scatterplot of the Stanford heart transplant data
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Figure 3.2: Scatterplot of the renovated Stanford heart transplant data
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Figure 3.3: Scatterplot of the renovated Stanford heart transplant data with the
Buckley-James reline overlaid
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• After many studies, the Buckley-James method has performed best out of linear
regression fitting methods for censored data.
• In terms of predictive capabilities, the Buckley-James method has shown to be
competitive with Cox’s proportional hazards regression.
• The use of the Buckley-James method has been somewhat hampered by the
lack of commercially available computer implementations of the method.
While the Buckley-James assumes a linear relationship between the explanatory vari-
ables and the response, it provides a framework for new non-linear designs which are
developed in Chapter 5.
Chapter 4
Credit Scoring
4.1 Introduction
Credit scoring is the process of estimating the risks involved in lending to current or
potential customers based on their past behaviour. This main risk borne by the lender
is that of the customer defaulting on their loan. Traditional credit scoring systems
use classification techniques to determine the chance that a customer will default on
the loan. Extra information on the potential profitability of each customer can be
gained by estimating the timing of the default. Traditional credit scoring techniques
do not consider the timing of the default, only whether it will occur. Estimating the
timing of the default is made more difficult by the censored, survival data that is
encountered in the data. In Chapters 2 and 3, a number of techniques to analyse
survival data were introduced. Typically used in engineering and medical contexts,
survival analysis is increasingly being introduced into diverse fields such as economics,
the social sciences and recently credit scoring. In this chapter the current theory and
practice of credit scoring is introduced, including survival analysis techniques that
are being used to estimate the timing of defaults and other important events such as
early repayment.
The chapter is organised as follows: Section 4.2 presents the history of credit
scoring and examines the motivating factors for the introduction and development of
scoring systems. Section 4.3 summarises the classification techniques used for credit
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scoring. Section 4.3.5 addresses the evaluation of scoring models and presents tools
used to compare the discrimination power of different models. In Section 4.3.6 the
relative power of the different classification techniques is explored. In Section 4.4, the
application of the survival analysis techniques introduced in Chapter 2 to consumer
credit data is examined. Section 4.4.3 then compares the power of survival analysis
methods with traditional classification techniques. Detailed discussion of the methods
presented in this chapter, including other general approaches to credit scoring, can
be found in Thomas, Edelman & Crook (2002), Thomas (1998), Rosenberg & Gleit
(1994), Hand & Henley (1997), and Mays (2004).
4.2 Background
Financial institutions deal with the aspects of risk in a number of ways. Well-known
techniques for risk management include portfolio management, and the pricing of
options, bonds and other financial instruments. A vast amount of literature is devoted
to these areas. Take, for example, the famous Black-Scholes formula (Black & Scholes
1973) that revolutionised the pricing of options. See Markowitz’s (1952) landmark
paper for the foundations of portfolio theory and Merton’s (1974) on bond pricing.
These corporate level areas of risk management have been progressively studied and
improved upon. Another less studied form of financial risk management concerns the
retail loan granting decision. To maximise profit, a bank not only has to weigh up
the cost of customer defaulting on the loan, but also the cost of denying a loan to a
non-defaulting customer. Credit scoring is the term given to the set of quantitative
techniques used to facilitate this decision.
Credit scoring techniques were originally developed to help organisations automate
the credit granting decision. As a result, the primary aim of a traditional credit
scoring system is to classify potential customers as either being good or bad so the
appropriate action can be taken. A bad customer may be defined as one who fails
to repay the loan in full, but this definition can be expanded to cover a range of
undesirable behaviour. Surveys by Rosenberg & Gleit (1994), Hand & Henley (1997),
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and Thomas (1998) outline the different modelling techniques that can build such
systems.
Decisions on who to grant credit, and of how much credit to grant, originally relied
purely on the skill of a loans officer. The loans officer would use his experience and
personal judgement, and guided by attributes that affect the creditworthiness of the
applicant, make a decision on whether to grant credit. The attributes deemed most
important are referred to collectively as the five Cs of credit (Thomas et al. 2002).
They are:
1. Character—The willingness to pay debt. For example, how long has the appli-
cant been at their current job?
2. Capacity—The borrowers capacity to pay the debt. Wages and other income
are major determinants here.
3. Collateral—Possessions that might be used to secure the debt are classed as
collateral. For a mortgage, the home purchased is used as collateral.
4. Capital—A well-resourced individual is more likely to be granted a loan.
5. Conditions—Current and projected economic conditions are also taken into ac-
count.
A number of factors led to the introduction of automated credit scoring in the 1940s
and the first published research on retail credit scoring was presented by Durand
(1941). Soon after the end of World War II there was an explosion in the demand
for credit and it became clear that the subjective methods did not scale well to large
numbers of applicants. The credit explosion, spurred on by the introduction of credit
cards a few decades later, motivated lenders to automate the credit granting decision
giving birth to objective credit scoring systems. In parallel with the growth of credit
demand, increases in computing power made it possible to analyse large quantities of
data with (relative) ease.
More recently, the development of scoring systems has been driven by the reg-
ulatory environment. As a part of the capital adequacy requirements placed upon
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banks with the introduction of the Second Basel Accord (Basel Committee for Bank-
ing Supervision 2001), institutions are required to closely monitor the risks associated
with their loan portfolios. New methods, such as the ones detailed in this thesis are
helpful in providing an accurate measure of financial risk.
Since the introduction of the first credit scoring systems, a number of statisti-
cal and mathematical methods have been used. Most techniques have a statistical
background, such as discriminant analysis, linear regression, logistic regression and
classification trees. Others come from a mathematical or machine learning back-
ground such as mathematical programming, neural networks, genetic algorithms and
expert systems. In Section 4.3, the most common methods used for credit scoring are
outlined, along with some of the advantages and disadvantages of each method.
4.3 Classifying applicants for credit
We noted in Section 4.2 that historically, a credit officer would use information relating
to the creditworthiness of an applicant to determine whether to grant a loan. Cur-
rent credit scoring systems work in much the same, although objective, way. Assume
that the customer population consists of two classes, good and bad. The information
that a customer provides when they apply for a loan is used by banks to determine
which group the customer is likely to belong to. Rather than being examined in a
subjective way, the information is coded to form quantitative variables that can be
input into a statistical model. For an individual, if there are k explanatory variables
they are collected as a vector, xT = (x1, x2, . . . , xk), to form the input to the model.
The exploratory variables can then be used to produce a score to estimate the prob-
ability, p, of that individual belonging to the bad class. The relationship between the
explanatory variables and the probability of default is usually found by fitting to a
historical set of completed loans, some of which are bad.
The definition of bad can be somewhat arbitrary and is often driven by regulatory
demands. While the definition can include early repayment, churn, or fraudulent
activity, the most common definition of bad is default. Default could be taken as one
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missed payment, three consecutive missed payments, or perhaps when the debt be-
comes unrecoverable. If the definition of bad is too stringent, or not stringent enough,
it may have a negative impact on the quality of the final scorecard (Siddiqi 2005).
Take, for example, when bad is defined as a customer whose debt has become unre-
coverable. For a small dataset this can be problematic as there may be insufficient
observed bads to fit a reliable model as the required sample size is dependent on
having enough of each class. On the other hand, if bad is defined as one missed
repayment, sample size is less likely to be a problem, but there may be little differ-
entiation between good and bad accounts. The end result is a scorecard with little
discriminatory power.
While this thesis is primarily concerned with retail credit scoring, many of the
techniques presented here are similar in spirit to those developed for analysing corpo-
rate distress (Altman, Marco & Varetto 1994). A company is said to be under distress
if it is having trouble repaying its creditors. In some corporate distress models finan-
cial ratios are used as inputs to linear discriminant analysis models (Fisher 1936) to
classify whether a company is a likely bankruptcy (Altman 1968). Due to the nature
of the data, these type of models may have many less observations than consumer
credit scoring models. For this reason, corporate models tend to be less accurate than
retail models. While it is true that corporate applications will have less observations
than retail data sets, one can think of small business lending where there will still be
a large set of observations relative to modelling publicly listed companies.
4.3.1 Linear Discriminant Analysis and linear regression
Linear discriminant analysis (LDA) is a technique for classifying a set of observations
into predefined classes. Recall that a typical credit scoring formulation is a two class
problem with the classes being good and bad. For this two class problem, a score, Z,
can be constructed which is a linear function of the explanatory variables x,
Z = βTx = β1x1 + β2x2 + · · ·+ βkxk, (4.1)
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where β is a weights vector (β1, β2, . . . , βk) which maximises the ratio
M =
βT (mG −mB)√
βTΣβ
(4.2)
wheremG andmB are the vector group means for the goods and bads respectively, and
Σ is the common covariance matrix. This method, also know as Fisher’s discriminant
analysis (Fisher 1936), attempts to to maximise the ‘between group variation’ and
minimise ‘within group variance’.
One of the main criticisms of linear discriminant analysis as a credit scoring
method involves the assumptions of distributional form (Eisenbeis 1978): Firstly,
the assumptions require that the covariance matrices of the predictor variables are
equal for the two groups; furthermore, the predictor variables are required to follow a
multivariate normal distribution. In credit scoring applications the predictor variables
are often discrete or follow otherwise non-normal distributions. This clearly violates
the second assumption. However, Hand & Henley (1997) argue that even if the nor-
mality assumption is violated, linear discriminant analysis is still widely applicable in
separating groups and that the violation only affects the validity of significance tests.
One assumption of linear discriminant analysis is that the cost of misclassification
is the same for both groups. That is, the cost of turning down a good loan is the
same as the cost of accepting a bad one. In practice this is unlikely to actually be the
case and the misclassifying a bad as a good is invariably more costly than classifying
a good as being bad (Hand 2005). Therefore, linear discriminant analysis may not be
appropriate if the costs are very asymmetric.
The related method of linear regression has also been used to form credit scoring
models. For the two category case, linear regression is equivalent to linear discrimi-
nant analysis. (See Thomas et al. (2002) for a proof.) Therefore, if one believes linear
discriminant analysis is appropriate, then linear regression based methods such as
stepwise regression can be applied for classification. To formulate a linear regression
credit scoring model, assume a linear model where the probability p that an applicant
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is bad is related linearly to k explanatory variables,
p = βTx = β0 + β1x1 + · · ·+ βkxk (4.3)
where β is again the vector of parameters (β1, β2, . . . , βk). As with linear discriminant
analysis models, some of the key assumptions of linear regression are violated in the
credit scoring context. Linear regression can give estimated values for p as being
outside the range [0, 1]. Since p is a probability it is much more satisfactory to use a
regression model that will constrain the estimate of p to between 0 and 1. Logistic
regression and probit analysis are methods that both have this property.
4.3.2 Logistic and Probit regression
Logistic and probit regression are more appropriate than linear regression for credit
scoring models as they allow for the categorical nature of the data. In binary logistic
regression, the response variable can only belong to one of two different categories.
This translates well to the credit scoring context where applicants are usually classified
as good or bad. If p is the estimated probability that an individual is bad then the
logistic regression model is
log
(
p
1− p
)
= βTx = β0 + β1x1 + · · ·+ βkxk. (4.4)
Maximum likelihood estimation is used to find the parameters (β0, β1 . . . , βk). The
estimate of the probability of default for applicant is then
pi =
e
∑k
j=0 βjxj
1 + e
∑k
j=0 βjxj
. (4.5)
which may be estimated once the weights have been estimated.
While logistic regression is based on log odds, probit regression uses the cumulative
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normal distribution. That is,
N(x) =
1√
2pi
∫ x
−∞
e−
y2
2 dy. (4.6)
Then N−1(p) is estimated as a linear function of the weights and covariates such that
N−1(p) = βx = β0 + β1x1 + · · ·+ βk.xk (4.7)
As with logistic regression, the maximum likelihood estimates of β are found compu-
tationally. However, logistic and probit regression use similarly shaped distributions
and thus give very similar results. Logistic regression is often favoured because odds
ratios in logistic regression are easy to calculate and interpret and there are more
diagnostic tools for logistic regression than probit regression. Conceptually, logistic
and probit regression are more appropriate tools for application scoring than linear
regression, given the binary nature of the response (good/bad). In practice, the differ-
ences in predictive accuracy are only minor. Hand & Henley (1997) note that logistic
regression performed no better than linear regression for their application scoring
dataset. The closeness was attributed to the vast majority of estimated probabilities
lying between 0.2 and 0.8. For this range the logistic curve is well approximated by a
straight line as can be seen in Figure 4.1. Nevertheless, logistic regression dominates
the industry for credit scoring systems (Siddiqi 2005).
4.3.3 Neural Networks
The predictive powers of neural networks have been applied to a wide range of prob-
lems, across fields as diverse as finance, computer science, physics and medicine. They
also have applications in many different situations unrelated to regression, such as
modelling biological systems. A general text such as Ripley (1996) examines the many
different types of neural networks devised for these applications. Neural networks have
recently become an area of focus for researchers of credit scoring (West 2000, Yobas
& Crook 2000, Desai, Crook & Jr. 1996, Desai, Conway, Crook & Jr. 1997), and are
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Figure 4.1: The similarity of the logistic curve and ordinary least squares line for
estimating probabilities between 0.2 and 0.8
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showing particular promise for applications where predictive power is the overriding
concern.
The popularity of neural networks can be attributed partially to the fact that they
can model extremely complex functions without significant input from the user. By
their nature, neural networks automatically detect and fit to any nonlinearity present
in the data. Also, multi-layer neural nets are universal approximators (Bishop 1995).
That is, the neural net can simulate any function arbitrarily well. Compare this to the
difficulties one can run into fitting a complex regression model where the user needs
to specify the correct form of the relationship, be it linear or quadratic or otherwise,
and then take care in specifying any interactions.
Artificial neural networks are a loose simulation of the neural systems found in
nature. The neural network is composed of layers of interconnected nodes, where the
functionality of each node is loosely based on the animal neuron. The basic structure
of a feed-forward neural network is shown in Figure 4.2. A feed-forward network is one
in which the connections between the neurons only move in one direction and there
are no feedback loops. Note how this network contains three layers, an input, output,
and a single hidden layer. Although the network depicted by Figure 4.2 has only one
hidden layer, it is possible to construct networks with multiple hidden layers. The
network depicted in Figure 4.2 with the single hidden layer is known as a multi-layer
perceptron (MLP) (or backpropagation network).
Consider an individual node and the connections to other node as shown in Fig-
ure 4.3. The output yk for the kth node with m inputs can be expressed as
yk = ϕ(νk) = ϕ
(
m∑
j=0
ωjxj
)
= ϕ(wTx) (4.8)
where ϕ(.) is the transfer function (also called the activation function), and x is the
vector of inputs to the neuron. The inputs either come from the original data or
the output from other neurons. w is the weights vector, with values signifying the
strength of the links into the node.
A commonly used transfer function for purposes of classification is the logistic (or
55
Hidden LayerInput Layer Output Layer
Age
Income
Owner/
Not owner
Figure 4.2: A simplified feed-forward neural network with three input nodes, one
hidden layer with 2 nodes, and a single output node.
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Figure 4.3: A node showing the how the inputs are mapped to the output
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sigmoidal) function,
ϕ(ν) =
1
1 + e−ν
. (4.9)
This function ensures the output, y, lies between a value between 0 and 1. The
general s-shape of the logistic function is demonstrated in Figure 4.1.
To establish the strength of links between the nodes the neural network is given
a training set of data. Each data point in the training set consists of known input
and output values. In fitting the network, the objective is to vary the strength of
the weights so as to replicate the output of the training set as closely as possible.
The backpropagation algorithm is one method often used to fit neural networks. The
algorithm begins by randomly assigning values to the weights of the network. Then,
given the input values from the training data, errors are calculated at the output nodes
compared to the known values. Next, the weights are adjusted to minimise the error
over the entire training dataset. The process of adjusting the weights and checking
the errors is continued iteratively until the errors converge to a global minima. The
backpropagation algorithm is a particular form of a gradient descent algorithm.
During the training of a neural network, overfitting can occur leading to a model
that describes the training data well but is less useful for prediction on new data.
The process of limiting or reducing the model complexity that leads to overfitting is
called regularisation. One method of regularisation involves halting the weight fitting
process after a set number of iterations. Another commonly used method is known
as weight decay (Bishop 1995). Weight decay penalises large weight values which
correspond to a non-linear relationship between the input and output. A weight that
is close to zero corresponds to a more linear mapping, producing a less complex model.
If the weight decay parameter α is between zero and one, and E is the sum of squared
errors at the output nodes, then the regularised errors are
Er = E + α
∑
w2i . (4.10)
Er is minimised rather than E.
For classification neural networks for credit data, generally the MLP variety is
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used, although other architectures exist and have been used (West 2000). For credit
scoring purposes, the inputs of a MLP would include the application characteristics,
and the output of the network would be an indicator of the good or bad status. The
hidden layer of nodes does the transformation from input to output. In practice, the
steps of fitting a neural network for a credit scoring model are as follows. First, choose
the number of nodes in the hidden layer. One heuristic is to take the number of input
and output nodes and divide by two to reach the number of hidden layer nodes. On
the other hand, a cross-validation technique can be used. The next step is to choose
the activation function, commonly the logistic (or sigmoid) function of (4.9). Then
the training set is used to estimate the weights, using an optimisation algorithm such
as backpropagation. Then the model is validated using a holdout set. Some software
packages perform many of these steps automatically, thus making them popular in
some data mining applications, particularly by non-statisticians.
In a credit scoring context, Desai et al. (1996) showed that neural network mod-
els performed at least as well as traditional classification methods. They note that
cheaper and quickly implementable credit scoring systems can be made if there is no
need to specify interactions and transformations. West (2000) investigated a num-
ber of neural network architectures which performed favourably when compared to
traditional methods. In a conflicting result, Yobas & Crook (2000) found that linear
discriminant analysis outperformed neural networks, genetic algorithms and regres-
sion trees. These conflicting results can be attributed to the quirks associated with the
different datasets used by the researchers. Section 4.3.6 contains further discussions
on comparisons between different credit scoring techniques.
Neural networks have been used in several applications similar to credit scoring.
Altman et al. (1994) applied neural networks to corporate distress data and Atiya
(2002) applied them to predict bankruptcy. Neural networks have also been developed
to analyse survival data. Generally, a neural network is trained to approximate a
survival or hazard curve. A further discussion of these developments in a credit
scoring context is given in Section 4.4.
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4.3.4 Other methods
Researchers have considered other classification techniques for credit scoring, although
in practice Siddiqi (2005) notes that logistic regression dominates. These techniques
include support vector machines, genetic algorithms, and the k-nearest neighbours
algorithm. Freed (1981) proposed that linear programming could be used as a method
for discrimination. As there is no real need to formulate the problem as linear in
nature, Glen (2001) proposed mixed integer programming for classification. Further
methods have also been proposed in the quest to increase prediction accuracy. They
include expert systems and rule based methods (Leonard 1993), and graphical and
Bayesian networks (Sewart & Whittaker 1998).
The classification tree approach is another statistical method that is used for
credit scoring. Classification trees work by splitting the data into subsets, each of
which is more homogeneous in behaviour than the original parent set. Each sub-
sequent set becomes a node that is split further until the subsets that remain are
considered to be the leaf nodes of the binary tree. There are several approaches
to constructing a classification tree, and while the algorithms are slightly different,
the motivation is the same. These algorithms include C4.5 (Quinlan 1993), which
contains several extensions to Quinlan’s earlier ID3 algorithm. Classification and Re-
gression Trees (CART) (Friedman, Olshen & Stone 1984) is another commonly used
approach. While there are a number of differently named methods, the process is
similar with minor modifications.
Support Vector Machines (Vapnik 1998) are a newer type of supervised ma-
chine learning that have been used for credit scoring (Baesens, van Gestel, Viaene,
Stepanova, Suykens & Vanthienen 2003) and shown to be at least as good at classi-
fying applicants as traditional methods. Support vector machines can be seen as a
two step process. First, map, or transform the inputs to a high dimensional feature
space. The non-linear mapping is defined in terms of a “kernel function”. Second, use
a linear classifier such as linear discriminant analysis to perform the classification.
Genetic algorithms, such as survival of the fittest or champion/challenger scenario
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have also been used for credit scoring (Desai et al. 1997). Several slightly different
models are produced and tested on the data, and the best model is chosen and the rest
are discarded. More challengers are made by slightly mutating the champion. The
algorithm continues iteratively until some predetermined stopping rule is reached.
k-Nearest neighbours (Hastie, Tibshirani & Friedman 2001) is a non-parametric
technique where some metric is chosen to measure how far apart applicants are. All
previous applicants have a position in this metric. A new applicant is then classified
according to whether the majority of the nearest neighbours in the metric are good
or bad. One attractive property of this method is that it is easy to add new data to
the model without having to refit. (Henley & Hand 1996).
4.3.5 Measures of discrimination
When producing a credit scoring system, a way of comparing the predictive properties
of competing models is required. Most practitioners randomly segment the historic
data into training and holdout sets. Typically the parameters of the model are esti-
mated on training set. Then, predictions are compared to the holdout set to test the
predictive properties of the model using some measure of discrimination. Testing in
this way is very important as it evaluates any over-fitting or lack of predictive power.
Given that credit scoring datasets are generally large, wastage of data is not a sig-
nificant problem when splitting data in this way. When faced with a smaller dataset
it may be necessary to use another more efficient cross-validation method. Once the
method of segmenting the data is determined, a suitable measure of discrimination
should then be chosen.
Error rates
Assume that a classification scorecard for default produces an estimated probability
that each applicant is good. If all applicants are accepted when their estimated prob-
ability is greater than some cutoff, ρ, one simple way of determining performance
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True Class
good bad
Predicted Class good a b
bad c d
Table 4.1: A 2× 2 confusion matrix
compared to a holdout set is the error rate. Put simply the error rate is the per-
centage of misclassified applicants. The error rate appeals as a measure because it is
perhaps the easiest of the measures to interpret intuitively.
One way of calculating the error rate and some associated measures is by creating
a 2×2 table called a confusion matrix. Table 4.1 represents a confusion matrix, where
each cell contains a count of applicants belonging to each particular class. In this case
there are four classes in total with each cell of the confusion matrix labelled by a, b,
c, and d. For example, quantity a refers to the number goods/predicted as good. The
error rate is easily calculated from the confusion matrix as b+c
a+b+c+d
. Other measures
of interest are the proportion of goods classified as bad, c
a+c
, and the proportion of
bads classified as good, b
b+d
.
There are some criticisms of the error rate as a measure, being that the costs are
not equal (Hand 2005), and are subject to change (Fawcett & Provost 1997). If the
cost of misclassification is equal in both directions then one can safely use the global
error rate as a measure of discrimination. If not, one may have to use a loss matrix
to quantify the costs and minimise expected loss rather than the global error rate.
Another criticism of the error rate as a measure is that it is dependent on the chosen
cutoff score. If a different cutoff score was chosen then the confusion matrix needs to
be recalculated. Considering that the cutoff score is not always defined in advance,
measures are needed to compare scoring systems over the range of cutoff scores.
The ROC curve and associated measures
For situations where the cutoff, ρ, is not specified, techniques are required which
are independent of any cutoff to compare different credit scoring models. Receiver
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operating characteristic (ROC) curves were originally developed for analysing errors
in the transmission of data (Egan 1975, Swets & Pickett 1982) and are now used to
compare classification algorithms. A ROC curve, such as the one depicted in Fig-
ure 4.4, is generated by plotting the proportion of accepted bads on the x-axis against
the proportion accepted goods on the y-axis. A method with superior discrimination
is characterised by a ROC curve that lies close to the left-hand and topmost borders.
Conversely, a poorly discriminating model will have a ROC curve that closely follows
the 45 degree line through the origin. Indeed, if the ROC curve lies along this line,
then no discriminatory power is detected.
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Figure 4.4: Receiver Operating Characteristic (ROC) Curve
Because the further the ROC curve is above the 45% line corresponds to better
discrimination, then a greater area under the ROC curve also means better discrim-
ination. There are two equivalent measures, the Area under the ROC curve (AUC)
and the Gini coefficient that can be used to quantify this area. The Gini coefficient
is defined as twice the area between the ROC curve and the diagonal 45 degree line
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through the origin. It is also equivalent to the Mann-Whitney-Wilcoxon test statistic,
and its value represents the probability that a randomly chosen good scores higher
than a randomly chosen bad. It is not difficult to show that AUC and the Gini Co-
efficient are perfectly correlated by the relationship Gini=2*AUC-1. The strength
of these measures based on the ROC curve that they cover the range of all possible
cut-offs, which is good when misclassification costs are unknown. One drawback of
these measures occurs when the cutoff is specified in a small range. Even though the
cutoff is unknown, these measures cover all cutoffs, not just the relevant range.
It should be noted that the different measures presented here measure the quality
of a scorecard in different ways. The AUC is a measure of how well the scorecard
discriminates between the goods and the bads. On the other hand, the error rates cal-
culated in a confusion matrix measures how well the scorecard predicts at a particular
cutoff.
Hand (2005) argues that using a single measure such as the classification rate or
AUC to rank classifiers may be misleading as they do not always correspond with the
business objectives of the bank. These objectives, such as maximising profit, may not
necessarily be captured by a single measure.
4.3.6 Comparison of the various algorithms
A number of comparative studies have been conducted on diverse datasets, where each
rank the predictive power of methods described in Section 4.3 (Baesens et al. 2003,
Thomas 1998, Hand & Henley 1997, Boyle, Crook, Hamilton & Thomas 1992, Srini-
vasan & Kim 1987, Desai et al. 1997, Yobas & Crook 2000). Classification error rates
and the AUC are the ranking criteria most often used in these studies. While there is
little agreement between the studies as to the “best” method (Thomas et al. 2002),
the largest comparative study of classification methods performed by Baesens et al.
(2003) employed eight separate credit datasets to compare the various classification
algorithms. The measure of classification performance used is the AUC, or area
under the receiver operating characteristic (ROC) curve presented in Section 4.3.5.
Table 4.2 contains the average rank for each algorithm over the eight datasets. Some
63
Technique Average rank .
Neural Networks 3.2
Radial Basis Function LS-SVM 3.3
Logistic Regression 4.3
Linear Discriminant Analysis 5.3
Linear LS-SVM 5.5
Tree Augmented Bayes 5.6
Na¨ıve Bayes 7.8
Radial Basis Function SVM 9.1
k-Nearest Neighbours (k = 100) 9.5
Linear SVM 10.1
Quadratic Discriminant Analysis 10.8
Decision Tree (C4.5) 10.8
Linear Programming 11.9
Decision Tree (C4.5) 13.0
Decision Tree (C4.5) 13.7
k-Nearest Neighbours (k = 10) 14.1
Decision Tree (C4.5) 14.7
Table 4.2: Average ranking of various classification algorithms on eight different
datasets. Minimising AUC on a holdout sample is the ranking criteria
of the poor performing classifiers are not in this summary; see Baesens et al. (2003)
for the complete results. This study found that on average, a neural network and
support vector machine implementation were superior over the eight data sets, but
that traditional methods such as logistic regression and linear discriminant analysis
were also competitive. Consequently, it is likely that most credit scoring datasets are
only slightly non-linear because methods with linear weights perform almost as well
as those that can take non-linear forms.
Many of the reported differences between the methods are not statistically signifi-
cant. One reason for the similar performance between different methods might be the
flat maximum effect (Lovie & Lovie 1986). That is, there is a wide range of weights
that perform almost as well as the optimal scorecard. Consequently, seemingly dif-
ferent models all perform similarly. This implies that as long one has the important
data that is required to make the scorecard, the actual method used to build it is not
as critical. To illustrate the flat maximum effect, take the example the scorecard for
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a telecommunications company reported by Kolesar & Showers (1985). Their study
found that a simple application form with 10 yes/no questions performed almost as
well as a discriminant analysis based scorecard. From the flat maximum effect we
might then conclude that for credit scoring data, the choice of classification technique
is not as important as having the correct explanatory information.
Another possible reason for the varying orders of techniques reported by these
authors is the difference in their domain knowledge. An expert in regression analysis
who has only a passing knowledge of neural nets will likely find that regression analysis
performs better than if the experiment was performed by an artificial intelligence
expert. Hand (2005) makes the point that there is no single best method for all
situations, it depends on the data and the aims of the analysis.
Furthermore, the method with the best predictive accuracy is not the best method
to use for a particular situation. Commonly, this occurs with application scorecards,
where perhaps due to regulations, the bank must be able to explain to rejected ap-
plications the reasons for that rejection (these are so-called front-office applications).
Using a neural network in this situation would be unwise, because neural networks are
very difficult to interpret in this way. In this situation, a classification method that
involves linear weights may be preferable despite the tradeoff of sacrificed accuracy.
4.3.7 Other topics
Behavioural Scoring
The credit scoring methodology discussed in this chapter to this point is known as
application scoring, as it is used when the customer applies for credit. Here, charac-
teristics contained in the application form and gathered from other sources are used
to classify the customer. Once the loan has been granted and repayments are under-
way, additional information derived from behaviour of the customer, such repayment
history, can be used to provide a more accurate estimate of the risk associated with
the customer. Credit scoring in this dynamic way is known as behavioural scoring.
Recall that when assessing a customer through application scoring, a vector of
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explanatory variables, x, is used to estimate risk. Once credit has been granted
and loan repayments commenced for some time period, s, the customer can still
be monitored. A scorecard incorporating the most recent information, z, about the
customer can then be constructed. The explanatory variables for behavioural scoring
can include variables such as balance levels, usage indicators, and repayment patterns
(such as missed payments). For further discussion of how behavioural scoring models
are produced in practice, see for example McNab & Wynn (2000).
Markov chain models are one suggested method (Cyert & Thompson 1968) of
implementing behavioural scoring systems. In a Markov chain model, the customer
moves between different states. There is a transition matrix that indicates how likely
the customer is to move from one state to another, which is then used to estimate
the chance of default. Some examples of these states include one missed payment,
two missed payments, default. Stepanova & Thomas (2001) suggest that survival
analysis techniques can be regression model of the time to default and update it as
time progresses. The resulting scores, known as proportional hazards analysis be-
havioural (PHAB) scores are explored further in Section 4.4. It should be noted that
behavioural scoring models are not only used to determine the probability of default,
but also other events of interest such as the time to repay a loan, the churn/attri-
tion of customers, and to assist with the marketing of new products and services by
estimating propensity to buy.
Variable selection and transformation
In the development of a credit scoring model, analysts may need to examine than
one hundred explanatory variables to determine those that have a significant effect
on default. Furthermore, for linear and logistic regression, any transformations and
interactions between the explanatory variables need to be specified. Some degree
of user sophistication is needed to make the correct choices based on statistics and
expert opinion. As Thomas et al. (2002) notes,
“the choice of combination is as much art as science”.
66
One standard technique is to split continuous variables into groups to make cat-
egorical variables. An example of a variable in a credit scoring model that can be
transformed this way is age of the applicant. The age variable is split into different
categories such as 18–25 year, 25–30 years, and so on, each with its own indicator
variable. Creating categorical variables in such a way achieves three main purposes.
First, risk does not necessarily vary monotonically with age, as a person’s risk profile
tends to rise and fall over their life. Therefore, categorising the age variable is one
way of capturing this nonlinearity. Second, indicator variables are easier to inter-
pret than most non-linear functions and interpretability is often highly prized in the
commercial scoring systems. Third, the effect of any outliers is reduced. This is an
important property because outliers are common in many of the common covariates
used in scoring models (Whittaker, Whitehead & Somers 2005).
Categorising continuous variables may not be the best way to proceed in all sys-
tems as there will be at least some loss of information. As an alternative, Whittaker
et al. (2005) discuss logarithmically transforming the explanatory variables. Some
variables, such as those that deal with incomes and assets tend to be right-skewed,
which can occur because of the few people who earn or possess vast amounts of money.
A logarithmic transformation reduces the influence of these points without having to
reduce information by binning the variables. Other transformations, such as the
use of restricted cubic splines are a continuous extension of categorising continuous
variables may be considered as an alternative.
Categorical variables are also often aggregated out of necessity. For example,
on a personal loan application, one question may concern the reason for the loan.
There are many possible responses, and if each response was made into an indicator
variable there may not be enough responses for each variable to make the regression
analysis meaningful. One strategy for a personal loan scorecard, where each applicant
must choose indicate their job description, one might group all professionals into one
dummy variable. Stepanova (2001) describes how categorical variables with similar
parameter estimates are aggregated using Cox regression in this way. This reduces
21 loan purposes down to 3, which greatly reduces the dimensionality of the resulting
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regression model.
Reject Inference
When constructing credit scoring models, performance data is only known for those
customers who are actually accepted. For those that are rejected — and for that
reason are likely to be thought of as a bad risk — there are not any outcome data.
This is a form of selection bias, where the better customers are over-represented in
the bank’s sample. Reject inference (Hand & Henley 1993) is a way of overcoming
this bias by estimating the properties of the rejected, therefore unknown, class.
A number of approaches have been developed in an attempt to overcome this
bias. A naive way is to simply designate each reject as bad. Other, more sophisticated
methods include extrapolation, augmentation, mixture of distributions, and the three-
group approach (Crook & Banasik 2004). There are arguments as to the effectiveness
of reject inference procedures as implemented by credit scoring analysts. Few areas
of credit scoring have provoked as much debate as the subject of reject inference and
there seems to be little agreement as to the efficacy of the proposed methods. Mays
(2004) notes that a scorecard that doesn’t use any reject inference will still generally
be superior to subjective methods.
4.4 Survival analysis for credit scoring
4.4.1 Introduction
There is a small, but growing, body of research into the use of survival analysis
techniques in financial areas such as retail lending. This has come about as researchers
consider the advantages of estimating the time to the event, rather then just whether
it occurs. Survival analysis is particularly useful when analysing time-to-event data
produced in situations such as these. Key advances in using survival analysis methods
for building retail credit-scoring models include the initial research by Narain (1992)
and further developments by Banasik et al. (1999) and Stepanova & Thomas (2002).
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The motivation behind using survival analysis techniques is twofold. First, most
common application credit scoring systems use one or more of the techniques described
in Section 4.3 to estimate a risk of default for each applicant. This information is then
used to take the appropriate action based on the score obtained for that applicant
(Thomas et al. 2002). Yet to accurately determine the profit or loss from the loan,
it is important to consider how long it takes for default to occur. A customer who
defaults early on in the loan period is likely to cost the bank more than a customer
who has paid off the majority of the loan when they default. Second, it also allows us
to use the most up to date information when constructing a model as we can include
loans that have commenced but are not yet complete. Classification scoring methods
such as those discussed in Section 4.3 require well-defined time periods and can only
provide probability estimates for that particular length of time.
Some of the first uses of survival analysis for scoring were not in fact performed in
the retail credit area, but to predict the failure of companies, particularly banks. Lane
et al. (1986) utilised a Cox regression model for predicting bank failure. Similarly
Luoma & Laitinen (1991) used survival analysis for predicting the failure of compa-
nies, and Lando (1994) used proportional hazards to model credit risk in bonds. One
of the earliest application of survival analysis techniques to retail credit data was by
Narain (1992) who applied an exponential accelerated life model, similar to those in-
troduced in Section 2.5.1, to a small credit database to estimate time to default. For
this research, default was arbitrarily defined as three consecutive missed payments.
All customers deemed not to have defaulted were then denoted as being censored. In
a cursory examination, the accelerated failure time model compared favourably with
a traditional logistic regression model. The success of Narain’s work has encouraged
other researchers to apply more sophisticated models on larger datasets.
These further developments are largely based on Cox regression models to estimate
the time to default (Banasik et al. 1999, Stepanova & Thomas 2002). The general
strategy here is to model the hazard, based on the explanatory variables. If hx(y) is
the hazard for the default of a loan, x is a vector of explanatory variables, and β the
vector of unknown parameters we wish to estimate, then recall from Section 2.5.2 a
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typical formulation of Cox’s proportional hazards model is
hx(y) = h0(y)e
βTx (4.11)
where h0(y) is the baseline hazard for all accepted applicants. The hazard for risky
customers based on their characteristics will be proportionally higher than those who
are deemed more stable based on the model. Due to the assumption of proportionality,
the ratio of hazards between two different customers is always constant over the life
of their loans.
Default is not the only way that a loan can end prior to its term. Early repayment
is another and can cost the institution interest that would have been paid if the loan
ran its full length. Banasik et al. (1999) noted this phenomenon and modelled default
and early repayment as competing risks. Recall from Section 2.5.3 competing risks
occur when there are multiple mechanisms of failure. In a loans database, both
early repayment and default can be events of interest “competing” to be the failure
mechanism. One way of dealing with multiple failure types is to make two separate
models: a model for early repayment, and another for default. In the early repayment
model, default is assumed to be a form of censoring. Likewise, in the default model,
any early repayers are censored. To use the competing risk analysis as described
where the risks are modelled separately, the modes of failure should be independent.
In reality, the risks are likely to be correlated although this is is very difficult to
test (see Crowder (2001) for in-depth treatment of other strategies of dealing with
competing risks).
The concepts of using Cox regression and competing risks are further developed
by Stepanova & Thomas (2002) who found Cox’s proportional hazards model to
be competitive with a logistic regression approach when modelling both the default
and early repayment of personal loans. Along with the method of competing risks,
time-dependent covariates were utilised to provide more accurate regression model.
Recall from Section 2.5.4 the presence of time-dependent covariates means that the
relative risk of different customers varies over time. This is one method of dealing
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with violations of the proportionality assumption of Cox regression. Competing risk
strategies have been also been applied to different types of loans settings (Hartaska &
Gonzalez-Vega 2005, Pennington-Cross 2003, Ambrose & Sanders 2001, Carty 2000,
Yang, Buist & Megbolugbe 1998).
As mentioned in Section 4.3.7, survival analysis techniques can also be used for
behavioural scoring. Stepanova & Thomas (2001) and Stepanova (2001) show how
the proportional hazards model can be used for behavioural scoring. The resulting
scores, named Proportional Hazards Analysis Behavioural Scores (PHAB scores) are
a Cox regression model that is updated each month once a loan is underway to
produce an estimate of default based on the application as well as performance data.
The production of a PHAB score begins by fitting a Cox regression model to the
application variables, x. After the loan is underway, and has progressed some time s,
the lender has additional behavioural information, z, that can be incorporated into
the analysis. Therefore, the PHAB model estimates the conditional time to failure as
hsx(t) = h
s
0(y) exp[β
T
s x+ φ
T
s z] (4.12)
where hs0(t) is the conditional baseline hazard for customers who have survived s
months, and βs and φs are the vectors of unknown parameters to be estimated at
time s.
Sometimes scorecards need to be made before sufficient data have been collected to
use traditional methods. Hand & Kelly (2001) use survival analysis to form scorecards
for new financial products where none of the loans have reached their full term.
Consider a newly implemented loan product that is L months old and the term of
each loan is T months, where L < T . Under these conditions, historical data will
only stretch back to the time product was implemented and truncation will occur at
time L. To make any predictions about behaviour after time L, some assumptions
about the underlying distribution must be made. Hand & Kelly (2001) model the
failure time distribution as being exponential. While several distributions could be
used based on the past data, the exponential distribution has some very attractive
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properties that make analysis straightforward. Like PHAB scores, the survival model
is refitted as time evolves and more information becomes available. In this case a non-
distributional method such as Cox regression cannot be used as it is impossible to
extrapolate the predictions to times that have not yet been reached by any individuals.
The Buckley-James method (introduced in Chapter 3) has also been mentioned as
one possible way of directly scoring for profit (Thomas et al. 2002) although it has not
known to have been practically applied prior to the work this thesis. Other authors
have investigated the use of survival neural networks in a credit scoring context and
these are discussed in Section 4.4.2.
4.4.2 Survival neural networks
Because the standard set-up of a neural network is not designed to handle censoring,
various modifications have been proposed to analyse survival data (Baesens et al.
2005). However, many of the methods described are not suitable for use on credit
data, as some require fitting multiple networks. These are not well suited to large
datasets due to the excessive computational time that is needed to fit them. Moreover,
some neural network based methods do not necessarily produce a monotone decreasing
survival curve (Baesens et al. 2005). There are, however, at least three methods that
are suitable for large datasets and provide a monotone decreasing survival curve. Two
of these methods have been applied to personal loans datasets and are the methods
developed by Mani, Drew, Betz & Datta (1999) and Faraggi & Simon (1995).
Mani et al. (1999) applied survival neural networks to the problem of estimat-
ing the lifetime value of customers of a telecommunications company. A customer’s
lifetime value is defined as the profit generating potential of that customer over the
length of association with the company. A major component of lifetime value is
tenure, defined as how long the customer will remain with the company. Tenure is
similar in concept to the time to default in a credit scoring context. Indeed, this is
noted by Baesens et al. (2003) who apply the neural networks developed by Mani
et al. (1999) to credit scoring data. These neural networks produce an estimated
hazard, which can then be used to derive the expected time to default.
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Another method of interest is that developed by Faraggi & Simon (1995), which
is essentially an extension of the Cox proportional hazards model. Here, in the Cox
regression equation, (2.17), the linear predictor βTx is replaced by some other non-
linear function, g(x,θ), where θ are the parameters of the function to be estimated.
While Faraggi & Simon (1995) defined g(x,θ) as taking the form of a neural network,
it can in fact be any form of non-linear regression. The general idea can be applied
to other types of survival analysis techniques. For example, one could replace the
βTx from an accelerated failure time model with a neural network. This idea is fully
explored in relation to the Buckley-James method in Chapter 5.
Baesens et al. (2005) compared the neural network techniques introduced by Mani
et al. (1999) with the proportional hazards method in estimating the time to default
and time to early repayment of personal loan data of a UK financial services firm.
The neural network approach outperformed the proportional hazards method in es-
timating time to early repayment but only was slightly better at predicting default
on these particular data. One disadvantage of the neural network model is that it
cannot incorporate variable by time interactions as can been done with Cox regression
(Stepanova 2001).
There are other disadvantages to use of neural networks for survival analysis. The
considerable predictive power of neural networks comes at a cost, because without
judicious validation they tend to overfit the data. Also, they do not easily describe
the strength of input effects and interactions. Usually, simpler models are preferred
if these drawbacks are likely to become problematic.
4.4.3 Comparing survival analysis and classification models
Comparing the effectiveness of two different survival analysis models is certainly dif-
ficult due to the presence of censoring. Furthermore, evaluating the effectiveness of
a survival analysis model compared to a classification model is not a trivial task.
Problems arise because the two different type of models produce an output that is
not equivalent. Most survival models produce either estimated survival or hazard
curves. On the other hand traditional methods such as logistic regression estimate
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the probability of a customer belonging to a good or bad class. Steps can be taken to
convert the survival analysis prediction to one that is similar to those produced by a
classification method.
One novel way of comparing the two different types of model is to construct
a logistic regression model for a particular time period and compare it with the
survival analysis model’s estimate of failures during that particular period (Banasik
et al. 1999). Subsequent research into survival methods for credit scoring (Stepanova
& Thomas 2002, Baesens et al. 2005) have used the following framework for comparing
methods on personal loan databases:
1. Estimate which loans will default in the first time period using both survival
analysis and traditional methods, such as logistic regression. Note that if time
to default is being modelled, the risk of default for a time period [t1, t2] is
P (default in time period t1 − t2) =
∫ t2
t1
fˆ(y)dy (4.13)
In terms of the Estimated survival curve,
P (default in time period t1 − t2) = Sˆ(t2)− Sˆ(t1) (4.14)
2. Also compare the default estimates for subsequent time periods.
For example, Stepanova & Thomas (2002) fit a Cox proportional hazards re-
gression model to a personal loans database modelling time to default. From the
survival function generated by the model, the estimated default probabilities at time
P (default|t < 12) = 1 − S(12) months were gained. A logistic regression model
was also fitted to the data to estimate P (default|t < 12). Now the two systems
can be compared as they are producing equivalent estimates. Once each model is
fitted to the training data, then a holdout sample can be used to compare predic-
tions using ROC curves, the AUC or the global classification rate. Different time
periods can also compared this way. For example, for between 12 and 24 months,
P (default|12 < t < 24) = S(24)− S(12).
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Note that this method requires that separate logistic regression analyses be made
for each time period to compare with the survival analysis model. Comparing models
in this way is not totally satisfactory because the logistic regression has an advantage
due to being specifically developed for the time period that it is being tested. But it
does let us compare two essentially different types of model.
4.5 Conclusion
This chapter gives an overview of the current trends and issues in credit scoring. In
summary:
• Credit scoring is the group of analytical techniques used to estimate the risks
involved in lending money.
• The mainstay of contemporary credit scoring models are classification methods
such as logistic regression.
• Some sophisticated credit scoring systems use data-driven techniques such as
neural networks.
• A different approach to classification scorecards is to use survival analysis based
methods, such as those outlined in Chapter 2, to estimate the timing of defaults.
• Studies in recent years have indicated that survival analysis approaches are
competitive in predictive accuracy to classification methods.
In Chapter 5 some new techniques based on the Buckley-James regression method
of Chapter 3 are developed. Then the methods are applied to a set of unsecured
personal loans in Chapter 6
Chapter 5
New extensions to the Buckley
James method
5.1 Introduction
This chapter builds on the Buckley-James method and associated diagnostic tech-
niques presented in Chapter 3. The Buckley-James method is a version of linear
regression designed to handle censored data, but it lacks many of the diagnostic
techniques that have been developed for linear regression. For example, there is cur-
rently no measure equivalent to the R2 as commonly reported in regression studies.
Furthermore, survival analysis in general lacks many of the data mining tools that
are available for uncensored data that are designed to automatically handle feature
selection and data transformation.
This chapter presents some of the new developments of this thesis based on the
idea of extending the Buckley-James method to rectify these aspects and help an-
swer the research questions posed in Chapter 1. The first development in Section 5.2
is a measure of fit for the Buckley-James method, similar in interpretation to the
coefficient of determination commonly seen in linear regression. For the second de-
velopment, a stepwise regression algorithm is presented. The stepwise algorithm is
applied externally to the Buckley-James algorithm. That is, at each stage of en-
tering or removing variables, new Buckley-James models are fitted and compared.
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The criteria for entering and removing variables is based on Wald tests provided by
the variance estimator proposed by Buckley & James (1979). Section 5.4 presents
the third development, which is an extension the Buckley-James algorithm to incor-
porate non-linear regression methods at the estimation step. This allows for data-
driven regression. Whereas the stepwise selection algorithm is applied externally to
the Buckley-James algorithm, this new method replaces the linear estimator within
the algorithm with another non-linear function.
The new techniques are illustrated in Section 5.7 with the use of examples, includ-
ing the Stanford Heart transplant data. Section 5.8 contains significant simulation
studies to explore the properties of the new techniques and tie them in to historical
comparisons such as those in Wu & Zubovic (1995).
5.2 NewMeasures of Explained Variation for Buckley-
James regression
5.2.1 Background
Measures of explained variation (MEV) are used to assess the predictive powers of
regression models. Typically, a superior regression model is one that explains more
of the variation present in the data than could be accounted for by another. For
regression dealing with uncensored data, the coefficient of determination, or R2, is
commonly used to assess the proportion of variance explained by a regression model.
The R2 for uncensored linear regression, given each prediction Yˆi of the actual obser-
vation Yi, where i = 1, 2, . . . , n, is given by
R2 = 1−
∑n
i=1(Yi − Yˆi)2∑n
i=1(Yi − Y¯ )2
(5.1)
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and varies between 0 and 1, with 1 corresponding to perfect fit. The adjusted-R2,
which accounts for the numbers of explanatory variables is
R2adj = 1− (1−R2)
(
n− 1
n− p− 1
)
, (5.2)
for p explanatory variables. R2adj is often used because adding a new explanatory
variable to a regression model will always increase R2 regardless of its significance.
For survival regression, there is no unique measure of explained variation analogous
to R2 largely because there is no consensus on how to handle the censored points.
Some MEVs proposed for survival models are likelihood based. For example, Harrell
(1986) proposes using proportion of log-likelihood explained by Cox regression as a
surrogate MEV. Kent & O’Quigley (1988) criticise this measure as not being a true
measure of explained variation. Moreover, in simulation studies, Schemper (1990)
found that Harrell’s measure provided implausibly biased results. Kent & O’Quigley
(1988) propose a MEV based on information gain and applied it to Cox and Weibull
models. For this measure,
R2Kent = 1− exp(−Γ˜) (5.3)
where nΓ˜ = Lu/Lr is the likelihood ratio statistic with Lu and Lr being the maximum
restricted and unrestricted likelihoods for n observations. For Cox regression the
restricted model refers to β = 0. R2Kent is easy to calculate for regression models fitted
by iterative maximum likelihood because the starting values of β usually correspond
to the restricted model. Each of the MEVs described here are likelihood based which
makes them less useful for evaluating a Buckley-James regression model.
There are some MEVs, however, that are not likelihood based. Under the con-
dition of fixed Type I censoring, Korn & Simon (1990) use various loss functions to
produce different MEVs. After examining the properties of the MEVs, a squared error
loss with a suitable censoring time is recommended. Akazawa (1997) also considers
a MEV under Type I censoring. Unfortunately, the assumption of Type I censoring
is rather restrictive and survival regression models are often applied to data with
other censoring patterns. With this in mind, a number of new measures based on
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the Buckley-James method are developed and investigated that can be used under
different censoring patterns.
5.2.2 Some new measures of explained variation for the Buckley-
James method
In this Section, a number of new MEVs based on the Buckley-James method are
developed and compared. This work has been developed in this thesis and has not
appeared elsewhere in the literature. There are some intuitively desirable properties
that a good MEV should have. First, the MEV should have a similar interpretation as
the classical R2 of (5.1). That is, 0 ≤ R2 ≤ 1, with the maximum value corresponding
to perfect fit. In order to accommodate the idea that the developed MEV is an
extension of the classical R2 that is able to handle the case for censored data, it
seems appropriate that with totally uncensored data, the MEV should ideally reduce
to (5.1).
The first candidate MEV is based on the R2 of (5.1) applied to the renovated
scatterplot. Recall from Chapter 3, that if the Buckley-James method converges on
a solution, a least-squares regression line can fitted through the renovated scatterplot
treating censored and uncensored points equally. The renovated scatterplot of (3.17)
is constructed as Y∗ = Xβˆ+W(βˆ)(Z−Xβˆ) and the predictions are Yˆ∗ = Xβˆ, where
βˆ is the Buckley-James estimator of β. One MEV involves treating the uncensored
and renovated censored points equally and using the R2 of (5.1). Therefore the
measure based on the renovated scatterplot, R2reno, is
Measure 1 : R2reno = 1−
∑n
i=1(Y
∗
i − Yˆ ∗i )2∑n
i=1(Y
∗
i − Y¯∗)2
. (5.4)
At first inspection, (5.4) seems like a reasonable measure. Clearly,
0 ≤ R2reno ≤ 1 (5.5)
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Figure 5.1: Note how censored points with large negative residuals are renovated
to the regression line
and
R2reno = R
2 (if no censoring) (5.6)
But it does have a drawback. Specifically, R2reno tends to report inflated values
because censored points are renovated to their expected conditional positions which
display less scatter than the uncensored points. Under high censoring rates, this
effect becomes more evident. It appears that the variability in the renovated data
is less than had the data been observed without censoring. Take for example the
Buckley-James regression depicted in Figure 5.1. From inspection of the scatterplot,
it appears that the fit is relatively poor on the uncensored points when compared to
the renovated censored points, and because these censored points are renovated up
to the regression line, R2reno reports higher values than we would hope. Indeed, if we
add more censored points, R2reno will get larger. The difference in importance between
the censored and uncensored points is not captured in this measure as the censored
points tend to give more information to the regression model. 0.54 censoring in (a)
and 0.74 censoring in (b). Both examples contain the same relationship, but different
censoring distribution. Note that for example (a) R2reno = 0.936 versus R
2
reno = 0.977
for example (b). This is despite example (a) having less uncensored points.
One work-around to this problem is to discard the censored points and create an
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R2 from only the “good”, uncensored points. This leads to the next candidate MEV,
Measure 2 : R2u = 1−
∑n
i=1 δi(Yi − Yˆi)2∑n
i=1 δi(Yi − Y¯u)2
(5.7)
where Y¯u is the mean of the uncensored observations,
Y¯u =
∑n
i=1 δiYi∑n
i=1 δi
. (5.8)
Immediately it can be seen that with the absence of censoring, (5.7) reduces to the
R2 of (5.1). But when censored data are introduced R2u can take on negative, hence
meaningless, values when the fit of regression is poor. To illustrate this phenomenon,
one only needs to look toward the Stanford heart transplant example introduced in
Section 3.10. By applying (5.7) to the linear fit, a value of R2u = −0.44 is obtained.
The negative value occurs because the variation around the regression line is greater
than the variation about the mean of the observations, leading to
∑n
i=1 δi(Yi − Yˆi)2 >∑n
i=1 δi(Yi − Y¯u)2. The negative values are also related to the fact that the mean of
the uncensored residuals is not necessarily zero. Figure 5.2 shows the Buckley-James
regression line overlaid on only the uncensored points of the heart transplant data.
It also contains a residual plot of the uncensored points in the second panel. Note
how the mean of the uncensored residuals is less than zero. Moreover, the pattern of
the residuals suggests that there is a non-linear relationship between age and survival
time. Transformations are considered in Section 5.7.
One work-around to correct the problem of non-centred residuals is to subtract the
mean of the residuals such that e¯, the numerator of (5.7) becomes
∑
δi(ei − e¯)2. For
the Stanford example the magnitude of the R2 is reduced to -0.06, but the negative
sign still makes any interpretation impossible. So while this strategy reduces the
problem it does not completely remove it.
Note that the problem of a negative R2 is similar to the problems encountered
when conducting regression through the origin in uncensored models where the in-
tercept α is constrained to equal zero. This constraint might be appropriate under
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Figure 5.2: Comparing the Buckley-James fit to the uncensored Stanford heart
transplant data points
some circumstances but if the fit is poor then using (5.1) may result in a negative R2.
There is still considerable debate (Eisenhauer 2003) as to what is the best measure
to evaluate regression through the origin models. Hocking (2003) proposes using the
square of the Pearson correlation coefficient between the response and the predicted
response as a measure. This has the same interpretation as R2 and also has the
property of varying between zero and one.
For the next measure, we follow a similar path and calculate r2u as the square of
the Pearson correlation coefficient between the uncensored responses and predicted
responses. Given a set of actual and predicted responses Pearson’s sample product-
moment correlation coefficient is given by
r(Y, Yˆ) =
∑n
i=1(Yi − Y¯ )(Yˆi − ¯ˆY )
(n− 1)sY sYˆ
(5.9)
where sY and sYˆ are the sample standard deviation estimates ofY and Yˆ respectively.
It can be shown that for ordinary least-squares regression, the square of (5.9) is
equivalent to the R2 of (5.1). Therefore, a measure of explained variation of the
uncensored points is
r2u = [r(Yu, Yˆu)]
2 (5.10)
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or
Measure 3 : r2u =
∑n
i=1 δi(Yi − Y¯u)(Yˆi − ¯ˆYu)
(nu − 1)sYusYˆu
(5.11)
The lowercase of the r is to indicate that it is based on the correlation coefficient.
Again, 0 ≤ r2u ≤ 1, and if there are only uncensored points r2u will reduce to the
classical R2 of least-square regression. r2u is preferred over R
2
reno because r
2
u does not
report inflated values due to the renovation of the censored points. Applying (5.10)
to the linear Buckley-James fit on the Stanford heart-transplant data yields a value
of r2u = 0.003 which indicates a poor fit when compared to the uncensored data.
One shortcoming of r2u is that it does not take into account any of the censored
points. For example, maximising r2u would involve discarding the censored data and
producing a model on the remaining uncensored points. However, in practice, r2u
appears to give the most realistic results and is an adequate measure to evaluate the
predictive power of Buckley-James regression models. So as can be seen from each
of the new proposed measures, none are a totally satisfactory solution to the lack of
a measure of explained variation for the Buckley-James. But that is not to say that
they are not useful. r2u has many of the desirable qualities of a MEV and provides
meaningful results when assessing the fit of a model.
5.2.3 The fit of the renovated censored points as a diagnostic
Recall that the recommended measure of (5.10) does not take into account any of the
censored points. Also, the measure based on the renovated scatterplot was rejected
because the position of the censored points in the scatterplot tend to inflate the
measure. However it is misleading to think that the censored points do not contain
any information about the fit. In the spirit of (5.10) let us define a measure of
explained variation for the censored points as
Measure 4 : r2c = [r(Yc, Yˆ)]
2 (5.12)
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Figure 5.3: Illustrating the effects of an outlier on the Buckley-James fit. Apart
from the single outlier, the two datasets are identical
where in this case Yc are the renovated censored points. On its own, r
2
c is not
a particulary useful measure. While a very good fitting model will exhibit a high
r2c , so to will some very poorly fitting models. Take for example the models in
Figure 5.1 and focus on the censored points. Note that both these sets of data
contain many censored points that have large negative residuals. Applying (5.12) to
the first example r2c = 0.991 and for the second example r
2
c = 0.999. By examining
the scatterplots we can see why the values are so high, most of the censored points
are renovated to the regression line which, in turn, causes almost perfect correlation.
Therefore we can conclude that a high r2c does not necessarily correspond to a good
fitting model.
Recall that observations that are censored very early do not provide much infor-
mation, hence are renovated up to the regression line. If there are many of these
points, then the censored r2c will be high in comparison to r
2
u. When the regression
model is “well behaved” they are of similar magnitude. Hence, it serves as a useful
diagnostic to compare r2c and r
2
u, and further investigate further if there are any major
discrepancies. Generally though, r2c is higher than r
2
u because the censored points are
renovated to their expected positions which means they display less scatter than they
would if they were uncensored.
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As an illustration of the application of the new measures consider the two datasets
in Figure 5.3. The second chart differs from the first one by a single outlying point
at the top right of the area. The relevant measures for dataset(a) are: R2reno = 0.86,
r2u = 0.92, and r
2
c = 0.98. For dataset(b) the measures are R
2
reno = 0.36, r
2
u = 0.50,
and r2c = 0.41. Note how all of the measures correctly identify the dataset with
the outlying point as being a poorer than the other. Other simple datasets such as
these can be constructed to examine the behaviour of the measures under different
conditions if so desired.
5.3 Subset selection for Buckley-James regression
As the number of explanatory variables grows, such as in a data mining application,
it becomes useful to identify which variables are useful predictors and which ones are
not. In rapid model development of credit scoring models, stepwise selection is often
used to reduce the number of predictors (Siddiqi 2005). In this section we describe
a novel method of stepwise selection developed in this thesis for the Buckley-James
method and new to the Buckley-James literature.
5.3.1 Selection methods
One way of finding the best model for a given set of p predictors is to fit every possible
combination of predictors and choosing the most effective model. This strategy pro-
duces 2p possible models. For small values of p, this strategy is reasonable but once
p = 20 the total number of models to be fitted is greater than 1 million. Therefore,
various strategies have been suggested to perform feature selection when there is a
large number of predictors. Backward elimination, forward selection, and stepwise
regression are three commonly used step-based techniques that are implemented by
most statistical packages for regression models. Generally, some criteria are used to
rank variables for addition or deletion. Moreover, variables are not added or kept in
the model unless they meet some threshold level of significance based on the criteria.
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Backward elimination involves starting with the full model and pruning predictors
successively. The algorithm is implemented as follows:
1. Fit full model
2. Remove the least predictive variable in the model, provided it is not significant;
3. Refit the reduced model and return to 2;
4. Continue until only significant variables remain in the model.
Forward Selection starts from the null model and adds predictors. The algorithm
is implemented as follows:
1. Start with the null-model;
2. Check all candidate exploratory variables and add the one the most significant
one;
3. Continue until no more candidate explanatory variables are significant.
Stepwise Regression involves features both forward selection and backwards elimi-
nation steps. One common version of the stepwise algorithm (Efroymson 1960) is
implemented as follows:
1. Start with the null model;
2. Perform a single forward selection step;
3. Perform a single backward elimination step;
4. Iterate between 2 and 3 until no more predictors are added or removed.
There are a number of different criteria that can be used for the addition or
deletion of variables in regression models. These include the Akaike information
criterion (AIC), the Bayesian information criterion (BIC), or Mallows’ cp. If we
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calculate the variance estimator by one of the methods described in Section 3.6, we
can use the Wald statistic,
βˆ2
var(βˆ)
(5.13)
which is tested against the chi-squared distribution assuming that βˆ is approximately
normal. Equivalently,
βˆ
se(βˆ)
(5.14)
can be tested against the normal distribution. Then a choice for the significance level
needs to be made.
5.3.2 Buckley-James Stepwise regression
Given that the Buckley-James method has all the basic characteristics of linear re-
gression, the main impediment to implementing a stepwise algorithm for the Buckley-
James method is finding appropriate criteria for the addition and deletion of variables.
No theory has been developed to incorporate a penalty term such as AIC or BIC.
Huang & Harrington (2004) implement forward selection algorithm for the Buckley-
James method using Wald tests to enter new variables. The Wald test requires the
parameter estimates and standard errors. The variance of the slope estimators are
needed at each step. They use the bootstrap to find the variance at each step,
which involves running the Buckley-James method 500 times. For large datasets the
bootstrap procedure is prohibitive as each BJ iteration can involve more than 100
iterations itself. Huang & Harrington (2004) compare the forward selection Buckley-
James method with a partial least squares, and principal components analysis model
for data reduction. They found that the forward selection outperformed the principal
components method and had similar performance to the partial least squares imple-
mentation. Because of the computational power needed to use the full bootstrap we
propose using the heuristic variance estimation method of Buckley & James (1979)
given in (3.26) to find the variance estimate for the regression parameters. This re-
duces the total number of iterations significantly and is more effectively implemented
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than the variance estimators proposed by Smith (1986) or Hillis (1993).
While automated stepwise selection methods remain a popular variable selection
method in industry, they do suffer from some drawbacks. The usual caveats applied
to the stepwise methods still apply to Buckley-James stepwise regression. Perhaps the
main drawback of these methods is if they are indiscriminately used, the temptation
is to add in all possible variables and interactions in an attempt to find the best
model. This will cause some inflation of p-values and R2. Also, there is no guarantee
stepwise selection will pick the “optimal” model. In fact these methods tend to pick
smaller than “optimal” models for prediction (Faraway 2004). In any case, there
may be many close to optimal models, but only one will be chosen and this can be
dependent on the method used, and also the stopping rule.
Appendix A contains a program listing for the stepwise procedure to be carried
out in R. The steps taken in the program are as follows:
1. Choose a threshold p-value for the addition and deletion of variables
2. Fit the initial model only with an intercept term
3. Construct new models, each by adding a candidate variable to the current model
and note the p-value for each parameter estimate
4. The updated model adds the variable with the lowest p-value, conditional on it
being smaller than the threshold value
5. Check the p-values of all variables in the updated model. Remove the least
significant variable conditional on its p-value being greater than the threshold
value.
6. Repeat steps 3 through to 5 until no more variables are either added or removed
from the updated model.
7. Return the final model
The R program in Appendix A contains an R computer program that can perform
forward selection, backward deletion and stepwise subset selection regression for the
88
Buckley-James method as described in this section. This program is used in simula-
tion studies in Section 5.8.
5.4 New non-linear extensions to the Buckley-James
method
5.4.1 Introduction
Data mining methods such as neural networks and decision trees have become pop-
ularised in recent years, in part due to the introduction of software such as SAS
Enterprise Miner and SPSS Clementine. Despite this, there is a lack of data mining
software designed to analyse survival data. Some survival models have shown promise
in this area. These include hazard based models using regression splines (Kooperberg,
Stone & Truong 1995, LeBlanc & Crowley 1999). In addition, a number of neural net-
work architectures for survival data have also been developed (Baesens et al. 2005).
None of these methods have yet to have been accepted in mainstream software and
use.
One way of extending data-mining techniques to handle survival data is to replace
the linear predictors in traditional survival regression methods with other non-linear
predictions. Faraggi & Simon (1995) combine neural networks with Cox regression
in this way to form a hybrid method. Prior to this work, James & Smith (1984)
suggested that a similar method could be applied to the Buckley-James estimator,
but did not provide any further work. Azen, Xiang, Lapuerta, Ryutov & Buckley
(2000) compared several other hybrid models such as the Cox based neural network
of Faraggi & Simon (1995) and a neural network implementation of the Buckley-James
method. Although the main discussion of Azen et al.’s (2000) work was concentrated
on proportional hazards models it was shown that the Buckley-James neural network
performed as well as a Cox regression model in five of eight designs.
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5.4.2 A new generalised framework
Extending the Buckley-James method to incorporate other non-linear methods can
be expressed in a generalised way. This is because the Buckley-James method consists
of an estimation step and a renovation step. Recall from Chapter 3 that the estima-
tion step of the original Buckley-James method involves the least-squares solution of
the linear predictor Xβ, where X is the design matrix. Theoretically, there are no
objections to replacing the linear predictor of the estimation step with some other,
perhaps non-linear, one. If we express the non-linear predictor as g(X,θ), where θ are
the parameters of the model, one can replace Xβ in the Buckley-James algorithm by
g(X,θ). Candidate approaches for g(X,θ) include generalized additive models, neural
networks, non-linear regression, robust regression, and partial least squares regression
among others.
A general algorithm that can be used for any non-linear method is now presented.
The new generalised algorithm will progress as follows:
1. Begin with an initial estimate, θ(0), given Z and X, where θ(m) refers to the
estimate of θ for the mth iteration;
2. Define the residuals Z− g(X,θ(0)). That is, set m = 0;
3. Construct the weights matrix W(m) from the ordered residuals;
4. Construct renovated values Y∗(m) = g(X,θ(m)) +W(m)(Z− g(X,θ(m)));
5. Re-estimate the parameters θ(m+1), given Y∗(m) and X;
6. Increment m. That is, m = m+1 then repeat Steps 2 to 6 until convergence is
reached.
For modelling non-linear relationships in a regression model, at the simplest level,
one can specify any transformations and interactions manually. Recall from Sec-
tion 3.5 that the necessary transformations are revealed through residual analysis
or graphical methods such as added variable plots. Unfortunately, censoring makes
graphical plots more difficult to interpret than is the case for simple uncensored data.
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Another method of discovering any nonlinearities involves the use of regression splines.
Stare et al. (2001) capture the nonlinearity present in the Stanford heart transplant
dataset by combining restricted cubic splines with the Buckley-James method. Re-
stricted cubic splines do not assume any specific shape except that the curve is smooth
and has a specified complexity. This type of model is particularly useful when one
does not fully know the nature of the relationship between the dependent and inde-
pendent variables. Specifying the complexity of the spline is an important choice, as
a model that is too complex will overfit the data and model that is too simple will
lose some of the information present in the data.
5.5 Multivariate adaptive regression splines
Some data mining techniques handle transformations and feature selection automat-
ically. For example, recall from Section 4.3.3 that neural networks are well known for
their ability to handle non-linear relationships. One method, Multivariate Adaptive
Regression Splines, based on the least-squares regression, has a number of properties
that make it attractive to adapt its use to survival data.
Outside the area of survival analysis, Multivariate Adaptive Regression Splines
(MARS) is an adaptive regression procedure suited to high dimensional problems
where there are many explanatory variables (Friedman 1991). MARS has been shown
to be competitive with neural network models (Deveaux, Psichogios & Ungar 1993)
especially if the data contain low order interactions. The MARS procedure can be
thought of as a generalisation of stepwise regression. MARS not only uses a stepwise
procedure to introduce and delete explanatory variables, but very importantly also
considers transformations and interactions between the variables. This relationship
between the variables is totally data driven. The MARS algorithm works by parti-
tioning each of the explanatory variables into regions, with each region having its own
regression equation. An extensive overview of MARS is given in Friedman’s original
paper and also in the monograph by Hastie et al. (2001).
To understand the procedure, first consider the basis functions that are central
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Figure 5.4: A reflected pair of basis functions, (x− t)+ and (t− x)+ for t = 1
to the operation of MARS. These linear basis functions are of the form (x− t)+ and
(t − x)+ with a knot occurring at value t. The equation (.)+ means that only the
positive part of (.) is used otherwise it is given a zero value. Formally,
(x− t)+ =
 x− t if x > t0 otherwise (5.15)
For illustration, a reflected pair of basis functions where t = 1 is shown in Figure 5.4.
The MARS model, f(X), is constructed as a linear combination of basis functions
and their interactions, and is expressed as
f(X) = α +
M∑
m=1
βmλm(X) (5.16)
where each λm is a basis function, or the product of two or more basis functions
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already contained in the model. For a MARS model a knots, denoted in (5.4) as t
can only occur wherever there is a data point.
To fit the model in 5.16, first a forward selection sequence is performed on some
training data. A model is constructed with only the intercept, α, and the basis
pair that produces the largest decrease in the training error is added. Considering
a current model with M basis functions, the next pair is added to the model in the
form
βˆM+1λl(X).(Xj − t)+ + βˆM+2λl(X).(t−Xj)+ (5.17)
with each β being estimated by the method of least squares. As a basis function
is added to the model space, interactions between basis functions that are already
in the model are also considered. Basis functions are added until the model reaches
some maximum specified number of terms leading to a a purposely overfit model. To
reduce the number of terms, a backward deletion sequence follows.
The aim of the backward deletion sequence is to find a close to optimal model by
removing extraneous variables. While this could be done by cross-validation, the less
computationally expensive method of Generalised Cross-Validation(GCV) is used.
The GCV equation is a goodness of fit test that penalises large numbers of basis
functions and serves to reduce the chance of overfitting. For the training data with
N observations
GCV =
∑N
i=1 (yi − f(xi))2(
1− C
N
)2 (5.18)
where C = r + cd and c is a penalty term for each knot added to the model, r is
the number of basis functions in the model, and d is the number of knots selected.
Typical values for c range between 2 and 3 (Hastie et al. 2001). At each deletion step
a basis function is removed to minimises (5.18), until an adequately fitting model is
found.
Both MARS and neural networks are useful for fitting regression models, how-
ever MARS has some other advantages over neural networks. Fitting MARS is much
less computationally intensive than neural networks. The MARS model is more in-
terpretable than neural networks especially if the order of interactions is kept low.
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MARS performs as well as neural networks as long as the data are not grossly non-
linear. Recall from Section 4.3.6 that generally, credit scoring datasets are, for the
most part, linear. This leads to methods such as linear regression performing almost
as well as some of the most advanced models such as Support Vector Machines or
Neural Networks (see Table 4.2).
MARS is marketed as proprietary software by Salford Systems, but there are
at least two implementations available in other statistical programs. The first is in
Statistica. The second is available in themda library inR (Hastie & Tibshirani 2005).
While the R function does not use any of Friedman’s original code, the authors note
that the results are similar.
Because MARS is an extension of linear regression, it fits in well with the Buckley-
James method which is also based on linear regression. Moreover, it is less computa-
tionally expensive than neural networks which is important when combining it with
an iterative method such as Buckley-James regression.
5.6 Buckley-James Adaptive Regression Splines
In this new work, we follow the framework developed in Section 5.4 to incorporate
the MARS procedure of Section 5.5 to create a new non-linear regression method for
censored data. This is one of the main new methodologies developed in this thesis.
Adapting the MARS procedure to be used with survival data requires replacing the
linear estimate in the Buckley-James method with the MARS estimator. The Buckley-
James Adaptive Regression Splines method involves specifying the estimation step as
the MARS algorithm. Likewise, specifying the estimation step as a neural network
gives a Buckley-James Neural Network (BJNNet).
An R program listing of the BJARS algorithm can be found in Appendix A. This
program is essentially a modified version of the Buckley-James regression function
bj.fit from the Design library (Harrell 2005). The modifications to the bj.fit
function include replacing the linear predictor with the mars function from the mda
library. The output of the bjars program includes the final renovated responses,
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and standard deviation estimates of the errors derived from Buckley & James’ (1979)
original variance estimator. It also returns the output from the MARS model from
the final iteration. This includes the location of the basis functions and the least
squares estimates of the coefficients. The Buckley-James neural network (BJNNet)
implementation is similar and allows for the passing of parameters by the user to the
neural network. For further description of the programs refer to the comments in
Appendix A.
5.6.1 Examples of the non-linear Buckley-James extensions
As an illustration of the BJARS algorithm, Figure 5.5 shows a BJARS model fitted
to some synthetic data under right censoring. Each point, i = 1, 2, . . . , n, is generated
by the function yi = (xi− 5)++ εi, where εi ∼ N(0, 4) and the censoring distribution
ci ∼ EXP(10). The dashed line is the fit produced by the BJARS algorithm, and the
solid line is the underlying relationship y = (x − 5)+. Considering the relationship
is of the form of a basis function, it is a promising result that the BJARS algorithm
fitted a reasonable approximation to the actual function.
To illustrate the differences between the fits by BJARS and BJNNet, Figure 5.6
shows a comparison of both methods fitted to a parabolic curve. The dotted line
is the neural network fit, and the dashed line is the BJARS fit. There are n = 20
observations. The solid line is the underlying relationship, y = 10 − 1.5x2. The
data are perturbed by an error term, εi ∼ N(0, 4), and the censoring distribution is
EXP(10). Note how the resulting fit from the BJARS model is a combination of linear
basis functions. In contrast, the BJNNet fit is a smooth curve. Both form a reasonable
approximation to the underlying relationship, which highlights the usefulness of these
new methods in actually being able to track a non-linear relationship.
5.7 The Stanford Heart data revisited
We now return to the Stanford Heart transplant data as described in Section 3.10 to
further illustrate the new BJARS model. Recall that these data appeared in Miller &
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Figure 5.5: BJARS fitted to some synthetic censored data. The underlying dis-
tribution is of the form of a basis function
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Figure 5.6: Comparison between BJARS and BJnnet in fitting to parabolic curve.
Note how the BJARS fit is a combination of straight basis functions
compared to the smooth curve produced by the neural network
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Halpern (1982) and were subsequently used in examples of regression with censored
data (Chatterjee & McLeish 1986, Leurgans 1987, Miller & Halpern 1982, Hillis 1995,
Stare et al. 2001). A number of authors have proposed various transformations to the
age variable to estimate the time to death. Hillis (1995) concludes that a weighted
regression model using the square root transformation provides a better fit than Miller
& Halpern’s (1982) original quadratic model for predicting median survival time.
Stare et al. (2001) fit a model based on restricted cubic splines. Notably, none of the
studies found that the t5 mismatch score had a significant effect on the survival time.
It is informative to fit a BJARS model to the Stanford Heart transplant data
to compare the automated model fit with those proposed in the literature. As with
Miller & Halpern (1982) we take a logarithm of the response, which is a common
transformation in survival models (Collett 1994). In line with other researchers, the
BJARS algorithm concludes that the t5 mismatch score is not significant. The final
model consists of one basis function and an intercept. The model fitted by the BJARS
algorithm is
log10(y) = 3.001− 0.0857(41− age)+. (5.19)
Note that the knot occurs at an observed age = 41; knots can only be specified where
an observed age is found. Figure 5.7 depicts a scatterplot with the fitted BJARS
model and the polynomial regression line of Miller overlaid. Observe the similarities
between the two models, as the lines are very similar for much of the scatterplot. The
main difference between the two models occurs when age is between 10 and 25 years.
Here the quadratic model falls, but the BJARS line stays constant. Note that the
BJARS model is totally data driven, so does not have to conform to a predetermined
shape as is the case with the quadratic line in the true spirit of distribution-free
modelling
The large number of models proposed in the literature highlights the difficulty
in specifying the transformations of a censored regression model due to the masking
effect of censoring. That is, the censoring tends to obscure the true relationship in
any scatter- or residual plots. Stare et al. (2000) note this problem for specifying the
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Figure 5.7: Comparison between a parabolic model and one chosen automatically
by the BJARS algorithm for the Stanford Heart data
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functional form of the relationship between age and survival time for the Stanford
heart transplant data. While this is a relatively small set of data, the masking problem
is compounded when analysing multidimensional, highly censored datasets. Hence,
the usefulness of automatic specification models becomes clear in this instance.
5.8 Simulation studies
In this section, Step-BJ, BJARS, BJNNet, and linear Buckley-James method are
evaluated and compared in large-scale Monte Carlo simulations. The aim of the sim-
ulation study is to compare the predictive power of the Buckley-James method and its
variants under various censoring proportions and relationships between the response
and explanatory variables. These relationships include interactions, transformations,
and nuisance variables. A nuisance variable is one that has no relationship to the re-
sponse. Also of importance is to compare the speed and convergence properties of the
algorithms under differing conditions of sample size and censoring rate. In a practical
setting convergence speed is important when performing rapid model development on
large datasets. If a model takes too long to converge, then it is not very useful for
repeated implementation on large data sets.
These simulation studies are unique in a number of aspects compared to other
studies of the Buckley-James method. The first aspect is the large number of obser-
vations in the training sets in this study. Sample sizes of up to 10,000 observations are
used compared with sample sizes in the order of 100. The second point of difference
is the high rate of censoring examined in this study. Synthetic datasets are examined
where up to 90% of observations are censored. The testing of the models on
large datasets and high censoring rates is designed to replicate the type of conditions
that might be expected in a credit scoring model. High censoring is commonly seen
in banking particularly in personal loans with censoring rates in excess of 80% de-
pending on the event of interest. Datasets with many thousand observations are also
common (Siddiqi 2005).
The implementation details of the simulation study are follows: Three different
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designs were chosen. Design 1 is linear with a single predictor. Design 2 contains
multiple predictors with linear relationships with the response, and some nuisance
variables are included. A nuisance variable is one that has no relationship to the
response. Design 3 introduces non-linear relationships and a first order interaction in
addition to linear relationships and nuisance variables.
The number of replications for each simulation was chosen to be 1000 to ensure
the standard errors are sufficiently small and that the simulations could be completed
in a timely manner. Censoring distributions were chosen to be 0%, 50%, and 90%,
and the Uniform distribution was used to generate the censoring values. Sample sizes
for Design 1 were 100, 1000, and 10000 observations in the training set. Designs 2
and 3 each had sample sizes of 1000 for the training sets. The concern here is how the
methods perform on large datasets. All simulations were carried out in R on an Acer
TravelMate 4601LCi laptop with 512MB ram and 1.6 GHz Pentium c© M processor.
Any non-converging cases were discarded and noted in the results.
To compare the methods, a testing set was employed to evaluate prediction ac-
curacy. Each testing set contained n = 100 observations and was generated with the
same functional form as the training set but with no censoring and εi = 0 for all
i = 1, 2, . . . , n. Therefore, the testing set only contains the underlying relationship
between the predictors and the response. The lack of censoring also makes it easier
to evaluate the predictions. For this study the mean squared error was used as the
measure of the predictive power of the models.
The implementation details of each method is as follows:
• Neural networks: For the neural network model the nnet package (Venables &
Ripley 2002) within a modified version of the bj.fit function was used. Each
network contained a single hidden layer. The network to fit Design 1 used a
single hidden layer node. The networks for Designs 2 and 3 each contained four
hidden layer nodes.
• Buckley-James regression: The Buckley-James regression model was fitted using
the bj function from the Design package (Harrell 2005) in R.
101
• Stepwise Buckley-James regression: The stepwise regression algorithm of Sec-
tion 5.3 used was for both directions with a threshold p-value for addition and
deletion of 0.1. The listing for this function is in Appendix A.
• Buckley-James Adaptive Regression Splines: For this particular application the
following default parameters were used in the MARS algorithm: degree=2.
penalty=2,thresh=0.001.
The Uniform distribution was chosen as the censoring distribution for all designs.
The justification of this is that the Uniform distribution is similar to the censoring
distribution seen in a credit scoring application. Assume a loans dataset where all
loans opened between times, 0 and t1 are collected. The loans are observed in the
following observation window, until the end of the study, t2, where t2 > t1 > 0. If
the entry times into the study are Uniformly distributed, U(0, t1), then the censoring
distribution will be also uniformly distributed with the distribution U(t2 − t1, t1).
While only a uniform distribution was chosen for the censoring distribution it is
expected that results from these simulations extend to other distributions. Wu &
Zubovic (1995) conclude that the Buckley-James estimator is essentially unbiased for
most censoring distributions, apart from Type II censoring.
For each simulation, the parameters of the censoring distribution were set as
follows. The lower bound, tl, of the uniform distribution U(tl, tu), was set at the 5th
percentile of the distribution of yi. This corresponds to the minimum observation
window. The upper bound was selected to give an average censoring rate of either 0.5
or 0.9 and was found by numerical search. The values of tl and tu were then stored
and used to generate the censoring distribution for that design. Note that for any
particular replication, the censoring rate will not necessarily be exactly 0.5 or 0.9.
Only the average rate of censoring will be as specified. Random variation means that
each particular replication may have slightly more or less censoring. Note that at the
higher censoring rate of 0.9 the censoring will start to resemble Type I censoring due
to the narrow support of the censoring distribution.
The first set of simulations in Table 5.1 seeks to investigate the effects of sample
102
size and censoring rate on the predictive power and running time of each algorithm.
Design 1 contains a single linear explanatory variable and defined as
Design 1 : yi = xi + εi, (5.20)
for i = 1, 2, . . . , n and where xi ∼ U(0, 10) and εi ∼ N(0, 4).
The second set of simulations in Table 5.2 introduces multiple predictors and
nuisance variables. The model is still linear as with Design 1. The implementation
details of the second design are
Design 2 : yi = xi1 + xi2 + xi3 + xi4 + xi5 + εi, (5.21)
where xip ∼ U(0, 10) for each p = (1, 2, . . . , 7), and εi ∼ N(0, 4).
The third set of simulations in Table 5.3 contains non-linear relationships between
the explanatory variables and the response. Also, interaction between two of the
variables is introduced. This design is
Design 3 : yi = xi1 + 0.57x
2
i2 + 4xi1xi2 + 2.1xi3 + 0xi4 + 0xi5 + 0xi6 + εi, (5.22)
where xi1, xi4, xi6 ∼ U(0, 1), xi2, xi3 ∼ N(0, 1), and xi5 ∼ U(0, 2). εi ∼ N(0, 1)
The simulations are designed to compare the capabilities of the new regression
methods under a variety of censoring rates and for different relationships between the
response and covariates. It is likely that the BJARS algorithm will have an advan-
tage if the relationship is in the form of linear basis functions as seen in Figure 5.5.
Likewise, the neural network should perform best on highly non-linear data. Despite
this, it should be noted various survival neural network models tested by Azen et al.
(2000) performed no better than a simple Cox regression model over six simulated
designs.
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5.8.1 A comparison of the predictive power of three algo-
rithms
Tables 5.1, 5.2, and 5.3 show the results of the simulation studies for Designs 1,
2, and 3. For each of the tables, n is the total number of observations for each
replication. MSE is the average of the mean squared error for the holdout set over
1000 replications, and the standard error for MSE is given in brackets. Iter and Time
refer to the mean number of iterations and time taken in seconds. r¯2u and r¯
2
c are the
R2s developed in Section 5.2 applied to the training set. The last column, “n. non
converge” contains a count of the replications that did not converge.
Note that for the cases with no censoring, the methods are identical to their
non-censored counterparts. Buckley-James regression gives the same results as lin-
ear regression, BJARS gives the same predictions as MARS and the BJNNet model
becomes a simple neural network. The important points of the simulation study are
summarised as follows:
• Convergence: Due to the low number of uncensored points with 90% censoring
and n = 100 simulation, the majority of replications failed to converge for all
models. For this reason, they are excluded from the results in Tables 5.1, 5.2,
and 5.3. Note that the expected number of uncensored observations for this
situation is only 10.
• Sample-size dependence: As the sample size increases, so too does the ac-
curacy of the predictions.
• Censoring rate: As the censoring rate increases, the accuracy of the predic-
tions decreases. This is due to the loss of information caused by the censoring.
• Iterations required: The number of iterations required generally decreases as
the number of observations increases.
• Convergence failure: Non-convergence was more of a problem for BJARS
and BJNNet than for the linear model. The most non-converging instances
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occurred for BJNNet with 50% censoring and a training set. size of 100. For
this case, 227 of the 1000 replications did not converge. It is likely the lack
of convergence is due to the non-linear nature of both BJARS and BJNNet
algorithms. That is, there are many more possible solutions and the chance
that there are multiple “zero crossings” is increased.
• A correctly specified model will outperform the data-driven model:
Table 5.1 highlights this as the linear model outperforms both the BJARS and
BJNNet models for a linear model with a single predictor. For the results of
Design 2 in Table 5.2, stepwise performs best and has the lowest average MSE.
For the results of Design 3 in Table 5.3, BJARS and BJNNet perform better
than the linear Buckley-James method and found interactions and nonlinearities
present in the data.
• High censoring level: High censoring patterns makes it more difficult for
the data-driven models to find a good fit. High censoring means that there a
fewer ‘good’ uncensored points and therefore less information to fit a model.
In all simulations, the linear Buckley-James method outperformed BJARS and
BJNNet. Reasons for this are further explored in Section 5.9.
• Measures of explained variation: The usefulness of the R2 measures can
be seen for the mispecified models. For a given model, better fitting models
generally had a higher r2u. It also shows the overfitting of BJARS and BJNNet
as they have higher r2u than the linear models, even when the linear models
perform better for prediction. r2u is low when compared to r
2
c meaning that the
censored points are being renovated up to the regression line.
5.8.2 A comparison of the running times of the algorithms
When choosing between data mining methods for large datasets, running times are
an important consideration. If a method takes too long it may be unusable in a
practical application. Table 5.1 shows a comparison of running times for the different
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Table 5.1: Summary for simulations of Design 1
Censoring n. non-
rate n MSE (Std Err) Iter Time r¯2u r¯
2
c converge
Method: Buckley-James
0 100 0.08241 (0.00270) 1 0.01 0.6712 NA 0
1000 0.00800 (0.00024) 1 0.02 0.6757 NA 0
10000 0.00081 (0.00003) 1 0.14 0.6753 NA 0
0.5 100 0.16950 (0.00614) 10.48 0.06 0.5776 0.8911 0
1000 0.01644 (0.00054) 6.49 0.08 0.5791 0.8851 0
10000 0.00329 (0.00011) 5.80 0.59 0.5796 0.8830 0
0.9 1000 3.18844 (0.10175) 50.37 0.58 0.0825 0.9921 0
10000 3.51568 (0.08639) 38.51 3.77 0.0766 0.9911 0
Method: BJARS
0 100 0.24431 (0.00578) 1 0.01 0.6779 NA 0
1000 0.02351 (0.00067) 1 0.04 0.6766 NA 0
10000 0.00190 (0.00006) 1 0.48 0.6754 NA 0
0.5 100 0.48400 (0.01581) 12.80 0.10 0.5897 0.8870 146
1000 0.05217 (0.00145) 11.78 0.28 0.5809 0.8849 15
10000 0.00492 (0.00024) 12.51 3.53 0.5800 0.8856 3
0.9 1000 3.73415 (0.04729) 41.78 0.90 0.0843 0.9895 2
10000 3.45595 (0.03041) 26.48 7.16 0.0771 0.9896 0
Method: BJNNet
0 100 0.19063 (0.01094) 1 0.02 0.6771 NA 0
1000 0.01387 (0.00039) 1 0.06 0.6761 NA 0
10000 0.00107 (0.00003) 1 0.41 0.6753 NA 0
0.5 100 0.42064 (0.01608) 27.29 0.19 0.5984 0.8948 227
1000 0.03468 (0.00086) 16.74 0.64 0.5813 0.8855 0
10000 0.00222 (0.00009) 14.25 3.46 0.5796 0.8877 0
0.9 1000 2.63730 (0.04017) 66.54 1.99 0.0845 0.9912 0
10000 2.05720 (0.03493) 74.90 22.98 0.0768 0.9911 0
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Table 5.2: Summary for simulations of Design 2
Censoring n. non-
rate MSE (Std Err) Iter Time r¯2u r¯
2
c converge
Method: Buckley-James
0 0.0330 (0.0005) 1 0.04 0.9128 NA 0
0.5 0.0614 (0.0011) 12.6 0.17 0.8799 0.9849 0
0.9 1.3114 (0.2252) 131.7 1.59 0.6320 0.9958 0
Method: Buckley-James (Stepwise)
0 0.0286 (0.0005) 1 0.94 0.9127 NA 0
0.5 0.0521 (0.0011) 12.4 3.30 0.8796 0.9848 0
0.9 0.6197 (0.0310) 132.7 17.13 0.6285 0.9964 0
Method: BJARS
0 0.2326 (0.0246) 1 0.49 0.9156 NA 0
0.5 0.4624 (0.0146) 17.95 4.67 0.8863 0.9850 95
0.9 13.8115 (0.2314) 73.02 16.13 0.6561 0.9926 7
Method: BJNNet
0 1.0202 (0.0554) 1 1.09 0.9201 NA 0
0.5 0.7119 (0.0261) 30.6 5.72 0.8881 0.9857 0
0.9 21.2865 (0.5081) 126.2 23.74 0.6985 0.9898 3
107
Table 5.3: Summary for simulations of Design 3
Censoring n. non-
rate MSE (Std Err) Iter Time r¯2u r¯
2
c converge
Method: Buckley-James
0 1.9756 (0.0188) 1 0.04 0.7404 NA 0
0.5 2.3000 (0.0235) 8.7 0.13 0.6947 0.8709 0
0.9 3.4636 (0.0494) 64.0 0.80 0.4780 0.9860 2
Method: Buckley-James (Stepwise)
0 1.9702 (0.0188) 1 0.65 0.7399 NA 0
0.5 2.2837 (0.0233) 6.6 1.65 0.6933 0.8687 0
0.9 3.3705 (0.0418) 64.4 10.62 0.4745 0.9858 2
Method: BJARS
0 0.0544 (0.0020) 1 0.31 0.9146 NA 0
0.5 0.7936 (0.3221) 27.29 4.08 0.8442 0.9827 5
0.9 6.7979 (0.0858) 67.55 9.40 0.6333 0.9858 3
Method: BJNNet
0 0.1042 (0.0043) 1 1.20 0.9132 NA 0
0.5 0.4467 (0.0188) 43.7 11.56 0.8415 0.9804 2
0.9 6.3517 (0.0852) 147.0 34.35 0.6491 0.9873 17
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algorithms under a variety of censoring rates and training set sizes. Note that no
effort was made to optimise the running speed of any of the methods. Gains in
computational speed for all the methods could be made by using a compiled language
such as C or FORTRAN. However, the times do give an indication of the magnitude
of running times with regards to method and sample size and censoring.
For each of the designs, the linear Buckley-James method was the quickest, fol-
lowed by BJARS and then BJNNet which was the slowest. The speed of the stepwise
Buckley-James method largely depended on the number of predictor variables in the
model. As the number of variables increases, so too does the number of models that
the stepwise algorithm must test.
The running time of each algorithm depends on two factors. The first is the num-
ber of iterations taken in the Buckley-James method. The second factor is the running
time of the non-linear function within the Buckley-James algorithm. While it is well
known that neural networks are slower than MARS (Deveaux et al. 1993), these time
differences are magnified when embedded in the Buckley-James algorithm. Moreover,
it appears that the Buckley-James algorithm also takes more iterations to converge
as the nonlinearity increases. In all simulation runs, the neural network based model
on average required more iterations to converge than the other methods. In addition,
the BJARS model required more iterations than the linear model. The more weights
to be optimised and the larger the solution space equals slower convergence. In the
future, as computing power increases, the required time will be less of a factor.l
5.9 Extrapolating BJARS and BJNnet
While the results in Tables 5.1, 5.2, and 5.3 are consistent in the low censoring
ranges, marked differences can be found at the 0.9 censoring level. By any measure,
a censoring rate of 0.9 is extremely high, and much information in the response
is lost to censoring. Also, due to the censoring distribution being Uniform with a
narrow support compared the distribution of the response may result in biases being
introduced.
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In each of the results tables, for 90% censoring, linear Buckley-James regression
outperforms BJARS and BJNNet, even for the non-linear model of Design 3. Note
that for 0.5 censoring rate, both BJARS and BJNNet both significantly outperform
the linear Buckley-James regression in Design 3. The reason for the discrepancy at
high censoring rates in this study is that linear regression extrapolates in a consistent
way and the other two methods do not. As an illustration of this phenomenon,
Figure 5.8 shows the results from one of the replications of Design 2 with a censoring
rate of 0.9 and n = 1000. The highest observed uncensored point in the training
data is at y ≈ 18.3. Note how on the testing set of n = 50, both BJARS and
BJNNet perform poorly in predicting as the actual response increases. BJARS and
BJNNet can fit to local patterns in the data, and tend to extrapolate poorly even
with uncensored data. Combining this problem with the renovation process, tends to
make any predictions even more uncertain if there is a high censoring rate. Therefore,
in practice it is sensible to ensure that the values in the new data are not outside the
range of the training set.
5.10 Conclusion
This chapter presents the main theoretical components of the project. Notably,
the developments are a new measure of explained variation for regression with cen-
sored data and ways of extending the Buckley-James method to incorporate variable-
selection and non-linear regression. Because the performance characteristics of the
new models are unknown, they were applied to the Stanford Heart data and to various
designs in a large-scale simulation study. In summary:
• Some new measures of fit and diagnostics were introduced for the Buckley-
James method and shown how they can be used for assessing a model. At the
simplest level, r2u can be used as a measure of fit analogous to the coefficient
of determination . Also, r2u and r
2
c can be used as diagnostic techniques by
comparing the magnitude of each measure.
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Figure 5.8: Residuals when predictions applied to the holdout. Here the models
were fitted to Design 2 with 90% censored data.
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• A stepwise method based on Wald tests and the Buckley-James heuristic vari-
ance estimator was constructed. It is similar to the method of Huang & Har-
rington (2004), but enjoys considerable computational savings due to the lack
of the need to resample.
• Next, a method of incorporating nonlinear regression methods in the Buckley-
James algorithm was introduced. In particular, MARS and Neural networks
were used in the estimation step.
• The new methods were compared under a variety of conditions in a large-scale
Monte Carlo simulations. These investigations were characterised by a large
number of observations and high rates of censoring.
• Running times were examined with the linear Buckley-James method shown to
be the fastest, followed by BJARS, and BJNNet was shown to be the slowest.
The speed of the stepwise Buckley-James method is highly dependent on the
number of candidate predictor variables.
The new regression techniques performed competitively with the linear Buckley-James
regression for non-linear relationships between the response and predictor variables.
The next step is to compare the performance of the new regression techniques with
those currently used in industry. This is the focus of Chapter 6.
Chapter 6
Censored regression credit scoring
6.1 Introduction
Since Narain (1992) first proposed using survival analysis methods for retail credit
scoring, a number of researchers have extended his work to include a variety of tech-
niques including Cox regression (Banasik et al. 1999, Stepanova & Thomas 2002),
neural networks (Baesens et al. 2005) and parametric survival models (Hand &
Kelly 2001). The motivation behind these models was presented in Chapter 4. While
the Buckley-James method has been mentioned as having possible use for credit
modelling (Thomas et al. 2002), there have not yet been any studies to gauge its
effectiveness compared to other survival and classification methods.
The purpose of this chapter is to compare the performance of the methods pro-
posed in the literature with the new methods based on the Buckley-James method
developed in Chapter 5. The comparisons were performed on a large-scale database
of unsecured personal loans obtained from the ANZ bank. While simulation studies
such as those in Chapter 5 can effectively compare different models, they do not allow
for peculiarities often found in real-life data that are absent in simulation studies.
This chapter is organised as follows. Section 6.2 explains the modelling approach
and theoretical details of the subsequent analysis. Section 6.3 describes data obtained
from our industry partner, the ANZ bank. The sampling method is described in Sec-
tion 6.4. Section 6.5 contains an analysis of the unsecured personal loans dataset,
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where both time to default and time to repayment are modelled. Section 6.5 is com-
posed of a number of subsections. The first focuses on the exploratory analysis of the
data including estimating survival and hazard curves. Next, transformation meth-
ods used to prepare the data for the regression analysis are described. This includes
investigating whether the data need to be stratified prior to running the regression
models, and the effects of logarithmically transforming some of the explanatory vari-
ables. The final stage of transforming the data is coarse classing, a method used to
increase the robustness of the regression models. The regression models and methods
of comparison are described in Section 6.5.3. Results for the regression modelling of
time to default and time to repayment are presented in Section 6.5.4 and Section 6.5.5.
This is followed by a discussion of the results in Section 6.6 and concluding remarks
in Section 6.7
6.2 Modelling approach
Assume that a body of loans data has been collected with n datapoints, perhaps it
was collected to construct a classification scorecard. Typically, a bank would use
the data to predict the chance that a loan will be in default at some cutoff date
(Siddiqi 2005). Now suppose that instead of estimating the probability that the loan
will go bad, we wish to estimate the time to default, Td, and time to repayment, Tr,
where time to default and time to repayment are assumed to be independent events.
As the observation period may end while the loan is still underway there will be
censoring at t months, where t is the length of the maximum observation period for
the loan. The total observed time of the loan, T , is then
T = min(Td, Tr, t) (6.1)
Recall from Section 2.5.3 that if two events are assumed to be independent, and by
expanding (2.26) the overall hazard function for the loan can be expressed as
h(y) = hd(y) + hr(y) (6.2)
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where hd and hr are the individual hazards for each mode of failure. One implication of
the independence assumption is that when estimating time to default, early repayment
is viewed as a censoring mechanism. This is discussed in Section 2.5.3. Likewise,
time to repayment can be modelled separately and any defaults viewed as censored
observations. Hence, for modelling default, the censoring indicator is given as
δd =
 1 if Td ≤ t and Td ≤ Tr0 otherwise (6.3)
And for modelling repayment,
δr =
 1 if Tr ≤ t and Tr ≤ Td0 otherwise (6.4)
Figure 6.1 shows the different mechanisms acting when considering default and
how they affect the coding of the data, and Figure 6.2 shows how the same events
are coded differently for repayment. The convention of a hollow circle referring to a
censored point is used here.
 Loan fully paid (censored)
 Customer defaults (uncensored)
 Loan still underway (censored)
Start of observation period End of observation period
 Loan fully paid early (censored)
Figure 6.1: Time to default with censored loans data
For the purposes of this study, random censoring is assumed. This is because the
observation period is fixed, as in Type I censoring, but as the entry time is random,
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 Loan fully paid (uncensored)
 Customer defaults (censored)
 Loan still underway (censored)
Start of observation period End of observation period
 Loan fully paid early (uncensored)
Figure 6.2: Time to repayment with censored loans data
t is scattered rather than fixed. The pattern of censoring seen here is typical of what
might be seen in a clinical trial for which survival analysis techniques are often used.
Now suppose for the applicant, a vector of explanatory variables, xT = (x1, x2, . . . , xk),
is recorded. As with a classification scorecard, x contains application characteristics
that will affect the default and repayment of the loan. Therefore the time to default is
a function of both the explanatory variables and time. The time to default can then
be estimated by any of the various survival regression methods explored in Chap-
ters 2, 3, or 5. Depending on the type of method used, either an estimated hazard
will be produced in the case of hazard-based methods, or the estimated mean survival
time in the case of Buckley-James or parametric survival models. The advantage of
the survival analysis over classification methods is that the survival models give an
estimate of the timing of the defaults and the repayments rather just the probability
of occurrence. This is one of the main novelties of applying lifetime modelling to
scorecards.
While time to repayment is the event of interest under this framework, it is equally
valid to use time to early repayment. Therefore, the status of some data points will
change. In particular, loans paid on time will be now classified as censored. Further
work may have to be done to work out whether one method is consistently better
than the other for prediction over a number of datasets.
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6.3 The unsecured personal loans data
A dataset of unsecured personal loans was obtained from the ANZ bank for the
purposes of this study and the defining characteristics of the data are discussed in this
section. The data received from the bank included 44,922 unsecured personal loans
that were written by the bank over the 2004 calendar year. Monthly performance
data for each loan was recorded from the time each loan was opened until January
2006. The monthly performance data for each loan included whether the loan was
still underway, whether the loan was more than 30 days delinquent, or if the loan had
been fully repaid.
The general format of the monthly performance data is given in Table 6.1. It
was supplied as a SAS dataset; SAS being the standard data analysis package in the
banking and finance industries. Rejected applicants were not included in the data
because no reject inference (presented in Section 4.3.7) was to be carried out. For
each month, a loan could be (G)ood, (B)ad, or closed (blank value). “Good” refers
to a loan that was not 30 days behind in repayments. “Bad” refers to a loan that,
at any time prior to that month, had been more than 30 days behind in repayments.
Take for example Loan 1 which is in the first data row of Table 6.1. It was opened
in January, 2004 as that is the position of the first “G”, and was closed (repayed
in full) in April, 2004. Hence the survival time, z, for this loan was 3 months, and
because repayment was the observed mode of failure, δr = 1. The loan was not
seen to default, accordingly δd = 0. Table 6.2 shows the results from converting the
examples in Table 6.1 into survival times. This conversion is needed because most
survival regression programs require the data to be expressed as a combination of
survival times and censoring indicators.
Datasets similar to this one are employed to perform traditional credit scoring
for default (Siddiqi 2005). A loan is generally classified as “bad” if it is in default
at any stage in the 12 months after opening. If the loan is fully paid off, or is still
underway at the 12 month cutoff, the customer is classified as “good”. One of the
methods from Chapter 4 can then be used to make predictions about the risk of future
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Table 6.1: Format of the monthly performance data
Loan No. Jan-04 Feb-04 Mar-04 Apr-04 · · · Oct-05 Nov-05 Dec-05 Jan-06
1 G G G · · ·
2 G G · · · G G G G
3 G G G B · · · B B B B
...
...
...
...
...
...
...
...
...
...
Table 6.2: Monthly performance data converted to survival times
Loan No. Observed time, z δ(d) δ(r)
1 3 0 1
2 11 0 0
3 3 1 0
...
...
...
...
loan applications based on the historical data. Categorical credit scoring of this type
requires that there is an observation period of 12 months after the last loan is opened.
Due to the length of the observation period, there are potentially 24 months
of observations for loans that are opened at the very start of the study. As has
been standard practice, information is wasted because any observations beyond the
12 month cutoff are discarded. For example, a customer known to default in their
thirteenth month is deemed “good”, whereas one who defaults in their twelfth is
deemed “bad”. The difference in the profitability of the two customers is only slight.
Survival methods allow us to bypass this artificial construct of a 12 month cutoff
and use all available data right up to the end of the observation period. Moreover,
survival methods provide more information about the timing of the default which can
then be converted into a probability comparable to a classification method.
6.3.1 Data cleaning
Once the unsecured personal loans dataset was received from the bank the first step
was to check it for errors and transform it into a format conducive to analysis. This
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involved examining any outlying or otherwise impossible observations. For example,
any loans with negative terms were excluded from further analysis as the term must
naturally be positive. Other outliers also needed to be examined. The majority of
customers were between 18 and 60 years of age, although the dataset contained some
who were older than 100. While it is certainly possible that a 100+ year old might
apply for a personal loan, it is more likely that these values are a result of data
entry errors. In practice, outliers like this are usually excluded when constructing a
scorecard (Siddiqi 2005).
Next, the data were examined for any missing values in the explanatory variables.
Missing values can appear in credit data during the process of data collection. Ap-
plicants may omit data when filling out an application or values can become missing
due to technical error. Note the difference between missing values in this sense and
censoring as used in survival analysis — missing values occur in the explanatory
variables as opposed to the response variable. This dataset contained relatively few
missing values — less than 1% of applications had a missing value. For the pur-
poses of this comparative study, any applications with a missing value were excluded.
In a commercial implementation of a credit scoring model, care must be taken to
make sure that any excluded missing values are non-informative otherwise the final
model may become biased. Considering the aim of this study was to rank the pre-
dictive power of various survival analysis methods, the method of handling missing
values is not as important as long as it is consistent between the models. If one was
to prepare a commercial implementation of any the survival models, missing values
could be handled by imputation. A missing value is imputed by replacing it with
and guess of what it should be based on the other data. One of the simplest forms
of imputation involves replacing each missing value with the median observation for
that variable. More complicated methods involve tree-based or multiple imputation
techniques (Schafer 1997). As many imputation methods do not rely on the response
variable, censoring will usually not affect the imputation process.
Some further data cleaning was done to ensure the analysis was robust in the
sense of providing reliable predictions. Loans were restricted to lengths of 12-72
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months in 12 month increments. There were other loan lengths but these comprised
a very small number of loans. For example there were only three loans with a term of
fifteen months. Segmentation by term of loan is often seen in industry (Siddiqi 2005),
and ensures the loans are homogeneous and representative of any future loans to be
evaluated.
Finally, after cleaning, a total of 43549 accepted loans remained. Of these loans,
4713 became 30 days delinquent and 13850 were paid off in full during the observation
period. The remaining loans were still underway at the end of the study.
6.3.2 The variables
Survival variables
In accordance with the modelling approach of Section 6.2 there were two survival
variables of interest, the time to default and the time to repayment. For default,
a strict interpretation was used and any loans greater than 30 days delinquent were
deemed to have defaulted. For traditional credit scoring purposes 90+ days delinquent
is the usual interpretation in line with the second Basel accord (Basel Committee for
Banking Supervision 2001). The stricter definition gives more information as there
is less censoring and more observed events. The censoring rate is defined as the
proportion of censored observations and is calculated as 1−∑ni=1 δi/n where n is the
total number of loans and δi is the censoring indicator for the ith loan. The censoring
rate for default as the event of interest was 0.892 using the 30+ day delinquent
definition. Likewise, the censoring rate for repayment was 0.706.
The explanatory variables
Table 6.3 contains the explanatory variables used in all of the regression models
to model both default and repayment. This list of explanatory variables is by no
means exhaustive for a credit scoring model, but provides a broad range of variables
both continuous and discrete that can be used to compare the effectiveness of the
different regression methods. Many of the variables are common to those used by
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Table 6.3: Explanatory variables contained in the unsecured personal loans
dataset
Variable
Age
Time with bank (months)
Number of dependents
Time at current address (months)
Time at current job (months)
Bureau searches in previous six months
Sex
Refinance of other financial institution’s loan flag
Self-employed flag
Marriage status
Purpose of loan
researchers on other unsecured personal loans data (Banasik et al. 1999, Stepanova &
Thomas 2002, Baesens et al. 2005) which allows us to confirm whether their findings
as to the efficacy of survival credit scoring models generalise to the Australian data.
6.4 Sampling
Once the data were cleaned and transformed, they were randomly split into the
training and holdout sets. By splitting the data into two sets, it was possible to test
the predictive capabilities of the models. First, the parameters of the model were
estimated on the training set. Next, the holdout set was used to test the predictive
properties of the model. Siddiqi (2005) recommends that 70-80% of the total number
of observations to be used as the training set for classification scorecards. For this
study, the training set was chosen to be 70% of the cases and the holdout the remaining
30% for testing.
The holdout system was used rather than a bootstrapping or resampling method
for two reasons. First, the holdout system as introduced in Section 4.3.5 closely repli-
cates the steps generally undertaken in a commercial credit scoring application(see
Mays (2004) and Siddiqi (2005) for current credit scoring practice). Second, the
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number of uncensored observations is large enough that holding out 30% of the ob-
servations will not adversely affect the predictions.
Sample size must be considered to ensure that there is enough data to construct
a sufficiently predictive scorecard. For censored regression, the most important figure
is the number of uncensored observations. Although censoring is very high for default
(89%), there are still 4713 uncensored observations for default, and 10742 for early
repayment. The large sample size does have implications, though, for the running
time of the various algorithms, especially the neural networks which were appreciably
slower than the other methods as shown in the simulations of Chapter 5.
6.5 Analysis
Prior to fitting any of the regression models to the unsecured personal loan data, some
exploratory data analysis was undertaken to confirm that the approach of Section 6.2
was suitable. Additionally, some further data transformations were applied to the
data.
6.5.1 Univariate analysis
Initial exploratory analysis examined the distribution of the survival variables. Recall
from Chapter 2 that the Product-Limit estimator can be used to estimate survival and
hazard curves. Figure 6.3 shows the empirical survival and hazard curves provided
by the Product-Limit estimator on the loans dataset for time to default. The survival
curve is flat and there is a high rate of censoring. The hazard curve is right-skewed
indicating the risk of default is higher in the early months than it is later in the loan.
Common wisdom in the banking industry that is supported by published research
(Stepanova 2001) is that “when loans go bad they go bad early”. The right skewed
hazard of Figure 6.3 supports this supposition. The survival curves were produced
with the survfit and survplot functions within R. Because these functions produce
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estimates of the Survival curve but not the hazard curve, one must use the identity
ĥ(yj) =
dj
nj
= 1− Ŝ(yj)
Ŝ(yj−1)
(6.5)
to produce the hazard estimates.
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Figure 6.3: Empirical survival and hazard curves for time to default
Figure 6.4 contains the survival and hazard curves for time to repayment. As with
Figure 6.3, the estimates are made by the Product-Limit estimator. The survival
curve in this case is a bit steeper than for default, and the censoring rate is lower,
although still high. The shape of the hazard is also different, the risk of repayment
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starts low and slowly builds as the loan progresses confirmed by the left-skewed haz-
ard. Stepanova (2001) notes that loans near their full term are most likely to be paid
off. This indicates that the chance of repayment is related to the size of the remaining
loan.
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Figure 6.4: Empirical survival and hazard curves for time to repayment
Table 6.4 shows the frequency of the different loan terms within the data. The
two most common loan terms are 60 and 84 month durations (84 months being the
longest standard loan length that a customer can take out). Note that most loans
have terms longer than the maximum observation period of 24 months. Care must
be taken when using regression models to predict after 24 months.
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Table 6.4: Frequency of loan terms in the unsecured personal loans dataset
Months 12 24 36 48 60 72 84 Total
Freq 751 1544 2777 1751 11911 377 11373 30484
6.5.2 Data transformation
Stratifying by term of loan
Stepanova & Thomas (2001) note that for their data, time to repayment is highly
dependent on the term of the loan. They found that the Cox’s regression for time
to repayment performed best if they are segmented by the loan term. Figure 6.5
highlights similar features in the Australian data. The most striking feature of this
figure is the curve for the 12 month term loans which exhibits a large drop around
the 12 month mark. Note that the survival curve does not drop to zero at the term
of the loan as one might expect. This is attributed to customers renegotiating their
loan terms after the loan is underway.
To a lesser extent the 24 and 36 month term loans are also at higher risk of being
paid off early compared to loans of greater than 36 months. The longer loans all have
terms that extend well past the maximum observation period and appear to follow
the same general shape. For this reason, only the segment of loans of greater than
36 months were analysed. This comprises 83% of the total number of loans, so not a
great deal of data are lost. A multiple log-rank test to test for equality of the curves
(p = 9.22E − 05) confirms that the different term survival curves are not equivalent.
By restricting the observations to terms of 36 months or longer, the sample becomes
somewhat more homogeneous (p = 0.0568). If need be, the shorter loans segment
can be analysed on its own and a separate scorecard produced. However, for the
remainder of this Chapter we will focus on loans with terms of 36 months or longer.
While segmenting repayment is important, Stepanova & Thomas (2001) found
that for predicting default, segmenting by term of loan does not provide much better
estimates. They believe that default is a function of present and past conditions but
early repayment also takes into account time-to-maturity. It is reasonable to suggest
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that this is also true for the Australian data as the survival curves for the different
terms are not significantly different (p=0.0621)
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Figure 6.5: Empirical survival curves of time to repayment stratified by term of
loan (in labelled figures against each corresponding curve)
The neglog transformation of continuous explanatory variables
Many explanatory variables in credit scoring applications are skewed and often contain
a number of outliers. This behaviour is particularly seen in commonly constructed
ratios and measurements of variables such as income. Whittaker et al. (2005) suggest
using the neglog transformation to reduce the undesirable effects of such variables in
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a credit scoring context. The neglog transformation is given by
nl(x) =
 − log(−x+ 1) if x ≤ 0,log(x+ 1) if x > 0. (6.6)
and it has the effect of reducing the impact of outliers and tends to make right-skewed
data more symmetrical.
Figure 6.6 and Figure 6.7 are two matrix plots that demonstrate the effects of
applying (6.6) to selected explanatory variables. Figure 6.6 shows the original points
and Figure 6.7 shows the transformed variables. Note how the distribution of the
points in the cells of Figure 6.6 are all tightly packed around the lower left corners
of the cells, with some outlying points towards the top right corners. These outliers
can be influential observations which may have unwanted effects on any regression.
The effect of the log transformation can clearly be seen in Figure 6.7 as the points
become more evenly distributed and any relationships between the variables is easier
to discern.
Figure 6.8 further illustrates the effects of the neglog transformation. The time at
current job variable is heavily right skewed, as some applicants have been employed
for a very long time whereas the majority of applicants have been at their jobs less
that 100 months. By using the neglog transformation and then scaling and centering
the data, the transformed time is markedly less skewed and does not appear to contain
any extreme values.
For the purposes of this study, the continuous explanatory variables were not
coarse classified. This should give an advantage to the nonlinear techniques as some
explanatory variables are likely to have a non-monotonic relationship with the re-
sponse. The absence of coarse classing is designed to highlight the ability of the
nonlinear methods in finding these relationships.
Coarse classing of categorical explanatory variables
Recall from Section 4.3.7 that some categorical variables have many choices which
may need to be reduced in some way to form a robust regression model. One example
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of this in the personal loans data is the Loan Purpose variable. Examples of loan
purpose might be to buy a new car, or to finance home renovations. This variable
originally contained 17 possible choices, which was indicated by the applicant when
they filled out the loan application. In a regression model, including each of the
choices as a dummy variable will use up many degrees of freedom. Furthermore,
overfitting becomes a real possibility because the model is forced to take in all possible
choices, even those with very few observations. One way to increase the robustness
of the regression is to group characteristics with similar parameters together. For
this study, the Loan Purpose characteristic has been classed into three groups by a
method based on Buckley-James regression.
The coarse classing method used here is similar to that used by Stepanova (2001)
and Stepanova & Thomas (2001), except in this case linear Buckley-James regression
is used rather than Cox’s proportional hazards. It is implemented as follows: A
Buckley-James regression is performed only with the variable to be coarse classed; in
this case Loan Purpose. Choices with similar parameter estimates are then grouped
together. For these data, the Loan Purpose was reduced from 17 choices down to
three. They have been denoted as High-risk Purpose, Medium-risk purpose, and
Low-risk purpose. Variables must be classified separately depending on the response
(default or repayment) as different choices will effect the response differently.
Figure 6.9 shows the coarse classing parameters for loan purpose for both time to
default and time to early repayment. The two charts show why a separate coarse class-
ing operation must be carried out for each response because the parameter estimates
are quite different for the two applications.
6.5.3 Regression analysis
To evaluate the different models a two stage approach was taken. First, each re-
gression model was fitted to the training set to model both time to default and time
to repayment. Second, predictions from each model were compared to the holdout
set. This methodology parallels the approach taken by authors of similar studies as
described in Section 4.4.
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repayment
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The methods compared in this chapter include the linear Buckley-James regres-
sion method and variants including the stepwise version of Buckley-James presented
in Section 5.3. The non-linear extensions to the Buckley-James algorithm were also
tested. These include the BJARS and BJNNet variants of the Buckley-James algo-
rithm, both introduced in Chapter 5. Several other survival analysis methods were
also run on the data for comparison with the new methods developed in this thesis.
These include the Survival Neural Network method introduced by Mani et al. (1999)
and applied to unsecured personal loan data by Baesens et al. (2005). Cox’s pro-
portional hazards which has been used for credit scoring by a number of researchers
(Banasik et al. 1999, Stepanova 2001, Stepanova & Thomas 2002) is included for com-
parison. A parametric accelerated failure regression based on the Weibull distribution
was also applied to the data. Traditional linear regression is included to quantify the
gain of including methods that can handle censoring and finally, logistic regression
was included to compare the continuous methods with a classification one.
For the neural network based models and BJARS, the model parameters were
left at their default values where possible because one attraction of these methods is
automated curve fitting. Implementation details of the algorithms were as follows:
• Neural networks: For both types of neural network model the nnet package
(Venables & Ripley 2002) within R was used. Each network contained a single
hidden layer. The number of hidden layer nodes used was the sum of the
number of input nodes and output nodes, divided by two. To ensure that no
one input swamps the network all continuous inputs were centred and scaled
to unit variance. A quasi-Newton learning method was used to fit the neural
network which uses function values and gradients to build up a picture of the
solution surface (Venables & Ripley 2002).
• Logistic regression. The data were recoded to indicate whether default or re-
payment had occurred prior to the 12 month cutoff . Two logistic regression
models were then constructed to estimate both the probability of default and
probability of repayment in the first 12 months after opening a loan. Note that
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P (default|y = 12) is equivalent to 1−Sd(12) in a survival analysis context where
Sd is the survival curve for default.
• Buckley-James regression: The Buckley-James regression model was fitted us-
ing the bj function in the Design package (Harrell 2005) in R. In the linear
Buckley-James method no log of the response was taken as it was found that
the untransformed model produced better predictions. With the personal loans
data, no problems were encountered with non-convergence or loops.
• Stepwise Buckley-James regression: The stepwise regression algorithm used was
in both directions with a threshold p-value for addition and deletion of 0.1.
• Buckley-James Adaptive Regression Splines: This is the model that was devel-
oped in Chapter 5 where a detailed discussion is presented. For this particular
application the following default parameters were used in the MARS algorithm:
degree=2. penalty=2,thresh=0.001.
• Cox’s Proportional Hazards regression: Cox’s regression was fitted using the
cph function in theDesign package (Harrell 2005) inR. Efron’s method (Efron
1977) was implemented to handle ties.
• Linear regression: As a comparison to the censored regression techniques, a
linear regression model was applied to the uncensored points and all the censored
data discarded. This allowed for quantification of the information contained in
the censored data. If there was no information contained in the censored points,
the linear regression will perform as well as any of the other methods.
No time interactions (see Section 2.5.4) have been specified for the comparative
analysis as not all models are capable of handling time interactions.
Methods of comparing the models
As Baesens et al. (2005) note, comparing survival analysis models is not a trivial
exercise due to the presence of censoring. Moreover, comparing survival with clas-
sification models is even more difficult. The models based on the Buckley-James
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method estimate the mean time to the event, other survival methods estimate the
hazard curve, and logistic regression performs classification. Despite the difference in
the formats of the predictions, one can still use a number of methods to compare the
them.
• Confusion matrices : The first method takes advantage of the fact that each of
the regression models can give a risk ordering for the loans at 12 months. That
is, S(12) was ordered for the survival analysis models and similarly P (default)
for the logistic regression. Next, a cutoff was chosen such that for each model
the number of predicted bads was the same as the actual number of bads in the
holdout sample. This then allows us to construct confusion matrices as shown in
Tables 6.7 and 6.13. Elements of the confusion matrix introduced in Chapter 4
(see Table 4.1) are presented where G-G is the number of goods picked as good,
G-B is the number of goods picked as bad. Also BB is the number of bads picked
as bad, and B-G is the number of bads picked as good.
• Harrell’s c-index : The c-index (Harrell, Lee, Calliff, Pryor & Rosati 1984) is
a generalization of Somer’s correlation coefficient, where c is the proportion of
predictions that are concordant out of all pairs of observations for which ordering
of the survival times can be determined. A concordant prediction refers to a
pair of observations in which the observation with higher probability of survival
is also observed to survive longer. A c-index of 0.5 corresponds to predictions
that are no better than random, whereas a c-index of 1 corresponds to a perfect
ordering of predictions.
• AUC : By using a 12-month cutoff the predictions are compared with the area
under the ROC curve as described in Section 4.3.5. ROC curves and AUC were
provided by the Epi package (Carstensen 2005) in R. As with Harrell’s c-index,
the AUC lies in between the range of 0.5 and 1.
• McNemar’s test : McNemar’s test is used to compare the predicted class of two
different models. First a contingency table is constructed as shown in Table 6.5.
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Table 6.5: Contingency table for producing McNemar’s statistic
Model 2
Correct Incorrect
Model 1 Correct a b
Incorrect c d
Unlike the confusion matrix, this contingency table involves paired data. Cell
a contains the count of predictions where both models are correct whereas Cell
b contains the count of paired predictions where Model 1 classifies correctly
and Model 2 incorrectly. Cells c and d are constructed similarly. McNemar’s
statistic is given by χ2 = (b−c)
2
b+c
. The statistic is chi-squared with one degree of
freedom. If the p-value is significant, the hypothesis that the two models are
equally good classifiers is rejected.
6.5.4 Results for modelling default
Once the dataset was split into the two samples, a training sample of 30484 observa-
tions and holdout sample of 13065 observations remained. The overall censoring rate
for default for this data was 89%. At the 12 month cutoff, 1035 of the 13065 loans in
the holdout had become delinquent.
Predictive Power
The first thing to note for these regression models is that the censoring rate for default
is very high and the explanatory power of all models is quite low. For example, the
Buckley-James method has r2u = 0.024 for the training set. Despite this, all the
methods were significantly better predictors than random when applied to the hold-
out set. Table 6.7 contains results for the regression models and includes two further
rows for comparison, Actual and Random. Actual refers to the actual number of
goods and bads in the holdout set. The Random row presents the expected results if
the predictions were randomly ordered. This means the AUC would equal 0.5 as the
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Table 6.6: Most important attributes for each linear model for time to default
Method Most important 2nd most important 3rd most important
BJ Time with bank Bureau searches Months current job
Weibull Time with bank Bureau searches Months current job
Logit Time with bank Bureau searches Married
Cox Time with bank Bureau searches Months current job
Linear regression Time with bank Bureau searches Married
Table 6.7: Confusion matrix for ‘time to default’ prediction at 12 months
Method B-B B-G G-B G-G c-index AUC
Actual 1035 0 0 12030
Random 82 953 953 11077 0.5 0.5
BJ 220 815 815 11215 0.671 0.680
BJARS 230 805 805 11225 0.675 0.687
BJ-neural-network 204 831 831 11199 0.662 0.671
Weibull 220 815 815 11215 0.669 0.679
Cox 220 815 815 11215 0.669 0.678
Survival neural network 211 824 824 11206 0.652 0.665
Logistic regression 224 811 811 11219 0.667 0.677
Linear regression 216 819 819 11211 0.660 0.671
ROC curve will lie along the 45 degree line through the origin. The stepwise Buckley-
James procedure produced the same model as the standard Buckley-James model, so
it was left out of the table. Although BJARS performed best by all measures and
correctly classified 87.76% of cases, this was not in fact significantly better than the
next best classifier, BJ (McNemar’s test, p = 0.383). Even the difference between the
best and worst classifiers only just produced statistical significance at the 0.05 level
(p = 0.043).
It should be noted here that the logistic regression model has a natural advantage
compared to other models when using confusion matrices, ROC curves, or AUC at
a 12 month cutoff. The logistic regression model is designed to optimise specifically
for the specified time cutoff, whereas survival analysis models are designed to fit over
the entire time period.
The ranking of the predictive power of the models is confirmed by the ROC curves.
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Figure 6.10 shows ROC curves for predicting default. While the curves are similarly
shaped, the curve for BJARS is further away from the 45 degree reference line. The
AUC for BJARS is also higher than all other methods which confirms the ROC curve
analysis.
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Figure 6.10: ROC curves for default
Feature Selection and Interpretation
Each of the models that produce a linear predictor report parameter estimates and
p-values. The parameter estimates for these models and their corresponding p-values
are shown in Tables 6.8, 6.9, 6.10, 6.11 and 6.12. The parameter estimates for all
the models are generally in agreement with regards to sign. When interpreting the
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parameter estimates, both Cox and logistic regression will have opposite signs to the
linear regression based models as higher risk corresponds to a shorter survival time.
There are some differences with regards to the magnitude of the p-values reported
by each method. The Buckley-James method reports that all of the variables are
significant at α = 0.01 and the p-values are more significant for the Buckley-James
method than all the other methods. This might be attributed to the heuristic na-
ture of the Buckley-James variance estimator causing some bias, although it has the
advantage of being easily computable. For Cox’s proportional hazards, the Self em-
ployed flag is not significant at α = 0.01 and both the Weibull and logistic regression
models indicate that the Refinance flag is also not significant. The linear regression
model has the largest discrepancies from the rest of the models with seven of the
explanatory variables with a p-value greater than 0.01.
While the BJARS program does not indicate p-values, the nature of interactions
between the Age and Dependents variables identified in the BJARS algorithm can
be investigated by generating a three-dimensional plot as shown in Figure 6.11. The
chart is created by making predictions by the BJARS model in the z-axis for various
ages and numbers of dependants. All other variables are held constant at their median
for continuous variables, and mode for categorical variables. Figure 6.11 shows the
interaction that would otherwise not picked up by any of the linear methods. Knots
can be seen at age=26 and at dependents=2. There is no interaction between age
and dependants for customers older than 26. Figure 6.11 can be interpreted that
the applicants at highest risk of defaulting are young and have several dependents.
Conversely, according to the BJARS model, the risk of older applicants is not affected
by the number of dependents.
6.5.5 Results for modelling repayment
Once the loans with less than 36 month terms were removed, 36363 loans remained.
As mentioned in Section the dataset was split into 70%/30% training/holdout sam-
ples respectively. This resulted in a training sample of 25454 observations, and a
holdout sample of 10909 observations. The overall censoring rate for early repayment
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Table 6.8: Parameter estimates for Buckley-James modelling default. A positive
sign in the parameter estimate corresponds to a positive relationship
with the time to default.
Value Std. Error Z p-value
Intercept 45.0926 0.3292 136.968 0.000e+00
nl(Age) 0.8581 0.1646 5.213 1.856e-07
nl(Time with bank) 3.7066 0.1251 29.626 6.917e-193
n. Dependents -1.2242 0.1589 -7.702 1.344e-14
nl(Time current address) -0.5450 0.1388 -3.927 8.593e-05
nl(Time current job) 1.5563 0.1444 10.775 4.518e-27
n. Bureaux searches -1.9753 0.0708 -27.889 3.613e-171
Sex -1.7705 0.2922 -6.060 1.361e-09
Refinance 1.4677 0.5195 2.825 4.727e-03
Self employed 3.2731 1.0917 2.998 2.715e-03
Married 3.4571 0.3597 9.612 7.147e-22
Low risk purpose (default) 3.7915 0.9240 4.103 4.073e-05
High risk purpose (default) -2.6515 0.2940 -9.020 1.889e-19
Table 6.9: Parameter estimates for Cox proportional hazards modelling default.
A positive sign in the parameter estimate corresponds to a negative
relationship with the time to default.
Coef Std. Error Z p-value
nl(Age) -0.0905 0.0213 -4.24 2.21e-05
nl(Time with bank) -0.3390 0.0156 -21.74 0.00e+00
n. Dependents 0.1309 0.0208 6.31 2.88e-10
nl(Time current address) 0.0501 0.0176 2.85 4.37e-03
nl(Time current job) -0.1537 0.0185 -8.33 1.11e-16
n. Bureaux searches 0.1638 0.0081 20.01 0.00e+00
Sex 0.1775 0.0369 4.81 1.51e-06
Refinance -0.1821 0.0663 -2.75 6.04e-03
Self employed -0.3427 0.1391 -2.46 1.37e-02
Married -0.3669 0.0467 -7.86 4.00e-15
Low risk purpose (default) -0.4202 0.1178 -3.57 3.62e-04
High risk purpose (default) 0.2644 0.0375 7.05 1.79e-12
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Table 6.10: Parameter estimates for Weibull modelling default. A positive sign
in the parameter estimate corresponds to a positive relationship with
the time to default.
Coef Std. Error Z p-value
Intercept 4.9190 0.0464 105.84 0.00e+00
nl(Age) 0.0749 0.0177 4.24 2.27e-05
nl(Time with bank) 0.2842 0.0135 20.99 8.15e-98
n. Dependents -0.1112 0.0172 -6.46 1.05e-10
nl(Time current address) -0.0399 0.0145 -2.74 6.06e-03
nl(Time current job) 0.1285 0.0154 8.36 6.40e-17
n. Bureaux searches -0.1371 0.0070 -19.48 1.51e-84
Sex -0.1462 0.0306 -4.78 1.78e-06
Refinance 0.1379 0.0549 2.51 1.20e-02
Self employed 0.2915 0.1151 2.53 1.13e-02
Married 0.3015 0.0389 7.74 9.67e-15
Low risk purpose (default) 0.3480 0.0976 3.57 3.63e-04
High risk purpose (default) -0.2212 0.0312 -7.10 1.29e-12
Log(scale) -0.1900 0.0160 -11.85 2.11e-32
Table 6.11: Parameter estimates for logistic regression modelling default. A pos-
itive sign in the parameter estimate corresponds to a negative rela-
tionship with the time to default.
Coef Std.Error Wald Z p-value
Intercept -2.8880 0.0502 -57.51 0.0000
nl(Age) -0.0922 0.0265 -3.48 0.0005
nl(Time with bank) -0.3842 0.0195 -19.67 0.0000
n. Dependents 0.1172 0.0265 4.43 0.0000
nl(Time current address) 0.0576 0.0220 2.62 0.0088
nl(Time current job) -0.1778 0.0229 -7.77 0.0000
n. Bureaux searches 0.1828 0.0121 15.15 0.0000
Sex 0.2064 0.0460 4.49 0.0000
Refinance -0.1904 0.0816 -2.33 0.0196
Self employed -0.3373 0.1752 -1.93 0.0542
Married -0.4922 0.0583 -8.44 0.0000
Low risk purpose (default) -0.5723 0.1510 -3.79 0.0002
High risk purpose (default) 0.2935 0.0467 6.28 0.0000
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Table 6.12: Parameter estimates for linear regression modelling default. A posi-
tive sign in the parameter estimate corresponds to a positive relation-
ship with the time to default.
Coef Std. Error t p-value
Intercept 9.7916 0.2217 44.172 2e-16
nl(Age) 0.0414 0.1108 0.373 0.70906
nl(Time with bank) 0.4934 0.0842 5.857 5.17e-09
n. Dependents 0.0088 0.1070 0.083 0.93414
nl(Time current address) -0.0566 0.0934 -0.606 0.54435
nl(Time current job) 0.2813 0.0973 2.892 0.00385
n. Bureaux searches -0.2045 0.0477 -4.288 1.86e-05
Sex -0.2596 0.1967 -1.320 0.18709
Refinance -0.2903 0.3498 -0.830 0.40661
Self employed 0.2535 0.7351 0.345 0.73020
Married 0.7352 0.2422 3.036 0.00242
Low risk purpose (default) 0.4996 0.6221 0.803 0.42198
High risk purpose (default) -0.4748 0.1979 -2.399 0.01650
was 71%. At the twelve month cutoff, 1985 of the 10909 loans in the holdout set had
been repaid early.
Predictive power
While the censoring rate for repayment was not as high for default, in general, the
strength of the regressions was lower as evidenced by the measures in Table 6.13 and
the ROC curves in Figure 6.12. This means the attributes were not as predictive of
time to repayment as they are of default. While BJARS predicted better at the 12
month cutoff with a 73.34% correct classification rate, when compared to the next
best classifier, logistic regression, it was not significantly better (McNemar’s test,
p = 0.183). It was, however, significantly better than Cox’s proportional hazards
(p = 0.0382). Most of the other methods perform similarly, except linear regression
and the survival neural network which lagged appreciably behind the other methods.
It appears then that the censored data does add some extra information to the survival
models and that the linear regression model is inadequate for this set of data.
Figure 6.12 shows ROC curves for predicting early repayment. It should be noted
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Table 6.13: Confusion matrix for ‘time to repayment’ prediction at 12 months
Method B-B B-G G-B G-G c-index AUC
Actual 1985 0 0 8924
Random 361 1624 1624 7300 0.5 0.5
BJ 502 1483 1483 7441 0.572 0.580
BJ-stepwise 503 1482 1482 7442 0.571 0.579
BJARS 531 1454 1454 7470 0.578 0.586
BJ-neural-network 424 1561 1561 7363 0.555 0.562
Weibull 503 1482 1482 7442 0.570 0.577
Cox 498 1487 1487 7437 0.570 0.578
Survival neural network 484 1501 1501 7423 0.561 0.570
Logistic regression 510 1475 1475 7449 0.572 0.580
Linear regression 478 1507 1507 7417 0.552 0.566
that the ROC curves in Figure 6.12 are closer to the 45 degree reference line than
those in Figure 6.10. This indicates that the information in the explanatory variables
explains more of the time to default compared to repayment.
Feature Selection and Interpretation
Parameter estimates for the linear models and their corresponding p-values are shown
in Tables 6.8, 6.9, 6.10, 6.11 and 6.12. As with modelling time to default, the signs
of the parameter estimates generally match-up between the models indicating that
the models identify the same effect on time to repayment of each of the explanatory
variables.
Table 6.14 shows the explanatory variables that were deemed to be most significant
by each of the models . All models, apart from linear regression chose theMarried flag
as the most important variable, with married customers more likely to pay their loans
off earlier. The second most significant variable was Low risk purpose in all but the
logistic regression model which indicated the High risk purpose was the second most
significant variable. There is more variation in the third most important variable,
with some models choosing the number of bureau searches in the list.
Coefficients found to be insignificant also varied somewhat between the mod-
els. The linear Buckley-James model and the Weibull model found all variables but
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Figure 6.12: ROC curves for early repayment
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Table 6.14: Most important attributes for each linear model for time to repayment
Method Most important 2nd most important 3rd most important
BJ Married Low risk purpose Bureau searches
Weibull Married Low risk purpose Bureau searches
Logit Married High risk purpose Low risk purpose
Cox Married Low risk purpose High risk purpose
Linear regression High risk purpose Low risk purpose Married
nl(Age) to be significant at the 1% level. Cox’s proportional hazards model had
nl(Time with bank) and Refinance as being insignificant along with the Age variable.
The logistic regression model included nl(Time current address) and n. Dependents
along with those variables already identified by Cox’s proportional hazards. Lin-
ear regression had the largest number of insignificant variables with only five being
significant at the 1% level.
Figure 6.13 shows the interaction picked up by the BJARS algorithm between sex
and age when predicting repayment. All other variables are held constant at their
medians for continuous variables and modes for categorical variables. Younger males
tend to take longer to repay their loans than young females. Once the age of 26 is
reached, there is no discernible difference between the two. The lines are slightly
curved. This is an artefact of the neglog transformation rather than the BJARS
algorithm which uses linear basis functions.
6.6 Discussion
As shown in Section 6.5.4 and Section 6.5.5 there were not large statistical differences
between the regression models, and although BJARS outperformed the other models
for both default and early repayment, it did not do so by a large margin. It was en-
couraging that BJARS also significantly outperformed Cox regression for modelling
time to repayment. One reason that most of the models perform similarly is perhaps
the flat maximum effect (Lovie & Lovie 1986) discussed in Section 4.3.6 in relation
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Figure 6.13: Interaction between Age and sex in the BJARS model
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Table 6.15: Parameter estimates for Buckley-James modelling repayment. A pos-
itive sign in the parameter estimate corresponds to a positive relation-
ship with the time to repayment.
Coef Std. Error Z p-value
Intercept 25.9149 0.1464 176.989 0.000e+00
nl(Age) -0.0682 0.0791 -0.862 3.887e-01
nl(Time with bank) 0.2173 0.0688 3.157 1.594e-03
n. Dependents -0.4500 0.0743 -6.059 1.366e-09
nl(Time current address) 0.4071 0.0679 5.996 2.021e-09
nl(Time current job) -0.3113 0.0656 -4.749 2.049e-06
n. Bureaux searches -0.5379 0.0441 -12.209 2.783e-34
Sex 0.7078 0.1346 5.260 1.439e-07
Refinance -0.8425 0.2196 -3.836 1.249e-04
Self employed 3.3784 0.4418 7.647 2.059e-14
Married -2.2791 0.1574 -14.476 1.708e-47
Low risk purpose (repayment) -3.5970 0.2790 -12.894 4.840e-38
High risk purpose (repayment) 1.6562 0.1364 12.140 6.461e-34
Table 6.16: Parameter estimates for Cox proportional hazards modelling repay-
ment. A positive sign in the parameter estimate corresponds to a
negative relationship with the time to repayment.
Coef Std. Error Z p-value
nl(Age) -0.0061 0.0140 -0.437 6.62e-01
nl(Time with bank) -0.0196 0.0119 -1.645 1.00e-01
n. Dependents 0.0471 0.0128 3.686 2.28e-04
nl(Time current address) -0.0523 0.0119 -4.381 1.18e-05
nl(Time current job) 0.0394 0.0121 3.262 1.11e-03
n. Bureaux searches 0.0478 0.0075 6.367 1.92e-10
Sex -0.0760 0.0239 -3.186 1.44e-03
Refinance 0.0927 0.0391 2.372 1.77e-02
Self employed -0.3917 0.0787 -4.980 6.36e-07
Married 0.2177 0.0283 7.693 1.43e-14
Low risk purpose (repayment) 0.3341 0.0498 6.714 1.89e-11
High risk purpose (repayment) -0.1566 0.0243 -6.438 1.21e-10
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Table 6.17: Parameter estimates for Weibull modelling repayment. A positive
sign in the parameter estimate corresponds to a positive relationship
with the time to repayment.
Coef Std. Error Z p-value
Intercept 3.6490 0.0187 195.449 0.00e+00
nl(Age) 0.0035 0.0090 0.387 6.99e-01
nl(Time with bank) 0.0151 0.0077 1.955 5.06e-02
n. Dependents -0.0317 0.0083 -3.829 1.29e-04
nl(Time current address) 0.0340 0.0077 4.400 1.08e-05
nl(Time current job) -0.0244 0.0078 -3.116 1.83e-03
n. Bureaux searches -0.0318 0.0049 -6.523 6.90e-11
Sex 0.0492 0.0155 3.182 1.46e-03
Refinance -0.0694 0.0254 -2.738 6.18e-03
Self employed 0.2551 0.0511 4.995 5.88e-07
Married -0.1406 0.0184 -7.640 2.17e-14
Low risk purpose (repayment) -0.2152 0.0324 -6.645 3.04e-11
High risk purpose (repayment) 0.1009 0.0158 6.385 1.71e-10
Log(scale) -0.4337 0.0106 -40.881 0.00e+00
Table 6.18: Parameter estimates for logistic regression modelling repayment. A
positive sign in the parameter estimate corresponds to a negative
relationship with the time to repayment.
Coef Std. Error Wald Z p-value
Intercept -1.5715 0.0373 -42.18 0.0000
nl(Age) 0.0020 0.0198 0.10 0.9189
nl(Time with bank) -0.0139 0.0169 -0.82 0.4118
n. Dependents 0.0467 0.0184 2.54 0.0111
nl(Time current address) -0.0373 0.0171 -2.18 0.0290
nl(Time current job) 0.0441 0.0170 2.60 0.0092
n. Bureaux searches 0.0503 0.0108 4.65 0.0000
Sex -0.0984 0.0340 -2.89 0.0038
Refinance 0.0896 0.0559 1.60 0.1089
Self employed -0.3729 0.1078 -3.46 0.0005
Married 0.2899 0.0401 7.22 0.0000
Low risk purpose (repayment) 0.4028 0.0718 5.61 0.0000
High risk purpose (repayment) -0.2311 0.0346 -6.69 0.0000
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Table 6.19: Parameter estimates for linear regression modelling repayment. A
positive sign in the parameter estimate corresponds to a positive re-
lationship with the time to repayment.
Coef Std. Error t p-value
Intercept 11.3356 0.1372 82.646 2e-16
nl(Age) -0.2292 0.0741 -3.094 0.001983
nl(Time with bank) 0.1258 0.0645 1.950 0.051214
n. Dependents 0.0172 0.0696 0.247 0.805175
nl(Time current address) -0.2111 0.0636 -3.319 0.000906
nl(Time current job) 0.1407 0.0614 2.291 0.021982
n. Bureaux searches -0.1584 0.0413 -3.838 0.000125
Sex -0.0635 0.1261 -0.504 0.614276
Refinance 0.1299 0.2057 0.632 0.527637
Self employed -0.5293 0.4139 -1.279 0.200940
Married -0.4926 0.1475 -3.340 0.000841
Low risk purpose (repayment) -0.6265 0.2613 -2.397 0.016536
High risk purpose (repayment) 0.4424 0.1278 3.462 0.000539
to classification scorecards. It appears as though the flat-maximum effect is a phe-
nomenon that also affects survival scorecards and not just classification scorecards.
Therefore, the models using a linear predictor such as linear Buckley-James method
and Cox regression perform competitively with more advanced methods. However,
one reason that BJARS slightly outperformed the other models could be that there
were some slight nonlinear relationships between the variables. If the relationships
contained stronger nonlinearities, then neural networks might have performed better.
The dangers of overfitting the data is apparent with the two types of neural net-
work models, both of which underperform when compared to other simpler methods.
An indication of why they are underperforming can be seen if we look at the r2u for
the training data. Out of all the models, the two neural networks fit the fitting data
the best yet the holdout poorly. The networks appear to be picking up patterns in the
training data, overfitting to patterns that are peculiar to the training data. Methods
of reducing this problem in neural networks are available, although they are not yet
implemented in R. It is envisaged that this would improve the performance of the
neural network models to at least the levels of the other survival analysis methods.
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As with all predictive models, the quality of the predictions is constrained by the
quality of the data. In this case the term of many of the loans is longer than the
maximum observation period, very little inference can be made about what will occur
after 24 months. Especially with the non-linear methods based on the Buckley-James
regression or Cox’s proportional hazards. If predictions are needed for times greater
than the maximum observation period, one must make some assumption about the
distribution of failure times as is done by Hand & Kelly (2001) who use an exponential
failure time distribution for modelling time to default. Difficulties then arise with
choosing a distribution that correctly matches the distribution of the failure times.
6.7 Conclusion
In this chapter, various survival analysis methods for credit scoring were studied. This
allows us to compare survival and classification systems such as logistic regression. It
also gives a framework to compare survival models. The findings of this chapter are
as follows:
• Survival analysis regression techniques were competitive with logistic regres-
sion for predicting default and early repayment at the 12 month cutoff on this
dataset.
• The BJARS method performed best for predicting time to default and time to
repayment for this dataset. We attribute this to the interactions and nonlineari-
ties present in the data that cannot be accounted for by the linear-based models.
Moreover, the BJARS results are easily interpretable in comparison to the neu-
ral networks. BJARS outperformed the industry standard, Cox regression, for
modelling time to repayment.
• There are only small differences in the predictive power of all the methods. The
methods that were significantly worse were those based on neural networks and
linear regression.
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• Linear regression performs poorly on these data. This shows that it is important
to choose a method that accounts for the censored data present.
• The neural network models performed poorly in general. This may be due to
the networks finding local rather than global minima. It could also be due to
overfitting. More sophisticated neural network packages could be used, but this
is likely to increase the running time of the neural network based models.
Chapter 7
Conclusions and implications
7.1 Introduction
This thesis is the culmination of an Australian Research Council linkage grant in
conjunction with the ANZ Bank and BPN Consulting to study censored regression in a
credit scoring context. This research has both theoretical and practical developments.
The theoretical developments centre around extending the existing techniques for
regression with censored data. In particular, these new developments include creating
new measures of explained variation for censored regression models, creating new
variable selection methods, and incorporating non-linear regression techniques within
the Buckley-James regression framework. The practical developments involve the
application of the new methods to a large-scale database of unsecured personal loans
supplied by the ANZ Bank to estimate the time to repayment and the time to default
of these loans.
This chapter is structured as follows. Section 7.2 presents the main conclusions of
this thesis. Section 7.3 outlines the theoretical implications of this thesis. Section 7.4
details the implications for policy and practice, particularly in a commercial context.
The limitations of the study are presented in Section 7.5 and is followed by suggestions
for further research in Section 7.6.
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7.2 Conclusions
This thesis presents a number of theoretical and experimental advances. Recall that
the research questions posed in Chapter 1 involve investigating censored regression
models and then applying these models to a unique large-scale database. By chapter,
the main conclusions with respect to the research questions are as follows.
In Chapter 2 key concepts of survival analysis were introduced to provide a frame-
work for the advances in Chapters 5 and 6. Important survival analysis concepts and
techniques used within this thesis were explored including the product-limit estimator
which is a non-parametric estimator of the survival curve. Regression techniques were
then explored including the ubiquitous Cox proportional hazards regression and accel-
erated failure time regression models. As implementing a survival regression model
may involve further techniques dependent on the structure of the data, competing
hazards analysis and time-dependent covariates were then presented.
In Chapter 3 the Buckley-James method for regression with censored data was
introduced. The Buckley-James method is an extension of ordinary least squares
regression modified to handle censored data. It is an iterative method containing two
steps, known as the estimation and the renovation steps. In the estimation step the
regression parameters are estimated by the method of least squares. This alternates
with the renovation step, where the censored points are moved to their expected
conditional positions based on the product-limit estimator applied to the residuals. In
simulation studies, the Buckley-James method has been found to perform favourably
compared to other regression methods presented in Chapter 2. In addition, a number
of diagnostic techniques to assist with checking model assumptions were reviewed.
These include added variable plots, Hillis residuals and renovated scatterplots. Note
that Buckley-James regression for censored data forms the foundation for the new
techniques developed in Chapter 5. While the Buckley-James method has performed
favourably in published simulation studies, there are no documented studies on the
performance of the method applied to large, highly-censored datasets. This is explored
further in Chapter 5
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In Chapter 4 the thesis was placed firmly in the industrial context with an inves-
tigation of literature relating to credit scoring. Several classification methods were
presented and compared. Classification techniques are the mainstay of the credit
scoring industry, and many of the most popular techniques were discussed in relation
to their features and predictive accuracy. While there are a number of methods avail-
able to practitioners it appears that logistic regression dominates the industry. Next,
the contemporary literature regarding survival analysis techniques for credit scoring
was examined. Survival analysis methods are growing in acceptance for modelling
time to repayment and time to default in loan portfolios. The majority of research
utilises Cox regression models, but there is a growing body of work on other survival
models based on neural networks. In a number of studies, the survival models per-
formed competitively for predicting default and repayment compared to traditional
classification models.
In Chapter 5 the main theoretical developments of the thesis were developed. Sev-
eral new measures of explained variation based on the classical R2 of linear regression
were developed for the censored case and their properties compared. The uncen-
sored r-squared, r2u, based on Pearson’s correlation coefficient was found to be similar
in properties and interpretation to that of the R2 of ordinary least squares regres-
sion. This new measure of explained variation allows regression models based on the
Buckley-James method to be evaluated for predictive power. Next, variable selection
procedures for the Buckley-James method were developed. These procedures utilise
the variance estimator from Buckley and James’ (1979) original paper to test for
significance when adding or deleting variables. Non-linear extensions of the Buckley-
James method to non-linear predictors were then developed. These new extensions
were created by replacing the estimation step of the Buckley-James algorithm with
other, non-linear, estimators. Although there are a number of non-linear estimators
which could be used, two were used to illustrate the new framework. Buckley-James
Adaptive Regression Splines (BJARS) uses the MARS procedure (Friedman 1991)
and can be seen as a generalisation of the stepwise procedure designed to account for
nonlinearities and interactions. A neural network version was also produced known
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as the Buckley-James neural network(BJNNet) which replaced the estimation step
with a single hidden-layer feed-forward neural network. Simulation results of the new
methods were presented highlighting the improved performance when dealing with
data that contain non-linear relationships. While the linear version of the Buckley-
James method performed better in terms of predictive accuracy for linear designs,
when introducing interactions and non-linear designs the new extensions performed
will. It was noted that the advantage of these techniques in capturing any nonlin-
earities in the data is reduced when high censoring proportions are observed in the
training data. This was shown to be due, in part, to the poor extrapolation properties
of the non-linear methods.
Chapter 6 integrates the theory of Chapters 2, 3, and 5, with the industrial con-
text of Chapter 4. This was achieved by applying the new methods to a large-scale
unsecured personal loans dataset that was obtained from the ANZ bank. This dataset
contained application and performance data for approximately 40,000 accepted per-
sonal loans. The aim of this section of the thesis was to create a framework for fitting
censored regression models to banking data, and to also compare the predictive power
with traditional credit scoring classification techniques such as logistic regression. The
response variables for this study were the time to repayment and time to default of
customers in the unsecured personals loans database. Techniques for preparing the
data for use in survival regression models was explored which involved data cleaning,
segmentation and coarse classing. Data cleaning is important when dealing with real-
life data because any errors or omissions can reduce the practitioner’s ability to to
make meaningful predictive models. Judicious segmentation of the data also allows
us to make better predictive models by creating groups with similar properties. The
method of coarse classing which involves aggregating choices in categorical variables
was used to cluster the choices within a categorical variable. This coarse-classing
procedure was based on the Buckley-James method. After fitting the new Buckley-
James models to the data as well as other standard techniques, a holdout set was
used to compare the predictive power of the models. Results for modelling time to
repayment and time to default were favourable for the BJARS method which was
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found to outperform Cox regression in some situations. Moreover, BJARS was also
shown to be easier to interpret and quicker to run than neural network based models.
These results confirm the findings of the simulation studies of Chapter 5. It was
noted that the neural network based models perform poorly for these data. The poor
performance of the neural networks coupled with the good performance of the linear
Buckley-James method led us to the conclusion that the relationships in the personal
loan data are, for the most part, linear.
7.3 Implications for theory
The theoretical advances in this thesis are primarily in Chapter 5. First, the idea
of creating an measure of explained variation for censored regression was examined.
A measure of R2 based only on the uncensored points was developed. This is good
as a blunt measure of fit for practitioners that has been lacking for the Buckley-
James method. Stepwise techniques based on the variance estimator of Buckley and
James were then developed. The gain from this is the speed, as the Buckley-James
algorithm only needs to be run once for each step, as opposed to a bootstrapping
method which may involve hundreds of replications of the Buckley-James algorithm.
Again, it should assist practitioners in model selection for large models. The majority
of survival analysis regression methods have linear predictors. This thesis presents a
framework for incorporating powerful non-linear predictors such as neural networks
and MARS through the Buckley-James method for regression with censored data.
The regression method used is not restricted to the ones presented in this thesis.
Indeed, if there are any new predictors developed, they can be incorporated easily
into the framework.
7.4 Implications for policy and practice
The policy and practice of credit scoring has evolved over the years as practitioners
battle to find models with a blend of predictive accuracy and interpretability. Survival
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analysis in credit scoring allows one to estimate the timing of significant events. This
thesis brings forward some results that confirm the power of survival models, and in
particular the Buckley-James method, for credit scoring. The linear Buckley-James
method has been shown to perform competitively with the highly popular Cox’s
proportional hazards regression method. As linear models are popular due to their
easy interpretability, this makes the Buckley-James method ideal for use in a credit
scoring situation. If predictive power is needed, then one of the powerful Buckley-
James methods could be used such as BJARS which was found to outperform Cox
regression in certain situations. BJARS has the advantage that one can specify the
level of complexity of the model required.
7.5 Limitations
The limitations of this thesis are largely as a result of the scope of the research
questions and also due to limitations in the developed techniques which must be
taken into account before using them in practice.
The new measure of explained variation, r2u performs well as a measure of fit in
most situations. But Buckley-James regression does not necessarily maximise r2u.
Indeed, discarding the censored points fitting a regression model to the remaining
uncensored points will result in a higher r2u measure than the Buckley-James method
will. As such, r2u should serve as a blunt instrument to measure model fit, and should
be used in conjunction with other diagnostic techniques to determine the adequacy of
a model. Unfortunately, diagnostic techniques for censored regression are still lacking
when compared to their uncensored counterparts.
While the BJARS method performs well in the simulation studies of Chapter 5
and on the personal loan data in Chapter 6, more work needs to be done to confirm
the generality of these results on different sets of data.
As the new regression variants are based on the Buckley-James iterative algo-
rithm, it means they suffer similar limitations. This includes that the method may
not converge on small or highly censored data. Also some bias will be present in
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the intercept term if the censoring distribution has narrow support relative to the
response. All methods based on the Buckley-James method will suffer poor perfor-
mance if the response suffers Type II censoring. As with any statistical analysis, one
must be careful to make sure the method used is for the data and the appropriate
exploratory data analyses must be taken as seen in Chapter 6.
Also, the new regression variants suffer the same limitations as their bases. As
such, a BJNNet model will be difficult to interpret because the underlying neural
network is difficult to interpret. Also, both the neural networks and MARS based
models do not extrapolate consistently and this is exacerbated by the presence of
censoring. It may be that these models are not as useful for loans type data.
Limitations may arise concerning the generality of the empirical results. While
they agree with the simulation results, more research needs to be done to make sure
that they work on other datasets. The ability of researchers to get data is made
difficult by the commercial value of the data and the issues obtaining data from
financial institutions. It is likely that this type of research is being carried out in
banks right now unbeknownst to the wider research community.
7.6 Further research
There are three distinct paths for further research based on the findings of this thesis.
First, the theoretical advances on censored linear regression can be further investi-
gated. This could include exploring the properties of the new methods detailed in
Chapter 5, or extending them to create new techniques. Second, the analysis of Chap-
ter 6 can be extended to solve specific business goals related to credit scoring such as
estimating profit of a portfolio of loans. Third, new areas of applications for censored
regression can be applied in different industries.
7.6.1 Further theoretical research
The findings of this thesis provide a basis for further theoretical research, notably by
further investigating and extending the properties of the new methods of Chapter 5.
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For example, this could involve further investigation into new measures of explained
fit for censored linear regression.
Further work could also be undertaken with regards to variable selection, by util-
ising more advanced variance estimators in the stepwise procedure of Chapter 5.
An alternative approach could involve bootstrapping methods and other data-driven
methods to quantify the importance of each candidate variable.
Additionally, further research into the properties of the BJARS and BJNNet es-
timator could be undertaken. There is also scope for producing Buckley-James type
models based on estimators other than MARS and neural networks. Many of the
data-mining methods developed for non-censored data do not yet have any parallels
in the lifetime data area. The concept of replacing the linear function Xβ with a
possibly non-linear function g(X,θ) in the Buckley-James method could be used to
incorporate a number of different regression methods. MARS was selected as a func-
tional form for the g(X,θ) for this thesis due to the automatic feature selection and
transformation properties which are advantageous for large datasets. Depending on
the focus of the research, other estimators could be used. These could include, but are
not limited to, generalized additive models, robust regression, and partial least squares
regression among others.
7.6.2 Further research into survival methods for credit scor-
ing
Many applications of survival analysis to credit scoring have been to model the time
to repayment or time to default, using proportional hazards or parametric accelerated
life models. The next logical step for researchers to take is to directly estimate
profitability, a technique known as profit scoring. The advantages of building a profit
scoring model are clear, since financial institutions work to optimise decisions that
directly affect their profit. Profit scoring techniques are likely to be similar in spirit to
survival credit scoring, but using profit as the response rather than time to repayment
or default.
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Despite the perceived benefits of profit scoring (in that profits and losses can be
estimated more accurately accurately) it is more difficult than it would first seem,
as profits are influenced by a host of factors. There are many more factors than, for
example, modelling default or early repayment. Some of these factors are difficult, or
even impossible to measure. Factors such as marketing decisions, economic effects,
customer attrition and pricing decisions are just some of the effects that may need to
be considered. Consequently, current classification methods of Section 4.3 to model
default and early repayment are likely to remain in practice for the foreseeable future.
Nonetheless, one simplified method of profit scoring would involve using some of
the survival analysis methods described in Section 4.4. Through survival analysis
methods the likely future income flow for each customer could be determined, along
with likely default or early repayment characteristics. The future cashflows could
then be translated to a present value of the loan. Stepanova (2001) describes how the
profit from each loan can be determined by using a survival curve estimated using Cox
regression. Fees, costs, and economic indicators can be incorporated in the regression
model. The final step in determining overall profitability is to aggregate the loans
held by the bank into a portfolio. By determining the likely future income flow for
each customer, a portfolio of loans can be constructed and the corresponding risk
profile calculated.
A similar notion to directly scoring for profit is the concept of lifetime value(LTV ),
where the observations might not just involve a single loan, but the institutions entire
relationship with a customer involving several products. Lifetime value is a concept
that is suited to survival analysis methods. To illustrate this, the lifetime value,
(LTV ), of a customer can be expressed as
LTV =
T∑
t=1
S(t)v(t) (7.1)
where v(t) is the expected value of the customer at time t. Here, the survival curve
S(t) is estimated through survival analysis. Lifetime value is not only a concept that
applies to banking, but is often used to model consumer behaviour in other industries.
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One example is the telecommunications industry where a company might model the
value of mobile phone customers (Mani et al. 1999). This type of modelling is becom-
ing more important due to the amount of information being held by companies and
the advances in computing power allowing it vast data warehouses to be analysed.
Recall from Chapter 4 that researchers and practitioners have struggled with the
concept of how to handle rejected applicants through reject inference. Roszbach
(2004) uses a modification of the Tobit model (Tobin 1981) to model time to default.
The Tobit model is a special case of linear regression where the censoring is of the
form Zi = max (Yi, 0). The model is of the form yi = α+βxi+εi, where ε ∼ N(0, σ2).
The Buckley-James model was found to be competitive with other semi-parametric
estimators in a Tobit situation (Moon 1989). There now exists an opportunity to
use the Buckley-James method to utilise the information from rejected applicants to
build an improved model.
7.6.3 Further research into new applications
The final area for further research suggested by the work of this thesis is to find new
areas in which survival analysis techniques can be applied. The data mining methods
developed in this thesis could be applied to traditional biomedical or engineering
problems. Auctions, such as those found in the real estate and art industries could
be investigated. Here, left-censoring occurs when an item is passed-in at auction
and the true market price of the item is unknown. More complex models could be
developed in the credit scoring area, and extending the survival analysis techniques
to other time-to-event data in industry. For example, the time to recover money from
defaulted loans given the different actions taken by the bank (demand letter, followup
by telephone call, or other). Survival analysis does not necessarily have to be used
in a medical context; it is applicable where ever censored data are found. There are
numerous contexts from finance, to economics, to marketing. Labour economics, such
as modelling bouts of unemployment is one area (Kiefer 1988). Marketing, such as
the time taken to purchase a certain item, is another.
Appendix A
Program Listings
This appendix contains program listings used in the thesis. Section A.1 contains a
SAS macro the performs the Buckley-James method. The code in Section A.1 is an
R program to perform the BJARS algorithm described in Section 5.6. Section A.3 is
another R-program that performs the stepwise Buckley-James method as described
in Section 5.3. Details of each of the listings is as follows:
Macro Name: %bj
Language: SAS
Requires: SAS/IML
Description: This program performs the univariate Buckley-James method via a
SAS macro. With minor modifications to the passing of arguments it can be used in
a multivariate setting
Usage: %bj(data=dataset)
Arguments: The dataset must contain three variables, x, y, and delta
Returns: The macro prints out the number of iterations taken, the parameter esti-
mates, the weights matrix, the renovated responses, and the hat matrix.
Program Name: bjars
Language: R
Requires: The mda and survival libraries.
Description: This program performs the Buckley-James Adaptive Regression Splines
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algorithm
Usage: bjars(x, y, dlt , trc=F)
Arguments: x is a matrix or dataframe containing the explanatory variables. y is
a vector containing the response. dlt is a vector containing the censoring indicators.
A censoring indicator of 0 indicates that the observation in the same position of y is
censored trc is a boolean argument to indicate whether details of the fitting process
is output.
Returns: A list containing the following: model is an object of class mars (see
?mars in R help for more details), stats is a vector containing information on the
final fit, y.imputed is a vector containing the renovated responses, and y.orig is a
vector containing the original responses
Program Name: bjstep
Language: R
Requires: The survival, Design and Hmisc libraries.
Description: This program performs stepwise Buckley-James method
Usage: bjstep(full.model, steptype=both ”, thresh =0.1, max.steps=100, trace=F)”
Arguments: full.model is an object of class bj containing all candidate explana-
tory variables. steptype can be “forward”, “back”, or “both” depending on the
type of stepwise regression required. thresh corresponds to the threshold p-value for
addition and deletion of variables. max.steps is the maximum number of steps the
algorithm will take. trace is a boolean argument to indicate whether details of the
fitting process is output.
Returns: An object of class bj, corresponding to the found model found by the
stepwise procedure
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A.1 Buckley-James program (SAS)
1 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
2 ∗ Program Name : bj . sa s
3 ∗ Purpose : Performs the Buckley−James method
4 ∗ Produces Datasets :
5 ∗ Created : July 12 , 2004
6 ∗ Last Modif ied : July 2 , 2006
7 ∗ Author : Sam Glasson
8 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
9
10 ∗ Create a t e s t datase t
11 data bj . b j t e s t ;
12 input x y de l t a ;
13 cards ;
14 1 11 0
15 2 11 1
16 3 16 1
17 4 12 0
18 5 13 1
19 6 18 1
20 7 14 0
21 8 19 0
22 9 21 1
23 10 12 0
24 ;
25 run ;
26
27 %macro bj ( data= l a s t ) ;
28
29 proc iml ;
30
31 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
32 ∗ Module f o r c a l c u l a t i o n o f the Product−l im i t e s t imator
33 ∗ Input : time = sor t ed vec to r o f event t imes ( column vecto r )
34 ∗ s t a tu s = vecto r o f censor i n d i c a t o r s ( column vecto r )
35 ∗ Output : r e s = n∗2 matrix . Column 1= FHat . Column 2= SHat
36 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
37 s t a r t p l e ( time , s t a tu s ) ;
38 n=nrow ( time ) ;
39 na l i v e=n ;
40 n f a i l =0;
41 r e d i s t=1/n ;
42
43 ∗ I n i t i a l i s e fha t and shat ;
44 f ha t=j ( na l ive , 1 , 0 ) ;
45 shat=j ( na l ive , 1 , 0 ) ;
165
46
47 ∗Calcu la te the f ha t s ;
48 do i =1 to n−1;
49 na l i v e=na l ive −1;
50 i f s t a tu s [ i ]=0 then do ;
51 r e d i s t=r e d i s t+r e d i s t / na l i v e ;
52 end ;
53 e l s e do ;
54 f ha t [ i ]= r e d i s t ;
55 end ;
56 end ;
57
58 f ha t [ n]= r e d i s t ;
59
60 ∗Calcu la te the shats , tak ing in to account t i e s ;
61 do j = 1 to n−1;
62 k=0;
63 do whi le ( s t a tu s [ j+k+1]=1 & time [ j+k+1]=time [ j ] ) ;
64 k=k+1;
65 end ;
66 do l =0 to k ;
67 i f j =1 then shat [ l+1]=1− f ha t [ 1 ] ∗ ( k+1);
68 e l s e shat [ j+l ]= shat [ j−1]− fha t [ j ] ∗ ( k+1);
69 end ;
70 j=j+k ;
71 end ;
72 shat [ n ]=0;
73 r e s=fhat | | shat ;
74 re turn ( r e s ) ;
75 f i n i s h ;
76 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
77 ∗ Module f o r c a l c u l a t i o n o f the Weights matrix
78 ∗ Input : time = sor t ed vec to r o f event t imes ( column vecto r )
79 ∗ s t a tu s = vecto r o f censor i n d i c a t o r s ( column vecto r )
80 ∗ Output : r e s = n∗n weights matrix .
81 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
82 s t a r t weight ( time , s t a tu s ) ;
83 p l e s t=p l e ( time , s t a tu s ) ;
84 w=diag ( s t a tu s ) ;
85 n=nrow ( s t a tu s ) ;
86 w[ n , n ]=1;
87 do i =1 to n ;
88 i f w[ i , i ]=0 then do j=( i +1) to n ;
89 i f w[ j , j ]=1 then w[ i , j ]= p l e s t [ j , 1 ] / p l e s t [ i , 2 ] ;
90 end ;
91 end ;
92 re turn (w) ;
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93 f i n i s h ;
94 ∗End weights matrix ;
95 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
96 ∗ Main Buckley−James c a l c u l a t i o n s
97 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
98 ∗ I n i t i a l i s e ;
99 eps=1e−06;
100 i termax=100;
101 norm=1;
102 i t e r =1;
103
104 ∗ Import data from b j t e s t ;
105 use &data ;
106 read a l l var{x y de l t a } i n t o c ;
107 n=nrow ( c ) ;
108 ∗Extract r e l e van t matr i ce s ;
109 x=j (n , 1 ) | | c [ , 1 ] ;
110 y=c [ , 2 ] ;
111 de l t a=c [ , 3 ] ;
112 order =(1:n ) ‘ ;
113 ∗ I n i t i a l e s t imate ;
114 b=inv (x ‘∗ x )∗x ‘∗ y ;
115
116 ∗Calcu la te r e s i d u a l s ;
117 yhat=x∗b ;
118 r e s i d = y−yhat ;
119
120 ∗Main loop to s t a r t here ;
121 do un t i l ( i t e r>=itermax | norm<eps ) ;
122 ∗Sort accord ing to r e s i d u a l s and censo r ing ;
123 xtmp=x ;
124 ytmp=y ;
125 dlttmp=de l t a ;
126 ordrtmp=order ;
127 s r t r e s i d=re s id−de l t a ∗1E−6;
128 x [ rank ( s r t r e s i d [ , 1 ] ) , ]= xtmp ;
129 y [ rank ( s r t r e s i d [ , 1 ] ) , ]= ytmp ;
130 de l t a [ rank ( s r t r e s i d [ , 1 ] ) , ]= dlttmp ;
131 order [ rank ( s r t r e s i d [ , 1 ] ) , ]= ordrtmp ;
132
133 ∗ pr in t c ;
134 ∗Calcu la te weight matrix ;
135 w=weight ( r e s id , d e l t a ) ;
136 ∗Construct renovated va lue s ;
137 ys ta r=x∗b [ , i t e r ]+w∗ r e s i d ;
138 ∗Construct next s l ope ;
139 newb=inv (x ‘∗ x )∗x ‘∗ ys ta r ;
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140 b=b | | newb ;
141 yhat=x∗newb ;
142 ∗Calcu la te newest r e s i d u a l s ;
143 r e s i d=y−yhat ;
144
145
146 ∗Norm between b and bold ;
147 d i f f=b [ , i t e r +1]−b [ , i t e r ] ;
148 norm=ssq ( d i f f ) ;
149
150
151 i t e r=i t e r +1;
152 ∗Loop ends here ;
153 end ;
154 ∗Detect and dea l with c y c l e s ;
155 cy c l e =0;
156 i f i t e r>=itermax then do ;
157 pr in t , , ”No convergence ” , ;
158 bmax=b [ , i t e r ] ;
159 do i =1 to i t e r ;
160 i f s sq (bmax−b [ , i ] ) <0 .001 then do ;
161 cy c l e=i t e r−i ;
162 end ;
163 end ;
164 i f cyc l e >0 then do ;
165 pr in t , , ” Cycle found n= ” cyc le , ;
166 bcyc l e=b [ , ( i t e r−cy c l e ) : i t e r ] ;
167 b f i n a l=bcyc l e [ , : ] ;
168 end ;
169 end ;
170 e l s e do ;
171 b f i n a l=b [ , i t e r ] ;
172 end ;
173
174 pr in t i t e r ;
175 pr in t b f i n a l ;
176 pr in t w;
177 pr in t y s ta r ;
178 ∗Hat Matrix ;
179 h=x∗ inv (x ‘∗w∗x )∗x ‘∗w;
180 pr in t h ;
181 show memory ;
182 qu i t ;
183 %mend bj ;
184
185 %bj ( data=bj . b j t e s t )
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A.2 BJARS/BJNNet Program (R)
Requires the survival, and mda packages to be loaded prior to use.
1 bjars<−f unc t i on (x , y , d l t , t r c=F){
2 i f ( .R. && ! ex i s t sFunc t i on (” s u r v f i t .km”) )
3 s u r v f i t .km <− getFromNamespace (” s u r v f i t .km” , ” s u r v i v a l ”)
4 s t a tu s <− d l t
5 yy <− y
6 i t e r .max <− 1000
7 eps <− 0.0001
8 t r a c e <− t r c
9 t o l <− 1e−07
10 max . cy c l e <− 30
11 i f ( l ength ( i t e r .max) == 0)
12 i t e r .max <− 20
13 i f ( l ength ( eps ) == 0)
14 eps <− 0.001
15 i f ( l ength ( t r a c e ) == 0)
16 t r a c e <− FALSE
17 i f ( l ength ( t o l ) == 0)
18 t o l <− 1e−07
19 i f ( l ength (max . cy c l e ) == 0)
20 max . cy c l e <− 30
21 x <− as . matrix (x )
22 i f ( a l l ( x [ , 1 ] == 1) )
23 x <− x [ , −1 , drop = FALSE]
24 d <− dim(x )
25 nvar <− d [ 2 ]
26 i f ( l ength ( nvar ) == 0)
27 nvar <− 0
28 N <− l ength ( yy )
29 i f ( nvar > 0) {
30 xm <− x
31 }
32 e l s e xm <− 0
33 t imeor i g <− yy
34 order . o r i g <− 1:N
35 dummystrat <− f a c t o r ( rep ( 1 , N) )
36 mmodel <− NULL
37 betamatr ix <− NULL
38 s s e <− 0
39 n <− 0
40 nonconv <− FALSE
41 repeat {
42 oldmodel <− mmodel
43 o l d s s e <− s s e
44 i f ( nvar == 0)
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45 ypred <− 0
46 e l s e {
47 #mmodel<−lm( yy˜xm)
48 mmodel <− mars (xm, yy , degree=2)
49 ypred <− mmodel$f itted
50 cat (”R−squared − ” , cor ( ypred [ s t a tu s ==1] ,
51 t imeor i g [ s t a tu s ==1])ˆ2 ,”\n”)
52 cat (” s s e (u ) − ” ,
53 sum( ypred [ s t a tu s ==1] − t imeor i g [ s t a tu s ==1])ˆ2)
54 }
55 alphahat <− mean( yy − ypred )
56 s s e <− sum( ( yy − ypred )ˆ2)
57 r a z l i k a <− o l d s s e / s s e
58 i f ( t r a c e )
59 cat (” i t e r a t i o n = ” , n , ” s s e r a t i o = ” ,
60 format ( r a z l i k a ) , ”\n”)
61 n <− n + 1
62
63 ehat <− t imeor i g − ypred
64 i f ( ! nonconv ) {
65 i f ( abs ( r a z l i k a − 1) <= eps )
66 break
67 e l s e i f ( n > i t e r .max) {
68 c y c l e s s e <− NULL
69 cy c l ep e r i od <− 0
70 nonconv <− TRUE
71 f i r s t s s e <− s s e
72 }
73 }
74 e l s e {
75 c y c l e s s e <− c ( cy c l e s s e , s s e )
76 cy c l e p e r i od <− cy c l ep e r i od + 1
77 i f ( any ( abs ( f i r s t s s e − c y c l e s s e ) < 1 e−07)) {
78 cat (”\ nCycle per iod = ” , cyc l epe r i od , ” \ n”)
79 break
80 }
81 e l s e i f ( c y c l e p e r i od >= max . cy c l e )
82 break
83 }
84 s t a t e <− s t a tu s
85 s t a t e [ ehat == max( ehat )] <− 1
86 S <− s t r u c tu r e ( cbind ( ehat , s t a t e ) , c l a s s = ”Surv ” ,
87 type = ” r i gh t ”)
88 KM. ehat <− s u r v f i t .km(dummystrat , S , conf . type = ”none ” ,
89 se . f i t = FALSE)
90 n . r i s k <−KM. ehat$n . r i s k
91 surv <−KM. ehat$surv
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92 r epea t s <− c ( d i f f (−n . r i s k ) , n . r i s k [ l ength (n . r i s k ) ] )
93 surv <− rep ( surv , r epea t s )
94 w <− − d i f f ( c ( 1 , surv ) )
95 m <− order ( ehat , − s t a tu s )
96 bla <− cumsum( (w ∗ ehat [m] ) )
97 bla <− ( b la [ l ength ( b la ) ] − bla )/ ( surv + s t a t e [m] )
98 bl <− bla
99 bl [ ( 1 :N) [m]] <− bla
100 yhat <− i f ( nvar == 0)
101 bl
102 e l s e ypred + bl
103 yy [ s t a t e == 0] <− yhat [ s t a t e == 0]
104 }
105 n <− n − 1
106 i f ( nonconv ) {
107 i f ( c y c l e p e r i od < max . cy c l e ) {
108 cat (”\nNo convergence in ” , n ,
109 ” steps , but cy c l e found\n”)
110 re turn ( l i s t ( f a i l = TRUE) )
111 }
112 e l s e {
113 cat (”\nNo convergence in ” , n , ” s t ep s \n”)
114 re turn ( l i s t ( f a i l = TRUE) )
115 }
116 }
117 f <− l i s t ( f a i l = FALSE, i t e r = n)
118
119 f$model<−mmodel
120 ehat . u <− ehat [ s t a tu s == 1]
121 r2<−cor ( t imeor ig , mmodel$f itted )ˆ2
122 ed f <− sum( s t a tu s ) − nvar − 1
123 sigma <− sq r t (sum( ( ehat . u − mean( ehat . u ) )ˆ2 )/ ed f )
124
125 s t a t s <− c (N, sum( s t a tu s ) , nvar , edf , sigma )
126 names ( s t a t s ) <− c (”Obs ” , ” Events ” , ” d . f . ” , ” e r r o r d . f . ” ,
127 ”sigma ”)
128 f $ s t a t s <− s t a t s
129 i f ( any ( s t a tu s == 0))
130 yy <− s t r u c tu r e ( yy , c l a s s = ” impute ” ,
131 imputed = (1 :N) [ s t a tu s == 0])
132 f$y . imputed <− yy
133 f$y . or ig<−t imeor i g
134 f
135 }
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A.3 Stepwise Regression (R)
1 #Stepwise BJ func t i on
2 bjstep<−f unc t i on
3 ( f u l l . model , s teptype=”both ” , thre sh =0.1 ,max . s t ep s =100 , t r a c e=F) {
4
5 #Function to perform the forward step
6 addbj<−f unc t i on ( reduced . model , f u l l . model , addwald=0.1){
7 nterms<−0
8 i f ( ! i s . nu l l ( reduced . model ) ) p r i n t ( formula ( reduced . model ) )
9 scope<−l a b e l s ( terms ( formula ( f u l l . model ) ) )
10 i f ( ! i s . nu l l ( reduced . model ) ){
11 reduced . scope<−l a b e l s ( terms ( formula ( reduced . model ) ) )
12 nterms<−l ength ( reduced . scope )
13 scope<−scope [−match ( reduced . scope , scope ) ]
14 }
15
16 lowwald<−1
17 best . model<−NULL
18 f o r ( i in 1 : l ength ( scope ) ){
19 i f ( i s . nu l l ( reduced . model ) ){
20 b j t s t<−update ( f u l l . model , formula=paste ( ” . ˜ ” ,
21 scope [ i ] ) , eva luate=TRUE)
22 } e l s e {
23 b j t s t<−update ( reduced . model , formula=paste ( ” . ˜ .+” ,
24 scope [ i ] ) , eva luate=TRUE)
25 }
26 wald<−anova ( b j t s t ) [ nterms+1 ,3]
27 i f ( wald<min( addwald , lowwald ) ){
28 best . model<−b j t s t
29 lowwald<−wald
30 }
31 }
32 i f ( i s . nu l l ( reduced . model)&&i s . nu l l ( bes t . model ) ) bes t . model<−0
33
34 best . model
35 } #addbj
36
37 #Function to perform the backward e l im ina t i on step
38 dropbj<−f unc t i on ( f u l l . model , dropwald=0.1){
39 wald<−anova ( f u l l . model )
40 wald<−wald[−nrow (wald ) , ]
41 i f ( ! i s . nu l l ( dim(wald ) ) ) dropcand<−l a b e l s ( which .max(wald [ , 3 ] ) )
42
43 best . model<−NULL
44 i f ( i s . nu l l ( dim(wald ) ) ){
45 i f ( wald [3]> dropwald ) best . model<−0
172
46 } e l s e {
47 i f ( wald [ dropcand ,3]> dropwald ){
48 best . model<−update ( f u l l . model , formula=paste (” . ˜ . −” ,
49 dropcand ) , eva luate=TRUE)
50 }
51 }
52 best . model
53 } #dropbj
54
55
56 #bj s t ep i n i t i a l i s a t i o n nstep<−0 completed<−F forward<−back<−F
57
58 i f ( s teptype==”forward ” ) forward<−T e l s e i f ( s teptype==”back ”)
59 back<−T e l s e i f ( s teptype== ”both ”){
60 forward<−T
61 back<−T
62 }
63
64 reduced . model<− f u l l . model i f ( forward ) reduced . model<−NULL
65
66 #Stepwise loop whi l e ( nstep<max . s t ep s && completed==F){
67 i f ( forward ){
68 t e s t . model<−addbj ( reduced . model , f u l l . model , addwald=thresh )
69 i f ( i s . nu l l ( t e s t . model ) ){
70 completed<−T
71 } e l s e i f ( i s . numeric ( t e s t . model ) ){
72 nstep<−nstep+1
73 completed<−T
74 }
75 e l s e i f ( l ength ( l a b e l s ( terms ( formula ( t e s t . model ))))==
76 l ength ( l a b e l s ( terms ( formula ( f u l l . model ) ) ) ) ) {
77 nstep<−nstep+1
78 completed<−T
79 reduced . model<−t e s t . model
80 }
81 e l s e {
82 nstep<−nstep+1
83 reduced . model<−t e s t . model
84 }
85
86 }
87
88 i f ( back && ! completed ){
89 t e s t . model<−dropbj ( reduced . model , dropwald=thresh )
90 nstep<−nstep+1
91 i f ( i s . nu l l ( t e s t . model ) ){
92 i f ( ! forward ) completed<−T
173
93 } e l s e i f ( i s . numeric ( t e s t . model ) ) {
94 nstep<−nstep+1
95 completed<−T
96 }
97 e l s e {
98 nstep<−nstep+1
99 reduced . model<−t e s t . model
100 }
101 }
102 }
103
104 reduced . model } # bj s t ep
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