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The continued fraction convergents to a random real number are shown to 
approximate that number with a limiting probability distribution that had been 
conjectured by H. W. Lenstra. 0 1984 Academic Prcas, Inc. 
One of the best methods known for factoring large numbers is based on 
the continued fraction approximations to a quadratic irrationality a. The 
details of this factoring procedure are not of concern here, but the general 
idea is to work with the quantities 
-%I = @?I + \/;i>/un 
that arise in the continued fraction for fi; if U, consists entirely of small 
prime factors, it is possible to obtain information that is helpful in 
discovering factors of d. Therefore it is of interest to know something about 
the expected size of the numbers v,. It is well known that 0 < u, < 2@, but 
the distribution is not uniform in that range. 
In this paper we study this problem in the more general setting of 
continued fractions, based on an idea communicated to the author by H. W. 
Lenstra, Jr.: If p,/q, is the n th convergent to a real number x, we shall study 
the distribution of the quantity 
en(x) = 4n IA - %A 
which is well known to lie between 0 and 1. It turns out that when n is large 
the density function for e,(x) as x varies is approximately equal to 
l(e) = min(1, 8-r - l)/ln 2, 
in agreement with a conjecture that Lenstra had made when he posed the 
problem. 
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To see why B,(x) is related to the size of U, in the factoring procedure, we 
can use the fact that o,+ I = Ipi - dqf 1; see, for example, [5]. Therefore 
V tl+1 =4.lPn-d&nl ($+fi) 
=4nlPn-dhnl(2\/;j+q-$)) 
and we have plausible grounds for assuming that v,, 1/(2@) has the 
density l(0). 
Of course, the stated result does not constitute a rigorous proof that the 
numbers v, will have any particular distribution, since the set of quadratic 
irrationalities has measure zero. The analysis of quadratic irrationalities 
appears to be quite formidable, and it may never be possible to obtain 
precise estimates about the behavior of continued fraction factoring. At the 
present time we must apparently be content with heuristic arguments that are 
valid only when we take the average over all real numbers. 
1. PRELIMINARIES 
If x any irrational number between 0 and 1, we define its continued 
fraction x =/al, a*, . ../ by the formulas 
x0 = x; 
~/xn=%+l+xn+l~ where a,,, = [l/x,J. 
Thus 0 ( x, ( 1 for all n, and the “partial quotients” a, are positive integers. 
The nth “convergent” is 
pn/qn = la, 9 ...9 a,/, 
where the continued fraction /a,, . . . . a,/ is defined to be 0 if n = 0, otherwise 
it is defined recursively by the formula 
/a 1, .. . . a,/ = 
1 
a, + /a2, .. . . a,/’ 
The continuant polynomials Q,(z,, . . . . z,) are defined by the relations 
Q.+,(z,, --,z,+J = Q,+,<z,, ---v z,+Azn+z + 
P. = Q,-,(a,, . . . . a,), a, = Q,@, , . . . . a,>. 
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The quantity of interest to us can be expressed as 
en(x) = 4n I P, - WI = x,l + ; _ ,q ; 
n1 n 
this formula follows from the well-known identity 
P”-14n -Pn(ln-1 = C-1)” 
together with the relation 
x=/u, )...) a,-,,a,+x,/= Pn +Pn-IXn 
4n + qn-*TI 
Since 0 < 0,(x) < 1, it is clear that pn/qn is an excellent approximation to x. 
Let f,(y) be the density function for x,. Thus, f,(y) dy is the probability 
that x, lies between y and y + dy, so it is the sum of the quantity 
Pn+Pn-*(Y+Q) P”+Pn-lY dY + WY7 
qn+Ll(Y+~Y)- qn+qn-lY = k+4n-lY)* 
over all n-tuples (a,, . . . . a,) of positive integers, if we assume that x = x0 is 
uniformly distributed. Paul Levy [6] proved that f,(y) converges rapidly to 
l/((l + y) In 2) as n + co, and sharp estimates of the asymptotic behavior of 
f,(y) have been obtained more recently by Eduard Wirsing [7] and K. I. 
Babenko [I]. Consequently we have 
5’ 1 
(a,,%“, (4n + qn- 1 Y)’ 
=c+ O(A”), 
1 + Y  
where c = l/in 2, 1= 0.3037, and the sum is over all n-tuples (a,, u2, . . . . a,) 
of partial quotients. 
2. A METRIC LEMMA 
The main result we shall need is the formula 
c -++o(~“), 
4n-1<zq. n 
where c = l/in 2, w  = (6 - 1)/2 z 0.61803, and the sum is over all n-tuples 
(a 1, *a*, a,) of partial quotients such that the corresponding convergent 
denominators satisfy the relation qnP1 < zq,, where 0 < z < 1. 
To prove this lemma, let m be less than n, and consider the sum of q;* 
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over all (a,, . . . . a,) such that qnvl/qn lies between lb,, . . . . b,/ and 
7 
m, . . . . b,, l/, for some given integers (b,, . . . . b,). Since qn- */q,, = 
a ,,, . . . . a,/, this is the sum of 4;’ over all (a,, . . . . a,) such that a, = b,, 
a,-, = b,-l,...,a,+,,+, = b,. Furthermore we have q, = qnPm cjm + 
qnern-, J?,,,, where Is,/q* =/b, , . . . . b,/, because of Euler’s formula 
Qn(al, -..v a,) = Qn-,,&, ..a, an-m) Q&n-,,,+I, . . . . a,) 
+ Qn-m-da,, . . . . an--m--l) Qm-,(an-m+2, --,a,)- 
Therefore the sum of q;* in the stated range is 
c 1 c +. A”-” 
(a I,..., a,_,) (qn-m4m + 4.-m-1 &)’ = an& +l%J ( 1 -T’ 
But 
1 
&,(an +m 
= I/b,, . . . . b&/b,, . . . . b,, l/l 
is just the size of the interval containing the values of q,- , /qn over which we 
were summing. This is what we want, since our goal is to establish that the 
sum for qnP1/qn lying in any interval is approximately c times the size of 
that interval. 
To complete the proof, we observe that the sum for 0 < qn-,/q, < z is the 
sum over all intervals strictly less than z that are defined by (b,, . . . . b,) as in 
the preceding paragraph, plus a correction term depending on the interval 
containing z. The latter correction is bounded by the size of the interval, 
which is 0(1/&J. The sum of the error term O(A”-“/qk), taken over all 
@ i, . . . . b,), is O(A’-*). Therefore the entire sum is cz + 0( l/&) + O(An-m); 
and the error is O(w”) if we choose m = [n/2], since Qrn > I,u-~ and L < w2. 
3. A METRIC THEOREM 
Let l,(8) de be the probability that the quantity f?,(x) defined in Section 1 
lies between 19 and 6 + &? We shall prove that 
l,(e)= cmin(1, e-1 - 1) + O($). 
This is almost an immediate consequence of the lemma proved above, 
once we set the problem up correctly. If Pn and qn are given, the probability 
that x lies between pn/qn + (-1)” O/q: and pn/qn + (-l)“(e + dO)/q: is, of 
course, de/q:. A sequence (a,, . . . . a,) of partial quotients leads to a value of 
pn and qn that can occur with e,(x) = B if and only if the number x, defined 
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in the formula 8 = l/(x;’ + qn- 1/qn) lies between 0 and 1, i.e., if and only if 
qn- 1/q, Q t9- ’ - 1. Therefore l,(e) is the step function C l/q: summed over 
all (a,, . . . . a,) such that qn- I/q, < 0-i - 1. If 0 < i, this is the sum over all 
(a i, . . . . a,), so it equals f,(O) = c + O(A”). If 8 > f , our lemma proves that 
the sum is c(B-’ - 1) + O(w”). 
4. CONCLUDING REMARKS 
It is interesting to consider the initial distribution f,(x) = c/( 1 + x) as an 
alternative to the uniform distribution. Then f,(x) =fO(x) for all x, and we 
can show that l,(e) = I(B) + O(#“), using the relation 
\.’ 1 
4”-&GY qn(qn +A) 
= y + o(p). 
This estimate is sharp, since an error of order w*” occurs when y is near w. 
Harry Kesten [4] has studied a related problem: Let 
be a measure of the error in approximations to x by fractions whose 
numerator and denominator are at most A? It is well known that 
@N(X) = N I P, - q,x I? 
where qn<N<qn+l in the sequence of complete quotients (ql, ql, . ..) in the 
continued fraction for x; hence O,(x) = (N/q,,) f?,(x), where q,, is a function 
of N and x. We have proved that B,(x) approaches a limiting distribution 
independent of x, as n -+ co ; but it does not follow that 8, has the same 
limiting distribution multiplied by the “average” value of N/q,. Indeed, the 
inequality O,(x) < q,,+ ,/(q”x; 1 + qn- ,) < 1 proves that when B,,(x) is 
near 1, the quantity N/q, cannot be very large. Kesten adapted an interesting 
elementary construction of Friedman and Niven [ 31 to prove that the density 
function of 0, approaches the limiting value L(B) as ZV-+ co, where 
t 
12/R* for o<eGf; 
L(e) = 
12 I-eln Be 
7--T- ( i-e ) 
for t<e< 1. 
It is interesting to note that both 1(e) and L(B) are uniform when 0 Q l/2. 
When Lenstra posed the problem of analyzing e,(x), he was actually 
interested in the infinite sequence of values (e,(x), e,(x),, e,(x), . ..) 
641/19/3-l 1 
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corresponding to a single x, rather than the distribution of O,(X) for fixed n 
as x varies. This more difficult problem is closer to what actually arises in 
the application to factorization, because a single value of x is used for 
each d. Lenstra’s conjecture has recently been resolved in a strong form by 
W. Bosma, H. Jager, and F. Wiedijk [2], who proved (among other things) 
that 
t”, $ number of 12 <N with e,(x) < 
+ 
for almost all x. 
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