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DEFORMATIONS OF PATH ALGEBRAS OF QUIVERS WITH
RELATIONS
SEVERIN BARMEIER AND ZHENGFANG WANG
Abstract. Let A = kQ/I be the path algebra of any finite quiver Q modulo
any finitely generated ideal of relations I. We develop a method to give a
concrete description of the deformation theory of A via the combinatorics of
reduction systems and give a range of examples and applications to deforma-
tion quantization and to deformations in commutative and noncommutative
algebraic geometry.
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1. Introduction
In this article we develop a method to study the deformation theory of path
algebras of quivers with relations. These algebras naturally appear in various guises
for example in representation theory, commutative and noncommutative algebraic
geometry and mathematical physics. Prime examples would be
(i ) graded commutative algebras such as the polynomial algebra k[x1, . . . , xn]
(ii ) graded associative algebras such as (strong) N -Koszul algebras or universal
enveloping algebras of finite-dimensional Lie algebras
(iii ) finite-dimensional algebras (up to Morita equivalence)
(iv ) endomorphism algebras of tilting bundles on algebraic varieties
(v ) diagram algebras obtained from the structure sheaf of algebraic varieties
restricted to a finite affine open cover
1
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(vi ) noncommutative crepant resolutions of singularities which are endomor-
phism algebras of certain reflexive modules over Cohen–Macaulay rings.
On the one hand, deformations of A can be viewed from a representation-theoretic
viewpoint as deformations of the module category Mod(A) as Abelian category
[79, 80]. On the other hand, deformations of these algebras are also often interesting
from the point of view of mathematical physics, where deformations are one way to
study quantizations. But also “classical” deformations fit into this framework. For
example, a family of (classical) deformations of a projective variety X corresponds
to a family of deformations of the diagram algebra OX |U!, which can be viewed as
the path algebra of a quiver with relations.
Applied to the above list of examples, our methods can be used to study
(i ) deformation quantizations of Poisson structures, in particular on affine n-
space An (see §8)
(ii ) Poincare´–Birkhoff–Witt (PBW) deformations of graded associative algebras
(see §9)
(iii ) associative deformations of finite-dimensional algebras (see §9.1.3)
(iv)–(v) deformations of the Abelian category Qcoh(X) of quasi-coherent sheaves on
any projective variety X (see §§10–11)
(vi ) deformations of (noncommutative resolutions of) singularities (see §11).
The deformation theory of associative algebras was first studied in a series of
papers by Gerstenhaber [51, 52, 53, 54], who showed that first-order deforma-
tions correspond to Hochschild 2-cocycles and up to equivalence deformations are
parametrized by the second Hochschild cohomology HH2(A) with obstructions to
extending infinitesimal deformations lying in HH3(A). Deformations can then be
studied using the Gerstenhaber bracket on the Hochschild complex HomAe(Bar , A)
where Bar is the bar resolution
· · · A⊗k A⊗k A A⊗k A A 0.
In the language of deformation theory via DG Lie algebras (see §6), the Gersten-
haber bracket is a DG Lie bracket on the Hochschild complex and deformations of
the associative multiplication on A are given by Maurer–Cartan elements of this
DG Lie algebra. This description is both powerful and elegant. However, from this
description alone, concrete descriptions of the deformations of A are usually hard to
come by — even in the cases of, say, finite-dimensional algebras or the commutative
polynomial ring k[x1, . . . , xn].
When A can be written as the path algebra kQ/I of a quiver with relations, a
choice of a so-called reduction system (see §3.1) gives rise to a much smaller resolu-
tion P , which can be used in place of the bar resolution to study the deformation
theory of A. We give explicit comparison morphisms between Bar and P (see
§5) so that the deformation theory of A can be studied using an L∞ algebra struc-
ture on Hom(P ,A), obtained from the DG Lie algebra structure on the Hochschild
complex Hom(Bar , A) via homotopy transfer (see §7).
It turns out that the Maurer–Cartan equation for this L∞ algebra can be checked
via an often elementary combinatorial computation. Moreover, one can give a com-
binatorial description of the corresponding star product on AJtK and the associativ-
ity of this star product is a consequence of the homotopy transfer theorem. Indeed,
this description is rather useful in practice, and deformations can often be computed
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by hand. We have given a number of examples to illustrate this and hope the reader
will find these examples both interesting and instructive.
For the rest of this article we shall use the following notations, which we list here
for reference
k a field of characteristic 0
Q a finite quiver, possibly with loops and/or cycles
kQ the associated path algebra
I ⊂ kQ a two-sided ideal of relations
A = kQ/I
E = kQ0 the semi-simple subalgebra
⊗ = ⊗E
A¯ = A/(E · 1A)
R = {(s, fs)} a reduction system satisfying (⋄) for I
S = {s | (s, fs) ∈ R}
S3 overlap ambiguities
Sk higher ambiguities
(P , ∂ ) = (A⊗ kS ⊗A, ∂ ) the projective resolution of A associated to R
(P , ∂ ) = (HomAe(P ,A),HomAe(∂ ,A))
p(Q,R) the L∞ algebra with underlying cochain complex (P , ∂ )
1.1. Quickstart guide. Given A = kQ/I all deformations of A as associative
algebra can be constructed as follows.
• Fix a reduction system R = {(s, fs)} satisfying (⋄) for I (see §3.1).
• Candidates for deformations are maps g ∈ Hom(kS,A) where S = {s |
(s, fs) ∈ R} (see §7.1).
• Given g one can define a combinatorial star product ⋆g (see §7.3), which by
Theorem 7.34 is an associative deformation of the associative product on
A if w ⋆g (w
′ ⋆g w
′′) = (w ⋆g w
′) ⋆g w
′′ where ww′w′′ ∈ S3 is any overlap
ambiguity (see Def. 3.7).
Instead of reading linearly one might start at any of the following examples: the 2×2
matrix algebra (Ex. 9.8), Brauer tree algebras (Ex. 9.16), preprojective algebras of
type A˜n (§9.A), quantization of Poisson structures on A
n (§8), a projective genus
3 curve (Ex. 10.8), noncommutative projective planes (§10.2), toric 1
k
(1, 1) surface
singularities and their resolutions (§11).
2. Quivers, path algebras and quotients
2.1. Quivers. A quiver Q consists of a set Q0 of vertices and a set Q1 of arrows
together with source and target maps s, t : Q1 Q0 assigning to each arrow x ∈ Q1
its source and target vertices s(x) and t(x), respectively. A quiver Q is called finite
if Q0 and Q1 are finite sets.
A path of length n in Q is a sequence p = p1p2 · · · pn of n arrows with t(pi) =
s(pi+1) for 1 ≤ i < n and we sometimes denote the path length of an arbitrary path
by |p|. We denote the set of paths of length n by Qn and Q≥n shall denote the set
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Q
(i )
(ii )
(iii )
x1,..., xn
...
I
(xjxi − xixj)1≤i<j≤n
(xjyi − xiyj)0≤i<j≤2
(a0bj − a1bj−1, bj−1a1 − bja0)0<j≤k−1
x0, x1, x2 y0, y1, y2
a0, a1
b0,..., bk−1
...
Figure 1. Three examples of quivers with relations.
of paths of length ≥ n in Q, i.e. Q≥n =
⋃
i≥nQi. Moreover, to each vertex i ∈ Q0
we associate a trivial path ei of length 0 with s(ei) = i = t(ei). For p = p1p2 · · · pn,
we call s(p1) the source of p, denoted by s(p), and call t(pn) the target of p, denoted
by t(p). The paths pk · · · pl for 1 ≤ k ≤ l ≤ n are called subpaths of p.
An arrow x with s(x) = t(x) is called a loop and a path p of length ≥ 2 with
s(p) = t(p) is called a cycle. A finite quiver Q is called acyclic if it contains no loops
or cycles in which case Qn = ∅ for n≫ 0.
The path algebra kQ =
⊕
n≥0 kQn has the set of paths Q =
⋃
n≥0Qn as a k-
basis and the product pq of two paths p and q is defined to be their concatenation
if t(p) = s(q) and zero otherwise. The paths of length 0 are orthogonal idempotents
(i.e. e2i = ei and eiej = 0 for i 6= j) satisfying es(p)p = p = pet(p) for each path p
and their sum
∑
i∈Q0
ei = 1kQ is the identity element of the path algebra kQ.
Two paths p, q are said to be parallel if t(p) = t(q) and s(p) = s(q) and for a
linear combination of paths f =
∑
k λkqk ∈ kQ, we say that p is parallel to f if p is
parallel to qk whenever λk 6= 0.
The subspace E := kQ0 is a subalgebra of kQ and kQ1 is an E-bimodule. The
path algebra kQ is isomorphic to the tensor algebra of kQ1 over E (⊗ := ⊗E)
kQ ≃ TE(kQ1) = E ⊕
⊕
n≥1
(kQ1)
⊗n.
The path algebra kQ can be written as a matrix algebra kQ = (keiQej)ij where
eiQej is the set of paths from i to j and the multiplication is given by matrix
multiplication.
Given a two-sided ideal I ⊂ kQ, the algebra A = kQ/I is called a path algebra
of a quiver with relations.
Three simple examples of quivers with relations are given in Fig. 1, where the
quotient algebras kQ/I are the following
(i ) the polynomial algebra on n variables k[x1, . . . , xn]
(ii ) the endomorphism algebra of the tilting bundle O ⊕O(1)⊕O(2) on P2
(iii ) a noncommutative resolution of the toric 1
k
(1, 1) singularity.
(Deformations of these particular algebras will be described in §8, §10 and §11,
respectively.)
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Throughout this article, all quivers Q are taken to be finite. Note that if Q
is acyclic, then kQ is finite-dimensional, and so is kQ/I for any two-sided ideal
I (e.g. Fig. 1 (ii )). We generally allow the quivers to have loops and cycles, in
which case quotients of their path algebras are finitely generated, but may also be
infinite-dimensional over k (e.g. Fig. 1 (i ) and (iii )).
3. Reduction systems and noncommutative Gro¨bner bases
The notion of a reduction system is central to our description of deformations.
It formalizes the choice of a k-basis for the path algebra A = kQ/I of a quiver
Q with ideal of relations I and deformations of A may then be described in this
basis. For example, given a path s in Q which appears in a relation for I, we have
that s − fs ∈ I for some linear combination of paths fs ∈ kQ and s = fs in A. A
reduction system is a collection of pairs (s, fs), where s will be “reduced” to fs.
The choice of a reduction system will then give a k-vector space basis of A
consisting of “irreducible” paths (see the Diamond Lemma 3.8). The combinatorics
of the reduction system can be used to construct a projective A-bimodule resolution
of A (see §4.2) and to study the deformation theory of A (see §7).
3.1. Reduction systems. Recall that E = kQ0 and denote by E
e = E⊗kE
op the
enveloping algebra of E.
Definition 3.1. A reduction system R for kQ is a set of pairs
R = {(s, fs) | s ∈ S and fs ∈ kQ}
where
(i ) S is a subset of Q≥2 such that s is not a subpath of s
′ when s 6= s′ ∈ S
(ii ) for all s ∈ S, s and fs are parallel and s 6= fs
(iii ) for each (s, fs) ∈ R, fs is irreducible, i.e. each path appearing in fs does
not contain elements in S as a subpath.
Given a two-sided ideal I of kQ, we say that a reduction system R satisfies the
condition (⋄) for I if
(i ) I is equal to the two-sided ideal generated by the set {s− fs}(s,fs)∈R
(ii ) every path is reduction finite and reduction unique (see Definition 3.2 below)
We call a reduction system R finite if the set R is finite.
Let (s, fs) ∈ R and q, r ∈ Q =
⋃
n≥0Qn such that qsr 6= 0 in kQ. A basic
reduction rq,s,r : kQ kQ is defined as the k-linear map uniquely determined by
the following: for any path p′ ∈ Q ,
rq,s,r(p
′) =
{
qfsr if p
′ = qsr
p′ if p′ 6= qsr.
A reduction r is defined as a composition rq1,s1,r1 ◦ rq2,s2,r2 ◦ · · · ◦ rqn,sn,rn of basic
reductions for some n ≥ 1 and each si ∈ S.
A path may contain many subpaths which lie in S and so one may obtain different
elements in kQ after performing different reductions.
Definition 3.2. We say that a path p is reduction finite if for any infinite sequence
of reductions (ri)i∈N there exists n0 ∈ N such that for all n ≥ n0, we have rn ◦
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· · · ◦ r1(p) = rn0 ◦ · · · ◦ r1(p). A path p is reduction unique if moreover for any two
reductions r and r′ such that r(p) and r′(p) are both irreducible, we have r(p) = r′(p).
Note that an element a ∈ kQ is irreducible if and only if r(a) = a for any
reduction r. The combinatorics of reductions is described in §3.2.1.
We will see many examples of reduction systems, but two simple and important
examples are the following.
Examples 3.3. (i ) Monomial algebras. Let A = kQ/(S) where S ⊂ Q≥2
such that s is not a subpath of s′ when s 6= s′ ∈ S. Then A is called a
monomial algebra, and any path in the ideal (S), i.e. any path containing
an element of S as a subpath, is equal to 0 in A. Then R = {(s, 0) | s ∈ S}
is a reduction system satisfying the condition (⋄) for the ideal (S). In this
case, it is clear that the set of irreducible paths forms a k-basis of A.
(ii ) Polynomial algebras. Let Q be the quiver with one vertex and n loops
x1, . . . , xn and let I = (xjxi − xixj)1≤i<j≤n as in Fig. 1 (i ). Then A =
kQ/I ≃ k[x1, . . . , xn] and
R =
{
(xjxi, xixj)
}
1≤i<j≤n
is a reduction system satisfying the condition (⋄) for I. See Fig. 2 for an
example of a “diamond” of reductions with respect to R.
x3x
2
2x1
x2x3x2x1 x3x2x1x2
x22x3x1 x2x3x1x2 x3x1x
2
2
x22x1x3 x2x1x3x2 x1x3x
2
2
x2x1x2x3 x1x2x3x2
x1x
2
2x3
Figure 2. An example of reductions in a reduction system for the
polynomial algebra.
Reductions can be described systematically by defining maps s˜plit∗2 : kQ kQ⊗
kS ⊗ kQ where ∗ ∈ {R,L,∅}, where ∅ denotes no index.1
1In §3.2.1 we will define higher analogues s˜plit∗n of this map, whence the index 2 here. Moreover,
by passing to the quotient A = kQ/I on the first and last factor of the tensor product, we will
define maps split∗n, whence the notation ˜ here.
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Here s˜plit2 is defined as the k-linear map
s˜plit2 : kQ kQ⊗ kS ⊗ kQ
p
∑
qsr=p
s∈S
q ⊗ s⊗ r
(3.4)
i.e. it takes a path p and takes the sum over all possible ways of splitting the path
into a concatenation of three paths p = qsr, where the middle path s is an element
of S. If p contains no subpaths in S (i.e. p is irreducible), then s˜plit2(p) = 0.
Similar to (3.4) we have a k-linear map
(3.5) s˜plitR2 : kQ kQ⊗ kS ⊗ kQ
given by
s˜plitR2 (p) =
{
q ⊗ s⊗ r if p = qsr such that s˜plit2(sr) = 1⊗ s⊗ r
0 if p is irreducible.
In other words, if p is a path and s ∈ S is the right-most subpath of p which lies
in S, then we can write p = qsr and s˜plitR2 (p) = q ⊗ s ⊗ r. (See Fig. 3 for an
illustration.)
∈ kQp
∈S ∈S
∈S
s˜plitR2 (p) ∈ kQ⊗ S ⊗ kQ⊗ ⊗
∈ kQ⊗ S ⊗ kQs˜plitL2 (p) ⊗ ⊗
Figure 3. An illustration of the maps s˜plitL2 and s˜plit
R
2 .
The map s˜plitR2 records the right-most subpath lying in S and can be used to
define the right-most reduction, which is the k-linear map
redf : kQ kQ
given by
redf (p) =
{
qfsr if p is a path such that s˜plit
R
2 (p) = q ⊗ s⊗ r
p if p is an irreducible path
(3.6)
which is simply one way to choose a unique subpath of p lying in S which shall
be reduced. This right-most reduction will be used to define a combinatorial star
product in §7.3.
We will now recall Bergman’s Diamond Lemma [22], which shows that a reduction
system R satisfying (⋄) for an ideal I ⊂ kQ will give rise to a k-basis of A = kQ/I.
Definition 3.7. Let R be a reduction system for kQ. A path pqr ∈ Q≥3 for
p, q, r ∈ Q≥1 is an overlap ambiguity (or simply overlap) of R if pq, qr ∈ S.
We say that an overlap ambiguity pqr with pq = s and qr = s′ is resolvable if
fsr and pfs′ are reduction finite and r(fsr) = r
′(pfs′) for some reductions r, r
′.
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Theorem 3.8 (Diamond Lemma) [22, Thm. 1.2]. Let R be a reduction system for
kQ and let I = (s− fs)(s,fs)∈R ⊂ kQ be the corresponding two-sided ideal. If R is
reduction finite then the following are equivalent
(i ) all overlap ambiguities of R are resolvable
(ii ) R is reduction unique, i.e. R satisfies (⋄) for I
(iii ) the image of the set B of irreducible paths under the projection π : kQ
kQ/I forms a k-basis of kQ/I.
It follows from the Diamond Lemma 3.8 that there exists a unique k-linear map
(3.9) σ : A kQ
which is a section of π, i.e. πσ = idA, and moreover satisfies σπ(p) = p for all paths
p ∈ B. Note that σπ(s) = fs for any (s, fs) ∈ R.
The following result shows that the deformation theory developed in later sections
via reduction systems can be applied to any algebra A = kQ/I and the choice of a
reduction system can be thought of the choice of a basis in which the deformations
can be described explicitly.
Proposition 3.10 (Chouhy–Solotar [39, Prop. 2.7]). If I ⊂ kQ is an ideal, then
there exists a reduction system R satisfying the condition (⋄) for I.
Remark 3.11. In fact, Chouhy–Solotar [39] give a version of Buchberger’s algorithm
for constructing such a reduction system. They also point out, that there may
be other natural choices of reduction systems that cannot be obtained from this
algorithm (see [39, Ex. 2.10.1] for an example).
Lemma 3.12. If R is a reduction system of kQ which satisfies (⋄) for some
ideal I, then R = {(s, fs)} is uniquely determined by S ⊂ Q≥2 together with
f ∈ HomEe(kS,A).
Proof. It follows from the Diamond Lemma 3.8 that π|kB induces an E-bimodule
isomorphism kB ≃ A with inverse σ. Since fs is irreducible, it may equivalently be
given by fs = σf(s) for some f ∈ HomEe(kS,A) ≃ HomEe(kS, kB). 
3.1.1. Reduction systems from noncommutative Gro¨bner bases. In the theory of
noncommutative Gro¨bner bases (also called Gro¨bner–Shirshov bases), an admissible
order ≻ is a total order on Q =
⋃
n≥0Qn such that
(i ) every non-empty subset of Q has a minimal element, and
(ii ) for any elements p, q, r ∈ Q the following conditions hold
• if p ≻ q then pr ≻ qr whenever pr and qr are nonzero
• if p ≻ q then rp ≻ rq whenever rp and rq are nonzero
• and pqr ≻ q whenever pqr is nonzero.
Fix an admissible order ≻ on Q . Let x =
∑
p∈Q αpp be such that αp ∈ k and
almost all αp are zero. Then we define
tip(x) := p if αp 6= 0 and p ≻ q for all q with αq 6= 0.
If X ⊂ kQ then let tip(X) =
{
tip(x) | x ∈ X\{0}
}
.
Furthermore, an element x ∈ kQ is called uniform if it is a linear combination of
parallel paths.
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Definition 3.13. Let I be an ideal of kQ and let ≻ be an admissible order on Q .
The (reduced) noncommutative Gro¨bner basis for I with respect to ≻ is the set G
of uniform elements in I such that
〈tip(I)〉 = 〈tip(G)〉
and such that the coefficient αtip(p) = 1 for any p ∈ G and tip(pi) is not a subpath
of tip(pj) when pi 6= pj ∈ G, where 〈X〉 denotes the two-sided ideal generated by
X .
For any fixed admissible order ≻ the (reduced) noncommutative Gro¨bner basis
is unique (see e.g. [59, Def. 3.2]).
Let {pj}j∈J be a noncommutative Gro¨bner basis for an ideal I ⊂ kQ (with
respect to an order ≻). Then one immediately obtains a reduction system
(3.14) R =
{(
tip(pj), pj − tip(pj)
)}
j∈J
satisfying (⋄) for I.
So every noncommutative Gro¨bner basis gives a reduction system, but conversely
not every reduction system is obtained from a Gro¨bner basis (cf. [39, Ex. 2.10.1]).
Unlike in the commutative case, noncommutative algebras may not admit a finite
Gro¨bner basis. Rather, there exists an algorithm which computes a noncommuta-
tive Gro¨bner basis and terminates if and only if it admits a finite Gro¨bner basis.
However, the property of admitting a finite Gro¨bner basis is undecidable (see e.g.
[25, 87, 88]). That said, noncommutative Gro¨bner bases have been computed for
a growing number of noncommutative algebras — see e.g. [24, 34] for examples
including Weyl algebras, Iwahori–Hecke algebras, quantum groups, Ore extensions,
universal enveloping algebras of finite-dimensional Lie algebras, [101] for preprojec-
tive algebras (see also [29] for noncommutative Gro¨bner bases in the more general
setting of algebras over an operad). All of these can be used to study the deforma-
tion theory via reduction systems as developed in the present article.
A basic example is the Gro¨bner basis for the polynomial algebra.
Example 3.15. Let R = {(xjxi, xixj)}1≤i<j≤n be the reduction system for the
algebra k〈x1, . . . , xn〉/(xjxi − xixj) ≃ k[x1, . . . , xn] as in Examples 3.3 (ii ). (The
corresponding quiver is drawn in Fig. 1 (i ).)
Then R can be given via a Gro¨bner basis as in (3.14) where the Gro¨bner basis
is obtained from the ordering xn ≻ · · · ≻ x1 on the linear monomials, extended
to all monomials using the so-called degree lexicographic ordering, i.e. monomials
are ordered first by degree and monomials of the same degree are ordered by the
lexicographic order on linear monomials. In particular, xjxi ≻ xixj whenever j > i,
so that tip(xjxi − xixj) = xjxi.
3.2. Higher ambiguities. Let Q be a finite quiver. Let S be any subset of Q≥2
such that s is not a subpath of s′ when s 6= s′ ∈ S. We now define n-ambiguities
for n ≥ 1 as a generalization of overlap ambiguities.
Definition 3.16. Let p ∈ Q≥0 be a path. If p = qr for some paths q, r we call q a
proper left subpath of p if p 6= q.
Now let n ≥ 0. A path p ∈ Q is a (left) n-ambiguity if there exist u0 ∈ Q1 and
irreducible paths u1, . . . , un+1 such that
(i ) p = u0 · · ·un+1
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∈S
∈S
∈S
∈S
∈S
u0 u1 u2 u3 u4 u5
v0 v1 v2 v3 v4 v5
Figure 4. A 4-ambiguity of five overlapping elements in S.
(ii ) for all i, uiui+1 is reducible, and uid is irreducible for any proper left subpath
d of ui+1.
The notion of right n-ambiguity may be defined analogously (as p = v0 · · · vn+1
with vn+1 ∈ Q1 and v0, . . . vn irreducible paths satisfying analogous conditions),
but these notions turn out to be equivalent.
The set of n-ambiguities can be visualized as “overlaps” of n + 1 elements in S
(see Fig. 4) where we have also illustrated the paths appearing in the definition of
left or right n-ambiguity. (Note that the overlap of ui and vi is exactly the overlap
of the elements in S.)
Now set
S0 = Q0
S1 = Q1
S2 = S
and let Sn+2 ⊂ Q≥n for n ≥ 0 denote the set of n-ambiguities.
When S ⊂ Q2, then overlaps can have no “gaps” and can be thus be visualized
as
∈S
∈S
∈S
∈S
∈S
so that in this case
Sn =
{
x1 · · ·xn ∈ Qn
∣∣ xi ∈ Q1 for all i and xi−1xi ∈ S}
(cf. [39, Prop. 3.4]).
Remark 3.17. The definition of n-ambiguities was first given in Anick [3] under the
name of “(n+ 1)-chain”, which might create confusion in the context of this paper
since in §4.2 elements of the form a ⊗ p ⊗ b will be (n + 2)-chains in a projective
A-bimodule resolution of A (see Theorem 4.1 and Proposition 4.2).
Although our numbering also does not agree with the degree of the resulting
element in the chain complex, we have that an element in S is a 0-ambiguity and
an overlap ambiguity (Definition 3.7) is a 1-ambiguity.
3.2.1. The combinatorics of reductions. A description of the maps and constructions
involved will be very useful to study particular examples, so we give a self-contained
account here.
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Generalizing (3.4) and (3.5), we shall define three maps s˜plitn, s˜plit
R
n and s˜plit
L
n
on kQ for any n ≥ 1 which we shall denote by s˜plit∗n for ∗ ∈ {∅,R,L} where
s˜plit∗n : kQ kQ⊗ kSn ⊗ kQ
p

q ⊗ w ⊗ r if ∗ = R
q ⊗ w ⊗ r if ∗ = L∑
qwr=p
w∈Sn
q ⊗ w ⊗ r if ∗ = ∅
(3.18)
Here for ∗ = R (resp. ∗ = L) w is the right-most (resp. left-most) subpath of p
which is an element of Sn and for ∗ = ∅ one defines s˜plitn on a path p as the sum
of all the ways to split p into a triple with the middle term being an element in Sn.
In other words, if p = qwr and s˜plitn(wr) = 1⊗ w ⊗ r, then s˜plit
R
n (p) = q ⊗ w ⊗ r.
Similarly, if p = qwr and s˜plitn(qw) = q ⊗ w ⊗ 1, then s˜plit
L
n(p) = q ⊗ w ⊗ r. Note
that s˜plit∗n(p) = 0 if p contains no subpath in Sn, for example if p is irreducible.
(s˜plit2 and s˜plit
R
2 have been defined in (3.4) and (3.5), respectively.)
Define δ˜n : kQ⊗ kSn ⊗ kQ kQ⊗ kSn−1 ⊗ kQ as the kQ-bimodule morphism
determined by
δ˜n(1 ⊗ w ⊗ 1) =
{
s˜plitRn−1(w)− s˜plit
L
n−1(w) if n is odd,
s˜plitn−1(w) if n is even.
In particular, we get δ˜1(1⊗ x⊗ 1) = x⊗ 1− 1⊗ x for x ∈ Q1.
Also let γ˜n : kQ ⊗ kSn−1 ⊗ kQ kQ ⊗ kSn ⊗ kQ be the morphism of left
kQ-modules determined by
γ˜n(1⊗ w ⊗ r) = (−1)
ns˜plitn(wr).
Using the projection π : kQ A and the section σ : A kQ in (3.9), the maps
s˜plit∗n, δ˜n and γ˜n descend to maps
kQ A⊗ kSn ⊗A A⊗ kSn−1 ⊗A
split∗n δn
γn
defined by
split∗n = (π ⊗ id⊗ π) ◦ s˜plit
∗
n ∗ ∈ {∅,R,L}
δn = (π ⊗ id⊗ π) ◦ δ˜n ◦ (σ ⊗ id⊗ σ)
γn = (π ⊗ id⊗ π) ◦ γ˜n ◦ (σ ⊗ id⊗ σ).
Note that δn is an A-bimodule homomorphism and γn is a left A-module homomor-
phism. That is,
δn(a⊗ w ⊗ b) = aδn(1⊗ w ⊗ 1)b
γn(a⊗ w ⊗ b) = aγn(1⊗ w ⊗ b).
We will use the following identities for n ≥ 1 in the proof of Proposition 4.2.
(3.19)
γnγn−1 = 0
γnδnγn = γn.
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These are straight forward to prove using the results in Sko¨ldberg [104]: The first
identity in (3.19) is equivalent to γ˜nγ˜n−1 = 0 and the latter follows since for any
w ∈ Sn−2 and any irreducible path u the path wu never contains elements in Sn
as a subpath. The second identity in (3.19) is equivalent to γ˜nδ˜nγ˜n = γ˜n. By
id = γ˜n−1δ˜n−1 + δ˜nγ˜n we get γ˜nδ˜nγ˜n = γ˜n − γ˜nγ˜n−1δ˜n−1 = γ˜n.
We will make repeated use of the map split1 : kQ A⊗ kQ1 ⊗A. This map is
defined as follows: for p = p1 · · · pm with pi ∈ Q1 we set
split1(p) = 1⊗ p1 ⊗ π(p2 · · · pm) +
∑
1<i<m
π(p1 · · · pi−1)⊗ pi ⊗ π(pi+1 · · · pm)
+ π(p1 · · · pm−1)⊗ pm ⊗ 1(3.20)
and then extend linearly to kQ. Note that split1 satisfies a Leibniz rule
(3.21) split1(pq) = π(p)split1(q) + split1(p)π(q).
4. Projective resolutions
The Hochschild cohomology of an associative algebra A can be calculated from
any projective A-bimodule resolution of A. We recall the definition of the standard
and the normalized bar resolutions (§4.1) and the construction of a resolution for
path algebras of quivers with relations obtained from a reduction system (§4.2).
4.1. Bar resolutions. The bar resolution of an associative k-algebra A is given by
· · · A⊗A⊗n ⊗A · · · A⊗A⊗A A⊗A A 0
where ⊗ = ⊗k.
For A = kQ/I, let E =
⊕
i∈Q0
kei = kQ0 denote the semi-simple subalgebra of
A, where the unit of A is given by 1A =
∑
i ei. Then one can consider the E-relative
normalized bar resolution Bar
· · · A⊗ A¯⊗n ⊗A · · · A⊗ A¯⊗A A⊗A A 0
where now and hereafter ⊗ = ⊗E and A¯ = A/(E · 1A) is the quotient E-bimodule.
We shall refer to Bar simply as “the bar resolution” (cf. Remark 5.13).
The differential dn : Barn Barn−1 is given by
dn(a0 ⊗ a¯1...n ⊗ an+1) = a0a1 ⊗ a¯2...n ⊗ an+1
+
n−1∑
i=1
(−1)ia0 ⊗ a¯1...i−1 ⊗ aiai+1 ⊗ a¯i+2...n ⊗ an+1
+ (−1)na0 ⊗ a¯1...n−1 ⊗ anan+1,
where for i < j we have written a¯i...j to denote a¯i ⊗ · · · ⊗ a¯j ∈ A¯
⊗(j−i+1). It is well
known that Bar is a projective A-bimodule resolution of A (see e.g. [77, Ch. 1]).
4.2. Projective resolutions from reduction systems. For A = kQ/I, a re-
duction system R satisfying (⋄) for I will give rise to a much smaller resolution
that uses the set of n-ambiguities (see §3.2). The resolution is based on the com-
binatorics of the reduction system R = {(s, fs)}, replacing (sub)paths which lie in
S = {s | (s, fs) ∈ R} by linear combinations of irreducible paths. (Under some
conditions this resolution can even be shown to be minimal, see [39, Thm. 8.1].)
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Theorem 4.1 (Chouhy–Solotar [39, §4]). Let A = kQ/I, let R be a reduction
system satisfying (⋄) for I, let Sn = Qn for n = 0, 1 and let Sn+2 for n ≥ 0 denote
the set of n-ambiguities.
(i ) There is a projective A-bimodule resolution P of A
· · ·
∂n+1
Pn
∂n Pn−1
∂n−1
· · ·
∂2 P1
∂1 P0
∂0 A
where Pn = A ⊗ kSn ⊗ A and the augmentation map ∂0 : A ⊗ A A is
given by the multiplication of A.
(ii ) For each n ≥ 0, there is a homomorphism of left A-modules ρn : Pn−1
Pn, where we set P−1 = A, such that for any n ≥ 0
∂nρn + ρn−1∂n−1 = idPn−1 and ρn+1(a⊗ w ⊗ 1) = 0.
for any w ∈ Sn and a ∈ A. Here we set ∂−1 = 0 and ρ−1 = 0.
The actual maps in the resolution P of Theorem 4.1 shall be useful later, so we
give explicit formulae for ∂n and ρn using the maps γn and δn defined in §3.1.
Proposition 4.2. Let A = kQ/I and let R be a reduction system satisfying (⋄) for
I. Then the differential ∂ and the homotopy ρ in Theorem 4.1 can be defined from
∂0(a⊗ b) = ab and ρ0(a) = a⊗ 1
by the following recursive formulae
∂n(a⊗ w ⊗ b) = a
(
(id− ρn−1∂n−1) ◦ δn
)
(1⊗ w ⊗ 1)b a, b ∈ A, w ∈ Sn
ρn = γn +
∑
i≥1
(γnδn − γn∂n)
iγn.
Note that the sum in the formula for ρn is well defined since the terms appearing
in the sum are performing reductions and all elements are by assumption reduction
finite.
Proof. We first claim that the formula for ρn can be rewritten as
ρn = γn +
∑
i≥1
γn(id− ρn−1∂n−1 − ∂nγn)
i.
Indeed, by γnγn−1 = 0 in (3.19) we get that γnρn−1 = 0 and thus
γn(id− ρn−1∂n−1 − ∂nγn)
i = γn(id− ∂nγn)
i
= γn(δnγn − ∂nγn)
i
where the second identity uses γnδnγn = γn in (3.19). This proves the claim.
We now prove that ∂n is a differential, i.e. that ∂n∂n+1 = 0, and ρn is a homotopy,
i.e. ∂nρn + ρn−1∂n−1 = id. The proof proceeds by induction on n. For this, it is
clear that ∂0∂1 = 0 and ∂0ρ0 + ρ−1∂−1 = id, where we set ρ−1 = 0. Assume that
this holds for all i ≤ n− 1. We need to prove it holds for n. For simplicity, we set
Cn := id− ∂nγn − ρn−1∂n−1.
so that ρn = γn +
∑
i≥1 γnC
i
n. Note that ∂n−1Cn = 0 since
∂n−1Cn = ∂n−1 − ∂n−1ρn−1∂n−1 − ∂n−1∂nγn
= ∂n−1 − (id− ρn−2∂n−2)∂n−1
= 0
where by the induction hypothesis we have ∂n−1∂n = 0 = ∂n−2∂n−1.
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Let us prove that (∂nρn + ρn−1∂n−1)(y) = y for any y ∈ P . Since C
i
n(y) =
Cn · · ·Cn(y) = 0 for i≫ 0, there existsm ≥ 1 (depending on y) such that C
m
n (y) = 0
but Cm−1n (y) 6= 0. Note that
(∂nρn + ρn−1∂n−1)(C
m−1
n (y)) = C
m−1
n (y)
since ρn(C
m−1
n (y)) = γn(C
m−1
n (y)) and thus
0 = Cmn (y) = (id− ∂nγn − ρn−1∂n−1)(C
m−1
n (y)) = (id− ∂nρn − ρn−1∂n−1)(C
m−1
n (y)).
More generally, for any 0 ≤ i ≤ m we have
(∂nρn + ρn−1∂n−1)(C
m−i
n (y)) = C
m−i
n (y),
which can be proved by induction on i. Here C0n(y) = y. Assume that the above
identity holds for i− 1 < m. Then we need to prove for i. Thus we have
(∂nρn + ρn−1∂n−1)(C
m−i
n (y))
= (∂nγn +
∑
j≥1
∂nγnC
j
n + ρn−1∂n−1)(C
m−i
n (y))
= − (id− ∂nγn − ρn−1∂n−1)(C
m−i
n (y)) + C
m−i
n (y) +
∑
j≥1
∂nγnC
m−i+j
n (y)
= − Cm−(i−1)n (y) + C
m−i
n (y) + ∂nρnC
m−(i−1)
n (y)
= Cm−in (y)− ρn−1∂n−1(C
m−(i−1)
n (y))
= Cm−in (y),
where the first and the third identities follow from ρn = γn+
∑
i≥1 γnC
i
n, the fourth
identity from the induction hypothesis, and the fifth identity from ∂n−1Cn = 0. In
particular, we get that (∂nρn + ρn−1∂n−1)(y) = y.
Let us prove that ∂n∂n+1 = 0. For this, we take y = ∂nδn+1(1 ⊗ w ⊗ 1) into
(∂nρn + ρn−1∂n−1)(y) = y and get
∂nρn∂nδn+1(1⊗ w ⊗ 1) = ∂nδn+1(1 ⊗ w ⊗ 1) for w ∈ Sn+1.
This yields ∂n∂n+1(1⊗ w ⊗ 1) = (∂nδn+1 − ∂nρn∂nδn+1)(1 ⊗ w ⊗ 1) = 0. 
Lemma 4.3. (i ) For n ≥ 1 we have
ρn = γn + ρn(δnγn − ∂nγn).
(ii ) For u ∈ B an irreducible path and for s ∈ S, we have the following useful
identities
∂1(a⊗ x⊗ b) = aπ(x) ⊗ b− a⊗ π(x)b
ρ1(a⊗ π(u)) = −a split1(u)
ρ2(a split1(u)) = 0
ρ2(a split1(s)) = a⊗ s⊗ 1.
Proof. The first assertion follows since by definition
ρn = γn +
(
γn +
∑
i≥1
(γnδn − γn∂n)
iγn
)
(δnγn − ∂nγn) = γn + ρn(δnγn − ∂nγn).
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Let us prove the second assertion. We have
∂1(a⊗ x⊗ b) = a((id− ρ0∂0) ◦ δ1)(1 ⊗ x⊗ 1)b
= a(id− ρ0∂0)(π(x) ⊗ 1− 1⊗ π(x))b
= aπ(x)⊗ b − a⊗ π(x)b.
This also shows that ∂1 = δ1. Thus by (i ) for n = 1 we have ρ1(a ⊗ π(u)) =
γ1(a⊗ π(u)) = −a split1(u).
Since γ2(a split1(u)) = 0 for an irreducible path u, (i ) for n = 2 implies that
ρ2(a split1(u)) = 0.
For s ∈ S, we have γ2(a split1(s)) = a⊗ s⊗ 1 and by ρ1(π(s) ⊗ 1) = 0 we have
(δ2 − ∂2)(a⊗ s⊗ 1) = aρ1∂1δ2(1⊗ s⊗ 1) = aρ1(π(s)⊗ 1− 1⊗ π(s)) = a split1(fs).
This yields that ρ2(a split1(s)) = γ2(a split1(s)) + ρ2(a split1(fs)) = a⊗ s⊗ 1. 
We give two simple and well-known examples (corresponding to Examples 3.3)
of the resolution P in Theorem 4.1.
Examples 4.4. (i ) Bardzell’s resolution of monomial algebras. Let A = kQ/(S)
be a monomial algebra and let R = {(s, 0) | s ∈ S} be the reduction system
for A. Then the resolution P coincides with Bardzell’s resolution [12, 13]
and the homotopy ρ with the one given in Sko¨ldberg [104].
(ii ) Koszul resolution of the polynomial ring. Let A = k[x1, . . . , xn] and let
R =
{
(xjxi, xixj)
}
1≤i<j≤n
be the reduction system in Example 3.3 (ii ).
Then we have that S = {xjxi}1≤i<j≤n and
Sk =
{
{xikxik−1 · · ·xi1}1≤i1<···<ik≤n for 1 ≤ k ≤ n
∅ for k > n.
The resolution P is given by
0 Pn
∂n Pn−1
∂n−1
· · ·
∂2 P1
∂1 P0
∂0 A
with differential
∂k(1 ⊗ xik · · ·xi1 ⊗ 1) =
k∑
j=1
(−1)k−j
(
xij ⊗ xik · · ·xij+1 x̂ijxij−1 · · ·xi1 ⊗ 1
−1⊗ xik · · ·xij+1 x̂ijxij−1 · · ·xi1 ⊗ xij
)
for any xikxik−1 · · ·xi1 ∈ Sk. Note that P coincides with the usual Koszul
resolution of A via the map 1⊗ xik · · ·xi1 ⊗ 1 1⊗ xik ∧ · · · ∧ xi1 ⊗ 1.
5. Homotopy deformation retract
In this section, we construct a homotopy deformation retract between the pro-
jective resolution (P , ∂ ) given in Theorem 4.1 and the bar resolution (Bar , d )
(see §4.1).
Notation 5.1. Let ̟ : A A¯ = A/(E · 1A) denote the natural projection and for
n ≥ 0 let ̟n = idA⊗A¯⊗n ⊗̟ so that
̟n : A⊗ A¯
⊗n ⊗A A⊗ A¯⊗n ⊗ A¯.(5.2)
We also set ̟−1 = idA.
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Given a path p ∈ kQ we denote p¯ = ̟π(p), where π : kQ kQ/I = A is the
natural projection.
Note that by the definition of dn, the maps ̟n satisfy the following identities
dn+1(̟n(y)⊗ b) = ̟n−1dn(y)⊗ b+ (−1)
n+1yb for n ≥ 0.(5.3)
5.1. Comparison maps and homotopy. We first define comparison maps
(P , ∂ ) (Bar , d )
F
G
where F and G are morphisms of complexes of A-bimodules satisfying G F =
idP . The complexes P and Bar are zero in negative degrees. However, it is
convenient to set P−1 = Bar−1 = A and F−1 = G−1 = ̟−1 = idA and let ∂0 =
d0 : A⊗A A denote the augmentations.
We can then define
A⊗ kSn ⊗A A⊗ A¯
⊗n ⊗A
Fn
Gn
n ≥ 0
recursively by
Fn(a⊗ w ⊗ b) = (−1)
n̟n−1Fn−1∂n(a⊗ w ⊗ 1)⊗ b(5.4)
Gn(a⊗ y ⊗ b) = (ρnGn−1dn(a⊗ y ⊗ 1))b(5.5)
where ρn : A⊗ kSn−1 ⊗A A⊗ kSn ⊗A are the morphisms of left A-modules in
Proposition 4.2. (Note that P0 = Bar0 = A⊗A and F0 = G0 = idA⊗A.)
Remark 5.6. Since ̟(1) = 0, the definitions of Fn and ̟n immediately give that
̟nFn(a⊗ w ⊗ 1) = 0 for n ≥ 0.(5.7)
Lemma 5.8. Fn and Gn satisfy the following identities for n ≥ 0
(i ) dnFn = Fn−1∂n
(ii ) ∂nGn = Gn−1dn
(iii ) Gn−1Fn−1 = idPn−1 .
Proof. Each part can be proved by induction on n using the identity (5.3), the
recursive definitions of Fn and Gn given in (5.4) and (5.5), the fact that ρ is a
homotopy retract and the fact that dn−1dn = 0 and ∂n−1∂n = 0. For each part
the case n = 0 is immediate from the definitions. A proof can also be found in [66,
Lem. 2.4 & Lem. 2.5].
We illustrate the proof of (iii ), where indeed G0F0 = idA⊗A by definition. For
n ≥ 1, we then have
GnFn(a⊗ w ⊗ b) = (−1)
n(ρnGn−1dn(̟n−1Fn−1∂n(a⊗ w ⊗ 1)⊗ 1))b
= (−1)n(ρnGn−1(̟n−2Fn−2∂n−1∂n(a⊗ w ⊗ 1)⊗ 1))b
+ (ρnGn−1Fn−1∂n(a⊗ w ⊗ 1))b
= (ρn∂n(a⊗ w ⊗ 1))b
= a⊗ w ⊗ b
where the second identity follows from (5.3) and dn−1Fn−1 = Fn−2∂n−1, the third
identity from ∂n−1∂n = 0 and the induction hypothesis Gn−1Fn−1 = id, and the
last identity from idPn = ρn∂n + ∂n+1ρn+1 and ρn+1(a⊗ w ⊗ 1) = 0. 
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We can now give a homotopy h by A-bimodule morphisms hn : Barn Barn+1
for n ≥ 0, defining
hn(a0 ⊗ a¯1...n ⊗ an+1) =
n∑
i=1
(−1)i+1̟iFiGi(a0 ⊗ a¯1...i ⊗ 1)⊗ a¯i+1...n ⊗ an+1.
Note that for n = 0 the sum is empty and h0 = 0. Alternatively, hn can be defined
recursively for n ≥ 1 by
hn(a0 ⊗ a¯1...n ⊗ an+1) = ̟nhn−1(a0 ⊗ a¯1...n−1 ⊗ an)⊗ an+1
+ (−1)n+1̟nFnGn(a0 ⊗ a¯1...n ⊗ 1)⊗ an+1.
(5.9)
Theorem 5.10. We have a homotopy deformation retract
(P , ∂ ) (Bar , d )
F
G
h(5.11)
namely G F = id and F G − id = h d+dh . Moreover, the homotopy deformation
retract is special, i.e. it satisfies
h F = 0 G h = 0 h h = 0.(5.12)
Proof. The first identity is proved in Lemma 5.8 (iii ). The other identities can be
proved similarly by induction, using the identities of Lemma 5.8 as well as identities
(5.3)–(5.7) and (5.9), and also the property ρn(a⊗w⊗1) = 0 (cf. Theorem 4.1). 
Remark 5.13. For an augmented algebra A ǫ E (i.e. augmented over E), the
maps A¯ A given by A¯ ≃ ker ǫ ⊂ A and ̟ : A A¯ = A/(E · 1A) induce
comparison maps between the E-relative normalized bar resolution and the standard
bar resolution. Moreover, it is straight forward to construct a homotopy deformation
retract using a formula similar to (5.9), so that Bar in Theorem 5.10 can also be
taken to be the standard bar resolution. The homotopy h is inspired by [63,
Def. 3.3].
5.2. Maps in low degrees. In this section we give explicit expressions for the
maps ∂ , F and G in low degrees, namely for the labelled maps in
· · · P3 P2 P1 P0
· · · Bar3 Bar2 Bar1 Bar0 .
∂3 ∂2 ∂1
d3 d2 d1
F3 F2 F1G2 G1
ρ1ρ2
These maps will be used in §7 to describe the deformation theory of A = kQ/I.
Recall from Lemma 4.3 that the homotopy ρ is given in low degrees by
ρ1(a⊗ b) = −a split1(σ(b))
ρ2(a⊗ x⊗ b) = a
∑
i≥0
(γ2δ2 − γ2∂2)
iγ2(1 ⊗ x⊗ b) x ∈ Q1.
(A formula for split1 was given in (3.20).)
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Lemma 5.14. In low degrees we have the following formulae for ∂ , F and G .
G1(a⊗ u¯⊗ b) = a split1(u)b,(i )
G2(a⊗ u¯⊗ v¯ ⊗ b) = aρ2(split1(u)π(v))b.
∂1(a⊗ x ⊗ b) = aπ(x) ⊗ b− a⊗ π(x)b(ii )
∂2(a⊗ s ⊗ b) = a split1(s) b − a split1(fs) b
∂3(a⊗ w ⊗ b) = δ3(a⊗ w ⊗ b) +G2(a⊗ u¯⊗ f¯s ⊗ b)
−G2(a⊗ f¯s′ ⊗ v¯ ⊗ b)
F1(a⊗ x ⊗ b) = −a⊗ x¯⊗ b(iii )
F2(a⊗ s ⊗ b) = a̟1split1(s− fs)⊗ b
F3(a⊗ w ⊗ b) = −a̟2F2(1⊗ s
′ ⊗ π(v)) ⊗ b
+ a̟2F2G2(1⊗ f¯s′ ⊗ v¯ ⊗ 1− 1⊗ u¯⊗ f¯s ⊗ 1)⊗ b
where a, b ∈ A, and in (i ) u, v are arbitrary irreducible paths and in (ii )–(iii )
x ∈ Q1, s, s
′ ∈ S and w ∈ S3 with w = us = s
′v for some (irreducible) paths u, v.
Proof. The formulae for ∂1, ∂2, G1 and F1, F2 follow from the definitions (cf. Lemma
4.3). Let us compute G2:
G2(a⊗ u¯⊗ v¯ ⊗ b) = (ρ2G1d2(a⊗ u¯⊗ v¯ ⊗ 1))b
= aρ2(π(u)split1(v)− split1(σπ(uv)) + split1(u)π(v))b
= aρ2(split1(u)π(v))b
where the third identity follows from the fact that ρ2(asplit1(u)) = 0 for any irre-
ducible path u.
To compute ∂3, let w ∈ S3. Then
∂3(a⊗ w ⊗ b) = δ3(a⊗ w ⊗ b)− (ρ2∂2δ3(a⊗ w ⊗ 1))b
= δ3(a⊗ w ⊗ b)− aρ2(π(u)split1(s))b + aρ2(π(u)split1(fs))b
+ aρ2(split1(s
′)π(v))b − aρ2(split1(fs′)π(v))b
= δ3(a⊗ w ⊗ b)− aπ(u)⊗ s⊗ b
+ aρ2(split1(s
′)π(v))b − aG2(1⊗ f¯s′ ⊗ v¯ ⊗ 1)b
= δ3(a⊗ w ⊗ b) +G2(a⊗ u¯⊗ f¯ ⊗ b)−G2(a⊗ f¯s′ ⊗ v¯ ⊗ b)
where the third identity comes from the formula of G2, Lemma 4.3 (ii ) and (3.21).
It remains to compute F3. For w ∈ S3 we have
F3(a⊗ w ⊗ b) = ̟2F2(π(u)⊗ s⊗ 1)⊗ b−̟2F2(1 ⊗ s
′ ⊗ π(v)) ⊗ b
+̟2F2G2(a⊗ f¯s′ ⊗ v¯ ⊗ b)−̟2F2G2(a⊗ u¯⊗ f¯s ⊗ b)
= −̟2F2(1 ⊗ s
′ ⊗ π(v)) ⊗ b+̟2F2G2(a⊗ f¯s′ ⊗ v¯ ⊗ 1)⊗ b
−̟2F2G2(a⊗ u¯⊗ f¯s ⊗ 1)⊗ b
where the first identity follows from the formula of ∂3 and the second identity follows
from ̟2F2(π(u)⊗ s⊗ 1) = 0. 
The following lemma gives more explicit formulae for G2.
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Lemma 5.15. Let u be an irreducible path.
(i ) For x ∈ Q1 such that xu = sv with s ∈ S we have
G2(1 ⊗ x¯⊗ u¯⊗ 1) = 1⊗ s⊗ π(v) +G2(1⊗ f¯s ⊗ v¯ ⊗ 1).
In particular, if xu = s, then
G2(1 ⊗ x¯⊗ u¯⊗ 1) = 1⊗ s⊗ 1.
(ii ) Let u, v be irreducible paths such that uv is also irreducible. Then
G2(1⊗ u¯⊗ v¯ ⊗ 1) = 0.
(iii ) Let u = u1 · · ·un be an irreducible path with ui ∈ Q1 for i = 1, . . . , n. Then
for any (irreducible) path v we have
G2(1 ⊗ u¯⊗ v¯ ⊗ 1) =
n∑
i=1
π(u1 · · ·ui−1)G2(1 ⊗ u¯i ⊗ ui+1 · · ·unv ⊗ 1).
Proof. Let us prove (i ). It follows from Lemma 5.14 that
G2(1 ⊗ x¯⊗ u¯⊗ 1) = ρ2(split1(x)π(u))
= γ2(1⊗ x⊗ π(u)) +
(
ρ2 ◦ (δ2 − ∂2) ◦ γ2
)
(1 ⊗ x⊗ π(u))
= 1⊗ s⊗ π(v) + ρ2(split1(fs)π(v))
= 1⊗ s⊗ π(v) +G2(1 ⊗ f¯s ⊗ v¯ ⊗ 1)
where the second identity follows from Lemma 4.3 (i ).
To prove (ii ) note that γ2(1⊗ u¯⊗π(v)) = 0 since uv is assumed to be irreducible.
From Lemma 5.14 again, we get that
G2(1⊗ u¯⊗ v¯ ⊗ 1) = ρ2(split1(u)π(v)) = 0.
Let us prove Assertion (iii ). We have
G2(1⊗ u¯⊗ v¯ ⊗ 1) = ρ2(split1(u)π(v))
=
n∑
i=1
ρ2(π(u1 · · ·ui−1)⊗ u¯i ⊗ π(ui+1 · · ·unv))
=
n∑
i=1
π(u1 · · ·ui−1)ρ2(split1(ui)π(ui+1 · · ·unv))
=
n∑
i=1
π(u1 · · ·ui−1)G2(1⊗ u¯i ⊗ ui+1 · · ·unv ⊗ 1)
where the first and the third identities follow from Lemma 5.14. 
6. Deformation theory
We give a brief review of general deformation theory as used in this article. In
§6.1 we recall the classical deformation theory of associative algebras first studied
by Gerstenhaber [51], which can be rephrased in the language of the Maurer–Cartan
formalism for DG Lie or L∞ algebras as explained in §6.2.
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6.1. Deformations of associative algebras. An associative k-algebra is a pair
(A, µ) whereA is a k-vector space and µ ∈ Homk(A⊗kA,A) a bilinear map satisfying
the associativity condition
(6.1) µ(a, µ(b, c)) = µ(µ(a, b), c).
A first-order deformation of (A, µ) (over k[t]/(t2)) is given by
µt = µ+ µ1t
where µ1 : A ⊗k A A is a linear map such that (A[t]/(t
2), µt) is an associative
algebra, where µt is considered a multiplication by t-linear extension. A first-
order deformation is thus determined by the linear map µ1 and the associativity
condition (6.1) for µt implies that µ1 is a Hochschild 2-cocycle. Two first-order
deformations (A[t]/(t2), µt) and (A[t]/(t2), µ′t) of (A, µ) are (gauge) equivalent if
there is an k[t]/(t2)-algebra isomorphism ψ : (A[t]/(t2), µt) (A[t]/(t2), µ′
t
) which
is the identity modulo (t). Such an isomorphism thus has the form ψ = id+ψ1t for
some k-linear map ψ1 : A A and a straight-forward computation shows that µ1 =
µ′1 + d(ψ1), that is, two first-order deformations are equivalent if and only if they
differ by a 2-coboundary. The set of equivalence classes of first-order deformations
can be identified as the cohomology group HH2(A) (see [51, 55]). We shall be
interested in higher-order or formal deformations.
A formal deformation of (A, µ) (over kJtK) is given by
µt = µ+ µ1t+ µ2t
2 + · · ·
where the maps µi are (kJtK-linear extensions of) bilinear maps A⊗kA Amaking
(AJtK, µt) into an associative algebra.
The deformation theory of associative algebras can be expressed conveniently in
terms of “higher structure” on the Hochschild cochain complex.
Definition 6.2. Let f ∈ Homk(A
⊗km+1, A) and g ∈ Homk(A
⊗kn+1, A) be two
multilinear maps. Write
f •i g = f(id
⊗ki ⊗k g ⊗k id
⊗km−i) 0 ≤ i ≤ m
and also
f • g =
∑
0≤i≤m
(−1)nif •i g.
The Gerstenhaber bracket is then defined by
[f, g] = f • g − (−1)mng • f.
The Gerstenhaber bracket is in fact a graded Lie bracket (see Definition 6.5)
on the (shifted) Hochschild cochain complex Homk(A
⊗k•+1, A) = Homk(A
⊗k•, A)[1]
(so that f and g in Definition 6.2 have degree m and n, respectively).
With this definition one checks that (6.1) is equivalent to the condition [µ, µ] = 0.
Moreover, one easily checks that the Hochschild differential dn : Homk(A
⊗kn, A)
Homk(A
⊗kn+1, A), given via the Koszul sign rule by f −(−1)nf ◦dn+1, coincides
with [µ,−].
Proposition 6.3. (i ) Let µ ∈ Homk(A⊗k A,A). Then µ is associative if and
only if [µ, µ] = 0.
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(ii ) Let (A, µ) be an associative algebra and let µ˜ ∈ Homk(A ⊗k A,A). Then
(A, µ+µ˜) is associative if and only if µ˜ satisfies the Maurer–Cartan equation
dµ˜+ 12 [µ˜, µ˜] = 0.
In fact, the Gerstenhaber bracket endows the (shifted) Hochschild cochain com-
plex Homk(A
⊗k•, A)[1] with the structure of a DG Lie algebra and we shall recall
this formalism next.
Remark 6.4. The Gerstenhaber bracket can be easily generalized to Hom(A¯⊗•+1, A),
the (shifted) E-relative Hochschild cochain complex (see Remark 5.13). For sim-
plicity, we still denote the bracket on Hom(A¯⊗•+1, A) by [−,−].
6.2. DG Lie and L∞ algebras. In general one has that deformations are con-
trolled by a cochain complex, where
first-order deformations cochain complex (C , d)
higher-order deformations (C , d, 〈−,−〉, 〈−,−,−〉, . . .︸ ︷︷ ︸
“higher structures”
).
The “higher structures” are multilinear brackets defining a DG Lie or L∞ algebra,
the latter being a DG Lie algebra “up to homotopy” (see Definitions 6.5 and 6.6).
Definition 6.5. A differential graded (DG) Lie algebra (g, d, [−,−]) consists of a
graded vector space g =
∏
n∈Z g
n together with a linear map d : g g of degree 1
satisfying dndn−1 = 0, the differential, and a (graded) Lie bracket [−,−] : g⊗g g
of degree 0 satisfying
(i ) [x, y] = (−1)|x||y|+1[y, x] (graded) skew-symmetry
(ii ) d[x, y] = [dx, y] + (−1)|x|[x, dy] (graded) Leibniz rule
(iii ) (−1)|x||z|[x, [y, z]] + (−1)|y||x|[y, [z, x]] + (−1)|z||y|[z, [x, y]] = 0
(graded) Jacobi identity.
Definition 6.6. An L∞ algebra (g, {ln}n≥1) = (g, 〈−〉, 〈−,−〉, 〈−,−,−〉, . . . ) is a
graded k-vector space g =
∏
m∈Z g
m together with a collection of multilinear maps
ln : g
⊗n g of degree 2− n satisfying for each n the identities
(i ) ln(xs(1), . . . , xs(n)) = χ(s) ln(x1, . . . , xn) for any s ∈ Sn skew-symmetry
(ii )
∑
i+j=n+1
i,j≥1
∑
s∈Si,n−i
(−1)i(n−i)χ(s) lj(li(xs(1), . . . , xs(i)), xs(i+1), . . . , xs(n)) = 0
generalized Jacobi identities
for homogeneous elements x1, . . . , xn. Here
• Sn is the set of permutations of n elements
• Si,n−i ⊂ Sn is the set of shuffles, i.e. permutations s ∈ Sn satisfying
s(1) < · · · < s(i) and s(i+ 1) < · · · < s(n), and
• χ(s) := sgn(s) ǫ(s;x1, . . . , xn), where sgn(s) is the signature of the permu-
tation s and ǫ(s;x1, . . . , xn) is the Koszul sign
2 of s, which also depends on
the degrees of the xi.
We usually denote the n-ary multilinear maps ln(−, . . . ,−) by 〈−, . . . ,−〉 or some-
times by 〈−, . . . ,−〉n to indicate the number of entries.
2The Koszul sign of a transposition of two homogeneous elements xi, xj is defined by
(−1)|xi||xj |, where |xi| denotes the degree of xi. This definition is then extended multiplicatively
to an arbitrary permutation using a decomposition into transpositions.
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Remark 6.7. If the n-ary brackets are identically zero for n ≥ 2, one obtains an
ordinary cochain complex with the differential given by the unary bracket; if the
brackets are zero for n ≥ 3, one obtains a DG Lie algebra (cf. Definition 6.5).
Definition 6.8. A morphism of L∞ algebras Φ : (g, {li}) (g
′, {l′i}) is given by
graded linear maps
Φn : g
⊗n g′
of degree |Φn| = 1−n for all n ≥ 1 such that Φn(xs(1), . . . , xs(n)) = χ(s)Φn(x1, . . . , xn)
for any s ∈ Sn and∑
i+j=n+1
i,j≥1
∑
s∈Si,n−i
(−1)i(n−i)χ(s)Φj(li(xs(1), . . . , xs(i)), xs(i+1), . . . , xs(n))
=
∑
1≤r≤n
i1+···+ir=n
∑
t
(−1)uχ(t) l′r(Φi1 (xt(1), . . . , xt(i1)), . . . ,Φir (xt(i1+···+ir−1+1), . . . , xt(n)).
where t runs over all (i1, . . . , ir)-shuffles for which
t(i1 + · · ·+ il−1 + 1) < t(i1 + · · ·+ il + 1)
and u = (r − 1)(i1 − 1) + · · ·+ 2(ir−2 − 1) + (ir−1 − 1).
A morphism of L∞ algebras Φ is a quasi-isomorphism if Φ1 is a quasi-isomorphism
of complexes.
Remark 6.9. L∞ algebras and their morphisms can also be viewed from a “dual”
point of view. Let V be a graded vector space and consider the graded space
Λc(V ) =
⊕
n≥0
Λn(V ) := T(V )/IS
where IS is the graded subspace of T(V ) spanned by vectors of the form
x1 ⊗ · · · ⊗ xn − χ(s)xs(1) ⊗ · · · ⊗ xs(n)
for any x1, . . . , xn ∈ V and s ∈ Sn. Denote by x1∧· · ·∧xn the image of x1⊗· · ·⊗xn
under the natural projection V ⊗n ΛnV .
Let Λ
c
(V ) be the reduced cocommutative coalgebra, i.e. Λ
c
(V ) =
⊕
n≥1 Λ
n(V )
with the natural coproduct ∆: Λ
c
(V ) Λ
c
(V )⊗ Λ
c
(V ) given by
∆(x1 ∧ · · · ∧ xn) =
n−1∑
i=1
∑
s∈Si,n−i
(xs(1) ∧ · · · ∧ xs(i))⊗ (xs(i+1) ∧ · · · ∧ xs(n)).
Let g[1] be the 1-shifted graded space of g, i.e. g[1]i = gi+1 for any i ∈ Z.
Then an L∞ algebra structure on g is equivalent to a degree 1 coderivation Q on
Λ
c
(g[1]) satisfying Q ◦ Q = 0, in other words, (Λ
c
(g[1]),∆, Q) is a DG coalgebra.
Accordingly, a morphism of L∞ algebras from g to g
′ is equivalent to a morphism of
DG coalgebras from (Λ
c
(g[1]),∆, Q) to (Λ
c
(g′[1]),∆, Q′). For more details we refer
to [76, 56].
Lemma 6.10 [35, Thm. 2.9]. Let F : g g′ be a quasi-isomorphism between
L∞ algebras. Then F admits a quasi-inverse, i.e. there exists a quasi-isomorphism
G : g′ g which induces the inverse isomorphism on cohomology.
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6.3. Deformation functors. To a DG Lie or L∞ algebra g one can associate a
deformation functor Defg which captures all the (formal) information about the
deformation problem controlled by g. This deformation functor can be defined on
the category Artk of local Artinian k-algebras (e.g. k[t]/(t
n+1)) and then by com-
pletion on the category Ârtk of complete local Noetherian k-algebras (e.g. kJtK).
Deformations over a local Artinian k-algebra are usually called (finite-order) infin-
itesimal deformations and deformations over a complete local Noetherian k-algebra
are formal deformations. (See §6.3.1 below for a discussion about algebraization of
formal deformations.)
We usually work with deformations over kJtK or sometimes kJt1, . . . , tnK and we
write
AJt1, . . . , tnK = A ⊗̂k kJt1, . . . , tnK = lim
N
A⊗k k[t1, . . . , tn]/m
N
where m = (t1, . . . , tn) is the (unique) maximal ideal of kJt1, . . . , tnK so that ⊗̂k
denotes the completion of the tensor product with respect to the m-adic topology.
(Note that if A is finite-dimensional, one has A⊗̂kkJt1, . . . , tnK ≃ A⊗kkJt1, . . . , tnK.)
The deformation functor associated to a DG Lie algebra is defined as follows.
Definition 6.11. Let g be a DG Lie algebra over a field k of characteristic 0. Define
the gauge functor Gg and the Maurer–Cartan functor MCg by
Gg : Artk Group
(B,m) exp(g0 ⊗m)
MCg : Artk Sets
(B,m)
{
x ∈ g1 ⊗m
∣∣ dx+ 12 [x, x] = 0}.
The group exp(g0 ⊗ m) is called the gauge group and is defined formally via the
Baker–Campbell–Hausdorff formula3; the equation
(6.12) dx+ 12 [x, x] = 0
is called the Maurer–Cartan equation and elements satisfying (6.12) are called
Maurer–Cartan elements.
The deformation functor Defg associated to g is then defined by Defg = MCg
/
Gg.
For an L∞ algebra, one similarly obtains a Maurer–Cartan functor MCg by
generalizing the Maurer–Cartan equation as follows.
Definition 6.13. Given an L∞ algebra g, a Maurer–Cartan element is an element
x ∈ g1 satisfying the Maurer–Cartan equation
∞∑
n=0
x〈n〉
n!
= 0 x〈n〉 = 〈x, . . . , x〉n.(6.14)
Remark 6.15. As the sum in (6.14) is infinite, the definition of a Maurer–Cartan
element only makes sense in the right context, i.e. if one can establish that the sum
is in fact finite or at least converges in some topology.
3For a nilpotent Lie algebra n one defines the group law · on exp(n) by exp(x)·exp(y) = exp(x+
y+ 1
2
[x, y]+· · · ) for x, y ∈ n, where the sum on the right-hand side is the Baker–Campbell–Hausdorff
formula. Note that g⊗m is a nilpotent Lie algebra with Lie bracket [x⊗ a, y ⊗ b] = [x, y]⊗ ab.
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The former can sometimes be shown for elements in g1 which satisfy certain
degree conditions. The latter can always be achieved in the context of formal
deformations over any complete local Noetherian algebra (B,m) by working with
the m-adic topology. Given an L∞ algebra (g, {ln}n), formal deformations over
(B,m) are described as Maurer–Cartan elements in the L∞ algebra g⊗̂m by linearly
extending the brackets, i.e. by setting
ln(x1 ⊗m1, . . . , xn ⊗mn) = ln(x1, . . . , xn)⊗m1 · · ·mn xi ∈ g,mi ∈ m.
For the L∞ algebra g ⊗̂m, the sum in (6.14) then converges in the m-adic topology.
We should also point out that in the more general setting of L∞ algebras, gauge
equivalence of Maurer–Cartan elements can no longer be described by the action of
a gauge group. Rather, one says that two elements x, y ∈ g1 are gauge equivalent if
they are homotopic and this notion may be used to define the deformation functor
Defg associated to an L∞ algebra, i.e. the functor describing deformations up to
equivalence. We shall not enter the details here and refer to Manetti [83, §5] and
Markl [84, Ch. 5] for nice expositions. In the context of the present article, we
establish an L∞ quasi-isomorphism between an L∞ algebra (controlling deforma-
tions of reduction systems) and a DG Lie algebra (controlling deformations of the
associative multiplication), so one may simply think of equivalence of deformations
on the DG Lie algebra side, i.e. think of star products up to gauge equivalence.
L∞ algebras play a central role in deformation theory, as illustrated in the follow-
ing result, which might be called the Fundamental Theorem of Formal Deformation
Theory.
Theorem 6.16. (i ) Let g and g′ be two L∞ algebras. An L∞-quasi-isomorphism
Φ: g g′ induces a natural transformation MCg MCg′ and a natural
isomorphism of deformation functors Defg ≃ Defg′ .
(ii ) For any (formal) deformation problem in characteristic 0 with deformation
functor D, there exists an L∞ algebra g such that there is an isomorphism
of deformation functors D ≃ Defg.
For (i ) see Getzler [56, Prop. 4.9]; (ii ) was recently established by Lurie [81]
and Pridham [97] as an equivalence of the ∞-categories of formal moduli problems
and of DG Lie algebras, giving a formal proof of the “philosophy” formulated by
Deligne [41].
In particular, to establish the equivalence of two deformation problems, one
should find an L∞ quasi-isomorphism between suitable L∞ (or DG Lie) algebras
controlling these deformation problems. In §7 we obtain an L∞ algebra structure on
the cochain complex P associated to a reduction system by homotopy transfer and
show that this L∞ algebra controls the (formal) deformations of reduction system.
We close this overview of deformation theory with a brief discussion of alge-
braizations of formal deformations.
6.3.1. Algebraizations of formal deformations. Given a formal deformation over
kJtK, say, one may ask to what extent t can be considered an “actual” parame-
ter, i.e. if it is possible to evaluate at t at some value λ ∈ k to obtain an “actual”
deformation.
Given a formal deformation Â = (AJtK, ⋆) of an associative algebra A, an al-
gebraization of Â would be an algebra A˜ = (A[t], ⋆) such that Â is isomorphic
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to the (t)-adic completion of A˜. For example, given the commutative algebra
A = k[x, y]/(xy), we have that Â = k[x, y]JtK
/
(xy − t)̂ is a formal (commuta-
tive) deformation of A over kJtK, which coincides with the (t)-adic completion of
the algebra A˜ = k[x, y][t]/(xy − t).
Algebraizations may not always exist, but when they do one can consider the
parameter t as an actual parameter and evaluate at all values of t, giving an “actual”
deformation A˜λ = A˜/(t− λ). For the above example, A˜ = {A˜λ | λ ∈ k} is a family
of commutative algebras of the same dimension with A˜0 = A. In the context of
deformations of A = kQ/I algebraizations can be shown to exist under some “degree
conditions” (see §9).
Even if a formal deformation does not admit an algebraization, it can sometimes
be shown to admit a convergent deformation for sufficiently “small” (say, real or
complex) values of the parameter (see Example 7.47).
7. Deformations of path algebras of quivers with relations
In this section we prove our main results about deformations of path algebras
of quivers with relations. In the case of formal deformations our results can be
summarized as follows.
Theorem 7.1. Let A = kQ/I and let R be any reduction system satisfying (⋄)
with respect to I.
There is an equivalence of formal deformation problems between
(1) deformations of the associative algebra structure on A
(2) deformations of the reduction system R
(3) deformations of the relations I.
This equivalence can be used to give a rather explicit description of all of these
deformations. The equivalence between the first two deformation problems follows
from Theorems 7.7 and 7.12 and the equivalence of the first two to the third defor-
mation problem follows from Propositions 7.37 and 7.42.
Moreover, under the assumption of reduction-finiteness, which can be established
under certain degree conditions, Theorem 7.1 also holds for actual deformations.
This follows from Theorem 7.7, Remark 7.14 and Propositions 7.42.
Our approach for studying the deformations of A = kQ/I is based on replacing
the bar resolution of A by the projective A-bimodule resolution P obtained from a
reduction system. The homotopy comparison maps between the bar resolution Bar
and the resolution P (see §5) allow one to transfer the DG Lie algebra structure on
the Hochschild complex to an L∞ algebra structure on a cochain complex associated
to P . It turns out that this L∞ algebra, which we denote by p(Q,R), is rather
convenient for concrete computations as one can give a combinatorial criterion for
an element to satisfy the Maurer–Cartan equation (see §7.4).
We develop the theory for A = kQ/I for an arbitrary finite quiver Q and an
arbitrary two-sided ideal I of relations. Already the case of a quiver with one
vertex and n loops has an interesting application: we can give a combinatorial
construction of a quantization of certain algebraic Poisson structures on An (see
§8).
We shall start by explaining the statement of Theorem 7.1 and fixing the notation
used throughout this section.
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7.1. Outline and notation. Let kQ be the path algebra of a finite quiver Q, let
I ⊂ kQ be a finitely generated two-sided ideal of relations and let A = kQ/I denote
the quotient algebra under the natural projection π : kQ kQ/I.
Fix a reduction system R = {(s, fs)} satisfying the condition (⋄) with respect to
I (cf. Proposition 3.10). Recall from Lemma 3.12 that R is determined by the set
S = {s | (s, fs) ∈ R} and the E-bimodule map f ∈ Hom(kS,A) with σf(s) = fs,
where σ : A kQ is the unique k-linear map such that πσ = idA and σπ(u) = u
for all irreducible paths u.
To keep the notation simple we usually phrase the results in the context of one-
parameter deformations, i.e. as deformations over kJtK, but the results usually hold
for deformations over arbitrary complete local Noetherian k-algebras, so even in the
one-parameter case we usually denote the maximal ideal (t) by m.
For the rest of the section let
(7.2) g ∈ Hom(kS,A) ⊗̂m
so that g can be written as
g = g1t+ g2t2 + g3t3 + · · · gi ∈ Hom(kS,A)
and let g(n) = g1t+ · · ·+ gntn denote the image under tensoring by ⊗kk[t]/(t
n+1).
Just as for fs = σf(s) characterizing R (see Lemma 3.12), we set gs = σg(s) for
any s ∈ S, where σ is extended kJtK-linearly.
The maps g (7.2) are candidates for deformations, deforming a reduction system
R determined by f ∈ Hom(kS,A) (cf. Lemma 3.12) to a (formal) reduction system
determined by f+g. A priori we do not make any additional assumptions on g, but
we shall show that the objects (bilinear maps, reduction systems, ideals) that can
be associated to g have the intended nice properties precisely when g is a Maurer–
Cartan element of the L∞ algebra p(Q,R) ⊗̂ m, which we construct via homotopy
transfer in §7.2. More precisely, to any g ∈ Hom(kS,A) ⊗̂m we can associate
(1) a collection of kJtK-bilinear maps AJtK ⊗ AJtK AJtK defining an algebra
Âg = (AJtK, ⋆
1
g)
(2) a formal reduction system R̂g for kQJtK
(3) an ideal Îg in kQJtK
such that
(1) Âg is a formal deformation of A
(2) R̂g is a formal deformation of R
(3) Îg is a formal deformation of I
if and only if g is a Maurer–Cartan element of the L∞ algebra p(Q,R) ⊗̂m. In fact,
to (1) and (2) we can associate (a priori different) star products ⋆1g and ⋆
2
g on AJtK
(see Definitions 7.10 and 7.19) which coincide. When g is a Maurer–Cartan element
of p(Q,R) ⊗̂m, we can also associate a (generalized) Gutt star product ⋆3g on AJtK
(see Definition 7.36). In this case, the three star products ⋆1g, ⋆
2
g and ⋆
3
g coincide.
The above formal deformations are to be understood in the following sense.
Formal deformations of associative algebras. Recall from §6 that a formal deforma-
tion of an associative algebra A is given by Â = (AJtK, ⋆), where ⋆ is a kJtK-bilinear
associative product on AJtK = limnA ⊗k k[t]/(t
n+1) and Â/(t) ≃ A as k-algebras.
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We say that two deformations (AJtK, ⋆) and (AJtK, ⋆′) are (gauge) equivalent if there
is an automorphism of kJtK-modules T : AJtK AJtK such that T ⊗kJtK k = idA and
T (a ⋆ b) = T (a) ⋆′ T (b)
for any a, b ∈ A.
Formal deformations of reduction systems. Let kQ[t] := kQ⊗k k[t] and set
kQJtK := lim
n
kQ[t]/(tn+1).
A formal deformation of a reduction system R = {(s, fs) | s ∈ S} satisfying (⋄) for
I is given by
R̂g = {(s, fs + gs)}s∈S
for g ∈ Hom(kS,A) ⊗̂ m such that for each n ≥ 1, the reduction system R
(n)
g =
{(s, fs+g
(n)
s )}(s,fs)∈R for kQ[t]/(t
n+1) satisfies that every path is reduction unique.
Indeed, R̂g can be viewed as an inverse limit of reduction systems for the path
algebra of a finite quiver — which might be denoted Q[t] — obtained by adding
a loop ti at each vertex i ∈ Q0 and adding relations ts(x)x = x tt(x) for each
x ∈ Q1. We say that two formal deformations R̂g and R̂g′ are equivalent if there is
an automorphism of kJtK-modules T : AJtK AJtK such that T ⊗kJtK k = idA and
T (a ⋆2g b) = T (a) ⋆
2
g′ T (b) for any a, b ∈ A. Here ⋆
2
g and ⋆
2
g′ are the combinatorial
star product associated to g and g′ respectively (see §7.3).
Formal deformations of ideals of relations. Lastly, a formal deformation of an ideal
I ⊂ kQ is given by a two-sided ideal Ĵ = limn J
(n) of kQJtK, which is complete as
a kQJtK-bimodule such that J (0) = I and there is an isomorphism of kJtK-modules
ϕ : AJtK kQJtK/Ĵ(7.3)
with ϕ(0) := ϕ⊗kJtK k = idA. We say that two formal deformations of ideals (Ĵ , ϕ)
and (Ĵ ′, ϕ′) are equivalent if there is an automorphism of kJtK-modules T : AJtK
AJtK such that T ⊗kJtK k = idA and ϕ
′ ◦ T ◦ ϕ−1 : kQJtK/Ĵ kQJtK/Ĵ ′ is an
isomorphism of kJtK-algebras. In particular, a formal deformation (Ĵ , ϕ) does not
depend on the choice of the isomorphism ϕ up to equivalence, since any two formal
deformations (Ĵ , ϕ) and (Ĵ , ϕ′) are equivalent under the automorphism T = ϕ−1◦ϕ′.
Let R = {(s, fs) | s ∈ S} be a reduction system satisfying (⋄) for I. Let
g ∈ Hom(kS,A)⊗̂m. We define the two-sided ideal Îg of kQJtK to be the completion
of ideals I
(n)
g of kQ[t]/(tn+1) generated by the set
{s− fs − g
(n)
s | s ∈ S},
where g
(n)
s = g1st+ · · ·+ g
n
s t
n. Note that there is a natural kJtK-linear map
ϕg : AJtK kQJtK/Îg
sending π(u) to [u] for any irreducible path u, where [u] denotes the image of u
under the natural map kQJtK kQJtK/Îg. We will show in Proposition 7.43 that
(Îg, ϕg) is a formal deformation of I if and only if g is a Maurer–Cartan element of
p(Q,R) ⊗̂m.
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7.2. An L∞ algebra structure on P
•. In §5 we constructed a homotopy defor-
mation retract
(P , ∂) (Bar , d)
F
G
h(7.4)
between the bar resolution of A = kQ/I and the resolution P obtained from a
reduction system R satisfying the condition (⋄) for I.
In this section, we apply the functor HomAe(−, A) to (7.4) and get a homotopy
deformation retract for the Hochschild cochain complex of A. By the Homotopy
Transfer Theorem (see for example [78, §10.3]), one can then transfer the DG Lie
algebra structure on the Hochschild cochain complex to an L∞ algebra structure
on HomAe(P ,A).
First note that for any E-bimodule M , there is a natural isomorphism
(7.5) HomAe(A⊗M ⊗A,A) ≃ HomEe(M,A)
given by f˜ f , where f(v) = f˜(1 ⊗ v ⊗ 1).
Set P i := HomEe(kSi, A) and let ∂
i denote the image of HomAe(∂i+1, A) un-
der the isomorphism (7.5). Similarly, we denote Ci(A,A) := HomEe(A¯
⊗i, A) ≃
HomAe(A⊗ A¯
⊗i ⊗ A,A) and denote by di the image of HomAe(di+1, A) under the
natural isomorphism.
From (7.4), we get the following special homotopy deformation retract
(P , ∂ ) (C (A,A), d )
G
F
h(7.6)
where F , G and h are respectively the duals of F , G and h under the natural
isomorphism (7.5) which satisfy
F G − id = 0
G F − id = h d + d h
F h = 0
h G = 0
h h = 0.
Recall that h(A) = (C (A,A)[1], d , [−,−]) is a DG Lie algebra (see §6). Thus,
applying the Homotopy Transfer Theorem for DG Lie algebras to the homotopy
deformation retract (7.6) we obtain the following.
Theorem 7.7. There exists an L∞ algebra
(7.8) p(Q,R) = (P , ∂ , 〈−,−〉, 〈−,−,−〉, . . . )
with underlying cochain complex (P , ∂ ) such that the injection G : P C (A,A)
extends to an L∞ quasi-isomorphism G : p(Q,R) ∼ h(A) whose components are
Gk : Λ
kP C (A,A).
The higher brackets of p(Q,R) can be computed from the DG Lie bracket [−,−]
on (C (A,A), d ), the comparison maps F and G , and the homotopy h . The higher
brackets will be described in §7.4.
Remark 7.9. Note that if R′ is any other reduction system satisfying (⋄) for I
with associated cochain complex (P ′ , ∂′ ), then the same construction gives an
L∞ algebra p(Q,R
′) and there is an L∞ quasi-isomorphism p(Q,R) ≃ p(Q,R
′) (cf.
Lemma 6.10), i.e. any reduction system can be used to study the deformation theory
of A.
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Definition 7.10. Given g ∈ Hom(kS,A) ⊗̂ m, one can use the quasi-isomorphism
G of Theorem 7.7 to define an associated star product ⋆1g on AJtK by
(7.11) a ⋆1g b = ab+G1(g)(a, b) +
1
2!G2(g, g)(a, b) +
1
3!G3(g, g, g)(a, b) + · · ·
for a, b ∈ A.
Theorem 7.12. If g is a Maurer–Cartan element of p(Q,R) ⊗̂ m, then ⋆1g is as-
sociative. Moreover, if g and g′ are gauge-equivalent Maurer–Cartan elements of
p(Q,R) ⊗̂ m, then ⋆1g and ⋆
1
g′ are gauge equivalent star products, i.e. they are iso-
morphic as deformations of the associative product on A = kQ/I.
Proof. This follows straight from Theorems 6.16 (i ) and 7.7 and Proposition 6.3. 
Remark 7.13. If the reduction system R has no overlaps, then P 3 = 0 and the
obstruction space HH3(A) vanishes, so that any 2-cochain satisfies the Maurer–
Cartan equation and thus ⋆1g is associative for any g. In §7.3 we give an explicit
combinatorial formula for this product.
Remark 7.14. Let g be a Maurer–Cartan element of p(Q,R) such thatGk(g, . . . , g) =
0 for k ≫ 0. Then similar to Theorem 7.12 we have that ⋆1g is well-defined and as-
sociative.
7.3. Combinatorial star product. In this section we introduce a combinatorial
star product ⋆2g and prove that ⋆
2
g coincides with ⋆
1
g — even if g is not a Maurer–
Cartan element of p(Q,R)⊗̂m (see (7.11)). This gives a combinatorial interpretation
of the star product ⋆1g.
Let g ∈ Hom(kS,A), viewed as a degree 1 element in the L∞ algebra p(Q,R),
and denote by Rg the reduction system
Rg = {(s, fs + gs) | s ∈ S}.
At this point we do not assume that Rg is reduction finite or reduction unique.
Adapting the definition of the right-most reduction redf given in (3.6) we now
define a combinatorial k-bilinear operation ⋆2g on A.
Let z be simply a formal/bookkeeping central variable. Similar to (3.6), we define
redgz : kQ[z] kQ[z]
as the k[z]-linear extension of the following map
redgz(p) =
{
qgsrz if p is a path in kQ such that s˜plit
R
2 (p) = q ⊗ s⊗ r
p if p is an irreducible path in kQ.
In general, redgz 6= redg z. We denote by redf+gz : kQ[z] kQ[z] the k[z]-linear
extension of redf + redgz and by red
k
f+gz the kth iterated composition of redf+gz .
For any fixed n ≥ 0, the action of redf+gz on kQ[z]/(z
n+1) is stable, i.e. redkf+gz =
redk+1f+gz for k ≫ 0 since red
k
f is stable (because R is reduction finite) and red
n
gz =
redn+1gz = red
n+2
gz = · · · . This induces a k[z]-linear map
red
(n)
f+gz : kQ[z]/(z
n+1) kQ[z]/(zn+1)
p [redkf+gz(p)]
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where k ≫ 0 and [redkf+gz(p)] denotes the image of red
k
f+gz(p) under the quotient
map kQ[z] kQ[z]/(zn+1). Note that we have the following commutative diagram
kQ[z]/(zn+1) kQ[z]/(zn)
kQ[z]/(zn+1) kQ[z]/(zn)
red
(n)
f+gz red
(n−1)
f+gz
Taking the inverse limit, we obtain a kJzK-linear map
red
(∞)
f+gz : kQJzK kQJzK.(7.15)
Lemma 7.16. Let R be a reduction system satisfying (⋄) for I and let g ∈ Hom(kS,A).
If Rg is reduction finite, then for any p ∈ kQ we have red
(∞)
f+gz(p) ∈ kQ[z].
Proof. Note that red
(∞)
f+gz(p) is linear combination of irreducible paths obtained by
right-most reduction of the element p with respect to the reduction system Rg.
Thus, if the reduction system Rg is reduction finite then red
k
f+gz(p) = red
k+1
f+gz(p)
on kQ[z] for k ≫ 0. This yields that red
(∞)
f+gz(p) is a finite sum and in particular
red
(∞)
f+gz(p) is in kQ[z]. 
Definition 7.17. Let g ∈ Hom(kS,A). For each k ≥ 0, we define a k-linear
operation ⋆2g,k on A by
a ⋆2g,k b = π
(
Resz=0
(
red
(∞)
f+gz(σ(a)σ(b))
)
z−k−1
)
a, b ∈ A(7.18)
where Resz=0 is the (algebraic) residue of the formal Laurent series in z, i.e. for
h(z) =
∑
n hnz
n we have Resz=0(h(z)) = h−1. In other words, a ⋆
2
g,k b is the image
of the coefficient of zk in red
(∞)
f+gz(σ(a)σ(b)) under the projection π : kQ A and
so a⋆2g,k b is a linear combination of irreducible paths obtained by performing right-
most reductions (with respect to Rg) on σ(a)σ(b) using g exactly k times.
We have a ⋆2g,0 b = ab. Note that for any a, b the residue in (7.18) is well defined,
since σ(a)σ(b) is reduction finite with respect to R. But, in general, the sum
a ⋆2g b :=
∑
k≥0
a ⋆2g,k b = π
(
red
(∞)
f+gz(σ(a)σ(b))
∣∣
z=1
)
is not well defined since it may be an infinite sum of nonzero elements.
If Rg is reduction finite then by Lemma 7.16, ⋆
2
g is well defined. In this case, a⋆
2
g b
is the linear combination of irreducible paths obtained by right-most reductions of
σ(a)σ(b) with respect to the reduction system Rg.
By kJtK-linear extension, the operation ⋆2g can also be defined for any formal
reduction system Rg, where g ∈ Hom(kS,A) ⊗̂m.
Definition 7.19. Let g ∈ Hom(kS,A) ⊗̂m. The kJtK-bilinear operation ⋆2g on AJtK
is given by
(7.20) a ⋆2g b = π
(
red
(∞)
f+gz(σ(a)σ(b))|z=1
)
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for a, b ∈ A, where red
(∞)
f+gz is the kJtK-linear extension of (7.15): Write g =
∑
i≥1 g
iti
for gi ∈ Hom(kS,A). Then red
(∞)
f+gz is defined as the inverse limit of
(redf +
∑
i≥1 redgizt
i)(n) : kQJtK[z]/(zn+1) kQJtK[z]/(zn+1).
Note that a⋆2g b is the sum of irreducible paths obtained as right-most reductions
of the element σ(a)σ(b). For any k ≥ 0, we denote by a⋆2g,k b the summands in a⋆
2
g b
obtained by performing right-most reductions using g exactly k times. Similar to
Definition 7.17, we have
a ⋆2g,k b = Resz=0
(
π
(
red
(∞)
f+gz(σ(a)σ(b))
)
z−k−1
)
.
In particular, we have a ⋆2g,0 b = ab and
a ⋆2g b =
∑
k≥0
a ⋆2g,k b.
In contrast to the non-formal case (see Definition 7.17), a⋆2g b is always well-defined
for any g ∈ Hom(kS,A) ⊗̂m since
a ⋆2g b =
∑
n≥0
( ∑
(i,k)∈N2
ik=n
a ⋆2gi,k b
)
tn.
and the coefficient of tn is a finite sum. Here a ⋆2gi,k b is given in Definition 7.17.
For general g, the bilinear map ⋆2g need not be associative. Nevertheless, the
next result shows that ⋆2g always coincides with ⋆
1
g.
Theorem 7.21. Let a, b ∈ A.
(i ) If g ∈ Hom(kS,A), then
1
k!
Gk(g, . . . , g)(a, b) = a ⋆
2
g,k b for any k ≥ 0.(7.22)
In particular, if a ⋆2g,k b = 0 for k ≫ 0 then both
a ⋆1g b :=
∑
k≥0
1
k!
Gk(g, . . . , g)(a, b)
and a ⋆2g b are well-defined and a ⋆
1
g b = a ⋆
2
g b.
(ii ) If g ∈ Hom(kS,A) ⊗̂m, then (7.22) still holds and moreover
a ⋆1g b = a ⋆
2
g b
i.e. the star product ⋆1g obtained from homotopy transfer can be described
purely in terms of performing reductions with respect to Rg.
In the remainder of this subsection we give a proof of Theorem 7.21.
Lemma 7.23. Let g ∈ Hom(kS,A) or g ∈ Hom(kS,A) ⊗̂m. Let u be an irreducible
path.
(i ) If there exists x ∈ Q1 such that xu = sv for some s ∈ S, then for any k ≥ 1
we have
π(x) ⋆2g,k π(u) = π(fs) ⋆
2
g,k π(v) + π(gs) ⋆
2
g,k−1 π(v)
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Similarly, if there v is an irreducible path such that uv = u′s for some s ∈ S
and some irreducible path u′, then we have
π(u) ⋆2g,k π(v) = π(u
′) ⋆2g,k π(fs) + π(u
′) ⋆2g,k−1 π(gs).
(ii ) Let v be an irreducible path such that uv is irreducible. Then for any k > 0
π(u) ⋆2g,k π(v) = 0.
(iii ) Let v be an irreducible path and write u = u1 · · ·un for ui ∈ Q1. Then
π(u) ⋆2g,k π(v) =
n−1∑
i=1
k−1∑
j=1
π(u1 · · ·ui−1)(π(ui) ⋆
2
g,j (π(ui+1 · · ·un) ⋆
2
g,k−j π(v)))
+
n∑
i=1
π(u1 · · ·ui−1)(π(ui) ⋆
2
g,k π(ui+1 · · ·unv)).
Proof. The first and second assertions follow straight from the definition.
To see (iii ), for any 1 ≤ i ≤ n− 1 we have
π(ui · · ·un) ⋆
2
g,k π(v) =
k∑
j=0
π(ui) ⋆
2
g,j (π(ui+1 · · ·un) ⋆
2
g,k−j π(v)).
Multiplying π(u1 · · ·ui−1) and taking the sum for 1 ≤ i ≤ n− 1, we get (iii ). Here
we need to use the fact that a ⋆2g,0 b = ab. 
The following lemma is very useful to compute the higher morphisms. Denote
by ψ˜ the preimage of ψ under the isomorphism (7.5).
Lemma 7.24. (i ) Let g ∈ Hom(kS,A) or g ∈ Hom(kS,A) ⊗̂m. Then we have
the following recursive formula for any k ≥ 2
Gk(g, . . . , g)(u¯⊗ v¯) =
k−1∑
i=1
(
k
i
)
G˜i,k−i(g, . . . , g)(h3(1 ⊗ u¯⊗ v¯ ⊗ 1))
where Gi,k−i(g, . . . , g) := Gi(g, . . . , g) • Gk−i(g, . . . , g) is the Gerstenhaber
circle product (cf. Definition 6.2) of the two elements Gi(g, . . . , g) and
Gk−1(g, . . . , g) in C
2(A,A) and the map h3 is given by (5.9).
(ii ) Let u and v be two irreducible paths such that uv is irreducible. Then for
any k ≥ 1 and any g ∈ Hom(kS,A) or g ∈ Hom(kS,A) ⊗̂m, we have
Gk(g, . . . , g)(u¯⊗ v¯) = 0.
Proof. Let us prove the first assertion. By the homotopy transfer theorem Gk is
given by binary trees so that
Gk(g, . . . , g) =
k−1∑
i=1
h3([Gi(g, . . . , g), Gk−i(g, . . . , g)]).
For example, the following is a tree appearing in the expression for G7
= h3
(
•
)
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with the two trees on the right-hand side appearing in the expressions for G3 and
G4, respectively. (Here denotes an input of G1(g), the composition given by
the Gerstenhaber product • and a copy of h3.)
Let us prove the second assertion. This can be done by induction on k. It follows
from Lemma 5.15 (ii ) that
G1(g)(u¯ ⊗ v¯) = g˜(G2(1⊗ u¯⊗ v¯ ⊗ 1)) = 0.
For k ≥ 2, by the first assertion we have
Gk(g, . . . , g)(u¯⊗ v¯) =
k−1∑
i=1
(
k
i
)
G˜i,k−i(h3(1⊗ u¯⊗ v¯ ⊗ 1))
=
k−1∑
i=1
(
k
i
)
G˜i,k−i(̟1F1G1(1⊗ u¯⊗ 1)⊗ v¯)
= k!
k−1∑
i=1
n−1∑
j=1
π(u1 · · ·uj−1)Gi(u¯j ⊗Gk−i(uj+1 · · ·un ⊗ v¯))
= 0
where the last identity follows from the induction hypothesis since uj+1 · · ·unv is
still irreducible. Here for simplicity we write G˜i,k−i for G˜i,k−i(g, . . . , g). 
Proof of Theorem 7.21. For the proof, we shall use the following relation  intro-
duced in [39, §2] for arbitrary reduction systems satisfying (⋄) for an ideal I. Here
 is a relation on the set {λp | λ ∈ k\{0}, p ∈ Q } defined as the least reflexive and
transitive relation such that λp  µq if there is a reduction r such that r(µq) = λp+r
where r is a linear combination of paths and p does not appear as a summand of r.
We write λp ≺ µq if λp  µq and λp 6= µq. It follows from [39, Lem. 2.11] that 
satisfies the descending chain condition since R satisfies the condition (⋄).
Let us prove the identity (7.22) when a = π(x) and b = π(u) for x ∈ Q1 and u
an irreducible path. This can be proved by induction on the order ≺ for xu. By
Lemma 7.24 (ii ) and Lemma 7.23 (ii ), this identity holds if xu is irreducible. If xu
is not irreducible, then we may write xu = sv with s ∈ S. We have
(7.25)
π(x) ⋆2g,k π(u) = π(gs) ⋆
2
g,k−1 π(v) + π(fs) ⋆
2
g,k π(v)
= π(gs) ⋆
2
g,k−1 π(v) +
1
k!
Gk(g, . . . , g)(f¯s ⊗ v¯))
where the first identity follows from Lemma 7.23 (i ), and the second identity follows
from the induction hypothesis since fsv ≺ xu. On the other hand, by Lemma 7.24
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(i ) we have
Gk(g, . . . , g)(x¯⊗ u¯))(7.26)
=
k−1∑
i=1
(
k
i
)
G˜i,k−i(h3(1⊗ x¯⊗ u¯⊗ 1))
=
k−1∑
i=1
(
k
i
)
G˜i,k−i(̟2F2(1 ⊗ s⊗ π(v)) ⊗ 1 +̟2F2G2(1⊗ f¯s ⊗ v¯ ⊗ 1)⊗ 1)
=
k−1∑
i=1
(
k
i
)
G˜i,k−i(̟2F2(1 ⊗ s⊗ π(v)) ⊗ 1−̟1F1G1(1⊗ f¯s ⊗ 1)⊗ v¯ ⊗ 1)
+ k!Gk(g, . . . , g)(f¯s ⊗ v¯)).
Thus combining (7.25) and (7.26), we see that (7.22) is equivalent to the following
identity
(7.27) π(gs) ⋆
2
g,k−1 π(v) =
1
k!
k−1∑
i=1
(
k
i
)
G˜i,k−i
(⌈
−̟1F1G1(1⊗ f¯s ⊗ 1)⊗ v¯ ⊗ 1
+̟2F2(1⊗ s⊗ π(v)) ⊗ 1
⌋)
.
Since by Lemma 5.14 (i ) we have
F2(1⊗ s⊗ π(v)) = split1(s)⊗ v¯ ⊗ 1 + F1G1(1⊗ f¯s ⊗ 1)⊗ v¯ ⊗ 1
and so (7.27) is equivalent to
π(gs) ⋆
2
g,k−1 π(v) =
1
k!
k−1∑
i=1
(
k
i
)
G˜i,k−i(̟1split1(s)⊗ π(v)⊗ 1).
For this, the right hand side of the identity equals
1
(k − 1)!
Gk−1(G˜1(g)(̟1split1(s)⊗ 1)⊗ v¯) = Gk−1(g¯s ⊗ v¯) = π(gs) ⋆
2
g,k−1 π(v)
where the first identity follows from Lemma 7.24 (ii ) and the second identity from
Lemma 5.15 (ii ). This proves (7.22) for the case where a = π(x) and b = π(u).
Next we consider the case where a = π(u) and b = π(v) for arbitrary irreducible
paths u, v. We prove (7.22) by induction on the length of u = u1 · · ·un where
ui ∈ Q1. From the above we have seen that this identity holds for n = 1. For
n > 1, by Lemma 7.24 (i ) again we have
Gk(g, . . . , g)(u¯⊗ v¯)
=
k−1∑
i=1
(
k
i
)
G˜i,k−i(̟F1G1(1⊗ u¯⊗ 1)⊗ v¯ ⊗ 1 +̟F2G2(1⊗ u¯⊗ v¯ ⊗ 1))
=
n−1∑
j=1
k−1∑
i=1
(
k
i
)
π(u1 · · ·uj−1)Gi,k−i(u¯j ⊗ uj+1 · · ·un ⊗ v¯)
+
n∑
j=1
k−1∑
i=1
(
k
i
)
π(u1 · · ·uj−1)G˜i,k−i(̟2F2G2(1⊗ u¯j ⊗ uj+1 · · ·unv ⊗ 1))
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where the second identity follows from Lemmas 5.15 (iii ) and 5.14. Thus we get
1
k!
Gk(g, . . . , g)(u¯⊗ v¯)
=
1
k!
n−1∑
j=1
k−1∑
i=1
(
k
i
)
π(u1 · · ·uj−1)Gi(g, . . . , g)(u¯j ⊗Gk−i(g, . . . , g)(uj+1 · · ·un ⊗ v¯))
+
1
k!
π(u1 · · ·uj−1)Gk(g, . . . , g)(u¯j ⊗ uj+1 · · ·unv)
=
n−1∑
i=1
k−1∑
j=1
π(u1 · · ·ui−1)(π(ui) ⋆
2
g,j (π(ui+1 · · ·un) ⋆
2
g,k−j π(v))
+
n∑
i=1
π(u1 · · ·ui−1)(π(ui) ⋆
2
g,k π(ui+1 · · ·unv))
= π(u) ⋆2g,k π(v)
where the first identity follows from the fact that ̟1F1G1(1⊗ u¯j ⊗ 1) = 0 and thus
h3(1 ⊗ u¯j ⊗ uj+1 · · ·unv ⊗ 1)) = ̟2F2G2(1 ⊗ u¯j ⊗ uj+1 · · ·unv ⊗ 1); the second
identity follows from the induction hypothesis and the last identity from Lemma
7.23 (iii ). 
7.4. Combinatorial criterion for the Maurer–Cartan equation. The follow-
ing lemma gives a combinatorial way to compute the higher brackets 〈g, . . . , g〉
which appear in the Maurer–Cartan equation for the L∞ algebra p(Q,R) ⊗̂m.
Lemma 7.28. Let g ∈ Hom(kS,A) (resp. g ∈ Hom(kS,A) ⊗̂ m). Then for k ≥ 1,
the bracket 〈g, . . . , g〉k ∈ Hom(kS3, A) (resp. 〈g, . . . , g〉k ∈ Hom(kS3, A) ⊗̂ m) is
given by
1
k!
〈g, . . . , g〉k(w)
= π(fs′) ⋆
2
g,k π(v) + π(gs′) ⋆
2
g,k−1 π(v) − π(u) ⋆
2
g,k π(fs)− π(u) ⋆
2
g,k−1 π(gs)
where w ∈ S3 and we write w = us = s
′v with s, s′ ∈ S.
Proof. For any w ∈ S3, we have
〈g, . . . , g〉k(w) =
k−1∑
i=1
(
k
i
)
G˜i,k−i(F3(1⊗ w ⊗ 1)).
Thus, by Lemma 5.14 (iii ) and Theorem 7.21 we have
〈g, . . . , g〉k(w)
=
k−1∑
i=1
(
k
i
)
G˜i,k−i(−̟2F2(1⊗ s
′ ⊗ π(v)) ⊗ 1) + k!π(fs′) ⋆
2
g,k π(v) − k!π(u) ⋆
2
g,k π(fs)
+
k−1∑
i=1
(
k
i
)
G˜i,k−i
(
̟1F1G1(1 ⊗ u¯⊗ 1)⊗ f¯s ⊗ 1−̟1F1G1(1⊗ f¯s′ ⊗ 1)⊗ v¯ ⊗ 1
)
Recall from Lemma 5.14 (i ) that
F2(1⊗ s
′ ⊗ π(v)) = ̟1split1(s
′)⊗ π(v) −̟1F1G1(1⊗ f¯s′ ⊗ 1)⊗ π(v).
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Thus it remains to verify that
(7.29)
1
k!
k−1∑
i=1
(
k
i
)
G˜i,k−i
(⌈
̟1F1G1(1⊗ u¯⊗ 1)⊗ f¯s ⊗ 1
−̟1split1(s
′)⊗ v¯ ⊗ 1
⌋)
= π(gs′) ⋆
2
g,k−1 π(v)− π(u) ⋆
2
g,k−1 π(gs).
For this, we write w = w1 · · ·wn for wi ∈ Q1 so that
w = w1
wl wl+1 wm wm+1 wn
u s
s′ v
... ... ...
for some 0 < l < m < n. That is, w = s′v = w1 · · ·wmv and we have
(7.30)
1
k!
k−1∑
i=1
(
k
i
)
G˜i,k−i(̟1split1(s
′)⊗ v¯ ⊗ 1)
=
1
k!
m−1∑
j=1
k−1∑
i=1
(
k
i
)
π(w1 · · ·wj−1)G˜i,k−i(w¯j ⊗ wj+1 · · ·wm ⊗ v¯)
=
1
(k − 1)!
Gk−1(g, . . . , g)(G1(g)(w¯1 ⊗ w2 · · ·wm)⊗ v¯)+
m−1∑
j=1
k−1∑
i=1
π(w1 · · ·wj−1)Gi(g, . . . , g)(w¯j ⊗Gk−i(g, . . . , g)(wj+1 · · ·wm ⊗ v¯))
= π(gs′ ) ⋆
2
g,k−1 π(v) − π(w1 · · ·wl−1)(π(wl) ⋆
2
g,k−1 π(gs))+
l−1∑
j=1
k−1∑
i=1
π(w1 · · ·wj−1)(π(wi) ⋆
2
g,i (π(wj+1 · · ·wm) ⋆
2
g,k−i π(v))
where the third identity follows from Lemma 7.23 (i ) and (ii ):
m−1∑
i=l+1
π(w1 · · ·wi−1)(π(wi) ⋆
2
g,j (π(wi+1 · · ·wm) ⋆
2
g,k−j π(v)) = 0
π(wl+1 · · ·wm) ⋆
2
g,i π(v) =
{
π(gs) if i = 1
0 otherwise.
Similarly, we have
(7.31)
1
k!
k−1∑
i=1
(
k
i
)
G˜i,k−i(̟1F1G1(1⊗ u¯⊗ 1)⊗ f¯s ⊗ 1)
=
l−1∑
j=1
k−1∑
i=1
π(w1 · · ·wj−1)(π(wj) ⋆
2
g,i (π(wj+1 · · ·wl) ⋆
2
g,k−i π(fs)).
By Lemma 7.23 (i ), for any 1 ≤ j ≤ l− 1 and i ≥ 1 we have
π(wj+1 · · ·wm) ⋆
2
g,i π(v) = π(wj+1 · · ·wl) ⋆
2
g,i π(fs) + π(wj+1 · · ·wl) ⋆
2
g,i−1 π(gs).
(7.32)
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Thus it follows from (7.30), (7.31) and (7.32) that
1
k!
k−1∑
i=1
(
k
i
)
G˜i,k−i
(
̟1F1G1(1 ⊗ u¯⊗ 1)⊗ f¯s ⊗ 1−̟1split1(s
′)⊗ v¯ ⊗ 1
)
= π(gs′) ⋆
2
g,k−1 π(v) −
l∑
i=1
π(w1 · · ·wj−1)(π(wj) ⋆
2
g,k−1 π(wj+1 · · ·wlgs))
−
l−1∑
j=1
k−2∑
i=1
π(w1 · · ·wj−1)(π(wj) ⋆
2
g,i (π(wj+1 · · ·wl) ⋆
2
g,k−i−1 π(gs))
= π(gs′) ⋆
2
g,k−1 π(v) − π(u) ⋆
2
g,k−1 π(gs)
where the second identity follows from Lemma 7.23 (iii ). This verifies (7.29). 
Remark 7.33. In the context of formal deformations, we usually consider an element
g ∈ Hom(kS,A) ⊗̂ m and the higher brackets 〈g, . . . , g〉 appearing in the Maurer–
Cartan equation of the L∞ algebra p(Q,R)⊗̂m are then simply kJtK-linear extensions
of the brackets given in Lemma 7.28.
Recall from §7.3 that ⋆1g admits a combinatorial description in terms of reduc-
tions, i.e. ⋆1g = ⋆
2
g. The following theorem shows that this description can be used
to check the Maurer–Cartan equation.
Theorem 7.34. Let g ∈ Hom(kS,A) ⊗̂ m. Then g satisfies the Maurer–Cartan
equation for p(Q,R) ⊗̂ m if and only if for any w = u1u2u3 ∈ S3, where s
′ = u1u2
and s = u2u3 are in S, we have
(7.35) (π(u1) ⋆
2
g π(u2)) ⋆
2
g π(u3) = π(u1) ⋆
2
g (π(u2) ⋆
2
g π(u3)).
Similarly, let g ∈ Hom(kS,A). Then g satisfies the Maurer–Cartan equation for
p(Q,R) if and only if for any a, b ∈ A, we have a ⋆2g,k b = 0 for k ≫ 0 and the
identity (7.35) holds for ⋆2g.
Note in particular, that to check if g satisfies the Maurer–Cartan equation, it
suffices to check that ⋆2g is associative on elements w ∈ S3.
Proof of Theorem 7.34. The Maurer–Cartan equation for g is given by∑
k≥0
1
k!
〈g, . . . , g〉k = 0 ∈ Hom(kS3, A) ⊗̂m
(see (6.14)). For any w ∈ S3 we have∑
k≥0
1
k!
〈g, . . . , g〉k(w)
=
∑
k≥0
π(u1) ⋆
2
g,k π(fs) + π(u1) ⋆
2
g,k−1 π(gs)− π(fs′) ⋆
2
g,k π(u3)− π(gs′) ⋆
2
g,k−1 π(u3)
= π(u1) ⋆
2
g π(fs + gs)− π(fs′ + gs′) ⋆
2
g π(u3)
= π(u1) ⋆
2
g (π(u2) ⋆
2
g π(u3))− (π(u1) ⋆
2
g π(u2)) ⋆
2
g π(u3)
where the first identity follows from Lemma 7.28 and the third identity from Lemma
7.23 (i ). 
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7.5. Deformations of relations. In this section we will prove the equivalence
between deformations of the ideal relations I and deformations of reductions systems
for kQ/I.
Definition 7.36. Let (Ĵ , ϕ) be a formal deformation of the ideal I ⊂ kQ (cf. (7.3)),
i.e. J (0) = I and there is a kJtK-module isomorphism ϕ : AJtK kQJtK/Ĵ .
We associate to (Ĵ , ϕ) a (generalized) Gutt star product ⋆3 on Â = AJtK defined
by
a ⋆3 b = ϕ−1(ϕ(a)ϕ(b))
for any a, b ∈ A. (The original Gutt star product was introduced in Gutt [61] as a
quantization of the Lie–Kirillov Poisson structure on the dual of a Lie algebra.)
Proposition 7.37. Let (Ĵ , ϕ) be a formal deformation of an ideal I ⊂ kQ. Then
Â = (AJtK, ⋆3) is a formal deformation of A = kQ/I. Moreover, if (Ĵ , ϕ) and
(Ĵ ′, ϕ′) are equivalent formal deformations of I then (Â, ⋆3) and (Â, ⋆′3) are equiv-
alent formal deformations of the associative algebra A.
Proof. By definition, ⋆3 is associative. Since ϕ(0) = idA we have Â/(t) ≃ A.
Denote a ⋆′3 b = ϕ′−1(ϕ′(a)ϕ′(b)). By definition both ϕ : (Â, ⋆3) kQJtK/Ĵ
and ϕ′ : (Â, ⋆′3) kQJtK/Ĵ ′ become isomorphisms of kJtK-algebras. If (Ĵ , ϕ) and
(Ĵ ′, ϕ′) are equivalent then by definition there is an isomorphism of kJtK-modules
T : AJtK AJtK such that ϕ′ ◦T ◦ϕ−1 is an isomorphism of kJtK-algebras. We infer
that T induces an kJtK-algebra isomorphism between (Â, ⋆3) and (Â, ⋆′3). 
Remark 7.38. The Gutt star product ⋆3 is defined by pulling back the algebra
structure on one vector space to another vector space and is as such bilinear and
associative by definition. Note that this definition thus works for any vector space
isomorphism (e.g. also for an actual deformation).
Let (g, [−,−]) be a Lie algebra. Let Ut(g) be the (formal) universal enveloping
algebra, i.e. Ut(g) = T(g)JtK/(x⊗ y− y⊗x− [x, y]t)x,y∈g. In particular, when t = 1
we get the usual universal enveloping algebra U(g).
The symmetrization map is the following kJtK-linear isomorphism
ρ : S(g)JtK Ut(g)
x1x2 · · ·xk
1
k!
∑
σ∈Sk
xσ(1)xσ(2) · · ·xσ(k)
(7.39)
where Sk is the symmetric group on the set {1, . . . , k} and S(g) = T(g)/(x ⊗ y −
y ⊗ x)x,y∈g is the symmetric algebra over g. Then the classical Gutt star product
on the symmetric algebra S(g)JtK is given by
a ∗G b = ρ−1(ρ(a)ρ(b)) for a, b ∈ S(g)JtK.(7.40)
For the relation between ⋆3 and the classical Gutt star product ∗G, see Remark 8.12
(iii ).
Let g ∈ Hom(kS,A) ⊗̂m. We write g as
g = g1t+ g2t2 + g3t3 + · · · gi ∈ Hom(kS,A)
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and let g(n) = g1t+ · · ·+ gntn denote the image under tensoring by ⊗kk[t]/(t
n+1).
We define the two-sided ideal Îg of kQJtK to be the completion of ideals I
(n)
g of
kQ[t]/(tn+1) generated by the set
{s− fs − g
(n)
s | s ∈ S}.
There is a natural kJtK-linear map
ϕg : AJtK kQJtK/Îg(7.41)
sending π(u) to [u] for any irreducible path u.
Proposition 7.42. (i ) The element g ∈ Hom(kS,A) ⊗̂m is a Maurer–Cartan
element of the L∞ algebra p(Q,R) ⊗̂ m if and only if (Îg, ϕg) is a formal
deformation of I, i.e. the natural map ϕg : AJtK kQJtK/Îg is an isomor-
phism. In this case, we have ⋆2g = ⋆
3
g.
(ii ) The pair (Ig , ϕg) is an actual deformation of I, i.e. the natural map ϕg : A
kQ/Ig is an isomorphism if and only if g ∈ Hom(kS,A) is a Maurer–Cartan
element of p(Q,R) and for any a, b ∈ A, we have that a⋆2g,k b = 0 for k ≫ 0.
Proof. Let us first prove the formal case. Let g be a Maurer–Cartan element of
p(Q,R) ⊗̂ m. It follows from Theorem 7.12 that (AJtK, ⋆1g) is an associative kJtK-
algebra. Since kQ is the (free) tensor algebra generated by Q1 over E = kQ0, the
E-bimodule map
kQ1 AJtK
x π(x)
extends uniquely to an algebra homomorphism kQ (AJtK, ⋆1g). By kJtK-bilinear
extension, this yields an kJtK-algebra homomorphism
Φ: kQJtK (AJtK, ⋆1g).
We claim that for any irreducible path u we have
(7.43) Φ(u) = π(u).
We prove this claim by induction on the length of u. If u ∈ Q1 then it is clear that
Φ(u) = π(u). Assume that Φ(v) = π(v) for any proper irreducible subpath v of u.
Then for u = xv with x ∈ Q1 we have
Φ(u) = Φ(xv) = Φ(x) ⋆1g Φ(v) = π(x) ⋆
1
g π(v) = π(x) ⋆
2
g π(v) = π(xv)
where the third identity follows from the induction hypothesis, the fourth identity
from Theorem 7.21, and the last identity from Lemma 7.23 (ii ).
Let us prove that the ideal Îg is sent to zero under the map Φ. That is, for any
(s, fs) ∈ R, we have
Φ(s− fs − gs) = 0.
Note that gs = σg(s) is irreducible (and πσ = idA) so by (7.43), this is equivalent
to proving
Φ(s) = π(fs + gs).
So let us write s = xu ∈ S with x ∈ Q1 and u ∈ Q≥1. Then we have
Φ(s) = Φ(x) ⋆1g Φ(u) = π(x) ⋆
1
g π(u) = π(x) ⋆
2
g π(u) = π(fs + gs)
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where the first identity follows from the fact that Φ is an algebra homomorphism
and the second identity from (7.43), the third identity from Theorem 7.21, and the
last identity from Lemma 7.23 (i ). Thus, the morphism Φ induces a homomorphism
of k-algebras
Φg : kQJtK/Îg (AJtK, ⋆
1
g).(7.44)
Recall that kQJtK = limn kQ[t]/(t
n+1) and AJtK = limnA[t]/(t
n+1). Note that
the above map Φ: kQJtK (AJtK, ⋆1g) induces an algebra homomorphism
Φ(n) : kQ[t]/(tn+1) (A[t]/(tn+1), ⋆1g)
for each n ≥ 0. Moreover, we have Φ = lim
n
Φ(n). Note that Φ(n) sends I
(n)
g to zero,
it induces an algebra homomorphism
Φ(n)g : kQ[t]/(t
n+1)
/
I(n)g (A[t]/(t
n+1), ⋆1g).
Moreover, the map Φg in (7.44) can be written as Φg = lim
n
Φ
(n)
g .
It remains to prove Φg is bijective. We claim that Φ
(n)
g is bijective for each n ≥ 1.
Indeed, note that kQ[t]/(tn+1)
/
I
(n)
g is k-spanned by the set
B(n) = {bti | b ∈ B}0≤i≤n
since any element can be written (after performing reductions) as
b0 + b1t+ · · ·+ bn−1t
n−1 b0, b1, . . . , bn−1 ∈ B.
It follows from Lemma 3.8 that π(B(n)) = {π(b)ti | b ∈ B}0≤i≤n is a k-linear basis
of A[t]/(tn+1). Since Φ
(n)
g (bti) = π(b)ti for any b ∈ B and 0 ≤ i ≤ n, this yields that
Φ
(n)
g is injective and moreover B(n) is a k-linear basis of kQ[t]/(tn+1)
/
I
(n)
g . Thus,
Φ
(n)
g is bijective. This proves the claim. Since Φg = limnΦ
(n)
g , we get that Φg is
bijective. Note that ϕg is the inverse of Φg. This shows that (Îg, ϕg) is a formal
deformation of I.
Conversely, if (Îg, ϕg) be a formal deformation of I then we have for any irre-
ducible paths u and v
π(u) ⋆3g π(v) = ϕ
−1
g (ϕg(π(u))ϕg(π(v))) = ϕ
−1
g ([uv]) = π(u) ⋆
2
g π(v)(7.45)
where the second identity follows from the definition of ϕg (see (7.41)) and the
third identity follows because reductions (using s fs+gs) induce the identity on
elements in the quotient kQJtK/Îg. To show that g is a Maurer–Cartan element, it
suffices by Theorem 7.34 to check that for any w = u1u2u3 ∈ S3 with s
′ = u1u2, s =
u2u3 ∈ S, we have
(π(u1) ⋆
2
g π(u2)) ⋆
2
g π(u3) = π(u1) ⋆
2
g (π(u2) ⋆
2
g π(u3)).
But now
π(u1) ⋆
2
g (π(u2) ⋆
2
g π(u3))− (π(u1) ⋆
2
g π(u2)) ⋆
2
g π(u3)
= π(u1) ⋆
3
g (π(u2) ⋆
3
g π(u3))− (π(u1) ⋆
3
g π(u2)) ⋆
3
g π(u3)
= 0
where the first identity follows from (7.45) and the second identity comes from the
fact that ⋆3g is associative.
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Let us prove the non-formal case. Let (Ig, ϕg) be a deformation of I. Using
the same argument as in (7.45), we get that ⋆2g = ⋆
3
g and in particular a ⋆
2
g b is
well-defined. That is, for any a, b ∈ A, the product a ⋆2g,k b = 0 for k ≫ 0. Thus, it
follows from Theorem 7.34 that g is a Maurer–Cartan element of p(Q,R).
Conversely, since a⋆2g,kb = 0 for k≫ 0, it follows from (7.22) that
1
k!Gk(g, · · · , g) =
0 for k ≫ 0. Thus, the star product ⋆1g on A is well-defined (cf. 7.11). Since g is
a Maurer–Cartan element, ⋆1g is associative. Then by the similar argument to the
formal case, we get an algebra isomorphism Φg : kQ/Ig A which is the inverse
of ϕg. 
The following example shows that we cannot drop the condition “for any a, b ∈ A,
we have that a ⋆2g,k b = 0 for k ≫ 0” in Proposition 7.42.
Remark 7.46. Let e ∈ A be an idempotent of A corresponding to some vertex of
A. Let g ∈ Hom(kS,A) ⊗̂m be a Maurer–Cartan element of p(Q,R) ⊗̂m. Then by
Proposition 7.42, the subalgebra eAge of Ag is a deformation of eAe. Similarly, the
above statement holds for actual deformations (see §11.2.1).
Example 7.47. Consider
A = k
(
a cb, b
′ ) /
(ab, b′c)
with S = {ab, b′c} and R = {(s, 0) | s ∈ S}. Then there are no overlaps of elements
of S and by Remark 7.13 we have that any element g ∈ Hom(kS,A) ⊗̂ m is a
Maurer–Cartan element of p(Q,R) ⊗̂m. In particular, g given by g(ab) = ab′t and
g(b′c) = bct is a Maurer–Cartan element and ⋆g is a formal associative product on
AJtK.
The formal deformation (AJtK, ⋆g) does not admit an algebraization. Indeed,
the (non-formal) reduction system {(ab, ab′), (b′c, bc)} obtained from Rg by setting
t = 1 is not reduction-finite:
abc ab′c abc ab′c · · ·
Note also that the dimension of A is 10 and the dimension of kQ/(ab− ab′, b′c− bc)
is 11. In other words, the ideal Ig = (ab− ab
′, b′c− bc) is not an actual deformation
of I.
Note that when k = R or C, say, the series defining the deformed product
converges for small values of t, i.e. the formal deformation (AJtK, ⋆g) can be evaluated
at t = λ for all λ lying in the analytic neighbourhood |λ| < 1 so that Aλ =
kQ/(ab− ab′λ, b′c− bcλ) is a family of 10-dimensional algebras over the open unit
disk with central fibre A0 = A.
We shall henceforth use the following simplified notation.
Notation 7.48. Let ⋆g denote the combinatorial star product ⋆
2
g and let ⋆g,k denote
⋆2g,k for k ≥ 0 (see Definitions 7.17 and 7.19).
Note that by Theorem 7.21 we also have ⋆g = ⋆
1
g for any g ∈ Hom(kS,A) ⊗̂ m
and by Proposition 7.42 we also have ⋆g = ⋆
3
g when g is a Maurer–Cartan element
of p(Q,R) ⊗̂m.
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7.A. A deformation-theoretic proof of the Diamond Lemma. Using Propo-
sition 7.42 we can give a deformation-theoretic proof of the Diamond Lemma. Note
that if g ∈ Hom(kS,A) and Rg is reduction finite, then the condition that a⋆g,kb = 0
for k ≫ 0 follows from Lemma 7.16.
Proof of the Diamond Lemma 3.8. By definition (iii ) ⇒ (ii ) ⇒ (i ). Let us prove
(i ) ⇒ (iii ). Let AS = kQ/(S) be the monomial algebra associated to R. Then the
reduction system {(s, 0)}s∈S clearly satisfies (⋄) for (S) and the set of irreducible
paths forms a k-basis of A (without invoking the Diamond Lemma). By Lemma
3.12 we have f ∈ Hom(kS,AS). Then the reduction system R = {(s, fs)}s∈S can be
viewed as an actual deformation of {(s, 0)}s∈S. Note that the condition (i ) implies
the identity (7.35). Since R is reduction-finite, it follows from Theorem 7.34 that
f satisfies the Maurer–Cartan equation for p(Q,S). Then by Proposition 7.42 (ii )
we get that the set of irreducible paths forms a k-basis of A = kQ/(s− fs)s∈S . 
8. Application to deformation quantization
In this section we give applications to deformation quantization of Poisson struc-
tures on n-dimensional affine space An. We give a very brief overview and refer to
[74, 72, 37] for more details.
Definition 8.1. Let (X, {−,−}) be a Poisson manifold and let A = C∞(X) be the
algebra of smooth functions. A star product ⋆ is a RJ~K-bilinear associative product
on AJ~K of the form
f ⋆ g = fg +
∑
n≥1
Bn(f, g)~
n
such that
(i ) each Bn is a bidifferential operator which is a differential operator with
respect to each argument
(ii ) 1 ⋆ f = f = f ⋆ 1 for each f ∈ C∞(X).
We say that ⋆ is a quantization of {−,−} (i.e. a deformation quantization of
(X, {−,−})) if
f ⋆ g − g ⋆ f
~
∣∣∣
~=0
= B1(f, g)−B1(g, f) = {f, g}
i.e. if the skew-symmetrization of the first-order term B1 of ⋆ coincides with the
Poisson bracket.
Deformation quantization was proposed in Bayen–Flato–Frønsdal–Lichnerowicz–
Sternheimer [18] as viewing quantum mechanics as a formal deformation of classical
mechanics. The existence of a deformation quantization for symplectic manifolds
(i.e. the non-degenerate case) was shown by De Wilde–Lecomte [42] and an explicit
formula was given by Fedosov [48]. The quantization of Poisson structures was
solved by Kontsevich [74], giving the following general result.
Theorem 8.2 (Kontsevich [74]). Any Poisson manifold (X, {−,−}) admits a de-
formation quantization.
Kontsevich’s proof relies on the construction of an L∞ quasi-isomorphism, the
Kontsevich formality morphism, between the DG Lie algebra v(X) of polyvector
fields on X (with the Schouten–Nijenhuis bracket and trivial differential) and the
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DG Lie algebra d(X) of multi-differential operators (viewed as a DG Lie subalgebra
of the Hochschild DG Lie algebra h(C∞(X))). This quasi-isomorphism gives an
equivalence of Maurer–Cartan elements up to gauge equivalence in these two DG
Lie algebras (cf. Definition 6.11 and Theorem 6.16), which for v(X) are precisely
(formal) Poisson structures and for d(X) star products.
This formality morphism is constructed explicitly by a universal formula for
any Poisson structure on Rd; the statement for arbitrary Poisson manifolds follows
from a globalization argument (see [74, §7] and [38]). In particular, to each Poisson
structure on Rd, given by a Maurer–Cartan element of v(Rd), one can thus associate
an explicit star product.
Kontsevich’s explicit formula for Poisson structures on Rd takes the following
form
(8.3) f ∗K g = fg +
∑
k≥1
~
k
k!
∑
Γ∈Gk,2
wΓBΓ(f, g)
where Gk,2 is a (finite) set of admissible graphs with k vertices in the upper half-
plane and 2 vertices on the real line. To each graph Γ ∈ Gk,2 one can associate
a certain bidifferential operator BΓ, which is built from k copies of the Poisson
bivector field.
The subtlety in the formula (8.3) arguably lies in the choice of weights wΓ which
make ∗K an associative product. These Kontsevich weights are obtained by looking
at geodesic embeddings of Γ into the upper half plane (with the hyperbolic met-
ric) and integrating a certain differential form (associated to the angles ϕe of the
individual edges) over the compactification of a configuration space of points:
wΓ =
1
(2π)2k
∫
Hk
∧
e∈Γ
dϕe.
These weights are rather mysterious and some of them are conjecturally irrational
(cf. Felder–Willwacher [49]), but the integrals have recently been related to integer-
linear combinations of multiple zeta values in Banks–Panzer–Pym [11].
Remark 8.4. Locally, the same formula can also be used to quantize holomorphic
Poisson structures on Cd. However, the globalization proceduce works rather dif-
ferently as one should replace the algebra of smooth functions C∞(X) by the struc-
ture sheaf OX . In particular, one should consider deformations of OX as (twisted)
presheaf, which naturally include “commutative” deformations of OX correspond-
ing to deformations of the complex structure of X (see §10.1). For more details see
for example [75, 90, 91, 92, 109, 116].
8.1. Combinatorial deformation quantization. The combinatorial star prod-
uct constructed in §7.3 can be sometimes be used to produce explicit formulae for
deformation quantizations of (algebraic) Poisson structures on An. From the quiver
point of view, one should thus look at the quiver with one vertex and n loops and
impose the commutativity relations giving the polynomial ring
(8.5) A = k[x1, . . . , xn] = k
(
x1, . . . , xn
...
)/(
xjxi − xixj
)
1≤i<j≤n
.
We have a reduction system
(8.6) R =
{
(xjxi, xixj)
}
1≤i<j≤n
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coming from a Gro¨bner basis obtained from the ordering xn ≻ · · · ≻ x1 on linear
monomials (see Example 3.15).
Note that combining Kontsevich’s formality quasi-isomorphism v(An) ∼ d(An),
the quasi-isomorphism given by the inclusion d(An) ⊂ h(A), the quasi-isomorphism
p(Q,R) ∼ h(A) (Theorem 7.7) and the invertibility of L∞ quasi-isomorphisms
(Lemma 6.10), one concludes that any star product on An quantizing some Poisson
structure η on An is gauge equivalent to the combinatorial star product for some
Maurer–Cartan element g ∈ Hom(kS,A) ⊗̂ (~). In fact, writing g = g1~+g2~2+ · · ·
the first-order term corresponds to the Poisson structure η and gi for i ≥ 2 can be
thought of “correction terms”.
Proposition 8.7. Let Q be the quiver with one vertex and n loops x1, . . . , xn and
let R = {(xjxi, xixj)}1≤i<j≤n be the reduction system in (8.6).
(i ) The L∞ algebra p(Q,R) has trivial differential and the underlying graded
vector space is isomorphic to polyvector fields on An.
(ii ) The binary bracket 〈−,−〉 of p(Q,R) coincides with the Schouten–Nijenhuis
graded Lie bracket on polyvector fields.
In particular, if g =
∑
i≥1 g
i~i ∈ p(Q,R) ⊗̂ (~) is a Maurer–Cartan element then
η =
∑
1≤i<j≤n g
1(xjxi)
∂
∂xj
∧ ∂
∂xi
is a Poisson structure on An.
Proof. Recall that (i ) was shown in Example 4.4 (ii ). To prove (ii ), note that P k =⊕
1≤i1<···<ik≤n
Axikxik−1 . . . xi1 . The maps F : C (A,A) P and G : P
C (A,A) are given as follows. For any ψ ∈ Ck(A,A), we have
F k(ψ) =
∑
i1<···<ik
∑
s∈Sk
sgn(s)ψ(xis(k) ⊗ xis(k−1) ⊗ · · · ⊗ xis(1) )xikxik−1 · · ·xi1 .
For any 1 ≤ i1 < · · · < ik ≤ n and a1, . . . , ak ∈ A we have
Gk(gxikxik−1 . . . xi1 )(ak ⊗ ak−1 ⊗ · · · ⊗ a1) = g
∂ak
∂xik
∂ak−1
∂xik−1
· · ·
∂a1
∂xi1
.
Let η1 = g1xipxip−1 . . . xi1 ∈ P
p and η2 = g2xjqxjq−1 · · ·xj1 ∈ P
q. Then the Lie
bracket 〈−,−〉 is given by
〈g1, g2〉 = F
p+q−1([Gp(η1), G
q(η2)])
=
p∑
k=1
(−1)k−1g1
∂g2
∂xip−k+1
xjq · · ·xj1xip · · · x̂ip−k+1 · · ·xi1
−
q∑
k=1
(−1)q−kg2
∂g1
∂xiq−k+1
xjq · · · x̂jq−k+1 · · ·xj1xip · · ·xi1
where [−,−] is the Gerstenhaber bracket given in Definition 6.2. Note that the
right-hand side is exactly the Schouten–Nijenhuis bracket of η1 and η2.
Let g =
∑
i≥1 g
i~i ∈ p(Q,R) ⊗̂ (~) be a Maurer–Cartan element. Then from
the second order term we get 〈g1, g1〉~2 = 0. This yields that g1 is a Poisson
structure. 
By Theorem 7.12, ⋆g is associative whenever g is a Maurer–Cartan element of
p(Q,R) ⊗̂ (~). The above proposition shows that the first order term of a Maurer–
Cartan element is always a Poisson structure. As the Maurer–Cartan equation can
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be checked combinatorially, this gives an explicit criterion which Poisson structures
may be quantized via the combinatorial star product (without any higher correction
terms g2~2 + · · · ).
Proposition 8.8. (i ) The combinatorial star product ⋆g gives an explicit for-
mula for the quantization of any algebraic Poisson structure on A2.
(ii ) Let η be any algebraic Poisson structure on An for n ≥ 3. If the cor-
responding element g satisfies xk ⋆g (xj ⋆g xi) = (xk ⋆g xj) ⋆g xi for any
1 ≤ i < j < k ≤ n, then ⋆g gives an explicit deformation quantization of η.
Proof. Let us prove the first assertion. Any (algebraic) Poisson structure on A2 is of
the form g ∂
∂y
∧ ∂
∂x
= −g ∂
∂x
∧ ∂
∂y
and thus determined by its (polynomial) coefficient
function g =
∑
i,j aijx
iyj ∈ A.
For k[x, y] = k〈x, y〉/(yx − xy) the reduction system (8.6) is given by R =
{(yx, xy)}, so that S = {yx} and we can thus view the coefficient function g ∈ A
of the Poisson bivector field as an element g ∈ Hom(kS,A) ≃ A.
Since P 3 = 0, it follows that g~ ∈ Hom(kS,A) ⊗̂ (~) is a Maurer–Cartan element
of p(Q,R) ⊗̂ (~) (cf. Remark 7.13), and by Theorem 7.12 ⋆g~ is associative.
To see that ⋆g~ is a quantization of the Poisson structure associated to g, one
checks that
(8.9) xkyl ⋆g~ x
myn = xk+myl+n + lmgxk+m−1yl+n−1~+ · · ·
so that {
xkyl, xmyn
}
g
=
xkyl ⋆g~ x
myn − xmyn ⋆g~ x
kyl
~
∣∣∣∣
~=0
= (lm− kn)gxk+m−1yl+n−1
=
〈
g ∂
∂y
∧ ∂
∂x
, dxkyl ⊗ dxmyn
〉
where d denotes the exterior derivative and 〈−,−〉 the pairing between vector fields
and forms.
To verify the second, first-order term on the right-hand side of (8.9), one should
calculate xkyl ⋆g~,1x
myn (see §7.3), i.e. perform all possible (right-most) reductions
on xkylxmyn replacing yx by g~ exactly once and by xy all other times so that
xkyl ⋆g~,1 x
myn =
l∑
p=1
m∑
q=1
xkyp−1xq−1 gxm−qyn+p~ = lmgxk+m−1yn+l−1~
where in the summands g appears by commuting the pth y past the qth x. Of course
g itself contains terms xiyj, but in the remaining reductions we can only replace yx
by xy since we have used g once already, i.e. for the remaining reductions we may
simply treat x and y as commuting variables. 
8.1.1. The combinatorial star product via graphs. Similar to the definition of the
Kontsevich star product (8.3), there is a graphical description of combinatorial star
product.
For this let G∗k,2 denote the set of “admissible” graphs for the combinatorial star
product, which is in bijection with the set of pairs(
Λ, {<i}i∈V (Λ)
)
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where Λ ∈ Gk,2 is a Kontsevich graph without oriented cycles (“wheels”), V (Λ)
denotes the set of vertices of the graph Λ, and <i is a well-order on the set of
incoming edges at the vertex i ∈ V (Λ). Then we have the following statement.
Theorem 8.10. The combinatorial star product ⋆g can be given as
(8.11) a ⋆g b =
∑
k≥0
∑
Π∈G∗
k,2
CΠ(a, b)
where CΠ are bidifferential operators corresponding to performing reductions.
If g = g1~+ g2~2 + · · · is a Maurer–Cartan element of p(Q,R) ⊗̂ (~), then ⋆g is
a deformation quantization of the Poisson structure g1.
(Details of this graphical calculus shall be given in [17].) Note also that in the
formula for the combinatorial star product the “weights” for each graph can be
taken as 1.
Remarks 8.12. (i ) Rational deformation quantization. The formula (8.11) ap-
pears to be a rather natural way to define a star product for any Maurer–
Cartan element of p(Q,R) ⊗̂ (~) since the expression does not need any
weights and thus works over Z. It is not yet clear how to define the higher
correction terms g2~2+ · · · in case g1~ does not satisfy the Maurer–Cartan
equation. However, in examples this can be done by considering graphs
with loops and we hope that a general combinatorial formula to achieve
this can be found, which would give a rational universal formula.
(ii ) Loopless deformation quantization. Dito [44] and Willwacher [114] have
shown that a universal formula without loops cannot exist. The “smallest”
example of a Poisson structure which by itself does not satisfy the Maurer–
Cartan equation is a quadratic Poisson structure on A3 (see Example 8.16).
It appears that the higher order terms to “correct” a Poisson structure to
a Maurer–Cartan element can indeed be found by considering graphs with
loops.
(iii ) Linear Poisson structures and the Gutt star product. The combinatorial
star product ⋆g makes use of the ordering of the monomials x1 ≺ · · · ≺ xn.
One can define a “symmetrized” version of ⋆g, which is still an associative
quantization of the corresponding Poisson structure. A linear Poisson struc-
ture on An can be viewed as a Lie algebra structure and the symmetrized
star product coincides precisely with the Gutt star product quantizing the
Kirillov–Lie Poisson bracket. Indeed, Poisson structures with only linear
and constant terms are always Maurer–Cartan elements of p(Q,R) ⊗̂ (~).
We close this section by giving several examples.
Example 8.13. Let η =
∑
1≤i<j≤n ηji
∂
∂xj
∧ ∂
∂xi
be a constant Poisson structure
on An (i.e. ηji ∈ k for 1 ≤ i < j ≤ n). Then g(xjxi) = ηji and
a ⋆g~ b =
∑
i1≤···≤ik
j1≤···≤jk
∞∑
k=0
∑
s∈Sk
ηjs(1)i1 · · · ηjs(k)ik
∂[k]a
∂xj1 · · · ∂xjk
∂[k]b
∂xi1 · · ·∂xik
~
k(8.14)
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where we set ηji = 0 if i ≥ j and
∂[k]a
∂xk11 · · · ∂x
kn
n
=
1
k1! · · · kn!
∂ka
∂xk11 · · · ∂x
kn
n
k = k1 + · · ·+ kn
are the so-called divided partial derivatives.
By Proposition 8.8 any algebraic Poisson structure on A2 (or any linear Poisson
structure on An) can be quantized using the formula of the combinatorial star
product (8.11). We now give two concrete examples quantizing nonlinear Poisson
structures in higher dimensions.
The following first example is a quadratic Poisson structure on A3 which is a
Maurer–Cartan element and thus can be quantized using the combinatorial star
product.
Example 8.15. Consider the Poisson structure η = −(x2+αyz) ∂
∂z
∧ ∂
∂y
on A3 with
α ∈ k. Note that the associated element g~ ∈ p(Q,R) ⊗̂ (~) where
g(yx) = 0 = g(zx) and g(zy) = −(x2 + αyz)
is a Maurer–Cartan element since (z ⋆g~ y) ⋆g~ x = xyz − (x
3 + αxyz)~ = z ⋆g~
(y ⋆g~ x). It follows that (AJ~K, ⋆g~) is a deformation quantization of η. Note
that by Manchon–Masmoudi–Roux [82, Prop. III.2] the Poisson structure η is not
the image of a classical r-matrix when α 6= 0 and thus cannot be quantized using
Drinfel’d twists.
The following example is an exact Poisson structure of degree k, which is not a
Maurer–Cartan element of p(Q,R) ⊗̂ (~), but which may be corrected by adding
higher-order terms, which can be obtained using graphs with cycles. (We leave a
precise description of this process for future work.)
Example 8.16. Consider the exact Poisson structure η given by f = −xyz −
1
k+1x
k+1 for k ≥ 2, i.e. η = (yz + xk) ∂
∂z
∧ ∂
∂y
− xz ∂
∂z
∧ ∂
∂x
+ xy ∂
∂y
∧ ∂
∂x
on A3. Let
g ∈ Hom(kS,A) be the associated element to η:
g(yx) = xy, g(zx) = −xz, and g(zy) = yz + xk.
We note that g~ is not a Maurer–Cartan element of p(Q,R) ⊗̂ (~) since
(z ⋆g~ y) ⋆g~ x = xyz(1 + ~− ~
2 − ~3) + xk+1~
z ⋆g~ (y ⋆g~ x) = xyz(1 + ~− ~
2 − ~3) + xk+1(~− ~3)
and thus (z ⋆g~ y)⋆g~ x 6= z ⋆g~ (y⋆g~ x). However, by adding higher correction terms
to g~ we obtain a Maurer–Cartan element g˜ of p(Q,R) ⊗̂ (~) given as
g˜(yx) = xy(~− ~2 + ~3 − ~4 + ~5 − · · · )
g˜(zx) = xz(~+ 2~2 − 4~3 + 8~4 − 16~5 + · · · )
g˜(zy) = (yz + xk)~.
Indeed one easily verifies that (z ⋆ g˜ y) ⋆ g˜ x = z ⋆ g˜ (y ⋆ g˜ x) and thus (AJ~K, ⋆ g˜) is a
deformation quantization of the Poisson structure η.
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9. Poincare´–Birkhoff–Witt deformations
The Gutt star product, obtained by pulling back the associative multiplication
on U(g) to S(g), is the classical example of a Poincare´–Birkhoff–Witt (PBW) de-
formation. More generally, one can consider PBW deformations of a graded (or
filtered) algebra A which are obtained by altering the relations of the algebra. Here
we study PBW deformations in the general setting of path algebras of quivers with
relations, i.e. quotients of tensor algebras over the semisimple ring kr for any r ≥ 1.
For A ≃ kQ/I with a reduction system R satisfying (⋄) for I, PBW deformations
can be obtained as deformations corresponding to Maurer–Cartan elements of the
L∞ algebra p(Q,R) which satisfy certain degree conditions.
Definition 9.1. Let R = {(s, fs) | s ∈ S} be a reduction system satisfying the
condition (⋄) for an ideal I of kQ and let A = kQ/I as usual.
For any h ∈ Hom(kS,A) we introduce the following two degree conditions:
hs = σh(s) ∈ kQ<|s| for any s ∈ S(<)
hs = σh(s) ∈ kQ≤|s| for any s ∈ S(≤)
which are to be understood as conditions on h.
Definition 9.2. Let R = {(s, fs) | s ∈ S} be a reduction system satisfying the
condition (⋄) for an ideal I of kQ such that f satisfies (≤). Then the filtration
by path length on kQ gives also the quotient algebra A = kQ/I the structure of
a filtered algebra, i.e. A =
⋃
m≥0A≤m for A≤0 ⊂ A≤1 ⊂ A≤2 ⊂ · · · ⊂ A and
A≤m · A≤n ⊂ A≤m+n, where A≤m = π(kQ≤m). The associated graded algebra is
defined as
grA :=
⊕
m
A≤m
/
A≤m−1.
Given an element g ∈ Hom(kS,A) satisfying (<), the filtered algebraAg = kQ/Ig
is called a filtered deformation of A if the natural morphism
grA grAg
π(u) [u]
where u is any irreducible path, is an isomorphism of graded algebras. Here Ig is
the two-sided ideal of kQ generated by {s− fs − gs}s∈S .
If R is a homogeneous reduction system, i.e. for any s ∈ S we have fs ∈ kQ|s|,
then A ≃ grA is a graded algebra and a filtered deformation of A is called a PBW
deformation. In particular, forQ a quiver with one vertex and n loops, this coincides
with the classical definition of a PBW deformation of a (connected) graded algebra
k〈x1, . . . , xn〉/(r1, . . . , rk) for homogeneous elements ri.
Theorem 9.3. Let g ∈ Hom(kS,A) be any element satisfying (<).
(i ) If gt is a Maurer–Cartan element of p(Q,R) ⊗̂ m, then gλ is a Maurer–
Cartan element of p(Q,R) for any λ ∈ k. In particular, the formal defor-
mation (AJtK, ⋆g) admits (A[t], ⋆g) as an algebraization.
(ii ) The algebra Ag is a filtered deformation of A if and only if g is a Maurer–
Cartan element of p(Q,R).
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Proof. Let us prove the first assertion. Since g satisfies (<), Rg is reduction finite
since R is reduction finite and reductions using g decrease the length of the path.
By Lemma 7.16 it follows that for all a, b we have that a ⋆gλ,k b = 0 for k ≫ 0.
Thus, a ⋆gλ b is well defined and moreover a ⋆gλ b = (a ⋆gt b)|t=λ for any a, b ∈ A. If
gt is a Maurer–Cartan element of p(Q,R) ⊗̂ m, then by Theorem 7.34 we get that
gλ is a Maurer–Cartan element of p(Q,R).
Let us prove the second assertion. If g is a Maurer–Cartan element of p(Q,R)
then by Proposition 7.42 (ii ) there is an algebra isomorphism
ϕg : (A, ⋆g) Ag
sending π(u) to [u] for any irreducible path u. Clearly, ϕg is compatible with the
filtrations, thus it induces an algebra isomorphism between grAg and gr(A, ⋆g).
Note that gr(A, ⋆g) ≃ grA as graded algebras, thus Ag is a filtered deformation of
A.
Now ifAg is a filtered deformation, then we have that ϕg is a k-linear isomorphism
and it follows from Proposition 7.42 (ii ) that g is a Maurer–Cartan element. 
The following theorem gives a necessary and sufficient condition for PBW defor-
mations of N -Koszul algebras. (This theorem was proved for Koszul algebras, i.e.
N = 2, in Braverman–Gaitsgory [28], Positselski [96] and Polishchuk–Positselski
[95].)
Theorem 9.4 (Berger–Ginzburg [21], Fløystad–Vatne [50]). Let A = T(V )/I be
an N -Koszul algebra where I = (S) is a homogeneous ideal generated by a set of
relations S ⊂ V ⊗N . For each s ∈ S let gs = g1(s)+· · ·+gN (s), where gi(s) ∈ V
⊗N−i
and let Ig = (s − gs)s∈S. Then Ag = T(V )/Ig is a PBW deformation of A if and
only if
Ig ∩ T
≤NV = k{s− gs}s∈S .
Moreover, this condition is equivalent to the following two conditions:
(i ) im
(
(kS ⊗k V ) ∩ (V ⊗k kS)
[idV , g1]
V ⊗kN
)
⊂ kS
(ii ) gi ◦ [idV , g1] = [idV , gi+1] for 1 ≤ i ≤ N (and we set gN+1 = 0)
where [idV , gi] = idV ⊗ gi − gi ⊗ idV as maps (kS ⊗ V ) ∩ (V ⊗ kS) V
⊗N−i+1.
(See also Cassidy–Shelton [36] for a different generalization.)
As a corollary of Theorem 9.3 we can prove the following analogous result with
the observation that the conditions (i ) and (ii ) correspond precisely to the Maurer–
Cartan equation for p(Q,R).
Corollary 9.5. Let A = kQ/I = TkQ0kQ1/I be a finitely presented graded algebra
over E = kQ0 ≃ k
r and let R = {(s, fs)} be a reduction system satisfying (⋄) for
I such that s ∈ QN and fs ∈ QN for any s ∈ S = {s | (s, fs) ∈ R}. We assume
that S3 ⊂ QN+1. Let g ∈ Hom(kS,A) satisfy (<). Then Ag = kQ/Ig is a PBW
deformation of A if and only if
Ig ∩ kQ≤N = k{s− fs − gs}s∈S .
Similarly, this condition is equivalent to
(i ) im
(
(k{s− fs} ⊗ kQ1) ∩ (kQ1 ⊗ k{s− fs})
[id, g1]
kQN
)
⊂ k{s− fs}
(ii ) gi ◦ [id, g1] = [id, gi+1] for 1 ≤ i ≤ N , where gi : k{s − fs} kQN−i is
defined by gi(s− fs) = πN−i(gs). Here πN−i : kQ kQN−i is the natural
projection.
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Remark 9.6. For N = 2 the condition S3 ⊂ QN+1 is automatic. In general, if the
reduction system R is induced from a reduced noncommutative Gro¨bner basis (with
respect to some admissible order), then by [60, Prop. 11] the algebra A = kQ/I is
N -Koszul if and only if S3 ⊂ QN+1. In this case, A is called a strong N -Koszul
algebra (cf. [58]).
Proof of Corollary 9.5. If Ag is a PBW deformation of A, then the set B of irre-
ducible paths forms a basis of Ag. Since any monomial u ∈ Q≤N which is not in S
is irreducible, we have Ig ∩ kQ≤N = k{s− fs − gs}s∈S.
Let us prove that the condition Ig ∩ kQ≤N = k{s − fs − gs}s∈S implies the
conditions (i ) and (ii ). Let p be in (k{s−fs}⊗kQ1)∩ (kQ1⊗k{s−fs}). Consider
the following two elements in Ig
N∑
i=1
(id⊗ gi)(p) + p and
N∑
i=1
(gi ⊗ id)(p) + p.
The difference of the two elements is in Ig ∩ kQ≤N and thus in k{s− fs − gs}s∈S .
Namely,
N∑
i=1
(id⊗ gi − gi ⊗ id)(p) ∈ k{s− fs − gs}s∈S.
Comparing degrees, we have [id, g1](p) ∈ k{s − fs − gs} and gi ◦ [id, g1](p) =
[id, gi+1](p) for i = 1, . . . , N .
We need to prove that the conditions (i ) and (ii ) imply that g is a Maurer–
Cartan element of p(Q,R). By Theorem 7.34, it suffices to check the identity
(7.35). Since S3 ⊂ QN+1, we note that the identity (7.35) is equivalent to (i ) and
(ii ) by comparing degree components. 
Remark 9.7. In Corollary 9.5 we assume the existence of a homogeneous reduction
system, which for example exists for strong N -Koszul algebras (cf. Remark 9.6).
For a general N -Koszul algebra we believe it would be more natural to work with
the Koszul resolutionK (rather than working with P , which depends on the choice
of a particular reduction system). Similarly, one obtains an L∞ algebra structure
on K = HomAe(K ,A) by homotopy transfer and we expect the conditions (i ) and
(ii ) in Theorem 9.4 to be precisely the Maurer–Cartan equation for this L∞ algebra
split into degree components.
Example 9.8 (A very simple example). Let
A = k
( a
b
)/
(ab, ba).
Then A is a self-injective algebra of dimension 4 with gldimA = ∞. We illustrate
how deformations of A can be described as Maurer–Cartan elements of the L∞
algebra p(Q,R).
The ideal (ab, ba) admits a reduction system
R = {(ab, 0), (ba, 0)}
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so that
Q0 =: S0 = {e1, e2}
Q1 =: S1 = {a, b}
S =: S2 = {ab, ba}
S3 = {aba, bab}
S4 = {abab, baba}
...
Note that the only irreducible paths parallel to ab and ba are the idempotents, so
a general element Hom(kS,A) is of the form
ab λe1
ba µe2
For λ = µ = 1 we obtain the map g : kS A defined by
g(ab) = e1
g(ba) = e2
which is a Maurer–Cartan element of the L∞ algebra p(Q,R) since for aba ∈ S3 we
have
a ⋆g (b ⋆g a) = a ⋆g e2 = a
(a ⋆g b) ⋆g a = e1 ⋆g a = a
and similarly for bab ∈ S3. (That these conditions are equivalent to the Maurer–
Cartan equation is the content of Proposition 7.42.) Writing Ig = (ab− e2, ba− e1)
we have that Ag = kQ/Ig ≃M2(k) is the 4-dimensional algebra of 2× 2 matrices.
On the other hand, the element g ∈ Hom(kS,A) ⊗̂m defined by
g(ab) = 0
g(ba) = e2t
is not a Maurer–Cartan element and the algebra A˜ = kQJtK/(ab, ba− e2t) is not a
flat formal deformation of A. Indeed, A˜ has t-torsion as using the deformed relations
we have for example at = aba = 0. Here g satisfies the degree condition (<), but
kQ/(ab, ba− e2) = kQ0 ≃ k
2 is not a PBW deformation of A.
Remark 9.9. Any finite-dimensional algebra over an algebraically closed field k is
Morita equivalent to the path algebra of a quiver modulo an admissible ideal I (i.e.
kQN ⊂ I ⊂ kQ2 for some N ≥ 2). In Example 9.8 the deformation Ag is a PBW
deformation of A and thus has the same dimension, but the ideal (ab− e1, ba− e2)
is no longer admissible since it contains constant terms and Ag ≃ M2(k) is Morita
equivalent to k, so gldimAg = gldim k = 0.
In other words, deformations of path algebras of quivers may not necessarily
preserve the admissibility of the ideal and may be Morita equivalent to the path
algebra of a quiver with less vertices and less arrows. (See also Theorem 11.8 for a
geometric example of this phenomenon.)
Note that for the quiver in Example 9.8 the 2-cochains Hom(kS,A) which satisfy
(<) is a 2-dimensional affine space and the space of deformations may be viewed
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as an algebraic variety in A2 cut out by x− y. We discuss this further in the next
section.
9.1. Algebraic varieties of algebras. If we assume that R is a finite reduction
system (which we hereby do), we may view the set of “actual” deformations (ob-
tained from evaluating an algebraization at some values of the parameters) as an
affine algebraic variety whose defining equations are given by the Maurer–Cartan
equation. The “actual” deformations can be obtained under degree conditions, com-
ing either from the path length or from the order in a noncommutative Gro¨bner
basis.
9.1.1. PBW deformations. Let A = kQ/I and let R = {(s, fs)} be a finite reduction
system satisfying (⋄) for I such that f determining R satisfies (≤). Then A is filtered
by path length and both A and grA can be viewed as points in a finite-dimensional
algebraic variety of PBW deformations.
Theorem 9.10. The subspace of Hom(kS,A) consisting of elements g satisfying
the degree condition (<) is a finite-dimensional affine space and the Maurer–Cartan
equation for p(Q,R) cuts out an affine variety of PBW deformations of grA.
Proof. It follows from Theorem 9.3 that the PBW deformations correspond to
Maurer–Cartan elements of p(Q,R). Under the degree condition (<), the Maurer–
Cartan equation gives algebraic equations in Hom(kS,A) via the identity (7.35). 
9.1.2. Degree conditions from Gro¨bner bases. A similar idea may be used to define
algebraic varieties of algebras admitting a finite noncommutative Gro¨bner basis,
where instead of requiring that the length gs is strictly smaller than the length of s
one requires that s ≻ gs, where ≻ is an admissible order on Q . (Note that gs may
be a linear combination of paths whose length could be smaller or equal to the length
of s.) The corresponding varieties of associative algebras have been introduced and
studied in Green [58] and Green–Hille–Schroll [59]. The Maurer–Cartan equation
of the L∞ algebra p(Q,R) can now be viewed as the explicit equations defining this
variety.
Similarly to the degree condition (<) which is a condition on path length (see
Definition 9.1), we may give the following degree condition
gs = σg(s) ∈ kQ≺s for any s ∈ S(≺)
where kQ≺s is the k-linear span of all paths which are “smaller” than s with respect
to the well-order ≺.
Let Q be a finite quiver and let Q denote the set of all paths in Q. Fix an
admissible order ≻ on Q (see §3.1.1). Let S ⊂ Q≥2 be a finite subset such that s
is not a subpath of s′ for any s 6= s′ ∈ S. Define a set of algebras (cf. [59, Def. 4.1])
AlgS = {kQ/I | I ideal of kQ and 〈tip(I)〉 = 〈S〉}
(see §3.1.1 for the definition of tip(I)).
Let B be the set of irreducible paths in Q. For any s ∈ S, denote
B(s) = {b ∈ B | b is parallel to s and s ≻ b}.
Suppose that the set B(s) is finite for each s ∈ S. Denote N =
∑
s∈S |B(s)| and
consider the affine space AN . To each point g = (λs,b)s∈S,b∈B(s) of A
N we associate
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a reduction system for kQ
Rg =
{
(s, gs)
∣∣∣ s ∈ S and gs = ∑
b∈B(s)
λs,bb
}
.
Let VS ⊂ A
N denote the set of points
VS =
{
g ∈ AN
∣∣ Rg satisfies the condition (⋄)}.
Then we have the following results.
Theorem 9.11 (Green–Hille–Schroll [59] Thm. 4.3 & Thm. 4.4).
(i ) There is a one-to-one correspondence between the sets VS and AlgS.
(ii ) VS admits the structure of an affine algebraic variety.
The following result shows that the algebraic equations for the variety VS are
given by the Maurer–Cartan equation.
Theorem 9.12. Let A = kQ/(S) be the monomial algebra associated to S. Then
the variety VS ⊂ A
N is the zero locus of at most dimHomEe(kS3, A) algebraic
equations obtained by evaluating the Maurer–Cartan equation on elements in S3,
i.e. for each w ∈ S3 we obtain an equation∑
k≥1
1
k!
〈g, . . . , g〉k(w) = 0
which for w = u1u2u3 with u1u2, u2u3 ∈ S can also be written explicitly as
(u1 ⋆g u2) ⋆g u3 = u1 ⋆g (u2 ⋆g u3).
(See Example 9.16 for an example of VS .) To prove Theorem 9.12 we first prove
the following lemma.
Lemma 9.13. Let R be a reduction system obtained from a finite noncommutative
Gro¨bner basis of kQ/I and let g ∈ Hom(kS,A) satisfy s ≻ gs for any s ∈ S.
(i ) For any elements a, b ∈ A we have that a ⋆g,k b = 0 for k ≫ 0.
(ii ) If gt is a Maurer–Cartan element of p(Q,R) ⊗̂m, then the formal deforma-
tion (AJtK, ⋆gt) ≃ kQJtK/Îgt admits kQ[t]/Ig as an algebraization.
Proof. Since the order ≻ is a well order, we get that for any a, b the product a⋆g,kb =
0 for k ≫ 0. Then it follows from Lemma 7.28 that 〈g, . . . , g〉k(w) = 0 for w ∈ S3
and k ≫ 0. Since S3 is a finite set (because S is finite), we get that 〈g, . . . , g〉k = 0
for k ≫ 0. This proves (i ) and (ii ) follows from Proposition 7.42. 
Proof of Theorem 9.12. It follows from Lemma 9.13 that there exists a positive
integer k0 such that 〈g, . . . , g〉k = 0 for any k > k0. It follows from Proposition
7.42 that an element g ∈ AN is in the variety VS if and only if g satisfies the
Maurer–Cartan equation ∑
1≤k≤k0
1
k!
〈g, . . . , g〉k = 0.
By Theorem 7.34, this gives the following equations
(u1 ⋆g u2) ⋆g u3 = u1 ⋆g (u2 ⋆g u3)
for any w = u1u2u3 ∈ S3 with u1u2, u2u3 ∈ S. 
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Note that if the Maurer–Cartan equation holds for all 2-cochains, for example if
P 3 = 0, then VS is simply the affine space A
n.
9.1.3. Finite-dimensional algebras. Deformations of finite-dimensional algebras can
in principle be determined already from the classical theory, i.e. as Maurer–Cartan
elements in the Hochschild complex with its DG Lie algebra structure given by
the Gerstenhaber bracket. From a practical perspective, however, the approach
via reduction systems (in particular, those from a finite Gro¨bner basis) can be
considered a substantial improvement.
For instance, in Example 9.8 we recovered the 2 × 2 matrix algebra M2(k) as
a deformation of a certain 4-dimensional self-injective algebra A. Describing the
algebra deformations using the approach via the reduction system, the space of 2-
cocycles HomEe(kS,A) is 2-dimensional, whereas the space of Hochschild 2-cocycles
Homk(A ⊗k A,A) is 64-dimensional. (See also the footnote in Example 9.16 below
for a more compelling dimension count.)
Recall that any finite-dimensional algebra B is Morita equivalent to A = kQ/I,
where Q is a finite quiver and I is an admissible ideal, i.e. kQ≥m ⊂ I ⊂ kQ≥2
for some m ≥ 2. Since Morita-equivalent algebras have the same deformation
theory (this is even true for derived Morita-equivalent algebras, see Keller [71]) the
deformation theory of B can be described as the deformation theory of A = kQ/I.
Using the following theorem one can now find a finite noncommutative Gro¨bner
basis for I.
Theorem 9.14 [57, Prop. 2.11]. If A = kQ/I is finite-dimensional, then I admits
a finite Gro¨bner basis.
In this case a finite noncommutative Gro¨bner basis may be computed using the
noncommutative version of Buchberger’s algorithm (see [57, §2.4]). Such a finite
Gro¨bner basis then gives a finite reduction system (see §3.1.1).
Corollary 9.15. If A = kQ/I is finite-dimensional, then there exists a finite re-
duction system R for kQ which satisfies the condition (⋄) for I.
Note, however, that even in the simplest case where Q is an acyclic quiver and the
reduction system has no overlaps (i.e. S3 = ∅ so that HH
3(A) = 0 and deformations
are unobstructed), not every formal deformation need admit an algebraization (see
Example 7.47).
The following example describes deformations of certain Brauer tree algebras
which are examples of gentle algebras. These algebras were studied in Mazorchuk–
Stroppel [85] in the context of the representation theory of sln and they also appear
in various other contexts, such as highest weight representations of the Virasoro
algebra [23]. We refer the reader to [85] and the references therein for more details
and background. Here we illustrate how to recover the deformations of Brauer tree
algebras using the approach via reduction systems and the combinatorial criterion
for the Maurer–Cartan equation given in Theorem 7.34.
Example 9.16 (Brauer tree algebras). Let n ≥ 4 be fixed. Let Q be the quiver
· · ·
a1 a2 a3 an−2
b1 b2 b3 bn−2
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The Brauer tree algebra is the quotient A = kQ/I where I is the ideal generated by
the set
{aiai+1, bi+1bi, ai+1bi+1 − biai}1≤i≤n−3
which is a finite-dimensional algebra of dimension 4n− 6.
We have a reduction system
R = {(b1a1b1, 0), (a1b1a1, 0)} ∪ {(aiai+1, 0), (bi+1bi, 0), (ai+1bi+1, biai)}1≤i<n−2
satisfying (⋄) for I. The reduction system R can obtained by the Gro¨bner basis de-
fined as the degree–lexicographic ordering which extends a1 ≻ · · · ≻ an−2 ≻ bn−2 ≻
· · · ≻ b1 (cf. Theorem 9.14) and the extra two terms (b1a1b1, 0) and (a1b1a1, 0)
are added to the reduction system by resolving the overlap ambiguities a1a2b2 and
a2b2b1, respectively, in accordance with Buchberger’s algorithm. We have
S = {a1b1a1, b1a1b1} ∪ {aiai+1, bi+1bi, ai+1bi+1}1≤i≤n−3
S3 = {a1b1a1b1, b1a1b1a1, a1b1a1a2, b2b1a1b1} ∪ {ai+1bi+1bi, aiai+1bi+1}1≤i≤n−3
∪ {aiai+1ai+2, bi+2bi+1bi}1≤i≤n−4.
Note that the irreducible path parallel to a1b1a1 is a1, the irreducible path parallel
to b1a1b1 is b1, the irreducible paths parallel to ai+1bi+1 are ei+1 and biai; and there
are no irreducible paths parallel to aiai+1 or bi+1bi. We infer that g ∈ Hom(kS,A)
is of the following form
ga1b1a1 = λ1a1
gb1a1b1 = µ1b1
gai+1bi+1 = λi+1ei+1 + µi+1biai for 1 ≤ i ≤ n− 3
gaiai+1 = 0
gbi+1bi = 0
for λj , µj ∈ k for 1 ≤ j ≤ n − 2. That is, Hom(kS,A) ≃ A
2n−4 with coordinates
λi, µi.
4
By Theorem 9.12, the Maurer–Cartan equation for g is equivalent to
(9.17) λ1 = µ1 and λi+1 + λi(1 + µi+1) = 0 for 1 ≤ i < n− 2
and (9.17) cuts out the variety VS ⊂ A
2n−4 of actual deformations associated to S.
For each point (λ, µ) = (λ1, . . . , λn−2, µ1, . . . , µn−2) ∈ VS ⊂ A
2n−4 the correspond-
ing algebra is kQ/Iλ,µ where Iλ,µ is the ideal generated by the set
{aiai+1, bi+1bi, ai+1bi+1 − biai}1≤i≤n−3
The degree condition (<) for g to be a PBW deformation implies that we must
have µ2 = · · · = µn−2 = 0, so that the PBW deformations can be viewed as a one-
dimensional subvariety of VS isomorphic to an affine line parametrized by λ ∈ k
with
λ = µ1 = λ1 = −λ2 = · · · = (−1)
n−1λn−2.
The algebras Aλ in this family of PBW deformations are given by
Aλ = kQ/(a1b1a1−λa1, b1a1b1−λb1, ai+1bi+1− (−1)
iλei+1, aiai+1, bi+1bi)1≤i<n−2
4In contrast dimk Homk(A⊗k A,A) = 8(2n− 3)
3 so that
n 4 5 6 7 · · ·
dimHom(kS,A) 4 6 8 10 · · ·
dimHom(A⊗k2, A) 1000 2744 5832 10648 · · ·
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where A0 = A is the Brauer tree algebra.
9.A. Deformations of type A˜n preprojective algebras. The McKay corre-
spondence (see McKay [86] and Wemyss [111]) relates the geometry of a ratio-
nal surface singularity C2/Γ for some Γ < GL2(C) and its (minimal) resolution
to the representation theory of the corresponding reconstruction algebra. When
Γ < SL2(C), then C
2/Γ is an ADE singularity whose minimal resolution contains
a chain of P1’s with self-intersection −2 as exceptional locus with their intersection
graph given by the Dynkin diagram. The corresponding reconstruction algebra is
obtained as the preprojective algebra associated to the extended Dynkin diagram
of type A˜D˜E˜. The preprojective algebras are also related to the symplectic reflec-
tion algebras (see [40, 46]). Naturally, this beautiful interplay between algebra and
geometry also extends to the deformation theory, so that deformations of the pre-
projective algebra are seen to induce deformations of the singularity corresponding
to commutative or noncommutative deformations of the minimal resolution.
We show how to give an explicit description of deformations for the preprojective
algebra associated to the extended Dynkin diagram of type A˜n — corresponding
under the McKay correspondence to the An surface singularity. In this case, the
preprojective algebra admits a particularly simple reduction system and the degree
conditions (<) and (≺) allow us to recover the deformed preprojective algebras as
well as the so-called deformed quantum preprojective algebras as algebraizations of
formal deformations (see §§9.A.1 and 9.A.2 respectively). From a geometric per-
spective, the deformed preprojective algebras are PBW deformations corresponding
to classical deformations of the minimal resolution as well as to the quantization of
the holomorphic symplectic form and the deformed quantum preprojective algebras
also include quantizations of a certain (degenerate) Poisson structure. (See §§10–11
for more geometry.)
Let Q be the extended Dynkin quiver of type A˜n (with n+1 vertices) and let Q
be the double quiver of Q
...
obtained by adding for each (clockwise) arrow αi ∈ Q1 for 0 ≤ i ≤ n a new
(counter-clockwise) arrow α∗i with s(α
∗
i ) = t(αi) and t(α
∗
i ) = s(αi).
The preprojective algebra associated to Q is defined as
Π(Q) = kQ
/ (∑n
i=0 αiα
∗
i − α
∗
i−1αi−1
)
where we set α−1 := αn and α
∗
−1 := α
∗
n.
We have an obvious reduction system
R = {(αiα
∗
i , α
∗
i−1αi−1)}0≤i≤n
with S = {αiα
∗
i }0≤i≤n
satisfying (⋄) for the ideal I = (
∑n
i=0 αiα
∗
i − α
∗
i−1αi−1). Note that there are no
overlap ambiguities and thus no higher k-ambiguities, i.e. Sk+2 = ∅ for k ≥ 1.
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In particular, S3 = ∅ so that all elements in Hom(kS,Π(Q)) are Maurer–Cartan
elements and can be used to define formal deformations.
9.A.1. Deformed preprojective algebras. The deformed preprojective algebras can be
viewed as PBW deformations of preprojective algebras. For PBW deformations, we
should look at 2-cocycles g ∈ Hom(kS,A) which satisfy the condition (<). Since
the only irreducible paths of length strictly less than the length of the elements in
S are the idempotents ei at the vertices, PBW deformations of Π(Q) are given by
g : kS Π(Q) such that
g(αiα
∗
i ) = λiei
where λi ∈ k for 0 ≤ i ≤ n, i.e. all PBW deformations are parametrized by λ =
(λ0, . . . , λn) ∈ k
n+1. We denote the corresponding deformed algebra by Πλ(Q) =
(Π(Q), ⋆g). It follows from Theorem 9.3 that Π
λ(Q) is isomorphic, as (filtered)
algebras, to the deformed preprojective algebra
Πλ(Q) ≃ kQ
/ (∑n
i=0 αiα
∗
i − α
∗
i−1αi−1 − λiei
)
studied in [40].
Let us consider the subalgebra e0Π
λ(Q)e0 of Π
λ(Q), which is isomorphic to
(e0Π(Q)e0, ⋆g). Let us write
αi...j := αiαi+1 · · ·αj
α∗j...i := α
∗
jα
∗
j−1 · · ·α
∗
i
0 ≤ i < j ≤ n
and note that the two elements
ω := α0...n and ω
∗ := α∗n...0
are in e0Π(Q)e0. The following irreducible paths form a k-basis of e0Π(Q)e0:
{(ω∗)kωl, (ω∗)kα∗nαnω
l, . . . , (ω∗)kα∗n...1α1...nω
l}k,l≥0.(9.18)
Since ω∗ω is an irreducible path we have ω∗ ⋆g ω = ω
∗ω.
The combinatorial star product ⋆g can be described as follows.
Proposition 9.19. The product ⋆g on e0Π(Q)e0 is determined as follows.
(i ) For any 0 ≤ l ≤ k ≤ n+ 1 we have
αn−k+1...n ⋆g α
∗
n...n−l+1 = α
∗
n−k...n−k−l+1αn−k−l+1...n−l
+
l−1∑
i=1
Ciα
∗
n−k...n−k−l+i+1αn−k−l+i+1...n−l
+ Clαn−k+1...n−l
where Ci =
∑
n−l+1≤ri<···<r1≤n
(λr1−k+1,r1)(λr2−k+2,r2) · · · (λri−k+i,ri) for
1 ≤ i ≤ l. Here we set αi := αn+1+i for any −n < i < 0 and
λi,j :=
{
λi + λi+1 + · · ·+ λj if 0 ≤ i < j ≤ n
λn+1+i + λn+i + · · ·+ λ0 + λ1 + · · ·+ λj if −n < i < 0 < j ≤ n;
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(ii ) For any 0 ≤ l ≤ k ≤ n+ 1 we have
αn−l+1...n ⋆g α
∗
n...n−k+1 = α
∗
n−l...n−l−k+1αn−l−k+1...n−k
+
l−1∑
i=1
Ciα
∗
n−l...n−l−k+i+1αn−l−k+i+1...n−k
+ Clα
∗
n−l...n−k+1
where Ci is defined as above. In particular, for any 1 ≤ k, l ≤ n we have
α∗n...kαk...n ⋆g α
∗
n...lαl...n = α
∗
n...lαl...n ⋆g α
∗
n...kαk...n.
Proof. Let us prove the first assertion. Recall that a ⋆g b = ab +
∑
i≥1 a ⋆g,i b. Let
a = αn−k+1...n and b = α
∗
n...n−l+1. Note that a⋆g,i b = 0 for any i > l. For 1 ≤ i ≤ l
and n − l + 1 ≤ ri < · · · < r2 < r1 ≤ n, we perform the right-most reduction for
the path ab using g exactly i times on the elements α∗r1 , . . . , α
∗
ri
. Then we get
(λr1−k+1,r1)(λr2−k+2,r2) · · · (λri−k+i,ri)α
∗
n−k...n−k−l+i+1αn−k−l+i+1...n−l.
Thus, taking the sum over n− l + 1 ≤ ri < · · · < r2 < r1 ≤ n we get a ⋆g,i b.
The second assertion can be proved in a similar way. We have a ⋆g,i b = 0 for
any i > l. For 1 ≤ i ≤ l and n − l + 1 ≤ ri < · · · < r2 < r1 ≤ n, we perform the
right-most reduction using g exactly i times on the elements αri , αri−1 , . . . , αr1 . 
The explicit expressions of the product given Proposition 9.19
Corollary 9.20. (i ) The subalgebra e0Π
λ(Q)e0 is commutative if and only if
λ0,n = 0. In this case, we have an isomorphism of algebras
k[x, y, z]
/ (
xz −
n∏
i=0
(y − λi,n)
)
e0Π
λ(Q)e0
x ω∗
y α∗nαn
z ω
where λi,n = λi + λi+1 + · · ·+ λn for any 1 ≤ i ≤ n
(ii ) e0Π
λ(Q)e0 is Morita equivalent to Π
λ(Q) if and only if λi,j := λi + λi+1 +
· · ·+ λj 6= 0 for all 0 < i ≤ j ≤ n
(iii ) Consider λi = 0 for 1 ≤ i ≤ n and set λ0 := ~. We have an kJ~K-algebra
isomorphism
k〈x, y, z〉J~K/I~ e0Π
λ(Q)e0J~K
where I~ is the two-sided ideal generated by
xz − yn+1 = 0, [y, x] = x~, [z, y] = z~, [z, x] = (y + ~)n+1 − yn+1.
In particular, k〈x, y, z〉J~K/I~ is a deformation quantization of the symplec-
tic structure [y, x] = x, [z, y] = z, [z, x] = (n+1)yn on k[x, y, z]/(xz−yn+1).
The first two assertions in Corollary 9.20 are contained in [40, Thm. 0.4].
Proof of Proposition 9.20. Let us prove (i ). If (e0Π
λ(Q)e0, ⋆g) is commutative then
in particular we have ω ⋆g ω
∗ = ω∗ ⋆g ω = ω
∗ω. By Proposition 9.19 we have
ω ⋆g ω
∗ = ω∗ω + λ0,nα
∗
n...1α1...n + lower-length terms.
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This yields that λ0,n = 0. Conversely, let |λ| = 0. By Proposition 9.19 again we
have ω ⋆g ω
∗ = ω∗ω = ω∗ ⋆g ω (since λ0,n = 0) and for any 1 ≤ k, l ≤ n
α∗n...kαk...n ⋆g α
∗
n...lαl...n = α
∗
n...lαl...n ⋆g α
∗
n...kαk...n.
This implies that a⋆g b = b⋆g a for any elements a, b in the basis (9.18) of e0Π(Q)e0.
We get that (e0Π
λ(Q)e0, ⋆g) is commutative. Thus, the algebra map
f : k〈x, y, z〉 (e0Π(Q)e0, ⋆g)(9.21)
determined by f(x) = ω∗, f(y) = α∗nαn and f(z) = ω induces an algebra map
f¯ : k[x, y, z] (e0Π(Q)e0, ⋆g). It remains to prove
(9.22) f¯(xz − y(y − λn,n) · · · (y − λ1,n)) = 0.
Since f¯ is an algebra homomorphism we have
f¯(y(y − λn,n) · · · (y − λ1,n))
= (α∗nαn) ⋆g (α
∗
nαn − λn,n) ⋆g (α
∗
nαn − λn−1,n) ⋆g · · · ⋆g (α
∗
nαn − λ1,n)
= α∗n...n−1αn−1...n ⋆g (α
∗
nαn − λn−1,n) ⋆g · · · ⋆g (α
∗
nαn − λ1,n)
= · · ·
= α∗n...0α0...n
where in the second identity we compute the first ⋆g and the third identity means
that we compute ⋆g from left to right. This shows (9.22) and we obtain an induced
homomorphism
f¯ : k[x, y, z]/(xy + z(z − λn,n) · · · (z − λ1,n)) e0Π
λ(Q)e0.
which is seen to be an isomorphism by looking at the basis elements.
Let us prove the second assertion (ii ). It follows from Buchweitz [30, Prop. 1.9]
that Πλ(Q) is Morita equivalent to e0Π
λ(Q)e0 if and only if the restricted multipli-
cation map
µe0 : Π
λ(Q)e0 ⊗e0Πλ(Q)e0 e0Π
λ(Q) Πλ(Q)
x⊗ y xy
is surjective. The latter is also equivalent to that ei is in the image of µe0 for any
0 ≤ i ≤ n. Assume that λi,j 6= 0 for all 0 < i ≤ j ≤ n. For any fixed 1 ≤ l ≤ n,
consider the following element in Πλ(Q)e0 ⊗e0Πλ(Q)e0 e0Π
λ(Q):
x :=
n∑
k=l
Bk(α
∗
n−l . . . α
∗
n−k+1αn−k+1 . . . αn−lαn−l+1 . . . αn)⊗ (α
∗
nα
∗
n−1 . . . α
∗
n−l+1)
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where Bk ∈ k for l ≤ k ≤ n. By Proposition 9.19 we have
µe0(x) =
n∑
k=l
Bkα
∗
n−l . . . α
∗
n−k+1 . . . α
∗
n−l−k+1αn−l−k+1 . . . αn−l
+
n∑
k=l
l−1∑
i=1
BkCiα
∗
n−l . . . α
∗
n−k+1 . . . α
∗
n−l−k+i+1αn−l−k+i+1 . . . αn−l
+
n∑
k=l
BkClα
∗
n−l . . . α
∗
n−k+1αn−k+1 . . . αn−l
= BlClen−l+1
+
n−l+1∑
i=1
(Bi+lCl + · · ·+Bi+1C1 +BiC0)α
∗
n−l . . . α
∗
n−l−i+1αn−l−i+1 . . . αn−l
where we set Bi := 0 for i > n and i < l, and Ci := 0 for i < 0 and i > l.
Recall that for 1 ≤ i ≤ l
Ci =
∑
n−l+1≤ri<···<r1≤n
(λr1−k+1,r1)(λr2−k+2,r2) · · · (λri−k+i,ri).
In particular Cl = (λn−k+1,n)(λn−k+1,n−1) · · · (λn−k+1,n−k+1) 6= 0. Take Bl = C
−1
l
and recursively Bi+l = −C
−1
l (Bi+l−1Cl−1 + · · ·+BiC0) for 0 < i ≤ n− l. Then we
get
µe0(x) = en−l+1 + (BnCn−l + · · ·+Bn−l+1C0)α
∗
n−l . . . α
∗
1α
∗
0α0α1 . . . αn−l.
Thus we have
µe0(x− ξ(α
∗
n−l . . . α
∗
1α
∗
0)⊗ (α0α1 . . . αn−l)) = en−l+1
where ξ := BnCn−l + · · ·+ Bn−l+1C0 ∈ k. This shows that en−l+1 is in the image
of µe0 for any 1 ≤ l ≤ n. Clearly, e0 is in the image of µe0 . We get that Π
λ(Q)
is Morita equivalent to e0Π
λ(Q)e0. Conversely, if en−l+1 is in the image of µe0 for
1 ≤ l ≤ n then Cl 6= 0 and thus λn−k+1,n−i 6= 0 for all 0 ≤ i ≤ k − 1.
Let us prove the third assertion (iii ). Consider the kJ~K-linear extension (still
denoted by f) of the map f in (9.21). Using Proposition 9.19 we may prove
that f sends the ideal I~ to zero and thus it induces an algebra homomorphism
f¯ : k〈x, y, z〉J~K/I~ (e0Π(Q)e0J~K, ⋆g). Note that we have a reduction system
(zx, xz + (y + ~)n+1 − yn+1), (zy, yz + y~), (yx, xy − x~), (yn+1,−xz)
satisfying (⋄) for the ideal I~. Thus, the irreducible paths {x
iyjzl~m}i,l,m≥0, 0≤j≤n
are k-linearly independent in k〈x, y, z〉J~K/I~. It follows from (9.18) that f¯ is bi-
jective. Since e0Π(Q)e0 ≃ k[x, y, z]/(xy + z
n+1), we get that k〈x, y, z〉J~K/I~ is a
formal deformation of k[x, y, z]/(xy + zn+1) via the isomorphism f¯ . 
9.A.2. Deformed quantum preprojective algebras of type A˜n. Let n ≥ 2. There is
another class of deformations of preprojective algebras for which the algebraization
follows from the degree condition (≺), i.e. gs ≺ s (see Lemma 9.13).
Consider the 2-cocycle g : kS Π(Q) given by
g(αiα
∗
i ) = λiei + ξiα
∗
i−1αi−1(9.23)
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where λi, ξi ∈ k for 0 ≤ i ≤ n. Note that g satisfies the condition (≺), it follows
from Lemma 9.13 that we get a family of deformations of Π(Q):
Πλ,ξ(Q) := kQ
/ (∑n
i=0 αiα
∗
i − (1 + ξi)α
∗
i−1αi−1 − λiei
)
,
which are called deformed quantum preprojective algebras of type A˜n.
Proposition 9.24. If
∑n
i=0 ξi =
∑n
i=0 ξ
′
i then the algebra Π
λ,ξ(Q) is isomorphic
to Πλ,ξ
′
(Q). In this case, both of them are isomorphic to
Πλq (Q) := kQ
/ (
α0α
∗
0 − qα
∗
nαn +
∑n
i=1 αiα
∗
i − α
∗
i−1αi−1 − λiei
)
,
where q = 1 +
∑n
i=0 ξi.
Proof. By Lemma 5.14 the differential ∂1 : Hom(kQ1,Π(Q)) Hom(kS,Π(Q)) is
given by
∂1(h)(αiα
∗
i ) = h(αi)α
∗
i + αih(α
∗
i )− h(α
∗
i−1)αi−1 − α
∗
i−1h(αi−1).
Take h(αi) = νiαi and h(α
∗
i ) = ν
′
iα
∗
i for νi, ν
′
i ∈ k and 0 ≤ i ≤ n. Then we have
∂1(h)(αiα
∗
i ) = (νi + ν
∗
i − νi−1 − ν
∗
i−1)α
∗
i−1αi−1,
where we set ν−1 = νn and ν
∗
−1 = ν
∗
n. Since
∑n
i=0(νi+ν
∗
i −νi−1−ν
∗
i−1) = 0, we get
that a 2-cocycle g with the form (9.23) is a 2-coboundary if and only if
∑n
i=0 ξi = 0.
Therefore, if λ = λ′ and
∑n
i=0 ξi =
∑n
i=0 ξ
′
i then the two algebras Π
λ,ξ(Q) and
Πλ
′,ξ′(Q) are (gauge) equivalent and moreover both of them are isomorphic to
Πλq (Q). 
10. Applications to geometry
In this section we give applications to algebraic geometry, where deformations
of the Abelian category Qcoh(X) can be described as deformations of the algebra
kQ/I. In this context, there are two main sources of path algebras of quivers with
relations: one is defined from an affine open cover U of a scheme X and the other
is defined from a tilting bundle on X . The former works for any quasi-compact
and semi-separated scheme X , but when X admits a tilting bundle, the latter is
computationally more convenient.
In §10.1 we recall the deformation theory of Qcoh(X) and explain how to describe
this using path algebras of quivers with relations. In §10.2 we give the example of
noncommutative projective planes and recall how to recover some of the geometry
via moduli of quiver representations.
Another series of examples from algebraic geometry, namely the resolutions of
the 1
k
(1, 1) surface singularities, will be studied in §11.
10.1. Deformations of Abelian categories of (quasi)coherent sheaves. Let
X be a scheme over an algebraically closed field k of characteristic 0 and which
admits a finite affine open cover U which is closed under intersections (i.e. X is
quasi-compact and semi-separated).
The restriction OX |U of the structure sheaf to the cover U can be viewed as a
diagram of algebras, which is a contravariant functor (a presheaf) OX |U : U Algk,
where U can be viewed as a finite subcategory of the category Open(X) of open sets
with morphisms given by inclusion. Deformations of diagrams of algebras were first
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studied by Gerstenhaber–Schack [55] and higher structures on the Gerstenhaber–
Schack complex were given in Dinh Van–Lowen [43]. (See also [14] for a different
construction of higher structures via so-called higher derived brackets.)
Theorem 10.1 (Lowen–Van den Bergh [79, 80]). Let (X,OX) be a scheme over
an algebraically closed field k of characteristic 0.
There exists an equivalence of formal deformations between
(i ) OX |U as a twisted presheaf
(ii ) OX |U! as associative algebra
(iii ) Qcoh(X) as Abelian category
(iv ) Mod(OX) as Abelian category.
Moreover, if X is Noetherian, then the above deformations are also equivalent to
deformations of
(v ) coh(X) as Abelian category.
The different types of deformations in Theorem 10.1 are parametrized by what are
essentially various versions of Hochschild cohomology with first-order deformations
parametrized by
(10.2)
HH2(X) ≃ H2GS(OX |U) ≃ HH
2(OX |U!) ≃ H
2
Ab(Qcoh(X)) ≃ H
2
Ab(Mod(OX))
and obstructions in HH3(X) ≃ · · · ≃ H3Ab(Mod(OX)). Here HH (A) = ExtAe(A,A)
is the usual Hochschild cohomology for associative algebras, and the Hochschild
cohomology of a scheme may be defined analogously as
(10.3) HH (X) := ExtOX×X (δ∗OX , δ∗OX)
where δ∗OX is the pushforward of the structure sheaf along the diagonal map
δ : X X × X [55, 74, 108]. Also, HGS is a cohomology theory for diagrams
(or prestacks) of algebras (see [43, 55]) and HAb a cohomology theory for Abelian
categories (see [79, 80]).
For now we shall consider (ii ) of Theorem 10.1 which concerns deformations of
the so-called diagram algebra OX |U! which is defined as follows.
Definition 10.4. Let A be a diagram of k-algebras over a small category U, i.e. a
functor A : Uop Algk.
The diagram algebra of A, denoted A!, is given as k-module by
A! =
∏
U∈U
⊕
U
ϕ
V
A(U)xϕ
where the sum is over all morphisms in U and xϕ is simply a formal (bookkeeping)
symbol, with multiplication defined for some a ∈ A(U) and b ∈ A(V ) by
(axϕ)(bxψ) =
{
aA(ϕ)(b)xψ◦ϕ if ψ ◦ ϕ is defined
0 otherwise
where aA(ϕ)(b) is the product of a and A(ϕ)(b) in the algebra A(U)
U V W
A(U) A(V ) A(W ).
ϕ ψ
A(ϕ) A(ψ)
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Theorem 10.1 states that studying deformations of Qcoh(X) as Abelian cate-
gory is equivalent to studying deformations of the diagram algebra OX |U!. The
construction summarized in the following proposition can be used to study defor-
mations of Qcoh(X) for X any projective variety via the methods developed in §7
for deformations of A = kQ/I.
Proposition 10.5. Let X ⊂ Pn be a projective variety and let U be a cover of
X obtained by restricting (a subset of) the standard affine charts of Pn to X and
taking its closure under intersections.
The diagram algebra OX |U! can be written as the path algebra of a finite quiver
Q on #U vertices modulo a finitely generated ideal I of relations.
Moreover, there is a noncommutative Gro¨bner basis for I giving rise to a reduc-
tion system R satisfying (⋄) for I.
Proof. (We shall give a general proof. For a concrete example see Example 10.8.)
We first show how to obtain Q and I for X = Pn. Let U0, . . . , Un be the standard
affine coordinate charts of Pn with
Ui = {[x0 : · · · : xn] ∈ P
n | xi 6= 0}
and let U = {Ui0···im | 0 ≤ i0 < · · · < im ≤ n}0≤m≤n where
Ui0···im = Ui0 ∩ · · · ∩ Uim
i.e. U is the closure of {U0, . . . , Un} under taking intersections.
The diagram OPn |U can be viewed as the 1-skeleton of an (n+1)-hypercube with
one vertex (corresponding to Pn) removed. The cover U has cardinality 2n+1 − 1
and the diagram algebra OPn |U! can then be written as the path algebra A = kQ/I
of the following quiver Q with relations I.
Let Q be the quiver on 2n+1−1 vertices, each vertex corresponding to an open set
Ui0···im ∈ U and let each vertex be labelled by i0 · · · im, say. For each label i0 · · · im
there are m + 1 inclusions Ui0···ˆık···im ⊂ Ui0···im where ıˆk indicates the omission of
the kth index and for each inclusion we add an arrow i0 · · · im i0 · · · ıˆk · · · im in
the opposite direction since OPn |U is contravariant. For example, for n = 1, 2, 3 this
gives the following acyclic quivers
(10.6) 01
0
1
012
01
02
12
0
1
2
0123
012
013
023
123
01
02
03
12
13
23
0
1
2
3
For each square
(10.7) i0 · · · im
i0 · · · ıˆk · · · im
i0 · · · ıˆl · · · im
i0 · · · ıˆk · · · ıˆl · · · im
ψik
ψil
ϕil
ϕik
we add the relation ϕilψik − ϕikψil . (Here the subscript corresponds to adding the
subscript to the index.)
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Now at each vertex i0 · · · im, we have an n-dimensional algebra
OPn(Ui0···im) ≃ k
[ xj
xik
]
0≤j≤n
0≤k≤m
whose Spec is just kn−m × (k×)m. This algebra can be written as the path algebra
of a quiver of a single vertex with n+m loops z1, . . . , zn+m modulo commutativity
relations zizj = zjzi and m further relations zik+k−1zik+k = 1 for 1 ≤ k ≤ m,
corresponding to the fact that on Ui0···im , m of the generators
xj
xi0
are invertible
(i.e. those for which j = i1, . . . , im).
More precisely, we may choose the loops z1, z2, . . . , zn+m as corresponding to
x0
xi0
, . . . ,
x̂i0
xi0
, . . . ,
xi1
xi0
,
xi0
xi1
,
xi1+1
xi0
, . . . ,
xi2
xi0
,
xi0
xi2
,
xi2+1
xi0
, . . . ,
xim
xi0
,
xi0
xim
,
xim+1
xi0
, . . . ,
xn
xi0
.
We add one last set of relations involving the loops at each vertex and the arrows
of the underlying acyclic quiver. Let ϕ be a morphism
i0 · · · im i0 · · · ıˆk · · · im
ϕ
......
z1,..., zn+m y1,..., yn+m−1
in the underlying acyclic quiver. If k 6= 0 we add relations ypϕ − ϕzp for 1 ≤ p ≤
ik + k − 1 and relations ypϕ − ϕzp+1 for ik + k ≤ p ≤ n +m − 1. Otherwise we
add relations ypϕ − ϕzq for yp =
xi0
xi1
= zq and relations ypϕ − ϕzqzr whenever
yp =
xi1
xik
=
xi1
xi0
xi0
xik
= zqzr for 1 < k ≤ m or yp =
xj
xi1
=
xj
xi0
xi0
xi1
= zqzr for j 6= i1.
Fix the (commutative) Gro¨bner basis for k[z1, . . . , z2n]/(z2i−1z2i−1)1≤i≤n at the
vertex 01 · · ·n with respect to the lexicographical ordering which extends the order
z1 ≻ z2 ≻ · · · ≻ z2n. This gives a natural ordering on the n+m generators at each
vertex i0 · · · im, and the natural ordering on the vertices gives a natural ordering on
the compositions of the morphisms as in (10.7).
We thus obtain a reduction system R with entries
•
{
{(zik+k−1zik+k, 1), (zik+kzik+k−1, 1)}1≤k≤m
(zizj , zjzi)i<j
at each vertex
• (ypϕ, ϕzq) or (ypϕ, ϕzqzr) along each morphism
• (ϕilψik , ϕikψil)ik<il for each commutative square
and it is a straight-forward verification to see that R satisfies (⋄) for I.
Finally, if X ⊂ Pn is a subvariety cut out by homogeneous equations f1, . . . , fr,
then X is contained in (a subset of) U0, . . . , Un. Now at each vertex i0 · · · im add r
relations corresponding to f1, . . . , fr in the chart Ui0···im . The corresponding entries
in the reduction system are
• (tip(fk), fk − tip(fk)) at each vertex
where fk should be seen as the dehomogenization of fk expressed in the generators
z1, . . . , zn+m of the algebra at the vertex i0 · · · im and tip(fk) is the tip with respect
to the Gro¨bner basis at this vertex. 
In the following example we show how to calculate the family of deformations of
a (smooth) genus 3 curve using the deformation theory of OX |U! ≃ kQ/I for Q and
I as in Proposition 10.5. Of course the deformation theory of smooth projective
curves is one of the best understood examples and we only provide the example as a
point of reference (or as a proof of concept) to illustrate which shape the deformation
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theory of Qcoh(X) takes when computed as deformations of OX |U! ≃ kQ/I. (Note
that curves of genus ≥ 1 do not admit tilting bundles, and so the usually more
economical approach via tilting bundles to be introduced in §10.1.2 does not apply.)
Example 10.8. Deformations of a genus 3 curve. Consider the smooth genus 3
curve X ⊂ P2 = {[x0, x1, x2]} cut out by the quartic equation
F = x30x1 + x
3
1x2 + x
4
2 = 0.
Note that the point [0, 0, 1] does not lie inX so thatX lies in P2\{[0, 0, 1]} = U0∪U1
where
U0 = {[x0, x1, x2] | x0 6= 0} = {[1, z, u]} ≃ k
2
U1 = {[x0, x1, x2] | x1 6= 0} = {[ζ, 1, v]} ≃ k
2.
Let U, V denote the restrictions of U0, U1 to X . Setting U = {U, V, U ∩ V } we can
write the diagram algebra OX |U! as the path algebra of the following quiver
z
u
x y
w
ζ
v
ϕ ψ
U U ∩ V V
with ideal of relations I generated by s−fs for (s, fs) ∈ R where R is the reduction
system consisting of the following pairs
• (uz, zu), (vζ, ζv), (wx, xw), (wy, yw) commutativity of charts
• (zϕ, ϕx), (uϕ, ϕw), (ζψ, ψy), (vψ, ψyw) compatibility with morphisms
• (xy, 1), (yx, 1) mutually inverse coordinates
• (u4,−z3u− z), (w4,−x3w − x), (v4,−ζ3 − v) equation of curve.
In particular, we have that
S = {uz, vζ, wx,wy, xy, yx, zϕ, uϕ, ζψ, vψ, u4, v4, w4}.
To see that R satisfies (⋄) for I, it suffices to show that the overlaps uzϕ, u4ϕ, vζψ,
v4ψ, xyx, yxy, wxy, wyx, w4x, w4y, u4z, v4ζ in S3 are reduction unique, which is
a short and straight-forward computation. For example
uzϕ
zuϕ uϕx
zϕw ϕwx
ϕxw
w4y
yw4 −x3wy − xy
−yx3w − yx −x3yw − 1
−x2w − 1
wxy
xwy
xyw
w.
Now let g ∈ Hom(kS,A) be any 2-cochain and as usual we denote gs = σg(s)
and let us write FU , FV and FW for the restrictions of F to the charts U0, U1 and
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U01 = U0 ∩ U1 of P
2. More precisely,
FU = u
4 + z3u+ z
FV = v
4 + ζ3 + v
FW = w
4 + x3w + x.
In order for Rg = {(s, fs + gs)} to satisfy the Maurer–Cartan equation, so that
kQ/Ig is a deformation of A, we need only check that Rg is reduction finite and
reduction unique. Again, this can be checked on the elements in S3, giving the
conditions
(10.9) gwx = gwy = guz = gvζ = 0 and gxy = gyx
as well as
(10.10)
gv4ψ = ψy
4gw4 +
∂FV
∂ζ
gζψ +
∂FV
∂v
gvψ − ψ
∂FW
∂x
y3gyx
gu4ϕ = ϕgw4 +
∂FU
∂u
guϕ +
∂FU
∂z
gzϕ.
Here (10.9) signifies that the commutativity relations of the charts should not be
changed and (10.10) imposes compatibility conditions between changing the mor-
phisms and changing the equation of X in the individual charts.
Since X is a degree 4 plane curve, we can choose natural representatives of the
cocycles gs by using the vector space isomorphism JFV ≃ H
1(TX) ≃ k
6 where
JFV = k[ζ, v]
/ (
∂FV
∂ζ
, ∂FV
∂v
)
= k[ζ, v]/(4v3 + 1, 3ζ2)
is the Jacobian ring of FV with k-basis {1, ζ, v, ζv, v
2, ζv2}.
In other words, for X it is enough to deform the equation F , which corresponds
to choosing
gv4 = λ1 + λ2ζ + λ3v + λ4ζv + λ5v
2 + λ6ζv
2
then setting gzϕ = guϕ = gζψ = gvψ = gyx = gxy = 0 and solving (10.10) giving
gw4 = λ1x
4 + λ2x
3 + λ3x
3w + λ4x
3w + λ5x
2w2 + λ6xw
2
gu4 = λ1z
4 + λ2z
3 + λ3z
3u + λ4z
3u + λ5z
2u2 + λ6zu
2 .
We obtain a 6-dimensional family of non-trivial deformations of X parametrized
by λ = (λ1, . . . , λ6) ∈ k
6 with fibres Xλ = {Fλ = 0} ⊂ P
2, where
Fλ = x
3
0x1 + x
4
2 + λ1x
4
1 + λ2x0x
3
1 + (1 + λ3)x
3
1x2 + λ4x0x
2
1x2 + λ5x
2
1x
2
2 + λ6x0x1x
2
2.
This example shows that the deformation theory of Qcoh(X) can be studied
rather explicitly. Moreover, each element (s, fs) in the reduction system has a
clear geometric meaning: it corresponds either to a commutativity relation of the
local coordinates, to the identification of coordinates across charts, to the defining
equations, or to the commutativity of the coordinate changes across charts. That
is, the geometric meaning of the modifications to the reduction system is very much
transparent.
In general, a deformation of OX |U (equivalently of Qcoh(X)) may be a not neces-
sarily commutative diagram of not necessarily commutative algebras, so it is indeed
natural to look at deformations of OX |U! in the general context of path algebras of
quivers with relations.
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10.1.1. Geometry. In Theorem 10.1 we saw that the deformation theory of the
Abelian category Qcoh(X) admits several equivalent algebraic descriptions — namely
deformations of OX |U as a twisted presheaf, or deformations of the diagram algebra
OX |U! as associative algebra.
The isomorphisms (10.2) showed that the cohomology groups parametrizing these
deformations are isomorphic to the Hochschild cohomology HH2(X) of the scheme,
providing the following geometric interpretation.
IfX is smooth, then the Hochschild–Kostant–Rosenberg theorem (see [115]) gives
a decomposition
(10.11) HHn(X) ≃
⊕
p+q=n
Hp(ΛqTX)
where ΛqTX is the sheaf of sections in the qth exterior power of the (algebraic)
tangent bundle. (See [31, 32] for a decomposition in the singular case.) Infinitesimal
deformations of Qcoh(X) are thus parametrized by
HH2(X) ≃ H0(Λ2TX)⊕H
1(TX)⊕H
2(OX)
where
(i ) H0(Λ2TX) is the space of bivector fields, which for Poisson bivector fields
parametrize a (noncommutative) algebraic quantization of OX
(ii ) H1(TX) is well known to parametrize algebraic deformations of X as a
scheme (which over k = C correspond to classical deformations of the com-
plex structure), and
(iii ) H2(OX) parametrize “twists”, i.e. deformations of the (trivial) O
∗
X -gerbe
structure of OX
so that deformations of Qcoh(X) can be thought of as a combination of these three
types of deformations.
Note that if X is a curve, then HH2(X) ≃ H1(TX) and HH
3(X) = 0 so that
deformations of Qcoh(X) are just deformations induced by classical deformations
of the curve (cf. Example 10.8).
10.1.2. Tilting bundles and their endomorphism algebras. By Theorem 10.1 defor-
mations of the Abelian category Qcoh(X) admit a description as deformations of the
diagram algebra A = OX |U! which by Proposition 10.5 can be written as A ≃ kQ/I.
In case the variety admits a tilting bundle (e.g. projective spaces [19], Grass-
mannians, quadrics [67, 68], rational surfaces [64], hypertoric varieties [105]) — for
example the tilting bundle obtained from a strong full exceptional collection —
there is a much more economical description of this deformation theory by means
of a much smaller quiver: we have
EndE ≃ A = kQ/I
for some finite quiver Q and some ideal of relations I. Here Q is constructed by
putting a vertex for each direct summand of E and adding arrows to generate the
morphism spaces between the direct summands.
The tilting bundle E induces a derived equivalence between the Abelian cate-
gory of coherent sheaves on X and the Abelian category of finitely generated right
modules for the endomorphism algebra A = kQ/I ≃ End E
Db(modA) ≃ Db(cohX)(10.12)
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given by the functors RHom(E,−) and −⊗L E and (10.12) induces an isomorphism
of Hochschild cohomologies
HH (A) ≃ HH (X).
(See for example [10, 26, 65].)
10.2. Noncommutative projective planes. The Gabriel–Rosenberg reconstruc-
tion theorem implies that a quasi-separated scheme can be recovered from its
Abelian category of quasi-coherent sheaves and the idea of noncommutative al-
gebraic geometry is to work with Abelian categories with similar properties to
those of the category of quasi-coherent sheaves on projective varieties. By the
results of Serre’s seminal paper [103], there is an equivalence of Abelian categories
coh(X) ≃ qgr(B) where X = Proj(B) is a projective variety and B is its homoge-
neous coordinate ring.
In the case of P2 this equivalence is given as coh(P2) ≃ qgr(B), where B =
k[x0, x1, x2] is the graded polynomial ring with generators x0, x1, x2 in degree one.
Instead of the (commutative) homogeneous coordinate ring of a projective variety,
one may consider the Abelian categories qgr(S) for S belonging to some class of
noncommutative graded algebras (see e.g. [8, 9, 100]). Following [106, Def. 11.2.1], a
noncommutative projective plane is then an Abelian (Grothendieck) category qgr(S)
for some Artin–Schelter regular algebra S of dimension 3 with Hilbert series (1−t)−3
(i.e. the same Hilbert series as the homogeneous coordinate ring of P2).
Noncommutative projective planes have been studied by many authors (see e.g.
[4, 5, 6, 7, 27]) by both algebraic and geometric methods. In this section we consider
noncommutative projective planes from the point of view of deformations of path
algebras of quivers with relations (see [1] for a similar approach) and illustrate the
role of reduction systems and their relation to quantizations of Poisson structures
and Artin–Schelter regular algebras.
It goes back to Be˘ılinson [19] that the projective space Pn admits a tilting bundle
E = OPn ⊕ OPn(1) ⊕ · · · ⊕ OPn(n) whose endomorphism algebra can be written as
the path algebra of the quiver Q
O O(1) · · · O(n− 1) O(n)
x10,..., x1n x20,..., x2n xn0,..., xnn
... .
.
. .
.
. .
.
.
modulo the ideal I generated by(
xi,kxi+1,j − xi,jxi+1,k
)
1≤i<n
0≤j<k≤n
.
As in §10.1, the induced derived equivalence with the category of A-modules
for A = End(O ⊕ · · · ⊕ O(n)) ≃ kQ/I implies that deformations of A describe
deformations of coh(Pn) ≃ qgr(B), where B =
⊕
j≥0 H
0(OPn(j)) ≃ k[x0, . . . , xn].
Note that we have a reduction system
R = {(xi,kxi+1,j , xi,jxi+1,k)} 1≤i<n
0≤j<k≤n
(10.13)
satisfying (⋄) for the ideal I. The reduction system R can be obtained from the
reduced noncommutative Gro¨bner basis for I with respect to the lexicographical
order
xi,j ≻ xk,l if i > k, or if i = k but j > l.
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In the case of P2, the quiver Q is
(10.14) O O(1) O(2)
x0, x1, x2 y0, y1, y2
modulo the ideal of relations I generated by
(10.15)
x1y0 − x0y1
x2y1 − x1y2
x2y0 − x0y2
and as usual we let A = kQ/I.
The Hochschild–Kostant–Rosenberg isomorphism (10.11) together with the ob-
servation that Λ2TP2 ≃ O(3) is the anticanonical bundle allows one to identify
(10.16) HH2(A) ≃ HH2(P2) ≃ H0(Λ2TP2) ≃ H
0(OP2(3)) ≃ k
10
and HH3(A) ≃ HH3(P2) = 0, so that obstructions vanish and all deformations
of A correspond to quantizations of OP2 . In the following we shall study these
isomorphisms in more detail.
10.2.1. Reduction system. The relations (10.15) for the Be˘ılinson quiver Q of P2
can be obtained from the reduction system
R =
{
(x1y0, x0y1), (x2y1, x1y2), (x2y0, x0y2)
}
with S =
{
x1y0, x2y1, x2y0
}
and the deformation theory of A can be described via the L∞ algebra p(Q,R) given
in Theorem 7.7.
The 2-cochains are thus arbitrary E-bimodule maps kS A. Expressing these
maps in the basis B of irreducible paths, the compatibility with the E-bimodule
structure implies that 2-cochains are thus arbitrary linear maps kS kB2 where
B2 = {x0y1, x1y2, x0y2, x0y0, x1y1, x2y2}
are the irreducible paths of length 2. Since R has no overlaps, it moreover follows
that any 2-cochain is also a 2-cocycle (cf. Remark 7.13).
The space of 2-cocycles can thus be identified as Hom(kS,A) ≃ M3×6(k). This
space is of dimension 18 and it is straight forward to determine the space of 2-
coboundaries, which is 8-dimensional. This is a direct computation of HH2(A) ≃ k10
from the resolution obtained from the reduction system. Concretely, 2-cocycle rep-
resentatives for the cohomology classes can be given by the elements in Hom(kS,A)
defined by
x2y1 λ
0x1y2 + λ
1x0y2 + λ
2x0y1 + λ00x0y0 + λ01x1y1 + λ02x2y2
x2y0 λ10x1y2 + λ11x1y1 + λ12x2y2
x1y0 λ22x2y2
(10.17)
where λi, λij ∈ k for 0 ≤ i, j ≤ 2 and one immediately obtains the following result.
Proposition 10.18. There is a 10-dimensional algebraic family of deformations of
A = kQ/I = EndO
P2
(O⊕O(1)⊕O(2)) over k10 ≃ HH2(A) with fibres Ag = kQ/Ig
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where Ig is the ideal generated by
x2y1 − (λ
0 + 1)x1y2 − λ
1x0y2 − λ
2x0y1 − λ00x0y0 − λ01x1y1 − λ02x2y2
x2y0 − x0y2 − λ11x1y1 − λ12x2y2
x1y0 − x0y1 − λ22x2y2.
Proof. By Proposition 7.42 it is enough to check that ⋆g,k = 0 for k ≫ 0. In fact,
we have ⋆g,k = 0 for all k ≥ 2 since xi ⋆g,k yj = 0 for all 0 ≤ i, j ≤ 2. 
In particular, the proof shows that we may work directly the actual deformations
rather than just formal deformations
In the remainder of the section we relate this description of noncommutative
projective planes to quantizations of Poisson structures, to Artin–Schelter regular
algebras and to moduli spaces of quiver representations.
10.2.2. Poisson structures and quantizations. By (10.16) each element in HH2(A)
can be viewed as a bivector field on P2, which (since Λ3TP2 = 0) defines a Poisson
structure on P2 whose degeneracy locus can be an arbitrary cubic curve, i.e. the
degeneracy locus is given by the zero locus of a homogeneous polynomial of degree
3.
Choosing homogeneous coordinates [x0, x1, x2] for P
2, the Hochschild cohomology
(10.19) HH2(P2) ≃ H0(O(3)) ≃ k{xi0x
j
1x
k
2}0≤i,j,k≤3
i+j+k=3
has a basis given by the degree 3 monomials and we shall write a general element
as
(10.20) η =
∑
i,j,k
ηijkx
i
0x
j
1x
k
2 .
In the standard coordinate charts Ui = {[x0, x1, x2] | xi 6= 0} ≃ {(zi, wi) ∈ k
2}, the
bivector field corresponding to η is then given by
ηUi
∂
∂zi
∧
∂
∂wi
where ηUi ∈ O(Ui) is the dehomogenization of some homogeneous cubic polynomial
corresponding to η under the isomorphismH0(Λ2TP2) ≃ H
0(OP2(3)). The associated
Poisson structure is then given locally by
{f, g}η = ηUi
(
∂f
∂zi
∂g
∂wi
−
∂f
∂wi
∂g
∂zi
)
for f, g ∈ O(Ui).
For each basis element of (10.19), the degeneracy locus of the associated Poisson
structure consists of three lines (a configuration of the lines “at infinity” for the
local charts) as shown in Fig. 5 and taking linear combinations, the degeneracy
locus can be any cubic curve which may be a smooth, nodal or cuspidal irreducible
cubic curve, the union of a conic and a secant or tangent line, or any configuration
of three lines counted with multiplicity. The degeneracy loci of Poisson structures
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x2
x0 x1
Figure 5. The degeneracy loci of the basis elements.
thus fall into nine types
stratifying the space of cubic curves P(H0(Λ2TP2)) ≃ P
9 into nine components of
dimension 9, 8, 7, 7, 6, 6, 5, 4, 2, respectively.
In view of the equivalence coh(P2) ≃ qgr(k[x0, x1, x2]) deformations of P
2 should
correspond to graded deformations of the homogeneous coordinate ring B (cf. Kon-
tsevich [75, §3]), and thus to quantizations of quadratic Poisson structures on A3 in
the sense of §8.
Proposition 10.21 (Polishchuk [94, Thm. 12.2]). Let η ∈ H0(Λ2TP2) be a Poisson
structure on P2. There exists a unique lifting η˜ of η to a unimodular quadratic
Poisson structure
∑
0≤i<j≤2 η˜ji
∂
∂xj
∧ ∂
∂xi
on A3 where
η˜21 =
1
3
∂η
∂x0
η˜20 = −
1
3
∂η
∂x1
η˜10 =
1
3
∂η
∂x2
.
For the notion of unimodularity we refer to Etingof–Ginzburg [47]. It follows from
[47, Cor. 4.3.2] that any unimodular quadratic Poisson structure on A3 has the above
form. It follows from Dolgushev [45, Thm. 3] that the deformation quantization of
η˜ is 3–Calabi–Yau.
10.2.3. Poisson structures and the reduction system. We now describe the corre-
spondence between quantizations of a Poisson structure and deformations of the
relations in the Be˘ılinson quiver, by relating the coefficients ηijk (10.20) of a Pois-
son structure η ∈ H0(Λ2TP2) to the coefficients λ, λij (10.17) of an E-bimodule map
g ∈ Hom(kS,A). This relationship will be given in Proposition 10.29 below.
We shall use Be˘ılinson’s “resolution of the diagonal” [19].
Notation 10.22. Let δ : P2 P2 × P2 be the diagonal embedding and write
∆ := δ(P2) ⊂ P2 × P2 for the diagonal and O∆ = δ∗OP2 for the structure sheaf of
the diagonal. Let p, q : P2 × P2 P2 be the natural projections p(x, y) = x and
q(x, y) = y. For two sheaves E and F on P2 write
E ⊠ F := p∗(E) ⊗O
P2×P2
q∗(F)
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for their external tensor product, which is a sheaf on P2×P2. (Note that OP2⊠OP2 =
OP2×P2 .)
For ease of reading we shall drop the index P2 on O or Ω
i (but not on OP2×P2 or
O∆).
Lemma 10.23. For any i, j, k, l ≥ 0 we have the following isomorphism
HomO
P2×P2
(O(−i)⊠O(j),O(−k)⊠O(l)) ≃ H0(O(i − k))⊗k H
0(O(l − j)).
Proof. This follows straight-forwardly from the adjunctions between ⊗ and Hom
and between p∗ and p∗, the projection formula, and the base change formula. 
Recall now from Be˘ılinson [19] that we have the following resolution of the diag-
onal O∆
(10.24) 0 O(−2)⊠ Ω2(2) O(−1)⊠ Ω1(1) OP2×P2 O∆ 0.
where Ω2(2) := Ω2⊗O O(2) ≃ O(−1) since Ω
2 ≃ O(−3) is the anticanonical bundle
on P2. Consider the Euler exact sequence (e.g. [62, Thm. II. 8.13])
0 Ω1 O(−1)⊕3 O 0
where O(−1)⊕3 should be understood as O(−1) ⊗ V ∨ where x0, x1, x2 are homo-
geneous coordinates of P2 = P(V ) and V ∨ = k{x∗0, x
∗
1, x
∗
2} is the dual space. The
Euler sequence induces a morphism
q∗(Ω1(1)) q∗(O⊕3) ∼ (OP2×P2)
⊕3 ∼ p∗(O⊕3) p∗(O(1)).
(Note that pullback functors preserve structure sheaves.) Thus by tensoring with
p∗O(−1) we get the first differential in the Be˘ılinson resolution
O(−1)⊠ Ω1(1) O(−1)⊠O(1) ∼ OP2×P2
whose cokernel is isomorphic to O∆. The Hochschild cohomology (10.3) may now
be computed from the local-to-global spectral sequence
Ep,q2 = H
p(P2 × P2, Extq
O
P2×P2
(O∆,O∆)) =⇒ Ext
p+q
O
P2×P2
(O∆,O∆)
which is concentrated in the q = 0 row and thus already collapses on the E2-page
giving
(10.25)
HH2(P2) ≃ HomO
P2×P2
(O(−2)⊠ Ω2(2),O∆)
≃ HomO(δ
∗(p∗(O(−2))⊗O q
∗(Ω2(2))),O)
≃ HomO(δ
∗p∗(O(−2))⊗O δ
∗q∗(Ω2(2)),O)
≃ HomO(O(−3),O)
≃ H0(O(3))
where the second identity follows from the adjunction between δ∗ and δ
∗, the third
identity is due to the fact that the pullback functor δ∗ commutes with ⊗, and the
fourth identity follows from p ◦ δ = id = q ◦ δ and Ω2(2) ≃ O(−1).
Let E = O⊕O(1)⊕O(2) be the tilting bundle of P2. It follows from Buchweitz–
Hille [33, Prop. 2.6] that E∨ ⊠ E is a tilting bundle on P2 × P2, where E∨ :=
Hom(E,O). In other words, the derived category Db(P2×P2) is generated by objects
{O(−i)⊠O(j)}0≤i,j≤2. By Lemma 10.23 we have HomO
P2×P2
(E∨⊠E, E∨⊠E) = Ae.
DEFORMATIONS OF PATH ALGEBRAS OF QUIVERS WITH RELATIONS 73
Resolving each term in the Be˘ılinson resolution (10.24) one obtains the following
diagram
O(−2)⊠O(−1) O(−1)⊠ Ω1(1) OP2×P2 O∆
O(−2)⊠O⊕3 O(−1)⊠O⊕3 OP2×P2
O(−2)⊠O(1)⊕3 O(−1)⊠O(1)
O(−2)⊠O(2)
so that O∆ can be seen to be quasi-isomorphic to the total complex P of the double
complex obtained by deleting the first row of this diagram. Now P consists of direct
sums of O(−i)⊠O(j) for 0 ≤ i, j ≤ 2 and applying the functor HomO
P2×P2
(E∨⊠E,−)
to this complex P, we get a projective bimodule resolution HomO
P2×P2
(E∨ ⊠ E,P)
of HomO
P2×P2
(E∨ ⊠ E,O∆) ≃ A which is exactly isomorphic to the complex P
0 A⊗ kS ⊗A A⊗ kQ1 ⊗A A⊗ kQ0 ⊗A 0
obtained from the reduction system R.
It follows from Lemma 10.23 that we have an isomorphism
HomO
P2×P2
(E∨ ⊠ E,O(−2)⊠O⊕3) ≃ HomO
P2×P2
(O(−2)⊠O,O(−2)⊠O⊕3)
≃ A⊗ kS ⊗A.(10.26)
Consider the following diagram
HomO
P2×P2
(O(−2)⊠O⊕3,O∆) HomO
P2×P2
(O(−2)⊠O(−1),O∆)
HomAe(A⊗ kS ⊗A,A) H
0(O(3))
≃ ≃(10.27)
where the horizontal map at the top is induced by the natural map O(−1) O⊕3,
the right vertical map is given by (10.25) and the left vertical map is induced by
the isomorphism (10.26) and HomO
P2×P2
(E∨ ⊠ E,O∆) ≃ A (cf. [33, Thm. 3.4]). We
define the map
ρ : Hom(kS,A) H0(O(3))(10.28)
by making the above diagram commute under the isomorphism HomAe(A ⊗ kS ⊗
A,A) ≃ Hom(kS,A) (7.5). Therefore, we have the following result.
Proposition 10.29. The above map ρ : Hom(kS,A) H0(O(3)) induces the iso-
morphism HH2(A) ≃ HH2(P2) ≃ H0(O(3)) in (10.16). Moreover, ρ is given by
ρ(g) = (x0 gx2y1 − x1gx2y0 + x2gx1y0)|yi=xi
where |yi=xi means y0, y1, y2 in gxmyn should be replaced by x0, x1, x2, respectively.
In particular, g1, g2 ∈ Hom(kS,A) represent the same element in HH
2(A) if and
only if ρ(g1) = ρ(g2).
DEFORMATIONS OF PATH ALGEBRAS OF QUIVERS WITH RELATIONS 74
Proof. The first part follows from the above analysis. Let us prove the second part.
In (10.26) the second isomorphism is given by
HomO
P2×P2
(O(−2)⊠O,O(−2)⊠O)⊗ V ∨ ∼ A⊗ k{x2y1, x2y0, x1y0} ⊗A
which sends id ⊗ x∗0 e0 ⊗ x2y1 ⊗ e2, id ⊗ x
∗
1 e0 ⊗ x2y0 ⊗ e2 and id ⊗ x
∗
2
e0 ⊗ x1y0 ⊗ e2. Recall that V
∨ = k{x∗0, x
∗
1, x
∗
2} is the vector space spanned by the
homogeneous coordinates of P2. The third part follows since the composition of the
following maps is zero
Hom(kQ1, A)
∂1 Hom(kS,A)
ρ
H0(O(3))
where we recall that ∂1 is given by
x2y1 h(x2)y1 + x2h(y1)− h(x1)y2 − x1h(y2)
x2y0 h(x2)y0 + x2h(y0)− h(x0)y2 − x0h(y2)
x1y0 h(x1)y0 + x1h(y0)− h(x0)y1 − x0h(y1)
for any h ∈ Hom(kQ1, A). 
Example 10.30. The map ρ sends the elements (10.17) in Hom(kS,A) to
η = x0
(
λ0x1x2+λ
1x0x2+λ
2x0x1+
2∑
i=0
λ0ix
2
i
)
−x1(λ10x1x2+λ11x
2
1+λ12x
2
2)+λ22x
3
2.
The corresponding unimodular Poisson structure onA3 is η˜ =
∑
0≤i<j≤2 η˜ji
∂
∂xj
∧ ∂
∂xi
where
η˜21 =
2
3λ
2x0x1 +
2
3λ
1x0x2 +
1
3λ
0x1x2 + λ00x
2
0 +
1
3λ01x
2
1 +
1
3λ02x
2
2
η˜20 = −
2
3λ
0x0x1 −
1
3λ
0x0x2 +
2
3λ10x1x2 −
1
3λ
2x20 + λ11x
2
1 +
1
3λ12x
2
2
η˜10 =
1
3λ
0x0x1 +
2
3λ02x0x2 −
2
3λ12x1x2 +
1
3λ
1x20 −
1
3λ10x
2
1 + λ22x
2
2.
Deformations of the projective plane P2 = P(V ) are intimately linked to quantiza-
tions of the algebra of functions on V ≃ A3 which can be viewed as the homogeneous
coordinate ring of P2. Deformations of P2 should thus correspond to homogeneous
deformations of this homogeneous coordinate ring, i.e. to quantizations of quadratic
Poisson structures (cf. Kontsevich [75, §3]). We give a simple example.
Example 10.31. Consider the Poisson structure η = λ0x
3
0+λ1x
3
1 on P
2 for λ0, λ1 ∈
k. The corresponding quadratic Poisson structure η˜ on A3 is given by
λ0x
2
0
∂
∂x2
∧
∂
∂x1
+ λ1x
2
1
∂
∂x2
∧
∂
∂x0
.
One checks that η˜ satisfies the condition of Proposition 8.8 (ii ), whence the algebra
B̂η˜ = k〈x0, x1, x2〉J~K/(x2x1 − x1x2 − λ0x
2
0~, x2x0 − x0x2 − λ1x
2
1~, x1x0 − x0x1)
is a formal deformation quantization of η˜ on A3. Moreover, η˜ satisfies the degree
condition (≺) with respect to the order x0 ≺ x1 ≺ x2 and thus by Lemma 9.13
admits an algebraization, so that
Bη˜ = k〈x0, x1, x2〉/(x2x1 − x1x2 − λ0x
2
0, x2x0 − x0x2 − λ1x
2
1, x1x0 − x0x1)
is an actual deformation of k[x0, x1, x2]. The algebraBη˜ is an Artin–Schelter regular
algebra (see [89]). Let g ∈ Hom(kS,A) be the element of the form (10.17) with
ρ(g) = η under the map ρ in (10.28). That is,
gx2y1 = λ0x0y0, gx2y0 = λ1x1y1, gx1y0 = 0.
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Then Ag = kQ/(x2y1 − x1y2 − λ0x0y0, x2y0 − x0y2 − λ1x1y1, x1y0 − x0y1). By
Belmans–Presotto [20, Lem. 23] we have a triangle equivalence Db(Ag) ≃ D
b(qgrBη˜).
10.3. Moduli spaces of quiver representations. We have seen in §10.1 that
the deformation theory of an Abelian category of (quasi)coherent sheaves on an
algebraic variety with a tilting bundle E can be described rather conveniently and
purely algebraically as deformations of the endomorphism algebra A = End E ≃
kQ/I for some quiver Q with relations I.
Even though the noncommutative geometry of noncommutative algebraic geom-
etry is still somewhat mysterious, the effectiveness of geometric methods as seen
in the construction of noncommutative projective planes is striking. It is reassur-
ing that much of the geometry (e.g. in the existing constructions and classification
of Artin–Schelter regular algebras) can also be recovered from the point of view
of quivers, namely by considering representations of the quiver Q with relations I
and their moduli spaces of (semi)stable representations. We briefly recall the main
constructions here and refer to [73, 98, 113] for more details.
A (finite-dimensional) representation of a quiver Q is given by
V =
((
Vi
)
i∈Q0
,
(
Vs(x)
V (x)
Vt(x)
)
x∈Q1
)
where for each vertex i ∈ Q0 one specifies a finite-dimensional k-vector space Vi and
for each arrow x ∈ Q1 a k-linear map V (x) : Vs(x) Vt(x) between the correspond-
ing vector spaces of the source and target vertices. The tuple (dimVi)i∈Q0 ∈ NQ0
is called the dimension vector of the representation V . The set of representations
with a fixed dimension vector α ∈ NQ0 can be viewed as an affine variety which we
denote by Repα(Q).
Similarly, a representation of a quiver Q with ideal of relations I ⊂ kQ is a
representation of Q such that the linear maps V (x) : Vs(x) Vt(x) also satisfy the
relations I and Repα(Q, I) shall denote the variety of representations of (Q, I) with
dimension vector α.
A stability function is a Z-linear map ϑ : ZQ0 Z and a representation V of
Q with dimension vector α is said to be ϑ-semistable (resp. ϑ-stable) if ϑ(α) = 0
and every subrepresentation V ′ ⊂ V with dimension vector α′ satisfies ϑ(α′) ≥ 0
(resp. ϑ(α′) > 0). One says that a stability function ϑ and a dimension vector α
are coprime if ϑ(α) = 0.
Finally, one defines the moduli space of ϑ-semistable representations of a quiver
with relations as the quotient
Mssϑα (Q, I) = Repα(Q, I)//χϑG := Proj
(⊕
n≥0
k[Repα(Q, I)]
G,χnϑ
)
where on the right-hand side k[Repα(Q, I)] denotes the coordinate ring of the affine
variety Repα(Q, I) and G =
∏
i∈Q0
GLαi(k) is a reductive group with character
χϑ : G k
×
(gi)i
∏
i det(gi)
ϑi
determined by ϑ = (ϑi)i∈Q0 and //χϑ denotes the GIT quotient. (This definition was
introduced by King [73], who also proved that ϑ-(semi)stability for representations
of quivers is equivalent to χϑ-(semi)stability in the sense of geometric invariant
theory (GIT).)
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Moduli spaces of quiver representations can often be shown to recover a variety
from the endomorphism algebra of a tilting bundle (see Karmazyn [69]). Karmazyn
[70] also showed that (under some conditions on the base of deformations) tilting
bundles lift to a (classical) deformation of the variety. If E is a tilting bundle on a
smooth variety X , the Hochschild–Kostant–Rosenberg isomorphism (10.11) gives a
decomposition
HH2(End E) ≃ H0(Λ2TX)⊕H
1(TX)⊕H
2(OX)
and the direct summand H1(TX) corresponds to “geometric” deformations of X .
Indeed, the deformed variety can sometimes be recovered as a moduli space of quiver
representations for the quiver with the corresponding deformed relations (see §11.5
for an example).
If instead of looking at deformations corresponding to the direct summand H1(TX)
one looks at deformations corresponding to H0(Λ2TX), the moduli spaces of rep-
resentations for the deformed relations are no longer geometric deformations, but
they are still rich in geometry, as the case of projective planes nicely illustrates.
10.3.1. Relation to noncommutative projective planes. Let Q be the Be˘ılinson quiver
for P2 given in (10.14) with ideal of relations I (10.15) and let kQ/Ig be a defor-
mation of A = kQ/I for some g ∈ Hom(kS,A) as in Proposition 10.18.
Lemma 10.32. For each g, the moduli space Mssϑα (Q, Ig) with dimension vector
α = (1, 1, 1) and stability function ϑ = (−2, 1, 1) can be viewed as a subvariety of
P2×P2 given by the three equations in Proposition 10.18 for ([x0, x1, x2], [y0, y1, y2]) ∈
P
2 × P2.
Proof. We calculate the moduli spaceMssϑα (Q, Ig) for α = (1, 1, 1) and ϑ = (−2, 1, 1).
A representation of Q with dimension vector α is just given by assigning to each
x0, x1, x2 and each y0, y1, y2 a linear map k k, i.e. xi, yj are just assigned arbi-
trary constants in k giving
(10.33) k k k.
x0, x1, x2 y0, y1, y2
A representation of Q is ϑ-semistable if it admits no subrepresentations with di-
mension vector α′ such that ϑ(α′) < 0. For α = (1, 1, 1) the possible dimension vec-
tors α′ of subrepresentations such that ϑ(α′) < 0 are α′ ∈ {(1, 1, 0), (1, 0, 1), (1, 0, 0)}.
For example, a subrepresentation with dimension vector α′ = (1, 1, 0) is given by a
commutative diagram
(10.34)
k k k
k k 0.
x0, x1, x2 y0, y1, y2
x0, x1, x2
Thus for a representation given by constants xi, yj to be ϑ-semistable, it should
not admit (10.34) as a subrepresentation. This is the case when yj 6= 0 for at least
one j since then the right square cannot commute. Similarly one checks that for
α′ = (1, 0, 1) or (1, 0, 0), ϑ-semistability imposes the condition that also xi 6= 0 for
at least one i.
We thus have that representations of Q are given by (x0, x1, x3), (y0, y1, y2) ∈
k3 \ {0} and the action of G = k× × k× × k× identifies Mssϑα (Q, I) ≃ (k
3 \ {0})×
(k3 \ {0})/G ≃ P2 × P2.
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Finally, (10.33) is a ϑ-semistable representation of (Q, Ig) if it is a ϑ-semistable
representation of Q and the constants xi, yj satisfy the relations generating the ideal
Ig (see Proposition 10.18). 
There is a classification of noncommutative projective planes in terms of three-
dimensional regular quadratic Z-algebras which are determined by triples (C,L0,L1).
Here the triple is either (P2,O(1),O(1)) or a curve C embedded in P2 as a divisor of
degree 3 by the global sections of two line bundles L0 and L1 (see Bondal–Polishchuk
[27, §6] and Van den Bergh [110]). In the latter case, L0 and L1 embed C as a com-
plete intersection of three bidegree (1, 1) hypersurfaces in P2 × P2. If C = dgn(η)
is the degeneracy locus of some Poisson structure η, let g ∈ Hom(kS,A) be the
corresponding element (10.17). Then Mssϑα (Q, Ig) is cut out by three such bidegree
(1, 1) equations, which should coincide with the embedding of the degeneracy locus
for some suitable L0,L1, so that the moduli space M
ssϑ
α (Q, Ig) is isomorphic to the
degeneracy locus of the Poisson structure (see also §11.5 for the case of a minimal
resolution of a rational surface singularity).
In particular, When dgn(η) is reducible (i.e. contains a line), then this can be
seen explicitly from the following calculation.
Proposition 10.35. Let η be a Poisson structure on P2 whose degeneracy locus is
reducible. Let g ∈ Hom(kS,A) be the representative of η of the form (10.17) and let
Mssϑα (Q, Ig) be the moduli space of semistable representations of Ag = kQ/Ig with
ϑ = (−2, 1, 1) and α = (1, 1, 1).
Then Mssϑα (Q, Ig) is isomorphic to the degeneracy locus of η as algebraic varieties.
Proof. If the degeneracy locus of η is reducible then by the classification of cubic
plane curves η can be written as x0f(x0, x1, x2) for some
f(x0, x1, x2) = a0x
2
0 + a1x0x1 + a2x0x2 + a3x
2
1 + a4x1x2 + a5x
2
2
where ai ∈ k. Thus, the representative g in (10.17) of η is (i.e. ρ(g) = η)
gx2y1 = f˜(x0, x1, x2), gx2y0 = 0 = gx1y0 .
Here f˜(x0, x1, x2) is the multilinearization of f(x0, x1, x2), i.e.
f˜(x0, x1, x2) = a0x0y0 + a1x0y1 + a2x0y2 + a3x1y1 + a4x1y2 + a5x2y2.
Then Mssϑα (Q, Ig) is cut out by
x2y1 − (a4 + 1)x1y2 − a2x0y2 − a1x0y1 − a0x0y0 − a1x1y1 − a2x2y2
x2y0 − x0y2
x1y0 − x0y1.
Denote by X the projection of Mssϑα (Q, Ig) into the first factor P
2 of P2×P2. Then
X is given by the following equation
det
−a0x0 −a1x0 − a3x1 + x2 −a2x0 − (a4 + 1)x1 − a5x2x2 0 −x0
x1 −x0 0
 = 0.
which is exactly x0f(x0, x1, x2) = 0, the degeneracy locus of η. Note that the above
matrix is of rank 2 for any point (x0, x1, x2) in X . This shows that M
ssϑ
α (Q, Ig) is
a graph of X and thus they are isomorphic as varieties. 
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Example 10.36. Consider the Poisson structure η with degeneracy locus x0x1x2 =
0 (three distinct lines). The representative g of η is given by gx2y1 = x1y2 and
gx2y0 = 0 = gx1y0 . The projection X of M
ssϑ
α (Q, Ig) to the first factor P
2 of P2×P2
is given by the equation
det
 0 x2 −2x1x2 0 −x0
x1 −x0 0
 = 0.
which is x0x1x2 = 0, the degeneracy locus of η. Note that the above matrix is
of rank 2 for any point (x0, x1, x2) in X . Thus, M
ssϑ
α (Q, Ig) is isomorphic to the
degeneracy locus x0x1x2 = 0 of η.
11. Deformations of reconstruction algebras
In this section we illustrate deformations of path algebras of quivers with relations
for another family of examples, namely reconstruction algebras of rational surface
singularities (see Wemyss [111, 112]). We have already seen deformations of pre-
projective algebras of type A˜n, which are reconstruction algebras for the
1
n
(1, n−1)
singularity. Having explored the relations to geometry in §10 we shall now revisit
reconstruction algebras for the case of the 1
k
(1, 1) singularity with more emphasis
on the interplay with geometry. The 1
k
(1, 1) singularity is rather simple from a
geometric perspective and thus admits a more compact description, but we expect
similar results to hold for any other rational surface singularity.
Let k ≥ 2 be fixed, let X be the 1
k
(1, 1) singularity and let X˜ = TotOP1(−k)
denote its minimal resolution. This simple case already nicely illustrates many
different phenomena:
• the reconstruction algebraA = Ak,1 is the endomorphism algebra of a tilting
bundle on X˜ and thus one has both geometric and algebraic descriptions of
their deformations, both describing deformations of the Abelian category
coh(X˜) (cf. §10.1)
• from a geometric perspective X˜ is a smooth quasi-projective surface which
admits both commutative and noncommutative deformations
• commutative deformations of X˜ correspond to (algebraizable) PBW defor-
mations of the endomorphism algebra of the tilting bundle
• the surface X˜ is not affine, but its geometric (commutative) deformations
are smooth affine surfaces, which can be seen directly from the point of view
of quivers after an application of Morita equivalence (see §11.2)
• deformations of X˜ induce (commutative and noncommutative) deforma-
tions of these singularities (see §11.2.1)
• giving a noncommutative Gro¨bner basis for A one can show that certain
noncommutative deformations arising as quantizations of (degenerate) Pois-
son structures on X˜ also admit an algebraization
• moduli spaces of semistable representations for the deformed reconstruction
algebra recover both commutative deformations of X˜ and the degeneracy
loci of Poisson structures.
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The minimal resolution. We work over k = C. Let k ≥ 2 be a fixed integer and let
X be the 1
k
(1, 1) surface singularity, i.e.
X = C2/Γ
where Γ < GL2(C) is a cyclic group of order k with the generator acting on C
2 by(
ω 0
0 ω
)
for ω some primitive kth root of unity. (For k = 2 we have that Γ < SL2(C), whence
we sometimes need to distinguish the case k = 2 and k ≥ 3.)
Denote by X˜ = TotOP1(−k) for k ≥ 2 the minimal resolution of X , which is a
smooth quasi-projective surface.
The pullback of the tilting bundle OP1 ⊕ OP1(1) on P
1 along the projection
X˜ π P1 is O
X˜
⊕O
X˜
(1), which is a tilting bundle on X˜. We have
(11.1) A = End(O
X˜
⊕O
X˜
(1)) ≃ k
(
a0, a1
b0,..., bk−1
...
)/
I
where I is the ideal generated by
a0bj − a1bj−1
bja0 − bj−1a1
j = 1, . . . , k − 1(11.2)
and A is the reconstruction algebra Ak,1 for the (type A)
1
k
(1, 1) singularity (cf.
Wemyss [112]). We use the usual notation Q for the quiver in (11.1) and label the
left vertex of Q corresponding to O
X˜
by 0 and the right vertex corresponding to
O
X˜
(1) by 1.
11.1. Hochschild cohomology. The derived equivalence Db(A) ≃ Db(X˜) given
by the tilting bundle induces isomorphisms HHi(A) ≃ HHi(X˜) (see §10.1.2). It
is not only interesting to compare the geometric and algebraic incarnations of the
cocycles, but on the algebraic side, we have an explicit obstruction calculus given
by the combinatorial description of the Maurer–Cartan equation (see §7.4). (In
particular, we recover and extend results on the deformation–obstruction theory of
the surface X˜ obtained in [14, 15, 16].)
On the geometric side the Hochschild cohomology may be calculated via the
Hochschild–Kostant–Rosenberg theorem (10.11). Namely, the only non-zero Hoch-
schild cohomology groups of X˜ are
HH0(X˜) ≃ H0(O
X˜
)
HH1(X˜) ≃ H0(T
X˜
)
HH2(X˜) ≃ H0(Λ2T
X˜
)⊕H1(T
X˜
)
HH3(X˜) ≃ H1(Λ2T
X˜
).
(Note that Hi(X˜,F) = 0 for any i ≥ 2 and any coherent sheaf F since X˜ is covered
by two affine open sets and ΛiT
X˜
= 0 for i ≥ 3 since X˜ is a surface.)
The surface X˜ is a toric surface covered by only two affine open sets, and the
cohomology groups appearing on the right-hand side can thus easily be calculated
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via Cˇech cohomology — in the case of line bundle coefficients (i.e. O
X˜
or Λ2T
X˜
≃
O
X˜
(−k+2)) the cocycles can simply be read off the corresponding toric diagrams.
To give an explicit comparison between the algebraic and geometric side, let us
represent cohomology classes in Hi(ΛjT
X˜
) as Cˇech cocycles for the cover U = {U, V }
where U = {(z, u) ∈ C2} and V = {(ζ, v) ∈ C2} and for z, ζ 6= 0 we have (ζ, v) =
(z−1, zku) on U ∩ V ≃ C× × C. (Here z and ζ are the local coordinates on P1.)
On the U -chart, we may give an O
X˜
(U)-basis of O
X˜
(U), T
X˜
(U),Λ2T
X˜
(U) by
the constant function 1, the vector fields ∂
∂z
and ∂
∂u
, and the bivector field ∂
∂z
∧ ∂
∂u
,
respectively. In the following lemma, we can express the cohomology groups ap-
pearing in HHi(X˜) in this basis.
Lemma 11.3. The nontrivial cohomology groups appearing in the Hochschild–
Kostant–Rosenberg decomposition of HHi(X˜) are the following.
H0(O
X˜
) ≃ k[u, zu, . . . , zku] = k[x0, . . . , xk]/(xixj+1 − xi+1xj)0≤i<j<k
H1(T
X˜
) ≃ k
〈
z−k+j ∂
∂u
〉
0<j<k
≃ kk−1
H0(Λ2T
X˜
) ≃ H0(O
X˜
)
〈
∂
∂z
∧ ∂
∂u
〉
k = 2
H0(Λ2T
X˜
) ≃ H0(O
X˜
)
〈
zju ∂
∂z
∧ ∂
∂u
〉
0≤j≤2
k ≥ 3
≃ H0(O
X˜
)〈β0, β1, β2〉/(xiβl+1 − xi+1βl)0≤i<k
0≤l<2
The geometric calculation of these cohomology groups can be found in [15, 16].
We now illustrate how to calculate the Hochschild cohomology groups HHi(A) from
the projective A-bimodule resolution obtained from a reduction system (see §4.2).
11.1.1. Reduction system. For A = kQ/I as in (11.1), we can give the following
reduction system
(11.4)
R =
{
(a0bj, a1bj−1), (bj−1a1, bja0)
}
0<j≤k−1
with S = {a0bj}0<j≤k−1
and it is straight forward to check that R satisfies (⋄) for I. Indeed the indices
were chosen so that their sum is preserved by reductions and each path can thus be
uniquely reduced to a path such that the indices are as large as possible towards
the left. For example, the path a0b2a1b1 can be reduced to a1b3a0b0 by performing
four basic reductions.
In fact, R can be obtained from the (reduced) noncommutative Gro¨bner basis
for I with respect to the following order. Let p, q ∈ Q .
• If |p| > |q| set p ≻ q.
• If |p| = |q| set p ≻ q if deg(p) < deg(q), where deg is the degree defined on
kQ by setting deg(ai) = i for i = 0, 1 and deg(bj) = j for 0 ≤ j ≤ k − 1.
• If |p| = |q| and deg(p) = deg(q), let ≻ be defined for as the lexicographical
order which extends a0 ≻ b0 ≻ a1 ≻ b1 ≻ b2 ≻ · · · ≻ bk−2 ≻ bk−1.
11.1.2. Projective resolution. The reduction system R (11.4) has overlap ambigui-
ties
S3 =
{
a0bja1
}
0<j<k−1
DEFORMATIONS OF PATH ALGEBRAS OF QUIVERS WITH RELATIONS 81
and no higher ambiguities (i.e. S≥4 = ∅). The corresponding cochain complex (cf.
§4.2) computing the Hochschild cohomology is thus
P 0 ∂
0
P 1 ∂
1
P 2 ∂
2
P 3 0(11.5)
with differentials ∂i induced from the formulae of ∂i+1 (see §5.2), giving
∂0 : f
(
ai
bj
f(e0)ai − aif(e1)
f(e1)bj − bj f(e0)
)
∂1 : f
(
a0bj
bj−1a1
a0f(bj) + f(a0)bj − a1f(bj−1)− f(a1)bj−1
bj−1f(a1) + f(bj−1)a1 − bj f(a0)− f(bj)a0
)
∂2 : f
(
a0bja1 −a0f(bja1)− f(a0bj+1)a0 + f(a0bj)a1 + a1f(bj−1a1)
)
.
As elements in P i = Hom(kSi, A) are E-bimodule homomorphisms (where E =
k{e0, e1}) we may write (11.5) as
(11.6) A00 ⊕A11
∂0 A⊕201 ⊕A
⊕k
10
∂1 A⊕k−100 ⊕A
⊕k−1
11
∂2 A⊕k−201 0
where Aij = eiAej . (With respect to the direct sum decomposition in (11.6), the
differentials could now be written simply as block matrices.)
Given the explicit formulae for ∂i it is now straight forward to calculate the
Hochschild cohomology groups HHi(A) from the cochain complex (11.5).
Relevant to the deformation theory are 2-cocycles, which for k ≥ 3 are seen to
be generated by
Ej := (0, . . . , 0, e0, 0, . . . , 0)⊕ (0, . . . , 0,−e1, 0 . . . , 0) 0 < j < k
B0 := (a0b0, a1b0, . . . , a1bk−3)⊕ (0, . . . , 0)
B1 := (a1b0, a1b1, . . . , a1bk−2)⊕ (0, . . . , 0)
B2 := (a1b1, a1b2, . . . , a1bk−1)⊕ (0, . . . , 0)
and for k = 2 by
E1 := e0 ⊕−e1
Bsymp := e0 ⊕ 0.
Of course all of these are elements in ker ∂2 ⊂ Ak−100 ⊕A
k−1
11 . (Note that for k = 2,
B0, B1, B2 are also 2-cocycles, but they can be obtained from Bsymp by multiplying
by the elements a0b0, a1b0, a1b1 viewed as elements in HH
0(A) = Z(A).)
Similar to the case of P2, one may obtain the following correspondence between
“algebraic” 2-cocycles in HH2(A) and “geometric” 2-cocycles in HH2(X˜)
(11.7)
commutative noncommutative
algebraic Ej Bl Bsymp
geometric z−k+j ∂
∂u
zlu ∂
∂z
∧ ∂
∂u
∂
∂z
∧ ∂
∂u
(k ≥ 2) (k ≥ 2) (k = 2)
(cf. Lemma 11.3). Note that Bsymp corresponds to the holomorphic symplectic form
on the (open) Calabi–Yau surface TotOP1(−2) ≃ T
∗P1.
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11.2. Commutative deformations. The following theorem constructs a family
of deformations of A which correspond to “classical” geometric deformations of X˜.
Let E1, . . . , Ek−1 be as in (11.7).
Theorem 11.8. (i ) The element g = E1t1 + · · · + Ek−1tk−1 is a Maurer–
Cartan element of the L∞ algebra p(Q,R)⊗̂(t1, . . . , tk−1) and the associated
deformed algebra
Âg = (AJt1, . . . , tk−1K, ⋆g)
is isomorphic to the quotient algebra kQJt1, . . . , tk−1K/Îg, where Îg is the
completion of the two-sided ideal Ig generated by
a0bj − a1bj−1 − e0tj
bj−1a1 − bja0 + e1tj
0 < j ≤ k − 1.
(ii ) The formal deformation Âg in (i ) admits an algebraization
Ag = (A[t1, . . . , tk−1], ⋆g) ≃ kQ[t1, . . . , tk−1]/Ig.
(iii ) Evaluating the algebraization in (ii ) to ti λi for some λ = (λ1, . . . , λk−1) ∈
kk−1 we obtain a Maurer–Cartan element gλ of p(Q,R) and the associated
deformation Agλ is Morita equivalent to its center Z(Agλ) ≃ e0Agλe0 ≃
e1Agλe1 precisely when λ = (λ1, . . . , λk−1) 6= 0. In this case we have alge-
bra isomorphisms
Z(Ag) ≃ eiAgei ≃ k[x0, . . . , xk]
/(
rank
(
x0 x1+λ1 x2+λ2 ··· xk−1+λk−1
x1 x2 x3 ··· xk
)
≤ 1
)
.
Proof. By Theorem 7.34, it suffices to check that the reduction system Rg =
{(s, fs + gs) | s ∈ S} is reduction unique (see §7.1 for the notation). Moreover,
it is enough to check this for elements in
S3 = {a0bja1}0<j<k−1
where we have the following reductions
a0bja1
a1bj−1a1 + a1tj a0bj+1a0 − a0tj+1
a1bja0
0 < j < k − 1
This proves (i ), and (ii ) then follows from Theorem 9.3; the proof of (iii ) is com-
pletely analogous to the proof of Proposition 9.20 (ii ). 
11.2.1. Deformations of singularities. The results of Theorem 11.8 can be related
to the deformations of the 1
k
(1, 1) singularity as follows.
The algebra
e0Ae0 ≃ e1Ae1 ≃ Z(A) ≃ k[x0, . . . , xk]/(xixj+1 − xi+1xj)0≤i<j<k
is the (toric) 1
k
(1, 1)-singularity which can equivalently be written as
Z(A) ≃ k[x0, . . . , xk]
/ (
rank
( x0 x1 ··· xk−2 xk−1
x1 x2 ··· xk−1 xk
)
≤ 1
)
(11.9)
≃ k[x0, . . . , xk]
/ (
rank
( x0 x1 ··· xk−3 xk−2
x1 x2 ··· xk−2 xk−1
x2 x3 ··· xk−1 xk
)
≤ 1
)
(11.10)
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The commutative deformations of Z(A) are parametrized by Harrison cohomology
Har2(Z(A)) ⊂ HH2(Z(A)). The Harrison cohomology of Z(A) can be decomposed
as
Har2(Z(A)) ≃ kk−1 ⊕ kk−3
and the versal family of deformations of Z(A) is the union of the two subspaces
(i.e. the family consists of two irreducible components intersecting in 0). (See for
example [2, 93, 99, 107].) The fibres of this family may be described explicitly by
modifying the matrices in the presentations (11.9) and (11.10) to read(
x0 x1+λ1 x2+λ2 ··· xk−1+λk−1
x1 x2 x3 ··· xk
)
and
( x0 x1 ··· xk−3 xk−2
x1 x2+µ2 ··· xk−2+µk−2 xk−1
x2 x3 ··· xk−1 xk
)
respectively, where (λ1, . . . , λk−1) ∈ k
k−1 and (µ2, . . . , µk−2) ∈ k
k−3.
The component of dimension k − 1 corresponds to those deformations of the
singularity, which are induced by (commutative) deformations of the minimal toric
resolution X˜ parametrized by H1(T
X˜
) ≃ kk−1. More precisely, X˜ admits a semi-
universal family X of deformations over kk−1 with central fibre X0 = X˜ , all other
fibres Xλ being smooth affine varieties which are at the same time versal deforma-
tions of the 1
k
(1, 1)-singularity.
The deformations of A in Theorem 11.8 (i ) correspond to the commutative defor-
mations of X˜ and to the kk−1 component of the deformations of the 1
k
(1, 1) singular-
ity. Indeed, considering the Maurer–Cartan element g = E1t1+ · · ·+Ek−1tk−1, the
evaluation at (t1, . . . , tk−1) = (λ1, . . . , λk−1) ∈ k
k−1 \ {0} yields an algebra Morita
equivalent to the coordinate ring of the affine variety Xλ.
Remark 11.11. The construction of deformations of singularities works for general
noncommutative resolutions of singularities. Let Z be a noetherian commutative
k-algebra, which is singular. A noncommutative resolution of Z is a k-algebra of the
form A = EndZ(Z ⊕M), where M is a finitely generated Z-module, such that A
has finite global dimension. Let e ∈ A be the idempotent of A corresponding to the
direct summand Z of Z ⊕M . If A can be written as kQ/I such that e corresponds
some vertex of Q then deformations of A give a family of deformations of Z = eAe
by Remark 7.46.
11.3. Noncommutative deformations. Let k ≥ 2 and let B0, B1, B2 be as in
(11.7). The following result is the noncommutative analogue to Theorem 11.8.
Theorem 11.12. (i ) The element g = B0t0+B1t1+B2t2 is a Maurer–Cartan
element of p(Q,R) ⊗̂ (t0, t1, t2) and the associated formal deformation
Âg = (AJt1, t2, t3K, ⋆g)
is isomorphic to kQJt1, t2, t3K/Îg, where Îg is the completion of the two-sided
ideal generated by
bj−1a1 − bja0 − bj−1a0t1 − bja0t2 − bj+1a0t3
a0bj − a1bj−1
0 < j ≤ k − 1
where we set bka0 := bk−1a1.
(ii ) The formal deformation associated to B1t1+B2t2 admits an algebraization
and thus gµ = µ1B1+µ2B2 is a Maurer–Cartan element of p(Q,R) for any
µ = (µ1, µ2) ∈ k
2.
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Proof. As in the proof of Theorem 11.8, we only need to check reduction-uniqueness
on elements in S3. That is, we have
a0bja1
a1bj−1a1
a1bja0 + a1bj−1a0t1 + a1bja0t2 + a1bj+1a0t3.
0 < j < k − 1
This yields that g satisfies the Maurer–Cartan equation.
Now (ii ) follows from Lemma 9.13 (ii ), noting that g = B1t1+B2t2 satisfies the
condition (≺), since a0b1 ≻ a1b0, a1b1 and a0bj ≻ a1bj−1, a1bj. 
11.4. The Calabi–Yau case. For k = 2, the 12 (1, 1) singularity is just the A1 sin-
gularity whose minimal resolution X˜ ≃ TotOP1(−2) ≃ T
∗P1 is an “open” Calabi–
Yau surface.
Theorem 11.13. (i ) Any 2-cochain in P 2 defines a Maurer–Cartan element
of p(Q,R) ⊗̂m.
(ii ) Let g ∈ Hom(kS,A) ⊗̂ (t1, t2) be the Maurer–Cartan element g = E1t1 +
B0t2 = e0(t1+ t2)⊕ (−e1)t1. The corresponding deformation (AJt1, t2K, ⋆g)
admits an algebraization (A[t1, t2], ⋆g) isomorphic to the quotient algebra
Ag = kQ[t1, t2]/Ig, where Ig is the two-sided ideal generated by
a0b1 − a1b0 − e0t1 − e0t2
b0a1 − b1a0 + e1t1.
(iii ) Evaluating the algebraization of (ii ) at t1 = λ and t2 = µ for some λ, µ ∈ k,
the subalgebra e0Aλ,µe0 ≃ e1Aλ,µe1 is commutative if and only if µ = 0 in
which case Aλ,0 for λ 6= 0 is Morita equivalent to a deformation of the A1
surface singularity.
(iv ) Evaluating the algebraization of (ii ) at t1 = 0 and t2 = 1 we have that
e0A0,1e0 ≃ U(sl2)/(C) ≃ e1A0,1e1
where U(sl2)/(C) is the quotient of the universal enveloping algebra of sl2 =
〈X,Y,H〉 by the central subalgebra (C) spanned by the Casimir element
C = XY + Y X + 12H
2.
Proof. Assertion (i ) follows from the fact that P 3 = 0 (cf. Remark 7.13), (ii ) follows
from Theorem 9.3, and (iii ) from Theorem 11.8 (iii ).
Assertion (iv ) is well known (see for example Schedler [102, §II.1]), but let us
give a proof in the notation of this article. The universal property of U(sl2) implies
that there is an algebra homomorphism f¯ : U(sl2) e1A0,1e1 uniquely determined
by
f¯(H) = −2b1a0 f¯(X) = −b0a0 f¯(Y ) = b1a1.
Since f¯(C) = 0, it induces an algebra homomorphism f : U(sl2)/(C) e1A0,1e1.
Since e1A0,1e1 ≃ e1kQe1/e1(b0a1 − b1a0, a0b1 − a1b0 − e0)e1, we get an algebra
morphism f−1 : e1A0,1e1 U(sl2)/(C) determined by
f−1(b1a0) = −
1
2
H f−1(b0a0) = −X f
−1(b1a1) = Y.
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and clearly f−1 is the inverse of f . Similarly U(sl2)/(C) ≃ e0A0,1e0. 
11.5. Moduli spaces of quiver representations. As in the case of noncommu-
tative projective planes (see §10.3), the “geometry” may be recovered as moduli
spaces of quiver representations. In the case of a rational surface singularity, the
reconstruction algebra A = kQ/I can be understood as the endomorphism algebra
of a tilting bundle on the minimal resolution X˜ and it was shown in Karmazyn [69,
Cor. 5.4.2] that X˜ ≃ Mssϑα (Q, I) for some particular choice of stability function ϑ
and dimension vector α.
Moreover, let gλ ∈ Hom(kS,A) be a Maurer–Cartan element corresponding to
an element in H1(T
X˜
) under
(11.14) HH2(A) ≃ HH2(X˜) ≃ H0(Λ2T
X˜
)⊕H1(T
X˜
)⊕H2(O
X˜
).
and let Agλ = kQ/Igλ be the corresponding deformation. Then one can recover
also the (commutative) deformations of the minimal resolution as moduli spaces,
namely Xλ ≃M
ssϑ
α (Q, Igλ) for the same ϑ and α (see Karmazyn [70]).
Now let gµ correspond to an element ηµ ∈ H
0(Λ2T
X˜
) under (11.14) so that the
corresponding deformation Agµ = kQ/Igµ of A corresponds to a quantization of the
Poisson structure ηµ. Similar to the case of P
2 (cf. Proposition 10.35), the moduli
space, which is a commutative algebraic variety, should intuitively speaking recover
the moduli space of “commutative points” of the noncommutative deformation. It
is thus rather natural to expect an isomorphism Mssϑα (Q, Igµ) ≃ dgn(ηµ) ⊂ X˜, i.e.
the moduli space recovers the degeneracy locus dgn(ηµ) of the Poisson structure.
Here dgn(η) is subvariety of X˜ where the deformation of the multiplication is still
commutative.
Let us illustrate these statements also for the 1
k
(1, 1) singularity, so let A = kQ/I
be as in (11.1) and fix the dimension vector α = (1, 1) and stability function ϑ =
(−1, 1).
Let
gλ = λ1E1 + · · ·+ λk−1Ek−1 λ = (λj)j ∈ k
k−1
gµ = µ1B1 + µ2B2 µ = (µl)l ∈ k
2
be the Maurer–Cartan elements of p(Q,R) obtained by evaluation from the alge-
braizations in Theorems 11.8 (ii ) and 11.12 (ii ). Here Ej , Bl are as in (11.7) and
let ηµ denote the Poisson structure corresponding to gµ, which is given in local
U -coordinates by (µ0 + µ1z)u
∂
∂z
∧ ∂
∂u
.
Proposition 11.15. We have the following isomorphisms
Mssϑα (Q, I) ≃ X0 ≃ X˜
Mssϑα (Q, Igλ) ≃ Xλ
Mssϑα (Q, Igµ) ≃ dgn(ηµ) ⊂ X˜
Proof. As in the proof of Lemma 10.32 one sees that a representation is just given
by assigning a0, a1, b0, . . . , bk−1 arbitrary constants, and such a representation is
semistable precisely when a0 and a1 are not both 0, so that M
ssϑ
α (Q) is the space
k2 \ {0} × kk quotiented by G = k× × k×.
It is straight forward to check that by imposing the relations I and Igλ one
recovers exactly X˜ and its commutative deformations — for example, one may
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verify this in the coordinate charts {a0 6= 0} and {a1 6= 0}. (See [15, §5.2] for the
description of X˜ and its deformations in coordinates.)
Note that when ai, bj are constants they commute, in which case half of the
relations imposed by I and Igλ are redundant. However, the relations in Igµ do not
exhibit this kind of symmetry, and thus impose extra relations in X˜ cutting out
precisely the degeneracy locus dgn(ηµ). 
Remark 11.16. In order to give a geometric interpretation of the moduli space, one
should work with an “actual” rather than a formal deformation of A, i.e. those
deformations obtained by evaluating a formal deformation at some value of the pa-
rameter. The only PBW deformations of A which correspond to the quantization
of some Poisson structure are those corresponding to the quantization of a holomor-
phic symplectic structure, i.e. the case Γ < SL2(C) as for example
1
2 (1, 1). However,
in this case the degeneracy locus is empty. In order to establish the isomorphism
Mssϑα (Q, Igµ) ≃ dgn(η) in more interesting cases, we thus need to use the result on
the existence of an algebraization for the degree condition (≺) (see Lemma 9.13
(ii )) which is also satisfied by some degenerate Poisson structures, as shown in
Proposition 11.15.
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