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On the optimality of double barrier strategies for
Le´vy processes
Kei Noba
Abstract
This paper studies de Finetti’s optimal dividend problem with capital injection.
We confirm the optimality of a double barrier strategy when the underlying risk
model follows a Le´vy process that may have positive and negative jumps. The main
result in this paper is a generalization of [2, Theorem 3], which is the spectrally
negative case, and [4, Theorem 3.1], which is the spectrally positive case. In contrast
with the spectrally one-sided cases, double barrier strategies cannot be handled by
using scale functions to obtain some properties of the expected net present values
(NPVs) of dividends and capital injections. Instead, to obtain these properties, we
observe changes in the sample path (and the associated NPV) when there is a slight
change to the initial value or the barrier value.
1 Introduction
In this paper, we study the optimal dividend problem with capital injection. A Le´vy pro-
cess X describes the risk process of an insurance company. The company pays dividends
from the risk process X and capital is injected into X to avoid ruin. This paper aims to
show a joint strategy for dividend payout and capital injection that maximizes the total
expected dividend payments minus the cost of capital injections.
Here, we focus on the double barrier strategies. The double barrier strategy at a ≥ 0 is
the strategy in which (a) when the risk process exceeds the barrier a, the company pays
a dividend determined by the excess over a, and (b) when the risk process falls below
0, capital is injected accordingly to avoid ruin. The controlled process that results from
applying a double barrier strategy behaves as a doubly reflected Le´vy process.
In previous studies of de Finetti’s optimal dividend problem for spectrally negative
Le´vy processes, the optimality of double barrier strategies has been proven. For exam-
ple, Avram et al.[2] proved optimality for general spectrally negative Le´vy processes.
Furthermore, in expanded situations that deal with two-sided singular control problems,
Baurdoux–Yamazaki[3] and Yamazaki[17] proved optimality for general spectrally neg-
ative Le´vy processes. As with the spectrally negative case, some previous studies have
considered spectrally positive Le´vy processes. Avanzi et al.[1] proved the optimality of
a double barrier strategy for spectrally positive compound Poisson processes. Bayraktar
et al.[4] generalized the result to general spectrally positive Le´vy processes. In addition,
many papers have considered other optimal dividend problems with capital injections for
spectrally one-sided Le´vy processes ([22], [15], [23], [21], [13], [14], [12], [7], [10]).
1
Recently, de Finetti’s optimal dividend problem for Le´vy processes with two-sided
jumps has been studied. Some previous studies have considered de Finetti’s optimal
dividend problem without bail-outs. In particular, double or mixed-exponential jump
diffusion processes have been discussed. For example, Bo et al.[6] computed the expected
net present values (NPVs) of dividends of barrier strategies and gave numerical results for
double exponential jump diffusion processes. Yin et al.[18] computed the expected NPVs
of dividends of barrier strategies for mixed-exponential jump diffusion processes. Yuen–
Yin[20] and Yin et al.[19] claim to have proven the optimality of the barrier strategy for
more general Le´vy processes with two-sided jumps, but their proofs seem to have some
flaws. In addition to these studies, Li et al.[11] gave some computational results that
seem to provide the expected NPVs of dividends and capital injections of double barrier
strategies for double-exponential jump diffusion processes. Overall, though, no existing
paper seems to prove the optimality of any strategy.
The objective of this paper is to show the optimality of a double barrier strategy
for Le´vy processes that may have two-sided jumps. The class of Le´vy processes that we
consider contains Le´vy processes with bounded variation paths and positive drifts, mixed-
exponential jump diffusion processes, spectrally one-sided Le´vy processes, and others.
Our proof the optimality of a double barrier strategy has two broad steps.
(i) We select a candidate barrier a∗ ≥ 0 for double barrier strategies. In this step,
we compute the derivative of vπa(x) for a, where vπa(x) is the expected NPV of
dividends and capital injections of the double barrier strategy at a ≥ 0 when the
risk process X starts from x ∈ R (see Sections 4 and A).
(ii) To prove optimality for the chosen case, we apply a verification lemma to vπa∗ (x)
as done in [2]. Here, we need to find and use some properties of the derivative of
vπa(x) with respect to x (see Sections 5, B and C).
A difficulty with this approach is how to obtain some properties of the derivative of the
expected NPV of dividends and capital injections of double barrier strategies. In the case
of spectrally one-sided Le´vy processes, we can represent the expected NPVs of dividends
and capital injections of double barrier strategies by using scale functions, as done for [2,
(5.4)] and [4, (3.1)]. Since we know many properties of scale functions (see, e.g., [8] or
[9, Section 8]), we can obtain some properties of the derivative of each expected NPV.
On the other hand, Le´vy processes that have two-sided jumps do not have scale functions
associated with them. In the case of mixed-exponential jump diffusion processes, I predict
we can represent the expected NPVs as the sum of exponential functions in the same way
as done in [6] and [18]. However, I expect that the forms of the expected NPVs found
in this way will be complicated to analyze. In addition, the expected NPVs cannot be
expressed using this approach for more general Levy processes. So, we need to consider
a new way to obtain some properties of the derivatives of the expected NPVs. In this
paper, we obtain the derivatives of the expected NPVs by observing how the behavior of
the sample path changes when either the initial value of the sample path or the value of
the barrier is slightly shifted. Specifically, we represent the derivatives of the expected
NPVs using the Laplace transforms of hitting times.
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This paper is organized as follows. In Section 2, we describe the notation and give
some assumptions about Le´vy processes. In addition, we give the setting of the optimal
dividend problem. In Section 3, we give an overview of the double barrier strategies
and confirm that they are admissible. In Section 4, we select the candidate barrier a∗.
In Section 5, we prove the optimality of the double barrier strategy for a∗, using the
verification lemma. The main result is in this section. In Section 6, we give examples
of Le´vy processes with unbounded variation paths that satisfy the assumptions given in
Section 2. In Section A, we consider the behavior of doubly reflected Le´vy processes to
compute the derivative of vπa(x) with respect to a and select the candidate barrier a
∗.
In Section B, we give the proof of the verification lemma. In Section C, we consider
the behavior of doubly reflected Le´vy processes to compute the derivative of vπa(x) with
respect to x.
2 Preliminalies
2.1 Le´vy processes
In this section, we describe our notation and give some assumptions about the Le´vy
processes considered in this paper.
Let X = {Xt : t ≥ 0} be a Le´vy process defined on a probability space (Ω,F,P). For
x ∈ R, we denote by Px the law of X when it starts at x. Let Ψ be the characteristic
exponent of X that satisfies
e−tΨ(λ) = E0
[
eiλXt
]
, λ ∈ R, t ≥ 0.
The characteristic exponent Ψ is known to take the form
Ψ(λ) = −iγλ +
1
2
σ2λ2 +
∫
R
(1− eiλx + iλx1{|x|<1})Π(dx), λ ∈ R. (2.1)
Here, γ ∈ R, σ ≥ 0, and Π is a Le´vy measure on R\{0} such that∫
R\{0}
(1 ∧ x2)Π(dx).
The process X has bounded variation paths if and only if σ = 0 and
∫
|x|<1
|x|Π(dx) <∞.
When this holds, we can write
Ψ(λ) = −iδ +
∫
R
(1− eiλx)Π(dx),
where
δ = γ −
∫
|x|<1
xΠ(dx).
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Let F = {Ft : t ≥ 0} be the filtration generated by X . For x ∈ R, we write
τ+x = inf{t > 0 : Xt > x} and τ
−
x = inf{t > 0 : Xt < x}.
We fix the discount factor q > 0. For a > 0 and x ∈ R, we write
ϕa,0 = Ex
[
e−qτ
+
a ; τ+a < τ
−
0
]
, ϕ
0,a
(x) = Ex
[
e−qτ
−
0 ; τ−0 < τ
+
a
]
.
For a ∈ R, let Y a be a reflected process defined by
Y at = Xt −
(
( sup
s∈[0,t]
Xs − a) ∨ 0
)
, t ≥ 0.
For x ∈ R, we write
κa,−x = inf{t > 0 : Y
a
t < x}.
We impose the following assumptions on X .
Assumption 2.1. We assume that X does not have monotone paths, and X satisfies
E0[|X1|] <∞. (2.2)
By [9, Theorem 3.8], the condition (2.2) holds if and only if∫
|x|≥1
|x|Π(dx) <∞. (2.3)
If the process X has unbounded variation paths, then we assume the maps ϕa,0 and ϕ0,a
have Radon–Nikodym densities ϕ′a,0 and ϕ
′
0,a
with respect to the Lebesgue measure, which
is continuous almost everywhere and locally bounded on (0, a).
Remark 2.2. Because the maps ϕa,0 and ϕ0,a are monotone functions, these are contin-
uous on [0, a] almost everywhere with respect to the Lebesgue measure. If the process
X has unbounded variation paths, it is easy to check that the maps ϕa,0 and ϕ0,a are
continuous on [0, a].
Remark 2.3. In fact, the maps ϕa,0 and ϕ0,a are continuous on [0, a] if X is not a
compound Poisson process. However, we do not give the proof of the fact since the fact
is not important in this paper.
For a > 0, we define
E(1)a = {x ∈ [0, a] : ϕa,0 or ϕ0,a are discontinuous at x}.
Note that E
(1)
a is the null set. In addition, E
(1)
a = ∅ when X has unbounded variation
paths.
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When X has unbounded variation paths, we define
E(2)a = {x ∈ (0, a) : ϕ
′
a,0 or ϕ
′
0,a
are discontinuous at x}.
Note that E
(2)
a is the null set.
We define sets of functions C
(1)
line and C
(2)
line. Let C
(1)
line be the set of function f ∈ C(R)
such that f(y) − f(x) =
∫ y
x
f ′(u)du on (0,∞) for some locally bounded function f ′ on
(0,∞) and such that f satisfies
|f(x)| < b1 |x|+ b2, x ∈ R, (2.4)
for some b1, b2 > 0. Let C
(2)
line be the set of function f in C
(1)
line such that f is continuously
differentiable on (0,∞), and f ′(y) − f ′(x) =
∫ y
x
f ′′(u)du on (0,∞) for some locally
bounded function f ′′ on (0,∞). Let L be the operator applied to f ∈ C(1)line (resp., C
(2)
line)
for the case in which X is of bounded (resp., unbounded) variation with
Lf(x) = γf ′(x) +
1
2
σ2f ′′(x) +
∫
R\{0}
(f(x+ z)− f(x)− f ′(x)z1{|z|<1})Π(dz), x ∈ (0,∞),
(2.5)
for a fixed f ′ (resp., f ′′).
Remark 2.4. The integral in (2.5) is well defined. We prove this fact here. We have∫
R\{0}
∣∣f(x+ z)− f(x)− f ′(x)z1{|z|<1}∣∣Π(dz)
≤
∫
(−∞,−1∨(−x
2
)]∪[1,∞)
∣∣f(x+ z)− f(x)− f ′(x)z1{|z|<1}∣∣Π(dz) (2.6)
+
∫
(−1∨(−x
2
),1)\{0}
|f(x+ z)− f(x)− f ′(x)z|Π(dz). (2.7)
By (2.3), (2.4), and the definition of Π, (2.6) is finite. We have
(2.7) =
∫
(−1∨(−x
2
),1)\{0}
Π(dz)
∣∣∣∣
∫ z
0
(f ′(x+ y)− f ′(x)) dy
∣∣∣∣ . (2.8)
Because f ′ is locally bounded, we have |f ′(x+ ·)| ≤ b3 on [−1 ∨ (
−x
2
), 1] for some b3 > 0,
we have
(2.8) ≤ 2b3
∫
(−1∨(−x
2
),1)\{0}
|z|Π(dz),
and so (2.8) is finite when X has bounded variation paths. When X has unbounded
variation paths, because f ′′ is locally bounded, we have
|f ′′(y)| < b4, y ∈ (x+ (−1 ∨ (
−x
2
)), x+ 1)
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for some b4 > 0. So, we have
(2.8) =
∫
(−1∨(−x
2
),1)\{0}
Π(dz)
∣∣∣∣
∫ z
0
dy
∫ y
0
f ′′(x+ w)dw
∣∣∣∣
≤
∫
(−1∨(−x
2
),1)\{0}
Π(dz)
∫ |z|
0
dy
∫ y
0
b4dw
=
b4
2
∫
(−1∨(−x
2
),1)\{0}
|z|2Π(dz) <∞.
The proof is now complete.
Remark 2.5. By the proof in Remark 2.4, and the dominated convergence theorem, it
is easy to verify that the map
x 7→
∫
R\{0}
(f(x+ z)− f(x))Π(dz)(
resp., x 7→
∫
R\{0}
(f(x+ z)− f(x)− f ′(x)z1{|z|<1})Π(dz)
)
is continuous on (0,∞) when X has bounded (resp., unbounded) variation paths.
2.2 The optimal dividend problem with capital injection
In this paper, a strategy is a pair of processes π = {(Lπt , R
π
t ) : t ≥ 0} consisting of the
cumulative amount of dividends Lπ and the cumulative amount of capital injection Rπ.
The corresponding risk process is given by Uπ0− = X0, and
Uπt = Xt − L
π
t +R
π
t , t ≥ 0.
For the dividend strategy, we assume that Lπ is a non-decreasing, right-continuous,
and F -adapted process with Lπ0− = 0.
For the capital injection strategy, we assume that Rπ is a non-decreasing, right-
continuous, and F -adapted process with Rπ0− = 0, and
Rπt ≥ −(Xt − L
π
t ), t ≥ 0. (2.9)
The condition (2.9) implies that Uπ never hits (−∞, 0).
For x ∈ R, we write
vLπ (x) = Ex
[∫
[0,∞)
e−qtdLπt
]
, vRπ (x) = Ex
[∫
[0,∞)
e−qtdRπt
]
.
Let β > 1 be the cost per unit of injected capital. The objective is to maximize the
expected NPV
vπ(x) = v
L
π (x)− βv
R
π (x), x ∈ R
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over the set of all admissible strategies A that satisfy all the constraints described above
as well as vRπ (x) <∞ for x ∈ R. Hence, the problem is to obtain an optimal strategy π
∗
satisfying
v(x) := sup
π∈A
vπ(x) = vπ∗(x), x ∈ R. (2.10)
3 Double barrier strategies
The objective of this paper is to show the optimality of the double barrier strategy. In
this section, we recall details of double barrier strategies, which are constructed in [2,
Section 4].
Let a > 0. The double barrier strategy πa at a is the strategy constructed as follows.
Step 0 Set T0 = τ
−
0 , Ta = τ
+
a , and η = XT0∧Ta . For t < T0 ∧ Ta, set L
πa
t = R
πa
t = 0 and
Uπ
a
t = Xt. If T0 < Ta, go to Step 2. If T0 > Ta, go to Step 1.
Step 1 For t ≥ Ta, we set
L′t = η − a+ ((Xt −XTa) ∨ 0), U
′
t = a+Xt −XTa − ((Xt −XTa) ∨ 0).
We reset T0 = inf{t > 0 : U ′t < 0} and η = U
′
T0
. For t ∈ [Ta, T0), we set Uπ
a
t = U
′
t ,
Lπ
a
t = L
πa
Ta− + L
′
t, and R
πa
t = R
πa
Ta−. Go to Step 2.
Step 2 For t ≥ T0, we set
R′t = −η − ((Xt −XT0) ∧ 0), U
′
t = Xt −XT0 − ((Xt −XT0) ∧ 0).
We reset Ta = inf{t > 0 : U ′t > a} and η = U
′
Ta
. For t ∈ [T0, Ta), we set Uπ
a
t = U
′
t ,
Lπ
a
t = L
πa
T0−
, and Rπ
a
t = R
πa
T0−
+R′t. Go to Step 1.
When X has bounded variation paths, we can construct the double barrier strategy π0 at
0 as follows. For t ≥ 0,
Lπ
0
t = X01{X0>0} + δt1{δ>0} +
∑
t≥0
(Xt −Xt−)1{Xt−Xt−>0},
Rπ
0
t = −X01{X0<0} − δt1{δ<0} −
∑
t≥0
(Xt −Xt−)1{Xt−Xt−<0},
Uπ
0
t = 0.
Remark 3.1. The doubly reflected processes are standard processes.
We prove the admissibility of the double barrier strategies in the following lemmas:
Lemma 3.2. We have, for a > 0 and x ∈ R,
vLπa(x) <∞, v
R
πa(x) <∞.
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Proof. The proof of vLπa(x) <∞ is the same as the proof of v
R
πa(x) <∞, so we prove only
vRπa(x) <∞.
By the definition of πa, we have
vRπa(x) =
{
−x+ vRπa(0), x < 0,
vRπa(a), x > a.
Thus it is sufficient to prove that
vRπa := sup
x∈[0,a]
vRπa(x) <∞. (3.1)
We write Rt = −
(
(infs∈[0,t]Xs) ∧ 0
)
and fix u > 0. For n ∈ N, we define
µ[n]a = (u+ µ
[n−1]
a ) ∧ inf{t > µ
[n−1]
a : U
πa
t = a, there exists s ∈ [µ
[n−1]
a , t) such that Us = 0},
where µ0a = 0. By the strong Markov property, we have
vRπa = lim
n↑∞
sup
x∈[0,a]
Ex
[∫ µ[n]a
0
e−qtdRπ
a
t
]
= lim
n↑∞
sup
x∈[0,a]
(
n∑
k=1
Ex
[∫ µ[k]a
µ
[k−1]
a
e−qtdRπ
a
t
])
≤ lim
n↑∞
(
n∑
k=1
(
E0
[
e−qµ
[1]
a
])k−1
sup
x∈[0,a]
Ex
[∫ µ[1]a
0
e−qtdRπ
a
t
])
=
supx∈[0,a] Ex
[∫ µ[1]a
0
e−qtdRπ
a
t
]
1− E0
[
e−qµ
[1]
a
] , (3.2)
and by the definition of µ
[1]
a , we have
(3.2) ≤
supx∈[0,a] Ex
[∫ u
0
e−qtdRt
]
1− E0
[
e−qµ
[1]
a
] ≤ E0
[∣∣inft∈[0,u]Xt∣∣]
1− E0
[
e−qµ
[1]
a
] . (3.3)
By the Le´vy–Itoˆ decomposition, there exists some δX ∈ R, a zero-mean square-
integrable martingale MX starting from 0, a Poisson process NX , and a sequence of
independent and identically distributed (i.i.d.) random variables {JXn }n∈N taking values
in (−∞,−1) ∪ (1,∞) such that
Xt = δ
Xt+MXt +
NXt∑
i=1
JXi , t ≥ 0, P0-a.s. (3.4)
8
By Doob’s maximal inequality, we have
E0
[∣∣∣∣ inf
t∈[0,u]
MXt
∣∣∣∣
]
≤ 1 + E0
[(
inf
t∈[0,u]
MXt
)2]
≤ 1 + 4E0
[
(MXu )
2
]
<∞. (3.5)
By the compensation theorem of the Poisson point processes and (2.3), we have
E0


∣∣∣∣∣∣ inft∈[0,u]
NXt∑
i=1
JXi
∣∣∣∣∣∣

 ≤ E0


∣∣∣∣∣∣
NXu∑
i=1
(JXi ∧ 0)
∣∣∣∣∣∣


= −E0
[∫
[0,∞)×(−∞,−1)
e−qtxN (dt× dx)
]
= −
∫ ∞
0
e−qtdt
∫
(−∞,−1)
xΠ(dx) <∞, (3.6)
where N is a Poisson random measure on ([0,∞)×R,B[0,∞)×B(R), ds×Π(dx)) asso-
ciated with the jumps of X . By (3.4), (3.5), and (3.6), we have
E0
[∣∣∣∣ inf
t∈[0,u]
Xt
∣∣∣∣
]
≤
∣∣δX ∣∣ u+ E0
[∣∣∣∣ inf
t∈[0,u]
MXt
∣∣∣∣
]
+ E0


∣∣∣∣∣∣ inft∈[0,u]
NXt∑
i=1
JXi
∣∣∣∣∣∣

 <∞. (3.7)
By (3.3) and (3.7), we obtain (3.1), and the proof is complete.
Lemma 3.3. If X has bounded variation paths, then for x ∈ R we have
vLπ0(x) <∞, v
R
π0(x) <∞.
Proof. By the same argument as that in the proof of Lemma 3.2, it is sufficient to prove
that vR
π0
(0) <∞. By the definition of π0, we have
vRπ0(0) = −1{δ<0}δ
∫ ∞
0
e−qtdt− E0
[∑
t>0
e−qt(Xt −Xt−)1{Xt−Xt−<0}
]
.
By the compensation theorem of the Poisson point processes, we have
−E0
[∑
t>0
e−qt(Xt −Xt−)1{Xt−Xt−<0}
]
= −E0
[∫
[0,∞)×(−∞,0)
e−qtxN (dt× dx)
]
= −
∫ ∞
0
e−qtdt
∫
(−∞,0)
xΠ(dx). (3.8)
Because X has bounded variation paths and (2.3) holds, we have (3.8) < ∞. The proof
is complete.
Remark 3.4. We note that the assumption (2.2) is necessary to prove the optimality
of a double barrier strategy. We show this briefly here. Suppose X has bounded (resp.,
unbounded) variation paths. If E0[X1 ∧ 0] = −∞, then we can prove that vRπa(x) = ∞
for a ∈ [0,∞) (resp., a ∈ (0,∞)) and x ∈ R, and so no double barrier strategies are
admissible. On the other hand, if E0[X1 ∨ 0] = ∞, then we can prove that vLπa(x) = ∞
for a ∈ [0,∞) and x ∈ R, and so this problem does not make sense.
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4 Selection of the candidate barrier a∗
In this section, we focus on the double barrier strategy defined in the previous section
and choose a candidate barrier a∗.
We define
a∗ = inf{a > 0 : βν(a) ≤ 1} ,
where ν(a) = Ea
[
e−qκ
a,−
0
]
. Since X has stationary independent increments, the map
a 7→ ν(a) is non-increasing, and we have lima↑∞ ν(a) = 0, so a∗ <∞.
Lemma 4.1. For a, x ∈ [0,∞), we have
vπa∗(x) ≥ vπa(x).
We postpone the proof of Lemma 4.1 until after the proof of Lemma 4.3.
For n ∈ N, we define the hitting times for n ∈ N by induction as follows. For n ∈ N,
ρa,[n]a = inf{t ≥ ρ
a,[n−1]
0
: Lπ
a
t > L
πa
ρ
a,[n−1]
0 −
}, ρa,[n]
0
= inf{t ≥ ρa,[n]a : R
πa
t > R
πa
ρ
a,[n]
a −
},
where ρa,(0)
0
= 0. For simplicity, we write νx(a) = Ex
[
e−qρ
a,[1]
a
]
. To compute the derivative
of vπa(x) with respect to a, we write Vx(a) := vπa(x), V
L
x (a) := v
L
πa(x) and V
R
x (a) :=
vRπa(x).
Lemma 4.2. For x ∈ R and a ∈ (0,∞), we have
lim
ǫ↓0
V Lx (a+ ǫ)− V
L
x (a)
ǫ
=
−νx(a)
1− ν(a)ν0(a)
, (4.1)
lim
ǫ↓0
V Rx (a+ ǫ)− V
R
x (a)
ǫ
=
−νx(a)ν(a)
1− ν(a)ν0(a)
. (4.2)
Proof. We estimate limǫ↓0
V Lx (a+ǫ)−V
L
x (a)
ǫ
and infǫ↓0
V Lx (a+ǫ)−V
L
x (a)
ǫ
. We have
V Lx (a)− V
L
x (a+ ǫ) = Ex
[∫
[0,∞)
e−qtd
(
Lπ
a
t − L
πa+ǫ
t
)]
=
∞∑
k=1
Ex
[∫
[ρ
a,[k−1]
0 ,ρ
a,[k]
a )
e−qtd
(
Lπ
a
t − L
πa+ǫ
t
)]
+
∞∑
k=1
Ex
[∫
[ρ
a,[k]
a ,ρ
a,[k]
0 )
e−qtd
(
Lπ
a
t − L
πa+ǫ
t
)] (4.3)
=
∞∑
k=1
Ex
[∫
[ρ
a+ǫ,[k−1]
0 ,ρ
a+ǫ,[k]
a+ǫ ]
e−qtd
(
Lπ
a
t − L
πa+ǫ
t
)]
+
∞∑
k=1
Ex
[∫
(ρ
a+ǫ,[k]
a+ǫ ,ρ
a+ǫ,[k]
0 )
e−qtd
(
Lπ
a
t − L
πa+ǫ
t
)]
.
(4.4)
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The behaviors of Lπ
a
and Lπ
a+ǫ
are given in Section A. Because we have (A.4) and (A.7),
for t ∈ [ρa,[k−1]
0
, ρa,[k]a ), we have, for k ∈ N,
Ex
[∫
[ρ
a,[k−1]
0 ,ρ
a,[k]
a )
e−qtd
(
Lπ
a
t − L
πa+ǫ
t
)]
= 0. (4.5)
Because we have (A.15) for t ∈ [ρa,[k]a , ρ
a,[k]
0
), we have, for k ∈ N,
Ex
[∫
[ρ
a,[k]
a ,ρ
a,[k]
0 )
e−qtd
(
Lπ
a
t − L
πa+ǫ
t
)]
≤ ǫEx
[
e−qρ
a,[k]
a
]
. (4.6)
By (4.3), (4.5), and (4.6), we have
V Lx (a)− V
L
x (a + ǫ) ≤ǫ
∞∑
k=1
Ex
[
e−qρ
a,[k]
a
]
=ǫEx
[
e−qρ
a,[1]
a
] ∞∑
k=0
(
Ea
[
e−qκ
a,−
0
]
E0
[
e−qρ
a,[1]
a
])k
=ǫ
νx(a)
1 − ν(a)ν0(a)
. (4.7)
By (A.9) and (A.16), we have
0 ≤ Uπ
a+ǫ
t − U
πa
t ≤ ǫ, t ≥ 0.
So, we have
Uπ
a+ǫ
ρ
a+ǫ,[k−1]
0
− Uπ
a
ρ
a+ǫ,[k−1]
0
= 0− 0 = 0, Uπ
a+ǫ
ρ
a+ǫ,[k]
a+ǫ
− Uπ
a
ρ
a+ǫ,[k]
a+ǫ
= (a+ ǫ)− a = ǫ.
By (A.8) and (A.14), Rπ
a
−Rπ
a+ǫ
is non-decreasing. Therefore, Lπ
a
− Lπ
a+ǫ
increases by
at least ǫ on [ρa+ǫ,[k−1]
0
, ρ
a+ǫ,[k]
a+ǫ ]. By (A.7) and (A.15), L
πa−Lπ
a+ǫ
is non-decreasing, giving
us
Ex
[∫
[ρ
a+ǫ,[k−1]
0 ,ρ
a+ǫ,[k]
a+ǫ ]
e−qtd
(
Lπ
a
t − L
πa+ǫ
t
)]
≥ ǫEx
[
e−qρ
a+ǫ,[k]
a+ǫ
]
. (4.8)
By (4.4) and (4.8), we have
V Lx (a)− V
L
x (a + ǫ) ≥ǫ
∞∑
k=1
Ex
[
e−qρ
a+ǫ,[k]
a+ǫ
]
= ǫ
νx(a+ ǫ)
1− ν(a+ ǫ)ν0(a+ ǫ)
. (4.9)
It is easy to check that ν and νx are right continuous. Thus, by (4.7) and (4.9), we obtain
(4.1).
By the same argument as above, we obtain (4.2). The proof is complete.
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Lemma 4.3. Suppose X has bounded variation paths. Then for x ∈ R we have
lim
a↓0
Vx(a) = Vx(0).
Proof. We assume that the drift parameter δ is less than 0. We prove lima↓0 V
L
x (a) =
V Lx (0) and lima↓0 V
R
x (a) = V
R
x (0). By the construction of π
a, Lπ
a
increases only when X
takes positive jumps, and we have
(X0 − a)1{X0−a>0} +
∑
t≥0
e−qt(Xt −Xt− − a)1{Xt−Xt−>a} ≤ L
πa
t ≤ L
π0
t , t ≥ 0.
Because
lim
a↓0
(
(X0 − a)1{X0−a>0} +
∑
t≥0
e−qt(Xt −Xt− − a)1{Xt−Xt−>a}
)
= Lπ
0
t , t ≥ 0,
we have
lim
a↓0
Lπ
a
t = L
π0
t , t ≥ 0, and thus lim
a↓0
V Lx (a) = V
L
x (0). (4.10)
By the construction of πa, we can write
Rπ
a
t = −
(
inf
s≤t
(Xs − L
πa
s )
)
∧ 0, t ≥ 0.
By (4.10), we have
lim
a↓0
(Xt − L
πa
t ) = X01{X0<0} + δt1{δ<0} +
∑
t≥0
(Xt −Xt−)1{Xt−Xt−<0},
so we have
lim
a↓0
Rπ
a
t = R
π0
t , t ≥ 0, and thus lim
a↓0
V Rx (a) = V
R
x (0).
When δ is assumed to be positive, the proof is almost the same as above. The proof is
now complete.
Proof of Lemma 4.1. Since −νx(a)
1−ν(a)ν0(a)
and −νx(a)ν(a)
1−ν(a)ν0(a)
are non-decreasing, and by Lemma
4.2, both V Lx and V
R
x are convex functions having Radon–Nikodym densities
V L′x (a) =
−νx(a)
1− ν(a)ν0(a)
, V R′x (a) =
−νx(a)
1− ν(a)ν0(a)
ν(a), a ∈ (0,∞)
with respect to the Lebesgue measure. This implies that Vx has Radon–Nikodym density
V ′x(a) =
−νx(a)
1− ν(a)ν0(a)
(1− βν(a)) , a ∈ (0,∞).
By the definition of a∗, Vx is non-decreasing on (0, a
∗) and non-increasing on (a∗,∞). By
Lemma 4.3, the proof is complete.
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5 Verification
In this section, we show the optimality of the strategy πa
∗
for the value a∗ selected in the
previous section. The main theorem is the following.
Theorem 5.1. The strategy πa
∗
is optimal, and the value function of the problem (2.10)
is given by v = vπa∗ .
We postpone the proof of Theorem 5.1 until after the proof of Lemma 5.8. To prove
Theorem 5.1, we use the following verification lemma.
Proposition 5.2. Suppose that X has bounded (resp., unbounded) variation paths. Let
w be a function on R belonging to C
(1)
line
(resp., C
(2)
line
) and satisfying
Lw(x)− qw(x) ≤ 0, x > 0, (5.1)
1 ≤ w′(x) ≤ β, x ∈ R\{0}. (5.2)
Then we have w(x) ≥ v(x) for all x ≥ 0.
We give the proof of Proposition 5.2 in Section B. The purpose of this section is to
prove that the strategy πa
∗
satisfies the conditions in Proposition 5.2.
To apply Proposition 5.2 to vπ∗ , we give Lemmas 5.3, 5.4, and 5.5, which are lemmas
about the smoothness of vπa∗ and some properties of the derivative of vπa∗ .
Lemma 5.3. We fix a > 0. For x ∈ (0, a)\E(1)a , we can take a Radon–Nikodym density
of vπa as
v′πa(x) = ϕa,0(x) + βϕ0,a(x). (5.3)
Proof. We compute the derivative of vLπa . For y ∈ R and t ≥ 0, we write X
(y)
t = Xt + y.
For b ∈ R, we write τ (y),+b = inf{t > 0 : X
(y)
t ≥ b} and τ
(y),−
b = inf{t > 0 : X
(y)
t ≤ b}. We
write L(y) for the process that represents the cumulative amount of dividends of X(y) on
which the double barrier strategy at a has been imposed. We write U (y) for its surplus
process.
For x ∈ [0, a− ǫ], we can rewrite vLπa(x+ ǫ)− v
L
πa(x) as
vLπa(x+ ǫ)−v
L
πa(x) = E0
[∫
[0,∞)
e−qtd(L
(x+ǫ)
t − L
(x)
t )
]
. (5.4)
The behaviors of U (x) and U (x+ǫ) are summarized in Section C. From Section C, we have
L
(x+ǫ)
t − L
(x)
t ∈ [0, ǫ] is non-decreasing for t ≥ 0; (5.5)
R
(x)
t −R
(x+ǫ)
t ∈ [0, ǫ] is non-decreasing for t ≥ 0; (5.6)
U
(x+ǫ)
t − U
(x)
t = ǫ− (L
(x+ǫ)
t − L
(x)
t )− (R
(x)
t − R
(x)
t ) ≥ 0 for t ≥ 0. (5.7)
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Because L
(x+ǫ)
τ
(x+ǫ),+
a −
= 0 and (5.5) holds, we have
inf{t > 0 : L(x+ǫ)t − L
(x)
t > 0} ≥ τ
(x+ǫ),+
a . (5.8)
On {τ (x+ǫ),+a > τ
(x+ǫ),−
0 }, we have, by (5.8) and (5.7),
L
(x+ǫ)
τ
(x+ǫ),−
0
− L(x)
τ
(x+ǫ),−
0
= 0, U
(x+ǫ)
τ
(x+ǫ),−
0
= U
(x)
τ
(x+ǫ),−
0
= 0, R
(x)
τ
(x+ǫ),−
0
−R(x+ǫ)
τ
(x+ǫ),−
0
= ǫ,
and so by (5.6) and (5.7), we have
inf{t > 0 : L(x+ǫ)t − L
(x)
t > 0} =∞. (5.9)
By (5.4), (5.5), (5.8), and (5.9), we have
vLπa(x+ ǫ)− v
L
πa(x) ≤ ǫE0
[
e−qτ
(x+ǫ),+
a ; τ (x+ǫ),+a < τ
(x+ǫ),−
0
]
= ǫϕa,0(x+ ǫ). (5.10)
Because R
(x)
τ
(x),−
0 −
= 0 and (5.6) holds, we have
inf{t > 0 : R(x)t −R
(x+ǫ)
t > 0} ≥ τ
(x),−
0 . (5.11)
On {τ (x),+a < τ
(x),−
0 }, by (5.11) and (5.7), we have
R
(x)
τ
(x),+
a
−R(x+ǫ)
τ
(x),+
a
= 0, U
(x+ǫ)
τ
(x),+
a
= U
(x)
τ
(x),+
a
= a, L
(x+ǫ)
τ
(x),+
a
− L(x)
τ
(x),+
a
= ǫ,
which implies that
inf{t > 0 : L(x+ǫ)t − L
(x)
t = ǫ} ≤ τ
(x),+
a . (5.12)
By (5.5) and (5.12), we have
vLπa(x+ ǫ)− v
L
πa(x) ≥ ǫE0
[
e−qτ
(x),+
a ; τ (x),+a < τ
(x),−
0
]
= ǫϕa,0(x). (5.13)
Following the logic of the proofs of (5.10) and (5.13), we have, for x ∈ [ǫ, a],
ǫϕa,0(x− ǫ) ≤ v
L
πa(x)− v
L
πa(x− ǫ) ≤ ǫϕa,0(x). (5.14)
From (5.10), (5.13), and (5.14), for x ∈ (0, a)\E(1)a , we obtain
lim
ǫ↓0
vLπa(x+ ǫ)− v
L
πa(x)
ǫ
= lim
ǫ↓0
vLπa(x)− v
L
πa(x− ǫ)
ǫ
= ϕa,0(x).
By a computation similar to that for the derivative of vLπa , for x ∈ (0, a)\E
(1)
a , we obtain
lim
ǫ↓0
vRπa(x+ ǫ)− v
R
πa(x)
ǫ
= lim
ǫ↓0
vRπa(x)− v
R
πa(x− ǫ)
ǫ
= −ϕ
0,a
(x).
In addition, vLπa and v
R
πa are continuous concave functions on [0, a] from (5.10), (5.13),
(5.14), and the other computations, and so vπa has a Radon–Nikodym density (5.3).
The proof is complete.
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Lemma 5.4. For a ≥ 0, the function vπa is a continuous function.
Proof. By the definition of πa, we have
vπa(x) =
{
vπa(a) + (x− a), x ≥ a,
vπa(0) + βx, x ≤ 0.
(5.15)
So vπa is continuous on (−∞, 0] ∪ [a,∞). In addition, vπa is continuous on [0, a] by the
proof of Lemma 5.3. The proof is complete.
Since we have (5.15), we define v′
πa
∗ as
v′
πa
∗ (x) =
{
1, x ≥ 1,
β, x ≤ 0.
(5.16)
v′′πa(x) =0, x ∈ (−∞, 0] ∪ [a,∞). (5.17)
Lemma 5.5. We have
1 ≤ v′
πa
∗ (x) ≤ β, x ∈ (0, a∗)\E(1)a∗ , (5.18)
and vπa∗ is a concave function on (0,∞). In addition, we have
v′
πa
∗ (a∗−) = 1 (5.19)
when X has unbounded variation paths.
Proof. i) It is easy to check that ν is right-continuous, and so we have βν(a∗) ≤ 1. In
this step, we define a constant p∗, and stopping times Kp
∗
0 and T
p∗
0 for two cases. One is
the case in which βν(a∗) = 1. The other is the case in which βν(a∗) < 1.
Suppose βν(a∗) = 1. Then we define p∗ = 1, Kp
∗
0 = K
1
0 = κ
a∗,−
0 , and T
p∗
0 = T
1
0 = τ
−
0 .
Here, we have
βEa∗
[
e−qK
p∗
0
]
= 1. (5.20)
Suppose βν(a∗) < 1. Then X has bounded variation paths. For n ∈ N, we write
T [n] = inf{t > T [n− 1] : Y a
∗
s 6= 0 for some s ∈ (T [n− 1], t), Y
a∗
t = 0},
S[n] = inf{t > S[n− 1] : Xs 6= 0 for some s ∈ (S[n− 1], t), Xt = 0},
where T (0) = S(0) = 0. For p ∈ [0, 1], we define i.i.d. random variables {A[n]p }n∈N as
A[n]p =
{
0, with probability 1− p,
1, with probability p.
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We write
K
p
0 =κ
a∗,−
0 ∧min{T [n] > 0 : A
[n]
p = 0},
T
p
0 =τ
−
0 ∧min{S[n] > 0 : A
[n]
p = 0}.
Then, we have
βEa∗
[
e−qK
1
0
]
= ν(a∗) < 1 and βEa∗
[
e−qK
0
0
]
= lim
a↑a∗
ν(a) ≥ 1.
By the strong Markov property, we have
Ea∗
[
e−qK
p
0
]
= Ea∗
[
e−qκ
a∗,−
0 ; κa
∗,−
0 < T [1]
]
+ Ea∗
[
e−qT [1];T [1] < κa
∗,−
0
]
(1− p)
+ Ea∗
[
e−qT [1];T [1] < κa
∗,−
0
]
p
∞∑
n=0
(
E0
[
e−qT [1];T [1] < κa
∗,−
0
]
p
)n
×
(
E0
[
e−qT [1];T [1] < κa
∗,−
0
]
(1− p) + E0
[
e−qκ
a∗,−
0 ; κa
∗,−
0 < T [1]
])
,
and so p 7→ Ea∗
[
e−qK
p
0
]
is continuous on p ∈ [0, 1]. Therefore, we can take some p∗ ∈ [0, 1)
that satisfies (5.20).
ii) In this step, we rewrite vπa∗ in a convenient form. For x, a ∈ (0,∞) with x ≤ a
and ǫ > 0, we have
ϕ
0,a
(x) ≤ Ex
[
e−qT
p∗
0 ;T p
∗
0 < τ
+
a
]
≤ ϕ
0,a
(x− ǫ).
By the continuity of ϕ
0,a
, for a ∈ (0,∞) and x ∈ (0, a]\E(1)a , we have
ϕ
0,a
(x) = Ex
[
e−qT
p∗
0 ;T p
∗
0 < τ
+
a
]
.
By the same argument as above, for a ∈ (0,∞) and x ∈ (0, a]\E(1)a , we have
ϕa,0(x) = Ex
[
e−qτ
+
a ; τ+a < T
p∗
0
]
.
So, by Lemma 5.3, for a ∈ (0,∞) and x ∈ (0, a)\E(1)a , we have
v′πa(x) = Ex
[
e−qτ
+
a ; τ+a < T
p∗
0
]
+ βEx
[
e−qT
p∗
0 ;T p
∗
0 < τ
+
a
]
. (5.21)
Because we have {
Y a
∗
t : t ∈ [0, τ
+
a∗)
}
=
{
Xt : t ∈ [0, τ
+
a∗)
}
,
for x ∈ (0, a∗], we also have
Ex
[
e−qT
p∗
0 ;T p
∗
0 < τ
+
a∗
]
= Ex
[
e−qK
p∗
0 ;Kp
∗
0 < τ
+
a∗
]
, (5.22)
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and
Ex
[
e−qK
p∗
0 ; τ+a∗ < K
p∗
0
]
=Ex
[
e−qτ
+
a∗ ; τ+a∗ < K
p∗
0
]
Ea∗
[
e−qK
p∗
0
]
=Ex
[
e−qτ
+
a∗ ; τ+a∗ < T
p∗
0
]
Ea∗
[
e−qK
p∗
0
]
. (5.23)
By (5.21), (5.22), and (5.23), for x ∈ (0, a∗)\E(1)a∗ , we have
v′
πa
∗ (x) =
Ex
[
e−qK
p∗
0 ; τ+a∗ < K
p∗
0
]
Ea∗
[
e−qK
p∗
0
] + βEx[e−qKp∗0 ;Kp∗0 < τ+a∗] . (5.24)
By (5.20), we have
(5.24) = βEx
[
e−qK
p∗
0
]
. (5.25)
From (5.20) and (5.25), we obtain (5.18) and that vπa∗ is a concave function.
Suppose that X has unbounded variation paths. Then it is easy to check that the map
x 7→ βEx
[
e−qK
p∗
0
]
is continuous. Thus we have
v′
πa
∗ (a∗−) = βEa∗
[
e−qK
p∗
0
]
= 1
and we obtain (5.19). The proof is now complete.
We define the Radon–Nikodym density v′
πa
∗ by
v′
πa
∗ (x) = βEx
[
e−qK
p∗
0
]
, x ∈ (0, a∗). (5.26)
In addition, when X has unbounded variation paths, we define the Radon–Nikodym
density v′′
πa
∗ by
v′′
πa
∗ (x) = ϕ′a∗,0(x) + βϕ
′
0,a∗
(x), x ∈ (0, a∗).
Lemma 5.6. The function vπa∗ belongs to C
(1)
line
. Furthermore, if X has unbounded vari-
ation paths, then vπa∗ ∈ C
(2)
line
.
Proof. By Assumption 2.1, Lemma 5.3, Lemma 5.4, and Lemma 5.5, it is obvious that
vπa∗ belongs to C
(1)
line. In addition, we know that vπa∗ is continuously differentiable and
v′
πa
∗ has a Radon–Nikodym density on (0,∞) when X has unbounded variation paths.
So, it is enough to check that v′
πa
∗ has a locally bounded density on (0,∞) when X has
unbounded variation paths.
Suppose X has unbounded variation paths. We use the same notation as in the proof
of Lemma 5.3. For x ∈ R, let Y (x) be a reflected process defined by
Y
(x)
t = X
(x)
t −
(
( sup
s∈[0,t]
X(x)s − a
∗) ∨ 0
)
, t ≥ 0,
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and write
κ(x) = inf{t > 0 : Y (x)t < 0}.
We fix a† ∈ (a∗,∞). From (5.26) and because
K
p∗
0 = K
1
0 = κ
a∗,−
0 ,
for x ∈ (0, a∗)\(E(2)a∗ ∪ E
(2)
a†
), we have
0 ≥ v′′
πa
∗ (x) = lim
ǫ↓0
v′
πa
∗ (x+ ǫ)− v′
πa
∗ (x)
ǫ
= lim
ǫ↓0
1
ǫ
E0
[
e−qκ
(x+ǫ)
− e−qκ
(x)
]
. (5.27)
Because Y
(x+ǫ)
t = Y
(x)
t for t ∈ [τ
(x),+
a∗ ,∞), we have
κ(x+ǫ) = κ(x), on {τ (x),+a∗ < κ
(x)},
and so
(5.27) = lim
ǫ↓0
1
ǫ
E0
[
e−qκ
(x+ǫ)
− e−qκ
(x)
; κ(x) < τ
(x),+
a∗
]
= lim
ǫ↓0
1
ǫ
E0
[
e−qκ
(x+ǫ)
− e−qκ
(x)
; τ
(x),−
0 < τ
(x),+
a∗
]
. (5.28)
On {τ (x),−0 < τ
(x),+
a∗ }, we have
κ(x) = τ
(x),−
0 ≤ κ
(x+ǫ) ≤ τ (x+ǫ),−0 ,
and so we have
(5.28) ≥ lim
ǫ↓0
1
ǫ
E0
[
e−qτ
(x+ǫ),−
0 − e−qτ
(x),−
0 ; τ
(x),−
0 < τ
(x),+
a∗
]
≥ lim
ǫ↓0
1
ǫ
(
E0
[
e−qτ
(x+ǫ),−
0 ; τ
(x),−
0 < τ
(x),+
a∗
]
− E0
[
e−qτ
(x),−
0 ; τ
(x),−
0 < τ
(x),+
a∗
])
.(5.29)
Because
τ
(x),−
0 ≤ τ
(x+ǫ),−
0 for all ω ∈ Ω,{
τ
(x),−
0 < τ
(x),+
a∗
}
⊂
{
τ
(x),−
0 < τ
(x),+
a†
}
,{
τ
(x+ǫ),−
0 < τ
(x+ǫ),+
a†
}
⊂
{
τ
(x),−
0 < τ
(x),+
a†
}
,
we have
(5.29) ≥ lim
ǫ↓0
1
ǫ
(
E0
[
e−qτ
(x+ǫ),−
0 ; τ
(x+ǫ),−
0 < τ
(x+ǫ),+
a†
]
− E0
[
e−qτ
(x),−
0 ; τ
(x),−
0 < τ
(x),+
a†
])
= lim
ǫ↓0
ϕ0,a†(x+ ǫ)− ϕ0,a†(x)
ǫ
= ϕ′0,a†(x).
This implies that v′′
πa
∗ is bounded on (a‡, a∗)\(E
(2)
a∗ ∪ E
(2)
a†
) for a‡ ∈ (0, a∗). Because
v′′
πa
∗ = 0 on [a∗,∞), the proof is complete.
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Lemma 5.7. Suppose a∗ > 0. When X has bounded variation paths, for x ∈ (0, a∗),
Lvπa∗ (x)− qvπa∗ (x) = 0. (5.30)
In addition, when X has unbounded variation paths, we redefine v′′
πa
∗ on (0, a∗) to satisfy
(5.30).
Proof. For x ∈ (0, a), we have
vL
πa
∗ (x) = ϕa∗,0(x)v
L
πa
∗ (a∗) + Ex
[
e−qτ
+
a∗ (Xτ+
a∗
− a∗); τ+a∗ < τ
−
0
]
+ ϕ
0,a∗
(x)vL
πa
∗ (0).(5.31)
For x ∈ (0, a∗), the process
{
M
[1]
t : t ≥ 0
}
where
M
[1]
t = e
−q(τ+
a∗
∧τ−0 ∧t)ϕa∗,0
(
Xτ+
a∗
∧τ−0 ∧t
)
, t ≥ 0,
is a martingale under Px because
Ex
[
e−qτ
+
a∗1{τ+
a∗
<τ−0 }
|Ft
]
=Ex
[
e−qτ
+
a∗1{τ+
a∗
≤t∧τ−0 }
+ e−qτ
+
a∗1{t<τ+
a∗
<τ−0 }
|Ft
]
=e−qτ
+
a∗1{τ+
a∗
≤t∧τ−0 }
+ e−qt1{t<τ+
a∗
∧τ−0 }
ϕa∗,0(Xt)
=e−q(τ
+
a∗
∧τ−0 ∧t)ϕa∗,0
(
Xτ+
a∗
∧τ−0 ∧t
)
.
By the same argument, for x ∈ (0, a∗),
{
M
(2)
t : t ≥ 0
}
and
{
M
(3)
t : t ≥ 0
}
where
M
(2)
t = e
−q(τ+
a∗
∧τ−0 ∧t)ϕ
0,a∗
(
Xτ+
a∗
∧τ−0 ∧t
)
, t ≥ 0,
M
(3)
t = e
−q(τ+
a∗
∧τ−0 ∧t)EX
τ
+
a∗
∧τ
−
0
∧t
[
e−qτ
+
a∗ (Xτ+
a∗
− a∗); τ+a∗ < τ
−
0
]
, t ≥ 0, z
are martingales under Px. By (5.31), the process
{
M
(4)
t : t ≥ 0
}
where
M
(4)
t = e
−q(τ+
a∗
∧τ−0 ∧t)vLπa(Xτ+
a∗
∧τ−0 ∧t
), t ≥ 0, (5.32)
is a martingale under Px. By the argument used for the proof of (5.32), the processes{
M
(5)
t : t ≥ 0
}
and
{
M
(6)
t : t ≥ 0
}
, where
M
(5)
t = e
−q(τ+
a∗
∧τ−0 ∧t)vRπa(Xτ+
a∗
∧τ−0 ∧t
), t ≥ 0,
M
(6)
t = e
−q(τ+
a∗
∧τ−0 ∧t)vπa(Xτ+
a∗
∧τ−0 ∧t
), t ≥ 0,
are martingales under Px. By the same reasoning as that of the proof of [5, (12)], for
x ∈ (0, a∗)\E(1)a∗ (resp., (0, a
∗)\E(2)a∗ ), we have (5.30). Here, we used the continuity of the
map x 7→ Lvπa∗ (x) on (0, a
∗)\E(1)a∗ (resp., (0, a
∗)\E(2)a∗ ).
When X has bounded variation paths, we obtain (5.30) for x ∈ (0, a∗) since Remark
2.5 holds and v′
πa
∗ is right continuous.
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When X has unbounded variation paths, by Remark 2.5, we can redefine the locally
bounded Radon–Nikodym density v′′
πa
∗ on (0, a∗), which is continuous almost everywhere
and satisfies (5.30) for x ∈ (0, a∗).
The proof is complete.
Lemma 5.8. For x ≤ a∗, we have
Lvπa∗ (x)− qvπa∗ (x) ≤ 0. (5.33)
Proof. This proof is almost the same as that of [2, Lemma 5]. We write g(x) = Lvπa∗ (x)−
qvπa∗ (x) for x ≥ 0.
From the form of the operator L, (5.16), and (5.17), for x≥a∗, we have
g(x) = γ +
∫
R\{0}
(vπa∗ (x+ z)− (x+ b)− z1{|z|<1})Π(dz)− q(x+ b), (5.34)
where b = vπa∗ (a
∗)−a∗. By the concavity of vπa∗ (see Lemma 5.5) and the form of (5.34),
g(x) is a continuous concave function on (a∗,∞).
We prove that, for a > a∗,
vπa(x)− vπa∗ (x) = Ex
[∫ ∞
0
e−qtg(Uπ
a
t )1[a∗,∞)(U
πa
t )dt
]
. (5.35)
We write v
(ǫ)
πa
∗ (x) = vπa∗ (x+ ǫ) for x ∈ R. Then, we can define Lv
(ǫ)
πa
∗ (x) := Lvπa∗ (x+ ǫ)
for x > −ǫ. Let Lπ,c be the continuous part of Lπ and let Rπ,c be the continuous part of
Rπ for π ∈ A. By an application of the Meyer–Itoˆ formula (see [16, Theorem IV.70 or
IV.71]), we have
e−qtv
(ǫ)
πa
∗ (Uπ
a
t )− v
(ǫ)
πa
∗ (Uπ
a
0−) =− q
∫ t
0
e−qsv
(ǫ)
πa
∗ (Uπ
a
s−)ds+
∫ t
0
e−qsv
(ǫ)′
πa
∗ (Uπ
a
s−)dU
πa
s
+
σ2
2
∫ t
0
e−qsv
(ǫ)′′
πa
∗ (Uπ
a
s−)ds
+
∑
0≤s≤t
e−qs
(
v
(ǫ)
πa
∗ (Uπ
a
s− +∆U
πa
s )− v
(ǫ)
πa
∗ (Uπ
a
s−)− v
(ǫ)′
πa
∗ (Uπ
a
s−)∆U
πa
s
)
.
(5.36)
Because
Uπ
a
t = Xt − L
πa,c
t −
∑
0≤s≤t
∆Lπ
a
s +R
πa,c
t +
∑
0≤s≤t
∆Rπ
a
s , t ≥ 0,
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we have
(5.36) =− q
∫ t
0
e−qsv
(ǫ)
πa
∗ (Uπ
a
s−)ds+
∫ t
0
e−qsv
(ǫ)′
πa
∗ (Uπ
a
s−)dXs −
∫ t
0
e−qsv
(ǫ)′
πa
∗ (Uπ
a
s−)dL
π,c
s
+
∫ t
0
e−qsv
(ǫ)′
πa
∗ (Uπ
a
s−)dR
π,c
s +
σ2
2
∫ t
0
e−qsv
(ǫ)′′
πa
∗ (Uπ
a
s−)ds
+
∑
0≤s≤t
e−qs
(
v
(ǫ)
πa
∗ (Uπ
a
s− +∆Xs)− v
(ǫ)
πa
∗ (Uπ
a
s−)− v
(ǫ)′
πa
∗ (Uπ
a
s−)∆Xs
)
−
∑
0≤s≤t
e−qs
(
v
(ǫ)
πa
∗ (Uπ
a
s +∆L
π
s )− v
(ǫ)
πa
∗ (Uπ
a
s )
)
−
∑
0≤s≤t
e−qs
(
v
(ǫ)
πa
∗ (Uπ
a
s −∆R
π
s )− v
(ǫ)
πa
∗ (Uπ
a
s )
)
.
Rewriting the above equation leads to
e−qtv
(ǫ)
πa
∗ (Uπ
a
t )− v
(ǫ)
πa
∗ (Uπ
a
0−) =
∫ t
0
e−qs(L− q)v(ǫ)
πa
∗ (Uπ
a
s−)ds+M
πa
t
−
∫ t
0
e−qsv
(ǫ)′
πa
∗ (Uπ
a
s−)dL
πa,c
s +
∫ t
0
e−qsv
(ǫ)′
πa
∗ (Uπ
a
s−)dR
πa,c
s
−
∑
0≤s≤t
e−qs
(
v
(ǫ)
πa
∗ (Uπ
a
s +∆L
πa
s )− v
(ǫ)
πa
∗ (Uπ
a
s )
)
−
∑
0≤s≤t
e−qs
(
v
(ǫ)
πa
∗ (Uπ
a
s −∆R
πa
s )− v
(ǫ)
πa
∗ (Uπ
a
s )
)
.
(5.37)
Here, {Mπ
a
t : t ≥ 0} is a local martingale such that
Mπ
a
t = σ
∫ t
0
e−qsv
(ǫ)′
πa
∗ (Uπ
a
s−)dBs
+
∫
[0,t]×R
e−qs
(
v
(ǫ)
πa
∗ (Uπ
a
s− + y)− v
(ǫ)
πa
∗ (Uπ
a
s−)
)
(N (ds× dy)− ds×Π(dy)),
where B is a standard Brownian motion. Because Mπ
a
is a local martingale, we can take
a sequence of stopping times {T π
a
n }n∈N, which is a localizing sequence for M with Tn ↑ ∞
almost surely. We take the expectation of (5.37) at time t ∧ T π
a
n and take the limit as
t ↑ ∞ and n ↑ ∞. By Lemma 5.8, we have
−v(ǫ)
πa
∗ (x) = Ex
[∫ ∞
0
e−qs(L− q)v(ǫ)
πa
∗ (Uπ
a
s−)1[a∗−ǫ,∞)(U
πa
s−)ds
]
− Ex
[∫ ∞
0
e−qsv
(ǫ)′
πa
∗ (a)dLπ
a,c
s
]
+ Ex
[∫ ∞
0
e−qsv
(ǫ)′
πa
∗ (0)dRπ
a,c
s
]
− Ex
[ ∑
0≤s≤∞
e−qs
(
v
(ǫ)
πa
∗ (Uπ
a
s +∆L
πa
s )− v
(ǫ)
πa
∗ (Uπ
a
s )
)]
− Ex
[ ∑
0≤s≤∞
e−qs
(
v
(ǫ)
πa
∗ (Uπ
a
s −∆R
πa
s )− v
(ǫ)
πa
∗ (Uπ
a
s )
)]
.
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By (5.26), v′
πa
∗ (0+) = β when 0 is regular for (−∞, 0). By contrast, Rπ
a,c ≡ 0 when 0 is
irregular for (−∞, 0). So, we have
Ex
[∫ ∞
0
e−qsv′
πa
∗ (0+)dRπ
a,c
s
]
= βEx
[∫ ∞
0
e−qsdRπ
a,c
s
]
. (5.38)
By taking the limit as ǫ ↓ 0 and applying Lemma 5.5, (5.38), and the continuity of Lvπa∗ ,
we have (5.35).
By Lemma 4.1 and (5.35), we have
Ex
[∫ ∞
0
e−qtg(Uπ
a
t )1[a∗,∞)(U
πa
t )dt
]
≤ 0, a ∈ (a∗,∞). (5.39)
By the continuity and the concavity of g along with (5.39), we have (5.33) for x ∈ [a∗,∞).
The proof is complete.
Proof of Theorem 5.1. By Lemmas 5.5, 5.6, 5.7, 5.8, and (5.26) vπa∗ ∈ C
(1)
line (resp., C
(2)
line)
satisfies (5.1) and (5.2) when X has bounded (resp., unbounded) variation paths. From
Proposition 5.2, the proof is complete.
6 Examples
We assumed the continuity of ϕa,0 and ϕ0,a in Assumption 2.1 when X has unbounded
variation paths. In this section, we present examples of Le´vy processes having unbounded
variation paths that satisfy Assumption 2.1.
Let X be a Le´vy process with characteristic exponent (2.1) having unbounded variation
paths. We additionally assume that Π(−∞, 0) < ∞ or Π(0,∞) < ∞. Then, for a > 0,
both ϕa,0 and ϕ0,a are continuously differentiable on (0, a). We check this fact.
We assume without loss of generality that Π(0,∞) <∞. Then there exist a spectrally
negative Le´vy process Z with unbounded variation paths, a Poisson process N (r) with
rate r > 0, and i.i.d. positive random variables {Jn}n∈N such that
Xt = Zt +
N
(r)
t∑
i=1
Ji, t ≥ 0.
Here, Z has the Laplace exponent ψZ , which satisfies
etψZ (λ) = EZ0
[
eλZt
]
, λ ≥ 0, t ≥ 0,
where PZx is the law of Z when it starts at x ∈ R. Then, ψZ takes the form
ψZ(λ) = γλ+
1
2
σ2λ2 +
∫
(−∞,0)
(eλx − 1− λx1{x>−1})ΠZ(dx), λ ∈ [0,∞),
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where ΠZ(·) = Π(· ∩ (−∞, 0)).
We recall the definition of scale functions and some properties of these functions. For
p ≥ 0, let W (p)Z be the scale function of Z, which is the function from R to [0,∞) such
that W
(p)
Z = 0 on (−∞, 0) and W
(p)
Z on [0,∞) is continuous, satisfying∫ ∞
0
e−λxW
(p)
Z (x)dx =
1
ψZ(λ)− p
, λ > ΦZ(p),
where ΦZ(p) = inf{s ≥ 0 : ψZ(s) > p}. For proofs of uniqueness, existence, and the
basic facts listed below, see, for example, [9, Section 8]. For a > 0, x ∈ [0, a], and a
non-negative measurable function f , we have
E
Z
x
[
e−pτ
+
a ; τ+a < τ
−
0
]
=
W
(p)
Z (x)
W
(p)
Z (a)
, (6.1)
E
Z
x
[∫ τ+a ∧τ−0
0
e−ptf(Zt)dt
]
=
∫ a
0
f(y)
(
W
(p)
Z (x)
W
(p)
Z (a)
W
(p)
Z (a− y)−W
(p)
Z (x− y)
)
dy. (6.2)
The function W
(p)
Z is continuously differentiable on (0,∞) because Z has unbounded
variation paths.
We prove that ϕa,0 is continuously differentiable. By the strong Markov property, we
have, for x ∈ (0, a),
ϕa,0(x) =Ex
[
e−qτ
+
a ; τ+a < τ
−
0 ∧ T
(r)[1]
]
+ Ex
[
e−qT
(r)[1]1{T (r)[1]<τ+a ∧τ−0 }ϕa,0(XT (r)[1]− + J1)
]
,
(6.3)
where T (r)[1] is the first jump time of N (r). By the definitions of Z and T (r)[1], we have
(6.3) = EZx
[
e−(q+r)τ
+
a ; τ+a < τ
−
0
]
+ rEZx
[∫ τ+a ∧τ−0
0
e−(q+r)tϕa,0(Zt + J1)dt
]
. (6.4)
By (6.1) and (6.2), we have
(6.4) =
W
(q+r)
Z (x)
W
(q+r)
Z (a)
+ r
∫ a
0
E
[
ϕa,0(y + J1)
](W (q+r)Z (x)
W
(q+r)
Z (a)
W
(q+r)
Z (a− y)−W
(q+r)
Z (x− y)
)
dy.
(6.5)
We know that
W
(q+r)
Z
(x)
W
(q+r)
Z
(a)
is continuously differentiable on (0, a), so we consider the differ-
entiability of
∫ a
0
E
[
ϕa,0(y + J1)
](W (q+r)Z (x)
W
(q+r)
Z (a)
W
(q+r)
Z (a− y)−W
(q+r)
Z (x− y)
)
dy. (6.6)
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Here, we cannot obtain the derivative of (6.6) right away using the dominated convergence
theorem because the derivative of W
(q+r)′
Z may not be bounded. By (6.5) and Fubini’s
theorem, we have
ϕa,0(x) =
1
W
(q+r)
Z (a)
∫ x
0
W
(q+r)′
Z (z)dz
+ r
∫ a
0
E
[
ϕa,0(y + J1)
](W (q+r)Z (a− y)
W
(q+r)
Z (a)
∫ x
0
W
(q+r)′
Z (z)dz −
∫ x
0
W
(q+r)′
Z (z − y)dz
)
dy
=
∫ x
0
h(z)dz,
where
h(z) =


W
(q+r)′
Z
(z)
W
(q+r)
Z
(a)
+ r
∫ a
0
E
[
ϕa,0(y + J1)
]
×
(
W
(q+r)
Z
(a−y)
W
(q+r)
Z
(a)
W
(q+r)′
Z (z)−W
(q+r)′
Z (z − y)
)
dy, z ∈ (0, a),
0, z ∈ (∞, 0] ∪ [a,∞).
Here, h ≥ 0 almost everywhere with respect to the Lebesgue measure because ϕa,0 is
non-decreasing. So, by Fubini’s theorem, we have
(6.6) =
∫ a
0
E
[∫ y+J1
0
h(z)dz
](
W
(q+r)
Z (x)
W
(q+r)
Z (a)
W
(q+r)
Z (a− y)−W
(q+r)
Z (x− y)
)
dy
= E
[∫ a+J1
0
dzh(z)
∫ a
0∨z−J1
(
W
(q+r)
Z (x)
W
(q+r)
Z (a)
W
(q+r)
Z (a− y)−W
(q+r)
Z (x− y)
)
dy
]
= E
[∫ a+J1
0
dzh(z)
(
W
(q+r)
Z (x)
W
(q+r)
Z (a)
∫ a
0∨z−J1
W
(q+r)
Z (a− y)dy −
∫ x∧(x−z+J1)
0
W
(q+r)
Z (y)dy
)]
.
(6.7)
Because we have ∫ ∞
0
h(z)dz ≤ 1,
applying the dominated convergence theorem gives the derivative of (6.7) as
E
[∫ a+J1
0
dzh(z)
(
W
(q+r)′
Z (x)
W
(q+r)
Z (a)
∫ a
0∨z−J1
W
(q+r)
Z (a− y)dy −W
(q+r)
Z (x ∧ (x− z + J1))
)]
,
which is continuous on (0, a). Therefore, ϕa,0 is continuously differentiable on (0, a).
We can prove that ϕ
0,a
is continuously differentiable on (0, a) by the same argument
as above.
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A The behavior of Uπ
a
and Uπ
a+ǫ
For t ∈ [ρa,[k−1]
0
, ρa,[k]a ), the processes U
πa and Uπ
a+ǫ
behave as follows. We have
0 ≤ Uπ
a+ǫ
ρ
a,[k−1]
0 −
− Uπ
a
ρ
a,[k−1]
0 −
≤ ǫ. (A.1)
By the definitions of πa and ρa,[k]a , for t ∈ [ρ
a,[k−1]
0
, ρa,[k]a ), processes U
πa , Lπ
a
, and Rπ
a
satisfy
Rπ
a
t = R
πa
ρ
a,[k−1]
0 −
− inf
s∈[ρ
a,[k−1]
0 ,t]
((Uπ
a
ρ
a,[k−1]
0 −
+Xs −Xρa,[k−1]0 −
) ∧ 0), (A.2)
Uπ
a
t = U
πa
ρ
a,[k−1]
0 −
+ (Xt −Xρa,[k−1]0 −
) +Rπ
a
t −R
πa
ρ
a,[k−1]
0 −
≤ a, (A.3)
Lπ
a
t = L
πa
ρ
a,[k−1]
0 −
. (A.4)
Additionally, by the definition of πa+ǫ, processes Uπ
a+ǫ
, Lπ
a+ǫ
, and Rπ
a+ǫ
satisfy
Rπ
a+ǫ
t = R
πa+ǫ
ρ
a,[k−1]
0 −
− inf
s∈[ρ
a,[k−1]
0 ,t]
((Uπ
a+ǫ
ρ
a,[k−1]
0 −
+Xs −Xρa,[k−1]0 −
) ∧ 0), (A.5)
Uπ
a+ǫ
t = U
πa+ǫ
ρ
a,[k−1]
0 −
+ (Xt −Xρa,[k−1]0 −
) +Rπ
a+ǫ
t −R
πa+ǫ
ρ
a,[k−1]
0 −
, (A.6)
Lπ
a+ǫ
t = L
πa+ǫ
ρ
a,[k−1]
0 −
(A.7)
before the right-hand side of (A.6) hits (a + ǫ,∞). From (A.1), (A.2), and (A.5), for
t ∈ [ρa,[k−1]
0
, ρa,[k]a ),
(the right-hand side of (A.6))− (the right-hand side of (A.3)) ≤ ǫ.
So the right-hand side of (A.6) is no more than a+ ǫ on [ρa,[k−1]
0
, ρa,[k]a ), which implies that
each of (A.5), (A.6), and (A.7) holds for t ∈ [ρa,[k−1]
0
, ρa,[k]a ). From (A.1), (A.2), and (A.5),
for t ∈ [ρa,[k−1]
0
, ρa,[k]a ),
(Rπ
a
t −R
πa
ρ
a,[k−1]
0 −
)−(Rπ
a+ǫ
t − R
πa+ǫ
ρ
a,[k−1]
0 −
)
∈ [0, Uπ
a+ǫ
ρ
a,[k−1]
0 −
− Uπ
a
ρ
a,[k−1]
0 −
] is non-decreasing.
(A.8)
From (A.1), (A.3), (A.6), and (A.8), for t ∈ [ρa,[k−1]
0
, ρa,[k]a ),
Uπ
a+ǫ
t − U
πa
t ∈ [0, U
πa+ǫ
ρ
a,[k−1]
0 −
− Uπ
a
ρ
a,[k−1]
0 −
] is non-increasing. (A.9)
For t ∈ [ρa,[k]a , ρ
a,[k]
0
), the processes Uπ
a
and Uπ
a+ǫ
behave as follows. By the definitions
of πa and ρa,[k]
0
, for t ∈ [ρa,[k]a , ρ
a,[k]
0
), we have
Lπ
a
t = L
πa
ρ
a,[k]
a −
+ sup
s∈[ρ
a,[k]
a ,t]
(Uπ
a
ρ
a,[k]
a −
+Xs −Xρa,[k]a − − a), (A.10)
Uπ
a
t = U
πa
ρ
a,[k]
a −
+ (Xt −Xρa,[k]a −)− (L
πa
t − L
πa
ρ
a,[k]
a −
) ≥ 0, (A.11)
Rπ
a
t = R
πa
ρ
a,[k]
a −
.
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Additionally, by the definition of πa+ǫ, the processes Uπ
a+ǫ
, Lπ
a+ǫ
, and Rπ
a+ǫ
satisfy
Lπ
a+ǫ
t = L
πa+ǫ
ρ
a,[k]
a −
+ sup
s∈[ρ
a,[k]
a ,t]
((Uπ
a+ǫ
ρ
a,[k]
a −
+Xs −Xρa,[k]a − − (a + ǫ)) ∨ 0), (A.12)
Uπ
a+ǫ
t = U
πa+ǫ
ρ
a,[k]
a −
+ (Xt −Xρa,[k]a −)− (L
πa+ǫ
t − L
πa+ǫ
ρ
a,[k]
a −
), (A.13)
Rπ
a+ǫ
t = R
πa+ǫ
ρ
a,[k]
a −
(A.14)
before the right-hand side of (A.13) hits (−∞, 0). From (A.9), (A.10), and (A.12), for
t ∈ [ρa,[k]a , ρ
a,[k]
0
),
(the right-hand side of (A.13))− (the right-hand side of (A.11)) ≥ 0.
So the right-hand side of (A.13) is non-negative on [ρa,[k]a , ρ
a,[k]
0
), which implies that each
of (A.12), (A.13), and (A.14) holds for t ∈ [ρa,[k]a , ρ
a,[k]
0
). From (A.9), (A.10), and (A.12),
for t ∈ [ρa,[k]a , ρ
a,[k]
0
),
(Lπ
a
t − L
πa
ρ
a,[k]
a −
)−(Lπ
a+ǫ
t − L
πa+ǫ
ρ
a,[k]
a −
)
∈ [0, ǫ− (Uπ
a+ǫ
ρ
a,[k]
a −
− Uπ
a
ρ
a,[k]
a −
)] is non-decreasing.
(A.15)
From (A.9), (A.11), (A.13), and (A.15), for t ∈ [ρa,[k]a , ρ
a,[k]
0
),
Uπ
a+ǫ
t − U
πa
t ∈ [U
πa+ǫ
ρ
a,[k]
a −
− Uπ
a
ρ
a,[k]
a −
, ǫ] is non-decreasing. (A.16)
B Proof of Proposition 5.2
The proof of Proposition 5.2 is almost the same as that of [2, Proposition 4 (ii)].
Let π ∈ Π be any admissible strategy. Then, Uπ is a [0,∞)-valued process. We fix
ǫ > 0 and define wǫ(x) = w(x + ǫ) for x ∈ R. Then, we can define Lwǫ(x) = Lw(x+ ǫ)
for x > −ǫ. By (5.1) and (5.2), we have
Lwǫ(x)− qwǫ(x) ≤ 0, x ≥ 0, (B.1)
1 ≤ w′ǫ(x) ≤ β, x ∈ R\{cwǫ}. (B.2)
By an application of the Meyer–Itoˆ formula (see [16, Theorem II.31 and IV.71]) and by
the same calculation as used for (5.37), we have
e−qtwǫ(U
π
t )− wǫ(U
π
0−) =
∫ t
0
e−qs(L − q)wǫ(U
π
s−)ds+Mt
−
∫ t
0
e−qsw′ǫ(U
π
s−)dL
π,c
s +
∫ t
0
e−qsw′ǫ(U
π
s−)dR
π,c
s
−
∑
0≤s≤t
e−qs(wǫ(U
π
s +∆L
π
s )− wǫ(U
π
s )) (B.3)
−
∑
0≤s≤t
e−qs(wǫ(U
π
s +∆L
π
s −∆R
π
s )− wǫ(U
π
s +∆L
π
s )) . (B.4)
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Here, {Mt : t ≥ 0} is a local martingale satisfying
Mt = σ
∫ t
0
e−qsw′ǫ(U
π
s−)dBs
+
∫
[0,t]×R
e−qs
(
wǫ(U
π
s− + y)− wǫ(U
π
s−)
)
(N (ds× dy)− ds× Π(dy)).
By (B.2), we have
(B.3) ≤ −
∫ t
0
e−qsdLπ,cs + β
∫ t
0
e−qsdRπ,cs ,
(B.4) ≤ −
∑
0≤s≤t
e−qs∆Lπs , (B.4) ≤ β
∑
0≤s≤t
e−qs∆Rπs ,
and so
e−qtwǫ(U
π
t )− wǫ(U
π
0−) ≤
∫ t
0
e−qs(L − q)wǫ(U
π
s−)ds+Mt −
∫
[0,t]
e−qsdLπs + β
∫
[0,t]
e−qsdRπs .
Because M is a local martingale, we can take a sequence of stopping times {Tn}n∈N that
is a localizing sequence for M with Tn ↑ ∞ almost surely. Then, taking an expectation,
we have
wǫ(x) ≥ Ex
[
−
∫ t∧Tn
0
e−qs(L − q)wǫ(U
π
s−)ds+
∫
[0,t∧Tn]
e−qsdLπs − β
∫
[0,t∧Tn]
e−qsdRπs
]
+ Ex
[
e−q(t∧Tn)wǫ(U
π
t∧Tn)
]
≥ Ex
[∫
[0,t∧Tn]
e−qsdLπs − β
∫
[0,t∧Tn]
e−qsdRπs
]
+ wǫ(0)Ex
[
e−q(t∧Tn)
]
, (B.5)
where in (B.5) we used (B.1). By taking the the limit as t ↑ ∞, n ↑ ∞, and ǫ ↓ 0, the
proof is complete.
C The behavior of U (x) and U (x+ǫ) under P0
In this section, we describe the behavior of U (x) and U (x+ǫ) under P0, which is necessary
for the proof of Lemma 5.3. We define the hitting times inductively as follows. For n ∈ N,
κ
[0]
0 = 0,
κ[n]a = inf{t ≥ κ
[n−1]
0 : U
(x+ǫ)
t = a},
κ
[n]
0 = inf{t > κ
[n]
a : U
(x)
t = 0}.
Then, we have the following by induction.
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For t ∈ [κ[n−1]0 , κ
[n]
a ), the processes U
(x) and U (x+ǫ) behave as follows. We have
0 ≤ L(x+ǫ)
κ
[n−1]
0 −
− L(x)
κ
[n−1]
0 −
≤ ǫ,
0 ≤ R(x)
κ
[n−1]
0 −
−R(x+ǫ)
κ
[n−1]
0 −
≤ ǫ, (C.1)
0 ≤ U (x+ǫ)
κ
[n−1]
0 −
− U (x)
κ
[n−1]
0 −
= ǫ− (L(x+ǫ)
κ
[n−1]
0 −
− L(x)
κ
[n−1]
0 −
)− (R(x)
κ
[n−1]
0 −
− R(x+ǫ)
κ
[n−1]
0 −
).
(C.2)
By the definitions of πa and κ[n]a , for t ∈ [κ
[n−1]
0 , κ
[n]
a ), we have
L
(x+ǫ)
t = L
(x+ǫ)
κ
[n−1]
0 −
, (C.3)
R
(x+ǫ)
t = R
(x+ǫ)
κ
[n−1]
0 −
− inf
s∈[κ
[n−1]
0 ,t]
((U
(x+ǫ)
κ
[n−1]
0 −
+Xs −Xκ[n−1]0 −
) ∧ 0), (C.4)
U
(x+ǫ)
t = U
(x+ǫ)
κ
[n−1]
0 −
+ (Xt −Xκ[n−1]0 −
) + (R
(x+ǫ)
t −R
(x+ǫ)
κ
[n−1]
0 −
). (C.5)
Additionally, by the definition of πa, the processes U (x), L(x), and R(x) satisfy
L
(x)
t = L
(x)
κ
[n−1]
0 −
, (C.6)
R
(x)
t = R
(x)
κ
[n−1]
0 −
− inf
s∈[κ
[n−1]
0 ,t]
((U
(x)
κ
[n−1]
0 −
+Xs −Xκ[n−1]0 −
) ∧ 0), (C.7)
U
(x)
t = U
(x)
κ
[n−1]
0 −
+ (Xt −Xκ[n−1]0 −
) + (R
(x)
t − R
(x)
κ
[n−1]
0 −
), (C.8)
before the right-hand side of (C.8) hits to [a,∞). By (C.2), (C.4), and (C.7), for t ∈
[κ
[n−1]
0 , κ
[n]
a ),
a > (the right-hand side of (C.5)) ≥ (the right-hand side of (C.8)),
and so (C.6), (C.7), and (C.8) hold for t ∈ [κ[n−1]0 , κ
[n]
a ). From (C.1), (C.2), (C.4), (C.5),
(C.7), and (C.8), for t ∈ [κ[n−1]0 , κ
[n]
a ), we have
R
(x)
t − R
(x+ǫ)
t ∈ [0, ǫ] is non-decreasing; (C.9)
U
(x+ǫ)
t − U
(x)
t ∈ [0, ǫ] is non-increasing. (C.10)
From (C.3), (C.6), (C.9), and (C.10), we have
0 ≤ L(x+ǫ)
κ
[n]
a −
− L(x)
κ
[n]
a −
≤ ǫ, (C.11)
0 ≤ R(x)
κ
[n]
a −
−R(x+ǫ)
κ
[n]
a −
≤ ǫ,
0 ≤ U (x+ǫ)
κ
[n]
a −
− U (x)
κ
[n]
a −
= ǫ− (L(x+ǫ)
κ
[n]
a −
− L(x)
κ
[n]
a −
)− (R(x)
κ
[n]
a −
− R(x+ǫ)
κ
[n]
a −
).
(C.12)
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For t ∈ [κ[n]a , κ
[n]
0 ), processes U
(x) and U (x+ǫ) behave as follows. By the definitions of πa
and κ
[n]
0 , for t ∈ [κ
[n]
a , κ
[n]
0 ), we have
L
(x)
t = L
(x)
κ
[n]
a −
+ sup
s∈[κ
[n]
a ,t]
((U
(x)
κ
[n]
a −
+Xs −Xκ[n]a − − a) ∨ 0), (C.13)
R
(x)
t = R
(x)
κ
[n]
a −
, (C.14)
U
(x)
t = U
(x)
κ
[n]
a −
+ (Xt −Xκ[n]a −)− (L
(x)
t − L
(x)
κ
[n]
a −
). (C.15)
Additionally, by the definition of πa, the processes U (x+ǫ), L(x+ǫ), and R(x+ǫ) satisfy
L
(x+ǫ)
t = L
(x+ǫ)
κ
[n]
a −
+ sup
s∈[κ
[n]
a ,t]
(U
(x+ǫ)
κ
[n]
a −
+Xs −Xκ[n]a − − a), (C.16)
R
(x+ǫ)
t = R
(x+ǫ)
κ
[n]
a −
, (C.17)
U
(x+ǫ)
t = U
(x+ǫ)
κ
[n]
a −
+ (Xt −Xκ[n]a −)− (L
(x+ǫ)
t − L
(x+ǫ)
κ
[n]
a −
) (C.18)
before the right-hand side of (C.18) hits (−∞, 0]. From (C.12), (C.13), and (C.16), for
t ∈ [κ[n]a , κ
[n]
0 ),
(the right-hand side of (C.18)) ≥ (the right-hand side of (C.15)) > 0,
and so (C.16), (C.17), and (C.18) hold for t ∈ [κ[n]a , κ
[n]
0 ). From (C.11), (C.12), (C.13),
(C.15), (C.16), and (C.18), for t ∈ [κ[n]a , κ
[n]
0 ), we have
L
(x+ǫ)
t − L
(x)
t ∈ [0, ǫ] is non-decreasing; (C.19)
U
(x+ǫ)
t − U
(x)
t ∈ [0, ǫ] is non-increasing. (C.20)
From (C.14), (C.17), (C.19), and (C.20), we have
0 ≤ L(x+ǫ)
κ
[n]
0 −
− L(x)
κ
[n]
0 −
≤ ǫ,
0 ≤ R(x)
κ
[n]
0 −
− R(x+ǫ)
κ
[n]
0 −
≤ ǫ,
0 ≤ U (x+ǫ)
κ
[n]
0 −
− U (x)
κ
[n]
0 −
= ǫ− (L(x+ǫ)
κ
[n]
0 −
− L(x)
κ
[n]
0 −
)− (R(x)
κ
[n]
0 −
−R(x+ǫ)
κ
[n]
0 −
).
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