Abstract-Autonomous vehicles (AVs) will revolutionarize ground transport and take a substantial role in the future transportation system. Most AVs are likely to be electric vehicles (EVs) and they can participate in the vehicle-to-grid (V2G) system to support various V2G services. Although it is generally infeasible for EVs to dictate their routes, we can design AV travel plans to fulfill certain system-wide objectives. In this paper, we focus on the AVs looking for parking and study how they can be led to appropriate parking facilities to support V2G services. We formulate the coordinated parking problem (CPP), which can be solved by a standard integer linear program solver but requires long computational time. To make it more practical, we develop a distributed algorithm to address CPP based on dual decomposition. We carry out a series of simulations to evaluate the proposed solution methods. Our results show that the distributed algorithm can produce nearly optimal solutions with substantially less computational time. A coarser time scale can improve computational time but degrade the solution quality resulting in possible infeasible solution. Even with communication loss, the distributed algorithm can still perform well and converge with only little degradation in speed.
Duration for AV k to reach the parking facility from its initial location. m k Duration for AV k to reach the return location from the parking facility. Duration that AV k should stay at parking facility f . e k SOC of AV k when arriving at parking facility f . e k SOC of AV k when leaving parking facility f . T Time horizon. 
(i)
Step size for the update rule of λ
f t at Iteration i. γ f t (i)
Step size for the update rule of λ 
I. INTRODUCTION
T HANKS to people's stronger environmental awareness and various governments' green policies, increasingly more electric vehicles (EVs) will run on the roads. EVs largely rely on the grid to charge their batteries. Besides, they can also discharge any excessive energy back to the grid. The EV batteries become a significant yet flexible energy repository. This vehicle-to-grid (V2G) system which can complement the grid with various demand response and auxiliary services. A V2G system may be considered to be associated with a parking facility where a large number of EVs can contribute their batteries to support various V2G services [2] . However, convenience plays a very important role when an EV driver decides where and when to park its vehicle. EV mobility behavior is considered stochastic [3] and it is hard for a parking facility to predict accurately how many EVs will be available in a particular period, even in the next few hours.
Autonomous vehicles (AVs), also known as driverless cars and robotic cars, refer to those vehicles which can navigate without human intervention. Based on the recent trend of the automotive industry, e.g., from Tesla, AVs will become prevalent on the roads. It has been predicted that AVs will revolutionize the automobile industry in the next two decades [4] - [6] . They are equipped with numerous sensors to facilitate their interactions with the surrounding environments. An AV may be fully or partially driverless; a driver can guide the movement in the "normal" mode and it can also implement self-navigation in the "autonomous" mode without the driver's input. AVs enjoy many advantages over conventional cars, like avoiding collisions due to human errors, lessening traffic congestion, and reducing physical space for vehicle parking.
AVs are typically electric and they contain batteries to store energy for propulsion. Hence, AVs can participate in V2G. Due to their self-driving ability and advanced vehicular communication technologies, AVs can be coordinated to orchestrate more co-operative exercises. It is possible to arrange an appropriate number of AVs with parking intention to the right location to support V2G services. Hence, AVs are considered advantageous over ordinary EVs in the sense that the intrinsic uncontrollable EV behaviors, with respect to their appearance at V2G infrastructure, can now be overcome. Moreover, different V2G-supporting parking facilities have diverse V2G objectives and they have different "demands" of EVs anchoring at the facilities at different times. We can now deploy more effective V2G services by appropriately assigning AVs to the parking facilities to meet their EV demands. Therefore, in this paper, instead of studying how AVs contribute to V2G in parking facilities directly, we investigate how to coordinate AV parking to facilitate V2G services. To the best of our knowledge, we are the first to study how to manage AVs for supporting V2G services. We formulate the Coordinated Parking Problem (CPP) for AVs to support V2G. While a centralized and a heuristic solution have been proposed in our preliminary version [1] , we develop a distributed algorithm to make the problem solving scalable so that this work can become more practical. Compared with [1] , our contributions include: (1) conducting a more comprehensive literature review; (2) providing a neater formulation of the problem with fewer constraints; (3) developing an effective distributed algorithm to address the problem; and (4) conducting extensive simulation to evaluate the performance of the distributed algorithm and to compare with the centralized and heuristic approaches proposed in [1] .
The rest of the paper is organized as follows. Section II provides the related work. We develop models for the road network, AVs, and parking facilities and illustrate the system operation in Section III. Section IV formulates CPP as an optimization problem, and we develop an effective distributed algorithm in Section V. In Section VI, we evaluate the performance of the various solution methods and conclude the paper in Section VII.
II. RELATED WORK
There are many related efforts studying the relationship between V2G and the supported services. Reference [7] investigated how demand response helps reduce peak power demand and shape the V2G aggregated demand profile. Reference [8] studied the impact of EV mobility on demand response for V2G and presented a dynamic complex network model of V2G mobile energy networks. In [9] , an EV scheduling algorithm was developed to optimize bidding of V2G for various ancillary services, including frequency regulation and spinning reserve. It maximizes the aggregator's profit while providing peak load shaving to the utility. Reference [10] formulated the optimal combined bidding of V2G ancillary services and it can enhance the profit of the aggregators, utilities, and EV customers. Reference [11] designed a V2G aggregator for frequency regulation and a dynamic programming algorithm was developed to control the optimal charging for the vehicles. Reference [2] estimated the capacity of V2G for frequency regulation with a queueing network model. Reference [12] discussed the economical operation of energy resources, like batteries, for microgrid. Reference [13] proposed a distributed EV coordination management for efficient exploitation of renewable energy. All these suggest that V2G may potentially be beneficial to the grid and one of the keys to success is to ensure the availability of EVs to participate in V2G.
There are numerous research projects related to AVs. For instance, [14] designed an obstacle avoidance motion control scheme for AVs operating in uncertain dynamic environments. Reference [15] developed a hierarchical controller for AVs to track reference paths in uncertain conditions and with external disturbances. Reference [16] designed a method to detect obstacles and dangerous areas in the outdoor environments with Kinect sensors installed on AVs. Reference [17] studied the collective behavior of AV flocking under an allto-all communication scheme. In [18] , AVs co-operated in a public transportation system, in which AVs were scheduled with centralized control. Admission control of the system was also fully investigated. Reference [19] focused on the pricing issue of the AV public transportation system and developed a combinatorial auction-based strategy-proof pricing scheme. The automotive industry is also developing AV technologies. Reference [20] reported the state-of-the-art development in the AV industry and AVs will become connected vehicles. The success of AVs will rely on connectivity and cooperation of the vehicles. Google launched the self-driving car project and built a fully functioning prototype without a steering wheel and pedals [21] . A Tesla car can enable its autonomous driving ability with a software update [22] . Thus AVs are not just idle theorizing and they can have practical use sooner or later.
There is some work studying intelligent parking in general. Reference [23] investigated availability of parking facilities for parking guidance and information systems. It developed a multivariate autoregressive model to account for the temporal and spatial relationship of parking availability. Reference [24] studied the uncoordinated parking space allocation for inexpensive limited on-street parking spots and expensive oversized parking lots. Some work focuses on AV parking. Reference [25] developed a control system for AV valet parking with a focus on steering control. Reference [26] designed an intelligent vehicle system to implement the AV valet parking service. However, they mainly targeted AV parking control in a confined parking area. Some investigate the parking issue for a larger area. Reference [27] proposed intelligent parking assistant architecture to manage parking spots to improve the quality of urban mobility. Reference [28] analyzed the impact of charging and discharging of EVs in parking lots on the power grid probabilistically. However, there is no thorough study on V2G based on AVs. In this work, we aim to bridge this research gap.
III. SYSTEM MODEL
The system is composed of three types of components, namely, a road network, AVs, and parking facilities. In this section, we first describe the required infrastructure and then provide models of these system components. Finally we illustrate how the system operates.
A. Infrastructure
Consider that we implement the coordinated AV parking in a smart city [29] , in which the road infrastructure is wellestablished. There is full communication coverage, backed by advanced vehicular communication technologies (e.g., IEEE 802.11p), supporting various intelligent transportation systems applications. A control center, implemented in the cloud, acts as the central "brain" of the system to manage the fleet of AVs with parking intention and the parking facilities. The Internet of Things backbone provides real-time communication support between the AVs (parking facilities) and the control center. The control center collects the required information from the AVs and parking facilities, does the computation, and gives instructions to the AVs for parking arrangement. A similar infrastructure is also adopted in [18] and [19] to implement an AV-based public transportation system.
B. Road Network
We describe the accessibility of the AVs to and from the parking facilities with a road network. The road network is modeled by a complete directed graph G(N , E), where N is the set of all possible locations where the AVs and the parking facilities are located. E represents the set of paths connecting the locations. Each (i, j) ∈ E is associated with the distance d ij indicating the expected travel distance from i to j. d ij is in general not equal to d ji and this accounts for the possible asymmetry of travel distances in different directions. Note that G(N , E) is not a direct representation of the corresponding road network; in G(N , E), a node is always accessible by another node in one hop. We can construct G(N , E) from the road system by specifying a route from i to j with the corresponding distance, for each (i, j) pair. For instance, we may employ Dijkstra's algorithm [30] to suggest the shortest route to connect i to j. We assume d ij 's are static at the time of assignment. d ij 's can be revised to reflect the updated traffic conditions in any subsequent assignments.
C. Autonomous Vehicles
We denote the set of AVs which need parking by K. Each k ∈ K is specified by the tuple
The autonomous parking mode of k is turned on at n k ∈ N at time t k with state of charge (SOC) e k and it is expected to return to n k ∈ N by time t k (t k ≥ t k ) with SOC e k , which represents the minimum allowable SOC of the battery when the driver uses the car again after parking. n k is allowed to be different from n k for the convenience of the driver. As k is expected to park in one of the parking facilities, the driver may desire to confine the total distance that the AV travels during (t k , t k ). The maximum distance that AV k is allowed to travel in the autonomous mode is indicated by d max k . 1 If the assigned parking facility f is known, the AV can estimate the amount of time and energy required to reach f from n k and those required to arrive at n k from f based on the relevant details (including its locations, driving speed, and energy consumption rate). We define the function α k to accomplish such estimation as
wheren f , m k , and m k refer to the location of f , the duration for k to reachn f from n k and the duration for k to return to n k fromn f , respectively. k and k are the amounts of energy required to support the first and second legs of the parking journey, respectively. Thus the reduced energy for mobility needs has been captured.
D. Parking Facilities
We consider a set of parking facilities F, each of which represents a V2G system connected to the grid as in [2] . Each f ∈ F is described by the tuple
denotes the demand profile of f , where ρ f t gives the number of AVs required to support the V2G services at f in the tth
is not the maximum range supported by the energy stored in the battery of AV k. Instead, it is a value set by the owner who tries to cap the distance traversed for parking. This value is generally small and thus the range limit due to energy sufficiency does not matter.
time slot and D is the latest time slot in the time horizon (The time slot operation will be explained in Section III-E). There is much work in the literature describing how to utilize EVs to facilitate different kinds of V2G services, e.g., frequency regulation [2] . The basic principle is that, for f to provide various V2G services, it needs to acquire a certain number of vehicles for charging and discharging. Here we model the demand on the vehicles for V2G for the given time horizon by p f . c f denotes the capacity of f dedicated to the current operation. In other words, it represents the number of AVs which f can accommodate in the time horizon. We assume that f is capable of determining how long AV k should park at f . In this parking duration, k will be charged up to a level that at least e k will be retained when reaching n k , with the consideration of an appropriate charging rate and the amount of energy charged or discharged to support V2G. Consider that f can facilitate the estimation with the function β f based on the SOC specifications of AV k aŝ
wherem f k is the duration that k should stay at f . e k = e k − k and e k = e k + k represent the SOCs of k when arriving at f and when leaving from f , respectively, where k and k are computed from (1) . In other words, given the SOC requirements of AV k in terms of e k and e k , f can manage the V2G events applied to k (this may charge or discharge the battery of k) and determine an appropriate charging profile for k. When k leaves f , f will ensure k's SOC reached e k by keeping k at f for m f k time slots. In the literature, a lot of existing work (e.g., [2] and [31] - [34] ) has already investigated the energy management of vehicles and their interactions with the grid for V2G. In this work, we do not plan to replicate these efforts and simply represent all these by β f . For a particular V2G application, we can construct the corresponding β f based on the relevant published work. In this way, we can simplify our model and pay our attention to AV parking arrangement, which is the main theme of this paper.
E. Operation
Suppose that there is a control center which co-ordinates the parking of AVs. This control center aims to serve a dedicated group of AVs, e.g., the AV Public Transportation System [18] , or to provide a kind of parking service to its subscribed AVs.
Similar to many existing V2G implementations (e.g., [2] ), the system is considered to operate in a time-slot basis. The time horizon is described by time slots {t = 0, 1, . . . , D}. As providing auxiliary services is one of the core functions of V2G in which the extent of participation needs to be committed in advance in the corresponding auxiliary service markets, each parking facility f is supposed to be able to estimate its demand profile p f = [ρ [35] ), the governed AVs are all connected and they can predict their travel plans for the near future. Thus it is possible for the system to determine the set of AVs with parking intention during the period T = {t = 1, . . . , D} by t = 0. 2 Therefore, we assume that all necessary information, from both the AVs and parking facilities, is available at t = 0 and we will assign the AVs of K to appropriate parking facilities of F for the period T .
To fit into the time-slot implementation of V2G, without loss of generality, we convert all the time parameters introduced in Sections III-C and III-D, including t k , t k , m k , m k , and m f k , to the time-slotted format. Consider the scenario given in Fig. 1 which depicts the schedule of a particular AV k. We set the duration of each time slot to 10 minutes for illustrative purposes 3 and the time slots start at 9:00, 9:10, 9:20, and so on. The AV is ready to park in time slot t and it arrives at a parking facility in t + 1. It leaves the parking facility in t + 4 and returns to its designated destination in t + 5. k is only available for V2G and charging in t + 2 and t + 3. We can simply set t k = t + 1, t k = t + 5, andm f k = 2. It takes one slot for the first leg and one slot for the second leg of its journey, i.e., m k = m k = 1. In this way, we have not only reserved sufficient time for k to travel, but k can also be made to fit into the V2G slotted operation.
After an assignment for the time horizon {t = 0, 1, . . . , D}, another assignment can be performed after time t > 0, i.e., for {t = 0+ t, 1+ t, . . . , D+ t}. If t is larger than D, it is like a fresh restart such that the two assignments have no correlation. If t is smaller than D, it is possible that some AVs are still undergoing the schedules settled in the first assignment. We can still consider these AVs in the later assignment such that their parameters are revised to reflect their updated statuses accordingly. For example, if AV k is parking at the parking facility f at t = t, we may simply set its starting location ton f , i.e., n f =n f , for the later assignment.
IV. PROBLEM FORMULATION
To facilitate the formulation of the problem, we define two binary variables x f kt and y f k as follows:
in the time slot t, 0 otherwise, 2 As AVs are more predictable, we assume that the availabilities of all AVs are known in advance. This is valid when it comes to dedicated transportation systems, e.g., the AV Public Transportation System [18] . Moreover, we may adjust D based on the amount of information about the AVs and parking facilities. 3 We will investigate the system performance with different time scales in Section VI. There are a number of requirements governing the assignment of the AVs to the parking facilities. First, each AV should be allocated to a parking facility for proper parking. In general, an AV k should not impose unnecessary burden to the traffic and should stay stationary in a parking facility most of the time from t k to t k . Hence, we consider that an AV will be assigned to one and only one parking facility during its off-duty period. This can be specified by
If AV k is assigned to Facility f , it will stay at f for a sufficient number of time slots for charging and supporting V2G services. Recall that the parked durationm f k depends on its SOC specifications, the travel distances between its specific locations and f , and the expected utilization of k for V2G by f . When the details of k and f are given, by computing (1) and (2),m f k is indeed a constant. We can represent such condition with the following inequality:
where M is a sufficiently large positive number. It takes time for an AV k to travel from its original position n k to a parking facility f and return to a designated location n k after parking. The time periods for these two legs of journey are specified by m k and m k , respectively (see Eq. 
Similarly, if k is parked at f at time t, we should reserve at least m k time slots for k to get back to n k from f by t k for x f kt = 1. This is equivalent to:
An AV k should be assigned to a facility f such that its total travel distance does not exceed d max k . In other words, if y
k . This can be further described by:
Since AV k is available for parking from t k to t k only, it should not be assigned to any parking facility any time before t k and from t k onward. This can be specified with the following two equalities:
In fact, since m k is known, we can combine (5) and (8) resulting in
Similarly, combining (6) and (9) can get
To meet the demand from the V2G services, we should secure enough AVs parked at f based on its demand profile p f . It is not uncommon to summarize the grid requirements with a total amount of energy required at each aggregator, e.g., in [9] . We can also represent this amount of energy with a number of vehicles, each of which contributes equal portion, e.g., in [2] . Moreover, the number of AVs parked at f should not exceed its capacity c f . These can be ensured with the following inequality:
AVs should be parked as long as possible. We can do this by maximizing the occupancy, i.e., assigning the AVs to the parking facilities in as many time slots as possible. This is equivalent to maximizing k∈K,t∈T ,f ∈F x f kt . 4 We call the problem the Coordinated Parking Problem (CPP) and its formulation is given as follows:
Problem 1 (Coordinated Parking Problem):
subject to (3), (4), (7), (10)- (12). (13) This problem is equivalent to the one formulated in [1] but with much fewer constraints. This allows the problem to be solved more effectively. CPP is an integer linear program (ILP) and it can be solved by a standard ILP solver.
V. DISTRIBUTED ALGORITHM
As will be shown in Section VI, if we solve CPP in a centralized manner, the computational time required grows tremendously with the number of AVs. In order to make it scalable, we are going to develop a distributed algorithm to speed up the computational process. We adopt the dual decomposition method [36] , which have been widely applied to problems in power systems (e.g., [37] and [38] ), to develop the distributed algorithm.
Based on Problem 1, we first relax Constraint (12) by introducing Lagrangian multipliers λ f t and λ f t and construct the partial Lagrangian as follows:
Clearly the rest of the constraints, i.e., (3), (4), (7), (10)- (11), are all separable with respect to k. For each k, we represent the variables and feasible region confined by (3), (4), (7), (10)- (11) 
which is convex because of the pointwise supremum of affine functions of ( , ). We can also see that the first summation of (14) clearly decouples with respect to k. Given ( , ), we define the subproblem for each k ∈ K as follows: Problem 2 (Subproblem for AV k):
For those k with t k − m k > D, (15f) can be ignored. Let g k ( , ) be the optimal value of (15) for k. We update the dual variables and by addressing the dual problem:
which is linear. We can solve the dual problem to recover the solution of the original Problem 1. We have the gradients
By projected gradient descent [39] , we can generate a sequence of feasible points { (i), (i)} with the following update rules: 
kt (i).
On the other hand, if the number of AVs contributing to V2G is smaller than the energy profile (i.e., k∈K x f * kt < ρ f t ), the V2G service charge λ f t will increase and this encourages more AVs to park at f in time slot t. As a whole, the dual problem is used to control the shadow prices and each AV adjusts its own parking strategy with the subproblem based on the parking fees and the V2G service charges . Suppose there is a control center which manages the whole system. Fig. 2 depicts how to implement the distributed algorithm. In terms of computation, the control center updates ( , ) with (17) and (18) while each AV solves its own suproblem, i.e., Problem 2. After updating ( , ), the control center distributes ( , ) to the AVs. Similarly, after solving the subproblem, each AV passes its optimal x f * kt to the control center. The overall distributed algorithm is illustrated by Algorithm 1.
We first initialize ( , ) with appropriate non-negative values at the control center (Step 1). Then the algorithm iterates 
with (17) and (18), respectively 9. Distribute and to the AVs 10. end for 11. end while until a stopping criterion has been satisfied (Steps 2-11). Each iteration is divided into two parts. The first part (Steps 3-6) corresponds to solving the subproblems. After receiving ( , ), each AV solves (15) in parallel and returns the computed x Fig. 3 .
Objective function values and computation times with different numbers of AVs.
c f is set to |K|/2 for all f . This allows us to generate feasible instances more easily to inspect the computational abilities of the methods. All simulations are performed on a computer with Intel Core-i5 CPU at 2.90 GHz with 8 GB RAM. The simulations are coded with Python on Linux.
A. Implementation of the Distributed Algorithm
, where = 10 −3 and γ init = 0.01. This satisfies the nonsummable diminishing step size rule which guarantees the convergence of the algorithm [36] . We modify γ f t similarly.
B. Test 1: Different Scales of the Problem
We first examine different numbers of AVs with a fixed number of parking facilities. We consider a setting for a small neighborhood, where there are five parking facilities. We generate random cases of 100, 200, 300, 400, 500, 700, and 1000 AVs. Fig. 3 depicts the relative objective function values (i.e., occupancies) with respect to the optimal and computational times (in log scale) obtained by the three methods. The actual optimal values are also shown in brackets for reference. Each point in the figure corresponds to the average results from 25 cases. It can be observed that Method I always produces the optimal solutions while Method II can generate sub-optimal solutions which are about 97% from the optimal. Method III is a little inferior to Method I but much better than Method II. Objective function values and computation times with different numbers of parking facilities.
Although both Methods II and III cannot guarantee optimality, they can produce better solutions in those cases with more AVs. The reason is that more AVs provide larger flexibility and it is easier for the algorithms to generate better solutions. All methods need more computational time when the number of AVs grows. Method I is the most time demanding while Method III needs the shortest amount. Therefore, if the true optimal is needed, we will go for Method I, but its computational time grows significantly with problem size. Method III is very effective in producing high quality solutions and suitable for practical situations.
We further consider different numbers of parking facilities with a fixed number of AVs. We fix the number of AVs to 1000 and consider cases of 5, 10, 20, 30, 40, and 50 parking facilities. Similarly, Fig. 4 gives the relative computed objective function values with respect to the optimal and computational times, where each data point represents the average of 25 cases. The actual optimal values are also shown in brackets for reference. We can see that both the objective function value and computational time are not very sensitive to the number of parking facilities. Thanks to the fact that the occupancy of a vehicle at a parking facility in a time slot has no difference from any other in the objective function, as long as the parking facilities are sufficient to accommodate the AVs, more parking facilities available will not help improve the objective function value. We can understand the trend of computational time in a similar way.
C. Test 2: Time Scaling
Here we investigate the impact of time scaling. Recall that a given time horizon is divided into slots and we can make the division finer with more time slots for the same period. We generate 10 random cases for the same horizon of two hours. For each case, we divide the horizon into 10, 20, 30, 40, 50, 80, and 100 time slots with the same settings of 100 AVs and 5 parking facilities. In other words, we are solving the same problem instances with different time scales only. For example, the 51 st time slot in the 100-scale corresponds to the 26 th and 5 th in the 50-and 10-scale, respectively. Since time scaling is intrinsic to the problem, we demonstrate its effects on the optimality and thus we show the results here with Method I only. Table I illustrates the percentage (%) optimality of the different scales with respect to the 100-scale for the 10 cases. The 100-scale is the finest and gives the best results in term of quality. When scaling down, the % optimality drops slightly because the flexibility of assignment decreases. However, too coarse scaling (e.g., 10-scale) can result in infeasible solutions. Table I also shows the computational times averaged over the feasible cases. This suggests that scalingdown can improve the computational time significantly due to the reduced problem size. Therefore, there exists a tradeoff between solution quality and computational time.
D. Test 3: Convergence of the Distributed Algorithm
In this test, we study the convergence of the distributed algorithm. For illustrative purposes, we examine two representative cases of 100 and 500 AVs with five parking facilities, respectively, from Test 1, both of which are accommodated by five parking facilities. Recall that the algorithm manipulates the dual solutions and we can recover the corresponding primal solutions with the method discussed in Section V. Fig. 5 shows the objective function values of the corresponding primal and dual solutions in different iterations. For both cases, the duality gaps diminish when the algorithm iterates. It converges faster in the larger case and this is consistent with the results given in Fig. 3 . 
E. Test 4: Communication Loss
Here we evaluate the performance of the distributed algorithm with the presence of communication loss. Recall that the algorithm relies on message passing to drive its convergence. Messages are passed around different entities in a communication network in the form of data packets. However, some packets may be lost during the transmission. We define p as the probability of having a packet drop. When experiencing a packet drop, the involved entity uses the most recently received x f kt or ( , ) to do the calculation. We consider p equal to 0%, 10%, 20%, 30%, 40%, 60%, and 80%, and for each of which we produce 100 random cases. Fig. 6 illustrates the occurrence of the 100 cases for each p with respect to the number of iterations required for the algorithm to converge and Table II indicates the corresponding maximum number of iterations among the 100 cases for each p. While 40% communication loss results in slightly slower convergence, severer communication loss does not make significant degradation in performance in general.
VII. CONCLUSION
AVs will represent a substantial share of ground transport in the near future. When parked, AVs can participate in V2G as EVs do. The difference is that AVs can be instructed to travel based on some system-wide objectives. In this paper, we study how to coordinate AVs intending to park, to reach parking facilities for supporting V2G services. We formulate CPP in the form of ILP. Besides solving it in a centralized manner by a standard ILP solver, we propose a distributed algorithm to overcome efficiency issue of the centralized approach. CPP is broken into a number of subproblems, each of which is addressed by an AV, and the convergence of the algorithm is controlled by updating the shadow prices at the control center. Simulations reveal that the distributed algorithm can produce nearly optimal solutions with substantially reduced computational time. A coarser time scale can improve computational time but degrades the solution quality resulting in possible infeasible solution. Even with communication loss, the distributed algorithm can still perform well and converge with little degradation in speed.
For future work, we will extend our deterministic formulation to stochastic or robust optimization. Since some parameters, like travel times, demand profiles, and vehicle return locations, can become probabilistic in practice, formulating the problem in a probabilistic form may make this line of research more realistic.
