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Abstract 
The amount of commercially available cameras that measure both color and depth (RGB-D) has 
increased significantly in the past ten years. In this paper we explore how particle filtering can be used 
to estimate the position and orientation of an RGB-D camera. A particle filter is a nonparametric Bayes 
filter which uses samples of the state space to approximate a posterior. Localization plays a key role in 
many robotics and augmented reality applications. We compare the particle filter to other Bayesian 
techniques and make a case for the use of particle filters. Our methods include running simulations in 
MATLAB to better understand the particle filter and its tradeoffs. By using depth data from the camera 
and comparing it to a map of the environment we are able to estimate the position of the camera. In our 
work we empirically examine how certain factors such as the number of particles, and the quality of the 
map used affect the pose estimation. 
Subject Keywords: Particle filter; RGB-D; Camera pose; Localization  
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1. Introduction 
 The common camera found on any smart phone records images based on the red, green, and 
blue (RGB) colors received. Cameras that can also record depth information as well as color are known 
as RGB-D cameras. The number of RGB-D sensors commercially available has increased significantly ever 
since Microsoft first released the Xbox Kinect Camera in 2010.  Affordable RGB-D cameras have sparked 
research in various fields of computer vision.  The added depth information allows researchers to design 
algorithms that no longer have to infer the depth from a series of 2D images. This has led to more 
complex applications for robotics and augmented reality.  
 Many new technologies are emerging that use this extra depth information to create interactive 
technology. The Daqri Smart Helmet has a combination of sensors which includes an RGB-D camera and 
an inertial measurement unit (IMU). The helmet provides workers with a display so that images can be 
displayed over what they are currently viewing and working on.  The helmet allows the worker’s position 
to be tracked throughout their environment and allows for object recognition. By knowing the location 
of workers, employees can manage more effectively and help coordinate evacuations in the event of 
emergencies.  
 
 
 
 
 
 
 
 
 
 
Figure 1 - Daqri Smart Helmet shown with sensors 
including depth sensor, RGB cameras, and inertial 
measurement unit 
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The Microsoft Hololens and Google’s Project Tango are both examples of future devices that will 
incorporate RGB-D sensors.  Our research group believes that within a few years there will be a depth 
sensor in every mobile device. For this reason we have decided to explore different applications that can 
be done with RGB-D data.  Researching and developing algorithms for RGB-D images is important in 
order to make these new technologies practical and useful. This will allow us to develop popular 
applications once smartphones with depth sensors become commercially available.  
  Localization of the camera is key to many robotics and augmented reality problems. Accurately 
estimating the position of the camera allows one to both smoothly render graphics and interact with the 
environment. RGB-D cameras are quickly replacing laser range finders in many applications. While laser 
range finders are more accurate and operate over a longer range, RGB-D cameras are lighter, smaller in 
size, and more cost effective. RGB-D cameras also allow the user to easily create a 3-D map of the 
environment that the user can understand. By matching the depth and color information, people can 
scan objects and rooms to create a 3-D representation.  
In this paper we examine how particle filters, also known as Sequential Monte Carlo methods, 
can be used to estimate the camera pose of an RGB-D sensor. The camera pose is defined as the 
position and orientation of the camera. Camera pose can be described by six variables, the translation of 
the camera is described by X,Y, and Z , and rotation of the camera is described by the roll, pitch, and yaw 
angles as seen in Figure 2.  Particle filters are a type of Bayes filter that was first developed fully by 
Gordon et. al in 1993 [1].  We will review how the particle filter algorithm works and how it can be 
applied to estimate the camera pose. We will then discuss the simulations we have performed using 
MATLAB.  
  
Figure 2 - The six degrees of freedom are show 
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2. Background 
 A particle filter is a type of Bayes filter. A Bayes filter is a recursive algorithm that is used to 
determine the belief of a system. The belief is defined as  
𝑏𝑒𝑙(𝑥𝑡|𝑧1:𝑡, 𝑢1:𝑡)         (2.1) 
Where xt is the state variable at time t, z1:t is all of the previous measurement data up to time t, and u1:t 
is all of our control data up to time t. The state variable in the case of localization consists of the position 
of the camera, its orientation, its velocity, and its acceleration. The measurement data are the incoming 
images from the RGB-D camera. Control data in robotics is usually defined as the signal sent to drive the 
motors, or a reading from an odometer. However in applications that involve handheld mobile devices, 
such data is not available. Instead we use a motion model which will be discussed later in Section 4. 
2.1 Bayes Filters 
 The basic algorithm for a Bayes filter can be seen in Algorithm 1. The algorithm consists of two 
main steps, a prediction step (2.2), and a measurement update step (2.3).  The prediction steps 
estimates the belief by using the previous belief and a posterior distribution using the current control 
data and the previous state. By using the previous state in our calculations, we no longer need to keep 
track of all of our sensor measurements and control data; instead, we only need to store our most 
recent data. The second step of any Bayes filter is the measurement update step in which the estimated 
belief is multiplied by the probability of observing data zt for a state xt. This incorporates the sensor data 
to modify the distribution.  In order to implement a Bayes filter, the prediction and measurement 
update step must be done in closed form, or we have to restrict ourselves to finite state spaces.  
Algorithm 1 
 
 
                       (2.2) 
                       (2.3) 
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2.1.1 Kalman filters 
 One of the first Bayes filters to be implemented was the Kalman filter. The Kalman filter is a 
simple and efficient Bayes filter which parameterizes all the probability distributions used as Gaussian 
distributions. Kalman filters are easy to implement and have a computational complexity of O(k2.4+n2), 
where k is the dimension of the measurement vector, and n is the dimension of the state vector [2]. 
However, Kalman filters must make several assumptions in order to be implemented. First, all 
distributions are approximated as Gaussian, which is not an accurate estimate of multimodal 
distributions. Another assumption is that the state transition probability and the measurement 
probability must both be linear. Since circular trajectories cannot be described using linear state 
transitions, Kalman filters may not always be the best method for approximating the camera pose. 
Extended Kalman filters attempt to fix this problem by allowing state transitions to be defined by 
nonlinear functions. Yet the Extended Kalman filter only takes a first-order Taylor approximation to 
linearize these functions, which can lead to inaccuracy in the estimation.  
2.1.2 Particle Filters 
Particle filers are a nonparametric Bayes filter. They do not parametrize the probability 
distribution like Kalman filters. Instead the distribution is represented using hundreds of particles, or 
samples, which are each a hypothesis of the current state. As the number of particles increases, the 
output approaches the correct posterior. Representing the probability distribution using particles allows 
us to represent more complex multimodal distributions, and lets us account for nonlinear 
transformations. It also lets us focus our computational resources in areas that matter most for 
approximating the state. While particle filters can provide a more accurate estimation of the belief, they 
can also be much slower due to their computational complexity. The complexity of the particle filter 
algorithm increases exponentially with the addition of each variable in the state vector.  
Particles are initially created using some initial belief. In our application we assume that the user 
has a relatively good estimate as to the initial state.  Algorithm 2 shows the outline for a standard 
particle filter.  Each particle is propagated using a prediction model shown in equation (2.4). The particle 
is sampled from this state transition probability. Next a weight, or importance factor, is assigned to each 
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particle. The weight denotes how likely each particle is as an estimate of the state. The weight is applied 
using the measurement probability as seen in (2.5).  
 
 
Algorithm 2 
 
 
 
                     (2.4) 
      (2.5) 
                      (2.6) 
 
 
 
 
 
Once the weights have been assigned to each particles, the algorithm goes through the 
resampling phase. Resampling is what makes particle filters unique to other Bayesian methods. During 
resampling, an entire new set of particles is created. The new particles are picked in areas where the 
previous set of particles had the highest weights. Resampling allows the new particles to be placed near 
the most probable areas. Resampling allows us to focus in on the most interesting areas of the 
probability distribution, while ignoring the less likely region of the state space. The new particle 
distribution is what lets us focus our computational resources in the most important areas.  
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3. Related Work 
 Our work was inspired mostly by the work done by Fallon et. al at MIT [3]. In their research they 
use a particle filter to approximate the location of an RGB-D camera. Their technique is called Kinect 
Monte Carlo Localization (KMCL) and used a prebuilt map of the environment. They start with an RGB-D 
point cloud and removed all points that were acquired from a distance greater than 5 m from the 
camera because this is in an inaccurate range for the camera. The map is then downsampled and the 
planes are extracted from the map. Only the planes with an area larger than 1 m2 are kept. The 
reasoning for this is that it allows the map to be more robust. The large planes in an image, like the 
walls, ceiling, floor, and large tables, are all objects that will not move over time. By comparing the 
sensor data to the large plans, the algorithm will have less errors due to small changes in the 
environment. For example, if a chair is moved slightly after the map is created it will have no effect on 
the outcome.  
 
 
 
 
 
 
 
 
 
 
 The state vector used by Fallon et. al had information for the x and y position of the camera as 
well as the angle of the yaw. The roll, pitch, and height of the camera were fixed in their experiments. 
This was done to decrease the computation time needed to run their program. The state vector also 
contained information about the velocity in the x,y, and yaw direction.  
Figure 3- Top: image of indoor environment. Below: 
downsampled map used by Fallon [3] 
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 The weights of the particles were determined using a ray casting technique. They used the 
depth data to calculate the distance from the optical center of the camera to a point on a plane in the 
map for each pixel. They then calculated the same distance for each of the particles that were 
generated. The inverse of each depth measurement was taken and applied to the following formula 
  (3.1) 
where zik is the measured inverse depth data corresponding to pixel i, Ak(p) is the state vector for particle 
p, zi(p) is the inverse depth from a particle p for pixel i, cr is a normalization constant, β was chosen to be 
0.01,  and σ2d was chosen to be 0.1 m-1. The Gaussian distribution is used to model sensor noise and the 
uniform distribution is used to represent random measurements. The total probability for each particle 
is the product of each probability found in (3.1) for each pixel i. This was performed rapidly using a GPU.  
The program was tested while varying the number of particles between 12 and 400. With 350 particles 
the algorithm ran in real time at a rate of about 7 Hz. There results can be seen in Table 1. 
Table 1 – Results from Fallon et. al using 350 particles 
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4. Description of Research Results 
 Our research was focused around accurately estimating a camera’s location using an already 
existing map. Using MATLAB we created several particle filter simulations to determine if particle 
filtering was a reasonable technique to research further. Through these simulations we were able to 
better understand the process and determine what sections of the algorithm are important for its 
success.  
4.1 Simulation of 1-D Movement 
 Our first simulation represented a 1-D case of particle filtering to represent a depth camera 
moving back and forth towards a wall. A range of data values were simulated to represent typical RGB-D 
data. The data ranged from 50 cm to 5 m, with a resolution of 5 mm. The initial belief of the camera was 
known and the particles were generated near the starting point according to a standard normal 
distribution.  
 Next weights are assigned to each particle in a similar fashion as (2.5). The measurement model 
we used was the same suggested by Thurn in [2], and consisted of a linear combination of four 
components. First was a Gaussian distribution to model the sensor noise. Following Fallon’s setup we 
used a variance of 0.1 m-1 to model this distribution [3]. The second component consisted of an 
exponential decay that models the possibility of some unexpected object moving in front of the sensor 
causing a shorter reading. The third is a point mass centered at the maximum measurement value. This 
is used to model sensor failures which can be common when the depth sensor is pointed at reflective 
materials like metal. The fourth component is a uniform distribution which is used to represent random 
measurements. The weights for each component are 0.89, 0.0509, 0.001, and 0.1, respectively. Once the 
weights are assigned the camera’s position is estimated by taking top 5% highest weighted particles and 
calculating a weighted sum of their position. The estimation of the position is represented as 𝑥𝑡. 
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After the weights are assigned resampling occurs. We followed the resampling algorithm that 
was explained in [4]. The resampling process used will pick new particles based on the previous 
particles’ weights. Compared to other algorithms that randomly pick particles, the one used has the 
benefit of keeping the same set of particle when the particles have the same weight in successive 
iterations. Our resampling algorithm will not change any particles if the state variables are unchanged 
for an extended amount of time. The weight of every particle is set to one after resampling in order to 
indicate that resampling has occurred and that the weights still need to be calculated.  
The next state transition is predicted using a kinematic model similar to Fallon et. al in [3]. The 
velocity and acceleration were calculated using the following equations  
𝑑?̂? = 𝑥𝑡−1 − 𝑥𝑡−2      (4.1) 
𝑑𝑥2̂ =  𝑥𝑡−1 − 2 ∗ 𝑥𝑡−2 + 𝑥𝑡−3     (4.2) 
where 𝑑?̂? is an estimation of the change in position based off of the two previous estimates in position,  
𝑥𝑡−1 and 𝑥𝑡−2. In equation (4.2) an approximation of the acceleration, 𝑑𝑥2̂, is made using the three 
previous estimates.  The next state of each particle is then calculated using 
𝑥𝑡
?̂? = 𝑑?̂? +  .5𝑑𝑥2̂ +  𝑒𝑥
𝑖       (4.3) 
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Figure 4 - Measurement probability model for 
measurement of 1.2 m 
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where 𝑒𝑥
𝑖  is Gaussian noise with a mean of zero and a variance of 0.004m2. 
 This entire process is repeated for each measurement that is taken. We ran our simulation with 
a total of 35 measurements with added Gaussian noise. The standard deviation of the noise added to 
the measurements was calculated using the model created by Nguyen et. al in [5] 
𝜎𝑧(𝑧) = 0.0012 + 0.0019(𝑧 − 0.4)
2    (4.4) 
where z represents the distance measured. Larger distances additive Gaussian noise with a larger 
standard deviation because the depth sensor is less accurate at farther ranges.  Figures 5 through 8 
demonstrate the particle filter in action. Figure 5 shows an initial distribution of particles with weights 
calculated based on the first depth measurement taken. The pink triangle at the top of Figure 5 indicates 
the true position of the camera. Figure 6 shows the distribution of the particles after resampling. Notice 
that particles in area with low weights are moved to areas where the camera is more likely to be. Figure 
7 shows the particles and their weights after they have been propagated using equation (4.3). In Figure 
8 the distribution of the particles in shown after a second round of resampling. Notice that the 
distribution becomes narrower after each iteration. The amount that the distribution converges to is 
limited by the noise added in (4.3). Having this noise is important because if the distribution converges 
to a single point the algorithm will believe that the camera is stationary at a single point regardless of 
the sensor measurements.  
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Figure 5- Initial distribution of 500 particles. Top: Weights of particles vs position. Pink Triangle indicates true position of 
camera. Bottom: histogram of particle positions
 
Figure 6- Distribution after first round of resampling 
12 
 
 
Figure 7 – Distribution of particles adjusted due to prediction model. Weights assigned to particles shown in top graph 
 
Figure 8- Distribution of particles after second round of sampling 
We tested our algorithm by varying the number of particles. The mean square error was 
calculated using our measurement data and was repeated 50 times and averaged. Table 2 shows the 
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mean square error of the position estimate for simulations with different numbers of particles. Figure 9 
also shows how the mean square error decreases as the number of particles increases.  It can be seen 
that increasing the number of particles decreases the overall error of the particle filter. However, once 
the number of particles is greater than 1000 there is no noticeable decrease in error.    This shows that 
the number of particles must be adaptive to the complexity of the scene so that computational 
resources are not wasted.  
Table 2 Mean square error vs number of particles 
Number of particles Mean squared error (m2) 
10 3.0100 
25 0.4346 
100 0.0263 
500 0.0809 
1000 0.0018 
10000 0.0018 
 
Figure 9-The mean squared error decreases significantly until there are about 150 particles 
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 This simulation has shown the potential for particle filters, but what is much more important to 
look at is how the program fails. There are occasions where the particles will “run away” from the true 
state. The particles will start to shift in the direction of travel at a faster rate than the camera. This will 
cause all the particles to be located at the maximum value. When all the particles have the same value 
the algorithm believes that this is the only possible position. This causes particles to stay fixed regardless 
of sensor measurements. The particle set converges mainly when there is a lower number of particles. 
Figure 10 shows the state estimate from the particle filter with 100 particles compared to the actual 
ground truth measurement of the camera. Figure 11 shows an example of the particle set “running 
away” when tracking with 50 particles.  In future applications careful consideration must spent on 
developing a prediction model that does not allow this to happen.  
One potential solution is to incorporate inertial measurement unit (IMU) data into the 
prediction model. By using accelerometers and gyroscopes to help measure movement we can develop 
better predictions of the next state. IMU data may be a better fit for the prediction step than the 
measurement update step because the IMU data can be noisy and is not always reliable. Another 
potential solution is to redistribute the particles once they have converged to a single point. This will 
allow us to check whether the camera is actually stationary, or if the particles have converged by 
mistake.  
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Figure 10- Tracking shown with 100 particles 
 
Figure 11- Tracking with 50 particles. The particle set "runs away" and converges to a single value and is unable to estimate 
position. 
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4.2 Simulation of 2-D movement 
Simulation of 2-D movement was made to test the methods of Fallon et. al. In our simulation 
the camera was free to more in the x, y, and yaw direction. Again in this simulation there was an 
infinitely long wall running in the y direction at x = 5 m.  The yaw angle was measured with respect to 
the x-axis. This was to test the case when there was only one plane in the camera’s field of view.  Our 
modeled used a field of view of 58o in the horizontal direction and 45o in the vertical direction, which are 
the specification for the Asus Xtion Pro Live RGB-D camera. A total of 64 distances in the horizontal 
direction were used that were uniformly distributed within the camera’s field of view.   These 64 depth 
measurements are the sensor data used in our particle filter. The depth measurements had added noise 
with the standard deviation calculated from (4.4). 
The weights of each particle was calculated in a similar way to both Fallon et. al and our 1-D 
simulations. To calculate the weight of each particle we compared each of the 64 depth measurements 
from the camera to the corresponding distances from the particle to the wall. Each depth measurement 
was given a probability using the measurement model discussed in Section 4.1. The total weight for each 
particle is the product of the 64 probabilities for each distance. The x,y, and yaw positions were 
estimated using a weighted sum of the particles with the top 5% highest weights.  
The prediction model was extended to two dimensions by calculating the changes in the y 
position and yaw angle in a similar manner to (4.1) and (4.2). The next state transition for the y direction 
and yaw angle for each particle are 
𝑦𝑡
?̂? = 𝑑?̂? + .5𝑑𝑦2̂ +  𝑒𝑦
𝑖      (4.5) 
𝜃𝑡
?̂? = 𝑑?̂? +  .5𝑑𝜃2̂ + 𝑒𝜃
𝑖      (4.6) 
where 𝜃 represents the yaw angle, 𝑒𝑦
𝑖  is the Gaussian noise added to the y estimate, and 𝑒𝜃
𝑖  is the 
Gaussian noise added to the yaw estimate. A larger variance of 0.04 m2 was used for both the x and y 
direction to help prevent the particles from converging. A variance of 0.004 m2 was used for 𝑒𝜃
𝑖  because 
the yaw direction is represented in radians and has smaller changes than x and y. 
 Our simulation had the camera move along the trajectory shown in Figure 12. The camera 
moved along the path starting at Cartesian coordinate (2,2) to coordinate (2,3). While the camera 
moved along this path it rotated from an angle of 0 radians with respect to the x axis to an angle of π/6 
radians. There was a total of 11 different positions that our algorithm had to estimate.  
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Figure 12- Movement of the camera from position (2,2) along the curve to (2,3) 
 
  The algorithm was able to accurately estimate both the x position and the yaw angle of the 
camera as it moved. However it was unable to estimate the y position. Table 3 below shows the mean 
square error for the estimates of x, y, and 𝜃 for simulations with a various number of particles. The error 
in the y estimate is significantly larger than any other direction. This is because as the camera move in 
the y direction there is no change to the measured data. There needs to be some more detail in the map 
in order for the particle filter to accurately estimate the y position. Using planes to approximate the 
environment will cause the algorithm to fail if there is only one plane in the field of view of the camera.  
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Table 3 – Mean square error of 2-D coordinates vs number of particles 
 
Figure 13 below shows the initial distribution of the particles. Resampling occurs and the result 
is shown in Figure 14. Only a few particles exist after resampling because they best match all 64 depth 
measurements from the sensor and have a much higher weight than the other particles. Since some of 
the particles that are kept are at a higher y position the prediction model thinks that the camera is 
moving in the position y direction. This can be seen in Figure 15 where the particles have moved up a y 
position between 6 and 7 m.  Eventually after 11 iterations the distribution drifts up to a value above 40 
m.  
 
Figure 13- Initial distribution of particles 
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Number of particles Mean square error of x Mean square error of y Mean square error of  𝜃 
50 0.0014 29.8391 2.8627e-04 
100 1.9957e-04 14.3980 3.0704e-04 
200 3.3287e-04 301.8409 8.5046e-05 
300 3.2730e-04 56.0709 3.7996e-05 
400 2.8342e-04 61.4347 8.6453e-05 
500 1.3841e-04 88.9664 3.0410e-05 
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Figure 14- Particle distribution after first round of resampling 
 
Figure 15- Particle distribution after first prediction step. Notice that distribution is drifting upwards 
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Figure 16- Distribution of particles after 11 interactions 
 In order to accurately approximate the camera’s position and orientation it is important to have 
a map that complex enough to allow the algorithm to detect when there are changes to the camera’s 
pose. While using large planes to represent a map is convenient due to its small storage size, more 
complex maps must be used. One potential solution to this problem is to incorporate color data into 
measurement model. One can use feature matching in addition to the depth data in the measurement 
model. By matching feature descriptors we can easily approximate the camera’s translation. Using IMU 
data in the prediction model will also help improve our camera pose estimation. IMU data will help 
prevent the particle distribution from drifting as seen in Figure 15.  
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5. Conclusion 
 In this paper we introduce particle filters as a technique for estimating the camera pose of RGB-
D sensors. The general algorithm for particle filters are described and are compared to other Bayesian 
techniques such as Kalman filters. The use of particle filter for localization with a pre-built map is 
motivated and we plan to build on of the work of Fallon et. al.  
 Through our 1-D simulations, we see the potential for using particle filters for localization. By 
varying the number of points, we can increase our accuracy at the cost of speed. We must be careful in 
how we model our next state prediction and how we estimate the position based on the particle 
weights. Having a poor model for the prediction can lead to results with a high error.  The use of IMU 
information as control data can greatly improve our state estimates. We are currently working on a way 
to combine the IMU data from an Android smartphone with the information from a depth camera.  
 Our 2-D simulations have shown how the map of the environment impacts the results of the 
localization. Having a map that is too simple can result in poor estimates of the camera’s position. 
Approximating the map as large planes as suggested by Fallon et. al is not complex enough and breaks 
down when there is only one plane in the camera’s field of view. Using color information in addition to 
depth will help create a better measurement model and add more complexity to the map. Based on the 
color information one can perform feature matching on successive frames to estimate the camera 
rotation and translation. 
Overall, we have seen how practical particle filters can be and have proven that they are a 
subject which we would like to study further. Understanding how the particle filter works in a more 
complex setting will help us decide what tradeoffs must be made in order to increase the speed of the 
algorithm without sacrificing accuracy.  
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