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Introduction
In the classical, risk-neutral approach to stochastic control, one seeks to minimize the expected total cost or average cost incurred in the evolution of a dynamical system. Risk-sensitive control is a generalization of this approach whereby w e consider higher order moments of the probability distribution for the total cost as well. In minimax control, one is interested in minimizing the worst-case behavior of a dynamical system.
An early formulation of the risk-sensitive control problem is due to HM72 . In the LQG setting, the problem was rst studied by Jac73 , where it was found that in the risk-sensitive setting, the certainty equivalence principle does not hold in its original form. Extensions to the partially observed setting include Whi81 and BS85 . A 1 somewhat surprising result is that the conditional distribution of the state given past observations does not constitute an information state.
A good survey of work in nonlinear risk-sensitive control is given by McE96a and McE96b . The partially-observed MDP setting has been studied in BJam , where an information state and dynamic programming equations for the value function on the nite horizon are introduced. Structural results for the value function are due to FGMar .
Early work in minimax control of stochastic systems includes BR71 , where the connection between stochastic and deterministic descriptions of uncertainty is addressed. In the LQG setting, a connection between risk-sensitive control and H 1 control is established in GD88 . The connection between minimax and robust control is explored in BB95 . In BJam , a nite-state robust control problem is studied as the small-noise limit of a particular risk-sensitive control problem.
An interesting fact both in risk-sensitive and minimax control is that in general, on the in nite horizon and with stationary costs, there does not exist a stationary optimal policy. This is the case in the nite-state MDP setting as well. Dynamic programming equations in the full state observations case are derived in CS87 . Alternate approaches to risk-sensitive control which lead to stationary optimal policies are developed in Por75 , KP78 , and Eag75 . An alternate approach in the LQG setting is developed in HS95 . Average cost approaches, which also lead to optimal stationary policies on the in nite horizon, are pursued in FHH1 , FHH2 , HHM96 , HHM97 .
In this paper, we analyze the large-risk-limit connection between the risk-sensitive and the minimax control problems in the MDP setting. The minimax control problem can beaddressed by exploiting this connection. We synthesize optimal risk-sensitive and minimax policies on the nite horizon, and derive dynamic programming equation on the in nite horizon with discounted costs. A su ciently large nite horizon approximation to the in nite horizon problem can be used to obtain near-optimal policies both for risk-sensitive and minimax criteria.
Further, we i n troduce a generalized decision-making framework which includes as special cases a number of approaches that have been considered in the literature, and extend these approaches to the minimax setting. We illustrate our results with a machine replacement problem that has been used as a benchmark example in the literature see FGMar .
Risk-Sensitive and Minimax Control
We consider the class of discrete-time MDPs with nite state space X, nite control space U, and nite observation space Y . We denote the cardinality of these spaces by jXj, jUj, and jY j. The probability transition matrix P u is de ned by P ij u = prx k+1 = jjx k = i; u k = u, and the observation matrix Qu is de ned by Q ij u = pry k = jjx k = i; u k,1 = u. We de ne c k x k ; u k 0 to be the possibly discounted cost incurred by the system at time k 0, given that it is in state x k 2 X and that control u k 2 U is used. If there is a nite horizon size N, there is a terminal cost 2 c N x N 0. A partial sum of costs is denoted by C i;N = P k=N,1 k=i c k x k ; u k + c N x N . The vector of terminal costs is denoted by c N .
The risk-neutral objective is given by
where is a non-anticipative policy and 0 is the probability distribution on the states of the system at time k = 0 . The risk-sensitive objective is given by where is the set of trajectories of the form x 0 ; u 0 ; x 1 ; u 1 ; : : : that occur with nonzero probability under policy . Note that, with respect to the minimax objective, the probability with which each trajectory occurs under a xed policy is signi cant only to the extent that it is zero or non-zero.
The following result will be useful in establishing a connection between the risksensitive and minimax criteria. Its proof is similar to that of the Varadhan-Laplace Lemma, given e.g. in BJam . The value function at time k can bethought of as the worst case total cost incurred in the system's evolution, given an information state at time k, and given that an optimal policy is used thereafter.
The following result establishes that the statistic satisfying 14, 15 is an information state, and that there exists an optimal separated policy that can be computed by using the dynamic programming equations for the value function 18. First, we introduce the following notation for the set of all information states. In risk-neutral and risk-sensitive control, the determination of optimal policies for partially observed MDPs typically involves the use of structural results for the value function. Without such results, the minimization in 10 over a continuum of information states the unit simplex, is intractable. In the minimax control setting, the situation is greatly simpli ed since, on the nite horizon, we need only consider a nite number of information states. At time k = 0, there are 2 jXj , 1 v alues that the information state s 0 can take, corresponding to all possible subsets of X of feasible initial states. At time k 0, in the worst case there are 2 jXj , 1jUj j Y j k feasible information states. A possible scheme for determining optimal policies on the nite horizon is the following:
1. Generate all information states of interest. 2. Use the dynamic programming equations 20, 21 to nd the optimal control at each state of interest. The use of this scheme will be illustrated in Section 5.
The In nite Horizon
One way to insure that the objectives 1, 2, and 11 are bounded on the in nite horizon by i n troducing a discounted cost structure. That is, we set c k ; = k c; , where 0 1. In CS87 it is shown that the limit In risk-neutral control, a stationary optimal policy can be determined through policy or value iteration techniques. Unfortunately, both in the risk-sensitive and the minimax settings in general there does not exist a stationary optimal policy. Thus, the optimal policies satisfying equations 28 and 33 are di cult to determine. Given a tolerance bound 0, we can consider the truncation of the in nite horizon to a nite horizon of N = max fde; 1g, where = Both for risk-sensitive and minimax criteria, if we solve the nite horizon dynamic programming equations with horizon size N and no terminal cost, and use a xed, arbitrary policy thereafter, the resulting objectives 2 and 11 are within of optimal. See Cor97 for details.
4 A Generalized Decision-Making Framework
Motivated by the the lack of stationary optimal policies for discounted risk-sensitive and minimax criteria, and the complexity associated with solving the dynamic programming equations 9, 10 or 20, 21 for a large horizon N, we would like to formulate optimal risk-sensitive and minimax decision-making in a more general setting, leading to stationary discounted optimal policies on the in nite horizon. An additional motivation is provided by decision theorists, many of whom argue see e.g. EZ89 that a normative theory for decision-making must lead to stationary optimal policies on the in nite horizon.
Assume that the state of the MDP is observed. On the nite horizon, the value function corresponding to the risk-sensitive criterion 2 can bede ned as An interpretation for these optimality equations is that the value function at time k equals the cost incurred at time k, plus a possibly discounted contribution accounting for future costs. Note that if we set 0 = 00 = 1 , we revert to the classical risk-sensitive dynamic programing equations. If we set = 00 = 1, we obtain the formulation that has been studies in a series of papers including Por75 and KP78 , which we refer to as the Porteus formulation. A similar formulation in the LQG setting has been proposed recently in HS95 . If we set = 0 = 1, we obtain the formulation introduced in Eag75 , which we refer to as the Eagle formulation.
On the in nite horizon, setting c k ; = k c; , the generalized optimality equation is given by h k i = min u2U f k ci; u + 0 log X j P ij u exp 00 h k+1 j g; k = 0 ; : : : : 43
Once again we obtain the classical, Porteus, and Eagle formulations as special cases of 43. A key feature of the generalized formulation 43 is that it is su cient for one of , 0 , and 00 to be less than 1, provided the others are set to 1, to insure boundedness of the value function h k . Thus, by setting either 0 or 00 to be less than one, we can set = 1. It can then be shown that h k = h , that is we have a time-invariant value function, and furthermore there is a stationary policy that achieves the minimum in 15. It can further be shown that policy and value iteration techniques can be used to synthesize an optimal policy. See Cor97 for details, and for extensions to the partial state observations setting. The nature of the discount factors , 0 , and 00 can be better understood by considering the small-risk limit, ! 0, of 43. We obtain the following: where once againX 0 i; u is the set of states that the system reaches in one transition with nonzero probability, given that it is in state i and control u is used. On the in nite horizon and with c k ; = k c; , the generalized minimax formulation is given by h k i = min u2U f k ci; u + 0 00 max j2 X 0 i;u h k+1 jg: 47
It can beshown that the generalized minimax formulation is the large-risk limit of the generalized risk-sensitive formulation. It follows that when = 1 and at least one of 0 ; 00 is less than 1, once again the value function is time-invariant, and there exists a stationary optimal policy that can be determined by policy or value iteration techniques.
An interesting consequence of introducing the additional discount parameters 0 and 00 in the risk-sensitive formulation is that, unlike 36, 37, the equations 41, 42 are not dynamic programming equations. By this we mean that, in general, a policy ? achieving the minimum on the r.h.s. of equations 41, 42 does not minimize a criterion of expected utility form. More precisely, in general there does not exist a U : + ! + , such that the objective E U P k c k x k ; u k is minimized by policy ? . The same comment applies to the in nite horizon optimality equation 43. This can beunderstood in light o f the axiomatic foundation of Utility Theory see e.g. HS84 , and some dynamic extensions discussed in KP78 .
Machine Replacement Example
Let us consider the following benchmark problem which has appeared in the literature see FGMar . We have state space X = f0; 1g, observation space Y = f0; 1g, and control space U = f0; 1g. The probability transition matrix and output matrix are The MDP models an error prone manufacturing or communication system. The working state is x = 0, and the failed state is x = 1 . The control options are to keep u = 0 or repair u = 1. The cost incurred in the system's evolution is de ned by c0; 0 = 0 ; c1; 0 = C, and cx; 1 = R; x 2 X. The cost to repair exceeds the cost associated with operating the faulty unit, that is R C .
The probability transition matrices can beunderstood as follows. If the system is working and we do not replace it, there is a probability that it will be broken at the next time unit. A broken unit will stay broken if it is not replaced. If the system is replaced, it is certain to be in the working state at the next time unit. The quality of observation is given by q 0.
Finite Horizon
Let us assume that the system evolves on the nite horizon, with N = 3, and that there is no terminal cost. Let us also assume that q 1, that is we do not have perfect state observations.
We now implement the methodology introduced in Section 2 to determine a separated optimal policy. We consider all possible initial distributions on the state of the MDP. These can be divided into three classes, each leading to a unique initial information state s 0 : Let us consider the rst class, corresponding to s 0 = 0; 0 . The rst step is to generate all information states of interest using 15, beginning with s 0 = 0 ; 0 . The result is shown in Table 1 . Next, we use the dynamic programming equations 20, 21 to determine the value function and the optimal control for each information state of interest. Let us denote the optimal policy by ? . The result is shown in Table 2 .
We can proceed similarly for the other two classes of initial distributions, corresponding to s 0 = 0; ,1 and s 0 = ,1; 0 . The optimal policy can be described succinctly as follows. At k = 2 one step from the end, do nothing. For k 2, do as follows:
If there is no possibility that the system is in the broken state, do nothing. Otherwise, do nothing if and only if 2C R . Note that the policy does not depend on the values of and q, other than to the extent that 0 and 0 q 1. This is consistent with our earlier remark that probabilities of system trajectories are signi cant only to the extent that they are zero or nonzero. The policy can indeed beinterpreted as minimizing the worst case cost incurred in the system's evolution. If 2C R , then the optimal minimax policy will be never to repair the system, and thereby incur in the worst case a cost of C at each time. Alternatively, in the worst case, if we repair the system when it is possibly in the broken state, it will return to the broken state after one unit of time in the working state. Thus, again in the worst case we incur an average cost of R 2 , which is greater than C.
In nite Horizon
Let us assume that the state of the system is fully observed, i.e. q = 1 . We wish to compare risk-neutral policies with risk-sensitive and minimax policies, and develop some intuition on what is the e ect of increasing the risk-sensitivity parameter . In the average cost setting, this type of question has been addressed recently in HHMF97 . In the discounted cost setting, comparisons are di cult due to nonstationarity of the optimal policies. Thus, we will use the generalized risk-sensitive and minimax formulations, with = 00 = 1 P orteus formulation.
For each of the criteria of interest, it turns out that the optimal policy is one of the following. The risk-sensitive v alue functions involve a policy evaluation iteration and cannot be represented analytically.
Comparing the value functions under the two policies of interest, we nd that optimal risk-neutral and decision-making are characterized by a threshold value for R C . Speci cally, w e have: R C t rn , 1 is the optimal risk-neutral policy, R C t mm , 1 is the optimal minimax policy, controller is more aggressive than the minimax controller, in that there is a larger range of values of R C for which a faulty unit is replaced. The threshold value for the risk-sensitive criterion depends on the value for the risk-sensitivity parameter , and must be determined numerically. The results of our computations seem to con rm that, for all values of 0 0 ; 1, the value of the risksensitive threshold decreases as the risk-sensitivity parameter is increased. Figure 1 indicates results for a particular choice of 0 and . Each asterisk in the plot indicates that, for the corresponding values of R C and , the optimal risk-sensitive policy is 1 . Thus, the plot illustrates numerically determined risk-sensitive threshold values as a function of the risk-sensitivity parameter.
Conclusions
This paper has provided a number of contributions to the literature on risk-sensitive and minimax control for nite state systems. Key results include a large-risk-limit connection between risk-sensitive and minimax control in the MDP setting, in nite horizon discounted dynamic programming equations for both risk-sensitive and min-imax criteria, and a generalized framework for discounted optimal decision-making, allowing for controllers that retain risk-sensitivity without sacri cing stationarity o n the in nite horizon.
