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Abstract
Let g denote the Virasoro Lie algebra, h its Cartan subalgebra, and S(h) the symmetric algebra
on h. In this paper we consider “thickened” Verma modules M̂(λ) which are (U(g), S(h))-bimodules
satisfying M̂(λ) ⊗S(h) C ∼= M(λ) where M(λ) is the usual Verma module with highest weight
λ ∈ h∗. We determine Ext1(M̂(µ), M̂(λ)) to be S(h)/φµ,λS(h) where φµ,λ is, up to a C-algebra
automorphism of S(h), a product of irreducible factors of the determinant of the Shapovalov matrix.
This result provides a conceptual explanation of the factorization of the Shapovalov determinant and
implies that the inverse of the Shapovalov matrix has only simple poles.
 2003 Published by Elsevier Inc.
1. Introduction
Let g be the Virasoro Lie algebra with C-basis {Li, z | i ∈ Z}, h its Cartan subalgebra
spanned by L0 and z, and S(h) the symmetric algebra on h. Since g has a regular triangular
decomposition, we may write g = n− ⊕ h ⊕ n+, where n− and n+ are Lie subalgebras
admitting weight space decompositions relative to h with weight spaces indexed by
the natural numbers. Let L∗0 ∈ h∗ be the dual basis element such that L∗0(L0) = 1 and
L∗0(z) = 0. We have a symmetric, contravariant bilinear form BU(g) on U(g) known as
the Shapovalov form. A basic result of Kac is the factorization of the determinant of the
✩ These results are a part of the author’s PhD thesis [K.S. Brown, Extensions of “thickened” Verma modules
of the Virasoro algebra, Doctoral dissertation, 2000].
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n
U(g) is the matrix of BU(g) restricted to the −nL∗0
weight space of U(n−). The Kac determinant formula [10] states that
det 2
(
MnU(g)
)=K · ∏
k,l∈N>0
kln
φk,l(L0, z)
p(n−kl),
where K is some constant in C, p :N→N is the partition function of number theory, and
the φk,l(L0, z) are suitably defined polynomials in S(h).
In this paper we introduce a module category C consisting of (U(g), S(h))-bimodules
that contains “thickened” Verma modules M̂(λ) of the Virasoro algebra for each
λ ∈ h∗. These thickened Verma modules have the property that M̂(λ) ⊗S(h) C ∼=M(λ),
where M(λ) represents the usual Verma module. Let λ˜ :S(h)→ S(h) be the C-algebra
automorphism such that λ˜(h)= h+ λ(h) for all h ∈ h. We prove the following result.
Theorem 1.1.
Ext1C
(
M̂
(
λ− nL∗0
)
, M̂(λ)
)∼= S(h)
λ˜(D(n))S(h)
, where D(n) =
∏
k,l∈N>0
kl=n
kl
φˆk,l(L0, z)
and the φˆk,l(L0, z) are irreducible factors of the φk,l(L0, z) in Kac’s determinant formula.
This calculation gives information about highest weight Verma modules, including
a conceptual explanation for the factorization of the Shapovalov determinant and a result
concerning the presence of only simple poles in the inverse of the Shapovalov matrix.
In Section 2 we develop a general set-up for the desired module category similar
to category MA used by Andersen, Jantzen, and Soergel [1]. Section 3 introduces the
Virasoro algebra, describes category C , and explains the relationship between thickened
Verma modules and the standard highest weight Verma modules. The Jantzen filtration is
used as a tool in the Ext calculation and is described in detail in Section 4. The calculation
of Ext1C(A,B) is dealt with in Section 5, while Section 6 discusses consequences of the
formula.
2. Categorical development and basic notations
2.1. Algebras with a triangular decomposition
Let k be a commutative ring, and let X be an additive abelian group. Suppose X has an
interval finite partial order such that if µ ν then λ+µ λ+ ν for all λ,µ, ν ∈X. We
define a topology on X which has a basis given by the sets {β ∈X | β  α} for all α ∈X.
The open (closed) sets of X are called ideals (coideals). For Σ ⊆ X, the intersection of
all ideals (coideals) in X which contain Σ is called the ideal (coideal) generated by Σ.
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generated if it is generated by a finite subset of X. A subset of X is said to be locally closed
if it is open in its closure. Note that Σ ⊆X is locally closed if and only if for all x, y ∈Σ
and z ∈X such that x  z y, z ∈Σ .
We consider an X-graded k-algebra U with X-graded k-subalgebras U−, U0, and U+.
Assume that there is a group homomorphism X → Autk−alg(U0) denoted by µ → µ˜
and that there is an involutory k-algebra antiautomorphism ω :U → U . We additionally
assume that the following conditions similar to those introduced by Andersen, Jantzen,
and Soergel [1, Section 2] hold:
(i) the multiplication map U− ⊗k U0 ⊗k U+ → U is an isomorphism of graded
k-modules,
(ii) U0 ⊆ U0,
(iii) each (U±)µ for µ ∈ X is a finitely generated free k-module, and (U±)0 are free of
rank one with basis 1U ,
(iv) if (U+)ν = 0, then ν  0; if (U−)ν = 0, then ν  0,
(v) su= uµ˜(s) for all µ ∈X, u ∈ Uµ, and s ∈ U0,
(vi) ω(U0)⊆ U0, ω|U0 = IdU0, ω(U±)= (U∓), and ω(Uν)= U−ν for all ν ∈X.
Note that from (v) and (ii), U0 is commutative. Define the ideals
U−<0 =
⊕
µ<0
U−µ of U− and U+>0 =
⊕
µ>0
U+µ of U+.
By (i),
U = U0 ⊕ (U−<0U0U+ +U−U0U+>0).
Let π :U → U0 be the canonical projection of U onto U0. We define a bilinear form
BU :U × U → U0 by BU (x, y)= π(ω(x)y). This symmetric, contravariant bilinear form
BU is known as the Shapovalov form on U [16]. Note that for homogeneous x and y ,
BU (x, y)= 0 unless x, y ∈ Uµ for some µ ∈ X.
2.2. A description of the categoryMA
The following notations and results are similar to those in Andersen, Jantzen, and
Soergel and Dyer [1,5]. Let A be a commutative U0-algebra with identity and structural
homomorphism %A :U0 → A. Define a category MA similar to that of [1, Section 2.3]
consisting of objects M which are X-graded U ⊗k A-modules satisfying the following
properties:
(i) MµA⊆Mµ ∀µ ∈X,
(ii) UνMµ ⊆Mν+µ ∀ν,µ ∈X,
(iii) sm=m%A(µ˜(s)) ∀s ∈ U0, µ ∈X, and m ∈Mµ.
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and A. Morphisms in MA will be (U,A)-bimodule homomorphisms that preserve the
grading. It can be seen that MA is an abelian category. For a commutative A-algebra
A′, tensoring induces a natural base change functor from MA to MA′ given by M →
M⊗AA′. The grading is given by (M⊗AA′)µ =Mµ⊗AA′. This functor is exact ifA′ is
a flatA-algebra. Now letM′A be the category defined as above with U replaced by U0U+.
Similarly, let M′′A be the category defined with U replaced by U0. As in [1, Lemma 2.5],
the forgetful functor induces an equivalence of categories between M′′A and the category
of all X-graded A-modules. Left adjoint to the natural forgetful functors are the exact
functors
ZA :M′A→MA, where ZA
(
M ′
)= U ⊗U0U+ M ′ for M ′ inM′A,
ΦA :M′′A→MA, where ΦA
(
M ′′
)= U ⊗U0 M ′′ for M ′′ inM′′A,
and
Φ ′A :M′′A→M′A, where Φ ′A
(
M ′′
)= U0U+ ⊗U0 M ′′ for M ′′ inM′′A.
The X-gradings are as in [1, Sections 2.6 and 2.10].
For each µ ∈ X, there is a unique object Aµ of M′′A with (Aµ)µ = A as a right
A-module and (Aµ)ν = 0 for all ν ∈X, ν = µ.We give the objectAµ a left U0U+-module
structure with U+>0 annihilating Aµ and define ZA(µ) := ZA(Aµ). Note that ZA(µ) =
U ⊗U0U+ Aµ is a free (U−,A)-bimodule of rank one with basis vµ := 1 ⊗ 1 ∈ ZA(µ)µ,
and that ZA(µ)λ = 0 only if λ  µ. For an object M of MA, a vector v ∈M is said to
be a highest weight vector if U · v =M and U+ · v = 0. Note that if U · vµ = ZA(µ) (or
equivalently if %A is surjective), then vµ is a highest weight vector. The bilinear form BU
may be extended to a symmetric contravariant bilinear form BAµ :ZA(µ)×ZA(µ)→A
in the following manner. Pick a k-basis {ni}i∈I for U−. We define for ni ⊗ a1, nj ⊗ a2 ∈
ZA(µ) (a1, a2 ∈Aµ ∼=A),
BAµ (ni ⊗ a1, nj ⊗ a2)= BU (ni , nj )⊗ a1a2.
For λ ∈X, λ µ, U−λ−µ is a finitely generated free k-module, so the restriction of BAµ to
ZA(µ)λ ×ZA(µ)λ is a p× p matrix, where p is the rank of ZA(µ)λ as an A-module.
Claim 2.1. As a left U ⊗A-module or equivalently a (U,A)-bimodule,
U ⊗U0U+ Aµ ∼= (U ⊗k A)/J,
where J is the left ideal generated by U+>0 ⊗ 1 and s ⊗ 1− 1⊗ %A(µ˜(s)) for s ∈ U0.
Proof. The proof is straightforward and will not be repeated here. ✷
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HomMA(P, ?) is an exact functor fromMA to the category of abelian groups. Arguments
similar to those in [1, Sections 2.10 and 2.14] show that the following lemma holds.
Lemma 2.1. Let µ,ν ∈X.
(i) HomMA(ZA(µ),ZA(ν))= 0 unless µ ν.
(ii) Ext1MA(ZA(µ),ZA(ν))= 0 unless µ< ν.(iii) ZA(µ) is projective in the full abelian subcategory of MA consisting of objects M
such that Mλ = 0 unless λ≯µ.
Let T be a class of objects of MA. Define AddMAT := AddT to be the full
subcategory of objects in MA isomorphic to a direct summand of a finite direct sum of
copies of objects from T . Let Y be a subset of X. Clearly, Y has an interval finite partial
order induced from the partial order on X. Give Y the subspace topology induced from the
topology on X as well. DefineDYA to be the full subcategory of objects ofMA which have
a filtration
M =M0 ⊇M1 ⊇ · · · ⊇Mn = 0
such that the filtration factors
Mi/Mi+1 ∈ AddZA(µi)
for some µi ∈ Y .
Let Γ range over coideals of Y . For an object N ofDYA, we define the subobjects N(Γ )
as in [5, Section 1.2] so that
(i) N(∅)= 0, N(X)=N ;
(ii) if Γ ⊆ Γ ′ are coideals, then N(Γ )⊆N(Γ ′);
(iii) if λ is a minimal element of a coideal Γ of Y , then
N(λ) :=N(Γ )/N(Γ \{λ}) ∈AddZA(λ);
(iv) there is a finite subset W ⊆ Y such that for any coideals Γ, Γ ′ of Y with Γ ⊆ Γ ′,
N(Γ )=N(Γ ′) if Γ ∩W = Γ ′ ∩W.
Now let Ω be any locally closed subset of Y , and let Ω ′ be the closure of Ω in X. For
an object N of DYA, define the subquotient object
N(Ω) :=N(Ω ′ ∩ Y )/N((Ω ′\Ω)∩ Y ).
Note that this construction is compatible with the above notation.
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0 →M ′ f→M g→M ′′ → 0 (1)
to be exact in DYA if g ◦ f :M ′ →M ′′ is the zero map and for each µ ∈ Y, the sequence
0 →M ′(µ)→M(µ)→M ′′(µ)→ 0
is a split short exact sequence in MA. Note that this implies that (1) is exact in MA.
The subcategory DYA ofMA along with the family {AddZA(λ)}λ∈Y of strict full additive
subcategories makes (DYA, {AddZA(λ)}λ∈Y ) into a stratified exact category as per Dyer
[6, Section 1.2].
Let Υ be a locally closed subset of Y , and M an object of DYA. For some ideal Υ2 ⊆ Υ ,
let Υ1 be the coideal complementary to Υ2 in Υ . It is a straightforward argument that
0 →M(Υ1)→M(Υ )→M(Υ2)→ 0 (2)
is a short exact sequence in DYA. The following proposition is Lemma 9.5 of Dyer [5],
where it is mentioned without proof.
Proposition 2.1. If A is a U0-subalgebra of a quotient field K of U0 and the bilinear form
BU is nondegenerate over U0, then there are isomorphisms of right A-modules
HomMA
(
ZA(µ),ZA(ν)
)∼= {A if µ= ν,0 otherwise (3)
and
Ext1MA
(
ZA(µ),ZA(ν)
)∼=

{v ∈ZA(ν)µ ⊗A K | U+>0v ⊆ZA(ν)}
ZA(ν)µ
if µ = ν,
0 if µ= ν.
(4)
Proof. The first assertion is an immediate consequence of Lemma 2.1 and the nondegen-
eracy of BU over U0.
Recall that ZA(µ) and ZA(ν) are free (U−,A)-bimodules of rank one. For the
remainder of this proof, all tensor products will be taken over A. From the nondegeneracy
of BU and the assumption that A is a U0-subalgebra of K, it can be shown that
Ext1MK(ZA(µ)⊗K,ZA(ν)⊗K)= 0 for all µ,ν ∈X. Each v ∈ZA(ν)µ⊗K determines
a θ ∈ Hom(U−,A)(ZA(µ),ZA(ν) ⊗ K) where Hom(U−,A)(P,Q) denotes the group of
(U−,A)-bimodule homomorphisms from P to Q. We define Mθ ⊆ ZA(ν) ⊗ K ⊕
ZA(µ)⊗K where
Mθ :=
{
(m⊗ 1,0) ∣∣m ∈ ZA(ν)}+ {(−θ(n), n⊗ 1) ∣∣ n ∈ZA(µ)}.
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gradings if and only if Mθ is in MA. Consider the sequence [Eθ ] where
[Eθ ] := 0→ ZA(ν) α→Mθ β→ZA(µ)→ 0
with α(m)= (m⊗ 1,0), β(m⊗ 1,0)= 0, and β(−θ(n), n⊗ 1)= n. Since [Eθ ] is a short
exact sequence of (U−,A)-bimodules, then [Eθ ] ∈ Ext1MA(ZA(µ),ZA(ν)) wheneverMθ
is in MA; i.e., whenever U+>0v ⊆ZA(ν). Thus, we have a mapping
Ψ :
{
v ∈ ZA(ν)µ ⊗K
∣∣ U+>0v ⊆ZA(ν)}→ Ext1MA(ZA(µ),ZA(ν))
given by Ψ (v)= [Eθ ] with θ(vµ)= v and [Eθ ] defined as above.
We now show that Ψ is a homomorphism of right A-modules. Let w,w′ ∈ {v ∈
ZA(ν)µ ⊗ K | U+>0v ⊆ ZA(ν)} with corresponding θ, θ ′ ∈ Hom(U−,A)(ZA(µ),
ZA(ν) ⊗ K), respectively. We define Mθ,θ ′ to be the (U,A)-subbimodule of ZA(ν) ⊗
K⊕ZA(ν)⊗K⊕ZA(µ)⊗K where
Mθ,θ ′ =
{
(m⊗ 1,0,0) ∣∣m ∈ ZA(ν)}+ {(0,m′ ⊗ 1,0) ∣∣m′ ∈ZA(ν)}
+ {(−θ(n),−θ ′(n), n⊗ 1) ∣∣ n ∈ZA(µ)}.
Let [Eθ,θ ′ ] be the short exact sequence of (U,A)-bimodules where
[Eθ,θ ′ ] := 0 →ZA(ν)⊕ZA(ν) α−→Mθ,θ ′ β−→ZA(µ)→ 0
with α(m,m′)= (m⊗ 1,m′ ⊗ 1,0), β(m⊗ 1,0,0)= β(0,m′ ⊗ 1,0)= 0, and β(−θ(n),
−θ ′(n), n⊗ 1)= n. There are (U,A)-bimodule homomorphisms f :Mθ,θ ′ →Mθ ⊕Mθ ′
and g :Mθ,θ ′ → Mθ+θ ′ which make the following diagram commute. Here = and ∇
represent the diagonal and codiagonal maps.
0 ZA(ν) Mθ+θ ′ ZA(µ) 0
0 ZA(ν)⊕ZA(ν)
∇
Mθ,θ ′
f
g
ZA(µ)
=
0
0 ZA(ν)⊕ZA(ν) Mθ ⊕Mθ ′ ZA(µ)⊕ZA(µ) 0 .
Hence, [Eθ+θ ′ ] = [Eθ ] + [Eθ ′ ] and Ψ is a homomorphism.
Let h ∈A. Note that Hom(U−,A)(ZA(µ),ZA(ν)⊗K) has a right A-module structure
given by (θ · h)(m) = θ(m · h). Suppose g :ZA(µ)→ ZA(µ) is such that g(n) = n · h.
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diagram commute
0 ZA(ν) Mθ ·h
f
ZA(µ)
g
0
0 ZA(ν) Mθ ZA(µ) 0 .
Hence, [Eθ ·h] = [Eθ ] · h and Ψ is a right A-module homomorphism.
We now show that Ψ is surjective. Let [EM] ∈ Ext1MA(ZA(µ),ZA(ν)), where
[EM ] := 0 →ZA(ν) a→M b→ ZA(µ)→ 0.
Consider the following commutative diagram where ij is the appropriate inclusion map
0 ZA(ν)
i1
a
M
i2
b
ZA(µ)
i3
0
0 ZA(ν)⊗K a⊗1 M ⊗K b⊗1 ZA(µ)⊗K 0 .
Since [EM ] splits as a sequence of free (U−,A)-bimodules, then there is a (U−,A)-
bimodule homomorphism j1 :ZA(µ) → M where b ◦ j1 is the identity on ZA(µ).
Similarly, there is a (U,A)-bimodule homomorphism j2 :ZA(µ) ⊗ K→ M ⊗ K such
that (b⊗ 1) ◦ j2 is the identity. But now consider that since (b⊗ 1) ◦ (j2 ◦ i3 − i2 ◦ j1)= 0,
then (j2 ◦ i3 − i2 ◦ j1)(ZA(µ)) ⊆ im(a ⊗ 1). Thus, we have a θ ∈ Hom(U ,A)(ZA(µ),
ZA(ν)⊗K) where θ = (a⊗ 1)−1(j2 ◦ i3 − i2 ◦ j1). It follows that Ψ (θ(vµ))= [EM ] and
Ψ is surjective.
Thus, Ψ is a surjective right A-module homomorphism. It is easy to see that Ψ (w) =
[Eθ ] splits if and only if θ ∈ Hom(U ,A)(ZA(µ),ZA(ν)); i.e., if and only if w ∈ ZA(ν)µ.
The result now follows immediately from the First Isomorphism theorem. ✷
Fix Σ a finitely generated ideal of Y . Define MΣA to be the full subcategory of MA
with objects M inMA such that Mµ = 0 unless µ ∈Σ. Note thatDΣA is a full subcategory
of MΣA. We note that from a standard argument similar to that used in the proof of
[1, Lemma 2.8], for M and N in DΣA , ExtiMΣA(M,N) is finitely generated as a right A-
module for all i providedA is Noetherian.
2.3. Projectives in category DΣA
Fix a finitely generated ideal Σ of Y , and suppose A is a Noetherian U0-algebra. An
object P of DΣ is said to be projective provided for every short exact sequenceA
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0 → HomDΣA
(
P,M ′
)→HomDΣA(P,M)→ HomDΣA(P,M ′′)→ 0
is an exact sequence in the category of abelian groups. The following results about projec-
tives in the category DΣA hold. First, the category DΣA has sufficiently many projective ob-
jects. Additionally, let Σ ′ be any finite subset of Y . From Dyer [6, Lemma 6.10],DΣA has a
standard family of projectives; i.e., for each λ ∈Σ ′ there is a projective object Proj(ZA(λ))
in DΣ ′A with Proj(ZA(λ))(λ) ∼= ZA(λ) and Proj(ZA(λ))(µ)= 0 unless µ λ. These ob-jects are constructed in the following manner as seen in [6, Section 6]. Let ∆ be an ideal
of Σ ′ with maximal element λ and let Q be an object of D∆−{λ}A and thus an object of
DΣ ′A . Since Ext1M∆A(Q,ZA(λ)) is a finitely generated A-module then there is an object P
of D∆A such that P(∆\{λ}) := P( = λ)∼=Q and
gP,λ : Hom
(
P(λ),ZA(λ)
)→ Ext1M∆A(P( = λ),ZA(λ))
is an epimorphism. Denote such an object P by ZA(λ) ∗ Q. Choose an ordering λ =
λ0, λ1, . . . , λn of {µ ∈Σ ′ | µ λ} such that if λi  λj in X, then i  j. Define
Proj(ZA(λ)) := (ZA(λn) ∗ · · · ∗ (ZA(λ1) ∗ZA(λ0))).
Clearly, Proj(ZA(λ))(λ) ∼= ZA(λ) and Proj(ZA(λ))(µ) = 0 unless µ  λ. By [6,
Lemma 6.11], a projective generator PΣ ′ for DΣ ′A is then given by
PΣ ′ =
⊕
λ∈Σ ′
Proj(ZA(λ)).
We may use an alternate standard construction in case Y =X above. Let Σ be a fixed
finitely generated ideal of X and let TΣ :MA→MΣA be the following functor. For M inMA, we let OΣ(M) be the graded (U,A)-subbimodule of M generated by
⊕
λ/∈Σ Mλ and
define
TΣ(M) :=M/OΣ(M).
Let Pλ := TΣ(ΦA(Aλ)) for each λ ∈ Σ. An argument similar to that in the proof
of [1, Lemma 3.7] shows that TΣ(ΦA(Aλ)) is a projective object of DΣA and MΣA.
Note that for wλ := 1 ⊗ 1 in TΣ(ΦA(Aλ)) and N in MΣA, the map which sends f ∈
HomMΣA(P
λ,N) to f (wλ) induces an isomorphism
HomMΣA
(
Pλ,N
)∼=Nλ.
From a standard argument as in [4], it follows that as an X-graded (U−U0,A)-bimodule,
Pλ = U− ⊗k U0U+ ⊗U0 Aλ
/( ⊕
U− ⊗k U0U+ν ⊗U0 Aλ
)
. (5)ν: ν+λ/∈Σ
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P ′Ω :=
⊕
λ∈Ω
Pλ(Ω)
is a projective generator for DΩA [4]. Note that for a finite locally closed subset Ω of X,
both PΩ and P ′Ω are possible choices for a projective generator of DΩA, so therefore
AddPΩ = AddP ′Ω.
Let Ω ⊆ Y be a finite locally closed subset, and let Σ be the ideal that it generates.
Suppose Pλ is the projective object associated to λ ∈Ω as defined above and furthermore
suppose that Ω has maximal element µ ∈ X. Let λ0 := λ ∈ Ω , and suppose {ν ∈ Ω |
ν  λ} = {λ0, λ1, . . . , λn} where λi  λj only if i  j. Let Pλ(λ0, . . . , λi) := Pλ({λ0,
. . . , λi}) for 0 i  n, and define Pλ( = µ) := Pλ(λ0, . . . , λn−1) if µ λ or Pλ( = µ) :=
Pλ(λ0, . . . , λn) if µ and λ are not comparable. It follows that
Pλ(Ω)= Pλ(λ0, . . . , λn)⊇ Pλ(λ0, . . . , λn−1)⊇ · · · ⊇ Pλ(λ0)= Pλ(λ)
and furthermore,
Pλ(λi)∼= Pλ(λ0, . . . , λi)/Pλ(λ0, . . . , λi−1) ∈ AddZA(λi).
Lemma 2.2. If A is a subalgebra of a quotient field K of U0 and the bilinear form BU is
nondegenerate, then
HomMA
(
Pλ( = µ),ZA(µ)
)= 0.
Proof. The lemma is a consequence of (2) and (3). ✷
Additionally, since Pλ(Ω) is a projective object in DΩA , then
Ext1MA
(
Pλ(Ω),ZA(µ)
)= 0
as well. Hence, the short exact sequence 0→ Pλ(µ)→ Pλ(Ω)→ Pλ( = µ)→ 0 induces
the short exact sequence
0→ HomMA
(
Pλ(Ω),ZA(µ)
) f→HomMA(Pλ(µ),ZA(µ))
g→ Ext1MA
(
Pλ( = µ),ZA(µ)
)→ 0. (6)
The following proposition is a generalization of Lemma 9.8 of Dyer [5].
Proposition 2.2. With respect to suitable bases, the matrix of the map
f : HomM
(
Pλ(Ω),ZA(µ)
)→ HomM (Pλ(µ),ZA(µ))A A
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Finally, if A′ is a flat A-algebra, then as in [1, Lemma 3.2], for all M , N in DΣA ,
ExtiMA(M,N)⊗A A′ ∼= ExtiMA′
(
M ⊗A A′,N ⊗A A′
)
.
In particular, if A is commutative and S is a multiplicative subset, then
ExtiMA(M,N)⊗A S−1A∼= ExtiMS−1A
(
M ⊗A S−1A,N ⊗A S−1A
)
for all M,N in DΣA .
3. A formulation of the category C
3.1. The Virasoro algebra
Let g be the Lie algebra having C-basis {Li, z | i ∈ Z} and relations
[Li,Lj ] = (j − i)Li+j + δi,−j i
3 − i
12
z and [Li, z] = 0 (7)
for all i, j ∈ Z. This infinite-dimensional Lie algebra is called the Virasoro algebra. We
define a Z-grading on g so that deg(Li) = i and deg(z) = 0. Note that g can be written
as a direct sum of its subalgebras, g = n− ⊕ h⊕ n+, where n− has C-basis {Li | i < 0},
n+ has C-basis {Li | i > 0} and h is the Cartan subalgebra of g with C-basis {L0, z}. We
denote h⊕ n+ by b+ and n− ⊕ h by b−. Let L∗0, z∗ ∈ h∗ = Hom(h,C) be the dual basis
elements such that L∗0(L0)= 1, L∗0(z)= 0, z∗(L0)= 0 and z∗(z)= 1. We note that h acts
semisimply on g and thus we may write g as a direct sum of its root spaces. Indeed, we
have that
g=
⊕
n∈Z
gnL∗0 .
Let υ :g→ g be the anti-involution such that υ(Li)= L−i and υ(z)= z. From the above
discussion, g has a regular triangular decomposition as per Moody and Pianzola [14,
Section 2.1].
The triangular decomposition of g yields a decomposition of the universal enveloping
algebra U(g) via the multiplication map, so
U(g)=U(n−)⊗C U(h)⊗C U(n+).
We extend the grading on g to a grading on U(g) in the following manner. For each
Poincare–Birkhoff–WittC-basis element Lik · · ·Li1zm, we set deg(Lik · · ·Li1zm) to be the
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C-basis for the homogeneous component of U(g) of degree n, denoted U(g)n, is given by
{
Lik · · ·Li1zm
∣∣m ∈N, ik  ik−1  · · · i1 and i1 + · · · + ik = n}.
Lemma 3.1. For all Lik · · ·Li1 ∈U(g) such that ik + · · · + i1 = n,
L0Lik · · ·Li1 = Lik · · ·Li1L0 + nLik · · ·Li1 .
Proof. The proof follows easily by induction on the length k. ✷
It follows that h acts semisimply on U(g) as well, and furthermore from Lemma 3.1 we
have that
U(g)=
⊕
n∈Z
U(g)nL∗0 ,
where the nL∗0-weight space U(g)nL∗0 corresponds to U(g)n.
The above Z-grading defined on U(g) inducesN-gradings on U(n−) and U(n+) so that
U(n−)=
⊕
n0
U(n−)−n and U
(
n+
)=⊕
n0
U
(
n+
)
n
.
We also have similar weight space decompositions. Necessarily, U(n±)0 ∼= C. Addition-
ally, dimCU(n−)−n = dimCU(n+)n = p(n), where p :N→N is the partition function of
number theory, as per Hardy and Wright [8, Chapter 19]. Finally, note that U(h)= S(h).
The symmetric algebra S(h) will hereafter be viewed as a polynomial ring in two variables.
Consider that h∗ is an additive abelian group and that h∗ can be equipped with
a partial ordering  so that for λ,µ ∈ h∗, λ  µ if µ − λ = aL∗0 for some a ∈ Z>0.
Since U(g) =⊕α∈h∗ U(g)α , then U(g) is an h∗-graded C-algebra. Define the group
homomorphism δ :h∗ → AutC-alg(S(h)) by δ(λ)(h) = h + λ(h) for all λ ∈ h∗, h ∈ h.
We will denote δ(λ) by λ˜. Note that h · g = g · λ˜(h) for all h ∈ S(h) and g ∈ U(g)λ.
Finally, we extend υ to an involutory C-algebra antiautomorphism ω :U(g)→ U(g) such
that ω(Li)= L−i and ω(z) = z. It follows from the above discussions that U(g) satisfies
conditions (i)–(vi) of Section 2.1 with k =C and U =U(g). Thus, we have a bilinear form
BU(g) :U(g)×U(g)→ S(h) where
BU(g)(x, y)= π
(
ω(x)y
) ∀ x, y ∈U(g).
We denote by BnU(g) the restriction of BU(g) to U(n
−)−n and by MnU(g) the p(n)× p(n)
matrix associated with Bn .U(g)
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We have that U(g) is an h∗-graded C-algebra and that S(h) is trivially a com-
mutative S(h)-algebra. We define the category C := MS(h) to be the category of
h∗-graded (U(g), S(h))-bimodules satisfying (i)–(iii) in Section 2.2. Morphisms in C
are (U(g), S(h))-bimodule homomorphisms that respect the grading. For λ ∈ h∗, let
Sλ ∈M′′S(h) be the unique (S(h), S(h))-bimodule with (Sλ)λ = S(h) as a right S(h)-module
and (Sλ)µ = 0 for µ = λ. We define the “thickened” Verma module M̂(λ) to be
M̂(λ) :=ZS(h)(Sλ)=U(g)⊗U(b+) Sλ.
Recall that M̂(λ) is a free (U(n−), S(h))-bimodule of rank one with generator vˆλ = 1⊗1 ∈
M̂(λ)λ. Clearly, vˆλ is a highest weight vector and will be called the “vacuum vector.”
Note that M̂(λ) is also a free right S(h)-module spanned by {L−ik · · ·L−i1 vˆλ | −ik 
· · ·  −i1 < 0}. From Lemma 3.1, it follows that M̂(λ) has a direct sum decompo-
sition M̂(λ) =⊕n0 M̂(λ)λ−nL∗0 where M̂(λ)λ−nL∗0 is a free right S(h)-module with
basis
{L−ik · · ·L−i1 vˆλ | −ik  · · ·−i1 < 0 and ik + · · · + i1 = n}.
We extend the bilinear form BU(g) to a bilinear form BSλ : M̂(λ) × M̂(λ)→ S(h) in the
manner defined in Section 2.2. Furthermore, we denote the matrix of BnSλ by M
n
Sλ
. Note
that MnSλ may be derived from M
n
U(g) by tensoring each entry in M
n
U(g) with Sλ. This in
turn is equivalent to evaluating the image of each entry in MnU(g) under the automorphism
λ˜ :S(h)→ S(h).
3.3. Verma modules
Return to the Virasoro algebra g and its enveloping algebra U(g). Let Sn(h) ⊆ S(h)
be the subspace spanned by all monomials of degree n and consider the projection
map σ :S(h) → S0(h) ∼= C which sends a polynomial to its constant term. Clearly,
C can be given the structure of a commutative left S(h)-algebra via this projection. We
then define the category MC as in Section 2.2 with objects of MC being h∗-graded
(U(g),C)-bimodules satisfying conditions (i)–(iii). Morphisms in MC are U(g)-module
homomorphisms respecting the grading. For each µ ∈ h∗, let µ :S(h)→ C be the map
given by µ= σ ◦ µ˜, so that sm=m(µ(s)) for all s ∈ S(h), m ∈Mµ. Note that if h ∈ h,
then hm=m(µ(h)) for all m ∈Mµ.
For λ ∈ h∗, let Cλ ∈ M′′C be the unique left S(h)-module isomorphic to a one-
dimensional C vector space and with left S(h)-action given by s · 1 = 1 · λ(s) for all
s ∈ S(h). As in [14, Chapter 2] and [12, Chapter 9], we construct the Verma module M(λ)
as
M(λ) :=ZC(Cλ)=U(g)⊗U(b+) Cλ.
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weight vector vλ := 1 ⊗ 1 ∈ M(λ)λ. Note that by Claim 2.1, there is a U(g)-module
isomorphismM(λ)∼= U(g)/J where J is the left ideal of U(g) generated by U(n+)>0 and
s − λ(s) for all s ∈ S(h). Clearly, M(λ) has a weight space decomposition, and therefore
M(λ) =⊕n0 M(λ)λ−nL∗0 . As in the case of the thickened Verma modules, we extend
the bilinear form BU(g) to a bilinear form BCλ :M(λ)×M(λ)→ C that has a restriction
Bn
Cλ
with matrix Mn
Cλ
. Note that Mn
Cλ
may be derived from MnU(g) by either tensoring
each entry in MnU(g) with Cλ or evaluating each entry in M
n
U(g) under the homomorphism
λ :S(h)→C.
Lemma 3.2. As a (U(g),C)-bimodule,
M̂(λ)⊗S(h) C∼=M(λ).
Proof. Recall that for a commutative S(h)-algebra T , tensoring over S(h) with T induces
a natural base change functor from MS(h) := C to MT . Therefore, there is a natural base
change functor τ from C to MC such that for N ∈ C , τ (N) = N ⊗S(h) C. But now note
that M̂(λ) ⊗S(h) C is a free U(n−)-module of rank one with generator vˆλ ⊗ 1. Since
n+(vˆλ⊗ 1)= 0 and s(vˆλ⊗ 1)= (vˆλ⊗ 1)λ(s) for all s ∈ S(h) then M̂(λ)⊗S(h) C∼=M(λ)
as a (U(g),C)-bimodule. ✷
Therefore, there is a U(g)-module homomorphism τ ∗ : M̂(λ) → M(λ) such that
τ ∗(m)=m⊗ 1 for all m ∈ M̂(λ). In particular, τ ∗(vˆλ)= vˆλ ⊗ 1 = vλ.
The following definitions and properties of Verma modules are discussed in Moody and
Pianzola [14, Chapter 2] and Kac [12, Chapter 9]. A U(g)-module M is called a highest
weight module with highest weight λ ∈ h∗ if there is a nonzero vector v ∈Mλ such that
n+(v)= 0 and U(g)v =M . Clearly, M(λ) is a highest weight module for each λ ∈ h∗. The
Verma module M(λ) also has the property that every U(g)-module with highest weight
λ must be a quotient of M(λ). Additionally, M(λ) contains a unique proper maximal
submodule M(λ)′. Define
L(λ) :=M(λ)/M(λ)′
to be the unique irreducible highest weight module with highest weight λ. Note that L(λ)
is a quotient of any module with highest weight λ. A vector v ∈M(λ)µ is called a singular
vector if U(n+)>0v = 0. Such a v generates a submodule of M(λ) that is isomorphic to
M(µ) as a free U(n−)-module.
3.4. Semi-thickened Verma modules
Consider the polynomial ring over C in one indeterminant, C[t]. Fix ρ ∈ h∗. Define
a left h-action on C[t] via h · q(t) = (tρ)(h)q(t) for h ∈ h and q(t) ∈ C[t]. The C-linear
map tρ can be extended to a C-algebra homomorphism Υtρ :S(h)→ C[t] and thus gives
C[t] the structure of a commutative left S(h)-algebra. We construct the categoryMC[t ] as
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the necessary properties. Morphisms inMC[t ] are (U(g),C[t])-bimodule homomorphisms
respecting the grading. For each µ ∈ h∗, define the map µˇtρ :S(h) → C[t] via µˇtρ =
Υtρ ◦ µ˜. Thus, µˇtρ(h) = µ(h) + tρ(h) for all h ∈ h. Let C[t]λ ∈M′′C[t ] be the unique
(S(h),C[t])-bimodule isomorphic toC[t] as a rightC[t]-module, and with left S(h)-action
s · 1= 1(λˇtρ(s)) for all s ∈ S(h). We define
M(λ+ tρ) :=ZC[t ]
(
C[t]λ
)=U(g)⊗U(b+) C[t]λ
to be a “semi-thickened” Verma module. Note that M(λ + tρ) is generated as a free
(U(n−),C[t])-bimodule of rank one by the vector v∗λ := 1⊗1 ∈M(λ+ tρ)λ. Additionally,
M(λ + tρ) has a direct sum decomposition with M(λ + tρ) =⊕n0 M(λ + tρ)λ−nL∗0
where M(λ+ tρ)λ−nL∗0 is a free right C[t]-module with basis{
L−ik · · ·L−i1v∗λ
∣∣−ik  · · ·−i1 < 0 and ik + · · · + i1 = n}.
As in the two previous cases, we extend the bilinear form BU(g) to a bilinear form
BC[t ]λ :M(λ + tρ) ×M(λ + tρ)→ C[t] where the matrix of the restriction to BnC[t ]λ is
denoted by Mn
C[t ]λ . We can obtain M
n
C[t ]λ from M
n
U(g) by either tensoring each entry with
C[t]λ or applying λˇtρ . Using the same argument as in Lemma 3.2 we have the following
two results. For the second lemma, note thatC is trivially a left C[t]-module under the map
that takes a polynomial to its constant term.
Lemma 3.3. As a (U(g),C[t])-bimodule,
M̂(λ)⊗S(h) C[t] ∼=M(λ+ tρ).
Lemma 3.4. As a (U(g),C)-bimodule,
M(λ+ tρ)⊗C[t ] C∼=M(λ).
Hence, there are U(g)-module homomorphisms κ∗ : M̂(λ)→M(λ+ tρ) and η∗ :M(λ+
tρ)→M(λ)where κ∗(vˆλ)= v∗λ and η∗(v∗λ)= vλ. It follows immediately that η∗◦κ∗ = τ ∗.
Hence, τ ∗ may be viewed as a map from M̂(λ) to M(λ) that factors through M(λ+ tρ).
3.5. The bilinear forms
Consider the matrices MnU(g), M
n
Sλ
, Mn
Cλ
, and Mn
C[t ]λ . A formula for the determinant
of MnU(g) discovered by Victor Kac is given in [10, Lecture 8]; the formulas for the
determinants of the other matrices may be found by applying the appropriate C-algebra
homomorphism.
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det 2
(
MnU(g)
)=K · ∏
k,l∈N>0
kln
φk,l(L0, z)
p(n−kl),
where K is some constant in C, and
φk,l(L0, z)=
(
L0 − (k
2 − 1)(z− 13)
24
− (kl − 1)
2
)
×
(
L0 − (l
2 − 1)(z− 13)
24
− (kl − 1)
2
)
+ (k
2 − l2)2
16
.
Define φˆk,l(L0, z) in the following manner:
φˆk,l(L0, z)=

φk,l(L0, z) if k = l,(
L0 − (k
2 − 1)(z− 13)
24
− (k
2 − 1)
2
)
if k = l.
It is a straightforward computation to show that each φˆk,l(L0, z) is irreducible.
Proposition 3.1. For k, l, k∗, l∗ ∈ Z>0, k  l, k∗  l∗, and λ,µ ∈ h∗, λ˜ = µ˜,
λ˜
(
φˆk,l(L0, z)
) = c · µ˜(φˆk∗,l∗(L0, z))
for c ∈C− {0} unless c= 1, k = l = k∗ = l∗, and (−µ+ λ)(L0 − (k2 − 1)z/24)= 0.
Proof. It suffices to assume that ν˜(φˆk,l(L0, z)) = c · φˆk∗,l∗(L0, z) where ν˜ = µ˜−1 ◦ λ˜. If
k = l we consider the homogeneous component of degree two and see that c= 1, k = k∗,
and l = l∗. Thus, it suffices to show that ν˜ ≡ IdS(h). Comparing ν˜(φˆk,l(L0, z)) with
φˆk,l(L0, z) yields the equations
ν(L0)− k
2 − 1
24
ν(z)= 0 and ν(L0)− l
2 − 1
24
ν(z)= 0.
Solving this system of equations gives that ν(z) = ν(L0) = 0, so ν˜ ≡ IdS(h). If k = l,
then φˆk,l(L0, z) is of degree one and clearly k∗ = l∗. Observing ν˜(φˆk,l(L0, z)) and
c · φˆk∗,l∗(L0, z), it follows immediately that c = 1, k = k∗, and ν(L0)− ((k2 − 1)/24)×
ν(z)= 0. But then (−µ+ λ)(L0 − (k2 − 1)z/24)= 0 yielding the result. ✷
From the above remarks and Proposition 3.1, the φˆk,l(L0, z) satisfying k  l are
irreducible and do not divide each other. Thus, if k  l, k′  l′, and either k = k′, or l = l′,
the curves φˆk,l(L0, z) = 0 and φˆk′,l′(L0, z) = 0 in C[L0, z] intersect in at most a finite
number of points.
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nondegenerate, while Mn
Cλ
and Mn
C[t ]λ might be degenerate depending on the choice of
λ and ρ. Considering the Taylor series expansion of λˇtρ(φˆk,l(L0, z)), we see that if there is
a ρ ∈ h∗ such that ρ(L0)− ((k2 − 1)/24)ρ(z) = 0 for all k ∈ Z, then
∂(φˆk,l(L0, z))
∂L0
(L0, z)ρ(L0)+ ∂(φˆk,l(L0, z))
∂z
(L0, z)ρ(z) = 0
for all k, l ∈ Z>0. For each k ∈ Z>0, the equation L0 − (k2 − 1)z/24= 0 defines a line in
C[L0, z], and for a fixed k, each solution of the equation corresponds to an element ν of h∗.
GiveC2 the usual topology induced by the Euclidean metric. The line L0− (k2−1)z/24=
0 is then a closed subset of C2 with empty interior for each k ∈ Z>0. By the Baire category
theorem the union of all the lines L0 − (k2 − 1)z/24 = 0 over all k ∈ Z>0 also has empty
interior. Hence, the desired ρ exists. Such a ρ will be said to be “generic.” Note that for
a generic ρ ∈ h∗, Mn
C[t ]λ is nondegenerate for all n ∈N>0.
4. Jantzen’s filtration
The filtrations introduced in this section were first defined for semisimple complex
Lie algebras by Jantzen [9, Chapter 5]. Let ψ :C[t] \ {0} → N be the map which sends
q(t)= q0+q1t +· · ·+qntn ∈C[t] to the largest integer i such that q(t) ∈ t iC[t]. For each
integer k  0, we let
M(λ+ tρ)(k)
λ−nL∗0
= {v ∈M(λ+ tρ)λ−nL∗0 ∣∣ BnC[t ]λ(v,w) ∈ tkC[t] ∀w ∈M(λ+ tρ)λ−nL∗0}.
Furthermore, we define M(λ)(k)
λ−nL∗0 to be the image of M(λ+ tρ)
(k)
λ−nL∗0 under the map η
∗
defined in Section 3.4. The filtration
M(λ)λ−nL∗0 =M(λ)
(0)
λ−nL∗0 ⊇M(λ)
(1)
λ−nL∗0 ⊇ · · · ⊇M(λ)
(m)
λ−nL∗0 ⊇ · · ·
is called the Jantzen filtration on M(λ)λ−nL∗0 [14, Section 2.9]. Note that M(λ)
(i)
λ−nL∗0 is
a C-vector subspace of M(λ)λ−nL∗0 for all i ∈N. We define
M(λ)(i) =
⊕
n0
M(λ)
(i)
λ−nL∗0 .
The following three statements about Jantzen filtrations are well-known [2,9,13,14]:
(i) M(λ)(1)
λ−nL∗0 = kerB
n
Cλ
:= {v ∈M(λ)λ−nL∗0 | BnCλ (v,w)= 0 ∀w ∈M(λ)λ−nL∗0}.
(ii) M(λ)(1) is the maximal submodule of M(λ), so M(λ)/M(λ)(1) ∼= L(λ).
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ψ
(
det
(
Mn
C[t ]λ
))=∑
i>0
dim
(
M(λ)
(i)
λ−nL∗0
)
.
Now for any module M ∈MC and λ ∈ h∗ such that z acts on M by λ(z) ∈ C, define
the character of M to be
ch(M)=
∑
ν∈h∗
ν(z)=λ(z)
dim(Mν)qν(L0), (8)
where q is an indeterminant,
M =
⊕
ν∈h∗
ν(z)=λ(z)
Mν,
and Mν = {m ∈M | L0 · m = ν(L0)m} [2, Section 6]. Suppose that λ ∈ h∗ is chosen so
that for some fixed k∗, l∗ ∈ Z>0, k∗  l∗, λ(φˆk∗,l∗(L0, z))= 0 but λ(φˆk′,l′(L0, z)) = 0 for
any other k′, l′ ∈ Z>0, k′  l′. Note that this implies that λ is of type II+ as described
by Astashkevich [2, Section 5]. The following proposition is then taken from the proof of
Theorem A of Astashkevich [2, Section 6].
Proposition 4.1. In all but a finite number of cases with λ ∈ h∗ chosen as above,
∞∑
i=1
ch
(
M(λ)(i)
)= ch(M(λ− k∗l∗L∗0)).
Proof. Let ρ ∈ h∗ be generic. Consider first that the solutions sets of φˆk,l(L0, z) and
∂(φˆk,l(L0, z))
∂L0
(L0, z)ρ(L0)+ ∂(φˆk,l(L0, z))
∂z
(L0, z)ρ(z)
intersect in at most a finite number of points. Therefore, for all but a finite number of λ ∈ h∗
chosen as above, λˇtρ(φˆk∗,l∗(L0, z)) ∈ tC[t] but λˇtρ(φˆk∗,l∗(L0, z)) /∈ t2C[t]. We then have
for the λ given above,
ψ
(
det
(
Mn
C[t ]λ
))=ψ(λˇtρ(φˆk∗,l∗(L0, z)))p(n− k∗l∗) (9)
for n k∗l∗. Note that ψ(det(Mn
C[t ]λ))= 0 if n < k∗l∗. From the above formula (8),
ch
(
M(λ)(i)
)=∑
n∈Z
dim
(
M(λ)
(i)
λ−nL∗0
)
qλ(L0)−n.
Thus, summing the characters of the different levels of the Jantzen filtration results in
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i=1
ch
(
M(λ)(i)
)= ∞∑
i=1
(∑
n∈Z
dim
(
M(λ)
(i)
λ−nL∗0
)
qλ(L0)−n
)
=
∑
n∈Z
(
ψ
(
det
(
Mn
C[t ]λ
)))
qλ(L0)−n.
From (9), it follows that
∞∑
i=1
ch
(
M(λ)(i)
)=ψ(λˇtρ(φˆk∗,l∗(L0, z))) ∑
n∈Z
nk∗l∗
p(n− k∗l∗)qλ(L0)−n
=ψ(λˇtρ(φˆk∗,l∗(L0, z))) ch(M(λ− k∗l∗L∗0)).
But ψ(λˇtρ(φˆk∗,l∗(L0, z))) = 1 for all but a finite number of λ ∈ h∗. The result follows
immediately. ✷
The first assertion of the following lemma is part of [11, Theorem 4]. The second
assertion is a consequence of the Baire category theorem.
Lemma 4.1. For λ ∈ h∗ if λ(φˆk,l(L0, z)) = 0 for all k, l ∈ Z>0, k  l, then M(λ) is
irreducible. Such a defined λ exists.
Recall that a vector v ∈M(λ)µ is called a singular vector if U(n+)>0v = 0. A singular
vector v ∈M(λ)µ generates a U(g)-module isomorphic to M(µ).
Lemma 4.2. Let k∗, l∗ ∈ Z>0 with k∗  l∗ fixed. Furthermore, let λ ∈ h∗ be such that
λ(φˆk∗,l∗(L0, z))= 0, λ(φˆk′,l′(L0, z)) = 0 for all k′, l′ ∈ Z>0, k′  l′ such that k′ = k∗ or
l′ = l∗, and (λ− k∗l∗L∗0)(φˆk,l(L0, z)) = 0 for all k, l ∈ Z>0, k  l. Then for all but a finite
number of such λ,
M
(
λ− k∗l∗L∗0
)=M(λ)(1) and M(λ)(i) = 0
for all i > 1 and M(λ)(1) is simple.
Proof. Let ξ = λ−k∗l∗L∗0. By Proposition 3.1 we have that the curves λ˜(φˆk∗,l∗(L0, z))= 0
and ξ˜ (φˆk,l(L0, z)) = 0 intersect in at most a finite number of points of C2 for each
k, l ∈ Z>0, k  l. Thus, there are uncountably many λ ∈ h∗ satisfying the desired con-
ditions. By [3, Theorem 1.1], M(λ) has a singular vector v in M(λ)λ−k∗l∗L∗0 generating a
U(g)-module isomorphic to M(λ− k∗l∗L∗0). Since (λ− k∗l∗L∗0)(φˆk,l(L0, z)) = 0 for all
k, l ∈ Z>0, k  l then by Lemma 4.1 M(λ−k∗l∗L∗0) is irreducible. The proof now follows
directly from the proof of Theorem A of [2, Section 6] for type II+. ✷
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5.1. A description of singular vectors
We review here information about the singular vectors in M(λ). Singular vectors will
yield zeros of the Shapovalov form on M(λ) and thus lie in some nonzero level of the
Jantzen filtration.
Note that if w ∈ M̂(λ)λ−nL∗0 , then w can be written uniquely as
w = (L−1)nvˆλa1,...,1 +
∑
ik+···+i1=n
ik···i11
ik2
L−ik · · ·L−i1 vˆλai1,...,ik , (10)
where ai1,...,ik ∈ S(h). The ai1,...,ik ∈ S(h) will be called the right coefficients of
L−ik · · ·L−i1 vˆλ in w. Define an ordering on the monomials L−ik · · ·L−i1 where L−ik · · ·
L−i1 < L−jl · · ·L−j1 if for some s ∈ Z0, i1 = j1, . . . , is = js, and is+1 < js+1. The
following proposition is a result of Astashkevich [2, Section 3] modulo a misprint on the
coefficient of the leading term.
Proposition 5.1. Let j1 = · · · = js = 1 and js+1 > 1. Let w ∈ M̂(λ)λ−nL∗0 have the form
as in (10). Then the right coefficient of the term
L−jlL−jl−1 · · ·L−js+2(L−1)s+1vˆλ
in Ljs+1−1w is given by
−t (2js+1 − 1)aj1,...,jl +
∑
ik···i11
L−ik ···L−i1<L−jl ···L−j1
ai1,...,ik λ˜
(
Qi1,...,ik (L0, z)
)
, (11)
where Qi1,...,ik (L0, z) is a polynomial in L0 and z independent of λ, and
t = max{b | js+b = js+b−1 = · · · = js+1}.
Proof. The proof follows from the commutation relations (7). ✷
The following theorem was first proved by Fuchs and may be found in [2, Theorem 3.1]
of Astashkevich.
Theorem 5.1. For each n ∈ Z>0, there is (up to a nonzero scalar multiple) at most one
singular vector w in M(λ)λ−nL∗0 determined by
w = (L−1)nvλ +
∑
ik+···+i1=n
ik···i11
L−ik · · ·L−i1vλ · λ
(
P
(n)
i1,...,ik
(L0, z)
)
, (12)ik2
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5.2. A generator for Ext1C(M̂(λ− nL∗0), M̂(λ))
Recall that MnSλ is nondegenerate and let K(h) be the quotient field of S(h). From
Proposition 2.1 we have that as a right S(h)-module,
Ext1C
(
M̂
(
λ− nL∗0
)
, M̂(λ)
)∼= Eλ−nL∗0,λ
M̂(λ)λ−nL∗0
,
where
Eλ−nL∗0,λ =
{
v ∈ M̂(λ)λ−nL∗0 ⊗S(h) K(h)
∣∣U(n+)>0v ⊆ M̂(λ)}.
Proposition 5.2. As a right S(h)-module,
Ext1C
(
M̂
(
λ− nL∗0
)
, M̂(λ)
)∼= S(h)
λ˜(A(n))S(h)
,
where A(n) ∈ S(h) is independent of λ.
Proof. Note that v ∈ M̂(λ)λ−nL∗0 ⊗S(h) K(h) may be written uniquely as
v = (L−1)nvˆλ ⊗ a1,...,1 +
∑
ik+···+i1=n
ik···i11
ik2
L−ik · · ·L−i1 vˆλ ⊗ ai1,...,ik ,
where ai1,...,ik ∈ K(h). Suppose v ∈ Eλ−nL∗0,λ. Since U(n+)>0v ⊆ M̂(λ), then (11) must
be congruent to zero modulo S(h). Thus, using an inductive argument as in the proof of
Theorem 5.1,
aj1,...,jl ≡ a1,...,1 · λ˜
(
P
(n)
j1,...,jl
(L0, z)
)
mod S(h),
where the P (n)j1,...,jl (L0, z) are defined as in (12). Let
w= (L−1)nvˆλ ⊗ 1+
∑
ik+···+i1=n
ik···i11
ik2
L−ik · · ·L−i1 vˆλ ⊗ λ˜
(
P
(n)
i1,...,ik
(L0, z)
)
,
so that v ≡ w · a1,...,1 mod S(h) for some a1,...,1 ∈K(h). We now determine the possible
values of a1,...,1. Using the commutation relations for the Virasoro algebra, we see that for
each i, 1 i  n:
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(
Ri1,...,1(L0, z)
)
a1,...,1
+
∑
ik+···+i1=n−i
ik···i11
ik2
L−ik · · ·L−i1 vˆλ ⊗ λ˜
(
Rii1,...,ik (L0, z)
)
a1,...,1,
where {Rii1,...,ik (L0, z)} ⊆ S(h) is a family of polynomials in L0 and z. Since Liv ∈ M̂(λ),
then λ˜(Rii1,...,ik (L0, z))a1,...,1 ≡ 0 mod S(h), for all i, 1  i  n, and all i1, . . . , ik such
that i1 + · · · + ik = n− i. Thus, it follows that
a1,...,1 = P(L0, z)
gcd(λ˜(Rii1,...,ik (L0, z)))
for some P(L0, z) ∈ S(h). From now on, denote gcd(Rii1,...,ik (L0, z)) by A(n). It follows
immediately that as a right S(h)-module,
Ext1C
(
M̂
(
λ− nL∗0
)
, M̂(λ)
)∼= S(h)
λ˜(A(n))S(h)
. ✷
Lemma 5.1. For all λ ∈ h∗, λ˜(A(n)) divides det(MnSλ).
Proof. It suffices to assume that A(n) is not a unit in S(h). Let {x1, . . . , xp(n)} be an
ordered S(h)-basis of M̂(λ)λ−nL∗0 with the ordering defined as in Section 5.1. Consider
the p(n)× p(n) matrix over S(h) given by
Q=

1 0 0 . . . 0
P
(n)
1,...,1,2(L0, z) 1 0 . . . 0
P
(n)
1,...,1,3(L0, z) 0 1 . . . 0
...
...
...
. . .
...
P
(n)
n (L0, z) 0 0 . . . 1

,
where all P (n)i1,...,ik (L0,z) are as in Theorem 5.1. The matrix Q is lower triangular, has
determinant 1, maps (L−1)nvˆλ = x1 to w, and maps all other S(h)-basis elements of
M̂(λ)λ−nL∗0 to themselves. Thus, w can be taken as an S(h)-basis element of M̂(λ)λ−nL∗0 .
Computing the matrix MnSλ with w as one of the basis vectors of M̂(λ)λ−nL∗0 produces one
column, say column r , in which all entries are divisible by λ˜(A(n)), since U(n+)>0(w)⊆
M̂(λ) · λ˜(A(n)). Therefore, λ˜(A(n)) divides det(MnSλ). ✷
For the remainder of this section, assume that A(n) is not a unit in S(h). Suppose that
λ ∈ h∗ is chosen so that λ(A(n))= 0. For such a λ, it follows that for w⊗ 1 ∈ M̂(λ)⊗C
U
(
n+
)
(w⊗ 1)⊆ M̂(λ) · λ˜(A(n))⊗ 1 ∼= M̂(λ)⊗ λ(A(n))= 0.>0
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with w as a basis vector and that column r of MnSλ is a column in which every entry is
divisible by λ˜(A(n)), as in the proof of Lemma 5.1 above.
Lemma 5.2. If α ∈ S(h) is an irreducible factor of A(n) of multiplicity k and λ(α) = 0,
then τ ∗(w) ∈M(λ)λ−nL∗0 is a singular vector in the kth level of the Jantzen filtration.
Proof. Note that (λˇtρ ◦ λ˜−1)(BnSλ(x, y))= BnC[t ]λ(κ∗(x), κ∗(y)) for all x, y ∈ M̂(λ)λ−nL∗0 .
Every entry in column r of Mn
C[t ]λ is divisible by λˇtρ(A
(n)). Since λˇtρ(α) ∈ tC[t] and α
has multiplicity k in A(n), every entry in the rth column is divisible by tk . Hence, for any
C[t]-basis element xiv∗λ = κ∗(xi vˆλ) of M(λ + tρ)λ−nL∗0 , BnC[t ]λ(xiv∗λ, κ∗(w)) ∈ tkC[t].
Therefore, (η∗ ◦ κ∗)(w) = τ ∗(w) must be in the kth level of the Jantzen filtration for
M(λ). ✷
The Jantzen filtration will be used to calculate the multiplicities of the irreducible
factors of A(n), which have already been shown to have an “upper bound” given by the
multiplicities of the irreducible factors of det(MnU(g)).
5.3. A divisor of A(n)
We now compute a “lower bound” for the multiplicities of the irreducible factors
of A(n).
Proposition 5.3. For k, l ∈N>0,∏
k,l∈N>0
kl
kl=n
φˆk,l(L0, z) divides A(n).
Proof. Let Σ be the ideal generated by λ ∈ h∗. Consider the projective object Pλ−nL∗0
given as in (5) where
Pλ−nL∗0 =U(n−)⊗C U(b+)
⊗S(h) Sλ−nL∗0
/( ⊕
j :j>n
U(n−)⊗C U(b+)jL∗0 ⊗S(h) Sλ−nL∗0
)
as a (U(b−), S(h))-bimodule. For simplicity, denote Pλ−nL∗0 by Pn. Let Pn(j) := Pn(∆j )
where ∆j is the locally closed subset of Σ such that ∆j = {λ − kL∗0 | j  k  n}. Note
that ∆0 is a finite coideal of Σ . From (6) and the proof of Proposition 2.2 (see Dyer [5,
Lemma 9.8]), there is the short exact sequence
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j=1
M̂(λ), M̂(λ)
)
g→ Ext1C
(
Pn(1), M̂(λ)
)→ 0, (13)
where the matrix of the map f with respect to suitable bases is actually MnSλ . Let
Pn(i, j) := Pn(∆i,j ) where ∆i,j = {λ − pL∗0 | j  p  i}. Since ∆1 is a locally closed
subset of Σ and ∆n is an ideal of ∆1, then by (2) we have a short exact sequence
0 → Pn((n− 1),1)→ Pn(1)→ Pn(n)→ 0.
This short exact sequence extends to a long exact sequence, and since
Hom
(
Pn(n), M̂(λ)
)= Hom(Pn(1), M̂(λ))= Hom(Pn((n− 1),1), M̂(λ))= 0,
we have the exact sequence
0→ Ext1C
(
Pn(n), M̂(λ)
)→ Ext1C(Pn(1), M̂(λ))
→ Ext1C
(
Pn
(
(n− 1),1), M̂(λ))→ ·· · . (14)
Consider the localization T −1S(h) of S(h) by the multiplicative subset T generated by all
λ˜(φˆk,l(L0, z)) such that k, l ∈N>0, k  l and kl < n. Since T −1S(h) is a flat S(h)-algebra,
then it follows immediately that (14) becomes the exact sequence
0→ Ext1C
(
Pn(n), M̂(λ)
)⊗ T −1S(h)→ Ext1C(Pn(1), M̂(λ))⊗ T −1S(h)
→ Ext1C
(
Pn
(
(n− 1),1), M̂(λ))⊗ T −1S(h)→ ·· · . (15)
Claim 5.1. Ext1C
(
Pn
(
(n− 1),1), M̂(λ))⊗ T −1S(h)= 0.
Proof. Recall that Pn((n− 1),1) has a filtration
Pn
(
(n− 1),1)=Q0 ⊇Q1 ⊇ · · · ⊇Qm−1 ⊇Qm = 0
with Qi/Qi+1 ∈ AddM̂(λ − jL∗0) for some j, 1  j  n − 1. The proof follows
easily from Proposition 5.2 and Lemma 5.1 by induction on the number m of filtration
factors. ✷
It follows from Claim 5.1 and (15) that we have an isomorphism,
Ext1C
(
Pn(n), M̂(λ)
)⊗ T −1S(h)∼= Ext1C(Pn(1), M̂(λ))⊗ T −1S(h).
This yields the short exact sequence
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j=1
M̂(λ), M̂(λ)
)
⊗ T −1S(h)
→ Ext1C
(
M̂
(
λ− nL∗0
)
, M̂(λ)
)⊗ T −1S(h)→ 0. (16)
Since f was the map determined by MnSλ , then the determinant of the matrix of f ⊗ Id
is det(MnSλ)⊗ 1. Consider the multiplicative subset R generated by the irreducible factors
of λ˜(A(n)). Let 〈R ∪ T 〉 denote the multiplicative subset of S(h) generated by R ∪ T .
Tensoring (16) with 〈R ∪ T 〉−1S(h) results in the isomorphism
Hom
(
Pn(0), M̂(λ)
)⊗ T −1S(h)⊗ 〈R ∪ T 〉−1S(h)
∼= Hom
(
p(n)⊕
j=1
M̂(λ), M̂(λ)
)
⊗ T −1S(h)⊗ 〈R ∪ T 〉−1S(h),
since 〈R ∪ T 〉−1S(h) must necessarily annihilate Ext1C(M̂(λ − nL∗0), M̂(λ)). Hence, the
determinant of the matrix of f ⊗ Id ⊗ Id is a unit in 〈R ∪ T 〉−1S(h), and therefore
λ˜(φˆk,l(L0, z)) ∈R for all k, l ∈N>0, kl = n, k  l. The result follows immediately. ✷
5.4. The proof of the main result
Proof of Theorem 1.1. It has already been shown that∏
k,l∈N>0
kl=n
kl
φˆk,l(L0, z)
∣∣A(n) and A(n)∣∣ ∏
k,l∈N>0
kln
kl
φˆk,l(L0, z)
p(n−kl).
Assume that φˆk∗,l∗(L0, z) is an irreducible factor of A(n) for some fixed k∗, l∗ ∈ Z>0,
k∗  l∗. Let λ ∈ h∗ be chosen as in Lemma 4.2. For all but a finite number of λ satisfying
the desired conditions, M(λ − k∗l∗L∗0) = M(λ)(1) and M(λ)(i) = 0 for all i > 1 and
M(λ−k∗l∗L∗0) is irreducible. Thus, by Lemma 5.2 the multiplicity of φˆk∗,l∗(L0, z) in A(n)
must be at most one and there is a unique singular vector in M(λ)λ−k∗l∗L∗0 which generates
M(λ)(1). If the singular vector in M(λ)λ−k∗l∗L∗0 is not τ
∗(w), then by Theorem 5.1 we
have that k∗l∗ = n. Since the only proper submodule of M(λ) is the one generated by the
singular vector in M(λ)λ−k∗l∗L∗0 , then τ
∗(w) cannot be a singular vector of M(λ). But by
Lemma 5.2, since λ(φˆk∗,l∗(L0, z)) = 0, then τ ∗(w) is a singular vector in some nonzero
level of the Jantzen filtration of M(λ). Hence, the singular vector in M(λ)λ−k∗l∗L∗0 must be
τ ∗(w). It follows that k∗l∗ = n. Thus,
A(n) =
∏
k,l∈N>0
kl=n
kl
φˆk,l(L0, z). ✷
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Several important consequences arise from Theorem 1.1.
Corollary 6.1. The results of Theorem 1.1 are equivalent to Kac’s determinant formula
(Theorem 3.1).
Proof. It suffices to show that a formula for the determinant of MnSλ is a consequence of
Theorem 1.1. Let Σ be the ideal generated by λ ∈ h∗, and let Pn and Pn(j) for 1 j  n
be defined as in the proof of Proposition 5.3. Let Qn(j) be the quotient module of Pn that
only has filtration factors in Add M̂(λ− jL∗0).
Claim 6.1. Suppose i  n− 1. Let T[i] be the multiplicative subset of S(h) generated by
all polynomials of the form (λ˜− jL∗0)(A(k)) where i  j  n− 1 and 1 k  n− j. Then
Pn(i)⊗S(h) T −1[i] S(h)=
n⊕
j=i
(
p(n−j)⊕
m=1
M̂
(
λ− jL∗0
))⊗S(h) T −1[i] S(h).
Proof. The proof is by induction on i using the short exact sequences
[Ei−1] := 0 →Qn(i − 1)→ Pn(i − 1)→ Pn(i)→ 0
and the fact that Qn(j)∼=⊕p(n−j)m=1 M̂(λ− jL∗0). ✷
Let W be the subset generated by {λ˜(α) | α divides A(i) for some i, 1  i  n}. An
inductive argument shows that
Ext1C
(
Pn(n), M̂(λ)
)⊗S(h) W−1S(h)= 0.
Therefore, tensoring (13) with W−1S(h) yields the isomorphism
HomC
(
Pn, M̂(λ)
)⊗S(h) W−1S(h)∼= HomC
(
p(n)⊕
j=1
M̂(λ), M̂(λ)
)
⊗S(h) W−1S(h).
It follows that
detMnSλ = C ·
n∏
i=1
( ∏
α:α|A(i)
λ˜(α)aα
)
for some C ∈ C and aα ∈ Z. It suffices to determine aα for the irreducible factors α of
A(i) for each i, 1  i  n. Let 〈λ˜(α)〉 be the prime ideal of S(h) generated by λ˜(α)
where α is an irreducible factor of A(i). Note that by Proposition 3.1, λ˜(A(l)) /∈ 〈λ˜(α)〉
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1 k  n, 1 j  n− 1.
Let R′ = (S(h)\〈λ˜(α)〉)−1S(h). Tensoring (13) with R′ and applying Claim 6.1 yields
the short exact sequence
0 → HomC
(
Pn(0), M̂(λ)
)⊗S(h) R′ f⊗Id−−−−→ HomC
(
p(n)⊕
j=1
M̂(λ), M̂(λ)
)
⊗S(h) R′
→ Ext1C
(
p(n−i)⊕
m=1
M̂
(
λ− iL∗0
)
, M̂(λ)
)
⊗S(h) R′ → 0.
From Theorem 1.1 we then have the short exact sequence
0 → HomC
(
Pn(0), M̂(λ)
)⊗S(h) R′ f⊗Id−−−−→ HomC
(
p(n)⊕
j=1
M̂(λ), M̂(λ)
)
⊗S(h) R′
→
p(n−i)⊕
m=1
S(h)
λ˜(α)S(h)
⊗S(h) R′ → 0, (17)
where det(f ⊗ Id)=D · λ˜(α)aα and D is a unit in R′.
But (17) is a free resolution of the R′-module
p(n−i)⊕
m=1
S(h)
λ˜(α)S(h)
⊗S(h) R′,
so by the uniqueness of minimal free resolutions of a module M over a local ring [7,
Chapter 19],
D · λ˜(α)aα = det(f ⊗ Id)=D · λ˜(α)p(n−i).
The corollary follows immediately. ✷
Another interesting result is the following corollary.
Corollary 6.2. The matrix (MnSλ)
−1 has only simple poles.
Proof. Let the notations be as above.
Claim 6.2. For all i, 1 i  n,
∏n
j=i λ˜(A(j)) annihilates Ext1 (P n(i), M̂(λ)).C
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Ext1C
(
M̂
(
λ− nL∗0
)
, M̂(λ)
)∼= S(h)
λ˜(A(n))S(h)
as a right S(h)-module. Clearly, if [v] ∈ Ext1C(M̂(λ− nL∗0), M̂(λ)), then [v] · λ˜(A(n))≡ 0
mod S(h).
Now suppose that
∏n
j=i+1 λ˜(A(j)) annihilates Ext1C(P
n(i + 1), M̂(λ)). We have the
long exact sequence
0 → Ext1C
(
Pn(i + 1), M̂(λ))→ Ext1C(Pn(i), M̂(λ))→ Ext1C(Qn(i), M̂(λ))→ ·· · ,
where Qn(i)∼=⊕p(n−i)m=1 M̂(λ− iL∗0) is defined as in the proof of Corollary 6.1. Clearly,
λ˜(A(i)) annihilates Ext1C(Q
n(i), M̂(λ)). Since
∏n
j=i+1 λ˜(A(j)) annihilates Ext1C(P
n(i + 1),
M̂(λ)), then (
n∏
j=i+1
λ˜
(
A(j)
))(
λ˜
(
A(i)
))
must annihilate Ext1C(P
n(i), M̂(λ)). ✷
From (13) it follows that for T :=∏nj=1 λ˜(A(j)),
HomC
(
p(n)⊕
j=1
M̂(λ), M̂(λ)
)
· T ⊆ f (HomC(Pn(0), M̂(λ))).
Let {x1, . . . , xp(n)} be an S(h)-basis for HomC(
⊕p(n)
j=1 M̂(λ), M̂(λ)) and {y1, . . . , yp(n)}
be an S(h) basis for HomC(P n(0), M̂(λ)). Note that for xi ∈ HomC(
⊕p(n)
j=1 M̂(λ), M̂(λ)),
xi · T =MnSλ ·
∑
i yiβi for some βi ∈ S(h). Considering the matrix (MnSλ)−1 which has
entries in the quotient field K(h), (MnSλ)
−1 · xi · T = ∑i yiβi . But this implies that
each entry in (MnSλ)
−1 has a denominator which divides T . Since the individual factors
λ˜(φˆk,l(L0, z)) do not divide each other, then the multiplicity of each λ˜(φˆk,l(L0, z)) in T is
one. Therefore, (MnSλ)
−1 has only simple poles. ✷
For semisimple complex Lie algebras, an analogous result on simple poles of the Shapo-
valov form is proved by Ostapenko [15]. Dyer has proved that in a wide variety of repre-
sentation categories associated to combinatorial data (such as “shellable subspace arrange-
ments”) the matrix S of the Shapovalov form factors as S = U1D1U2D2 · · ·UnDnUn+1
where the Ui are invertible and Di = diag(Pi, . . . ,Pi,1, . . . ,1), where P1, . . . ,Pn are the
suitably ordered distinct irreducible factors of det(S). A consequence is that S−1 has only
simple poles. Existence of such a factorization for Mn is an interesting open question.Sλ
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