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Abstract
This paper is a sequel to “Normal forms, stability and splitting of invariant mani-
folds I. Gevrey Hamiltonians”, in which we gave a new construction of resonant normal
forms with an exponentially small remainder for near-integrable Gevrey Hamiltonians at
a quasi-periodic frequency, using a method of periodic approximations. In this second
part we focus on finitely differentiable Hamiltonians, and we derive normal forms with
a polynomially small remainder. As applications, we obtain a polynomially large upper
bound on the stability time for the evolution of the action variables and a polynomially
small upper bound on the splitting of invariant manifolds for hyperbolic tori.
1 Introduction and main results
1. Let us briefly recall the setting considered in the first part of this work [Bou12a]. Let
n ≥ 2 be an integer, Tn = Rn/Zn and BR be the closed ball in Rn, centered at the origin, of
radius R > 0 with respect to the supremum norm. For ε ≥ 0, we consider an ε-perturbation
of an integrable Hamiltonian h in angle-action coordinates, that is a Hamiltonian of the form{
H(θ, I) = h(I) + f(θ, I)
|f | ≤ ε << 1
where (θ, I) ∈ DR = Tn×BR and f is a small perturbation in some suitable topology defined
by a norm | . |. The phase space DR is equipped with the symplectic structure induced by the
canonical symplectic structure on Tn × Rn = T ∗Tn.
For ε = 0, the action variables are integrals of motion and the phase space is then trivially
foliated into invariant tori {I = I0}, I0 ∈ BR, on which the flow is linear with frequency
∇h(I0). Let us focus on the invariant torus T0 = {I = 0}. The qualitative and quantitative
properties of this invariant torus are then determined by the Diophantine properties of its
frequency vector ω = ∇h(0) ∈ Rn. Let us say that a vector subspace of Rn is rational if it
has a basis of vectors with rational (or equivalently, integer) components, and we let F = Fω
be the smallest rational subspace of Rn containing ω. If F = Rn, the vector ω is said to
be non-resonant and the dynamics on the invariant torus T0 is then minimal and uniquely
ergodic. If F is a proper subspace of Rn of dimension d, the vector ω is said to be resonant and
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d (respectively m = n−d) is the number of effective frequencies (respectively the multiplicity
of the resonance): the invariant torus T0 is then foliated into invariant d-dimensional tori
on which the dynamics is again minimal and uniquely ergodic. We will always assume that
1 ≤ d ≤ n, as the case d = 0 is trivial since it corresponds to the zero vector and hence to
an invariant torus which consists uniquely of equilibrium solutions. The special case d = 1
will play a very important role in our approach: in this case, writing ω = v to distinguish it
from the general case, F = Fv is just the real line generated by v so there exists t > 0 such
that tv ∈ Zn \ {0}. Letting T > 0 be the infimum of the set of such t, the vector v will be
called T -periodic, and it is easy to see that the orbits of the linear flow with frequency v are
all periodic with minimal period T .
Now, for a general vector ω ∈ Rn \ {0}, one can associate a constant Qω > 0 and a
real-valued function Ψω defined for all real numbers Q ≥ Qω, which is non-decreasing and
unbounded, by
Ψω(Q) = max
{|k · ω|−1 | k ∈ Zn ∩ F, 0 < |k| ≤ Q} (1)
where · denotes the Euclidean scalar product and | . | is the supremum norm for vectors. By
definition, we have
|k · ω| ≥ 1
Ψω(Q)
, k ∈ Zn ∩ F, 0 < |k| ≤ Q.
Special classes of vectors are obtained by prescribing the growth of this function. An im-
portant class are the so-called Diophantine vectors: a vector ω is called Diophantine if there
exist constants γ > 0 and τ ≥ d − 1 such that Ψω(Q) ≤ γ−1Qτ . We denote by Ωd(γ, τ) the
set of such vectors. For d = 1, recall that ω = v is T -periodic and it is easy to check that
Ψv(Q) ≤ T and therefore any T -periodic vector belongs to Ω1(T−1, 0).
2. For ε > 0, the dynamics of the perturbed system can be extremely complicated. Our aim
here is to give some information on this dynamics in a neighbourhood of the unperturbed
invariant torus T0.
For an analytic Hamiltonian system, it is well-known that if the frequency vector is Dio-
phantine, the system can be analytically conjugated to a simpler system where the perturba-
tion has been split into two parts: a resonant part, which captures the important features of
the system and whose size is still comparable to ε, and a non-resonant part, whose size can
be made exponentially small with respect to ε−a, where the exponent a > 0 depends only on
the Diophantine exponent τ . The result can also be extended to an arbitrary vector ω ∈ Rn,
in which case the non-resonant part is exponentially small with respect to some function of
ε−1, this function depending only on Ψω. Such simpler systems are usually called resonant
formal forms with a small remainder, and, among other things, they are very important in
trying to obtain stability estimates for the evolution of the action variables and “splitting”
estimates when the unperturbed invariant torus becomes “hyperbolic” for ε > 0.
In the first part of this work, we extend these results, which were valid for analytic
Hamiltonians, to the broader class of Gevrey Hamiltonians, and for an arbitrary frequency
vector ω. To do this, following [BN12] and [BF12], we introduced a method of periodic
approximations that reduced the general case 1 ≤ d ≤ n to the periodic case d = 1.
Our aim in this second part is to treat finitely differentiable Hamiltonians. Of course,
the exponential smallness of the remainder in the normal form we obtained in the analytic
or in the Gevrey case will be replaced by a polynomial smallness. The method we will use
in this second part is, in spirit, analogous to the one we used in the first part. However, the
technical details are different so we need to give a complete proof, and, moreover, the method
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we used in the first part has to be modified in order to reach a precise polynomial estimate
on the remainder in the normal form in terms of the regularity of the system. We will also
give applications to stability and splitting estimates, but this will be completely analogous to
the first part so we will omit the details.
3. Let us now state precisely our results, starting with the regularity assumption.
Let k ≥ 2 be an integer, and let us denote by Ck(DR) the Banach space of functions on
DR of class Ck, with the norm
|f |Ck(DR) = maxl∈N2n,|l|≤k |∂
lf |C0(DR), f ∈ Ck(DR).
Now given an integer p ≥ 1, let us denote by Ck(DR,Rp) the Banach space of functions from
DR to Rp of class Ck, with the norm
|F |Ck(DR,Rp) = max1≤i≤p |fi|Ck(DR), F = (f1, . . . , fp) ∈ C
k(DR,Rp).
For simplicity, we shall simply write | . |k = | . |Ck(DR) and | . |k = | . |Ck(DR,Rp).
We first consider a Hamiltonian H ∈ Ck(DR) of the form{
H(θ, I) = lω(I) + f(θ, I), (θ, I) ∈ DR,
|f |k ≤ ε, k ≥ 2.
(C1)
We denote by { . , . } the Poisson bracket associated to the symplectic structure on DR. For
any vector w ∈ Rn, let Xtw be the Hamiltonian flow of the linear integrable Hamiltonian
lw(I) = w · I, and given any g ∈ C1(DR), we define
[g]w = lim
s→+∞
1
s
∫ s
0
g ◦Xtwdt. (2)
Note that {g, lw} = 0 if and only if g ◦Xtw = g if and only if g = [g]w.
Recall that the function Ψω has been defined in (1), then we define the functions
∆ω(Q) = QΨω(Q), Q ≥ Qω, ∆∗ω(x) = sup{Q ≥ Qω | ∆ω(Q) ≤ x}, x ≥ ∆ω(Qω).
Our first result is the following.
Theorem 1.1. Let H be as in (C1), and κ ∈ N such that 0 ≤ κ ≤ k− 1. There exist positive
constants c, c1, c2, c3 and c4 that depend only on n,R, ω, k and κ such that if
∆∗ω(cε
−1) ≥ c1, (3)
then there exists a symplectic map Φκ ∈ Ck−κ(DR/2,DR) such that
H ◦ Φκ = lω + [f ]ω + gκ + fκ, {gκ, lω} = 0
with the estimates
|Φκ − Id|k−κ ≤ c2∆∗ω(cε−1)−1 (4)
and
|gκ|k−κ+1 ≤ c3ε∆∗ω(cε−1)−1, |fκ|k−κ ≤ c4ε(∆∗ω(cε−1))−κ. (5)
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For any 0 ≤ κ ≤ k − 1, the above theorem states the existence of a symplectic conjugacy
of class Ck−κ, close to identity, between the original Hamiltonian and a Hamiltonian which
is the sum of the integrable part, the average of the perturbation whose size is of order ε, a
resonant part which by definition Poisson commutes with the integrable part and whose size
is of order ε(∆∗ω(cε
−1))−1, and a general part whose size is now of order ∆∗ω(cε
−1)−κ. The
first terms of this Hamiltonian, namely lω+[f ]ω+g, is what is called a resonant normal form,
and the last term f˜ is a “small” remainder.
For κ = 0, the statement is trivial, and for κ ≥ 1, the statement follows by applying
κ times an averaging procedure. The crucial point is that, using our method of periodic
approximations, this averaging procedure will be further decomposed into d “elementary”
periodic averaging. The outcome is that the loss of differentiability is in some sense minimal,
after κ steps, we only loose κ derivatives independently of the vector ω and the number
of effective frequencies d (using a classical averaging procedure, this loss of differentiability
would strongly depend on ω and d).
Now in the Diophantine case, the estimates of Theorem 1.1 can be made more explicit.
Indeed, we have the upper bound Ψω(Q) ≤ γ−1Qτ which gives the lower bound ∆∗ω(cε−1) ≥
(cγε−1)
1
1+τ . The following corollary is then immediate.
Corollary 1.2. Let H be as in (C1), with ω ∈ Ωd(γ, τ) and κ ∈ N such that 0 ≤ κ ≤ k − 1.
There exist positive constants c, c1, c2, c3 and c4 that depend only on n,R, ω, τ, k and κ such
that if
ε ≤ cc−(1+τ)1 γ,
then there exists a symplectic map Φκ ∈ Ck−κ(DR/2,DR) such that
H ◦ Φκ = lω + [f ]ω + gκ + fκ, {gκ, lω} = 0
with the estimates
|Φκ − Id|k−κ ≤ c2(c−1γ−1ε)
1
1+τ
and
|gκ|k−κ+1 ≤ c3ε(c−1γ−1ε)
1
1+τ , |fκ|k−κ ≤ c4ε(c−1γ−1ε)
κ
1+τ .
4. We can also consider a perturbation of non-linear integrable Hamiltonian, that is a
Hamiltonian H ∈ Ck(DR) of the form{
H(θ, I) = h(I) + f(θ, I), (θ, I) ∈ DR,
∇h(0) = ω, |h|k+2 ≤ 1, |f |k ≤ ε, k ≥ 2.
(C2)
Note that here, for reasons that will be explained below, it is more convenient to assume that
the integrable Hamiltonian is Ck+2 together with a control on its Ck+2 norm.
For a “small” parameter r > 0, we will focus on the domain Dr = Tn × Br, which is a
neighbourhood of size r of the unperturbed torus T0 = Tn × {0}.
Since we are interested in r-dependent domains in the space of action, the estimates for the
derivatives with respect to the actions will have different size than the one for the derivatives
with respect to the angles. To distinguish between them, we will split multi-integers l ∈ N2n
as l = (l1, l2) ∈ Nn ×Nn so that ∂l = ∂l1θ ∂l2I and |l| = |l1|+ |l2|. Let us denote by IdI and Idθ
the identity map in respectively the action and angle space, and for a function F with values
in Tn × Rn, we shall write F = (Fθ, FI).
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Theorem 1.3. Let H be as in (C2) and κ ∈ N such that 0 ≤ κ ≤ k− 1. There exist positive
constants c, c5, c6, c7 and c8 that depend only on n,R, ω, k and κ, such that if
√
ε ≤ r ≤ R, ∆∗ω(cr−1) ≥ c5, (6)
there exists a symplectic map Φκ ∈ Ck−κ(Dr/2,Dr), Φκ = (Φκ,θ,Φκ,I), such that
H ◦ Φκ = h+ [f ]ω + gκ + fκ, {gκ, lω} = 0.
Moreover, for l = (l1, l2) ∈ N2n, we have the estimates
|∂lgκ|C0(Dr/2) ≤ c6r2r−|l2|∆∗ω(cr−1)−1,
for |l| ≤ k − κ+ 1, and
|∂l(Φκ,I − IdI)|C0(Dr/2) ≤ c7rr−|l2|∆∗ω(cr−1)−1,
|∂l(Φκ,θ − Idθ)|C0(Dr/2) ≤ c7r−|l2|∆∗ω(cr−1)−1,
|∂lfκ|C0(Dr/2) ≤ c8r2r−|l2|∆∗ω(cr−1)−κ
for |l| ≤ k − κ.
The proof of Theorem 1.3 is an easy consequence of Theorem 1.1: by a localization
procedure, the Hamiltonian (C2) on the domain Dr is, for r ≥
√
ε, equivalent to the Hamil-
tonian (C1) on the domain D1, but with r instead of ε as the small parameter. This is
completely analogous to [Bou12a], so we will not repeat the argument.
The only minor difference is that we assumed |h|k+2 ≤ 1 so that when reducing the proof
of Theorem 1.3 to Theorem 1.1, we obtain a perturbation for which we can still control its
Ck norm. We could have assumed |h|k ≤ 1 in (C2), but then we would have had a control
only on the Ck−2 norm of the perturbation, and so the assumptions k ≥ 2 and 1 ≤ κ ≤ k− 1
in the above statement should have been replaced by k ≥ 4 and 1 ≤ κ ≤ k − 3.
Now as before, in the Diophantine case we can give a more concrete statement.
Corollary 1.4. Let H be as in (C2), with ω ∈ Ωd(γ, τ) and κ ∈ N such that 0 ≤ κ ≤ k − 1.
There exist positive constants c, c5, c6, c7 and c8 that depend only on n,R, ω, k and κ, such
that if √
ε ≤ r ≤ R, r ≤ cc−(1+τ)5 γ, (7)
there exists a symplectic map Φκ ∈ Ck−κ(Dr/2,Dr), Φ = (Φκ,θ,Φκ,I), such that
H ◦ Φκ = h+ [f ]ω + gκ + fκ, {gκ, lω} = 0.
Moreover, for l = (l1, l2) ∈ N2n, we have the estimates
|∂lgκ|C0(Dr/2) ≤ c6r2r−|l2|(c−1γ−1r)
1
1+τ
for |l| ≤ k − κ+ 1, and
|∂l(Φκ,I − IdI)|C0(Dr/2) ≤ c7rr−|l2|(c−1γ−1r)
1
1+τ ,
|∂l(Φκ,θ − Idθ)|C0(Dr/2) ≤ c7r−|l2|(c−1γ−1r)
1
1+τ ,
|∂lfκ|C0(Dr/2) ≤ c8r2r−|l2|(c−1γ−1r)
κ
1+τ
for |l| ≤ k − κ.
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5. Finally let us describe the plan of this paper. In §2, we will deduce from our main
results Theorem 1.1 and Theorem 1.3 polynomially large stability estimates for the evolution
of the action variables, which are global for perturbations of linear integrable systems and
only local for perturbations of non-linear integrable systems. In the first case, that is for
perturbations of linear integrable systems, we will show on an example that these estimates
are very accurate. We will also use Theorem 1.3 to prove a result of polynomial smallness for
the splitting of invariant manifolds of a hyperbolic tori. The proof of the main results will be
given in §3: as we already explained, it will be enough to prove Theorem 1.1, as Theorem 1.3
follows from Theorem 1.1 by a procedure we already described in details in the first part of
this work. Finally, we will gather in a appendix some technical estimates concerning finitely
differentiable functions that are used to prove our theorems.
To simplify the notations and improve the readability, when convenient we shall replace
constants depending on n,R, ω, k and κ that can, but need not be, made explicit by a ·, that
is an expression of the form u<· v means that there exist a constant c > 0, that depends on
the above set of parameters, such that u ≤ cv. Similarly, we will use the notations u ·>v and
u=· v.
2 Applications to stability and splitting estimates
In this section, we will give consequences of our normal forms Theorem 1.1 and Theorem 1.3 to
the stability of the action variables, and to the splitting of invariant manifolds of a hyperbolic
tori. These applications are completely analogous to the ones contained in [Bou12a], section
§2 and §3, therefore we shall not repeat the details of the proofs.
1. Let us start by describing the stability estimates we can obtain for a perturbation of a
linear integrable Hamiltonian as in (C1). Using Theorem 1.1, it is well-known that the action
variables of the transformed Hamiltonian H ◦ Φκ have only small variations in the direction
given by the subspace F = Fω during an interval of time which is as large as the inverse of the
size of the remainder: this follows from the Hamiltonian form of the equations, and the fact
that the Hamiltonians [f ]ω and g Poisson commutes with the integrable part lω. Moreover,
using the fact that Φκ is symplectic and close to identity, the same property remains true for
the Hamiltonian H.
Now the larger we take κ, the smaller is the size of the remainder and hence the longer is
the stability time. The statement of Theorem 1.1 allows us to take κ as large as k−1, however,
with this value of κ the transformed Hamiltonian would be only C1 and the existence of its
Hamiltonian flow would become an issue. So we can only apply Theorem 1.1 with κ = k− 2,
and this yields the following result.
Theorem 2.1. Under the notations and assumptions of Theorem 1.1, let (θ(t), I(t)) be a
solution of the Hamiltonian system defined by H, with (θ0, I0) ∈ DR/4 and let T0 be the
smallest t ∈]0,+∞] such that (θ(t), I(t)) /∈ DR/4. Then we have the estimates
|ΠF (I(t)− I0)| ≤ δ, |t|<· min
{
T0, δε
−1∆∗ω(·ε−1)k−2
}
for any (∆∗ω(·ε−1))−1<· δ <· 1. Moreover, if F = Rn, then
|I(t)− I0| ≤ δ, |t|<· δε−1∆∗ω(·ε−1)k−2.
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Corollary 2.2. Under the notations and assumptions of Corollary 1.2, let (θ(t), I(t)) be a
solution of the Hamiltonian system defined by H, with (θ0, I0) ∈ DR/4 and let T0 be the
smallest t ∈]0,+∞] such that (θ(t), I(t)) /∈ DR/4. Then we have the estimates
|ΠF (I(t)− I0)| ≤ δ, |t|<· min
{
T0, δε
−1(γε−1)
k−2
1+τ
}
for any (γ−1ε)
1
1+τ <· δ <· 1. Moreover, if F = Rn, then
|I(t)− I0| ≤ δ, |t|<· δε−1(γε−1)
k−2
1+τ .
Note that in the particular case where δ=· (∆∗ω(·ε−1))−1, we have
|ΠF (I(t)− I0)|<· (∆∗ω(·ε−1))−1
for
|t|<· min
{
T0, ε
−1∆∗ω(·ε−1)k−3
}
and in the Diophantine case, for δ=· (γ−1ε) 11+τ , we have
|ΠF (I(t)− I0)|<· (γ−1ε)
1
1+τ
for
|t|<· min
{
T0, ·ε−1(γε−1)
k−3
1+τ
}
.
2. Next, we will show on an example that the estimates of Theorem 2.1, and therefore the
estimate on the remainder of Theorem 1.1, are almost “essentially” optimal.
Theorem 2.3. Let ω ∈ Rn \{0}. Then there exist a sequence (εj)j∈N of positive real numbers
and a sequence (fj)j∈N of functions in C
∞(DR), with
εj <· |fj|k <· εj , lim
j→+∞
εj = 0,
such that for j ·> 1, the Hamiltonian system defined by Hj = lω + fj has solutions (θ(t), I(t))
which satisfy
|t|εj(∆∗ω(·ε−1j ))−(k−1)<· |ΠF (I(t) − I0)|<· |t|εj(∆∗ω(·ε−1j ))−(k−1).
The example is exactly the same as in the corresponding statement in [Bou12a], the only
difference being, of course, that we estimate here its Ck norm instead of its Gevrey norm.
It is easy to observe that there is a little discrepancy between Theorem 2.1 and Theo-
rem 2.3: in Theorem 2.1 we find the exponent k − 2, while in Theorem 2.3 the exponent
is k − 1. This can be explained as follows. We already know why we could not reach the
exponent k− 1 in Theorem 2.1 in general, but if the Hamiltonian is not just Ck and Ck-close
to the integrable but C∞ (in fact, Ck+1 would be enough) and Ck-close to the integrable, we
could actually reach this exponent k−1 in Theorem 2.1. Now the Hamiltonian which appears
in Theorem 2.3 is indeed smooth (it is in fact analytic) and Ck-close to integrable, and this
explains why the exponent is k − 1.
3. We also have stability estimates for a perturbation of a non-linear integrable Hamiltonian
as in (C2), but unfortunately we do not know how to construct an example to see if these
estimates are very accurate.
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Theorem 2.4. Under the notations and assumptions of Theorem 1.3, let (θ(t), I(t)) be a
solution of the Hamiltonian system defined by H, with (θ0, I0) ∈ Dr/4 and let T0 be the
smallest t ∈]0,+∞] such that (θ(t), I(t)) /∈ Dr/4. Then we have the estimates
|ΠF (I(t)− I0)| ≤ δ, |t|<· min
{
T0, δr
−2∆∗ω(·r−1)k−2
}
for any r(∆∗ω(·r−1))−1<· δ <· r. Moreover, if F = Rn, then
|I(t)− I0| ≤ δ, |t|<· δr−2∆∗ω(·r−1)k−2.
Corollary 2.5. Under the notations and assumptions of Corollary 1.4, let (θ(t), I(t)) be
a solution of the Hamiltonian system defined by H, with (θ0, I0) ∈ Dr/4 and let T0 be the
smallest t ∈]0,+∞] such that (θ(t), I(t)) /∈ Dr/4. Then we have the estimates
|ΠF (I(t)− I0)|<· δ, |t|<· min
{
T0, δr
−2(γr−1)
k−2
1+τ
}
for any r(γ−1r)
1
1+τ <· δ <· r. Moreover, if F = Rn, then
|I(t)− I0|<· δ, |t|<· δr−2(γr−1)
k−2
1+τ .
4. Finally, we address the problem of estimating the “splitting” of invariant manifolds pro-
vided a Hamiltonian system as in C2 has a suitable “hyperbolic” invariant torus of dimension
d, where 1 ≤ d ≤ n − 1, coming from the unperturbed invariant torus T0. Such a torus will
have stable and unstable manifolds which are Lagrangian, and assuming that these manifolds
intersect, our aim is to estimate their “angle” at the intersection point. Using the Lagrangian
character of the invariant manifolds, as in [LMS03] we can define a symmetric matrix of size
n, called the splitting matrix, whose eigenvalues are called splitting angles, and our main
result (Theorem 2.7 below) states that at least d splitting angles are polynomially small.
Without loss of generality, we may already assume that our frequency vector ω is of the
form ω = (̟, 0) ∈ Rd×Rm = Rn, with ̟ ∈ Rd non-resonant. Then we split our angle-action
coordinates (θ, I) ∈ DR = Tn × BR accordingly to ω = (̟, 0) ∈ Rd × Rm = Rn: we write
θ = (θ1, θ2) ∈ Td×Tm and I = (I1, I2) ∈ BdR×BmR , where BdR = BR∩Rd and BmR = BR∩Rm.
We will first consider an abstract Hamiltonian H = Hλ,µ ∈ C2(D1), depending on two
parameters λ > 0 and µ > 0, of the form

Hλ,µ(θ, I) = Hλ(θ2, I) + µF (θ, I), |F |2<· 1
Hλ(θ2, I) = Hav(θ2, I) + λR(θ2, I), |R|2<· 1
Hav(θ2, I) =
√
ε
−1
̟ · I1 +AI1 · I1 +BI2 · I2 + V (θ2), |V |2 ≤ 1.
(8)
This Hamiltonian Hλ,µ has to be considered as an arbitrary µ-perturbation of Hλ = Hλ,0, and
Hλ as a special λ-perturbation of the “averaged” systemHav (special because the perturbation
R is independent of θ1). Note that the averaged system can be further decomposed as a sum
of two Hamiltonians
Hav(θ2, I) = K(I1) + P (θ2, I2),
where K(I1) =
√
ε
−1
̟ · I1 +AI1 · I1 is a completely integrable system on Dd1 = Td ×Bd1 and
P (θ2, I2) = BI2 · I2 + V (θ2) is a mechanical system (or a “multidimensional pendulum”) on
Dm1 = Tm ×Bm1 .
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Our first assumption is the following one:
(A.1) The matrix B is positive definite (or negative definite), and the function V : Tm → R
has a non-degenerated maximum (or minimum).
Without loss of generality, we may assume that V reaches its maximum at θ2 = 0, so that
O = (0, 0) ∈ Dm1 is a hyperbolic fixed point for the Hamiltonian flow generated by P . This
in turns implies that the set T = {I1 = 0} × O is a d-dimensional torus invariant for the
averaged system, which is quasi-periodic with frequency
√
ε
−1
̟, and it is hyperbolic in the
sense that it has C1 stable and unstable manifolds
W±(T ) = {I1 = 0} ×W±(O)
where W±(O) are the stable and unstable manifolds of O, which are Lagrangian.
Now this picture is easily seen to persist if we move from Hav to Hλ. Indeed, since Hλ
is still independent of θ1, the level sets of I1 are still invariant, hence the Hamiltonian flow
generated by the restriction of Hλ to {I1 = 0} × Dm1 (considered as a flow on Dm1 ) is a λ-
perturbation (in the C1-topology) of the Hamiltonian flow generated by P : as a consequence,
it has a hyperbolic fixed point Oλ ∈ Dm1 which is λ-close to O, for λ small enough. Hence
Tλ = {I1 = 0} × Oλ is invariant under the Hamiltonian flow of Hλ, quasi-periodic with
frequency
√
ε
−1
̟ and it is hyperbolic with Lagrangian stable and unstable manifolds
W±(Tλ) = {I1 = 0} ×W±(Oλ).
Our second assumption concerns the persistence of the torus Tλ, as well as its stable and
unstable manifolds, when we move from Hλ to Hλ,µ:
(A.2) For any 0 ≤ λ<· 1 and 0 ≤ µ<·λ, the system Hλ,µ has an invariant torus Tλ,µ,
with Tλ,0 = Tλ, of frequency
√
ε
−1
̟, with C1 stable and unstable manifolds W±(Tλ,µ) which
are exact Lagrangian graphs over fixed relatively compact domains U± ⊆ Tn. Moreover,
W±(Tλ,µ) are µ-close to W±(Tλ) for the C1-topology.
Let us denote by S±λ,µ generating functions forW
±(Tλ,µ) over U±, that is if V ± = U±×B1,
then
W±(Tλ,µ) ∩ V ± = {(θ∗, I∗) ∈ V ± | I∗ = ∂θS±λ,µ(θ∗)}
where S±λ,µ : U
± → R are C2 functions. Since W±(Tλ,µ) are µ-close to W±(Tλ) for the
C1-topology, the first derivatives of the functions S±λ,µ are µ-close to the first derivatives of
S±λ = S
±
λ,0 for the C
1-topology.
Finally, our last assumption concerns the existence of orbits which are homoclinic to Tλ,µ:
(A.3) For any 0 ≤ λ<· 1 and 0 ≤ µ<·λ, the set W+(Tλ,µ)∩W−(Tλ,µ) \ Tλ,µ is non-empty.
Let γλ,µ be an orbit inW
+(Tλ,µ)∩W−(Tλ,µ)\Tλ,µ, and pλ,µ = γλ,µ(0) = (θλ,µ, Iλ,µ). Since
pλ,µ is a homoclinic point, θλ,µ ∈ U+ ∩ U− and ∂θS+λ,µ(θλ,µ) = ∂θS−λ,µ(θλ,µ). Then we can
define the splitting matrix M(Tλ,µ, pλ,µ) of Tλ,µ at the point pλ,µ, as the symmetric square
matrix of size n
M(Tλ,µ, pλ,µ) = ∂2θ (S+λ,µ − S−λ,µ)(θλ,µ).
Moreover, for 1 ≤ i ≤ n, we define the splitting angles ai(Tλ,µ, pλ,µ) as the eigenvalues of the
matrix M(Tλ,µ, pλ,µ).
Now exactly as in [LMS03] for the analytic case or [Bou12a] for the Gevrey case, we have
the following result.
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Theorem 2.6. Let Hλ,µ be as in (8), and assume that (A.1), (A.2) and (A.3) are satisfied.
Then, with the previous notations, we have the estimates
|ai(Tλ,µ, pλ,µ)|<·µ, 1 ≤ i ≤ d.
Now let us come back to a Hamiltonian system as in (C2), and we first make a simplifying
assumption on the integrable part h:
(A.4) The quadratic part of h at 0 ∈ BR can be written as(
A 0
0 B
)
where A and B are square matrix of size respectively d and m.
Under this assumption, it is easy to see that the Hamiltonian H ◦ Φk−2, given by Theo-
rem 1.3 with the value r = 2
√
ε, can be written as in (8), with
λ = (∆∗ω(·
√
ε
−1
))−1, µ = λk−2 = (∆∗ω(·
√
ε
−1
))−k+2, (9)
provided that we rescale the time by
√
ε, and provided that k ≥ 3 (we need k ≥ 3 to insure
that we have a control on the C2 norm of the Hamiltonian R in (8)). We refer to [Bou12a]
for more details.
Now as the solutions of the Hamiltonian system defined by H ◦ Φk−2 differs from those
of Hλ,µ (with λ and µ as in (9)) only by a time change, Tλ,µ is still an invariant hyperbolic
torus for H ◦ Φ, with the same stable and unstable manifolds. Coming back to our original
system, the torus Tε = Φ(Tλ,µ) is hyperbolic for H, with stable and unstable manifolds
W±(Tε) = Φ(W
±(Tλ,µ)), and for γε = Φ(γλ,µ) and pε = Φ(pλ,µ) we can define a splitting
matrix M(Tε, pε) and splitting angles ai(Tε, pε) for 1 ≤ i ≤ n.
Theorem 2.7. Let H be as in (C2), with r = 2
√
ε satisfying (6) and k ≥ 3. Assume that
(A.4) is satisfied, and that (A.1), (A.2) and (A.3) are satisfied for the Hamiltonian Hλ,µ with
λ and µ as in (9). Then, with the previous notations, we have the estimates
|ai(Tε, pε)|<·
√
ε
(
1 + (∆∗ω(·
√
ε
−1
))−1
)
(∆∗ω(·
√
ε
−1
))−k+2, 1 ≤ i ≤ d.
The proof is analogous to [Bou12a]. In the Diophantine case, we have the following obvious
corollary.
Corollary 2.8. Let H be as in (C2), with ω ∈ Ωd(γ, τ), r = 2
√
ε satisfying (7) and k ≥
3. Assume that (A.4) is satisfied, and that (A.1), (A.2) and (A.3) are satisfied for the
Hamiltonian Hλ,µ with λ and µ as in (9). Then, with the previous notations, we have the
estimates
|ai(Tε, pε)|<·
√
ε
(
1 + (·γ−2ε) 12(1+τ)
)
(·γ−2ε) k−22(1+τ) , 1 ≤ i ≤ d.
3 Proof of the main results
This section is devoted to the proof of Theorem 1.1 (recall that Theorem 1.3 follows from it
exactly as in the first part of this work). The method is in principle analogous to the one used
in [Bou12a], but the technicalities are quite different so we need to give complete details.
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1. The proof of Theorem 1.1 starts with the special case d = 1, that is when F is one-
dimensional, and κ = 1. As we already said, in this situation the vector is in fact periodic so
we shall denote it by v, and for any non-zero integer vector k ∈ F , we have the lower bound
|k ·v| ≥ T−1 and so we will have ∆∗v(ε−1) ≥ (Tε)−1 in the statement of Theorem 1.1 (or τ = 0
and γ = T−1 in the statement of Corollary 1.2) for this particular case.
Theorem 1.1 in the case d = 1 and for any 0 ≤ κ ≤ k − 1 is essentially contained in
[Bou10]. However, in order to use the statement for the general case 1 ≤ d ≤ n, we will need
a somewhat more general version.
So we introduce another parameter ν > 0 and we consider the Hamiltonian{
H(θ, I) = lv(I) + s(θ, I) + u(θ, I), (θ, I) ∈ DR,
T v ∈ Zn, |s|i ≤ ν, |u|i ≤ ε, 2 ≤ i ≤ k.
(10)
Let us define δ = (2d(k − 1))−1R. Then we have the following result.
Proposition 3.1. Let H be as in (10). Assume that
Tν <· 1, ε<· ν. (11)
Then, for R′ = R− δ, there exists a symplectic map Θ ∈ Ci−1(DR′ ,DR) such that
H ◦Θ = lv + s+ [u]v + u′
with the estimates
|Θ− Id|i−1<·Tε, |u′|i−1<· εTν.
Note that for the Hamiltonian (10), we consider lv as the unperturbed part, and s+ u as
the perturbation. Since we have assumed that ε<·µ, the size of the perturbation is of order
µ, but as we will not alter the term s, the size of the “effective” part of the perturbation is
of order ε. The implicit constants in the above statement depend only on n,R and i, but i
will eventually depend only on k and κ.
If we are only interested in the periodic case, then one may take s = 0 in (10), ε = ν
and write u = f in the statement of Proposition 3.1, and this gives exactly the statement of
Theorem 1.1 in the case κ = 1 if i = k (with Φ1 = Θ, g1 = 0 and f1 = u
′). Then Theorem 1.1
for d = 1 and any 1 ≤ κ ≤ k follows by induction (the case κ = 0 is of course trivial), but we
won’t need to prove this now as this will be proved later for an arbitrary 1 ≤ d ≤ n.
Proof of Proposition 3.1. Let us define
χ = T
∫ 1
0
(u− [u]v) ◦XtTvtdt.
The function χ is of class Ci, and obviously
|χκ|i ≤ T |u|i ≤ Tε.
Now let us denote by X the Hamiltonian vector field associated to χ, and by Xt the time-t
map of the flow generated by X. Then X is of class Ci−1, and obviously |X|i−1 ≤ |χ|i.
Moreover, by classical results on the existence of solutions of differential equations, Xt is
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well-defined and of class Ci−1, for |t| ≤ τ where τ =· (|X|i−1)−1. By (11), we may assume
that τ > 1 and that Xt sends DR′ into DR for |t| ≤ 1.
Now we can write
H ◦X1 = lv ◦X1 + (s+ u) ◦X1 (12)
and using the general equality
d
dt
(H ◦Xt) = {H,χ} ◦Xt,
we can apply Taylor’s formula with integral remainder to the right-hand side of (12), at order
two for the first term and at order one for the second term, and we get
H ◦X1 = lv + {lv , χ}+
∫ 1
0
(1− t){{lv , χ}, χ} ◦Xtdt+ s+ u+
∫ 1
0
{s+ u, χ} ◦Xtdt.
Now let us check that the equality {χ, lv} = u− [u]v holds true: we have
{χ, lv} = v · ∂θχ = T
∫ 1
0
v · ∂θ((u− [u]v) ◦XtTv)tdt =
∫ 1
0
Tv · ∂θ((u− [u]v) ◦XtTv)tdt
so using the chain rule
{χ, lv} =
∫ 1
0
d
dt
((u− [u]v) ◦XtTv)tdt
and an integration by parts
{χ, lv} = ((u− [u]v) ◦XtTv)t
∣∣1
0
−
∫ 1
0
(u− [u]v) ◦XtTvdt = u− [u]v,
where in the last equality, (u− [u]v) ◦X1Tv = u− [u]v since Tv ∈ Zn and the integral vanishes
since it is easy to check that this integral equals [u − [u]v]v = [u]v − [u]v = 0. So using the
equality {χ, lv} = u− [u]v, that can be written as {lv, χ}+ u = [u]v, we have
H ◦X1κ = lv + s+ [u]v +
∫ 1
0
(1− t){{lv , χ}, χ} ◦Xtdt+
∫ 1
0
{s + u, χκ} ◦Xtdt,
and if we set
ut = tu+ (1− t)[u]v , u′ =
∫ 1
0
{ut + s, χ} ◦Xtdt
and use again the equality {χ, lv} = u− [u]v we eventually obtain
H ◦X1 = lv + s+ [u]v + u′.
So we define Θ = X1.
Now let us check the estimates. First, by (11) we can apply Lemma A.1 to obtain
|Θ− Id|i−1<· |X|i−1<·Tε.
Then, we can estimate
|u′|i−1 ≤ |{ut + s, χ} ◦Xt|i−1
12
and using the estimate (17) from Appendix A, this gives
|u′|i−1<· |{ut + s, χ}|i−1.
Then, using the estimate (16) from Appendix A,
|u′|i−1<· (|ut|i + |s|i)|χ|i
which finally gives
|u′|i−1<· (ε+ ν)Tε<· νTε.
This proves the proposition.
2. Now we recall a result from Diophantine approximation that will be crucial to go from
the special case d = 1 to the general case 1 ≤ d ≤ n.
Proposition 3.2. Let ω ∈ Rn \ {0}. For any Q ·> 1, there exist d periodic vectors v1, . . . , vd,
of periods T1, . . . , Td, such that T1v1, . . . , Tdvd form a Z-basis of Z
n∩F and for j ∈ {1, . . . , d},
|ω − vj |<· (TjQ)−1, 1<·Tj <·Ψω(Q).
For the proof, we refer to [BF12], Proposition 2.3. The implicit constants depend only on
d and ω. Note that the proposition is trivial for d = 1, that is when Fω is one dimensional,
as ω = v is then periodic and it is sufficient to let v1 = v.
Now a consequence of the fact that the vectors T1v1, . . . , Tdvd form a Z-basis of Z
n ∩F is
contained in the following corollary. For simplicity, we shall write [ · ]v1,...,vd = [· · · [ · ]v1 · · · ]vd ,
where [ · ]w has been defined for an arbitrary vector w in (2).
Corollary 3.3. Under the assumptions of Proposition 3.2, let lω(I) = ω · I and lvj (I) = vj · I
for j ∈ {1, . . . , d}. For any g ∈ C∞(DR), we have [g]ω = [g]v1,...,vd and therefore {g, lω} = 0
if and only if {g, lvj} = 0 for any j ∈ {1, . . . , d}.
For a proof, we refer to [Bou12b], Corollary 4.2.
3. Now we can finally prove Theorem 1.1, which follows easily from the proposition below.
Proposition 3.4. Let H be as in (C1), and κ ∈ N such that 0 ≤ κ ≤ k − 1. For Q ≥ 1,
assume that
Q ·> 1, ε<·∆ω(Q)−1, (13)
then, for Rdκ = R− dκδ, there exists a symplectic map Φκ ∈ Ck−κ(DRdκ ,DR) such that
H ◦ Φκ = lω + [f ]ω + gκ + fκ, {gκ, lω} = 0
with the estimates
|Φκ − Id|k−κ<·Q−1, |gκ|k−κ+1<· εQ−1, |fκ|k−κ<· εQ−κ.
Proof of Theorem 1.1. We choose
Q = ∆∗ω(·ε−1)
with a well-chosen implicit constant so that the second part of (13) is satisfied. Proposi-
tion 3.4 with this value of Q implies Theorem 1.1, as the first part of (13) is satisfied by the
threshold (3) and Rdκ ≥ R/2 for any 0 ≤ κ ≤ k − 1.
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So it remains to prove Proposition 3.4. Note that here we have to modify the approach
taken in [Bou12a]. Indeed, if we follow [Bou12a], Proposition 3.1 would be needed for an
arbitrary 0 ≤ κ ≤ k−1 (that is, we would need Proposition 3.4 in the special case where d = 1),
and then Proposition 3.4 for a given 0 ≤ κ ≤ k−1 would be obtained from Proposition 3.1 for
the corresponding κ, by an induction on 1 ≤ j ≤ d, noticing that the case j = 1 corresponds
to Proposition 3.1 and that we are interested in the case j = d. This works, but the estimates
in Proposition 3.4 are worse as the loss of differentiability depends on d: instead of loosing
κ derivatives, we would loose dκ derivatives, that is the estimates would apply to the Ck−dκ
norms instead of the Ck−κ norms.
To overcome this, we will have to make a double induction. We will prove Proposition 3.4
by induction on 0 ≤ κ ≤ k − 1, starting with the fact that the statement is trivial for κ = 0.
Then, to prove the inductive step, that is to go from κ to κ + 1, we will make an induction
on 1 ≤ j ≤ d and use the statement of Proposition 3.1 (which is Proposition 3.4 for d = 1 but
only κ = 1). This leads to a slightly more complicated proof, but eventually leads to better
estimates.
Proof of Proposition 3.4. The proof goes by induction on 0 ≤ κ ≤ k − 1. For κ = 0, the
statement is obviously true if we let Φ0 be the identity, g0 = 0 and f0 = f − [f ]ω. So now we
assume that the statement holds true for some 0 ≤ κ ≤ k − 2, and we need to show that it
remains true for κ+ 1.
By the induction hypothesis, there exists a symplectic map Φκ ∈ Ck−κ(DRdκ ,DR) such
that
Hκ = H ◦ Φκ = lω + [f ]ω + gκ + fκ, {gκ, lω} = 0
with the estimates
|Φκ − Id|k−κ<·Q−1, |gκ|k−κ+1<· εQ−1, |fκ|k−κ<· εQ−κ.
Since Q ·> 1 by the first part of (13), we can apply Proposition 3.2: there exist d periodic
vectors v1, . . . , vd, of periods T1, . . . , Td, such that T1v1, . . . , Tdvd form a Z-basis of Z
n∩F and
for j ∈ {1, . . . , d},
|ω − vj|<· (TjQ)−1, 1<·Tj <·Ψω(Q).
We claim that for all 1 ≤ j ≤ d, there exists a symplectic map Φj ∈ Ck−κ−1(DRdκ−jδ,DRdκ)
such that
Hκ ◦ Φj = lω + [f ]ω + gκ + [fκ]v1,...,vj + f jκ
with the estimates
|Φj − Id|k−κ−1<·Q−1, |f jκ|k−κ−1<· εQ−κ−1.
Assuming this claim, we let Φκ+1 = Φκ ◦ Φd so that
H ◦ Φκ+1 = lω + [f ]ω + gκ+1 + fκ+1
with gκ+1 = gκ + [fκ]v1,...,vd and fκ+1 = f
d
κ . Then, as Rdκ − dδ = Rd(κ+1), we have Φκ+1 ∈
Ck−κ−1(DRd(κ+1) ,DR), and we can estimate
|Φκ+1 − Id|k−κ−1 ≤ |Φκ ◦ Φd − Φd|k−κ−1 + |Φd − Id|k−κ−1
and as
|Φκ ◦ Φd − Φd|k−κ−1<· |Φκ − Id|k−κ−1
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by the estimate (17) from Appendix A, we obtain
|Φκ+1 − Id|k−κ−1<· |Φκ − Id|k−κ−1 + |Φd − Id|k−κ−1<·Q−1.
Moreover, from Corollary 3.3, [fκ]v1,...,vd = [fκ]ω and therefore {gκ+1, lω} = {gκ, lω} +
{[fκ]ω, lω} = 0. Concerning the estimates for gκ+1, we have to distinguish whether 1 ≤
κ ≤ k − 1 or κ = 0. In the first case, we have
|gκ+1|k−κ<· |gκ|k−κ + |[fκ]ω|k−κ<· (εQ−1 + εQ−κ)<· εQ−1
while in the second case, g1 = 0, so that the above estimate is also true. To see that g1 = 0,
recall that g1 = g0 + [f0]ω, but on the one hand, g0 = 0, and the other hand, f0 = f − [f ]ω
hence [f0]ω = 0 and so g1 = 0. Therefore the statement remains true for κ+ 1, provided the
claim holds true.
So to conclude the proof of the proposition, we need to prove the claim and we will proceed
by induction on 1 ≤ j ≤ d. First, for j ∈ {1, . . . , d}, let us define
s˜j = lω − lvj , νj =· (TjQ)−1
with a suitable implicit constant so that |s˜j|α,L ≤ νj. Note that lω = lvj + s˜j, and that
Tjνj =·Q−1. Observe that (13) implies (11) for any 1 ≤ j ≤ d: indeed, Q ·> 1 implies
Tjνj =·Q−1<· 1, whereas
ε<·∆ω(Q)−1=· (QΨω(Q))−1<· (TjQ)−1=· νj.
For j = 1, the statement follows from Proposition 3.1. Indeed, we can write
Hκ = lv1 + s1 + fκ, s1 = s˜1 + [f ]ω + gκ
and since Q ·> 1 and ε<· ν1 we have the estimate
|s1|k−κ<· (ν1 + ε+ εQ−1)<· ν1.
Recall that |fκ|k−κ<· εQ−κ, and as T1ν1<· 1 and εQ−κ ≤ ε<· ν1, we can therefore apply
Proposition 3.1 to the Hamiltonian Hκ, defined and of class C
k−κ on DRdκ , with i = k − κ,
v = v1, s = s1 and u = fκ, and we find a symplectic map Θ1 ∈ Ck−κ−1(DRdκ−δ,DRdκ) such
that
Hκ ◦Θ1 = lv1 + s1 + [fκ]v1 + f ′κ
with the estimates
|Θ1 − Id|k−κ−1<·T1ε<·T1ν1 ·=Q−1
and
|f ′κ|k−κ−1<· εQ−κT1ν1 ·= εQ−κQ−1 = εQ−κ−1.
So we define
Φ1 = Θ1, f
1
κ = f
′
κ
to obtain
Hκ ◦Φ1 = lv1 + s˜1 + [f ]ω + gκ + [fκ]v1 + f1κ = lω + [f ]ω + gκ + [fκ]v1 + f1κ .
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Hence the statement for j = 1 is true.
So now assume the statement holds true for some 1 ≤ j ≤ d − 1, and let us prove
it is true for j + 1. By the inductive assumption, there exists a symplectic map Φj ∈
Ck−κ−1(DRdκ−jδ,DRdκ) such that
Hκ ◦ Φj = lω + [f ]ω + gκ + [fκ]v1,...,vj + f jκ
with the estimates
|Φj − Id|k−κ−1<·Q−1, |f jκ|k−κ−1<· εQ−κ−1.
We can write
Hκ ◦ Φj − f jκ = lω + [f ]ω + gκ + [fκ]v1,...,vj
= lvj+1 + s˜j+1 + [f ]ω + gκ + [fκ]v1,...,vj
= lvj+1 + sj+1 + [fκ]v1,...,vj
where sj = s˜j + [f ]ω + gκ. The point is that even though both Hκ ◦ Φj and f jκ are
of class Ck−κ−1, their difference is of class Ck−κ, as one easily sees from the expressions
above. So exactly as for j = 1, we can check that Proposition 3.1 can be applied to the
Hamiltonian Hκ ◦ Φj − f jκ, defined and of class Ck−κ on DRdκ−jδ, still with i = k − κ
but this time with v = vj+1, s = sj+1 and u = [fκ]v1,...,vj , and we find a symplectic map
Θj+1 ∈ Ck−κ−1(DRdκ−(j+1)δ,DRdκ−jδ) such that
(Hκ ◦ Φj − f jκ) ◦Θj+1 = lvj+1 + sj+1 + [fκ]v1,...,vj+1 + [fκ]′v1,...,vj
with the estimates
|Θj+1 − Id|k−κ−1<·Tj+1ε<·Tj+1νj+1 ·=Q−1
and
|[fκ]′v1,...,vj |k−κ−1<· εQ−κTj+1νj+1 ·= εQ−κQ−1 = εQ−κ−1.
So we define
Φj+1 = Φj ◦Θj+1, f j+1κ = [fκ]′v1,...,vj + f jκ ◦Φj+1
to obtain
Hκ ◦ Φj+1 = lω + [f ]ω + gκ + [fκ]v1,...,vj+1 + f j+1κ .
We have Φj+1 ∈ Ck−κ−1(DRdκ−(j+1)δ,DRdκ), and exactly as for Φκ+1, using the estimate (17)
from Appendix A, we obtain
|Φj+1 − Id|k−κ−1<· |Φj − Id|k−κ−1 + |Θj+1 − Id|k−κ−1<·Q−1
and also
|f j+1κ |k−κ−1<· |[fκ]′v1,...,vj |k−κ−1 + |f jκ|k−κ−1<· εQ−κ−1.
So this completes the induction on 1 ≤ j ≤ d, which itself completes the induction on
0 ≤ κ ≤ k − 1, and therefore this ends the proof of the proposition.
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A Technical estimates
Let us begin by recalling some elementary estimates. First if f ∈ Ck(DR), then for |l| ≤ j,
∂lf ∈ Ck−j(DR) and obviously
|∂lf |k−j ≤ |f |k. (14)
In particular, this implies that if f ∈ Ck(DR), then its Hamiltonian vector field Xf is of class
Ck−1 and
|Xf |k−1 ≤ |f |k.
Then, given two functions f, g ∈ Ck(DR), the product fg belongs to Ck(DR) and by the
Leibniz formula
|fg|k <· |f |k|g|k. (15)
By (14) and (15), the Poisson Bracket {f, g} belongs to Ck−1(DR) and
|{f, g}|k−1<· |f |k|g|k. (16)
The above implicit constants depend only on n and k.
We shall also use many times estimates which follows from the formula of Faa` di Bruno
(see [AR67] for example), which gives bounds of the form
|F ◦G|k <· |F |k|G|kk (17)
where F,G are vector-valued functions F ∈ Ck(DR2 ,DR3) and G ∈ Ck(DR1 ,DR2), for some
positive numbers R1, R2 and R3. This formula also gives the following estimate
|F ◦G|k <· |F |1|G|kk + |F |k|G|kk−1 (18)
that we will use below.
Now if f ∈ Ck(DR), k ≥ 2, the Hamiltonian vector field Xf is of class Ck−1 and so is the
time-t map Xtf of the vector field Xf , when it exists. For a given 0 < δ < 1, assuming that
|Xf |k−1 is small enough with respect to δ and R, it follows from general results on ordinary
differential equations that for |t| ≤ 1,
Xtf : DR−δ −→ DR
is a well-defined Ck−1-embedding.
We will need to prove that the Ck−1 norm of the distance of X1f to the identity is bounded
(up to constants depending on k and on the domain) by the Ck−1 norm of the vector field
Xf (which itself is bounded by the C
k norm of f). Let us state this as a lemma, the proof of
which is a simple adaptation of Lemma 3.15 in [DH09].
17
Lemma A.1. Let f ∈ Ck(DR), 0 < δ < 1, and assume that
|Xf |k−1<· 1. (19)
Then, with the previous notations, we have
|X1f − Id|k−1<· |Xf |k−1.
Note that the implicit constant depends on k, R and δ, and that we will use this statement
for a value of δ depending only on d, R and k.
Proof. We have the relation
Xtf = Id +
∫ t
0
Xf ◦Xsfds, (20)
hence by the estimate (17), is is enough to prove that for any 0 ≤ s ≤ 1, we have
|Xsf |k−1<· 1. (21)
Let j = k − 1, and for 1 ≤ i ≤ j, let us write
ai = sup
0≤s≤1
|Xsf |i, bi = |Xf |i.
Using (20) and the estimate (18), we easily obtain
a1<· (1 + b1a1)
and
ai<· (1 + b1ai + biaii−1).
Now using (19), bi<· 1 for 1 ≤ i ≤ j, therefore by induction we have ai<· 1 for 1 ≤ i ≤ j, and
aj <· 1 implies (21).
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