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MARGULIS NUMBERS AND NUMBER FIELDS
PETER B. SHALEN
Abstract. It is shown that, up to isometry, all but finitely many closed, orientable hy-
perbolic 3-manifolds with a given trace field K admit 0.34 as a Margulis number. This is
deduced from a more technical result giving a condition under which max(d(P, x ·P ), d(P, y ·
P )) ≥ 0.34 for every P ∈ H3, where x and y lie in PSL2(E) for some number field E,
generate a discrete torsion-free group of PSL2(C) and do not commute. Specifically, this is
always the case if there is a valuation v of E such that (1) the residue field kv = ov/mv of
v has sufficiently large characteristic, (2) x ∈ PSL2(ov), and (3) the image of x under the
natural homomorphism PSL2(ov)→ PSL2(kv) has order 7.
1. Introduction
This paper will illustrate a surprising interaction between the quantitative geometry of hy-
perbolic 3-manifolds and their number-theoretical properties. Before stating the main results
I will give some conventions and a little background.
Definitions 1.1. I will denote by d the hyperbolic distance on Hn. If P is a point of Hn
and x is a hyperbolic isometry, then dP (x) will denote d(P, x · P ).
Let M be a closed, orientable hyperbolic n-manifold. We may write M = Hn/Γ where
Γ ≤ Isom+(Hn) is discrete, cocompact and torsion-free. The group Γ is uniquely determined
by M up to conjugacy in Isom+(Hn). We define a Margulis number for M , or for Γ, to be a
positive real number µ with the following property:
1.1.1. If P is a point of Hn, and if x and y are elements of Γ such that max(dP (x), dP (y)) <
µ, then x and y commute.
The Margulis Lemma [4, Chapter D] implies that for every n ≥ 2 there is a positive constant
which is a Margulis number for every closed, orientable hyperbolic n-manifold. The largest
such number, µ+(n), is called the Margulis constant for closed, orientable hyperbolic n-
manifolds.
Margulis numbers play a central role in the geometry of hyperbolic manifolds. If µ is a
Margulis number forM then the points ofM where the injectivity radius is less than µ/2 form
a disjoint union of “tubes” about closed geodesics whose geometric structure can be precisely
described. Topologically they are open (n − 1)-ball bundles over S1. This observation and
the Margulis Lemma can be used to show, for example, that for every V > 0 there is a finite
collection of compact orientable 3-manifolds M1, . . . ,MN , whose boundary components are
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tori, such that every closed, orientable hyperbolic 3-manifold of volume at most V can be
obtained by a Dehn filling of one of the Mi.
Meyerhoff showed in [22] that µ+(3) > 0.104. Marc Culler has informed me that according to
strong numerical evidence, 0.616 fails to be a Margulis number for the hyperbolic 3-manifold
m027(-4,1), and hence µ+(3) < 0.616.
The main result of [30] asserts that up to isometry, all but at most finitely many orientable
hyperbolic 3-manifolds admit 0.29 as a Margulis number.
The motivating result of this paper, Theorem A below, asserts that results of the type proved
in [30] can be considerably strengthened if one imposes a number-theoretical restriction on
a hyperbolic 3-manifold by specifying its trace field, of which I will now recall the definition.
1.2. If Γ is a cocompact discrete subgroup of SL2(C), and if Γ˜ denotes the preimage of Γ
under the quotient homomorphism SL2(C) → PSL2(C), it follows from [20, Theorem 3.1.2]
that the traces of the elements of Γ˜ generate a finite extension of Q, called the trace field of
Γ. It is also referred to as the trace field of the hyperbolic 3-manifold M = H3.
Theorem A. Let K be a number field. Then up to isometry, among the closed, orientable
hyperbolic 3-manifolds that have trace field K, all but (at most) finitely many admit 0.34 as
a Margulis number.
This will be proved in the body of the paper as Theorem 15.3.
The proof of Theorem A will depend on a more technical result, which I state below as
Theorem B. Before giving the statement it will be convenient to make a few more definitions
that are used throughout the paper.
1.3. If K is a field, I will denote by ΠK the quotient homomorphism GL2(K)→ PGL2(K),
which by restriction maps SL2(K) to PSL2(K). For a matrix A in GL2(K), I will write
[A] = ΠK(A).
1.4. If ζ : R → S is a homomorphism of commutative rings, I will denote by hζ the group
homomorphism from GL2(R) to GL2(S) defined by(
a b
c d
)
7→
(
ζ(a) ζ(b)
ζ(c) ζ(d)
)
.
I will denote by hζ : PGL2(R)→ PGL2(S) the group homomorphism defined by hζ ◦ ΠR =
ΠS ◦ hζ .
If v is a valuation of a field K, I will denote by ov the corresponding valuation ring. (A
general reference for valuations is [26, Chapter II].) The unique maximal ideal of ov will be
denoted mv. The residue field of v, defined to be the field ov/mv, will be denoted kv. I will
denote the quotient homomorphism ov → kv by ζv. I will set hv = hζv : GL2(ov)→ GL2(kv)
and hv = hζv : PGL2(ov)→ PGL2(kv). (In particular, hv(γ) is defined when x ∈ PSL2(ov) ≤
PGL2(ov). This special case will play an important role in the paper.)
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Theorem B. There exists a natural number N with the following property. Let Γ be any
cocompact, discrete, torsion-free subgroup of PSL2(C). Suppose that Γ ≤ PSL2(E), where E
is a number field. Let v be a valuation of E. Let x and y be non-commuting elements of Γ.
Suppose that either
(i) x does not lie in a PGL2(E)-conjugate of PSL2(ov), or
(ii) x ∈ PSL2(ov), the characteristic of kv is greater than N , and hv(x) has order 7 in
PSL2(kv).
Then for every point P ∈ H3 we have
max(dP (x), dP (y)) > 0.34.
This will be proved in the body of the paper as Theorem 11.2.
Like Theorem A, Theorem B represents a surprising interaction between the algebraic (or
number-theoretic) aspect of a hyperbolic manifold and its quantitative geometric aspect.
The proof of Theorem B is somewhat easier if one restricts attentions to groups Γ that have
“integral traces” in the sense that the traces of their elements are all algebraic integers,
and I will outline the proof of this restricted version of the theorem first. In the setting of
this version fo the theorem, Bass’s GL2 Subgroup Theorem [3] may be shown to imply that
Alternative (i) of the hypothesis cannot hold. The proof in this case consists of an algebraic
step and a geometric step. In the algebraic step one uses alternative (ii) of the hypothesis
to construct a non-abelian subgroup of Θ of Γ1 := 〈x, y〉 which is generated by a word of
length 1 and a word of length 7 in x and y, and whose index |Γ1 : Θ| is bounded below by
the characteristic of kv. Thus by making a suitable choice of the natural number N in the
statement of Theorem B, one can force |Γ1 : Θ| to be arbitrarily large. In the geometric step
one shows that if two suitably short words generate a subgroup of suitably large index then
one obtains a good lower bound for max(dP (x), dP (y)).
The algebraic step is carried out in Sections 3—6. The arguments here involve the p-
nilpotency of characteristic-p congruence kernels, the canonical involution of a two-generator
Kleinian group, and a good deal of delicate finite group theory and linear algebra. The es-
sential result for the later application is Corollary 6.3.
This corollary, and Proposition 6.2 on which it depends, involve the assumption that for
a certain element x of a group Γ ≤ PSL2(ov), the order m of hv(x) is at least 7. This
surprising appearance of the number 7 is explained by Dickson’s classification of subgroups
of SL2(2, q), which is used in the paper via in Lemma 6.1. In Dickson’s classification the
groups that appear as exceptional, such as A5 and S4, contain elements of order less than 7;
thus the assumption that m ≥ 7 forces hv(Γ) to be non-exceptional, which turns out to be
important for the group-theoretical arguments.
The geometric step needed to prove the restricted version of Theorem B is based on the
techniques used to prove Theorem 4.2 and Corollary 4.3 of [32]. The main ingredients are
the strong log 3 Theorem (in the form proved in [1], improving the earlier version from [2])
and the theory of algebraic and geometric convergence of Kleinian groups. The refinements
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of the results of [32] that are needed for this step are carried out in Section 9 of the present
paper; the essential result is Corollary 9.3.
Because Corollary 6.3 is valid for any m ≥ 7, the arguments described above would work if
the number 7 in the statement of Theorem B were replaced by any larger integer. However,
the resulting geometric estimates become weaker as m increases.
To prove Theorem B in its unrestricted form, one also needs to consider the complementary
case in which the group Γ does not have integral traces. In this case it is a well-known
consequence of Bass’s GL2 Subgroup Theorem that M := H3/Γ is a Haken manifold, i.e.
it contains an incompressible surface. For the case of a Haken manifold, techniques for
estimating Margulis numbers, or more generally giving estimates of the type provided by
Theorem B, were developed in [9]. While the results of [9], as stated, are not strong enough
to prove Theorem B, the general techniques do turn out to apply here. When the hypotheses
of Theorem B hold and Γ does not have integral traces, it can be shown, using the tree for
SL2 of a valued field and 3-manifold topology, that M contains an incompressible surface
of a restricted type. Using such a surface, the better estimates required for the conclusion
of the theorem can be obtained by refining the arguments of [9]. These arguments occupy
Sections 7, 8, and 10.
In Section 11, the above ingredients are combined to give the proof of Theorem B.
The arguments needed to deduce Theorem A from Theorem B occupy sections 12—15. A
crucial step involves applying Proposition 2.7 of [31], which depends on a deep number-
theoretical result due to Siegel and Mahler. This proposition implies that there is a finite
subset W of the field K such that for every x ∈ PSL2(K) which is represented by an element
of SL2(C) whose trace does not lie in W , one of the alternatives (i) or (ii) of Theorem B
must hold. Using this fact and Theorem B, it is not hard to reduce the proof of Theorem A
to showing that, up to conjugacy, there at most finitely pairs (x, y) of elements of SL2 such
that x and y have prescribed traces, 〈x, y〉 is discrete, non-elementary and torsion-free and
has trace field K, and max(dP ([x]), dP ([y])) ≤ 0.34 for some P ∈ H3.
It turns out that a stronger statement is true, and it is stated in this paper as Proposition
14.3. Up to conjugacy, the pairs (x, y) of elements of SL2 for which Γ1 := 〈x, y〉 is discrete
and non-elementary (or even for which Γ1 is irreducible) are parametrized by certain points
of the character variety of a rank-2 free group, which may be identified with C3. Those
pairs for which x and y have prescribed traces that are algebraic over Q are parametrized
by points of a line in C3, which is in particular an affine curve defined over Q. Proposition
14.3 asserts that if C ⊂ C3 is any curve defined over Q, if D is any positive integer, and if
α is any positive number less than log 3, then there are at most finitely many points of C
parametrizing pairs (x, y) such that (1) Γ1 := 〈x, y〉 is discrete, non-elementary and torsion-
free, (2) max(dP ([x]), dP ([y])) ≤ α for some P ∈ H3, and (3) the trace field of Γ1 has degree
at most D. The proof of Proposition 14.3 involves a result, Proposition 14.2, which is a
partial generalization of a result due to Long and Reid [19, Theorem 3.2], and the proof
closely parallels the proof of their result.
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I am grateful to Marc Culler, Jason DeBlois, Ben McReynolds, Alan Reid and Steven Smith
for helping to make this a better paper. Smith helped me with the finite group theory needed
in Sections 5 and 6. The transition from Theorem B to Theorem A made possible by Reid’s
telling me about the result of Siegel and Mahler which are quoted in [31], and by a suggestion
from DeBlois that led to the character variety arguments of Sections 12—15.
2. Preliminaries
2.1. If V is a vector space over a field, I will denote the group of linear automorphisms of
V by GL(V ). As usual, if R is a commutative ring, GL2(R) denotes the group of invertible
2× 2 matrices over R, and SL2(R) is the subgroup consisting of matrices of determinant 1,
while PGL2(R) and PSL2(R) denote the quotients of GL2(R) and SL2(R) by their centers,
which consist of scalar matrices. The full ring of 2 × 2 matrices with entries in R will be
denoted M2(R).
By a representation of a group Γ in G, where G is one of the groups GL(V ), GL2(R), SL2(R),
PGL2(R) or PSL2(R), I will mean simply a homomorphism from Γ to G.
2.2. Hyperbolic manifolds will be understood to be complete and connected. Up to isometry,
every orientable hyperbolic 3-manifold has the form H3/Γ, where Γ is a discrete, torsion-free
subgroup of PSL2(C), uniquely determined by M up to conjugacy. When an orientable
hyperbolic 3-manifold is written in the form H3/Γ, it will be understood that Γ is a discrete,
torsion-free subgroup of PSL2(C) (and is cocompact if and only if M is closed).
2.3. I will use 1 as the default notation for the identity element of a group, but I will denote
the identity matrix in GL2(K) by I. Thus we have [I] = 1 ∈ PGL2(K).
Recall that a group Γ is said to be elementary if it has an abelian subgroup of finite index.
Note that if Γ˜ ≤ SL2(C) is torsion-free then ΠC maps Γ˜ isomorphically onto a subgroup Γ of
PSL2(C), and that Γ is discrete only if Γ˜ is. Since Γ and Γ˜ are isomorphic, Γ is torsion-free,
or non-elementary, if and only if Γ˜ is torsion-free, or non-elementary respectively.
The following result will be needed at a couple of points in the paper.
Proposition 2.4. If Γ is any cocompact, discrete, torsion-free subgroup of PSL2(C), then Γ
is conjugate to a subgroup of PSL2(E) for some algebraic number field E.
Proof. Since Γ is in particular a non-elementary, finitely generated, torsion-free Kleinian
group, it follows from [31, Proposition 4.2] that Γ is isomorphic to a Kleinian group Γ1 such
that Γ1 ≤ PSL2(E) for some number field E. Since Γ is cocompact, it follows from the
Mostow rigidity theorem that Γ is in fact conjugate to Γ1 in PSL2(C). 
2.5. If Γ is a group and p is a prime, the mod p commutator subgroup of Γ is defined to be
the subgroup of Γ generated by all commutators and p-th powers.
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3. Reversive groups
Let Γ be a group. I will define a reversive system for Γ to be a pair of elements (x, y) such
that (1) x and y generate Γ, and (2) there is an automorphism J of Γ such that J(x) = x−1
and J(y) = y−1. Note that such an automorphism J must be an involution, and that it is
uniquely determined by (x, y). I will call it the reversal defined by (x, y). The group Γ will
be said to be reversive if it admits a reversive system.
Recall that a subgroup Γ of SL2(K), where K is a field, is termed reducible if there is a
1-dimensional subspace of K2 that is invariant under Γ; or equivalently if Γ is conjugate in
GL2(K) to a group of upper-triangular matrices. A subgroup Γ of PSL2(K) is said to be
reducible if Π−1K (Γ) ≤ SL2(K) is reducible.
Proposition 3.1. If Γ is an irreducible subgroup of PSL2(C), and if x and y are elements
that generate Γ, then (x, y) is a reversive system. In particular, every two-generator irre-
ducible subgroup of PSL2(C) is reversive.
Proof. Let X and Y be matrices in SL2(C) with [X] = x and [Y ] = y. Since Γ is irreducible,
we have traceXYX−1Y −1 6= 2 (see [10, Proposition 1.5.5]). Set C = XY − Y X. We have
traceC = 0, and detC = det(XYX−1Y −1 − I) 6= 0, since XYX−1Y −1 does not admit 1 as
an eigenvalue. Hence C2 = αI for some α ∈ C− {0}. We have
traceX−1C = trace(Y −X−1Y X) = traceY − trace(X−1Y X) = 0.
Hence (X−1C)2 = βI for some β ∈ C − {0}. It follows that CX−1C−1 = α−1CX−1C =
α−1βX. Since det(CX−1C−1) = 1 = detX we must have α−1β = ±1, so that CX−1C−1 =
±X. The same argument shows that CY −1C−1 = ±Y . It follows that there is an automor-
phism J of Γ defined by J([Z]) = [C−1ZC], and that J(x) = x−1 and J(y) = y−1. 
Lemma 3.2. Suppose that (x, y) is a reversive system for a group Γ, and let J be the reversal
defined by (x, y). Let N be a normal subgroup of Γ such that J(N) = N . Then Γ/N is a
reversive group.
Proof. Set Γ = Γ/N , and let pi : Γ → Γ denote the quotient homomorphism. Set x = pi(x)
and y = pi(y), so that Γ = 〈x, y〉. Since J(N) = N , there is an automorphism J of Γ such
that pi ◦ J = J ◦ pi. It is clear that J(x) = x−1 and J(y) = y−1, so that (x, y) is a reversive
system for Γ. 
Definitions 3.3. Recall that if p is a prime, an elementary abelian p-group is a finite abelian
group in which of every non-trivial element has order p. An elementary abelian p-group S
may be regarded as the additive group of an Fp-vector space, and every automorphism of
the group S is a linear automorphism of this vector space. The rank of S is its dimension as
an Fp-vector space. An automorphism φ of S will be termed unimodular if the determinant
of φ, regarded as a linear automorphism, has determinant 1. Likewise, φ will be termed
semi-unimodular if its determinant is ±1.
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3.4. If S is an elementary abelian p-group for some prime p, then every element of the com-
mutator subgroup of AutS is unimodular. This is because if V is a finite-dimensional vector
space over a field, the commutator subgroup of GL(V ) consists of matrices of determinant
1.
3.5. If S is an elementary abelian p-group for some prime p, then every odd-order semi-
unimodular element of AutS is unimodular. This is because if V is a finite-dimensional
vector space over a field, an element of odd finite order in GL(V ) cannot have determinant
−1.
Proposition 3.6. Let ∆ be a reversive finite group, let p be an odd prime, and let S / ∆
be an elementary abelian p-group. Suppose that ∆/S is abelian. Then for any ξ ∈ ∆, the
automorphism s 7→ ξsξ−1 of S is semi-unimodular.
Proof. Let (x, y) be a reversive system for ∆, and let J denote the reversal defined by (x, y).
Then J(x) = x−1 and J(y) = y−1. If we denote by ∆1 the abelian group ∆/[∆,∆], and if we
denote by x1, y1 ∈ ∆1 the images of x and y under the quotient homomorphism, and by J1
the automorphism of ∆1 induced by J , then we have J1(x1) = −x1 and J1(y1) = −y1. Hence
J1(z) = −z for every z ∈ ∆1. It follows that every subgroup containing ∆1 is J-invariant.
Since ∆/S is abelian, in particular S is J-invariant. Let j denote the automorphism J |S of
S. We may regard j as an element of GL(S).
Now regard S as the additive group of a vector space over Fp, and define a representation
ρ of ∆ in GL(S) by setting ρ(ξ)(s) = ξsξ−1 for all ξ ∈ ∆, s ∈ S. We need to show that
det ρ(ξ) = ±1 for every ξ ∈ ∆. Since x and y generate δ, it suffices to show this for ξ = x
and for ξ = y. By symmetry we need only consider ξ = x.
Set φ = ρ(x). For each s ∈ S, we have xsx−1 = φ(x). Since J(x) = x−1, it follows that
x−1j(s)x = J(xsx−1) = J(φ(s)) = j(φ(s)).
Hence
j(s) = xj(φ(s))x−1 = φ(j(φ(s))).
This shows that j = φ ◦ j ◦φ, so that j−1φj = φ−1. Thus φ and φ−1 are conjugate in GL(S),
and hence detφ = ±1, as required. 
4. Residually p-nilpotent groups
Definition 4.1. Let p be a prime number. A group Γ is said to be residually p-nilpotent if
the trivial subgroup of Γ is the intersection of a (possibly infinite) collection N of normal
subgroups such that for each N ∈ N the index |Γ : N | is a power of p.
Proposition 4.2. Let v be a valuation of a number field E, and suppose that the character-
istic p of kv is odd. Then the kernel of hv : PGL2(ov)→ PGL2(kv) is residually p-nilpotent,
where
The following proof is similar to the discussion on p. 87 of [14].
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Proof of Proposition 4.2. Fix a generator pi for mv. For each n ≥ 1, let ζv,n : ov → ov/(pin)
denote the quotient homomorphism, and set hv,n = hζv,n : PGL2(ov)→ PGL2(ov/(pin)) (see
1.4). Then we have ζv,1 = ζv and hv,1 = hv. For each n set Γn = kerhv,n. We are required to
show that Γ1 is residually p-nilpotent.
It follows from the definition that for each n ≥ 1 we have Γn / Γ; in particular Γn / Γ1. I
claim:
4.2.1. |Γ1/Γn| is a power of p for each n.
To prove 4.2.1, let Zv,n denote the natural homomorphism from ov/(pi
n) to kv, so that
Zv,n ◦ ζv = ζv,n. If we set Hv,n := hZv,n , we have Hv,n ◦ hv = hv,n, and hence Γ1/Γn is
isomorphic to Kn := kerHv,n.
Set M (n) = M2(ov/(pi
n)). For each natural number n, and for each A ∈ M (n), we have
det(I + piA) ≡ 1 (mod pi). Since ov/(pin) is a local ring with maximal ideal piov/(pin) it
follows that det(I+piA) is invertible in ov/(pi
n), and hence that I+piA ∈ GL2(ov/(pin)). We
may therefore define a map of sets φn : M
(n) → PGL2(ov/(pin)) by φn(A) = [I + piA].
It is immediate from the definitions that φn(A) ∈ Kn for every A ∈ M (n). The definition
of Kn also implies that any element of Kn may be written in the form [±I + piA] for some
A ∈ M (n). Since [−I + piA] = [I + pi(−A)], we may in fact write any element of Kn in the
form [I + piA] for some A ∈M (n). This shows that φn maps M (n) onto Kn.
If A,A′ ∈M (n) and φn(A) = φn(A′), then I + piA = ±(I + piA′) ∈ ov/(pin). Hence if A 6= A′
we must have I + piA = −(I + piA′), so that pi(A+A′) = −2I. It follows that pi divides 2 in
ov/(pi
n), which is impossible since p is odd. This shows that φn maps M
(n) bijectively onto
Kn. Hence |Kn| = |piM (n)|.
The local ring ov/(pi
n) has residue field kv of characteristic p; hence |ov/(pin)| is a power of
p. Since piM (n) is a submodule of M (n), which is a rank-four free module over ov/(pi
n), the
order of piM (n) is also a power of p. Since |Γ1/Γn| = |Kn| = |piM (n)|, this proves (4.2.1).
Next I claim that
4.2.2.
⋂∞
n=1 Γn = {1}.
To prove this, suppose that g is an element of
⋂∞
n=1 Γn. Let us write g = [B] for some
B ∈ GL2(E). Then for every natural number n we have B ≡ ±I (mod pin). Hence either
there are infinitely many n ∈ N for which B ≡ I (mod pin), or there are infinitely many
n ∈ N for which B ≡ −I (mod pin). After changing the sign of B if necessary we may
assume that B ≡ I (mod pin) for every n ∈ S, where S ⊂ N is some infinite set. But if
B ≡ I (mod pin) for a given n, then B ≡ I (mod pim) for every m < n. Hence B ≡ I
(mod pin) for every n ≥ 1. Since ⋂∞n=1(pn) = {0}, it follows that B = I. This proves 4.2.2.
Since the family of normal subgroups (Γn)n≥1 has Properties 4.2.1 and 4.2.2, it follows from
the definition that Γ1 is residually p-nilpotent. 
Proposition 4.3. If p is a prime and X is a residually p-nilpotent group, then every subgroup
of X is residually p-nilpotent.
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Proof. Let N be a collection of normal subgroups of X such that ⋂N∈N N = {1}, and such
that |Γ : N | is a power of p for each N ∈ N . Then for any subgroup Y of X wee have in
particular that
⋂
N∈N (N ∩ Y ) = {1}. Furthermore, for each N ∈ N , since N / Γ, we have
N ∩ Y / Y ; and |Y : Y ∩N | divides |Γ : N |, and is therefore a power of p. 
Proposition 4.4. Let Y be a finite-index normal subgroup of a group X and let p be a
prime. If Y is residually p-nilpotent and X/Y is a p-group, then X is residually p-nilpotent.
Proof. Let N be a collection of normal subgroups of Y such that ⋂N∈N N = {1}, and such
that |Γ : N | is a power of p for each N ∈ N . For any given N ∈ N we have |X : N | <∞, and
hence N has only finitely many conjugates in X, say N = N1, . . . , Nn. Set CN = N1∩. . .∩Nn.
It is immediate from the definition of CN that CN /X and that CN ≤ N . Since Y /X we have
Ni ≤ Y for i = 1, . . . , n; furthermore, each Ni is the image of N under an automorphism of
Y , so that Ni / Y , and |Y : Ni| is a power of p. This implies that |Y : CN | is also a power of
p. As |X : Y | is a power of p, it follows that |X : CN | is also a power of p. Since CN ≤ N and⋂
N∈N N = {1}, we have
⋂
N∈N CN = {1}. This shows that X is residually p-nilpotent. 
Proposition 4.5. Let p a prime, and let X be a finitely generated, residually p-nilpotent
group which is not cyclic. Let X1 denote the mod p commutator subgroup (2.5) of X. Then
X/X1 is an elementary abelian p-group of rank at least 2.
Proof. It follows from the definition of X1 that X/X1 is an elementary abelian p-group. I
will show that it has rank at least 2.
First consider the case in which the finitely generated group X is abelian. If X/X1 has rank
at most 1, then X is a sum of direct product of two subgroups A and B, where A is cyclic and
|A| is either infinite or a power of p, while |B| is finite and prime to p. Thus B is contained
in every subgroup of X whose index is a power of p. Since X is residually p-nilpotent we
have B = {1}; hence X is cyclic, a contradiction to the hypothesis.
Now consider the case in which X is non-abelian. Let x and y be non-commuting elements
of X. Since X is residually p-nilpotent and [x, y] 6= 1, there is a normal subgroup N of
X such that [x, y] /∈ N , and |X : N | is a power of p. Hence G := X/N is a finite p-
group, and in particular it is nilpotent. On the other hand, the images of x and y under
the quotient homomorphism do not commute in G, and hence G is non-abelian. Thus if
G = G1 / · · · / Gn = {1} denotes the lower central series of G, then G/G3 is a non-abelian
group having G2/G3 as a central subgroup, and hence G/G2 is non-cyclic. It follows that G
has a quotient A which is an elementary abelian p-group of rank at least 2. In particular, A
is isomorphic to a quotient of X, and the conclusion follows in this case. 
Lemma 4.6. Let Γ be a group admitting a reversive system (x, y). Let p be a prime, and
let m be a natural number. Suppose that there exists a homomorphism ` of Γ onto a finite
abelian group A such that `(x) has order m in A, and ker ` is p-residually nilpotent. Then
there exist a finite group ∆ and a homomorphism λ : Γ→ ∆ such that
(1) ∆ is reversive;
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(2) ∆ has a normal p-Sylow subgroup S which is an elementary abelian p-group of rank
at least 2
(3) ∆/S is abelian; and
(4) the image of λ(x) under the quotient homomorphism ∆→ ∆/S has order m in ∆/S.
Proof. First consider the special case in which the order of A is prime to p. In this case, let n
denote the order of `(y). Since n and m divide A they are prime to p. Set K = ker `, and let
K0 denote the subgroup of Γ generated by x
m, yn and the commutator subgroup [Γ,Γ] of Γ.
Since [Γ,Γ] ≤ K0 we have K0 / Γ, and A0 := Γ/K0 is abelian. Furthermore, A0 is generated
by the images x and y of x and y under the quotient homomorphism; the definition of K0
implies that xm = yn = 1, and hence the order of A0 is finite and prime to p. In particular
K0 has finite index in Γ and is therefore finitely generated.
Since G1 is abelian and `(x
m) = `(yn) = 1, we have K0 ≤ K.
Let L denote the mod p commutator subgroup (2.5) of K0. Since L is a characteristic
subgroup of K0 / Γ, we have L / Γ. Define ∆ to be the quotient group Γ/L, and define
λ : Γ → ∆ to be the quotient homomorphism. I will show that ∆ is finite and that
conclusions (1)–(4) hold.
Since K0 ≤ K, and K is residually p-nilpotent by hypothesis, K0 is residually p-nilpotent by
Proposition 4.3. If K0 were cyclic, then since A0 = Γ/K0 is abelian, Γ would be solvable, a
contradiction to the hypothesis. Hence K0 is non-cyclic, and it follows from Proposition 4.5
that S := K0/L is an elementary abelian p-group of rank at least 2. Since K0 / Γ, we have
S = K0/L / Γ/L = ∆. Furthermore, we have ∆/S ∼= Γ/K0 = A0, so that ∆/S is abelian
and its order is finite and prime to p. This shows that ∆ is finite and that S is a p-Sylow
subgroup. Thus (2) and (3) are established.
To prove (1), let J denote the reversal defined by (x, y). Since J(x) = x−1 and J(y) = y−1,
we have J(xn) = x−n and J(yn) = y−n. Since K0 is generated by xn and yn and the
characteristic subgroup [Γ,Γ] of Γ, it follows that K0 is invariant under J . But L is a
characteristic subgroup of K0 and is therefore also invariant under J . It now follows from
Lemma 3.2 that ∆ = Γ/L is reversive; this is Assertion (1).
To prove (4) we must show that piλ(x) has order m in ∆/S, where pi : ∆→ ∆/S denotes the
quotient homomorphism. We have ker(piλ) = λ−1(S) = λ−1(K0/L) = K0. Since xm ∈ K0
by the definition of K0, the order of piλ(x) is at most m. On the other hand, since K0 ≥
K = ker `, the order of piλ(x) is at least the order of `(x), which by hypothesis is equal to
m. Thus (4) is established. 
5. Finite groups
The purpose of this section and the next is to prove Corollary 6.3, which was discussed in
the Introduction. This section consists of technical background on finite groups. The main
result of the section is Lemma 4.6.
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Lemma 5.1. Let p be a prime, and let T be a p-Sylow subgroup of a finite group X. Suppose
that T is central in X and that X/T is abelian. Then X is abelian.
Proof. Since T is central and X/T is abelian, X is nilpotent, and is therefore the direct
product of its Sylow subgroups. Hence it suffices to prove that the Sylow subgroups of X
are abelian. Since T is central it is abelian. If S is an `-Sylow subgroup of X for some
prime ` 6= p, then S ∩ T = {1}, and hence the quotient homomorphism X → X/T maps S
injectively into X/T . Since X/T is abelian, so is S. 
Lemma 5.2. Let Q be a finite group, let p be a prime, and let m be a natural number.
Assume that Q has a normal p-Sylow subgroup T which is an elementary abelian p-group.
Let w be an element of Q such that either C(w) ⊃ T or C(w) ∩ T = {1}. Let w denote the
image of w under the quotient homomorphism Q → Q/T , and suppose that w has order m
in Q/T . Assume that the normal closure of w in Q/T is abelian. Then either w has order
m in Q, or the normal closure of {w} in Q is abelian.
Proof. First suppose that C(w) ∩ T = {1}. Note that since w has order m in Q/T , we have
wm ∈ T . Since wm commutes with w it follows that wm ∈ C(w)∩T and hence that wm = 1.
Since w has order m in Q/T , we have wk /∈ T , and hence wk 6= 1, whenever 0 < k < m.
Hence w has order m in this case.
Now suppose that C(w) ⊃ T . Then w ∈ C(T ). Since T is abelian we have T ≤ C(T ), and
hence {w}∪T ≤ C(T ). Since T is normal in Q, its centralizer C(T ) is also normal. Hence if
X denotes the normal closure of {w}∪T , we have X ≤ C(T ); that is, T is a central subgroup
of X. On the other hand, the definition of X implies that X/T is the normal closure of w
in Q/T , which by hypothesis is abelian. Finally, since T is the Sylow subgroup of Q, it is
also the Sylow subgroup of X. Thus X and T satisfy all the hypotheses of Lemma 5.1, and
hence X is abelian. Since the normal closure of {w}∪T is abelian, in particular, the normal
closure of {w} is abelian. 
Lemma 5.3. Let z be an element of a finite group H such that 〈z〉 is normal in H. Let K
be a finite field whose characteristic does not divide H. Let V be a vector space over K such
that 2 ≤ dimV <∞. Let ρ : H → GL(V ) be a representation such that det ρ(z) = 1. Then
there exists a direct sum decomposition V = V0 ⊕ V1 such that
• each of the Vi is invariant under ρ(H);
• dimV1 ≤ 2; and
• either ρ(z)|V1 is the identity, or ρ(z)(x) 6= x for every non-zero vector x ∈ V1.
Proof. Set φ = ρ(z). Let W denote the subspace of V consisting of all vectors x ∈ V such
that φ(x) = x. For any x ∈ W and any h ∈ H, we have h−1zh ∈ 〈z〉 since 〈z〉 is normal;
hence x = ρ(h−1zh)(x) = ρ(h−1)φρ(h)(x), and so ρ(h)(x) = φρ(h)(x). This shows that
φ(x) ∈ W . Hence W is invariant under ρ(H).
Now since H is prime to the characteristic p of K, it follows from Maschke’s Theorem (see [12,
Theorem 10.8]) that the ρ(H)-invariant subspace W has a ρ(H) invariant linear complement
W ′. By definition this means that V = W ⊕W ′ and that ρ(H)(V ) = V . I claim:
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5.3.1. Either dimW ≥ 2 or dimW ′ ≥ 2.
Since dimW + dimW ′ = dimV ≥ 2, 5.3.1 is immediate unless dimW = dimW ′ = 1. If the
latter situation obtains, let e and e′ be non-zero vectors in W and W ′ respectively. Then e
and e′ form a basis of V . Since e ∈ W we have φ(e) = e. Since W ′ is ρ(H)-invariant, we have
φ(e′) = αe′ for some α ∈ K. In the basis (e, e′), the matrix of φ is
(
1 0
0 α
)
. In view of the
hypothesis we have α = detφ = 1. Hence φ is the identity, so that W = V , a contradiction
to the assumption dimW = 1. Thus 5.3.1 is proved.
Now define V0 = W
′ and V1 = W if dimW ≥ 2, and otherwise define V0 = W and V1 = W ′.
It follows from 5.3.1 that in either case we have dimV1 ≥ 2. Since V = W ⊕W ′, and since
W and W ′ are ρ(H)-invariant, we have V = V0 ⊕ V1, and W and W ′ are ρ(H)-invariant. If
V1 = W then ρ(z)|V1 is the identity by the definition of W . If V1 = W ′ then V1 ∩W = {0},
and hence ρ(z)(x) 6= x for every non-zero vector x ∈ V1. 
Lemma 5.4. Let ∆ be a finite group and let p be a prime, and let m be a natural number.
Assume that ∆ has a normal p-Sylow subgroup S which is an elementary abelian p-group of
rank at least 2. Let ξ be an element of ∆−S, and suppose that the automorphism s 7→ ξsξ−1 of
S is unimodular. Let ξ denote the image of ξ under the quotient homomorphism ∆→ ∆/S,
and suppose that ξ has order m in ∆/S. Assume that 〈ξ〉 is normal in ∆/S. Then there
exist a group Q and a surjective homomorphism σ : ∆→ Q such that
• every cyclic subgroup of Q has index at least p, and
• either σ(ξ) has order m in Q, or the normal closure of σ(ξ) in Q is abelian.
Proof. I will identify S with the additive group of a vector space over Fp. Set H = ∆/S,
and let pi : ∆ → H denote the quotient homomorphism. Since S is abelian, the action of
∆ on S by conjugation factors through an action of H. Hence there is a representation
ρ : H → GL(S) such that ρ(pi(δ)) = δsδ−1 for all s ∈ S and δ ∈ ∆. By hypothesis we have
dimS ≥ 2 and det ρ(ξ) = 1. Note also that |H| is prime to p since S is a p-Sylow subgroup
of ∆.
Thus all the hypotheses of Lemma 5.3 hold if we take K = Fp, V = S and z = ξ, and define
H and ρ as above. Hence Lemma 5.3 gives a direct sum decomposition S = S0 ⊕ S1 such
that
(1) each of the Si is invariant under ρ(H);
(2) dimS1 ≤ 2; and
(3) either ρ(ξ)|S1 is the identity, or ρ(ξ)(v) 6= v for every non-zero vector v ∈ S1.
We may regard S0 and S1 as subgroups of the elementary abelian p-group S, and in group-
theoretical notation we have S = S0 × S1.
In view of the definition of ρ, it follows from (1) that S0 and S1 are normal in ∆. Define
Q = ∆/S0, and define σ : ∆ → Q to be the quotient homomorphism. I will show that the
conclusions of the present lemma hold with these choices of Q and σ.
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Since S = S0 × S1, the homomorphism σ maps S1 isomorphically onto a subgroup T of Q,
and we have σ−1(T ) = S. Since T is isomorphic to the additive group of the vector space
V , it follows from (2) above that T is an elementary abelian p-group of rank 2. Since σ is
surjective and σ−1(T ) = S, the subgroup T is normal in Q, and Q/T ∼= H. In particular,
the order of Q/T is prime to p, and so T is a p-Sylow subgroup of Q.
If J is any cyclic subgroup of Q, then J∩T is a cyclic subgroup of T . Since T is an elementary
abelian p-group, we have p ≤ |T : J ∩ T | ≤ |Q : J |. This proves that every cyclic subgroup
of Q has index at least p, which is the first conclusion of the lemma.
It remains to prove that either σ(ξ) has order m in Q, or the normal closure of σ(ξ) in Q
is abelian. This will follow from Lemma 5.2, provided that the hypotheses of Lemma 5.2
hold when we set w = σ(ξ). I have already shown that T is an elementary abelian p-group
of rank 2, that is a p-Sylow subgroup of Q, and that it is normal in Q. I will complete the
proof by verifying that the remaining hypotheses of Lemma 5.2 hold in the present setting.
The definitions of ξ and ρ imply that the fixed subspace of ρ(ξ) is C(ξ) ∩ S. It therefore
follows from (3) that either C(ξ) ⊃ S1 or C(ξ) ∩ S1 = {1}. If C(ξ) ⊃ S1, then since σ maps
S1 onto T , we have C(w) ⊃ T (where as above I have set w = σ(ξ)). Now suppose that
C(ξ) ∩ S1 = {1}. If t is an element of C(w) ∩ T , then we may write t = σ(s) for some
s ∈ S1. Since S1 / ∆, we have tξt−1ξ−1 ∈ S1. But σ(tξt−1ξ−1) = uwu−1w−1 = 1, since
u ∈ C(w). Since σ|S1 is injective, it follows that tξt−1ξ−1 = 1, i.e. t commutes with ξ. Since
C(ξ) ∩ S1 = {1}, this implies that t = 1; it follows that C(w) ∩ T = 1. Thus I have shown
that either C(w) ⊃ T or C(w) ∩ T = 1, as required for Lemma 5.2.
Another hypothesis of Lemma 5.2 is that the image w of w under the quotient map Q→ Q/T
has order m. To verify this, note that because σ : ∆ → Q has kernel S0, and the quotient
homomorphism µ : Q → Q/T has kernel T = σ(S1), the kernel of µσ is S0S1 = S. Hence
the order of w = µσ(ξ) is equal to the order of the image ξ of ξ under the the quotient
homomorphism ∆→ ∆/S, which by hypothesis is m.
The last hypothesis of Lemma 5.2 is that the normal closure of w in Q/T is abelian. Since
I have observed that w = µσ(ξ), and that the kernel of µσ is S, it suffices to show that the
image ξ of ξ under the the quotient homomorphism ∆ → ∆/S has abelian normal closure
in ∆/S. But according to the hypothesis of the present lemma, 〈ξ〉 is normal in ∆/S; in
particular the normal closure of ξ in Q/T is abelian. 
6. Two-generator subgroups of linear groups
This section contains the proof of Corollary 6.3, which was discussed in the Introduction.
Lemma 6.1. Let k be a finite field whose characteristic p is odd, and let G be a subgroup of
PSL2(k). Suppose that G has an element of order strictly greater than 5. Then at least one
of the following alternatives holds:
(i) G is isomorphic to PSL2(K) or to to PGL2(K), where K is a subfield of k;
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(ii) G has a (possibly trivial) normal subgroup T which is an elementary abelian p-group,
and G/T is a (possibly trivial) cyclic group whose order is relatively prime to p; or
(iii) G is dihedral, and its order is prime to p.
Proof. This is included in Dickson’s classification of subgroups of PSL2(k) [15, Hauptsatz
8.27]. In [15], eight types of subgroups are listed, of which type (8) satisfies Alternative (i)
above; types (1), (2) and (7) satisfy Alternative (ii); type (3) satisfies Alternative (iii); and
types (4), (5) and (6) have no elements of order strictly greater than 5. 
Proposition 6.2. Let v be a valuation of a number field E, and suppose that the character-
istic p of kv is odd. Let m be an odd integer with 7 ≤ m < p. Let x and y be elements of
PSL2(ov) such that the group Γ := 〈x, y〉 is and non-solvable. Suppose that hv(x) has order
m in PSL2(kv). Then there exist a finite group Q and a surjective homomorphism λ : Γ→ Q
such that
(1) every cyclic subgroup of Q has index at least p, and
(2) either λ(x) has order m in Q, or the normal closure of λ(x) in Q is abelian.
Proof. Set k = kv, h = hv|Γ, and G = h(Γ). Set x = h(x). The group G is a subgroup
of PSL2(k), and x ∈ G has order m ≥ 7. Hence G must satisfy one of the alternative
conclusions (i)—(iii) of Lemma 6.1.
Set K = kerh / Γ. It follows from Propositions 4.2 and 4.3 that K is residually p-nilpotent.
First suppose that G satisfies (i), so that G ∼= PSL2(K) or to G ∼= PGL2(K) for some
subfield K of k. In this case I claim that the conclusions of the proposition are true if we
take Q = G and λ = h. Since x has order m, Conclusion (2) holds. To verify Conclusion (1),
let q denote the order of K, a power of p. Any cyclic subgroup J of PSL2(K) or PGL2(K)
has order at most q+ 1. We have |PGL2(K)| ≥ |PSL2(K)| = (q3− q)/2 (since p is odd), and
hence
|G : J | ≥ (q
3 − q)/2
q + 1
=
q2 − q
2
≥ q ≥ p.
Next suppose that G satisfies (ii), so that G has a normal subgroup T which is an elementary
abelian p-group, and G/T is cyclic. Set A = G/T , let pi : G → A denote the quotient
homomorphism, and set ` = pi ◦ h : Γ → A. If we set L = ker ` = h−1(T ), then K / L / Γ.
Since K is residually p-nilpotent and L/K ∼= T is an elementary abelian p-group, it follows
from Proposition 4.4 that L is residually p-nilpotent. The hypothesis implies that the order
m of x is prime to p and therefore to the order of T ; hence `(x) = pi(x) also has order
m. According to Proposition 3.1, (x, y) is a reversive system for Γ. Thus Γ, x, y, p, A, `
and m satisfy all the hypotheses of Lemma 4.6. Hence there exist a finite group ∆ and a
homomorphism λ : Γ→ ∆ such that conditions (1)—(4) of Lemma 4.6 hold.
Set ξ = `(x). Since Conditions (1)–(3) of Lemma 4.6 hold, it follows from Proposition 3.6
that the automorphism s 7→ ξsξ−1 of S is semi-unimodular (where S is defined by Condition
(2)). On the other hand, since S is abelian, the action of ∆ on S by conjugation factors
through an action of ∆/S. By Condition (3) of Lemma 4.6, the image of ξ of ξ in ∆/S has
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order m, which by hypothesis is odd. It therefore follows from 3.5 that the automorphism
s 7→ ξsξ−1 of S is unimodular. Note also that since ∆/S is abelian by Condition (4) of
Lemma 4.6, the subgroup 〈ξ〉 of ∆/S is normal. Furthermore, by Condition (2) of Lemma
4.6, the elementary abelian p-group S has rank at least 2. Thus the hypotheses of Lemma
5.4 hold. Hence there exist a group Q and a surjective homomorphism σ : ∆→ Q, such that
(1) every cyclic subgroup of Q has index at least p, and (2) either σ(ξ) has order m in Q,
or the normal closure of σ(ξ) in Q is abelian. If we set λ = σ ◦ ` : Γ→ Q, the conclusions of
the theorem follows in this case.
There remains the case in which G satisfies (iii), so that G is dihedral and its order is prime
to p. Let K1 denote the mod p commutator subgroup (2.5) of K. Since K1 is a characteristic
subgroup of K / Γ, we have K1 / Γ. In this case I will define ∆ to be the quotient group
Γ/K1, and I will let S denote the subgroup K/K1 of ∆. Since K / Γ we have S / ∆. The
quotient group ∆/S = (Γ/K1)/(K/K1) is isomorphic to Γ/K ∼= G and is therefore dihedral.
Let ξ denote the image of x under the quotient homomorphism Γ → ∆. Let ξ denote the
image of ξ under the quotient homomorphism ∆ → ∆/S. The composition of the quotient
homomorphisms Γ → ∆ and ∆ → ∆/S has kernel K = kerh; hence the order of ξ is equal
to the order of x = h(x), namely m.
Since Γ/K ∼= G is solvable, and since Γ is non-solvable by hypothesis, K must be non-
solvable, and in particular non-cyclic. Hence by Proposition 4.5, S = K/K1 is an elementary
abelian p-group of rank at least 2. Since |∆/S| = |G| is prime to p, the subgroup S is a
p-Sylow subgroup of ∆.
Since S is abelian, the action of ∆ on S by conjugation factors through an action of ∆/S.
Since ∆/S is dihedral and the order m of ξ ∈ ∆/S is odd, ξ belongs to the commutator
subgroup of ∆/S. Hence by 3.4, the automorphism s 7→ ξsξ−1 of S is unimodular. Fur-
thermore, since ξ is an element of odd order in the dihedral group ∆/S, the subgroup 〈ξ〉 of
∆/S is normal. It now follows from Lemma 5.4 that there exist a group Q and a surjective
homomorphism σ : ∆→ Q, such that (1) every cyclic subgroup of Q has index at least p, and
(2) either σ(ξ) has order m in Q, or the normal closure of σ(ξ) in Q is abelian. If we define
λ to be the composition of the quotient homomorphism Γ → ∆ with σ, the conclusions of
the theorem follow in this case. 
Corollary 6.3. Let v be a valuation of a number field E, and suppose that the characteristic
p of kv is odd. Let m be an odd integer with 7 ≤ m < p. Let x and y be elements of PSL2(ov)
such that the group Γ := 〈x, y〉 is non-solvable. Suppose that hv(x) has order m in PSL2(kv).
Set
Θ1 = 〈xm, y〉 ≤ Γ
and
Θ2 = 〈x, yxy−1xyx−1y−1〉 ≤ Γ,
and set θi = |Γ : Θi| for i = 1, 2. Then
max(θ1, θ2) ≥ p.
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Proof. Note that E, v, p, x and Γ satisfy the hypotheses of Proposition 6.2. Let Q be a
finite group, and λ : Γ→ Q a surjective homomorphism, such that Conclusions (1) and (2)
of Proposition 6.2 hold. Set x = λ(x) and y = λ(y). For i = 1, 2, set Θi = h(Θi), and note
that θi = |G : Θi|.
According to Conclusion (2) of Proposition 6.2, either x has order m in Q, or the normal
closure of x in Q is abelian. If x has order m, we have Θ1 = 〈xm, y〉 = 〈y〉. In particular Θ1
is cyclic, and by Conclusion (1) of Proposition 6.2 we have θ1 = |G : Θ1| ≥ p. If the normal
closure of x in Q is abelian, then y¯x¯y¯−1 commutes with x, and hence
Θ2 = 〈x¯, y¯x¯y¯−1x¯y¯x¯−1y¯−1〉 = 〈x¯, x¯〉 = 〈x¯〉.
In particular Θ2 is cyclic, and by Conclusion (1) of Proposition 6.2 we have θ2 = |G : Θ2| ≥
p. 
7. The tree for PSL2
7.1. A simplicial complex will be understood to be geometric, except when it is specified to
be abstract. The underlying space of a simplicial complex K, i.e. the union of its simplices,
will be denoted |K|.
If v is a vertex in a simplicial complex K, I will denote the (open) star of v in K by StK(v).
A simplicial map f : K → L, where K and L are simplicial complexes, will be termed
nondegenerate if dim f(σ) = dim σ for every simplex σ of K.
7.2. By a tree I will mean a 1-connected simplicial complex of dimension 0 or 1. If s and t
are vertices of a tree T , there is a unique arc in T with endpoints s and t, which I will denote
[s, t]. The distance between s and t is defined to be the length of [s, t], i.e. the number of
edges that it contains. With this definition of distance, T becomes a metric space.
If Γ is a group, I will define a Γ-tree to be a tree equipped with a simplicial action of Γ,
which has no inversions in the sense that if an edge e is invariant under an element Γ ∈ γ,
then both vertices incident to e are fixed by γ. A Γ-tree T will be called essential if no vertex
of T is fixed by the entire group Γ. (The term “nontrivial” has been used for this notion
elsewhere, but I am avoiding it in the present paper to prevent confusion.) A Γ-tree T will
be called faithful if no nontrivial element of Γ acts by the identity on T . It will be called
minimal if no proper subtree of T is Γ-invariant. (Note that a minimal Γ-tree T is essential
unless T consists of a single vertex.)
7.3. If Γ is a group and T is a Γ-tree, then for each subgroup H of Γ I will denote by
FixT (H) the set of all points of T that are fixed by the entire subgroup H. Since Γ acts
simplicially and without inversions on T , the set FixT (H) is a subcomplex of T . If s and
t are vertices of FixT (H), then any element of H maps [s, t] simplicially onto an arc with
endpoints s and t, which must be s and t itself; hence [s, t] ⊂ FixT (H). This shows that if
FixT (H) is non-empty then it is connected, and is therefore a subtree of T .
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7.4. Let T be a Γ-tree. A non-trivial element γ of Γ is said to be T -elliptic if FixT (γ) :=
FixT (〈γ〉) 6= ∅, and T -hyperbolic if FixT (γ) = ∅. Thus γ is T -elliptic if and only if it fixes
some vertex of T . By the proof of [8, 1.3], γ is T -hyperbolic if and only if it has an axis: this
is a subcomplex of T , isomorphic to the real line triangulated with vertices precisely at the
integer points, on which γ acts via an integer translation. The proof of [8, 1.3] also shows
that the axis of γ is contained in every γ0-invariant subtree of T ; in particular it is unique.
7.5. If γ is an element of a group Γ and T is a Γ-tree, I will set PerT (γ) =
⋃∞
n=1 FixT (γ
n).
Rewriting PerT (γ) as
⋃∞
n=1 FixT (γ
n!) show that PerT (γ) is a monotone union of subsets each
of which is either empty or a subtree. Hence if PerT (γ) is non-empty then it is a subtree of
T .
Note that if γ is T -hyperbolic, then its axis is also an axis for any positive power of γ; hence
all powers of γ are T -hyperbolic, and so PerT (γ) = ∅. This shows that PerT (γ) 6= ∅ if and
only if γ is T -elliptic. If e is an edge in PerT (γ), I will define the x-period of e to be the
smallest d > 0 such that e ⊂ FixT (γn).
Lemma 7.6. If Γ is a finitely generated group and T is a Γ-tree, some Γ-invariant subtree
of T is a minimal Γ-tree.
Proof. If every element of Γ has a fixed vertex in T , then according to [29, p. 64, Corollary
2], the Γ-tree T is inessential. Hence there is a Γ-invariant subtree of T consisting of a single
vertex, which is obviously minimal. Now suppose that some element γ0 of Γ is T -hyperbolic.
According to 7.4, γ0 has an axis A0, which is contained in every γ0-invariant subtree of T .
In particular, every Γ-invariant subtree of T contains A0. Hence if we denote by F the set
of all Γ-invariant subtrees of T and set T0 =
⋂
T∈F T , we have A0 ⊂ T0 and hence A0 6= ∅. If
s and s′ are vertices of T0, each T ∈ F contains s and s′, and therefore contains the unique
arc [s, s′] with endpoints s and s′; hence [s, s′] ⊂ T0. This shows that T0 is a subtree of T ;
it is immediate that T0 is Γ-invariant, and that as a Γ-tree it is minimal. 
Proposition 7.7. Let Γ be a group, let T be a Γ-tree, and let u and v be T -elliptic elements
of Γ such that uv is also T -elliptic. Then u and v have a common fixed vertex in T .
Proof. I will regard T as a Z-tree in the sense of [24, Chapter II]. If s is any vertex of T , and
γ ∈ Γ is T -elliptic, then according to [24, Lemma II.2.16], the length of [s, γ · s] is even, and
the midpoint of [s, γ · s] is fixed by γ. If we take s to be a fixed vertex of v, it follows that
the midpoint of [s, u · s] = [s, uv · s] is fixed by both u and uv (and hence by v). 
7.8. In the remainder of this section I will be using the tree for PSL2(E), where E is a field
with a valuation. I will be taking the point of view presented in [33, Section 3], which I will
briefly review here; it is a mild variant of the point of view used in [29].
Let v be a valuation v of a field E, and set o = ov. Let V = K
2 denote the standard
2-dimensional vector space over K, which is in particular an o-module. We define a lattice
in V to be an o-submodule of V which is finitely generated and spans V as a vector space
over K. It is pointed out in [33, Subsection 3.6] that any lattice is a free o-module of rank
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2. Two lattices Λ,Λ′ ⊂ V are said to be (homothety)-equivalent, or to represent the same
homothety class, if there is a nonzero element α of K such that Λ′ = αΛ.
It follows from [33, Lemma 3.6.8] that any two homothety classes of lattices s0 and s1 have
respective representatives Λ0 and Λ1 such that (1) Λ1 ⊂ Λ0 and (2) Λ0/Λ1 is isomorphic as
an o-module to o/βo for some nonzero element β of o. (There is a typographical error in
the statement of [33, Lemma 3.6.8], where the last two occurrences of Λ1 should be replaced
by Λ′1.) It is shown in the discussion following the proof of [33, Lemma 3.6.8] that the non-
negative integer v(β) depends only on s0 and s1 and not on the choice of representatives
satisfying (1) and (2). I will denote it ∆(s0, s1). According to [33, Lemma 3.6.11], the set V
of homothety classes of o-lattices is a metric space with distance function ∆. Furthermore,
if we define an abstract simplicial 1-complex Tv by defining the vertex set of Tv to be V and
defining its 1-simplices to pairs of vertices {s, t} such that ∆(s, t) = 1, then according to [33,
Theorem 3.6.14], a geometric realization Tv of Tv is a tree. I will identify V with the vertex
set of Tv. The proof of [33, Theorem 3.6.14] shows that if s and t are vertices of Tv then
∆(s, t) is the distance between s and t in the sense defined in 7.2.
7.9. According to the discussion in [33] following the proof of Lemma 3.6.8, if s and s′ are
vertices of Tv such that ∆(s, s′) = n, we may represent s and s′ by lattices Λ and Λ′ which
respectively have bases of the form (e, f) and (e, βf) for some β ∈ o with v(β) = n. Since
the o-module generated by e and βf is unchanged when β is multiplied by a unit in o, we
may take β = pin where pi is a prescribed generator for mv.
7.10. It is shown in [33, Subsection 3.7] that there is a unique simplicial action of SL2(E)
on Tv such that if A is an element of GL2(E) and Λ is a lattice representing a vertex s of Tv,
then A · s is represented by the lattice A(Λ). Since −I(Λ) = Λ for every lattice Λ, the action
of GL2(E) on Tv factors through an action of PGL2(E). By restriction we obtain natural
actions of SL2(E) and PSL2(E) on Tv. I will always regard Tv as a PSL2(E)-tree via this
action.
Since every o-lattice is generated, as an o-module, by some basis of V , and since GL2 acts
transitively on the bases of V , the action of GL2(E) (or of PGL2(E)) on Tv is also transitive.
One especially important property of the action is:
Proposition 7.11. Let v be a valuation of a field E, let s be a vertex of Tv, and let Λ be a
lattice representing s. Then the stabilizer PSL2(E)s of s in PSL2(E) consists of all elements
of PSL2(E) that leave Λ invariant. If Λ is the lattice O2v ⊂ E2, we have PSL2(E)s =
PSL2(Ov). For any vertex s of Tv the stabilizer PSL2(E)s is a conjugate of PSL2(Ov) in
PGL2(E).
Proof. The first assertion is proved in Subsection 3.7 of [33]. The second assertion follows
from the first because PSL2(Ov) is the stabilizer of the lattice O2v in PSL2(E). The third
assertion follows from the section because PGL2(E) acts transitively on T by 7.10. 
7.12. Recall that if k is a field, the projective line kP1 is defined to be the set of all 1-
dimensional subspaces of the standard 2-dimensional k-vector space k2. Under the standard
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action of GL2(k) on k
2, each element of GL2 carries each 1-dimensional subspace of k
2 onto
a 1-dimensional subspace; hence the action defines an action of of GL2(k) on kP
1. Since
−I acts obviously lies in the kernel of this action, the action factors through an action of
PGL2(k). By restriction we obtain a standard action of PSL2(k) on kP
1.
Proposition 7.13. Let v be a valuation of a field E, set o = ov, and let s0 denote the vertex
of Tv represented by the lattice o2 ⊂ E2. Set k = kv. Then there is a PSL2(o)-equivariant
bijection between the link L of s0 in T , equipped with the action of PSL2(E)s0 = PSL2(o)
obtained by restricting the action of PSL2(E)s0 to L, and the projective line kP
1 equipped
with the action of PSL2(o) obtained by pulling back the standard action (7.12) of PSL2(k)
on kP1 via hv : PSL2(o)→ PSL2(k).
Proof. Set V = k2 and Λ0 = o
2. According to [33, Lemma 3.6.8] (with the correction pointed
out in 7.8 above), each vertex in L is represented by a unique lattice Λ such that (1) Λ ⊂ Λ0
and (2) Λ0/Λ ∼= o/(pi). Conversely, it follows from the definition of Tv that every lattice Λ
satisfying (1) and (2) represents a vertex in L. Hence if L denotes the set of all lattices Λ
satisfying (1) and (2), there is a natural bijection α : L → L that maps each lattice to its
homothety class.
Note that if a lattice Λ satisfies Conditions (1) and (2), then piΛ0 ⊂ Λ ⊂ Λ0. Hence if L′
denotes the set of all lattices Λ such that piΛ0 ⊂ Λ ⊂ Λ0, we have L ⊂ L′. On the other
hand, if we identify Λ0/piΛ0 = o
2/pi(o2) with V = (o/pio)2, and let p : Λ0 → V denote the
quotient map, then there is a bijection Λ→ p(Λ) from L′ to the set of subspaces of the vector
space V . For any Λ ∈ L′ we have Λ0/Λ ∼= V/p(Λ). In particular, we have Λ0/Λ ∼= o/pio
if and only if V/p(Λ) is 1-dimensional, i.e. if and only if p(Λ) is 1-dimensional. Hence the
bijection Λ→ p(Λ) restricts to a bijection β of L onto kP1. Thus J := β ◦ α−1 : L→ kP1 is
a bijection. It remains to show that J is PSL2(o)-equivariant in the sense of the statement
of the proposition.
Any element of PSL2(ov) may be written in the form [A] for some A ∈ SL2[ov]. If we identify
A and hv(A) with linear automorphisms of the o-module L0 = o
2 and the vector space V
respectively, we have p ◦ A = hv(A) ◦ p. Now let s be any vertex in L, and set Λ = α−1(s).
The o-lattice A(Λs) is contained in A(Λ0) = Λ0, and satisfies Λ0/A(Λs) = A(Λ0)/A(Λs) ∼=
Λ0/Λs ∼= o/(pi). Hence A(Λ) ∈ L. The definition of the action of SL2(E) on Tv implies that
A(Λ) ∈ L represents the vertex [A] · s, so that A(Λ) = α−1([A] · s). Hence
J([A] · s) = p(A(Λs)) = hv(A)(p(Λs)) = hv(A)(J(s)) = [hv(A)] · J(s) = hv([A]) · J(s),
which proves equivariance. 
Corollary 7.14. If v is a valuation of a number field E, the tree Tv is locally finite.
Proof. If s0 is any vertex of Tv, we must show that the link of s0 is finite. Since PGL2(E) acts
transitively on T by 7.10, we may assume without loss of generality that s0 is represented
by the lattice o2 = o2v ⊂ E2. Then by Proposition 7.13, the link of s0 is in bijective
correspondence with kP1, where k = kv. Since E is a number field, kv is a finite field, and
hence kP1 is finite. 
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Corollary 7.15. Let v be a valuation of a number field E, and let p denote the character-
istic of kv. Let A be an element of SL2(k) which satisfies traceA ∈ ov and traceA ≡ ±2
(mod mv). Suppose that s is a vertex of FixTv([A]). Then [A]
p fixes each vertex in the link
of s in Tv.
Proof. Since PGL2(E) acts transitively on T by 7.10, we may assume without loss of gen-
erality that s is represented by the lattice o2 = o2v ⊂ E2. According to Proposition 7.11 we
have PSL2(E)s = PSL2(Ov), and by Proposition 7.13 (applied with s0 = s), the action of
PSL2(Ov) on the link L of s is the pullback of an action of PSL2(kv) via the homomorphism
hv : PSL2(Ov)→ PSL2(kv). Now since traceA ≡ ±2 (mod mv), we have tracehv(A) = ±2,
so that hv(A) is conjugate in GL2(kv) to ±
(
1 λ
0 1
)
for some λ ∈ kv. Hence hv([A]p) = 1,
and so [A] acts trivially on L. 
Proposition 7.16. Let v be a valuation of a number field E, and let p denote the char-
acteristic of kv. Let Γ be finitely generated subgroup of PSL2(E). Suppose that Γ has no
non-trivial normal abelian subgroup. Suppose also that Γ is not conjugate in PGL2(E) to a
subgroup of PSL2(ov). Then:
(1) There exists an essential, faithful, minimal Γ-tree T .
(2) If x is an element of Γ which is not conjugate in PGL2(E) to an element of PSL2(ov),
then T may be chosen in such a way that x is T -hyperbolic.
(3) If x ∈ Γ ∩ PSL2(ov), and if m denotes the order of hv(x) ∈ PSL2(kv), then T may
be chosen in such a way that x is T -elliptic, PerT (x) = T , and the x-period of every
edge of T divides mpr for some r ≥ 0.
Proof. Fix a generator pi for mv.
Set T = Tv (see 7.8). Since T is a PSL2(E)-tree, it is in particular a Γ-tree. Since by hypoth-
esis Γ is not conjugate in PGL2(E) to a subgroup of PSL2(ov), it follows from Proposition
7.11 that no vertex of T is fixed by Γ, i.e. that T is an essential Γ-tree. By Corollary 7.14,
the tree T is locally finite.
It follows from Lemma 7.6 that T has a Γ-invariant subtree T which, regarded as a Γ-tree,
is minimal. Since T is an essential, locally finite Γ-tree, the same is true of T .
If T is finite, the action of Γ on T factors through an action of a finite quotient of Γ; it
then follows from [29, Example 6.3.1] that Γ fixes a point of T , a contradiction. Hence T is
infinite. Since T is locally finite, we have diamT = ∞. Hence if we fix any base vertex v0,
there exists for each n > 0 a vertex vn such that ∆(v0, vn) = n. Set Qn = Γv0 ∩ Γvn for each
n > 0. Set Q˜n = Π
−1
E (Qn) ≤ SL2(E).
The proof that T is faithful will depend on the following fact:
7.16.1. For every n > 0, and for every A ∈ [Q˜n, Q˜n], we have traceA ≡ 2 (mod pin).
To prove 7.16.1, we first note that by 7.9, since ∆(v0, vn) = n, we may represent v0 and vn
by lattices Λ0 and Λn which respectively have bases of the form (e, f) and (e, pi
nf). After
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a conjugation of Γ in PGL2(E) we may assume that e = (1, 0) and f = (0, 1), so that
pinf = (0, pin). Hence the element B :=
(
1 0
0 pin
)
of SL2(E) carries Λ0 onto Λ1.
According to Proposition 7.11, Γv0 and Γvn respectively leave the lattices Λ0 and Λn invariant.
It follows that Π−1E (Γv0) ≤ SL2(ov), and that
Π−1E (Γvn) ≤ B · SL2(ov) ·B−1 =
{(
a pi−nb
pinc d
)
: a, b, c, d ∈ ov
}
.
Hence Q˜n = Π
−1
E (Γv0) ∩ Π−1E (Γvn) consists of matrices which are upper triangular modulo
pin. This implies that [Q˜n, Q˜n] consists of matrices which are upper triangular modulo pi
n
and whose diagonal entries are congruent to 1 modulo pin. This gives 7.16.1.
To show that T is faithful, let N / Γ denote the kernel of the action of Γ on T , consisting
of all elements of Γ that act on T by the identity. We have N ≤ Qn for every n > 0. Set
N˜ = Π−1E (N); then every n > 0 we have N˜ ≤ Q˜n and hence [N˜ , N˜ ] ≤ [Q˜n, Q˜n]. Hence for
every A ∈ [N˜ , N˜ ] and for every n > 0, it follows from 7.16.1 that traceA ≡ 2 (mod pin).
Since
⋂∞
n=1(pi
n) = 0, we have traceA = 2 for each A ∈ [N˜ , N˜ ]. It then follows from [10,
Lemma 1.2.1] that N˜ is a reducible subgroup of SL2(E). In particular, [N˜ , N˜ ] is abelian.
Hence [N,N ] is abelian. But since N is normal in Γ, its characteristic subgroup [N,N ] is also
normal. By hypothesis, Γ has no non-trivial normal abelian subgroup; hence [N,N ] = {1}.
This implies that the normal subgroup N of Γ is abelian, and a second application of the
same hypothesis shows that N = {1}. Hence T is faithful.
This proves Assertion (1) of the proposition. To complete the proof, it suffices to show that
the Γ-tree T constructed above has the properties stated in Assertions (2) and (3). To prove
Assertion (2), note that if x is not in a conjugate of PGL2(ov), then according to Proposition
7.11, x fixes no vertex of Tv. In particular, x fixes no vertex of T , i.e. x is T -hyperbolic.
To prove (3), suppose that x ∈ Γ∩PSL2(ov), and let m denote the order of hv(x) ∈ PSL2(kv).
Since x ∈ Γ ∩ PSL2(ov), it follows from Proposition 7.11 that the vertex of T representing
L0 is fixed by x. In particular x is elliptic. Let W denote the subset of PerT (x) consisting of
all vertices and edges whose x-period divides mpr for some r ≥ 0. To establish (3) it suffices
to show that W = T . Since x is elliptic we have W 6= ∅. It is therefore enough to show that
if a vertex s lies in W then St(s) ⊂ W .
Let γ ∈ SL2(ov) represent x. Since hv(x) ∈ PSL2(kv) has order m, we have hv(γmk) = ±1
for every positive integer k; in particular we have tracehv(γ
mk) = ±2. Hence:
7.16.2. If k is any positive integer, trace γmk lies in o and is congruent to ±2 modulo pi.
Now let s be any vertex in W . Choose an integer r ≥ 0 such that the x-period of s divides
mpr. Thus if we set A = γmp
r
, we have s ∈ FixTv([A]). Applying 7.16.2 with k = pr we find
that traceA lies in o and is congruent to ±2 modulo pi. It now follows from Corollary 7.15
that Ap = γmp
r+1
fixes each vertex in the link of s, and therefore fixes every vertex or edge
in the closed star of s. Hence St(s) ⊂ W , as required. 
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8. Three-manifolds and trees
As in [9], I will say that elements x1, . . . , xn of a group Γ are independent (or that the n-tuple
(x1, . . . , xn) is independent) if x1, . . . , xn freely generate a free subgroup of Γ; and I will say
that x1, . . . , xn are semi-independent (or that the n-tuple (x1, . . . , xn) is semi-independent)
if x1, . . . , xn freely generate a free semigroup in Γ. (In other words, x1, . . . , xn are semi-
independent if distinct positive words in these elements represent distinct elements of Γ.)
Lemma 8.1. If u and v are semi-independent elements of a group Γ, then u and uv are
semi-independent.
Proof. We must show that if W1 = W1(x, y) and W2 = W2(x, y) are positive abstract words
in letters x and y, and if W1(u, uv) = W2(u, uv), then W1 = W2. For i = 1, 2, expanding
the expression Wi(u, uv) gives a positive word Vi in u and v. Note that Vi ends with u if
Wi(x, y) ends with x, and that that Vi ends with v if Wi(x, y) ends with y. Since u and v
are semi-independent, and since V1 and V2 define the same element of Γ, the words V1 and
V2 are identical; hence W1 and W2 are either both empty, or both end in x, or both end
in y. Now I will argue by induction on lengthW1 + lengthW2, the assertion of the lemma
being trivial if lengthW1 + lengthW2 = 0. If lengthW1 + lengthW2 > 0, then W1 and W2
either both end with x or both end with y. If they both end with y we may write Wi = Uiy
for i = 1, 2; since V1 = V2 we have U1(u, uv)uv = U2(u, uv)uv. Hence U1(u, uv) = U2(u, uv).
The induction hypothesis now gives U1 = U2 and hence W1 = W2. If W1 and W2 both end
with x, the argument is similar. 
8.2. I will be following the conventions of [9, Section 4] concerning surfaces in 3-manifolds,
with one exception: The definition of incompressible surface given in [9, Definition 4.3]
includes the requirement that the surface be connected. Here I will define an incompressible
surface in an orientable 3-manifold M to be a bi-collared surface F ⊂ M such that every
component of F is incompressible in the sense defined in [9]. Thus connected incompressible
surfaces in the sense of the present paper are the same as incompressible surfaces in the sense
of [9].
If F is an incompressible surface in an orientable, irreducible 3-manifold M , and if Γ ∼= pi1(M)
denotes the group of deck transformations of the universal covering of M , I will denote by
TF the dual Γ-tree of F in the sense of [9, Subsection 4.2]. (The definition given there applies
to any bicollared surface F ⊂M , not necessarily connected.)
According to the definition given in [9], TF is a quotient of the universal covering M˜ of
M . If p : M˜ → M denotes the covering projection, the surface F˜ := p−1(F ) has a collar
neighborhood C˜ ∼= F×[−1, 1] such that the pre-image of each (open) edge under the quotient
map q : M˜ → TF is a component of the set-theoretic interior of C˜; and the pre-image of each
vertex under q is a component of M˜ − C˜. Thus there is a natural bijective correspondence
between components of F˜ and edges of TF : to an edge e there corresponds the component
of F˜ contained in q−1(e). Likewise, there is a natural bijective correspondence between
components of M˜ − F˜ and vertices of TF : to a vertex s there corresponds the component
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of M˜ − F˜ containing q−1(s). Since q is Γ-equivariant, these bijective correspondences are
also Γ-equivariant. A vertex s is incident to an edge e if and only if the component of F˜
corresponding to e is contained in the closure of the component of M˜ − F˜ corresponding to
s.
If Φ is a component of F , I will define a Φ-edge of TF to be an edge corresponding to a
component of Φ˜ := p−1(Φ) ⊂ F˜ .
Proposition 8.3. Let M be an orientable, irreducible 3-manifold, and let Γ ∼= pi1(M) denote
the group of deck transformations of the universal covering M˜ of M . Suppose that T is an
essential Γ-tree. Then there exist an incompressible surface F ⊂ M and a Γ-equivariant,
nondegenerate simplicial map f : TF → T .
Proof. Let E denote the set of midpoints of edges of T . Let p : M˜ →M denote the covering
projection. According to [7, Proposition 1.3.8] (see also [33, Subsections 2.2 and 2.4]), there
is an incompressible surface F which is “associated” (or “weakly dual”) to the Γ-tree T
in the sense that there is a Γ-equivariant map φ : M˜ → |T |, transverse to E, such that
φ−1(E) = p−1(F ).
Let V and VF denote the vertex sets of T and TF . Let T ′ denote the first barycentric
subdivision of T . According to the discussion in 8.2, each vertex s ∈ VF corresponds to a
component X of M˜ − F˜ . The set f(X) is a connected subset of |T | − E, and is therefore
contained in StT ′(fV(s) for a unique vertex fV(s) of T . This defines a map fV : VF → V ,
which is Γ-equivariant since both φ and the bijective correspondence defined in 8.2 are Γ-
equivariant.
Similarly, let E and EF denote the edge sets of T and TF . Each edge e ∈ EF corresponds to
a component Y of F˜ , and f(Y ) is the midpoint of a unique edge fE(e) of T . This defines
a map fE : EF → E , which is Γ-equivariant since both φ and the bijective correspondence
defined in 8.2 are.
I claim that fV extends to a non-degenerate γ-equivariant simplicial map f : TF → T ,
which implies the conclusion of the proposition. It suffices to show that if s0 and s1 are the
endpoints of an edge e ∈ ET , then fV(s0) and fV(s1) are the distinct endpoints of fE(e). Let
Xi denote the component of M˜ − F˜ correspnding to si, and let Y denote the component of
F˜ correspnding to e. For i = 0, 1, since si is incident to e, we have Y ⊂ Xi by 8.2. Hence if
m denotes the midpoint of fE(e), we have {m} = φ(Y ) ⊂ φ(Xi) = StT ′(fV(si), so that fV(si)
is an endpoint of fE(e). If fV were to map s0 and s1 to the same endpoint t of fE(e), then φ
would map the neighborhood X0 ∪ Y ∪X1 of Y into StT ′(t), a subtree of T ′ having m as an
endpoint. This is impossible by transversality. 
Proposition 8.4. Let F be an incompressible surface in an orientable, irreducible 3-manifold
M , and let Φ be a component of F . Then there exists a Γ-equivariant simplicial map g :
TF → TΦ such that
(1) each Φ-edge (8.2) of TF is mapped by g onto an edge of TΦ;
(2) if e and e′ are distinct Φ-edges of TF , then g(e) 6= g(e′); and
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(3) each edge of TF which is not a Φ-edge is mapped by g to a vertex of TΦ.
Proof. Let VF and VΦ denote the vertex sets of TF and TΦ, and let EF and EΦ denote their
edge sets. Let E ′Φ ⊂ EF denote the set of Φ-edges of TF . To prove the proposition, it suffices
to define Γ-equivariant maps fV : VF → VΦ and fE : E ′Φ → EΦ such that (a) fE is bijective,
(b) for every edge e of TF which is not a Φ-edge, fV maps the endpoints of e to the same
vertex of TΦ, and (c) for every e ∈ E ′Φ, the map fV takes the endpoints of e to the distinct
endpoints of fE(e).
Let M˜ and p : M˜ → M denote the universal covering of M and the covering projection.
Set F˜ = p−1(F ) and Φ˜ = p−1(Φ) ⊂ F˜ . According to the discussion in 8.2, each vertex
s ∈ VF corresponds to a component X of M˜ − F˜ . The component of M˜ − Φ˜ containing X
corresponds to a vertex of TΦ, which I will denote fV(v). This defines a map fV : VF → V ,
which is Γ-equivariant since the correspondences defined in 8.2 are Γ-equivariant.
Similarly, each Φ-edge e of TF corresponds to a component Y of Φ˜, which also corresponds to
a unique edge of TΦ; I will denote the latter edge by fE(e). This defines a map fV : VF → V ,
which is Γ-equivariant since the bijective correspondence defined in 8.2 is Γ-equivariant. and
f(Y ) is the midpoint of a unique edge fE(e) of T . This defines a map fE : EF → E , which is
Γ-equivariant since the bijective correspondences defined in 8.2 are Γ-equivariant.
Condition (a) follows from the bijectivity of the correspondences defined in 8.2. To prove
Condition (b), let e be an edge of TF which is not a Φ-edge, let s0 and s1 denote its endpoints,
let Xi denote the component of M˜ − F˜ correspnding to si, and let Y denote the component
of F˜ correspnding to e. By 8.2 we have Y ⊂ Xi for i = 0, 1, and hence X0 ∪ Y ∪ X1 is
connected. Since e is not a Φ-edge we have X0 ∪ Y ∪X1 ⊂ M˜ − Φ˜. Hence X0 and X1 are
contained in the same component of M˜− Φ˜, which implies that fV(s0) = fV(s1). This proves
(b).
To prove Condition (c), let e be a Φ-edge of TF , let s0 and s1 denote its endpoints, Let Xi
denote the component of M˜ − F˜ correspnding to si, and let Y denote the component of F˜
corresponding to e. Since e is a Φ-edge, Y is a component of Φ˜. By 8.2 we have Y ⊂ Xi for
i = 0, 1, Hence if Zi denotes the component of M˜ − Φ˜ containing Xi, we have Y ⊂ Zi. Since
fV(si) is the vertex of TΦ corresponding to Zi, and fE(e) is the edge of TΦ corresponding to
Zi, it follows from 8.2 that fV(si) is incident to fE(e) for i = 0, 1. To prove (c) it remains only
to show that fV(s0) 6= fV(s1), or equivalently that Z0 6= Z1. But Y separates M˜ since M˜
is simply connected, and hence X0 and X1 are contained in distinct components of M˜ − Y .
Since Zi is disjoint from Y and contains Xi it follows that Z0 ∩ Z1 = ∅. 
Since a simplicial map takes vertices to vertices, we obtain:
Corollary 8.5. Let F be an incompressible surface in an orientable, irreducible 3-manifold
M , and let Φ be a component of F . Then every subgroup of Γ which fixes a vertex of TF also
fixes a vertex of TΦ.

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The next three results, Propositions 8.7—8.9, generalize Propositions 4.4, 4.6, 4.9, and 4.11
of [9]. They differ from the latter results only in that the incompressible surface F appearing
in each of the results below is permitted to be disconnected.
8.6. Following the terminology of [9], I will say that the action of Γ on T is linewise faithful
if for every line L in T , the subgroup of Γ that fixes L pointwise is trivial.
Proposition 8.7. Suppose that F is an incompressible surface in a compact orientable 3-
manifold M . Let Γ denote the group of deck transformations of M˜ . Then TF is an essential
Γ-tree.
Proof. Choose a component Φ of F . If Γ fixes a vertex of TF then according to Corollary
8.5, it fixes a vertex of TΦ. But this contradicts [9, Proposition 4.4], which asserts that for
a connected incompressible surface Φ, the Γ-tree TΦ is essential. 
Proposition 8.8. Let M = H3/Γ be a closed hyperbolic 3-manifold containing an incom-
pressible surface F , no component of which is a fiber or a semi-fiber. Then for every non-
trivial TF -elliptic element γ ∈ Γ, the diameter (as an integer metric space, cf. 7.2) of the
set of fixed vertices γ in TF is at most 14G− 12n, where n is the number of components of
F and G is the sum of their genera. In particular, the action of Γ on TF is linewise faithful.
Proof. The second assertion follows from the first, since a line in a tree has infinite diameter.
To prove the first assertion, let F1, . . . , Fn denote the components of F , and let gi denote the
genus of Fi for i = 1, . . . , n. It follows from [13, Corollary 1.5] that for every i ∈ {1, . . . , n}
and every non-trivial TFi-elliptic element γ ∈ Γ, the diameter of FixTFi (γ) in TFi is at most
14gi − 12.
For each i ∈ {1, . . . , n} we may apply Lemma 8.4 to obtain a Γ-equivariant simplicial map
gi : TF → TFi such that Conditions (1)–(3) of Lemma 8.4 hold with Φ = Fi and g = gi.
Suppose that γ ∈ Γ in TF -elliptic. Then Corollary 8.5, applied to the subgroup H = 〈γ〉
of Γ and the equivariant map g = gi, implies that γ is TFi-elliptic for i = 1, . . . , n. We are
required to prove that if s and t are vertices in FixTF (γ) then dist(s, t) ≤ 14G− 12n, where
dist denotes the distance function defined in 7.2. For each i ∈ {1, . . . , n}, let ei1, . . . , e(i)ki be
the Fi-edges in the segment [s, t] (see 8.2). Conditions (1) and (2) of Lemma 8.4 imply that
gi maps the (open) edges e
i
1, . . . , e
(i)
ki
onto distinct edges of TFi , and Condition (3) implies
that gi maps each component of [s, t] − (ei1 ∪ . . . ∪ e(i)ki ) to a vertex. Since Ti is a tree, it
follows that gi(e
i
1 ∪ · · · ∪ e(i)ki ) is the segment with endpoints gi(s) and gi(t). Hence ki =
dist(gi(s), gi(t)). Since s, t ∈ FixTF (γ), the equivariance of gi gives gi(s), gi(t) ∈ FixTFi (γ),
and so ki ≤ diam(FixTFi (γ)). Hence
dist(s, t) = length[s, t] =
n∑
i=1
ki ≤
n∑
i=1
diam(FixTFi (γ)) ≤
n∑
i=1
(14gi − 12) = 14G− 12n.

MARGULIS NUMBERS AND NUMBER FIELDS 26
Proposition 8.9. Let F be a (possibly disconnected) incompressible surface in an orientable
3-manifold M . Let Γ denote the group of deck transformations of the universal cover of M .
Suppose that γ is an infinite-order element of Γ such that FixTF (γ) contains at least one
edge. Then for every integer n > 0 we have FixTF (γ
n) = FixTF (γ).
Proof. This is proved in the same way as [9, Proposition 4.9]. In the latter proof, the
incompressibility of F is used to show that the surface denoted Ai is incompressible in the
3-manifold denoted N . If F is disconnected, the incompressibility of Ai follows from the fact
that the component of F which is covered by the component Φ˜i of F˜ is incompressible. 
Lemma 8.10. Let F be an incompressible surface in an orientable hyperbolic 3-manifold
M = H3/Γ. Let γ be an element of Γ such that PerTF (γ) contains at least one edge in TF .
Then all edges of PerTF (γ) have the same γ-period.
Proof. We may assume that γ 6= 1, so that γ has infinite order. Let m denote the smallest
γ-period of any edge of PerTF (γ). Then FixTF (γ
m) contains at least one edge of TF . Applying
Proposition 8.9, with γm playing the role of γ in that proposition, we find that FixTF (γ
mn) =
FixTF (γ
m) for every n > 0. If e is any edge of PerTF (γ) we have γ
n · e = e for some n > 0,
and hence e ⊂ FixTF (γn) ⊂ FixTF (γmn) = FixTF (γm). By the minimality of m it follows that
e has γ-period exactly m. 
In view of Lemma 8.10, it makes sense to introduce the
Notation 8.11. If F is an incompressible surface in an orientable hyperbolic 3-manifold
M = H3/Γ, and if γ is an element of Γ such that PerTF (γ) contains at least one edge, we
will denote by mF (γ) the common γ-period of all edges of PerTF (γ).
Note that mF (γ) is defined only if PerTF (γ) has at least one edge.
Proposition 8.12. Let M = H3/Γ be a closed, orientable hyperbolic 3-manifold, let x and
y be non-commuting elements of Γ, and let P be a set of (rational) primes. Suppose that
there is a faithful, essential Γ-tree T such that for every edge α of PerT (x), all the primes
dividing the x-period of α belong to P. Then either
(a) at least one of the pairs (x, yxy−1) and (xy−1, y2) is independent; or
(b) at least one of the pairs (x−1, y) and (x, y) is semi-independent; or
(c) there is an incompressible surface F ⊂ M , no component of which is not a fiber or
semifiber, such that PerTF (x) has at least one edge, and at least one prime in P divides
mF (x).
Remark 8.13. The hypothesis that for every edge e of PerT (x), all the primes dividing the
x-period of e belong to P , may sometimes hold vacuously; that is, PerT (x) may have no
edges (and may be empty). The proposition applies in this case, even if P = ∅.
Proof of Proposition 8.12. According to Proposition 8.3, there exist an incompressible sur-
face F ⊂M and a Γ-equivariant nondegenerate simplicial map f : TF → T .
I claim:
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8.13.1. No component of F is a fiber or semifiber.
To prove 8.13.1, consider an arbitrary component F0 of F . Let p : H3 → M denote the
quotient map, and choose a component F˜ of p−1(F0) ⊂ H3. The definition of TF implies that
F˜ is the pre-image under the Γ-equivariant quotient map q : H3 → TF of an edge e0 of TF . By
the equivariance of q, the stabilizer ΓF˜ of F˜ in Γ fixes e0. By the equivariance of f , the group
ΓF˜ fixes the edge f(e0) ⊂ T . In particular, U := FixT (ΓF˜ ) is non-empty, and is therefore
a subtree of T . On the other hand, if we identify Γ with pi1(M), then up to conjugacy ΓF˜
is identified with the image of the inclusion homomorphism pi1(F0, ?) → pi1(M, ?), where
? ∈ F0 is any base point. Hence if F0 is a fiber or semifiber, ΓF˜ is a non-trivial normal
subgroup of Γ. The normality of ΓF˜ implies that U is Γ-invariant. Since T is minimal it
follows that U = T . But this implies that the non-trivial subgroup ΓF˜ acts trivially on T ,
in the sense that each of its elements acts by the identity. This contradicts the hypothesis
that T is faithful, and 8.13.1 is proved.
In view of Proposition 8.8, it follows from 8.13.1 that the action of Γ on TF is linewise
faithful. Note also that TF is an essential Γ-tree by Proposition 8.7.
With this background, I will now show that one of the alternatives (a), (b) or (c) holds. I will
divide the argument into three cases, each of which has two or more (possibly overlapping)
subcases.
Case I: x is TF -elliptic but PerTF (x) contains no edges. Then in particular x has a
unique fixed vertex s in TF , and we have FixTF (x
k) = {s} for every n > 0. If we set z = yxy−1
and t = y · s, then FixTF (zk) = {t} for every n > 0. If s = t, then since TF is essential, it
now follows from [9, Proposition 4.11] that x and z are independent in Γ. If s 6= t, it follows
from [9, Proposition 4.10] that x and z are independent in Γ. Thus Alternative (a) of the
present proposition holds in both subcases.
Case II: x is TF -hyperbolic. In the subcase where y is also TF -hyperbolic, using the
linewise faithfulness of the action of Γ on TF , we deduce from [9, Proposition 3.6] that x and
y are semi-independent in Γ. In the subcase where xy is TF -hyperbolic, we deduce from [9,
Proposition 3.6] that x−1 and xy are semi-independent in Γ. It then follows from Lemma 8.1
that x−1 and y are semi-independent in Γ. The same argument shows that in the subcase
where xy−1 is TF -hyperbolic, x−1 and y−1 are semi-independent in Γ; this implies that x
and y are semi-independent in Γ. Thus in all these subcases, Alternative (b) of the present
proposition holds. There remains the subcase in which y, xy and xy−1 are all TF -elliptic. In
particular, the elements xy−1 and y2, and their product xy, are all elliptic. Hence by 7.7,
xy−1 and y2 have a common fixed vertex. It then follows from [9, Proposition 4.11] that
xy−1 and y2 are independent. Thus alternative (a) holds in this subcase.
Case III: x is TF -elliptic and PerTF (x) has at least one edge. Then according to
Lemma 8.10 and the definition in 8.11, the natural number m := mF (x) is well defined. In
the subcase where some prime in P divides m, Alternative (c) holds.
Now consider the subcase in which no prime in P divides m. Set V = PerTF (x) and W =
FixT (x). According to the definition of m = mF (x), each edge of V has x-period m. If e is
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any edge of V , and if we set α = f(e), then since xm · e = e, it follows from equivariance
that xm · α = α. Hence if d denotes the x-period of the edge α, we have d|m. But by
hypothesis each prime dividing d belongs to P . Since no prime in P divides m, we must
have d = 1. This shows that f(V ) ⊂ W . By equivariance it follows that f(y · V ) ⊂ y ·W .
If we again set z = yxy−1, then y · V = PerTF (z), and y ·W = FixT (z). We now distinguish
two sub-subcases, depending on whether V ∩ y · V is empty or not. If V ∩ y · V = ∅, so that
PerTF (x) ∩ PerTF (z) = ∅, it follows from [9, Proposition 4.10] that x and z are independent
in Γ, i.e. Alternative (a) holds. If V ∩ y · V 6= ∅, then
FixT (x) ∩ FixT (z) = W ∩ y ·W ⊃ f(V ) ∩ f(y · V ) ⊃ f(V ∩ y · V ) 6= ∅.
It then follows from [9, Proposition 4.11] that x and z are independent in Γ, and again
Alternative (a) holds. 
9. Displacements, volumes and indices of two-generator subgroups
The main results of this section, Proposition 9.2 and Corollary 9.3, are refinements of The-
orem 4.2 and Corollary 4.3 of [32].
Proposition 9.1. Let x and y be non-commuting elements of PSL2(C) such that 〈x, y〉 is
discrete and torsion-free and has infinite covolume. Then for every P ∈ H3 we have
1
1 + exp dP (x)
+
1
1 + exp dP (y)
≤ 1
2
.
In particular we have max(dP (x), dP (y)) ≥ log 3.
Proof. Set Γ = 〈x, y〉. Proposition 3.14 of [32], applied to the hyperbolic 3-manifold M =
H3/Γ, shows that Γ is free. The conclusion now follows from the case k = 2 of [1, Theorem
4.1]. 
Proposition 9.2. Let α and β be positive real numbers such that
1
1 + expα
+
1
1 + exp β
>
1
2
.
Then there is a constant Vα,β with the following property:
• Let M = H3/Γ be any orientable hyperbolic 3-manifold with ∞ ≥ volM > Vα,β. Let
P be any point of H3, and let x and y be elements of Γ such that dP (x) ≤ α and
dP (y) ≤ β. Then x and y commute in Γ.
Proof. Assume that the assertion is false. Then there is a sequence (Mn)n≥1 of orientable
finite-volume hyperbolic 3-manifolds, where Mn = H3/Γn, and for each n a pair of non-
commuting elements xn, yn ∈ Γn and a point Pn ∈ H3, such that dPn(xn) ≤ α and dPn(yn) ≤
β for each n.
After replacing each Γn by a suitable conjugate of itself in PSL2(C), we may assume that
the Pn are all the same point of H3, which I will denote by P . Thus for each n we have
(9.2.1) dP (xn) ≤ α and dP (yn) ≤ β.
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For each n, set Γ˜n := 〈xn, yn〉. Note that Γ˜n is discrete and torsion-free since Γn is, and that
Γ˜n is non-abelian—and hence non-elementary by [30, Proposition 2.1]—since xn and yn do
not commute. Set M˜n := H3/Γ˜n.
Since
1
1 + expα
+
1
1 + exp β
>
1
2
,
it follows from (9.2.1) that
(9.2.2)
1
1 + exp dP (xn)
+
1
1 + exp dP (yn)
>
1
2
.
It therefore follows from Proposition 9.1 that vol M˜n < ∞. On the other hand, M˜n covers
Mn, and hence vol M˜n ≥ volMn. In particular, vol M˜n →∞.
It follows from (9.2.1) that the xn and yn lie in a compact subset of PSL2(C). Hence, after
passing to a subsequence, we may assume that the sequences (xn) and (yn) converge in
PSL2(C) to limits x∞ and y∞. It then follows, again from (9.2.1), that
(9.2.3)
1
1 + exp dP (x∞)
+
1
1 + exp dP (y∞)
≥ 1
1 + expα
+
1
1 + exp β
>
1
2
.
For 1 ≤ n ≤ ∞ we define a representation ρn of the rank-2 free group F2 = 〈ξ, η〉 by
ρn(ξ) = xn, ρn(η) = yn. Thus ρn(F2) = Γ˜n for each n. Since ξ and η generate F2, and since
ρn(ξ)→ ρ∞(ξ) and ρn(η)→ ρ∞(η) as n→∞, we have ρn(γ)→ ρ∞(γ) for every γ ∈ F2. By
definition (see, for example, Section 2 of [30]) this means that the sequence (ρn) converges
algebraically to ρ∞. Set x∞ = ρ∞(ξ), y∞ = ρ∞(η).
Let D denote the set of representations of F2 in PSL2(C) whose images are discrete, torsion-
free, and non-elementary. According to [30, Theorem 2.4] (a theorem essentially due to T.
Jorgensen and P. Klein [18]), the limit of any algebraically convergent sequence of represen-
tations in D is again in D. Hence ρ∞ ∈ D. Thus Γ˜∞ := ρ∞(F2) = 〈x∞, y∞〉 is a discrete
group.
According to [17, Proposition 3.8], since (ρn) converges algebraically, the sequence of discrete
groups (Γ˜n) has a geometrically convergent subsequence (in the sense defined in [17]). Hence
without loss of generality we may assume that (Γ˜n) converges geometrically to some discrete
group Γ̂∞. It then follows, again from [17, Proposition 3.8], that Γ˜∞ ≤ Γ̂∞.
According to [32, Lemma 4.1], there is a neighborhood W of the identity in PSL2(C) such
that Γ˜n ∩W = {1} for every n ∈ N. Let E denote the set of all torsion-free subgroups ∆ of
PSL2(C) such that ∆ ∩W = {1}. (In particular each group in E is discrete.) According to
[5, Theorem 1.3.1.4], E is compact in the topology of geometric convergence. Since Γ˜n ∈ E
for each n ∈ N, we have Γ̂∞ ∈ E. In particular Γ̂∞ is torsion-free. We let M̂∞ denote the
orientable hyperbolic 3-manifold H3/Γ̂∞.
Since (Γ˜n) converges geometrically to Γ̂∞, the sequence of orientable hyperbolic 3-manifolds
(M˜n) converges geometrically to M̂∞ in the sense of [4, Chapter E]. If vol M̂∞ were finite, it
would then follow from [4, Proposition E.2.5] that the sequence (vol M˜n) had the finite limit
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vol M̂∞, which contradicts vol M˜n →∞. Thus M˜∞ := H3/ρ∞(F2) is a hyperbolic 3-manifold
of infinite volume. It therefore follows from Proposition 9.1 that
1
1 + exp dP (x∞)
+
1
1 + exp dP (y∞)
≤ 1
2
.
But this contradicts (9.2.3). 
Corollary 9.3. Let α and β be positive real numbers such that
1
1 + expα
+
1
1 + exp β
>
1
2
.
Then there is a natural number δα,β with the following property:
• Let Γ be any cocompact, discrete, torsion-free subgroup of PSL2(C). Let P be any
point of H3, and let x and y be elements of Γ such that dP (x) ≤ α and dP (y) ≤ β.
Then either x and y commute in Γ, or the subgroup 〈x, y〉 has index at most δα,β in
Γ.
Proof. Let v denote the infimum of the volumes of all hyperbolic 3-manifolds; we have v > 0,
for example by [22, Theorem 1]. Let Vα,β be a positive real number having the property stated
in Proposition 9.2, and set
δα,β = bVα,β
v
c.
Suppose that Γ ≤ PSL2(C) is cocompact, discrete and torsion-free. Set M = H3/Γ. Let P
be any point of H3, and let x and y be elements of Γ such that dP (x) ≤ α and dP (y) ≤ β.
Then either x and y commute in Γ, or the subgroup 〈x, y〉 has index at most δα,β in Γ. Set
Γ˜ = 〈x, y〉 and M˜ = H3/Γ˜. Applying Proposition 9.2, with M˜ and Γ˜ in place of M and Γ,
we find that either x and y commute in Γ˜ ≤ Γ, or vol M˜ ≤ Vα,β < ∞. In the latter case,
since volM ≥ v, we find that
|Γ : Γ˜] = vol M˜
volM
≤ Vα,β
v
.
It follows that |Γ : Γ˜| ≤ δα,β. 
10. Haken manifolds, measures and displacements
This section is devoted to some refinements of results from [9] which will be needed in the
next section. for the proof of Theorem 11.2 (Theorem B of the Introduction).
The following result, Proposition 10.1, generalizes Proposition 6.2 of [9]. As in the latter
result, if γ is an element of PSL2(C) I will denote by γ∞ the Mo¨bius transformation of the
sphere at infinity S∞ defined by γ. I will use the same notation as in [11]. In particular,
the conformal expansion factor ([11, 2.4]) of the Mo¨bius transformation γ∞ associated to the
point z ∈ H3 will be denoted λγ,z; the pull-back ([11, 3.1]) of a measure µ under γ∞ will be
denoted γ∗µ; and A = (Az) will denote the area density on S∞ (see [11, 3.3]).
MARGULIS NUMBERS AND NUMBER FIELDS 31
Proposition 10.1. Let M = H3/Γ be a closed hyperbolic 3-manifold and let P be a point in
H3. Let T be a Γ-tree and let x and y be T -elliptic elements of Γ such that FixT (x)∩FixT (y) =
∅. Let n be a positive integer, and suppose that there is no integer k with 0 < k ≤ 2n such
that either xk or yk has a fixed edge in T . Then there exist Borel measures σi and τi on S∞,
for i = −n, . . . , 0, . . . , n, such that
(1) σ0 + τ0 ≤ AP ;
(2)
∑n
i=1(σi + σ−i) ≤ τ0 and
∑n
i=1(τi + τ−i) ≤ σ0; and
(3)
∫
S∞ λ
2
x,Pdσi = σ(i−1)(S∞) and
∫
S∞ λ
2
y,Pdτi = τ(i−1)(S∞) for i = 1, . . . , n and
 = ±1.
Furthermore, in the case that T = TF for some incompressible surface F in M , we have
σ0 + τ0 = AP .
Proof. According to [9, Proposition 6.1], there exist an edge e of T and disjoint subsets X
and Y of Γ such that
• Γ is the disjoint union of X, Y and Γe;
• x±kY ⊂ X and y±kX ⊂ Y for 0 < k ≤ n; and
• xiY ∩ xjY = ∅ and yiX ∩ yjX = ∅ for any pair of distinct integers i and j with
−n ≤ i ≤ n and −n ≤ j ≤ n.
Since Γ is discrete, the set Γ · P is uniformly discrete, in the sense of [11, Subsection 4.1].
Set
X ′ = X −
n⋃
i=1
(xY ∪ x−1Y ) and Y ′ = Y −
n⋃
i=1
(yX ∪ y−1X).
Define a subset S of the power set of Γ · P by
S = {X ′ · P, Y ′ · P Γe · P} ∪
n⋃
i=1
{xiY · P, x−iY · P, yiX · P, y−iX · P}.
Define V to be the collection of all unions of sets in S.
We apply [11, Proposition 4.2] with W = Γ · P , to construct a family (MV )V ∈V, of D-
dimensional conformal densities, for some D ∈ [0, 2], such that conditions (i)-(iv) of [11,
Proposition 4.2] hold. For −n ≤ i ≤ n, set
MxiY ·P = (σ(i)z )z∈H3 , and MyiX·P = (τ (i)z )z∈H3 .
It follows from conditions (i) and (ii) of [11, Proposition 4.2] that MΓ =MX·P +MY ·P +
MΓe·P is a Γ-invariant conformal density. Since M = H3/Γ is a closed manifold, every Γ-
invariant superharmonic function on M is constant. Thus by [11, Proposition 3.9], D = 2
and MX·P +MY ·P +MΓe·P = kA for some constant k. Condition (i) of [11, Proposition
4.2] guarantees that k > 0. Thus by normalizing the family (MV )V ∈V appropriately we may
assume that k = 1.
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Now define σi = σ
(i)
P and τi = τ
(i)
P for −n ≤ i ≤ n. Then Conclusion (1) follows from the
equality MX·P +MY ·P +MΓe·P = A by specializing to z = P .
According to [11, Proposition 4.2 (ii)], we have
MX·P =MX′·P +
n∑
i=1
MxiY ·P +
n∑
i=1
Mx−iY ·P
and
MY ·P =MY ′·P +
n∑
i=1
MyiX·P +
n∑
i=1
My−iX·P .
Specializing to z = P , we obtain Conclusion (2).
The proofs of Conclusions (3) and (4) are based on [11, Proposition 4.2 (iii)]. Let  ∈ {1,−1}
be given. Applying [11, Proposition 4.2 (iii)] with γ = x and with V = xiY for any
i ∈ {1, . . . , n}, we find that
(x)∗(MxiY ) =Mx(i−1)Y .
Since MxiY ·P = (σ(i)z )z∈H3 and that Mx(i−1)Y ·P = (σ((i−1))z )z∈H3 , the definition of the pull-
back (see [11, 3.4.1]) gives that
(x)∗∞σ
(i)
z = σ
((i−1))
z
which implies that
dσ((i−1))z = λ
2
x,z dσ
(i)
z .
Taking z = P and integrating over S∞ we obtain∫
S∞
λ2x,P dσi =
∫
S∞
dσ(i−1) = σ(i−1)(S∞)
which is the first part of Conclusion (3). The second part is proved in exactly the same way,
using X and y in place of Y and x.
The final assertion of the proposition, that σ0 + τ0 = AP in the case where T = TF for some
incompressible surface F in M , is proved in exactly the same way as the final assertion of
[Proposition 6.2] of [9]. Note that the latter proof depends on the fact that neither x2 nor
y2 has a fixed edge in TF ; in the context of the present proof, this is a consequence of the
hypothesis that there is no integer k with 0 < k ≤ 2n such that either xk or yk has a fixed
edge in T . 
Proposition 10.2. Let M = H3/Γ be a closed hyperbolic 3-manifold and let P be a point
of H3. Let F be an incompressible surface in M , and let x and y be TF -elliptic elements
of Γ such that FixTF (x) ∩ FixTF (y) = ∅. Let n be a positive integer, and suppose that there
is no integer k with 0 < k ≤ 2n such that either xk or yk has a fixed edge in TF . Set
Dx = exp(2dP (x)) and Dy = exp(2dP (y)). Then there exist strictly positive real numbers αi
and βi, for i = −n, . . . , 0, . . . , n, such that the following conditions hold:
(1) α0 + β0 = 1;
(2)
∑n
i=1(αi + α−i) ≤ β0 and
∑n
i=1(βi + β−i) ≤ α0; and
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(3)
α(i−1)(1− αi)
αi(1− α(i−1)) ≤ Dx and
β(i−1)(1− βi)
βi(1− β(i−1)) ≤ Dy for i = 1, . . . , n and  = ±1.
Proof. Set T = TF , so that the hypotheses of Proposition 10.1 hold. For i = −n, . . . , 0, . . . , n
let σi and τi denote the Borel measures on S∞ given by Proposition 10.1. Let αi and βi denote
the total masses of σi and τi respectively.
Since T = TF , the last sentence of Proposition 10.1 gives that σ0 + τ0 = AP , which implies
Conclusion (1) of the present proposition. Conclusion (2) of the present proposition follows
from Conclusion (2) of Proposition 10.1.
As a preliminary to proving Conclusion (3) of the present proposition, I will show that
(10.2.1) 0 < αi < 1 and 0 < βi < 1 for i = −n, . . . , 0, . . . , n.
To prove (10.2.1), first note that since the function λ2x,P are continuous and positive-valued
on S2, it follows from Conclusion (3) of Proposition 10.1 that for a given i ∈ {−(n −
1), . . . , 0, . . . , n} we have
(10.2.2) αi = 0 if and only if αi−1 = 0.
The same argument shows that
(10.2.3) βi = 0 if and only if βi−1 = 0.
Now suppose that for some i0 ∈ {−n, . . . , 0, . . . , n} we have αi0 = 0. Then by (10.2.2) we
have αi = 0 for every i ∈ {−n, . . . , 0, . . . , n}. In particular α0 = 0, and hence by Conclusion
(2) of Proposition 10.1, we have βi = β−i = 0 for i = 1, . . . , n. In particular β1 = 0, and
hence by (10.2.3) we have β0 = 0. We now have 0 + 0 = α0 + β0 = 1, a contradiction.
This shows that αi > 0 for i = −n, . . . , 0, . . . , n. The same argument shows that βi > 0 for
i = −n, . . . , 0, . . . , n. Since α0 + β0 = 1 it follows that α0 < 1 and β0 < 1. It then follows
from Conclusion (2) of Proposition 10.1 that αi < 1 and βi < 1 for i = −n, . . . , 0, . . . , n.
Thus (10.2.1) is established.
Conclusion (3) of the present proposition will be deduced from Conclusions (1)—(3) of
Proposition 10.1 via [9, Lemma 2.1]. Let i ∈ {1, . . . , n} and  ∈ {+1,−1} be given. To
facilitate the transition between the notation of the present argument and that of [9, Lemma
2.1], let ν denote the measure σi, let γ denote the loxodromic isometry x
 of H3, and set
a = αi and b = α(i−1). By (10.2.1) we have 0 < a < 1 and 0 < b < 1. It follows from
Conclusions (1) and (2) of Proposition 10.1 that σi ≤ τ0 ≤ AP , so that
(10.2.4) ν ≤ AP .
The definition of αi gives σi(S∞) = αi, i.e.
(10.2.5) ν(S∞) = a.
Conclusion (3) of Proposition 10.1 gives
∫
S∞ λ
2
x,Pdσi = σ(i−1)(S∞) = α(i−1), i.e.
(10.2.6)
∫
S∞
λ2γ,Pdν = b.
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According to [9, Lemma 2.1], if (10.2.4), (10.2.5) and (10.2.6) for numbers a, b ∈ (0, 1), then
we have
dist(z, γ · z) ≥ 1
2
log
b(1− a)
a(1− b) .
Hence this inequality holds with the choices of a and b made above; it immediately implies the
first inequality of Conclusion (3) of the present proposition. To prove the second inequality
we take ν = τi, γ = y
, a = βi and b = β(i−1) and reason in exactly the same way. 
Lemma 10.3. Let M = H3/Γ be a closed hyperbolic 3-manifold and let P be a point of H3.
Let F be an incompressible surface in M , and suppose that x and y are TF -elliptic elements
of Γ such that FixTF (x) ∩ FixTF (y) = ∅. Suppose that there is no integer k with 0 < k < 5
such that either xk or yk has a fixed edge in TF . Then either dP (x) > 0.34 or dP (y) > 1.08.
Proof. I will apply Proposition 10.2 with n = 2. This gives numbers αj and βj for j =
−2,−1, 0, 1, 2 such that Conditions (1)–(4) of Proposition 10.2 hold. I will distinguish several
cases.
First consider the case in which α0 > 0.35 and α ≤ 0.214 for some  ∈ {1,−1}. In this case
we have
Dx ≥ α0(1− α)
α(1− α0) ≥
0.35(1− 0.214)
0.214(1− 0.35) = 1.9777 . . . ,
which gives dP (x) ≥ 0.3409 . . ., implying the conclusion in this case. Next consider the case
in which α0 > 0.35 and min(α1, α−1) > 0.214. In this case we have
α2 + α−2 ≤ β0 − (α1 + α−1) = 1− α0 − (α1 + α−1) < 1− 0.35− 2 · 0.214 = 0.222
and hence α < 0.111 for some  ∈ {1,−1}. It follows that
Dx ≥ α(1− α2)
α2(1− α) ≥
0.214(1− 0.111)
0.111(1− 0.214) = 2.1805 . . . .
This gives dP (y) ≥ 0.389 . . ., implying the conclusion in this case.
There remains the case in which α0 ≤ 0.35 and hence β0 = 1 − α0 ≥ 0.65. In this case we
have β1 + β−1 ≤ α0 ≤ 0.35, and hence β ≤ 0.175 for some  ∈ {1,−1}. Hence
Dy ≥ β0(1− β)
β(1− β0) ≥
0.65(1− 0.175)
0.175(1− 0.65) = 8.755 . . . .
This gives dP (x) ≥ 1.084 . . ., and the conclusion is established in all cases. 
11. Displacements and finitistic orders
This section contains the proof of one of the main results of the paper, Theorem 11.2, which
was stated in the Introduction as Theorem B.
Proposition 11.1. Let Γ be a torsion-free group whose abelian subgroups are all cyclic.
Then every solvable subgroup of Γ is cyclic.
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Proof. Let ∆ be a solvable subgroup of Γ, and let ∆ = ∆0 .∆1 . · · ·.∆n = {1} be its derived
series. If n ≤ 1 then ∆ is abelian and hence cyclic. Now suppose that n > 1. Set X = ∆n−2
and Y = ∆n−1. Then Y ≤ X is abelian, while X is not. By Zorn’s lemma, Y is contained in
a maximal abelian subgroup A of X. Since A contains the commutator subgroup Y of X, it
is normal in X. But A ≤ Γ is abelian and therefore infinite cyclic; hence if C = C(A) ∩X
denotes the centralizer of A relative to X, we have |X : C| ≤ 2. For any c ∈ C, the subgroup
〈A ∪ {c}〉 of X is abelian. By maximality we must have c ∈ A. Hence C = A, so that
|X : A| ≤ 2. Since X contains an infinite cyclic subgroup with index 2, it is either dihedral
or infinite cyclic. The former alternative is ruled out by the hypothesis that Γ is torsion-free,
while the latter alternative is ruled out by the fact that X is non-abelian. 
Theorem 11.2. There exists a natural number N with the following property. Let Γ be any
cocompact, discrete, torsion-free subgroup of PSL2(C). Suppose that Γ ≤ PSL2(E), where E
is a number field. Let v be a valuation of E. Let x and y be non-commuting elements of Γ.
Suppose that either
(i) x does not lie in a PGL2(E)-conjugate of PSL2(ov), or
(ii) x ∈ PSL2(ov), the characteristic of kv is greater than N , and hv(x) has order 7 in
PSL2(kv).
Then for every point P ∈ H3 we have
max(dP (x), dP (y)) > 0.34.
Proof. We have
1
1 + expα
+
1
1 + exp(7α)
= 0.5005 . . . >
1
2
.
Hence we may define a natural number δα,7α as in Corollary 9.3. I will show that the
assertions of the theorem hold with N = max(7, δα,7α).
Suppose that Γ, E, v, x and y satisfy the hypotheses. Set M = H3/Γ.
It suffices to prove that the conclusions are true in each of the following three cases:
Case A: Alternative (ii) of the hypothesis holds and Γ ≤ PSL2(ov).
Case B: Alternative (ii) of the hypothesis holds and Γ is not conjugate in PGL2(E) to a
subgroup of PSL2(ov).
Case C: Alternative (i) of the hypothesis holds.
I will consider Case A first. Since M is a closed, orientable hyperbolic 3-manifold, all abelian
subgroups of Γ ∼= pi1(M) are cyclic; hence by Proposition 11.1, all solvable subgroups of Γ
are cyclic. Since x and y do not commute, it follows that the subgroup Γ1 := 〈x, y〉 of Γ is
non-solvable. Since Γ is torsion-free, so is Γ1.
Since we are in Case A, we have Γ ≤ PSL2(ov); furthermore, hv(x) has order 7 in PSL2(kv).
Let p denotes the characteristic of kv. Since Alternative (ii) holds in this case, we have
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p > N ≥ 7. Thus the hypotheses of Corollary 6.3 now hold with m = 7, and with Γ1 playing
the role of Γ. Hence if, as in the statement of Corollary 6.3, we set
Θ1 = 〈x7, y〉 ≤ Γ1
and
Θ2 = 〈x, yxy−1xyx−1y−1〉 ≤ Γ1,
and set θi = |Γ1 : Θi| for i = 1, 2, then we have
(11.2.1) max(θ1, θ2) ≥ p > N.
Now suppose that max(dP (x), dP (y)) ≤ α. Then dP (x7) ≤ 7dP (x) ≤ 7α. Since x does not
commute with y, it follows from [9, Corollary 8.2] that x7 does not commute with y. Hence
the property of δα,7α stated in Corollary 9.3 implies that
(11.2.2) N ≥ δα,7α ≥ |Γ : 〈x7, y〉| ≥ |Γ1 : 〈x7, y〉| = θ1.
Likewise, we have dP (yxy
−1xyx−1y−1) ≤ 3dP (x) + 4dP (y) ≤ 7α. Since y does not commute
with x, it follows from two applications of [9, Lemma 8.1] that yxy−1xyx−1y−1 does not
commute with x. Hence the property of δα,7α stated in Corollary 9.3 implies that
(11.2.3) N ≥ δα,7α ≥ |Γ : 〈x, yxy−1xyx−1y−1〉| ≥ |Γ1 : 〈x, yxy−1xyx−1y−1〉| = θ2.
Now (11.2.1), (11.2.2) and (11.2.3) give a contradiction, and the proof in Case A is complete.
I will now turn to the proof in Cases B and C. In these cases Γ is not in a PGL2(E)-conjugate
of PSL2(o). Furthermore, since Γ ≤ PSL2(C) is discrete, torsion-free and cocompact, it has
no non-trivial normal abelian subgroup. Thus the hypotheses of Proposition 7.16 hold. In
Case B it follows from Assertion (3) of Proposition 7.16 that there is an essential, faithful
Γ-tree T such that x is T -elliptic, PerT (x) = T , and the x-period of every edge of T has
the form pr or 7pr for some r ≥ 0. In Case C it follows from Assertion (2) of Proposition
7.16 that there is an essential, faithful Γ-tree T such that x is T -hyperbolic; in this case,
PerT (x) = ∅, and it is vacuously true that the x-period of every edge of PerT (x) has the form
pr or 7pr for some r ≥ 0. Thus the following assertion holds both in Case B and in Case C:
11.2.4. There exists an essential, faithful Γ-tree T such that the x-period of every edge of
PerT (x) has the form p
r or 7pr for some r ≥ 0.
I will complete the proof of the theorem by showing that the conclusion follows from 11.2.4.
It follows from 11.2.4 that the hypothesis of Proposition Proposition 8.12 holds with P =
{7, p}. Hence one of the alternative conclusions (a), (b) or (c) of Proposition 8.12 must
hold. Consider the subcase in which (a) holds, i.e. at least one of the pairs (x, yxy−1) and
(xy−1, y2) is independent. Then according to the case k = 2 of [1, Theorem 4.1], we have
either
(11.2.5)
1
1 + exp dP (x)
+
1
1 + exp dP (yxy−1)
≤ 1
2
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or
(11.2.6)
1
1 + exp dP (xy−1)
+
1
1 + exp dP (y2)
≤ 1
2
.
Now assume that max(dP (x), dP (y)) ≤ α. Then we have
dP (yxy
−1) ≤ dP (x) + 2dP (y) ≤ 3α,
dP (xy
−1) ≤ dP (x) + dP (y) ≤ 2α
and
dP (y
2) ≤ 2dP (y) ≤ 2α.
Hence
(11.2.7)
1
1 + exp dP (x)
+
1
1 + exp dP (yxy−1)
≥ 1
1 + expα
+
1
1 + exp(3α)
= 0.68 . . .
and
(11.2.8)
1
1 + exp dP (xy−1)
+
1
1 + exp dP (y2)
≥ 2
1 + exp(2α)
= 0.67 . . . .
But (11.2.7) contradicts (11.2.5), and (11.2.8) contradicts (11.2.6). This establishes the
conclusion in the subcase where (a) holds.
If (b) holds, i.e. if at least one of the pairs (x−1, y) and (x, y) is semi-independent, then it
follows from [9, Corollary 5.3] that
max(dP (x), dP (y)) = max(dP (x
−1), dP (y)) ≥ log 2
2
= 0.346 . . . > α,
so that the conclusion holds in this subcase as well.
Finally suppose that (c) holds, i.e. that there is an incompressible surface F ⊂ M , no
component of which is not a fiber or semifiber, such that PerTF (x) has at least one edge, and
mF (x) is divisible by either 7 or p.
Since PerTF (x) has an edge, in particular x is TF -elliptic by 7.5, and hence yxy
−1 is also TF -
elliptic. If FixTF (x)∩FixTF (yxy−1) 6= ∅, it follows from [9, Proposition 4.11] that x and yxy−1
are independent in Γ; thus (a) holds, and by the subcase already proved, the conclusion of
the theorem is true. We may therefore assume that FixTF (x)∩FixTF (yxy−1) = ∅. Note also
that since mF (x) is divisible by either 7 or p, and since p > N ≥ 7, we have 7 ≤ mF (x) =
mF (yxy
−1). In view of the definition of mF , this implies that there is no integer k with
0 < k < 7 such that either xk or (yxy−1)k has a fixed edge in TF . In particular, the hypotheses
of Lemma 10.3 hold with yxy−1 playing the role of y in that lemma. (The condition that
x and yxy−1 do not commute follows from the fact that x and y do not commute, in view
of [9, Lemma 8.1].) Hence according to Lemma 10.3, we have either dP (x) > 0.34 = α or
dP (yxy
−1) > 1.08. If dP (x) ≤ α then dP (yxy−1) ≤ dP (x) + 2dP (y) ≤ 3α < 1.08. Hence we
must have dP (x) > α, and the conclusion of the theorem is established in all cases. 
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Corollary 11.3. Let Γ be any cocompact, discrete, torsion-free subgroup of PSL2(C). Let
x and y be non-commuting elements of Γ. Suppose that x = [A], where A is an element of
SL2(C) such that traceA is not an algebraic integer. Then for every point P ∈ H3 we have
max(dP (x), dP (y)) > 0.34.
Proof. It follows from 2.4 that ρ is conjugate in GL2(C) to a representation of Γ in SL2(E) for
some number field E. Hence we may assume without loss of generality that ρ(Γ) ⊂ SL2(E).
Set τ = traceA. Since τ is not an algebraic integer, it follows from statement (α) on p. 264
of [28] that there is a valuation v of E such that v(τ) < 0. Thus τ /∈ ov, and hence A does
not lie in a GL2(E)-conjugate of SL2(ov). Hence x does not lie in a PGL2(E)-conjugate of
PSL2(ov) The assertion now follows from Theorem 11.2. 
12. Character varieties
12.1. This section is devoted to a little background on the variety of SL2(C)-characters of a
finitely generated group Γ, which will be needed for Section 14. I will be taking a point of
view close to that of [10, Section 1] and [33, Section 4], and I will briefly review the relevant
material here.
The set of all representations of Γ in SL2(C) will be denoted R(Γ). An SL2(C)-character, or
more briefly a character, of Γ is a complex-valued function on Γ of the form χ = χρ : γ 7→
trace ρ(γ) for some representation ρ ∈ R(Γ). The set of all SL2(C)-characters of Γ will be
denoted X(Γ). The map ρ 7→ χρ from R(Γ) to X(Γ) will be denoted by t.
If (ξ1, . . . , ξn) is a finite system of generators for Γ, there is a bijective correspondence ρ ↔
(ρ(ξ1), · · · , ρ(ξn)) between R(Γ) and a (closed) algebraic subset of the complex affine space
M2(C)n = C4n. As in [33] I will identify R(Γ) with this algebraic set via this correspondence,
once a generating system has been specified.
12.2. For each γ ∈ Γ, one can define a function τγ : R(Γ) → C by setting τγ(ρ) = χρ(γ) =
trace ρ(γ) for every representation ρ ∈ R(Γ). Then τγ is defined by polynomial functions
in the ambient coordinates of C4n, i.e. it belongs to the coordinate ring C(R(Γ). Let T (Γ)
denote the sub-ring of C(R(Γ) generated by all functions τγ for γ ∈ Γ. According to [33,
Proposition 4.4.2], If we set N = 2n − 1, and we index the words of the form ξi1 . . . ξik ,
with 1 ≤ k ≤ n and 1 ≤ i1 < · · · < ik ≤ n, in some order as V1, . . . , VN , then τV1 , . . . , τVN
generate T (Γ). This implies in particular that a character of Γ) is determined by its values
at V1, . . . , VN . Hence the map χ 7→ (χ(V1), . . . , χ(VN)) is a bijection of X(Γ) to some subset
of CN , which I will henceforth identify with X(Γ).
In terms of the identifications described above, X(Γ) is the image of the map t : R(Γ)→ CN
defined by t(ρ) = (τV1(ρ), . . . , τVN (ρ)). As is stated in [33] and proved as [10, Proposition
1.4.4], the set X(Γ) := t(R(Γ) is an algebraic subset of CN . For this reason it is called the
(SL2(C))-character variety of Γ. It is immediate that conjugate representations in R(Γ) have
the same image under ρ. In the converse direction, one crucial property of X(Γ) which will
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be used below is that if ρ, ρ′ ∈ R(Γ) satisfy t(ρ) = t(ρ′), and if ρ is irreducible, then ρ and
ρ′ are conjugate representations; this is Proposition 1.5.2 of [10].
Let γ be any element of Γ. Since τV1 , . . . , τVN generate T (Γ), there is an N -variable integer
polynomial f such that τγ = f(τV1 , . . . , τVN ). The polynomial function f on CN restricts
to a function I : X(Γ) → C with the property that I ◦ t = τγ; furthermore, this property
characterizes I since t is surjective. In particular I is uniquely determined by the element
γ ∈ Γ, and will be denoted Iγ. Since Iγ is defined by an integer polynomial in the ambient
coordinates, it is in particular an element of the coordinate ring C[X(Γ)].
The definitions given above involve a specific choice of a generating system for Γ. It is not
hard to show that, up to isomorphism of algebraic sets, R(Γ) and X(Γ) are independent
of the choice of generators. However, in this paper I will always be working in terms of a
particular system of generators, so that R(Γ) and X(Γ) will be concretely defined as subsets
of affine spaces.
12.3. Note that with the definitions of R(Γ) and X(Γ) given above, if F denotes the free
group on the generators ξ1, · · · , ξn and N / F is the group of defining relations for Γ, then
R(Γ) is a(n algebraic) subset of R(F ), and hence X(Γ) = tR(Γ) is a(n algebraic) subset of
X(F ) = t(R(F )).
12.4. Now suppose that H is a finitely generated subgroup of a finitely group Γ. If χ is an
SL2(C)-character of Γ then χ|H is an SL2(C)-character of H; indeed, if χ = χρ for some
representation ρ : Γ → SL2(C), then χ|H = χρ|H . Hence we may define a restriction map
r : χ 7→ χ|H from r : X(Γ)→ X(H).
Now suppose that (ξ1, . . . , ξn) and (h1, . . . , hm) are generating systems for Γ and H respec-
tively Let us set N = 2n − 1 and M = 2m − 1, and identify X(Γ) and X(H) with alge-
braic subsets of CN and CM respectively, as in 12.2. Then for suitable words W1, . . . ,WM
in (h1, . . . , hm), each character ψ ∈ X(H) is identifed with (IW1(ψ), . . . , IWM (ψ)). Since
H ≤ Γ, we may regard the Wi as elements of Γ, and for any χ ∈ X(Γ) we have r(χ) =
(IW1(χ), . . . , IWM (χ)). According to 12.2 the functions IWi are given by integer polynomials
in the coordinates of CN ; hence the map r is defined by integer polynomials in the ambient
coordinates.
The following result generalizes Proposition 1.1.1 of [10].
Proposition 12.5. Let Γ be a finitely generated group, and let V be an affine algebraic
subset of R(Γ) which is invariant under conjugation (that is, if a representation ρ belongs
to V , so does the representation ρA : γ 7→ Aρ(γ)A−1 for every A ∈ SL2(C)). Then each
irreducible component of V is also invariant under conjugation.
Proof. Let Z be any component of V . Consider the map of algebraic sets F : Z × SL2(C)→
R(Γ) defined by F (ρ,A) = ρA. Since V is invariant under conjugation, we have F (Z ×
SL2(C)) ⊂ V . Since the product Z × SL2(C) of irreducible varieties is irreducible, and since
F is defined by polynomials in the ambient coordinates, F (Z × SL2(C)) must be contained
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in a single component of V . Since F (Z × SL2(C)) ⊃ F (Z × {I}) = Z, we must have
F (Z × SL2(C)) = Z, so that Z is invariant under conjugation as claimed. 
Proposition 12.6. Let Γ be a finitely generated group, and let V be an irreducible affine
algebraic subset of R(Γ) which is invariant under conjugation and contains of an irreducible
representation. Then t(V ) ⊂ X(Γ) is a (closed) affine algebraic set.
Proof. The special case of this result in which V is an irreducible component of R(Γ) con-
taining an irreducible representation is proved as Proposition 1.4.1 of [10]. An examination
of the proof of [10, Proposition 1.4.1] reveals that the assumption that V is an irreducible
component of R(Γ) is used only to guarantee that it is invariant under conjugation. 
Proposition 12.7. Let Γ be a finitely generated group, and let C be an irreducible affine
algebraic subset of X(Γ) which contains the character of an irreducible representation. Then
there is an irreducible algebraic subset Z of R(Γ) such that t(Z) = C.
Proof. The set t−1(C) is an affine algebraic set and therefore has finitely many components,
say Z1, . . . , Zn. Since conjugate representations have the same character, t
−1(C) is invariant
under conjugation. Hence by Proposition 12.5, each Zi is invariant under conjugation.
For each i, let Wi ⊂ C denote the Zariski closure of t(Zi). Since t : R(Γ) → X(Γ) is
surjective, we have C = W1 ∪ · · · ∪Wn. Since C is irreducible we have C = Wi for some i,
and after re-indexing we may assume that C = W1 = t(Z1).
Let Y denote the subset of R(Γ) consisting of all reducible representations. It follows from
[10, Corollary 1.2.2] that Y = t−1(S) for some Zariski-closed set S ⊂ X(Γ). By hypothesis we
have C 6⊂ S, and hence C\S is a non-empty subset of C, Zariski-open in C. It therefore meets
the Zariski-dense subset t(Z1) of C. This means that Z1 contains at least one irreducible
representation. As Z1 is invariant under conjugation, it now follows from Proposition 12.6
that t(Z1) ⊂ X(Γ) is Zariski-closed, and is therefore equal to C. 
12.8. I will be using some of the conventions of [31] in discussing finite-volume hyperbolic
3-manifolds. Suppose that M is an orientable hyperbolic 3-manifold of finite volume, and
let N denote a truncation of M in the sense of [31, Section 3]. According to [31, Proposition
3.7], N is compact, each component of ∂N is a torus, and each component of M −N is
diffeomorphic to T 2 × [0,∞). Hence N is a strong deformation retract of M .
I will need the following well-known fact:
Lemma 12.9. Let M be an orientable hyperbolic 3-manifold of finite volume, let N be a
truncation of M , and let γ 6= 1 be an element of pi1(M) that is mapped to a parabolic element
under some discrete faithful representation of pi1(M) in PSL2(C). Then γ lies in a conjugate
of the image of the inclusion homomorphism pi1(T )→ pi1(M) for some component T of ∂N .
Proof. Let us write M = H3/Γ, where Γ ≤ PSL2(C) is discrete and torsion-free. Up to
conjugacy there is a canonical isomorphism J : pi1(M) → Γ. If ρ : pi1(M) → PSL2(C) is
the given discrete faithful representation, then Mostow rigidity implies that ρ ◦ J−1 extends
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to an automorphism of SL2(C); hence we may assume after a conjugation that ρ, up to
complex conjugation, is the composition of J with the inclusion Γ → PSL2(C). Thus the
hypothesis implies that J(γ) is parabolic. The centralizer C of J(γ) then consists entirely
of parabolic elements of Γ, and is free abelian of rank 1 or 2. If C has rank 1, then applying
the Margulis lemma as on p. 64 of [23] we deduce that M has a “Z cusp” and therefore has
infinite volume, a contradiction. Hence C ∼= Z × Z. It then follows from [31, Proposition
3.5] that C is conjugate of the image of the inclusion homomorphism pi1(T ) → pi1(M) for
some component T of ∂N . Since γ ∈ C, the conclusion follows. 
The following result is similar to [6, Proposition 1.1.1], but I am supplying a proof here
because the argument given in [6] contained a reference to L. Lok’s unpublished thesis.
Proposition 12.10. Let M be an orientable hyperbolic 3-manifold of finite volume, let
N denote a truncation of M , and let T1, . . . , Tk denote the components of ∂N . For i =
1, . . . , k let γi be an element of pi1(M) representing the conjugacy class determined by some
homotopically non-trivial closed curve in Ti. Suppose that χ0 ∈ X(pi1(M)) is the character
of a discrete, faithful representation of pi1(M) in SL2(C). Then xi := Iγi(χ0) = ±2 for
i = 1, . . . , k, and χ0 is an isolated point of the set
⋂k
i=1 I
−1
γi
({xi}).
Proof. Let ρ0 : pi1(M) → SL2(C) be a discrete, faithful representation with character χ0.
For i = 1, . . . , k let Hi ≤ pi1(M) denote the subgroup defined, up to conjugacy, as the image
of the inclusion homomorphism pi1(Ti) → pi1(M). It follows from [31, Proposition 3.5] that
each Ti is a free abelian group of rank 2, and hence ρ0(Ti) is a discrete, rank-2 free abelian
subgroup of SL2(C). Hence ρ0(Ti) is conjugate to a group of matrices of the form ±
(
1 λ
0 1
)
;
in particular, since γi lies in a conjugate of Hi, we have xi = trace ρ0(γi) = ±2. This is the
first assertion of the proposition.
Assume that the second conclusion is false, and let C ⊂ X(pi1(M)) be an affine algebraic
curve with χ0 ⊂ C ⊂
⋂k
i=1 I
−1
γi
({xi}). Note that since ρ0 is faithful and M has finite volume,
ρ0(pi1(M)) is non-solvable and hence ρ0 is irreducible. It therefore follows from Proposition
12.7 that there is an irreducible algebraic subset Z of R(pi1(M)) such that t(Z) = C. Then
for every ρ ∈ Z, and for i = 1, . . . , k, we have trace ρ(γi) = xi = ±2.
On the other hand, since ρ0 is faithful, there is a Zariski-dense subset U of Z such that
trace ρ(γi) = xi = ±2 for every ρ ∈ U and i = 1, . . . , k. Hence for each i there exists
Ai ∈ GL2(C) such that Aiρi(γi)A−1i = ±
(
1 1
0 1
)
. We may take the subgroup Hi to be
chosen within its conjugacy class so that γi ∈ Hi; and since Hi is abelian, for any γ ∈ Hi we
then have Aiρi(γi)A
−1
i = ±
(
1 cγ
0 1
)
for some cγ ∈ C. In particular:
12.10.1. Given any γ ∈ Hi, we have trace ρ(γ) = ±2 for every ρ ∈ U and hence for every
ρ ∈ Z.
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According to Lemma 12.9, the only parabolic elements of ΠC ◦ ρ0(pi1(M)) are the conjugates
of ΠC ◦ ρ0(Hi) for i = 1, . . . , k. It therefore follows from 12.10.1 that for every γ ∈ pi1(M)
such that ΠC ◦ ρ0(γ) is parabolic, ΠC ◦ ρ(γ) is parabolic for every ρ ∈ Z. In view of [21,
Definition 9.1], this implies that for every  > 0 there is a (classical) open neighborhood W
of ρ0 in Z such that ΠC ◦ρ is an -deformation of the Kleinian group ΠC ◦ρ0 for every ρ ∈ W .
But the proof of [21, Lemma 9.2] shows that  > 0 may be chosen in such a way that every
-deformation of ΠC◦ρ0 is a discrete and faithful representation. It now follows from Mostow
rigidity that for every representation in ρ ∈ W , the representation ΠC◦ρ : pi1(M)→ PSL2(C)
is conjugate to ΠC ◦ ρ0. But since pi1(M) is finitely generated, the representation ΠC ◦ ρ0
admits only finitely many lifts to SL2(C). Hence the set W ⊂ R(pi1(M)) meets only finitely
many conjugacy classes of representations, and thus t(Z) ⊂ C is finite. This is impossible,
because the map t from the irreducible algebraic set Z to C, defined by polynomials in the
ambient coordinates, is surjective, and must therefore map the non-empty open set W onto
an infinite set. Thus the second conclusion of the proposition is established.
(The definition of a Kleinian group used in [21] includes the condition that the group have
a non-empty set of discontinuity on the sphere at infinity. Therefore the statement of [21,
Lemma 9.2] does not directly apply to the Kleinian group ΠC ◦ ρ0(pi1(M)) in the argument
above, as its set of discontinuity is empty. However, the condition of having empty set of
discontinuity does not appear to be used in the proof of [21, Lemma 9.2].) 
The following result will be quoted in Section 15:
Proposition 12.11. Let F be a free group on two generators ξ and η. Then the character
variety X(F ), defined in terms of the generating system (ξ, η), is C3, and the map t : R(F )→
R(η) is given by ρ 7→ (trace ρ(ξ), trace ρ(η), trace ρ(ξη)).
Proof. In the notation of 12.1 we have N = 22 − 1 = 3, and the Vi may be indexed so that
V1 = ξ, V2 = η and V3 = ξη. Hence X(F ) is a (closed) algebraic subset of C3, and we have
t(ρ) = (trace ρ(ξ), trace ρ(η), trace ρ(ξη)) for each ρ ∈ R(F ). It remains to show that X(F )
is all of C3.
Note that R(F ) = SL2(C)×SL2(C) ⊂M2×M2, so that X is irreducible and dimR(F ) = 6.
Since F admits a faithful representation in SL2(C), in particular R(F ) contains an irreducible
representation. Hence by [10, Corollary 1.5.3], we have dimX(Γ) = dimR(Γ)− 3 = 3. Thus
X(Γ) is a 3-dimensional closed algebraic subset of C3 and is therefore all of C3. 
13. A little algebraic geometry
The algebro-geometric observations made in this section will be needed in Section 14.
Recall that a complex affine algebraic subset of an affine space FN , where F is an algebraically
closed field, is said to be defined over a subfield K of F if it is the locus of zeros of a set of
polynomials whose coefficients lie in K.
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Proposition 13.1. Let K be a subfield of an algebraically closed field F , let N be a positive
integer, and let S be a subset of KN ⊂ FN . Then the Zariski closure of S in FN is defined
over K.
Proof. Let I ⊂ F [X1, . . . , XN ] denote the ideal consisting of all polynomials that vanish on
S. The Zariski closure of S in FN . Then Y is the locus of zeros of I in FN ; hence we need
only show that I is generated by polynomials with coefficients in K.
By the Hilbert basis theorem, I is finitely generated. Hence we may fix an integer k > 0
such that I is generated by polynomials of degree at most k. Let M denote the set of all
monomials in F [X1, . . . , XN ] having degree at most k, and let V denote the linear span of
M in F [X1, . . . , XN ]. Then I is generated by I ∩ V .
For each s ∈ S, let Is ⊂ F [X1, . . . , XN ] denote the ideal consisting of all polynomials that
vanish at s. Then I =
⋂
s∈S Is and hence I ∩ V =
⋂
s∈S(Is ∩ V ). Since V is a finite-
dimensional vector space and the Is ∩ V are subspaces, there is a finite set T ⊂ S such that
I ∩ V = ⋂s∈T (Is ∩ V ). Hence if we define a linear map A : V → F T of finite-dimensional
vector spaces by A(f) = (f(s))s∈T , we have I ∩ V = kerA. But since S ⊂ KN , the matrix
of A with respect to the basis M of V and the standard basis for F T has entries in K. It
follows that kerA has a basis B consisting of vectors whose coefficients in the basis M have
coefficients in K. This means that B ⊂ F [X1, . . . , XN ]. As I ∩ V generates the ideal I, the
basis B also generates I, and thus I is indeed generated by polynomials in F [X1, . . . , XN ]. 
Proposition 13.2. Let K be an algebraically closed subfield of an algebraically closed field
F , let V and Y be (closed) algebraic subsets of affine spaces over F . Let f : V → Y be a
map defined by polynomials in the ambient coordinates with coefficients in K. Suppose that
V is defined over K and that f(V ) is Zariski-dense in Y . Then Y is defined over K.
Proof. Let F P and FN be the affine spaces containing V and Y . Since K is algebraically
closed and V is defined over K, it follows from [16, Theorem 30.2] that V ∩KP is Zariski-
dense in V . Since f is continuous in the Zariski topology, S := f(V ∩KP ) is Zariski-dense
in f(V ), and hence in Y . But since f is defined by polynomials with coefficients in K, we
have S ⊂ f(KP ) ⊂ KN . Hence by Proposition 13.1, the Zariski closure Y of S in FN is
defined over K. 
An algebraic set in C2 will be termed purely one-dimensional if all its irreducible components
are curves.
Lemma 13.3. Let V be an algebraic curve in C2 which is defined over the field Q of algebraic
numbers in C. Then there is a purely one-dimensional algebraic set Z in C2 such that (1)
Z ⊃ V , (2) Z is defined over Q, and (3) Z has no proper, non-empty purely one-dimensional
algebraic subset which is defined over Q.
Proof. Since the curve V is defined over Q, it is the locus of zeros of a non-zero polynomial
f ∈ Q[X, Y ]. Let K be a finite normal extension of Q containing the coefficients of f .
Write f =
∑
aijX
iY j, let G denote the Galois group of K over Q, and for each σ ∈ G
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set fσ =
∑
σ(aij)X
iY j. Set B0 =
∏
σ∈G f
σ. Then B0 is non-zero and vanishes on C;
furthermore, its coefficients are fixed by every element of G, and hence B0 ∈ Q[X, Y ]. Hence
if we define Z0 to be the locus of zeros of B0, then (1) and (2) hold with Z0 in place of Z.
Now among all purely one-dimensional algebraic sets satisfying (1) and (2), let Z be one
that has the smallest possible number of irreducible components. Since (1) and (2) hold, a
defining polynomial B for Z lies in Q[X, Y ] and is divisible by f . If (3) does not hold then a
defining polynomial B for Z may be written as as product of two non-constant polynomials
B1 and B2 where B1 ∈ Q[X, Y ]. Since B ∈ Q[X, Y ] it then follows that B2 ∈ Q[X, Y ] as
well. Thus if Zi denotes the locus of zeros of Bi then Z1 and Z2 are defined over Q. Since
f |B, we have either f |B1 or f |B2, and hence one of the Zi contains V , in contradiction to
the minimality of Z. 
14. Character curves and degrees of number fields
The first main result of this section, Proposition 14.2 below, is a partial generalization of a
result due to Long and Reid [19, Theorem 3.2], and the proof closely parallels the proof of
their result. Long and Reid describe their result as “a strong form of an observation due
to Hodgson.” I will define the length of an integer polynomial f (in an arbitrary number of
variables) to be the sum of the absolute values of the coefficients of f . Note that length f = 0
if and only if f = 0.
Long and Reid’s proof of their Theorem 3.2 implicitly involves the following fact.
Lemma 14.1. Let D and L be non-negative integers. Let W ⊂ C denote the set of all
algebraic numbers w such that (i) w has degree at most D and (ii) w is a root of some
(possibly reducible) integer polynomial f with 0 < length f ≤ L. Then W is finite.
Proof. Recall from [19, Section 3] that the Mahler measure meas(f) of a non-zero one-variable
integer polynomial f(X) = anX
n + · · ·+ a0 = an(X − r1) · · · (X − rn) is defined by
meas(f) = |an|
n∏
i=1
max(|ri|, 1).
According to [19, Lemma 3.3], we have meas(f) ≤ length(f) for any f .
Every w ∈ W is the root of a non-zero integer polynomial f with meas(f) ≤ length(f) ≤ L.
In particular every root of f has absolute value at most L. It follows from Gauss’s lemma
that we may write f = g1 · · · gr, where g1, . . . , gm are Z-polynomials which are Q-irreducible.
We may take the gi to be indexed so that w is a root of g1, and we may write g1(X) =
b(X − s1) · · · (X − sd), where d = deg g = degw ≤ D, and the sj are among the roots of f
and hence have absolute value at most L. Furthermore, the leading coefficient b of g1 divides
an, and hence |b| ≤ L. Since the coefficients of g1/b are elementary symmetric functions of
s1, . . . , sd, they are all of absolute value at most 2
dLd. Hence the coefficients of g1 are all
of absolute value at most 2DLD+1. As there are only finitely many integer polynomials of
degree at most D whose coefficients are all of absolute value at most 2DLD+1, the conclusion
follows. 
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Proposition 14.2. Let M be an orientable hyperbolic 3-manifold of finite volume. Let C be
an algebraic curve contained in X(pi1(M)) which is defined over the algebraic closure Q ⊂ C
of Q and contains the character of a discrete, faithful representation. Let D be a positive
integer, and let S denote the set of points of C defined by representations ρ such that (a)
ρ(pi1(M)) is discrete and torsion-free, and (b) trace(ρ(pi1(M)) ⊂ L for some number field L
of degree at most D. Then S is a closed and discrete subset of C in the complex topology;
that is, the intersection of S with any compact subset of C is finite.
Proof. Let N be a truncation of M (cf. 12.8). Let T1, . . . , Tk denote the components of ∂N .
I claim:
14.2.1. There is an index i0 ∈ {1, . . . , k} such that for every element γ of pi1(M) which
represents the conjugacy class determined by some homotopically non-trivial closed curve in
Ti0, the restriction of the function Iγ to C (see 12.1) is non-constant.
To prove 14.2.1, assume that for every i ∈ {1, . . . , k} there is a non-trivial element γi ∈ Hi
such that Iγi |C is constant. By hypothesis, C contains the character χ0 of some discrete,
faithful representation of pi1(M) in SL2(C). According to Proposition 12.10 we have xi :=
Iγi(χ0) = ±2 for i = 1, . . . , k, and χ0 is an isolated point of the set
⋂k
i=1 I
−1
γi
({xi}). But since
Iγi|C is constant for i ∈ {1, . . . , k}, we have C ⊂
⋂k
i=1 I
−1
γi
({xi}). This is a contradiction,
and thus 14.2.1 is proved.
After re-indexing the Ti if necessary, we may assume that the index i0 given by 14.2.1 is equal
to 1. Now fix a basepoint ? ∈ T1 and let H1 denote the image of the inclusion homomorphism
from pi1(T1, ?) to pi1(M, ?) = pi1(M). Then 14.2.1 implies that
14.2.2. Iγ|C is non-constant for every non-trivial element γ ∈ H1.
As in 12.4, we may define a restriction map r : X(Γ) → X(H1). It follows in particular
from 14.2.2 that r is non-constant. Since the discussion in 12.4 shows that r is defined by
polynomials in the ambient coordinates, we deduce that
14.2.3. Y := r(C) ⊂ X(H1) is an (affine algebraic) curve, and the map r|C : C → Y is
finite-to-one.
The discussion in 12.4 also shows that the polynomials defining r have coefficients in Z ⊂ Q.
Furthermore, r(C) is dense in the complex topology of Y and therefore in its Zariski topology.
We may therefore apply Proposition 13.2, letting r, C and Q play the respective roles of V ,
f , F and K, to deduce that
14.2.4. Y is defined over Q.
Let ∆ denote the group homomorphism from C× = C − {0} to SL2(C) defined by ∆(x) =(
x 0
0 x−1
)
. Define a map p : (C×) × (C×) → X(H1) by p(x, y) = t(φ) where φ(λ) = ∆(x)
and φ(µ) = ∆(y).
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It follows from Proposition 12.11, and from the discussion in 12.3, that the functions Iλ, Iµ
and Iλµ may be taken as coordinate functions on X(H1). In terms of these coordinates we
have
(14.2.5) p(x, y) = (x+ x−1, y + y−1, xy + x−1y−1)
for any (x, y) ∈ (C×)× (C×).
It is clear from 14.2.5 that p is finite-to-one. Since H1 is abelian, each representation ρ ∈
R(H1) is conjugate to an upper triangular representation, and hence has the same character
as a diagonal representation. It follows that p is surjective.
Set V denote the closure of p−1(Y ), in C2, so that V∩(C×)2 = p−1(Y ). Since Y is an algebraic
curve defined over Q, and since p : (C×)×(C×)→ X(H1) is a finite-to-one surjection defined
by rational functions with rational coefficients in the ambient coordinates (cf. 14.2.5), V ⊂ C2
is a purely one-dimensional algebraic set defined over Q. Choose an irreducible component
V of V . Since V is defined over the algebraically closed field Q, it follows from [25, Theorem
3.10.9] that its irreducible component V is also defined over Q. Thus the curve V satisfies
the hypotheses of Lemma 13.3, and there therefore exists an algebraic set Z ⊂ C2 for which
Conditions (1)–(3) of Lemma 13.3 hold. It follows from Condition (2) of Lemma 13.3 that
Z is the locus of zeros of a non-zero two-variable polynomial A ∈ Z[X, Y ]. According to
Condition (1) of Lemma 13.3 we have V ⊂ Z.
For any two integers m1 and m2 that are not both zero, set gm1,m2(X) = A(X
m1 , Xm2), so
that gm1,m2 is a Laurent polynomial in X with integer coefficients. I claim:
14.2.6. For any two integers m1 and m2 that are not both zero, we have gm1,m2 6= 0.
To prove 14.2.6, assume that gm1,m2 = 0, so that A(x
m1 , xm2) = 0 for every x ∈ C. Then
(xm1 , xm2) ∈ Z for every x ∈ C, so that
Z ⊃ Z0 := {(xm1 , xm2) : x ∈ C}.
But Z0 ⊂ C is an irreducible affine curve defined over Q. (Indeed, if d denotes the greatest
common divisor of |m1| and |m2|, then Z0 is the locus of zeros of the polynomial X |m2|/d −
Y |m1|/d if m1m2 ≥ 0, and it is the locus of zeros of the polynomial X |m2|/dY |m1|/d − 1 if
m1m2 < 0.) Since Z0 is defined over Q, and since Z satisfies Condition (3) of Lemma 13.3,
we must have Z = Z0. Since Z0 is irreducible, and since V ⊂ Z = Z0 is a curve, it follows
that V = Z0, and hence (x
m1 , xm2) ∈ V for every x ∈ C.
For every x ∈ C×, define a diagonal representation φx : H1 → SL2(C) by φx(γ1) = ∆(x) and
φx(γ2) = I. Then we have φx(λ) = ∆(x
m1) and ρ(λ) = ∆(xm2), so that t(φx) = p(x
m1 , xm2).
Since (xm1 , xm2) ∈ V ⊂ V = p−1(Y ), it follows that t(φx) ∈ Y for every x ∈ C×. The
map of sets x 7→ t(φx) from C× to Y is at most two-to-one since traceφx(γ1) = x + x−1
for each x ∈ C×; in particular, this map has infinite image. On the other hand, we have
Iγ2(t(φx)) = traceφx(γ2) = 2 for each x ∈ C×. Thus the function Iγ2 takes the value 2
infinitely many times on the curve Y , and is therefore constant on Y . This implies that Iγ2
is constant on C. But this contradicts 14.2.2. This proves 14.2.6.
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Set L = length(A). Let W ⊂ C denote the set of all algebraic numbers w such that (i) w has
degree at most 2D and (ii) w is a root of some integer polynomial f with 0 < length f ≤ L.
According to Lemma 14.1, the set W is finite. In particular:
14.2.7. The set W ′ := {w ∈ W : |w| 6= 1} is finite.
I now claim:
14.2.8. For every point χ ∈ r(S) ⊂ Y , either (i) χ(γ) = ±2 for every γ ∈ H1, or (ii)
χ = p(wm1 , wm2) for some w ∈ W ′ and some integers m1 and m2, not both zero.
To prove 14.2.8, suppose that χ ∈ r(S) is given and that (i) does not hold. Fix an element
γ0 ∈ H1 such that χ(γ0) 6= ±2. Since χ ∈ r(S), there is a representation ρ ∈ R(pi1(M)),
satisfying Conditions (a) and (b) of the statement of the proposition, such that χ = t(ρ|H1).
We have trace ρ(γ0) = χ(γ0) 6= ±2, and hence after modifying ρ by a conjugation in GL2(C)
we may assume that ρ(γ0) is a diagonal matrix distinct from ±I. Since H1 is abelian,
ρ(γ) commutes with ρ(γ0) for every γ ∈ H1, and hence ρ(H1) consists entirely of diagonal
matrices. Condition (a) implies that ρ(H1) is discrete and torsion-free, and it is non-trivial
since ρ(γ0) 6= I. But any non-trivial, discrete, torsion-free group of diagonal matrices in
SL2(C) is infinite cyclic. Hence there is a pair of generators γ1, γ2 of H1 such that ρ(γ1) has
infinite order and ρ(γ2) = I. We may write ρ(γ1) = ∆(w) for some w ∈ C× which is not a
root of unity. The discreteness of ρ(H1) implies that |w| 6= 1.
Since γ1 and γ2 generate H1, there are integers m1, m2, n1 and n2 such that λ = γ
m1
1 γ
n1
2
and µ = γm21 γ
n2
2 . We cannot have m1 = m2 = 0, since λ and µ generate H1. We now have
ρ(λ) = ∆(wm1) and ρ(µ) = ∆(wm2), so that χ = t(ρ|H1) = p(wm1 , wm2). Hence condition
(ii) of 14.2.8 will hold provided that w ∈ W ′. As I have already shown that |w| 6= 1, it
suffices to show that w ∈ W .
Since ρ(γ1) = ∆(w), we have w + w
−1 = trace ρ(γ1) ∈ trace(ρ(pi1(M)). Since ρ satisfies
Condition (b) of the statement of the proposition, it follows that w + w−1 is an algebraic
number of degree at most D. Hence w is an algebraic number of degree at most 2D. Thus
w satisfies Condition (i) in the definition of W .
Since p(wm1 , wm2) = χ ∈ r(C), we have (wm1 , wm2) ∈ p−1(r(C)) ⊂ V ⊂ Z. Hence gm1,m2 =
A(wm1 , wm2) = 0. Thus if q denotes the least non-negative integer such that fm1,m2(X) :=
Xqgm1,m2(X) is a polynomial in X, then w is a zero of fm1,m2 ∈ Z[X]. It is immediate from
the definition of length and the definition of that length fm1,m2 ≤ lengthA = L. On the
other hand, it follows from 14.2.6 that length fm1,m2 > 0. Thus w satisfies Condition (ii)
in the definition of W , taking f = fm1,m2 in that condition. This proves that w ∈ W , and
14.2.8 is therefore proved.
Now let K be an arbitrary compact subset of C. I claim that
14.2.9. For every w ∈ W ′, the set {(m1,m2) ∈ N× N : p(wm1 , wm2) ∈ r(K)} is finite.
To prove 14.2.9, note that since K is compact, the functions Iλ and Iµ are bounded on K.
Fix a positive constant B such that |Iλ(χ)| ≤ B and |Iµ(χ)| ≤ B for every χ ∈ K. Now let
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w ∈ W be given, and set R = max(|w|, |w|−1). The definition of W ′ implies that |w| 6= 1 and
hence R > 1. Consider any {(m1,m2) ∈ N × N such that p(wm1 , wm2) ∈ r(K), and choose
χ ∈ K so that r(χ) = p(wm1 , wm2). The definitions give
Iλ(χ) = Iλ(r(χ)) = trace ∆(w
m1) = wm1 + w−m1 ,
so that
B ≥ |Iλ(χ)| ≥ R|m1| −R−|m1| ≥ R|m1| − 1
and hence |m1| ≤ log(B + 1)/(logR). The same argument, with µ in place of λ, shows that
|m2| ≤ log(B + 1)/(logR). This establishes the finiteness assertion 14.2.9.
I will now complete the proof of the proposition by showing that S ∩K is finite. In view of
14.2.3, it suffices to show that r(S∩K) is finite. According to 14.2.8, we have r(S) ⊂ Ω1∪Ω2,
where
Ω1 = {χ ∈ X(H1) : χ(γ) = ±2 for every γ ∈ H1}
and
Ω2 = {p(wm1 , wm2) : w ∈ W ′,m1,m2 ∈ Z}.
According to the discussion in 12.1, Ω1 consists of all points of the algebraic set X(H1) whose
coordinates in a suitable coordinate system are all ±2, and is therefore a finite set. Since
r(S ∩K) ⊂ r(S) ∩ r(K) ⊂ Ω1 ∪ (Ω2 ∩ r(K)),
it suffices to show that Ω2 ∩ r(K) is finite. We may write Ω2 =
⋃
w∈W ′ Ω
w
2 , where
Ωw2 = {p(wm1 , wm2) : m1,m2 ∈ Z}
for each w ∈ W ′. Hence
Ω2 ∩ r(K) =
⋃
w∈W ′
(Ωw2 ∩ r(K)).
Here W ′ is finite by 14.2.8, and it follows from 14.2.9 that Ωw2 ∩r(K) is finite for each w ∈ W ′.
Hence Ω2 ∩ r(K) is finite as required. 
Proposition 14.3. Let F denote a free group of rank 2 on generators ξ and η. Let C be
a curve contained in the SL2(C)-character variety of F and defined over Q. Let D be a
positive integer, let α be a positive number less than log 3, and let T denote the set of points
of C of the form t(ρ), where ρ is a representation such that (1) ρ(pi1(M)) is discrete, non-
elementary and torsion-free (2) max(dP ([ρ(ξ)]), dP ([ρ(η)])) ≤ α for some P ∈ H3, and (3)
trace(ρ(F )) ⊂ L for some number field L of degree at most D. Then T is a finite set.
Remark 14.4. It follows from 2.3 that Condition (1) is equivalent to the condition that
ΠC(ρ(pi1(M))) ≤ PSL2(C) is discrete, non-elementary and torsion-free.
Proof of Proposition 14.3. Assume that T is infinite, and choose a sequence (χj) of dis-
tinct points in T . For each j let ρj : F → SL2(C) be a representation with t(ρj) =
χj. According to the definition of T , for each j there is a a point Pj ∈ H3 such that
max(dPj([ρj(ξ)]), dPj([ρj(η)])) ≤ α. After modifying each ρj by a suitable conjugation in
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SL2(C), we may assume that the Pj are all the same point of H3, which I will denote by P .
Thus for each j we have
(14.4.1) max(dP ([ρj(ξ)]), dP ([ρj(η)])) ≤ α.
It follows from (14.4.1) that the ρj all lie in a compact subset of R(F ). Hence after passing
to a subsequence we may assume that ρj → ρ∞ for some ρ∞ ∈ R(F ). Then the sequence
[ρj]j∈N converges algebraically (see, for example, Section 2 of [30]) to [ρ∞].
For 1 ≤ j ≤ ∞, set [ρj] = ΠC ◦ ρj : Γ → PSL2(C), and set Γj = [ρj](F ). For each
j ∈ N, since ρj ∈ T , the group ρj(F ) is discrete, non-elementary and torsion-free. Hence
by 2.3, Γj is discrete, non-elementary and torsion-free, and ΠC maps ρj(F ) isomorphically
onto Γj. It then follows from Assertion (1) of [30, Theorem 2.4] that [ρ∞](F ) is discrete and
non-elementary. Furthermore, it follows from Assertion (2) of [30, Theorem 2.4] that for
sufficiently large j < ∞ there is a homomorphism ψj : Γ∞ → Γj such that ψj ◦ [ρ∞] = [ρj].
After passing to a subsequence we may assume that such a ψj exists for every j ∈ N.
We regard ψj as a representation of Γ∞ in PSL2(C), and we let ψ∞ : Γ∞ → PSL2(C) denote
the inclusion homomorphism. Since the sequence ([ρj])i∈N converges algebraically to [ρ∞],
the sequence (ψj)i∈N converges algebraically to ψ∞.
If γ ∈ Γ∞ has finite order, then for each j ∈ N we have ψj(γ) = 1, since Γj is torsion-free.
By algebraic convergence we have
γ = ψ∞(γ) = lim
j→∞
ψj(γ) = 1.
This shows that Γ∞ is torsion-free. Hence M∞ = H3/Γ∞ acquires the structure of a hyper-
bolic 3-manifold in a natural way.
We now distinguish two cases; in each case we shall obtain a contradiction, thus completing
the proof.
Case I: volM∞ =∞.
Note that [ρ∞(ξ)] and [ρ∞(η)] do not commute, since Γ∞ is non-elementary. It therefore
follows from Proposition 9.1 that in Case I we have
max(dP ([ρ∞(ξ)]), dP ([ρ∞(η)])) ≥ log 3.
On the other hand, since [ρj(ξ)] → [ρ∞(ξ)] and [ρj(η)] → [ρ∞(η)], it follows from (14.4.1)
that
max(dP ([ρj(ξ)]), dP ([ρj(η)])) ≤ α < log 3.
This gives the required contradiction in this case.
Case II: volM∞ <∞.
Set N = ker[ρ∞] / F . For every j ∈ N, since ψj ◦ [ρ∞] = [ρj], we have [ρj](N) = {1}. Since
ρj(F ) is torsion-free, we in fact have ρj(N) = {1} for every j ∈ N. Since ρj → ρ∞, we have
have ρ∞(N) = {1}. Thus N ≤ ker ρ∞ ≤ ker[ρ∞] = N , and hence ker ρ∞ = N .
According to 12.3, the character variety X(Γ∞) may be regarded as the subset of X(F )
consisting of all points of the form t(ρ) where ρ : F → SL2(C) is a representation such that
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ρ(N) = {1}. Hence χj ∈ X(Γ∞) for every j ∈ N. Thus C ∩X(Γ∞) is infinite. Since C is a
curve and X(Γ∞) is a (closed) algebraic set, it follows that C ⊂ X(Γ∞). In addition we have
χ∞ ∈ C; and χ∞ is the character of a discrete, faithful representation of Γ∞, since ρ∞ has
kernel N and has discrete image. By hyporhesis C is defined over Q. Thus C satisfies the
hypotheses of Proposition 14.2. Since the χi belong to T , they belong to the set S defined
in the statement of Proposition 14.2. However, the infinite set {χj : j ∈ N} is contained in a
compact subset of C, and Proposition 14.2 asserts that S has finite intersection with every
compact subset of C. This gives the required contradiction in this case. 
15. Trace fields and Margulis numgers
This section contains the proof of the motivating result of the paper, Theorem 15.3, which
was stated in the Introduction as Theorem A.
Lemma 15.1. Let K be a number field, and let m and N be positive integers with m > 2.
Then the ring of integers OK of K has a finite subset W with the following property. Let γ
be an element of SL2(OK) such that trace γ /∈ W . Then there exists a valuation w of K such
that (1) the characteristic of kw is greater than N , and (2) hw([γ]) ∈ PSL2(kw) has order m.
Proof. Recall from [26, Chapter III, Section 1] that a place of a number field is an equivalence
class of absolute values.
If p is a place represented by a valuation v, I will set o(p) = ov, kp = kv, hp = hv, and hp = hv,
where ov, kv and hv are defined as in 1.4. I will also set κp = Πkp ◦hp : SL2(o(p))→ PSL2(kp),
where Πkp is defined as in 1.3. This definition of κp is a paraphrase of the definition given
in [31, Subsection 2.4]. Comparing it with the definition of hv given in 1.4, we find that
κp = hp ◦ Πo(p) .
For a given prime p, there are at most finitely many finite places of K whose residue fields
have characteristic p. Indeed, it follows from [26, Proposition 3.7] that any (exponential)
valuation of K whose residue fields has characteristic p restricts to a multiple of the p-adic
valuation on Q, and the latter admits only finitely many extensions to K, for example by
[26, Proposition 8.2].
Hence we may fix a finite set S of places of K which includes all infinite places and all finite
places whose residue fields have characteristic at most N . As S is finite and contains all
infinite places, it is by definition [31, Subsection 2.3] an admissible set of places. Let OK,S
denote the ring of S-integers of K.
Since S is an admissible set of places of the number field K, Proposition 2.7 of [31] asserts
that for every integer m > 2, there is a finite set W ⊂ OK,S with the following property.
15.1.1. Let γ be an element of SL2(OK,S) such that trace γ /∈ W . Then there exists a place
p of K, with p /∈ S, such that κp(γ) ∈ PSL2(kp) has order m.
Now let γ ∈ SL2(OK) be given with trace γ ∈ W . In particular we have γ ∈ SL2(OK,S), and
it follows from 15.1.1 that there is a place p of K, with p /∈ S, such that κp(γ) ∈ PSL2(kp)
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has order m. Let v be a valuation representing p. Since p /∈ S, the characteristic of
kw = kp is greater than N . Furthermore, the order of hw([γ]) = hp ◦ Πo(p)(γ]) = κp(γ) in
PSL2(kw) = PSL2(kp) has order m. 
Lemma 15.2. Let K be a number field, and let F denote a free group on two generators ξ and
η. Then up to conjugacy there are at most finitely many representations of ρ : F → SL2(C)
such that
(1) ρ(F ) is discrete, torsion-free and cocompact:
(2) max(dP ([ρ(ξ)]), dP ([ρ(η)])) ≤ 0.34 for some P ∈ H3; and
(3) trace ρ(F ) ⊂ K.
Proof. Fix a natural number N ≥ 7 having the property stated in Theorem 11.2. With this
choice of N , and with m = 7, fix a set W ⊂ OK having the property stated in Lemma 15.1.
I now claim:
15.2.1. If a representation ρ : F → SL2(C) satisfies Conditions (1)–(3) of the statement of
the present lemma, then trace ρ(ξ) and trace ρ(η) belong to W .
To prove 15.2.1, assume that ρ : F → SL2(C) satisfies Conditions (1)–(3), and that either
trace ρ(ξ) or trace ρ(η) lies outside W ; by symmetry we may assume that t := trace ρ(ξ) /∈ W .
Since ρ satisfies Condition (1), it follows from Proposition 2.4 that ρ is conjugate in GL2(C)
to a representation of Γ in SL2(E) for some number field E. Hence we may assume without
loss of generality that ρ(F ) ⊂ SL2(E). After enlarging E if necessary we may also assume
that E ⊃ K. Set Γ = ΠC(ρ(F )). Condition (1) implies that Γ is discrete, torsion-free
and cocompact. Let M denote the closed, orientable hyperbolic 3-manifold H3/Γ. Set
x = [ρ(ξ)] ∈ Γ and y = [ρ(η)] ∈ Γ, so that Γ = 〈x, y〉. Since Γ is cocompact, x and y do not
commute.
If t is not an algebraic integer, it follows from Corollary 11.3 that max(dP (x), dP (y)) > 0.34.
This contradicts Condition (3). Hence t is an algebraic integer. In view of Condition (3) we
therefore have t ∈ OK .
Since x and y do not commute, we have ρ(ξ) 6= ±1. Hence ρ(ξ) is conjugate in SL2(E) to a
matrix of the form
(
0 b
1 d
)
. Since det ρ(ξ) = 1 and trace ρ(ξ) = t we must have b = −1 and
d = t. After modifying ρ by a conjugation in SL2(E) we may therefore assume that
ρ(ξ) =
(
0 −1
1 t
)
∈ SL2(OK).
Since ρ(ξ) ∈ SL2(OK) and t /∈ W , the property of W stated in Lemma 15.1 implies that
there is a valuation w of K such that the characteristic of kw is greater than N , and
hw(x) ∈ PSL2(kw) has order 7. By the extension theorem for valuations (see for exam-
ple [26, Proposition 8.2], there exists a (not necessarily normalized) valuation v of E such
that v|(K − {0}) = ·w. We then have ow ⊂ ov and mv ∩ ow = mw. It follows that kw is a
subfield of kv, so that in particular kv has characteristic greater than N . It also follows that
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kerhw = kerhv ∩ PSL2(K); hence hv(x) ∈ PSL2(kv) has order 7. The property of N stated
in Theorem 11.2 now implies that max(dP (x), dP (y)) > 0.34. This contradicts Condition
(2), and 15.2.1 is proved.
Now, according to Proposition 12.11, the character variety X(F ) (defined in terms of the
generating system (ξ, η) is equal to C3, and the map t : R(F ) → X(F ) is given by
ρ 7→ (trace ρ(ξ), trace ρ(η), trace ρ(ξη)). If R denotes the set of all ρ ∈ R(F ) that satisfy
Conditions (1)—(3) of the statement of the present lemma, it follows from 15.2.1 that
(15.2.2) t(R) ⊂ W ×W × C.
Set D = [K : Q], and let R′ denote the set of all ρ ∈ R(F ) that satisfy Conditions (1), (2)
and
(3′) trace(ρ(pi1(M)) ⊂ L for some number field L of degree at most D.
We obviously have R ⊂ R′. According to Proposition 14.3, applied with α = 0.34 < log 3,
the set t(R′)∩C is finite for every curve C ⊂ X(F ) which is defined over Q. In particular this
holds for C = {w1}×{w2}×C, since W ⊂ OK ⊂ Q. Thus the set t(R′)∩ ({w1}×{w2}×C)
is finite for all w1, w2 ∈ W . But (15.2.2) gives
t(R) =
⋃
w1,w2∈W
(t(R) ∩ ({w1} × {w2} × C)) ⊂
⋃
w1,w2∈W
(t(R′) ∩ ({w1} × {w2} × C));
thus t(R) is contained in a finite union of finite sets and is therefore finite.
Finally, every ρ ∈ R satisfies Condition (1) and is therefore irreducible. Hence by [10,
Proposition 1.5.2], representations in R having the same image under t are conjugate. Since
t(R) is finite,R is a finite union of conjugacy classes of representations. This is the conclusion
of the lemma. 
Theorem 15.3. Let K be a number field. Then up to isometry, among the closed, orientable
hyperbolic 3-manifolds that have trace field K, all but (at most) finitely many admit 0.34 as
a Margulis number.
Proof. Let F denote a free group on two generators ξ and η. According to Lemma 15.2, for
some n ≥ 0 there are representations ρ1, . . . , ρn of F in SL2(C), satisfying Conditions (1)—
(3) of the lemma, such that every representation ρ : F → PSL2(C) satisfying Conditions
(1)—(3) is conjugate to one of the ρi. Condition (1) implies that for 1 = 1, . . . , n, the
quotient Mi = H3/ρi(F ) is a closed hyperbolic 3-manifold. Set D = max1≤i≤n diamMi.
Suppose that M = H3/Γ is a closed hyperbolic 3-manifold that has trace field K and does not
admit 0.34 as a Margulis number. According to Definitions 1.1 this means that there exist
non-commuting elements x and y of Γ and a point P ∈ H3 such that max(dP (x), dP (y)) ≤
0.34 for some P ∈ H3. The subgroup 〈x, y〉 must have finite covolume, as otherwise we would
have max(dP (x), dP (y)) ≥ log 3 by Proposition 9.1. It follows that 〈x, y〉 has finite index in
Γ.
According to [10, Proposition 3.1.1], there is a subgroup of SL2(C) which maps isomorphically
onto 〈x, y〉 under ΠC. Let x˜ and y˜ denote the generators of this group that map to x and y.
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It now follows that if and if we define a representation ρ : F → PSL2(C) by ρ(ξ) = x˜,
ρ(η) = y˜, then Conditions (1)—(3) of Lemma 15.2 hold. Hence ρ is conjugate to ρi for some
i, and henceM admitsMi as a finite-sheeted covering. In particular diamM ≤ diamMi ≤ D.
Let v denote the infimum of the volumes of all closed hyperbolic 3-manifolds; we have v > 0,
for example by [22, Theorem 1]. Let M denote the class of closed hyperbolic 3-manifolds
that have trace field K, and do not admit 0.34 as a Margulis number. The manifolds in M
have volume at least v, constant curvature −1 and dimension 3, and I have shown that they
have diameter at most ∆. It then follows from the main theorem of [27] that the manifolds
in M represent only finitely many diffeomorphism types. By the Mostow rigidity theorem,
they represent only finitely many isometry types. 
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