An evasive circuit family is a collection of circuits C such that for every input x, a random circuit from C outputs 0 on x with overwhelming probability. We provide a combination of definitional, constructive, and impossibility results regarding obfuscation for evasive functions:
Introduction
The study of Secure Software Obfuscation -or, methods to transform a program (say described as a Boolean circuit) into a form that is executable but otherwise completely unintelligible -is a central research direction in cryptography. In this work, we study obfuscation of evasive functions-an evasive function family is a collection C n of Boolean circuits mapping some domain D to {0, 1} such that for every x ∈ D the probability over C ← C n that C(x) = 1 is negligible. Focusing on evasive functions leads us to new notions of obfuscation, as well as new insights into general-purpose obfuscation.
Why Study Obfuscation of Evasive Functions?
To motivate the study of the obfuscation of evasive functions, let us consider the following scenario taken from [GCR12] : Suppose that a large software publisher discovers a new vulnerability in their software that causes the software to behave in undesirable ways on certain (rare) inputs. The publisher then designs a software patch P that tests the input x to see if it falls into the S of bad inputs, and if so outputs 1 to indicate that the input x should be ignored. If x / ∈ S, the patch outputs 0 to indicate that the software can behave normally. Were the publisher to release the patch P , an adversary could potentially study the code of P and learn bad inputs x ∈ S that give rise to the original vulnerability. Since it can take months before a majority of computers install a new patch, this would give the attacker plenty of time to exploit this vulnerability on unpatched systems even when the set S of bad inputs was evasive to begin with. If instead, the publisher could obfuscate the patch P before releasing it, then intuitively an attacker would gain no advantage in finding an input x ∈ S from studying the obfuscated patch. Indeed, assuming that without seeing P the attacker has negligible chance of finding an input x ∈ S, it makes sense to model P as an evasive function.
Aside from the motivating scenario above, evasive functions are natural to study in the context of software obfuscation because they are a natural generalization of the special cases for which obfuscation was shown to exist in the literature such as point functions [Can97] , hyperplanes [CRV10] , and conjunctions [BR13a] . 1 Indeed, as we shall see, the study of obfuscation of evasive functions turns out to be quite interesting from a theoretical perspective, and sheds light on general obfuscation as well.
What notions of obfuscation makes sense for evasive functions? As the software patch problem illustrates, a very natural property that we would like is input hiding: Given an obfuscation of a random circuit C ← C n , it should be hard for an adversary to find an input x such that C(x) = 1. It also makes sense to consider (average case versions of) strong notions of obfuscation, such as "virtual black box" (VBB) obfuscation introduced by Barak, Goldreich, Impagliazzo, Rudich, Sahai, Vadhan and Yang [BGI + 01], which, roughly speaking, states that any predicate of the original circuit C computed from its obfuscation could be computed with almost the same probability by an efficient simulator having only oracle (i.e., black box) access to the function (see Section 2 for a formal definition). One can also consider the notion of "virtual gray box" (VGB) introduced by Bitansky and Canetti [BC10] , who relaxed the VBB definition to allow the simulator to run in unbounded time (though still with only a polynomial number of queries to its oracle). Another definition proposed in [BGI + 01], with a recent construction given by [GGH + 13b], is of "indistinguishability obfuscation" (IO). The actual meaning of IO is rather subtle, and we discuss it in Section 1.2.
Our results
We provide a combination of definitional, constructive, and impossibility results regarding obfuscation for evasive functions. First, we formalize the notion of input-hiding obfuscation for evasive functions (as sketched above). We give evidence that this notion of input-hiding obfuscation is actually incomparable to the standard definition of VBB obfuscation. While it is not surprising that input-hiding obfuscation does not imply VBB obfuscation, it is perhaps more surprising that VBB obfuscation does not imply input-hiding obfuscation (under certain computational assumptions). Intuitively, this is because VBB obfuscation requires only that predicates of the circuit being obfuscated are simulatable, whereas input hiding requires that no complete input string x that causes C(x) = 1 can be found.
Second, we formalize a notion of perfect circuit-hiding obfuscation, which asks that for every predicate of the circuit C ← C n , the probability that the adversary can guess the predicate (or its complement) given an obfuscation of C is negligibly close to the expected value of the predicate over C ← C n . We then show that for any evasive circuit family C, this simple notion of obfuscation is equivalent to both average-case VBB obfuscation and average-case VGB obfuscation. Thus, in particular, we have:
Theorem 1 (Informal). For every evasive function collection C and obfuscator O, it holds that O is an average-case VBB obfuscator for C if and only if it is an average-case VGB obfuscator for C.
We also show that evasive functions are at the heart of the VGB definition in the sense that if it is possible to achieve VGB obfuscators for all evasive circuit families then it is possible to achieve a slightly weaker variant of VGB obfuscation for all circuits:
Theorem 2 (Informal). If there exists average-case VGB obfuscator for every evasive circuit family then there exists a weak average-case VGB obfuscator for every (not necessarily evasive) circuit family.
The notion of "weak" VGB obfuscation allows the simulator to make a slightly super-polynomial number of queries to its oracle. It also allows the obfuscating algorithm to be inefficient. The latter relaxation is not needed if we assume the existence of indistinguishability obfuscators for all circuits, as conjectured in [GGH + 13b].
We then proceed to give new constructions of obfuscators for specific natural families of evasive functions. We focus on functions that test if a bounded (polynomial) degree multivariate polynomial, given by an arithmetic circuit, evaluates to zero modulo some large prime p. We provide two constructions that build upon the approximate multilinear map framework developed by Garg, Gentry, and Halevi [GGH13a] and continued by Coron, Lepoint, and Tibouchi [CLT13] . We first construct an inputhiding obfuscator whose security is based on a variant of a discrete logarithm assumption in the multilinear setting. We then construct a perfect circuit-hiding obfuscator for arithmetic formulas based on a new assumption, called perfectly-hiding multilinear encoding. Very roughly, we assume that given encodings of k and r · k, for a random r and k, the value of any predicate of k cannot be efficiently learned.
Theorem 3 (Informal). Let C be the evasive function family that tests if a bounded (polynomial) degree multivariate polynomial, given by an arithmetic circuit, evaluates to zero modulo some large prime p. Then: (i) Assuming the existence of a group supporting a multilinear map in which the discrete logarithm problem is hard there exists an input-hiding obfuscator for C and (ii) Under the perfectlyhiding multilinear encoding assumption, there exists an average-case VBB obfuscator for all log-depth circuits in C.
These constructions can be combined to obtain a single obfuscator for testing if an input is in the zero-set of a bounded-degree polynomial, that simultaneously achieves input-hiding and average-case VBB obfuscation. We give an informal overview of our construction in Section 3.
Finally, we complement our constructive results by giving two impossibility results regarding the obfuscation of evasive functions. First, we show impossibility with respect to evasive Turing Machines:
Theorem 4 (Informal). There exists a class of evasive Turing Machines M such that no input-hiding obfuscator can exist with respect to M and no average-case VGB obfuscator can exist with respect to M.
We also show that there exist classes of evasive circuits for which VBB obfuscation is not possible. However, here we only rule out worst case obfuscation:
Theorem 5 (Informal). There exists a class of evasive circuits C such that no worst-case VBB obfuscator can exist with respect to C.
Alternative approaches to obfuscation
We briefly mention two other approaches to general program obfuscation. One is to use the notion of indistinguishability obfuscation (IO) [BGI + 01]. Indeed, in a recent breakthrough result Garg, Gentry, Halevi, Raykova, Sahai and Waters [GGH + 13b] propose a candidate general obfuscation mechanism and conjecture that it is IO for all circuits. Improved variants of this construction have been proposed in [BR13b, BGK + 13]. Roughly speaking, IO implies that an obfuscation of a circuit C hides "as much as possible" about the circuit C in the sense that if O is an IO obfuscator, and there exists some other obfuscator O (with not too long output) that (for instance) achieves input hiding or VBB obfuscation for C, then O(C) will achieve the same security as well [GR07] . However, while IO obfuscators have found uses for many cryptographic applications [GGH + 13b, SW13, HSW13], its hard to quantify what security is obtained by directly obfuscating a function with an IO obfuscator since for most classes of functions we do not know what "as much as possible" is. In particular, IO obfuscators are not known to imply properties such as input hiding or VBB/VGB for general circuits. For insance, the "totally unobfuscatable functions" of [BGI + 01] (which are functions that are hard to learn but whose canonical representation can be recovered from any circuit) can be trivially IO-obfuscated, but this clearly does not give any meaningful security guarantees. Furthermore, we do not know whether IO obfuscators give guarantees such as input hiding or VBB on any families of evasive functions beyond those families that we already know how to VBB-obfuscate. Thus our work here can be seen as complementary to the question of constructing indistinguishability obfuscators. Furthermore, the hardness assumptions made in this work are much simpler than those implied by the IO security of any of the above candidates.
Another approach is to consider obfuscation mechanisms in idealized models where basic group operations are modeled as calls to abstract oracles. Works along this line, using different levels of abstraction, include [GGH + 13b, CV13, BR13b, BGK + 13]. It should be stressed however that, as far as we know, proofs of security in any of these idealized models bear no immediate relevance to the security of obfuscation schemes in the plain model.
Organization of the paper
In Section 2 we formally define evasive function families and the various notions of obfuscation that apply to them, and show equivalence between several of these notions. Section 3 contains our constructions for obfuscating zero-testing functions for low degree polynomials. In Section 4 we show that obtaining virtual gray box obfuscation for evasive functions implies a weaker variant of VGB for all functions. Section 5 contains our impossibility results for worst-case VBB obfuscation of evasive circuits and average-case VGB obfuscation of evasive Turing machines.
Evasive Circuit Obfuscation
Let C = {C n } n∈N be a collection of circuits such that every C ∈ C n maps n input bits to a single output bit, and has size poly(n). We say that C is evasive if on every input, a random circuit in the collection outputs 0 with overwhelming probability: 2 Definition 2.1 (Evasive Circuit Collection). A collection of circuits C is evasive if there exist a negligible function µ such that for every n ∈ N and every x ∈ {0, 1} n :
An equivalent definition that will be more useful to us states that given oracle access to a random circuit in the collection it is hard to find an input that maps to 1. Definition 2.2 (Evasive Circuit Collection -Alternative Definition). A collection of circuits C is evasive if for every adversary A and for every polynomial q there exist a negligible function µ such that and for every n ∈ N:
Where C[q(n)] denotes an oracle to the circuit C which allows at most q(n) queries.
Note that the definition remains unchanged regardless of whether A is restricted to polynomial time or is computationally unbounded.
Definitions of Evasive Circuit Obfuscation
We start by recalling the syntax and functionality requirement for circuit obfuscation as defined in
Definition 2.3 (Functionality of Circuit Obfuscation). An obfuscator O for a circuit collection C is a PPT algorithm such that for all C ∈ C, O(C) outputs a description of a circuit that computes the same function as C.
We suggest two new security notions for obfuscation of evasive collections: perfect circuit-hiding and input-hiding. Both notions are average-case notions, that is, they only guarantee security when the obfuscated circuit is chosen at random from the collection.
The notion of input hiding asserts that given an obfuscation of a random circuit in the collection, it remains hard to find input that evaluates to 1. Definition 2.4 (Input-Hiding Obfuscation). An obfuscator O for a collection of circuits C is input-hiding if for every PPT adversary A there exist a negligible function µ such that for every n ∈ N and for every auxiliary input z ∈ {0, 1} poly(n) to A:
where the probability is also over the randomness of O.
Our second security notion of perfect circuit-hiding asserts that an obfuscation of a random circuit in the collection does not reveal any partial information about original circuit. We show that for evasive collections, this notion is equivalent to existing definitions of average-case obfuscation such as averagecase virtual black-box (VBB) [BGI + 01], average-case virtual gray-box (VGB) [BC10] , and averagecase oracle indistinguishability [Can97] .
Definition 2.5 (Perfect Circuit-Hiding Obfuscation). Let C be a collection of circuits. An obfuscator O for a circuit collection C is perfect circuit-hiding if for every PPT adversary A there exist a negligible function µ such that for every balanced predicate P, every n ∈ N and every auxiliary input z ∈ {0, 1} poly(n) to A:
Remark 2.1 (On Definition 2.5). The restriction to the case of balanced predicates is made for simplicity of exposition only. We note that the proof of Theorem 2.1 implies that Definition 2.5 is equivalent to a more general definition that considers all predicates. Remark 2.2 (On extending the definitions for non-evasive functions). The definitions of input-hiding and perfect circuit-hiding obfuscation are tailored for evasive collections and clearly cannot be achieved for all collections of circuits. For the case of input-hiding, this follows directly from Definition 2.2 of evasive collections. For the case of perfect circuit-hiding, consider the non-evasive collection C such that for every C ∈ C, C(0 n ) outputs the first bit of C. Clearly, no obfuscator can preserve functionality while hiding the first bit of the circuit.
On the Relations Between the Definitions
An input-hiding obfuscation is not necessarily perfect circuit-hiding since an input-hiding obfuscation might always include, for example, the first bit of the circuit in the output. In the other direction we do not know if every perfect circuit-hiding obfuscation is also input hiding. The reason is that the perfect circuit-hiding obfuscation only prevents the adversary from learning a predicate of the circuit. Note that there may be many inputs on which the circuit evaluates to 1. Therefore, even if the obfuscation allows the adversary to learn some input that evaluates to 1, it is not clear how to use such an input to learn a predicate of the circuit. In Section 2.2.1 we give an example of an obfuscation for some evasive collection that is perfect circuit-hiding but not input-hiding. The example is based on a worst case obfuscation assumption for hyperplanes [CRV10] . Nonetheless, in Section 2.2.2 we prove that for evasive collections where every circuit only evaluates to 1 on a polynomial number of inputs, then every perfect circuit-hiding obfuscation is also input-hiding.
Counterexample for General Evasive Collection
Let F be some finite field with 2 Θ(n) elements and let d ∈ N be some small constant. We consider the collections of hyperplanes in F d n defined as follows:
Since the field is exponentially large the collection is evasive.
We will construct an obfuscator O for C that is perfect circuit-hiding but not input hiding. In the construction of O we will assume the existence of an obfuscator O for C that is worst-case VBB secure with auxiliary input. That is,Õ satisfies the following definition of [GK05] . We note that a candidate construction for such obfuscation can be found in [CRV10] . Definition 2.6 (Worst-Case VBB with Auxiliary Input). An obfuscatorÕ for a collection of circuits C is perfect circuit-hiding in the worst-case if for every PPT adversary A there exists a PPT simulator Sim and a negligible function µ such that for every predicate P, every n ∈ N, every C ∈ C n and every auxiliary input z ∈ {0, 1} poly(n) to A:
We define O(C v ) to outputÕ(C v ) together with a random point x such that v, x = 0. Clearly O is not input hiding. We show that O is perfect circuit-hiding. we need to show that for every PPT adversary A there exists a PPT simulator Sim such that for every predicate P:
, we need to show that:
We can interpret x as auxiliary input to A. Now, sinceÕ is worst-case VBB secure with auxiliary input there exist a simulatorS im such that:
Since C is evasive we can write the above as
where Z is an oracle computing the constant zero function. We define the simulator Sim to simply sample a random vector x ∈ F d and executeS im Z ( x, 1 n ). It is left to show that
Plugging in the definition of x we need to show that:
The above follows from the fact that inner product is a two-source extractor [CG88] . Concretely, for a sufficiently large constant d it follows as a corollary from [DF11, Lemma 23], [GR12, Lemma 3.11].
Proof for the Case of Polynomially-Sparse Evasive Collection
Let C be an evasive collection such that every C ∈ C n outputs 1 on at most p(n) inputs for some polynomial p. Let O be a perfect circuit-hiding obfuscator for C. Assume towards contradiction that O is not input-hiding, that is, there exist and adversary A, a polynomial p and a sequence {z n } n∈N of poly-size auxiliary inputs to A such that for infinitely many values of n ∈ N:
Next we show that O cannot be average-case VBB, and by Theorem 2.1 this contradicts the fact that O is perfect circuit-hiding. Let m = m(n) be a bound on the input length of all circuits in C n . For every i ∈ [p(n)],r ∈ {0, 1} m , Consider the inefficient predicate P i,r (C) that is defined as follows: P i,r (C) first generates the lexicographically sorted list (x 1 , . . . , x p(n) ) of all the inputs on which C evaluates to 1. Then, P i,r (C) outputs r, x i . Let A be an adversary that given an obfuscation O(C) and auxiliary input (z, r), first executes A(z, O(C)) and obtains an input x and then outputs r, x . In the case A outputs the input x i we have that:
Otherwise we have that:
.
It follows that:
Conversely, since the function is evasive we have that for every PPT simulator algorithm Sim and every i ∈ [p(n)]:
And by Goldreich-Levin [GL89] we also have that for every PPT simulator algorithm Sim and every
Combining Equations 1,2 we conclude:
And therefore, there exist r ∈ {0, 1} m such that:
Proving that O is not average-case VBB.
Perfect Circuit-Hiding Obfuscation is Equivalent to Existing Notions
We start by recalling the average-case versions of existing security definitions of obfuscation.
Definition 2.7 (Average-Case Virtual Black-Box (VBB) from [BGI + 01]). An obfuscator O for a collection of circuits C is average-case VBB if for every PPT adversary A there exists a PPT simulator Sim and a negligible function µ such that for every predicate P, every n ∈ N and every auxiliary input z ∈ {0, 1} poly(n) to A:
where the probability is also over the randomness of O and Sim.
The notion of VGB relaxes VBB by considering a computationally unbounded simulator, however, the number of queries the simulator makes to its oracle is bounded.
Definition 2.8 (Average-Case VGB Obfuscation from [BC10] ). An obfuscator O for a collection of circuits C is average-case VGB if for every PPT adversary A there exists a negligible function µ, a polynomial q and a (possibly inefficient) simulator Sim such that for every predicate P, every n ∈ N and every auxiliary input z ∈ {0, 1} poly(n) to A:
where C[q(n)] denotes an oracle to the circuit C which allows at most q(n) queries and where the probability is also over the randomness of O and Sim.
The notion of oracle indistinguishability was originally formulated in the context of point functions, and here we give a variation of it for general collections. Similarly to our new notions, this definition is meaningful for evasive collections, but not for arbitrary collections.
Definition 2.9 (Average-Case Oracle-Indistinguishability Obfuscation from [Can97] ). An obfuscator O for a collection of circuits C is average-case oracle indistinguishable if for every PPT adversary A that outputs one bit:
We prove the following theorem showing that, for evasive collections, the above notions are all equivalent to perfect circuit-hiding. We note that, for general circuits, average-case VBB and averagecase VGB are not equivalent (follows from [BC10, Proposition 4.1]). The equivalence of average-case VBB and average-case oracle-indistinguishability was proven for point functions by Canetti [Can97] . We generalize the claim for all evasive functions.
Theorem 2.1. Let O be an obfuscator for an evasive collection C. The following statements are equivalent:
1. O is perfect circuit-hiding (Definition 2.5).
O is average-case VBB (Definition 2.7).
3. O is average-case VGB (Definition 2.8).
O is average-case oracle-indistinguishability (Definition 2.9).
Remark 2.3 (On evasive obfuscation with a universal simulator). It follows from Claim 2.1 in the proof of Theorem 2.1 that every obfuscator O for an evasive collection C that is average-case VBB-secure (or average-case VGB-secure) can be simulated as follows: given an adversary A, the simulator Sim simply executes A on a random obfuscation O(C ) of a circuit C sampled uniformly from the collection C. The simplicity of the above simulator can be demonstrated as follows:
• The simulator is universal, that is, the same algorithm Sim can simulate every obfuscator O and family C given only black box access to O and the ability to sample uniformly from C.
• The simulator only makes black-box use of the adversary A. This is in contrast to the case of worst-case VBB-security where non-black simulators are required ( [Can97, Wee05] ).
• The simulator does not make any calls to its oracle. This is in contrast to the case of non-evasive function where, for example, the possibility of obfuscating learnable functions can only be demonstrated by a simulator that queries it oracle.
Proof of Theorem 2.1. We prove that (1)
Perfect circuit-hiding implies average-case oracle-indistinguishability ((1) ⇒ (4)). Let O be a perfect circuit-hiding obfuscator, and assume toward contradiction that O is not average-case oracleindistinguishable. Namely, suppose there exists a PPT adversary A that outputs a single bit, a sequence {z n } n∈N of poly-size auxiliary inputs to A, a poly-size distinguisher D, and a polynomial p, such that for infinitely many values of n ∈ N,
Fix such n and set z = z n . We can write the above as:
By the triangle inequality we have:
Since A only outputs one bit, we conclude that:
For every C, denote by p C the probability Pr[A(z, O(C)) = 1]. Denote byp the average value of p C and byp the median value of p C . Assume WLOG thatp ≤p (otherwise flip A's answer). We can rewrite the above as:
And therefore also:
However, since:
We have that:
That is:
We next define a balanced predicate P such that:
Contradicting the perfect circuit-hiding property of O. To this end, define P such that P(C) = 1 if and only if p C >p. P is balanced by the definition ofp and from Equation 3 and the definition of p C we have:
Combining Equation 4 with the definition ofp we get:
And therefore:
Combining this with Equation 4 we get:
Contradicting the fact O is perfect circuit-hiding.
Average-case oracle-indistinguishability implies average-case VBB ((4) ⇒ (2)). Let O be oracleindistinguishable. Fix an adversary A and a sequence {z n } n∈N of poly-size auxiliary inputs to A. We consider an efficient simulator Sim that given auxiliary input z samples a random circuit from the collection C ← Cn and outputs A(z, O(C )). To show that O average-case VBB we prove the following claim.
Claim 2.1. If O is oracle indistinguishable then:
Proof. Assume towards contradiction that there exists a predicate P and a polynomial p such that for infinitely many values of n:
And by the triangle inequality we have:
Since C determines the value of P(C), we can rewrite the above as:
For every C, denote by p C the probability Pr[A(z, O(C)) = 1]. Denote byp the average value of p C . Using these notation we write the above as:
Let BAD be the set of all C ∈ C n such that:
Let BAD be the set of all C ∈ BAD such that:
Assume WLOG that BAD contains at least half of the circuits in BAD (otherwise, the rest of the proof will use the set BAD \ BAD instead of the set BAD ). That is:
Next we define an distinguisher D such that
Contradicting the oracle-indistinguishability property of O. WLOG , we define D to be a randomized non-uniform algorithm. D gets as input a pair (C, b) taken from one of the distributions:
Additionally, D gets the value 4n · p(n) ·p, rounded to the nearest integer as advice. D will distinguish as follows:
• D executes A(z, O(C)) for 4n · p 2 (n) times with independent randomness. Let c be the number of times A(z, O(C)) outputs 1.
•
Denote the distinguishing probability of D for a circuit C by Adv C . That is:
By the definition of D we have
We bound the value of Adv C for C ∈ BAD and for C / ∈ BAD .
• For C ∈ BAD we have that
Plugging this into Equation 6 we get:
• For C / ∈ BAD we separate the case where p C <p and the case where p C ≥p. If p C ≥p:
In any case, for C / ∈ BAD we have Adv C ≥ −negl(n).
Combining the bounds on Adv C for C ∈ BAD and C / ∈ BAD with Equation 5 we get:
Average-case VBB implies average-case VGB ((2) ⇒ (3)). This implication follows directly from the definitions since average-case poly-VGB is a relaxation of average-case VBB allowing for the simulator to be computationally unbounded.
Average-case VGB implies perfect circuit-hiding ((3) ⇒ (1)). Let O be an average-case VGB secure. Fix an adversary A and a sequence {z n } n∈N of poly-size auxiliary inputs to A. We will prove a stronger statement considering also non-balanced predicates. Let P be a (not necessarily balanced) predicate. We denote:
Claim 2.2. If O is average-case VGB, then there exist a negligible function µ such that for every predicate P and for every n ∈ N:
Proof. Six n and set z = z n Since O is average-case VGB secure, there exists a negligible function µ , polynomial q and a (possibly inefficient) simulator Sim such that:
Since C is evasive, if follows from Definition 2.2 that there exists a negligible function µ such that:
where Z is the constant zero function. Note that the circuit C is information theoretically hidden from Sim Z and therefore:
Combining Equations 7,8 and 9 we get the required:
Obfuscating Root Sets of Low Degree Polynomials
In this section, we present constructions of input-hiding obfuscation and of perfect circuit-hiding obfuscation for a subclass of evasive collections. We will be able to obfuscate collections that can be expressed as the zero-set of some low-degree polynomial. More concretely, we say that a collection C is of low arithmetic degree if for every n, there is prime p, |p| = θ(n), and a polynomial size low degree arithmetic circuit
Note that the Schwartz-Zippel Lemma, together with the fact that U (k, x) is of low degree implies that for every x ∈ Z m p either
Thus, there exists a single function h such that the collection {C k − h} k∈Z p is evasive, where h(x) = 1 iff: Pr
In other words, a collection of low arithmetic degree is either evasive or it is a "translation" of an evasive collection by a fixed, efficiently computable (in RP) function that is independent of the key. Therefore, we can restrict ourselves WLOG to evasive collection of low arithmetic degree. Both constructions will be based on graded encoding as introduced by Garg, Gentry, and Halevi [GGH13a] . The high-level idea behind both constructions is as follows. The obfuscation of a circuit C k will contain some encoding of the elements of k. Using this encoding, an evaluator can homomorphically evaluate the low-degree polynomial U (k, x). Then, the evaluator tests whether the output is an encoding of 0 and learns the value of C k (x).
The two constructions will encode the key k in two different ways, and their security will be based on two different hardness assumptions. The security of the input-hiding construction will be based on a discrete-logarithm-style assumption on the encoding. The obfuscation will support evasive collections of low arithmetic degree defined by a polynomial size circuit U (k, x) of total degree poly(n). This class of circuits is equivalent to polynomial size arithmetic circuits of depth O(log 2 (n)) and total degree poly(n) [VSBR83] . The security of the perfect circuit-hiding construction will be based on a new assumption called the perfectly-hiding multilinear encoding assumption. The obfuscation will support evasive collections defined by a polynomial size circuit U (k, x) of depth O(log(n)). We also discuss a stronger variant of this assumption, which like in the input-hiding construction, supports arbitrary arithmetic circuits with total polynomial degree.
Graded Encoding
We start by defining a variant of the symmetric graded encoding scheme from ([GGH13a]), used in our construction, and by specifying hardness assumptions used. • Instance Generation: given security parameter n and the parameter d, Gen(1 n , 1 d ) outputs public parameters pp.
• Encoding: given the public parameters pp and α ∈ R, Enc(pp, α) outputs u ∈ S (α)
1 .
• Addition and Nagation: given the public parameters pp and two encodings u 1 ∈ S
, Add(pp, u 1 , u 2 ) outputs an encoding in S (α 1 +α 2 ) i , and Neg(pp, u 1 ) outputs an encoding in S (−α 1 ) i .
• Multiplication: given the public parameters pp and two encodings u 1 ∈ S
• Zero Test: given the public parameters pp and an encodings u, Zero(pp, u) outputs 1 if u ∈ S (0) d and 0 otherwise.
The main difference between this formulation and the formulation in [GGH13a] is that we assume that there is an efficient procedure for generating level 1 encoding of every ring element. In [GGH13a] , it is only possible to obliviously generate an encoding of a random element in R, without knowing the underlying encoded element. While we currently do not know how how to use the construction of [GGH13a] to instantiate our scheme, we can get a candidate construction with public encoding based on the construction of [CLT13] , by publishing encodings of all powers of 2 as part of the public parameters. The known candidate constructions involve noisy encodings. Since in our construction we use at most O(d) operations, we may set the noise parameter to be small enough so that it can be ignored. Therefore, from hereon, we omit the management of noise from the interfaces of the graded encoding.
Our first hardness assumption (used in the construction of input-hiding obfuscation) is that the encoding function is one-way. That is, given the output of Enc(pp, α) for randomly generated parameters pp and a random ring element α ∈ R R, it is hard to find α.
Our second hardness assumption (used in the construction of perfect circuit-hiding obfuscation) is a new assumption called perfectly-hiding multilinear encoding. The assumption states that given level 1 encodings of r and r · k for random r, k ∈ R, the value of any one bit predicate of k cannot be efficiently learned. The perfectly-hiding multilinear encoding assumption can be shown to hold in an ideal model where the encoding is generic (such as the generic ideal models described in [BR13b, BGK + 13]).
Assumption 3.1 (perfectly-hiding multilinear encoding). For every PPT adversary A that outputs one bit, the following ensembles are computationally indistinguishable:
We note that both of the above assumptions do not hold for the candidate construction of [GGH13a] (assuming there is an efficient encoding procedure for every ring element). However, they are possibly satisfied by other constructions. In particular, to our knowledge there are no known attacks violating this assumption for the candidate construction of [CLT13] .
Input-hiding Obfuscation
Let C n be an evasive collection defined by the arithmetic circuit U (k, x), k ∈ Z p , x ∈ Z m p of degree d = poly(n). The obfuscator will make use of a d-symmetric graded encoding scheme over the ring Z p . For every k ∈ Z p the obfuscation O(C k ) generates parameters pp ← Gen(1 n , 1 d ) for the graded encoding, and outputs a circuit that has the public parameters pp and the encodings {Enc(pp,
, and uses the evaluation functions of the graded encoding system to compute an encoding
. O(C k ) then uses the zero test to check whether u ∈ S Proof. We need to prove that O satisfies both the functionality requirement and the security requirement. The functionality requirement follows immediately from the guarantees of the graded encoding scheme. Thus, we focus on proving the security requirement. To this end, fix any PPT adversary A, and suppose for the sake of contradiction that for infinitely many values of n,
. Next we prove that there exists a PPT adversary A that brakes the one-wayness of the encoding. The adversary A will make use of the the helper procedure Simplify described in the following claim:
Claim 3.1. There exists an efficient procedure Simplify that, given a multivariate non-trivial polynomial p : Z p → Z p of total degree d, represented as an arithmetic circuit, outputs a set of multivariate polynomials {p j } j∈[ ] (represented as arithmetic circuits) such that:
1. p j is a multivariate non-trivial polynomial of total degree d.
2. For every r ∈ Z p such that p( r) = 0 there exist j ∈ [ ] such that p j (r) = 0 but the univariate polynomial q(x) = p(r 1 , . . . , r j−1 , x, r j+1 . . . , r ) is non-trivial.
We note that a very similar claim was proven by Bitansky et al.
[BCI + 13, Proposition 5.15]. For the sake of completeness, we reprove this claim in Appendix A.
The adversary A . A is given the public parameters pp, and an encoding u of a random element r ∈ Z p . A is defined as follows: 
5.
A constructs the univariate polynomial q(x) = p i (k 1 , . . . , k i−1 , x, k i+1 , . . . , k ) (the rest of the elements of k are known to A ).
6. If q ≡ 0, A aborts, otherwise it outputs a random root of q.
We show that A outputs the correct value of r with noticeable probability. By our assumption on A, O(C k )(x) = 1 with some noticeable probability . In this case, it follows from the correctness of O that U (k, x) = 0. Let j be the index guaranteed by Claim 3.1. Since the distribution of k 1 , . . . , k is independent from the choice of i, it follows that conditioned on the event U (k, x) = 0, i = j with probability 1/ . In this case by Claim 3.1 it holds that p i (k) = 0 but the univariate polynomial p defined above is not identically zero, which means that r is one of the at most d roots of p. Therefore, A will output the correct root with probability at least /( d).
Perfect Circuit-Hiding Obfuscation
Let C n be an evasive collection defined by the arithmetic circuit U (k, x), k ∈ Z p , x ∈ Z m p of depth degree h = O(log(n)). The obfuscator will make use of a d-symmetric graded encoding scheme for d = 2 h over the ring Z p . For every k ∈ Z p , the obfuscation O(C k ) generates parameters pp ← Gen(1 n , 1 d ) for the graded encoding, samples random elements r 1 , . . . r ∈ Z p , and outputs a circuit that has the public parameters pp hardwired into it, and for every for i ∈ [ ], has the encodings Enc(pp, r i ) and Enc(pp, r i · k i ) hardwired into it.
The circuit O(C k ), on input x ∈ Z m p , does the following: For i ∈ [m], it generates the encodings Enc(pp, r i ) and Enc(pp, r i · x i ) where r i = 1 (Note that when encoding the input we do not need r i to be random for security. We only use r i the make the encoding of the input x and the key k have the same format). Using the evaluation functions of the graded encoding system, O(C k ) then computes a pair of encodings u 0 ∈ S (r) d and u 1 ∈ S (r·U (k,x)) d for somer = 0 that is a function of r 1 , . . . , r . Finally, it uses the zero test to check whether u 1 ∈ S (0) d . If so it outputs 1 and otherwise it outputs 0. We next elaborate on how this encoded output is computed. The circuit O(C k ) evaluates the arithmetic circuit U (k, x) gate by gate, as follows: Fix any gate in the formula connecting the wires w 1 and w 2 to w 3 . Suppose that for wires w 1 and w 2 we have the pairs of encodings (u
wherer 1 ,r 2 = 0 (supposedly the value on the wire w 1 is α 1 and the value on wire w 2 is α 2 ). If the gate is a multiplication gate, one can compute an encoding for wire w 3 , by simply computing the pair of encodings:
(u
If the gate is an addition gate we compute u w 3 0 in the same way. We also compute the encodings:
, which can then be added to get:
Note that in any caser 1 ·r 2 = 0. Also note that in the evaluation of every level of the circuit U the maximal degree of the encodings at most doubles and therefore it never exceeds d = 2 h .
Theorem 3.2. O is a perfect circuit-hiding obfuscator for C, assuming the encoding satisfies the perfectlyhiding multilinear encoding assumption.
Proof. By Theorem 2.1, it suffices to prove that O is an average-case oracle indistinguishability obfuscator for C. Namely, it suffices to prove that for every PPT adversary A that outputs a single bit,
Suppose for the sake of contradiction there exists a PPT adversary A (that outputs a single bit), a distinguisher D, and a non-negligible function , such that
Recall that the obfuscated circuit O(C k ) consists of the public parameters pp and from the encodings:
where r 1 , . . . , r ← Z * p . Since sampling encoding corresponding to random input wires is efficient, the equation above, together with a standard hybrid argument, implies that there exists i ∈ [ ], a PPT adversary A (that outputs a single bit), a distinguisher D , and a non-negligible function , such that
contradicting the perfectly-hiding multilinear encoding assumption.
Remark 3.1 (On unifying the constructions). Under a stronger variant of the perfectly-hiding multilinear encoding assumption we can directly prove that the input hiding obfuscation construction presented in Section 3.2 is also perfect circuit-hiding. Intuitively, the stronger variant assumes that the the function Enc given a random input k already hides every predicate of k (without adding any additional randomization).
Assumption 3.2 (strong perfectly-hiding multilinear encoding). For every PPT adversary A that outputs one bit, the following ensembles are computationally indistinguishable:
Note that this strong perfectly-hiding multilinear encoding assumption cannot hold for a deterministic encoding function (unlike with the perfectly-hiding multilinear encoding assumption). Using the stronger assumption above, we can get perfect circuit-hiding obfuscation for a larger class of functions. Specifically, U (k, x) can be any arithmetic circuit computing a polynomial of degree poly(n), removing the logarithmic depth restriction.
Evasive Function and Virtual Grey Box Obfuscation
We show that average-case VGB obfuscation for all evasive functions implies a slightly weaker form of average-case VGB obfuscation for all function. We start by giving a slightly more general definition for VGB obfuscation that considers also computationally unbounded obfuscators and allows for the query complexity of the simulator to be superpolynomial. Note that when the obfuscator is unbounded, we need to explicitly require that it has a polynomial slowdown, that is, the that the obfuscated circuit is not too large.
Definition 4.1 (Weak Average-Case VGB Obfuscation). Let C = {C n } n∈N be a collection of circuits such that every C ∈ C n is a circuit of size poly(n) that takes n bits as input. A (possibly inefficient) algorithm O is a weak average-case VGB obfuscator for C if it satisfies the following requirements:
• Functionality: for all C ∈ C, O(C) outputs a description of a circuit that computes the same function as C.
• Polynomial Slowdown: There exist a polynomial p such that for every C ∈ C, |O(C)| < p(|C|).
• Security: For every super-polynomial function q = q(n) and for every PPT adversary A there exist a (possibly inefficient) simulator Sim and a negligible function µ such that for every predicate P, every n ∈ N and every auxiliary input z ∈ {0, 1} poly(n) to A:
Remark 4.1 (On obfuscation with inefficient obfuscator). The notion of obfuscation with computationally unbounded obfuscators was first considered in [BGI + 01]. To demonstrate the meaningfulness of this notion we note that assuming the existence of indistinguishability obfuscation for a collection C with an effficent obfuscator, the existence of a (weak) average-case VGB Obfuscation for C with a computationally unbounded obfuscator already implies the existence of a (weak) average-case VGB Obfuscation for C with an effficent obfuscator.
Theorem 4.1. If there exists an average-case VGB obfuscator for every collection of evasive circuits, then there exists a weak average-case VGB obfuscator for every collection of circuits.
Proof overview of Theorem 4.1. Let C be a (non-evasive) collection of circuit that we want to VGB obfuscate. We start by showing a computationally unbounded leaning algorithm L that given oracle access to a circuit C ∈ C tries to learn the circuit C. Clearly, If L can make unbounded number of queries it can learn C exactly. However, if the number of queries L makes to C is bounded by some super-polynomial function q(n), we show that L can still learn a circuit C ∈ C that is "close" to C.
That is, C and C only disagree on some negligible fraction of the inputs. The learning algorithm L will repeatedly query C on the input that gives maximal information about the circuit C, taking into account the information gathered from all the previous oracle answers. L stops when it learns C or when there is no query that will give "enough" information about C. In this case, we denote by K(C) the set of all circuits in C n that are consistent with all the previous oracle answers. We show that all the circuits in K(C) are close to C, and L will just output a random circuit C ∈ K(C).
The high-level idea behind the construction of the weak average-case VGB obfuscator O for C is that given black box access to a random circuit C a weak VGB simulator, that is, an unbounded adversary that can make at most q(n) oracle queries to C, is able to run the learning algorithm L and learn the set K(C). Therefore, a secure obfuscation O(C) of C does not need to hide the set K(C).
In particular, O(C) may contain a random circuit C ← K(C) in the clear. To satisfy the functionality requirement, the obfuscation cannot contain only C . Additionally, O(C) will contain the circuit C diff , where C diff = C ⊕ C is a circuit that outputs 1 on every input on which C and C differ. Now, to evaluate C on an input x an evaluator can compute C(x) = C (x) ⊕ C diff (x). Clearly, O(C) cannot contain C diff in the clear, since C diff depends on C. instead, O(C) will obfuscate C diff using the VGB obfuscator for evasive collections. Since C is a random function in K(C) it only differs from C on a negligible fraction of the inputs, and therefore C diff outputs 1 only on a negligible fraction of the inputs. Unfortunately, this high-level idea does not quite work. The problem is that since O(C) contains the circuit C in the clear, we cannot argue that C diff is taken at random from an evasive collection. In particular, given C it may be easy to find an input where C diff outputs 1. For example, if C outputs 1 only on a single input x, and C outputs 1 only on a single input x , then C diff will output 1 on both inputs x and x . Now, given the circuit C it is easy find the input x such that C diff (x ) = 1 and therefore we do not know how to securely obfuscate C diff .
To fix this problem we do not choose C to be a random circuit in the set K(C), but instead C will be a circuit computing the majority function on many random circuits taken from the set K(C). Now we can show that even given the circuit C it is hard to find an input where C and C differ, and therefore the obfuscation of C diff is secure.
Theorem 4.1. Let O be an average-case VGB secure obfuscator for every collection of evasive circuits. Let C = {C n } n∈N be a (not necessarily evasive) collection of circuits such that every C ∈ C n is a circuit of size p(n), for some polynomial p, that takes n bits as input. Let q(n) be any super-polynomial function. We construct a weak average-case VGB obfuscator O for C where the simulator makes at most q(n) queries to its oracle. O will make use of the following learning algorithm L as a subroutine. The algorithm L is an inefficient algorithm that has oracle access to C, it queries its oracle at most q (n) times for q (n) q(n) (n+1) , and outputs a circuit that is "close" to C. Loosely speaking, algorithm L starts by setting K to be the set of all circuits in C n . Then, in each iteration L reduces the size of K so that at the end it contains only circuits that are "close" to C. The number of iterations is at most q (n) and in each iteration L makes a single oracle call. However, the computation that L does in each iteration is inefficient.
Formally, algorithm L is defined as follows:
2. For every b ∈ {0, 1} and every x ∈ {0, 1} n compute:
5. Else, query the oracle on x * and set:
6. If K contains a single element C, return C.
Else, goto
Step 2.
We later argue that the output of L C is a circuit that is close to C, that is, the circuits only disagree on a negligible fraction of the inputs. Next, we describe a weak average-case VGB obfuscator O for C. In the description of O we use the following notation: we denote by C 1 ⊕ C 2 the circuit that is composed from the circuits C 1 and C 2 where the output wires of these circuits are connected by a XOR gate. Similarly, we we denote by Majority i∈[n] C i the circuit that is composed from the circuits C 1 , . . . , C n where the output wires of these circuits are connected by a Majority gate.
Note about notation. For any two circuits C, C , we use the notation C ≡ C to mean that C and C are functionally equivalent. That is, the circuits compute the same function, but may be very different as "formal" circuits. We use the (non-standard) notation C = C to mean that C and C are not only functionally equivalent, but are also equal as "formal" circuits. The obfuscator O on input C ∈ C operates as follows:
where all executions of L use independent randomness.
2. Construct the circuit C maj = Majority i∈[n] C i .
3. Construct the circuit C diff = C maj ⊕ C.
Construct and output the circuit
The correctness and polynomial slowdown properties of O follow from those of O, and from the fact that all the circuits in C n are of (approximately) the same size.
To show that O is a weak average-case VGB secure, we demonstrate an inefficient simulator Sim. For every PPT adversary A and for every auxiliary input z ∈ {0, 1} poly(n) to A, Sim is given z and oracle access to C[q(n)]. Sim is defined as follows:
Construct the circuit
5. Execute A(z, C sim ) and output the result.
Sim makes n + 1 calls to the learning algorithm L, and each call may performs q (n) = q(n) (n+1) queries to the oracle. Thus, in total Sim makes at most q(n) oracle calls. Sim is a valid simulator if for every predicate P:
where C diff = C maj ⊕ C and C diff = C maj ⊕ C as defined by O and by Sim.
Before proving Equation (11) we introduce the following notation. For every circuit C ∈ C n let K(C) be the value of the set K when L C terminates. Note that K(C) does not depend on the randomness of L since randomness is only used in Step 4. Define GOOD(C, C maj ) to be the event that:
The following three lemmas imply Equation (11), and thus conclude the proof.
Lemma 4.1. For every circuit C ∈ K, the circuits C maj computed by O (C) and C maj computed by
Lemma 4.3. For every C * maj such that:
We have:
Proof of Lemma 4.1. We start by showing that L makes at most q (n) queries to its oracle. By the choice of x * , in every execution of
Step 5 in L the size of the set K reduces by a factor of at least
, after q (n) queries K must contain a single element. It follows that the output of L C , executed by O , and the output of L C[q(n)] , executed by Sim, are identically distributed and therefore the circuits C maj computed by O and C maj computed by Sim are identically distributed.
Proof of Lemma 4.2. Fix C and denote byC maj the circuit:
If K(C) contains a single element (corresponding to Step 6 of L) then GOOD must occur. Else, the stopping condition in Step 4 of L grantees that for every x ∈ {0, 1} n ,
The event GOOD does not occur if and only if there exist x ∈ {0, 1} n such that at least n/2 of the circuits C 1 , . . . , C n disagree withC maj on x. Since every C i is sampled independently from K(C) and since q is super-polynomial we have that:
Proof of Lemma 4.3. Fix C * maj such that:
where recall that by C maj = C * maj , we mean that the circuits are not only functionally equivalent, but also have the exact same structure. This structural equivalence implies that there exist circuits C * 1 , . . . C * n ∈ C n such that C * maj is of the form C * maj = Majority i∈[n] C * i . The next claim will be useful in the proof of Lemma 4.3.
Claim 4.1.
1. For every C * ∈ C n and every C, C ∈ K(C * ), the random variable C maj in the execution of O(C) and the random variable C maj in the execution of O(C ) are identically distributed.
2. For every C * 1 , . . . C * n ∈ C n , for C * maj = Majority i∈[n] C * i , and for every C / ∈ K(C * 1 ), C maj = C * maj (C) where C maj is defined by the in the execution of O .
In the proof of Claim 4.1 we will use the following claim:
Claim 4.2. For every C * ∈ C n and every C ∈ K(C * ) it holds that K(C) = K(C * ).
Proof. Fix any C * ∈ C n and any C ∈ K(C * ). Consider the set of oracle queries made by L C and by L C * and their answers. If the sets are equal then K(C) = K(C * ). Else, both L C and L C * make one query x * such that C(x * ) = C * (x * ). However, this contradicts the fact that C ∈ K(C * ).
Proof of Claim 4.1. For Part 1, fix any C * ∈ C n and any C, C ∈ K(C * ). Claim 4.2 implies that
Since the output of L C is just a random element in K(C) if follows that the output of L C and the output of L C are identically distributed, and therefore the random variable C maj in the execution of O (C) and the random variable C maj in the execution of O (C ) are also identically distributed. For Part 2, fix any C * 1 , . . . C * n ∈ C n , and any C / ∈ K(C * 1 ) and let C * maj = Majority i∈[n] C * i . If C maj = C * maj (that is, circuit are formally identical) then it must be that C * 1 ∈ K(C). This, together with Claim 4.2 implies that K(C) = K(C * 1 ). Since it is always true that C ∈ K(C), this also implies that C ∈ K(C * 1 ), contradicting our assumption.
We are now ready to prove Lemma 4.3. Recall that C * maj = Majority i∈[n] C * i . Denote the set K(C * 1 ) by K * . By Claim 4.1 (Part 2), the lemma statement is equivalent to the following, where we sample C from K * instead of from C n :
Let the adversary A be A with C * maj hard-coded to it. That is, A (z, O(C diff )) outputs A(z, (C * maj , O(C diff ))). Now we can rewrite Equation (12) as:
Let P be a predicate that has C * maj hardwired into it, and is defined as follows: On inputs of the form C diff = C * maj ⊕ C where GOOD(C, C * maj ) holds, the predicate P (C diff ) outputs P(C). On all other inputs the output of P is arbitrarily defined to be 0. Now we can rewrite Equation (13) as:
Recall that O sets C diff = C maj ⊕ C. Let C diff be the collection:
Additionally, recall that Sim sets C diff = C maj ⊕ C where C ← L C . Let C diff be the collection:
Now we can rewrite Equation (14) as:
By the proof of Claim 4.1, K(C) = K * and C is just a random circuit in K * . Therefore, the collections C diff and C diff are identical, and we can rewrite Equation (15) as:
Claim 4.3. The collection C diff is evasive.
Proof. If K * contains a single element (corresponding to Step 6 of L) then C maj ≡ C and the collection C diff contains only the all-zero function and is therefore evasive. Assuming |K * | > 1, the stopping condition in
Step 4 of L grantees that for every x ∈ {0, 1} n :
, or alternatively for:
By the proof of Claim 4.1, K(C) = K * for every C ∈ K * . Therefore, for every x ∈ {0, 1} n ,
Now, plugging in the definitions of C diff and of GOOD(C, C * maj ) and since q is super-polynomial, we get that for every x ∈ {0, 1} n ,
which implies that C diff is evasive.
Using Lemma 4.3 and the fact that O is average-case VGB secure for all evasive collections, Equation 16 and therefore also the lemma's statement follow from Claim 2.1 in the proof of Theorem 2.1.
Impossibility Results
Definitions 2.5 and 2.4 only consider circuit obfuscation with average-case security. In this section we give impossibility results for obfuscating evasive Turing machines and for obfuscating evasive circuits with worst-case security.
Impossibility of Turing Machine Obfuscation
Barak et. al.
[BGI + 01] show the impossibility general obfuscation of circuits and Turing machines. We show that the impossibility of Turing machines obfuscation can be extended to the case of evasive functions. Similarly to the result of [BGI + 01], our negative result applies for VBB obfuscation as well as for weaker notions such as average-case obfuscation (see [BGI + 01] for more details). In particular we get an impossibility for the Turing machine versions of Definitions 2.5 and 2.4.
Let M = {M n } n∈N be a collection of Turing machines such that every M ∈ M n has description of size poly(n) and outputs a bit. We say that M is evasive if given oracle access to a random machine in the collection it is hard to find an input that evaluates to 1. We start by recalling the syntax, functionality, and polynomial slowdown requirements for Turing machine obfuscation as defined in [BGI + 01]. Then we give security definitions that are the Turing machine versions of Definitions 2.5 and 2.4.
Definition 5.2 (Turing Machine Obfuscation
). An obfuscator O for M is a PPT algorithm that satisfies the following requirements:
• Functionality: For every n ∈ N and every M ∈ M n , O(M ) outputs a description of a Turing machine that computes the same function as M .
• Polynomial Slowdown: There exists a polynomial p such that for every M ∈ M and for every x ∈ {0, 1} * if the running time of M (x) is t, then the running time of (O(M ))(x) is at most p(t). The impossibility. The impossibility of [BGI + 01] demonstrates a pair of functions C α,β , D α,β such that given oracle access to these functions, it is impossible to learn the key (α, β). However, given any efficient implementation of C α,β and D α,β as a pair of Turing machines, it is possible to learn (α, β). The two functions are then combined into a single function that cannot be obfuscated. The idea is to "embed" the functions C α,β and D α,β of [BGI + 01] inside an evasive Turing machine. For a key α, β ∈ {0, 1} n define the machine C α,β as follows:
The machine D α,β takes as input a description of a machine C that is suppose to run in time p(n) and checks whether C computes the same function as C α,β on the inputs {(α, i)} i∈ [n] . Namely, The polynomial p is defined to be greater than the running time of O(C α,β ). Next we define a single machine M α,β combining the machines C α,β and D α,β , as follows:
It is straightforward to verify that C α,β and D α,β are evasive, and therefore M α,β is also evasive. By construction, an adversary that is given O(M α,β ) can compute a description of machines M C and M D , computing C α,β and D α,β respectively, where the running time of M C is at most p. The adversary can therefore execute M D (M C ) and obtain β 1 with probability 1. Note that a simulator (with no access to M α,β ) can guess β 1 with probability at most 1/2 and therefore O is not perfect circuit-hiding (Definition 5.3).
To show that O is not input hiding (Definition 5.4) we consider an adversary that produces the input (1, M C ) to M α,β . Since f α,β (1, M C ) = β 1 and β is random, the adversary outputs a preimage of 1 with probability 1/2.
Impossibility of Worst-Case Obfuscation
The impossibility of [BGI + 01] for circuit obfuscation demonstrates a collection of circuits C n = {C s } s∈{0,1} n such that given oracle access to C s for a random seed s it is impossible to learn s. However, given any circuit computing the same function as C s , an adversary can learn s. In general we do not know how to "embed" C inside an evasive collection without loosing the above learnability property. However, such embedding is possible when the adversary has some partial knowledge about the seed of the circuit taken from the evasive collection. This type of attack can be used to rule out a worst-case security definition.
We recall the definition of worst-case VBB from [BGI + 01]. We present an equivalent version of the definition that uses a predicate and resembles Definition 2.7 for average-case VBB. Note that a worstcase version of the input-hiding security definition (Definition 2.4) cannot hold against non-uniform adversaries.
Definition 5.5 (Worst-Case Virtual Black-Box (VBB) from [BGI + 01]). An obfuscator O for a collection of circuits C is perfect circuit-hiding in the worst-case if for every PPT adversary A there exists a PPT simulator Sim and a negligible function µ such that for every n ∈ N, every C ∈ C n and every predicate P:
Pr[A(O(C)) = P(C)] − Pr[Sim C (1 n ) = P(C)] ≤ µ(n) .
Let C n = {C s } s∈{0,1} n be the collection defined by [BGI + 01]. For α, s ∈ {0, 1} n we define C α,s as follows:
First note that the collection C is evasive, since for every input (x 1 , x 2 , i) the probability over a random key (α, s) that x 2 = α is negligible. However, this circuit cannot be VBB obfuscated. There is an adversary that given an obfuscation of C α,s for α = 0 n and for a random s, can transform this obfuscation into a circuit computing the same function as C s and thereby learn s. Conversely, every simulator that is given oracle access to C α,s for α = 0 n and for a random s, cannot learn more than what can be learned with oracle access to C s , and in particular cannot learn s.
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