Abstract. We present a novel probabilistic framework to learn across several subjects a mapping from brain anatomical connectivity to functional connectivity, i.e. the covariance structure of brain activity. This prediction problem must be formulated as a structured-output learning task, as the predicted parameters are strongly correlated. We introduce a model selection framework based on cross-validation with a parametrization-independent loss function suitable to the manifold of covariance matrices. Our model is based on constraining the conditional independence structure of functional activity by the anatomical connectivity. Subsequently, we learn a linear predictor of a stationary multivariate autoregressive model. This natural parameterization of functional connectivity also enforces the positive-definiteness of the predicted covariance and thus matches the structure of the output space. Our results show that functional connectivity can be explained by anatomical connectivity on a rigorous statistical basis, and that a proper model of functional connectivity is essential to assess this link.
Introduction
The brain's power and stability depends critically on its connectional complexity. Recently, it has been suggested that consciousness depends on the brain's ability to integrate information among different thalamo-cortical areas [1, 2] . Disruption in cortical connectivity has been also implicated in a number of disorders and pathologies, such as schizophrenia [3] , ADHD [4] , autism [5] , brain trauma [6] and so on. As a result there is a shift of research attention from localised brain function to network organization and dynamics.
A functional network is defined based on connections that reflect temporal dependency between spatially remote neurophysiological events. It is well established that during rest the brain shows spontaneous activity that is highly correlated between multiple brain regions. However, the neuronal basis of restingstate functional Magnetic Resonance Imaging (r-fMRI) oscillations is not yet fully understood [7] . There is an on-going debate on whether physiological processes, such as respiration and cardiac cycle dominate the resting-state BOLD signal. Support for a neuronal basis comes from several studies that investigate the relationship between structural connectivity and functional brain connectivity [8] [9] [10] [11] . The underlying hypothesis is that if r-fMRI has a neuronal basis then it must reflect the existence of structural connections that relate functionally linked brain regions.
To this end, significant evidence has emerged that there are strong structural connections between regions that are functionally linked, forming resting-state networks [8, 12] . Furthermore, strong functional connectivity has been observed between areas with direct structural link [11] . However, these studies do not provide a systematic framework to investigate localised influences between structural connections and functional links. [13] presents a joint generative model of functional and structural connectivity based on the assumption that they follow Gaussian distributions.
In this work, we are interested in inferring the link between anatomical and functional connectivity in a data-driven way. We adapt an anatomically informed probabilistic model of functional connectivity. We describe subjectlevel functional connectivity as a multivariate Gaussian process [14] estimated by imposing a common structure based on the structural connectivity matrices. Subsequently, we use statistical prediction to infer functional connectivity from structural connectivity. Compared to discriminant models [11, 15] , which does not provide an underlying generative process, the use of a probabilistic framework assists in gaining a deeper understanding of the mechanisms underlying functional connectivity.
Problem statement
The aim of our predictive model is to use structural connectivity across subjects to predict functional connectivity. Structural connections in the brain are formed by white matter tracts that directly interconnect large groups of spatially separated neurons via long-distance axons. Here, the structural connectivity A is described as an undirected weighted graph that shows whether there is or not a link between each pair of ROIs and its strength. In this framework, each brain's connection is treated as a variable, which results in a total of N = n(n − 1)/2 variables, where n is the number of ROIs. For each of the functional connection, our goal is to find a subset of structural connections to which it is strongly related.
We consider S subjects, represented by A s , the subject specific structural connectivity matrix and the correlation matrices between brain time series extracted from n ROIs: {Σ s ∈ R n×n , s = 1, . . . , M }. The current practice in studying functional connectivity, F s is based on the estimation of the coefficients of the correlation matrices across subjects. This can be expressed as a univariate additive linear model on the covariance matrix:
where Σ ⋆ is a covariance matrix representative of the group, and dΣ s encode subject-specific contributions. Very often some coefficients of the covariance matrix are zeroed out by thresholding, which leads to a non-positive definite matrix, hence, it does not yield any consistent signal model. Therefore, it is not possible to generalize the learned model to new subjects [14] . The simplest well-posed alternative is to model the fMRI time series U ∈ R n×r as centered multivariate Gaussian process [14] , hence described by a positive definite covariance.
Let us denote (y k ) k=1...N the strength of functional connections, i.e. modeldependent parameters that characterize the covariance structure. These should be predicted by combinations of an unknown set of structural variables (x j ) j=1...N . Penalised linear regression finds a sparse solution of the under-determined linear regression problem.
It is crucial to note here that the application of a multiple regression predictive model provides localised, interpretable results. However, it infers each functional connection independently and thus it does not guarantee that the overall prediction of the covariance matrix would be an SPD matrix. The space of SPD matrices, Sym 
Another issue arises from the fact that the number of functional connectivity parameters is greater than the number of samples: n < 1 2 r(r + 1). This results in a large estimation error of the sample covariance matrix [16, 14] .
Parameterizations and loss for Functional connectivity One of the challenges of predicting functional brain connectivity is that it can be described by many different parameters. Most often, the functional connectivity between a set of regions is described by the correlation matrix, Σ ∈ R n×n , between the time series, X ∈ R r×n , of the mean activation in the different regions of interest. However, several studies [17, 14] have shown that the precision matrix, the inverse of the covariance, K = Σ −1 , has adequate properties for the estimation of brain functional networks, while Fransson and Marrelec [18] reported that partial correlations identified between-regions interaction better than correlations based on resting-state fMRI. The partial correlation matrix P corresponds to the precision matrix K renormalized to have unit diagonal. On our multisubject dataset (described in section 4), we find that on average, the anatomical connectivity between a pair of regions i and j, A i,j , explains 12.77% of the variance of the corresponding pair-wise functional correlation, Σ i,j , 13.52% of the precision coefficient K i,j , and 14.36% of the partial correlation P i,j .
In this context, we choose to formalize this learning problem as a structuredoutput multivariate regression, suitable for predicting interdependent variables. The task is to learn a mapping f from a space A describing anatomical connectivity matrices to a second space F describing functional connectivity. It entails the choice of a parameterization for both input and output spaces, as well as a loss function l on the output parameterization, giving a measure of the empirical risk associated with the prediction. Typically, in an energy-based formulation [19] , learning from training data is achieved by choosing f to minimize a combination of the loss and a regularization term.
In our case, we use for the input space the anatomical connectivity matrices, that is the space of symmetric matrices A = Sym p . For the output space, we work on a parametrization of the space of correlation matrices, that is symmetric definite positive matrices F = Sym
is not a vector space thus the standard Euclidean distance on matrices, the Frobenius norm, is ill suited to quantify errors. However, Sym + p can be parametrized as a Riemannian manifold using an intrinsic metric [20] :
This metric can leads to a full statistical framework on Sym + p [21, 22] . Most importantly, it is invariant under affine scaling and inversion of the matrices, and is thus equivalent for a wide range of parameterization for functional connectivity. In particular, if D is the predicted matrix, and C the ground truth, it gives the same prediction error on the correlation matrices and on the precision matrices.
Non-structured output predictors, such as independent prediction of each coefficient of the functional connectivity matrix, cannot guarantee that prediction F pred will be positive definite. To quantify their prediction error in a parametrization-independent way, we develop the metric given in Eq. (2) around the target matrix F target , that can be a correlation matrix, a precision matrix, or a partial correlation matrix, but is by construction definite positive (note that d is no longer a distance however):
. is the Frobenius norm.
3 From structure to functional correlations: A probabilistic framework
Generative model We use multivariate autoregressive models (MAR) to describe the generative process of fMRI time series. If x ∈ R n is the multivariate vector of observations at a given time r,
with A ∈ R n×n a matrix of the connection between variables and e additive Gaussian noise between variables with zero mean and identity covariance.
We consider the ongoing brain activity in resting-state as a stationary process. If U ∈ R n×r is the matrix of the observed time series and E ∈ R Fig. 1 : Probabilistic framework for predicting functional connectivity from structural brain connectivity. A s and F s represent structural and functional connectivity for subject s, respectively. S represents the support, the sparsity pattern over all structural connectivity matrices. P S represents the permutation that provides with a sparser Cholesky factor of the support matrix, S.
where I is the n × n identity matrix. Thus, the covariance of the observed time series, Σ, is given by:
Note that covE = I and B = I − A is a matrix square root of the inverse covariance, which we call the interaction matrix.
Conditional independence between variables is given by the zeros in the precision matrix K = Σ −1 . In order to reduce the large estimation error of the sample covariance matrix, covariance selection is achieved by imposing a sparse support for the estimated precision matrix [14] . We adopt the sparsity pattern of the structural data S to represent the support, see Fig. 1 .
More precisely, we impose the same support supp across individuals, which is the set of supra-threshold t-tests statitics on {A s , s = 1, . . . , M }: t =Ā std(A) √ M ; the choice of the threshold is discussed later. We estimate the non-zero coefficients using the iterative proportional scaling (IPS) algorithm [16] .
Instead of predicting the precision matrix Σ −1 directly, we aim at recovering the interaction matrix B. This guarantees that the predicted precision matrix Σ −1 =B TB is SPD. Here, we use the Cholesky decomposition of the precision matrix Σ −1 to estimate the interaction matrix B. Since the Cholesky decomposition is not invariant to a permutation of the rows and columns of the input matrix Σ −1 , we adapt a permutation P S (B) that tends to yield sparser Cholesky factors LU of the support matrix S. To find the ordering we construct a matrix
, where supp represents the support, i.e. the sparsity pattern of the underlying matrix. To reduce the number of non-zero elements of the Cholesky factor the column approximate minimum degree permutation is utilised. Note that we are interested in predicting correlation and Algorithm 1 Inferring functional from structural connectivity based on the sparse MAR model described in Section 3, Fig. 1 . Note that it is embedded in a leave-one-subject-out cross-validation loop, in order to measure the performance of the model. For all functional correlation matrices estimate the precision matrix K based on IPS:
Find the sparser permutation of the support S and re-order K 5:
Estimate the interaction matrixB based on the sparse Cholesky decomposition 6: end for 7: for k=1 to N do 8:
Apply coefficient-wise LASSO to predictB not covariance, thus, we rescale the diagonal of B to ones by multiplying with the inverse of its diagonal matrix:
This corresponds to fixing the variance of innovation terms of the MAR model.
Statistical Inference
The inference problem takes the form of multiple regression:
where b 0 is the intercept, b j are the coefficients that encode the relationship between each functional connection y k and structural connectivity, (x j ) j=1...N . We turn now to the solution of the multiple regression problem Eq. (9), where the quantities to be predicted are the coefficients of B. We use the Least Absolute Shrinkage and Selective Operator (Lasso), which performs both variable selection and prediction [23] . Over classical least square regression Lasso offers two major advantages that are very useful in modeling brain connectivity: Firstly, it improves prediction by setting some coefficients to zero. This results in removing noisy and irrelevant variables and thus reducing the total variance. Secondly, it allows the selection of the most relevant variables and thus it links each functional connection with a subset of structural connection in a data driven way. The correct predictors are identified with high probability even when the number of variables is higher than the number of observation under the assumption Fig. 2: a) The combination of atlas-based segmentation and soft-tissue segmentation allows the delineation of anatomically sensible ROIs in gray matter. Atlasbased segmentation is based on established work [26] , where 30 manually segmentations are propagated to the new subjects by non-rigid registration [27] . SPM has been used for soft-tissue segmentation [28] . b) The resulted 83 ROIs are shown both in diffusion space (top row) as well as in fMRI space (bottom row). Note that here we used only cortical regions. that the true model is sparse [24] . The Lasso estimate is defined as:
Because of the ℓ 1 lasso penalty, most of the coefficients are set to zero. We used the LARS implementation of the Lasso algorithm in R statistics [25] , which computes the complete lasso solution simultaneously for all values of the shrinkage parameter, λ.
Experimental results: inter-subject prediction of resting-state functional connectivity
Brain connectivity analysis was performed in 22 normal adults (11 females, 11 males, mean age 33.4 ± 11.37 years). rs-fMRI: T2*-weighted gradient EPI sequence, TR/TE=2000/30, 31 ascending slices with thickness 3.25mm, gap 0.75mm, voxel size 2.5x2.5x4mm, flip angle 90, FOV 280x220x123mm, matrix 112x87. DWI: 64 non-collinear directions, in 72 slices, slice thickness 2mm, FOV 224mm, matrix 128x128, voxel size 1.75x1.75x2mm
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, b-value 1000 s/mm 2 . High resolution T1-weighted whole-brain structural images were also obtained in all subjects.
FSL was used for image pre-processing of both diffusion weighted (DWI) and fMRI images [29] . This involved eddy current correction of DWI and motion correction as well as spatial smoothing and whitening of fMRI images. Brain extraction was performed originally with FSL and it was manually refined later.
Bias correction was applied to T1 and B0 images to improve the robustness of the non-rigid registration tools [27] .
BOLD fluctuations are profound in gray matter, while DTI is more reliable in delineating white matter fibers. Hence, we are interested in defining cortical regions of interest (ROIs) that are located in gray matter and they are defined according to widely used anatomical atlas [26] . Cortical parcellation is obtained with the fusion of atlas-based [26] and tissue based segmentation [28] , Fig. 2 .
To construct corresponding functional networks the fMRI signal was averaged across voxels within each area. The signal in CSF and white matter has been also averaged and the six motion correction parameters were estimated with FEAT, FSL [29] . All these eight parameters were accounted in the estimation of the covariance matrix.
Tracts between regions are identified using a standard probabilistic algorithm available as part of FSL [29, 30] . However, measurements of connection probability are difficult to interpret as the probability measure is very sensitive to noise in the data, as well as the size and separation of the ROIs [31, 32] . Instead, we estimate the local diffusion anisotropy by determining the diffusive transfer between voxels using the orientation distribution function (ODF) [31, 32] . Note that the local diffusion anisotropy reflects changes in myelination, fiber density and packing [33] .
Model selection framework Here we utilise the probabilistic framework described in section 3 to learn the link between anatomical connectivity and functional brain connectivity. We use leave-one-out cross validation and the algorithm described in Alg. 1 to measure the performance of the model. The results are compared to the univariate linear model described in Eq. (1) with and without the Cholesky decomposition. Quantitative analysis is performed based on both the log-likelihood measure Eq. (11) as well as the d metric described in Eq. (2). The log-likelihood gives the likelihood to observe Σ test given the model Σ pred , and it relies on the underlying model of functional connectivity.
When the prediction model do not use a matrix square root then the output it is not a SPD matrix, Sym + p . In Table 1 , the mean values over all leave-one-out cross validations are given. Cor (LW) corresponds to predicting directly the functional correlation matrix based on Ledoit-Wolf regularisation [34] , which provides a more accurate and well-conditioned covariance matrix. Chol Cor (LW) corresponds to predicting the square root matrix of the correlation matrix, Cor (LW). The original correlation matrix has been reordered to be consistent with our methodology (see section 3). Elements on the diagonal are set to one by multiplying with the inverse of the diagonal from the right, Eq. 8. Subsequently, results of our approach, SP MAR (R), as well as a variation, SP MAR (L), where Eq. 8 takes the form (B = diag(B) −1 B), are presented. Fig. 3 shows a more detailed summary of the results over all subjects. The probabilistic framework described in section 3 outperforms all other approaches. The difference between SP MAR (R) and SP MAR (L) is that one scales the innovation terms of the MAR model, whereas the other scales the relative weights of the observed time series. The innovation terms are not related to connectivity and hence it is not possible to predict them from anatomical connectivity. Fig. 4 shows results distribution obtained in leave-one-out cross-validation scheme. In the simple correlation model, Cor (LW), we use black circles to point out that there is a relatively large error in prediction for several connections. Finally, in Fig. 5 , an application of the predictive framework in identifying structural connections associated with the the default mode network is shown. Connections are plotted when they appear in more than 15 out of 22 folds of the leave-one-subject-out cross validation loop. The diameter of the tubural shapes depends on the average of the absolute value of the coefficient associated with each connection. We note that stronger and more dense connections are identified in the SP MAR (R) relative to the SP MAR (L) model. This indicates that the earlier identifies connections and the associated coefficients more consistently. Also in SP MAR (L) model the PCC is not as well interconnected as in SP MAR (R) model.
Conclusions
We have developed a novel probabilistic framework to learn the mapping f from the space of anatomical connectivity A to the space that describes functional connectivity F . Functional connectivity is modeled as the covariance structure of functional brain signals. We assume that all the individual precision matrices share the same structure of conditional independence. Cholesky decomposition is used to enforce a SPD, Sym + p , prediction output of the multiple regression. Leave-one-subject-out cross validation demonstrates the efficiency of the technique. We also depict the default mode network and the most influential structural connections associated to it. 
