A new non-predictive video codec for mobile applications is presented. The scheme omits the prediction step in the temporal axis and increases robustness of its transmission in the mobile channel. The same subbands from each frame in the group of frames (GOP) are joined together to exploit their spatial-temporal redundancies. The significant vectors of the joined subbands within the GOP are quantised using a novel multi-stage lattice vector quantisation. This process reduces quantisation errors and enhances the reconstructed frame quality. Experimental results are shown to be significantly better than H.263 and comparable to the current H.264 standards in an erroneous hilly terrain mobile environment using the TETRA channel simulator for some test video sequences.
Introduction:
The need for efficient video compression for multimedia application is due to the high volume of video data and the limited bandwidth of the mobile channel [1] . Video compression schemes generally aim to exploit both the spatial and the temporal redundancy of the video sequence. There has been extensive research effort in this field for the last 40 years, as reviewed in [2] . Video coding standards such as H.263 [3] and H.264 [4] utilise motion compensation and motion estimation to reduce temporal redundancy. Besides, there have been works for the non-standard video coding that omit this process, as presented in [5, 6] . In [5] a new three-dimensional subband coding for video is reported to achieve good balance between coding efficiency and error resilience. Akbari and Soraghan [6] have developed a wavelet based video coding scheme that aims for robust video transmission in a noisy mobile environment. In this work, the grouping of frames has eliminated the need for prediction technique. The work in [6] uses adaptive vector quantisation in coding the high frequency subbands. The significant coefficients are identified and quantised using the LBG algorithm which involves high computational demand to generate the codebook. The computational demand can be significantly reduced using lattice vector quantisation [5, 7] .
In this Letter, a non-predictive video code is presented for robust transmission in mobile channels based on the work presented in [6] . Instead of using the adaptive vector quantisation (AVQ), the novel multistage lattice vector quantisation [8] is used to process a group of video sequences. Since LVQ reduces computation in codebook generation, this allows the new video coding scheme to have multi-stage processes (multistage lattice VQ) which reduce quantisation errors and enhance the reconstructed frame quality.
The results obtained for the new video coding scheme in an erroneous mobile hilly terrain (HT) environment using the TETRA channel simulator [9] are significantly better than the H.263 codec and comparable to the H.264 codec.
Video encoder architecture: The wavelet-based video codec encoder architecture is shown in Fig. 1 . The video codec takes a video sequence and passes it to a frame buffer. The buffer dispatches several frames at a time to the DWT blocks, thus effectively grouping the video sequence into a group of frames (GOF). The DWT block performs 2-D discrete wavelet transforms on the GOF. In this system, we use three levels of wavelet decomposition, which is sufficient for a QCIF sequence.
The coefficients of the high frequency subbands from each frame are first subdivided into a predefined unit block size of N Â N, which ultimately defines the size of the vector dimension. Each of the high frequency subbands (e.g. HH 1 ) is selected from all frames and joined together to form in single vector list, there will be nine separate vector lists for a group of four frames. These vector lists are then passed to a vector selection process. The significant vectors are identified by comparing the vector energy to a certain threshold. The vectors with energy values greater than a threshold value are preserved. The significant or preserved vectors are than passed to the multi-stage lattice VQ (MLVQ) for lossy compression. The MLVQ process produces two outputs, i.e. the scale list, and index sequence which is then coded using the variable length coding. Details of the MLVQ technique are readily available in [8] . The location information of the significant vectors is defined as the MAP sequence in binary ones and zeros. The MAP sequence is one if the vector is significant and zero otherwise. The MAP sequence is then represented in a quadtree structure via the quadtree coding.
Fig. 1 MLVQ video encoder architecture
The advantage of joining the high frequency subbands with a GOP is that if one of the joint subbands' data stream is corrupted then the GOP still can be reconstructed using the other joint subbands and the low frequency subbands. Fig. 2 . The lossy video compression is the same process as the nonpredictive MLVQ encoder discussed in the preceding Section which encodes the video sequence with some compression gain. The compressed bitstream is then classified according to a predefined syntax structure in the bitstream constructor process. In this stage the bitstream is enciphered into two parts, i.e. the header and texture. In the RS encoder process the forward error correction (FEC) codes are added to the bitstream using the Reed Solomon codes. In the next stage, the coded header and texture are combined together in an alternating structure before they are passed through the TETRA channel simulator. The received data are first demultiplexed to the header and texture bitstreams. Then the RS decoder process eliminates the added bit redundancy in the coded bitstreams. Then the bitstream decomposer process deciphers the received bitstreams to meaningful data for video decoding. The final stage is the lossy video reconstruction process, where the compressed video sequence is reconstructed.
Error resilient: We developed the equal and unequal error protection (EEP=UEP) schemes of the MLVQ video data for transmission in a mobile environment. The EEP scheme uses the RS(54,18) with coding rate 1=3. In the UEP scheme, data is partitioned into a header and texture. The header contains the sensitive data, i.e. the MAP data, scale list, and index sequence which is variably length coded. The texture contains only the low-low subbands. The shortened codes RS(54,14) with coding rate of 1=4 are used to give maximum protection to the header data, whereas the texture uses the shortened codes RS(54,36) with coding rate of 2=3.
Results: In this work, each video frame is transformed using a threelevels DWT. A GOF size of 4 was employed. The high frequency subbands are subdivided into blocks of various sizes. The block size is set to 2 Â 2 in the first DWT level, resulting a four dimensional vector. In the second and third DWT levels, the block size is set to 1 Â 1, which result in a one dimensional vector. The H.263 with the EEP scheme is first used for comparison with the coding rate of 1=3. The MLVQ and H.263 video codecs are simulated in the TETRA hilly terrain (HT) environment when the mobile speed is at speed 50 km=h with 18 dB channel SNR. The QCIF test sequences 'Carphone', 'Foreman' and 'Miss America', which consist of 100 frames with target bit rate of 64 kbits=s and 15 fps, are used to obtain the average PSNR. Table 1 shows the results of the test video sequences in terms of average PSNR. The H.264 video codec standard is used as the second comparison. The MLVQ codec with the UEP scheme is chosen since it offers the best performance. The H.264 standard baseline profile is used since it has been developed for application in a mobile environment. The baseline profile H.264 is equipped with the error resilient tools such as redundant slices, flexible macroblock ordering, macroblock line intra-refreshing and feedback channel as summarised in Table 2 . We also developed the EEP scheme for H.264 with RS code rate 1=4. Fig. 3 shows the results simulated in the TETRA hilly terrain channel with 18 dB channel SNR. The test sequence 'Foreman' with target bit rate of 64 kbits=s and 15 fps is used. Conclusions: The lattice VQ is used for quantisation since it offers fast computation to generate the codebook. Thus, it allows multi-stage quantisation to be incorporated in the MLVQ codec scheme. The multi-stage LVQ technique presented in this Letter refines the quantised vectors and reduces quantisation errors. Thus, the new video coding produces better reconstruction frame quality. In addition, the MLVQ video codec is designed to omit the prediction step in the temporal domain. Therefore, each frame in a GOP does not depend on the other. The tested video codec shows that it is more robust at low bit rate in an erroneous environment than H.263, as well as comparable to the performance of H.264.
