Abstract. This paper provides the second term in the small time asymptotic expansion of the spectral heat content of a rotationally invariant α-stable process, 0 < α ≤ 2, for the bounded interval (a, b). The small time behavior of the spectral heat content turns out to be linked to the distribution of the supremum and infimum processes.
introduction
Let 0 < α ≤ 2 and consider X = {X s } s≥0 a rotationally invariant α-stable process in R d where d ≥ 1 and whose transition densities, denoted along the paper by p (α)
t (x, y), are known to satisfy the following properties.
(i) p t (x, y) is radial. Namely, p for all x = y, where
Before continuing, we introduce the following standard notation. E x and P x will denote the expectation and probability of any process started at x, respectively. Also for simplicity, we will connote P = P 0 , E = E 0 and write Z D = Y for two random variables Z, Y with values in R d to mean that they are equal in distribution or have the same law.
Let us at this point establish the following convention which is needed to provide some references and motivation. When d = 1, Ω will stand for an interval (a, b) with finite length b − a denoted by |Ω|. For d > 1, Ω will be a bounded domain with smooth boundary ∂Ω and volume denoted by |Ω|. In addition, we set Given Ω ⊆ R d as above, we consider for X = {X s } s≥0 the first exit time upon Ω. That is, τ (α) Ω = inf {s ≥ 0 : X s ∈ Ω c } .
The purpose of the paper is to investigate the small time behavior of the following function, which is called the spectral heat content over Ω and it is given by
when Ω = (a, b) with |Ω| = b − a < ∞. Of course, Q
Ω (t) makes sense even in the higher dimensional setting when Ω is taken according to our convention about Ω.
It is worth noting that the spectral heat content of Ω takes an alternative form. In fact,
where p Ω,α t (x, y) is the transition density for the stable process killed upon exiting Ω. An explicit expression is given by
The name spectral heat content given to Q (α) Ω (t) comes from the fact that p Ω,α t (x, y) can be written in terms of the eigenvalues and eigenfunctions of the underlying domain Ω. That is, it is known (see [12] ) that there exists an orthonormal basis of eigenfunctions {φ n } n∈N for L 2 (Ω) with corresponding eigenvalues {λ n } n∈N satisfying 0 < λ 1 < λ 2 ≤ λ 3 ≤ ... and λ n → ∞ as n → ∞ such that
Notice that due to (1.5) and the last equality, we obtain an expression for Q (α) Ω (t) involving both the spectrum {λ n } n∈N and eigenfunctions {φ n } n∈N . That is,
The interest in investigating the spectral heat content is to obtain geometry features of the underlying set Ω such as volume, surface area, mean curvature, ect. The spectral heat content has been deeply studied so far for the Brownian motion (α = 2) and we refer the interested reader to [2, 3, 4, 5] for further details concerning asymptotics of the spectral heat content corresponding to the Brownian motion for different kind of domains. As for the cases 0 < α < 2, the author of this paper in [1] has provided estimates of Q 
is known as the fractional α-perimeter. (We refer the reader to [14, 15] for further details.)
The study of Q (α) Ω (t) when Ω is an interval with finite length is motivated by the aforementioned conjecture and our main result provides the exact constants C 1,α , C 1 and γ 1,α . However, we do not give any estimates concerning the remainders.
The preceding conjecture was proved bearing in mind the small time behavior of the function
since for small values of t, it is expected that the heat kernels p The function H
Ω,Ω c (t) will play an important role in the proof of the main result of this paper, so that we need the following two facts about H (α) Ω,Ω c (t) whose proofs can be found in [1] . First, by appealing to (1.6), we see that p (
(ii) For α = 1, the following equality holds.
with A α,1 and P α (Ω) as given in (1.3) and (1.7), respectively. Before proceeding with the statement of our main result, we introduce two stochastic processes associated with the one dimensional α-stable process X. For t ≥ 0 and X started from 0, we set
The stochastic processes X = X s s≥0 and X = {X s } s≥0 are called the supremum and infimum process, respectively. The distribution of the process X has been widely investigated by many authors (see for example [8] , [9] and [11] ) because of its connections with fluctuation and excursion theory and major interest in stochastic modelling, such as queuing and risk theories.
The main result of this paper is the following.
with A α,1 and P α (Ω) as given in (1.3) and (1.7), respectively.
We remark that the main idea in the proof of Theorem 1.1 consists in expressing Q (α) Ω (t) as quantities involving the distribution of the supremum and infimum processes related to the α-stable process X. The idea of employing the distribution of the supremum comes from the paper of van den Berg and le Gall [2] , where they use in the case of the Brownian motion (α = 2) the supremum process, the unique a.s. time τ t satisfying X τt = X t and the independence among coordinates to prove for smooth domains
as t ↓ 0. Here, M(s) represents the mean curvature at the point s ∈ ∂Ω.
We point out that when α = 2 and using that for an interval |∂Ω| = 2 (see (1.4)), we obtain by Theorem 1.1, the one dimensional analogue to (1.14). That is,
since, according to (4.4) below, we have E X 1 = 2 √ π . The rest of the paper is organized as follows. In §2, we establish properties concerning the distribution of the supremum and infimum processes. In §3, we rewrite Q (α) Ω (t) in terms of integrals involving the distribution of X and X. In §4, we provide the proof of Theorem 1.1, where the proof of a crucial proposition is postponed until §5.
properties of the supremum and infimum processes
As we have mentioned in the introduction, the proof of our main result depends on the properties of the distribution of the supremum and infimum processes. For this reason, this section is dedicated to establishing properties about X and X only when 0 < α < 2 since for α = 2 these properties are already well known.
To begin with, consider A ⊆ R a Borel-set and the first hitting time for A defined by
We recall that x is regular for A if P x (T A = 0) = 1. That is, the process starting from x meets A for arbitrarily small strictly positive times with probability one.
Next, due to the fact that an α-stable process X satisfies by symmetry that P (X t > 0) = 1 2 , we have
The divergence of the last integral guarantees by Theorem 6.5 in [16] that 0 is regular for (0, ∞) which in turn implies that X t > 0 a.s. due to the fact that the process X starting from 0 will hit (0, ∞) for arbitrarily small strictly positive times with probability one. Since X t D = − X t , we also obtain X t < 0 a.s.
The next proposition will be very useful in the following. Roughly speaking, it says that the distribution of the random variables X t and X t are comparable.
Proposition 2.1. For every u > 0 and t > 0, we have
Proof. We start by noticing that P (u ≤ X t ) = P u ≤ X t , u ≤ X t ≤ P u ≤ X t . It remains to show that
Denote T u = T (u,∞) = inf {s ≥ 0 : X s ≥ u}, the first passage time over u and observe that
Therefore, by a conditioning argument, we arrive at
Now, by the definition of T u , we have u − X Tu ≤ 0. Thus,
Finally, by the strong Markov property and the symmetric property of the α-stable process, we obtain
Hence, the desired result is proved by combining (2.1), (2.2) and (2.3).
The following lemma provides estimates about the tail behavior of the α-stable process X and its proof is omitted because it consists in a elementary integration problem.
Lemma 2.1. Let ψ(z) = min 1, |z| −(1+α) with 0 < α < 2. Then, for all u > 0, we have
In particular, due to (1.1), it follows for t < u α that
As a consequence of combining Lemma 2.1 together with Proposition 2.1, we conclude the following result.
Corollary 2.1.
(i) For all t > 0,
if and only if 1 < α < 2.
(iii) For all t > 0,
Proof. We only need to prove part (iii). It is a basic fact in probability theory that
Hence, by Proposition 2.1 and Lemma 2.1, we arrive by part (i) at
On the other hand, using that X t D = − X t , we have P(X t = ∞) = P(X t = −∞) and this completes the proof.
spectral heat content in terms of the supremum and infimum processes
We start this section by expressing the spectral heat content Q Lemma 3.1. For x ∈ Ω and t > 0, we set Ω t (x) = (x − b)t
Ωt(x) > 1 .
Proof. The proof is based on the scaling property X tℓ D = t 1 α X ℓ and the translation property of the rotationally invariant α-stable process.
The upcoming proposition allows us to decompose Q 
where
Proof. Because of Lemma 3.1, we know that
Ωt(x) > 1 . Now, the change of variable x = t 1 α u + a yields
and
The key step towards the desired decomposition is based on the fact that
Next, integrate the last expression from 0 to |Ω| t 
proof of theorem 1.1
Let us set for t > 0,
According to Lemma 2 in [9] (see also [13, 8, 11] ), it is known that there exists a strictly positive and continuous density f α (x) defined over (0, ∞) such that
for any Borel set A ⊆ [0, ∞).
Remark 4.1. We point out that L (α) (0) < ∞ only for 1 < α ≤ 2. To see this, we observe that Proposition 2.1 ensures the finiteness of L (α) (0) for 1 < α < 2. Regarding the case α = 2, X represents a Brownian Motion at twice velocity. It is well known that for every u > 0, the following equality holds.
Therefore, we have by interchanging the order of integration that
It is a basic fact in probability (see [17] ) that the existence of the density f α (x) and the finiteness of L (α) (0) imply that L (α) (0) = E X 1 . We also mention that Proposition 2.1 yields 1, page 14] , by subordination of the Gaussian kernel that
The following proposition provides the small time behavior of L (α) (t) as t ↓ 0 with a remainder term as long as 1 < α ≤ 2.
Proof. It is clear by (4.1) and remark 4.2 that
Now, by Proposition 2.1, we have
Let us denote the integral term at the right hand side of the previous inequality by R (α) (t). To complete the proof of the proposition, it suffices to estimate how fast R (α) (t) tends to 0 as t ↓ 0. We proceed to consider cases.
Case α = 2: By interchanging the order of integration, we obtain
Let us denote
and observe that
Thus, the remainder function R (2) (t) satisfies 0 ≤ R (2) (t) ≤ 2 j(t). It follows from (4.5) that
Next, by applying the elementary inequality
Case 1 < α < 2: By inequality (2.4), we have for |Ω| t
The last ingredient in the proof of part (a) of our main result is to show that r (α) (t) → 0 as t ↓ 0. 
Proof. Define
, where according to Corollary 2.1 (for 1 < α < 2) and equality (4.4) (for α = 2), we have ∞) ). Furthermore,
, which in turn implies by appealing once more to Corollary 2.1 and equality (4.3) that
Thus, the result follows from an application of the Dominated Convergence Theorem.
Proof of part a) of Theorem 1.1:
Proof. Let 1 < α ≤ 2. By Proposition 3.1, we obtain
Thus, the desired result follows from Proposition 4.1 and Proposition 4.2.
As for the rest of the proof of our main result, the following proposition concerning how fast L (α) (t) diverges to ∞ as t ↓ 0 when 0 < α ≤ 1 will be a crucial ingredient. It is remarkable that the behavior of L (α) (t) for small values of t has been deduced from the function H
Ω,Ω c (t) given in (1.8) and the limits described in (1.11) and (1.12). (i) Let α = 1. Then,
(ii) For 0 < α < 1, we have
Here, A α,1 and P α (Ω) are the constants defined in (1.3) and (1.7), respectively.
In order to make this proof as clear as possible, we first proceed to complete the proof of the Theorem 1.1 and we postpone the proof of Proposition 4.3 until the last section.
Proof of part (b) and (c) of Theorem 1.1
Proof. To begin with, we notice that by the inequality (1.9) and Proposition 3.1, we arrive at the following inequality.
with Q (α) Ω (t) and L (α) (t) as given in (1.5) and (4.1), respectively. Therefore, the desired result is obtained by applying the Squeeze Theorem to the inequality (4.6) since by (1.11), (1.12) and Proposition 4.3, we have
proof of proposition 4.3
Case α = 1: For this case, X is called Cauchy process. It was proved by Darling in [11] that the density of the supremum corresponding to the Cauchy process (see (4.2) ) is given by
Remark 5.
1. An elementary calculation shows that for x > 0 We have then
Proof of part (i) of Proposition 4.3:
Proof. We start by observing that due to the Fundamental Theorem of Calculus and the facts that P |Ω| t −1 ≤ X 1 → 0 and L (1) (t) → ∞ as t ↓ 0 (see Corollary 2.4), we obtain by applying L'Hôpital's rule twice that
In the last equality above, we have used according to remark 5.1 that F (0) = 1.
Proof of part (ii) of Proposition 4.3:
Proof. Along the proof, we assume 0 < α < 1. For Ω = (a, b) with |Ω| = b − a < ∞, the fractional α-perimeter P α (Ω) defined in (1.7) is equal by simple integrations to Now, for 0 < α < 1, we know that L (α) (t) and t We point out that the transition densities of the one dimensional α-stable process X are known to satisfy that p where the last equality is a consequence of (5.1) and this completes the proof.
