This paper describes the use of sinusoidal dithers in a lattice filter bank structure to create a time-varying paraunitary filter bank that approximates and tracks in near real-time the ideal principal component filter bank corresponding to a nonstationary random input process. The sinusoidal dithers are used to estimate the gradient of a cost function which is minimized using non-linear minimization techniques.
INTRODUCTION
The theory of filter banks is well described in [1] . Fig. 1 is a conceptual schematic of a maximally decimated filter bank with M channels implemented using polyphase matrices. The M-by-M polyphase component matrices E(z) and R(z) are E(z) = [Ek, (z) ], R(z) = [Rlk (z) ].
The polyphase matrix evaluated for z = el' is denoted by E(X) or R(wo).
PRINCIPAL COMPONENT FILTER BANKS
A special class of filter banks is Principal Component Filter Banks (PCFBs). These filter banks were originally described in [2] . Define ...
x(nM-M+1)]T.
Suppose we wish to find the optimal Q-by-M and M-by-Q matrices E(n) and R(n) with Q < M such that the timeaveraged mean squared error between the vector input and output is minimized, as in min l=im
The solution filter bank is called a PCFB and is given by R(co) = EH (c) where vi(Xo) is the eigenvector corresponding to the ith largest eigenvalue of S,(w), the time averaged spectral density matrix of the input vector process. Using this construction for the polyphase matrices E(Xo) and R(co) After substituting the decomposition for R(co) into C, there are '2(L+1)M(M-1) rotation angles Ok that are free parameters. To restrict the value of each Ok to lie between -221 and 221, we define the following penalty function,
We can now solve the unconstrained minimization problem, min =i+ao for a a positive scalar. One of the more popular techniques for solving unconstained minimization problems is the Broyden, Fletcher, Goldfarb, and Shanno (BFGS) algorithm, which falls under the category of a quasi-Newton method [5] . The MATLAB functionfminunc implements a version of the BFGS algorithm for unconstrained minimization.
FEATURES OF THE BFGS ALGORITHM
The BFGS algorithm uses gradient information and an approximation to the Hessian matrix to minimize an objective function J(x). Let B denote a symmetric matrix used to approximate the Hessian. Then given XK and BK, the execution of the BFGS algorithm at step K+1 to minimize J(x) is as follows: 
SIMULATION RESULTS
To test the architecture described in Section 7, a M\ATLAB simulation was created using a real, auto-regressive input process with time varying pole locations. Table 1 lists the pole locations of the process at times to and tl. Fig. 3 illustrates the PSD of the input process at time to and Fig. 4 illustrates the PSD at time t1. The design results shown in this section are for a greedy algorithm whereby the objective function J was optimized sequentially for each rotation angle in a PU filter bank with 4 channels. The dither frequency was chosen to be 100 Hz, the sampling frequency 800 Hz, and the scalar a was set equal to 0.1. The low pass filter was implemented as a sliding window average of the data using a mask of 128 samples normalized to have unity DC gain. Fig. 5 illustrates the first channel filter response from the initial PU filter bank approximation to the ideal PCFB at time to, which was designed to minimize the mean squared error. There are a total of 12 rotation angles in the Givens decomposition of the PU filter bank and the length of each channel filter is 8 samples. The brickwall response of each ideal PCFB channel filter is indicated with a dashed line. dither frequencies w1j and the differences between the dither frequencies, w1) 1), i #j, are larger than the bandwidth of the low-pass filter, then crosstalk will be negligible. Fig. 8 illustrates the placement of 12 dither frequencies applied in parallel and the bandwidth of the low-pass filter used in conjunction with the dithers to jointly optimize the objective function J over all rotation angles. The sampling frequency for this configuration was 3200 Hz. The length of the impulse response of the low-pass filter was 128 samples and the dithers were spaced 100 Hz apart with the first dither frequency at 100 Hz. The scalar a was set equal to 0.01.
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As is clear from Fig. 6 the frequency response of the filter has widened in the largest passband region and has adapted nicely to maintain maximum energy in the first subband, as desired. However, Fig. 7 shows that the frequency response of other channel filters deviates from the ideal. Compared to the sequential greedy algorithm, the advantage of applying the dither signals in parallel, and jointly optimizing over all rotation angles simultaneously, is that the BFGS algorithm will converge to a filter bank solution that is an excellent approximation to the ideal brickwall filter responses not only in the desired first channel filter, but also in the other channel filters as well. One disadvantage of a parallel dithering configuration compared to a sequential approach, however, is that a higher sampling rate is necessary. Figures 9 and 10 
