Abstract-Given the spread of distributed generation, new coordination mechanisms are needed to maintain the efficiency and the safe operability of the electricity network. MicroGrids (MGs) are an interesting solution to locally manage generators but they cannot singularly give a significant contribution to sustain the overall grid system. In this paper we proposed a coordination framework for aggregation of interconnected MGs to provide extra ancillary services to the main utility. Through the use of distributed optimization algorithms and equivalent modelling techniques, the proposed optimization approach is computationally efficient despite the large size of the problem, and it ensures that the MGs internal information and management strategies are not externally shared.
in grid-connection and in islanded operating mode, in order to solve all technical issues and challenges related to their operations, e.g. [2] , [3] . Concerning the grid-connected mode, the main target is usually to manage the internal resources in order to minimize the production costs and to maximize the profit coming from the external energy trade with the main utility [4] , [5] . Nevertheless, as the number of autonomous microgrids increases, this selfish approach may cause some issues at the main grid level. Indeed, the system operators, e.g. Trasmission System Operator (TSO) and the Distribution Network Operator (DNO), would remain the only in charge of ensuring the network proper conditions, e.g. regulating voltages and the frequency, in a framework where the several autonomous grid agents just cares about the internal profit. MGs, being clusters of distributed energy sources, can become a great opportunity to provide external ancillary services to the main grid [6] . Enhancing each single MG to use part of their dispatchable units to provide external electrical services may be a possible solution, see [7] and [8] , but a single MG would have a small impact on the overall grid system and it could be not able to provide an adequate amount of ancillary services due to its limited capability. In this paper, we address this issue by proposing a framework to coordinate an electrical network, where different MGs are interconnected, as an unique electrical aggregation (eAG) through the supervision of an external management unit, denoted as aggregator supervisor (AGS). Aggregating different MGs would allow both to reach an adequate size to provide ancillary services and to simplify the system operators management since they would interact directly with the AGS system. The duty of the AGS is to define the eAG overall power profile and the provided ancillary services for the whole eAG network. A centralized management of all the eAG could be not feasible due to communication and scalability issues, as well as because, MGs owners unlikely would allow to transmit all their internal information (e.g. generator characteristics and load demand profiles) and to be controlled by an external unit. On the contrary, it would be more efficient if each MG autonomously managed its resources, while the AGS aimed to coordinate their operations through the adoption of some internal reward mechanisms. Also the electrical feasibility and the reactive power management must be considered such that the line currents and the voltages limits are not violated inside the eAG. The idea of managing aggregations of energy providers/consumers, such as MGs or commercial buildings, has recently gained a consistent interest both from the research and the industrial community [9] [10] [11] . Concerning the ancillary service provision, it has been shown that multiple
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MGs can become a great opportunity to provide active power reserve, fundamental to compensate severe frequency deviations [12] ; the same holds for aggregations of smart buildings [13] . According to the European Network of Trasmission System Operators for Electricity (ETSO-E), three types of active power reserve exist: the frequency control reserves are distinguished in frequency containment reserves (FCR), frequency restoration reserves (FRR) and replacement reserves (RR). These are characterized by different activation methods and time scales, and by different minimum size requirements [14] . Aggregation in this case becomes a key solution since individual MGs unlikely would be able to reach the minimum required reserve to participate to these services, having also to satisfy their internal loads. In contrast to the previously mentioned contributions, one of the main purposes of this work is to make MGs provide the active power reserve service through a distributed framework such that their sensitive internal information are preserved and not externally shared. In [15] , a distributed approach for the reserve provision is developed acting on thermal loads of commercial buildings but without guarantees of satisfying the minimum reserve requirements; moreover the reactive power management and the electrical feasibility of the scheduled active power flows were not considered. Actually, MGs can be also identified as potential reactive power producers/consumers in order to both maintain the line currents and voltages inside the prescribed limits and to minimize the eAG power losses. This task is much more difficult to be solved in a distributed fashion since power flow equations are nonlinear and non-convex, negatively impacting the convergence of most distributed optimization-based algorithms [16] . There are some works where the Optimal Power Flow (OPF) problem is addressed in a distributed way but either without convergence guarantees, e.g. [17] , or by introducing some approximations on the nonconvex constraints, see [18] . As a matter of fact, the reactive power management does not involve internal production costs since reactive power production/absorption depend just on how inverters or excitation systems are regulated; in other words, it can be centrally asked each MG to produce/absorb a certain amount of reactive power without affecting their internal economy. Therefore, the reactive power service has been solved through a central optimization scheme. Consistent with the active power case, also in this case objective of preserving MGs internal information will be maintained. The proposed management framework is structured through the following sequential optimization steps:
• Phase 1 -Active power dispatch and reserve provision:
The active power production/absorption of the MGs are defined, minimizing the production costs and globally providing the minimum required frequency reserve.
• Phase 2 -Power flow feasibility and reactive power planning: The reactive power flows inside the eAG are scheduled in order to respect the voltage/current limits and to minimize the overall power losses. Moreover, in case the active power flows planned by Phase 1 are not feasible, the MGs active power outputs can be varied.
• Phase 3 -Final scheduling: The MGs schedule the final active and reactive power set-points of their generation units, consistent both with the specifications provided by Phase 1 and Phase 2. These sequential optimization phases are supposed to be performed off-line at a day-ahead basis, using forecasts on the load and weather trends and the day-ahead prices for the sold/bought energy and for the offered power reserve. Following this procedure, the AGS manages to plan the MGs power output in order to achieve the best economic management respecting both the frequency-reserve and the electrical requirements. The proposed method has been tested considering the IEEE 13-bus network, suitably modified to include MGs and an On Load Tap-Changer transformer (OLTC) at the interconnection with the main utility, which may be common in distribution grids. Extensive simulations have been performed, and the obtained numerical results witness the potentialities of the approach. This paper extends a preliminary work, where just the reserve provision was considered in a more simplified framework [19] . The paper is structured as follows. In Section II, the MGs modelling is presented and the proposed distributed algorithm to solve Phase 1 is described. The reactive power management and the power flow feasibility problem is presented in Section III. In Section IV, the final optimization phase to solve Phase 3 is described. The proposed framework has been tested considering a standard distribution network, and the corresponding numerical results are shown in Section sec:5. Finally, some conclusions are drawn in Section VI.
II. PHASE 1:ACTIVE POWER DISPATCH AND RESERVE

PROVISION
A general eAG network can be modeled as a bi-directional graph G(N , E) with N = {1, . . . , n} and edges E ⊆ N × N . We identify a set N M of flexible nodes, e.g. the MGs, a set N L of non-dispatchable absorption nodes, e.g. standard buildings, and a set N R of non-dispatchable generation nodes, e.g. renewable sources power plants, where obviously N M , N L , N R ⊆ N . The general MG modelling and local optimization problem formulation are firstly presented. Then, the centralized eAG problem will be stated and it will be distributed to be separately solved by the MGCCs and by the AGS.
A. Microgrid modelling and problem formulation
MGCCs are usually defined by hierarchical control structures where the single layers, acting at different time scales, are designed to accomplish different objectives. Here, since the active power management of the internal resources is considered, just the high-level optimization problem is stated without defining all the sub-layers control structures. A MG can be modelled as a discrete time system with sampling time τ = 15 min, being grid energy prices and weather forecasts usually provided with the same time rate. Since the day-ahead scheduling phase is considered, the optimization problem is performed with a time horizon of 24 hours, i.e. considering N = 24h/τ = 96 Phases. A microgrid, denoted as MG i with i ∈ N M , is generally equipped with n g i fuel-based micro-generators, n b i storage units, n r i renewable generators and characterized by a general load demand. Here, it is assumed that loads are neither shiftable nor interruptible. The optimization variables and parameters concerning the active power dispatch are presented in Table I . As a convention, all the powers are defined to be positive if delivered, while they are negative if absorbed. To define the MG resource management problem, the problem constraints are firstly stated. Given the large sampling time τ , the dynamics of the generation units can be neglected. The active power capability constraints follow:
where t indicates the generic time step, while j i ∈ (1, . . . , n g i ) and k i ∈ (1, . . . , n b i ) represent the j-th micro-generator and the k-th battery installed in MG i , respectively. The batteries' state of charge (SOC) is modelled through the discrete integration of the output active power; for the sake of simplicity, the charge/discharge efficiencies have been neglected.
Concerning the SOC constraints, the maximum and minimum bounds must be included; moreover, in most cases it is required that, for each battery, the amount of energy stored at the end of the day equals the one at the beginning in order to start the next day with the same initial conditions.
The overall MG output active power corresponds to the internal power balance. It is expected that the output MG i active power is subjected to some bounds, dictated for instance by an electrical contract with the DNO.
The active power reserves provided by the fuel-based generators have a straightforward definition, i.e. the remaining power margin with respect to the limits:
Concerning the active power reserves provided by batteries, not only the active power capability limits must be considered but also the amount of stored energy. Indeed, the battery active power bounds are defined as the minimum between the capability limits and the maximum amount of generating/absorbing power based on the actual SOC. The batteries' active power reserve expressions follow
The batteries reserve expressions are nonlinear and this negatively affects the optimization problem solution. Therefore, these are reformulated as follows
As it will be stated later, the amount of provided reserves are a gain for the generic MG. This implies that the optimizer will chose the values of the batteries reserves on the constraints corresponding to the minimum between the two expressions both for the up power reserve, i.e. (9)- (10), and for the down power reserve, i.e. (11)- (12) . The overall up and down power MG i power reserves are expressed by summing all the contributions offered by the single MG units. It is assumed that the renewable generators power production can be used as down active power reserve since it could be decreased in case of frequency unbalances.
Therefore, the cost function for the generic microgrid MG i internal management is stated
In (15), α represents the micro-generators fuel cost, expressed as a second-order polynomial function with respect to the generated power [20] . Although the batteries does not directly involve a production cost, the squared variation of the active power set-point is weighted in order to avoid frequent and excessive charge and discharge, see the β term in (15) . It is underlined that all costs are multiplied with τ since they are expressed as energy costs. Finally, the function g p i in η represent the gain/cost of the microgrid considering the external trade, which depends on the output power and provided reserves. The expression of g p i will be defined later since it depends on the AGS management. Before formulating the AGS scheduling problem, the MG one is reformulated in a more compact form. The following variable vectors are introduced is the vector of the MG i output variables, i.e. the output active power and provided reserves. For the sake of compactness, the variables referred to the whole time horizon are expressed through bold symbols in the following, e.g.
Therefore, the MG i optimization problem can be rewritten as
where the production costs, i.e. α and β in (15) . For the description of the AGS active power scheduling process, the MG i compacted version of the optimization problem will be used. This is not only related to the notational compactness, but also because MGs can be characterized by different cost functions, constraints and units composition and this does not have to impact the AGS management. Finally, it is underlined that the ancillary services provision has not been already mentioned and it may seem that the MGs are managing their resources just to maximize their profit. This is done purpose since this task will be tackled by the AGS management though the proper definition of the MG external trade function, i.e. g 
B. AGS problem formulation and distributed algorithm
In the AGS management problem formulation, the grid energy prices for the sold/bought energy by the eAG and for the offered active power reserves must be considered. At this stage, the centralized problem is stated as the AGS could directly control the generation units of each MG:
subject to :
The AGS at the generic time t can either absorb energy, i.e. p AG (t) τ < 0, or generate it, i.e. p AG (t) τ > 0. The function max (±p AG , 0) in (17a) is defined to compute the element-wise maximum of the eAG output power profile p AG and the zero column vector, in order to differently price the sold/bought energy. Considering the AGS cost function, it is easily noticeable that the objective is to minimize the MGs production costs and maximize the profit coming from the external trade with the main grid. However, the AGS management must satisfy the internal microgrids constraints, i.e. (17b), and the minimum up and down eAG power reserve constraints, i.e (17c). The constraints (17d)-(17f) are also defined to express the total up and down power reserve and the eAG power balance. As already mentioned, the main drawback of the optimization problem stated in (17) is that the AGS should know everything about the MGs internal structure, units characteristics and costs such that it can directly provide the set-points for their units. A solution to this issue is to distribute the optimization problem such that each MGCC solves the sub-problem related its internal variables, while the AGS supervises the whole system without requiring sensitive internal information. Before describing the distribution procedure, also the centralized problem (17) is compacted as follows
where
] includes the AGS active power variables, the function g p z (z p ) refers to the terms of (17a) involving the the energy and reserve prices, the eAG reserve requirements (17c) have been condensed in (18c) properly defining the set Z p ⊂ R 3N,1 , while the constraints (17d)-(17f) have been compacted in (18d), introducing the vector d p combining the eAG non-dispatchable output powers. The compact version of the eAG management problem clearly shows that different agents are present, i.e. the MGs and the AGS, characterized by different optimization variables, cost functions and constraints but they cannot act independently since their variables are coupled by (18d). The optimization problem (18) , named as primal problem with optimal objective p * , can be solved through a distributed approach by means of duality theory [21] . The Lagrangian function is therefore defined
where λ, named as dual variable or shadow price, is introduced as a weight of the coupling constraint (18d). The dual problem is defined as
Being the Lagrangian function separable in the (x p i , y p i ) and z p variables, it can be minimized separately by the agents in order to compute the right-hand side of (20) . Then, the maximization of the dual function, i.e. q(λ), must be performed by a central supervising unit through an iterative procedure, called sub-gradient method [22] . This approach is called dual decomposition method and it can be found in several applications, e.g. [23] [24] [25] . To achieve the so-called strong duality, therefore such that the dual problem achieves the same optimal objective of the primal one ( p * = q * ), some assumptions regarding the primal problem must hold, e.g. the primal cost function must be convex [26] . Considering (18a), f i (x p i ) have been defined as convex functions in Section II-A; however, for the sake of generality, it can be assumed that the MGs internal production costs must be expressed as convex functions. On the contrary, g p z (z p ) is characterized by a piecewise linear structure which does not directly guarantee any convexity property. Nevertheless, the following holds.
is convex (but not strictly).
The proof of Proposition 1 can be found in Appendix A. The fact that, at each time instant, the buying price is greater than the selling one is quite common in the literature, e.g. [27] , [28] , but it is also quite realistic. Indeed, in case the eAG absorbs active power, the TSO/DNO afford some fixed costs to bring the energy to the eAG additionally to the generation ones, e.g. related to transmission or power losses. This is not case for the eAG when the energy is produced in loco by the MGs resources and sold to the main grid. Moreover, if selling price was greater than the buying one, the eAG could buy energy at a lower price and then sell it to the grid at a higher price which is not a reasonable framework. Nevertheless, not-strict convexity is not enough to solve the dual problem through the sub-gradient method since the dual function q(λ) could be not continuously differentiable [21] . A method to deal with not-strictly convex primal cost functions is to use proximal algorithms, which are based on the addition of a regularization term to the Lagrangian function. Here, the socalled Alternating Direction Method of Multipliers (ADMM) is adopted, which adds the squared 2-norm of the coupling constraint to the Lagrangian function. This is defined as follows
where µ > 0 is a tuning parameter. The ADMM is a powerful distributed optimization algorithm since it converges under far more general conditions with respect to the pure dual decomposition approach, including the case where the primal cost function is not finite or not strictly convex [29] . The major drawback of this approach is that the Lagrangian function (21) is no more separable due to the presence of the quadratic term. This implies that the distribution optimization algorithm cannot be executed completely in parallel among the agents but a specific iterative sequence must be followed; this is described in Algorithm 1 for the specific application treated in this paper. Please notice that, according to the ADMM procedure, the dual variable update (24) must use a step-size equal to the µ tuning parameter in (21) [29] . Considering the first step of Algorithm 1, it could be pointed out that the ADMM does not preserve the MGs privacy since each i-th MGCC needs information about the optimal outputs of the other agents at the previous iteration, i.e.
Algorithm 1 Distributed economic dispatch through ADMM
Define with k the iteration index and initialize as: k = 1 and λ 0 = λ 0 while convergence is not met 1). The MGCCs solve in parallel the following subproblems using information about the previous iteration:
end for
2). The AGS gathers the outputs of the MGs optimization processes and it solves the following sub-problem
3). The dual variable λ is updated by the AGS based on the updated constraint residual
k is updated for the next iteration:
, in order to minimize L µ , see (22) . However, this sharing of information can be avoided if the AGS communicates to each MGCC just the coupling constraint residual at the previous iteration, defined as r
therefore the step (22) in Algorithm 1 can be substituted as
Comparing (25) to the cost function of (16), it is possible to notice that the i-th MG cost function includes some terms, other than the internal production costs f p i (x i ), which were previously denoted with the function g p i (y i ); these, at convergence, defines the cost/gain of the i-th MG for the provided output variables y i , i.e. active power output and reserves. The optimality of Algorithm 1 is guaranteed by the following proposition, which can be straightforwardly proven based on the proof in [31, Section 3.4]. 
generated by Algorithm 1 is bounded and its limit points are in the set of the optimal solutions of the original problem (18).
According to the guidelines in [29] , a reasonable termination criterion to reach the convergence condition for Algorithm 1 is defined as
where r > 0 and z > 0 are some-predefined tolerances. The ADMM algorithm for the eAG distributed active power dispatch problem therefore consists in a simply iterative procedure: firstly the MGCCs perform in parallel their local optimization processes based on the previous values of the constraint residual, r p , and of the internal shadow price, λ; then, the AGS gathers the optimal values of the MGs output variables and it solves its sub-problem considering the reserve minimum requirements and the external grid prices; finally, the internal price λ is updated based on the coupling constraint residual. The dual variable λ can be interpreted as the vector of internal negotiation prices between the AGS and the MGs for the output active power and for the provided up and power reserves, the coupling constraint comprehends the equations (17d)-(17f). For the sake of clarity, it is defined as
, where the sub-vectors correspond to the daily internal prices for the mentioned services. These are iteratively updated by the AGS until the best eAG management is achieved and the global constraints are respected, without requiring any internal information about the MGs optimization problems and internal characteristics. Please notice that, differently from the external trade with the main utility where the selling and the buying price are different, just one internal price exist for the MGs output active power independently on the fact that the power is injected or absorbed by the i-th MG; this is done on purpose since additional transmission-related fixed costs should not be considered internally to the eAG.
III. PHASE 2: POWER FLOW FEASIBILITY AND REACTIVE POWER PLANNING
The active power flows computed by Algorithm 1 must be consistent with the network topology and constraints considering both nodal voltages and line currents limitations. In case electrical feasibility is compromised, the MGs active power profiles could be also varied. As already reported, MGs, aggregating several generation sources, can have a significant role as reactive power producers/consumers to properly regulate the power flows inside the eAG network. Also in this Section, MGs internal information are chosen not to be shared both for privacy issues and for reducing the overall problem complexity. Because of this, MGs are modelled equivalent generators connected to the nodes of eAG network. Since the reactive power production/adsorption does not involve a cost, this task can be centrally performed by the AGS without affecting the internal MGs economical management. It is assumed that the eAG network is connected to the main utility through a single point, conventionally numbered as the first node in N = {1, . . . , n}, and denoted as slack node. As common in practice, all nodal voltages will be modelled as phasors defined with respect to the slack node reference system [32] . Furthermore, a transformer equipped with an On Load Tap Changer (OLTC) is modelled. Its presence adds a beneficial degree of freedom, allowing the step-wise variation of the slack voltage inside some predefined limits. This, in some cases, can be an effective solution to maintain the network voltages and currents in the proper range without affecting the scheduled active power set-points of the generation units [33] . For the sake of clarity, from now on the optimal values of the variables computed in Section II by Algorithm 1 are denoted with the superscript *, e.g. p mg, * i .
A. Equivalent generator modelling
In Table II the variables concerning the reactive power management are described. At this stage, the MG output reactive power coincides with the reactive load demand since the generations units reactive power production/absorption has not been yet scheduled. The overall MG reactive power capability can be represented by aggregating the capabilities of each generation unit. For the sake of consistency with Section II, the overall MG capability is expressed through up/down reserves. The following holds ∀i ∈ N M q mg,
where the micro-generators reactive power capability are expressed as functions of the active power production as usually is for fuel-based generators [34] . The MG reactive power output and reserves defined in (26)- (28) have been also denoted with the superscript * , since these are not going to be optimized in this Section but their overall values can be directly communicated by MGs as Algorithm 1 converges. The MG reactive power variation with respect to the q mg, * , denoted as ∆q mg , can be therefore defined, and this is bounded using the up/down reserves, as follows,
As a matter of fact, it would be desirable that the optimal values obtained through Algorithm 1 are not varied in this Section since it would bring to a sub-optimal solution of the primal problem (18) . Since the MG active power output has been singularly constrained, see (6) , it is expected that just small active power variations may be needed, e.g. in case more MGs are injecting an excessive amount of active power in the same interconnection line. The up and down active power reserves scheduled through Algorithm 1 can be used to limit the active power variations of each MG. Therefore, denoting as ∆p mg i the active power variation with respect to p
The variation of the MGs active power outputs should not compromise the minimum eAG frequency reserve requirements (17c) defined in Section II. Therefore the following additional constraints stated:
Therefore, the power-study study can be addressed considering the MGs as P-Q generation nodes with predefined active and reactive predefined power limits, i.e. (30) and (29), considering also the already defined active and reactive power trends p mg, * and q mg, * . It should be considered that some approximations are introduced by this MG equivalent representation. For instance, considering (30) , if a variation of p mg, * implies that the battery active power must chabge at a precise time instant, the corresponding reserve for the next time steps could vary as well since the SOC has changed, see (10)-(12); in addition, if the active power production of micro-generators is varied, also the reactive power reserves should vary as well. However, since consistent active power variations are not expected and, moreover, they will be highly minimized in the formulation of the OPF problem, it's worth using this equivalent modelling considering the advantage of preserving the MGs internal information and reducing problem complexity.
B. OLTC model
The tap-changer can assume a finite number of positions. Therefore, the OLTC voltage V 1 (t) can take discrete values V o ± k∆V s where k = 0, . . . , n s and n s = ∆V s /∆V s , see Table I . In view of this, the OLTC daily voltage profile V 1 is formally defined as
where 1 N is the N -dimensional unity vector and θ s k (for k = −n s , . . . , n s ) are vectors whose entries take values in {0, 1} and such that ns k=−ns
in such a way that, at each time step of the day, only one OLTC position is selected. 
C. Network model
The power flow equations are considered to model the network variables. These are nonlinear static functions defining the nodal powers based on the network voltages and on the nodal admittance matrix. Moreover, combining these equations, also some other variables can be calculated such as the line active power losses and flowing currents [32] . For the sake of clarity, these equations are not explicitly expressed here as they be easily recovered from the literature. The following generic notation is therefore used
where f
and f I i,j are vectors of static functions expressing the j-th nodal active power, the j-th nodal reactive power, the (i, j) line active power loss and the (i, j) line current magnitude over the whole optimization horizon, respectively. For each node of the eAG network, also the power balance for each node must be stated, linking the nodal powers defined in (35)- (36) with the output powers of the eAG elements; it follows that ∀j ∈ N
where the boolean scalars σ M,R,L α,β are defined to be equal to 1 just in case the α-th element is connected to the β-th node. Finally, the electrical constraints must be also introduced to keep nodal voltages and line currents inside the allowed range 
The first term in (43a) allows to penalize the active power losses, while the second one minimizes the active power variations through the parameter ζ i > 0, set to a very high value. The third term penalizes the variations of the OLTC position. The corresponding weight, w s k 2 > 0, is defined such that the larger is the position variation, the higher is the cost.
IV. PHASE 3: RESCHEDULING
A further, and final, optimization procedure must be addressed such that the MGs schedule the active and reactive output power of their units satisfying the requirements and the objectives described in Section II and in Section III. For the sake of clarity, the optimal values of the variables computed by the optimization problem (43) are denoted with the superscript * * , e.g. ∆q mg, * * i . Therefore, the following optimization problem should be solved
where, for the sake of compactness, defining the internal and output reactive power variables as x is expressed in order to arrange the active power set-points minimizing the overall MG production cost, while the function f q i can be also defined to properly distribute the reactive power burden among the MG generation units. Also in this case, the MGs constraints and internal information, expressed by (44b)-(44d), should be preserved and so a centralized optimization is discarded. The problem can be solved in a fully decentralized manner if just reactive power variations have been scheduled from centralized problem in Section III, without compromising the active power reserve previously scheduled. In this case, the constraint (44e) can be neglected since it is already respected from the scheduling performed in Section II, and the constraint (44f) can be computed after the MGs independently defined their final scheduling. On the other hand, in case active power variations were needed for electrical feasibility problems, a distributed algorithm must be entitled in order to ensure that the minimum reserve requirement is however respected. Indeed, even though in Section III the active power variations were limited to not compromise the provided reserve, see (31) and (32) , some approximations were introduced by modelling the MGs as equivalent generators. The distributed algorithm proposed in Section II based on the ADMM can be applied using the following Augumented Lagrangian functioñ
the same steps of Algorithm 1 can be performed considering λ as dual variable and (44b)-(44d) as the MGs internal constraints. Please notice that the coupling constraint just regards the active power since the the global constraint to respect concerns the minimum active power reserve.
V. NUMERICAL RESULTS
The simulation results have been carried out considering the IEEE 13-bus system network, which is a low-voltage radial distribution network (V o = 4196 V); the network line characteristics can be derived from [36] . As showed in Figure 1 , it has been supposed that four MGs, three loads and a non-controllable generation source are present. In Figure  1 , the communication topology is also depicted, where the AGS and the MGCCs units can be identified. The eAG network is connected to the main utility through an OLTC transformer, characterized by a maximum voltage deviation Table IV , the MGs generation units characteristics are described, where the abbreviation "Gen." stands for fuel-based micro-generator, "Batt." for battery and "Res" for renewable energy source. The MGs composition has been defined considering real MGs benchmarks [37] . The storage systems are all supposed to start with SOC = 50%, assumed to be limited between 20% and 80%. The load and renewable sources active power forecasts are showed in Figure 2 (a)-(c)-(d). The loads reactive power trends are not depicted as it has been assumed that they are all characterized by a constant power factor equal to 0.8. In Figure 2 (b), the day-ahead energy selling and buying price trends are showed, while the up and down power reserve prices are supposed to constant, i.e. ρ ↑ rp = ρ ↓ rp = 0.004 e/kWh. Concerning the ancillary services provision, the whole eAG has to provide at least 100 kW of up and down power reserve for all the day, while the line currents are supposed to be limited to 170 A and the nodal voltages to a maximum variation of 10%. The first phase for the eAG scheduling regards the active power dispatch and the reserve provision. The optimization framework described in Section II has been implemented in MATLAB and solved by means of the CPLEX solver. Concerning the ADMM algorithm, the tuning parameter in (19) has been set as µ = 0.5e −5 . Applying the proposed algorithm to the described benchmark, it is shown in Figure 3 that the distributed algorithm achieves the same optimal value of the cost function with respect to the centralized optimization in about 150 iterations, implying also that the 2-norm of the coupling constraint (18d) becomes zero at convergence. In Figure 4 (a)-(b), the scheduled eAG output power and provided up-reserve trend are showed. As already mentioned in Section II, the corresponding dual variables can be interpreted as real internal negotiation prices between the AGS and the MGs. In Figure 4 (c), the convergent value of the internal energy price is showed; it is worth noticing that the optimal solution implies the internal price to converge to the selling price when the eAG exports power, and to the buying price when the eAG absorbs power; in case the eAG does not exchange energy with the main utility, λ p takes an in-between value such that the best internal management is achieved. On the other hand, the up reserve energy price generally converges to the main utility one, apart from the last part of the day where it increases to force the up power reserve to respect the lower bound.
Once the active power profile of each unit of the eAG is scheduled, the electrical feasibility must be checked and the reactive power flows must be defined; therefore, the centralized optimization problem described in Section III is applied. This has been solved in MATLAB by means of BMIBMB solver, which can deal with mixed-integer nonconvex optimization problems. The final active and reactive power trends for each MG are showed in Figure 5 (a) and (b); for the considered case-study, it has been not necessary to modify the active power outputs scheduled through the ADMM algorithm. Concerning the electrical power feasibility, the 7-8 line current magnitude is showed in Figure 5 (c), being it the most critical one since both MG1 and MG2 inject power through it. In case the currents limits are not considered, the scheduled power flows would violate the maximum current bound; on the contrary, the current magnitude is kept inside the allowed range if limits are considered in the optimization problem formulation. This is due to the OLTC manipulation, which makes the current evolve inside the predefined range without modyfing the already scheduled active power flows, as showed in Figure 5 (d). The current and voltage trends have been computed through the MATPOWER environment, a wellknown power flow simulation tool [38] . Finally, the MGs unit power set-points are scheduled according to the active and reactive power flows dictated by the first and the second phases. This task was performed in a decentralized way by the MGCCs since the already scheduled active power reserve was not compromised. In Figure 6 , the final active and reactive power set-points are showed concerning MG2.
VI. CONCLUSION
An off-line scheduling management framework has been proposed concerning aggregations of MGs. The proposed approach ensures that the ancillary services are provided, without requiring all the MGs internal information. Actually, the proposed management framework does not scale with the size of the eAG thanks to the distributed optimization algorithm and to the equivalent MGs modelling. Future developments may regard the management of non-convex MGs cost functions, e.g. in presence of boolean variables, and the on-line control of the eAG in case of unpredicted power unbalances. 
