Homogenized equations capture flow mechanisms at a sub-gridblock scale and allow for more accurate transport equations to be implemented in numerical simulators .. Homogenized equations can also improve the calculation of pseudofunctions like pseudo relative per~eabilities and alpha factors. In this study we vah~ate a ne~form of a homogenized equation previously denved by Lenormand using fine-grid numerical simulations.
INTRODUCTION
Powerful geostatistical algorithms (Deutsch and Joumel 1992) conditioned to log and core measurements makĩ t possible to generate geological images with a pixel resolution for permeability and porosity on the orders of centimeters. Interwell distances and field dimensions, on the other hand, are on the order of hundreds of meters and kilometers respectively. Field-scale numerical modeling of fluid flow using fine-scale information would therefore result on the order of 1012 grid blocks which is weIl beyond current computational resources. As aresuit, simulations have to be performed on larger grid blocks with average properties derived from the underlying fine-grid information. One approach consists in using upscaling algorithms to homogeneize the permeability heterogeneities, either for one-phase or two-phase flows (King 1989; Pickup et al. 1995; Durlovsky 1991; Kossack et al., 1990) . On the other hand, improved transport equations have been derived to account for viscous fingering in homogeneous and hererogeneous media. (Koval 1963 , Todd and Longstaff 1972 , Fayers 1988 GoreIl 1992 , Sorbie et al. 1992 , Fayers el al., 199.1,1992 . A stochastic approach for denving a h.omo~eDlzed flow equation accounting for both fingering and heterogeneities has recently been presen~by Lenormand (1995 Lenormand ( , 1996 . In this paper, we vahdate the approach proposed by Lenormand numericaIly by considering first-contact miscible di~placements in 20 heterogeneous fields with 25,000 gndblocks and varying statistical properties.
The principal idea underlying the homogenized flow model is to find an equation that can approximate the displacement of one fluid by another in the principal flow direction under the following assumptions: 1) At the small scale, the interface between the fluids is assumed to be sharp, and there is no mixing or capillary spreading. This assumption corresponds to the ideal case of immiscible fluids with negligible capillary pressure and a flux function of the form f=S.
2) The injection is continuous at the inlet (step injection). 3) Gravity effects are negligible.
THE "MUD" EOUATION.
The result of the stochastic calculation presented by Lenormand (1995 Lenormand ( , 1996 dispersion coefficient, H is the heterogeneity factor, and M* is the effective viscosity ratio, which is assumed to he directly related to the real viscosity ratio M.
The MHD model assumes that the stochastic properties of the permeability field can be lumped into the heterogeneity factor Hand the macrodispersion coefficient D. The left hand term of the MHD equation is similar to the equation proposed by Koval (1963) to describe viscous instability in homogeneous media (H=I) or slightly heterogeneous (H>I). The MHD equation can he seen as an extension of Koval's model to strongly heterogeneous media.
The usefulness of the MHD equation sterns from the ability to predict the spreading (and consequently the pseudo relative permeabilities) of non-unit viscosity ratio displacement when the two parameters, Hand D, are known. These parameters are derived either by a stochastic calculation from the properties of the permeability field or by simulation of a unit mobility (M=I) displacement.
The purpose of this study is to validate this equation by using numerical simulations with a level of numerical dispersion that is sufficiently low so as not to mask any dispersive/convective property of the underlying permeability field.
We validate the MHD equation as follows: 1) Generate 2 dimensional log normal permeability distributions with given stochastic properties (correlation length and varianee of log K) using GSLIB (Deutsch and Journel, 1992) . All permeability fields are assumed to have 25,000 blocks (nx=250; ny=100). 2) Perform fluid flow simulations for M= 1. 3) Determine parameters Hand D for the various permeability fields by fitting the front spreading with the spreading predicted by the MHD equation. 4) Perform fluid flow simulations for M > 1. 5) Determine the two parameters D and HM* 6) Validate the relationship between the effective viscosity ratio M* and the real mobility ratio M, using Koval's model.
CHARACTERIZATION OF FRONT SPREADING
There are several methods to characterize the width of a front (for instance the distance between saturations S=O.I and S=0.9). We use a more general 'definition, which accounts for the average properties and smoothes the local fluctuations of the front. We first calculate the average saturation in the x direction by summing the amount of injected fluid long a slice of thickness dx. The "mass" dm of interface in the x direction between x and x+dx is proportional to dS (Fig. 1) .
The average front position is the first moment of the mass of interface
Assuming that entrance saturation is 1 and S(L)=O (before breakthrough) leads to
Under the same assumptions, the varianee of the front is 2 i L 2dS Note that the calculation of the spatial moments is limited at breakthrough. This limitation does not exist for the temporal moment (using the flux instead of saturation) and thus it is possible to determine the spreading weIl beyond breakthrough.
MOMENTS OF THE MHD EOUA TION
The spatial varianee 0; can he calculated directly from the MHD equation by multiplying each member by x 2 and integrating with respect to space. Several integrations per part lead to an analytical equation for the varianee (before breakthrough). The calculation is done for M=I in Appendix 1. In dimensionless form (length L of the medium and time to fill one pore volume as references), the result is the following
The varianee is the sum of a convective and a dispersive contribution. For the limiting dispersive case (H=I), the varianee is given by the standard equation o~= 2 D t. 
PERMEABILITY FJELDS
The numerical simulations for this work were performed using a finite-difference code with a fluxcorrected transport formulation to minimize numerical diffusion (Christie 1989 ) and a recently proposed approach using streamtubes and streamlines (Thiele el al. 1995). All simulations were done assuming no physical dispersion. The streamtube approach has been shown to be completely free of numerical dispersion and exact for M= I displacements, since in this special case the streamtubes remain constant in time. For !he M> I simulations we used the finite-difference code. To generate the average one-dimensional profiles, the tWQdimensional saturation distribution was averaged arith~etically over the number of bleeks in tbe ydirection (100) at the center of each block in the xdirection (250) at 10 time intervals. Fig.3 shows an example of the resulting one-dimensional profiles from the two-dimensional saturation maps.
The permeability fields were created by using GSLIB (Deutch and Journel, 1992) and contain 250x I 00 gridblocks. We used exponential variograms and a log normal permeability distribution for all cases. We considered five different correlation lengths: À=O.OOI, 0.0\, O.I,I, 10 and four values for a(logK): 0.1, 0.5, I and 2. Using tbese 20 permeability fields we were able to cover the range from completely random media to almost perfectly layered media witb varying degree of permeability contrasts. Example permeability fields for a(logK)= I are shown in Fig.2 .
NlJMERICAI. SIM!!I.ATIONS 
DETERMINATION OF D AND PARAMETERS
The analytical expression for the front varianee (Eq.8) suggests that parameters H and 0 can be determined by a least square fit of the front profiles over time with a function of the form At 2 +Bt+C. We introduce the constant C to account for early time behavior which may differ from the theoretical one given by Eq.8 due to the finite number of blocks used in the numerical simulations. The constant C is always small compared to AorB.
RESULTS
We have performed displacement simulations for the tracer case (M=I) using both the strearntube method and the FCT finite-difference simulator. For cases with M>1 we used only the FCT finite-difference simulator.
In all cases the front varianee is calculated from 10 profiles befere breakthrough, Figure 4 shows three different examples of front spreading: dispersive spreading, convective spreading, and mixed spreading. Time and front varianee in Fig.4 are in dimensionless form given by t· = ut I L and
where 0* is the dimensionless dispersion coefficient given by O/uL. For small correlation lengths (A.=O.OI), the front varianee is proportional to time (Fig 4a) , as we expect for dispersive displacements.
Long-range correlations, on the other hand, lead to a front varianee proportional to time squared (Fig. 4b) , indicating a convective displacement. For the crossover regimes, all the data is well represented by a 2nd order polynomial, At 2 +Bt+C. We found the 2nd order polynomial to give a better fit than a power law model. Two exarnples are shown in Fig. 2c Fig. 7 and 8 ). For small-range correlations, the value of H is close to uoity (Fig. 7) and the dispersivity 0* is a function of both correlation length and permeability contrast (Fig. 8) .
Our results agree with Gelhar' definition of macrodispersion (Gelhar et al., 1983) which prediets a front varianee equal to the product of correlation length by squared varianee of 10gK (Fig. 5) . except for the prefactor which is not unity but equal to 0.38. in agreement with the factor 0.32 obtained by GorelI (1992) for similar simulations. Since there are only 250 grid blocks in the x-direction, the dispersivity for all À.=O.OOIrepresents the dispersivity for a random field with an effective correlation length of A.=0.004=1/250. For a correlation length equal to À.=0.01 (1/00 of the system length), we found values for H in the range of 1.06 to 1.16, indicating that the displacement is not purely dispersive. For À.=10, on the other hand, the H value has not reach its asymptotic limit in most simulations (especially for <J(logK)=2) doe to the early breakthrough of the simulations. That means that there is still a contribution of the dispersive term in the MHD equation. Nevertheless, we found the coefficient A to he proportional to the varianee of Log(K) and H well described by a power law of the type ( For non-unity viscosity ratios the front varianee is still weIl fitted by a 2nd order polynomial (Fig. 4c) . The convective factor A, can now be used to calculate the product HM* (using Eq. 8). Using the H value from the tracer case, allows to determine M* as a function of the true viscosity ratio M. 
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M=1 streamtubes
log (À.) log (À.) (14) and the more general form suggested by Todd and Longstaff (1972) , using 00 of the order of 0.66 (00 is a fitting parameter in Todd and Longstaff model describing the effective mixing of the fluids). Figure 8 shows the dispersivity, D*, to be of the same order of magnitude for the different mobility ratio displacements. A maximum value for dispersivity (of the order of 0.02 L) occurs for correlation lengths around A.=0.1.
CONCLUSIONS
We have performed numerical simulations with a low level of numerical dispersion to check the validity of the MHD equation. The MHD equation was derived by a stochastic approach and describes the 1D averaged displacement of one fluid by another in a heterogeneous medium. The following results have been derived:
1) The MHD-equation is able to model displacements that account for viscous (M) and dispersive (D) mechanisms in a heterogeneous (H) domain.
2) The parameters H and D can be determined from a tracer (M=I) displacement by fitting a 2nd order polynomial to the varianee of the front spreading as a function of time.
3) Displacements for M> 1 can then he predicted by using the Hand D parameters determined from the tracer displacement and using an effective mobility ratio as predicted by Koval's model.
4) We observed
a transition from dispersive to convective flow regimes in most cases. Vet for displacements with 1=0.01 the flow is not purely dispersive (H>I), and similarly for displacements with 1=10 the flow is not purely convective.
4) For displacements with 1>=1 (nearly layered systems) which are principally convective, the H parameter is related to the permeability contrast by H = 2.5 a(log K)0.63. This result has been derived for a log normal permeability distributions and may also depend on the size of the simulations (250x 100) we used.
5) For H we observe a monotonie increase from 1 (dispersive) to a few units in the convective domain. 6) For a given permeability contrast, the dispersivity D has a maximum around a correlation length of À=O.I.
7) The high-order, flux-corrected finite difference simulator and streamtube simulator gave similar results for tracer (M=I) displacements. 
APPENDIX
The purpose of this appendix is to derive the moments of the front from the MHD equation (we take M=1 to simplify the notation, for Me l , H must be replaced by the product HM*). 
S ax . 
Consequently
