For α > 0 we consider the operator Kα : ℓ 2 → ℓ 2 corresponding to the matrix
In other words, K is the "infinite matrix" K = (k(n, m)) ∞ n,m=1 . The study of the boundedness of both the continuous version K and the discrete version K is implicit in the work of Schur [20] ; a systematic account can be found in Hardy, Littlewood and Polya [6, Chapter IX] .
Due to the homogeneity condition K commutes with the unitary group of dilations in L 2 (R + ) and is therefore diagonalised by the Mellin transform. More precisely, the unitary Mellin transform M :
transforms K into the operator of multiplication by the function
in L 2 (R). From here one can read off the spectral properties of K. It is by no means clear how to diagonalise K or how to relate the spectral properties of K to those of K. In general, there is no simple answer to these questions, as no discrete analogue of the Mellin transform is available. The main example known to us when these questions have been answered is the Carleman kernel:
k c (x, y) = 1 x + y , because in this case the corresponding discrete version
is a variant of Hilbert's matrix, diagonalised by Rosenblum in [18] . Incidentally, in this case the spectrum of both discrete and continuous operator is purely absolutely continuous (a.c.), with σ ac (K C ) = [0, π] with multiplicity two, (1.1) σ ac (K C ) = [0, π] with multiplicity one. [max(x, y)] 2α , x, y > 0.
As it follows from the previous discussion, the corresponding integral operator K α in L 2 (R + ) is unitarily equivalent to the operator of multiplication by the function
in L 2 (R). From here we read off the spectral structure of K α : it has a purely absolutely continuous (a.c.) spectrum which coincides with the range of ω α , σ ac (K α ) = [0, 2 α ] with multiplicity two. Next, we consider the discrete version of K α , i.e.
.
It is not difficult to see that K α is bounded on ℓ 2 (see e.g. [6, Section 9.2] ). The family of matrices K α appeared in the work of the first-named author [2] , where it was demonstrated that
where ζ(s) = n≥1 n −s denotes the Riemann zeta function. From this it is easy to see that K α = 2/α for 0 < α ≤ 1 and K α > 2/α for 2 ≤ α < ∞. The quadratic form of K α has the integral representation (here and in what follows ·, · stands for the standard inner product in ℓ 2 )
This representation can be established either directly by expanding and computing the integral using the residue theorem, or from (1.3) through the Mellin transform. Although we are not able to diagonalise K α explicitly (except in the very special case α = 1/2 -see Section 1.3 below), it is possible to describe the spectral structure of K α . Here is our first main result:
Theorem A. For 0 < α < ∞, the a.c. spectrum of K α is σ ac (K α ) = [0, 2 α ] with multiplicity one. The singular continuous spectrum of K α is empty. K α has finitely many (possibly none) eigenvalues, all of which are simple and located in the interval ( 2 α , ∞). Observe that the a.c. spectra of K α and K α coincide as sets, but with different multiplicities -the same phenomenon as for the Carleman kernel (1.1) and (1.2).
We can give some qualitative statements about the behaviour of the eigenvalues of K α as α increases (by Theorem A, they are all located in the interval ( 2 α , ∞)). Let us enumerate them in the decreasing order:
We will denote by N (K α ) the total number of eigenvalues of K α . Note that by (1.4), we know that N (K α ) = 0 for 0 < α ≤ 1 and N (K α ) > 0 for 2 ≤ α < ∞. We can also read off from (1.4) that λ 1 (K α ) = K α → 1 as α → ∞.
Theorem B.
(i) For every fixed j ≥ 1, the function α → λ j (αK α ) is increasing.
(ii) The function α → N (K α ) is non-decreasing and unbounded.
(iii) For every fixed j ≥ 1, as α → ∞, it holds that
A graphical representation of the spectrum of the rescaled matrix αK α , obtained numerically, can be found in Figure 1 1.3. Connection with Jacobi matrices. Our approach to the spectral analysis of K α relies on the crucial observation that the inverse of K α can be identified as an unbounded self-adjoint Jacobi matrix,
with the Jacobi parameters (1.7) a α (n) = n α+ 1 2 (n + 1) α+ 1 2 n 2α − (n + 1) 2α , b α (n) = n 2α+1 ((n + 1) 2α − (n − 1) 2α ) ((n + 1) 2α − n 2α )(n 2α − (n − 1) 2α ) . Strictly speaking, J α is the negative of a Jacobi matrix, because our parameters a α (n) are negative, and the standard convention for the off-diagonal Jacobi parameters is to be positive. Of course, Theorems A and B can be rephrased as the statements about the spectral measure of J α . For α = 1/2, this Jacobi matrix corresponds to continuous dual Hahn polynomials, see e.g. [ [14] observed that K 1/2 commutes with the Hilbert matrix K c , and, exploiting his observation, found a novel approach to the diagonalisation of K c . To the best of our knowledge, for α = 1/2 the matrix J α does not correspond to any known system of orthogonal polynomials.
1.4.
Failure of the reproducing kernel thesis. Our interest in the family K α arose due to its connection to the norms of certain composition operators on a Hilbert space of Dirichlet series; this connection was established in [2, Section 2]. In the present paper, we are able to use the spectral analysis of K α to advance this line of research by proving the failure of the reproducing kernel thesis for composition operators.
To set the scene, let H 2 denote the Hilbert space of Dirichlet series
x(n)n −s with square summable coefficients. It is easy to check that H 2 is a space of analytic functions in the half-plane C 1/2 , where C θ = {s = σ + it : σ > θ}, and that the reproducing kernel of H 2 at the point w ∈ C 1/2 is K w (s) = ζ(s + w).
Let ϕ : C 1/2 → C 1/2 be an analytic function (called symbol in this context) such that the composition operator C ϕ f = f • ϕ maps H 2 to itself and is a bounded operator on H 2 . The class of such symbols has been described in a seminal paper by Gordon and Hedenmalm [5] , see Section 5 below for the definition.
The connection between composition operators and the matrix K α appears through the analysis of the symbol
It turns out that C ϕα f 2
x , if f is the Dirichlet series (1.8); in other words, we have K α = C * ϕα C ϕα (with the standard identification between H 2 and ℓ 2 ). The proof of this claim relies on the integral representation (1.5), we refer again to [2, Section 2] for the details.
A natural question recently discussed by Muthukumar, Ponnusamy and Queffélec in [13, Section 5] , is whether all bounded composition operators on H 2 satisfy the reproducing kernel thesis. This is the statement that the norm of C ϕ can be evaluated by computing the action of C ϕ on the set of reproducing kernels:
Of course, the inequality ≤ here is always satisfied and the question is whether it is saturated on reproducing kernels. Our third main result gives a negative answer to this question.
Theorem C. The reproducing kernel thesis for the symbol (1.9) holds if and only if N (K α ) = 0 (see Theorem B). In particular, the reproducing kernel thesis holds for all 0 < α ≤ 1 and fails for all 2 ≤ α < ∞.
Remark. The analogous question for composition operators on the Hardy space of the unit disc, H 2 (D), first raised by Cowen and MacCluer, was resolved in the negative by Appel, Bourdon and Thrall in [1] . In contrast to [1] , where the various quantities are explicitly estimated, we will rely on information about the spectrum of K α to settle the reproducing kernel thesis for composition operators on H 2 .
1.5. Structure of the paper. In Section 2, we analyse the spectrum of the Jacobi matrices J α . We use the subordinacy theory of Gilbert and Pearson, which rests on the analysis of the asymptotics of the generalised eigenvectors of J α . These asymptotics are established in Section 3. Section 4 contains the proof of Theorem B. Part (i) is a consequence of the integral representation (1.5). The main idea of the proof of parts (ii) and (iii) is based on the fact that K α converges entry-wise, as α → ∞, to a compact diagonal matrix with elements 1, 1 2 , 1 3 , . . . on the diagonal. The final Section 5 of the paper is devoted to the reproducing kernel thesis for composition Hardy space of Dirichlet series.
1.6. Related work. We would like to mention a few papers known to us where restrictions of (not necessarily Hardy) kernels onto the integer lattice were studied.
The papers [3, 15] study the so-called multiplicative Hilbert matrix (k(nm)) ∞ n,m=2
where nm denotes multiplication and
although the corresponding integral operator (which should in this case be considered on L 2 (1, ∞)) does not play an important role, at least not explicitly. In [12] , the authors study the similarly defined matrix with kernel
by relating its spectral properties to those of the corresponding integral operator.
In [11] , some norm bounds relating K and K were considered for Hankel kernels, i.e. k(x, y) = h(x + y). In the very interesting paper [8] a family of integral operators K is related to a family of discrete operators K in a different manner, yielding explicitly diagonalisable operators.
2. The Jacobi matrices J α 2.1. Warm-up: the continuous analogue of J α . The purpose of this section is to analyse the spectrum of the Jacobi matrices J α , defined by (1.6) and (1.7). In order to suggest some intuition into this analysis, we start by briefly discussing the continuous analogue of J α . We will omit the proofs. Along with K α , let us consider the differential operator J α in L 2 (R + ) given by
with the domain
One can check that J α is self-adjoint and positive semi-definite. It is not difficult to prove that J α is the inverse of K α :
In particular, the spectrum of J α is purely absolutely continuous,
with multiplicity two. Observe that J α also commutes with dilations and so it is diagonalised by the Mellin transform. In fact, by the Mellin transform J α is unitarily equivalent to the operator of multiplication by the function
where ω α is as in (1.3).
In the rest of this section, we prove suitable analogues of these facts for the Jacobi matrix J α : self-adjointness, the analogue of factorisation (2.1), the relation J −1 α = K α and a suitable substitute for (2.2) (Theorem 2.6 below). Despite many similarities, there are some important differences between the discrete and continuous cases:
• No explicit diagonalisation of J α is available (except for α = 1/2).
• In the continuous case, the operators J α are, for all α, diagonalised by the Mellin transform. This means, in particular, that operators J α1 and J α2 commute for any α 1 and α 2 . It is not too difficult to see that this commutation property is false in the discrete case. • In the continuous case, the spectrum of J α is purely absolutely continuous.
We will see that the spectrum of J α has some eigenvalues for large α. • The spectrum of J α has multiplicity two, while the spectrum of J α has multiplicity one.
We observe that the coefficients a α and b α defined in (1.7), can be written as
If γ = γ(n) is a sequence of real numbers, we will denote by D(γ) the infinite diagonal matrix with elements γ(1), γ(2), . . . on the diagonal. In other words, D(γ) is the operator of multiplication by the sequence γ(n) in ℓ 2 . By a slight abuse of notation, we will write D(n β ) if γ(n) = n β for all n ≥ 1. We will also use the usual shift operator S (and its adjoint S * ) in ℓ 2 , defined by Se n = e n+1 , where e n denotes the standard basis vectors of ℓ 2 .
The following result should be compared to (2.1).
Lemma 2.1. The matrix J α can be represented as
Proof. We first note that from (2.5), (2.6) it is clear that we can rewrite
Next, observe that if A is any infinite matrix, then S * A is the same matrix "shifted up", and AS is the same matrix "shifted left". Using this observation, it is immediate that
. This can be more succinctly written as
. Coming back to J α , we obtain the factorisation (2.7) as desired.
2.3. Self-adjointness of J α . Here we take care of the rigorous definition of J α as an unbounded self-adjoint operator on the Hilbert space ℓ 2 . Our aim here is to prove the following result.
is self-adjoint and positive semi-definite. The corresponding sesquilinear form is
First we need to establish that the set of exponentially decreasing sequences is dense in the form domain of J α . For x ∈ ℓ 2 , we will write x ∈ ℓ exp , if there exists a constant C > 0 such that |x(n)| ≤ e −Cn holds for every n ≥ 1.
We have SD(e −εn ) = D(e −ε(n−1) )S, and from here by simple algebra we get
we get that the first term in the right hand side of (2.9) converges to zero as ε → 0. Further, computing the asymptotics of c α , we find c α (n) = O α (n 1−2α ) as n → ∞ and therefore
Since the sequence ε 2 n 2 e −2εn is uniformly bounded, by dominated convergence we get that the right hand side here converges to zero as ε → 0. We conclude that
Proof of Theorem 2.2. It is clear that the form J α is closed, that is, Dom J α is complete with respect to the norm (2.8). By the general theory of semi-bounded self-adjoint operators (see e.g. [17, Theorem VIII.15]), there is therefore a unique self-adjoint operator J α on ℓ 2 which corresponds to the form J α in the following sense. The domain Dom J α is the set of all elements x ∈ Dom J α such that, for some z ∈ ℓ 2 , we have
for every y ∈ Dom J α , and in this case J α x = z. Now it remains to prove that J α = J α . First suppose that x ∈ Dom J α and y ∈ ℓ exp . Then we can rearrange the summation; for every y ∈ ℓ exp it holds that
Then (2.10) means that
We have proven that Dom J α ⊆ Dom J α and that the operators J α and J α coincide on Dom J α . Conversely, suppose x ∈ Dom J α and y ∈ ℓ exp ; then again we have the identity
n,m≥1 . Note that M α has constant elements on the "infinite corners" min(n, m) = const.
Next, we claim that
(This can be understood, for example, as an identity on the set of all finitely supported elements of ℓ 2 .) To see this, consider the left hand side,
Observe, as in the proof of Lemma 2.1, that SM α is the matrix M α "shifted down" (with a zero first row) and M α S * is the matrix M α "shifted right" (with a zero first column). Because M α has constant elements on "infinite corners", the off-diagonal elements in the above combination vanish, and the diagonal elements are easy to work out, yielding (2.13).
To prove that J α is invertible with inverse K α , it is sufficient to show that J α K α = I, since both operators are self-adjoint and K α is bounded. Since J α is closed and K α is bounded, it is sufficient to prove that J α K α x = x for all finitely supported sequences x. According to the factorisations (2.7) and (2.12), we need to verify the identity
Since any finitely supported sequence can be written as y = (I − S * )z for a unique finitely supported sequence z, it suffices to check that
But the last identity follows directly from (2.13) and the definition of the sequence c α in (2.4).
2.5.
Asymptotics for generalised eigenvectors. Our next aim is to prove Theorem 2.6, which describes the structure of the spectrum of J α . A crucial step in its proof is the analysis of the asymptotics of the generalised eigenvectors of J α . These are understood as the solutions x to the recurrence relation
It is important to note that when discussing generalised eigenvectors, we do not require x to be in ℓ 2 and we do not require the first equation
to hold. This equation plays the role of the boundary condition for x. Obviously, for each λ ∈ C, there are exactly two linearly independent solutions to the recurrence relation (2.14) .
In the terminology of ODE, J α falls into the limit point case; this means that for any complex λ at most one solution to the recurrence relation (2.14) may be in ℓ 2 . This can be checked in a variety of ways. An "abstract" way is to say that this follows from Theorem 2.2, because J α is self-adjoint on the maximal domain of its definition (see e.g. [21, Section 2.6]). A "concrete" way is to take λ = 0 and to observe, by using the factorisation (2.7), that the solutions to the recurrence relation (2.14) are of the form
so there is exactly one linearly independent ℓ 2 -solution. (It is not difficult to see that if a Jacobi matrix is limit point for one λ, then it is limit point for all λ ∈ C, see e.g. [21, Section 2.6]). The proof of the following result is postponed to Section 3. There exists a unique solution x = x α,s of the recurrence relation (2.14) such that
as n → ∞. For each positive integer n, the value x α,s (n) extends to an analytic function in s in the half-plane Re s > −1. If s = 0, there exists another solution x ′ α,0 to (2.14) with the asymptotics
Remark. The generalised eigenvectors of the differential operator J α are exactly the functions x − 1 2 ±s , where s = it, t ∈ R and s is related to λ by
It is instructive to compare this with the asymptotics (2.16).
2.6. Subordinacy theory and the spectrum of J α . Here we prove the following theorem characterising the spectrum of J α .
with multiplicity one. The singular continuous spectrum of J α is empty. J α has finitely many (possibly none) eigenvalues, all of which are simple and located in the interval (0, α 2 ). Since K α = J −1 α , this immediately yields Theorem A. Of course, the statements about the simplicity of the spectrum are obvious, as all Jacobi matrices have simple spectrum.
Our main tool in the proof of Theorem 2.6 is the subordinacy theory of Gilbert and Pearson [4] , adapted to the case of Jacobi matrices in [9] . A solution u to the recurrence relation (2.14) is called subordinate, if for any other linearly independent solution v we have Subordinacy theory applies to Jacobi matrices in the limit point case (see the remark before Lemma 2.5). Note that in this case, if we have a solution u ∈ ℓ 2 , it is always subordinate, because any other linearly independent solution will not be in ℓ 2 .
Specifically, we will use [9, Theorem 3] which states that • The absolutely continuous spectrum of J α coincides (up to sets of measure zero) with the set of λ ∈ R where no subordinate solution of (2.14) exists; • The singular spectrum of J α (i.e. the union of the point spectrum and the singular continuous spectrum) coincides with the set of λ ∈ R where a subordinate solution of (2.14) exists and satisfies the initial condition (2.15).
Proof of Theorem 2.6. Let us inspect the asymptotics of Lemma 2.5 with λ ∈ R.
We have three cases: Case 1: s = it for t ∈ R\{0}. Then λ = (α 2 + t 2 )/2α, so λ > α/2. In this case we have two linearly independent solutions with asymptotics x α,s (n) = n − 1 2 ±it + O α,s (n − 5 2 ) as n → ∞. From here it is clear that no subordinate solutions exist. It follows that the absolutely continuous spectrum of J α contains the interval (α/2, ∞), and that there is no singular spectrum on this interval. Case 2: s = σ for σ > 0. Then λ = (α 2 − σ 2 )/2α, so λ < α/2. As we already know that J α is positive definite and invertible, we are only interested in the range 0 < λ < α/2. In this case we have a solution with the asymptotics
, as n → ∞. Clearly, this solution is in ℓ 2 and therefore it is subordinate. It follows that the interval (0, α/2) contains no absolutely continuous spectrum of J α and that a given λ in this interval is an eigenvalue if and only if the above subordinate solution satisfies the boundary condition (2.15), viz.
x α,s (1) = 0.
By Lemma 2.5 the left hand side here is an analytic function of s for Re s > −1.
Therefore, there can only be finitely many zeros of this function in the range of s corresponding to 0 < λ < α/2, and so J α can only have finitely many eigenvalues. Case 3: Finally, consider λ = α/2; this corresponds to the case s = 0 in (2.16). In this case we also have another linearly independent solution (2.17). None of these two solutions is in ℓ 2 , so λ = α/2 is not an eigenvalue.
3. Asymptotics for generalised eigenvectors of J α 3.1. Preliminaries. The goal of the present section is to prove Lemma 2.5. Our approach is heavily based on the work of Wong and Li [22] on the asymptotic behaviour of solutions to second degree difference equation of which (2.14) is a special case. In fact, the existence and uniqueness of the solution (2.16) is a direct consequence of [22] . We choose to reproduce their arguments rather than to simply quote their result for two reasons:
• Both the factorisation (2.7) of J α and the explicit formula for the inverse J −1 α = K α allow us to simplify and streamline the arguments of [22] ; • In order to prove the analyticity of x α,s (n), we will need to keep track of certain coefficients throughout the proof, which was not the focus of [22] . One exception is the special case λ = α/2 where we will for simplicity refer to [22] for the proof of (2.17).
3.2.
Construction of approximate solutions. Throughout this section, it will be convenient to use the notation ζ s for the "standard" sequence
We begin with the following key estimate.
where for fixed α and j the function β → C α,β (j) is a polynomial of degree at most 2j + 2, and for fixed α it holds that C α,β (j) = O α ((3/2) j ), locally uniformly in β.
Remark. From the estimate on C α,β (j) it follows that (3.2) can be interpreted as the asymptotic series as n → ∞, i.e. for any k ≥ 1,
Proof. We begin with the expression
Recalling (2.5) and (2.6) we find that
. By inspection, f α,β is even, and so its Taylor expansion has the form
Computing f α,β (0), we get
Since f α,β is analytic in |z| < 1 and depends analytically on β, it holds that C α,β (j) ≤ C α,δ (1 + δ) j for any δ > 0, locally uniformly in β. For us δ = 1/2 will suffice. It is also clear that for fixed α and j, the function β → C α,β (j) is a polynomial of degree at most 2(j + 1). The proof is complete.
We can now easily construct approximate solutions to the eigenvalue equation, such that the error sequence u = (J α − λ)y has arbitrarily fast polynomial decay as n → ∞. 
normalised by Y α,s (0) = 1, such that for each n ≥ 2 it holds that
Here C α,s,k (j) = O α,k ((3/2) j ), locally uniformly in s. Moreover:
• For fixed α and j ≥ 1, the function s → Y α,s (j) is a rational function with simple poles at s = −1, −2, . . . , −j. • The function s → C α,s,1 (j) is a polynomial in s for every j ≥ 1.
• For k ≥ 2 the function s → C α,s,k (j) is a rational function with simple poles at s = −1, −2, . . . , −(k − 1) for every j ≥ k.
Proof. We argue by induction in k ≥ 1. The case k = 1 follows directly from Lemma 3.1. Indeed, we set Y α,s (0) = 1 and obtain (3.5) for k = 1 with C α,s,1 (j) = C α,s (j), where the latter coefficient is from (3.2) with β = s. Suppose now that for some fixed k ≥ 1 we have a sequence y k of the form (3.4) which satisfies (3.5) . We choose
is the first coefficient in the expansion (3.5) . The plan is to use Lemma 3.1 with β = s + 2k. Note that
Hence, by the induction hypothesis (3.5) and Lemma 3.1, we find that (suppressing the dependence on n ≥ 2 for readability)
where C α,β is from (3.2) with β = s + 2k. The right hand side here is of the form (3.5) as desired. We recall that
is a finite combination of Y α,s (j) for 0 ≤ j ≤ k − 1 and coefficients from (3.2) . The latter are polynomials in s, which in total demonstrates that the function s → Y α,s (k) is rational with simple poles at s = −1, −2, . . . , −k. The claims for C α,s,k (j) follow similarly.
3.3.
Estimates for an auxiliary operator. In the proof of Lemma 2.5 below, we will need a certain auxiliary upper-triangular operator V α (in the terminology of ODE, this corresponds to a Volterra type integral operator). We need to prepare an estimate for this operator. Given β > 0, we denote by ℓ ∞ β the Banach space of sequences ξ with finite norm
We also denote the first standard basis vector by e 1 = (1, 0, 0 
Then η ∈ ℓ 2 and η satisfies the equation
Remark. Informally speaking, this lemma tells us that if we seek to solve the equation J α η = ξ, then instead of η = J −1 α ξ, we can take the solution η = V α ξ, if we are prepared to pay the price of adding the term ξ, ζ 1 2 +α e 1 to the equation (i.e. if we don't care about the initial condition (2.15)). The advantage of this is the weighted norm estimate (3.7).
Proof. We first note that (I − S)D(n Now recall that J α K α ξ = ξ; let us rewrite K α ξ as
The final claim follows easily by an integral estimate,
3.4. Proof of Lemma 2.5. Fix 0 < α < ∞. Throughout the proof, set
Uniqueness. We start with the proof of uniqueness. Let Re s ≥ 0. Suppose that x α,s is a solution to the difference equation (2.14) which satisfies the asymptotic estimate
as n → ∞. We then want to prove that x α,s is the unique solution that satisfies this asymptotic estimate. There are three cases.
(i) s = it for t ∈ R\{0}, then λ is real. Therefore, if x α,s solves (2.14), then so does its conjugate, which satisfies an asymptotic estimate with leading term n − 1 2 +it . The fact that there can only be two linearly independent solutions of (2.14) means that x α,s is the unique solution with the stated asymptotic estimate.
(ii) If Re s > 0, then x α,s is in ℓ 2 . Since J α is limit point, we cannot have two linearly independent solutions to (2.14) in ℓ 2 . Hence the solution with the stated asymptotic is unique. (iii) When s = 0 we refer to [22, Equation 1 .13], which states that there is another solution x ′ α,0 satisfying (2.17). Since the space of solutions is twodimensional, this implies the uniqueness of the solution x α,0 .
Existence: Given s such that Re s > −1, let k be an integer such that 2k > α + 1 + |λ|. By Lemma 3.2, we can construct a sequence y k,s of the form (3.4) such that the error term (3.9) (J α − λ)y k,s = u k,s satisfies u k,s ∈ ℓ ∞ 2k−1 . We seek a solution x = x α,s to the recurrence relation (2.14) satisfying the asymptotics (3.8). First we explain the intuition behind our argument below. We use the standard technique; in the terminology of ODE, we reduce a solution to the ODE to the solution of a Volterra type integral equation. To "derive" this equation, we write (J α − λ)x α,s = 0 and subtract this from (3.9); we get where V α is as in (3.6) . We will consider this as an equation in ℓ ∞ 2k−1 . Note that by Lemma 3.3, we have V α u k,s ∈ ℓ ∞ 2k−1 . Since 2k − 1 − α > |λ|, estimate (3.7) of the same lemma shows that the operator I − λV α is invertible in ℓ ∞ 2k−1 and therefore equation (3.10) can be solved: for some constant B. In other words, by comparison with (3.9), we find that x α,s is a solution to the recurrence relation (2.14) . Recalling the expression for y k,s from (3.4) and, if need be, making k so large that 2k − 1 > Re s + 2, we see that
so our solution x α,s has the required asymptotics. Analyticity: Let us prove the analyticity of x α,s (n) in s for Re s > −1. We start from (3.9) and note that by Lemma 3.2, the map
In the first part of the proof we saw that x α,s is unique for Re s ≥ 0. Combined with the analyticity of s → y k,s (n) we thus find that s → x α,s (n) extends to an analytic function in Re s > −1, for every n ≥ 1.
4.
Eigenvalues of K α 4.1. Preliminaries. Let 0 < α < ∞. By Theorem A, the operator K α : ℓ 2 → ℓ 2 has a finite number of eigenvalues, all strictly greater than 2/α. The purpose of this section is to analyse the behaviour of these eigenvalues and to prove Theorem B.
We begin with some heuristics. Observe that
Thus, we have the (weak) convergence K α → K ∞ as α → ∞, where K ∞ is the diagonal matrix with the elements 1, 1 2 , 1 3 , . . . on the diagonal. Obviously, the eigenvalues of K ∞ are (j −1 ) j≥1 . Heuristically, one can think that as α increases, the essential spectrum of K α shrinks, "revealing" the sequence of eigenvalues which converges (as α → ∞) to (j −1 ) j≥1 . Theorem B gives these ideas a more precise meaning.
The following result, which also demonstrates that K α converges to K ∞ in the operator norm, supplies the estimates needed in the proof of Theorem B.
Lemma 4.1. For every 0 < α < ∞, we have
Proof. By a standard use of the Cauchy-Schwarz inequality (see [6, Chapter IX]),
Since the term n = m is excluded, we can estimate directly with integrals to obtain
Hence we find that K α − K ∞ ≤ 2/α. The converse estimate K α − K ∞ ≥ 2/α can be obtained either from Theorem A, noting that compact perturbations leave the essential spectrum unchanged, or directly from testing on x(n) = n − 1 2 −ε for ε > 0. For the details of this computation we refer e.g. [2, Lemma 7].
4.2.
Proof of Theorem B. We begin with (i). Assume that α is such that K α has at least j eigenvalues. We multiply the integral representation (1.5) by α, to find that
Since the map α → 2α 2 α 2 + t 2 is strictly increasing for every t = 0, we conclude that if α < β and x ≡ 0, then αK α x, x < βK β x, x .
By the min-max principle (see e.g. [19, Ch. 12.1] ), we conclude that the function α → λ j (αK α ) is increasing.
This also demonstrates that the function α → N (K α ) is non-decreasing. For the second statement of (ii), let k > α/4 be an integer. We write
and apply the min-max principle together with Lemma 4.1 to the top k eigenvalues of K α . We get, for j = 1, . . . , k, that
The estimate (4.1) also implies that
which is the lower bound in the asymptotic estimate of (iii). The upper bound 
For the basic properties of H 2 we refer to the monograph [16] . The analytic functions ϕ : C 1/2 → C 1/2 generating bounded composition operators C ϕ (f ) = f •ϕ on H 2 , have been classified by Gordon and Hedenmalm [5] . Their result states that the symbol ϕ generates a bounded composition operator on H 2 if and only if belongs to the following class.
Definition. The Gordon-Hedenmalm class, denoted G , consists of the functions ϕ :
where c 0 is a non-negative integer and the Dirichlet series ϕ 0 converges uniformly in C ε for every ε > 0, in addition to satisfying the following mapping properties:
(a) If c 0 = 0, then ϕ 0 (C 0 ) ⊆ C 1/2 . (b) If c 0 ≥ 1, then either ϕ 0 ≡ 0 or ϕ 0 (C 0 ) ⊆ C 0 .
In the case (b), in which ϕ(+∞) = +∞, the norm of the composition operator is always equal to 1. In the case (a) the norm is always strictly bigger than 1. Problem 3 of [7] asks how big the norm of C ϕ can be if we require that Re ϕ(+∞) − 1/2 = α for some fixed 0 < α < ∞. A solution would yield an analogue to the classical sharp upper bound, obtained from Littlewood's subordination principle, for the norm of a composition operator on the Hardy space of the unit disc.
By the results of [2] , we know that for fixed 0 < α < ∞ an optimal symbol is
Since K α = C * ϕα C ϕα , as discussed in Section 1.4, we see that C ϕα 2 = K α . Recall from Theorem A and (1.4) that there is some 1 < α 1 < 2 such that K α has no eigenvalues if 0 < α ≤ α 1 and at least one eigenvalue if α > α 1 . Consequently, we obtain the sharp upper bound
for all ϕ ∈ G such that Re ϕ(+∞) − 1/2 = α > 0. Hence Theorem A provides some new information on [7, Problem 3] mentioned above. In particular, this means that if α > α 1 then the norm of K α is equal to the largest eigenvalue of K α (in ℓ 2 ).
5.2.
Eigenvectors of K α . In the present section, we obtain the following key lemma needed in the proof of Theorem C.
There is no real number β > 0 such that
is an eigenvector of K α .
Before proceeding to the proof of Lemma 5.1, we prepare an elementary preliminary estimate.
Proof. Applying the standard Euler-Maclaurin summation formula, by an elementary calculation one obtains (see the first estimate of [2, Lemma 10] for the details)
This estimate is valid for α + β > 0. Similarly (see the third estimate in [2, Lemma 10]),
which is valid for 1 ≤ α − β ≤ 2. The proof is completed by combining these two estimates and noting that the function ξ → −(ξ − 3)(ξ − 4)/x attains its maximum on the interval 1 ≤ ξ ≤ 2 in the endpoint ξ = 2.
Proof of Lemma 5.1. Assume that K α has an eigenvector of the form (5.1). By considering the row-wise formulation of the eigenvalue equation K α x = λx for some λ > 0, we find that
Multiplying both sides with n Note here that since F by assumption is a constant sequence, the first term in the limit must converge, and therefore α > β.
Next we multiply both sides of the identity F (1) = F (+∞) by α + β > 0, to obtain the equation
The left hand side is increasing in α, and since α > β the right hand side is decreasing in α. Applying the estimates 1 < ζ(σ) < σ/(σ − 1), valid for 1 < σ < ∞, we find that α + β < (α + β)ζ(1 + α + β) < 1 + α + β. Inserting these estimates into (5.2) and solving the corresponding equations, we conclude that 1 + β < α < 1 + 1 + β 2 < 2 + β and hence 1 < α − β < 2. Now we get from Lemma 5.2 that lim inf n→∞ n α−β (F (+∞) − F (n)) ≥ 1 12 , which is certainly impossible if F is a constant sequence. Hence our assumption that K α has an eigenvector of the form (5.1) is contradicted.
Remark. It is also possible to prove Lemma 5.1 from the Jacobi matrix point of view. Indeed, since K α and J α have the same eigenvectors, we could equivalently have considered the eigenvalue equation J α x = λ −1 x for an eigenvector x of the form (5.1). Comparing with (3.3) in the proof of Lemma 3.1, we find f α,β (z) = 1/λ for z = n −1 with n = 1, 2, . . .. The left hand side is analytic for |z| < 1, so we find that f α,β is constant in the unit disk. It is not difficult to see that the last statement is false, which gives a contradiction. For ϕ ∈ G , define
The reproducing kernel thesis is the statement S ϕ = C ϕ . Our first goal is to show that for the symbol ϕ α , it is sufficient to consider only real w in (5.3). To achieve this, we prove that the inequality (5.4)
holds for every w ∈ C 1/2 . Since K w 2 H 2 = ζ(2 Re w) the denominators are equal. Recalling that K α = C * ϕα C ϕα , the estimate (5.4) follows at once from the triangle inequality and the fact that k α (n, m) ≥ 0, since
Setting w = 1/2 + β for 0 < β < ∞, we therefore have that (5.5) S ϕα = sup
We now consider the endpoints in (5.5) . Is is easy (consult the proof of [2, Lemma 7] or [6, Chapter IX] for the first limit) to verify that
Note that the right endpoint is of no relevance, since C ϕα 2 = K α > 1 holds for every 0 < α < ∞. Hence, there are two cases to consider.
Case 1: C ϕα 2 = 2/α. In this case we see from the left endpoint in (5.5) that S ϕα = C ϕα and so the reproducing kernel thesis holds. Since C ϕα 2 = K α , we get from Theorem A that K α has no eigenvalues (since they all lie above 2 α ), and thus N (K α ) = 0.
Case 2: C ϕα 2 > 2/α. Since C ϕα 2 = K α we see from Theorem A that the norm of K α is equal to its largest eigenvalue, and in particular N (K α ) ≥ 1.
Let us assume that S ϕα = C ϕα . By the computation above, this means that the norm of C ϕα must be attained at the reproducing kernel K 1/2+β for some 0 < β < ∞. Hence we have λ 1 (K α ) = K α = C ϕα 2 = S 2 ϕα = C ϕα K 1/2+β
for x = 1, 2 − 1 2 −β , 3 − 1 2 −β , . . . . However, this is impossible by Lemma 5.1, and therefore S ϕα < C ϕα so the reproducing kernel thesis does not hold.
