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Abstract
Sample selection models are often applied to cross-sectional data in analyzing deci-
sions such as whether to participate in the labor market and if do, how to determine the
desired number of labor hours supplied. In contrast, this paper focuses on the modeling
strategy when time series data are used. The novel dynamic sample selection model is
estimated via the Gibbs sampler with data augmentation algorithm. The practicality
of our model and estimation technique is illustrated by using simulated data as well as
real data on dividend payout to analyze the determinants of firms’ whether-to-pay and
how-much-to-pay decisions over time.
Keywords: dynamic sample selection model; Gibbs sampler; data augmentation; divi-
dend
JEL classification: C11; C22; C25
1 Introduction
Limited dependent variable (LDV) models are regression models in which the dependent
variable is limited in some ways, e.g., truncated or censored. Among which, one of the
most popular models is known as the Tobit model, first introduced in a pioneering work
by Tobit (1958). In the work, Tobin (1958) investigates the effect of household expenditure
on durable goods by explicitly taking into account the fact that the expenditure cannot be
negative. In a similar spirit, Kim and Maddala (1992) employ a Tobit model to analyze the
dividend payout decisions of firms by recognizing the fact that some firms may not always
pay dividends (‘zero’ dividend) and same firm may not always pay dividend over time.
Another widely-used LDV model is the sample selection (also known as selection bias,
or Type 2 Tobit) model. One famous example is the female labor supply which typically
consists of two equations. The first (participation) equation decides whether or not to work
while the second (wage) equation, given that she chooses to participate in the labor market,
determines what characteristics might affect the wage rates. Please see Heckman (1974,
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1979) for the theoretical motivation and empirical estimation of such model. Recently, in a
paper related to Kim and Maddala (1992), Huang (2001) implements the sample selection
model to analyze the firms’ dividend decisions. In particular, Huang (2001) allows for the
possibility that companies first decide whether to pay dividend by a selection regression
and, conditional on the companies have decided to pay, how much dividend will be paid
via the outcome regression. As in Scollnik (1993), Huang (2001) argues that such modeling
strategy allows for the eventuality that these two decisions might be affected by different
variables and a given variable might influence each of the two decisions differentially.
Note that, in most studies, the above Tobit or/and sample selection models are analyzed
using either cross-section data or panel data, e.g., Maddala (1983) and Amemiya (1985).
Recently, those LDV-related models have been increasingly used in analyzing time series
data. For instance, Dueker (1999) adds Markov-switching heteroskedasticity to a dynamic
ordered probit regression to address the issue of discrete change in the bank prime lending
rate while Dueker (2005) presents a new Qual VAR model for incorporating information
from qualitative variables (discrete data) in vector autoregressive models to predict the
2001 recession out of sample. Alternatively, Zangari (1994) analyzes the Federal Reserve’s
holdings of securities under repurchase agreements by using the Tobit model with autore-
gressive errors while Zangari and Tsurumi (1996) utilize similar framework to analyze the
exports of Japanese passenger cars to the United States under a voluntary export restraint.
Similarly, Wei (1999) proposes a Bayesian approach via the Gibbs sampler to estimate dy-
namic Tobit models and Wei (2002) considers a censored-GARCH model to analyze the
Treasury bill futures returns process with price limits. Recently, Huang (2003) tests the
capital asset pricing model by allowing for regime-switching risks and taking account of
price limit regulation.
This paper, in a similar spirit, generalizes the sample selection model to analyze time
series data. The novel model is called “dynamic sample selection” (DSS) model which
might appear more appropriate in many cases. For example, in the finance literature, it
is found as an empirical regularity that dividend ratios are significant predictors of annual
equity premia, e.g., Cochrane (1997). As a result, knowing the decisions of dividend payout
for each company (over time) could provide useful information for how investors should
divide their assets between stocks and bonds, based on the premise that equity premia vary
in a predictable (by the dividend and other variables) fashion, e.g., Campbell and Viceira
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(1999) and Campbell, Chan and Viceira (2003). Therefore, a modification of Huang’s (2001)
sample selection model has to be made in order to take into account firm’s dividend payout
decisions over time. This DSS model, to the best of our knowledge, has not been discussed
or analyzed in the literature, either in econometrics or finance.
However, the likelihood function for the DSS model is complicated and difficult to eval-
uate due to the need of multiple integration. Alternatively, a practical simulation-based ap-
proach via the Markov chain Monte Carlo, e.g., Gibbs sampler or/and Metropolis-Hastings
algorithm with data augmentation, is developed to overcome the problems in fitting the
DSS model. Our Bayesian approach is shown to be both conceptually simple and compu-
tationally feasible. In addition, the estimates exhibit exact finite-sample properties which
are also desirable in our application with rather limited observations.
2 The dynamic sample selection model
Consider the dynamic (‘p’th-order autoregressive) sample selection model,
y∗1t = y
∗′
1tφ1 + x
′
1tβ1 + 1t (1)
y∗2t = y
∗′
2tφ2 + x
′
2tβ2 + 2t (2)
where, for j = 1, 2,
y∗jt =
(
y∗j,t−1, y
∗
j,t−2, · · · , y
∗
j,t−p
)′
φj = (φj1, φj2, · · · , φjp)
′
xjt = (xjt,1, xjt,2, · · · , xjt,k)
′
βj = (βj1, βj2, · · · , βjk)
′
The selection regression in (1) decides whether or not a company would pay dividend over
time; if it does, the outcome regression in (2) will determine the amount of dividend the
company will pay. The observed variable y1t takes on the value 1 or 0 according to the
positivity of the latent variable y∗1t, i.e.,
y1t =
{
1 if y∗1t > 0
0 if y∗1t ≤ 0
(3)
In other words, we observe that the company decides to pay dividends if y∗1t is positive (i.e.,
the intention to pay dividend is relatively large); otherwise, the company would not pay
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any dividend (i.e., the intention to pay dividend is relatively small). The desired value of
dividend, y∗2t, is observed if and only if a company is observed to pay dividend, i.e.,
y2t =
{
y∗2t if y1t = 1
unobservable if y1t = 0
(4)
otherwise, the desired value remains unobservable and recorded as 0 since institutional
factors restrict the dividend to be non-negative. Note that only the sign of y∗1t is observed
and y∗2t is observed only when y
∗
1t > 0. Also, the explanatory variables x1t and x2t can
be different. In particular, the inclusion of lagged latent dependent variables as additional
explanatory variables makes the model dynamic.
The error term t = (1t, 2t)
′ is assumed to be normally distributed as,(
1t
2t
)
∼ N
[(
0
0
)
,
(
1 σ12
σ12 σ22
)]
(5)
where the variance of 1t is normalized to be 1 for identification reason.
We can rewrite equation (2) as,
2t = σ121t + ηt (6)
where ηt ∼ iidN (0, σ
2) and σ2 = σ22 − σ
2
12 and re-parameterize the variance-covariance
matrix as,
Σ =
(
1 σ12
σ12 σ
2 + σ212
)
(7)
Our focus is now on the simulation of (σ2, σ12) since σ22 can be obtained by σ
2 + σ212. It
will become clear that such reformulations greatly simplify the analysis.
3 Posterior inference
Given the latent data y∗j =
(
y∗j1, y
∗
j2, · · · , y
∗
jT
)
, j = 1, 2, equations (1) and (2) can be written
as,
y∗t = Xtγ + t (8)
where y∗t = (y
∗
1t, y
∗
2t)
′, γ = (φ′1, β
′
1, φ
′
2, β
′
2)
′, t = (1t, 2t)
′, and
Xt =
(
y∗
′
1t x
′
1t 0 0
0 0 y∗
′
2t x
′
2t
)
From (8), the (complete-data) likelihood function is,
(2pi)−
2(T−p)
2
∣∣Σ−1∣∣ (T−p)2 exp

−12
T∑
t=p+1
(y∗t −Xtγ)
′Σ−1(y∗t −Xtγ)

 (9)
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In order to complete the framework for Bayesian inference, we assume that the priors
are,
pi(γ, σ12, σ
−2) = pi(γ)pi(σ12)pi(σ
−2)
i.e., all priors are independent. To be more specific, the prior of γ is normally distributed as
pi(γ) ∼ N (γ0, G0), the prior of the covariance term σ12 is also normal as pi(σ12) ∼ N (r0, s0)
and the prior of σ−2 is gamma distributed as pi(σ−2) ∼ G(ν0, δ0).
3.1 Full conditional distributions
It is clear that the main difficulty in estimating the model is due to the presence of the
latent values y∗ =
(
y∗
′
1 , y
∗′
2 , · · · , y
∗′
T
)′
. Therefore, we augment the data space by drawing
the latent values from their respective full conditional density and, given the latent data,
derive the full conditionals of the model parameters γ, σ12 and σ
−2.
1. Combined with the prior γ ∼ N (γ0, G0), the full conditional density of γ is:
γ|y∗, θ\γ ∼ N (γn, Gn) (10)
where
γn = Gn

G−10 γ0 +
T∑
t=p+1
X ′tΣ
−1y∗t

 (11)
Gn =

G−10 +
T∑
t=p+1
X ′tΣ
−1Xt


−1
(12)
2. Given y∗ and γ, 1t and 2t are treated as known since they can be obtained by
1t = z1t − z
′
1tφ1 − x
′
1tβ1
2t = z2t − z
′
2tφ2 − x
′
2tβ2
Combining the prior of σ12 ∼ N (r0, s0) with (6), i.e.,
(2pi)−
T−p
2 (σ−2)
T−p
2 exp
{
−
1
2σ2
(2 − σ121)
′(2 − σ121)
}
(13)
we can derive the full conditional density of σ12 to be,
σ12|z, θ\σ12 ∼ N (rn, sn) (14)
5
where
rn = sn
(
s−10 r0 + 
′
12/σ
2
)
(15)
sn =
(
s−10 + 
′
11/σ
2
)−1
(16)
3. Similarly, combining the prior of σ−2 ∼ G(ν0, δ0) with the likelihood from (13), the
full conditional density of σ−2 is,
σ−2|y∗, θ\σ−2 ∼ G(νn, δn) (17)
where
νn = ν0 +
n
2
(18)
δn = δ0 +
(2 − σ121)
′(2 − σ121)
2
(19)
4. The full conditional of y∗1 :
It is clear that the key point to this model is the simulation of the latent data y∗ =
(y∗
′
1 , y
∗′
2 )
′. As can be shown, the full conditional density of y∗1t is,
y∗1t|yit = 1, y
∗
1,\t, y
∗
2t, θ ∼ T N (0,∞)
(
µ¯1t, σ¯
2
1
)
(20)
y∗1t|yit = 0, y
∗
1,\t, y
∗
2t, θ ∼ T N (−∞,0])
(
µ¯1t, σ¯
2
1
)
(21)
The y∗1t is sampled from the range (0,∞) when y1t = 1 and from (−∞, 0] when y1t = 0.
5. The full conditional of y∗2 :
In a similar way, it can be shown that the full conditional density of y∗2t is,
y∗2t|y
∗
1t, y
∗
2,\t, θ ∼ N
(
µ¯2t, σ¯
2
2
)
(22)
4 Empirical results
For illustration, we consider a first-order dynamic sample selection model, i.e., p = 1, to
analyze the firm’s decisions on dividend payouts over time. The data of dividends, including
both cash and stock dividends, and earnings per share (eps) of the Grape King Inc. (code
number 1707) are taken from the AREMOS databank, Ministry of Education, Taiwan. In
particular, the sample period starts from 1982 and ends in 2003, with a total of 22 annual
observations. The relevant information is provided in Figure 1.
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Figure 1: The data of y1 (left panel; 1 denotes that the company pays dividends and 0 means
that the company doesn’t pay any dividend), y2 (middle panel; the amount of dividend paid
by the company) and eps (right panel; the earnings per share), respectively.
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By applying the Gibbs sampler for 10, 000 iterations, after discarding the first 10, 000
random variates to mitigate the effect of initial values, the relevant moments and percentiles
of the parameters are summarized in Table 1.
Table 1: The results of the first-order dynamic sample selection model
mean std median 2.5% 5% 95% 97.5%
φ1 0.7523 0.2054 0.8059 0.1764 0.3249 0.9802 1.0261
β10 −0.5461 0.4738 −0.5347 −1.5109 −1.3539 0.1995 0.3366
β11 0.8552 0.4474 0.8065 0.0993 0.1925 1.6775 1.8075
φ2 0.1381 0.2176 0.1399 −0.2991 −0.2234 0.4899 0.5687
β20 0.5813 0.2037 0.5749 0.1943 0.2548 0.9331 1.0067
β21 0.3172 0.0893 0.3198 0.1310 0.1689 0.4596 0.4889
σ12 −0.1385 0.1402 −0.1699 −0.3578 −0.3236 0.1474 0.2094
σ22 0.0690 0.0387 0.0592 0.0268 0.0301 0.1395 0.1651
† The results are based on 10, 000 random variates from Gibbs sampler after
discarding the first 10, 000 iterations.
It can be seen that the AR(1) coefficient in the (first) selection equation, i.e., φ1, has
a posterior mean of 0.7523 with standard deviation 0.2054. According to either 90% or
95% Bayesian confidence intervals, it is significantly positive. In other words, this evidence
indicates that the intention of firm’s whether-to-pay decision is persistent over time. In
contrast, the AR(1) parameter in the (second) outcome equation, i.e., φ2, has a positive
posterior mean of 0.1381 with standard deviation 0.2176. Clearly, it is not significantly
different from zero judged by either 90% or 95% Bayesian confidence intervals. Unlike the
result in the selection equation, we find no evidence in support that the firm’s (optimal)
desirable amount of dividend payouts are related between adjacent time periods. However,
the effects of earnings per share (eps) on the decisions of whether-to-pay and how-much-
to-pay, measured by the coefficients β11 = 0.8552 and β21 = 0.3172 (posterior means), are
both significantly positive relative to the Bayesian 90% or 95% confidence intervals.
5 Conclusions
This paper proposes a novel dynamic sample selection model and offers a Bayesian simulation-
based estimation procedure for making posterior inference. In particular, we derive all the
relevant full conditional densities required for implementing the Gibbs sampler. For illus-
tration of its practical use, we apply the model to analyze the firm’s whether-to-pay and
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how-much-to-pay decisions over time. Based on the annual sample from 1982 to 2003 of
Grape King Inc., empirical results show that the decisions of whether-to-pay are correlated
over time but the decisions of how-much-to-pay are not. In addition, as expected, the earn-
ings per share variable affects positively the desires of whether-to-pay and how-much-to-pay
decisions.
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Appendix
Note that, (
y∗1t
y∗2t
)
∼ N
[(
y∗
′
1tφ1 + x
′
1tβ1
y∗
′
2tφ2 + x
′
2tβ2
)
,
(
1 σ12
σ12 σ22
)]
(23)
Then,
y∗1t|y
∗
2t ∼ N (µ1t, ω11) (24)
where,
µ1t = y
∗′
1tφ1 + x
′
1tβ1 +
σ12
σ22
(
y∗2t − y
∗′
2tφ2 − x
′
2tβ2
)
ω11 = 1−
σ212
σ22
Or, we can re-write (24) as,
y∗1t = φ11y
∗
1,t−1 + φ12y
∗
1,t−2 + · · ·+ φ1py
∗
1,t−p + x
′
1tβ1 +
σ12
σ22
2t + η1t (25)
where η1t ∼ N (0, σ
2
η1
) with σ2η1 = 1− σ
2
12/σ22.
Let N = min(T, t + p). Conditioning upon the parameters and all the other complete data,
the relevant full conditional distribution of y∗1t is:
p(y∗1t|y
∗
1\t, y
∗
2 , θ)
= p(y∗1t|y
∗
11, · · · , y
∗
1t−1, y
∗
1t+1, · · · , y
∗
1T )
∝ p(y∗1t, y
∗
1t+1, · · · , y
∗
1T |y
∗
11, y
∗
12, · · · , y
∗
1t−1)
∝ p(y∗1t, y
∗
1t+1, · · · , y
∗
1N |y
∗
1t−1, y
∗
1t−2, · · · , y
∗
1t−p)
∝ p(y∗1t|y
∗
1t−1, y
∗
1t−2, · · · , y
∗
1t−p)
×p(y∗1t+1|y
∗
1t, y
∗
1t−1, · · · , y
∗
1t−p+1)
× · · · × p(y∗1N |y
∗
1N−1, y
∗
1N−2, · · · , y
∗
1N−p)
∝ exp
{
−
1
2σ2η1
(
y∗1t − φ11y
∗
1t−1 − · · · − φ1py
∗
1t−p − x
′
1tβ1 −
σ12
σ22
2t
)2}
× exp
{
−
1
2σ2η1
(
y∗1t+1 − φ11y
∗
1t − · · · − φ1py
∗
1t−p+1 − x
′
1t+1β1 −
σ12
σ22
2t+1
)2}
× · · · × exp
{
−
1
2σ2η1
(
y∗1N − φ11y
∗
1N−1 − · · · − φ1N−ty
∗
1t − x
′
1Nβ1 −
σ12
σ22
2N
)2}
∝ exp
{
−
1
2σ2η1
[
y∗21t − 2(wt,1)y
∗
1t
]}
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× exp
{
−
1
2σ2η1
[
φ211y
∗2
1t − 2(φ11wt,2)y
∗
1t
]}
× · · · × exp
{
−
1
2σ2η1
[
φ21N−ty
∗2
1t − 2(φ1N−twt,N−t+1)y
∗
1t
]}
where
w1t,1 = φ11y
∗
1t−1 + · · · + φ1py
∗
1t−p + x
′
1tβ1 +
σ12
σ2 + σ212
2t
w1t,i = y
∗
1t+i−1 −
p∑
j=1,j 6=i−1
φ1jy
∗
1t+i−1−j − x
′
1t+iβ1 −
σ12
σ2 + σ212
2t+i
and t = 2, 3, · · · , N − t + 1.
By completing squares, we can simplify the above equation to obtain,
exp

−
1
2
(
σ2η1
1+φ211+···+φ
2
1N−t
)
[
y∗1t −
w1t,1 + φ11w1t,2 + · · · + φ1N−tw1t,N−t+1
1 + φ211 + · · ·+ φ
2
1N−t
]2

= exp
{
−
1
2σ¯21
(y∗1t − µ¯1t)
2
}
where the mean and variance are,
µ¯1t =
w1t,1 + φ11w1t,2 + · · ·+ φ1N−tw1t,N−t+1
1 + φ211 + · · · + φ
2
1N−t
(26)
σ¯21 =
σ2η1
1 + φ211 + · · ·+ φ
2
1N−t
(27)
We know that,
y∗2t|y
∗
1t ∼ N (µ2t, ω22) (28)
where,
µ2t = y
∗′
2tφ2 + x
′
2tβ2 + σ12
(
y∗1t − y
∗′
1tφ1 − x
′
1tβ1
)
ω22 = σ
2
and we can re-write (28) as,
y∗2t = φ21y
∗
2,t−1 + φ22y
∗
2,t−2 + · · ·+ φ2py
∗
2,t−p + x
′
2tβ2 + σ121t + η2t (29)
where η2t ∼ N (0, σ
2
η2
) with σ2η2 = σ
2.
As above, the relevant full conditional distribution of y∗2t is:
y∗2t ∼ N (µ¯2t, σ¯
2
2) (30)
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where
µ¯2t =
w2t,1 + φ21w2t,2 + · · ·+ φ2N−tw2t,N−t+1
1 + φ221 + · · · + φ
2
2N−t
(31)
σ¯22 =
σ2η2
1 + φ221 + · · ·+ φ
2
2N−t
(32)
and, for t = 2, 3, · · · , N − t + 1,
w2t,1 = φ21y
∗
2t−1 + · · ·+ φ2py
∗
2t−p + x
′
2tβ2 + σ121t
w2t,i = y
∗
2t+i−1 −
p∑
j=1,j 6=i−1
φ2jy
∗
2t+i−1−j − x
′
2t+iβ2 − σ121t+i
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