INTRODUCTION AND STATEMENT OF THE RESULTS
It is now well established since the work of Reshetnyak [12] and Ball [3] that if Q is a bounded open set of R", if E denotes a sequence which tends to 0 and if p > n, then U, -u weakly in W',P(s2; KY) =S det Vu, -det Vu in g'(Q).
(1.1)
The convergence of the Jacobian determinant of course takes place in the weak topology of L"'"(Q) whenever p > n. Actually if one assumes U, and u to belong to W'~"(Q; W) then the above result ( 1.1) still holds true for p > n'/(n + 1) since when u belongs to W'~"(Q; R") one has det Vu = Det Vu, (1.2) where Det Vu denotes the "distributional determinant" defined in formula (2.1) below (see, e.g., Ball and Murat [6, p. 2491 for a summary of the properties of det and Det). The aim of the present paper is to prove that the sequential continuity (1.1) does not hold when 1< p < n'/(n + 1). THEOREM 1. Let n > 2, p 3 1, ucr u in W's"(8; UY), and u, -u weak!v in w'3qQ; W).
(i) Zfp > n'/(n + l), then det Vu, -det Vu in 9'(Q). (1.3) (ii) Zfp = n2/(n + l), there exists p in 9'(Q) (with p #O in general) such that for a subsequence E' det Vu,. -det Vu + ,u in 9'(Q).
(1.4) (iii) If 1 G p<n2/(n + l), there exist u, and u in W'~"(Q; KY'), with u, -u weakly in W'*p(Q, KY'), and cp in 9(Q) such that i det Vu,(x) q(x) dx + co. (ii) The last part of Theorem 1 shows that in general det Vu, does not converge (to anything) in the sense of distributions when 1 <p cn2/(n + 1). In the case p = n2/(n + l), det Vu, does converge in the sense of distributions (and even in the so-called vague topology of Radon measures, i.e., in the weak * topology of A'(Q)) but in general not to det Vu.
(iii) The hypothesis that u, and u belong to W',"(Q; FP) is assumed in order to give a meaning to det Vu as a function of L'(Q). This restriction is unimportant for what concerns the second and third points of Theorem 1 since there are negative results.
Let us mention in contrast that (1.3) continues to hold if u, and u only belong to W'*P(Q; IR") (with p > n'/(n + 1)) when det Vu, and det VU are replaced by the distributional determinants Det Vu, and Det Vu. Note also the recent result obtained by Miiller [ 111 who proves that Det Vu = det VU if p > n'/(n + 1) whenever the distribution Det Vu is assumed to belong to L'(Q).
We next turn out attention to results similar to those of Theorem 1 for Hessian determinants of scalar functions, i.e., for the case of a sequence of functions 0,: 0 c [w" + [w. (1.7)
(iii) Zf n > 3 and 1 <p < n2/(n + 2), there exist v, and u in W'*"(Q), with v, -u weakly in W2*p(Q), and cp in 9(a) such that s det V'u,(x) q(x) dx + co.
(1.8) R Remarks 2. (i) The first part of Theorem 2 is essentially due to Ball, Currie, and Olver [S]. We shall however give below a simple proof of this fact for the sake of completeness.
(ii) The case n = 2, p = n'/(n + 2) = 1 appears as a border line case, since the Hessian determinant is weakly continuous in this case (cf. (1.6)) while it is not in the case n b 3 and p = n2/(n + 2) (cf. (1.7) ). This is due to the fact that here V2v, is a sequence which is assumed to weakly converge in (Lp(Q))"; but the weak convergence in L'(Q) is a much stronger assumption than the boundedness in L'(Q), in contrast with Lp(Q) where the two assumptions are equivalent up to the extraction of a subsequence. We will indeed prove that for n = 2, p = n'/(n + 2) = 1 and for a sequence U, and a v in w','(Q) such that llvell W2.'(Q) G c, v, -v in 9'(Q) one can extract a subsequence E' such that det V2v,, -det V2v + p in 9(Q), (1.9) where p is a distribution which is non-zero in general (compare with (1.6)).
We finally turn our attention to the case of radial functions. Let B be the unit ball of R" and define for p 2 1 (4 R"): 4~) =f(lxl) ;}. for any p 2 1, which proves the above assertion.
Therefore, since the second and third parts of Theorems 2 and 3 are "negative" results, we will only give examples of radial functions U, proving the second and third parts of Theorem 3; this provides examples U, proving the second and third parts of Theorem 3. Since the first part of Theorem 2 is a "positive" result, it can be deduced from the first part of Theorem 2. We will nevertheless give a separate proof.
(ii) In the second part of Theorem 3, AS, stands for the Laplacian of the Dirac mass defined by (cloy cp> = W*dW t'q E GB( B).
The constant c depends not only on the limit U, but also on the subsequence u,, itself; it is explicitly given by
where S,_, is the area of the unit sphere of R" (i.e., S,-I = j,+= i ds) (cf. Note that the functions u, do not belong to W'%"(sZ; R"); thus det Vu, is a measurable function which is only defined almost everywhere. In the quoted example, it actually differs from Det Vu, by a sum of Dirac masses.
(ii) There exists u,, u in C'(B; W) and cp in 9(Q) such that
it is sufficient for that to consider (cf. Acerbi, Buttazzo, and Fusco [ 11) the case (4, (xl = fi sin(x,le), ). In the statement above, the assertion U, E W'*"(Q; W) can be relaxed, but some smoothness on U, has to be assumed.
PROOFS OF THE RESULTS
Proof of Theorem 1. First
Step. The first part of the theorem is classical (cf. Reshetnyak [12] , Ball [3] ).
The second part is also the consequence of well For U, bounded in W'~P(Q; R") with p= n'/(n + l), U, is bounded in Lp*(Q) with l/p, = l/p -l/n, and (uJi adjii(VUE) is bounded in L'(Q) since l/p, + (n -1)/p = 1. Therefore det VU, is the sum of first order derivatives of bounded functions of L'(Q). Extracting a subsequence E', these functions converge in the weak * topology of measures and (1.4) is proved. Note that the whole sequence det Vu, does not converge in 9'(Q) in general, as it is easily seen by considering a sequence such that for p=n2/(n+1) U, -u weakly in W'3p (12; Rn) and det VU, -det VU + p in .9'(Q) with p # 0 and by defining a new sequence U, by taking sometimes U, = U, and sometimes ii, = U.
Second
Step. It only remains to prove that ,u can be non-zero in (1.4) and to establish the third part of Theorem 1. We now claim that we can find q~g(B) so that 
The result (2.6) and thus Theorem 1 follow at once. i
Remark 5. Note that the sequence given by (2.2) is not radial. In contrast it will result from the proof of Theorem 3 that for q(x) = -x,p(x) (with p E 9(B) and p(x) = 1 if 1x1 < l/2), and for the radial function v, defined by v,(x) =f,(r)x/r (with f, given by (2.4)), one has [ detVv,cpdx+O.
JE
Proof of Theorem 2. First Step. Although the first part of Theorem 2 is already proved in Ball, Currie, and Olver [S] we recall the proof for the convenience of the reader.
We begin with the study of the case where n=2, since otherwise the notation is heavy and may make obscure the idea of the proof which in fact is very simple. Observe first that for v in C4(Q), 52 c R2, one has
Approximating a function of W2,2(Q) by a sequence of smooth functions proves that (2.7) holds true in the sense of distributions for any v in w2*2(Q). Consider now a sequence v, and a v in W2~2(12), with v, tending to v weakly in WZsp(12) for some p > 1. From (2.7) we deduce that for any cp in WQ) ss det V'v, cp dx dy R a%, a*q a%, a$ 2v a%, a5+3 V&ay2dXZ+v&~ay2 --"axayaxay dx dy. (2.8) When p > 1, the sequence u, is bounded in Co,a(D) for some a > 0 and it is easy to pass to the limit in the right hand side of (2.8). This proves that det V2ve tends to det V2v in g'(Q), i.e., (1.6) .
This result continues to hold for p = 1. Indeed for Sz c R2 the Sobolev's embedding theorem holds true in the limit case of W'*'(Q), yielding llwll LX(R) G c, llwll W'(Q)?
as it is easily seen from the formula 
R ay ax
The same proof holds for the other terms of the right hand side of (2.8) and proves (1.6) for n=2, p= 1. The previous proof does not continue to hold if the hypothesis that v, converges weakly to v in W231(f2) is replaced by II&II w*.'(Q) G c, v, -v in g'(Q) since in this case a2u,/ay2 does not weakly converge to d2u/ay2 in L'(Q). Nevertheless according to (2.9) and for a subsequence E' and a Radon measure y JJ a%a, azq --dxdy+ R '8' ay2 ax2
Passing to the limit in the other terms of the right hand side of (2.8) proves that in this setting det V2vEf -det V2v + p in g'(Q) for a certain distribution p, i.e., (1.9). It remains to see that p can be non-zero, but this will follow from a radial example, cf. Remark 3(i) and the second step of the proof of Theorem 3.
Second
Step. We now consider the general case where n 2 3 and p > n'/(n + 2); the proof is essentially the same as the above one. The formula which replaces (2.7) is now Since Cj$(V*v,) itself is the determinant of some (n -2) x (n-2) matrix and since p > n2/(n + 2) 2 (n -2), a proof by induction on n (see, e.g., Dacorogna [S, Formula (6), p. 1731) implies that hi, = CiI(V2u). Using (2.13) for v implies the desired convergence det V2ua -det V*v in 9'(Q), i.e., ( 1.6).
Third
Step. It remains to prove that p can be non-zero in (1.7) and to prove (1.8) . By the observation that radial functions are in fact gradients (cf. Remark 3(i)) the examples of radial functions proving (1.12b) and (1.13) which will be exhibited below, automatically prove (1.7) and (1.8), respectively. m To prove Theorem 3 we will use the following lemma: This implies that for n = 2 which completes the proof of (2.18) when n = 2.
In the case where n > 3, another proof of (2.18) consists in using the Bliss inequality (see Bliss [7] ) which asserts that for every u with v(0) = U( 1) = 0 and every 1 <a < /I one has
(the case c-x = fi is just Hardy's inequality). Indeed setting and thus
With the help of (2.19), this proves (2.18) again.
Second
Step. We now prove (2.14) for n > 2 and p > n'/(n + 2). We first observe that for every q > n2/2 one has Fixing some q with n*/2 <q<p* and combining (2.22) and (2.21) proves (2.14) in the case where n > 2 and p > n'/(n + 2).
Third
Step. We now prove (2.14) in the border line case where n = 2 and p = n'/(n + 2) = 1. Note first that for any fixed A > 0 24,-z4in W','(B; W2)*,fz-f in W','(;l, l)* f, -f in CO(CA 11). where B, denotes the ball B, = {x E R"; 1x1 < A}. Since U, is assumed to weakly converge in b@'(B; R*), the last quantity is small uniformly in E when A is small. Combined with (2.23) this proves (2.14) when n=2 and p= 1. Combining (2.25) and (2.26) we have found for n = 2, p = 1, a = 1 a radial example such that )Iu,II w~,~(B; R~) < Co, u, tends to 0 in 9'(52; R2), and jh r(f,(r))* dr + 2/3. This proves the last part of Lemma 4. Note that in this example u, does not converge weakly to 0 in W','(B; rW*).
Similarly for n 2 3, 1 <p< n'/(n + 2), a = (n -p)/p we have found an example satisfying (2.16). 1
Proof of Theorem 3. The first part of Theorem 3 is a consequence of Theorem 2 (see Remark 3(i)). We nevertheless present a proof of this fact based on the same ideas which allows one to prove the second part of the theorem.
First
Step. As it will appear the only difficulty in the proof is the behaviour of det Vu, at the origin. We thus write for a given function cp E g (B) qo ( Recall that for any function U, in R::(B), f, is continuous on [0, 11. Integrating the various terms of the right-hand side of (2.27) and using in particular the formula r2f Xr)(fAr))"-
we obtain for any function U, in R::(B) Step. Consider now the cases where n 2 3 and p > n'/(n + 2) or n = 2 and p>n*/(n +2) = 1. The first part of Lemma 4 proves that the second and the third terms of (2.29) tend to 0 since )2Q(r) + r(dG/dr)(r)) < Cr. This proves the first part of Theorem 3.
If n 23 and p=n*/(n + 2), the second term of ( When n = 2, p= n/(n + 2) = 1 and when the hypothesis that U, tends weakly to u in w'*'(Q; W') is replaced by II&II W'.'(f2;R2) G c, 24, -24 in g'(52, OX*) a proof similar to the proof above using now (2.20) proves that (1.14) holds true. Third Step. It remains to construct an example satisfying (1.13), and to prove that c can be non-zero in (1.12) . This is easily done by considering some cp in g(B) such that q(x) = XT for 1x1 < l/2. In this case o is identically zero in the ball 1x1 < l/2 and thus the third term of (2.29) vanishes for U, satisfying (2.16) or (2.17). This proves the third part of Theorem 3. 1 Remarks 6. (i) It is worthwile to note the difference between the proof of Theorem 3 and the proof of the third part of Theorem 1. While in (2.27) the term corresponding to Vq(O)x is zero by symmetry since U, is a radial function, this is not the case for the function defined by (2.2) . This explains why the non-radial case stops at p = n*/(n + 1) while the radial case stops at p = n'/(n + 2).
(ii) Recall that when u belongs to RtjP(B) with pan, the corresponding function f is absolutely continuous on [0, 1 J with f(0) = 0 (see, e.g., Ball [4] or Ball and Murat [6] ); in contrast when 1 6 p < n, f is no more continuous at r = 0 and lim su~,+~f(r) can be + cc (consider, e.g., the example f(r) = rP"(2 + sin r) with 0 < a < (n -p)/p).
Consider therefore the case of radial functions in R>bP(B) with p <n, where f, and f belong to C'( [0, l]), which allows one to define fE(0) and f(0) as well as det Vu, =f:(r)(f,(r)/r)"-' and det Vu as functions of L'(Q). If we moreover assume that { U, -u weakly in W1,P(B; II??) with p > n'/(n + 2) (f,(0))n tends to some limit as E + 0, revisiting (2.27), (2. It is worthwhile to note that (2.31) does not continue to hold when p < n2/(n + 2) in (2.30); indeed for p = n2/(n + 2) the second part of Theorem 3 shows that when f,(O) = f(0) = 0, det Vu, -det Vu tends to c A6, in L@'(a) and not to zero; for p < n'/(n + 2), det Vu, does not converge in the sense of distributions (see the third part of Theorem 3).
