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THE PERTURBATION OF THE QUANTUM
CALOGERO-MOSER-SUTHERLAND SYSTEM AND RELATED
RESULTS
YASUSHI KOMORI AND KOUICHI TAKEMURA
Abstract. The Hamiltonian of the trigonometric Calogero-Sutherland model
coincides with a certain limit of the Hamiltonian of the elliptic Calogero-Moser
model. In other words the elliptic Hamiltonian is a perturbed operator of the
trigonometric one.
In this article we show the essential self-adjointness of the Hamiltonian
of the elliptic Calogero-Moser model and the regularity (convergence) of the
perturbation for the arbitrary root system.
We also show the holomorphy of the joint eigenfunctions of the commuting
Hamiltonians w.r.t the variables (x1, . . . , xN ) for the AN−1-case. As a result,
the algebraic calculation of the perturbation is justified.
1. Introduction
The Hamiltonian of elliptic Calogero-Moser model is given as follows ([8]),
H := −1
2
N∑
i=1
∂2
∂x2i
+ β(β − 1)
∑
1≤i<j≤N
℘(xi − xj).(1.1)
where β is the coupling constant.
This Hamiltonian reduces to that of the trigonometric Calogero-Sutherlandmodel
by setting τ → √−1∞, where τ is the ratio of two basic periods of the elliptic func-
tion.
As for the trigonometric Calogero-Sutherland model, it is well-known for special-
ists that their eigenstates are given by the Jack polynomials (or the AN−1-Jacobi
polynomials). So far, many researchers have studied the Jack polynomials and its
q-deformed version, the Macdonald polynomials, and clarified various properties
such as the orthogonality, the norms, the Pieri formula, the Cauchy formula, and
the evaluations at (1, . . . , 1). The Calogero-Sutherland model is extended to those
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associated with simple Lie algebras. From this point of view the Hamiltonian (1.1)
is called the AN−1-type. Studies of these models are being developed by using their
algebraic structures.
In contrast with the trigonometric models, the elliptic models are less investi-
gated and the spectrum or the eigenfunctions are not sufficiently analyzed. There
are, however, some important progress due to Felder and Varchenko. They clarify
that the Bethe Ansatz works well for the AN−1-type elliptic Calogero-Moser model
([1]). Although this method may have applications to the spectral problem and
indeed some partial results are obtained in the article ([10, 11]), we will employ
another approach in the present article.
In this article, we will add some knowledges of the elliptic Calogero-Moser model
based on the analysis of the trigonometric model, which we will explain below.
One topic is the essential self-adjointness of the elliptic Calogero-Moser model for
the arbitrary root system. Firstly we will establish it for the trigonometric model
by taking the Jacobi polynomials as its domain in the space of square integrable
functions. We will obtain the elliptic version by perturbation.
Second topic is to obtain the eigenvalues and the eigenfunctions of the elliptic
Calogero-Moser model for arbitrary root systems. There are at least two ways to
perform it. The one is to use the Bethe Ansatz method, which is valid only for the
AN−1 case. From this viewpoint some results are obtained in ([10, 11]). The other is
to use the well-developed perturbation theory, which we will consider in this article.
We regard the Hamiltonian of the elliptic Calogero-Moser model as the perturbed
operator of the Calogero-Sutherland model by the parameter p = exp(2πτ
√−1).
We have so abundant knowledge about the eigenvalues and the eigenfunctions of
the Calogero-Sutherland model that we can apply the perturbation method. Then
we will obtain the eigenvalues and the eigenfunctions as a formal power series of p.
In general, such formal power series does not converge. For example, consider the
operator H := − d2dx2 +x2+αx4, then the formal power series of the eigenvalues and
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eigenfunctions diverge for any α 6= 0. However, in our cases, the formal power series
converges if p is sufficiently small. The convergence is assured by the functional
analytic method introduced by Kato and Rellich. We mean the convergence of the
eigenfunctions in the L2-norm sense.
The other topics are the holomorphy of the eigenfunctions, the relationship with
the higher commuting operators, and giving the elliptic analogue of the Jacobi poly-
nomials, which are valid for the AN−1 case. The Kato-Rellich method does not give
the holomorphy a priori. We will obtain the holomorphy by using several proper-
ties of the Jack (or the AN−1-Jacobi) polynomials. Thanks to the holomorphy, the
eigenspaces of the second-order Hamiltonian are compatible with the higher com-
muting operators. By considering the joint eigenfunctions of the Hamiltonian and
the higher commuting operators, we see the well-definedness of an elliptic analogue
of the AN−1-Jacobi polynomials.
We remark that Langmann obtained the algorithm for constructing the eigen-
functions and eigenvalues as the formal power series of p. ([5]) His algorithm would
be closely related to our one which is explained in section 4.3.
There are some merits for the perturbation method comparing to the Bethe
Ansatz method. The calculation of the perturbation does not essentially depend
on the coupling constant β though the calculation of the Bethe Ansatz method
strongly depends on β. In addition, the Bethe Ansatz method is applied to the
AN−1 type and β ∈ Z>1 cases, but the perturbation method may be valid for all
types and the coupling constant does not need to be an integer.
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2. Jacobi polynomials and self-adjointness
The Hamiltonians of the trigonometric and the elliptic Calogero-Sutherlandmod-
els are respectively given by
HT := −∆+
∑
α∈R+
kα(kα − 1)|α|2
( 1
4 sin2(〈α, h〉/2) −
1
12
)
,(2.1)
HE := −∆+
∑
α∈R+
kα(kα − 1)|α|2℘(〈α, h〉),(2.2)
where the coupling constant kα is real and invariant under the action of the Weyl
group kα = kwα, and ℘(x) = ℘(x;π, πτ) is the Weierstrass ℘ function. For our later
convenience, we have subtracted a constant term from the original trigonometric
Hamiltonian. ∆ is the Laplacian on T := hR/2πQ
∨. By using the variable p =
exp(2τπ
√−1), we often write HE(p) = HE in order to emphasize the dependency
of p. In this notation, we have HT = HE(0).
We first show that the Hamiltonian of the trigonometric model is defined on
a dense subspace of L2(T, dµ)W where µ is the normalized Haar measure, and is
essentially self-adjoint with respect to the inner product
(f, g) :=
∫
T
f · g.(2.3)
We denote by ‖ · ‖ := (·, ·)1/2 the norm in L2(T, dµ). We define HT and HE on
C2(T )W ∩ D(V ), where D(V ) denotes the domain of the multiplication operators
in (2.1) and (2.2). Then we see that these operators are symmetric.
If kα ≥ 2, HT has a C2-class W -invariant eigenfunction
HT∆ = E0∆,(2.4)
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where
E0 = (ρ(k)|ρ(k)) − e0,(2.5)
e0 =
1
12
∑
α∈R+
kα(kα − 1)|α|2,(2.6)
ρ(k) =
1
2
∑
α∈R+
kαα,(2.7)
∆ =
∏
α∈R+
| sin(〈α, h〉/2)|kα .(2.8)
Let C[P ] be the polynomial ring of the weight lattice P . For each λ, let eλ denote
the corresponding element, so that eλeµ = eλ+µ and e0 = 1. We also regard the
element eλ as a function on T by the rule eλ(h˙) := e
√−1〈λ,h〉 where h˙ ∈ T is the
image of h ∈ hR. Let mλ for λ ∈ P+ be the monomial symmetric functions
mλ := |Wλ|−1
∑
w∈W
ewλ =
∑
µ∈Wλ
eµ,(2.9)
where Wλ denotes the stabilizer of λ in W . The set {mλ|λ ∈ P+} forms a basis of
C[P ]W . Define the partial order ≺ in P by
ν  µ⇔ µ− ν ∈ Q+.(2.10)
Let ‖ ·‖∆ and (·, ·)∆ denote the norm and the inner product in L2(T,∆2dµ) respec-
tively.
Definition 1 (Heckman-Opdam). There exists a family of polynomials {Jµ|µ ∈
P+} which consists of a basis of C[P ]W satisfying the following conditions:
Jµ = mµ +
∑
ν≺µ
uµνmν ,(2.11)
(Jµ, Jν)∆ = 0, if µ 6= ν.(2.12)
Let H0 := ∆
−1HT∆. Then these polynomials are characterized by the operator
H0 as its eigenfunctions.
Proposition 2.1.
H0Jµ = EµJµ,(2.13)
where Eµ = (µ+ ρ(k)|µ+ ρ(k))− e0.
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It is well known that the normalized Jacobi polynomials J˜λ (λ ∈ P+) form a
complete orthonormal system in the space L2(T,∆2dµ)W with the inner product
(·, ·)∆ if kα ≥ 0. It follows that
Lemma 2.2. Assume kα ≥ 0. Then P := C[P ]W∆ is a dense subspace in L2(T, dµ)W .
Theorem 2.3. Assume kα ≥ 2. Then HT is essentially self-adjoint on P.
Proof. From Proposition 2.1 and P ⊂ C2(T )W ∩ D(V ) we see that Jλ∆ are the
eigenfunctions of HT . Then the theorem is obtained from Lemma 2.2 since it
implies that the range of (HT ± i) is dense.
If 0 < kα < 2, then ∆ 6∈ C2(T )W ∪ D(V ) and P is not an appropriate domain
for HT . However Theorem 2.3 is generalized in the following sense in terms of the
adjoint operator H∗T :
Theorem 2.4. Assume kα ≥ 0. Then H∗T |P is essentially self-adjoint on P.
We rewriteHE(p) =W(p)+HT , whereW(p) = (HE(p)−HT ) is a multiplication
operator with
W(p)(h) :=
∑
α∈R+
kα(kα − 1)|α|2
(
℘(〈α, h〉)− 1
4 sin2(〈α, h〉/2) +
1
12
)
.(2.14)
By the formula (A.13), we see that
‖W(p)u‖ ≤ ‖W(p)‖max‖u‖,(2.15)
since the function W(p)(h) is a continuous function on T . This implies that W(p)
is bounded. Hence we have H∗E(p) =W(p)∗ +H∗T .
Theorem 2.5 ([4]). Let −1 < p < 1 and kα ≥ 0. Then H∗E(p)|P is essentially
self-adjoint on P.
Proof. The symmetry of the operatorW(p) is trivial. Then we deduce thatW(p)+
H∗T |P is essentially self-adjoint on P .
In the next section, we abuse the symbols HT and HE(p) for H∗T |P and H∗E(p)|P .
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3. Perturbation in the L2-space
In this section, we employ the variable p with |p| < 1 instead of τ as a parameter
of perturbation and treat mainly the gauge-transformed Hamiltonian defined below
with kα > 0. For a linear operator T , we denote by D(T ) its domain and by R(T )
its range respectively.
3.1. The resolvent in the L2 space. For a bounded linear operator A, we denote
by ‖A‖ the operator norm, i.e., ‖A‖ := sup‖v‖∆=1 ‖Av‖∆. We set
W (p) := ∆−1(HE(p)−HT )∆(=W(p)),(3.1)
T (p) := ∆−1HE(p)∆.(3.2)
Then T (p) = H0 +W (p) is a closable operator on L
2(T,∆2dµ)W with D(T (p)) =
C[P ], and particularly if −1 < p < 1, T (p) is an essentially self-adjoint operator.
Here W (p) is a bounded operator on L2(T,∆2dµ)W with an upper bound,
‖W (p)‖ ≤Wmax(p) := 4
∞∑
n=1
n|p|n
1− |p|n ·
∑
α∈R+
kα(kα − 1)|α|2,(3.3)
which is monotonous with respect to |p| and tends to 0 as p→ 0.
Let T˜ denote the closure of a closable operator T . Then T˜ (p) for p ∈ (−1, 1) is
the unique extension of T (p) to the self-adjoint operator. In particular H˜0 = T˜ (0)
is the self-adjoint extension of H0. T˜ (p) is a self-adjoint holomorphic family [3].
Notice that the spectrum of the operator H˜0 is discrete. Let σ(H˜0) be the set of
the spectrum and let ρ(H˜0) be the resolvent set of the operator H˜0. We have
σ(H˜0) = {(λ+ ρ(k)|λ+ ρ(k)) − e0|λ ∈ P+}.(3.4)
The following proposition is obvious.
Proposition 3.1. For each a ∈ σ(H˜0), the corresponding eigenspace {v ∈ L2(T,∆2dµ)W
| H˜0v = av} is finite dimensional.
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For ζ ∈ ρ(H˜0), the resolvent (H˜0 − ζ)−1 is compact and ‖(H˜0 − ζ)−1‖ =
(dist(ζ, σ(H˜0)))
−1. We have
(H˜0 − ζ)−1
∑
λ
cλJλ =
∑
λ
(Eλ − ζ)−1cλJλ,(3.5)
where
∑
λ cλJλ ∈ L2(T,∆2dµ)W and H˜0Jλ = EλJλ. The proof of the Kato-Rellich
theorem also implies the compactness of the resolvent of T˜ (p) for −1 < p < 1.
If ‖(H˜0− ζ)−1W (p)‖ < 1, then (H˜0− ζ)−1(T˜ (p)− ζ) = 1+ (H˜0− ζ)−1W (p) has
a bounded inverse by Neumann series and thus T˜ (p)− ζ has also a bounded inverse
(T˜ (p)− ζ)−1 = (1 + (H˜0 − ζ)−1W (p))−1(H˜0 − ζ)−1(3.6)
=
∞∑
j=0
(−(H˜0 − ζ)−1W (p))j(H˜0 − ζ)−1.
In particular, if ‖(H˜0 − ζ)−1‖ < ‖W (p)‖−1, then the bounded inverse of T˜ (p) − ζ
exists. The right hand side of this expression implies that the resolvent of T˜ (p) is
also compact. By the equality ‖(H˜0− ζ)−1‖ = (dist(ζ, σ(H˜0)))−1 and the equation
(3.4), the resolvent set ρ(T˜ (p)) is included outside the union of the closed disks
dist(ζ, σ(H˜0)) ≤ ‖W (p)‖.
Proposition 3.2. Let T be a closed operator with the resolvent set ρ(T ). Let Γ1,Γ2
be circles which are contained in ρ(T ) and whose interiors are disjoint. We set
Pi := − 1
2π
√−1
∫
Γi
(T − ζ)−1dζ, (i = 1, 2).
Then we have P 2i = Pi and P1P2 = P2P1 = 0.
Proposition 3.3. Let P , Q be bounded operators subject to P 2 = P , Q2 = Q and
‖P −Q‖ < 1. Then we have rankP = rankQ.
Proof. For u ∈ R(Q), we have Pu = u+ Pu−Qu due to Qu = u. Then
‖Pu‖ ≥ (1− ‖P −Q‖)‖u‖,(3.7)
which implies that P |R(Q) : R(Q) → R(PQ) ⊂ R(P ) is one-to-one and rankP ≥
rankQ. Similarly we have rankP ≤ rankQ and hence rankP = rankQ.
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Let Γ ⊂ ρ(H˜0) be a circle and let r = dist(Γ, σ(H˜0)). Then there exists p0 > 0
such that for all |p| < p0, ‖W (p)‖ < r and thus Γ ⊂ ρ(T˜ (p)). Notice ‖(H˜0−ζ)−1‖ ≤
r−1 on Γ. Let
PΓ(p) := − 1
2π
√−1
∫
Γ
(T˜ (p)− ζ)−1dζ.
Then we have
‖PΓ(p)− PΓ(0)‖ ≤ 1
2π
∫
Γ
‖(T˜ (p)− ζ)−1 − (H˜0 − ζ)−1‖|dζ|(3.8)
≤ 1
2π
∫
Γ
∞∑
j=1
‖(H˜0 − ζ)−1‖j+1‖W (p)‖j |dζ|(3.9)
<
( 1
2π
∫
Γ
|dζ|
) r−2‖W (p)‖
1− r−1‖W (p)‖ .(3.10)
Fix ai ∈ σ(H˜0). Since the set σ(H˜0) is discrete, we can choose a circle Γi and
0 < pi such that Γi contains only one element ai inside it and Pi(p) = PΓi(p)
satisfying ‖Pi(p) − Pi(0)‖ < 1 for |p| < pi. By Propositions 3.2, 3.3, we see that
rankPi(p) = rankPi(0) and in particular, Pi(p) is a degenerate operator. By the
proof of Proposition 3.3, we see that Vi(p) := R(Pi(p)) is spanned by the image of
Vi(0) = R(Pi(0)), i.e., the eigenspace of H˜0 with the eigenvalue ai; We choose a
basis of Vi(p) as {Pi(p)J˜λ | λ such that H˜0J˜λ = aiJ˜λ}, where J˜λ is the normalized
Jacobi polynomial. One sees that Vi(p) is a finite dimensional invariant subspace
of T˜ (p) due to the commutativity of Pi(p) and T˜ (p).
Lemma 3.4. The matrix elements of T˜ (p)|Vi(p) : Vi(p) → Vi(p) with respect to
Pi(p)J˜λ are real-holomorphic functions of p.
Proof. We define the functions cµλ(p) and d
µ
λ(p) by
T˜ (p)Pi(p)J˜λ =
∑
µ
cµλ(p)Pi(p)J˜µ,(3.11)
Pi(0)Pi(p)J˜λ =
∑
µ
dµλ(p)J˜µ.(3.12)
Then we see that Pi(0)T˜ (p)Pi(p)|Vi(0) : Vi(0)→ Vi(0) and Pi(0)Pi(p)|Vi(0) : Vi(0)→
Vi(0) are real-holomorphic. Equivalently,
∑
µ c
µ
λ(p)d
ν
µ(p) and d
µ
λ(p) are real-holomorphic.
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By Proposition 3.3, Pi(0)Pi(p)|Vi(0) or the matrix dµλ(p) is invertible, which implies
cµλ(p) is real-holomorphic.
The matrix c(p) = (cµλ(p)) is symmetric. It is known that if all the matrix ele-
ments of the symmetric operator on the finite dimensional vector space are real-
holomorphic, then its eigenvalues and eigenvectors are real-holomorphic. (See [3])
Hence we have
Proposition 3.5. The eigenvalues of T˜ (p) are real-holomorphic and coincide with
ai when p = 0. The eigenfunctions are also real-holomorphic.
Summarizing, we obtain the following theorem.
Theorem 3.6. For each ai ∈ σ(H˜0), there exists pi > 0 such that for −pi < p <
pi, the dimension of the eigenspace whose eigenvalues are included in |ζ − ai| <
Wmax(p) is equal to the dimension of the eigenspace of eigenvalue ai. Moreover the
eigenfunctions and the eigenvalues depend on p real-holomorphically.
If the coupling constants kα(> 0) are all rational numbers, we can estimate the
eigenvalues uniformly. We will explain this below.
Suppose kα are all rational. Let kα = kα,num/kden such that kα,num are integers
and kden is positive integer. Let n be the minimal positive integer such that (P |P ) ⊂
Z/n. Then we see that the spectrum of H˜0 is uniformly separated. To be more
precise, if a, b ∈ σ(H˜0) and a 6= b, we have |a − b| ≥ 1/nkden. Hence if we take p0
as
Wmax(p0) = 1/4nkden,(3.13)
then there exists a set of circles Γi such that for |p| < p0, each Γi ⊂ ρ(T˜ (p)) contains
only one element ai ∈ σ(H˜0) inside it, any two circles never cross, ‖Pi(p)−Pi(0)‖ <
1, and every element of σ(T˜ (p)) is contained inside of some circle Γi.
Therefore we have
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Theorem 3.7. Suppose kα ∈ Q>0 and let p0 be defined in (3.13). Then Theorem
3.6 holds for pi = p0. All eigenvalues of T˜ (p) on the L
2(T,∆2dµ) space are con-
tained in ∪a∈σ(H˜0){ζ| |ζ − a| < Wmax(p)} for −p0 < p < p0. All eigenfunctions are
real-holomorphically connected to the eigenfunction of H˜0 as p→ 0.
4. AN−1-cases
4.1. In section 3.1, we considered the spectrum problem of the gauge-transformed
Hamiltonian T˜ (p) in the L2(T,∆2dµ)W space and show that the perturbation is
holomorphic by use of the theory of Kato and Rellich.
On the other hand, it is known that there are commuting family of differential
operators (e.g. (4.2) for the AN−1 case) which commute with the Hamiltonian.
([8, 7, 2])
In this section, we will investigate the relationship between the functions ob-
tained by applying the projections Pi(p) and the commuting family of differential
operators. As a result, we will prove that the perturbation series which is obtained
by the algorithmic calculation is not only square-integrable but also holomorphic
w.r.t. the variables of the coordinate.
For this purpose, we will consider the spectrum problem in the Cω(T )W -space.
In this section, we consider the AN−1 cases.
4.2. We introduce some known result for the AN−1 cases.
We realize the AN−1 root system in RN . Let {ǫi}i=1,...,N be an orthonormal
basis. The space h∗ is defined by h∗ := {h =∑Ni=1 hiǫi|∑Ni=1 hi = 0}. The simple
roots are {ǫi − ǫi+1|i = 1, . . . , N − 1}. We set xi = (h|ǫi).
Let us remind the Hamiltonian of the elliptic Calogero-Moser model,
H := −1
2
N∑
i=1
∂2
∂x2i
+ β(β − 1)
∑
1≤i<j≤N
℘(xi − xj).
This system is integrable, i.e., there exists sufficiently many commuting opera-
tors. The existence and the explicit expressions are known in ([8, 7, 2]) etc. Here,
we exhibit the Hasegawa’s expression which will be used in the proof of Proposition
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4.1. Later we will discuss the relationship between the expression of Ochiai-Oshima-
Sekiguchi ([7]) and the one of Hasegawa ([2]).
Following ([2]), we set
Hˆi :=
∑
|I|=i
∑
J⊂I
(∏
j∈J β
∂
∂xj
)
Θ(x)
Θ(x)
∏
j∈I\J
(
∂
∂xj
)
,(4.1)
Hi := Θ(x)βHˆiΘ(x)−β (1 ≤ i ≤ N).(4.2)
where Θ(x) :=
∏
1≤i<j≤N θ((xi − xj)/2π), θ(x) is the theta function defined in
section A.2.
The operators Hˆi, Hi, H act on the space of functions which are meromorphic
except for the branches along xj − xk ∈ 2π(Z+ Zτ) (j 6= k).
On this space, we have [Hˆi1 , Hˆi2 ] = [Hi1 ,Hi2 ] = 0 (1 ≤ i1, i2 ≤ N) and [Hi,H] =
0 (1 ≤ i ≤ N).
We set ∆˜ :=
∏
1≤j<k≤N sin
β((xj − xk)/2). The function |∆˜| is the ground-state
of the trigonometric Calogero-Sutherland model (2.8), i.e. |∆˜| = ∆. Although the
function sinβ((xj−xk)/2) may have branch along xj−xk ∈ 2πZ (j 6= k), the opera-
tors ∆˜−1H∆˜ and ∆˜−1Hi∆˜ do not have branch points if we rewrite the operators by
using the commutation relations for ∆˜ and ∂∂xi . We define the operators ∆˜
−1H∆˜
and ∆˜−1Hi∆˜ by the form on which the branch points had disappeared and we set
H(i)(p) := ∆˜−1Hi∆˜ (1 ≤ i ≤ N). The action of the operator ∆˜−1H∆˜ coincide with
the one of the operator T˜ (p) for the smooth functions on the real domain except
for xj = xk (j 6= k). From this reason, we adopt the notation T (p) = ∆˜−1H∆˜.
The operators T (p) and H(i)(p) act on the space of meromorphic functions on the
complex domain.
The operator T (p) is expressed by some combinations of H(1)(p) and H(2)(p).
Proposition 4.1. The operators T (p) and H(i)(p) preserve the space Cω(T )W ,
where T is the torus hR/2πQ
∨. (Q∨(≃ Q): the coroot lattice of type AN−1)
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Proof. Since the operator T (p) is expressed in terms of H(1)(p) and H(2)(p), it is
enough to show the H(i)(p) (1 ≤ i ≤ N) cases. The Weyl group of type AN−1 acts
on the space of function on hR by the permutation of the variable. We denote the
action of σ on f(x) by f(xσ).
Let us recall the definition of Cω(T )W , i.e.,
Cω(T )W =
f(x) ∈ Cω(RN )
∣∣∣∣∣∣
f(xσ) = f(x) (∀σ ∈W ),
f(x+ u
∑N
i=1 ǫi) = f(x) (∀u ∈ R),
f(x+ 2π(ǫi − ǫj)) = f(x) (1 ≤ i, j ≤ N)
 .
(4.3)
Let f(x) be a function in Cω(T )W . From the definition of the operators H(i)(p)
(1 ≤ i ≤ N), the function f˜(x) := H(i)(p)f(x) satisfies the relations f˜(σx) =
f˜(x) (∀σ ∈ W ), f˜(x+u∑Nj=1 ǫj) = f˜(x) (∀u ∈ R), f˜(x+2π(ǫj1 − ǫj2)) = f˜(x) (1 ≤
j1, j2 ≤ N).
It remains to show the holomorphy of the function f˜(x) on RN .
The function (θ(x)/ sinπx)β is non-zero holomorphic function in R, because the
function θ(x)/ sinπx is non-zero on R and does not admit any branching points on
R. From the definition of the operators Hˆi (1 ≤ i ≤ N), the function H(i)(p)f(x)
does not have poles except for xj1−xj2+2πk = 0 (1 ≤ j1 6= j2 ≤ N, k ∈ Z) on RN .
If the function H(i)(p)f(x) has a pole along xj1 − xj2 = 0, the order of the pole is
one, but it contradicts to the Weyl group invariance of the function H(i)(p)f(x).
Therefore the function H(i)(p)f(x) is holomorphic along xj1 − xj2 = 0.
The holomorphy along xj1 − xj2 + 2πk = 0 (k ∈ Z \ {0}) follows from the
periodicity of H(i)(p)f(x).
From the commutativity of H and Hi we have
[T (p), H(i)(p)] = [H(i)(p), H(j)(p)] = 0, (1 ≤ i, j ≤ N),(4.4)
on the space Cω(T )W .
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By using the formula (A.12), we can expand the operators T (p) and H(i)(p) (1 ≤
i ≤ N) as the formal power series of operators w.r.t. the parameter p(= e2π
√−1τ ),
T (p) = T (0) +
∞∑
j=1
T {j}(0)pj ,(4.5)
H(i)(p) = H(i)(0) +
∞∑
j=1
H(i),{j}(0)pj .
We set zi = e
√−1xi . The operators T (0), H(i)(0), T {j}(0), and H(i),{j}(0) are
expressed as the combination of the rational functions of z1, z2, . . . , zN and the
polynomials of ∂∂z1 , . . . ,
∂
∂zN
.
Proposition 4.2. Let f be an element of C[P ]W . Then the functions T (0)f ,
T {j}(0)f , H(i)(0)f , and H(i),{j}(0)f are elements of C[P ]W for j ∈ Z≥1 and
1 ≤ i ≤ N .
Proof. We prove H(i),{j}(0)f ∈ C[P ]W . For the other cases, the proofs are similar.
From the definition, the function H(i),{j}(0)f is symmetric and rational with
respect to the variables z1, . . . , zN . The possible poles of the rational function
H(i),{j}(0)f are zk − zk′ = 0 (1 ≤ k < k′ ≤ N) and the degree of each pole is one,
but it contradicts to the Weyl group invariance of the function H(i),{j}(0)f .
Therefore the rational function H(i),{j}(0)f does not have any poles, and we
have H(i),{j}(0) ∈ C[P ]W .
We notice that the operator
T (0) = A1H˜0 +A2(4.6)
is the gauge-transformed Hamiltonian of the trigonometric Calogero-Sutherland
model up to constants A1, A2, where
H˜0 =
N∑
i=1
(
zi
∂
∂zi
)2
+ β
∑
i<j
zi + zj
zi − zj
(
zi
∂
∂zi
− zj ∂
∂zj
)
.(4.7)
The joint eigenfunction of the operators H(i)(0) (1 ≤ i ≤ N) is the Jacobi
polynomial Jλ (λ ∈ P+). We denote the joint eigenvalue E(i)λ by H(i)(0)Jλ =
E
(i)
λ Jλ.
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Suppose β > 0. Let λ, µ ∈ P+. It is known that the condition E(i)λ = E(i)µ for
all i ∈ {1, . . . , N} is equivalent to λ = µ. In other words, the joint eigenvalue is
non-degenerate.
From now on we will discuss the symmetry (self-adjointness) of the higher com-
muting Hamiltonians. For this purpose, we will discuss the relationship between
the expressions of the higher commuting Hamiltonians in ([7]) and the ones in ([2]).
Following ([7, 9]), we introduce the operators
Ik =
∑
0≤j≤[ k2 ]
1
2jj!(k − 2j)!
∑
σ∈W
σ (u(x1 − x2)u(x3 − x4) . . .(4.8)
. . . u(x2j−1 − x2j) ∂
∂x2j+1
∂
∂x2j+2
. . .
∂
∂xk
)
,
where k = 1, . . . , N , W is the Weyl group of AN−1-type (N -th symmetric group),
σ(f(x1, . . . , xN )) = f(xσ−1(1), . . . , xσ−1(N)) for σ ∈ W , and u(x) = β(β − 1)℘(x).
The domains of the operators Ik (k = 1, . . . , N) are the same as the ones of Hk
(k = 1, . . . , N).
By a straightforward calculation, we have H3 = I3 + CI1 for some constant C.
Applying Theorem 5.2. in ([9]), we obtain that the operators Hk (k = 1, . . . , N)
are expressed as the polynomial of I1, I2, . . . , IN .
Let R[I1, I2, . . . , IN ] be a polynomial ring generated by I1, I2, . . . , IN and ς be an
involution on R[I1, I2, . . . , IN ] such that ςF (x1, . . . , xN ) = F (−x1, . . . ,−xN ). Then
ςIk = (−1)kIk and ςHk = (−1)kHk. Hence Hk admit the expansion,
Hk =
∑
j1≤···≤jm
cj1,...,jmIj1 . . . Ijm ,(4.9)
where cj1,...,jm ∈ R and if k − (j1 + · · ·+ jm) 6∈ 2Z≥0 then cj1,...,jm = 0.
From the similar discussion, the operators Ik admit the expansion,
Ik =
∑
j1≤···≤jm
c˜j1,...,jmHj1 . . .Hjm ,(4.10)
where c˜j1,...,jm ∈ R and if k − (j1 + · · ·+ jm) 6∈ 2Z≥0 then c˜j1,...,jm = 0.
Lemma 4.3. We suppose β > N . For f, g ∈ Cω(T )W , we have (H(k)(p)f, g)∆ =
(−1)k(f,H(k)(p)g)∆ (1 ≤ k ≤ N).
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Proof. Since (f, g)∆ =
∫
T
f(x)g(x)|∆˜|2dµ and H(k)(p) = ∆˜−1Hk∆˜, it is enough
to show
∫
T
(
Hk(f(x)|∆˜|)
)
g(x)|∆˜|dµ = (−1)k ∫T f(x)|∆˜|(Hk(g(x)|∆˜|)) dµ. We
have the equality
∫
T h(x)dµ = A
∫
0≤x1,...,xN≤2πN h(x)dx1 . . . dxN for some non-
zero constant A, which follows from the correspondence between the integration of
the sln-invariant function and the one of the gln. From this equality, the property
(4.9), and the commutativity [Ij1 , Ij2 ] = 0 (1 ≤ j1, j2 ≤ N), if we show∫
D
(
Ik(f(x)|∆˜|)
)
g(x)|∆˜|dx = (−1)k
∫
D
f(x)|∆˜|
(
Ik(g(x)|∆˜|)
)
dx,(4.11)
where D = {(x1, . . . , xN ) ∈ RN |0 ≤ x1, . . . , xN ≤ 2πN} and dx = dx1dx2 . . . dxN ,
then we obtain Lemma 4.3.
If β > N then the functions f(x)|∆˜|, g(x)|∆˜| are CN -class.
From the definition of Cω(T )W (4.3), we have the periodicity f(x1, . . . , xl +
2πN, . . . , xN ) = f(x1, . . . , xl, . . . , xN ) (1 ≤ l ≤ N) for f(x1, . . . , xN ) ∈ Cω(T )W .
We set f˜(x) = f(x)|∆˜| and g˜(x) = g(x)|∆˜|. The functions f˜(x), g˜(x) are smooth
on RN except for xi − xj + 2πk = 0 (1 ≤ i 6= j ≤ N, k ∈ Z). The behaviors of the
functions f˜(x), g˜(x) around xi − xj + 2πk = 0 are O(|xi − xj |β), i.e. f˜(x)|xi−xj|β and
g˜(x)
|xi−xj |β are bounded around xi − xj + 2πk = 0.
From the expression of Ik (4.8), if we show
∫
D
(
u(x1 − x2)u(x3 − x4) . . . u(x2j−1 − x2j) ∂
∂x2j+1
. . .
∂
∂xk
f˜(x)
)
g˜(x)dx
(4.12)
=
∫
D
f˜(x)
(
u(x1 − x2)u(x3 − x4) . . . u(x2j−1 − x2j) ∂
∂x2j+1
. . .
∂
∂xk
g˜(x)
)
dx,
for all j s.t. 0 ≤ j ≤ [k2 ], then we obtain (4.11) and Lemma 4.3.
The number β satisfies β > N ≥ 2. Though the function u(x2l−1 − x2l) =
β(β − 1)℘(x2l−1 − x2l) (l = 1, . . . , j) have double pole along x2l−1 − x2l + 2πk = 0
(k ∈ Z), the integrands of (4.12) are bounded around x2l−1 − x2l + 2πk = 0
from the properties f˜(x) = O(|x2l−1 − x2l|2) and g˜(x) = O(|x2l−1 − x2l|2) around
x2l−1 − x2l + 2πk = 0. Hence the singularities along x2l−1 − x2l + 2πk = 0 (l =
1, . . . , j, k ∈ Z) do not affect the integration.
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Since the integrands of (4.12) are continuous, we can replace the range of inte-
gration of both sides of (4.12) with D′, where D′ = {(x1, . . . xN ) ∈ D|x2l−1 − x2l +
2πk 6= 0 (l = 1, . . . , j, k ∈ Z)}.
It is obvious that
∫
D′
(
u(x1 − x2)u(x3 − x4) . . . u(x2j−1 − x2j) ∂
∂x2j+1
. . .
∂
∂xk
f˜(x)
)
g˜(x)dx
(4.13)
=
∫
D′
(
∂
∂x2j+1
. . .
∂
∂xk
u(x1 − x2)u(x3 − x4) . . . u(x2j−1 − x2j)f˜(x)
)
g˜(x)dx.
By applying the integration by parts repeatedly, we find that the r.h.s. of (4.13) is
equal to
(−1)k−2j
∫
D′
u(x1 − x2)u(x3 − x4) . . . u(x2j−1 − x2j)f˜(x) ∂
∂x2j+1
. . .
∂
∂xk
g˜(x)dx.
Here we used the periodicities on xl → xl + 2πN (l = 2j + 1, . . . , k).
Hence we obtain (4.12) and Lemma 4.3.
Proposition 4.4. We suppose β ≥ 0. For f, g ∈ Cω(T )W , we have (H(k)(p)f, g)∆ =
(−1)k(f,H(k)(p)g)∆ (1 ≤ k ≤ N). In other words, the operators (
√−1)kH(k)(p)
are symmetric on the space Cω(T )W .
Proof. It is trivial for the β = 0 case.
We assume β > 0.
Let f(x) ∈ Cω(T )W . Then H(k)(p)f(x) is a polynomial in the parameter β of
degree at most k and H(k)(p)f(x) ∈ Cω(T )W .
We set H(k)(p)f(x) =
∑k
j=0 fj(x)β
j . Then fj(x) ∈ Cω(T )W (0 ≤ j ≤ k),
because H(k)(p)f(x) ∈ Cω(T )W for all β. For f(x) and H(k)(p)f(x), we set f˜(x) =
f(x) and ˜H(k)(p)f(x) =
∑k
j=0 fj(x)β
j .
We fix the functions f(x), g(x) ∈ Cω(T )W . It is enough to show that the equa-
tions (H(k)(p)f, g)∆ − (−1)k(f,H(k)(p)g)∆ = 0 hold for β > 0 and 1 ≤ k ≤ N
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We set
T ′ = {(x1, . . . , xN ) ∈ RN |
N∑
i=1
xi = 0, 0 ≤ xi − xj ≤ 2π (1 ≤ i < j ≤ N)},
◦
T ′= {(x1, . . . , xN ) ∈ RN |
N∑
i=1
xi = 0, 0 < xi − xj < 2π (1 ≤ i < j ≤ N)},
∗
h(x) =
(
H(k)(p)f(x)
)
g(x)|∆˜|2 − (−1)kf(x)
(
H(k)(p)g(x)
)
|∆˜|2,
h(x) =
(
˜H(k)(p)f(x)
)
g(x)∆˜2 − (−1)kf˜(x)
(
H(k)(p)g(x)
)
∆˜2.
Then the equation (H(k)(p)f, g)∆ − (−1)k(f,H(k)(p)g)∆ = 0 is equivalent to∫
T
∗
h (x)dµ = 0, where T = hR/2πQ
∨. From the equation 1N !
∫
T
∗
h (x)dµ =
∫
T ′
∗
h
(x)dµ, it is sufficient to show
∫
T ′
∗
h(x)dµ = 0.
We have h(x) =
∗
h (x) on the domain
◦
T ′, because sin((xi − xj)/2) > 0 on
◦
T ′ for
i < j and the branch of the function sinβ((xi − xj)/2) is chosen to be a positive
real number. For β ∈ C, the branch of the function sinβ((xi − xj)/2) (i < j) is
canonically chosen by the relation aβ = exp(β log a) for a = sin((xi − xj)/2) > 0.
Hence it is sufficient to show the equation
∫
T ′ h(x)dµ = 0 for β > 0.
From Lemma 4.3,
∫
T ′ h(x)dµ =
∫
T ′
∗
h(x)dµ = 0 holds for β > N .
From Proposition 4.1, we have H(k)(p)f(x) ∈ Cω(T )W when f(x) ∈ Cω(T )W
and β ∈ C. Hence the integral ∫T ′ h(x)dµ is well-defined if Reβ > 0.
We fix β0 (Reβ0 > 0). Since the function h(x) is holomorphic in β and the
functions h(x) and ∂∂βh(x) are uniformly bounded in (x, β) ∈ T ′×{β′| |β′−β0| < ǫ}
for some ǫ ∈ R>0, the integral
∫
T ′ h(x)dµ is also holomorphic at β = β0 (Reβ0 > 0)
by the Lebesgue’s theorem.
By the identity theorem, the equation
∫
T ′ h(x)dµ = 0 holds for β s.t. Reβ > 0.
Therefore we obtain the proposition.
4.3. Perturbation. We start with the general proposition related to the pertur-
bation method.
Proposition 4.5. Let {v1, v2, . . . } be linearly independent vectors in a vector space
V over R. Let H{k}i (k ∈ Z≥0, i = 1, . . . , N) be linear operators on V such that
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H
{k}
i vj =
∑
j′:finite d
{k},i
j,j′ vj′ for all i, j, k. We assume that there exists E
{0},i
j ∈ R
such that H
{0}
i vj = E
{0},i
j vj for all i, j and if j1 6= j2 then there exists some i such
that E
{0},i
j1
6= E{0},ij2 . Let ( , ) be an inner product on V such that (vi, vj) = δi,j. Let
Hi(p) :=
∑∞
k=0H
{k}
i p
k be formal power series of the linear operators and assume
[Hi1(p), Hi2(p)] = 0 for all i1, i2 ∈ {1, . . . , N} as the formal power series of p. Then
there exists formal power series of vectors
vj(p) = vj +
∞∑
k=1
∑
j′:finite
c
{k}
j,j′ vj′p
k,(4.14)
such that Hi(p)vj(p) = E
i
j(p)vj(p) and (vj(p), vj(p)) = 1, where E
i
j(p) = E
{0},i
j +∑∞
k=1 E
{k},i
j p
k is a formal power series on p and the equalities hold as the formal
power series of p.
For each j, the normalized formal power series of the joint eigenfunction of the
form (4.14) is unique.
Proof. We introduce variables w1, . . . , wN and set
H(w, p) :=
N∑
i=1
wiHi(p),
∑
j′
d
{k}
j,j′ (w)vj′ :=
N∑
i=1
wiH
{k}
i vj ,
vj(p) := vj +
∞∑
k=1
∑
j′
c
{k}
j,j′ vj′p
k,
Ej(w, p) :=
∞∑
k=0
E
{k}
j (w)p
k =
N∑
i=1
E
{0},i
j wi +
∞∑
k=1
N∑
i=1
E
{k},i
j wip
k.
The numbers d
{k}
j,j′ (w) and E
{0},i
j are given in advance. We will investigate the
conditions for the coefficients of the formal power series vj(p) and Ej(w, p) satisfying
the following relations
H(w, p)vj(p) = Ej(w, p)vj(p), (vj(p), vj(p)) = 1.(4.15)
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We set c
{0}
j,j′ = δj,j′ By comparing the coefficients of vj′p
k, we obtain that the
conditions (4.15) are equivalent to the following relations,
c
{k}
j,j′ =
∑k
k′=1(
∑
j′′ c
{k−k′}
j,j′′ d
{k′}
j′′,j′(w)) −
∑k−1
k′=1 c
{k−k′}
j,j′ E
{k′}
j (w)
E
{0}
j (w) − E{0}j′ (w)
, (j′ 6= j)(4.16)
c
{k}
j,j = −
1
2
k−1∑
k′=1
∑
j′
c
{k′}
j,j′ c
{k−k′}
j,j′
 ,(4.17)
E
{k}
j (w) =
k∑
k′=1
∑
j′
c
{k−k′}
j,j′ d
{k′}
j′,j (w) −
k−1∑
k′=1
c
{k−k′}
j,j E
{k′}
j (w).(4.18)
We remark that the denominator of (4.16) is non–zero by the non–degeneracy con-
dition. The numbers c
{k}
j,j′ and E
{k}
j (w) are determined recursively and they exist
uniquely. We have recursively that for each j and k, #{j′| c{k}j,j′ 6= 0} is finite and
the summations in (4.16 - 4.18) on the parameters j′ and j′′ are indeed the finite
summations.
At this stage, the apparent expression of the coefficients c
{k}
j,j′ may depend on w.
We will show that the coefficients c
{k}
j,j′ do not depend on w. We denote vj(p) by
vj(w, p).
From the commutativity of H(w, p) and H(w′, p) we have
H(w, p)(H(w′, p)vj(w, p)) = Ej(w, p)(H(w′, p)vj(w, p)).
Since the vectorH(w′, p)vj(w, p) admits the expansionH(w′, p)vj(w, p) = E
{0}
j (w
′)vj+
O(p), we obtain the following relation from the uniqueness of the formal eigenvector.
H(w′, p)vj(w, p)√
f(w,w′, p)
= vj(w, p).
where f(w,w′, p) := (H(w′, p)vj(w, p), H(w′, p)vj(w, p)) and 1/
√
f(w,w′, p) is re-
garded as a formal power series on p from the formula (a20 +
∑∞
k=1 akp
k)−1/2 =
a−10
(∑∞
n=0
( −1/2
n
)(
a−20
∑∞
k=1 akp
k
)n)
. Therefore we have H(w′, p)vj(w, p) =√
f(w,w′, p)vj(w, p). On the other hand we haveH(w′, p)vj(w′, p) = Ej(w′, p)vj(w′, p).
By the uniqueness of the formal eigenvector whose leading term is vj , we have
vj(w, p) = vj(w
′, p). Therefore the coefficients c{k}j,j′ do not depend on w.
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From (4.18), we obtain recursively that the coefficients of the formal eigenvalue
E
{k}
j (w) are linear in w1, . . . , wN . Therefore the numbers E
{k},i
j (k ∈ Z≥1) are
determined appropriately.
Proposition 4.6. Proposition 4.5 is applicable for the AN−1-type elliptic Calogero
Moser model by the following correspondence,
Hi(p) ⇔ The commuting differential operator H(i)(p),
vj ⇔ The normalized Jacobi polynomial J˜λ.
Proof. The finiteness of the summation H
{k}
i vj =
∑
j′ d
{k},i
j,j′ vj′ follows from
Proposition 4.2 and the fact that the Jack polynomial forms a basis of C[P ]W .
The non-degeneracy of the joint eigenvaluesE
{0},i
j follows from the non-degeneracy
of the joint eigenvalue of the Jack polynomial.
Summarizing, we have the algorithm of computing the “formal” eigenvalues and
“formal” eigenfunctions of the elliptic Calogero-Moser model of AN−1-type by using
the Jacobi polynomial. In the next subsection, we will discuss the convergence.
4.4. Analyticity and the higher commuting operators. In this subsection,
we will consider the spectral problem in the Cω(T )W -space for the AN−1 elliptic
Calogero-Moser model. We assume β > 1. Since T is compact, we have Cω(T )W ⊂
L2(T,∆2dµ)W .
We will show the holomorphy of the eigenfunctions which we have found on the
L2(T,∆2dµ)W space in section 3. After having the holomorphy of the eigenfunc-
tions, we will justify the convergence and the holomorphy of the joint eigenfunctions
of the higher commuting operators obtained by the algorithmic calculation, which
we have explained in section 4.3.
For this purpose, we need the following propositions.
Proposition 4.7. For each eigenvalue ai ∈ σ(H˜0) and eigenfunction J˜λ of the
Hamiltonian H˜0 of the trigonometric model such that H˜0J˜λ = aiJ˜λ, there exists a
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positive number pi such that the function Pi(p)J˜λ is holomorphic in (x1, . . . xN , p)
on the set Bpi , where the operator Pi(p) is a projection on the Hilbert space L
2(T,∆2dµ)W
which was defined in section 3.1 and
Bǫ = {(x1, . . . , xN , p) ∈ CN × R| |Imxj | < ǫ (j = 1, . . . , N), −ǫ < p < ǫ}.(4.19)
Proposition 4.8. For all eigenvalue ai ∈ σ(H˜0) and Jacobi polynomial J˜λ, we
have
H(j)(p)Pi(p)J˜λ = Pi(p)H
(j)(p)J˜λ, (j = 1, . . . , N),(4.20)
when |p| is sufficiently small.
We will prove Propositions 4.7 and 4.8 in the next section.
Remark For the A1 and β ∈ Z>1 cases, and the A2 and β = 2 case, Proposition
4.7 is obvious from the construction of the eigenfunctions via the Bethe Ansatz
method ([11]). ✷
We fix the eigenvalue ai ∈ σ(H˜0). From Propositions 3.1, 4.7, and 4.8, if |p|
is sufficiently small then the operators H(j)(p) act on the finite dimensional space
Vi(p), where
Vi(p) =
∑
λ|H˜0J˜λ=aiJ˜λ
CPi(p)J˜λ.(4.21)
and we have Vi(p) ⊂ Cω(T )W .
From Proposition 4.4, the higher commuting operators (
√−1)jH(j)(p) (j =
1, . . . , N) are symmetric both on the space Cω(T )W and the finite dimensional
space Vi(p). The joint eigenvalues are real-holomorphic w.r.t the parameter p and
the operators (
√−1)jH(j)(p) are simultaneously diagonalizable in the space Vi(p)
if |p| is sufficiently small and p ∈ R. The joint eigenfunctions are holomorphic on
the domain Bǫ for sufficiently small ǫ ∈ R>0.
Therefore the joint eigenfunction ofH(1)(p), . . . , H(N)(p) admits the holomorphic
expansion in the variable p.
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Since the joint eigenvalues of H(1)(0), . . . , H(N)(0) are distinct, the expansion is
unique up to the normalization. (See section 4.3.) Hence the perturbation series
which is obtained by the method introduced in section 4.3 converges holomorphi-
cally and coincides with the eigenvalue and eigenfunction which is obtained by
diagonalizing the finite dimensional space Vi(p). Summarizing, we have
Theorem 4.9. For the AN−1 and β > 1 cases, the perturbation expansion of the
commuting operators H(1)(p), . . . , H(N)(p) which is performed in section 4.3 con-
verges holomorphically and defines the eigenfunction which is holomorphic when
|Imxj | (j = 1, . . . , N) and |p| (p ∈ R) are sufficiently small. The joint eigenvalue
is holomorphic in the parameter p(≪ 1).
Remark It was pointed out by Prof. T. Oshima that the real-holomorphy of
the square-integrable eigenfunction ψ(x) (i.e. T (p)ψ(x) = E(p)ψ(x), ψ(x) ∈
L2(T,∆2dµ)W ) is also obtained by the following argument.
From the ellipticity of the operator T (p) and the Weyl’s lemma, we have the
real-holomorphy of the eigenfunction ψ(x) on the domain T˙ = T \ T ′, where T ′ :=
{(x1, . . . , xN ) ∈ T |∃(i 6= j), xi = xj}. Next we consider the analytic continuation
of the function ψ(x). The equation T (p)ψ(x) = E(p)ψ(x) has regular singularities
along xi = xj (i 6= j), and the exponents at the singularity are (0,−2β − 1). It
follows that the function ψ(x) is holomorphic along xi − xj = 0 from the property
ψ(x) ∈ L2. Hence we have the real-holomorphy of ψ(x) on T . ✷
5. Proof of Propositions 4.7 and 4.8
In this section, we assume that the root system is of the AN−1-type.
For λ ∈ P+ and j = 1, . . . , N − 1, we set mλ =
∑
µ∈Wλ e
〈µ,h〉 and eΛj = mΛj ,
where Λj is the j-th fundamental weight. For λ =
∑l
j=1 Λij (l ∈ Z≥0, ij ∈
{1, . . . , N − 1} (j = 1, . . . , l)), we set e˜λ =
∏l
j=1 eΛij . Then we have e˜λ = eλ′ on
h∗, where eµ is the elementary symmetric function for the partition µ defined in
the Macdonald’s book ([6], p.20) and λ′ is the conjugate of λ.
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We set
t(x, p) :=
∞∑
k=1
tk(x)p
k := ℘(x) − 1
4 sin2(x/2)
+
1
12
,
which converges uniformly on a strip around R× [−ǫ, ǫ] for 0 ≤ ǫ < 1.
From the formula (A.13), we have
tk(x) = −2
∑
j|k
j(cos jx− 1).(5.1)
Here, j|k means that the positive integer j is a divisor of k.
Lemma 5.1. For a real number c such that c > 1, there exists a positive number
a′ such that |tk(x)| < a′ck for all x ∈ R.
Proof. Let tk be the sum of all divisors of k. By the formula (5.1), we have |tk(x)| ≤
4tk < 4k
2. Since the convergence radius of the series
∑
k2pk is equal to 1, the
convergence radius of the series
∑
tkp
k is equal to or less than 1. Therefore we
have the lemma.
The operatorW (p) defined in (3.1) has an expansion in terms of p given byW (p) =∑∞
k=1 T
(k)pk, where T (k) is the operator of multiplication by the function T (k)(h) :=∑
α∈R+ β(β − 1)tk(〈α, h〉). For each p ∈ (1,−1), the series
∑∞
k=1 T
(k)pk converges
uniformly on hR:
Proposition 5.2. For a real number c such that c > 1, there exists a positive
number a such that ‖T (k)‖ ≤ ack.
Proof. It follows from Lemma 5.1 and the inequality∫
T
|T (k)f |2∆2dµ ≤ sup
h∈T
|T (k)(h)|2
∫
T
|f |2∆2dµ(5.2)
Lemma 5.3. The function
∑
α∈∆+ tk(〈α, h〉) admits the expansion,∑
α∈∆+
tk(〈α, h〉) =
∑
µ∈Q∩P+,|µ|≤
√
2k
cµmµ.(5.3)
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Proof. From the formula (5.1), we have∑
α∈∆+
tk(〈α, h〉) = −
∑
α∈∆+
(
∑
j|k
j(ej〈α,h〉 + e−j〈α,h〉 − 2) = −
∑
j|k
2j(mjθ − 1),
where θ is the highest root of the root systemAN−1. Since |θ| =
√
2 and jθ ∈ Q∩P+,
we have the lemma.
Sublemma 5.4. Let Jλ be the AN−1-Jacobi polynomial. We have
JλeΛr =
∑
ν∈P+,ν−λ∈{wΛr |w∈W}
c¯νJν ,(5.4)
for some constants c¯ν .
Proof. This follows from the Pieri formula ([6], p.332 and section VI.10.).
Sublemma 5.5. Let l be a positive integer. Assume ij ∈ {1, . . . , N − 1} and
wj ∈W , (j = 1, . . . , l). We have |
∑l
j=1 wj(Λij )| ≤ |
∑l
j=1 Λij |.
Proof. It is sufficient to show (λ + µ, λ + µ) ≥ (λ + w(µ), λ + w(µ)) for λ, µ ∈ P+
and w ∈W . This inequality is equivalent to (λ, µ−w(µ)) ≥ 0. From the property
µ− w(µ) ∈ Q+, we have (λ, µ− w(µ)) ≥ 0.
Sublemma 5.6. If λ, µ ∈ P+ and λ− µ ∈ Q+, then we have |λ| ≥ |µ|.
Proof. Immediate from the equality (λ, λ) − (µ, µ) = (λ− µ, λ+ µ).
Sublemma 5.7. ([6], p.20) The monomial symmetric function mλ has the expan-
sion
mλ = e˜λ +
∑
ν∈P+,λ−ν∈Q+\{0}
cˇν e˜ν ,(5.5)
for some constants cˇν .
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Lemma 5.8. We have the expansion,
Jλmµ =
∑
ν∈P+,|ν−λ|≤|µ|
c¯νJν ,(5.6)
for some constants c¯ν .
Proof. First, we expandmµ by using Sublemma 5.7. Then Jλmµ is expressed as the
linear combination of Jλe˜ν , where ν ∈ P+ and µ− ν ∈ Q+. We set ν =
∑l
j=1 Λij
(l ∈ Z≥0, ij ∈ {1, . . . , N − 1} (j = 1, . . . , l))
We repeatedly apply Sublemma 5.4 for Jλe˜ν . Then Jλe˜ν is expressed as the linear
combination of Jν′ , where ν
′ = λ +
∑l
j=1 wj(Λij ) for some wj ∈ W (j = 1, . . . l).
From Sublemma 5.5, we have |ν′ − λ| ≤ |∑lj=1 Λij | = |ν|. Applying Sublemma 5.6
for µ and ν, we obtain Lemma 5.8.
Proposition 5.9. Let |p| < 1 and λ ∈ P+. Write (
∑∞
k=1 T
(k)pk)J˜λ =
∑
µ∈P+,λ−µ∈Q t˜λ,µJ˜µ,
where J˜λ is the normalized AN−1-Jacobi polynomial. For each C such that C > 1
and C|p| < 1, there exists a number C′′ ∈ R>0 such that |t˜λ,µ| ≤ C′′(C|p|)(|λ−µ|+1)/2
√
2
for all µ ∈ P+.
Proof. Since the normalized Jacobi polynomials form the complete orthonormal sys-
tem with respect to the inner product (, )∆, we have t˜λ,µ = ((
∑∞
k=1 T
(k)pk)J˜λ, J˜µ)∆.
We fix λ, µ ∈ P+. Let m be the smallest integer which is greater or equal to
|λ − µ|/√2. If k < m, then we have (T (k)pkJ˜λ, J˜µ)∆ = 0 by Lemmas 5.3, 5.8 and
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the orthogonality. Therefore we have
|t˜λ,µ| =
∣∣∣∣∣(J˜µ, (
∞∑
k=1
T (k)pk)J˜λ)∆
∣∣∣∣∣
=
∣∣∣∣∣(J˜µ, (
∞∑
k=m
T (k)pk)J˜λ)∆
∣∣∣∣∣
=
∣∣∣∣∣∣
∫
T
∞∑
k=m
∑
α∈∆+
tk(〈α, h〉)pkJ˜λJ˜µ∆2dµ
∣∣∣∣∣∣
≤ sup
h∈T
∣∣∣∣∣∣
∞∑
k=m
∑
α∈∆+
tk(〈α, h〉)pk
∣∣∣∣∣∣
∫
T
|J˜λJ˜µ∆2|dµ
≤ kα(kα − 1)N(N − 1)
2
∑
k≥m
tk|p|k ·
√(∫
T
|J˜λ∆|2dµ
)(∫
T
|J˜µ∆|2dµ
)
≤ kα(kα − 1)N(N − 1)
2
∑
k≥m
tk|p|k.
Similarly, we have |t˜λ,λ| ≤ kα(kα−1)N(N−1)2
∑
k≥1 tk|p|k.
Since the convergence radius of the series
∑
n tnp
n is equal to 1, we obtain
that there exists a number C′′ ∈ R>0 such that |t˜λ,λ| ≤ C′′(C|p|) and |t˜λ,µ| ≤
C′′(C|p|)|λ−µ|/
√
2 for λ 6= µ. Hence we have the Proposition.
Proposition 5.10. Let D be a positive number. We suppose dist(ζ, σ(H˜0)) ≥ D.
Write (T˜ (p) − ζ)−1J˜λ =
∑
µ tλ,µJ˜µ, where (T˜ (p) − ζ)−1 is defined in (3.6). For
each λ ∈ P+ and C ∈ R>1, there exists C′ ∈ R>0 and p0 ∈ R>0 which do not
depend on ζ (but depend on D) such that tλ,µ satisfies
|tλ,µ| ≤ C′(C|p|)
|λ−µ|
2N
√
2 ,(5.7)
for all p, µ s.t. |p| < p0 and µ ∈ P+.
Proof. Let us recall that the operator (T˜ (p)−ζ)−1 is defined by the Neumann series
(3.6).
We fix the number D(∈ R>0) and set X := (ζ − H˜0)−1(
∑∞
k=1 T
(k)pk). From the
expansion (3.6) and Proposition 5.2, there exists a number p1 ∈ R>0 such that the
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inequality ‖X‖ < 1/2 holds for p (|p| < p1) and ζ (dist(ζ, σ(H˜0)) > D). In this
case, we have (
∑∞
i=0X
i)(H˜0 − ζ)−1 = (T˜ (p)− ζ)−1. We write XJ˜λ =
∑
µ tˇλ,µJ˜µ.
For the series
∑
µ cµJ˜µ, write
∑
µ c
′
µJ˜µ = (H˜0 − ζ)−1
∑
µ cµJ˜µ. We have |c′µ| ≤
D−1|cµ| for each µ. Combining with Proposition 5.9, we obtain that for each C
such that C > 1 and C+12 p1 < 1. there exists C
′′ ∈ R>0 which does not depend on
ζ but D such that |tˇλ,µ| ≤ C′′(C+12 |p|)(|λ−µ|+1)/2
√
2 if |p| < p1.
To obtain Proposition 5.10, we use the method of majorants.
We introduce the symbol eλ (λ ∈ ( ZN )N ) to avoid inaccuracies. We remark
that P+ ( ( ZN )
N . We will apply the method of majorants for the formal series∑
µ∈( ZN )N cµeµ instead of
∑
µ∈P+ cµeµ .
For the formal series
∑
µ∈( ZN )N cµeµ, we define the partial ordering ≤˜ by the rule∑
µ∈( ZN )N
c(1)µ eµ≤˜
∑
µ∈( ZN )N
c(2)µ eµ ⇔ ∀µ, |c(1)µ | ≤ |c(2)µ |.
We will later consider the case that each c
(i)
µ (µ ∈ ( ZN )N , i = 1, 2) is expressed
as the infinite sum. If one shows the absolute convergence of c
(2)
µ for each µ, one
has the absolute convergence of c
(1)
µ for each µ by the majorant.
We set Xeλ =
∑
µ tˇλ,µeµ, where the coefficients tˇλ,µ were defined by XJ˜λ =∑
µ tˇλ,µJ˜µ.
Our goal is to show (5.7) for tλ,µ s.t.
∑
µ tλ,µJ˜µ = (
∑∞
i=0X
i)(H˜0 − ζ)−1J˜λ.
Since (H˜0 − ζ)−1J˜λ = (Eλ − ζ)−1J˜λ and |(Eλ − ζ)−1| ≤ D−1, it is enough to show
that there exists C⋆ ∈ R>0 and p0 ∈ R>0 which do not depend on ζ (but depend
on D) such that t⋆λ,µ is well-defined by
∑∞
k=0X
keλ = t
⋆
λ,µeµ and satisfies
|t⋆λ,µ| ≤ C⋆ (C|p|)
|λ−µ|
2N
√
2 ,(5.8)
for all p, µ s.t. |p| < p0 and µ ∈ P+.
We set
Y eλ :=
∑
µ,λ−µ∈ZN
yλ,µeµ :=
∑
µ,λ−µ∈ZN
C′′
(
C + 1
2
p
)(|µ−λ|+1)/2√2
eµ.
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Zeλ :=
∑
µ,λ−µ∈ZN
zλ,µeµ :=
∑
µ,λ−µ∈ZN
C′′
(
C + 1
2
p
)∑N
i=1
(|µi−λi|+1)
2N
√
2
eµ.
We have the inequality
Xeλ≤˜Y eλ≤˜Zeλ.
Let k ∈ Z≥1. If the coefficients of Zkeλ w.r.t the basis {eµ} converge absolutely,
then the coefficients of the series Xkeλ and Y
keλ are well-defined and we have
Xkeλ≤˜Y keλ≤˜Zkeλ.
From the equality Zkeλ =
∑
ν(1),...,ν(k−1) zλ,ν(1)zν(1),ν(2) . . . zν(k−1),µeµ and the prop-
erty zλ,µ = z0,µ−λ, we have
Zkeλ =
∑
µ,λ−µ∈ZN
1
(2π
√−1)N
∮
|s1|=1
· · ·
∮
|sN |=1 ∑
ν=(ν1,...,νN )∈ZN
z0,νs
ν1
1 . . . s
νN
N
k sλ1−µ1−11 . . . sλN−µN−1N ds1 . . . dsNeµ
=
∑
µ,λ−µ∈ZN
1
(2π
√−1)N
N∏
i=1
∮
|si|=1
∑
ν∈Z
(C′′)
1
N
(
C + 1
2
p
) (|ν|+1)
2N
√
2
sνi
k sλi−µi−1i dsieµ.
Set p˜ = (C+12 p)
1
2N
√
2 , we have
∞∑
k=1
Zkeλ
=
∞∑
k=1
∑
µ,λ−µ∈ZN
1
(2π
√−1)N
N∏
i=1
∮
|si|=1
(∑
ν∈Z
(C′′)
1
N p˜(|ν|+1)sνi
)k
sλi−µi−1i dsieµ
≤˜
∑
µ,λ−µ∈ZN
1
(2π
√−1)N
N∏
i=1
∮
|si|=1
∞∑
k=1
(∑
ν∈Z
(C′′)
1
N p˜(|ν|+1)sνi
)k
sλi−µi−1i dsieµ
=
∑
µ,λ−µ∈ZN
Zλ,µeµ,
where
Zλ,µ =
1
(2π
√−1)N
N∏
i=1
∮
|si|=1
(C′′)
1
N (p˜− p˜3)sλi−µi−1i dsi
(1− p˜si)(1− p˜s−1i )− (C′′)
1
N (p˜− p˜3) .(5.9)
Remark that we used the inequality
∑∞
k=1
∏N
i=1(ai)
k ≤ ∏Ni=1∑∞k=1(ai)k for 0 <
a1, . . . , aN < 1 and the formula
∑
n∈Z q
|n|+1xn = q−q
3
(1−qx)(1−qx−1) . The equality (5.9)
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makes sense for p˜ < p2, where p2 is the positive number satisfying the inequalities
p2 < 1,
(C′′)
1
N |p2−p32|
(1−p2)2 < 1 and (C
′′)
1
N p2 < 1.
Therefore each coefficient of
∑∞
k=1 Z
keλ w.r.t the basis {eµ} converges abso-
lutely. Hence the following inequality makes sense,
∞∑
k=0
Xkeλ≤˜eλ +
∞∑
k=1
Zkeλ≤˜eλ +
∑
µ,λ−µ∈ZN
Zλ,µeµ.
Let s(p˜) be the solution of the equation (1− p˜s)(1− p˜s−1)− (C′′) 1N (p˜− p˜3) = 0
on s satisfying |s(p˜)| < 1. Then s(p˜) is holomorphic in p˜ near 0 and admits the
expansion s(p˜) = p˜+ c2p˜
2 + . . . . We have
1
(2π
√−1)
∮
|s|=1
(C′′)
1
N (p˜− p˜3)sn−1ds
(1− p˜s)(1− p˜s−1)− (C′′) 1N (p˜− p˜3) = p˜f(p˜)s(p˜)
|n|,(5.10)
where f(p˜) is a holomorphic function defined near p˜ = 0. For the n ≥ 0 case, we
have the relation (5.10) by calculating the residue around s = s(p˜). For the n < 0
case, we need to change the variable s → s−1 and calculate the residue around
s = s(p˜).
The coefficient of eµ on the series
∑∞
k=0X
keλ satisfying λ−µ 6∈ Q has to be zero
from the definition of X . By the inequality |s(p˜)||ν1|+···+|νN | ≤ |s(p˜)|
√
ν21+···+ν2N , we
have
∞∑
k=0
Xkeλ≤˜eλ+
∑
µ,λ−µ∈Q
(
N∏
i=1
(p˜f(p˜))s(p˜)|λi−µi|
)
eµ≤˜eλ+
∑
µ,λ−µ∈Q
(p˜f(p˜))Ns(p˜)|λ−µ|eµ.
for |p˜| < p3 and p3: a sufficiently small positive number.
Combining with the relation p˜ =
(
C+1
2 p
) 1
2N
√
2 , the inequality C+12 < C, and the
expansion s(p˜) = p˜+ c2p˜
2 + . . . , we obtain (5.8) and the proposition.
Proposition 5.11. Let ai ∈ σ(H˜0) and Γi be a circle in C which contains only
one element ai of σ(H˜0) inside it. Let λ ∈ P+ satisfying H˜0J˜λ = aiJ˜λ.
We set Pi(p) = − 12π√−1
∫
Γi
(T˜ (p)− ζ)−1dζ and write Pi(p)J˜λ =
∑
µ sλ,µJ˜µ.
For each C ∈ R>1, There exists C′ ∈ R>0 and p∗ ∈ R>0 such that sλ,µ satisfies
|sλ,µ| ≤ C′(C|p|)
|λ−µ|
2N
√
2 ,(5.11)
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for all p, µ s.t. |p| < p∗ and µ ∈ P+.
Proof. Since the spectrum σ(H˜0) is discrete, there exists a positive number D such
that infζ∈Γi dist(ζ, σ(H˜0)) ≥ D.
We write (T˜ (p)−ζ)−1J˜λ =
∑
µ tλ,µ(ζ)J˜µ. From Proposition 5.10, we obtain that
for each C ∈ R>1, there exists C∗ ∈ R>0 and p∗ ∈ R>0 which does not depend on
ζ(∈ Γi) such that |tλ,µ(ζ)| ≤ C∗(C|p|)
|λ−µ|
2N
√
2 for all p, µ s.t. |p| < p∗ and µ ∈ P+.
Let L be the length of the circle Γi and write − 12π√−1
∫
Γi
(T˜ (p) − ζ)−1dζJ˜λ =∑
µ sλ,µJ˜µ. By integrating
∑
µ tλ,µ(ζ)J˜µ over the circle Γi, we have |sλ,µ| ≤
L
2πC∗(C|p|)
|λ−µ|
2N
√
2 for all p, µ s.t. |p| < p∗ and µ ∈ P+.
Therefore we have Proposition 5.11.
Proposition 5.12. Let µ ∈ P+ and cµ be a number satisfying |cµ| < a|p|b|µ| (|µ| >
M) for some a, b > 0 and M ∈ Z. The function ∑µ cµJ˜µ is holomorphic when
|Imxj | (j = 1, . . . , N) and |p| are sufficiently small.
Proof. Since zi = e
√−1xi , it is enough to show that the function
∑
µ cµJ˜µ is holo-
morphic when |p| is sufficiently small and 1/2 < |zj | < 2 (j = 1, . . . , N).
We count roughly the number of the elements of P+ of a given length. The
rough estimate is given by #{λ ∈ P+ | (λ|λ) = l} ≤ (2lN)N . We will use this in
the inequality (5.12).
In the proof, we will use the notations and the results written in section A.1. In
section A.1, there are parameters r and C0. We fix r = 2 and C0 = 2. There is
another number A defined in section A.1.
We have ∣∣∣∣∣∣∣
∑
µ∈P+,|µ|≥M
1/2≤|zi|≤2
cµJ˜µ(z1, . . . , zN)
∣∣∣∣∣∣∣ ≤
∑
µ∈P+,|µ|≥M
1/2≤|zi|≤2
a|p|b|µ||J˜µ(z1, . . . , zN)|(5.12)
≤
∑
µ∈P+,|µ|≥M
a2(N−1)
√
2(µ|µ)2
√
N(µ|µ)|p|b
√
(µ|µ)
≤
∑
n≥M,n∈Z/N
aA(2nN)N (2(N−1)
√
2+
√
N |p|b)
√
n.
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by the formulae (A.2), (A.11).
If 2(N−1)
√
2+
√
N |p|b < 1 then the bottom part of the inequality converges. We
choose a positive number p0 which satisfies 2
(N−1)√2+
√
Npb0 < 1. Then the se-
ries |∑µ∈P+,|µ|≥M cµJ˜µ(z1, . . . , zN)| is uniformly bounded and uniformly abso-
lutely converges for |p| < p0 and 1/2 ≤ |zi| ≤ 2 (i = 1, . . . , N). Since the
functions J˜µ(z1, . . . , zN) are holomorphic, we have the holomorphy of the function∑
µ cµJ˜µ(z1, . . . , zN ) by the Weierstrass’s theorem.
Combining Propositions 5.11 and 5.12, we have Proposition 4.7.
From Propositions 5.10 and 5.12, the function (T˜ (p)−ζ)−1J˜λ is real-holomorphic
on (x1, . . . , xN ) if |p| is sufficiently small. From Proposition 4.1, the operators
H(j)(p) (j = 1, . . . , N) act well-definedly on the function (T˜ (p) − ζ)−1J˜λ and we
have H(j)(p)(T˜ (p) − ζ)−1J˜λ ∈ Cω(T )W . It follows from the commutativity of the
operators T˜ (p) and H(j)(p) (4.4) that
H(j)(p)J˜λ = H
(j)(p)(T˜ (p)− ζ)(T˜ (p)− ζ)−1J˜λ
= (T˜ (p)− ζ)H(j)(p)(T˜ (p)− ζ)−1J˜λ.
Hence we have H(j)(p)(T˜ (p)− ζ)−1J˜λ = (T˜ (p)− ζ)−1H(j)(p)J˜λ.
By integrating it on the variable ζ over the circle Γi, we have H
(j)(p)Pi(p)J˜λ =
Pi(p)H
(j)(p)J˜λ.
Therefore we have Proposition 4.8.
Appendix A. Jack polynomial and special functions
A.1. Jack polynomial and AN−1-Jacobi polynomial. We will see the relation-
ship between the Jack polynomial and the AN−1-Jacobi polynomial.
Let MN be the set of partitions with at most N parts, i.e., MN := {λ =
(λ1, . . . , λN ) |λi−λi+1 ∈ Z≥0, (i = 1, . . . , N − 1), λN ∈ Z≥0}. We setM0N := {λ =
(λ1, . . . , λN ) ∈ MN | λN = 0}. The Jack polynomial J⋆λ(z1, . . . , zN) (λ ∈ MN )
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is a symmetric polynomial of variables (z1, . . . , zN ) which is a eigenfunction of the
gauge-transformed Hamiltonian H˜0 (4.6).
Let m⋆λ be the monomial symmetric polynomial. The Jack polynomial admits
the following expansion,
J⋆λ = m
⋆
λ +
∑
µ≺λ
uλµm
⋆
µ,(A.1)
where the dominant ordering ofMN is given by λ  µ⇔
∑i
j=1 λj ≤
∑i
j=1 µj (i =
1, . . . , N − 1),∑Nj=1 λj =∑Nj=1 µj .
We see the correspondence between the Jack polynomial and the AN−1-Jacobi
polynomial. Let J⋆λ(z1, . . . , zN) (λ ∈ MN ) be a Jack polynomial. We set |λ|⋆ =∑N
i=1 λi and λ =
∑N
i=1(λi − |λ|⋆/N)ǫi. Then λ ∈ P+, where P+ is the set of
dominant weights of type AN−1. The function (z1 . . . zN)−|λ|⋆/NJ⋆λ(z1, . . . , zN ) is
precisely the AN−1-Jacobi polynomial Jλ.
By this correspondence, the Jack polynomial J⋆λ(z1, . . . , zN) (λ ∈ M0N ) corre-
sponds with the AN−1-Jacobi polynomial Jλ (λ ∈ P+) one-to-one.
Let λ be an element in M0N and λ be the corresponding element in P+. Since
(λ|λ) ≥ (λ1 − |λ|⋆/N)2 + (|λ|⋆/N)2 ≥ (λ1)2/2 ≥ |λ|
2
⋆
2(N−1)2 , we have
|λ|⋆ ≤ (N − 1)
√
2(λ|λ).(A.2)
Let us remind the Cauchy formula for the Jack polynomial.∏
1≤i,j≤N
(1− κXiYj)−β =
∑
λ∈MN
κ|λ|⋆J⋆λ(X)J
⋆
λ(Y )j
−1
λ ,(A.3)
where
0 ≤ jλ =
∏
s∈λ
a(s) + βl(s) + 1
a(s) + βl(s) + β
≤ 1,(A.4)
due to β ≥ 1. a(s) is the arm-length and l(s) is the leg-length.
Since p.379 of Macdonald’s book ([6]), we have J⋆λ = m
⋆
λ +
∑
µ≺λ uλµm
⋆
µ with
uλµ > 0 if β > 0. Hence we have
Jλ = mλ +
∑
λ−µ∈Q+
uλµmµ,(A.5)
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with uλµ > 0. Let r be a real number greater than 1.
If 1/r < |zi| < r for all i then |mλ(z1, . . . , zN)| ≤ r
∑N
i=1 |(λ|ǫi)|mλ(1) ≤ r
√
N(λ|λ)mλ(1).
Therefore we have
0 ≤ |Jλ(z)| ≤ r
√
N(λ|λ)Jλ(1)(A.6)
on 1/r < |zi| < r for all i.
By setting Xi = Yj = 1 in (A.3), we have
(1− κ)−βN2 =
∑
n∈Z≥0
κncn =
∑
λ∈MN
κ|λ|⋆J⋆λ(1)
2j−1λ ,(A.7)
where cn =
Γ(βN2+n+1)
Γ(βN2+1)Γ(n+1) . For each β ≥ 1 and C0 > 1, there exists a positive
number A such that cn < A
2C2n0 for all n ∈ Z≥0. Thus
J⋆λ(1)
2 ≤
∑
|λ|⋆=n
J⋆λ(1)
2j−1λ < A
2C2n0 .(A.8)
By the inequality (A.2), we have
|Jλ(1)| < AC(N−1)
√
2(λ|λ)
0 .(A.9)
The square of the norm of J⋆λ is
‖J⋆λ‖2 =
∏
i<j
Γ(ξi − ξj + β)Γ(ξi − ξj − β + 1)
Γ(ξi − ξj)Γ(ξi − ξj + 1)(A.10)
, where ξi = λi + β(N − i). (See ([6] p.383)) If β ≥ 1 then we have ‖J⋆λ‖2 ≥ 1
because of the convexity of the function log Γ(x). Therefore we have ‖Jλ‖2 ≥ 1.
Generally we have for r > 1
max
1/r≤|zi|≤r
|J˜λ(z)| ≤ max
1/r≤|zi|≤r
|Jλ(z)| ≤ AC(N−1)
√
2(λ|λ)
0 r
√
N(λ|λ),(A.11)
where J˜λ(z) is the normalized AN−1-Jacobi polynomial.
A.2. Special functions. We define some functions needed in this article.
θ1(x) := 2
∞∑
n=1
(−1)n−1 exp(τπ√−1(n− 1/2)2) sin(2n− 1)πx,(A.12)
θ(x) :=
θ1(x)
θ′1(0)
℘(x;ω1, ω3) :=
1
z2
+
∑
(m,n)\{(0,0)}∈Z2
(
1
(z + 2mω1 + 2nω3)2
− 1
(2mω1 + 2nω3)2
)
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℘(x) := ℘(x;π, πτ).
We have
℘(x) =
1
4 sin2(x/2)
− 1
12
− 2
∞∑
n=1
npn
1− pn (cosnx− 1),(A.13)
where p = exp(2τπ
√−1).
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