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Understanding periodic crystal distortions driven by Peierls or charge density wave mechanisms
in quasi one-dimensional systems is of abiding importance from a materials design perspective. Dis-
persions of a soft phonon mode in the dynamically unstable, translationally symmetric phase encode
a material’s preference for a less symmetric phase lower in energy. Guided by this dynamical tenet
as a design criterion, we examine 1199 materials combinatorially generated with B/N/S-substituted
cyclopentadienyl anion and monovalent metal cations. Our unbiased enumeration comprehensively
covers all stable, planar 5-membered rings. We identify materials stabilizing in undistorted, Peierls
and CDW phases validating the approach. Our results are in accord with experimentally observed
polydecker/zigzag arrangements in Cp-metal complexes. As case studies, we present Peierls candi-
dates exhibiting gap-opening as well as an uncommon gap-closing transition. Further, we zero-in
on the illustrative CDW prototype, B3NSH3Cu undergoing a trimerization.
Atomic wires are ideal one-dimensional (1D) systems
that undergo a metal-to-insulator transition (MIT) at
low temperature mediated by electron-phonon coupling.
The magnitude of the band gap, εg, in the final, stable
insulating phase varies exponentially with the inverse of
the electron–phonon coupling constant, λ, εg ∝ e−1/λ
within a mean-field approximation[1]. A system un-
dergoes Peierls transition (PT)[2] when a metallic band
crosses the Fermi energy (EF) at half-filling, kF = X/2,
and the resultant phonon band structure exhibits max-
imum instability at q∗ = X. Here, kF is the Fermi
wavevector, X, the zone-edge in units of pi/a (a is the
lattice constant), q is the phonon wavevector, and the
asterisk stands for the position of maximum instability.
Folding the bands in half—without changing the unit cell
structure—exposes the doubly degenerate Fermi level.
This degeneracy is lifted by a symmetry lowering lon-
gitudinal distortion along a soft phonon mode. The sys-
tem undergoes a transition from a 1U phase—with one
formula unit (U)—to the thermodynamically more sta-
ble Peierls phase containing double the number of Us.
It has been pointed out that 1D chains can undergo
PT without gap-opening when the distortion is along a
transverse mode[3]. The possibility of such a gapless PT
has been supported by model calculations corroborating
the experimentally observed zigzag structures in metal-
semiconductor interfaces[4].
Recent studies based on first-principles calculations
have unequivocally established that opening of the energy
gap on the zone-edge is one of the many parts of the total
energy; which, in some cases, may even be cancelled with
other contributions from the band structure[5]. Gener-
alizing both gap-opening and gap-closing cases, the dy-
namic instability characterized by a soft phonon mode
constitutes a necessary condition for PT, while a metallic
band (εg = 0) in the 1U phase, a sufficient one. Such an
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assertion implies that irrespective of the band gap diag-
nostics, instability of a phonon mode—for commensurate
q∗ < 1/2 values—in the 1U phase alone can steer struc-
tural distortions culminating in a charge density wave
(CDW)[6]. The electron density of a material in the 1U
phase is a periodic repetition of the unit cell density, ρu:
ρ1U(z) = ρu cos(2Xz), (1)
In the CDW phase, the 1U density is distorted by a super-
structure wave of amplitude ∆ρs and wavelength 1/q∗,
where q∗ is in units of X
ρCDW(z) = ρ1U(z) + ∆ρs cos(zq∗), (2)
Eq. 2 holds only for Xq∗ = 1/N , where N > 1 ∈ Z.
As a consequence, the minimum number of Us required
for transitionally less symmetric phases is given by the
inverse of Xq∗. When this value is not an integer, the 1U
phase of the material is said to be incommensurate and
cannot stabilize via periodic distortions.
Among all electrical conductors, the CDW ones are
distinct because their observable responses to thermal
and electric perturbations permits gleaning insights into
the material’s electronic structure[7]. Studies dealing
with the design of Q1D organic/organometallic materi-
als are abound in anticipation of observing exceptional
CDW-related properties[8–12]. Among Q1D materials,
organometallics characterized by a chain of alternate
ring-metal units are considered to be the most suit-
able to test the effects of electron-phonon coupling[13].
The ring-metal Q1D (RMQ1D) system CpMn (Cp is
the cyclopentadienyl anion, C5H
−
5 ) is an insulator while
B5H5Zn is a conductor, and the complex [Ni(B2C3H5)]
can form long oligomers[14]. Model calculations have
correlated the geometric features of the tetradecker ana-
logues [M(H5C3B2)]4, M=Cr–Zn, to their total elec-
tron count[15]. The potential of the RMQ1D materi-
als to cater a vast test bed for identifying diverse crys-
tal structures stems from the possibility of introduc-
ing heteroatoms in the ring. A comparison of the ex-
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FIG. 1. High-throughput workflow and dataset composition: a) Work flow for computation and analysis of RMQ1D. b)
Combinatorial generation of unit cells: With B, C, N and S of the depicted valencies, 5-rings are formed by constraining
the overall charge to -1, and bonded with monovalent metal ions. c) Normalized property distribution of 109 rings (see SI):
atomization energy (Eatm), energy of HOMO (εHOMO), energy of LUMO (εLUMO), negative of HOMO-LUMO gap (−εg),
magnitude of dipole moment (µ), electronic spread (〈R2〉), isotropic polarizability (α), and the lowest vibrational frequency
(νlow). d) Aromaticity indices NICS(0) and NICS(1). Selected rings and the extreme cases are shown. e) Electron occupation
fraction, f , of the rings; C5H
−
5 is perfectly half-filled with f = 0.5 and N
−
5 is the most electron-rich with f > 0.6.
treme cases of hetero-substitution aptly illustrates this
point[16]: the organic ring Cp exclusively favors per-
pendicular η5-bonding with metal cations—owing to the
presence of equatorial CH bonds that prevent σ-bonding.
On the contrary, the recently synthesized[17] pentazole
anion, cyclo-N−5 , has been hypothesized to prefer energet-
ically favorable equatorial σ-bonding[16]. The Cp ring is
known to form bonding with transition metals (TMs) and
main-group metals (MMs) alike resulting in complexes
that are electron-excess, electron-precise, or electron-
deficient; with varying ionic character, and metal-ring
bonding hapticities[18–20].
In the crystal form, Cp complexes with monovalent
metals form either a “string-of-pearls” eclipsed or a
zigzag chain. The former arrangement is preferred by
small MMs such as Li+ and Na+, while the latter by
K+ and heavier ions[21]. Similar trends have also been
noted for group-13 MMs: In+ and Tl+ preferring a zig-
zag arrangement[22]. Such structures are favoured due
to minimization of the repulsive factors such as ring-ring
interactions as well as repulsions between the rings and
the distorted core of the metal[23, 24]. These transi-
tions have escaped inspection in the light of the Peierls
instability because of the lack of gap-opening in these
materials; that remain as insulators before and after dis-
tortion. On the other hand, the longitudinal distortion in
B2C3H5Ni leads to widening of the Ni bands inextricably
coupled with the dimerization of the units[25, 26]. As yet,
such Q1D materials have neither been reported for the
d10 metals, nor for combinatorially varying heteroatom-
substituted Cp.
In the present study, we explore the thermodynamic
and dynamic stability of RMQ1D materials made of 109
five-membered rings and 11 monovalent metals. During
the combinatorial ring generation, non-cyclic/non-planar
or above all, those failing to show convergence of the
electron density were filtered out to arrive at 109 stable
5-membered heterocycles, see Figure S1 in the Supple-
mentary Information (SI).The rings were constrained to
have an overall molecular charge of −1 and an even num-
ber of electrons. Geometry optimizations were performed
for this set using the program package Gaussian16[27].
For this purpose, the hybrid generalized gradient approx-
imation (hGGA), PBE0, treatment is required to miti-
3gate the spurious self-interaction cancellation error that
plagues the energetics of anions and material bandgaps at
the semi-local density functional theory (DFT) level[28].
Additional details are collected in the SI.
A comprehensive coverage of the materials space in
order to reveal diversities in crystal structures and their
hitherto-unknown correlations to properties warrants ab
initio high-throughput data-driven explorations[29–32].
While a brute-force design of any given RMQ1D mate-
rial is possible through first-principles crystal structure
determination, it is not computationally viable to achieve
this for thousands of bulk phases. One of the aspects
of these systems that weighs in favor of a remedy is a
strong anisotropy of their observable electronic proper-
ties. In bulk, perturbations due to the material’s lateral
packing are too weak to influence this anisotropy. In
the case of CpNa, high-resolution diffraction has iden-
tified the transverse lattice constants to be 10.134 A˚
and 11.001 A˚, over twice the magnitude of the longi-
tudinal one 4.713 A˚[21]. Yet, such weak lateral pack-
ing imparts dynamic stability to the 1D units, which
will otherwise exhibit long-wavelength instabilities ubiq-
uitous in the phonon spectrum of low-D materials such
as graphene nanoribbons[33], borophenes[34], and Al
chains[35]. These instabilities do not affect the elec-
tronic properties of low-D materials, whittling away in
a real material because of a substrate support or lateral
packing[34–37]. Accordingly, previous high-throughput
studies have designed low-D materials datasets with
Q1D[38] and Q2D[39] units. To this end, we present
a high-throughput workflow for a direct design of stable
RMQ1D systems, see Figure 1a.
Exhaustive hetero-substitutions, replacing a CH in Cp
with an isoelectronic N atom, or a pair of C atoms with
a BN heteroatom pair, will result in 32 aromatic rings
according to algebraic enumeration[40]. Out of this set,
23 feature in this study; remaining 9 filtered out by our
workflow. Figure 1c displays the property range spanned
by all 109 rings, of particular interest are the dipole mo-
ments and the energies of HOMO and LUMO—which
govern the bonding pattern and energies in the ring-metal
complex. Besides completely aromatic rings, we also
find a number of antiaromatic, non-aromatic and doubly-
aromatic ones, notably one of the B3C2H
−
2 and N
−
5 with
a very large anisotropic shielding. Ring aromaticity is
characterized by the nucleus-independent chemical shifts,
NICS[41]; deviation of NICS(1) from NICS(0) indicates
the presence of σ-aromaticity (Figure 1d). The elec-
tron occupation fraction, f , modulates the ring-to-metal
charge transfer. Electron rich rings such as N−5 in com-
bination with electropositive metal ions such as Cs+ are
expected to show better charge transfer, hence form ther-
modynamically more stable ionic bonds. Our unbiased
ring generation procedure has introduced 17 rings that
are electron deficient compared to Cp, with f < 0.5.
Each heterocyclic ring was combined with one of the 11
metals: Na–Cs, Cu–Au, Al–Tl to construct unit cell ge-
ometries of 1199 polymeric sandwich complexes for peri-
odic calculations with the numeric atom-centered orbital
code FHI-aims[42]. The corresponding phonon calcula-
tions were performed with Phonopy[43]. Geometries and
phonon spectra reported here are modelled with PBE-
GGA, while for formation energies and electronic band
structure, we rely on a more accurate hGGA. The GGA-
based geometric parameters and the phonons presented
here are in good agreement with hGGA results shown
for test cases in Table S1. Specific technical details of
our computation are also provided in the SI. Based on
the nature of phonon instability, our high-throughput
workflow characterizes stationary points on the mate-
rial potential energy surface into three classes: (i) stable
with positive phonons, (ii) unstable with imaginary fre-
quencies in several modes, and (iii) those with maximum
instability along a (degenerate or non-degenerate) nor-
mal mode. Full geometry relaxations—of lattice vectors
and atomic coordinates—followed by subsequent phonon
analyses, we identify 38 dynamically stable 1U materials
with large band gaps, εg ≥ 2 eV. For 3 of these, we note
positive phonon wavenumbers throughout the Brillouin
zone, while for 35, we observed imaginary wavenumbers
of small magnitudes (< 5 cm−1).
On the whole, the most distinguishing feature of the
systems stable in the 1U phase is that they are exclu-
sively alkali metal-based. Figure 2a provides a bird’s-eye
view of the structural diversity and thermodynamic sta-
bility of all the 1.2k systems. For the 38 1U materials
a similar map is illustrated for the band gaps, εg, see
Figure 2b. Principal moments of inertia have been de-
termined using the optimized geometry of the 1U phase.
Materials showing ring opening or fragmentation have
been eliminated; these rings exhibit strong σ-donation
of the electron density to the metal center resulting in
a loss of bonding electrons needed to stabilize the cyclic
framework. Figure 2a reveals thermodynamically more
stable entries to be either eclipsed sandwich complexes
or those with a slight slippage of the metal from the ring
center. The count density of the materials is maximum in
this region mapping to a broad spectrum of Ef , a trend
accentuated by the cyan-to-red regions in the inset to
Figure 2a. While our flow characterized 504 RMQ1Ds
as unstable, with multiple imaginary phonon modes, one
cannot rule out the possibility of locating a local min-
imum on the potential energy surface corresponding to
these stoichiometries when starting with a refined unit
cell arrangement.
Along the I1 = 1 − I2 line in the shape distribution
plots, one finds purely planar structures formed by metal
ions σ-bonded to the rings. The system closest to the 1,0
point is BCN3HAu has the longest metal-ring bond and
the one closest to 0.5,0.5 is B2NS2HAl with the short-
est metal-ring bond. On the I2 = 1 vertical line, one
finds perfectly eclipsed η5 : η5 sandwich structures with
Cp and N5 rings. The bottom most point corresponds
to N5Cs which is the most elongated sandwich complex;
while CpAl, at the top, is the most compact sandwich
complex. In the latter system, the lattice constant is
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FIG. 2. Shape distribution of RMQ1D materials with 1U structure. The axes correspond to normalized principal moments
of inertia I1/I3 and I2/I3, respectively, with I1 ≤ I2 ≤ I3. a) For 1139 structures with unfragmented ring units, formation
energies are color-coded. Count density map is provided as an inset. b) For 38 dynamically stable materials, hGGA band gaps
are color-coded. The inset shows the distribution of hapticities.
larger than twice the ring-metal distance; indicating weak
crystal packing leading to high-volatility similar to the
experimentally studied Ga analogue[22]. These trends
are in line with the ionic radii of the corresponding met-
als. Structures with η2/η3/η4-bonding arise predomi-
nantly for hetero-rings with cations slipped away from
the geometric center of the ring. Experimentally, CpLi
and CpNa have been identified as 1U systems with a
η5 : η5 coordination pattern[21], the CpNa has been con-
firmed by our calculations (see Figure 2b). However, the
same metal in combination with substituted Cp rings
shows a diverse coordination pattern due to lowering of
the molecular symmetry. The thermodynamically most
and least stable systems are B2N1S2H2Cs (Ef = −0.877
eV), and B3C1N1H1Cu (Ef = 1.290 eV), respectively;
neither are dynamically stable in the 1U phase. The
pentazole ring, N−5 , isolable in an acidic medium[44] typ-
ically prefers equatorial σ-bonding with cations[16]. Our
results indicate hard acid ions like Cs+ or Rb+ to form
N−5 complexes through η
5 : η5 coordination pattern (Fig-
ure 2a). However, the same ring when complexed with
the soft acid ions Cu+, Ag+ and Au+ forms η1 : η1
σ-bonding. Thermodynamic stability of these materials
correlates poorly with their dynamic stability, made ap-
parent by the fact that Ef of the 38 materials stabilizing
in the 1U phase span a window of −0.726 to 0.992 eV,
rather evenly.
RMQ1D materials that are neither classified as unsta-
ble (504) nor stable (38) in the 1U phase in include po-
tential cases for Peierls (594), CDW (23) and long wave
(40) transitions. Peierls cases are detected by a phonon
instability at q∗ = X (see Figure 1a). Experimental evi-
dences for RMQ1D materials stabilized by a PT are far
and few between. For further investigation, we select the
most important subsets: 16 with |νim| ≥ 50 cm−1 which
are expected to show a large gain in the potential energy
via displacements along the corresponding normal modes.
We choose 10 Peierls candidates containing the rings Cp,
B3C2H
−
2 , or N
−
5 . In addition, we include 7 gap-opening
candidates that are metallic in the 1U phase. Starting
from the 2U superstructure of the 1U geometries and
a subsequent distortion along the soft mode of the 1U
phase, a full geometry relaxation was performed for the
33 systems. Even though our selection is based on the
threshold range 0.45 ≥ q∗ ≥ 0.5 for the most unstable
phonon wavevector, the q∗ value coincides with 0.5 for
nearly all cases (see Figure S3).
Irrespective of the band gap modulation, all 33 Peierls
materials undergo geometric distortions deviating from
the 1U structure, augmented by a net drop in the to-
tal energy (Figure 3a). These results are to be viewed
in light of the original statement by Peierls[2, 5] relat-
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FIG. 3. Influence of Peierls stabilization on the formation energy, Ef , and electronic band gap, εg for 33 materials: a) Gain in
thermodynamic stability, ∆Ef = E
Peierls
f −E1Uf , is reported with E1Uf . 1U and Peierls structures of the most stabilized material
BC3NH3Au are shown. Different metals are color coded. b) Comparison of εg of 1U and Peierls phases. Structures of gap-
opening (with Cu) and gap-closing (with Ga) cases containing the B3C2H2 ring are shown. Variation in εg of B3C2H2Ga during
1U-to-Peierls relaxation is shown in the subplot. Color code of metals is according to a). c) Band folding and gap-opening in
B3C2H2Cu. d) Band folding and gap-closing in B3C2H2Ga. Band structures of 1U (blue solid lines), 2U superstructure (blue
dashed lines) and Peierls (red solid lines) phases are shown. Arrows point to band gaps and Fermi energy level is set to 0 eV.
ing the net gain in potential energy to the relative dis-
placement of atoms from their symmetric 1U positions,
τ : ∆E = −τ2 log(τ). Hence, the overall gain in the
thermodynamic stability is a system-specific, non-local
property; the structure of the highly rigid σ-networks
of B3C2H2M (M=K/Rb/Cs) are the least distorted in
the Peierls phase showing essentially no net change in
Ef from the 1U to the Peierls phase. The system gain-
ing maximum potential energy is BC3NH3Au. We note
in passing that some of the Peierls systems presented
in Figure 3a are connected to their 1U stationary points
through a valence coordinate such as torsion angle. Alas,
the strong coupling between the atomic coordinates and
the lattice vectors renders any graphical representation
of the energy lowering on a potential energy surface—
with fixed lattice vectors—meaningless. A comparison
of εg in the Peierls and dynamically unstable 1U phases
reveals some interesting trends. Increase in εg of the
Peierls phase varies inversely with that of the 1U phase.
Materials with large gap in the 1U phase (εg > 3 eV)
show a small gain in the gap going to the Peierls phase.
A common structural characteristic of the gap-opening
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FIG. 4. Linear (1U) and zig-zag (Peierls) structures of
C5H5Tl. Phonon band structures 1U (blue lines) and Peierls
(red lines) phases are also shown.
Peierls candidates is a strong slippage of the metal ions—
especially Al, Cu, Ag and Au—away from the ring center
amounting to poor shielding of the metallic bonds by the
rings in the 1U phase. The structures of all 33 Peierls
cases are presented in Figure S2). Overall, 7 of these
exhibit large gap-opening; band structures of which are
shown in Figures S6–S12. We also find 3 materials
preferring an uncommon gap-closing PT, εPeierlsg < ε
1U
g .
To contrast the band structure characteristics of ma-
terials undergoing gap-opening and gap-closing PT, we
present two cases containing the ring B3C2H2, one with
Cu and the other with Ga. Both materials show very
similar unit cell arrangements in 1U (rings and metals
nearly coplanar) and Peierls phases, where the distor-
tion of the 1U structure happens along the torsion angle
θ (see inset to Figure 3b) forming an open-book type
arrangement. Hence, the distinction between the band
gap characteristics of these materials is of no account in
view of their structural differences. The band structure
of B3C2H2Cu (Figure 3c) shows two bands crossing EF,
one at about k = X/4 and the other at k = 3X/4. Both
these bands are completely delocalized with joint contri-
butions from the ring and the metal fragment molecular
orbitals. Folding the band into half makes both these
points to coincide at a smaller k value (blue dashed lines
in Figure 3c). As a result, the two highest energy levels
at k = X/2 attain degeneracy. With relaxation to the
Peierls phase, all the folded bands of the 1U phase are
energy lowered by ≈ 1 eV. The overall structural distor-
tion and gap-opening seemingly ensure that degenerate
bands do not cross the Fermi energy. Analogous to the
Cu case, all the bands of the Ga system are also pulled
down in the Peierls phase (Figure 3d); however, the dou-
bly degenerate levels of the folded 1U bands at E = 2
eV lie far above EF without necessitating a removal of
this degeneracy. The indirect band gap of the distorted
Peierls phase is an overall outcome of the energy ordering
of bands and their alignments. The dip in the lowest con-
duction band is due to an avoided crossing between the
bands immediately below and above EF showing mixed
characteristics near the Γ-point. The dependence of the
band mixing on the structural distortion along θ is illus-
trated in the inset to Figure 3b. For the 1U phase, θ is
4.43◦. During the geometry relaxation of the 2U struc-
ture of the 1U phase, θ converges to 62.64◦ at the Peierls
phase. The characteristic of the band gap changes from
direct to indirect at θ ≈ 45◦.
On a further note, experimental investigation[45] sug-
gested a zig-zag structure for CpTl indicating a Peierls
stabilization. However, while its GGA phonon band
structure does unveil a soft X-instability, the system also
exhibits a competing instability at q∗ = 0.08, see Fig-
ure 4. Additional verification of the results with hGGA
and long-range corrected hGGA rules out any shortcom-
ings in the GGA treatment (see Table S1). The source
of this near-Γ instability is a curse of modeling the infinite
Q1D material with a finite unit cell. Based on the ex-
perimental observation, a distortion along q∗ = X mode
followed by relaxation indeed reproduces a stable zig-zag
structure, confirmed by a subsequent phonon analysis.
Following an analysis of the 1U phonon spectrum of
the 23 CDW candidates, we select cases for which the
magnitude of the maximally unstable phonon mode is
≥ 50 cm−1 and the corresponding wavevector coinciding
with the commensurate values: q∗ = 1/3, q∗ = 1/4 and
q∗ = 1/5, marked by the stick spectrum in Figure 1a.
Inspection of Figure S4 shows only 4 of the 23 to have
commensurate phonon instability; others are incommen-
surate. The only potential CDW material satisfying our
selection criteria is B3NSH3Cu whose unit cell details,
electronic and phonon band structures are on display in
Figure 5. In the 1U phase, the metal centers are sepa-
rated by 3.51 A˚ with the ring shielding the interaction
between adjacent metal centers rendering the material
an insulator, ε1Ug = 1.16 eV (Figure 5b). While the 1U
phonon band structure shows prominent instability at
2X/3, one also notes another band exhibiting instabil-
ity at X/3, albeit with phonon wavenumber of a smaller
magnitude. In the 1U phase, a partial electron trans-
fer from the anionic ring to the metal center is indicated
by the net Mulliken charge on Cu, qMCu = 0.18 e. The
density difference ∆ρ(r) = ρ(r) − ρrings(r) − ρmetals(r)
illustrates regions of electron density gain and depletion
upon ring-metal bonding in the solid. Better clarity is at-
tained with the reduced density difference, by integrating
∆ρ(r) in the plane perpendicular to the lattice vector re-
sulting in the 1D fingerprint, ∆ρ(z) = − ∫ ∫ dxdy∆ρ(r).
The shape and periodicity of ∆ρ(z) coincide with the
structural and charge density variations of the material.
Full geometry relaxation based on the soft mode dis-
tortion of the 3U superstructure was done as previously
stated for the Peierls cases. Transitioning to the dynam-
ically stable CDW phase, the material trimerizes with
a net drop in the Ef by 0.031 eV. Overall, the mate-
rial shows further widening of the electronic gap to 1.97
eV (Figure 5b), the corresponding phonon spectrum con-
firms a dynamically stable phase (Figure 5c). The visible
effect in the structure is a repeated chain of two distinct
units: a metal-ring-metal (MRM) trimer, with 2 equiv-
alent Cu atoms (qMCu = 0.13 e) which is displaced from
a ring-metal-ring (RMR) fragment along a transverse di-
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rection. Based on this arrangement, one can interpret
the structure of B3NSH3Cu based on a ‘pseudo’-Peierls
transition of a more symmetric arrangement of these two
trimer fragments. This structural description agrees with
the periodic variation of ∆ρ(r) and qMCu, and the reduced
density fingerprint conveys further information that are
not perceptible from the other quantities. With in the
MRM fragment, one notes ∆ρ(z) coinciding with Cu to
split in an asymmetric fashion. This is an indication of
a weak bonding between the Cu atoms of MRM, leav-
ing the single Cu-center (qMCu = 0.15 e) of RMR in an
environment similar to that of the 1U phase. While the
amplitude of the ∆ρ(z) function is uniform across the
lattice for the 1U phase, it is undulatory for the CDW
phase.
To conclude, we identify 1U, selected Peierls and
stable-CDW materials based on maximum instability in
the 1U phonon spectrum. Among unstable materials—
with multiple unstable phonon modes—there are poten-
tial candidates that may be experimentally observed sta-
bilized by a weak lateral packing in bulk. While our
high-throughput workflow also identifies long wave can-
didates potentially distorting to a periodic structure con-
taining> 5 Us, it is beyond the scope of the present study
to embark on characterizing these. However, it may be
anticipated that the polymer design strategy based on
a soft phonon will loose its reliability for the long wave
case because of the residual uncertainties associated with
the methods used here in resolving q∗ < 0.2 (see also
Figure S5). The procedures applied here can be ex-
tended to materials comprising open-shell metal ions to
identify candidates stabilized by magnetic moments, or
half-metals relevant for spin-conduction[46]. However, a
high-throughput study of magnetic RMQ1D will incur in
8severe computational complexities because of the chal-
lenges associated with the determination of the ground
state among competing spin-states. For heavier atoms, in
addition, spin-orbit coupling needs to be incorporated for
realistic modeling. The catalogue of materials presented
here can be further extended by considering other rings,
metals and their hetero-combinations. The results pre-
sented here and further explorations of them, may lever-
age rational experimental design of Q1D organometallic
materials with tunable electronic properties.
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