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We prove for the class of nested fractals introduced by T. Lindstro% m (1990,
Memoirs Amer. Math. Soc. 420) that the integrated density of states is completely
created by the so-called NeumanDirichlet eigenvalues. The corresponding eigen-
functions lead to eigenfunctions with compact support on the unbounded set and
we prove that for a large class of blow-ups the set of NeumanDirichlet eigenfunc-
tions is complete, leading to a pure point spectrum with compactly supported
eigenfunctions. This generalizes previous results of H. Teplyaev (1998, J. Funct.
Anal. 159, 537567) on the Sierpinski Gasket. Our methods are elementary and use
only symmetry arguments via the representations of the symmetry group of the
set.  2000 Academic Press
AMS 1991 Subject Classifications: 35P10, 35P20, 28A80.
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In this text we analyse the spectrum of the Laplace operator on unbounded
nested fractals. The class of nested fractals, introduced by Lindstro% m [15],
is a class of self-similar sets, finitely ramified and invariant for a large group
of symmetries. The best-known example is the Sierpinski gasket, and now
much is known about spectral analysis on this set. For example, Teplyaev
proved in [24], using the renormalization procedure introduced in [17, 7],
that for the unbounded Sierpinski gasket without boundary point the spec-
trum is pure point and the eigenfunctions have compact support. On
general nested fractals there are several results on the asymptotics of the
number of eigenvalues and its relation to the behaviour of the heat kernel
(cf. [9, 12, 14]) but very few results on the structure of the spectrum on
the unbounded set. In this text, using only symmetry arguments via the
representation of the group of symmetries, we give a fairly complete
analysis of the spectrum on nested fractals, completing in this way the
work of Teplyaev and some works of Barlow and Kigami (cf. [2]).
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Let us present our results. Consider a nested fractal X and (91 , ..., 9N),
the N similitudes for which it is self-similar; i.e., we have
X= .
N
i=1
9 i (X ).
The set X is invariant under a large group of isometries denoted by G (cf.
the definitions in Section 1.1). There are infinitely many ways to extend the
set to an unbounded set. Consider a backward sequence (i&1 , ..., i&k , ...) #
[1, ..., N]N used to blow up the set X. Define X(n) as
X(n) =9 &1i&1 b } } } b 9
&1
i&n
(X ).
The sequence X(n) is an increasing sequence and we denote
X()=. X(n) .
There is a unique natural ‘‘Laplace operator’’ defined on X (cf. [15, 10,
18]) which can be extended to a self-adjoint operator on the unbounded
set X() by scaling. In this text we will be interested in the spectral proper-
ties of the operator defined on X() .
The integrated density of states (i.d.s. for short) is an interesting value
which has been introduced in [5], and we first answer a very basic ques-
tion which nevertheless does not seem to have even been posed:
v We prove that the support of the density of states coincides with the
spectrum of the operator. This is a very basic result for random
Schro dinger operators on Zd but the classical proof cannot be
straightforwardly adapted since in our case the operator is only locally
invariant by translation.
The next results give more precise information on the spectrum of the
operator. A peculiar role is played by the NeumannDirichlet eigenfunc-
tions. We refer thus to the functions on X(n) , which are eigenfunctions for
the operator with both Neuman and Dirichlet boundary conditions. They
lead to eigenfunctions with compact support on the unbounded set X() .
The importance of these eigenfunctions has been recognized in several
works (cf. [2, 11, 24]). In this text we prove that for nested fractals with
more than three boundary points:
v The density of states is completely determined by the Neumann
Dirichlet eigenvalues (cf. Theorem 1.2). In particular, this implies that the
density of states is a countable sum of Dirac masses. This completes a
previous result by Barlow and Kigami where they proved that for nested
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fractals the NeumannDirichlet eigenvalues always contribute to the den-
sity of states.
v For a large class of blow-ups (called asymmetric blow-ups, cf.
Definition 1.4) the set of NeumannDirichlet eigenfunctions is complete.
This implies that the spectrum is pure point and that the eigenfunctions
have compact support. For the Sierpinski gasket the result says that this is
true exactly when the unbounded set X() has no boundary. Therefore
this result generalizes the result of Teplyaev (cf. [24]) to nested fractals.
Finally, we want to emphasize that our proofs are elementary since they
only appeal to symmetry arguments. A crucial role is played by the
representations of the group of symmetries. These techniques have already
been employed in [19] to compute the renormalization map involved in
the construction of the diffusion.
1. DEFINITIONS AND STATEMENT OF THE RESULTS
1.1. Unbounded Nested Fractals
1.1.1. Definition of Nested Fractals. Nested fractals are self-similar sets,
embedded in RD, finitely ramified (in the sense of [10, 18]), and invariant
by a large group of symmetries. They were introduced by Lindstro% m (cf.
[15]). One can find the definition in [15] (or in [13]). We recall it briefly.
Let D2 be an integer and r>1 a real. For x and y in RD, we denote
by |x& y| the Euclidian distance.
Definition 1.1. A map 9: RD  RD is called a r-similitude if
|9(x)&9( y)|=r&1 |x& y|, for all x and y in RD.
Let N be an integer bigger than 2. Let (91 , ..., 9N) be N r-similitudes.
We set 0=[1, ..., N]N. One can prove that for all | in 0 the limit
lim
n  
9|(1) b } } } b 9|(n)(x)
exists for all x in RD and does not depend on x. We denote by 6(|) the
value of this limit. We set
X=6(0).
One can prove that X is a compact subset of RD and that it is the unique
subset of X which satisfies X=Ni=1 9 i(X ). The set X is said to be self-
similar with respect to the family of r-similitudes (91 , ..., 9N) (these results
are classical and can be found in [4] or [15]).
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We say that the family (9i) satisfies the Moran open set condition if:
(A.0) There exists a non-empty open subset U of RD such that
Ni=1 9 i (U )/U and such that 9 i (U ) & 9j (U)=< for i{ j.
Each map 9i has a unique fixed point and when the condition (A.0) is
satisfied these fixed points are distinct (cf. Corollary IV-14 of [15]). We
denote by F0 the set of fixed points of the maps 9i which will sometimes
be identified with the indices of the maps 91 , ..., 9N . By definition, F0 is
included in X.
Definition 1.2. We say that x # F0 is an essential fixed point if there
exists y in F0 and two distinct elements i and j of [1, ..., N] such that
9i (x)=9j ( y). We denote by F the set of essential fixed points.
Lindstro% m introduces the following conditions:
(A.1) (Connectivity) For all i and j in [1, ..., N] there exists a
sequence i1 , ..., in of [1, ..., N] such that i1=i, in= j, and 9ik (X ) &
9ik+1(X ){< for all kn&1.
(A.2) (Finite ramification) For all distinct n-tuples (i1 , ..., in) and
( j1 , ..., jn) of [1, ..., N]n,
9i1 b } } } b 9in(X ) & 9j1 b } } } b 9jn(X )=9i1 b } } } b 9in(F ) & 9j1 b } } } b 9jn(F ).
For all x and y in RD denote by Hx, y the hyperplane Hx, y=[z # RD,
|x&z|=| y&z|]. Let sx, y denote the orthogonal reflexion with respect to
Hx, y . We call the n-cell a subset of X of the type 9 j1 b } } } b 9jn(X ) for an
element ( j1 , ..., jn) of [1, ..., N]n.
(A.3) (Symmetry) For any distinct points x and y of F, sx, y maps an
n-cell to an n-cell, and if an n-cell has points in both open half-spaces
created by Hx, y then it is globally invariant by sx, y .
Note that with Definition 1.2 and Condition (A.2) F plays the role of a
boundary set for X. Therefore we will write X=F.
The set of reflexions sx, y generates a finite group of isometries and we
denote this group by G. We will call G the group of isometries of X.
Lindstro% m gives the following definition:
Definition 1.3. A nested fractal is a self-similar set X associated with
a family of r-similitudes satisfying Conditions (A.0), ..., (A.3) and such that
*F2.
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Examples. The unit interval. Here we take D=1 and N=2. We define
91 and 92 as the two homotheties with ratio 12 and centers 0 and 1. It is
easy to see that X=[0, 1] and that F=F0=[0, 1].
The Sierpinski gasket. Here D=2, N=3, and the similitudes 91 , 92 ,
93 are homotheties with ratio 12 . In C these are given by
91(x)=
x
2
; 93(x)=
1
2
(x&1)+1;
93(x)=
1
2 \x&\
1
2
+i
- 3
2 +++
1
2
+i
- 3
2
.
We see that F=F0=[0, 1, 12+i(- 32)].
The group G is the group of isometries of the triangle F, and thus the
group of permutations of F.
The Viscek set. Here D=2 and N=5. The similitudes 91 , ..., 94 are
defined to be the homotheties with ratio 13 and with centers the vertices of
the square [(\1, \1)]. The similitude 95 is the homothety with center
(0, 0) and with the same ratio. F is the set of fixed points of 91 , ..., 94 .
G is the group of isometries of the square F, i.e., G is the fourth dihedral
group D4 .
The snowflake. Here D=2 and N=7; 91 , ..., 96 are the homotheties
with ratio 13 and centers the vertices of a regular hexagon; 97 is the
homothety with same ratio and with center the center of the hexagon. F is
the set of fixed points of 91 , ..., 96 , i.e., the set of vertices of the regular
hexagon. G is the group of isometries of the regular hexagon F, i.e., the
sixth dihedral group D6 .
1.1.2. Blow-ups of Nested Fractals. We will be interested in unbounded
sets. The most natural way to construct such sets is to blow up the initial
set X by the similitudes [91 , ..., 9N]. This method has been introduced in
[22]. We fix for the rest of the paper a backward sequence (i&1 , ..., i&n , ...)
# [1, ..., N]N used to blow up the fractal.
We define
X(n) =9 &1i&1 b } } } b 9
&1
i&n
(X ). (1)
The sequence X(n) is increasing and we set
X()=.
n
X(n) . (2)
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By self-similarity the set X(n+ p) is the union of N p subsets identical to
X(n) that we call (n)-cells in X(n+ p) and that we denote by
X(n+ p), j1 , ..., jp=9
&1
i&1
b } } } b 9 &1i&(n+p) b 9 j1 b } } } b 9jp(X ), (3)
for ( j1 , ..., jp) # [1, ..., N] p. Note that X(n) is included in X(n+ p) as a
(n)-cell of X(n+ p) . Precisely, we have
X(n)=X(n+ p) , i&(n+p) , ..., i&(n+1) . (4)
The natural boundary of X(n) is the finite set:
X(n)=9 &1i&1 b } } } b 9
&1
i&n
(F ). (5)
Therefore we define the interior of X(n) as the set X1 (n)=X(n)"X(n) .
The boundary of the set X() is defined by
X()=,
n
.
mn
X(m) .
There is a natural discrete equivalent of the set X() which is con-
structed as the union of an increasing sequence of finite sets. Let F(n) be
the increasing sequence of finite sets
F(n)= .
k1 , ..., kn
9 &1i&1 b } } } b 9
&1
i&n
b 9k1 b } } } b 9kn(F ). (6)
The sequence F(n) is increasing and we set
F()=.
n
F(n) . (7)
The set F(n+ p) is the union of N p sets identical to F(n) that we call
(n)-cells and denote by
F(n+ p) , j1 , ..., jp= .
k1 , ..., kn
9 &1i&1 b } } } b 9
&1
i&(n+p)
b 9 j1 b } } } b 9jp
b 9k1 b } } } b 9kn(F ), (8)
for ( j1 , ..., jp) # [1, ..., N] p.
The set X(n) is a subset of F(n) and will be understood as the boundary
of F(n) , F(n)=X(n) .
The boundary of F(n) will also be defined as F(n)=X(n)=
9i&1 b } } } b 9i&n(F ) and the boundary of F() as F()=X()=
n mn F(m) .
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Denote by H(n), x, y the mediator hyperplane of x and y in X(n) . The
group generated by the symmetries s(n), x, y with respect to H(n) , x, y is of
course G and leaves F(n) and X(n) invariant. So later the action of G on
X(n) will be understood as the action of the group of symmetries generated
by the s(n) , x, y ’s.
We adopt the following definition.
Definition 1.4. (i) We say that the blow-up X() has no boundary
if X()=<. This is equivalent to the fact that there do not exist an
integer n and an index i # F such that i&k=i for kn.
(ii) We say that (i&1 , ..., i&n , ...) is an asymmetric blow-up if for all
n there exists p>0 such that the subset X(n) of X(n+ p) is contained in one
of the closed connected components determinated by the hyperplanes
[H(n+ p) , x, y]x, y # X(n+p) .
(N.B. For (i) recall that the set F is identified with a subset of [1, ..., N]
by identifying the fixed point of the 9i’s with the indices i.)
Remark 1.1. We will prove in Section 2.3 (cf. the end of the proof of
Proposition 2.3) that an asymmetric blow-up leads to an unbounded set
without boundary.
Examples. The unit interval. If the blow-up is stationary to 1 (or 2)
then the set X() is a half-line bounded from the left (resp., the right) and
X() is naturally the extremity.
The Sierpinski gasket. Let us consider X as a subcell of 9 &11 b
9 &12 (X). We note that X is contained in one of the connected components
defined by the hyperplanes of symmetry of 9 &11 b 9
&1
2 (X ). Considering the
symmetric role played by the three similitudes 91 , 92 , 93 , this means that
any non-stationary blow-up is an asymmetric blow-up. So the condition of
asymmetric blow-up is equivalent to the fact that X() has an empty
boundary in the case of the Sierpinski gasket.
The snowflake. In this case if we consider the blow-up i&k=7 then
we see that X()=< but that the blow-up is not asymmetric.
1.2. The Operator on the Unbounded Set
1.2.1. The Discrete Case. The discrete case is easy to describe. The
operator is constructed from a difference operator on the initial set F. It is
now clear from several different works that the setting of the Dirichlet form
is the most tractable in these problems. We first recall a simple definition.
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Definition 1.5. We say that a non-negative quadratic form on RF is a
conservative irreducible Dirichlet form on F if
Q( f, f )=0 if and only if f =0, (9)
Q(1[x] , 1[ y])<0, for x{ y. (10)
We will always write Q( f ) for Q( f, f ) when Q is a quadratic form.
From now on we fix a conservative irreducible Dirichlet form A on RF
and a positive probability measure | on F and we ask for them to be
G-symmetric, i.e., for
A(g . f, g . f )=A( f, f ), \f # RF, g # G, (11)
| g . f d|=| f d|, \f # RF, g # G. (12)
The action of G on RF is naturally defined by g . f (x)= f (g .x).
We construct a Dirichlet form A(n) and a measure |(n) on F(n) by
A(n)( f, f )= :
j1 , ..., jn
A( f |F(n) , j1 , ..., jn), \f # R
F(n), (13)
| f d|(n)= :
j1 , ..., jn
| f |F(n) , j1 , ..., jn d|, \f # RF(n). (14)
The set F(n) , j1 , ..., jn is naturally identified with F (cf. formula (8)) by the
map 9 &1i&1 b } } } b 9
&1
i&n
b 9j1 b } } } b 9jn . Therefore the quadratic form A and
the measure m are transported to the (0)-cell F(n) , j1 , ..., jn by this map and
this is the meaning of the notations A( f |F(n) , j1, ..., jn) and  f |F(n) , j1, ..., jn d|.
The measure |(n) can be extended to a measure |() on F() and we
extend A(n) to a Dirichlet form A() with domain
D ()=[ f # L2(d|()), sup
n
A(n)( f |F(n))<], (15)
defined by
A()( f, f )=lim
n
A(n)( f |F(n)). (16)
In the text the sign }~ will be adopted for the notations related to the dis-
crete case.
A slight modification of [6, Theorem 3.4] (to handle the discrete case
and general blow-ups) allows us to show that A() is a regular, local,
irreducible Dirichlet form on the domain D () .
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1.2.2. The Continuous Case. The construction of a Dirichlet form on
the continuous set is much more difficult. This problem has been
investigated in several works (cf. [1, 10, 13, 18]) and we only sum up the
results here.
Following [4] it is well known that there exists a unique probability
measure m on X such that
| f dm=
1
N
:
N
i=1
| f b 9i dm, \f # C(X ). (17)
The problem of the construction of a self-similar Dirichlet form is much
more difficult but it is known that there exists a unique regular Dirichlet
form on D/L2(X, m) with the following properties:
v 1 # D, a(1, 1)=0, and a is irreducible (i.e., a( f )=0 implies that f is
constant).
v (a, D) has the spectral gap property, i.e., there exists C>0 such that
 f d+Ca( f, f ) for all f in D such that  f d+=0.
v The points of X have positive capacity.
v (a, D) is G-symmetric, i.e.,
\f # D, \g # G, g . f # D,
a(g . f, g . f )=a( f, f ), \f # D, \g # G,
v (a, D) is self-similar, i.e., there exists 0<:<1 such that
\f # D, \i # [1, ..., N], f b 9i # D,
a( f, f )=:&1 :
N
i=1
a( f b 9i , f b 9 i), \f # D.
Remark 1.2. Existence has been proved by Lindstro% m using
probabilistic methods and by Kusuoka using Dirichlet forms (cf. [13, 15]).
Uniqueness has been proved by the author in [18, Theorem 6.8].
Example (The Unit Interval). In this case the Dirichlet form a is the
usual Dirichlet from a( f, g)=[0, 1] f $g$ dx defined on the Sobolev space
H1.
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We use this Dirichlet form (a, D) to construct a regular Dirichlet form
on X() . We extend the measure m to the set m(n) by scaling: we define
m(n) by
|
X(n)
f dm(n)= :
j1 , ..., jn
|
X(n) , j1 , ..., jn
f |X(n) , j1 , ..., jn dm (18)
=Nn |
X
f b 9 &1i&1 b } } } b 9
&1
i&n
dm. (19)
The last relation is deduced from relation (17).
We define a(n) on the domain
D(n)=[g b 9i&n b } } } b 9i&1 , g # D] (20)
by
a(n)( f )= :
j1 , ..., jn
a( f |X(n) , j1 , ..., jn) (21)
=:na( f b 9 &1i&1 b } } } b 9
&1
i&n
), \f # D(n) . (22)
The measure m(n) can be extended to a measure m() on X() . We
define
D()=[ f # L2(X() , m()), f |X(n) is in D(n) for all n
and sup a(n)( f |X(n))<+] (23)
and
a()( f )=lim
n
a(n)( f |X(n)), f # D(n) . (24)
In [6, Theorem 3.4], it is proved that (a(), D()) is a regular, local,
irreducible Dirichlet form on L2(X(), m()).
1.3. The Integrated Density of States: The NeumannDirichlet Spectrum
1.3.1. The Operator with Neumann or Dirichlet Boundary Condi-
tions. We denote by L+(n) on domain D(L
+
(n)) the infinitesimal generator
associated with a(n) on D(n) , i.e., D(L+(n)) is a dense subspace of D(n) on
which
a(n)( f, g)=&| L+(n) f } g dm(n) , \f # D(L+(n)), g # D(n) . (25)
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This operator will be understood as the operator with Neumann boundary
condition on the frontier X(n) since no condition is imposed on the value
of the function at the boundary of the set.
We also define the operator with Dirichlet boundary conditions L&(n) as
the infinitesimal generator of a(n) restricted to D&(n) =[ f # D(n) , f |X(n)=0].
In the same way, for X() we denote by L+() the operator with
Neumann boundary condition on X() (i.e., the infinitesimal generator of
a() on D()) and by L&() the operator with Dirichlet boundary condi-
tion on X(). If X() =< we write L() for L+()=L
&
() .
It will also be useful to consider the spectral projector P\(n)(d*) (resp.,
P\()(d*)) of the operator L
\
(n) (resp., L
\
()). We denote by E
\
(n)(*)=
P\(n)([*, 0])(D
\
(n) ) the subspace generated by the eigenfunctions with
eigenvalue greater than *.
We can define the corresponding operators in the discrete case and we
denote by L \(n) , L
\
() , P
\
(n) , etc., the corresponding values.
1.3.2. The Integrated Density of States. Denote by 0=*+(n) , 0>*
+
(n) , 1
 } } } *+(n) , k } } } the eigenvalues of L
+
(n) , i.e., the solutions of
a(n)( f, g)=&*+(n) , k | fg dm(n) , \g # D(n) . (26)
f being an eigenfunction corresponding to *.
In the same way we denote by 0>*&(n) , 1 } } } *
&
(n), k } } } the
Dirichlet eigenvalues (i.e., the eigenvalues and eigenfunctions of L&(n)).
Let &+(n) (resp., &
&
(n)) be the counting measures of the Neumann (resp.,
Dirichlet spectrum) defined by
&\(n)=:
k
$*\(n) , k , (27)
where $x stands for the Dirac mass at x. We write &\(n)(*)=
0
* &
\
(n)(d*),
*0, for its repartition function.
For the discrete case we adopt the notations &~ \(n) , &~
\
(n)(*).
It is clear by construction that the counting measures do not depend on
the way the fractal is blown up to infinity and we recall from [6] the
following results and definitions.
Definition 1.6. The limit
+= lim
n  
1
Nn
&\(n) (28)
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exists and does not depend on the choice of the boundary condition. This
limit is called the integrated density of states (i.d.s. for short) and denoted
by by +. We denote by +~ the corresponding value for the discrete case.
In the continuous case the repartition function +(*)=0* d+(*) satisfies
+(#*)=N+(*) (29)
where #= N: .
Proof. The existence of the limit is proved in [6] or [12]. The formula
(29) comes from the fact that the counting measures &\(n+1) satisfy the
scaling relation &\(n+1)={*&
\
(n) where {* denotes the pull-back by the
homothety {(x)=#x (thanks to the relations (19) and (22)).
1.4. The NeumannDirichlet Eigenfunctions
We say that a function f is a NeumannDirichlet (ND) eigenfunction of
L(n) with eigenvalue * if it is both a Dirichlet and a Neumann eigenfunc-
tion (therefore we forget the superscript \ in L(n) since it is at the same
time an eigenfunction L+(n) and L
&
(n)), i.e., if f is in D
&
(n) and satisfies
a(n)( f, g)=&* | fg dm(n) (30)
for all g in D(n) . By definition such a function is in the domain of both
L+(n) and L
&
(n) and satisfies L
\
(n) f =*f.
Of course we adopt the same definition for the discrete setting.
Let us introduce some new notation. We denote by &ND(n) the counting
measure of the ND eigenvalues (counted with multiplicity) and by
&ND(n)(*)=
0
* &
ND
(n)(d*) its repartition function.
We write E ND(n)(*) for the subspace generated by the ND eigenfunctions
with eigenvalues greater than * and by E ND(n) the closure of the subspace
generated by all the ND eigenfunctions. In particular, we have
dim(E ND(n)(*))=&
ND
(n)(*).
We also denote by &N(n) (resp. &
D
(n)) the counting measure of the
‘‘Neumann only’’ (resp., Dirichlet only) eigenvalues; i.e., we set &N(n)=
&+(n)&&
ND
(n) (resp., &
D
(n) =&
&
(n)&&
ND
(n) ). We denote by E
N
(n)(*) (resp.,
E D(n)(*)) the orthogonal of E
ND
(n)(*) in E
+
(n)(*) (resp., in E
&
(n)(*)) and by
E N(n) (resp., E
D
(n)) the orthogonal of E
ND
(n) in D(n) (resp., D
&
(n)).
For the discrete case we adopt the notation E ND(n) , E
D
(n) , etc.
We have the following result.
Proposition 1.1. (i) E ND(n)(*)/E
ND
(n+1)(*) when a function of E
ND
(n) is
extended to X(n+1) by 0.
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(ii) We have &ND(n+ p)N
p&ND(n) , for all n and p.
(iii) The limit +ND=limn   1Nn &
ND
(n) exists and is called the integrated
density of NeumannDirichlet eigenvalues.
(iv) We denote by E ND()(*) (resp., E
ND
() ) the closure of n E
ND
(n)(*)
(resp., n E ND(n) ). When X() =<, E
ND
() (resp., E
ND
()(*)) is equal to the
subspace of D() generated by the eigenfunctions of L() with compact
support (resp., and with eigenvalue not greater than *).
The same results hold for the discrete case and we adopt the notation +~ ND,
E ND(n) , E
ND
() .
Remark 1.3. When X() is not empty it may happen that L+()
(resp., L&()) admit some eigenfunctions with compact support which are
not of Dirichlet type (resp., of Neumann type) and we only have that E ND()
is included in the space generated by eigenfunctions with compact support.
Proof. (i) If f is in E ND(n+1) then f is in D
&
(n) (when extended to
X(n+1) by 0) and it is clearly a ND eigenfunction by the characterisation
(30).
(ii) Denote by E ND(n+ p), (n)(*) the space of NeumannDirichlet
eigenfunctions on X(n+ p) obtained by copying the ND eigenfunctions on
X(n) with eigenvalues greater than * on the (n)-cells of X(n+ p) . For-
mally, E ND(n+ p) , (n)(*) is the subspace generated by the functions , in
D&(n+ p) given by
,=f b 9 &1i&1 b } } } b 9
&1
i&n
b 9 &1jp b } } } b 9
&1
j1
b 9i&1 b } } } b 9i&(n+p) ,
on X(n+ p), j1 , ..., jp ,
,=0 on X(n+ p)"X(n+ p) , j1 , ..., jp . (31)
for some function f in END(n) and some p-tuple ( j1 , ..., jp) in [1, ..., N]
p. The
complicated first expression ,= f b } } } just means that the function f is
transported to the cell X(n+ p) , j1 , ..., jp by the right composition of maps 9i .
Obviously, we have
dim(E ND(n+ p), (n)(*))=N
pdim(E ND(n)(*)), (32)
and E ND(n+ p), (n)(*)/E
ND
(n+ p)(*). This immediately implies that &
ND
(n+ p)
N p&ND(n) .
(iii) This comes from the fact that 1Nn &
ND
(n) is an increasing function
bounded from above by +(*).
(iv) It is clear that a ND eigenfunction f of L(n) gives rise to an
eigenfunction with compact support of L() when it is extended to X()
by 0. Reciprocally, if X()=< and if f # D() is an eigenfunction with
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compact support then f # D+(n) & D
&
(n) for n big enough, so f is a ND
eigenfunction of L(n) .
The proofs in the discrete case are strictly similar.
1.5. Statement of the Results
It seems that no result has been given yet on the relationships between
the spectrum and the support of the density of states (in the case of ran-
dom Schro dinger operators it is a basic result that the two quantities coin-
cide but the classical proofs cannot be straigthforwardly adapted). We
prove:
Theorem 1.1. The support of + (resp., +~ for the discrete case) coincides
with the spectrum of the operator L\() (resp., L ()).
Remark. 1.4. The proof of the proposition will show that the result
could be straigthforwardly extended to general finitely ramified fractals
when the set X() has no boundary. When X() has a boundary we can
only prove in general that the essential spectrum coincides with the support
of the density of states. In the case of nested fractals the equality between
the spectrum itself and the support of the density of states comes from sym-
metry arguments. In [21] we give an example of a self-similar operator,
out of the class of nested fractals, where the spectrum is pure point and
where the eigenvalues are in the complement of the support of the density
of states. So in this case the support of the density of states does not
coincide with the spectrum of the operator.
Theorem 1.2. For all nested fractal with *F3 the integrated density
of states is completely created by the ND eigenvalues, i.e., we have
+ND=+. (33)
This result also holds in the discrete case.
Remark 1.5. The usual Laplacian on R is an example of nested fractal
with *F=2. In this case we know that +ND=0 and the result of the
theorem does not hold.
Remark 1.6. In [2] Barlow and Kigami proved the existence of ND
eigenvalues (i.e., that +ND=% <) for all nested fractals with *F3.
Theorem 1.3. If *F3 and if the blow-up is asymmetric (in particular,
X() has no boundary by Remark 1.1) then the set of NeumannDirichlet
eigenfunctions is complete; i.e., we have
D()=E ND() . (34)
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Therefore the spectrum of L() is pure point and the eigenfunctions have
compact support.
Remark 1.7. In [24], Teplyaev proved this result for the Sierpinski
gasket when X() has no boundary. Since we remarked in Section 1.1.2
that in the case of the gasket the condition of the asymmetric blow-up is
equivalent to the condition of no boundary we see that Theorem 1.3 gives
exactly the same result when applied to the Sierpinski gasket. Teplyaev
proved also that when X=< the operator with a Neumann boundary
condition is pure point, but the situation with a Dirichlet boundary
condition is not clarified; in particular, it is not known whether there is a
continuous component in the spectrum.
The example investigated in [21] (which is not in the class of nested
fractals) also shows the influence of blow-up on the nature of the spectrum.
Remark 1.8. We think that when the blow-up is not asymmetric then
a more precise analysis of the operator, in particular of its relation with the
renormalization map (cf. [16, 20, 21]), is necessary. For example, in the
case of the snowflake with central blow-up i&k=7, there is no reason to
exclude a priori the existence of a continuous component in the spectrum.
2. PROOF OF THE RESULTS
We will prove the results only in the continuous case, which is the most
technical. The reader will see that our proofs can be modified (actually sim-
plified) to deal with the discrete case.
2.1. Derivative on the Boundary and the GreenGauss Formula
It is useful to introduce the equivalent of the derivative on the boundary
for the usual Laplacian. This has been done in detail in [10] and we intro-
duce here the notions we will use.
Consider the subspace I of D defined by
I={ f # D, there exists g in L2(X, m) such that
a( f, ,)=| g, dm for all , in D&= , (35)
and L the operator on I given by
Lf =& g. (36)
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It is easy to see that we have a linear operator on I, which is the equivalent
of the derivative on the boundary, denoted by n : I  RX, such that
a( f, ,)=&| Lf, dm+(n f, , |X) , \, # D, (37)
where ( , ) is the usual scalar product on RX.
Remark 2.1. In [10], Kigami constructed the operator n as a limit of
difference operator and in this way explicated the analogy with the
operator of derivation along the boundary.
With this definition we easily see that
f # D(L+)  f # I and n f =0, (38)
f # D(L&)  f # I and f |F=0. (39)
In particular, D(L\)/I and L\f =Lf if f is in D(L\).
We can also characterise the ND eigenfunctions in these terms. Indeed,
f is a ND eigenfunction with eigenvalue * if and only if f is in I,
Lf &*f =0, and f |X=n f =0.
As usual we denote by I(n) /D(n) the space obtained from I by scaling.
This allows us to describe the domains of L+(n) and L
&
(n) in terms of the
restriction to the subcells. We have:
Proposition 2.1. Let n, p be two positive integers and f a function in
L2(X(n+ p)).
(i) The function f is in the domain D(n+ p) if and only if the functions
fj1 , ..., jp= f |X(n) , j1 , ..., jp are in D(n) and coincide on the intersecting points, i.e., if
fj1 , ..., jp(x)= f j $1 , ..., j $p(x), if x # X(n) , j1 , ..., jp & X(n), j $1 , ..., j $p . (40)
(ii) The function f is in the domain of L+(n+ p) iff it is in D(n+ p)
and if the functions fj1 , ..., jp= f |X(n) , j1 , ..., jp are in I(n) for all ( j1 , ..., jp) in
[1, ..., N] p and satisfy
:
j1 , ..., jp such that
x # X(n) , j1 , ..., jp
n f j1 , ..., jp(x)=0, \x # .
j1 , ..., jp
X(n), j1 , ..., jp . (41)
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(iii) The function f is in the domain of L&(n+ p) iff it is in D
&
(n+ p)
and if the functions fj1 , ..., jp= f |X(n) , j1 , ..., jp are in I(n) for all ( j1 , ..., jp) in
[1, ..., N] p and satisfy
:
j1 , ..., jp such that
x # X(n) , j1 , ..., jp
n f j1 , ..., jp(x)=0, \x # .
j1 , ..., jp
X(n) , j1 , ..., jp"X(n+ p) . (42)
The proofs are simple and are left to the reader.
2.2. Proof of Theorem 1.1
To prove the theorem we need the following lemma:
Lemma 2.1. Suppose that *0 is in the spectrum of L+() or L
&
() (i.e., in
the spectrum of L() if X()=<). Then for all =>0 there exist n0>0
and f in D(L+(n0)) & D(L
&
(n0)
) such that
(i) & f &=1
(ii) &L\(n0) f &*0 f &
1
2=.
We start with the proof of Theorem 1.1.
By classical arguments we know that the support of + is included in the
spectrum of the operators L+() and L
&
() . To prove the reverse inclusion
we consider the spectral projector P\(n) of the operator L
\
(n) . We have
Tr(P\(n)([*0&=, *0+=]))=|
*0+=
*0&=
&\(n)(d*).
Consider now a function f in D(L+(n0) ) & D(L
&
(n0)
) obtained from Lemma
2.1. On level (n0+ p) we can construct for all ( j1 , ..., jp) in [1, ..., N] p the
function f j1 , ..., jp in D(L
+
(n0+ p)
) & D(L&(n0+ p)) by
fj1 , ..., jp=f b 9
&1
i&1
b } } } b 9 &1i&n0 b 9
&1
jp
b } } } b 9 &1j1 b 9i&1 b } } } b 9i&(n0+ p) ,
on X(n0+ p) , j1 , ..., jp
fj1 , ..., jp=0, on X(n0+ p)"X(n0+ p) , j1 , ..., jp .
By Proposition 2.1 the [ fj1 , ..., jp]’s are in D(L
+
(n0+ p)
) & D(L&(n0+ p)) and
define an orthonormal family of functions. Moreover, we have & fj1 , ..., jp&=1,
&L+(n0+ p) f j1 , ..., jp&*0 f j1 , ..., jp &=&L
+
(n0)
f &*0 f & 12 =.
Therefore we know that
&P+(n0+ p)([*0&=, *0+=])( fj1 , ..., jp)&
1
2
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and so
Tr(P+(n0+ p)([*0&=, *0+=]))
1
2N
p.
From this we deduce that
+([*0&=, *0+=])
1
2Nn0
>0.
This implies that *0 # supp +.
Proof of Lemma 2.1. We first prove the lemma for X()=<. Let *0
be in the spectrum of L(). We choose f in P()([*0&=, *0+=])(D() ),
where P() is the spectral projector of L(). In particular, f is in the
domain of L().
Let ’>0 be a real to be fixed later. There exists n>0 such that
a()( f )&a(n)( f |X(n))= :
X$ (0)-cell
X$/X()"X1 (n)
a( f |X$)’2
|
X()"X(n)
| f |2 dm()= :
X$ (0)-cell
X$/X()"X1 (n)
|
X$
| f |2 dm()’2
|
X()"X(n)
|L() f |2 dm()= :
X$ (0)-cell
X$/X()"X1 (n)
|
X$
|L() f | 2 dm()’2.
Since X()=n mn X(m)=< there exists p>0 such that
X(n+ p) & X(n)=<. Each point of X(n) is connected to at most one
(0)-cell of X(n+ p) "X(n) (this comes from the particular structure of
nested fractals). This means that the points of X(n) are surrounded by k0
(0)-cells, k0*F included in X(n+ p) "X(n) . We denote these cells by
[X1 , ..., Xk0] and by xj the (unique) intersecting point of Xj with X(n) .
The strategy of the proof is to construct a function f in
D(L+(n+ p)) & D(L
&
(n+ p)) such that
f |X(n)= f |X(n) ,
(43)
f =0 on X(n+ p)>\X(n) .
k0
j=1
Xj+
The idea is to find some good functions fj on Xj to smooth the function f
to 0 out of Xj . The functions fj have to coincide with the function f on the
boundary of X(n) and the derivative n f on X(n) has to be compensated
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for by the derivative of the fj ’s. To do this we first prove the following
lemma.
Lemma 2.2. There exists K>0 such that for all x0 in X one can find ,+
in D(L+) and ,& in D(L&) such that
,+|X=$x0 , n,
&=$x0 , (44)
&,\&L2(X )K, (45)
&L\,\&L2(X )K, (46)
a(,\)K2. (47)
Proof. This is completely evident. It is clear that we can find ,+ in
D(L+) and ,& in D(L&) satisfying (44). Therefore we can choose K big
enough for (45)(47) fullfilled.
Since Xj is essentially indentical to X we can construct some functions
,\j on X j such that ,
+
|Xj
=$xj and n ,
&=$xj and satisfying (45)(47).
Considering the expression
a( f |Xj , ,
+
j )=n( f |Xj)(xj)&|
Xj
Lf |Xj } ,
+
j dm,
we get
|n( f |Xj)(xj)|a( f |Xj)
12 a(,+j )
12+\|Xj (Lf )
2 dm+
12
\|Xj |,
+
j |
2 dm+
12
2K’. (48)
In the same way, considering that
a(,&j , f |Xj)= f (xj)&|
Xj
L(,&j ) } f |Xj dm,
we can prove
| f (xj)|2K’. (49)
Now we finish the construction of f . We set f by
f ( } )= f (xj) } ,+j ( } )+n( f |Xj)(xj) } ,
&
j ( } ) on Xj . (50)
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By Proposition 2.1, the function f defined by (43) and (50) is in the domain
of L+(n+ p) and L
&
(n+ p) and therefore can be extended by 0 to a function
in D(L()), and we have
L(n) f |X(n) on X(n)
L() f ={f (x j) } L,+j +n( f |Xj)(xj) } L,&j on Xj , (51)0 outside.
This implies, considering (48) and (49), that
&L() f &L() f &L2(X())’+4k0 K
2’.
Since k0*F and K is independent of n we can choose ’+4k0 K2’ 12 =,
which is enough to prove Lemma 2.1 when X()=<.
Suppose now that X() is non empty. By (i) of Definition 1.4 and by
scaling arguments we can also assume that i&k=i for all k and for an index
i in F, so that X()=zi , where zi is the fixed point of 9i . Suppose that
*0 is in the spectrum of the operator L+() (i.e., the operator with
Neumann boundary condition on zj). By the same procedure as before we
can find n and a function f in D(L+(n) ) such that f |X(n)"[zi]=0 and satisfy-
ing the hypotheses (i) and (ii) of Lemma 2.1. Denote a= f (zj). Using the
symmetries of the operator we will construct a function f on X(n+1) which
is in the domains of both L+(n+1) and L
&
(n+1) . Consider a point z in
9 &1i (
N
j=1 j (F ))"X(n+1) . This point z may connect several (n)-cells
that we denote as Y1 } } } Yk$0 . Due to the symmetries of the operator we can
construct some functions f1 } } } fk$0 on the Yi’s which are constructed as
some copies of f eventually rotated by an element of G and such that
fi (x)=0 for x in Yi"[z] and fi (z)=a (and we have n fi=0 since fi is a
copy of f eventually modified by the action of G ). Then we can define f in
D(L+(n+1)) & D(L
&
(n+1)) by
f = fj on Yj ,
(52)
f =0 on X(n+1)> .
k$0
j=1
Yj .
Therefore & f &=k$0 and &L(n+1) f & f &k$0= and the function f k$0 suits
the conditions of Lemma 2.1 for n0=n+1.
If *0 is in the spectrum of L&(n) instead, then we can construct a function
f in D(L&(n)) such that n f =0 on X(n) "[z i] and satisfying the hypothesis
(i) and (ii) of Lemma 2.1. We set a=n f (zi).
We consider a point z in 9 &1i (
N
j=1 j (F ))"X(n+1) which connects at
least 2 (n)-cells that we denote by Y1 and Y2 . We construct f1 and f2 on
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Y1 and Y2 as copies of f eventually rotated by an element of G such that
n f j=0 on Y j"[z] and n fj (z)=a. Then we can define f on X(n+1) by
f =f1 on Y1
f =& f2 on Y2 (53)
f =0 on X(n+1)"(Y1 _ Y2)
It is easy to see that f is in D(L+(n+1) ) & D(L
&
(n+1)) by Proposition 2.1 and
therefore that f - 2 satisfies the conditions (i) and (ii) of Lemma 2.1 for
n0=n+1.
2.3. Representation of the Group of Symmetries: Notation and Preliminary
Results
The representations of the group of symmetries have been used in [19]
to compute the renormalization map which appears in the construction of
the diffusion. The results and notations concerning representations of finite
groups are taken from [23].
We will be interested mainly in the action on finite sets. We recall the
following result (cf. [19]):
Proposition 2.2. Let G be a finite group acting transitively on a finite
set F. Then CF (or RF) is a representation of G which contains the trivial
representation W 0 exactly one time and the following two statements are
equivalent:
(i) For all couples (x, y) in F 2 there exists h in G such that h .x= y
and h . y=x.
(ii) The representation E=CF is the sum of r+1 distinct irreducible
representations, which we denote as W 0, ..., W r, and this decomposition can
be realized in R (i.e., the Wi’s are both R and C irreducible representations
and we can write E=W 0  } } } W r when E=CF or E=RF).
If we apply this result to the group G of symmetries of a nested fractal
acting on the set of essential fixed points F we see that (i) is satisfied and
so E(0)=E=RF=W 0 } } } W r.
We need the following result:
Proposition 2.3. In the case of nested fractals with *F3 there exists
at least one irreducible G-representation not contained in the list W 0, ..., W r.
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Proof. The group G is a group of isometries of RD, so we can look at
the signature of an element of G. We consider {: G  End(R) defined by
{(g)=+Id if g is even,
(54)
{(g)=&Id if g is odd.
This obviously defines an irreducible representation of G. To prove that
this representation is not contained in RF we prove the statement
\z # F, _x{x$ in F such that z # Hx, x$ . (55)
Indeed, since *F3 we can choose z, x, y in F to be distinct. Consider
now
x$=sz, y b sy, x b sx, z(x). (56)
We recall that sx, y denotes the orthogonal symmetry with respect to the
mediator hyperplane Hx, y . We have |z&x$|=|z&x| and it is easy to
check that x{x$. So x$ # F and z # Hx, x$ .
Suppose now that the representation { given by (54) is contained in RF.
This means that there exists f # RF such that g } f equals + f if g is even and
&f if g is odd. Take z such that f (z){0 and x, x$ as in (55). We have
sx, x$ } f (z)= f (z) which contradicts the fact that sx, x$ is odd.
Proof of the Assertion in Remark 1.1. In this remark we asserted that
an asymmetric blow-up leads to a set X with empty boundary. By scaling
it is enough to prove that the constant blow-up i&k=i is not an asym-
metric blow-up if the fixed point xi of 9i is in the set X=F. But this is
clear by assertion (55) since for all n we can find z(n) and z$(n) in X(n)
such that xi is in the hyperplane H(n), z(n), z$(n) . Therefore the initial cell X
cannot be on one side of H(n) , z(n), z$(n) since X must be invariant by the
symmetry s(n), z(n), z$(n) .
We denote by W 0, ..., W r, W r+1, ..., W r$, r$>r, the list of the R-irre-
ducible representations of G.
Recall that E &(n)(*) is the subspace of D
&
(n) generated by the eigenfunc-
tions of L&(n) with eigenvalue greater than *. Since L
&
(n) is a G-symmetric
operator the subspace E &(n)(*) is a representation of G and can therefore
be decomposed in isotypic representations as
E &(n)(*)=V
0
(n)(*) } } } V
r$
(n)(*), (57)
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where V i(n)(*) is a representation isotypic to W
i (we recall that a represen-
tation is isotypic to an irreducible representation W i if it can be decom-
posed into a direct sum of subrepresentations isomorphic to W i). The
importance of the representations isotypic to W i for i>r appears in the
following lemma.
Lemma 2.3. We have V r+1(n) (*) } } } V
r$
(n)(*)/E
ND
(n)(*).
Proof. The operator L&(n) being G-symmetric, it can be decomposed by
blocks on V 0(n)(*), ..., V
r$
(n)(*) and diagonalized inside these subspaces. For
i>r, consider an eigenfunction f of L&(n) in V
i
(n)(*) associated with an
eigenvalue *0 , *0 # [*, 0]. Since a(n) and m(n) are G-symmetric the func-
tion n f is in RF and in a representation isotypic to W i for i>r. This
implies that n f =0 and that f is in E ND(n)(*) by the characterisation given
in Section 2.1.
Finally we recall from [23] that the representation RG contains each
representation W i at least once and we denote by V iG the isotypic com-
ponents of RG; i.e., we have the decomposition
RG=
r$
i=0
V iG ,
where V iG=k
i
G W
i is isotypic to W i and k iG>0 (a more precise result is
that k iG=dim(V
i
G) if V
i
G is irreducible in C, cf. [23]).
We present now a way to construct some sub-representations of the
domain D(n+ p) from a function defined on X(n) . We first introduce a
definition.
Definition 2.1. We say that X(n) is an asymmetric (n)-cell of X(n+ p)
if for all x, y in X(n+ p) , X(n) is on one side of the hyperplane
H(n+ p), x, y .
Remark 2.2. With this definition the condition of asymmetric blow-up
means that for any n there exists p>0 such that X(n) is an asymmetric
(n)-cell of X(n+ p) .
Assume that X(n) is an asymmetric (n)-cell of X(n+ p) . This implies
that the subsets [g } X1 (n)]g # G are disjoint (here G is understood as the
group of symmetries of X(n+ p) , so it acts transitively and simply on
the connected components created by the hyperplanes [H(n+ p), x, y]).
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Therefore for all f # D&(n) we can construct V
i
f, (n+ p) as the subspace of
functions , # D&(n+ p) such that
{
,(g .x)=9(g) } f (x) if g # G and x # X(n) ,
(58)
,(x)=0 if x  .
g # G
g .X(n)
for some function 9 in the representation V iG/R
G.
By construction the subspace V if, (n+ p) is a representation isomorphic to
V iG . We easily check the property
f = f $ O V if, (n+ p) = V
i
f $, (n+ p) (59)
for all i and f, f $ in D&(n) .
Remark 2.3. We remark that V if, (n+ p) /D
&
(n+ p) if f # D
&
(n) , but in
general a function of V if, (n+ p) is not in the domain of L
&
(n+ p) even if f is
in the domain of L&(n) .
2.4. Proof of Theorem 1.2
The i.d.s. does not depend on the way the fractal is blown up to infinity.
To simplify the notation we make a particular choice for the blow-up.
Take p0>0 and j 01 , ..., j
0
p0 such that
9j 01 b } } } b 9j0p 0(X ) & \ .x, y # F Hx, y+=<.
This is possible since X is not included in x, y # F Hx, y . We make the
following choice for the blow-up:
i&(kp0+m)= j 0p0&m, \k0, \m # [0, ..., p
0&1].
With this choice we know that X(kp0) is an asymmetric cell of X( (k+1) p0)
since X(kp0)=X( (k+1) p0) , j01 , ..., j 0p 0 . We prove the following lemma:
Lemma 2.4. For *>0 and k0 we have the following inequality:
&ND( (k+1) p0)(*)&N
p0&ND(kp0)(*)\ :
r$
i=r+1
dim(V iG)+ &D(kp0)(*) (60)
We recall that &ND(n)(*) is the number of NeumannDirichlet eigenvalues
smaller than * and that &D(n)(*) is the number of ‘‘Dirichlet only’’ eigen-
values smaller than *.
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Proof. Recall that E ND( (k+1) p0), (kp0)(*) (cf. formula (31)) is the subspace
generated by the ND eigenfunctions of X( (k+1) p0) constructed by copying
the ND eigenfunctions of X(kp0) on the (kp0)-cells of X( (k+1) p0) .
Recall that E D(kp0)(*) is the orthogonal of E
ND
(kp0)(*) in E
&
(kp0)(*) (so that
dim(E D(kp0)(*))=&
D
(kp0)(*)).
Set
M i (*)= .
f # E D(kp0)(*)
V if, ( (k+1) p0)(*). (61)
The representation M i (*) is isotypic to W i and we have by construction
dim(M i (*))=dim(V iG) dim(E
D
(kp0)(*)). We also have M
i (*)/V i( (k+1) p0)
/E ND( (k+1) p0) for i>r and since E
D
(kp0)(*) = E ND(kp0)(*) we have immediately
E ND( (k+1) p0) , (kp0)(*) = M
i (*). (62)
So the subspace
M(*)=E ND( (k+1) p0), (kp0)(*)\ 
r$
i=r+1
M i (*)+
has dimension
N p0 dim(E ND(kp0)(*))+\ :
r$
i=r+1
dim(V iG)+ dim E D(kp0)(*) (63)
and M(*)/E ND( (k+1) p0) .
Remark 2.4. Recall that we do not have M(*)/E ND( (k+1) p0)(*) since in
general the functions of V if, ( (k+1) p0) are not even in the domain of
L&( (k+1) p0) .
For any f # M(*) we have
a( (k+1) p0)( f, f )* | | f | 2 dm( (k+1) p0) . (64)
Indeed, it is obviously true on each M i (*) and on E ND( (k+1) p0) , (kp0)(*).
By the MinMax principle applied to the restriction of the Dirichlet form
a( (k+1) p0) to the subspace E ND( (k+1) p0) we get
&ND( (k+1) p0)(*)dim M(*).
This gives the result using relation (63).
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Proof of Theorem 1.2. Fix a real *>0 and suppose that
lim(1Nn) &D(n)(*)==>0. This means that (1N
kp0) &D(kp0)(*)=2 for k big
enough.
By Lemma 2.4 we have:
1
N (k+1) p0
&ND( (k+1) p0)(*)
1
Nkp0
&ND(kp0)(*)+K .=2,
for k big enough and K=r$i=r+1 dim(V
i
G)>0. This implies that
lim(1Nkp0) &ND(kp0)(*)=+ and this is impossible, since this limit must be
smaller than +(*)=0* d+. This proves Theorem 1.2.
2.5. Proof of Theorem 1.3
Assume that X(n) is an asymmetric (n)-cell of X(n+ p) ; then if f is in
D&(n) we can see that f, when considered as an element of D
&
(n+ p) , is in
r$i=0 V
i
f, (n+ p) and we can even make the decomposition of f explicit.
Indeed, consider the Dirac function 1Id in R
G. It admits a decomposition
1Id= :
r$
i=0
 i
on r$i=0 V
i
G . It is clear that i cannot be equal to 0 since otherwise the
projection of any 1g , for g in G, on V iG would be null.
Now consider the functions fi in V if, (n+ p) defined by
fi (g .x)=i (g) f (x), for g # G and x # X(n) ,
(65)
fi (x)=0, for x # X(n+ p)> .g # G g .X(n) .
Obviously f = f0+ } } } + fr$ and we made explicit the decomposition of f.
Recall that we have
& fi &=&i& } & f &, (66)
where &i & denotes the usual L2 norm on RG.
Now we set
c=&1+ } } } +r&2 (67)
so that we have 0<c<1.
Suppose now that we are in a situation of asymmetric blow-up. We can
choose a sequence nk such that X(nk) is an asymmetric cell of X(nk+1) .
Consider now a function f # D() with compact support. We can as well
assume that supp( f )/X(n0) , so f can be considered as a function in D
&
(n0)
.
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We will construct a sequence of functions fk , gk such that
v f = fk+ gk .
v gk # E ND(nk) and fk # D
&
(nk)
(in particular, supp( fk)/X(nk)).
v & fk&2=ck & f &2.
This will imply that any function f # D() with compact support can be
approximated by a sequence of functions of END() and henceforth that
E ()=D() .
To construct this sequence we start with f0= f and g0=0 and assume
that it is constructed up to level k. The (nk)-cell X(nk) is an asymmetric
cell of X(nk+1) so we can apply the initial remark of this section and decom-
pose fk on ri=0 V
i
f, (n+ p) and 
r$
i=r+1 V
i
f, (n+ p) in fk= f $k+ f "k . By for-
mulas (66) and (67) and Lemma 2.3 we have f $k # D&(nk+1) , & f $k&
2=
c & fk&2, and f "k # E ND(nk+1) . Therefore we define fk+1= f $k and gk+1=
gk+ f "k . These functions satisfy the three conditions and this concludes the
proof of Theorem 1.2.
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