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Sur une variété riemanienne lisse ompate (X; g) le spetre (
g
) du laplaien 
g
est












) dont les ples sont les valeurs propres de 
g
et les rangs des résidus sont
les multipliités de es valeurs propres.
Si la variété n'est pas ompate on voit en géneral apparaître du spetre essentiel, les




















;+1). Si on prend n pair pour simplier, il est























dénies sur f=(z) < 0g se prolongent dans les demi-plans omplexes f=(z) < Ng en une
famille holomorphe d'opérateurs bornés dans des espaes L
2
à poids (le poids dépend de N).
On dit alors que la résolvante se prolonge holomorphiquement dans C à travers le spetre
essentiel, qui était représenté par la `droite ritique' f=(z) = 0g pour le nouveau paramètre
spetral z
2
. Une propriété remarquable du spetre essentiel est qu'une perturbation om-
pate de la métrique sur une variété riemannienne omplète non-ompate ne hange pas
le spetre essentiel du laplaien riemannien. En appliquant ei à nos deux variétés on-
sidérées au dessus, on peut montrer à l'aide du théorème de Fredholm analytique que pour




, la résolvante modiée de 
g
se pro-
longe méromorphiquement à C ave ples de multipliité nie, au sens où la partie polaire
du développement de Laurent en haque ple est onstituée d'opérateurs de rang ni. Les
ples provenant de e prolongement sont en quelque sorte les valeurs spetrales disrètes
orrespondant aux valeurs propres du as ompat, on les appelle résonanes.
A l'instar des valeurs propres du laplaien sur une variété ompate, elles apparaissent
dans des formules de trae et ontiennent des informations géométriques et dynamiques.
Il est par exemple établi que la présene de résonanes, leur position et leur distribution
asymptotique dans le plan omplexe sont fortement liées à l'ensemble des géodésiques aptées
dans des ompats. Une fois le prolongement méromorphe obtenu, les premiers problèmes
intéressants assoiés aux résonanes sont de donner le omportement asymptotique de leur
fontion de omptage N(R) (i.e. le nombre de résonanes dans un disque D(0; R)  C de
rayon R) et d'étudier les résonanes prohes de l'axe ritique, elles qui ont le plus de sens
physiquement.
Si l'on ne onsidère ii que des résonanes de nature géométrique, les notions que l'on




pour un potentiel V borné à support ompat et elles s'étendent à des perturbations om-
pates relativement générales de 
g
e
. Pour de telles perturbations ompates, les résultats
de Melrose [28℄, Zworski [43℄, Sjostrand-Zworski [38℄, Vodev [40℄ montrent en géneral la ma-
joration optimale N(R) = O(R
n+1
) mais il existe seulement quelques as partiuliers où une
asymptotique, voire une minoration, de N(R) est onnu.
Il est naturel de se demander si le même type de prolongements méromorphes à travers le
spetre essentiel est possible dans des adres géométriques relativement généraux omme des
perturbations non néessairement ompates d'espaes symétriques. Les premiers exemples
que l'on peut iter sont les quotients de H
n+1
par des groupes disrets d'isométries, ils ont
été étudiés ave suès par Guillopé et Zworski [14, 15, 16℄ pour n = 1 puis pour n > 1
6
si le groupe d'isométries est onvexe o-ompat. Notons que ette étude est aompagnée
d'une majoration de la fontion de omptage des résonanes N(R) = O(R
n+2
) (la majo-
ration optimale N(R) = O(R
n+1
) pour n > 1 étant due à Cuevas et Vodev [8℄) ainsi que
d'une minoration N(R)  CR
2
pour n = 1. D'un autre té, Melrose a remarqué que dans
beauoup de as géométriques la variété riemannienne omplète non ompate (X; g) est
l'intérieur d'une variété ompate à bord

X (le bord est l'inni de X) sur laquelle le laplaien

g
se prolonge en un opérateur à oeients lisses mais dégénéré (non elliptique) sur le bord


X. La nature de ette dégénéresene sur 

X détermine les diérents types de géométries
près de l'inni et Mazzeo, Melrose, Mendoza [29, 24, 22, 23, 26, 27℄ ont développé un alul
pseudo-diérentiel adapté à l'analyse de es divers problèmes à bord.
Le as qui nous intéresse modélise en quelque sorte des perturbations de quotients onvexes
o-ompats de l'espae hyperbolique réel, il s'agit de variétés omplètes dont la ourbure
onverge vers  1 à l'inni. Plus préisemment, soit

X = X [ 

X une variété ompate lisse
à bord de dimension n+1 et x une fontion dénissant le bord (i.e. 





ne s'annule pas), on dit qu'une métrique g sur X est asymptotiquement hyperbolique si x
2
g
se prolonge en une métrique lisse sur





= 1 sur 

X. Cette dernière ondition
assure en fait que la ourbure de g onverge vers  1 au bord et elle implique qu'il existe une
fontion x dénissant 

X, un voisinage ollier du bord U
x
:= [0; ) 

X assoié à x et une
famille lisse h(x) de métriques sur 









dans le ollier U
x
. On peut vérier que H
n+1
et ses quotients par des groupes onvexes
o-ompats sont asymptotiquement hyperboliques. Ces variétés sont l'objet de nombreuses
études, en partiulier elles qui vérient asymptotiquement l'équation d'Einstein ar elles
jouent un rle important en physique.
Une variété asymptotiquement hyperbolique est néessairement omplète et le spetre du
laplaien 
g























est don une famille méromorphe sur f<() >
n
2
















En utilisant la théorie développée initialement par Melrose, Mazzeo et Melrose [24℄ sont
parvenus à montrer l'existene du prolongement méromorphe ave ples de multipliité nie
de R() dans C n
1
2
(n N). Comme l'ont remarqué Borthwik et Perry [4℄, il semble à priori
possible que les points
1
2
(n N) soient des ples de multipliité innie, voire des singularités
essentielles, pour la résolvante prolongée. Cependant, Guillopé et Zworski [15℄ ont montré
que R() se prolonge sur C tout entier si la ourbure de la variété est onstante hors d'un
ompat et les exemples onnus laissent penser que es points
1
2
(n   N) ne sont pas plus
singuliers que des ples de multipliité nie. La lé utilisée par Guillopé et Zworski pour
les analyser n'est pas tant l'hypothèse de ourbure mais plutt la struture spéiale d'une
telle variété près de l'inni, à savoir qu'il existe une fontion x dénissant le bord de

X telle
que la métrique x
2
g reste lisse en la variable  := x
2





en x'). Cei nous onduit à dénir la notion de métrique paire omme étant une métrique
asymptotiquement hyperbolique telle que la famille h(x) de (0.1) ait un développement de
7
Taylor en x = 0 qui ne ontient que des puissanes paires de x (on remarquera que ette
dénition ne dépend en fait pas du hoix de x).
On montrera alors dans un premier temps (Théorème 2.5) que sous ette hypothèse de
parité, la résolvante R() se prolonge méromorphiquement ave ples de multipliité nie à
C tout entier, ei en ombinant les onstrutions de Mazzeo-Melrose [24℄ et de Guillopé-
Zworski [15℄. Notons que ette étude nous permet de donner une majoration polynmiale en
R du nombre de résonanes dans des bandes (Theorème 2.7)
f 2 C ;<() >
n
2
 N; j=()j  Rg
mais le degré du polynme dépend de N et le résultat n'est par onséquent vraisemblable-
ment pas optimal. A notre onnaissane, auune majoration des fontions de omptage
des résonanes n'a ependant été démontrée sur une variété asymptotiquement hyperbolique
quelonque.
Dans une seonde partie on peut se demander si es hypothèses de parité sont néessaires
à l'existene d'un prolongement méromorphe de R() à C . En réalité, es problèmes de
prolongements sont essentiellement équivalents à des problèmes de diusion dont l'étude
dans e adre général est d'abord due à Joshi et Sá Barreto [19℄ puis à Graham et Zworski
[12℄, en rappelant que Perry [31, 32℄, Guillopé-Zworski [16℄, Mandouvalos [20℄ avaient déjà


























X); i = 1; 2
de (
g
















X). Joshi et Sá Barreto [19℄ montrent que son
noyau de Shwartz peut être exprimé à partir du noyau de Shwartz de R(), impliquant
don un prolongement méromorphe au sens faible de l'opérateur S() à C n
1
2
(n   N). Par
ailleurs, on vérie que les propriétés de méromorphie de R() aux points
1
2
(n   N) sont
retrouvées à partir de elles de S(). Les résultats de [19℄ et [12℄ montrent que l'opérateur
de diusion pour ette géométrie est de nature diérente de elui assoié à la géométrie
eulidienne puisque S() est ii une famille méromorphe d'opérateurs pseudo-diérentiels




et dans ertains as en  2
n 1
2




g sont en fait l'objet prinipal de l'artile réent de Graham-Zworski [12℄ qui
donne une présentation simple et expliite des opérateurs de Poisson et de diusion tout
en permettant de aluler les résidus de S() sur
1
2
(n + N). Modulo le spetre disret, e
sont des opérateurs diérentiels sur 

X dont ertains ont une signiation partiulière si la
variété (X; g) est asymptotiquement Einstein puisqu'ils apparaissent essentiellement omme






:= h(0) suivant (0.1). Quitte à
fatoriser par un opérateur pseudo-diérentiel inversible onvenable, S() devient une famille






(n + N) (modulo
le spetre disret), l'équation fontionnelle S(n   ) = S()
 1
et la théorie Fredholm nous




méthode était utilisée par Perry [31, 32℄ et Patterson-Perry [30℄). Etudier la méromorphie
de S() et R() en
1
2





(n + N) et
ette analyse déoule essentiellement du alul des résidus de S() en
1
2
(n + N) de [12℄ et








du laplaien sur une variété asymptotiquement












du laplaien sur une variété asymptotiquement




g à C si et seulement si g est une métrique paire.
3. Pour tout k 2 N et k 6=
n+1
2
il existe une variété asymptotiquement hyperbolique (X; g)
de dimension n+ 1 telle que le point
n+1
2
  k soit limite d'une suite de résonanes, e
point est don une singularité essentielle de la résolvante prolongée.
4. Soit

X une variété lisse à bord de dimension n+1 > 2 et x une fontion dénissant son
bord. Il existe alors un ouvert dense de métriques asymptotiquement hyperboliques g




a une singularité essentielle
dans C , l'ensemble des métriques asymptotiquement hyperboliques sur X étant muni de














une suite de résonanes onvergeant vers
n+1
2











Figure 1: Les résonanes de 
g
dans un as où g n'est pas paire
9
Ce théorème résume les résultats prinipaux des Propositions 3.5, 3.10 et du Théorème
3.9, on se rapportera à eux-i pour des énonés plus préis.




g est un phénomène relativement inattendu et semble être, à notre onnaissane,
le premier exemple de telles situations. On peut ependant le omparer au as d'un opérateur
ayant un point isolé dans le spetre essentiel et qui est limite d'une suite de valeurs propres de
multipliité nie, omme par exemple les niveaux de Landau de l'opérateur à hamps mag-
nétique onstant perturbé par ertains potentiels en dimension paire [34℄. Sahant que les
résonanes pour notre problème peuvent être dénies omme les valeurs propres d'opérateurs
non auto-adjoints (d'après le travail d'Agmon [1℄) on peut imaginer que les singularités essen-
tielles de la résolvante prolongée soient des points isolés dans le spetre essentiel d'opérateurs
non auto-adjoints.
Le aratère néessaire et susant de la ondition de parité de g pour l'existene du pro-
longement méromorphe de R() ave ples de multipliité nie montre bien l'instabilité de
tels prolongements à des perturbations non-ompates et il serait intéressant d'observer e






Dans une troisième partie on donne une formule reliant la multipliité des résonanes à
la multipliité des ples de l'opérateur de diusion S(). On pose d'abord l'opérateur de


























































désigne le résidu au point 
0
. En utilisant notre étude préedente ainsi que des
résultats de Guillopé-Zworski [16℄ et de Gohberg-Sigal [10℄, on montre alors le






est une résonane si et seulement si 'est un ple de S() et on a
m(
0































(:) étant la fontion aratéristique de l'ensemble
n
2
  N  C .




à une question posée par Patterson-Perry [30℄. Notons que e résultat devient intéressant




S() est essentiellement le




) d'après [12℄. En partiulier le alul réent du di-
viseur en 
0
2 C de la fontion Zeta sur un quotient onvexe o-ompat par Patterson-Perry
[30℄ et Bunke-Olbrih [5℄ fait apparaître (modulo le spetre disret) le terme (
0
) qui est












  N le terme spetral peut don être non nul bien que
S() et R() soient holomorphes en 
0
('est le as de H
2n+1
), ei en raison des fateurs
Gamma que ontient
e
S(). On observe alors que le terme spetral du diviseur en un point
n
2









). Perry [33℄ déduit de ette étude des diviseurs une formule de type Poisson
permettant de donner une minoration de la fontion de omptage des ples de
e
S() sur les
quotients onvexes o-ompats. Une majoration des dimensions des noyaux des laplaiens
invariants onformes sur le bord de tels quotients apporterait par onséquent une véritable
minoration du nombre de résonanes dans es adres typiquement géométriques.
Pour nir on s'attahera à montrer que pour une variété asymptotiquement hyperbolique




problèmes initialement étudiés par Burq [3℄ pour la géométrie eulidienne ont été réemment
omplétés de manière signiative par Cardoso-Vodev et Vodev [7, 41, 42℄ y ompris pour le
as des quotients de H
2
. On utilisera une de leurs estimées sur la norme de la résolvante sur
l'axe ritique pour obtenir le









se prolonge de f 2 C ;<() >
n
2
; j=()j > C
1
g à












en une famille holomorphe d'opérateurs bornés dans des espaes L
2
à poids.
Ce résultat est optimal dans le as général puisque la onstrution de quasimodes ex-
ponentiellement prohes de l'axe ritique est possible s'il existe une trajetoire périodique
elliptique. Le as partiulier des métriques non-aptives à ourbure onstante hors d'un
ompat sera aussi étudié, on montrera l'existene d'une bande près de la droite ritique
ontenant au plus un nombre ni de résonanes.
On peut don résumer l'organisation de la thèse de la manière suivante : dans la première
setion on introduit les dénitions et rappels de base pour ette géométrie, puis on reprend
dans la deuxième setion une partie de la onstrution du prolongement méromorphe de la
résolvante suivant Mazzeo-Melrose [24℄ dans le as d'une métrique paire, tout en ontrlant
les normes des restes pour donner une majoration du nombre de résonanes dans des ban-
des ; on montre le Théorème 1 dans la troisième setion après avoir résumé les résultats de
Joshi-Sá Barreto et Graham-Zworski qui nous intéressent et on protera des aluls eetués
pour montrer un résultat de diusion inverse onernant les points
1
2
(n + N). Pour nir on
donnera les démonstrations des Théorèmes 2 et 3 dans les deux setions suivantes et une
annexe ontient quelques résultats d'analyse omplexe dans les espaes de Banah ainsi que
des estimées de normes de la résolvante du laplaien sur H
n+1
qui nous sont utiles pour les
setions 2 et 5.
Pour onlure, on peut espérer étendre à es variétés diérents résultats onnus sur les
quotients onvexes o-ompats, le premier étant une majoration optimale de la fontion
de omptage des résonanes si la métrique est paire. Il est lair que ette question pose
de multiples problèmes, que e soit pour utiliser la distorsion analytique dans le as d'une
métrique analytique ou dans le hoix de modèles satisfaisants pour appliquer des théories de
perturbations. Notons enn que Sjostrand [37℄ (dans des adres semi-lassiques) puis Zworski
[44℄ et Guillopé-Lin-Zworski [17℄ (sur des quotients onvexes o-ompats de H
n+1
) donnent
des bornes géométriques du nombre de résonanes près de l'axe ritique (dans des voisinages
sous-oniques ou dans des bandes), es bornes font apparaître la dimension de Hausdor de
l'ensemble des géodésiques aptées. C'est probablement le type de résultats optimaux qui
peuvent être obtenus sur une variété asymptotiquement hyperbolique.
11
Notations Par onvention, nous noterons souvent C les onstantes stritement positives
qui ne dépendent pas des paramètres que l'on fait varier, puis N = f1; 2; : : :g et N
0
= N[f0g.





















)  C ; k = 1; 2
B
n+1
:= fm 2 R
n+1







































) désigne la lasse de Shatten
d'indie p, ave sa norme assoiée jj:jj
S
p
. On utilisera aussi la notation usuelle





pour Z 2 R
n





Enn, les notations et dénitions onernant les appliations méromorphes à valeurs dans
des espaes de Banah sont données dans l'Annexe A.
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X = X [ 

X une variété lisse ompate à bord de dimension n + 1 et x
0
une fontion



























X en une métrique lisse. On appellera aussi (X; g) (ou X quand il n'y a pas















X ne dépend don pas du hoix de la fontion x
0
, on









est lui aussi indépendant
du hoix de x
0
et Mazzeo-Melrose [24℄ remarquent que les ourbures setionnelles de g en






(y) si y 2 

X et m ! y. Cei nous amène à dénir les var-










= 1. Ces métriques sont omplètes et forment un adre raisonnable pour es-
pérer généraliser des résultats de théorie spetrale valables sur l'espae hyperbolique H
n+1
.
Elles ontiennent d'autre part l'ensemble des quotients onvexes o-ompats de H
n+1
ainsi






Figure 2: Variété onformément ompate
Si X est asymptotiquement hyperbolique, il est montré dans [11℄ ou [19℄ qu'il existe




























































+ h(t; y; dy)
t
2
; h(0; y; dy) = h
0


























le bré des 2-tenseurs symétriques. On dit que (1.3) est
une forme modèle de la métrique et on érira g et x à la plae de 

g et t. On dénit aussi


































Le tenseur symétrique h(t; y; dy) de (1.3) denit une famille de métriques h(t) sur les hyper-























































étant la métrique anonique (de ourbure 1) sur la sphère S
n
de dimension n. En
oordonnées polaires sur H
n+1
, on vérie que x = 2e
 t
où t(m) = d
H
n+1
(m; e) est la distane






1.2 Parité de la métrique
On peut vérier sans peine qu'à k 2 N xé, la ondition
h(x)   h(0) = O(x
k
)




X). Pour traiter le problème qui nous
intéresse, on hoisira la ondition un peu moins forte de parité modulo O(x
2k+1
) au sens où




X) telle que la métrique x
2








; y; dy) +O(x
2k+1











dans le ollier U
x
assoié à x par (1.2) :
Dénition 1.1. Soit (X; g) une variété asymptotiquement hyperbolique et k 2 N [f1g. On
dit que g paire modulo O(x
2k+1












































X ! ([0; ) 

X)









Lemme 1.2. Soit (X; g) une variété asymptotiquement hyperbolique. Supposons qu'il existe













; y; dy) +O(x
2k+1










)); k 2 N (1.6)


















; z; dz) +O(t
2k+1

















X assoié à t par (1.2).












































= 0 et par réurrene, on montre en dérivant (1.7) par





= 0 pour j  k (f. [11℄ pour les détails).
























x(t; z) := x(
0
t
















= 0 8j; 0  2j + 1  m
(1.8)











































et x(t; z), y(t; z) sont dénis par les équations du ot

t



















(x(t; z); y(t; z))
y
i
!(x(t; z); y(t; z)) (1.10)
Pour montrer (1.8), on la vérie au rang m = 1




(0; z) = 0; j = 1; : : : ; n
16
puis on suppose qu'elle est vraie au rang m.

























)), sa omposée ave
(t; z)! (x(t; z); y(t; z))
est paire (resp. impaire) en t modulo O(t
min(2l+1;m+2)












puisquem est impair et e
 !
est paire modulo O(x
2k+3















Si le nombre de dérivées à eetuer pour l'un des termes du produit est impair, le nombre
de dérivées pour l'autre l'est aussi et l'argument préédent prouve que le produit s'annule
puisque e
2!
est paire modulo O(x
2k+3
). Si le nombre de dérivées pour l'un des termes est
pair, l'autre l'est aussi et le produit s'annule puisque 
x







x(0; z) = 0
Si m+ 1 est impair et inférieur ou égal à 2k + 1, on applique le même raisonnement sur
l'équation (1.10) et on a à dériver un nombre impair (= m 1) de fois un produit de fontions
paires en t modulo O(t
min(2k+1;m+1)






(0; z) = 0
et (1.8) est vrai jusqu'au rang 2k + 2.


















est paire en t modulo O(t
2k+1
), e qui déoule immédiatement des propriétés de parité-
imparité de !, x, y et h. 











X le double de

X omme es-




X. A partir du






























































si x  0
Le reste des artes provient de elles reouvrant l'intérieurX de

X et ne pose pas de problème.






dépend du hoix de la fontion x dénissant






















deux fontions dénissant 






















en des fontions C
2k




, on obtient une lasse de fontions qui dépend
de la fontion x. Autrement dit, une fontion qui a un développement de Taylor en x pair
modulo O(x
2k+1







est une autre fontion qui dénit le bord. Dans la preuve du Lemme 1.2, on voit que si
la métrique vérie (1.5) pour une fontion x, alors les hangements de artes sur [0; ) 

X






































. On obtient alors un hoix naturel

















ette struture et on observe qu'elle est munie d'une lasse onforme de métriques C
2k




, il sut pour ela de prolonger les métriques x
2
g par





Exemples Les variétés asymptotiquement hyperboliques à ourbure onstante hors d'un
ompat (dont font partie les quotients onvexes o-ompats de H
n+1
) sont paires mod-
ulo O(x
1






(y; dy)) + O(x
1
) (f. [19℄) et de
Shwartzshild-De sitter (f. [35℄) le sont aussi. Les métriques asymptotiquement Einstein
de dimension n+1 (f. [12℄) sont toujours paires modulo O(x
n
) mais ont génériquement des



















+ h(x; y; dy))




X) des hamps de
veteurs lisses sur










; : : : ; x
y
n
) où (x; y
1
; : : : ; y
n
)




X) a une struture d'algèbre de Lie ave
[xX; xY ℄ = x
2











X dual de T
0











). On note  (

X)
le bré de densité `naturel' de





est une droite engendrée par la





. Il est lair que
jdvol
H
j := Æjdxdyj; Æ :=
p
detH(x; y)



























































X);  = ajdvol
g
j
















(s > 0) sur

X. Plus, généralement, sur une variété à oins ayant N hypersurfaes frontières
dénies par les fontions lisses x
1
; : : : ; x
N





















































(X) leur restrition à X . Le produit de deux
1
2
-densités est une 1-densité

















































































) est l'espae des fontions de arré intégrable par rapport à la mesure rie-


































X)) est appelé l'ensemble des distributions demi-







































































(M)) l'ensemble des fontions





















(M) si M est une variété lisse à oins.












































































































































la onnetion de Levi-Civita assoiée à g sur X et r
H
















dx(Y )W + x
 1















X). On peut alors dénir, omme dans























































































































































. De plus, (1.14)






















Le produit (1.11) permet de dénir, via l'intégration par partie, la transposée
t
D d'un opéra-






(Df; g) = (f;
t
























). Dans e as,











































































. Comme pour le as d'une variété ompate, il existe


























































sans valeur propre plongée dans le spetre essentiel (f. [21℄).












ave x une fontion dénissant le bord, N 2 R, et H
p
lo
l'espae des fontions mesurables f
sur X telles que f 2 H
p
pour toute fontion  2 C
1
0




























Pour N 2 R, on peut vérier que l'espae dual de H
0
N
est naturellement isomorphe à H
0
 N


















f ! ( ; f)
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2 Prolongement méromorphe de la résolvante pour une
métrique paire
Dans ette partie on reprend essentiellement la onstrution du prolongement méromorphe
de la résolvante du laplaien sur les variétés asymptotiquement hyperboliques, par Mazzeo et
Melrose [24℄. On va onsidérer le as d'une métrique paire pour pouvoir obtenir un prolonge-
ment méromorphe-ni dans C tout entier, mais puisqu'une grande partie de la onstrution
est générale on ne fera intervenir l'hypothèse de parité qu'à partir du moment où elle devient
néessaire.




à travers le spetre essentiel on utilise le
nouveau paramètre z = (n  ) ave <() >
n
2





qui est méromorphe-ni sur f<() >
n
2
g à valeur dans L(H
0






















). La droite ritique est f<() =
n
2
g et orrespond au




). Pour espérer étendre R() à  2 C il faudra restreindre
l'espae sur lequel R() est déni et étendre elui dans lequel il va prendre ses valeurs, on
travaillera alors naturellement dans les espaes (1.16).





























) est valable dans e adre (théorème de
Shwartz). L'étude de tels opérateurs se réduit don à l'étude de leur noyau de Shwartz,




X. Le prinipe pour
inverser 
g














) = Æ(!   !
0
)
au sens où le reste doit être le noyau d'un opérateur ompat sur un espae de Banah bien
hoisi.
La onstrution d'une parametrix de la résolvante par la méthode de Mazzeo-Melrose fait
intervenir la notion d'élatement réel pour désingulariser les noyaux de Shwartz. Le prinipe




X (sur laquelle vit le noyau de Shwartz) par une variété
à oins `plus grosse' et nalement mieux adaptée à la struture géométrique du noyau de
Shwartz de la résolvante du laplaien. Pour donner une idée du problème, on peut imaginer



















;  2 C






) introduit auparavant. On voit que le passage en oordonnées
polaires est plus adapté à son étude près du oin x = x
0
= 0,






























où la oordonnée x 2 [0; ) utilisée pour U
j







que la métrique g s'érive dans X \ U
i












































par x = 0 et par x
0
























X; y 2 

Xg (2.1)
































munie de sa topologie de onvergene uniforme (ainsi que les dérivées) sur les ompats. Sur



































B; 8p 2 B














B := fv 2 N
p




ave la projetion naturelle  : S
+
NB ! B. On voit que S
+






(B) = f 2 C; (0) = pg= 
dont on note [℄ les lasses d'équivalenes. Si Q est le quart de sphère de dimension n + 1
déni par
Q := fY = (Y
0


















































Il n'est pas ompliqué de vérier que ette expression ne dépend pas du repésentant v et
s'il ne s'agit pas de véritables artes, on verra que Q a une struture de variété à oins qui
23
induit de véritables artes munissant S
+
NB d'une struture de t-variété lisse, 'est-à-dire une















X) nB) t S
+
NB
sur lequel on met une topologie qui reolle S
+
NB à la plae de B. Pour ela soit


















8 2 C;e(0) 2 U; 9 > 0; 9V

 C voisinage de ;
8x 2 V

;8t 2 [0; ); ex(t) 2 U









X appelée appliation d'érasement
(m) =

(m) si m 2 S
+
NB






















































































































































dénit une `arte'. En réalité pour avoir la véritable dénition de arte, il faut reouvrir Q
























































































































































































































































en sous-entendant pour la dernière que S
n 1










































X, e qui en fait une t-variété lisse (un alul permet de voir que





X est une variété à oins si ses
hypersurfaes frontières sont des sous-variétés, 'est-à-dire si il existe une fontion lisse qui
dénisse haque hypersurfae frontière. En reprenant le système de oordonnées (2.4), on
peut onstruire, par partition de l'unité, une fontion R dénissant S
+










une étude dans les artes montre que es deux fontions se prolongent de





X (y ompris sur S
+
NB), dénissent haune une hypersurfae
frontière et ; 
0





X a don une struture de variété
lisse à oins, ave trois hypersurfaes frontières : la fae frontale notée F dénie par fR = 0g,
la fae superieure notée T dénie par f = 0g, puis la fae inférieure notée B dénie par
f
0
= 0g. Le produit élaté est en quelque sorte un passage en oordonnées polaires autour
























X), et il en va de






























































Pour la suite, on simpliera les notations en oubliant les indies de artes (; 
0
) et les
tildes, par exemple en notant z; y
0







; : : : .















































































































































Ce sont don des hamps de veteurs (loaux) lisses qui s'annulent sur la fae T et sont













































































































stritement positive vériant df
m
() 6= 0 pour tout m 2





























Figure 3: L'appliation d'érasement









X surB. Celui-i se plonge naturellement





































































X sur B s'injete aussi naturellement par rapport


















































voisinage ouvert de e point et (y; y
0
) un système de oordonnées dans V
y
0






























X dont la fermeture notée D























X que sur la fae frontale F et elle le fait transver-













; (m) = 
0
(m); #(m) = 0g



















tributions onormales à D
































































































































en (s; z) de 
J
peut être supprimeé par un proédé usuel d'intégration par parties. Rappelons










































































































































































































































permet de onstruire un alul pseudo-diérentiel sur

X , appelé le `petit alul'. Il est sem-
blable en beauoup de points au alul pseudo-diérentiel sur une variété ompate et il









) (le support de leur noyau relevé via  est
inlus dans D

). Pour la suite, on négligera la notation `phg' étant donné que la majorité des
opérateurs pseudo-diérentiels que l'on utilisera sont polyhomogènes.









) a pour noyau de Shwartz relevé

A



























































Cette ériture permet de montrer (voir [27℄ où le adre est légèrement diérent mais la preuve










































(pour a 2 C ) ne hange pas le aratère onormal du noyau
par rapport à D
























); a 2 C (2.12)
si A 2 	
m
0























a 2 C en utilisant (2.12).
Elliptiité Pour étudier l'elliptiité de 
g
, on a besoin de aluler son symbole prinipal




















































orrespondant à la quantiation introduite en (2.10), (2.11). Le symbole prinipal du lapla-
ien s'exprime don omme la forme symétriqueH
 1
(x; y; ; ) si H
 1
est la métrique induite
par H sur le otangent (suivant la notation (1.1) ave x à la plae de x
0
). C'est don un
opérateur elliptique au sens de ette dénition de symbole prinipal.
Parametrix dans le petit alul On peut don maintenant onstruire une parametrix de

g









+ h(x; y; dy)
x
2


































() = 1 +K
m
() (2.13)


























ave les notations de la setion 2.1 et il s'érit dans es artes sous la forme (2.10), (2.11)












































































> 0 onstante dépendant de  et m. Enn K
m
()






























des fontions lisses à support dans les
mêmes artes telles que 

= 1 sur le support de  








+ h(x; y; dy)) omme en (1.3). Pour m = 1, on pose Q
1
l'opérateur































































































































;  = (; )
(s; z) étant une fontion lisse à support ompat dans (0;1)R
n
valant 1 dans un voisinage
de (s; z) = (1; 0), et H
 1
la métrique induite par H sur le otangent T


X. En utilisant que
l'ation de 
g
à gauhe sur les distributions sur U
;









































































































(Z) est un polynme de degré 1 en Z 2 C
n+2
à oeients dans les opérateurs dif-



















si k = J . On déduit pour m = 1 les estimations (2.14) et (2.15) en remarquant que







 (r + 1)
 1





































Ce proédé permet d'obtenir un reste aussi régulier que l'on veut sur la diagonale intérieure
D

(si m > n + 1, K
m






, ils ne sont en fait pas ompats en genéral. Il va en eet nous falloir une annulation
du noyau de Shwartz du reste sur les faes T;B;F pour que le reste devienne ompat.
2.3 Opérateur normal
Cette setion est onsarée à la résolution de la singularité du reste sur F. Pour elà on










Opérateur normal d'un opérateur diérentiel La première étape est de onsidérer le









). Soit p 2 






























la dilatation de fateur r sur X
p





X) en p est déni












































dans un système de oordonnées (x; y), alors N
p

























; p = (0; y
0
)
et que ette dénition ne dépend pas de la fontion . De plus, si h
0






































qui montre que X
p
est une variété asymptotiquement hyperbolique (en un sens 'est une
approximation de (X; g) à l'inni). On peut alors onsidérer N
p








) (ou sur H
n+1
) à `oeients onstants', et l'opérateur normal s'interprète omme
un proédé invariant pour geler les oeients en un point p du bord. L'opérateur normal









) se dénit de la même façon en onjuguant par une setion trivialisant





















































































Cas du laplaien Le laplaien 
g
s'érit dans un système de oordonnées (x; y
1

































h(x)) est la trae de l'opérateur linéaire assoié au tenseur symétrique (
x
h)(x)
via h(x). On en déduit que pour h
0



































Cet opérateur étant essentiellement le laplaien sur H
n+1
, sa résolvante se alule expliite-
ment (voir par exemple [15℄ ou [24℄) et admet un prolongement holomorphe (resp. méromor-
phe) à C si n est pair (resp. n impair).
Opérateur normal d'un opérateur du petit alul On peut remarquer que X
p
porte







; y + xy
0
) (2.18)
ave pour élément neutre e
p










On peut aussi le voir omme le sous groupe de GL(T
p

X) onstitué des éléments qui xent









; : : : ; x
y
n




L'opérateur identité sur X
p
s'interprète omme la distribution Æ
e
p
(la masse de Dira en e
p
)

























































X est une variété à oins
diéomorphe à un quart de sphère de dimension n+ 1. Son intérieur est diéomorphe à X
p
via les oordonnées (s; z) de (2.6) (F
p







) et omme le remarquent Mazzeo et Melrose [24℄, l'opérateur N
p
(L) interprété omme














































X via . Dans (2.19), N
p
(A) doit




, 'est une distribution dans X
p
ave un support singulier inlus dans e
p













) ! 1, d
X
p




















X) se restreint en un bré trivial anonique




































































Composition Une propriété qui est fondamentale pour l'opérateur normal est la ompo-

















































La première étape est possible puisque ela revient à onstruire la résolvante du laplaien
sur H
n+1
. Le problème que l'on voit apparaître est que la distribution (2.21) ne s'annule pas








dont l'opérateur normal est (2.21). En eet, la résolvante du laplaien hyperbolique se





















X par rapport à l'hypersurfae F est une




orrespondant au double de T et B.





































































































) l'espae des opérateurs sur

X dont le noyau de Shwartz relevé  se












































































X et tangents à F [ T [ B, on déduit la


































pour i; k 2 N, l 2 Z, a; b 2 C . On peut iter aussi un résultat de ontinuité ([22, Prop. 2.15℄)




















est ontinu si r
0








, a+ b > n. De plus on peut vérier (en utilisant
les arguments de [23, Th. 3.25℄) que dans le as partiulier où m > n + 1, a   r
0
 n + 1,





















































X), il s'agit essentiellement du Lemme de Shur. On peut aussi ajouter que






















Il est lair que le proédé de restrition (2.19) sur les bres F
p
de la fae frontale F se








), le résultat étant interprété omme une
distribution de onvolution sur X
p
(en fait lisse sur X
p
). La formule de omposition (2.20)









) ( f. [24℄). En utilisant les résultats
de prolongement méromorphe de la résolvante sur l'espae hyperbolique, on va voir que la
famille (dépendant de p) de distributions (2.21) est bien dénie et on va don onstruire un









) dont le noyau de Shwartz relevé a pour restrition
(2.21) sur haque bre F
p
.























la résolvante hyperbolique étudiée dans l'annexe B. On rappelle l'expression suivante qui



















































+ 1 + j) (j + 1)




































































































est loalement intégrable dans H
n+1
, e qui prouve que l'intégrale (2.26) onverge pour
 2 C n  N
0
. L'ation de R
h
() sur les demi-densités est failement déduite de l'expression
(2.26).




























les projetions à gauhe et à droite. On pose Q
0





























































































































est la norme sur R
n























































l'expression du noyau relevé de K
m
() dans ette arte. La onvergene de l'intégrale pour
 2 C n  N
0







; :; :) est ontinue à support ompat dans X
p
si
















































une partition de l'unité sur 

X.
Hypothèse : dorénavant nous supposerons que la métrique satisfait la ondition de parité
modulo O(x
1


















Il sera démontré plus loin que ette ondition sur g est néessaire et susante pour que la
résolvante de 
g
se prolonge ave ples de multipliité nie à tout C . Notons néanmoins




(n  N) si g n'est pas paire.
Remarque : l'étude des parametrix et des restes que l'on va faire sera essentiellement








































Lemme 2.2. L'opérateur Q
0





































pour  2 C n  N
0














) en posant N
0
= N   n  1.
Preuve : dans un premier temps on pose (t) une fontion lisse sur [0; 1℄ qui vaut 1 près
de t = 0 et 0 pour t 
1
2
























































. Si e = e
p
= (1; 0)




(ave p = (0; y
0






















































on en déduit que la fontion






















































; e) M; ! = (s; z); !
0
= (u; v)
ave M > 0. Son intégrale en (u; v) 2 R
n+1
+
est don une fontion à support ompat en
(s; z) 2 R
n+1
+
et elle a la régularité de 
K
m



















() est holomorphe dans

























) dépendant holomorphiquement de  dans O
N
0





















on fait le hangement de variable (U; V ) = (s; z):(u; v)
 1
dans
(2.28) et on garde le terme k
1

































































; :; :) est à support ompat dans R
n+1
+
on déduit que (2.32) est, pour haque












)) ave les notations (2.6). Dans les oordonnées
(r; %; %
0



































































)). Enn le système (x; y; t; z
0












(x; y + xz
0























































). De plus, en





















) si  2 O
N
0
, on vérie aisément






est méromorphe sur O
N
0




Pour montrer que les ples sont de rang ni, on remarque que les seuls ples qui peuvent







dans l'expression de k
1

(t) et ils n'apparaissent que quand n est impair (
j
() est toujours





, le résidu de l'intégrale

































ave l 2 N
0
tel que 2l  k et C
k;l















































lisses jusqu'au bord fx
0







. On peut remarquer que ette situation est similaire à l'étude en ourbure
onstante près du bord (traitée dans [15℄).












). On va préiser le omportement de son noyau relevé 
K
0







s'annule à l'ordre 1 sur es deux faes. Pour ela,












sur T [B apportera
le résultat.
Suivant (2.16), le laplaien agissant sur les fontions s'érit dans une arte U



































en rappelant que h est fontion de x
2
(hypothèse (2.30)). Suivant (1.13), l'opérateur orre-













































ave Æ = det(h(x))
1
2
, on le notera enore 
g












































































































h sont lisses en la variable s
2





















































































à oeients lisses en S 2 [0; )
('est le relèvement par  de 
g


























































































Le premier terme ave le ommutateur est un noyau à support disjoint de F[D

vu le hoix















































Conernant le deuxième terme de (2.35) on fait un développement de Taylor en x
0
= 0 (i.e.
sur F) de E















































à oeients lisses. En remarquant que le











































































) = 0 (2.36)
38













































































qui sont tangents à F;B et s'annulent sur T. Ces hamps de veteurs laissent invariant l'ordre


































() s'annule sur F et a une singularité d'ordre + 2 sur T. Par onstrution de F

()






































































































































































































































La restrition sur F
p


































































puis qu'il a un développement de




























































et le lemme est démontré en utilisant la disussion sur les propriétés de méromorphie de
l'opérateur Q
0




sont essentiellement obtenus en appliquant
39
des opérateurs diérentiels aux résidus de Q
0
() et sont don de rang ni). 















  1. Il nous faut don aner enore
la parametrix pour éliminer la singularité de es noyaux sur la fae T.
2.4 Equations indiielles
Cette troisième étape dans la onstrution est beauoup plus élémentaire que les deux autres,
mais 'est elle-i qui produit des ples de rang inni sur la parametrix quand la métrique
n'est pas paire. En outre, elle est plus partiulièrement reliée à la onstrution de l'opérateur






























ave a; b 2 C et i 2 N
0
, la relation de omposition (2.22) implique que le noyau relevé
de (
g























































et on va voir que ei est possible si a = + j ave j 2 N
0
.

































dans une arte U











)) lisse en x = 0. Cei montre par
exemple que 
g


































X) et  =2
1
2
(n N), on peut onstruire une

















'est l'idée de la onstrution de l'opérateur de diusion par Graham-Zworski [12℄. Cette














) donnée et N 2 N,



































(n N). On ne peut pas diretement appliquer ei pour notre parametrix puisque le
reste K
0
() n'a pas susemment de régularité sur F, mais on va voir que e proédé s'adapte
à la résolution sur T.
On pose a = +2j et puisque 
g
`ommute' ave la fontion x
0
en tant qu'opérateur en
la première variable (x; y) sur U
;




























































































































ave les notations de (2.34) et E
℄































































































































































































oeients lisses et que es hamps de veteurs agissant à gauhe se relèvent en des hamps
tangents à F;B et s'annulant sur T, 'est-à-dire qu'ils laissent invariant l'ordre de la singularité











pour i = 2; 3.
























D'autre part si dans (2.41) f s'exprime omme une fontion lisse de s
2
on peut faire le
hangement de variable S = s
2


































































































































































































































() ont des ples seulement en  =  2j; 2j   1; : : : ).
De manière essentiellement similaire à la onstrution de Guillopé-Zworski [15℄ dans le as




























































+ j + 1)
(2.45)












































). On obtient alors le




















() est l'opérateur déni en (2.27) et Q() := Q
m
() elui onstruit dans le lemme
2.1, alors on a
(
g








































Preuve : la struture de 
Q
00
déoule diretement de la disussion préédant le lemme.














n'a des ples qu'en  N
0








en utilisant les dénitions (2.44), (2.45). Leur résidu est de la forme (2.33) et l'image direte

























































X à support dans U

. On en déduit que Q
00
N
() est méromorphe-ni en utilisant le
même genre d'arguments que dans le Lemme (2.2) (les noyaux assoiés dans les espaesH
0
N












() déni par l'équation






































































































































si  2 O
N
0






() est en fait un opérateur ompat sur H
0
N
, plus préisemment on va voir
qu'il est dans une lasse de Shatten.
2.5 Continuité et norme du reste
La première hose que l'on peut remarquer est que K
00






pour  2 O
N
0




























X est une variété ompate munie de la struture
C
1
induite par x (disutée dans la partie 1.2). Puisque g est paire, on rappelle que si  est









(notée enore x) telle que xÆ  =  x et la métrique x
2
g se prolonge en une métrique





























la fontion aratéristique du
fateur














































tels que RIf = f pour tout f 2 H
0
0
. On peut remarquer que pour tout opérateur diérentiel



































































































pour une famille nie d'opérateurs diérentiels lisses D
i








































































































(A)jjBjj. On est don ramené à estimer la norme de K
00
() dans
des espaes de Sobolev à poids pour obtenir une majoration de ses valeurs singulières.
Lemme 2.4. Soit K
00
() l'opérateur sur H
0
N























pour  2 O
N
0
et  =2  N
0
.






















































































désigneront par la suite des onstantes
(non néessairement toujours les mêmes) dépendant de N mais pas de .

































et (u; v) dans un






































> 0 dépendant de K.




















jusqu'à l'ordre 3, e qui
est obtenu en dérivant sous l'intégrale (2.28) le terme 
K
m









est une matrie inversible sur R
n
à dépendane lisse en y
0
) dans


























































































; j  N (2.50)
et le fait que 
K
m










) et s'annulant à
tout ordre sur f = 0g [ f
0
= 0g si m n.































































































du développement de Taylor de k
2

à l'ordre N à la plae de k
2

) En utilisant le fait





















) est dans un ompat), on déduit de (2.49) que l'intégrale (2.51) et ses dérivées jusqu'à























pour  2 O
N
0






































. On rappelle d'abord que
les E
℄
( + 2j) sont des polynmes en . Les normes à estimer sont des dérivées d'ordre au
plus 2N+5 des fontions F
1;j




































































pour i+ jj  2N   2j + 5 et
l+jj
2
+ i+ k  N   j + 1, K  R
n+1
+
étant un ompat. Une
étude attentive de ette intégrale ainsi que la majoration
x
0











































pour  2 O
N
0
, le lemme est don démontré. 
2.6 Prolongement méromorphe de la résolvante
On a maintenant tous les ingrédients pour montrer le
Théorème 2.5. Soit (X; g) une variété asymptotiquement hyperbolique paire de dimension

























Preuve : réapitulons l'approximation de R() obtenue
(
g


























































. On rappelle l'équation de la résolvante dans le plan physique

























































ave r > 0 pour










est borné de norme majorée par C
N
























) = 0 et K(; 
M
) ompat, on peut
don utiliser le théorème de Fredholm analytique et obtenir le prolongement méromorphe-ni
de R() sur O
N
0















et le théorème est démontré. 





. Notons qu'en utilisant par exemple les arguments de Agmon [1℄, on peut









est une résonane (i.e. le rang du résidu de la résolvante omme fontion de (n  )).
Notons que la onstrution que l'on a utilisée, due à Mazzeo-Melrose [24℄, peut être
poussée de manière à obtenir un reste régularisant. Cei permet à Mazzeo et Melrose de
préiser la nature du noyau de Shwartz de l'opérateur prolongé (voir aussi [4, Th. 2.1℄)
Théorème 2.6. Si (X; g) est une variété asymptotiquement hyperbolique, la résolvante du

















)); 8N > 0


















































































() est le noyau





2.7 Majoration du nombre de résonanes dans des bandes
Pour ette majoration on utilise la onstrution préédente ainsi que les tehniques habituelles




seront des entiers positifs dépen-













qui est bien déni et méromorphe dans O
N
0
ave pour seuls ples possibles les  tels que
 2  N
0










l'ensemble de es ples. D'après la
onstrution de K(; z) et K
1





sont d'ordre 1 et de rang majoré
par une onstante C
N





1 et de rang majoré par une onstante C. En utilisant alors [15, Lem. A.1,A.2℄ on obtient
que la multipliité m(
0


























() qui a des zéros d'ordre C
N
aux points  2 Z
N



































. Notons que e disque ontient un retangle
(





















En utilisant le Lemme 2.4 et les relations
j det(1 +A
p

















si A 2 S
p










































































ombiné ave (2.59), (2.60), (2.56) prouve le
48
Théorème 2.7. Soit (X; g) une varitété asymptotiquement hyperbolique paire. Pour tout














si T (N;M)  C est le retangle déni par
T (N;M) :=
n










Remarque : si la variété

X est analytique et que x
2
g est analytique (ave x analytique),
on peut reprendre les estimations en utilisant des fontions de tronatures quasi-analytiques
pour la parametrix et le fait que les normes des dérivées d'une fontion analytique reelle f
(sur un ouvert U  R
n+1
) sont majorées uniformément en fontion des normes de f dans
un voisinage omplexe V  C
n+1
de U (il s'agit essentiellement des arguments utilisés dans



































(n  N), et plus partiulièrement près de Z
1
 
. En eet si l'on a vu dans le Théorème
2.5 que la ondition de parité de la métrique implique un prolongement méromorphe-ni de
R() à C tout entier, il n'est pas lair qu'il en soit de même dans le as général.
Pour traiter e problème il est plus adapté d'étudier l'opérateur de diusion S(). En
eet, Graham et Zworski [12℄ ont donné une présentation simple et expliite de et opérateur




à leurs aluls et la formule S(n  ) = S()
 1
, on peut alors détailler le omportement de
S() au voisinage des points de
1
2
(n   N), puis les relations entre R() et S() seront alors




3.1 Opérateur de Poisson, opérateur de diusion
On rappelle la onstrution des opérateurs de Poisson et de diusion par Graham-Zworski
[12℄, ainsi que quelques autres résultats et propriétés utiles prinipalement dues à Joshi et Sá
Barreto [19℄.
Quelques propriétés de la résolvante On se plae pour l'instant dans le as d'une variété
asymptotiquement hyperbolique quelonque. Mazzeo [21℄ montre que pour tout  2 C , il










) telles que (
g
  (n   ))f = 0. En
















































sont les fontions propres normalisées de 
g






























X); j 2 N
0


















), e qui est exlu d'après le résultat de
Mazzeo. De plus, les arguments de Perry et Patterson [30, Lem. 4.9℄ montrent que R() n'a
pas de ples sur la droite ritique f<() =
n
2




onséquene du résultat de Mazzeo [21℄).
Enn on peut remarquer que la symétrie
t
R() = R() sur L(H
0
0





























;m) pour m 6= m
0
si r() est le noyau de Shwartz
de R() dérit dans le Théorème 2.6.






































méromorphe (faiblement) dans O
0








































































X , ils permettent d'obtenir des dénitions indépendantes du hoix de la fontion x
qui dénit le bord (voir [16℄ pour quelques détails). La onstrution de Graham-Zworski est























obtenue à partir du Théorème 2.6 et de (2.25). On va détailler ette onstrution puisqu'elle
va fortement nous servir pour la suite.
Pour simplier, on se restreint aux fontions plutt qu'aux densités, sahant que l'on
retrouve l'un à partir de l'autre en onjuguant par une setion du bré. La première étape
































il est don lair qu'une solution dans le ollier U := U
x
sut, quitte à la multiplier par une
fontion de tronature à support près de 

X et valant 1 dans un voisinage de 

X. Dans U





















































G(   j)f (3.5)




















) (ave j  1), alors

































= O(x) d'après (3.5), la remarque préédente nous












X) (pour j  1)

























; j  1 (3.6)















X) dont les oeients de
Taylor en x = 0 sont les f
j
, e qui implique que F
1
est une solution de (3.4). Par ailleurs,












est un opérateur diérentiel d'ordre inférieur ou égal à 2[j=2℄ sur 

X.





















(de par l'utilisation du lemme de Borel) n'est pas important puisqu'il est faile
de vérier (f. [12, Prop. 3.4℄) l'uniité d'un opérateur solution du problème de Poisson,
qui implique néessairement la linéarité de P(). L'opérateur P() est appelé opérateur de
Poisson ou opérateur d'Eisenstein.
En négligeant toujours la dépendane par rapport à la fontion x dénissant le bord (qui
est exprimée dans le terme jdxj
n 
), on dénit l'opérateur E() dont le noyau de Shwartz


















































































) et son tran-















). Suivant les propriétés d'holomorphie-






















:= f 2 C ;
n
2


































), on obtient que





















Cei implique par ailleurs que
t
E() est holomorphe sur U
N








Enn les seuls ples de E();
t
E() dans f<() >
n
2
g sont les 
e









) et (3.1) implique que e sont des ples d'ordre 1 et de multipliité nie.




et 'est essentiellement le point de vue hoisi par Joshi et Sá Barreto [19℄ pour dénir
l'opérateur de Poisson. Notons que ette représentation par son noyau de Shwartz per-






). De plus, on



















Opérateur de diusion L'opérateur de diusion S() est l'opérateur déni pour <() 
n
2





















































ave les notations de (3.2). Là enore on va oublier la dépendane par rapport à x et le bré
onormal qui la ontrle puisque ça n'a pas d'inidene pour la suite.




a pour noyau de Shwartz

































































































































), s() est alors une distribution onormale polyhomogène
d'ordre  2 assoiée à la diagonale B de 

X et S() est un opérateur pseudo-diérentiel
polyhomogène d'ordre 2  n sur 

X. Suivant la dénition [36, Def. 11.2℄ de Shubin, S()















d'opérateur pseudo-diérentiels d'ordre 0, par onséquent S() est holomorphe dans le même

















donné par le prolongement des distributions du type jY j
 2+j





Th. 3.2.4℄, ei en loalisant dans les artes sur 

X.


























e qui nous amène à poser la fatorisation (voir Perry [32℄, Perry-Patterson [30℄ ou Guillopé-
Zworski [16℄ pour une approhe similaire)
e










S() s'exprime sous la forme
e
S() = 1 +K()






































() = S(n ) va redonner le prolongement méromorphe de S() au feuillet
non-physique si l'on sait inverser 1+K(), et ette inversion peut être traitée par le théorème
de Fredholm analytique. Cette méthode est utilisé par Perry [32℄, Perry-Patterson [30℄ ou
Cuevas-Vodev [8℄ par exemple. Pour ela il nous faut étudier les propriétés de méromorphie
de K(), naturellement héritées de S(), dans un voisinage du feuillet physique O
0
. L'un des
points partiulièrement importants onernant l'opérateur de diusion sur es variétés est
qu'il a des ples dans le feuillet physique O
0
qui ne proviennent pas des valeurs propres L
2
.
On observe déjà es ples sur le symbole prinipal de S() en (3.13). Ces ples proviennent en








(f. [18, Th. 3.2.4℄). Ils sont étudiés en détail par Graham et Zworski [12, Prop. 3.6℄







Graham et Zworski montrent la




plus des ples d'ordre 1 sur Z
1
+























déni en (3.7) et 

j






























sont des opérateurs diérentiels sur 

X et sont don de rang inni ou nuls. En
fait, il est faile de voir que les p
2j
ne sont jamais nuls, e qui implique la présene de ples



















) l'espae de Sobolev d'indie i sur 

X.
Lemme 3.2. Pour tout  2 (0;
1
2


























ave j 2 N
0








) l'espae des opérateurs pseudo-diérentiels d'ordre m sur 

X,








()) est méromorphe dans O

ave des ples d'ordre 1 sur
1
2
(n + N) dont le résidu peut engendrer un opérateur de rang
inni (f. [18, Th. 3.2.4℄ par exemple). En divisant par  (
n
2
  ), on tue les ples situés sur
n
2






























; 8 > 0
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Cela se vérie aisément dans haque arte en alulant par transformation de Fourier loale





S() : les propriétés de (3.12) en font un symbole
polyhomogène pour haque , à dépendane holomorphe en  au sens de M.Shubin.
On tire don des propriétés de 
2 n
(f. [36, Th. 1.11℄), de (3.13) et de la omposition

















; 8 > 0
Enn (3.18) en déoule immédiatement en utilisant les ritères de ontinuité des opérateurs
pseudo-diérentiels sur les variétés ompates.
En e qui onerne la nature des points de Z
1
+
, 'est une onséquene direte de la Propo-





3.2 Equivalenes entre méromorphies
Dans ette partie on montre omment les propriétés de méromorphies de R() et S() sont
liées.
La première étape est de montrer que l'équation de Green obtenue par Agmon [2℄ , Perry
[31, Th. 5.3 et 6.3℄ et Guillopé [13℄ sur des variétés hyperboliques reste vraie dans notre
adre.
Lemme 3.3. Pour N >
n
2
, on a dans l'ouvert
n
 2 C ;n  N < <() <
n
2


















R()  R(n  ) = (2  n)
t
E(n  )S()E(n   ) (3.20)
















)  r(n   ;m;m
0





e(; :;m)e(n  ; :;m
0
) (3.21)
En onjuguant par les setions des brés de demi-densités on va onsidérer les noyaux de
Shwartz r(); e() omme des fontions L
1
lo
sur XX et X





































(m) est la sphère de rayon  entrée en m, 
t
= fx = tg
et 
n
est la dérivation par rapport au veteur normal unitaire (pointant vers l'exterieur du
ontour). Lorsque ! 0 les intégrales sur les sphères donnent
r(;m;m
0
)  r(n   ;m;m
0
)
en utilisant que (
g
  (n   ))
z
r(; z;m) = Æ(z  m) et (
g
  (n   ))
z
r(n   ; z;m) =






















un système de oordonnées loales sur 

X. De plus sur 
t
la mesure d





. Enn, à m
0
2 X xé et z = (x; y) 2 U = [0; ) 

X

























et (3.21) est vériée. Pour <() 
n
2
, on reprend l'équation (3.21) que l'on multiplie par
x
 
(m) en faisant tendre m vers y 2 

X. Etant donné que x
0 








, on obtient à m
0
















En réinjetant les fateurs de demi-densité, on peut réerire (3.21) et (3.22) sous la forme
R() R(n  ) = (n  2)
t
E()E(n   ); E() =  
t
S()E(n  ) (3.23)




































). On ombine alors (3.23), les propriétés méromorphes (3.10), (A.1) et le fait







) dans l'ouvert (3.19)
pour en déduire (3.20) par le prinipe du prolongement analytique. 
On peut maintenant énoner la
Proposition 3.4. Soit U  f<() <
n
2
g un ouvert, alors les propositions suivantes sont
équivalentes :
(1) R() est méromorphe dans U .
(2) S() est méromorphe dans U .
(3)
e
S() est méromorphe dans U .
Si de plus U \ Z
2
 
= ?, on a les équivalenes suivantes :
(4) R() est méromorphe-nie dans U .
(5) S() est méromorphe-nie dans U .
(6)
e
S() est méromorphe-nie dans U .
(7)
e
S(n  ) est méromorphe-nie dans U .
Par ontre, si U \ Z
2
 
6= ? on a simplement
(7) () (6)) (5) () (4)



















). Sur <() <
n
2
les opérateurs R(n ), E(n )
et
t
E(n ) sont méromorphe-nis ayant pour ples les 
e









On déduit don de (A.1) les impliations (2)) (1) et (5)) (4).
(1)) (2) : soit 
0
un ple de R() dans f<() <
n
2
g et U := B(
0
; ) une boule ouverte
entré en 
0
de rayon  qui ne ontient auun autre ple de R(). Les mêmes arguments





X)), plus préisemment 'est une famille holomorphe d'opérateurs pseudo-diérentiels
56
d'ordre négatif. Dans U , 
0


















































De plus, les noyaux de Shwartz a
i
et h() de A
i
et H() s'expriment omme des intégrales

























































) est une distribution onormale (non néessairement
polyhomogène) à F d'ordre  2<(
0









() et d'une distribution h
1















() à la plae de
r()).




































(2z   n)(z   )
dz












































(2z   n)(z   )
dz







)). La deuxième intégrale étant holomorphe
près de 
0
, on en tire que S() admet un développement de Laurent ni en 
0
. On a don
prouvé (1)) (2).
(4) ) (5) : d'après e qu'on vient de voir il sut de montrer que si la partie polaire de
R() est de rang ni alors elle de S() l'est aussi. On reprend don (3.24) en supposant que
les A
i
sont des opérateurs de rang ni. Le noyau de A
i




















































; j = 1; : : : ; r
i
g = dimVetf 
ij











sont lisses à l'intérieur X de

X. Puisque les  
ij
sont




; : : : ;m
r
i










soit de rang r
i





















































est une base de Vetf'
ij
; j =












X); j = 1; : : : ; r
i
Par le même raisonnement, on obtient le même résultat onernant  
ij
mais ave des points
m
j
diérents. La restrition de a
i
sur x = x
0




















































































































puis d'utiliser (A.1) et le Lemme A.1.
(6) () (7) : d'après (3.14),
e
S() est unitaire sur f<() =
n
2




inversible en un point de C . Supposons que
e
S() = 1 +K() soit meromorphe-ni dans U ,






S(n   ) est méromorphe
ni dans U . La réiproque est identique.













X)) et d'utiliser (A.1).











sont holomorphes dans U à valeurs
dans des espaes de Sobolev, don il sut d'appliquer (A.1) et le Lemme A.1. 
3.3 Méromorphie et parité
Pour ompléter le Théorème 2.5, on obtient la
Proposition 3.5. Ave les hypothèses du Théorème 2.6, la résolvante du laplaien se pro-

















; 8N  0 (3.26)
et si g est paire modulo O(x
2k+1


















Réiproquement si on suppose (3.27) pour k  2 alors g est paire modulo O(x
2k 1
).
Avant d'en donner la preuve, on énone son orollaire immédiat
Théorème 3.6. Ave les hypothèses du Théorème 2.6, R() a un prolongement méromorphe-




Preuve de la Proposition (3.5) : d'après (3.14)
e







), 1+K() est don inversible en un point de O

. Le théorème de Fredholm analytique




() = (1 +K())
 1







































De plus, il est lair que (n R
g
) \ f<() <
n
2













une de es valeurs propres sup-






), alors (n  
e
) est un ple d'ordre 1 et de multipliité nie de
R() don de S() d'après (3.1) et (3.12). On en tire que 
e
est un ple d'ordre 1 et de





alors que 'est une valeur régulière de K(n )





(le ple de S() est tué par le fateur Gamma). On onlut don que
e
S()






et d'après la Proposition 3.4, il en va de même
pour R().
En utilisant maintenant la Proposition 3.4, on obtient que R() est méromorphe-nie
sur O
N





sont des ples de rang polaire total ni de
e
S(n   ), 'est-à-dire si et seulement si les points de Z
1
+
\ (n   O
N
) sont des ples de rang
polaire total ni de K(). On montre don le lemme suivant qui déoule des résultats de
R.Graham et M.Zworski [12℄ :
Lemme 3.7. Soit k 2 N, (X; g) une variété asymptotiquement hyperbolique et g paire modulo
O(x
2k+1
) que l'on érit dans un ollier U := (0; ) 






























des tenseurs symétriques sur 











































est déni par son noyau de Shwartz en (3.17), h
 1
0








est un opérateur diérentiel d'ordre 2 sur 










) = 0 (3.30)
Preuve : rappelons dans un premier temps que pour m 2 

X les tenseurs h
i
(m) sont
onsidérés omme des matries symétriques dans R
n
via le produit salaire anonique dans





) et e terme est exatement la




. Reprenons la onstrution de l'opérateur








































































































; j  1 (3.31)











est un opérateur diérentiel sur 

X. Les résidus de S() sont donnés par 3.1 et il





On notera par onvention D
k
l'ensemble des opérateurs diérentiels d'ordre k sur 

X et
par abus de notation D
k
désignera aussi tout opérateur diérentiel d'ordre k sur 

X dont







Dans le développement de Taylor de G(z) en x = 0, on utilise l'hypothèse (3.28) et on
regroupe les puissanes paires de x dans G
2
(z) et les puissanes impaires dans G
1
(z), on a























































f) est paire modulo O(x
2k+2j+1
) (3.34)
Montrons par réurrene que F
j





est paire pour j  2k   1. Si j est pair, (3.31) implique alors triviale-
ment que F
j
est paire. D'autre part, F
j 1













) est alors impaire modulo O(x
2k+1 j
) don




en (3.6) on obtient nalement que f
j









= 0 si l  k   1.
En e qui onerne f
2k+1






































e qui prouve (3.29).
Conernant le terme p
2k+3;
, on ne va s'intéresser qu'à son symbole prinipal. Pour
obtenir f
2k+3















= 0 pour l < k et en utilisant (3.34), on voit que les seuls termes ayant
une puissane de x
2k+3








où i 2 f0; 2; 2k+1g.


































































































Ensuite on prend le résidu en 
2k+3






























































don en prenant la trae de ette expression on trouve (3.30). 
Si g est paire modulo O(x
2k+1
), le résidu de S() en 
2j+1
est de rang ni pour j =
0; : : : ; k   1 d'après le Lemme 3.7, don ça reste vrai pour
e
S() et la Proposition 3.4 prouve





Réiproquement, si R() est méromorphe-nie près de es points (ave k  2), la Propo-
sition 3.4 nous dit que
e





Supposons que g soit paire modulo O(x
2l+1




























0. Reprenant alors l'expression du symbole prinipal de p
2l+3
dans (3.35), on déduit que
h
2l+1
= 0 et don que g est paire modulo O(x
2l+3
). Puisque g est paire modulo O(x), une
réurrene évidente montre que g est paire modulo O(x
2k 1
) et la Proposition 3.5 est dé-
montrée. 
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3.4 Singularités essentielles de la résolvante
En utilisant le Lemme 3.7 on va montrer qu'il existe des métriques asymptotiquement hy-




soit un opérateur injetif (ou de noyau de








Proposition 3.8. Soit k 2 N
0
et (X; g) une variété asymptotiquement hyperbolique paire
modulo O(x
2k+1















  k est une singularité essentielle de R().
Preuve : il s'agit simplement de ombiner les Lemmes 3.7 et A.2 et remarquer que pour




X) est injetive si l'ensemble





un noyau de dimension nie, on utilise que la somme d'un opérateur borné injetif et d'un
opérateur borné de rang ni a un noyau de dimension nie. On onlut ave la Proposition
3.4 pour passer de
e
S() à R(). 














g), 'est une fontion lisse sur 

X dépendant de x. Cependant elle peut être dénie





dire qu'un hangement de fontion qui dénit le bord t = e
!





m(t; g) = e
 !
0






. Si la ourbure moyenne est presque partout non nulle
et n 6= 1, la Proposition 3.8 montre que
n 1
2
est une singularité essentielle de R().
Soit M
ah
(X) l'espae des métriques asymptotiquement hyperboliques sur X . Si x
0
est

























est bijetive et on identiera es deux espaes. M
ah


















mesurant les dérivées des tenseurs (

X est ompat). Il n'est pas diile de voir que la













X une variété ompate à bord de dimension n+1 > 2. Alors l'ensemble





est une singularité essentielle de R() ontient
un ouvert dense de M
ah
(X).
Preuve: d'après le théoreme de Thom, l'ensemble des fontions de Morse sur 

X est ouvert


























(V ) est un ensemble ouvert de M
ah
(X) ontenant l'ensemble des métriques de
M
ah
(X) telles que R() a une singularité essentielle en
n 1
2
. Il reste à montrer que m
 1
(V )
est dense dans M
ah
(X).








































X) et  2 C
1
0
([0; 2℄) telle que (t) = 1 si t 
1
2
et (t) = 0 si t  1.
g
;'





j'j). En fait,  peut être pris indépendant de ' si j'j  1, on le notera

0










































intersetion nie dans M
ah









le plus grand nombre de dérivées de la métrique mesurées












Xj), on peut trou-
ver une setion de Morse s dans tout voisinage ouvert W ( 
0
) de  
0
. On prend alors pour
W ( 
0











Xj) qui ontrlent les I
0
premières dérivées des setions sur 

X. Les rayons





pour toute setion s 2 W ( 
0























) = s, il existe une
métrique dans m
 1
(V ) \ B(g
0
). On onlut que m
 1








  k ave k > 0, le même résultat tient si l'on se restreint au
sous-espae de M
ah
(X) des métriques paires modulo O(x
2k+1
), ei en utilisant le alul des
résidus de S() en 
2k+1
dans le Lemme 3.7 et les mêmes arguments que pour k = 0.
Remarque: supposons que 











g est analytique pour une métrique g 2M
ah




mes(fm(g) = 0g) > 0 () m(g) = 0





est une singularité essntielle de
R() en utilisant la Proposition 3.8. D'un autre té si m(g) = 0, les arguments préedant
le Lemme 3.7 prouvent que R() est méromorphe-nie près de n   
1
. Par onséquent on
obtient que










la minimalité de 

X ne dépendant pas du hoix de x.
Un as partiulier: supposons que n = 1, que g 2 M
ah





X onnexe. Alors S() est holomorphe en 
1





). De plus, il existe une fontion analytique près de 






























X. Si g est paire modulo O(x
2k+1
) ave k  1, la remarque préédente et le Lemme




g si et seulement si h
2k+1
= 0.
Si on onsidère l'espae des métriques paires modulo O(x
3







g)) on obtient par réurrene que R() est meromorphe si et seulement si g est paire
et dans e as les ples sont de multipliité nie.
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3.5 Exemples ave point d'aumulation de résonanes
Avant d'expliiter l'exemple, il est utile de remarquer que l'on peut failement onstruire une
variété asymptotiquement hyperbolique telle que (3.29) soit une onstante non nulle. Dans























est une base orthonormée de veteurs











vers 0 quand j !1, don à j xé assez grand, H()
j





pour  prohe de 
k






































qui tend vers 
k
. La lé pour ontrler la `petite' perturbationH() sera d'appliquer
le théorème de Rouhé.
Proposition 3.10. Pour tout k 2 N
0
tel que k 6=
n 1
2
, il existe une variété asymptotiquement





Preuve : montrons que les singularités Z
1
 
peuvent être limite d'une suite de résonanes.
Pour ela on se donne k 2 N
0


























est la métrique anonique sur S
n
, puis  2 C
1
([0; 2℄) une fontion positive telle
que (x) = 1 pour x 2 [0;
1
2
℄ et (x) = 0 pour x 2 [1; 2℄. Soit B
n+1
:= fm 2 R
n+1














On vérie aisément que  

g peut être prolongée à B
n+1










g). On note don (X;G) la variété asympto-
tiquement hyperbolique obtenue, qui vérie bien les hypothèses (3.28) : il s'agit en fait de
H
n+1
perturbé par un O(x
2k+1





































Le Lemme 3.7 nous donne que l'opérateur de diusion S() assoié à 
G




















































les valeurs propres de
h
0






propres orthonormés assoiés. Etant donné que G est une métrique radiale sur B
n+1
, le




























































ave ondition de Dirihlet singulière en x = 2. On en déduit que la résolvante et l'opérateur































). Etant donnée l'expression

















































))); 8 > 0 (3.40)































() holomorphe sur V
k


















































































On en déduit que
1 +K
j
















































vérie que si 
j
= 0 alors m
k





! 0 quand j ! 1. Ainsi on obtient l'expression expliite de l'inverse de S
j
()




















à ondition que le dénominateur existe.
Choisisons 
0
> 0 tel que le disque de entre 
k
et de rayon 
0












. Il existe un entier J
0


















quand j ! 1. Quitte à hanger J
0
, on






















et les deux fontions holomorphes dans V
k














f() a pour unique zéro z
j
, et on a sur le erle C(z
j
; ) de entre z
j
de rayon 














; 8 2 C(z
j
; )




tel que pour j  J
1
jg()j < jf()j; 8 2 C(z
j
; )
e qui nous assure par le théorème de Rouhé que f + g a exatement un zéro dans le disque
bordé par C(z
j











a un unique ple dans le
disque bordé par C(z
j
; ) et S()
 1
a une suite de ples qui onverge vers 
k
. Par la formule
d'inversion S(n ) = S()
 1






3.6 Un résultat inverse
Dans ette sous-partie, on exploite le alul des résidus de S() sur
1
2
(n+ N) pour montrer
que l'ensemble de es résidus détermine le développement de Taylor de la métrique x
2
g.
Joshi-Sa Barreto [19℄ ont étudié la diusion inverse sur les variétés asymptotiquement





peut être retrouvé à partir du développement omplet du symbole (loal) de l'opérateur





). Tout d'abord il est lair,
d'après (3.16), que le résidu de S() en
n+k
2





X et e résidu ne peut don pas déterminer le développement de Taylor de x
2
g en x = 0.







X = X [

X une variété lisse ompate à bord de dimension n+1,




deux métriques asymptotiquement hyperboliques





























































ont le même inni onforme. Il existe





















dans un ollier U = (0; )  





(x; y; dy) sera
onsidéré omme une famille de métriques sur 

X.
Reprenons la onstrution et les notations introduites dans la partie 3.1 en y ajoutant
l'indie 
i














); l  1
ave h
l
un tenseur symétrique sur 














































est déterminé de manière unique modulo O(x
l
) pour  =2
1
2




























On va seulement étudier les symboles prinipaux des résidus de S
i
(), on note don par D
j
tout opérateur diérentiel d'ordre j sur 

X que l'on n'a pas besoin de aluler expliitement.




























où Q est un opérateur diérentiel sur 









































































































et son terme d'ordre x
l+1





































sont des termes d'ordre 0 en f
0


















































































































en rappelant que f
1
2














































































Si (3.42) et (3.43) sont nuls, on trouve alors que
(4  n(n  l))T
l
= 0; (n  l)T
l
= 0




sont des opérateurs régularisants. Cei
prouve que T = 0 et don que h
l




4 Une formule de multipliité
Le propos de ette partie est de donner une preuve direte et un peu plus générale du résultat
de Borthwik et Perry [4℄ onernant l'équivalene entre multipliité des résonanes et des
ples de diusion, notamment dans le but de traiter les points de
1
2
(n N) que leur méthode
exlut. Le prinipe de leur démonstration est d'étudier le as d'un ple simple (un ple
d'ordre 1 et de multipliité 1) et d'utiliser la théorie de perturbation introduite par Agmon
[1℄ pour `élater' les ples multiples en ples simples. On hoisira plutt la méthode de
Guillopé-Zworski [16℄ qui fait intervenir essentiellement les résultats de Gohberg et Sigal
[10℄, la représentation de S() par son noyau (3.11) et la formule de Green (3.20).
4.1 Lemmes préliminaires
Pour simplier les notations, on posera dorénavant z() = (n   ) la fontion holormor-
phiquement inversible de <() <
n
2






() sa dérivée. Les rappels et
notations assoiés à l'artile de Gohberg-Sigal [10℄ sont donnés dans l'annexe A.3, ainsi que






dont on va se servir.
Pour étudier les ples de R() dans f<() <
n
2
g, on utilise les lemmes 2.4 et 2.11 de [16℄
pour montrer le
Lemme 4.1. Soit 
0





































ave m 2 N, k
1





























































































ave p l'ordre du ple 
0
de R().
Preuve : il sut de reprendre les lemmes 2.4 et 2.11 de [16℄ à la diérene que l'on fatorise
la résolvante et non pas l'opérateur de diusion. Les arguments utilisés sont essentiellement






























est un endomorphisme p-nilpotent dont la matrie peut don être
mise sous forme de Jordan. Rappelons que par régularité elliptique, les éléments de ImA sont
lisses dans X .















dans un disque D(
0
; ) entré en 
0
de rayon . Si  est hoisi assez petit,
e
R() est méromor-












alors 'est aussi un ple d'ordre p de
e





































ave B la diagonale du bord (2.1) et r
i


































































. La preuve de la Proposition 3.4 montre

























































; k = 1; : : : ; r
j
g = dimVetf 
jk



















































) et don que z
0




















e qui omplète la preuve. 
En utilisant le Lemme 4.1 et (3.12), on obtient alors le





g un ple de S(). Ave les notations du Lemme 4.1, on
a la déomposition suivante près de 
0
































































































































































































(X) sur C. On multiplie (4.7) à gauhe par 
C



























































de sorte que les termes logarithmiques disparaissent. Finalement, on peut utiliser la représen-















































































e qui termine la preuve. 
De e lemme, on déduit le























la multipliité d'annulation dénie en (A.6).



























































Supposons que les k
j















d'annulation assoiées, rangées par ordre déroissant (notons qu'un système anonique est
deduit de elui de
e





tout j = 1; : : : ;M .
Si '
(j)
() est une fontion raine de (n  )
e

































































































pour tout j = 1; : : : ;M mais
dimE
M
 m puisque P
l

























et 'est un espae de dimension j qui ontient les veteurs indépendants '
(1)
0



































et le orollaire est démontré. 



















(n  N), alors 
0














Preuve : supposons d'abord que 
0





































































) ave n N < <() <
n
2
. Considérons les développements de Laurent suivants
en 
0
(pour j = 1; 2)










































































































































































) les fontions propres normalisées de 
g












































ave par onvention k
l









































































































on peut don armer que

















































































































































(X) sur V et 
V
















































par onstrution de V
2
et en utilisant la symétrie
t
A = A (puisque
t



































































S(n   )) puisque
rang(P
l
























= 0 et E
(2)
 1
= 0 in (4.10), on









































































































































e qui onlut la preuve. 
4.2 La formule et son intérêt
On peut enn énoner le résultat prinipal de la setion :
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g tel que 
0







(n   N). Alors 
0
est un ple de
R() si et seulement si 'est un ple de S() et on a
m(
0















où la multipliité (
0

























Preuve : en ombinant les résultats du Corollaire 4.3 et du Lemme 4.4 ave (A.10) et



















































demande un plus d'attention. D'après (3.1) et (3.11),
e









































































))u = 0, et un développement de Taylor de ette équation en x = 0 montre










), e qui est exlu d'après R. Mazzeo [21℄. Puisque le ple est d'ordre
1 la fatorisation sous la forme (A.7) de
e
S() près de n  
0
est laire en e qui onerne les
k
l
négatifs : on am = k et k
l
= 1 pour l = 1; : : : ; k. Cei prouve don (4.14) et le théorème. 
Notons que l'on peut étendre (4.13) à la droite f<() =
n
2
g en utilisant que R() et
e
S()
sont ontinus sur ette droite sauf en
n
2




= 0 et (4.13) est trivialement satisfaite.
Cette formule répond à une question posée par Perry-Patterson dans [30℄, à savoir si la




dans le as des quotients hyperboliques onvexes o-ompats : la réponse est don négative
puisqu'on voit apparaître un terme orretif pour
n
2














  k est exatement la dimension du noyau de l'opérateur p
2k
déni dans
(3.16). Autrement dit e terme orretif en haque point
n
2
 k ne dépend que des 2k premiers
















Le alul réent du diviseur en 
0
2 C de la fontion Zeta sur un quotient onvexe o-
ompat par Patterson-Perry [30℄ et Bunke-Olbrih [5℄ fait apparaître (modulo le spetre
76
disret) le terme (
0




qui est un multiple entier (dépendant de 
0








le terme spetral peut don être non nul bien que S() et R() soient holomorphes en 
0
('est le as de H
2n+1
), ei en raison des fateurs Gamma que ontient
e
S(). On observe
alors que le terme spetral du diviseur en un point
n
2
 k se déompose en fait en un véritable
terme spetral, à savoir la multipliité m(
0
), plus un `terme onforme' qui orrespond à la





Pour onlure, il est important de noter que la formule de type Poisson obtenue par
Perry [33℄ dans le as de es mêmes quotients permet de minorer le nombre de ples (ave
multipliité) de
e
S() dans un disque D(
n
2





















Il est lair que es ples sont en nombre supérieur au nombre de résonanes d'après le
Théorème 4.5. On peut notamment ne pas avoir de résonane alors que que le nombre
de ples de
e
S() dans le disque D(
n
2
; R) de C est un O(R
n+1
), 'est le as de H
n+1
ave
n + 1 impair. Il serait don intéressant d'étudier la dimension des noyaux des opérateurs
invarariants onformes, en partiulier dans le as des quotients onvexes o-ompats, pour
appliquer le résultat de Perry et donner une `vraie minoration' du nombre de résonanes dans
un disque. Réiproquement, es opérateurs étant enore peu onnus, on peut espérer en savoir
un peu plus via l'étude des résonanes. Par exemple pour n pair et (X; g) asymptotiquement












en notant que le résidu p
2n
est un opérateur diérentiel dont le noyau ontient les onstantes.
Si Q = 0 on déduit que le noyau de
e
S(n) ontient un veteur propre de rang 2 et don S(n )
a un ple en  = n, 'est-à-dire que 0 est une résonane.
77
5 Absene de résonane près de l'axe ritique
Le propos de ette partie est l'étude de zones sans résonanes près de l'axe ritique.




g pour leur durée de vie plus longue. Il est montré (par exemple par Burq [6℄ dans
les adres eulidiens ou Vodev [41℄ sur des variétés) que dans beauoup de situations il existe
une région sans résonane de la forme











où la droite ritique dans e as est =() = 0. On va voir que de tels résultats tiennent aussi
pour les variétés asymptotiquement hyperboliques.
Les ingredients essentiels que l'on va utiliser sont une borne uniforme de la norme de
la résolvante pondérée sur l'axe ritique et l'utilisation d'une parametrix astuieuse, à la
manière de l'artile de Vodev [41℄.
Pour prolonger analytiquement R() dans un voisinage de l'axe ritique, le prinipe sera
de le voir omme une perturbation de la résolvante du laplaien sur un espae modèle X
0
qui est susamment prohe de notre variété. Un bon andidat pour X
0











est une métrique de l'inni onforme de g mais pour des




X ave la même métrique et on loalisera la résolvante
près de x = 0 ave des fontions de tronature ('est l'approhe de Vodev dans [41℄). Il faudra
bien-sûr vérier que le modèle possède déjà ette propriété de prolongement analytique près
de l'axe ritique et ontrler sa norme dans ette zone.
Le as des métriques non-aptives (sans géodésique restant bloquée dans un ompat)
sera aussi étudié, notamment quand la ourbure est onstante hors d'un ompat où on va
montrer qu'il existe une bande ontenant l'axe ritique ave seulement un nombre ni de
résonanes à l'intérieur.
5.1 Le résultat de Cardoso-Vodev
Dans [7℄, Cardoso et Vodev onsidèrent une variété riemannienne X dont la struture est on-
trlée près de l'inni et ils obtiennent une borne exponentielle pour la norme de la résolvante









; R 1 (5.1)
ave S une variété lisse ompate de dimension n,

=
signie `isometrique' et (r) = (r; y; dy)
est une famille de métriques sur S
r
:= frg  S telles que
jq(r; y)j  C; j
r
q(r; y)j  Cr
 1 Æ

























et q(r; y) deni par




















































































































































si x   ave  petit, on déduit que (5.3) est vérié. En onlusion, les variétés asymptotique-
ment hyperboliques font partie des variétés étudiées par Cardoso et Vodev [7℄ puis Vodev
[42℄. Leurs résultats se résument dans e as en le










de W := f 2 C ;<() >
n
2









































pour p = 0; 1, j=()j  0 et 0  <()  
n
2









































) ne soit pas onformément ompate, elle a une struture onfor-
mément ompate près de x = 0. On pourrait prendre omme opérateur modèle le laplaien




) ave ondition de Dirihlet en x = 1 pour avoir une véritable variété
onformément ompate (ave bord) mais il est plus faile de traiter X
0
ar elle porte plus
de symétrie.












































sont des oordonnées loales sur M .
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, on remarque que
les arguments donnés par Froese et Hislop dans [9, appendie℄ montrent que pour k = 0; 1; 2

















bien qu'ils ne onsidèrent pas la partie `usp' fr 2 R
+
g. Bien-sûr le as k = 1; s = 1 est







































Dans un premier temps, on montre que la résolvante pondérée de 
g
0
se prolonge à un
voisinage de l'axe ritique et on donne une majoration de sa norme.









) deni en (5.4) et  une fontion lisse sur X
0
à
support dans fx  1g et telle que (x; y) = x
1
2
pour x  x
0











































dans f 2 C ;<() >
n
2









), q = 0; 1 et p = 0; 1; 2. La



































+ ((n  ) + i)R
0
()
(1.12) et (5.6) montrent que les as p = 0; 1 susent pour obtenir la as p = 2.
Nous avons une déomposition pour l'opérateur P
0
































sont les valeurs propres de 
h
0
(répétées ave multipliité) assoiées à une base
orthonormale de L
2
















































Notons que pour 
j


































simplier,le noyau de Green de Q est alors faile à aluler pour <(k) > 0 (f. [39, Ex. 4.15℄)
R
Q
()(r; t) := (Q  (n  ))
 1





















les fontions de Bessel modiées. De plus, pour

j


























































































pour <(k) =   ave
1
2
>  > 0 et posons (r) = e
r
2
(r) où  est une fontion lisse sur R
telle que (r) = 1 quand r   1 et (r) = 0 quand r  0. Dans fjkj > 1g [ f<(k) =  g on













































































d'après (5.10). On ombine ei ave la borne usuelle de la résolvante dans le feuillet physique
























au sens opérateur et que U
j











pour onlure que dans fj=( 
n
2
)j  1g \ f<( 
n
2




















La norme de Sobolev H
1

















































































et en le multipliant par e
r



































()jj sont bornés omme dans (5.12) mais
ave la puissane 2+ 1 en utilisant (5.10) et la borne usuelle sur la resolvante dans la par-
tie physique. Pour ahever la démonstration, il reste à ombiner ei ave (5.8), (5.7) et le





() dans la bande j<() 
n
2
j  . La
borne pour q = 1 (une dérivée par rapport à ) est obtenue diretement du as q = 0 et de
la formule de Cauhy. 




), qui peut-être vu omme une var-
iété onformément ompate (voir (1.4)), ave x = 2(1   jmj)(1 + jmj)
 1
omme fontion
dénissant le bord si m 2 B
n+1
























































dans f 2 C ;<() >
n
2
  ; j=()j > 1g, ave C dépendant de 
0
.
5.3 Zones sans résonane
On a maintenant tous les outils pour montrer le





0 tels que la résolvante R() := (
g
  (n   ))
 1




; j=()j > C
1
g à






















) De plus, si g est non-aptive, R() se prolonge analytiquement à
n










dans le même espae.
Preuve : notons d'abord R() := (
g
  (n   )) la resolvante de 
g
dans la partie











On a don un ouvert V de (X; g) isométrique au ollier U := (0; Æ) 

X (ave Æ > 0) muni




+ h(x)) et on note i : V ! U ette isométrie. On observe qu'il est




) pour avoir Æ = 1 sans hanger la







































































et g sont quasi-isometriques
































































Pour j = 1; 2; 3; 4, soit  
j
une fontion lisse sur R
+
qui vaut 1 sur [0;
j
5








































































On se plae d'abord dans le feuillet physique O
0
et on pose R
0
() la résolvante onsidérée












































une fontion lisse à support

















































































() = 1 + L
R
() (5.15)






































































  ) = 1 + L
L
() (5.16)
Soit z;  2 O
0










D'un autre té, on a l'équation de la résolvante
R() R(z) = (  Z)R()R(z)







(1 +K(; z)) = K
1
(; z) (5.18)















































) à support dans supp 
3
































































































































































































































































Les deux premières lignes de ette expression se prolongent pour  dans O

\fj=()j  1g et
z dans f<(z) 
n
2
g \ fj=(z)j  Cg omme opérateurs bornés sur H
0
0
en utilisant le Lemme
84












Il reste à traiter la dernière ligne dans l'expression de ( Z)
 1
K(; z). On utilise alors




























se prolonge ontinument à <(z) =
n
2
































































































































où par abus de notation x = i



























℄ a un support ompat dans X
0









































































se prolonge à O

\ fj=()j  1g et f<(z) 
n
2




ave une norme majorée par Ce
C(jj+jzj)
. Fixons z =
n
2
+ is ave jsj grand, alors toutes


















quand =() = s et <() >
n
2




















; =() = s: (5.22)
Puisque K(; z) est holomorphe en  dans O

\ fj=()j > 1g on peut inverser (1 +K(; z))
holomorphiquement si  satisfait la ondition (5.22).
Enn le terme K
1
(; z) peut être traité exatement de la même façon en utilisant (5.20)
et (5.21). La démonstration est ahevée. Pour le as non-aptif 'est similaire mais seulement
des polynmes en (; z) apparaissent dans K(; z)( Z)
 1
, et en suivant attentivement les
aluls préédents on voit que leur degré est borné par 4 + 3. 
Notons que la zone exponentielle est optimale pour le as général puisque l'existene de
géodésiques fermées elliptiques implique l'existene de résonanes exponentiellement prohes
de l'axe ritique par la méthode des quasimodes. Pour la as non-aptif et quand la ourbure
est onstante hors d'un ompat, on peut utiliser un autre modèle pour la onstrution du
parametrix, à savoir des `moreaux' de H
n+1
qui apporteront une meilleure approximation
de la résolvante et vont nous permettre de montrer le
Théorème 5.5. Soit (X; g) une variété onformément ompate dont la ourbure setionnelle



















; j=()j > C
1
g à









Preuve : la preuve est presque identique, on va don la résumer. Si la métrique g a une




X (ave j = 1; : : : ;M)
reouvrant un voisinage du bord 








:= fm = (y
1























). En fait, une parametrix qui sera susante
















à support dans (5.23) telles que 
j
1
= 1 sur le support de 
j
2








































= 1 sur 






([0; 1)) qui vaut 1 pour y
n+1
 Æ















(X) tel que 
0
= 1 sur le support























































































































































x est alors une fontion dénissant fy
n+1
= 0g dans B
+
n+1
. De plus, il est faile




















); i = 1; 2 (5.24)





































































































pour ; z dans la partie physique. Notons que le Théorème 5.1, le Lemme 5.3 et (5.24)















































































> 0 grand et soit (; z) dans
U :=
n




j < 1; jz   
0


































































































et C ne dépend pas de s
0
















































































































































6= ;. Suivant les aluls de la preuve du






















































































































d'après le Lemme 5.3 et le théorème des aroisements nis (impliitement utilisé dans la


















































































), et on onlut que
jjK(; z)jj  Cj  zj
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on voit que 1 +K(; z) est holomorphiquement
inversible pour








Puisque C ne dépend pas de 
0
, il existe une bande fj<() 
n
2
j < g où K(; z) est inversible
exepté peut-être en un nombre ni de points. Enn, le terme K
1
(; z), deni omme dans
(5.18) ave notre nouveau parametrix, se traite de la même manière. 
Notons que ette hypothèse de non-apture est essentiellement satisfaite pour des pertur-
bations de métriques sur H
n+1




A Fontions méromorphes dans des espaes de Banah










est l'ensemble des appliations holomorphes (resp. méromorphes) sur U à valeurs dans B
0
.
Rappelons que M() est dite méromorphe sur U à valeurs dans B
0
si pour tout 
0
2 U il


































Il est faile de voir que M() est holomorphe dans U n S où S est un ensemble disret de U
dont les éléments sont appelés ples de M(). On appellera 

0
(M()) := M()  H() la
partie polaire deM() en 
0
. De plus la valuation v

0
(M()) est dénie omme la plus petite
puissane dans le développement de Laurent, par exemple ii v

0





































rang total polaire de M() en 
0
. Si maintenant le rang total polaire est ni en haque





fontions méromorphe-nies dans U à valeurs dans B
0
. Pour nir, si 
0
2 U et M() est
méromorphe dans U n f
0
g mais pas dans U , on dira que 
0
est une singularité essentielle de
M().
On peut aussi remarquer que es dénitions s'étendent au adre des espaes loalement
onvexes (f. Bunke-Olbrih [5℄ par exemple).
A.2 Quelques propriétés utiles




des espaes de Banah. Alors la multipliation pontuelle







































































































































Notons aussi le résultat général suivant qui sera utile pour la suite.
90









Soit U un ouvert de C et 
0
2 U , si M() est ontinue dans U n f
0
g à valeurs dans B
0
et
j ÆM() 2 Mer(U;B
1
), alors M() 2 Mer(U;B
0



















) ; il sut de montrer que
pour tout 
1
2 U n f
0
g il existe  > 0 tel que
Z
T
M()d = 0 (A.3)
pour tout triangle T inlus dans le disque ouvert fj 
1
j < g. Notons que (A.3) est satisfait
quand on remplae M() par j ÆM(). Mais puisque j est ontinue, l'intégrale de j ÆM()








On a don l'égalité herhée (A.3) puisque j est injetive. En utilisant les mêmes arguments































pour  près de 
0
et T un triangle entourant 
0












et H() est holomorphe près de 
0
à valeurs dans B
0
. Il reste à remarquer que si j ÆM
k
est
de rang ni alors M
k
aussi, en utilisant enore l'injetivité de j. 
On énone maintenant un Lemme qui sera important pour prouver l'apparition de singu-
larités essentielles de la résolvante.
Lemme A.2. Soit B un espae de Banah de dimension innie, 
0
2 C et U un voisinage
de 
0
. Soit M() 2 Hol(U nf
0
g;L(B)) une famille méromorphe dans U d'opérateurs bornés
qui vérie





+K(); K() 2 Hol(U;L(B)) (A.4)
où K
 1




Si M() est inversible en un point de U , alors M() est inversible pour presque tout  2 U ,
d'inverse M
 1
() méromorphe-ni dans U nf
0
g et le point 
0





Preuve : pour simplier, nous prendrons 
0
= 0, e qui ne hange rien à la preuve.
Le fait que M() soit inversible dans U n f0g d'inverse méromorphe-ni provient simple-
ment du thérorème de Fredholm analytique. Supposons maintenant que M
 1
() admette un











; p  0



















































; i   p  1 (A.5)
Montrons par réurrene que les opérateurs N
i
sont de rang ni pour i  0. En regardant









est de rang ni. Soit I   1, supposons maintenant que N
i
est de rang ni
pour tout i  I et montrons que N
I+1














est de rang ni par hypothèse de réurrene (ar I   j  I). Soit r un entier tel que






















est don une appliation linéaire sur un









< dimE = r
e qui est impossible. On en déduit que le rang de N
I+1
est ni.



















est ompat, e qui est impossible. 








si M est une variété ompate. En
diagonalisant M() sur la base de veteurs propres de 
M
on voit failement que M()
 1
a
une suite de ples onvergeant vers 0.
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A.3 Rappels sur la théorie de Gohberg-Sigal
On rappelle globalement quelques résultats et dénitions de Gohberg et Sigal [10℄ qui nous
serviront pour l'étude des multipliités des résonanes.
Soit H un espae de Hilbert, M() une fontion méromorphe sur un ouvert U  C à
valeurs dans L(H) et 
0
2 U . Reprenant essentiellement les notations de Gohberg-Sigal
[10℄, on appelle fontion raine de M() en 
0







M()'() = 0 et '(
0
) 6= 0, l'ordre d'annulation de M()'() étant appelé la




) est appelé veteur propre de M() en 
0
et l'ensemble des veteurs propres de M() en 
0




M() ('est une généralisation de kerM(
0
) quandM() a un ple en 
0
). Le rang d'un
veteur propre '
0
est déni omme étant la borne supérieure des multipliités des fontions









M() =  < 1 et que
les rangs de tous les veteurs propres sont nis, un système anonique de veteurs propres








M() dont les rangs de '
(i)
0
ont la propriété suivante :
le rang de '
(1)
0
















M(). Un système anonique de veteurs propres n'est pas
unique mais la famille des rangs des veteurs propres ne dépend pas du hoix du système


















est la multipliité d'annulation de M() en 
0
.
Supposons que M() soit une famille méromorphe d'opérateurs Fredholm dans L(H) et

0












() près de 
0









































) = 1 pour l = 1; : : : ;m; dim(1  P
0
) <1
Si de plus M() a un inverse M
 1








= 1), dont 
0


























Il est important de noter (f. [10℄) que l'ensemble des multipliités partielles d'annulation est
invariant par multipliation par une famille holomorphiquement inversible d'opérateurs, on













) = ℄fl; k
l
< 0g


























































Cet entier est essentiellement l'ordre du zéro ou du ple de det(M()) quand le déterminant
est déni.
Soit maintenant M() une famille méromorphe d'opérateurs Fredholm d'indie 0 dans
L(H) et 
0
un ple de rang polaire total ni. On l'érit sous la forme (A.7) et on déduit que




M() on a dimker

0
L() = ℄fl; k
l
> 1g, l'ensemble des multipliités

































B Le modèle hyperbolique














) de l'espae hyperbolique muni naturellement de











la résolvante du laplaien hyperbolique. Dans un premier temps, R
h




























































































. D'après [15℄, on a l'expression suivante qui donne le prolongement méro-





































+ 1 + j) (j + 1)
De ette expression on obtient diretement que R
h
() se prolonge analytiquement à C (au
sens faible) si n est pair et méromorphiquement à C ave des ples d'ordre 1 sur  N
0
si n est
impair. De plus, les résidus du noyau (B.2) en es ples engendrent des opérateurs de rang
ni (f. [15℄).























































et on va voir que G
h



































qui est une fontion dénissant le bord de H
n+1
. En utilisant (B.2), on en déduit que dans















































) et la formule (3.21) s'érit dans e ontexte
G
h
(;!; e) = G
h
























(n  ); ! = (u; v)
Dans un premier temps on donne une estimation des normes du noyau de onvolution
G
h
(;!; e) et de la fontion k

.
Lemme B.1. Ave les notations de (B.1) et (B.2), on a pour tout ompat K de H
n+1
et
pour  2 O
N





































































un entier dépendant de N .





























. On ommene ensuite par remarquer que pour  2 O
1
4









































































































































). Notons que l'on peut don hoisir A de sorte que la boule hyperbolique

























L'estimation (B.5) est montrée pour  2 O
1
4
. Pour traiter le as  2 O
N
, il sut d'utiliser la
majoration obtenue dans O
1
4
ave (B.4) en notant que
jd()j =
Cjn  1  j : : : j1  j
j tan()j
d'après la formule du omplément
































℄ et (u; v) 2 K. On a nalement montré (B.5).






































































































































et on refait un développement de Taylor ave reste intégral de R
N






































































































































On peut vérier que ette intégrale se prolonge holomorphiquement dans O
N
en faisant un




en t = 0 et en





































































pour  2 O
N
en utilisant la formule de Stirling. La majoration (B.6) est don satisfaite. 
On étudie maintenant les normes du prolongement de R
h
() en tant qu'opérateurs bornés
dans les espaes à poids introduits en (1.16).


















) pour tout N 2 R et Æ > 0 si n





























ave p; q = 0; 1 et C
Æ
> 0.
Preuve : on utilise le modèle de Beltrami pour H
n+1
et sa métrique modèle (1.4) asymp-


















































= 0; t > 0 (B.9)
où 
t
est la fontion aratéristique de la boule hyperbolique ouverte de entre 0 et de rayon
t
2























































(t)jj  1 (B.11)
et on remarque aussi que m 2 Supp(1   
t

















































































































) à support dans








qui est à support dans la boule hyperbolique de rayon
t
2






























































don par onstrution de 	
t
, les opérateurs dans (B.15) ont un noyau lisse à support ompat





















puis en dehors, e qui prouve (B.8) pour p = 0.
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) et de majorer sa
norme. On remarque que pour <() >
n
2





































































de la même façon qu'en (B.10) et en utilisant (B.18), (B.17),
on en déduit (B.8) quand p = 1. 
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RÉSONANCES SUR LES VARIÉTÉS ASYMPTOTIQUEMENT HYPERBOLIQUES
On étudie le prolongement méromorphe de la résolvante du laplaien sur une lasse de var-
iétés riemanniennes omplètes non-ompates à ourbure asymptotiquement  1. On mon-
tre que la résolvante se prolonge méromorphiquement à C ave ples de multipliité nie
(appelés résonanes) si et seulement si la métrique vérie une ertaine ondition de parité
asymptotique, puis on onstruit des exemples pour lesquels il existe une suite de résonanes
onvergeant vers un point du feuillet non-physique, prouvant que des singularités essentielles
peuvent apparaître sans ette ondition. Dans un deuxième temps, on montre que les réso-
nanes oïnident, ave multipliités, ave les ples de l'opérateur de diusion renormalisé
à l'exeption d'un ensemble disret de points pour lesquels on expliite géométriquement la
diérene des multipliités. Enn, on montre l'existene d'une zone sans résonane exponen-
tiellement prohe de l'axe ritique.
Mots lés. laplaien, prolongement méromorphe, résolvante, résonane, diusion, variété
hyperbolique.
: : :
RESONANCES ON ASYMPTOTICALLY HYPERBOLIC MANIFOLDS
We study the meromorphi extension of the resolvent for the Laplaian on a lass of non-
ompat omplete Riemannian manifolds whose urvatures approah  1 at innity. We show
that the resolvent extends meromorphially to C with poles of nite multipliity (alled res-
onanes) if and only if the metri satises a ertain ondition of asymptoti evenness, then
we onstrut examples for whih there exists a sequene of resonanes onverging to a point
of the non-physial sheet, proving that some essential singularities an appear without this
ondition. Seondly, we show that the resonanes oinide, with multipliities, with the poles
of the renormalized sattering operator, exept for a disrete set of points for whih an ex-
pliit geometri formula between the multipliities is given. We nally prove the existene of
a free of resonane region exponentially lose to the ritial line.
Key words. Laplaian, meromorphi extension, resolvent, resonane, sattering, hyperboli
manifold.
