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Abstract
In this paper, we define a relative Morse index for two continuous symmetric matrices paths in R2n
satisfying condition (B1) and study its relation with the Maslov-type indices under brake orbit boundary
value of these two symmetric matrices paths. As applications, using this relation we obtain a multiple
existence of periodic brake orbit solutions of asymptotically linear Hamiltonian system in the presence of
symmetries.
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1. Introduction
Let J = ( 0 −I
I 0
)
and N = (−I 00 I
)
with I being the identity matrix on Rn. Denote by Ls(R2n)
the space of all symmetric matrices in R2n and Sp(2n) the symplectic group of 2n×2n matrices.
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926 D. Zhang / J. Differential Equations 245 (2008) 925–938We call B ∈ C(S1,Ls(R2n)) satisfies condition (B1) if B(t) =
(B1(t) B2(t)
B3(t) B4(t)
)
for all t ∈ R,
B1 and B4 are even, and B2 and B3 are odd at t = 0 and 12 , where S1 = R/Z and Bi(t) is
n×n matrix for 1 i  4 and t ∈ R. Here for a real number a, we call a function f on R is even
at a if f (a − t) = f (a + t) for all t ∈ R, and f is odd at a if f (a − t) = −f (a + t) for all t ∈ R.
The main goal of this paper is to establish the existence of multiple 1-periodic brake orbits of
the asymptotically linear Hamiltonian systems
x˙ = JH ′(t, x), (1.1)
x(t + 1) = x(t), x
(
1
2
+ t
)
= Nx
(
1
2
− t
)
, (1.2)
where H ∈ C1(R × R2n,R) and H ′ denotes the gradient of H with respect to the last 2n vari-
ables. In this paper we always suppose H satisfies the following conditions:
(H1) H ′(t, x) = B0(t)x + o(|x|) as |x| → 0 uniformly in t ,
(H2) H ′(t, x) = B∞x + o(|x|) as |x| → ∞ uniformly in t ,
(H3) H(t, x) = H(t,−x) = H(t,Nx), H(t +1, x) = H(t, x) = H(−t, x), ∀(t, x) ∈ (R×R2n),
where B0 and B∞ are continuous symmetric paths in Ls(R2n), satisfying condition (B1).
Since our goal is to obtain 1-periodic brake orbit solutions of (1.1) the condition H(t, x) =
H(t,Nx) and H(t + 1, x) = H(t, x) = H(−t, x) in (H3) is natural. In fact, B0 and B∞ satisfy
the following additional condition
B0(−t) = B0(t), B∞(−t) = B∞(t), ∀t ∈ S1. (1.3)
To the author’s knowledge, Seifert firstly studied brake orbits in second-order autonomous
Hamiltonian system in [12] of 1948. Since then many studies have been carried out for brake
orbits of first-order and second-order Hamiltonian systems. For the existences and multiple ex-
istence results and more details on brake orbits one can refer the paper [8] and the references
listed in it. In this paper our interest is the multiple existence of brake orbits in the first-order
non-autonomous Hamiltonian systems.
In [7], the difference between B0 and B∞, i.e., the different behaviors of H at zero and infinity
plays an important role in the study of 1-periodic solutions of (1.1). For this reason we also define
the relative Morse index to measure the “true” difference between B0 and B∞ in the brake orbit
boundary value case. We discuss the relation between the relative Morse index and the Maslov-
type index μ1 and ν1 defined in [8]. Then we use the abstract theorem given by Benci in [1] to
obtain multiple existence of brake orbits of (1.1)–(1.2).
For any symplectic path γ in Sp(2n), the Maslov-type index for brake orbits boundary values
of γ is defined in [8] to be a pair of integers (μ1(γ ), ν1(γ )) ∈ Z × {0,2, . . . , n}.
For any continuous path B in Ls(R2n) satisfying condition (B1), as in Section 5 of [8] and
Section 1 of [13], we define the Maslov-type index of B by
(
μ1(B), ν1(B)
)=
(
μ1
(
γB,
[
0,
1
2
])
, ν1
(
γB
(
1
2
)))
,
where the symplectic path γB is the fundamental solution of the following linear Hamiltonian
system
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dt
γB(t) = JB(t)γB(t) and γB(0) = I2n. (1.4)
For more details on this Maslov-type index we refer to [8]. We will briefly introduce it in Sec-
tion 2.
We define
E = {x ∈ W 1/2,2(S1,R2n) ∣∣ x(−t) = Nx(t), a.e. t ∈ R}. (1.5)
Equip E with the usual W 1/2,2 norm. Then E is a Hilbert space with the associated inner prod-
uct 〈 , 〉. We define two self-adjoint liner operators A, B from E to E by
〈Ax,y〉 =
1∫
0
(−J x˙, y) dt,
〈Bx,y〉 =
1∫
0
(
B(t)x, y
)
dt, ∀x, y ∈ E, (1.6)
where B is a continuous path in Ls(R2n) satisfying condition (B1).
As in [7], we denote by M+(·), M−(·), and M0(·) the positive definite, negative definite, and
null subspaces of the self-adjoint linear operator defining it respectively.
Definition 1.1. Let B1 and B2 be continuous paths in Ls(R2n) satisfying condition (B1). We
define the relative Morse index of B1 and B2 by
I (B1,B2) = dim
(
M+(A − B1) ∩ M−(A − B2)
)
− dim((M−(A − B1) ⊕ M0(A − B1))∩ (M+(A − B2) ⊕ M0(A − B2))),
where we also denote by B1 and B2 the operators defined by (1.6), respectively. We call
I (B1,B2) the relative Morse index, following [7]. By Theorem 1.2 below which will be proved
in Section 2, this relative Morse index is well defined. Different versions of relative Morse index
can refer to [4,9,14], and [6], etc.
Using Maslov-type index theory in [8], we obtain the relation theorem between the Maslov-
type index μ1, ν1, and the relative Morse index.
Theorem 1.2. Let B1 and B2 be continuous paths in Ls(R2n) satisfying condition (B1). We have
I (B1,B2) = μ1(B2) − μ1(B1) − ν1(B1). (1.7)
By the abstract Theorem 0.1 of [1], we can prove the main result of this paper.
Theorem 1.3. Suppose that H satisfies (H1)–(H3), and ν1(B0) = ν1(B1) = 0; then (1.1)–(1.2)
has at least |μ1(B0) − μ1(B∞)| pairs of nontrivial 1-periodic brake orbit solutions. Moreover,
if μ1(B0) − μ1(B∞) > 0 and H satisfies
928 D. Zhang / J. Differential Equations 245 (2008) 925–938(H4) H(t, x)H(t,0), ∀x ∈ R2n, t ∈ R, then (1.1)–(1.2) has at least μ1(B0) − μ1(B∞) pairs
of nonconstant 1-periodic brake orbit solutions.
2. Relative Morse index and Maslov-type index
In this section we will prove Theorem 1.2. We first simply recall the Maslov-type index μ1
defined in [8]. Following [8], we denote by μCLMF the Cappell–Lee–Miller index defined in [5]
(also cf. Definition 2.4 of [8]) for pairs of Lagrangian subspaces paths of a fixed symplectic
space F . For more details on Maslov index we refer to [3] and [11].
Consider a special symplectic space (F, {·,·}) with
F = R2n ⊕ R2n, (2.1)
{v,w} = 〈J v,w〉, ∀v,w ∈ F, (2.2)
where J = (−J ) ⊕ J = (−J 00 J
)
.
For any M ∈ Sp(2n), we define its graph by
Gr(M) ≡
{(
x
Mx
) ∣∣∣ x ∈ R2n
}
.
Let
U1 = {0} × Rn, U2 = Rn × {0}, (2.3)
V1 = {0} × Rn × {0} × Rn, V2 = Rn × {0} × Rn × {0}, (2.4)
W = {(x, x) ∈ R4n ∣∣ x ∈ R2n}. (2.5)
Definition 2.1. (See Definition 2.5 of [8].) For any continuous path Ψ : [a, b] → Sp(2n), we
define the following Maslov-type indices of Ψ for k = 1,2, by
μk
(
Ψ, [a, b])= μCLMR2n
(
Uk,ΨUk, [a, b]
)
, (2.6)
μ¯k
(
Ψ, [a, b])= μCLMF (Vk,Gr(Ψ ), [a, b]). (2.7)
When there is no confusion we will omit the intervals in the above definitions. By Lemma 2.8
of [8], for k = 1,2 we have
μk = μ¯k.
Definition 2.2. For M = (A B
C D
) ∈ Sp(2n), we define
ν1(M) = dim kerB and ν2(M) = dim kerC. (2.8)
For Ψ ∈ C([a, b],Sp(2n)), we define
ν1(Ψ ) = ν1
(
Ψ (b)
)
and ν2(Ψ ) = ν2
(
Ψ (b)
)
. (2.9)
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lemma.
Lemma 2.3. (See Proposition 2.11 of [8].) For i = 1 or 2, the index μi is characterized by the
following properties:
(i) Homotopy. Two curves of symplectic matrices which begin at Ψ0 and end at Ψ1 are homotopic
with end points fixed if and only if they have the same μi index.
(ii) Zero. For each k, every curve completely located inside Spk(2n) has μ1 index zero, and
every curve completely located inside Spk(2n) has μ2 index zero.
(iii) Catenation. μi(Ψ ) = μi(Ψ |[a,c]) + μi(Ψ |[c,b]) holds for Ψ ∈ C([a, b],Sp(2n)) and a <
c < b.
(iv) Product. For n1 + n2 = n, identifying Sp(2n1)× Sp(2n2) as a submanifold of Sp(2n) in the
obvious way, there holds μi(Ψ1 ⊕ Ψ2) = μi(Ψ1) + μi(Ψ2) for Ψj ∈ C([a, b],Sp(2n)) with
j = 1,2.
(v) Normalization. The Maslov-type indices of the following two symplectic shears
Ψ1(t) =
(
In B(t)
0 In
)
, Ψ2(t) =
(
In 0
B(t) In
)
, ∀t ∈ [a, b],
where B is a path of symmetric matrices, are given by
μ1(Ψ1) = m+
(
B(a)
)− m+(B(b)), μ2(Ψ2) = m−(B(a))− m−(B(b)) (2.10)
and for any symmetric matrix B we denote by m+(B) and m−(B) the number of positive
and negative eigenvalues of B , respectively.
Note that the Hilbert space W 1/2,2(S1,R2n) is the set of 2n tuples of 2π periodic functions
x =
∑
k∈Z
ak exp(2kJ t),
ak ∈ R2n, satisfies
‖x‖2 = |a0|2 +
∑
k∈Z
|k||ak|2 < +∞
with the norm ‖ · ‖.
Let e1, . . . , e2n denote the usual basis in R2n, i.e., e1 = (1,0,0, . . .), etc. and similarly to [10]
we set
E0 ≡ span{ej | n + 1 j  2n},
E+ ≡ span
{
sin(2kπt)ej − cos(2kπt)ej+n
∣∣ 1 k < +∞, 1 j  n},
E− ≡ span
{
sin(2kπt)ej + cos(2kπt)ej+n
∣∣ 1 k < +∞,1 j  n}.
These spaces are mutually orthogonal in L2(S1,R2n) and E = E0 ⊕ E+ ⊕ E−. By direct
computation we have that the linear self-adjoint operator A defined by (1.6) is bounded and
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E−, respectively. Since E is compactly embedded in Lr(S1,R2n) for 1  r < ∞, the linear
self-adjoint operator B defined by (1.6) is compact.
Lemma 2.4. Let B1 and B2 be as in Theorem 1.2. If ν1(B1) = ν1(B2) = 0, then
I (B1,B2) = μ1(B2) − μ1(B1). (2.11)
Proof. By ν1(B1) = ν1(B2) = 0, we have
M0(A − B1) = M0(A − B2) = {0}. (2.12)
Let G1 = diag(λ1, λ2, . . . , λn, λ1, λ2, . . . , λn) and G2 = diag(λ˜1, λ2, . . . , λn, λ˜1, λ2, . . . , λn).
By Example 3.2 of [8], we can choose λ2 = λ3 = · · · = λn = π , λ1, and λ˜1 suitably such that for
i = 1,2 the symplectic path Ψi : [0,1/2] → Sp(2n) defined by Ψi(t) = exp(tJG1) satisfies
ν1
(
Ψi
(
1
2
))
= 0, μ1(Ψi) = μ1(Gi) = μ1(Bi). (2.13)
Also by Example 3.2 of [8], we have
μ1(G1) = n +
[
λ1
2π
]
, μ1(G2) = n +
[
λ˜1
2π
]
. (2.14)
By the discussion of steps 1–4 of the proof of Lemma 5.2 in [8], for i = 1,2, there is a continuous
family of symmetric path Bi,s inLs(R2n) such that Bi,s satisfies condition (B1) for each s ∈ [0,1]
and
Bi,0(t) = Bi(t), Bi,1(t) ≡ Gi, ∀t ∈ [0,1], (2.15)
ν1(Bi,s) = 0, ∀s ∈ [0,1]. (2.16)
We denote by Bi,s the operator corresponding to Bi,s defined by (1.6). Then Bi,0 = Bi , Bi,1 = Gi ,
M0(A−Bi,s) = 0, Bi,s is compact and continuous in s for s ∈ [0,1]. By the perturbation theory
and the compactness and connectedness of [0,1], we have
dim
(
M+(A − B1,r ) ∩ M−(A − B2,s )
)− dim(M−(A − B1,r ) ∩ M+(A − B2,s))
= constant, ∀r, s ∈ [0,1]. (2.17)
Hence we have
I (B1,B2) = I (G1,G2). (2.18)
For k ∈ Z \ {0}, denote by
Ek = span
{
sin(2kπt)ej − cos(2kπt)ej+n
∣∣ 1 j  n}. (2.19)
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and k ∈ N. It is easy to see that E0 is also an invariant subspace of A − Gi . On Ek ⊕ E−k , the
operator A − G1 has the following 2n × 2n matrix form
Mk = diag
(
2π − λ1
k
,2π − π
k
, . . . ,2π − π
k
,−2π − λ1
k
,−2π − π
k
, . . . ,−2π − π
k
)
. (2.20)
The operator A − G2 has the following 2n × 2n matrix form
M˜k = diag
(
2π − λ˜1
k
,2π − π
k
, . . . ,2π − π
k
,−2π − λ˜1
k
,−2π − π
k
, . . . ,−2π − π
k
)
. (2.21)
While on E0 the operator A − G1 has the matrix form
diag(−λ1,−π, . . . ,−π,−λ1,−π, . . . ,−π), (2.22)
and A − G2 has the matrix form
diag(−λ˜1,−π, . . . ,−π,−λ˜1,−π, . . . ,−π). (2.23)
It is easy to see that
E = E0
⊕
k∈N
(Ek ⊕ E−k). (2.24)
Hence
I (G1,G2) =
[
dim
(
M+(A − G1)|E0 ∩ M−(A − G2)|E0
)
− dim(M−(A − G1)|E0 ∩ M+(A − G2)|E0)]
+
∑
k∈N
[
dim
(
M+(A − G1)|Ek⊕E−k ∩ M−(A − G2)|Ek⊕E−k
)
− dim(M−(A − G1)|Ek⊕E−k ∩ M+(A − G2)|Ek⊕E−k )]. (2.25)
Since ν1(Gi) = 0, we have λ1, λ˜1 /∈ 2πZ. Without loss of generality we can assume λ1 = λ˜1.
In the following we distinguish two cases, i.e., λ1 > λ˜1 and λ1 < λ˜1.
Case 1. λ1 > λ˜1. In this case M+(A − G1) ∩ M−(A − G2) = {0}, we have
I (G1,G2) = −dim
(
M−(A − G1) ∩ M+(A − G2)
)
− dim(M−(A − G1)|E0 ∩ M+(A − G2)|E0)
−
∑
k∈N
dim
(
M−(A − G1)|Ek⊕E−k ∩ M+(A − G2)|Ek⊕E−k
)
. (2.26)
By (2.20)–(2.21) we have
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k∈N
dim
(
M−(A − G1)|Ek⊕E−k ∩ M+(A − G2)|Ek⊕E−k
)
= #
{
j ∈ N
∣∣∣ λ˜12π < j <
λ1
2π
}
+ #
{
j ∈ N
∣∣∣ −λ12π < j <
−λ˜1
2π
}
. (2.27)
Subcase 1. λ1 > λ˜1 > 0. In this case
M+(A − G1)|E0 ∩ M−(A − G2)|E0 = {0}. (2.28)
Since λ1, λ1 /∈ 2πZ by (2.27)–(2.28) we have
I (G1,G2) = −#
{
j ∈ N
∣∣∣ λ˜12π < j <
λ1
2π
}
= −
([
λ1
2π
]
−
[
λ˜1
2π
])
=
[
λ˜1
2π
]
−
[
λ1
2π
]
. (2.29)
By (2.29) and (2.14) we obtain
I (G1,G2) = μ1(G2) − μ1(G1). (2.30)
Subcase 2. 0 > λ1 > λ˜1. In this case we also have
M+(A − G1)|E0 ∩ M−(A − G2)|E0 = {0}.
By (2.27) we have
I (G1,G2) = −#
{
j ∈ N
∣∣∣ −λ12π < j <
−λ˜1
2π
}
=
[
− λ1
2π
]
−
[−λ˜1
2π
]
. (2.31)
Since 0 > λ1 > λ˜1 and λ1, λ1 /∈ 2πZ we have
[
− λ1
2π
]
= −
[
λ1
2π
]
+ 1,
[
− λ˜1
2π
]
= −
[
λ˜1
2π
]
+ 1. (2.32)
By (2.31)–(2.32) and (2.14) we have
I (G1,G2) = μ1(G2) − μ1(G1).
Subcase 3. λ1 > 0 > λ˜1. In this case we have
dim
(
M+(A − G1)|E ∩ M−(A − G2)|E
)= 1. (2.33)0 0
D. Zhang / J. Differential Equations 245 (2008) 925–938 933By (2.26), (2.27) and (2.33), we have
I (G1,G2) = −1 − #
{
j ∈ N
∣∣∣ −λ12π < j <
−λ˜1
2π
}
.
Since λ1 > 0 > λ˜1 and λ1, λ˜1 /∈ Z we have
I (G1,G2) = −1 −
[
λ1
2π
]
−
[
− λ˜1
2π
]
= −1 −
[
λ1
2π
]
−
(
−
[
λ˜1
2π
]
− 1
)
= μ1(G2) − μ1(G1). (2.34)
Case 2. λ1 < λ˜1. By similarly discussion of Case 1, in this case we can also prove that
I (G1,G2) = μ1(G2) − μ1(G1). We omit the proof here.
Hence we always have
I (G1,G2) = μ1(G2) − μ1(G1).
Then by (2.13) and (2.18) Lemma 2.4 is proved. 
Proof of Theorem 1.2. By the same discussion of step 2 of the proof of Theorem 5.1 in [8],
there exists ε > 0 such that
μ1(B1 − sI2n) = μ1(B1), μ1(B1 + sI2n) = μ1(B1) + ν1(B1), ∀s ∈ [0, ε], (2.35)
μ1(B2 − sI2n) = μ1(B2), μ1(B2 + sI2n) = μ1(B2) + ν1(B2), ∀s ∈ [0, ε], (2.36)
μ1(Bi + sI2n) = 0, i = 1,2, s ∈ [−ε, ε] \ {0}, (2.37)
where we still denote by sI2n the positive compact linear operator associated to sI2n defined
by (1.6). Since σ(A) = {±2π,0} and 0 is an eigenvalue of A with finite dimensional eigenspace,
and B1 and B2 are compact operators 0 is an isolated eigenvalue with finite dimensional
eigenspace of A − B1 and A − B2. Then from the fact that sI2n is commutative with A − B1
and A − B2, for s > 0 small enough we have
M+
(
A − (B1 + sI2n)
)= M+(A − B1), (2.38)
M−
(
A − (B2 − sI2n)
)= M−(A − B2), (2.39)
M−
(
A − (B1 + sI2n)
)= M−(A − B1) ⊕ M0(A − B1), (2.40)
M+
(
A − (B2 − sI2n)
)= M+(A − B2) ⊕ M0(A − B2). (2.41)
Hence by Definition 1.1 we have
I (B1,B2) = I (B1 + sI2n,B2 − sI2n). (2.42)
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I (B1,B2) = μ1(B2) − μ1(B1) − ν1(B1).
Theorem 1.2 is proved. 
3. Application to nonlinear Hamiltonian systems
In this section we study the 1-periodic brake orbit solution of Hamiltonian system (1.1)–(1.2)
x˙ = JH ′(t, x),
x(t + 1) = x(t), x
(
1
2
+ t
)
= Nx
(
1
2
− t
)
.
It is well know that x is a solution of (1.1)–(1.2) if and only if it is a critical point of the
functional f defined on E as follows
f (x) = 1
2
〈Ax,x〉 + Φ(x), x ∈ E, (3.1)
where E is defined by (1.5), A is defined in (1.6), Φ(x) = ∫ 10 −H(t, x) dt . It is easy to check (cf.
also Proposition 2.10 of [10]) that Φ ′(x) is compact.
In [1], Benci proved the following important abstract theorem:
Theorem 3.1. Let f ∈ C1(E,R) have the form (3.1) and satisfy:
(f1) Every sequence {uj } such that f (uj ) → c < Φ(0) and ‖f ′(uj )‖ → 0 as j → +∞ is
bounded.
(f2) Φ(u) = Φ(−u), u ∈ E.
(f3) There are two closed subspaces of E, E+ and E−, and a constant ρ > 0 such that
(a) f (u) > 0 for u ∈ E+, where c0 < c∞ < Φ(0) be two constants,
(b) f (u) < c∞ < Φ(0) for u ∈ E− ∩ Sρ (Sρ = {u ∈ E | ‖u‖ = ρ}).
Then the number of pairs of nontrivial critical points of f is greater than or equal to dim(E+ ∩
E−) − cod(E− + E+). Moreover, the corresponding critical values belong to [c0, c∞].
Proof. We take the method in [7] to prove this theorem.
We set E+ = M+(A−B∞) and E− = M−(A−B0). By Definition 1.1 and Theorem 1.2, we
have
dim
(
E+ ∩ E−)− cod(E− + E+)
= dim(M+(A − B∞) ∩ M1(A − B0))
− dim((M−(A − B∞) ⊕ M0(A − B∞))∩ (M+(A − B0) ⊕ M0(A − B0)))
= I (B∞,B0)
= μ1(B0) − μ1(B∞). (3.2)
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eigenvalue of A with n-dimensional eigenspace E0, by (4-4′) of [1], there exist two real numbers
α < 0 and β > 0 such that
〈A − B0u,u〉 α‖u‖2, ∀u ∈ E−, (3.3)
〈A − B∞u,u〉 β‖u‖2, ∀u ∈ E+. (3.4)
Define
V∞(t, x) = H(t, x) − 12
〈
B∞(t)x, x
〉
, V0(t, x) = H(t, x) − 12
〈
B0(t)x, x
〉
, (3.5)
and let g∞(x) =
∫ 1
0 V∞(t, x) dt and g0(x) =
∫ 1
0 V0(t, x) dt , then we have
f (x) = 1
2
〈
(A − B∞)x, x
〉− g∞(x), ∀x ∈ E, (3.6)
f (x) = 1
2
〈
(A − B0)x, x
〉− g0(x), ∀x ∈ E. (3.7)
By (H1)–(H2) and the same arguments in the proof of Lemma 5.5 of [1], we get
lim‖x‖→+∞
‖g′∞(x)‖
‖x‖ = 0, (3.8)
lim‖x‖→+0
‖g′0(x)‖
‖x‖ = 0. (3.9)
So by definition of g0 and (3.9), we have
g0(u) = −Φ(0) + o
(‖u‖2), for ‖u‖ → 0. (3.10)
By (3.3) and (3.10) we have
f (u) α‖u‖2 + Φ(0) + o(‖u‖2), for u ∈ E− and ‖u‖ → 0. (3.11)
Since α < 0, there exist a constant ρ > 0 and γ1 < 0 such that
f (u) < γ1 + Φ(0), ∀u ∈ E− ∩ Sρ. (3.12)
Setting c∞ = γ12 + Φ(0), (f3)(b) of Theorem 3.1 is satisfied.
By (H2) for there exists M > 0 such that
∣∣V∞(t, x)∣∣ β2 |x|2 + M|x|, ∀x ∈ R2n. (3.13)
Thus
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∣∣∣∣∣
1∫
0
V∞(t, u) dt
∣∣∣∣∣

1∫
0
∣∣V∞(t, u)∣∣dt

1∫
0
β
2
|u|2 + M|u|
 β
2
‖u‖2 + M‖u‖. (3.14)
Then by (3.4) and (3.14), for every u ∈ E+, we get
f (u) = 1
2
〈
(A − B∞)u,u
〉+ g∞(u)
 β‖u‖2 − ∣∣g∞(u)∣∣
 β
2
‖u‖2 − M‖u‖. (3.15)
This implies that f is bounded from below on E+ and we can set
c0 = inf
u∈E+
f (u) − w with w > 0 such that c0 < c∞.
Thus (f3)(a) of Theorem 3.1 is satisfied.
Since ν1(B∞) = 0, M0(A − B∞) = 0. Now we prove that (f1) is satisfied. Otherwise we can
suppose ‖uj‖ → +∞ as j → +∞, then by (3.6) and (3.8) we have
0 = lim
j→+∞f
′(uj ) = lim
j→+∞
(
(A − B∞)uj + g′∞(uj )
)= lim
j→+∞(A − B∞)uj . (3.16)
But by (4-4′) of [1] there exists a real number α′ > 0 such that
∥∥(A − B∞)u∥∥ α′‖u‖, ∀u ∈ E. (3.17)
Hence by (3.17) we have
lim
j→+∞
∥∥(A − B∞)uj∥∥= +∞, (3.18)
which contradicts (3.16). This proves (f1) in Theorem 3.1.
(H3) implies (f1) of Theorem 3.1 holds. Hence by Theorem 3.1, (1.1)–(1.2) has at least
μ1(B0) − μ1(B∞) pairs of nontrivial solutions whenever μ1(B0) − μ1(B∞) > 0. If μ1(B0) −
μ1(B∞) > 0, we replace f by −f and let E+ = M−(A − B∞) and E− = M+(A − B0). By
almost the same proof we can show that (f1)–(f3) of Theorem 3.1 hold. And by Theorems 1.2
and 3.1 (1.1)–(1.2) has at least μ1(B∞) − μ1(B0) pairs of nontrivial brake orbit solutions.
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(1.2) obtained by Theorem 3.1, then we have
f (xk) < Φ(0). (3.19)
But by (H4), we have
f (xk) = Φ(xk) =
1∫
0
−H(t, xk) dt 
1∫
0
−H(t,0) dt = Φ(0), (3.20)
which contradict (3.19). The proof of Theorem 1.3 is completed. 
Similarly to Theorems 1.4 and 1.5 of [7], we give the following two remarks.
Remark 3.2. If ν1(B∞) > 0, we can prove (f1) of Theorem 3.1 under other additional conditions
while we can prove (f2) and (f3) are satisfied under (H1)–(H3) by the same proof of Theorem 1.3.
Suppose the following condition:
(H5) V ′∞(t, x) is bounded and V (t, x) → +∞ as |x| → +∞, uniformly in t .
By the proof of Theorem 5.2 of [1] and Theorem 4.1 of [2] (f1) holds.
Suppose the following conditions:
(H6) There are r > 0 and p ∈ (1,2) such that
pV∞(t, x)
(
z,V ′∞(t, x)
)
> 0 for |z| r, t ∈ R.
(H7) lim|x|→∞|x|−1|V ′∞(t, x)| c < 12 .(H8) There are constant a1 > 0 and a2 > 0 such that V∞(t, x) a|z|p − a2.
By the proof of Theorem 4.11 of [2] (f1) holds.
Then under either additional condition (H5) or (H6)–(H8), (1.1)–(1.2) has at least μ1(B0) −
μ1(B∞) − ν1(B∞) pairs of nontrivial solutions whenever μ1(B0) − μ1(B∞) − ν1(B∞) > 0.
Furthermore if (H4) holds, all these solutions are nonconstant.
Remark 3.3. (1) If μ1(B0) − μ1(B∞) < 0, replace (H4) by (H4′)
(H4′) H(t, x)H(t,0) for all x ∈ R2n and t ∈ R.
Then a result similar to that of Theorem 1.3 holds.
(2) In Remark 3.2, if μ1(B0) − μ1(B∞) − ν1(∞) 0 but μ1(B∞) − μ1(B0) − ν1(B0) > 0,
we can replace the functional f in (3.1) by −f and (H4) by (H4′), then we get the similar results.
(3) If μ1(B0) − μ1(B∞) − ν1(∞) 0 and μ1(B∞) − μ1(B0) − ν1(B0) 0, in this way we
cannot get any existence results.
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