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Re´sume´
La conception des syste`mes sur puce s’appuie souvent sur SystemC/C++ qui permet des descriptions
architecturales et comportementales a` diffe´rents niveaux d’abstraction. D’autres approches se tournent
vers l’automatisation de l’assemblage de plates-formes dites virtuelles (format IP-Xact). L’utilisation des
techniques de l’inge´nierie des mode`les est une voie plus re´cente avec des profils UML tels que MARTE.
Dans cette the`se, nous e´tudions les possibilite´s de mode´lisation de ces diffe´rentes approches et les passe-
relles disponibles entre elles. Motive´s par la disponibilite´ de mode`les SystemC et par les facilite´s offertes
par MARTE, nous traitons de l’export des mode`les SystemC. Au-dela` de la simple conversion entre
formats, nous de´crivons la mise en oeuvre d’une passerelle entre l’imple´mentation SystemC d’un design
et sa version mode`le dans le format IP-Xact. La repre´sentation IP-Xact peut ensuite eˆtre de nouveau
transforme´e en mode`les MARTE par des outils de´ja` existants. Nous pre´sentons les travaux connexes
avant d’exposer notre vision et sa re´alisation au travers de l’outil SCiPX (SystemC to IP-Xact). Dans un
second temps, nous pre´sentons plus en de´tails les possibilite´s permises par le profil UML-MARTE, son
mode`le de temps et le langage de spe´cification de contraintes temporelles CCSL. Nous abordons les pro-
ble`mes lie´s a` la mode´lisation de protocoles a` diffe´rents niveaux d’abstraction et plus spe´cialement ceux
pose´s par le raffinement entre les niveaux TLM et RTL. Cette e´tude met en e´vidence des insuffisances
de CCSL concernant la spe´cification des priorite´s. Nous proposons un enrichissement de CCSL pour lui
permettre de manipuler ce concept de priorite´.
Mots-cle´s : syste`mes sur puce, conception e´lectronique, mode´lisation, inge´nierie des mode`les, contraintes
temporelles, temps logique, SystemC, ip-xact, uml-marte, ccsl.
Abstract
The design of System on Chip mostly relies on SystemC/C++. This language allows architectural and
behavioural descriptions at different abstraction levels. Others approaches consider automated assem-
bly of components into actual or virtual platforms (IP-Xact format). Using Model Driven Engineering
techniques is a new trend, which may benefit from UML profiles (especially MARTE). In this thesis,
we study the modelling power of these approaches and the possible bridges between them. SystemC
provides a great deal of examples while MARTE offers facilities in system modelling at different levels.
So, we try to export SystemC designs to MARTE models. Beyond the mere conversion between formats,
we propose an abstraction mechanism from SystemC code to models in IP-Xact formats. The IP-Xact
description is then transformed into MARTE models with existing tools. We review related works and
propose our solution leading to a dedicated tool called SCiPX (standing for SystemC to IP-Xact). In the
second part of the thesis we apply the UML profile MARTE, its time model, and the associated language
for specification of temporal constraints (CCSL) to specify interactions among components. A special
attention is paid to protocol refinement. This study reveals a lack of CCSL for capturing the concept of
priority. An improvement in the CCSL constraint solver is proposed to overcome this limitation.
Keywords : system on chip, electronic design, modeling, model-driven engineering, temporal constraints,
logical time, SystemC, ip-xact, uml-marte, ccsl.
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Chapitre 1
Introduction
Ce travail s’inscrit dans le contexte de la conception de syste`mes e´lectroniques et de syste`mes
sur puce. Initialement conc¸us comme assemblages de circuits inte´gre´s, des niveaux plus abstraits
ont e´te´ introduits pour faire face a` la complexite´ croissante de ces syste`mes. On est ainsi passe´
a` des mode´lisations a` base de registres, puis a` des assemblages de composants ou meˆme de
sous-syste`mes. Les comportements ont e´galement e´volue´ des descriptions e´lectroniques initiales
vers des descriptions de transferts entre registres puis a` des visions encore plus abstraites dites
transactionnelles.
Sous des diffe´rences de forme parfois tre`s importantes, les Syste`mes sur Puce (System-on-a-
Chip, SoC) partagent des principes ge´ne´raux de construction assez forts, he´rite´s de la tradition
du design de syste`mes e´lectroniques. Ces principes e´tablis permettent de composer plus rapi-
dement des plates-formes mate´rielles en assemblant des composants pre´existants (dits blocs IP,
pour “Intellectual Property”), implantant des types de fonctionnalite´s connues ou des ame´liora-
tions de ces meˆmes types. L’ide´e est de´sormais reprise pour composer de manie`re similaire, a` un
niveau plus simple et plus abstrait, des plates-formes virtuelles (VPF), base´es sur des mode`les
de ces composants. Les plates-formes virtuelles sont donc compose´es a` partir de mode`les de blocs
IP pre´-existants. Ces blocs peuvent repre´senter des unite´s de calcul (processeurs), de stockage
(me´moire), des utilitaires spe´cifiques (UART, DMA,. . . ) ou des pe´riphe´riques (I/O). Ils peuvent
e´galement repre´senter des unite´s d’interconnexion pour les communications de donne´es entre
ces blocs de´die´s au calcul. Ces unite´s d’interconnexion sont des bus simples ou complexes et
parfois des re´seaux sur puce (Network On-Chip, NoC).
En ge´ne´ral les blocs de calcul et stockage ne sont jamais directement lie´s entre eux, mais
toujours au travers de blocs d’interconnexion assurant cette liaison et leur communication. Que
ces communications soient simples dans le cas d’interruptions ou plus complexes pour le cas
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d’une transaction, le canal de communication est vu comme un simple fil (wire) et abstrait de
la repre´sentation. Les communications complexes entre blocs de calcul/stockage, traversant ce
re´seau d’interconnexion, donnent donc lieu a` des transactions entre les blocs IP, re´gies par des
protocoles, eux-meˆmes souvent standardise´s afin que le design de blocs IP e´le´mentaires reste
invariant vis-a`-vis de leurs interfaces. Pour ces communications, le design de´finit une notion
de maˆıtres et d’esclaves (ou initiateurs actifs et accepteurs passifs) ayant ou non la possibilite´
d’engager une transaction. En ge´ne´ral on peut conside´rer les blocs de calcul (processing) comme
maˆıtres et ceux de stockage et me´morisation comme esclaves, mais bien souvent dans des cas
plus flous de la classification un meˆme composant peut se voir maˆıtre ou esclave sur des ports
distincts de son interface, selon certaines fonctions. La notion de maˆıtre/esclave est distincte de
celle d’e´metteur/re´cepteur, car un maˆıtre peut commander la lecture d’une valeur depuis une
me´moire.
A ce niveau, on peut conside´rer que ces communications sont rarement purement synchrones,
mais consistent en des rendez-vous successifs a` chaque extre´mite´ du re´seau d’interconnexion,
entre chaque composant et le re´seau lui-meˆme, qui lui mode´lise explicitement le transport des
donne´es (et sa latence). On peut aussi distinguer entre des communications bloquantes (parfois
de´nomme´es synchrones en logiciel), au cours desquelles l’initiateur envoie une requeˆte ne´cessi-
tant le retour d’un re´sultat (comme dans un appel de fonction a` distance), et communications
non-bloquantes, consistant en le simple envoi de messages ou d’e´ve´nement, sans que l’initiateur
attende de retour. Une transaction consiste donc en une succession de phases, rarement tre`s
complexes. Typiquement on a les phases suivantes : demande d’acce`s au medium d’intercon-
nexion de la part du maˆıtre (avec arbitrage si plusieurs maˆıtres et temporisation jusqu’a` ce que
la ressource se libe`re) ; puis transmission de la requeˆte, qui comporte en ge´ne´ral l’adresse du
ou des composants esclaves comme argument de type donne´es, et qui est route´e en fonction de
celle-ci (a` nouveau la disponibilite´ de la ressource est attendue) ; puis phase de communication
de donne´es (lecture ou e´criture) ; enfin libe´ration des ressources et validation de la transaction.
Ces concepts importants pour la compre´hension comportementale fine sont souvent hors de
porte´e de la mode´lisation pour des raisons de performances en simulation, et donc la conception
de la plate-forme virtuelle s’en tient a` une version simple des transactions, qui se rame`nent a`
des communications e´le´mentaires (de type lecture/e´criture) entre blocs IP. En d’autres termes,
la conception de l’architecture de la plate-forme reste relativement orthogonale au de´veloppe-
ment des composants IP eux-meˆmes. La se´mantique globale du syste`me de´pendra e´videmment
de l’union comportementale des composants et de la plate-forme, mais les incertitudes e´ven-
tuelles sur cette dernie`re ne devraient (ide´alement) que mener a` un non-de´terminisme temporel,
pas fonctionnel. On fait ge´ne´ralement les hypothe`ses suivantes : deux transactions s’exe´cutant
en paralle`le ne doivent pas interfe´rer l’une avec l’autre ; aucun choix sur l’instant ne sera en
contradiction avec les e´volutions du syste`me (confluence du comportement).
5Dans cette the`se, nous e´tudions trois approches de mode´lisation : SystemC, ip-xact et
uml-marte.
Le formalisme SystemC a e´te´ introduit pour rendre compte explicitement des comporte-
ments, aussi bien des composants (calcul et interconnexion) que des communications (bloquantes
ou non), au niveau transactionnel. Il permet de rendre compte des aspects temporels (physiques)
a` des degre´s divers selon la finesse de mode´lisation (et surtout de simulation) de´sire´e. Il existe
de´sormais de nombreux environnements de de´veloppement, tant acade´miques qu’industriels,
pour la conception de plates-formes virtuelles. On peut alors y puiser des composants de´ja`
de´crits a` diffe´rents niveaux d’abstraction afin de composer une plate-forme.
IP-Xact, un autre standard, permet de de´crire les interfaces d’interconnexion et certaines
proprie´te´s des communications et des protocoles associe´s, par un langage de description d’archi-
tecture (Architecture Description Language, ADL) de´die´. Son usage permet de de´finir certains
types de bus et de protocoles dans leurs aspects interfaces qui seront reprises (ide´alement) pour
l’interconnexion des composants eux-meˆmes au re´seau.
Le profil UML-MARTE de´die´ a` la mode´lisation et a` l’analyse de syste`mes embarque´s temps
re´el posse`de des e´le´ments distinctifs de´die´s a` la mode´lisation de plates-formes virtuelles a` un
niveau de conception tre`s abstrait et descriptif. Il a e´te´ propose´ dans le passe´ re´cent pour couvrir
ce domaine des plates-formes mate´rielles.
La question d’une repre´sentation comportementale de haut niveau base´e sur les mode`les (a` la
fois des composants et des interconnexions) est bien plus de´licate que celle des aspects structurels
(pour ne rester que dans le cadre fonctionnel). Une des difficulte´s est que le temps (latence,
de´lais, temporisations) peut dans l’absolu avoir un roˆle fonctionnel important, et impacter les
comportements de manie`re de´finitive. A ce titre le mode`le temporel de MARTE, et le langage de
spe´cification de contraintes d’horloge (Clock Contraint Specification Language, CCSL) associe´
de´finissent une notion de temps logique, ou virtuel, dans lequel tout e´ve´nement cre´ant une suite
d’occurrences et participant comme condition d’activation au de´clenchement de traitements
peut eˆtre vu comme une horloge (insistons : logique). C’est le cas de l’horloge d’un processeur
moderne, qui peut eˆtre ralentie ou stoppe´e en fonction de l’e´nergie disponible dans la source de
courant (batteries par exemple), mais la notion peut eˆtre ge´ne´ralise´e et rendue inde´pendante
du niveau de mode´lisation (plus aucun rapport alors avec le quartz d’un syste`me e´lectronique).
Organisation du me´moire
Dans le chapitre 2, nous e´tudions les possibilite´s de mode´lisation de ces diffe´rentes approches.
Nous donnons, par la meˆme occasion, les informations ne´cessaires a` leur diffe´renciation. Notre
objectif e´tant d’utiliser les facilite´s offertes par le profil uml-marte pour mode´liser les designs,
il faut disposer de mode`les de composants ou d’IPs dans ce format. Puisque la majorite´ des
mode`les existants sont spe´cifie´s en SystemC, il nous a fallu conside´rer des passerelles (existantes
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ou a` ame´liorer) entre SystemC et marte. La figure 1.1 repre´sente les passerelles de´ja` existantes
(en noir) ainsi que celle que nous avons duˆ concevoir (en rouge) afin d’automatiser la navigation
entre ces formats. ip-xact joue le roˆle d’un format interme´diaire.
SystemC IP-Xact
UML-MARTE
Transformations
de modèle
existantes
Extraction
de modèle
structurel
Ajout
d'annotations
Chapitre 3
Chapitre 4
Figure 1.1 – Relations entre formats/mode`les
Dans le chapitre 3, nous traitons de cette transformation. Nous pre´sentons une e´tude des tra-
vaux existants pour ensuite exposer notre vision? et sa re´alisation au travers de l’outil SCiPX?
(SystemC to iP-Xact). Au dela` de la simple conversion entre formats, cette passerelle est une
extraction de la vue structurelle d’un design, permettant ainsi d’obtenir une version “mode`le”
(au sens de l’inge´nierie des mode`les) a` partir de l’imple´mentation SystemC d’un design dispo-
nible sous la forme d’un code c++. Le format cible (ip-xact) est ensuite transforme´ en mode`les
marte par des outils de´ja` existants.
Les possibilite´s d’application du profil uml-marte et de son mode`le de temps sont expose´es
dans le chapitre 4. Nous y abordons les proble`mes lie´s a` la mode´lisation de protocole a` diffe´rents
niveaux d’abstraction. Nous nous posons la question du raffinement entre le niveau tlm et le
niveau rtl? mettant en e´vidence un manque de ccsl vis-a`-vis de la spe´cification de choix lors
de comportements concurrents (prise en compte des priorite´s). Ce chapitre se termine par une
proposition d’enrichissement de ccsl pour lui permettre de manipuler ce concept de priorite´.
Le bilan des travaux est fait dans le chapitre 5. Nous y e´voquons les pistes d’e´tudes non
explore´es dans les chapitres pre´ce´dents et proposons de nouveaux axes de recherche pouvant
mettre a` profit ou e´tendre nos travaux. Ceci termine le corps du me´moire. Des documents
illustratifs, des comple´ments et des de´monstrations ont e´te´ reporte´s en annexe.
Chapitre 2
Conception de plates-formes virtuelles
pour syste`mes sur puce
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2.1 ESL : conception de syste`mes au niveau plate-forme
Les circuit digitaux deviennent de plus en plus de ve´ritables syste`mes-sur-puce, combinant
et assemblant divers composants e´tant eux-meˆmes des compositions d’autres composants, au-
tour d’une infrastructure de communication alliant plusieurs bus, voire des re´seaux-sur-puce de
diverses topologies.
Face a` cette complexification des designs, la conception des circuits de niveau rtl (Register
Tranfert Level) pre´cis au cycle et bit pre`s se heurte au proble`me du temps ne´cessaire a` la
production d’une simulation fide`le, le test, ou la simple repre´sentation de ces syste`mes. Pour
y reme´dier, un niveau de conception plus abstrait a e´te´ introduit, de´nomme´ conception de
design au niveau syste`me (Electronic System Level ou ESL). Le concept central apporte´ via
la conception ESL est celui des plates-formes mate´rielles virtuelles (Virtual Hardware Platform
ou VHP), devant permettre de composer rapidement un syste`me complet en inte´grant par
assemblage des composants pre´existants proprie´taires (dits IP Blocks) au moyen d’interface de
communication base´es sur des structures de connexion plus ou moins standard, modulaires ou
parame´trables. Le lecteur peut se convaincre de l’inte´reˆt ne serait-ce que d’un point de vue visuel
en regardant la figure 2.1 repre´sentant le meˆme syste`me mais aux deux niveaux diffe´rents, a`
gauche la version rtl et a` droite la version tlm. Les diffe´rentes connexions e´le´mentaires en rtl
sont repre´sente´es par une connexion unique en tlm oriente´e de l’initiateur d’une communication
vers la cible a` interroger.
Figure 2.1 – Exemple de design RTL et TLM
Une multitude de logiciels prive´s se veulent pre´curseurs dans ce domaine. Parmi eux, on peut
citer les outils Virtualizer 1 et Platform Architect 2 (Synopsys) ou encore un de leurs concurrents
directs Vista 3 (Mentor Graphics).
Au-dela` de l’aspect structurel simplifie´, une ide´e forte est que la simulation a` un niveau plus
abstrait dit “transactionnel” (tlm, Transaction Level Modeling) permet des performances de
simulation spectaculaires (compare´es a` une simulation cycle accurate rtl) tout en permettant la
1. http://www.synopsys.com/systems/virtualprototyping/pages/virtualizer.aspx
2. http://www.synopsys.com/systems/architecturedesign/pages/platformarchitect.aspx
3. http://www.mentor.com/esl/vista/overview
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meˆme interaction avec des versions bas niveau du code applicatif destine´ a` tourner sur la plate-
forme finale (ulte´rieurement non virtuelle). Dans le meˆme temps, les composants tlm peuvent
eˆtre raffine´s individuellement et inde´pendamment pour aboutir a` une plate-forme comple`te rtl
ope´rationnelle, teste´e “par morceaux”.
Ces principes sont malheureusement traite´s moins ide´alement dans la pratique. Les compo-
sants rtl sont souvent de´ja` existants et c’est le mode`le tlm qui est alors cre´e´. Dans les deux
cas, un juste milieu doit alors eˆtre de´cide´ entre le degre´ de fide´lite´ du mode`le tlm vis-a`-vis de sa
version rtl et son efficacite´. C’est dans ce contexte qu’ont e´te´ de´finis et raffine´s le langage Sys-
temC dans son niveau tlm, ainsi que le langage de description d’architecture (ADL) ip-xact,
que nous allons de´crire ci-dessous.
En plus de ces formalismes, qui utilisent le terme des mode`les exprime´s a` l’aide de langages
de programmation (et de la simulation) de syste`mes, il nous semble devoir exister une place
importante pour des mode`les plus formels. Nous de´crivons e´galement les formalismes de cette
nature pre´sents dans la sphe`re de la conception ESL. Le propos principal ulte´rieur de cette
the`se sera de conside´rer les ponts possibles entre ces deux types de mode`les ainsi qu’au sein de
chacun.
2.2 SystemC
SystemC est un langage de description de mate´riel/logiciel, permettant de repre´senter et
de simuler les circuits et syste`mes sur puce a` diffe´rents niveaux d’abstraction (en particulier
aux niveaux RTL et TLM)?. Conc¸u comme librairie c++, il be´ne´ficie de types de donne´es et
d’environnements de compilation du langage c++. Il ajoute des primitives pour pouvoir de´crire
des processus paralle`les, des signaux, des horloges, ainsi que certains concepts d’un langage
a` composants. Les comportements des mode`les de´crits sont alors exe´cute´s par un ordonnan-
ceur fourni avec la librairie SystemC. La simulation passe par deux phases successives. Tout
d’abord, la phase d’e´laboration instancie les processus paralle`les et le re´seau statique de compo-
sants (i.e.,les sc modules et leurs interconnexions). Puis la simulation re´elle prend place, activant
les instances de composants en fonction de l’ordonnanceur et des e´ve´nements ge´ne´re´s par le sys-
te`me. La simulation peut eˆtre atemporelle (causale), pre´cise au niveau cycle, approximative ou
encore vaguement temporise´e. SystemC a e´te´ au de´part largement utilise´ pour la mode´lisation
de mode`les formels de calcul et de communication (MoCC). On peut le relier aux pre´ce´dents
travaux de Daniel Gajski et de ses colle`gues autour de SpecC?. De plus, on peut trouver dans
la spe´cification originale de SystemC des re´fe´rences aux Re´seaux de Processus de Kahn (KPN).
La mode´lisation de KPN, CSP (Communicating Sequential Processes) et syste`mes re´actifs syn-
chrones en SystemC est e´galement explore´e dans les travaux de Fernando Herrera?. Les mode´-
lisations he´te´roge`nes en SystemC sont aussi aborde´es dans les travaux de Sandeep K. Shukla?
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et Fernando Herrera?. Cependant, les liens restent implicites, donnant lieu a` un style de codage
particulier pour chaque MoCC.
La phase d’e´laboration peut eˆtre vue comme la construction des pie`ces structurelles de
mode`les (re´seaux de processus et topologie d’interconnexion), tandis que la phase de simulation
re´sulte de l’exe´cution de la composition de tous les comportements des composants.
Le langage de mode´lisation SystemC est de´veloppe´ par l’Open SystemC Initiative (OSCI)
et est de´crit dans la norme IEEE 1666-2005?. L’OSCI fournit une imple´mentation open-source
de la librairie SystemC. Graˆce a` cette librairie, un mode`le SystemC peut eˆtre compile´ par
un compilateur c++ standard et eˆtre exe´cute´. Cette exe´cution simule le mode`le et fournit des
informations qui peuvent eˆtre utilise´es pour ve´rifier le comportement dynamique du mode`le.
Pour cela, la librairie SystemC se compose de deux choses : d’une part, des classes, macros et
patrons permettant de de´crire des syste`mes concurrents communicants ; d’autre part, un noyau
de simulation qui est utilise´ pour exe´cuter un mode`le SystemC. Nous e´tudierons en premier
lieu la me´canique ge´ne´rale de fonctionnement d’un programme SystemC dans la section 2.2.1.
Puis, nous nous inte´resserons aux ressources de mode´lisation fournies par la librairie SystemC
dans la section 2.2.2. Dans la section 2.2.3, nous terminerons par une description de l’extension
officielle tlm qui facilite la mode´lisation au niveau transactionnel d’un design.
2.2.1 Pre´sentation ge´ne´rale
.h .cpp
Déﬁnition des
Composants
SystemC
Code d'élaboration
et de simulation
SystemC
sc_main.cpp
Utilise
Librairie
SystemC
Utilise
Programme SystemC
Phase d'élaboration
Phase de simulation
Génère par
compilation
lié à
Figure 2.2 – Utilisation de la bibliothe`que SystemC
Un programme SystemC est et reste un programme C++. Il doit inclure le fichier d’en-teˆte
SystemC. Comme le de´crit la figure 2.2, lorsque ce programme est compile´ et lie´ avec la librairie
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SystemC, une version exe´cutable du mode`le est produite. Un de´veloppeur ne doit pas de´finir de
fonction principale car cette fonction est de´ja` de´finie dans la librairie SystemC. Au lieu de cela,
le de´veloppeur peut modifie sa fonctionnalite´ par l’interme´diaire de la fonction sc main (celle-ci
contiendra l’instanciation de son design). La fonction main est, elle, cache´e dans la librairie
SystemC. Quand un programme SystemC/c++ est exe´cute´, le main instancie tout d’abord
le simulateur inte´gre´ a` la bibliothe`que SystemC. Il exe´cute ensuite la fonction sc main e´crite
par le de´veloppeur. Par l’exe´cution de cette fonction particulie`re, les phases de construction
puis simulation sont alors enchaˆıne´es. La phase d’e´laboration consiste a` construire le design tel
que de´clare´ dans la fonction sc main. Le constructeur de chacun des objets est alors exe´cute´ et
peut a` son tour, cre´er et initialiser des sous-composants, des ports, des processus, des canaux et
connexions liant leurs sous-composants. Tous les e´le´ments qui he´ritent de sc object (de´taille´ dans
la section 2.2.2) sont alors enregistre´s dans diffe´rentes structures, elles-meˆmes re´fe´rence´es par la
classe sc simcontext (et conserve´es tout au long de l’exe´cution). Finalement, sc start est appele´e
dans la fonction sc main. Durant l’exe´cution de cette fonction, la me´thode before end of elaboration
de chaque sc object est exe´cute´e suivie de l’exe´cution de la me´thode end of elaboration de chaque
sc object (celles-ci ve´rifient et terminent d’initialiser le design). Ce n’est qu’alors que le design,
de´fini dans le code SystemC du de´veloppeur, devient fige´ en terme de structure. Apre`s cela, la
fonction sc start entre dans la phase de simulation et le comportement de l’ensemble du syste`me
est calcule´ par le simulateur e´ve´nementiel instancie´ en premier lieu. Il ge´ne`re alors la dynamique
du syste`me au fur et a` mesure que lui arrivent les e´ve´nements, re´veillant les parties du design
abonne´es aux e´ve´nements actifs.
Il est a` noter que le simulateur de´crit ci-dessus est dit non-pre´emptif. Si une fonction est
re´veille´e elle s’exe´cute jusqu’a` sa fin avant de rendre la main a` l’ordonnanceur SystemC. Ceci
peut occasionner des inversions de priorite´s conduisant a` des comportements inde´sirable, voire
incorrects. A cela s’ajoute la mise en œuvre de l’e´mulation du paralle´lisme du simulateur,
de´pendant de l’ordre de de´claration des objets du design (un exemple est donne´ en annexe C).
2.2.2 Description de la bibliothe`que
L’architecture logicielle de la librairie est compose´e essentiellement de deux types de classes,
les classes ne´cessaires a` la description d’une architecture et les classes ne´cessaires a` la simulation
de cette architecture. Le premier type de classes regroupe les e´le´ments essentiels d’un langage
a` composants. Il permet ainsi de de´crire une architecture et son comportement. Ces classes
peuvent eˆtre identifie´es par leur he´ritage de la classe sc core::sc object. La figure 2.3 repre´sente
l’he´ritage imme´diat de la classe sc object mais plus ge´ne´ralement la majorite´ des e´le´ments servant
a posteriori la simulation he´ritent de cette classe me`re. Le deuxie`me type de classes regroupe les
me´canismes permettant de sauvegarder des informations sur les instances de premier type afin
de pouvoir effectuer des tests de cohe´rence durant la phase d’e´laboration ainsi que la simulation
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de l’architecture durant la phase de simulation. Nous discuterons de ces diffe´rents types de
classes dans les parties suivantes.
sc_core::sc_object
sc_core_sc::module sc_core::sc_port_base sc_core::sc_export_base sc_core::sc_prim_channel sc_core::sc_process_b
Figure 2.3 – Graphe d’he´ritage imme´diat de sc object
Un mode`le SystemC est structure´ en modules. Un module encapsule une partie du syste`me
mode´lise´ et des ports de communication pour interagir avec d’autres modules dans le mode`le.
Un module peut contenir d’autres modules. Les modules sont de´finis par he´ritage de la classe
sc module. Un module peut avoir des points de connexion vers l’exte´rieur de sa structure. Ils sont
appele´s ports en tant que membres de donne´es de sa classe. Un port doit he´riter publiquement
de la classe me`re sc port. A l’exte´rieur du composant, les ports peuvent alors eˆtre connecte´s par
l’interme´diaire de canaux. Plusieurs canaux primitifs sont de´finis dans la librairie SystemC et
he´ritent de la classe sc prim channel.
Les Composants (sc core::sc module) Un composant est un e´le´ment de base d’un ensemble
plus complexe et peut eˆtre lui-meˆme un assemblage de composants. On de´signe par composant
e´le´mentaire un composant ne contenant aucun autre composant. Les autres sont dits compo-
sites. Un composant (e´le´mentaire ou composite) en SystemC est un objet de´rivant de la classe
sc module. L’he´ritage de la classe sc module est ne´cessaire afin que le me´canisme interne de Sys-
temC puisse enregistrer le composant lors de la phase d’e´laboration. De plus, le constructeur
par de´faut d’un composant devra impe´rativement prendre en parame`tre un nom unique afin de
pouvoir a posteriori diffe´rencier les instances d’un meˆme type de composant.
Les interconnexions (sc core::sc prim channel) et interfaces Plus commune´ment appele´es ca-
naux ou channels, les interconnexions doivent contenir/de´crire les moyens de transferts d’infor-
mation permis pour l’ensemble des entite´s qui s’y connectent.
Une interface est une classe de´rive´e de la classe sc interface. Elle a pour but de contenir
un ensemble de fonctions virtuelles. Ces fonctions servent par la suite a` spe´cifier des points
d’interactions d’un module afin qu’il puisse dialoguer avec l’exte´rieur. Ces fonctions restent
virtuelles et devront eˆtre imple´mente´es dans les canaux de communication de´rivant de cette
interface.
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Figure 2.4 – sc port & sc export
Les ports et exports (sc core::sc port base et sc core::sc export base) Les ports (de´rivant de
la classe sc port) sont des e´le´ments perme´ables a` certains e´ve´nements explicitement connecte´s.
Ils se situent sur les bordures externes des modules et permettent ainsi la propagation d’infor-
mation au travers des parois du module. Lorsqu’un composant souhaite propager le re´sultat
d’un calcul vers l’exte´rieur, il utilise une me´thode d’un de ses ports. Celle-ci transmet alors
automatiquement l’appel au canal externe auquel est relie´ le port. Un port de´finit un ensemble
de services (relatifs au type du port) qui sont requis par le module contenant le port. Si un
module doit appeler une fonction membre appartenant a` un canal qui est en dehors du module
lui-meˆme, cet appel doit eˆtre fait en utilisant un appel de me´thode d’interface via un port du
module. Si un module doit appeler une fonction membre appartenant a` une instance de canal
dans un module fils, cet appel doit eˆtre fait au travers d’un export du module fils. La classe
sc export permet alors a` un module fils de fournir une interface a` son module parent. Les me´-
thodes de l’interface d’exportation transmettent les appels au canal lie´. La figure 2.4, extraite
de la documentation officielle SystemC, donne un aperc¸u des constructions possibles.
Les processus (sc core::sc process) Le comportement d’un module SystemC est spe´cifie´ par un
ou plusieurs processus SystemC. Un processus SystemC est de´fini sous la forme d’une fonction
membre qui est enregistre´e par le noyau de simulation SystemC a` l’aide des macros SC THREAD,
SC CTHREAD, ou SC METHOD. Chaque processus dispose d’une liste de sensibilite´ qui est une
liste d’e´ve´nements SystemC. Un e´ve´nement est quelque chose qui arrive au cours de l’exe´cution
dans le temps, par exemple un changement de valeur sur un port d’entre´e.
Un processus SC METHOD est de´marre´ par le noyau de simulation SystemC chaque fois
qu’un e´ve´nement auquel il est sensible se produit. Il s’exe´cute toujours inte´gralement avant de
rendre le controˆle au noyau de simulation. De plus, il s’exe´cute en “temps nul”, c’est-a`-dire que
le temps global de simulation reste inchange´ apre`s son exe´cution.
Un processus SC THREAD n’est lance´ qu’une fois par le noyau de simulation et ne se termine
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qu’a` la fin comple`te de la simulation. Un processus SC THREAD peut eˆtre suspendu en des
points statiquement de´finis dans le code SystemC. Ces points sont identifiables par l’appel
de la fonction d’attente wait(). Le processus SC THREAD est repris par le noyau de simulation
lorsque l’un des e´ve´nements sur sa liste de sensibilite´ se produit ou bien lorsque le de´lai passe´
en parame`tre de la fonction wait() est e´coule´. Un processus SC CTHREAD est un type spe´cial de
SC THREAD qui n’est sensible qu’a` un certain type d’e´ve´nement provenant d’un port d’entre´e
horloge.
2.2.3 l’extension TLM
Les temps de simulation d’un design de´crit au niveau rtl n’e´tant pas assez performants,
une vue plus abstraite des communications a e´te´ introduite : le niveau transactionnel. Ce niveau
permet d’abstraire un ensemble de connexions en une connexion simple oriente´e du demandeur
d’un service vers le fournisseur du service. Dans le langage commun des concepteurs de plates-
formes, on utilise plutoˆt les termes de maˆıtres (pour le “client”) et d’esclaves (pour le “serveur”).
La librairie SystemC n’imposant aucune contrainte concernant la de´finition de ces nouveaux
types de port de communications, plusieurs versions d’imple´mentations de ceux-ci ont vu le jour
(a` peu pre`s autant que de librairies de composants existantes). Il existe de´sormais une version
officielle tlm, extension de la librairie SystemC d’origine. Elle introduit de nouveaux types
de connexion. Les informations de cette section sont en partie extraites de la documentation
officielle de tlm 2.0?. Quatre concepts de base e´mergent en tlm : les Interfaces, les ports tlm
(appele´s Sockets) et leur connexions, les transactions et enfin le Protocol.
Les Interfaces contiennent la de´finition des fonctions primaires de transport qui sont utilise´es
pour la de´finition du protocole. Elles sont imple´mente´es sous la forme de me´thodes (fonction
membre) du mode`le tlm. On en distingue ge´ne´ralement deux types : les fonctions de transport
bloquantes et les non-bloquantes. Les bloquantes stoppent l’exe´cution du client tant que le
serveur le ne´cessite. Le serveur he´rite alors de l’autorisation de s’exe´cuter qu’avait obtenu le
client de la part de l’ordonnanceur SystemC. Les non-bloquantes, pour leur part, ne font que
notifier au serveur la taˆche qu’il a a` accomplir tout en permettant au client de continuer de
s’exe´cuter.
Les Sockets sont les points de connexion des mode`les tlm avec leur environnement. Afin de
diffe´rencier ces connexions de simples connexions filaires, il existe deux types de connexions
repre´sentatives du roˆle du composant dans la transaction. Les composants “initiateurs” ou
“maˆıtres” et les “targets” ou “esclaves” doivent utiliser la connexion qui leur correspond (fi-
gure 2.5). Les connexions entre composants sont de´crites comme allant d’un “maˆıtre” vers un
“esclave” mais repre´sentent un e´change d’information bilate´ral. Pour la version basique, une
connexion met en jeu deux chemins de donne´es. Le chemin aller est pilote´ par l’initiateur de la
transaction. Le chemin de retour, lui, est pilote´ par la cible de la transaction. Quoi qu’il en soit, la
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repre´sentation courante adopte´e est une connexion simple oriente´e du maˆıtre vers l’esclave. Des
Figure 2.5 – Illustration des connexions par socket en SystemC tlm
Sockets initiator et target connecte´s doivent impe´rativement partager la meˆme interface pour
eˆtre connecte´s. Le designer ne cre´e aucun canal explicitement pour lier un socket maˆıtre et un so-
cket esclave, la liaison se fait de la manie`re suivante : initiator->init socket.bind(target->targ socket);
ou` initiator et target sont respectivement des pointeurs sur les composants SystemC initiateur
et cible des transactions.
Le Payload est la structure qui va servir a` contenir les informations d’une transaction tout
au long de sa dure´e de vie (i.e.,du moment ou` elle de´bute jusqu’a` sa comple´tion). On me´morise
dans le Payload les informations de controˆle et de donne´es de la transaction ainsi que certaines
autres informations relatives a` son statut telles que la phase dans laquelle elle se trouve.
Pour finir, le Protocol est l’entite´ dans laquelle on de´finit le fonctionnement re´el d’une tran-
saction. Les enchaˆınements d’appels aux fonctions de transport de´finis par les interfaces y sont
spe´cifie´s. Plusieurs manie`res de faire sont possibles et cela a donne´ lieu a` plusieurs versions aux
noms qui se veulent repre´sentatifs du niveau d’abstraction mode´lise´. Ainsi, on rencontre dans
la litte´rature les appellations Untimed (UT), Programmers’ View (PV), Programmers’ View
with Timing (PVT), Bit Accurate (BA) ou encore Cycle Accurate (CA). Afin de clarifier tout
cela, la spe´cification tlm introduit deux styles de mode´lisation temporelle : le Loosely Timed
(LT) pour une mode´lisation ayant des performances en temps de simulation remarquables mais
au de´triment de la pre´cision temporelle ; le Approximately Timed (AT) moins rapide que le
premier mais plus re´aliste. Le premier niveau utilise des transports bloquants pour e´viter les
changements de contexte et les DMI (Direct Memory Interface) pour de´coupler la lecture des
instructions par un processeur et les transferts de donne´es. Le second fournit les me´canismes
16 Chapitre 2 : Conception de plates-formes virtuelles pour syste`mes sur puce
pour de´crire les diffe´rentes phases d’une transaction et utilise plutoˆt des transports non blo-
quants pour offrir la possibilite´ aux composants de se resynchroniser sur le temps global de la
simulation.
2.3 MBD : Model-Based Design
La conception dirige´e par les mode`les est une manie`re d’aborder le design de syste`mes
complexes. Elle est utilise´e dans diffe´rents domaines tels que le traitement du signal, les syste`mes
de communication, l’ae´rospatial et meˆme les logiciels embarque´s. Elle se base sur des mode`les
mathe´matiques formellement de´finis et ayant un sens dans un domaine conside´re´. On trouve
cette me´thodologie dans un des premiers livres traitant de la mode´lisation de design en Sys-
temC? sous le nom de MoC (Model of Computation). En particulier, le MoC “DE” (Discrete
Event) y est traite´. Ce dernier englobe le mode`le de calcul utilise´ pour repre´senter du mate´riel
au niveau rtl (mis en œuvre dans les simulateurs e´ve´nementiels de Verilog et VHDL) ainsi
que le niveau tlm si l’on conside`re qu’une transaction peut eˆtre vue comme ayant une date de
de´but, une date de fin et une dure´e.
La communaute´ de l’inge´nierie des mode`les se rapproche de cette philosophie en propo-
sant de se´parer clairement un me´ta-mode`le de son mode`le. Le me´ta-mode`le de´finit les concepts
ne´cessaires a` la description du mode`le lui-meˆme. Il est aussi possible de regrouper diffe´rents
me´ta-mode`les sous un autre me´ta-mode`le plus ge´ne´ral. Cependant, ces repre´sentations restent
centre´es sur la spe´cification de ce qu’il est permis de de´crire (ou non) en termes de structure/-
composition.
C’est l’approche qui a e´te´ adopte´e a` l’Universite´ de Camtabria. Les chercheurs ont de´bute´
par l’imple´mentation de diffe´rents MoCs en SystemC?,?. Ils ont ensuite aborde´ le proble`me du
me´lange de diffe´rents MoCs?, ce qui donna lieu a` un framework? ainsi qu’a` la de´finition de
transformations valides entre diffe´rents MoCs. Profitant de ces expertises, ils se sont ensuite
tourne´s vers des environnements uml notamment dans le projet SATURN dont le but e´tait de
construire une passerelle entre la mode´lisation et la ve´rification/synthe`se de syste`mes embarque´s
de´crits par des mode`les uml (aussi bien le logiciel que le mate´riel).
C’est donc naturellement que s’est impose´ le choix d’e´tudier les possibilite´s permises par ce
genre d’approche dans le domaine de la mode´lisation de syste`mes embarque´s. Nous vous pre´sen-
terons dans la suite de ce chapitre, deux formats issus de cette approche. Nous commencerons
par le standard ip-xact (section 2.4) qui est un format standard de description architecturale. Il
se pose en leader parmi les industriels et be´ne´ficie d’un effort particulier de la part des outilleurs
en terme de compatibilite´. D’autre part, nous pre´senterons le profil uml-marte (section 2.5),
qui est d’origine acade´mique mais d’application industrielle (standardisation internationale omg
(Object Management Group)).
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2.4 IP-Xact
ip-xact est une proposition de standardisation pour un ADL (Architecture Description Lan-
guage) permettant l’assemblage de composants IP (Intellectual Property blocks, souvent d’ori-
gine commerciale et fournis comme boˆıtes noires) au sein d’une plate-forme mate´rielle virtuelle
mode´lisant un Syste`me sur Puce complet. La particularite´ premie`re de ce format est que ces
blocs IPs sont en ge´ne´ral interconnecte´s au moyen de structures de communication (interconnect
fabric) clairement de´finies, meˆme si elles ne sont pas uniques et souvent meˆme commercialement
concurrentes entre elles. On peut citer les bus AMBA de ARM, les bus OCP-IP, en plus des nou-
veaux re´seaux sur puce (Networks On-Chip). Le format ip-xact comporte deux niveaux. Tout
d’abord, un premier niveau ou l’on conside`re la possibilite´ de de´crire et construire les e´le´ments
d’interface et de protocole d’un re´seau d’interconnexion donne´ (qui pourrait ensuite figurer en
bibliothe`que). Et dans un second niveau, on s’assure qu’un nouvel IP propose´ respecte la disci-
pline ip-xact impose´e pour ce protocole, et les interfaces qui en de´coulent. A cette condition le
composant pourra eˆtre facilement inte´gre´ dans toute plate-forme mate´rielle virtuelle base´e sur
la structure d’interconnexion concerne´e. Les interfaces peuvent eˆtre parame´triques (e.g.,un bus
par le nombre d’IPs maˆıtres ou esclaves qui s’y attachent) et e´galement eˆtre annote´es par des in-
formations additionnelles non-fonctionnelles. Ces annotations restent malheureusement souvent
non-standardise´es et de´crites comme extensions particulie`res (vendor extensions). Ce dernier
terme marque bien la finalite´ commerciale du standard, re´sultat de ne´gociations entre socie´te´s
de technologie du domaine au sein du consortium SPIRIT puis par le consortium Accellera, ce
qui fait que le standard (IEEE 1685) manque de certaines qualite´s de clarte´ et d’orthogona-
lite´ des concepts. Re´cemment, le consortium Accellera a lui-meˆme fusionne´ avec l’OSCI (Open
SystemC Initiative), ce qui pourrait augurer d’un alignement entre ip-xact et SystemC.
2.4.1 Pre´sentation ge´ne´rale
ip-xact est donc un standard de´die´ a` la conception, l’inte´gration et la re´utilisation d’IPs en
permettant la configuration automatique et l’inte´gration a` l’aide d’outils industriels. Le standard
ip-xact spe´cifie les re`gles de conformite´ de mode`les de syste`mes e´lectroniques de´crits en xml
(eXtensible Markup Language). Les formes de me´ta-donne´es qui y sont normalise´es comprennent
d’une part les concepts ne´cessaires a` la description d’un mode`le d’architecture tels que les
composants, un design, les interfaces et interconnexions, et d’autre part les chemins d’acce`s
aux fichiers d’imple´mentations (e´crits dans un langage tel que Verilog, VHDL, ou encore Sys-
temC) pour permettre un assemblage automatise´ d’un design. Il inclut de surcroˆıt un ensemble
de sche´mas xml (xsd) et de re`gles de cohe´rence se´mantique (Semantic Coherence Rules) qui
jouent le roˆle de me´ta-mode`le et permettent une validation structurelle d’un design. Ce format
de repre´sentation vise a` rester inde´pendant des outils d’assemblage et du langage de description
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choisis. Il offre donc une vue ge´ne´rique d’un mode`le d’architecture qui peut eˆtre dans l’absolu
importe´/produit dans/par divers outils.
Figure 2.6 – Utilisation du format selon le consortium SPIRIT
La figure 2.6, extraite du standard officiel? donne un aperc¸u de l’utilisation d’un tel format
dans un flot ge´ne´ral plus complet. La partie centrale repre´sente la vue d’un design au format
ip-xact. Celui-ci utilise des de´finitions de composants (partie gauche) dont les interconnexions
sont, elles aussi, de´crites en ip-xact. Des me´canismes permettent de fournir de manie`re ge´ne´rique
des informations concernant des interconnexions (partie basse) complexes telles que les bus
(partie infe´rieure de la figure). Ensuite, toutes ces descriptions peuvent eˆtre lie´es a` des outils
de ge´ne´ration (partie droite) par l’interme´diaire d’une interface standardise´e (partie droite de
la figure).
2.4.2 Description du format
Le format ip-xact contient sept types de mode`les. Les re`gles de construction syntaxiques
de chacun sont spe´cifie´es en xsd (xml Schematic Description). Plutoˆt que les sche´mas xsd du
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standard, nous avons pre´fe´re´ retenir une me´ta-mode´lisation plus proche d’uml. Les diagrammes
pre´sente´s sont extraits de la the`se d’Aamir Mehmood Khan?. Au pre´alable nous e´nume´rons les
sept types de description et leur roˆle :
– bus definition description pour les types d’un bus ;
– abstraction definition description pour la repre´sentation plus de´taille´e d’un bus ;
– component description pour la structure d’un composant ;
– design description pour les syste`mes et sous-syste`mes ;
– abstractor description pour des adaptations entre diffe´rentes interfaces ;
– generator chain description pour la partie ge´ne´ration de l’assemblage ;
– design configuration description pour des informations comple´mentaires la generator chain
ou la design description.
Dans cette section, nous nous concentrons sur les concepts essentiels a` la construction d’un
mode`le de design. La figure 2.7 donne un aperc¸u global des paquetages ip-xact ne´cessaires ainsi
que leurs inter-de´pendances. Chacun de ces paquetages correspond a` un concept diffe´rent d’ip-
xact. Le paquetage Component contient les e´le´ments qui de´crivent la structure d’un composant
(ou “IP”). Il est e´troitement lie´ aux informations contenues dans les paquetages BusDefinition
et AbstractionDefinition. Le paquetage BusDefinition donne les informations de base concernant un
bus de communication utilise´ par le syste`me, alors que l’AbstractionDefinition donne des informa-
tions relatives au niveau d’abstraction de communication utilise´ (i.e.,tlm, rtl). Le paquetage
Abstractor contient les e´le´ments ne´cessaires a` la cre´ation/se´lection de passerelles de communi-
cations entre diffe´rents composants ip-xact de´crits a` diffe´rents niveaux d’abstraction. Il de´crit
en particulier comment un port transactionnel regroupe un ensemble de ports de base (rtl)
repre´sentant les signalisations ne´cessaires a` la transaction. Enfin, le paquetage Design contient
les divers e´le´ments de mode`le permettant de manipuler, re´fe´rencer et instancier les composants
utilise´s pour l’e´laboration d’un syste`me.
Des proprie´te´s fonctionnelles et extra-fonctionnelles peuvent eˆtre inte´gre´es dans une de´fi-
nition de composant ou d’un design en utilisant ce qu’on appelle des vendor extensions. Le
format et le type d’information contenu dans une vendor extension proprie´taire ne font pas
partie de la norme. Ces informations ne peuvent donc pas eˆtre partage´es entre diffe´rents outils
et fournisseurs sans l’imple´mentation du me´canisme de reconnaissance et d’interpre´tation spe´-
cifique. Cela empeˆche l’inte´gration des IPs de´veloppe´es a` la main ou au travers des diffe´rents
outils disponibles. Une autre limitation, mise en e´vidence dans la the`se de Se´bastien Revol?, est
l’absence de me´canisme permettant de ge´rer facilement les structures re´pe´titives comme pour
des tableaux de registres ou d’instances d’un composant. Ces limitations et d’autres qui seront
re´ve´le´es dans la description de´taille´e d’ip-xact nous incitent a` penser que les formalismes de
de´finition plus ge´ne´riques tels que ceux qu’on trouve en uml pourraient eˆtre utiles.
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Figure 2.7 – Aperc¸u du me´ta-mode`le ip-xact
Composant En ip-xact, un processeur, un pe´riphe´rique, un e´le´ment de stockage, un bus, tous
sont des composants. En ge´ne´ral, les composants peuvent eˆtre statiques ou configurables. Les
composants statiques ne peuvent pas eˆtre modifie´s mais seulement instancie´s. En revanche les
composants configurables peuvent ne´cessiter un parame´trage lors de leur instanciation. Contrai-
rement a` d’autres mode`les de composants, ip-xact ne permet pas d’inte´grer directement un com-
posant dans un autre. Pour mode´liser une hie´rachie il faut passer par un design (voir page 22).
La figure 2.8 montre une vue simplifie´e du me´ta-mode`le Component. Un composant peut
posse´der de nombreuses proprie´te´s dont des interfaces, des descriptions d’espace me´moire et
indirectement des ports physiques. Il contient e´galement des re´fe´rences aux descritions de son
comportement. La seule proprie´te´ obligatoire est son identificateur unique (identifiant vlnv pour
Vendor, Library, Name, Version) qui permet de le re´fe´rencer.
Les interfaces Les ports qui participent a` un meˆme protocole de communication sont regroupe´s
sous le concept de Bus Interface. Les attributs d’une interface de bus sont spe´cifie´s dans deux
me´ta-classes distinctes mais comple´mentaires : BusDefinition et BusAbstraction. Le concept de
Bus Interface introduit une vision abstraite des communications avec l’introduction des ports
logiques.
La de´finition de bus L’e´le´ment busDefinition de´crit les attributs de haut niveau des inter-
faces connecte´es a` un bus ou re´seau. Il de´finit les informations structurelles associe´es a` un
type de bus, inde´pendant du niveau d’abstraction, comme le nombre maximum de maˆıtres et
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Figure 2.8 – Me´ta-mode`le de composants IP-Xact
d’esclaves admis sur le bus. Une variable boole´enne directConnection obligatoire pre´cise quelles
connexions sont autorise´es. Une valeur vraie spe´cifie que ces interfaces peuvent eˆtre connec-
te´es directement d’un maˆıtre a` un esclave alors qu’une valeur fausse indique que la connexion
ne peut se faire que vers un miroir de l’interface conside´re´e. Le dernier boole´en obligatoire
est la variable isAddressable qui spe´cifie, si elle est a` vrai, que le bus posse`de des informations
d’adressage me´moire. ip-xact fournit e´galement un me´canisme visant a` e´tendre ces de´finitions
de bus. L’extension d’une de´finition de bus permet la de´finition des re`gles de compatibilite´ avec
les bus existants. Par exemple, la de´finition d’un bus AHB (Advanced High-performance Bus)
peut e´tendre la de´finition de sa version simplifie´e l’AHBlite. Une faiblesse notoire de ce type
d’extension est de ne pas s’appuyer sur la ge´ne´ralisation/spe´cialisation que l’on rencontre dans
les mode`les de classes. La notion d’he´ritage n’est pas supporte´e en ip-xact.
La de´finition d’abstraction L’AbstractionDefinition de´crit les aspects de bas niveau d’un bus.
Une AbstractionDefinition donne des attributs plus pre´cis pour une de´finition de bus donne´. Il
peut y avoir plusieurs de´finitions d’abstraction pour la de´finition d’un meˆme bus, par exemple
une pour la version rtl et une autre pour la version tlm. Une AbstractionDefinition doit contenir
deux e´le´ments obligatoires, son busType et ses ports. L’attribut busType donne la re´fe´rence au
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BusDefinition pour lequel cette AbstractionDefinition est de´finie. Comme pour busDefinition, une
AbstractionDefinition peut e´tendre une autre AbstractionDefinition modulo certaines contraintes.
L’AbstractionDefinition peut e´tendre ou modifier la de´finition de ports logiques (a` ne pas confondre
avec les ports physiques que posse`de un composant), en ajouter de nouveaux, ou en rendre
certains ille´gaux.
Le design Un design IP-XACT est un assemblage d’objets composant. Il repre´sente un syste`me
ou un sous-syste`me de´finissant l’ensemble des instances de composants et leurs interconnexions,
(figure 2.9). Les interconnexions peuvent eˆtre entre interfaces ou entre ports de composants. Les
instances de composants re´fe´rencent leur description ge´ne´rique. Comme ces e´le´ments du design
sont des sous-syste`mes potentiellement parame´tre´s, ils peuvent eˆtre configure´s pour re´pondre
aux besoins spe´cifiques du design. Ces valeurs de configuration sont spe´cifie´es a` l’aide d’e´le´ments
configurableElementValues (re´fe´rence´s par les instances de composants). Le concepteur peut alors
connecter les composants en utilisant diffe´rents types d’e´le´ments de connexion. Les diffe´rents
types de connexions possibles sont l’Interconnection, MonitorInterconnection, AdHocInterconnection et
HierConnection. L’Interconnection est une simple connexion point a` point entre Bus Interfaces de
deux composantes compatibles. Elle est par conse´quent la plus utilise´e pour la connexion de
composants dans un design pourvu d’un bus de communication. Cependant, sa nature point a`
point lui interdit tout broadcast d’informations a` des cibles multiples. Le MonitorInterconnection
est un type spe´cial d’interconnexion qui spe´cifie la connexion entre une interface et une liste d’in-
terfaces de supervision/monitorage. L’AdHocConnection relie deux ports directement, les ports
de type wire mais aussi les ports transactionnels, sans l’aide d’une interface de bus. Il peut
aussi connecter des ports (internes) d’instance de composants contenus dans un composant aux
ports (externes) de ce dernier dans le cas d’un composant hie´rarchique. Enfin, les connexions
hie´rarchiques (HierConnection) connectent des composants provenant de diffe´rents niveaux hie´-
rarchiques au travers d’une interface de bus.
Les Abstracteurs L’Abstractor est l’e´le´ment ip-xact de plus haut niveau qui soit inclus dans le
format. Il est utilise´ pour adapter les communications entre deux types d’interfaces de bus ayant
un niveau d’abstraction diffe´rent et partageant les meˆmes types de bus. Des designs contenant
des composants de´crits a` diffe´rents niveaux doivent contenir ce type d’e´le´ments. Un abstracteur
contient deux interfaces, qui doivent eˆtre la de´finition du bus et les de´finitions d’abstraction des
diffe´rents niveaux. Contrairement a` un composant, un abstracteur n’est pas re´fe´rence´ a` partir
d’un design, mais plutoˆt re´fe´rence´ par une configuration d’un design. L’e´le´ment de mode`le
abstracteur ressemble beaucoup a` une interface de bus.
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Figure 2.9 – Me´ta-mode`le de design IP-Xact
2.5 Le profil UML-Marte
marte? (Modeling and Analysis of Real-Time and Embedded) est un profil uml qui a pour
but de permettre la mode´lisation et l’analyse de syste`mes temps re´el embarque´s. marte rem-
place et e´tend le profil uml Schedulability, Performance and Time (SPT?). marte traite de
nouvelles exigences telles que la spe´cification des mode`les logiciels et mate´riels, la se´paration
entre mode`les abstraits d’applications et plates-formes d’exe´cution, la mode´lisation de l’allo-
cation d’un mode`le d’application sur un mode`le de plate-forme, ainsi que la mode´lisation de
diffe´rentes notions de temps et de proprie´te´s extra-fonctionnelles. Il he´rite de plusieurs aspects
uml (tels que les composants pour la conception structurale, les FSMs hie´rarchiques et des data-
flow graphs pour les comportements). Il fournit, de plus, des fonctions d’annotation standard
(appele´es “ste´re´otypes”) pour repre´senter les proprie´te´s fonctionnelles et extra-fonctionnelles,
ainsi que des moyens pour en introduire de nouvelles. En conse´quence, une spe´cialisation plus
pousse´e de marte permettrait l’encodage des notions ip-xact telle que VendorExtension, mais
cette fois de manie`re publiquement accessible et interpre´table. Les me´thodes issues de l’in-
ge´nierie des mode`les concernant les transformations de mode`le devraient ensuite permettre a`
l’information pertinente d’eˆtre redirige´e vers n’importe quel outil proprie´taire capable de com-
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prendre ce format public. Par ailleurs, marte inte`gre un mode`le de temps logique? permettant
la description de contraintes lie´es a` diffe´rentes vues d’un mode`le comme le timing, la se´curite´
ou encore la consommation et e´ventuellement une me´thode assiste´e de raffinement entre diffe´-
rents niveaux de repre´sentation de mode`les?. La mode´lisation des structures re´pe´titives (RSM)
de´finie dans le profil standard uml marte simplifie e´galement la repre´sentation de structures
parame´trables complexes.
2.5.1 Description de l’aspect structurel
La figure 2.10 repre´sente une vue d’ensemble du profil marte qui est compose´ de trois
paquetages principaux. Le premier de´finit les concepts fondamentaux utilise´s dans le domaine
temps re´el embarque´. Ces concepts sont spe´cialise´s dans les deux autres paquetages de mo-
de´lisation et d’analyse des syste`mes temps re´el embarque´s. Le deuxie`me paquetage concerne
la conception dirige´e par les mode`les. Il fournit des mode`les de haut niveau permettant de
spe´cifier les caracte´ristiques temporelles et embarque´es d’applications. Le troisie`me paquetage
fournit une base ge´ne´rique pour l’analyse de performance.
MARTE domain model
MARTEFoundations
MARTEDesignModel MARTEAnalysisModel
CoreElements
Non Functional Properties
Time
Generic Resource Modeling
Allocations
inludes
  Software Resource Modeling
Hardware Resource Modeling
Figure 2.10 – Le profil Marte
Le concept central concernant les ressources est introduit dans le paquetage GenericResource
Modeling (GRM) de marte. Une ressource repre´sente une entite´ physique ou logique persistante
qui offre un ou plusieurs services. Une ressource est un classeur au sens uml dote´ d’un compor-
tement. Un classeur de´crit un ensemble d’objets. Un objet est une entite´ spe´cifique posse´dant un
e´tat et des relations avec d’autres objets. C’est pourquoi un classeur de´crit un ensemble d’ins-
tances qui ont des proprie´te´s communes. Un classeur est une me´ta-classe abstraite. On ne peut
l’instancier directement, seules ses spe´cialisations sont instanciables. De plus, un ResourceService
est le comportement que l’on peut associer a` une ressource. La figure 2.11 donne un aperc¸u de
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la vue de domaine de ces diffe´rents concepts. Deux ste´re´otypes sont de´finis, Resource et GrService,
pour repre´senter les deux concepts indique´s.
ResourceInstance Resource
0..*
owner
0..1
ownedElement
1..*0..*
instance type
ResourceServiceExecution
0..*
1context
exeServices
ResourceService
1..*0..*
instance type
1..*
1context
pServices
Object concern Classifier concern
Figure 2.11 – Vue de domaine du paquetage GRM
Plusieurs types de Ressources pre´de´finies sont propose´es dans marte comme les Computing
Resource, StorageResource, CommunicationResource et TimingResource. Parmi celles-ci, deux types par-
ticuliers de ressources de communication sont de´finis : les CommunicationMedia et Communication
EndPoint. Le CommunicationEndPoint est le point de connexion sur lequel est raccorde´ un me´dia
de communication. Les services associe´s a` ce point de connexion sont des envois/re´ceptions de
donne´es.
Pour la spe´cification d’une structure, marte enrichit les concepts de´finis dans les structures
composites uml. Par exemple, la me´ta-classe uml Port a e´te´ e´tendue en deux ste´re´otypes :
FlowPort et ClientServerPort. Les Flow Ports sont des points d’interaction d’un mode`le aux tra-
vers desquels l’information passe. La direction du flot est spe´cifie´e par un me´ta-attribut de
direction de flot. Les valeurs possibles de cet attribut sont in, out ou inout (entre´e, sortie ou
bi-directionnel). Les Client Server Ports ont e´te´ introduits pour faciliter l’utilisation des ports
uml. Ils contiennent un me´ta-attribut clientSeverKind qui permet de pre´ciser si le port en ques-
tion fournit et/ou exige certaines ope´rations. Ces deux types de ports peuvent eˆtre utiles pour
repre´senter les e´changes de donne´es au niveau rtl (FlowPort) et niveau tlm (ClientServerPort).
En ce qui concerne l’allocation, deux types sont disponibles en marte. Le premier type
d’allocation lie une description fonctionnelle d’une application a` des ressources mate´rielles dis-
ponibles. Cette allocation conside`re a` la fois la distribution spatiale d’un application sur diffe´-
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rents composants ainsi que ses aspects d’ordonnancement temporel. Le second type d’allocation
est de type raffinement. Il permet de naviguer entre les diffe´rents niveaux de description d’un
mode`le unique.
Le paquetage Detailed Resource Modeling (DRM) spe´cialise les concepts pre´ce´demment e´non-
ce´s dans ses deux sous-paquetages : SoftwareResourceModeling (SRM) et HardwareResourceModeling
(HRM). Nous ne traitons que de structure dans la suite du manuscrit, c’est pourquoi nous ne
de´taillons pas ici le paquetage relatif au logiciel. Le paquetage relatif au mate´riel spe´cialise la
Resource en HwResource. Une telle ressource fournit au moins un ResourceService et peut ne´cessiter
des services issus d’autres ressources. Une HwResource est hie´rarchique et peut donc contenir
d’autres HwResources. C’est donc la brique de base repre´sentant le composant en marte et elle
peut eˆtre encore spe´cialise´e en diffe´rents types tels que les processeurs, me´moires et autres.
2.5.2 Le mode`le de temps et CCSL
L’Allocation et les Resources se re´fe´rent au mode`le de temps de´fini dans le paquetage Time
de marte. Une pre´sentation simplifie´e de ce mode`le et de ses usages est disponible en franc¸ais?.
marte introduit avec ce paquetage deux mode`les distincts appele´s temps chronome´trique et
temps logique. Le premier remplace le mode`le de temps du profil SPT? et les valeurs de temps
sont exprime´es en unite´s de temps classiques (seconde, minute). Le second peut «compter» le
temps en “tics”, cycles, ou toute autre unite´. En fait, tout e´ve´nement peut de´finir une horloge
logique qui tique a` chaque occurrence de l’e´ve´nement. Ainsi, le temps logique se concentre sur
l’ordre des instants, et non pas sur la dure´e physique entre instants. Une autre caracte´ristique
remarquable du mode`le de temps de marte est la possibilite´ de pouvoir exprimer un temps
multi-horloges, ne´cessaire pour traiter des syste`mes embarque´s distribue´s.
En fait, ce mode`le de temps est un ensemble de bases de temps, une base de temps e´tant un
ensemble ordonne´ d’instants. Les instants des diffe´rentes bases peuvent eˆtre lie´s par les relations
(co¨ıncidence ou pre´ce´dence), si bien que les bases de temps ne sont plus inde´pendantes. Il en
re´sulte que les instants sont partiellement ordonne´s. Cette organisation partielle des instants
caracte´rise la structure temporelle de l’application. Ce mode`le de temps permet alors de ve´rifier
le bon fonctionnement logique d’une l’application.
Une horloge est l’e´le´ment de mode`le qui donne acce`s aux instants d’une base de temps. Une
ClockConstraint (ou contrainte d’horloges) impose des de´pendances entre des instants de bases de
temps diffe´rentes. Des structures temporelles complexes et les proprie´te´s qui les lient peuvent
eˆtre spe´cifie´es par une utilisation combine´e d’horloges et de contraintes d’horloge.
marte introduit e´galement la notion de TimedElement. Un TimedElement associe au moins une
horloge avec un e´le´ment de mode`le. Cette association enrichit la se´mantique de l’e´le´ment avec
les aspects temporels. Ainsi, une TimedValueSpecification renvoie ne´cessairement a` des horloges.
Un TimedEvent est un e´ve´nement dont les occurrences sont explicitement lie´s a` une horloge. Un
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TimedProcessing repre´sente une activite´ qui a un de´but, une fin et une dure´e explicitement lie´s a`
des horloges. Le ste´re´otype TimedProcessing peut eˆtre applique´e a` l’Action, au Behavior et meˆme
au Message d’uml.
ccsl? (Clock Constraint Specification Language) est le langage formel de spe´cification de
contraintes d’horloges.
Une horloge est de´finie comme un ensemble totalement ordonne´ d’instant. Une spe´cification
ccsl est un ensemble d’horloges plus un ensemble de relations entre instants. Trois relations
binaires fondamentales entre instants sont de´finies :
– La pre´ce´dence stricte (≺) : Pour chaque instant i et j, i ≺ j signifie que les seules
e´volutions acceptables sont celles ou` i arrive strictement avant j
– La co¨ıncidence (≡) : i ≡ j imposes que les instants i et j se produisent en co¨ıncidence. Si
l’un se produit alors l’autre aussi, sinon ni l’un ni l’autre ne se produisent.
– L’exclusion (#) : i # j interdit que deux instants soient co¨ıncidents , ils ne peuvent arriver
en meˆme temps.
Une quatrie`me relation entre instants, pre´ce´dence non stricte (4), est de´rive´e des pre´ce´-
dentes : 4 , ≺ ∪ ≡. Des relations entre horloges sont alors construites a` partir des relations
e´le´mentaires entre instants. Nous pre´sentons ici seulement une partie de ces relations mais le
lecteur peut se re´fe´rer a` un rapport de recherche ? pour une description plus comple`te. Pour
une horloge discre`te c, on notera c[k] son ke instant. Afin de diffe´rencier les ope´rateurs entre
instants et ceux entre horloges, nous noterons ces derniers dans des boˆıtes.
– La co¨ıncidence, note´e = est une relation synchrone forte qui impose la co¨ıncidence
des instants par paires :
a = b ssi ∀k ∈ N?, a[k] ≡ b[k]
– L’exclusion, note´e # impose que deux horloges n’aient aucun instant en co¨ıncidence :
a # b ssi ∀j, k ∈ N?, a[j] # b[k]
– La pre´ce´dence stricte, note´e ≺ est une contrainte asynchrone qui impose que le ke
instant de l’horloge a` gauche de l’ope´rateur pre´ce`de toujours le ke instant de l’horloge de
droite :
a ≺ b ssi ∀k ∈ N?, a[k] ≺ b[k]
– La pre´ce´dence faible, note´e 4 est une version affaiblie de la pre´ce´dence stricte. Le
ke instant de l’horloge de gauche pre´ce`de toujours ou bien co¨ıncide avec le ke instant de
28 Chapitre 2 : Conception de plates-formes virtuelles pour syste`mes sur puce
l’horloge de droite :
a 4 b ssi ∀k ∈ N?, a[k] 4 b[k]
– L’alternance stricte, note´e ∼ est de´rive´e des relations de pre´ce´dence stricte :
a ∼ b ssi ∀k ∈ N?, a[k] ≺ b[k] ≺ a[k + 1]
– L’alternance faible, note´e ' est de´rive´e des relations de pre´ce´dence faible :
a ' b ssi ∀k ∈ N?, a[k] 4 b[k] 4 a[k + 1]
ccsl de´finit aussi des expressions d’horloges (clock expressions). Une expression d’horloges
de´finit une nouvelle horloge a` partir d’autres horloges. Voici un aperc¸u de celles utilise´es dans
cette the`se :
– L’union, note´ +, cre´e une nouvelle horloge qui tique chaque fois qu’un de ces deux ope´-
randes tique. Pour faciliter la lecture, nous conside´rons par la suite que
(2.1)
⋃
i=1..M
Sigi = (Sig1 + Sig2 + ...+ SigM )
– Le minus, note´ −, cre´e une nouvelle horloge qui ne tique que lorsque son ope´rande de
gauche tique sans que son ope´rande de droite ne tique.
– L’intersection, note´e ∗, cre´e une nouvelle horloge qui tique chaque fois que ses deux
ope´randes tiquent en co¨ıncidence.
Ce sous-ensemble de relations et expressions entre horloges est suffisant pour de´crire, dans
le cadre de cette the`se, diffe´rents types de protocoles et proprie´te´s associe´es a` un composant.
2.5.3 Simulation de spe´cification CCSL
Une spe´cification ccsl est une conjonction de contraintes d’horloges logiques. Elle limite les
e´volutions du syste`me. Afin de pouvoir simuler une des e´volutions autorise´es par la spe´cification,
celle-ci est traduite en une formule propositionnelle de´pendante de la configuration du syste`me
a` l’instant (logique) courant. Pour cela, chaque horloge de la spe´cification est associe´e a` une
variable propositionnelle. Chaque relation ou expression est convertie en clauses portant sur
ces variables en prenant en compte la configuration courante du syste`me. La conjonction de
toutes ces clauses permet ainsi d’obtenir la formule propositionnelle de l’instant logique. Toute
valuation des variables propositionnelles qui satisfait la formule de l’instant, excepte´ la valuation
qui affecte faux a` toutes les variables, est une solution acceptable vis-a`-vis de la spe´cification
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ccsl. Le choix d’une des solutions acceptables de´termine la configuration du syste`me a` l’instant
logique suivant. L’interpre´tation d’une solution est simple : une horloge logique tique si et
seulement si la variable associe´e est a` vrai dans la solution choisie.
Remarque Si la seule solution qui satisfait la formule de l’instant est la solution dans laquelle
toutes les variables sont a` faux, alors aucune e´volution n’est possible (deadlock). On ne peut
plus satisfaire aux contraintes impose´es.
L’outils TimeSquare tstool de´veloppe´ au sein de l’e´quipe INRIA AOSTE permet de ge´ne´rer
des traces d’exe´cutions conforment a` une spe´cification ccsl. Il produit un fichier contenant
les relations liants les instants d’activations des horloges conforme´ment aux e´quations de la
spe´cification qu’on lui fournit en entre´e. Il est alors possible de visualiser ces traces sous la forme
d’un chronogramme directement dans l’outil ou a` l’aide d’un afficheur de “waveform” classique.
La figure 2.12 donne un aperc¸u d’une telle visualisation pour une spe´cification contenant une
simple pre´ce´dence faible entre deux horloges. L’avance du temps logique se fait de la gauche
vers la droite et chaque “cre´neau” y repre´sente l’activation de l’horloge qui e´tiquette la ligne. Les
fle`ches en pointille´s repre´sentent les relations de pre´ce´dence entre instants logiques des diverses
horloges.
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Figure 2.12 – Relation de pre´ce´dence faible
2.6 Bilan et objectifs
Dans la section 2.2, nous avons analyse´ les possibilite´s de mode´lisation de la librairie Sys-
temC. Cette librairie comporte tous les ingre´dients ne´cessaires a` la description architecturale
d’une plate-forme a` diffe´rents niveaux. Elle permet de plus, de re´aliser des simulations de ces
diffe´rents niveaux parfois meˆme entremeˆle´s afin de ve´rifier par l’observation le comportement
global d’un design. Cependant, la structure d’un design est pour cela encode´e en c++ rendant
complexes son interpre´tation et son utilisation par des outils d’analyse. De plus, le simulateur
inte´gre´ a` la librairie SystemC peut poser des proble`mes de mode´lisation fide`le d’e´volutions
concurrentes. Tout ceci nous a amene´ a` conside´rer d’autres manie`res de repre´senter ces infor-
mations, dans d’autres environnements permettant de s’affranchir des proble`mes mentionne´s.
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Dans la section 2.4 nous avons pre´sente´ le format ip-xact. Il permet la description de sys-
te`mes d’un point de vue architectural et offre des possibilite´s d’assemblage automatique de
plates-formes et cela sous forme de mode`le conforme aux spe´cifications permises dans le stan-
dard. Le concept d’abstraction de communication (Bus Interface) est une innovation inte´res-
sante. Le point faible de ce format reste son manque de me´canismes pour repre´senter des com-
portements. Il n’en reste pas moins un bon candidat en tant qu’ADL (Architecture Description
Language) de par son format ouvert et sa large diffusion au sein des outils industriels.
La section 2.5 s’est inte´resse´e au profil uml-marte. Il be´ne´ficie de la puissance de mode´lisa-
tion d’uml et permet donc une approche dirige´e par les mode`les (Model Driven Engineering).
Il de´finit les concepts ne´cessaires a` la mode´lisation mate´rielle permettant de de´crire la struc-
ture d’une plate-forme. Il inte`gre de plus une partie comportementale permettant de de´crire
les e´volutions possibles d’un syste`me. Dans une certaine mesure, le paralle´lisme explicite d’un
syste`me peut eˆtre identifie´ par la structure de son design. De plus, ce meˆme me´canisme peut
eˆtre utilise´ pour enrichir un mode`le par l’ajout de proprie´te´s non-fonctionnelles a` un certain
niveau de repre´sentation et ainsi raffiner/pre´ciser le mode`le conside´re´.
Comme de´ja` e´nonce´ dans l’introduction de cette the`se, nous traiterons dans le chapitre 3,
de la re´alisation d’un passerelle entre SystemC et ip-xact. Un mode`le ainsi extrait pourra
alors eˆtre transforme´ dans un mode`le marte. Le chapitre 4 pre´sentera des possibilite´s du profil
uml-marte et son mode`le de temps.
SystemC IP-Xact
UML-MARTE
Transformations
de modèle
existantes
Extraction
de modèle
structurel
Ajout
d'annotations
Chapitre 3
Chapitre 4
Figure 2.13 – Relations entre formats/mode`les
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Chapitre 3
Extraction de mode`le structurel
SystemC et exportation en IP-Xact
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3.1 Introduction
Il existe une ambigu¨ıte´ (ou du moins un flou se´mantique) sur l’utilisation du mot “mode`le”
dans la domaine de la conception au niveau ESL (Electronic System Level) des syste`mes sur
puce. Alors qu’aux niveaux infe´rieurs (e´lectroniques et logiques) les circuits mate´riels be´ne´ficient
de mode`les physiques et mathe´matiques clairs, le niveau d’abstraction dit tlm (Transaction-
level modeling) est surtout base´ sur des programmes et des bibliothe`ques, ces dernie`res four-
nissant des modes de simulation base´s sur des e´ve´nements discrets temporise´s. En ce sens
les mode`les sont des mode`les de programmation, disciplines avec lesquelles le programmeur
doit composer pour cre´er un programme dont le comportement soit pre´visible. Une alternative
a` cette approche est le recours a` des mode`les dont la se´mantique formelle est explicitement
de´finie. Les mode`les sont alors plus directement analysables par des techniques et me´thodes
formelles. Devant cet e´tat de fait, il nous a semble´ inte´ressant et utile de conside´rer comment
un programme SystemC (un mode`le de calcul de´crit en langage de programmation) pouvait
eˆtre converti en un mode`le plus facilement analysable (plus formel). L’approche privile´gie´e est
d’extraire la structure et la topologie des composants et de leur interconnexions. Ulte´rieure-
ment, ces programmes/mode`les peuvent eˆtre assemble´s au sein d’une plate-forme virtuelle. On
peut aussi vouloir comple´ter cette vision mode`le de la structure du programme en y annotant
des informations additionnelles dans des domaines extra-fonctionnels. Nous nous concentrons
donc dans ce chapitre sur l’extraction d’un mode`le structurel d’interfaces et d’interconnexions
entre composants, en partant d’un design SystemC rtl ou tlm. Ce mode`le est ensuite traduit
en une repre´sentation ip-xact.
Ce chapitre traite de transformation effective de mode`les (SystemC vers ip-xact). Nous y
exposons les difficulte´s rencontre´es et les solutions apporte´es. La section 3.2 pre´sente les outils
et mode`les connexes conside´re´s lors de la construction d’une telle passerelle. La section 3.3
de´crit les options de conception retenues nous conduisant a` la re´alisation de l’outil SCiPX
(section3.4). La section 3.5 e´value cet outil au travers d’exemples de designs et tire un bilan des
possibilite´s de l’outil.
3.1.1 Difficulte´s et limites des approches statiques et dynamiques
Comme de´ja` indique´ dans la section 2.2, SystemC est une bibliothe`que c++. La description
d’un design a` l’aide de celui-ci vient avec tous les avantages que peut amener c++ en terme de
modularite´ potentielle ainsi que la large disponibilite´ d’outils et environnements informatiques
de de´veloppement (compilateurs, de´bugger). Cependant, l’extraction d’informations d’un code
SystemC paˆtit de toute la complexite´ qu’engendre l’analyse syntaxique d’un programme c++.
Extraire les informations d’un design de´crit en SystemC ne´cessite dans l’absolu de re´e´crire
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Figure 3.1 – Design simple
un analyseur syntaxique base´ sur le langage c++, mais pas seulement. Un design de´crit en
SystemC peut profiter des facilite´s de de´clarations dynamiques permises en c++. Toutefois,
la compilation du programme SystemC/c++ perd certaines informations durant la traduction
en langage machine. Lors de son exe´cution, il passe par une phase d’e´laboration qui se charge
d’instancier le design avant de commencer une simulation. Le design sera fige´ dans sa topologie
et sa structure d’interconnexion pour les communications de`s lors que le programme atteindra
la fin de cette phase.
Conforme´ment aux divers travaux de´ja` e´xistant (de´taille´s en section 3.2.2), nous ferons donc
par la suite la distinction entre deux types d’approches pour l’analyse d’un code SystemC. La
premie`re est une approche dite statique, base´e sur l’analyse syntaxique d’un programme avant la
phase de compilation. Celle-ci analysera le code SystemC/c++ vierge de toute modification. Les
informations extraites seront proches de la vision qu’a le designer de son mode`le. La deuxie`me
approche est dite dynamique et tente d’extraire les informations post-compilation. Elle exe´cute
la phase d’e´laboration afin de re´cupe´rer la hie´rarchie des composants instancie´s. Cette approche
serait parfaite si l’on ne souhaite avoir qu’une vue topologique d’un design. Cependant, la perte
d’information de´ja` mentionne´e due a` la compilation du programme SystemC rend impossible
la distinction entre diffe´rents d’objets de meˆme type.
Une compilation en mode debug permettrait de conserver la table de tous les symboles du
programme compile´. Mais l’interpre´tation de celle-ci demanderait a` nouveau de re´e´crire des
morceaux du compilateur afin de pouvoir faire remonter ces informations, alors que celles-ci
sont disponibles par une analyse statique du code. Nous allons illustrer sur un exemple simple
la nature des difficulte´s rencontre´es pour chaque approche.
3.1.2 Illustration de ces difficulte´s
L’exemple simpliste de la figure 3.1 illustre en partie ces difficulte´s. c1, c2 sont deux compo-
sants, respectivement des instances de M1 et M2. p1, p2, p1’, p2’ sont des ports de meˆme type T1.
p1 est connecte´ a` p1’ au travers du canal channel1 ; p2 est relie´ a` p2’ au travers du canal channel2.
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Le code SystemC correspondant peut eˆtre celui de´crit dans le listing 3.1.
Listing 3.1 – Design simple en SystemC
1 #inc lude <systemc . h>
2 #inc lude <iostream>
3
4 SC MODULE(M1){
5 sc in<T1> p1 m1 ;
6 s c in<T1> p2 m1 ;
7 SC CTOR(M1){}
8 } ;
9
10 SC MODULE(M2){
11 sc out<T1> p1 m2 ;
12 sc out<T1> p2 m2 ;
13 SC CTOR(M2){}
14 } ;
15
16 // //////////////////////////////////////
17 // main
18 // //////////////////////////////////////
19
20 i n t sc main ( i n t argc , char ∗∗ argv ){
21 M1 c1 ( ”c1 ” ) ;
22 M2 c2 ( ”c2 ” ) ;
23 s c s i g n a l<T1> s1 ;
24 s c s i g n a l<T1> s2 ;
25 c1 . p1 m1 ( s1 ) ;
26 c1 . p2 m1 ( s2 ) ;
27 c2 . p1 m2 ( s1 ) ;
28 c2 . p2 m2 ( s2 ) ;
29 s c s t a r t ( ) ;
30 return 0 ;}
Une analyse syntaxique du code nous permet de retrouver la topologie des composants M1
et M2. Effectivement, tous leurs ports e´tant de´clare´s de manie`re statique, leur identification
reste relativement simple. Leur interconnexion ne peut eˆtre retrouve´e sans interpre´tation du
contenu du sc main (meˆme si dans le cas pre´sent il ne s’agit que d’une simple association si-
gnal/port). De la meˆme manie`re, le nom des composants (i.e.,“c1” et “c2” passe´s en parame`tre
des constructeurs des instances c1 et c2) ne peut eˆtre retrouve´ aise´ment. Dans le meilleur des
cas, toutes ces informations sont statiquement de´finies avant l’exe´cution de la phase d’e´labora-
tion du programme SystemC. Mais rien n’empeˆche un programmeur de vouloir passer certains
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parame`tres a` l’exe´cution. Si tel est le cas, une analyse syntaxique ne peut re´cupe´rer que des
informations incomple`tes sur le design final. Par une analyse syntaxique, on peut cependant
re´cupe´rer facilement les types et noms des attributs de toutes les classes et structures a` partir
du moment ou` ces informations sont de´finies de manie`re statique. Si l’on remplace la de´claration
du composant M1 par le code de´crit dans le listing 3.2 ainsi que les “.” par des “->” aux lignes
25 et 28 du listing 3.1, le design reste inchange´ mais cela rend l’analyse statique du code un
peu plus complexe. Il faut alors interpre´ter le contenu du constructeur du module M1 afin de
pouvoir de´terminer que les deux pointeurs de ports sont re´ellement utilise´s.
Listing 3.2 – De´claration alternative du composant M1
1 SC MODULE(M1){
2 sc in<T1> ∗ p1 m1 ;
3 s c in<T1> ∗ p2 m1 ;
4 SC CTOR(M1){
5 p1 m1= new s c in<T1>;
6 p2 m1= new s c in<T1>;
7 }
8 } ;
Si a` cela on ajoute dans le sc main un me´canisme permettant a` l’utilisateur de pouvoir choisir
a` l’exe´cution les connexions entre les diffe´rents ports, l’analyse syntaxique (sans interpre´tation
abstraite) de code devient alors totalement impuissante en ce qui concerne l’extraction de la
hie´rarchie du design.
Une analyse dynamique (a` l’exe´cution) est capable de re´cupe´rer les instances de composants
et leurs instances de ports, ainsi que le lien entre les ports graˆce aux API propose´es par la
bibliothe`que SystemC. Un parcours des objets cre´e´s durant la phase d’e´laboration permet de
re´cupe´rer la hie´rarchie comple`te du design sous la forme d’un arbre. Les deux de´clarations
pre´ce´dentes sont vues quasiment de la meˆme fac¸on, a` une diffe´rence pre`s : les ports de´clare´s
comme dans le listing 3.2 sont des objets re´fe´rence´s par le composant M1 et non des attributs
contenus dans le corps de l’objet de type M1. Malheureusement, le programme SystemC e´tant le
produit d’une compilation c++, certaines informations deviennent alors potentiellement illisibles
voire inexploitables. Certaines peuvent quand meˆme eˆtre re´cupe´re´es comme par exemple, les
types instancie´s. Le nom des composants est re´cupe´rable car la librairie SystemC a pre´vu un
champ spe´cial dans la classe sc module qui le contient. Toutefois, les informations relatives aux
noms des attributs ne sont plus accessibles simplement car aucun champ n’est pre´vu a` cet effet.
Ainsi, il n’est plus possible de diffe´rencier deux ports de meˆme type. Quelle que soit la manie`re
de de´clarer ces ports, apre`s la compilation ils sont identifie´s par leur adresse me´moire. Et de
ce fait, apre`s la phase d’e´laboration, on ne peut pas faire la diffe´rence entre p1 (resp. p1’) et p2
(resp. p2’) et donc savoir si p1 (resp. p2) est vraiment relie´ a` p1’ (resp. p2’) ou si p1 (resp. p2)
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est relie´ a` p2’ (resp. p1’).
3.2 Les outils et mode`les existants
Afin de permettre une approche oriente´e mode`le, nous avons duˆ conside´rer diffe´rents points.
Tout d’abord, rechercher la manie`re la plus ade´quate pour de´crire de manie`re ge´ne´rique toutes
les sortes de structures de design que SystemC permet de de´finir. Avant de pre´senter nos
propres travaux, nous analysons des contributions visant des objectifs proches. Certains sont
parfois ante´rieures et source d’inspiration (ou de critique), d’autres ont e´te´ conduites en paralle`le
et sont contemporaines de nos de´veloppements.
3.2.1 Les me´ta-mode`les SystemC existants
On trouve dans la litte´rature diffe´rents me´ta-mode`les pour SystemC. Ils sont plus ou moins
de´taille´s et souvent de´die´s a` certains types d’applications. Nous pre´senterons dans cette section
ceux que nous avons analyse´s par ordre d’apparition.
3.2.1.1 Me´ta-mode`le DaRT (2004)
L’ide´e d’un me´ta-mode`le pour SystemC apparaˆıt de`s 2004 lors du “Forum on specification
and Design Langages”? dans des communications?,?. L’objectif des auteurs e´tait de produire
un cadre de co-conception, supportant des mode`les de´crits a` diffe´rents niveaux de de´tails. Le
contexte d’utilisation de ce me´ta-mode`le est le traitement du signal intensif (Intensive Signal
Processing ou ISP) et le flot conside´re´ est purement descendant, partant de spe´cifications de
haut niveau en uml avec le profil ISP-UML (ou` est de´fini aussi l’ISP-UML metamodel), tra-
duites ensuite en SystemC par l’interme´diaire de re`gles de transformations entre leurs deux
me´ta-mode`les. Les auteurs se concentrent sur l’aspect structurel d’un design en de´le´gant le
comportement des composants a` des e´le´ments appele´s CodeMapping. Malheureusement, cer-
taines informations ne´cessaires a` la re´alisation d’un flot remontant restent manquantes. Le
me´ta-mode`le SystemC est ici utilise´ comme me´ta-mode`le cible pour leur transformation et de
ce fait, le sous-ensemble des mode`les SystemC ge´ne´re´s n’est pas repre´sentatif de la ple´iade de
styles de codage autorise´s par SystemC. Compte tenu de la date de parution de ces travaux,
aucun me´canisme de prise en compte n’a e´te´ pre´vu pour supporter les constructions de type
tlm. Les auteurs caracte´risent d’ailleurs leur me´ta-mode`le ainsi :
The metamodel presented here is not a definition of the SystemC library. It is
rather a metamodel oriented towards SystemC code generation for the particular
case of Intensive Signal Processing mapped on a SoC.
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3.2.1.2 Me´ta-mode`le Fudan (2004-06)
A la meˆme pe´riode, des chercheurs de l’Universite´ Fudan (Shanghai, Chine) proposaient
une alternative? plus proche des objets disponibles dans le librairie SystemC. Le me´ta-mode`le
inte`gre cette fois les e´le´ments ne´cessaires a` la mode´lisation du comportement par l’interme´diaire
des sc process. Cette approche conside`re aussi un flot descendant avec les meˆmes manques que
le me´ta-mode`le pre´ce´demment pre´sente´. Cependant, ce me´ta-mode`le est le premier a` essayer de
se rapprocher des informations que peut contenir un code SystemC au sens c++ du terme. On
y retrouve les types internes a` SystemC tels que les sc port, sc prim channel, sc module, sc process,
sc interface, etc... Toutefois, il ne conside`re que les sc port, e´liminant la possibilite´ d’avoir des
sc export dans un design.
Figure 3.2 – Me´ta-mode`le Fudan 2004
De cette mode´lisation nous retenons quelques ide´es. Le niveau le plus haut de la hie´rarchie
(TopScModule) est une spe´cialisation du ScModule et peut contenir des ScModules, permettant
ainsi une mode´lisation re´cursive. Le TopScModule posse`de les meˆmes caracte´ristiques qu’un com-
posant et peut eˆtre plus facilement re´utilise´ en tant que composant dans un nouveau design.
L’e´le´ment racine d’un mode`le ne peut eˆtre qu’un composant. Ce me´ta-mode`le a e´te´ abandonne´
pour une version plus e´labore´e? qui essaie de se´loigner de la syntaxe concre`te pour privile´gier les
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concepts. La figure 3.3 en donne un aperc¸u. On constate l’apparition du concept Port pouvant
alors regrouper sc port et sc export ainsi que la possibilite´ de connecter directement un Port a`
un autre Port. De plus, l’e´le´ment Channel n’he´rite pas du composant Module et est spe´cialise´ en
deux types de canaux : Primitive Channel et Hierarchical Channel (anciennement ScPrimChannel et
ScChannel). Il semblerait d’ailleurs que le lien d’he´ritage entre un Hierarchical Channel et un Module
soit manquant.
Figure 3.3 – Me´ta-mode`le Fudan 2006
3.2.1.3 Me´tat-mode`le UniMi (2008-09)
L’Universite´ de Milan est tre`s active dans l’e´tude de l’utilisation de SystemC. Des chercheurs
du de´partement technologie de l’information dirige´s par Elvinia Riccobene proposent le me´ta-
mode`le de la figure 3.4 ?. C’est une ame´lioration d’une version ante´rieure?, tre`s proche du
me´ta-mode`le de Fudan. Comme celui de Fudan, les sc port et sc export sont abstraits dans le
meˆme concept de Port et un lien est pre´vu pour permettre la connexion directe entre un Port et
un autre Port. Ce type de lien se rencontre notamment dans les design de type tlm. De plus,
l’e´le´ment le plus haut dans la hie´rarchie (toplevel ou sc main) n’apparaˆıt pas. Les e´le´ments les
plus hauts sont de type Module ou Channel.
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Figure 3.4 – Me´ta-mode`le UniMi
L’ame´lioration apporte´e dans ce me´ta-mode`le concerne les relations entre Process, Event et
Primitive Channel. Dans la version ante´rieure, une erreur avait e´te´ faite. Ce sont bien les process
qui ge´ne`rent des e´ve´nements et non les canaux. Ces derniers se contentent de les transporter.
3.2.1.4 Me´ta-mode`le Delft (2010-11)
Des travaux conduits a` l’Universite´ de Delft ont produit un me´ta-mode`le de SystemC proche
de celui de Fudan. Le but est similaire au noˆtre concernant la possibilite´ de contenir les infor-
mations structurelles d’un design. On trouve les de´tails de celui-ci tout d’abord dans un rapport
de Master? qui donna lieu par la suite a` un article?. Notons que ce travail a e´te´ effectue´ chro-
nologiquement en paralle`le avec nos e´tudes.
Le me´ta-mode`le utilise´ est de´crit dans la figure 3.5. Il reprend, trait pour trait, la structure
interne des donne´es en SystemC. On peut le remarquer d’ailleurs par le lien de ge´ne´ralisation
utilise´ entre les interfaces et leurs imple´mentations qui est plus conforme a` la vision c++, la` ou`
une re´alisation aurait e´te´ plus approprie´e en uml. Les arguments de´veloppe´s sont les meˆmes
que les noˆtres et ce me´ta-mode`le est utilise´ dans un logiciel nomme´ “SHaBE” (pour “SystemC
Hierarchy and Behavior Extractor”). Il en de´coule un analyseur plus performant que les autres
mais limite´ a` la simple extraction et de bas niveau (RTL). L’auteur le mentionne? d’ailleurs
dans les travaux a` venir :
Future works : A possible application which uses SHaBE as a front-end, would
be a tool which converts a SystemC model comprising a parameterized dynamic
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Figure 3.5 – Delft MM
hierarchy into a SystemC model with a fully expanded hierarchy. The resulting Sys-
temC model can then be further processed using existing tools. Also, it would be
interesting to investigate if the approach used in SHaBE can also be applied to Sys-
temC models which use the SystemC TLM and/or the SystemC Analog/Mixed-
signal (AMS) extensions.
3.2.1.5 Bilan sur les me´ta-mode`les SystemC
Les me´ta-mode`les de´crits pre´ce´demment sont pour la plupart de´die´s a` des applications
bien pre´cises. Ne´anmoins, les concepts mis en avant dans chacun d’eux se recoupent. Nous
pouvons noter deux grandes classes de me´ta-mode`les. Certains tendent a` se rapprocher de
l’imple´mentation interne de SystemC tels que la premie`re version propose´e par les chercheurs de
Fudan ou par le travail de l’Universite´ de Delft. D’autres tentent de s’en abstraire en regroupant
les concepts qui se recoupent (i.e.,sc port, sc export). C’est en prenant soin d’e´tudier tout ces
me´ta-mode`les que nous pre´senterons par la suite, le me´ta-mode`le le plus simple que nous ayons
trouve´ adapte´ a` notre besoin (i.e.,nous permettant de repre´senter les informations structurelles
d’un design SystemC et de de´finir une transformation vers le me´ta-mode`le d’ip-xact).
3.2.2 Les outils d’analyse de programmes SystemC
Nous avons recense´ deux cate´gories diffe´rentes d’outils permettant l’analyse de programmes
SystemC. Ceux de type statique qui adoptent une approche classique d’analyse syntaxique,
se heurtant d’une part a` toute l’expressivite´ permise par le c++ et d’autre part a` l’absence
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des parame`tres qui pourraient eˆtre passe´s au programme SystemC durant son exe´cution. Et
ceux de type dynamique qui essayent de re´cupe´rer les informations durant l’exe´cution d’un pro-
gramme SystemC, se heurtant eux a` une perte d’information durant la phase de compilation
du programme. Un recensement des diffe´rents outils existants est disponible dans le papier re´-
cent de Matthieu Moy?. Il de´compose ces outils en diffe´rentes cate´gories, Ceux qui utilisent une
grammaire de´die´e, ceux qui utilisent un frontend c++ existant, et ceux utilisant une approches
dites “hybride” (statique/dynamique). Dans la the`se de Harry Broeders,? on trouve un recen-
sement similaire. Cette fois-ci, les cate´gories distingue´es sont statique, dynamique ou hybride.
Nous distinguerons par la suite seulement deux types d’approches, statique et dynamique. Nous
conside`rerons qu’une approche “hybride” appartient a` la cate´gorie statique (resp. dynamique)
si elle est enrichie par des informations dynamiques obtenues par exe´cution symbolique (resp.
enrichie par des informations statiques). Nous exposerons dans la suite de cette section les
diffe´rentes approches recense´es et discuterons de leurs atouts et faiblesses.
3.2.2.1 Approche statique
Les outils de cette section utilisent une approche statique pour l’analyse de code SystemC.
Ils se basent sur un analyseur de c++ enrichi par la reconnaissance des mots clef spe´cifiques aux
classes SystemC. Cette analyse statique ne suffit plus de`s que l’architecture du syste`me de´pend
de certaines informations passe´es au moment de l’exe´cution du programme. Les partisans de
cette approche affirment que les mode`les pour lesquels la hie´rarchie de modules ne peut pas
eˆtre re´cupe´re´e ne sont pas tre`s utilise´s dans la pratique. Nous pensons que ce n’est justement
pas le cas et que se limiter a` ce style de codage restreint e´norme´ment le nombre de mode`les
disponibles.
KaSCPar Karlsruhe SystemC Parser (KaSCPar)? a e´te´ de´veloppe´ au ForschungsZentrum
Informatik (FZI). Cet analyseur se compose de deux e´le´ments. SC2AST est un analyseur de
SystemC, qui re´cupe`re les informations du code SystemC et ge´ne`re l’arbre de syntaxe abstraite
dans un fichier xml. SC2XML utilise cet arbre pour interpre´ter la phase d’e´laboration du code
SystemC. Les informations hie´rarchiques re´cupe´re´es de cette fac¸on sont sauvegarde´es dans un
fichier xml. Cet outil, SC2AST, est distribue´ gratuitement, mais sous forme d’un programme
Java compile´. Dans la documentation SC2XML, les auteurs reconnaissent plusieurs limitations.
Toutes les formes de code SystemC ne sont pas reconnues par l’outil et certains ope´rateurs
c++, tels que l’ope´rateur conditionnel ( ? :) ne sont pas reconnus non plus. Il est, tout de meˆme,
utilise´ dans divers projets et outils?,?.
ParSyC Parser pour SystemC (ParSyC)? est un front-end SystemC de´veloppe´ a` l’Universite´
de Breˆme. Il est construit a` partir du Purdue Compiler Construction Tool Set (PCCTS)?. Par-
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SyC prend en entre´e un mode`le SystemC et produit un arbre de syntaxe abstraite contenant les
informations comportementales du mode`le. ParSyC fait partie inte´grante de SyCE?, un envi-
ronnement de de´veloppement pour la conception de syste`mes de´veloppe´ lui aussi a` l’Universite´
de Breˆme. On retrouve ParSyC dans plusieurs parties de SyCE. Notamment dans l’outil de
ve´rification formelle CheckSyC?. L’environnement SyCE contient e´galement l’outil ViSyC? qui
permet de cre´er une vue structurelle d’un design e´crit en SystemC, mais celui-ci n’utilise pas
ParSyC directement. Il re´cupe`re les informations du design apre`s la fin de la phase d’e´labora-
tion. Ce n’est qu’apre`s cela que l’outil? utilise ParSyC afin de pouvoir visualiser la structure et
le comportement d’un design e´crit en SystemC. Malheureusement, le code source de ParSyC
n’est pas accessible au public e´tant donne´ qu’il fait partie inte´grante d’une suite commerciale
d’outils.
SCOOT SCOOT? est un outil d’analyse statique de syste`mes de´crits en SystemC. Il extrait
des informations qui peuvent eˆtre transmises a` des outils de ve´rification. Il a e´te´ de´veloppe´ par
l’ETH Zurich et l’Universite´ d’Oxford. SCOOT utilise un front-end pour traduire le code Sys-
temC en graphe de controˆle de flot. Par la suite, des techniques d’analyse statique de pointeurs?
sont utilise´es pour de´terminer la hie´rarchie du module, la liste de sensibilite´ des processus, et les
liaisons de ports. Apre`s extraction de cette information, SCOOT re-synthe´tise un programme
c++ qui ne de´pend pas de la bibliothe`que SystemC et de son simulateur. Il s’affranchit donc
du simulateur de SystemC en le remplac¸ant par un simulateur particulier. Selon les auteurs,
le simulateur exe´cute alors le mode`le plus vite que le simulateur original. La` encore, le code
source de SCOOT n’est pas accessible au public.
SystemCXML SystemCXML? a e´te´ initialement de´veloppe´ dans le cadre du projet INRIA
Espresso. Il fait e´galement partie du framework CARH? de´veloppe´ au centre FERMAT (Vir-
ginia Tech). CARH est utilise´ pour la validation des mode`les SystemC au niveau syste`me.
SystemCXML est une sur-couche qui utilise Doxygen, un outil qui ge´ne`re une documentation
formate´e en xml. La partie statique de l’information hie´rarchique peut eˆtre facilement re´cupe´-
re´e a` partir d’un mode`le SystemC. Le fichier xml produit par Doxygen est transforme´ en un
fichier xml qui de´crit la structure de chaque module. toutefois, SystemCXML n’est pas capable
de de´terminer quels modules sont instancie´s et comment ils sont connecte´s. SystemCXML cre´e
une structure de donne´es interne qui peut eˆtre accessible via une API pour un traitement ulte´-
rieur. L’utilisation de Doxygen e´limine la ne´cessite´ d’utiliser un analyseur complexe de SystemC
(c++). SystemCXML n’est pas capable de re´cupe´rer les informations comportementales a` partir
d’un mode`le SystemC comme le reconnaissent ses auteurs.
46 Chapitre 3 : Extraction de mode`le structurel SystemC et exportation en IP-Xact
3.2.2.2 Approche dynamique
Le principal atout de l’approche dynamique est le fait que l’on peut s’affranchir de la com-
plexite´ de de´veloppement d’un analyseur de SystemC/c++. Techniquement, cette approche
utilise, de manie`re cache´e, un analyseur ge´ne´raliste du langage c++. Le compilateur c++ qui
est utilise´ pour compiler le mode`le SystemC contient e´videmment ce genre de me´canismes pour
pouvoir compiler le code c++. Dans cette approche, le mode`le est re´ellement exe´cute´. Les me´-
canismes internes a` SystemC permettent de re´cupe´rer la hie´rarchie des modules instancie´s au
prix d’une perte d’informations durant la phase de compilation. Le plus grand de´fi pour les ana-
lyseurs de la cate´gorie dynamique est la re´cupe´ration du comportement d’un mode`le SystemC.
L’arrive´e de mode`les SystemC optimise´s pour le temps de simulation rend les choses encore
plus de´licates. Une API SystemC peut eˆtre utilise´e pour trouver les processus qui sont utilise´s
pour imple´menter le comportement du module. Il est alors possible d’acce´der a` certaines pro-
prie´te´s de ces processus, comme par exemple le type des processus : SC METHOD, SC THREAD
ou SC CTHREAD. Ces processus contiennent e´galement des re´fe´rences vers le code machine (issu
de la compilation) qui imple´mente le comportement du module, mais ne contiennent aucune
re´fe´rence au code c++ qui a e´te´ utilise´ pour spe´cifier ce comportement. Il est alors ne´cessaire
de retrouver ces informations par des me´thodes inspire´es de l’approche statique si l’on veut
extraire un mode`le SystemC qui soit humainement lisible.
Quiny Quiny? est un front-end SystemC de´veloppe´ dans le cadre du projet europe´en Interface
and Communication based Design of Embedded Systems (ICODES). Quiny exe´cute un code Sys-
temC afin de re´cupe´rer la hie´rarchie du design et les informations comportementales du mode`le.
Techniquement, le code SystemC est compile´ et lie´ avec une librairie interne, qui remplace la
librairie SystemC. Lorsque le code est exe´cute´, Quiny construit a` la vole´e des AST (Arbre
Syntaxique Abstraite) pour chaque expression qu’il rencontre. Pour cela, Quiny s’appuie sur
le fait que les types SystemC peuvent eˆtre facilement “de´tourne´s” en utilisant des surcharges
d’ope´rateurs. Pour les types primitifs, cette technique devient inapplicable. Les types compose´s
de plusieurs mots cle´ tels que unsigned int ne peuvent eˆtre ge´re´s par cette me´thode. Ceci oblige
alors le programmeur a` utiliser des types spe´ciaux pour aider l’outil (Q UINT dans ce cas). Le
meˆme proble`me se pose pour les pointeurs et tableaux, obligeant le programmeur a` utiliser les
types Array et Pointer.
PINAPA Is Not A PArser (PINAPA)? est un front-end SystemC open-source faisant partie
inte´grante de l’outil LusSy?. LusSy a pour but de permettre l’analyse des Syste`mes sur puce
(SoC) de´crits au niveau transactionnel (TLM). PINAPA stocke les informations sous la forme
d’un AST qui contient la hie´rarchie du design SystemC issue de la phase d’e´laboration. PINAPA
se pre´sente sous la forme d’un patch pour la librairie SystemC (versions 2.1.1 et 2.0.1) et un
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patch pour la version 3.4.1 du compilateur GCC. La version modifie´e de GCC produit l’AST du
code SystemC et la version modifie´e de la librairie SystemC est utilise´e pour exe´cuter la phase
d’e´laboration jusqu’a` la fin de la phase d’e´laboration et re´cupe´rer les informations hie´rarchiques.
On peut noter les embryons d’un traducteur SystemC vers ip-xact.
PinaVM PinaVM? est le successeur de PINAPA. PinaVM utilise LLVM-GCC? pour compiler
le code source SystemC en bitcode LLVM (Low Level Vitual Machine). Il utilise alors ce bitcode
pour exe´cuter la phase d’e´laboration qui re´ve`le la hie´rarchie d’un design SystemC. Puis, durant
la phase de simulation, PinaVM lie les informations comportementales a` la hie´rarchie du design.
Pour cela, PinaVM imple´mente une reconnaissance des primitives read, write et wait. Lorsque
PinaVM identifie un de ces appels de fonction, il essaie de relier les parame`tres d’appel a` la
hie´rarchie du design SystemC. Par exemple, lors d’un appel a` la fonction d’e´criture sur un port
de sortie, le parame`tre qui spe´cifie ce port doit eˆtre identifie´. La valeur de ce parame`tre peut eˆtre
le re´sultat d’un calcul annexe. L’ide´e de PinaVM est d’identifier les bitcodes qui sont utilise´s
pour calculer ce parame`tre et d’ensuite construire une nouvelle fonction LLVM qui contient ces
bitcodes et produit la valeur du parame`tre. Une fois cette construction faite, cette fonction est
exe´cute´e et la valeur du parame`tre peut eˆtre relie´e a` l’objet approprie´ dans la hie´rarchie du
design. Selon les auteurs, cette approche est limite´e aux mode`les dans lesquels les ports qui sont
utilise´s dans la description comportementale peuvent eˆtre de´termine´s statiquement.
3.2.2.3 Bilan sur les outils d’analyse de programmes SystemC
Chacun des outils pre´sente´s se heurte aux inconve´nients de son approche (statique vs. dy-
namique). Une analyse syntaxique permet d’identifier de nombreuses relations. Mais sans exe´-
cution, re´cupe´rer les informations de structure d’un design qui n’a pas encore e´te´ instancie´
devient impossible sans l’adoption d’un style de codage/utilisation de nouveaux types bien de´-
finis. La complexite´ d’e´crire un analyseur c++ vient s’ajouter a` l’ajout de toutes les primitives
de´die´es a` la reconnaissance de programme SystemC. D’un autre coˆte´, attendre la fin de la phase
d’e´laboration, et ainsi re´cupe´rer un design bien instancie´ sans conserver un lien avec le code
SystemC, limite l’interpre´tation de la vue structurelle que l’on en retire. Celle-ci est difficilement
analysable par un concepteur de syste`mes car elle a perdu tout concordance avec le code.
3.3 L’approche choisie
L’e´tude des travaux existants nous a convaincu de la ne´cessite´ de combiner et d’articuler
au mieux les capacite´s des deux approches, statiques et dynamiques. D’autre part, et ce pour
coller au mieux aux standards, nous de´sirons produire la structure du design extrait du pro-
gramme original SystemC/c++ au format ip-xact, lui-meˆme de´die´ a` l’assemblage ulte´rieur de
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composants SystemC dans des syste`mes plus larges. Et enfin nous souhaitons pouvoir ope´rer
ces transformations et extractions aussi bien au niveau tlm qu’au niveau rtl plus bas. Tout
ceci forme le cahier des charges de notre approche.
3.3.1 Description ge´ne´rale de l’approche
Partant du constat que ni l’approche statique ni l’approche dynamique n’est suffisante pour
re´cupe´rer assez d’informations toute seule afin de nourrir un mode`le architectural utilisable
clairement d’un point de vue utilisateur, nous avons duˆ nous poser la question suivante : com-
ment extraire ces informations le plus ge´ne´riquement possible et les exporter dans le formalisme
ip-xact ?. Les inconve´nients pre´sents dans une approche devront pouvoir eˆtre surmonte´s dans
l’autre approche et vice-versa. Notre proble`me d’origine se de´compose en trois questions inde´-
pendantes et plus facilement traitables :
– Comment re´concilier les informations issues des deux approches ?
– Comment stocker ces informations ?
– Comment exporter ces informations en ip-xact ?
La figure 3.6 donne un aperc¸u des e´tapes du flot souhaite´. L’objectif a` re´aliser est la tra-
duction du bloc “Programme SystemC” vers le bloc “Mode`le ip-xact”. Nous la divisons en deux
e´tapes par l’introduction d’un bloc “Mode`le structurel”, sorte de format pivot afin de se´parer
deux sortes de conside´rations : depuis le ”Programme SystemC ” nous parlerons d’extraction
(d’un mode`le depuis un programme), la deuxie`me phase e´tant elle qualifie´e de transformation
de mode`les (en fait la traduction entre notre mode`le interne et la syntaxe ip-xact).
On voit ici l’importance de de´finir un me´ta-mode`le ade´quat, afin que les mode`les structu-
rels exprimables dans le langage de ce me´ta-mode`le aient justement a` la fois la capacite´ de
repre´senter les informations ne´cessaires a` la transformation de mode`les ulte´rieure tout en au-
torisant la production de ces informations de manie`re simple et efficace par la phase ante´rieure
d’extraction. Ce me´ta-mode`le est le re´sultat d’un affinement progressif base´ d’une part sur les
expe´riences pre´ce´dentes (cf. notre e´tude bibliographique de la section 3.2.1), d’autre part sur
des expe´rimentations conduites avec des versions pre´liminaires sur des bibliothe`ques disponibles
(cf. section 3.5).
La phase d’extraction est raffine´e pour inte´grer les approches statiques et dynamiques d’ana-
lyse de la structure du design sous le code SystemC. La phase de transformations s’appuie sur
les techniques de transformations de mode`les de´crites au niveau des me´ta-mode`les. Il faut ici
insister sur le fait que si ces trois aspects :
– De´finition d’un me´ta-mode`le structurel pivot
– De´finition d’une me´thode d’extraction de code SystemC vers ce mode`le
– De´finition d’une transformation de ce mode`le vers ip-xact
3.3 L’approche choisie 49
sont de´crits de manie`re se´quentielle et largement autonome, dans la pratique le choix de ces
de´finitions a e´te´ largement interde´pendantes pour permettre la meilleure articulation de ces
e´tapes. Dans la suite nous de´crirons dans l’ordre :
– Le me´ta-mode`le structurel pivot en 3.3.2
– La transformation de ce mode`le vers ip-xact en 3.3.3
– L’extraction depuis le code SystemC en 3.3.4
Méta-modèle
Structurel
Méta-Modèle
IP-XACT
Simulations
Programmes 
C++
exécutable
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statique
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dynamique
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de SystemC
Analyse de code Ingénierie des modèles
Extraction du modèle
structurel
Transformation
de modèles
Programme
SystemC
Modèle
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Modèle
IP-XACT
« conforme à » « conforme à »
Figure 3.6 – Flot ge´ne´ral
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3.3.2 Un me´ta-mode`le structurel de design
Afin de pouvoir de´crire un mode`le structurel, plusieurs concepts sont essentiels. La des-
cription d’un mode`le d’architecture commence en premier lieu par la se´paration claire entre
les concepts de types et d’instances comme pour une approche oriente´e objet ge´ne´rique. Nous
conside´rons un design comme un assemblage d’objets qui sont eux-meˆmes des instances de ty-
pes/classes. Chaque objet doit pouvoir eˆtre identifie´ de manie`re suˆre et unique. C’est pourquoi
le lien entre un objet et son type doit eˆtre pre´serve´. La notion de composants nous permettra
d’abstraire certain blocs complexes en de simples blocs en encapsulant les structures internes
de ceux-ci. Afin de permettre le dialogue de ces blocs a` leur niveau d’instanciation, la notion de
point de connexion pre´sent a` la surface des composants est ne´cessaire elle aussi conjointement
avec la notion de lien de connexion pour pouvoir construire re´ellement une architecture tout en
conservant l’encapsulation permise par le concept de composant.
Architecture
Component
components1..*
Port
ports
0..*
Connector
outgoing
1..*
Interface
interfaces0..*
incoming
1..*
0..* connectors
Figure 3.7 – Me´ta-mode`le structurel
Les noms diffe`rent des mots clefs utilise´s dans la bibliothe`que SystemC mais repre´sentent les
meˆmes concepts. L’Architecture repre´sente le niveau le plus haut de hie´rarchie comme on peut le
de´crire dans le sc main d’un programme SystemC. Elle contient des instances de Component et des
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instances de Connector. Un Component repre´sente un type ge´ne´rique de composants. Diffe´rentes
spe´cialisations nous permettent alors de manipuler les diffe´rents types de composants de´rive´s
de la classe sc module de´finis dans du code SystemC. Un Component peut contenir des instances
de points de connexions que nous nommons Port (semblables aux sc port et sc export pre´sents en
SystemC). Ceux-ci posse`dent des re´fe´rences a` leurs canaux de communication ou Connector et
inversement. Il n’est ici question que d’extraire la structure d’un design, c’est pourquoi cette
simple repre´sentation suffit.
Il apparaˆıt que la notion de flot oriente´ ait un roˆle important, et cela a` diffe´rents niveaux
de repre´sentation. Au niveau rtl, proche de la repre´sentation e´lectronique, il est ne´cessaire de
pouvoir distinguer un point de connexion produisant de l’information (output) d’un point de
connexion ne faisant que subir l’arrive´e d’informations (input). Effectivement, pouvoir identifier
les outputs permet alors de ve´rifier que ceux-ci ne tentent pas de propager des informations en
meˆme temps sur le meˆme canal (i.e.,dans ce cas-ci un simple fil). Cela est critique d’un point de
vue e´lectronique si les informations ne sont pas les meˆmes (la majeure partie du temps) pouvant
mener a` un endommagement du syste`me physique (composants e´lectroniques). Au niveau tlm,
les points de connexion de type rtl restent pre´sents et utilise´s pour des communications dites
critiques telles que les interruptions, mais il apparaˆıt un autre type de point de connexion. Ces
nouveaux points de connexion ne sont plus une simple liaison unidirectionnelle comme au niveau
rtl. Des interfaces de communications complexes peuvent eˆtre utilise´es pour acce´der a` un canal
de communication encapsulant plusieurs liaisons ainsi qu’un protocole de communication. La`
encore, les flots sont oriente´s mais d’une manie`re diffe´rente. Les directions repre´sentent une
relation de dominance entre un maˆıtre et un esclave. Plusieurs allers et retours d’informations
peuvent eˆtre engendre´s par une requeˆte initie´e par un maˆıtre a` son esclave. Cette fois-ci le
sens du flot est utile afin de pre´venir d’un e´ventuel acce`s concurrent de deux maˆıtres a` une
meˆme cible a` un niveau d’abstraction plus e´leve´ mais qui de´coule du meˆme proble`me qu’au
niveau rtl. Proposer deux diffe´rents me´ta-mode`les de´die´s a` chaque niveau de repre´sentation
aurait e´te´ possible, cependant on constate que des connexions de type rtl subsistent dans des
mode´lisations au niveau tlm. C’est pourquoi ces diffe´rents types de connexions sont regroupe´es
sous le nom de Port dans notre me´ta-mode`le. Ainsi, dans un mode`le structurel conforme a` notre
me´ta-mode`le, une connexion entre maˆıtre et esclave au niveau tlm sera interpre´te´e comme une
simple connexion entre un port d’entre´e et un port de sortie du niveau rtl. Une connexion tlm
sera vue comme un simple fil bien qu’elle en embarque plusieurs.
3.3.3 Les re`gles de transformation vers IP-Xact
Nos re`gles de transformations convertiront un mode`le conforme au me´ta-mode`le pre´sente´
ci-avant en un mode`le conforme au me´ta-mode`le d’ip-xact tel que de´crit dans la figure 2.8 de la
section 2.4. Pour cela, les re`gles de transformations pour le mode`le ip-xact commencent par la
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de´finition des types de composants qui seront utilise´s dans le design. Tout composant sc module
de´couvert dans le design SystemC produit un composant librairie ip-xact. Le champ name du
composant (repre´sentant son type) est alors la concate´nation de son type au sens SystemC/c++
agre´mente´ des informations relatives aux parties (dynamique dans le code SystemC) devenues
statiques par instanciation qui caracte´rise une version et une seule d’un composant.
Pour chaque composant, un champ model sera alors ge´ne´re´ et contiendra une liste des vues
du composant (dans notre cas une seule vue est cre´e´e)
ainsi qu’une liste des ports disponibles pour un composant dans le champ ports. Le port
contiendra son nom, sa direction, son type instancie´ dans le programme SystemC et une re´fe´-
rence vers la vue du composant de´finie pre´ce´dement.
Les re`gles de transformations pour le mode`le ip-xact du design (cf. me´ta-mode`le de la
figure 2.9) sont les suivantes. Tout composant sc module de´couvert dans le design SystemC
produit une instance de composant (ComponentInstance) dans le mode`le ip-xact lie´e au composant
ip-xact pre´ce´demment de´fini. Le design contient la liste de tous ces composants ainsi que le
re´seau d’interconnexion.
Le nom du composant SystemC est associe´ au nom de l’instance ip-xact. Le nom du type
re´el du composant SystemC instancie´ est utilise´ pour l’instanciation du composant ip-xact. La
liste des canaux sc channel est convertie en connexion ad-hoc ip-xact et ceux-ci re´fe´rencent les
ports qu’ils connectent. Un aperc¸u de code xml ge´ne´re´ est donne´ dans l’annexe A.
3.3.4 La production de notre mode`le structurel a` partir d’un code SystemC
La partie re´ellement technique, voire de´licate, de la transformation globale consiste en l’ex-
traction des informations structurelles et topologiques du design a` partir de code SystemC,
a` re´partir et organiser entre celles qui sont re´cupe´re´es par analyse statique ou par exe´cution
symbolique de la phase d’e´laboration. Nous aborderons de´sormais cette phase importante, en
de´composant bien les effets respectifs des analyses statiques et dynamiques, et leur re´conciliation
e´ventuelle pour inte´gration. Nous avons duˆ pour cela conside´rer la re´cupe´ration des informations
suivantes :
– le type d’un objet
– le nom d’un objet
– la hie´rarchie d’un design
– la contenance d’un objet
– l’he´ritage d’un type
– les connexions entre entre objets
Lors d’une premie`re lecture, il est possible de passer directement a` la partie re´alisation (sec-
tion 3.4), re´servant les de´tails des solutions apporte´es pour une lecture plus approfondie.
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3.3.4.1 Les informations relatives aux types
Statique Une analyse statique du code SystemC permet initialement de re´cupe´rer des informa-
tions partielles de types de toutes les classes et structures de´finies. Dans un souci de re´utilisation
de code, celui-ci est souvent e´crit de manie`re modulaire. L’utilisation des templates dans la de´fi-
nition de certaines classes (la plupart des classes de la librairie SystemC) rend l’information sur
le type re´ellement instancie´ complexe a` retrouver en the´orie. Cependant, a` partir du moment ou`
une spe´cialisation apparaˆıt dans le code analyse´, qu’elle soit utilise´e ou non durant l’exe´cution
du programme, il est possible de la re´cupe´rer sous forme de type statique (Type < Template >).
Dynamique L’utilisation de la bibliothe`que RTTI (Run Time Type Information) nous permet
de re´cupe´rer le type instancie´ d’un objet sous la forme d’une chaˆıne de caracte`res encode´e par le
compilateur (mangling fournissant un identificateur unique du type de l’objet instancie´). Cette
chaˆıne de caracte`res n’e´tant pas humainement lisible, nous y associons l’utilisation de la fonction
cxa demangle(). Cette fonction fait partie de l’API standard <cxxabi.h>. Nous re´cupe´rons ainsi
une chaˆıne de caracte`res de manipulation plus aise´e qui contient le type re´ellement instancie´
durant l’exe´cution. Une analyse des diffe´rents modes de de´claration de variable dans un pro-
gramme c++ nous a conduit a` la conclusion que les informations relatives a` un type instancie´
que nous pouvons re´cupe´rer sont d’une forme particulie`re, forme´ d’un Type concate´ne´ le cas
e´che´ant avec un parame`tre template identifiable par le fait qu’il est compris entre les symboles
< et >.
Conciliation Les informations issues des deux approches se recoupent en un point, le type sta-
tique. Connaissant le type instancie´ d’un objet (de la forme Type < Template > [(′∗′)∗| ([n])∗]),
on peut alors de´river le type statique (Type < Template >). Ainsi, un objet dont nous re´cupe´-
rons le type instancie´ peut eˆtre lie´ a` sa de´claration dans le code SystemC. Nous pourrons donc
relier les informations statiquement extraites a` un objet durant la simulation par ce biais.
3.3.4.2 Les informations relatives a` la hie´rarchie
Statique La figure 3.8 repre´sente les informations re´cupe´re´es par une analyse statique dans
le cas ou` les points de connexion sont statiquement de´finis dans les composants. Malgre´ cela,
dans le cas d’un instanciation dynamique, certaines parties d’un design ne pourront pas eˆtre
re´cupe´re´es. L’analyse re´ve`le qu’une structure/classe contient un pointeur (dont on connaˆıt le
nom) vers un certain type (en ge´ne´ral non totalement de´finis comme indique´ dans la section
pre´ce´dente) ; mais rien ne permet de savoir si un objet y est re´ellement re´fe´rence´. Un tel style
de codage peut s’appliquer aussi bien a` la de´claration des composants.
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?:M1<t>
p1:T1<t>
p2:T1<t>
p1:T1<t>
p2:T1<t>
?:M2<t>
Figure 3.8 – Design simple vue statiquement
c1:M1
@(p1):T1
@(p2):T1
c2:M2
@(p1'):T1
@(p2'):T1
Figure 3.9 – Design simple vue dynamiquement
Dynamique La hie´rarchie apre`s l’exe´cution de la phase d’e´laboration de SystemC est contenue
dans l’objet sc simcontext. Par le parcours de celui-ci, il est possible de la re´cupe´rer. Les infor-
mations re´cupe´re´es sont des listes de pointeurs d’objets de types sc object dans le cas ge´ne´ral.
Certains de ces objets font aussi partie de listes de pointeurs spe´cifiques telles que des listes
de composants sc module, points de connexion sc port/export ou encore les connexions ge´ne´riques
sc prim channel comme de´ja` de´crit dans la section 2.2.1. A partir de ces listes, il est possible de
construire un arbre repre´sentant la hie´rarchie graˆce a` une fonction de la classe sc object. Cette
fonction se nomme get parent() et retourne un pointeur sur un sc object. Il faut n’effectuer ce
traitement qu’apre`s la fin de la phase d’e´laboration pour re´cupe´rer la hie´rarchie d’un design
instancie´ de manie`re suˆre (c’est le moment ou` le design devient fige´).
3.3.4.3 Les informations relatives aux noms des objets
Statique Une analyse statique de code c++ classique permet de re´cupe´rer le noms de tous
les attributs d’une structure/classe. On peut ainsi savoir la composition d’une structure/classe
de manie`re suˆre, ceux-ci e´tant fige´s par la de´finition de la structure/classe. Cependant, le nom
d’une instance de cette meˆme structure/classe ne peut eˆtre re´cupe´re´ facilement. Il faut pouvoir
identifier un e´le´ment racine.
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Dynamique Certains e´le´ments tels que les sc module embarquent un champ spe´cial obligatoire
contenant leur nom. Celui-ci est requis a` la construction de l’objet. Il nous suffit alors de
consulter celui-ci pour re´cupe´rer le nom d’un composant. Comme e´nonce´ dans la section 3.1.2,
de manie`re plus ge´ne´rale, les objets n’embarquant pas le champ de nom sont en quelque sorte
devenus anonymes. C’est le cas des e´le´ments de type Port ou encore Connector. La seule chose qui
puisse diffe´rencier ces objets est leur adresse me´moire. Celle-ci pourra eˆtre re´cupe´re´e facilement
en interrogeant la valeur du pointeur.
Re´conciliation Nous avons duˆ e´tablir une manie`re de de´duire de ces adresses le nom des points
de connexion afin de pouvoir les diffe´rencier. Partant du fait que nous pouvons re´cupe´rer les
informations relatives a` l’adresse d’un composant en me´moire et qu’une spe´cification SystemC
supple´mentaire nous indique que les Ports sont contenus dans un composant (sc module), nous
pouvons re´cupe´rer la diffe´rence d’adresse entre un composant et l’un de ces points de connexion.
Plus ge´ne´ralement, nous pouvons re´cupe´rer la diffe´rence d’adresse entre tous les attributs d’une
structure/classe et celle-ci a` partir du moment ou` nous posse´dons une re´fe´rence a` chacun d’eux.
D’autre part, il existe une macro c++ offsetof() qui permet de re´cupe´rer le de´calage d’adresse
d’un champ dans une structure. Pour utiliser cette macro, deux informations cruciales sont ne´-
cessaires, le type instancie´ de la structure et le nom de l’attribut a` tester. C’est pourquoi, il
nous faut entremeˆler analyse statique et dynamique de la manie`re de´crite par la figure 3.10 afin
de re´cupe´rer les informations ne´cessaires a` son appel. Le type re´ellement instancie´ d’un com-
posant est alors re´cupe´re´ durant l’analyse dynamique pour eˆtre “ge´ne´ralise´” comme de´crit dans
la section 3.3.4.1. Ce type ge´ne´ralise´ nous permet ensuite d’interroger le re´sultat de l’analyse
statique qui lie les structures et classes ge´ne´ralise´es aux noms de leurs membres.
Nous sommes alors en possession d’assez d’informations pour appeler la macro offsetof()
mais sa signature prend en entre´e des parame`tres et non des chaˆınes de caracte`res. Nous avons
donc e´te´ amene´ a` instrumenter le programme pour l’utiliser. Nous ge´ne´rons alors un code c++
pour interroger tous les couples de composants/membres et re´cupe´rer ce de´calage d’adressage.
Apre`s compilation et exe´cution, le re´sultat obtenu est une base de donne´es liant les compo-
sants, le nom de leurs membres et leur de´calage d’adresse. Une comparaison entre ces de´calages
d’adresse et ceux issus des objets re´els nous permet alors d’associer le nom d’un membre et
l’adresse d’un objet contenu dans un composant. Cependant, cette me´thode doit faire appel a`
une exe´cution externe (i.e.,en dehors du programme principal utilise´ pour l’analyse dynamique)
car elle ne´cessite une nouvelle phase de compilation du code ge´ne´re´.
Bien qu’adapte´e dans la majeure partie des cas qui se pre´sentent, il est a` noter que l’utili-
sation de cette macro est limite´ a` l’interrogation des membres publics d’une classe/structure.
Nous avons e´te´ amene´ a` e´tendre la de´marche pour traiter les pointeurs. En partant du
type instancie´, nous pouvons de´terminer si une variable est de type statique ou dynamique
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Figure 3.10 – Re´cupe´ration du nom des membres
graˆce a` la forme de la chaˆıne de caracte`res retourne´e (section 3.3.4.1). Nous avons de´partage´ la
reconnaissance de la manie`re suivante. Si le type instancie´ est de la forme Type < Template >
l’objet est alors dit statique simple et la me´thode de´crite ci-avant s’applique directement afin
de re´concilier le nom a` l’objet. Si le type est de la forme Type < Template > ([n])∗, il suffit de
consulter la valeur de l’adresse de chaque case du tableau statique et ainsi ge´ne´rer les diffe´rents
noms correspondants a` chaque case du tableau statique a` partir du nom du tableau. Pour les cas
ou nous rencontrons la forme Type < Template > (′∗′)∗, aucune indication quant a` la borne du
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potentiel vecteur n’est disponible. Dans le cas le plus simple ou` il n’y aurait qu’une seule *, on
teste tout d’abord si le pointeur re´fe´rence bien un objet et le cas e´che´ant on applique la meˆme
me´thode que pour le cas Type < Template > mais cette fois-ci en effectuant la re´conciliation
sur l’objet pointe´ et non sur le pointeur. Si ce pointeur n’est que le de´but d’un tableau il faut
alors me´moriser cette information et e´tendre la re´conciliation aux valeurs d’adresse du de´but du
tableau auxquelles on ajoute la taille en me´moire du type instancie´ du tableau. Nous n’avons
cependant pas explore´ le cas ou` le nombre d’e´toiles est supe´rieur a` un, ce qui constitue en soit
une limitation de notre approche.
3.3.4.4 Identification des spe´cialisations de ports
De´tection par he´ritage Tout point de connexion de la librairie SystemC de´rive des classes
sc port base et sc export base comme le de´crit le diagramme d’he´ritage de la figure 3.11. C’est le
seul moyen pour qu’il subsiste une trace de ces objets durant l’exe´cution. Sont alors de´rive´s de
cette classe primitive les diffe´rents types de Ports rtl tels que les entre´es/sorties ou encore les
files (contenus dans le rectangle rouge).
Types de ports SystemC
Types de ports génériques
Références conservées durant l'exécution
Spécialisation de ports SystemC à identiﬁer
sc_core::sc_port_base<...>sc_core::sc_export_base<...>
sc_core::sc_port<...>sc_core::sc_export<...>
sc_core::sc_ﬁfo_in<...> sc_core::sc_ﬁfo_out<...> sc_core::sc_in<...>
sc_core::sc_inout<...>
sc_core::sc_out<...>
Figure 3.11 – Diagramme d’he´ritage des Ports SystemC
La version officielle de la librairie tlm de´finit les types de connexions a` haut niveau comme
he´ritant des classes sc port base ou sc export base comme nous l’avons expe´rimente´ avec nos ten-
tatives pre´liminaires de traduction sur des bibliothe`ques existantes (cf. section 3.5). Certaines
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librairies telles que GreenSocs ou AMBA-pv imple´mentent certains types de Ports transac-
tionnels comme de´rivant de ces types (figure 3.12). De ce fait, la de´tection des types de bases
semblent suffisante pour pouvoir identifier les de´rive´s.
Héritage à SystemC
Types de ports TLM oﬃciels
Types de ports génériques
Spécialisation de ports TLM à identiﬁer
Types de ports ad-hoc
Types de ports de la librairie GreenSocs
Types de ports de la librairie AMBA-pv
sc_core::sc_port<...>sc_core::sc_export<...>
tlm::tlm_base_initiator_socket<...>tlm::tlm_base_target_socket<...>
tlm::tlm_initiator_socket<...>tlm::tlm_target_socket<...>
tlm_utils::multi_target_base<...> tlm_utils::multi_init_base<...>
gs::socket::target_socket_base<...>
gs::socket::target_socket_callback_base<...>
gs::socket::initiator_socket_base<...>
gs::socket::initiator_socket_callback_base<...>
amba::amba_slave_socket<...> amba::amba_master_socket<...>
Figure 3.12 – Diagramme d’he´ritage des Ports TLM
Nous avons donc e´labore´ une manie`re de distinguer les diffe´rences entre ces points d’inter-
connexion de manie`re a` rester compatible avec les diffe´rentes librairies. Nous nous sommes base´s
sur la structure de donne´e interne de SystemC contenant les informations ge´ne´riques concer-
nant les sc port base et sc export base instancie´s durant la phase d’e´laboration d’un design. Il
s’agit d’une liste de re´fe´rences de tous les objets de´rivants de sc port base et d’une autre pour les
3.3 L’approche choisie 59
objets qui de´rivent de sc export base. Cependant, un dynamic cast vers le type de port spe´cialise´
ne peut eˆtre utilise´ car le type d’arrive´e requiert des parame`tres template. L’information dont
nous disposons concernant le type ve´ritable d’un sc port/export base est le type instancie´. Cette
vue du type rend l’interpre´tation du parame`tre template trop complexe pour eˆtre traite´e de la
sorte. La` encore, le recours aux informations issues de l’analyse statique devient ne´cessaire. Il
est possible de parcourir les informations statiques dans le but de savoir si un type statique
est une version template particulie`re d’un autre type ainsi que de savoir si le type non spe´cialise´
de´rive d’un autre et cela sans avoir a` spe´cifier le parame`tre template.
De´tection de contenance Un dernier obstacle subsiste : aucune re`gle n’empeˆche un de´veloppeur
de cre´er ses propres types de Ports a` partir de ceux fournis par SystemC. Pour cela il dispose
de plusieurs possibilite´s telles que l’he´ritage, la contenance ou encore un construction hybride a`
partir de n’importe quel type de´rivant de sc port base ou sc export base. C’est pourquoi nous ne
pouvons nous limiter a` la de´tection des seuls types contenus dans les rectangles rouges. D’autres
librairies de composants telles que SoCLib, GreenSocs, et certains exemples de la librairie Sys-
temC officielle car plus anciennes, imple´mentent d’autres types de port transactionnels. Jusqu’a`
pre´sent, nous avons suppose´ que les ports e´taient contenus directement dans leurs composants,
ce qui est juste d’un point de vue mode`le mais peut avoir diffe´rent encodage en c++. D’un point
de vue dynamique, le niveau de contenance du port ne pourra eˆtre re´cupe´re´ directement. En
d’autres termes, en utilisant la me´thode de´crite a` la section 3.3.4.2, nous ne pouvons pas de´ter-
miner si un sc port/export est un attribut du composant au sens c++ ou bien si il est contenu
dans une structure qui l’encapsule, elle-meˆme contenue dans le composant. Le cas e´che´ant, cela
rend inutilisable le calcul du de´calage d’adresse. Dans le cas de la librairie GreenSoCs, il existe
une autre de´finition des ports transactionnels (diffe´rente de celle de´crite dans la figure 3.12).
L’analyse manuelle du code d’un design l’utilisant nous a permis de constater que les ports
transactionnels ne faisaient pas partie des structures reconnues par la me´thode utilisant les
he´ritages comme mode de reconnaissance. La figure 3.13 met en e´vidence l’encodage du design
au sens c++ d’un des exemples utilisant ce genre de ports. Cette exemple contient au niveau
le plus haut de la hie´rarchie deux composants (sillysort et simplememory). Ces deux composants
contiennent des ports transactionnels bien particuliers GenericInitiatorBlockingAPI< ... > (e´qui-
valent des tlm::initiator socket) et GenericTargetBlockingAPI< ... > (e´quivalent des tlm::target socket).
En interrogeant les attributs des composants, nous pouvons re´cupe´rer les de´calages d’adresses
de ces ports transactionnels par la macro offsetof() mais ces valeurs ne correspondront en au-
cune manie`re au de´calage d’adresse entre les objets de type composants et les objets de type
sc port base. Pour cela il suffit d’e´tendre la recherche des sc port base et sc export base aux diffe´-
rents attributs des attributs des composants et cela de manie`re re´cursive car aucune contrainte
de profondeur n’est impose´e en terme de style de codage c++.
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sc_main
sillysort simplememory
sc_core::sc_moduleGenericInitiatorBlockingAPI<...> GenericTargetBlockingAPI<...>
sc_core::sc_port<...>
Figure 3.13 – Structure d’un exemple GreenSoCs
3.3.4.5 Les connexions entre Ports
Cette dernie`re e´tape est cruciale afin de tisser le re´seau d’interconnexion entre les diffe´rents
Ports de composants. Elle n’est cependant pas la plus complique´e car l’information ne´cessaire
est contenue dans les Ports eux-meˆmes. Effectivement ceux-ci ne´cessitent des re´fe´rences vers
les canaux de communication qu’ils vont utiliser durant la phase de simulation. De la meˆme
manie`re que pour l’instanciation des composants et des Ports, nous ne pouvons eˆtre certains de
l’existence d’un lien que durant la phase active du programme SystemC. L’analyse statique est
donc a` proscrire mais une simple consultation d’un Port nous permet de lier celui a` un canal.
Ensuite, si deux Ports sont relie´s a` un meˆme canal, cela signifie qu’il existe un lien entre ces
Ports.
3.4 Mise en œuvre : l’outil SCiPX
3.4.1 Pre´sentation
Nous avons de´veloppe´ un environnement de traduction, nomme´ SCiPX (pour SystemC to
IP-Xact), qui combine et articule les analyses statique et dynamique telles que de´crites en sec-
tion 3.3. Son flot de traitement ge´ne´ral est repre´sente´ dans la figure 3.14. Il prend en entre´e du
code SystemC (en haut a` gauche) et produit en sortie un mode`le IP-Xact (en bas a` droite).
Tout d’abord, nous utilisons un analyseur de code source c++ sur le code SystemC a` analyser.
Il en re´sulte plusieurs fichiers xml (case jaune sur la figure) qui contiennent toutes les de´fini-
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tions de classes, leur he´ritage, leur attributs, etc... Ces fichiers xml peuvent ensuite eˆtre filtre´s
pour recueillir la de´finition des divers composants ge´ne´riques (i.e.,he´ritant d’un sc module). Le
programme original SystemC est alors compile´ et exe´cute´ jusqu’a` la fin de l’e´laboration par un
analyseur dynamique. Lorsque ce point est atteint, l’analyseur dynamique fournit un acce`s a` la
repre´sentation du re´seau des composants (case rouge sur la figure). Nous combinons alors ces
deux types d’informations afin de ge´ne´rer d’une part une bibliothe`que de composants utilise´s
par le design, c’est-a`-dire les composants ge´ne´riques augmente´s des types re´ellement instancie´s
(jaune orange´ sur la figure) et d’autre part nous comple´tons les informations dynamiques afin
de ge´ne´rer le mode`le structurel du design analyse´ (en rouge orange´).
Partant de cette vue du design, on construit une repre´sentation ip-xact lie´es aux de´finitions
de composants approprie´es (en vert paˆle sur la figure). La description ip-xact est alors une vue
structurelle de la description originale SystemC.
3.4.2 Me´ta-mode`le et transformation
Nous avons utilise´ comme briques de base les e´le´ment fournis par le me´ta-mode`le ECore
pre´sent dans le projet EMF (Eclipse Modeling Framework) pour construire un mode`le ECore
du me´ta-mode`le structurel pre´sente´ dans la partie pre´ce´dente (figure 3.7). Notre me´ta-mode`le
a ensuite e´te´ converti en me´ta-mode`le ge´ne´rique (xml Metadata Interchange ou xmi qui est un
standard pour l’e´change d’informations de me´ta-donne´es uml base´ sur xml.) nous donnant un
sche´ma xml (xsd) refle´tant ce dernier. Ce sche´ma a ensuite e´te´ traduit par l’outil CodeSynthesis
xsd xsdtool en classes et structures c++ pour chaque e´le´ment du me´ta-mode`le. Il inte`gre dans
ces structures les contraintes lie´es aux constructions permises par notre me´ta-mode`le. Cela nous
permet de nous assurer de la validite´ d’une construction. En plus de ge´ne´rer ces conteneurs,
l’outil CodeSynthesis xsd ge´ne`re une structure permettant de se´rialiser les objets c++ cre´e´s
dans un fichier xml ainsi que le chemin inverse permettant de construire les objets c++ d’un
mode`le a` partir d’une description contenue dans un fichier xml. La figure 3.15 donne un aperc¸u
global de l’interface entre les mode`les et le code c++.
Afin de re´aliser la transformation entre SystemC et ip-xact, nous nous sommes appuye´s
sur la technologie Java. Nous avons imple´mente´ les re`gles de transformation e´nonce´es dans la
section 3.3.3. Nous avons ensuite rendu le code Java exe´cutable inde´pendamment d’eclipse afin
de pouvoir le lancer par ligne de commande et ainsi re´aliser le flot de´crit a` la figure 3.16. Nous
passons le mode`le structurel (qui doit eˆtre conforme a` son me´ta-mode`le) en parame`tre d’appel
pour en re´cupe´rer un mode`le ip-xact (qui est conforme a` son me´ta-mode`le) en sortie.
3.4.3 Extraction de mode`le de design
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Figure 3.14 – Flot de traitement global de SCiPX
Analyseur statique Pour la phase d’analyse statique, nous avons utilise´ Doxygen doxy. Doxygen
est a` l’origine un ge´ne´rateur de documentation, mais peut aussi eˆtre utilise´ comme un analy-
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Figure 3.16 – Transformation
seur de code source statique. Il nous permet de re´cupe´rer des informations sur la de´finition
des composants comme de´crit dans la section pre´ce´dente. Dans la plupart des cas, Doxygen ne
peut donner toutes les informations pertinentes concernant le re´seau de composants qui sera
instancie´ a` l’exe´cution. Cependant, Doxygen nous permet de ge´ne´rer un ensemble de fichiers
xml repre´sentant tous les e´le´ments du code SystemC qu’il aura analyse´ a` partir du fichier
contenant la fonction sc main. Nous utilisons dans SCiPX Doxygen-1.7.3 1. Ce logiciel produit
des fichiers xml qui contiennent les re´sultats d’une analyse de code. Cette version du logiciel
embarque e´galement un analyseur syntaxique de ces fichiers xml permettant une interrogation
simplifie´e des informations recueillies.
1. disponible a` l’adresse : ftp://ftp.stack.nl/pub/users/dimitri/doxygen-1.7.3.src.tar.gz.
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Analyseur dynamique Pour cette phase, notre choix s’est porte´ sur l’outil PinaVM de´ja` de´crit
dans la section 3.2.2.2. Il nous fournit une repre´sentation abstraite d’un programme SystemC
apre`s la phase d’e´laboration (il facilite l’acce`s a` une vue abstraite du re´seau des composants).
PinaVM utilise une version le´ge`rement modifie´e de la librairie SystemC qui permet de re´cupe´-
rer la main lorsque la phase d’e´laboration est totalement acheve´e. On a alors acce`s un pointeur
vers la structure interne de SystemC (sc simcontex) ainsi que les informations produites par le
compilateur LLVM. La repre´sentation abstraite fournie par PinaVM est adapte´e a` la ve´rifi-
cation/validation d’un point de vue comportemental et peut se contenter de la vue anonyme
d’un design afin d’effectuer ses analyses. Cependant, la traduction de la structure dans une vue
mode`le (ip-xact ou uml) sans l’ajout d’informations devient alors tre`s lointaine de la version
code. Ne´anmoins, PinaVM procure une structure de projet extensible permettant le de´veloppe-
ment de back-end spe´cifique. Nous avons choisi de profiter de cette structure de projet et avons
de´velopper un back-end pour re´concilier (au sens de la section 3.3.4) les informations issues de
Doxygen et fournies par PinaVM.
Notre extension a` PinaVM “XMLbackend” Nous avons imple´mente´ les diffe´rentes me´thodes
ne´cessaires pour produire un mode`le ip-xact telles que de´crites en sections 3.3.4. Nous commen-
c¸ons par une analyse statique des sources SystemC et stockons ces informations. Nous compilons
ensuite le programme SystemC a` l’aide de la librairie fournie par le front-end PinaVM et re´-
cupe´rons les listes d’objets de la simulation.
La premie`re e´tape est de construire la cartographie d’un composant (et plus ge´ne´ralement
d’un type instancie´) en termes de nom d’attribut, type d’attribut et de´calage d’adresse relatif.
La figure 3.17 de´crit la me´canique sous-jacente mise en œuvre. Les informations statiques sont
repre´sente´es en jaune et afin de limiter la recherche (et le temps de traitement), nous partons de
l’ensemble des composants instancie´s contenus dans la liste d’objet sc module que nous fournit
le front-end PinaVM. Pour chaque composant, nous re´cupe´rons son type instancie´ (ou spe´ciali-
sation d’un composant). A l’aide de ce type, nous de´duisons le type statique et interrogeons la
base de donne´e d’informations ge´ne´re´e par Doxygen. Graˆce a` une API que nous avons de´velop-
pe´e, nous re´cupe´rons les noms des attributs du type statique interroge´. Nous ge´ne´rons un code
c++ appelant successivement la fonction offsetof() sur tous attributs publics du type instancie´.
Apre`s compilation et exe´cution, nous re´cupe´rons la valeur du de´calage d’adresse de chacun des
attributs. On notera, la pre´sence d’une boucle de retour sur la figure 3.17. Elle permet d’ex-
plorer en profondeur un composant en re´ite´rant l’ope´ration sur chaque attribut. A partir de ce
traitement, on obtient une cartographie de toutes les adresses ou` l’on peut trouver des objets
accessibles dans un composant ainsi que les noms des attributs.
Ensuite, comme le de´crit la figure 3.18, en parcourant la liste des objets de type Port (com-
prendre ici la liste des sc port et sc export), nous re´cupe´rons par la me´thode get parent() (he´rite´e
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Figure 3.17 – Cartographie des composants
de la classe sc object) l’appartenance de ces Ports aux diffe´rents composants instancie´s. En
consultant leur adresse et celle de leur composant parent, nous calculons le de´calage d’adresse.
Nous pouvons de`s lors consulter la cartographie du composant pre´ce´demment construite afin
de re´cupe´rer et re´-associer, le cas e´che´ant, le nom d’un port a` un objet de type Port. Tous les
Ports non identifie´s sont alors stocke´s en vue d’un traitement ulte´rieur. Effectivement, lors de
la de´tection d’un socket initiateur tlm, le sc export qu’il contient ne sera pas identifie´ par la
pre´sente passe car celui-ci est un attribut prote´ge´ du socket. Cela se fera lors de la phase de
de´tection des types (ou spe´cialisations) de Ports.
Lorsque les phases pre´ce´dentes sont termine´es, nous posse´dons deux listes d’objets Ports.
La spe´cialisation des Ports reconnus se fait alors dans l’ordre indique´ dans la figure 3.19. Cet
ordre doit eˆtre respecte´ a` cause de l’imbrication des diffe´rentes spe´cialisations de´crites dans la
section 3.3.4.4. L’imple´mentation des sockets tlm occulte certains sc port et sc export vis a` vis des
phases pre´ce´dentes. Cependant, celle-ci de´finit les me´thodes get base port() et get base export().
Afin de pouvoir les utiliser il faut donc au pre´alable identifier les spe´cialisations des Ports
reconnus pour de´terminer si ils sont des sockets. Une suite de tests est alors applique´e sur le
type du Port. Si il est spe´cialise´ en socket tlm nous utilisons les me´thodes pre´ce´dentes afin de
re´cupe´rer une re´fe´rence vers les sc port ou sc export qu’ils contiennent. Ceux-ci viennent alors
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Figure 3.18 – Re´cupe´ration des noms de Ports
grossir la liste des Ports reconnus lorsqu’une concordance est trouve´e. Si tout ce passe bien, a` la
fin de l’analyse des spe´cialisations de Ports, la liste des Ports non reconnus est vide. Si ce n’est
pas le cas, on attribue un nom ge´ne´re´ aux Ports encore anonymes. Ils suivent alors le meˆme
traitement que les autres.
Le mode`le complet du design est construit a` l’aide de toutes les informations recueillis lors
des traitements successifs. Il peut alors eˆtre valide´ structurellement et transforme´ en mode`le
ip-xact.
3.5 Expe´rimentations et test
Nous avons utilise´ SCiPX sur des exemples SystemC (i.e.,rtl et tlm) extraits des bi-
bliothe`ques existantes du domaine public et proprie´taire. Nous allons donner les re´sultats en
soulignant les spe´cificite´s de chaque bibliothe`que, les difficulte´s qui ont e´te´ rencontre´es et les
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Figure 3.19 – Re´cupe´ration des types de Ports
ame´liorations apporte´es a` SCiPX pour les re´soudre.
3.5.1 Librairie SystemC officielle
La librairie de re´fe´rence du site de OSCI (Open SystemC Initiative) contient un certain
nombre d’exemples standards qui nous ont servi de cas de test initiaux. La majorite´ de ces
exemples sont des mode`les de niveau rtl et ont e´te´ analyse´s correctement par notre outil. Ne
souhaitant pas tous les de´tailler, nous pre´sentons, en annexe A, un exemple de programme Sys-
temC regroupant des constructions de type rtl ainsi que le re´sultat de l’extraction de mode`le
ip-xact.
Un exemple de cette bibliothe`que en particulier laisse entrevoir les pre´mices d’une mode´lisa-
tion tlm bien avant l’apparition de la librairie tlm officielle. Il repre´sente un design ge´ne´rique
compose´ de trois composants maˆıtres connecte´s a` deux composants esclaves par l’interme´diaire
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Figure 3.20 – Exemple simple bus
d’un composant bus. La figure 3.20 en donne une illustration tire´e de la documentation Sys-
temC. Les connexions entre un maˆıtre vers le bus(esclave) et le bus (maˆıtre) vers un esclave
ne sont pas standard mais tout a` fait valide d’un point de vue SystemC/c++. Le composant
maˆıtre embarque un Port lui permettant de communiquer avec un esclave. Cependant, l’es-
clave ne de´clare pas de Port d’arrive´e susceptible d’eˆtre le point de raccordement a` son maˆıtre.
La connexion existe mais est occulte´e par l’utilisation directe de pointeurs vers l’objet com-
posant esclave. Pour cette raison, SCiPX n’est pas en mesure de traiter cet exemple et d’en
ge´ne´rer un mode`le ip-xact correct. Cependant, n’e´tant pas l’imple´mentation officielle des ports
transactionnels, elle n’est que peu utilise´e.
3.5.2 Librairie TLM officielle
tlm::tlm_initiator_socket<...>
tlm::tlm_base_initiator_socket<...>
sc_core::sc_port<...> sc_core::sc_export<...>
Figure 3.21 – tlm initiator socket
Cette librairie imple´mente de manie`re standardise´e les Ports transactionnels (section 2.2.3).
Elle permet de fixer des bases communes pour diffe´rentes imple´mentations de socket tlm (fi-
gure 3.12, page 57) adapte´es a` diffe´rents protocoles. La spe´cification tlm impose de plus l’uti-
lisation de ceux-ci pour la conception d’un design ce qui e´limine le proble`me rencontre´ dans
l’exemple pre´ce´dent de la librairie SystemC “non tlm”. L’imple´mentation de ces connexions
tlm est de´crite dans les figures 3.21 et 3.22.
Les tlm::tlm initiator socket< ... > de´rivent publiquement de tlm::tlm base initiator socket< ... >.
Ce dernier contient publiquement un sc core::sc port par he´ritage et un sc core::sc export par
contenance en mode prote´ge´. Cette contenance prote´ge´e ne nous permet pas d’acce´der a` cet
sc core::sc export par la cartographie d’un composant. Ne´anmoins, nous contournons cette li-
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tlm::tlm_target_socket<...>
tlm::tlm_base_target_socket<...>
sc_core::sc_port<...> sc_core::sc_export<...>
Figure 3.22 – tlm target socket
mitation graˆce a` l’utilisation d’une me´thode de´clare´e dans tlm::tlm base initiator socket< ... > :
virtual sc core::sc export<BW IF> & get base export() { return m export; }. De la meˆme manie`re pour
un tlm::tlm base target socket< ... >, il existe une me´thode pour acce´der sc core::sc port qu’il contient
de manie`re prote´ge´e : virtual sc core::sc port b< BW IF > & get base port(). Nous avons se´lectionne´
dans cette librairie un exemple utilisant diffe´rents types de connexions. Le sche´ma du design en
question est de´crit dans la figure 3.23.
initiator_top::m_initiator_1 initiator_top::m_initiator_2
at_target_1_phase::m_at_target_1_phase_1 at_target_2_phase::m_at_target_2_phase_1
at_target_4_phase::m_at_target_4_phase_1
SimpleBusAT<2,3>::m_bus
Figure 3.23 – Exemple at mixed targets example
Les informations que notre outil est en mesure de retrouver peuvent se re´sumer par le graphe
de la figure 3.24. Il est la superposition des informations re´cupe´re´es par l’analyse d’he´ritage
(liens en pointille´s) et de la cartographie obtenue par recherche re´cursive a` l’exe´cution apre`s
la phase d’e´laboration (lien en trait plein). Le design analyse´ contient des objets de types
SimpleBusAT< 2, 3 >, at target 1 phase, at target 2 phase, at target 4 phase et initiator top. Ceux-ci
de´rivent de sc module et sont donc des composants. Ils contiennent diffe´rents types de port en
tant qu’attributs.
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initiator_top
sc_core::sc_moduletlm::tlm_initiator_socket<...>
SimpleBusAT<2,3>
tlm::tlm_target_socket<...>
at_target_1_phase at_target_2_phase at_target_4_phase
sc_main
Figure 3.24 – Graphe de l’exemple at mixed targets example
3.5.3 Librairie SoClib
VciVgmn<vci_param> vgmn
VciSimpleInitiator<vci_param> i
VciRam<vci_param> ram
Figure 3.25 – Design extrait de la SoCLib
SoCLib? est une plate-forme de de´veloppement pour le prototypage virtuel des syste`mes sur
puce. Le projet a commence´ en tant que projet ANR. Il est de´sormais maintenu au LIP6. Le
noyau de la plate-forme est une bibliothe`que de mode`les de simulation SystemC de composants
virtuels. La principale pre´occupation est l’interope´rabilite´ entre les diffe´rentes IPs disponibles.
Tous les mode`les de simulation sont e´crits en SystemC, et peuvent eˆtre simule´s avec l’environ-
nement de simulation SystemC standard. Deux types de mode`les sont disponibles pour chaque
IP, le niveau CABA (Cycle Accurate / Bit Accurate) et le TLM-DT (Transaction Level Mode-
ling with Distributed Time). Tous les mode`les de simulation et les outils sont distribue´s en tant
que logiciels libres.
Cette bibliothe`que ayant e´te´ de´veloppe´e avant l’arrive´e officielle de la librairie tlm, elle de´-
finit ses propres connexions tlm. L’exemple analyse´ (figure 3.25), se compose d’un composant
maˆıtre communiquant avec un composant esclave par l’interme´diaire d’un me´dium de communi-
cation. Le graphe de la figure 3.26 montre le design re´el. SCiPX n’a cependant pas pu re´cupe´rer
les liens colore´s en rouge. La raison est analyse´e ci-dessous.
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sc_main
soclib::tlmt::VciSimpleInitiator<...>soclib::tlmt::VciRam<...>
soclib::tlmt::BaseModule soclib::tlmt::VciInitiator<...>
tlmt_core::tlmt_module
sc_core::sc_module
tlmt_core::tlmt_out<...> tlmt_core::tlmt_in<...>
sc_core::sc_port<...>
soclib::tlmt::VciTarget<...>
Figure 3.26 – Graphe de contenance
Les composants, bien qu’encapsule´s dans divers namespaces propres a` la SoCLib, de´rivent
tous de sc core::sc module. La reconnaissance des composants de la SoClib est donc assure´e graˆce a`
la consultation du graphe l’he´ritage d’un type. Pour les interfaces maˆıtres, des soclib::tlmt::VciInitia
-tor< ... > sont utilise´s. Ils rede´finissent un e´quivalent de tlm::tlm initiator socket sans en he´riter.
Ils contiennent de manie`re prive´e un tlmt core::tlmt out et un tlmt core::tlmt in et ceux-ci de´rivent
de sc port. Cependant, la contenance prive´ rend impossible l’acce`s aux objets de type sc port par
notre outil.
Nous avons renonce´ a` e´tendre SCiPX pour re´soudre ce proble`me car l’interface utilise´e
n’est pas standard. Cependant, une solution est envisageable mais demande de modifier le code
source de la librairie (rendre public les liens en rouge).
3.5.4 Librairie GreenSoC
GreenSocs greensocweb est une plate-forme de de´veloppement dont le but est d’acce´le´rer
l’e´criture des mode`les et des outils. Il comporte des blocs IPs simples servant de briques de base
a` l’e´laboration de syste`me plus complexe. Dans l’exemple conside´re´ (figure 3.27), le composant
maˆıtre m est connecte´ directement a` un composant esclave s. Comme pour l’exemple pre´ce´dent,
des sockets spe´cifiques sont utilise´s.
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simplememory s
sillysort m
Figure 3.27 – Design fourni par GreenSocs
Les informations que SCiPX est capable de re´cupe´rer sont de´crites dans le graphe de la
figure 3.28. Les composants de´rivent publiquement d’un sc core::sc module. D’un point de vue
des connexions utilise´es, les composants contiennent publiquement des sc core::sc port facilement
accessible par SCiPX graˆce a` la cartographie re´cursive des types qu’il construit. Cependant,
l’essence meˆme de la connexion tlm est perdue. SCiPX re´cupe`re ainsi les liens qui existent entre
les composants mais le port tlm n’apparaˆıt pas dans le mode`le ip-xact. Il ge´ne`re alors autant de
port que de sc port posse´de´s par GenericInitiatorBlockingAPI< ... > et GenericTargetBlockingAPI< ... >.
sc_main
sillysort simplememory
sc_core::sc_moduleGenericInitiatorBlockingAPI<...> GenericTargetBlockingAPI<...>
sc_core::sc_port<...>
Figure 3.28 – Graphe de l’exemple GreenSoCs
3.5.5 Librairie AMBA-pv
Cette librairie est disponible gratuitement sur le site de ARM armweb. Elle imple´mente les
diffe´rentes variantes du protocole AMBA ambaweb (i.e.,axi, ahb et apb) a` un niveau programmer
view. L’exemple e´tudie´ est celui de la figure 3.29. Il repre´sente un composant TLM2 M[0] connecte´
directement en tant que maˆıtre a` un composant AHB M[0] par des sockets tlm officiels. Ce
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dernier est lui-meˆme connecte´ a` deux composants esclaves AHB S[i] au travers d’un bus AHB Bus.
Ces dernie`res connexions utilisent des sockets repre´sentant des connexions de type AMBA au
niveau tlm. Elles utilisent en interne, comme briques de bases, un type plus re´cent de connexions
de´finit dans la librairie GreenSocs (base´e sur la librairie officielle tlm).
ahb_simple_bus<32> AHB_Bus
tlm2_simple_master TLM2_M[0]
tlm2_master_to_ahb<32> AHB_M[0]
new ahb_simple_mem<32> AHB_S[0] new ahb_simple_mem<32> AHB_S[1]
Figure 3.29 – Design issue de la librairie AMBA
Les deux librairies utilise´es e´tant supporte´es par notre outil, le traitement de cet exemple
conduit a` une extraction comple`te du mode`le (figure 3.30).
3.5.6 Bilan
Le tableau 3.1 dresse le bilan des types de design que notre outil est en mesure d’extraire et
ceux sur lesquels il e´choue. Ce tableau diffe´rencie deux types de programme tlm, l’un officiel
suivant la norme et les versions non standard mais de ce niveau de mode´lisation. Le symbole
"signifie que la de´tection et d’extraction est prise en compte par SCiPX. Le symbole X indique
ce qui ne peut eˆtre reconnu sans modification du code source de la bibliothe`que en question.
rtl tlm tlm
(official) (handmade)
SystemC 2.2 " N/A X
SoCLib " N/A X
GreenSocs " " "
tlm 2.0 " " N/A
amba-pv " " N/A
Table 3.1 – De´tection des diffe´rentes librairies
Notre but e´tait de produire un mode`le structurel a` partir du plus grand nombre de librairies
74 Chapitre 3 : Extraction de mode`le structurel SystemC et exportation en IP-Xact
sc_main
tlm2_simple_mastertlm2_master_to_ahb<...> ahb_simple_mem<...>ahb_simple_bus<...>
sc_core::sc_module
tlm::tlm_initiator_socket<...>tlm::tlm_target_socket<...>
amba::amba_master_socket<...> amba::amba_slave_socket<...>
gs::socket::target_socket_base<...>
gs::socket::target_socket_callback_base<...>
tlm_utils::multi_target_base<...>
gs::socket::initiator_socket_base<...>
gs::socket::initiator_socket_callback_base<...>
tlm_utils::multi_init_base<...>
Figure 3.30 – graphe de l’exemple Amba-pv
possibles afin de faciliter la re´utilisation de blocs d’IP de´ja` existants. Cependant, cette e´tude a
mis en e´vidence, divers proble`mes rendant la taˆche ardue voire meˆme impossible dans certains
cas. Les limitations re´ve´le´es peuvent eˆtre se´pare´es en deux cate´gories.
La premie`re cate´gorie e´tant bien e´videmment les limitations de notre outil de par les tech-
niques d’extractions utilise´es allie´es a` la non re´flexivite´ du langage c++. SCiPX, bien que conc¸u
pour eˆtre le plus ge´ne´ral possible, reste limite´. La macro offsetof() ne peut eˆtre utilise´e que sur
des objets publiquement accessibles rendant impossible l’analyse de type restreignant l’acce`s a`
leurs attributs. La cartographie re´cursive d’un composant est, elle, couˆteuse en temps et res-
treinte par la macro offsetof(). L’analyse de type que nous avons mise en place se voit limite´e
par les de´clarations dynamiques. Une de´claration de pointeurs est analysable tant que celle-ci
ne de´passe pas le pointage simple (un objet pointe´ ou vecteur d’objets).
Toutes ces limitations imposent donc des re`gles de style de codage approprie´es afin que notre
outil soit en mesure d’extraire un design. Cependant, nous conside´rons ce style de codage assez
ge´ne´ral pour ne pas trop contraindre un designer.
La deuxie`me cate´gorie de limitation est plus conceptuelle au sens ou` les informations de
structure exprimables en SystemC peuvent eˆtre capture´es dans le standard ip-xact mais non
l’inverse. Certains concepts pre´sents en ip-xact ne trouvent pas de me´canismes permettant
3.5 Expe´rimentations et test 75
leur identification automatique dans la librairie SystemC. Par exemple, il est question dans
ip-xact de de´crire les diffe´rents registres de´finis dans un composant, ceux-ci meˆmes utilise´s
afin de piloter/configurer ou d’interroger l’e´tat du composant. En SystemC, aucun me´canisme
standard n’est pre´vu et le designer utilise la majeure partie du temps des types primitifs tels que
les unsigned int. Cependant, cette utilisation des types primitifs rend impossible la distinction
entre une variable temporaire et un ve´ritable registre au sens ip-xact que l’on souhaiterait
capturer dans un design. Une solution permettant de combler ces limitations est la re´e´criture
de parties de la librairie SystemC. Il faut ajouter les me´canismes permettant de contenir les
informations manquantes a` l’exe´cution. Il faut de plus, s’assurer qu’un designer fournira ces
informations lors de la conception de la meˆme manie`re que celui-ci doit renseigner le nom d’un
composant ou encore la connectivite´ des Ports. Pour les concepts manquants, des extensions
simples peuvent eˆtre facilement imple´mente´es par simple he´ritage a` la classe sc object, assurant
par la`-meˆme de conserver une trace d’un type durant l’exe´cution du programme SystemC. Pour
plus d’informations le lecteur est convie´ a` consulter a` l’annexe B.
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4.1 Introduction
La mode´lisation d’un syste`me par un MoCC apporte une se´paration claire des calculs et
des communications. Un syste`me peut eˆtre repre´sente´ par son architecture qui se compose
d’unite´s de calcul et les interconnexions entre ces unite´s. Dans le chapitre pre´ce´dent, nous nous
sommes inte´resse´ a` l’extraction des aspects structurels dans le cas bien particulier de code c++
SystemC. Nous nous inte´ressons maintenant a` l’aspect interactions entre ces diffe´rents blocs.
Les communications ou interactions entre ces unite´s de calcul suivent souvent un ensemble
bien e´tabli de re`gles, connu sous le nom de “protocole”. La librairie tlm permet de conside´rer a`
diffe´rents niveaux d’abstraction ces communications. Elles sont alors bien plus complexes que de
simples passages de valeurs sur un fil e´lectrique mais ne´anmoins repre´sente´es par un lien unique
de dominance (maˆıtre/esclave). Ge´ne´ralement, diffe´rentes entite´s sont mises en concurrence pour
l’acce`s au me´dia de communication. Le simulateur SystemC, par sa nature se´quentielle dans le
traitement de sa file d’e´ve´nement, pre´sente des difficulte´s pour la mode´lisation d’interactions
conccurentes (cf. annexe C). C’est pourquoi nous nous tournons, dans ce chapitre, vers une
approche alternative. Nous explorerons, dans la section 4.2, la mode´lisation de protocoles a`
l’aide du langage ccsl en nous focalisant sur l’aspect controˆle. Nous partirons d’une vue tre`s
abstraite de la communication (lien unique de dominance) et la raffinerons jusqu’a` obtenir
les de´tails suffisants pour la mode´lisation abstraite d’un protocole industriel de type amba.
Nous mettrons alors en e´vidence les re`gles ne´cessaires a` la re´solution de conflit (i.e.,priorite´s)
lorsque plusieurs maˆıtres tentent d’acce´der a` un meˆme bus de communication. Puis, fort de cette
expe´rience de mode´lisation, nous proposerons, dans la section 4.3, une approche alternative a`
la re´solution de conflit par l’ajout d’un me´canisme de prise en compte de ces priorite´s durant
la simulation d’une spe´cification ccsl.
4.2 Mode´lisation de protocoles en CCSL
Dans cette section, nous utilisons les me´canismes et repre´sentations issus de l’IDM (plus
particulie`rement issus d’uml et de marte) afin de mode´liser de manie`re abstraite un protocole
AMBA AHB largement re´pandu dans le domaine des syste`mes embarque´s. Nous commencerons
par identifier les informations de controˆle ne´cessaires dans le cas simple ou` seulement deux
composants (un maˆıtre et un esclave) communiquent par l’interme´diaire d’une connexion point a`
point. Puis nous complexifierons les exemples, jusqu’a` conside´rer des configurations plus proches
des syste`mes embarque´s re´els. Nous nous inte´resserons alors a` la proble´matique qu’est l’acce`s
a` une ressource de communication partage´e entre diffe´rents acteurs. Nous de´gagerons alors des
re`gles ge´ne´riques permettant de spe´cifier le comportement de tels acteurs lors de l’apparition
de conflit a` l’aide du langage de spe´cification ccsl.
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4.2.1 Transactions et diagrammes de se´quence
En uml, on utilise ge´ne´ralement des diagrammes de se´quence afin de de´crire des interactions
entre diffe´rents objets. Chaque ligne verticale repre´sente la ligne de vie de l’objet identifie´ au
sommet de la ligne. Le temps s’e´coule vers le bas. Les e´changes d’information (ou messages) sont
visualise´s par des fle`ches entre lignes de vie (figure 4.1). Sur ces diagrammes, on peut e´galement
identifier les e´ve´nements lie´s a` l’envoi et a` la re´ception de messages. Lors d’une interaction, il
peut y avoir plusieurs occurrences du meˆme e´ve´nement (figure 4.2). En uml on peut les nommer
par la notation @<occurrence de l’e´ve´nement>.
Acteur1
message
@envoi @reception
Acteur2
Figure 4.1 – Interaction e´le´mentaire
Acteur1 Acteur2
Message 1@envoi 1
@reception 1
@envoi 2
@reception 2
Message 2
Figure 4.2 – Interactions multiples
Lorsqu’on utilise le profil uml-marte, on peut associer une horloge logique a` un e´ve´nement
et par conse´quent associer les occurrences de cet e´ve´nement aux instants de cette horloge.
Des contraintes entre les occurrences d’e´ve´nements peuvent alors eˆtre spe´cifie´es a` l’aide de
contraintes d’horloges. Par exemple, le fait que l’envoi d’un message doive pre´ce´der sa re´ception
s’exprime par la relation 4.1 qui utilise la pre´ce´dence faible (section 2.5.2).
(4.1) envoi 4 re´ception
Il est clair que cette relation n’apporte rien de plus que ce qui est exprime´ par la fle`che associe´e
au message dans le diagramme de se´quence. En revanche, les contraintes d’horloge s’ave`rent
tre`s utiles quand on veut exprimer des contraintes entre messages ou entre occurrences d’e´ve´-
nements. C’est ce que nous allons analyser a` pre´sent. Au pre´alable, notons que dans la suite
on s’inte´resse plus particulie`rement aux transactions qui sont des messages particuliers. Les
e´ve´nements d’envoi et de re´ception sont alors nomme´s begin et end.
4.2.2 Transactions concurrentes
Un inconve´nient majeur des diagrammes de se´quence est qu’ils ne repre´sentent que des
e´volutions particulie`res. uml 2 les a enrichi avec les fragments qui permettent de repre´senter
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plusieurs e´volutions (boucles, conditionnelles, re´fe´rences) sur un meˆme diagramme. La lisibilite´
de ces diagrammes n’est pas toujours aise´e. Nous pre´fe´rons nous en tenir aux diagrammes de
se´quence simples auxquels on adjoint des contraintes, essentiellement des contraintes d’horloges.
La figure 4.3 mode´lise deux e´changes d’un message de meˆme type. Le diagramme de droite
repre´sente le cas ou` le deuxie`me message “double” le premier.
Acteur1 Acteur2
Message 1@envoi 1
@reception 1
@envoi 2
@reception 2
Message 2
Acteur1 Acteur2
Message 1@envoi 1
@reception 1
@envoi 2
@reception 2
Message 2
Figure 4.3 – Interaction avec deux messages de meˆme type
Lorsque les messages mode´lisent des transactions, l’inversion de l’ordre de terminaison peut
eˆtre proble´matique. La relation 4.1 ne contraint pas l’ordre des re´ceptions ; des contraintes sup-
ple´mentaires doivent eˆtre impose´es si on veut interdire ou borner les inversions de re´ception.
Il est cependant possible de solutionner cela a` l’aide de VSL (Value Specification Language)
qui fait partie du profile marte et permet d’exprimer des contraintes entre les dates de re´-
ception. Les expressions font alors intervenir explicitement des indices associe´s aux diffe´rentes
occurrences. On fait alors implicitement re´fe´rence a` un temps chronome´trique. Dans un souci
de ge´ne´ralite´, nous pre´fe´rons des mode´lisations en temps logique et la spe´cification d’invariants
temporels sous forme de contraintes d’horloges.
Si on veut que l’ordre des re´ceptions respecte l’ordre des e´missions, le plus simple est d’im-
poser une stricte se´quentialite´ : un nouveau message ne peut eˆtre envoye´ qu’apre`s la re´ception
du message pre´ce´dent. Ceci s’exprime aise´ment en ccsl avec la relation d’alternance (sec-
tion 2.5.2) : envoi ' re´ception. Une nouvelle occurrence k + 1 de l’e´ve´nement envoi est
alors interdite par cette contrainte tant que l’occurrence k de l’e´ve´nement re´ception ne s’est
pas produite. Cette solution a l’inconve´nient d’interdire le chevauchement de transactions et en
particulier des fonctionnements en mode pipe-line (a` gauche de la figure 4.3).
Cependant, le recours a` n− 1 horloges logiques auxiliaires hk, avec hk ' hk+1 permet
de spe´cifier un comportement pipe-line a` n e´tages (figure 4.4). La transaction entre l’acteur 1
et l’acteur N est alors de´compose´e en transactions (fle`ches noires) entre les acteurs de 1 a` N.
Chaque transaction rec¸ue par un acteur de´clenche l’envoie d’une transaction a` l’acteur suivant
jusqu’a` atteindre l’acteur N. L’occurrence k de l’e´ve´nement re´ception de l’acteur N en bout
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de chaˆıne correspond bien a` l’occurrence k de l’e´ve´nement envoi de l’acteur 1. Cependant,
l’occurrence k + 1 de l’e´ve´nement envoi de l’acteur 1 n’est plus interdite par l’occurrence k de
l’e´ve´nement re´ception de l’acteur N mais par celle de l’acteur 2 (relations de pre´ce´dence en
pointille´s orange´s). Notons que ces horloges auxiliaires ne correspondent pas ne´cessairement a`
des e´ve´nements existant re´ellement dans le syste`me mode´lise´.
Acteur 1 Acteur 2
@envoi 1
@envoi 2
Acteur N
@reception 1
Acteur i Acteur N-1
@envoi 2
@envoi 1
@reception 1
Figure 4.4 – Alternance avec plusieurs interme´diaires
ccsl permet e´galement de spe´cifier des comportements temporels autorisant un nombre
borne´ d’inversions. De tels comportements sont de´crits dans une e´tude sur un processeur
d’images spe´cifie´ en ccsl?. Notre objectif e´tant plus limite´, nous allons e´tudier plus spe´cia-
lement les mode´lisations d’interactions “Maˆıtres-Esclaves”.
4.2.3 Syste`me 1 maˆıtre-1 esclave
Nous commenc¸ons par l’e´tude de la configuration la plus simple : un seul maˆıtre et un seul
esclave (figure 4.5).
Maître 1
Esclave 1
Figure 4.5 – Un maˆıtre-un esclave (point a` point)
Au niveau le plus abstrait une transaction, conside´re´e comme atomique, peut eˆtre repre´sen-
te´e par un simple passage de message comme dans les figures 4.1 et 4.2. Nous avons discute´ dans
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la sous-section pre´ce´dente du proble`me de respecter ou non l’ordre des envois (begin pour une
transaction) au niveau des re´ceptions (end pour une transaction). Dans tous les cas la relation
de pre´ce´dence (equation 4.1) impose des e´volutions temporelles telles que celles pre´sente´es dans
la figure 4.6. Cette figure repre´sente une e´volution possible de cette e´quation sous la forme d’un
chronogramme. Les fle`ches en traits interrompus indiquent chaque pre´ce´dence entre instants.
Cette relation ne refle`te pas ne´cessairement la relation begin-end (cas ou` les re´ceptions ne sont
pas dans l’ordre des e´missions).
Le style de codage Loosely-Timed (LT) de SystemC tlm peut tre`s bien se contenter de
cette mode´lisation. En effet, le style LT n’est pas une repre´sentation fide`le des e´volutions tem-
porelles. Un de ses avantages est de permettre au maˆıtre de simuler plusieurs transactions sans
commutation de contexte lorsque son process s’exe´cute. Il re´alise alors une transaction par un
simple appel de fonction. La transaction se termine lorsque la fonction retourne son re´sultat au
maˆıtre. Il peut en re´sulter une distorsion temporelle (warp) acceptable dans la mesure ou` elle
reste limite´e.
begin
end
1
1 2
2
3
3
4
4
5
5
6
6
7
7
i
i
j
j
Figure 4.6 – De´but et fin de transactions
Un premier raffinement d’une transaction consiste a` distinguer une phase de re´queˆte et une
phase de re´ponse (figure 4.7). Cette mode´lisation est plus re´aliste vis a` vis des comportements
temporels car elle permet de prendre en compte la disponibilite´ des acteurs. C’est ce que permet
le style de codage Approximately-Timed (AT) de SystemC tlm.
Pour exprimer ce mode`le en ccsl, il convient d’utiliser une contrainte de pre´ce´dence faible
entre la re´ception de la requeˆte et l’envoi de la re´ponse. Il faut alors lui adjoindre les alternances
entre les deux sous-messages de la transaction (requeˆte et re´ponse) (relation 4.2).
begin req ' end req
end req 4 begin resp
begin resp ' end resp
(4.2)
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Maître Esclave
Requête
Réponse
@begin_req @end_req
@begin_resp@end_resp
Figure 4.7 – Transaction avec requeˆte et re´ponse
Pour les bus les plus simples les transactions ne se chevauchent pas : on ne peut commen-
cer une nouvelle transaction qu’apre`s avoir termine´ la pre´ce´dente. La simple relation d’alter-
nance 4.3 exprime alors ce comportement. On retombe alors sur la version de la transaction
abstraite de´taille´e pre´ce´demment.
(4.3) begin req ' end resp
Un bus comme le bus amba permet un chevauchement limite´ des transactions. Les contraintes
ccsl 4.2 spe´cifient un comportement dans lequel deux transactions au plus peuvent eˆtre simul-
tane´ment en cours. La figure 4.8 repre´sente une e´volution possible. Chaque fle`che en traits
interrompus repre´sente ici encore des relations de pre´ce´dences entre instants d’horloges. Les
fle`ches rouges illustrent ici les pre´ce´dences entre instants issues des relations d’alternances spe´-
cifie´es dans les e´quations 4.2. Les vertes repre´sentent les relations de pre´ce´dences dues a` la
spe´cification explicite de la pre´ce´dence.
end_req
begin_resp
end_resp
begin_req
Figure 4.8 – Transactions sur bus permettant deux transactions en cours
En ccsl il est e´galement possible de de´crire une transaction pour bus amba au niveau cycle-
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accurate?. Toutefois ces mode´lisations sortent du cadre “haut-niveau d’abstraction” e´tudie´ dans
cette the`se.
4.2.4 Syste`me 1 maˆıtre-2 esclaves
Nous avons conside´re´ jusqu’a` pre´sent que notre syste`me ne comportait qu’un seul maˆıtre et
un seul esclave afin de de´tailler l’essence meˆme des raffinements possibles pour une transaction.
Cependant, cette configuration limite les comportements permis e´vitant certains proble`mes
dus a` la concurrence. Nous conside´rons maintenant un syste`me posse´dant un maˆıtre et deux
esclaves (figure 4.9). Ne´anmoins, meˆme si la figure s’apparente a` une diffusion de la part du
maˆıtre, nous conside`rerons qu’un seul esclave peut eˆtre sollicite´ a` la fois. Il nous faut alors
distinguer les transactions telles qu’elles sont vues par les diffe´rents acteurs du syste`me.
Maître 1
Esclave 1 Esclave 2
Figure 4.9 – Un maˆıtre-deux esclaves (de´mux)
Les contraintes exprime´es par les e´quations 4.2 restent ne´cessaires mais ne repre´sentent que
le flot global de transactions. Il faut introduire des horloges auxiliaires aux interfaces de nos
diffe´rents composants. Pour le cas du seul maˆıtre, ces horloges ne sont qu’une simple copie des
horloges globales. C’est pourquoi nous les assimilerons, dans ce cas bien particulier, aux horloges
globales du me´dia de transport. Pour les esclaves, les horloges de leurs interfaces re´sultent du
de´multiplexage des horloges globales. A priori, le syste`me semble pouvoir s’exprimer par les
contraintes d’horloges de´taille´es ci-apre`s.
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Slave1 begin req ' Slave1 end req
Slave1 end req 4 Slave1 begin resp
Slave1 begin resp ' Slave1 end resp
Slave2 begin req ' Slave2 end req
Slave2 end req 4 Slave2 begin resp
Slave2 begin resp ' Slave2 end resp
(4.4)
Les six contraintes de´crites par les e´quations 4.4 repre´sentent le flux vu des esclaves nume´ro
un et deux inde´pendamment du flux global.
begin req = Slave1 begin req + Slave2 begin req
end req = Slave1 end req + Slave2 end req
begin resp = Slave1 begin resp + Slave2 begin resp
end resp = Slave1 end resp + Slave2 end resp
(4.5)
Les quatre contraintes de´crites par les e´quations 4.5 lient le flux global aux flux des esclaves.
Slave1 begin req # Slave2 begin req
Slave1 begin resp # Slave2 begin resp
(4.6)
Les contraintes des e´quations 4.6 assurent l’acce`s exclusif aux deux esclaves.
Nous conside´rons, ici encore, une relation de pre´ce´dence comme comportement e´mergent
mais faisons l’hypothe`se que l’ordre entre les occurrences d’e´ve´nements end req et begin resp
est conserve´. Ainsi, nous e´vitons de conside´rer les comportements de la trace de´crite a` la fi-
gure 4.10, dans laquelle une inversion d’ordre dans la re´ception des re´ponses provenant des
esclaves (Slave1 begin resp et Slave2 begin resp) peut apparaˆıtre bien que l’ordre de chaque
esclave soit respecte´ inde´pendamment. On remarque dans cette figure que la deuxie`me tran-
saction de´bute´e par le maˆıtre (deuxie`me occurence de begin req) est bien prise en compte par
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l’esclave 1 (leur deuxie`me occurrence de begin req et end req sont synchrones). Cependant, le
de´but de re´ponse que le maˆıtre obtient (deuxie`me occurence de begin resp) ne co¨ıncide pas avec
le de´but de re´ponse initie´ par l’esclave 1 mais co¨ıncide avec le de´but de la troisie`me transaction
qu’il initie a` destination de l’esclave 2.
end_req
begin_resp
end_resp
begin_req
Master
Slave1
Slave2
end_req
begin_resp
end_resp
begin_req
end_req
begin_resp
end_resp
begin_req
1
1
1
1
1
1
1
1
2
2
2
2
2
2
2
2
3
3
3
3
1
1
1
1
Figure 4.10 – Inversion d’ordre de terminaison de transactions
Quoi qu’il en soit, nous basant sur les spe´cifications du protocole amba ambaweb, nous nous
sommes aperc¸us que ce proble`me e´tait re´solu par le forc¸age d’un comportement bien particulier
qui controˆle l’ordre de retour. A l’analyse de la spe´cification de ce protocole, il apparaˆıt d’une
part qu’un maˆıtre ne peut de´buter une nouvelle transaction que lorsque la pre´ce´dente a e´te´ prise
en compte. D’autre part la re´ponse d’un esclave n’est valide qu’a` partir d’un certain moment
qu’il notifie au maˆıtre. Ces deux phe´nome`nes ont un point en commun : ils sont notifie´s par le
meˆme e´ve´nement (a` savoir le signal hready). Lorsque cet e´ve´nement se produit, cela signifie a` la
fois que la requeˆte pre´ce´dente a bien e´te´ prise en compte (permettant de de´buter une nouvelle)
et que la re´ponse est disponible sur le me´dia de communication (garantissant que la re´ponse est
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bien celle de la requeˆte pre´ce´dente). D’un point de vue relation, cela revient a` conside´rer une
forme plus rudimentaire de la transaction (de´crite par les e´quations 4.7). Nous conside´rerons
donc par la suite une mode´lisation de la transaction compose´e de trois horloges contraintes par
les relations de´crites par les e´quations 4.7
Maître Esclave
Requête
Réponse
@begin
@hready
@end
Figure 4.11 – Transaction simplifie´e
begin ' hready
hready ' end
(4.7)
ou` begin (resp. end) est l’e´quivalent de l’horloge begin req (resp. end resp) initiale et hready
l’horloge forc¸ant la synchronisation entre end req et begin resp (et interdisant par la meˆme occa-
sion les inversions d’ordre de retour des re´ponses). Ainsi, une transaction s’en retrouve simplifie´e
de la manie`re de´crite dans la figure 4.11. Comparativement a` la version “AT”, elle ne contient
plus que deux phases. Pour un syste`me e´quivalent a` la figure 4.9, une trace d’exe´cution est don-
ne´e dans figure 4.12. L’ordre de passage des messages est force´ (a` l’inverse du comportement
de la figure 4.10). Le proble`me d’inversion ne peut plus apparaitre, les relations de pre´ce´dences
he´rite´es de la relation d’alternance l’interdisant.
Une ge´ne´ralisation des contraintes a` un ensemble fini d’esclaves est donne´e dans l’annexe C.
4.2.5 Syste`me 2 maˆıtres-2 esclaves
Nous conside´rons maintenant un syste`me comportant plusieurs maˆıtres (figure 4.13). Cette
fois-ci il est alors ne´cessaire de distinguer les e´ve´nements aux interfaces des diffe´rents maˆıtres
alors que les horloges logiques concernant e´ve´nements aux interfaces des esclaves ne changent
pas. Afin de s’affranchir des proble`mes lie´s a` la concurrence entre les deux maˆıtres, nous faisons
provisoirement l’hypothe`se qu’ils tentent d’acce´der a` un esclave de manie`re exclusive. Il en
re´sulte les contraintes de´crites par les e´quations 4.8 pour chaque interface des maˆıtres et les
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hready
end
begin
Master
Slave1
Slave2
hready
end
hready
end
begin
begin
Figure 4.12 – Trace de transaction simplifie´e
Maître 2Maître 1
Esclave 1 Esclave 2
Figure 4.13 – Deux maˆıtres-deux esclaves
contraintes (e´quations 4.9) les liant (comme pour les cas des esclaves) au flux global ainsi que
les contraintes d’exclusion (e´quations 4.10).
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Master1 begin ' Master1 hready
Master1 hready ' Master1 end
Master2 begin ' Master2 hready
Master2 hready ' Master2 end
(4.8)
begin = Master1 begin + Master2 begin
hready = Master1 hready + Master2 hready
end = Master1 end + Master2 end
(4.9)
Master1 begin # Master2 begin
Master1 hready # Master2 hready
(4.10)
Graˆce a` ces seules contraintes, on est alors en mesure de repre´senter diffe´rents passages de
messages entre diffe´rents maˆıtres et esclaves. Le premier maˆıtre ayant fait une demande e´tant
le premier servi tout en n’interdisant pas une demande de l’autre maˆıtre (bien que celle-ci soit
retarde´e d’autant que le ne´cessite la re´ponse au pre´ce´dent). La figure 4.14 donne un exemple
d’e´volution possible caracte´rise´e par de telles contraintes. On peut y distinguer les transactions
provenant du premier maˆıtre (en bleu clair) de celles provenant du deuxie`me maˆıtre (en vert). Le
begin du deuxie`me maˆıtre ne peut se produire que lorsque le begin global le peut. La deuxie`me
occurrence du hready globale contraint donc implicitement la premie`re occurrence du begin
du deuxie`me maˆıtre 2 en contraignant la troisie`me occurrence du begin global. L’inversion des
transaction n’est alors pas permis non plus. Une ge´ne´ralisation des contraintes a` un ensemble
fini de maˆıtres et d’esclaves est pre´sente´e dans l’annexe C.
4.2.6 E´mulation de priorite´ statique
Dans les parties pre´ce´dentes, nous avons fait une hypothe`se forte en nous affranchissant
de certains proble`mes lie´s aux acce`s concurrents. Nous conside´rons ici une vue plus re´aliste
des contraintes pre´ce´dentes afin de mode´liser au mieux les passages de message sur un me´dia
commun de communication. Les contraintes d’exclusion entre maˆıtres (e´quation 4.11) sous-
entendent soit que les maˆıtres sont au courant des activite´s des autres maˆıtres et adaptent leur
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Global
Slave1
Slave2
Master2
hready
end
begin
Master1
hready
end
hready
end
hready
end
hready
end
begin
begin
begin
begin
1
2
1
1
3
3
32
2
2
2
2
Figure 4.14 – Me´lange des transactions
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Maître 2Maître 1
Esclave 1 Esclave 2
Figure 4.15 – Deux maˆıtres-deux esclaves (mux/de´mux)
envois en fonction de l’occupation du me´dia de transport partage´, soit que l’on dispose d’un
chef d’orchestre global (ou arbitre) qui autorise un maˆıtre a` communiquer avec un esclave.
(4.11) ∀i ∈M,Masteri begin #
⋃
∀j∈M\i
Masterj begin
Cependant, d’un point de vue local, un maˆıtre peut commencer une transaction quand bon
lui semble. Cela pose un proble`me lorsque deux maˆıtres tentent de de´buter une transaction
simultane´ment sur le meˆme me´dia de transport. Ce n’est qu’a` ce moment qu’une proce´dure de
re´solution de conflits s’engage qui re`gle le proble`me par un choix selon certains crite`res de de´ci-
sion (ou priorite´s). Nous conside´rons donc ici, que chaque maˆıtre posse`de une priorite´ statique
unique imposant un ordre entre eux que l’on associera (pour des raisons pratiques) a` l’indice
de chaque maˆıtre de manie`re de´croissante (i.e.,plus l’indice sera petit et plus la priorite´ sera
important). Nous devons alors introduire de nouvelles horloges interme´diaires qui permettront
de laisser e´voluer les horloges Masteri begin de chaque maˆıtre i pour e´ventuellement tenter des
acce`s concurrents). L’e´mulation de la priorite´ est alors possible si l’on conside`re qu’un de´but
de transaction peut eˆtre place´ dans une file d’attente si elle est en conflit avec une autre. Pour
spe´cifier cela, il est ne´cessaire de se´parer explicitement les requeˆtes d’un maˆıtre en plusieurs
cate´gories, celles sans conflit (que l’on post-fixera par CF pour “Conflict Free”), qui se de´rou-
leront alors normalement, celles en conflits qui devront eˆtre de´cale´es dans le temps (que l’on
post-fixera par C pour “Conflict”), celles qui repre´senteront la demande de´cale´es (que l’on post-
fixera par D pour “Delayed”) et qui respecteront d’e´ventuelles autres demandes plus prioritaires
et pour terminer celles qui repre´senteront les demandes effectives telles qu’elles apparaissent sur
le bus (que l’on post-fixera par E pour “Effective”). La figure 4.16 illustre un tel fonctionnement
du point de vue du maˆıtre d’indice i (sous-entendu ici, il existe des maˆıtres de plus hautes
priorite´s). La premie`re horloge (“begin effectif global”) repre´sente ici l’union de toutes les de-
mandes effectives de plus hautes priorite´s. Ainsi, la premie`re requeˆte du maˆıtre i (en vert) qu’il
effectue est conside´re´e comme la plus prioritaire au moment ou` elle apparaˆıt et doit donc eˆtre
traite´e normalement car aucune requeˆte de plus hautes priorite´s n’apparaˆıt sur l’horloge des
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émis
Master_i_begin en conﬂit
sans conﬂit
begin eﬀectif global
de plus haute priorité
retardé
eﬀectif
Figure 4.16 – De´lai de prise en compte
demandes effectives globale. Elle ge´ne`re alors l’horloge sans conflit en co¨ıncidence. La seconde
requeˆte en rouge est conside´re´e en conflit avec une requeˆte de plus haute priorite´ et doit donc
eˆtre diffe´re´e. Elle ge´ne`re cette fois-ci l’horloge avec conflit en co¨ıncidence. De plus, une requeˆte
e´quivalente mais translate´e dans le temps doit alors eˆtre ge´ne´re´e de manie`re a` ne pas interfe´rer
avec d’autres requeˆtes de plus hautes priorite´s (l’horloge “delayed”). Au final, il est alors pos-
sible de construire l’horloge effective des requeˆtes de ce maˆıtre comme l’union des requeˆtes sans
conflits et des requeˆtes diffe´re´es.
Dans le cas bien particulier ou` il n’y a que deux maˆıtres, les relations a` spe´cifier sont
simplifie´es. Effectivement, le maˆıtre de plus haute priorite´ ne peut eˆtre retarde´, ses requeˆtes
e´mises sont alors identiques a` ses requeˆtes effectives. Cela implique aussi qu’il n’aura aucune
requeˆte de´cale´e dans le temps. Le maˆıtre de priorite´ plus faible devra tenir compte des requeˆtes
e´mises (effectives) par le premier pour pouvoir faire passer les siennes. On retrouvera alors le
meˆme type de de´composition que celui de´crit a` la figure 4.16. Un tel comportement est spe´cifie´
par les e´quations 4.12.
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Master2 beginEG = Master1 begin
Master2 beginE = Master2 beginCF + Master2 beginD
Master2 beginEG # Master2 beginE
Master2 begin = Master2 beginC + Master2 beginCF
Master2 beginC # Master2 begin ∗Master2 beginEG
Master2 beginC # Master2 beginCF
Master2 beginC ' Master2 beginD
(4.12)
Ici encore, le lecteur pourra trouver la version ge´ne´ralise´e des relations a` spe´cifier pour un
ensemble fini de maˆıtres dans l’annexe C.
4.2.7 Bilan
Dans cette section, nous avons mode´lise´ le comportement abstrait d’un protocole de com-
munication standard en nous focalisant sur l’aspect controˆle. Nous avons explore´ les possibilite´s
permises par le langage de spe´cification de contraintes ccsl. Nous avons ainsi pousse´ notre
mode´lisation jusqu’a` conside´rer des syste`mes mate´riels ou` la concurrence impose de pouvoir
re´soudre des conflits lors de courses critiques. Cependant, cette re´solution de conflit, bien que
possible par l’ajout de contraintes ccsl et d’horloges auxiliaires, alourdit conside´rablement la
spe´cification originale. Il est, quoi qu’il en soit, possible de ge´ne´rer ces contraintes de manie`re au-
tomatique pour un syste`me fige´ (ordre total sur la relation de priorite´) graˆce aux ge´ne´ralisations
de´crites dans l’annexe C.
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Nous de´taillons, dans cette partie, une approche diffe´rente de la gestion des priorite´s. Cette
notion de priorite´, manquante en ccsl, est fortement lie´e aux syste`mes que nous mode´lisons.
La notion d’entre´e/sortie pre´sente dans les syste`mes mate´riels est elle aussi absente en ccsl.
Un de´veloppeur peut vouloir distinguer des horloges comme e´tant des entre´es ou des sorties
d’un syste`me, elles n’en restent pas moins lie´es par des relations ccsl acausales (i.e.,qu’elles ne
distinguent pas les entre´es des sorties). Autrement dit, lorsque l’on tente de ge´ne´rer une trace
d’exe´cution conforme a` une spe´cification ccsl, on ne tient pas compte de la direction des flots.
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Il en re´sulte qu’une horloge conside´re´e comme e´tant une entre´e d’un syste`me peut tre`s bien eˆtre
contrainte a` ne pas s’activer si d’autres horloges l’en empeˆchent. Or, les entre´es/sorties d’un
composant mate´riel sont des interfaces spe´ciales ge´ne´ralement non syme´triques que le compo-
sant doit subir ou controˆler. Plus ge´ne´ralement, on souhaite privile´gier le choix de certaines
horloges plutoˆt que d’autres. Dans cette section, nous expliquons tout d’abord le passage d’une
spe´cification ccsl (repre´sente´ par sa formule boole´ene d’un instant logique) a` une repre´senta-
tion du choix des solutions possibles sous la forme d’un graphe particulier. Puis nous de´finirons
une notion de priorite´ adapte´e au langage ccsl et nous l’illustrerons a` l’aide d’exemples de
complexite´ croissante. Pour terminer, nous donnerons un algorithme permettant de l’appliquer
durant l’exe´cution d’une spe´cification ccsl.
4.3.1 Repre´sentation des solutions
Proble`me a` re´soudre Pour un syste`me contraint par une spe´cification ccsl, conside´re´ a` un
instant logique courant, nous savons caracte´riser l’ensemble des e´volutions autorise´es a` cet
instant : il s’agit de l’ensemble des valuations qui satisfont la formule propositionnelle φ issue
de la traduction des contraintes ccsl. Imposer une relation de priorite´ revient a` ne retenir qu’un
sous-ensemble des solutions pre´ce´dentes. Notre objectif est de caracte´riser ce sous-ensemble.
Pour re´soudre ce proble`me, nous proposons de construire un graphe de de´cision. Cette
approche ne´cessite un minimum de notations que nous introduisons maintenant.
4.3.1.1 Notations
De´finition 4.1 Soit V l’ensemble des variables propositionnelles en bijection avec l’ensemble des
horloges logiques de´finies dans une spe´cification ccsl. Par la suite, nous noterons > (resp. ⊥)
la valuation a` “vrai” (resp. “faux”) d’une variable propositionnelle (ou formule portant sur les
variables de V).
De´finition 4.2 Soit φ 6= ⊥ une formule propositionnelle sur V. φ induit une partition de V en
trois sous-ensembles VφF+ , VφF− et VφU tels que
– VφF+ est l’ensemble des variables de V fixe´es a` vrai pour φ, c’est-a`-dire que dans toutes
les solutions qui satisfont φ, v est a` vrai ;
– VφF− est l’ensemble des variables de V fixe´es a` faux pour φ, c’est-a`-dire que dans toutes
les solutions qui satisfont φ, v est a` faux ;
– VφU est l’ensemble des variables de V non fixe´es pour φ, c’est-a`-dire que pour tout
v ∈ VφU , il existe des solutions satisfaisant φ avec v = faux et des solutions avec v = vrai.
Remarque 4.1 Une variable qui n’apparaˆıt pas explicitement dans φ est ne´cessairement dans
VφU .
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Dans la suite, nous utilisons souvent la notion de co-facteur. Les co-facteurs permettent entre
autre de de´terminer aise´ment si une variable est fixe´e ou non dans une formule propositionnelle
(proprie´te´s 4.1 et 4.2).
De´finition 4.3 (Co-facteur) Soit f une fonction boole´enne sur X = x1, · · · , xn, on appelle ie
co-facteurs de f les fonctions boole´ennes f|xi=faux et f|xi=vrai.
– f|xi=faux est note´ f¬xi et appele´ co-facteur ne´gatif de f pour xi ;
– f|xi=vrai est note´ fxi et appele´ co-facteur positif de f pour xi ;
On peut alors pour tout i de 1 a` n e´crire la de´composition de Shannon sous la forme
(4.13) f(x1, · · · , xi, · · · , xn) = (xi ∧ fxi) ∨ (¬xi ∧ f¬xi)
Proposition 4.1 v appartient a` VφF+ si et seulement si (φ 6= ⊥) et (φ¬v = ⊥).
La premie`re clause e´limine le cas trivial de la fonction φ = ⊥ qui ne de´pend d’aucune
variable. La deuxie`me clause dit que le co-facteur ne´gatif de φ est ⊥. Cela signifie qu’aucune va-
luation satisfaisant φ n’affecte faux a` v. Pour toute valuation satisfaisant φ, v est donc force´ment
a` vrai et appartient a` VφF+ .
Proposition 4.2 v appartient a` VφF− si et seulement si (φ 6= ⊥) et (φv = ⊥).
Cette proposition est duale de la pre´ce´dente.
4.3.1.2 Repre´sentation par graphe de de´cision
Pour une formule propositionnelle φ sur V, nous voulons de´terminer les valuations de V qui
satisfont φ. Ces solutions vont eˆtre trouve´es par la construction incre´mentale d’un graphe de
de´cision. Cette approche s’apparente aux techniques utilise´es par les outils SAT. A l’inverse
de ces derniers qui tentent de trouver une solution, nous souhaitons conside´rer la totalite´ des
solutions d’une formule φ. De plus, nos de´cisions vont privile´gier les horloges qui tiquent dans
une re´action car elles ont une influence majeure sur les contraintes de priorite´ et l’e´volution
d’un syste`me de´crit en ccsl (un instant logique ou` aucune horloge ne tique ne fait pas e´voluer
la configuration). La construction se fait donc en ajoutant a` un sommet un arc e´tiquete´ par une
variable v de l’ensemble des variables non fixe´es a` ce sommet. Cet arc correspond au choix de
la valeur vrai pour v.
De´finition 4.4 (Graphe de de´cision) Pour une formule propositionnelle φ sur V on de´finit un
graphe oriente´ acyclique :
Gφ = 〈S,A, λS , λA〉
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ou` S est l’ensemble des sommets, A ⊂ S × S l’ensemble des arcs, λA : A→ V est une fonction
d’e´tiquetage des arcs et λS une fonction d’e´tiquetage des sommets.
L’e´tiquette d’un sommet est un triplet 〈ψ,D,L〉 qui contient les informations relatives au point
de de´cision repre´sente´ :
– ψ est une formule propositionnelle sur V ;
– D est l’ensemble des variables pour lesquelles on a pris la de´cision de les fixer a` vrai ;
– L est l’ensemble des variables dont la valeur n’est pas encore fixe´e.
Proposition 4.3 Les ensembles S et A de Gφ sont de´finis inductivement comme les ensembles
minimaux tels que :
1. Le sommet initial s0 e´tiquete´ par 〈φ, ∅,VφU 〉 est dans S
2. Pour tout sommet s dans S e´tiquete´ 〈ψ,D,L〉, pour tout v ∈ V, si les conditions 4.14
sont satisfaites, alors le sommet s′ e´tiquete´ 〈ψ′, D′, L′〉 est dans S et il existe un arc (s, s′)
dans A e´tiquete´ par v.
Condition d’existence d’un arc Dans le graphe Gφ, on a un arc e´tiquete´ v du sommet s e´tiquete´
〈ψ,D,L〉 au sommet s′ e´tiquete´ 〈ψ′, D′, L′〉 si et seulement si les conditions 4.14 sont satisfaites.
1) v ∈ L
2) ψ′ = ψv
3) D′ = D ∪ {v}
4) L′ = L \ {v} \ {x ∈ L | (ψ′x = ⊥) ∨ (ψ′¬x = ⊥)}
(4.14)
La condition 1 indique que la de´cision porte sur une variable dont la valeur n’est pas encore
fixe´e. La condition 2 exprime le choix de v a` vrai. La formule re´sultante est alors le cofacteur
positif de ψ pour v. La condition 3 ajoute v a` l’ensemble des variables qu’on a de´cide´ de fixer
a` vrai. La dernie`re condition actualise l’ensemble des variables non encore fixe´es. On supprime
la variable v et toutes celles dont la valeur se trouve fixe´e a` vrai ({x ∈ L | ψ′¬x = ⊥}) ou a faux
({x ∈ L | (ψ′x = ⊥)}) par la de´cision de mettre v a` vrai.
Proposition 4.4 Pour un ensemble V fini, Gφ est fini.
C’est une conse´quence de la condition 4 dans l’e´quation 4.14 qui implique que l’ensemble des
variables non fixe´es est strictement de´croissant sur tout chemin du graphe.
De´finition 4.5 (Sommet acceptant) Pour un sommet s de Gφ e´tiquete´ 〈ψ,D,L〉, soit f la valua-
tion de V qui affecte vrai a` toutes les variables de D ∪ VψF+ et faux aux autres. Le sommet s
est dit acceptant si f satisfait φ.
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Tous les sommets de Gφ ne sont pas ne´cessairement acceptants comme le montre le contre-
exemple suivant :
Soit V = {v1, v2, v3} et φ = (¬v1∨ v2∨ v3)∧ (¬v2∨¬v3). En prenant la de´cision d’affecter vrai a`
v1, on obtient le sommet e´tiquete´ par 〈(¬v2 ∧ v3) ∨ (v2 ∧ ¬v3), {v1}, {v2, v3}〉. Pour ce sommet,
κ = ¬v2 ∧¬v3 et ψκ = ⊥, ce qui correspond a` la valuation f(v1) = vrai et f(v2) = f(v3) = faux
qui ne satisfait pas φ.
Proposition 4.5 (Comple´tude) Gφ accepte toutes les valuations satisfaisant φ.
La preuve donne´e dans l’annexe D.
Exemple Pour la formule φ = (¬v1∨¬v2)∧ (¬v2∨¬v3) de´finie sur V = {v1, v2, v3}, on obtient
le graphe de la figure 4.17.
s0
s4
s1 s2 s3
v1 v2 v3
v3 v1
( ) ( )1 2 2 3v v v v¬ ∨¬ ∧ ¬ ∨¬
ψ D LS
0s ∅ { }1 2 3, ,v v v
2v¬1s { }1v { }3v
2s { }2v ∅1 3v v¬ ∧¬
2v¬3s { }3v { }1v
2v¬4s { }1 3,v v ∅
Figure 4.17 – Graphe de de´cision pour φ = (¬v1 ∨ ¬v2) ∧ (¬v2 ∨ ¬v3)
Dans ce cas tre`s simple, tous les sommets sauf le sommet initial donnent des solutions :
– s1 → {v1} (i.e.,la valuation v1 = vrai, v2 = faux, v3 = faux)
– s2 → {v2} (i.e.,la valuation v1 = faux, v2 = vrai, v3 = faux)
– s3 → {v3} (i.e.,la valuation v1 = faux, v2 = faux, v3 = vrai)
– s4 → {v1, v3} (i.e.,la valuation v1 = vrai, v2 = faux, v3 = vrai)
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4.3.2 La priorite´
4.3.2.1 De´finitions
De´finition 4.6 (Relation de priorite´) Une spe´cification de priorite´ P sur un ensemble de va-
riables V est une relation binaire d’ordre partiel strict sur V.
(v1, v2) ∈ P est note´ v1 99K v2 et se lit v1 est prioritaire sur v2.
Par de´finition d’un ordre partiel strict, la relation P est irre´flexive, asyme´trique et transitive.
Cette de´finition laisse une grande liberte´ de choix au niveau de la structure de priorite´ qui peut
eˆtre
– une chaˆıne (ou ordre line´aire), e.g.,v1 99K v2 99K v3 ;
– un arbre, e.g.,v1 99K v2 et v1 99K v3 ;
– une foreˆt, e.g.,v1 99K v2 et v1 99K v3 et v4 99K v5 ;
– un graphe oriente´ acyclique (DAG), e.g.,v1 99K v2 et v1 99K v3 et v4 99K v2.
Ces structures ont e´te´ indique´es dans l’ordre de complexite´ croissante vis a` vis de leur prise en
compte.
Approche du traitement des priorite´s Le principe du traitement est de prendre les de´cisions
quant aux variables a` mettre a` vrai dans un ordre qui respecte P. Ainsi, si on a v1 99K v2,
on prendra d’abord la de´cision sur v1. Cette de´cision pourra tre`s bien avoir pour conse´quence
d’exclure la possibilite´ pour v2 d’eˆtre se´lectionne´e ulte´rieurement. Une telle strate´gie est d’ap-
plication imme´diate pour un ordre line´aire. Pour un arbre ou une foreˆt, l’ordre des de´cisions est
moins e´vident. On peut faire un tri topologique sur les variables contraintes par P et suivre cet
ordre pour les de´cisions. Dans le cas d’un DAG le choix paraˆıt beaucoup plus de´licat.
Dans la section pre´ce´dente, nous avons explique´ que pour une formule ψ les de´cisions por-
taient sur les variables de VψU . L’ide´e est donc de limiter le choix des variables afin de respecter
les priorite´s. On introduit pour cela le concept de variables candidates a` une de´cision.
De´finition 4.7 L’ensemble C(ψ,P) des variables candidates a` une de´cision pour la formule ψ
sous la priorite´ P par
C(ψ,P) = {v ∈ VψU | (@v′ ∈ VψU )v′ 99K v}
C(ψ,P) est donc un sous ensemble de VψU qui ne contient que les variables non contraintes par
P et les variables contraintes par P les plus prioritaires.
4.3.2.2 Graphe de de´cision avec priorite´
Le graphe de de´cision avec priorite´ est un graphe de de´cision (de´finition 4.4) et une relation
de priorite´. Dans les informations porte´es par les sommets il faut ajouter l’ensemble des variables
4.3 Prise en compte des priorite´s dans CCSL 99
candidates.
De´finition 4.8 Un graphe de de´cision avec priorite´ est une paire Gφ,P = 〈Gφ,P〉 ou` Gφ est le
graphe de de´cision pour une formule propositionnelle φ sur V et P une relation de priorite´ sur
V. L’e´tiquette d’un sommet est un quadruplet 〈ψ,D,L,C〉. Les champs ψ, D, L sont he´rite´s de
Gφ. Le champ additionnel C est l’ensemble des variables candidates pour ce sommet.
Proposition 4.6 Les ensembles S et A de Gφ,P sont de´finis inductivement comme les ensembles
minimaux tels que :
1. Le sommet initial s0 e´tiquete´ par 〈φ, ∅,VφU , C(φ,P)〉 est dans S
2. Pour tout sommet s dans S e´tiquete´ 〈ψ,D,L,C〉, pour tout v ∈ V, si les conditions 4.15
sont satisfaites, alors le sommet s′ e´tiquete´ 〈ψ′, D′, L′, C ′〉 est dans S et il existe un arc
(s, s′) dans A e´tiquete´ par v.
Condition d’existence d’un arc en pre´sence de priorite´ Dans le graphe Gφ,P , on a un arc
e´tiquete´ v de 〈ψ,F+, U, C〉 a` 〈ψ′, F ′+, U ′, C ′〉 si et seulement si les conditions 4.15 sont satisfaites.
1) v ∈ C
2) ψ′ = ψv
3) D′ = D ∪ {v}
4) L′ = L \ {v} \ {x ∈ L | (ψ′x = ⊥) ∨ (ψ′¬x = ⊥)}
5) C ′ = C(ψ′,P)
(4.15)
Compare´e a` l’e´quation 4.14, la condition 1 a e´te´ modifie´e et la condition 5 a e´te´ ajoute´e
pour prendre en compte les priorite´s.
Proposition 4.7 Gφ,P est un sous-graphe de Gφ.
Pour chaque sommet la condition 1 de l’e´quation 4.15 impose de ne choisir qu’un sous-ensemble
(l’ensemble des variables candidates) des choix qui e´taient possibles dans Gφ.
4.3.2.3 Exemples
Nous reprenons l’exemple de la page 97 en conside´rant diffe´rentes priorite´s.
Piorite´ 1 v1 99K v2 99K v3
La figure 4.18 est le graphe de de´cision correspondant. On constate qu’il est effectivement
un sous graphe de celui de la figure 4.17. Les solutions sont donne´es par les sommets s1 et s4.
s1 → v1 ∧ ¬v2 ; s4 → v1 ∧ ¬v2 ∧ v3
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Notons que les solutions ¬v2 ∧ v3, qui e´taient possibles sans priorite´, ont e´te´ rejete´es par P.
En effet elles donneraient une priorite´ a` v3 sur v1, ce qui viole P. La solution ¬v1 ∧ v2 ∧ ¬v3 a
e´galement e´te´ rejete´e puisqu’elle aurait donne´ priorite´ a` v2 sur v1.
s0
s4
s1
v1
v3
( ) ( )1 2 2 3v v v v¬ ∨¬ ∧ ¬ ∨¬
ψ D LS
0s ∅ { }1 2 3, ,v v v
2v¬1s { }1v { }3v
2v¬4s { }1 3,v v ∅
( , )ψC P
{ }1v
{ }3v
∅
1 2 3priorité:  v v v→ →
Figure 4.18 – Graphe de de´cision avec priorite´ v1 99K v2 99K v3
Piorite´ 2 v2 99K v1 et v2 99K v3
s0
s2
v2 ( ) ( )1 2 2 3v v v v¬ ∨¬ ∧ ¬ ∨¬
ψ D LS
0s ∅ { }1 2 3, ,v v v
2s { }2v ∅1 3v v¬ ∧¬
( , )ψC P
{ }2v
∅
2 1 2 3priorité:  et v v v v→ →
Figure 4.19 – Graphe de de´cision avec priorite´ v2 99K v1 et v2 99K v3
La figure 4.19 est le graphe de de´cision correspondant. Dans ce cas il n’y a que la solution
donne´e par le sommet s2 : ¬v1 ∧ v2 ∧ ¬v3.
Piorite´ 3 v2 99K v1
Le graphe de de´cision est donne´ dans la figure 4.20.
Les sommets s2, s3 et s4 fournissent respectivement les solutions suivantes : ¬v1 ∧ v2 ∧¬v3,
v3 ∧ ¬v2 et v1 ∧ ¬v2 ∧ v3. Notons que v1 e´tait exclu des de´cisions pour le sommet s0, mais
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s0
s4
s2 s3
v2 v3
v1
( ) ( )1 2 2 3v v v v¬ ∨¬ ∧ ¬ ∨¬
ψ D LS
0s ∅ { }1 2 3, ,v v v
2s { }2v ∅1 3v v¬ ∧¬
2v¬3s { }3v { }1v
2v¬4s { }1 3,v v ∅
( , )ψC P
{ }2 3,v v
∅
{ }1v
∅
2 1priorité:  v v→
Figure 4.20 – Graphe de de´cision avec priorite´ v2 99K v1
il a pu eˆtre conside´re´ pour le sommet s3. En effet la priorite´ choisie permet d’avoir v1 et v2
simultane´ment a` vrai, mais elle exclut v1 a` vrai sans v2 a` vrai.
4.3.3 Algorithme simplifie´ d’application des priorite´s
En pratique, construire et manipuler le graphe de de´cision peut devenir tre`s couˆteux. Nous
proposons d’exprimer les restrictions impose´es par les priorite´s sur la formule φ par une autre
formule boole´enne Ψ(φ,P). La conjonction φ ∧ Ψ(φ,P) repre´sentera alors les solutions qui
satisfont φ et respectent P.
Comme le graphe de de´cision avec priorite´, Ψ(φ,P) est de´finie re´cursivement. La condition
d’arreˆt est cependant diffe´rente. Si on conside`re le graphe de la figure 4.18, dans le sommet
s1, U = C, c’est-a`-dire que la priorite´ n’intervient plus a` partir de cette de´cision. Toutes les
de´cisions pour les successeurs de s1 seront les meˆmes et φ n’aura plus a` eˆtre modifie´e.
De´finition 4.9 Formellement, la fonction Ψ(ψ,P) est de´finie par
Ψ(ψ,P) = > si VψU = C(ψ,P)(∨
v∈C(ψ,P)
(
v ∧Ψ(ψv,P)
)) ∨ ((∧v∈VψU ¬v) ∧ ψ) sinon.
La premie`re ligne exprime la condition d’arreˆt de la re´cursion (l’ensemble des variables
candidates est e´gal a` l’ensemble des variables non fixe´es). On retourne alors > qui est l’e´le´ment
neutre de la conjonction. Dans le pire des cas, cette condition est atteinte lorsque les deux
ensembles deviennent vides. La seconde ligne est une disjonction de deux expressions. Celle de
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gauche
∨
v∈C(ψ,P)(v ∧ Ψ(ψv,P)) e´tudie re´cursivement les contraintes induites par la de´cision
d’affecter vrai aux variables de C(ψ,P). L’expression de droite ∧v∈VψU ¬v ∧ ψ exprime le fait
qu’il est tout a` fait possible d’affecter faux a` toutes les variables de VψU et qu’il convient donc
de pre´server cette possibilite´.
4.3.4 Bilan de la section
Dans cette section consacre´e aux priorite´s, nous avons e´tudie´ une manie`re alternative de
re´soudre les conflits entre e´ve´nements concurrents. Plutoˆt que d’e´muler le comportement d’un
syste`me a` priorite´s a` l’aide de contraintes ccsl, nous avons propose´ de traiter des priorite´s lors
de la simulation. Notre objectif e´tait double : 1) alle´ger la spe´cification d’un tel type de syste`me ;
2) se´parer clairement ce que ccsl est en mesure de mode´liser et la se´mantique de simulation
d’une spe´cification. Une spe´cification de priorite´ est alors possible et celle-ci n’impacte en aucun
cas la spe´cification initiale du syste`me. L’inte´reˆt principal d’une telle approche est de pouvoir
aiguiller la simulation sur certains sce´narii plutoˆt que d’autres. Dans le cas ou` ces sce´narii
seraient souhaite´s pour toutes simulations, il reviendra au concepteur de repenser sa spe´cification
ccsl pour les inte´grer en “dur” dans son design. Dans le cas contraire, la spe´cification des blocs
restera inchange´e et seule une nouvelle spe´cification de priorite´s sera requise.
La priorite´ conside´re´e ici e´tait une priorite´ sur l’instant, cependant il est possible d’envisa-
ger la de´finition de politiques de simulation plus complexes (i.e.,au sens ordonnancement) et
ainsi pouvoir analyser le comportement d’un syste`me vis-a`-vis de ces diffe´rentes politiques de
simulations sans avoir a` changer la description du syste`me.
4.4 Bilan du chapitre
Dans ce chapitre, nous avons explore´ les possibilite´s de mode´lisation offertes par le langage
ccsl en appliquant notre e´tude a` des syste`mes communicants. Nous avons identifie´, a` haut
niveau d’abstraction, les aspects controˆles ne´cessaires a` la mode´lisation transactionnelle et avons
donne´ les briques de base permettant une spe´cification plus aise´e de tels syste`mes. La pre´sence
quasi syste´matique de conflits d’acce`s au me´dia de communication nous a mene´ a` conside´rer
une fac¸on plus directe de mode´liser/re´soudre ces conflits. Nous avons propose´ une manie`re de
spe´cifier un syste`me de priorite´ en comple´ment a` la spe´cification ccsl, sans modifier cette
dernie`re. Elle se contente d’ajouter des contraintes de priorite´ qui ont pour effet de restreindre
l’ensemble des e´volutions possibles. Une technique pour trouver ces e´volutions contraintes a e´te´
pre´sente´e.
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Chapitre 5
Conclusions et perspectives
Contributions : Nous avons e´tudie´ les proble`mes lie´s a` la mode´lisation de syste`mes e´lectro-
niques nume´riques. Ceci nous a conduit, dans le chapitre 2, a` e´valuer les possibilite´s de mode´-
lisation de la librairie SystemC, du format ip-xact et du profil uml-marte. Les re´sultats de
cette analyse peuvent se re´sumer ainsi :
SystemC facilite la mode´lisation d’applications comprenant aussi bien du mate´riel que du
logiciel. Cette mode´lisation peut eˆtre conduite a` diffe´rents niveaux d’abstraction. Le syste`me
mode´lise´ peut eˆtre ensuite simule´ de fac¸on tre`s efficace en temps de calcul. Pour ces raisons
SystemC est devenu incontournable dans le domaine de l’ESL (Electronic System Level). Lors-
qu’on de´sire aller au-dela` de l’aspect simulation, par exemple pour faire de la ve´rification de
proprie´te´s, l’avantage est moins e´vident car un design SystemC est encode´ en c++, rendant son
interpre´tation et ses analyses complexes.
ip-xact est un langage de description d’architecture largement diffuse´ aupre`s des industriels.
Il se concentre sur la mode´lisation de composants/ips et leur assemblage au sein d’un design. Il
se re´ve`le particulie`rement efficace pour les syste`mes construits autour de bus standards comme
amba ou ocp-ip. Si les aspects structurels sont tre`s bien pris en compte par ip-xact, les aspects
comportementaux sont son point faible.
L’utilisation du profil uml-marte en ESL s’inscrit plus dans une vision inge´nierie des
mode`les. Ce profil be´ne´ficie de la puissance de mode´lisation d’uml pouvant couvrir a` la fois les
aspects structurels et comportementaux. En tant que profil de´die´ aux syste`mes embarque´s temps
re´el, il be´ne´ficie en plus d’e´le´ments de mode`les spe´cialise´s (usage de ste´re´otypes) re´pondant a`
des besoins au niveau logiciel et mate´riel. marte e´tant d’introduction re´cente, les exemples
industriels sont encore peu nombreux.
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Nous nous sommes donc inte´resse´ a` une manie`re de profiter de la ple´iade de designs existants
en SystemC mais dans le format uml-marte. Nombreuses sont les passerelles allant vers Sys-
temC, mais la passerelle effectuant le chemin inverse fut introuvable. Des outils permettant la
navigation entre ip-xact et uml-marte existant de´ja`, nous avons limite´ notre champ d’action
a` la cre´ation d’une passerelle entre SystemC et ip-xact. Nous avons donc propose´, dans le
chapitre 3, un outil (SCiPX) permettant de surmonter la barrie`re des formats. Notre outil
permet d’extraire les aspects structurels d’un design SystemC pour en produire une version
ip-xact. Cet outil reste limite´ a` un sous ensemble de programme SystemC. Cependant, les
re`gles de codage accepte´es ont e´te´ voulues les plus larges possibles. Ainsi, ip-xact est promu au
rang de format pivot pour une transformation supple´mentaire dans le format uml-marte. Il
en re´sulte une vue architecturale d’un programme SystemC au format uml-marte.
Dans le chapitre 4, nous avons exploite´ les possibilite´s offertes par le profil uml-marte,
son mode`le de temps et le langage de spe´cification de contraintes temporelles (ccsl). En uml-
marte, des e´le´ments de mode`le structurels, comme les ports, peuvent eˆtre ste´re´otype´s de fac¸on
a` les lier explicitement a` des horloges logiques. Des contraintes d’horloges, exprime´es en ccsl
permettent alors de spe´cifier des comportement attendus. C’est l’approche que nous avons
adopte´e pour mode´liser des protocoles de communication entre composants a` diffe´rents niveaux
d’abstraction. Les contraintes sont impose´es de fac¸on incre´mentale, leurs effets sont simule´s et
analyse´s a` l’aide de l’outil timesquare. Il est meˆme possible de ge´ne´rer automatiquement des
observateurs en langages de description de mate´riel?,? afin de pouvoir ve´rifier des proprie´te´s dans
l’environnement de de´part. Notre contribution porte plus particulie`rement sur la mode´lisation de
protocoles a` l’aide d’horloges logiques. Nous avons de´fini des re`gles ge´ne´riques de ge´ne´rations de
contraintes ccsl dans le but d’annoter automatiquement les e´le´ments d’interfaces d’un mode`le
structurel.
Nous avons ensuite conside´re´ des proble`mes rencontre´s lors de la mode´lisation de compor-
tements concurrents. Nous avons mis en e´vidence un manque d’expressivite´ de ccsl en ce qui
concerne la spe´cification de choix (priorite´s) dans l’instant logique. Nous avons donc propose´
une me´thode d’enrichissement de ccsl pour lui permettre de manipuler ce concept de priorite´s.
Ce choix doit rester dans l’ensemble des e´volutions possibles d’un syste`me et ne pas occasion-
ner de blocages superflus. Nous avons ensuite propose´ un algorithme permettant de traiter les
priorite´s de manie`re orthogonale a` la spe´cification des contraintes ccsl d’un design.
Perspectives : Dans l’optique d’inte´gration d’un composant proprie´taire exte´rieur, une infor-
mation ne´cessaire (et fournie) est l’interface de celui-ci. Le fournisseur ne donne ge´ne´ralement
qu’une version compile´e du comportement d’un composant. C’est la raison pour laquelle seul
l’aspect structurel a e´te´ conside´re´ dans cette the`se. Le format ip-xact convient parfaitement
a` cette vue boˆıte noire (ou encore “IP”) d’un design. Ce choix pre´sente tout de meˆme un in-
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conve´nient : ip-xact de´le`gue la mode´lisation des comportements a` des langages de description
de mate´riel (e.g.,SystemC, vhdl, verilog). L’extraction des comportements d’un composant ou
d’une ip est en revanche tre`s pertinente lorque le mode`le cible est un mode`le uml-marte. Une
piste d’e´tude serait de conside´rer une passerelle directe de SystemC vers marte. En plus de
pouvoir annoter un design, il serait e´galement possible de ve´rifier le comportement d’un syste`me
vis-a`-vis de contraintes ccsl en restant au niveau uml-marte.
Pour re´soudre les proble`mes de priorite´ nous avons choisi une approche de´cisionnelle qui
s’appuie sur une se´quence de choix. L’utilisation de l’algorithme est “notre” manie`re de re´soudre
le proble`me. D’autres approches sont envisageables. Par exemple, on pourrait conside´rer ce
proble`me comme un simple calcul d’accessibilite´ dans le graphe priorise´. Quoi qu’il en soit,
cet enrichissement permettra a` terme, de construire diffe´rentes politiques de simulations plus
complexes. La gestion des conflits a e´te´ conside´re´e ici au niveau de l’instant logique. Des priorite´s
changeant en fonction de l’e´volution du syste`me sont tout a` fait concevables. Il serait inte´ressant
de les conside´rer en relation avec la spe´cification de politiques de simulation telles qu’on peut
les trouver dans la the´orie de l’ordonnancement.
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Annexe A
Re´sultats de l’exe´cution de SCiPX sur
des constructions RTL
Objet :
Cette annexe pre´sente le re´sultat d’une exe´cution de l’outil SCiPX sur un design SystemC
ge´ne´rique de niveau RTL. Nous de´taillons tout d’abord le code SystemC du design utilise´ ainsi
que les difficulte´s d’analyses qui peuvent en de´couler. Nous terminons en fournissant le mode`le
IP-Xact ge´ne´re´ par notre outil ainsi qu’une vue graphique de ce mode`le apre`s conversion au
format UML-MARTE
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Le code source ci-dessous illustre un certain nombre de de´clarations que notre outil SCiPX
est capable de traiter. Le premier morceau de code est une imple´mentation d’un composant
Source. La meˆme description pour un composant cible, e´tant le miroir de la premie`re, sera
omise.
Les lignes 2 a` 4 illustrent diffe´rentes manie`res de de´clarer des objets en c++ (la ligne 2 pour
une de´claration statique, la 3 pour dynamique et finalement la 4 pour la de´claration de tableaux).
E´tant donne´ que SystemC ne permet pas l’ajout de nouveaux objets (architecturaux) aux
designs apre`s la phase d’e´laboration, tous les ports dynamiques doivent avoir e´te´ cre´e´s lorsque
celle-ci se termine. Connaissant l’adresse de ces objets en me´moire (le port et la re´fe´rence de
pointeurs de port dans un composant), une simple comparaison entre l’adresse du port et de la
valeur du pointeur de port nous permet de retrouver les informations relatives aux noms des
ports dynamiques. Le cas des tableaux de port est tre`s similaire a` la me´thode utilise´e pour un
port dynamique. L’ensemble des ports du tableau sont instancie´s d’un bloc. Le premier port
du tableau est de´tecte´ comme un simple port dynamique. Une simple comparaison entre les
adresses de port non cartographie´es et la taille du port nous permet de relier les ports non
cartographie´es au premier port du tableau.
Listing A.1 – Definition du composant Source en SystemC
1 SC MODULE( Source ){
2 sc out<statType> statOUT ;
3 sc out<dynType> ∗ dynOUT;
4 sc out<arrayType> ∗ arrayOUT ;
5 SC HAS PROCESS( Source ) ;
6 Source ( sc module name name , unsigned a r rayS i z e ){
7 dynOUT = new sc out<dynType>;
8 arrayOUT = new sc out<arrayType>[ a r r ayS i z e ] ; } } ;
Le code du listing A.2 conside`re l’instanciation des deux composants Source et Target dans un
sc main. Une telle de´claration est valide en SystemC car il s’agit de simple code c++. Mais la` en-
core, les interfaces et les interconnexions sont cre´e´es conforme´ment a` certains parame`tres et qui
ne peuvent eˆtre analyse´s par analyse statique classique (i.e.,sans exe´cution symbolique) car ils
contiennent des boucles et branchements conditionnelles. Combiner les approches dynamiques
et statiques e´vite cette limitation. Cette dynamicite´ est ne´anmoins limite´e a` la phase d’e´labo-
ration ou` les objets de la simulation sont cre´e´s et lie´s. La vraie partie dynamique (l’exe´cution
du programme/simulation) aura lieu apre`s la construction de la hie´rarchie du design.
Listing A.2 – Instanciation des deux composants en SystemC
1 i n t sc main ( i n t argc , char ∗∗ argv ){
2 unsigned a r rayS i z e =2;
3 bool invertArray=true ;
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4 Source s o u r c e I n s t ( ” s o u r c e I n s t ” , a r r ayS i z e ) ;
5 Target t a r g e t I n s t ( ” t a r g e t I n s t ” , a r r ayS i z e ) ;
6 s c s i g n a l<statType> statSIG ;
7 s c s i g n a l<dynType> dynSIG ;
8 s c s i g n a l<arrayType> ∗ arraySIG ;
9 arraySIG = new s c s i g n a l<arrayType>[ a r r ayS i z e ] ;
10 s o u r c e I n s t . statOUT . bind ( statSIG ) ;
11 s o u r c e I n s t .dynOUT−>bind ( dynSIG ) ;
12 f o r ( unsigned i =0; i<a r rayS i z e ; i++)
13 s o u r c e I n s t . arrayOUT [ i ] . bind ( arraySIG [ i ] ) ;
14 t a r g e t I n s t . s tatIN . bind ( statSIG ) ;
15 t a r g e t I n s t . dynIN−>bind ( dynSIG ) ;
16 i f ( ! invertArray ) f o r ( unsigned i =0; i<a r rayS i z e ; i++)
17 t a r g e t I n s t . arrayIN [ i ] . bind ( arraySIG [ i ] ) ;
18 e l s e f o r ( unsigned i =0; i<a r rayS i z e ; i++)
19 t a r g e t I n s t . arrayIN [ i ] . bind ( arraySIG [ arrayS ize−i −1 ] ) ;
20 s c s t a r t ( ) ;
21 return 0 ;}
Apre`s le traitement du code source de SystemC, le mode`le ip-xact produite par SCiPX est
disponible. Les e´quivalents ip-xact sont alors produits et sont disponibles dans les listing A.3
et A.4. Le premier repre´sente le code correspondant pour le composant source et pour le second
le design correspondant. Ce mode`le peut eˆtre traite´ a` nouveau afin de produire un mode`le uml-
marte e´quivalent, fournissant une description visuelle que l’on peut voir sur la capture d’e´cran
de la figure A.1.
Listing A.3 – De´finition du composant Source en ip-xact
1 <?xml ver s i on=”1 .0 ” encoding=”UTF−8”?>
2 <sp i r i t : c omponent x m l n s : s p i r i t=”h t t p : //www. s p i r i t c o n s o r t i u m . org /XMLSchema/
SPIRIT /1 .4 ” xmlns :x s i=”h t tp : //www. w3 . org /2001/XMLSchema−i n s t anc e ”
xs i : s chemaLocat ion=”h t t p : //www. s p i r i t c o n s o r t i u m . org /XMLSchema/SPIRIT
/1 .4 h t tp : //www. s p i r i t c o n s o r t i u m . org /XMLSchema/SPIRIT /1.4/ index . xsd ”>
3 <s p i r i t : v e n d o r>vendor</ s p i r i t : v e n d o r>
4 < s p i r i t : l i b r a r y> l i b</ s p i r i t : l i b r a r y>
5 <s p i r i t : n a m e>Source b1 −1 dynOUT 0 statOUT −1 arrayOUT 1 </ s p i r i t : n a m e>
6 < s p i r i t : v e r s i o n>ve r s i o n</ s p i r i t : v e r s i o n>
7 <s p i r i t : m o d e l>
8 <s p i r i t : v i e w s>
9 <s p i r i t : v i e w>
10 <s p i r i t : n a m e>Source b1 −1 dynOUT 0 statOUT −1 arrayOUT 1 view</
s p i r i t : n a m e>
11 < s p i r i t : e n v I d e n t i f i e r>s y s t e m c : t i m e s q u a r e : n u l l</ s p i r i t : e n v I d e n t i f i e r>
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Figure A.1 – Diagramme uml-marte du design SystemC
12 </ s p i r i t : v i e w>
13 </ s p i r i t : v i e w s>
14 < s p i r i t : p o r t s>
15 < s p i r i t : p o r t>
16 <s p i r i t : n a m e>statOUT</ s p i r i t : n a m e>
17 < s p i r i t : d e s c r i p t i o n>s c out&l t ; statType&gt ;@ Source: :statOUT −−&gt ;
c l a s s s c c o r e 1 1 s c o u t</ s p i r i t : d e s c r i p t i o n>
18 < s p i r i t : w i r e s p i r i t : a l l L o g i c a l D i r e c t i o n s A l l o w e d=” f a l s e ”>
19 < s p i r i t : d i r e c t i o n>out</ s p i r i t : d i r e c t i o n>
20 <s p i r i t : w i r e T y p e D e f s>
21 <s p i r i t :w i r eT yp e De f>
22 <sp i r i t : typeName s p i r i t : c o n s t r a i n e d=” f a l s e ”>s c c o r e : : s c o u t&l t ; bool&gt ;</
sp i r i t : typeName>
23 <sp i r i t :v iewNameRef>Source b1 −1 dynOUT 0 statOUT −1 arrayOUT 1 view</
sp i r i t :v iewNameRef>
24 </ s p i r i t : w i r e T yp e De f>
25 </ s p i r i t : w i r e T y p e D e f s>
26 </ s p i r i t : w i r e>
27 </ s p i r i t : p o r t>
28 < s p i r i t : p o r t>
29 <s p i r i t : n a m e>dynOUT</ s p i r i t : n a m e>
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30 < s p i r i t : d e s c r i p t i o n>s c out&l t ; dynType&gt ;∗@ Source::dynOUT −−&gt ;
c l a s s s c c o r e 1 1 s c o u t</ s p i r i t : d e s c r i p t i o n>
31 < s p i r i t : w i r e s p i r i t : a l l L o g i c a l D i r e c t i o n s A l l o w e d=” f a l s e ”>
32 < s p i r i t : d i r e c t i o n>out</ s p i r i t : d i r e c t i o n>
33 < s p i r i t : v e c t o r>
34 < s p i r i t : l e f t s p i r i t : d e p e n d e n c y=”” s p i r i t : f o r m a t=”long ” spirit :maximum=””
spir i t :minimum=”” s p i r i t : o r d e r=”0 .0 ” s p i r i t : p r o m p t=”” s p i r i t : r a n g e T y p e=
” f l o a t ” s p i r i t : r e s o l v e=”immediate ”>0</ s p i r i t : l e f t>
35 < s p i r i t : r i g h t s p i r i t : d e p e n d e n c y=”” s p i r i t : f o r m a t=”long ” spirit :maximum=””
spir i t :minimum=”” s p i r i t : o r d e r=”0 .0 ” s p i r i t : p r o m p t=”” s p i r i t : r a n g e T y p e=
” f l o a t ” s p i r i t : r e s o l v e=”immediate ”>0</ s p i r i t : r i g h t>
36 </ s p i r i t : v e c t o r>
37 <s p i r i t : w i r e T y p e D e f s>
38 <s p i r i t :w i r eT yp e De f>
39 <sp i r i t : typeName s p i r i t : c o n s t r a i n e d=” f a l s e ”>s c c o r e : : s c o u t&l t ; bool&gt ;</
sp i r i t : typeName>
40 <sp i r i t :v iewNameRef>Source b1 −1 dynOUT 0 statOUT −1 arrayOUT 1 view</
sp i r i t :v iewNameRef>
41 </ s p i r i t : w i r e T yp e De f>
42 </ s p i r i t : w i r e T y p e D e f s>
43 </ s p i r i t : w i r e>
44 </ s p i r i t : p o r t>
45 < s p i r i t : p o r t>
46 <s p i r i t : n a m e>arrayOUT</ s p i r i t : n a m e>
47 < s p i r i t : d e s c r i p t i o n>s c out&l t ; arrayType&gt ;∗@ Source::arrayOUT −−&gt ;
c l a s s s c c o r e 1 1 s c o u t</ s p i r i t : d e s c r i p t i o n>
48 < s p i r i t : w i r e s p i r i t : a l l L o g i c a l D i r e c t i o n s A l l o w e d=” f a l s e ”>
49 < s p i r i t : d i r e c t i o n>out</ s p i r i t : d i r e c t i o n>
50 < s p i r i t : v e c t o r>
51 < s p i r i t : l e f t s p i r i t : d e p e n d e n c y=”” s p i r i t : f o r m a t=”long ” spirit :maximum=””
spir i t :minimum=”” s p i r i t : o r d e r=”0 .0 ” s p i r i t : p r o m p t=”” s p i r i t : r a n g e T y p e=
” f l o a t ” s p i r i t : r e s o l v e=”immediate ”>0</ s p i r i t : l e f t>
52 < s p i r i t : r i g h t s p i r i t : d e p e n d e n c y=”” s p i r i t : f o r m a t=”long ” spirit :maximum=””
spir i t :minimum=”” s p i r i t : o r d e r=”0 .0 ” s p i r i t : p r o m p t=”” s p i r i t : r a n g e T y p e=
” f l o a t ” s p i r i t : r e s o l v e=”immediate ”>1</ s p i r i t : r i g h t>
53 </ s p i r i t : v e c t o r>
54 <s p i r i t : w i r e T y p e D e f s>
55 <s p i r i t :w i r eT yp e De f>
56 <sp i r i t : typeName s p i r i t : c o n s t r a i n e d=” f a l s e ”>s c c o r e : : s c o u t&l t ; bool&gt ;</
sp i r i t : typeName>
57 <sp i r i t :v iewNameRef>Source b1 −1 dynOUT 0 statOUT −1 arrayOUT 1 view</
sp i r i t :v iewNameRef>
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58 </ s p i r i t : w i r e T yp e De f>
59 </ s p i r i t : w i r e T y p e D e f s>
60 </ s p i r i t : w i r e>
61 </ s p i r i t : p o r t>
62 </ s p i r i t : p o r t s>
63 </ s p i r i t : m o d e l>
64 </ sp i r i t : c omponent>
Listing A.4 – Instantiation des composants dans un design ip-xact
1 <?xml ver s i on=”1 .0 ” encoding=”UTF−8”?>
2 < s p i r i t : d e s i g n x m l n s : s p i r i t=”ht t p : //www. s p i r i t c o n s o r t i u m . org /XMLSchema/
SPIRIT /1 .4 ” xmlns :x s i=”h t tp : //www. w3 . org /2001/XMLSchema−i n s t anc e ”
xs i : s chemaLocat ion=”h t t p : //www. s p i r i t c o n s o r t i u m . org /XMLSchema/SPIRIT
/1 .4 h t tp : //www. s p i r i t c o n s o r t i u m . org /XMLSchema/SPIRIT /1.4/ index . xsd ”>
3 <s p i r i t : v e n d o r>vendor</ s p i r i t : v e n d o r>
4 < s p i r i t : l i b r a r y> l i b</ s p i r i t : l i b r a r y>
5 <s p i r i t : n a m e>noname</ s p i r i t : n a m e>
6 < s p i r i t : v e r s i o n>ve r s i o n</ s p i r i t : v e r s i o n>
7 <s p i r i t : c o m p o n e n t I n s t a n c e s>
8 <sp i r i t : c omponent In s tance>
9 <sp i r i t : i n s t anceName>s o u r c e I n s t</ sp i r i t : i n s t anceName>
10 <sp i r i t : componentRe f s p i r i t : l i b r a r y=” l i b ” s p i r i t : n a m e=”Source b1 −1
dynOUT 0 statOUT −1 arrayOUT 1 ” s p i r i t : v e n d o r=”vendor ”
s p i r i t : v e r s i o n=”ve r s i o n ”/>
11 </ sp i r i t : c omponent In s tance>
12 <sp i r i t : c omponent In s tance>
13 <sp i r i t : i n s t anceName>t a r g e t I n s t</ sp i r i t : i n s t anceName>
14 <sp i r i t : componentRe f s p i r i t : l i b r a r y=” l i b ” s p i r i t : n a m e=”Target b1 −1
arrayIN 1 dynIN 0 stat IN −1 ” s p i r i t : v e n d o r=”vendor ”
s p i r i t : v e r s i o n=”ve r s i o n ”/>
15 </ sp i r i t : c omponent In s tance>
16 </ s p i r i t : c o m p o n e n t I n s t a n c e s>
17 <sp i r i t : adHocConnec t i ons>
18 <sp i r i t : adHocConnect ion>
19 <s p i r i t : n a m e>channel0</ s p i r i t : n a m e>
20 <s p i r i t : i n t e r n a l P o r t R e f e r e n c e sp i r i t : componentRe f=” t a r g e t I n s t ”
s p i r i t : p o r t R e f=”statIN ”/>
21 <s p i r i t : i n t e r n a l P o r t R e f e r e n c e sp i r i t : componentRe f=”s o u r c e I n s t ”
s p i r i t : p o r t R e f=”statOUT ”/>
22 </ sp i r i t : adHocConnect ion>
23 <sp i r i t : adHocConnect ion>
24 <s p i r i t : n a m e>channel1</ s p i r i t : n a m e>
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25 <s p i r i t : i n t e r n a l P o r t R e f e r e n c e sp i r i t : componentRe f=” t a r g e t I n s t ” s p i r i t : l e f t=
”0 ” s p i r i t : p o r t R e f=”dynIN ” s p i r i t : r i g h t=”0 ”/>
26 <s p i r i t : i n t e r n a l P o r t R e f e r e n c e sp i r i t : componentRe f=”s o u r c e I n s t ” s p i r i t : l e f t=
”0 ” s p i r i t : p o r t R e f=”dynOUT” s p i r i t : r i g h t=”0 ”/>
27 </ sp i r i t : adHocConnect ion>
28 <sp i r i t : adHocConnect ion>
29 <s p i r i t : n a m e>channel2</ s p i r i t : n a m e>
30 <s p i r i t : i n t e r n a l P o r t R e f e r e n c e sp i r i t : componentRe f=” t a r g e t I n s t ” s p i r i t : l e f t=
”1 ” s p i r i t : p o r t R e f=”arrayIN ” s p i r i t : r i g h t=”1 ”/>
31 <s p i r i t : i n t e r n a l P o r t R e f e r e n c e sp i r i t : componentRe f=”s o u r c e I n s t ” s p i r i t : l e f t=
”0 ” s p i r i t : p o r t R e f=”arrayOUT ” s p i r i t : r i g h t=”0 ”/>
32 </ sp i r i t : adHocConnect ion>
33 <sp i r i t : adHocConnect ion>
34 <s p i r i t : n a m e>channel3</ s p i r i t : n a m e>
35 <s p i r i t : i n t e r n a l P o r t R e f e r e n c e sp i r i t : componentRe f=” t a r g e t I n s t ” s p i r i t : l e f t=
”0 ” s p i r i t : p o r t R e f=”arrayIN ” s p i r i t : r i g h t=”0 ”/>
36 <s p i r i t : i n t e r n a l P o r t R e f e r e n c e sp i r i t : componentRe f=”s o u r c e I n s t ” s p i r i t : l e f t=
”1 ” s p i r i t : p o r t R e f=”arrayOUT ” s p i r i t : r i g h t=”1 ”/>
37 </ sp i r i t : adHocConnect ion>
38 <sp i r i t : adHocConnect ion>
39 <s p i r i t : n a m e>channel4</ s p i r i t : n a m e>
40 <s p i r i t : i n t e r n a l P o r t R e f e r e n c e sp i r i t : componentRe f=” t a r g e t I n s t ” s p i r i t : l e f t=
”1 ” s p i r i t : p o r t R e f=”arrayIN ” s p i r i t : r i g h t=”1 ”/>
41 </ sp i r i t : adHocConnect ion>
42 </ sp i r i t : adHocConnec t i ons>
43 </ s p i r i t : d e s i g n>
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Annexe B
Extension de la librairie SystemC
Objet :
La trac¸abilite´ d’objet durant une simulation SystemC est limite´e aux concepts capturables
par cette meˆme librairie. Cependant, cette librairie peut eˆtre modifie´e afin de combler ces
manques. Nous proposons dans cette annexe, une extension de la librarie SystemC pour couvrir
le concept particulier de Register tel que de´fini dans IP-Xact.
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Dans la section 3, la bibliothe`que SystemC a montre´ plusieurs limitations dans son im-
ple´mentation en terme de possibilite´s d’analyse. Notre approche tentait de re´concilier des in-
formations provenant de deux sources diffe´rentes (statique et dynamique). La fin de la phase
d’e´laboration marquait l’instant ou` le design devenait fige´. Cependant, a` ce point, n’e´taient
conserve´es/accessibles que les informations ne´cessaires a` la simulation proprement dite. Il au-
rait e´te´ possible de modifier la bibliothe`que SystemC afin qu’elle conserve plus d’informations.
Cependant, modifier cette bibliothe`que l’aurait rendue incompatible avec les librairies de com-
posants existantes. Nous conside´rons dans cette annexe non pas les concepts de´ja` pre´sents en
SystemC mais une manie`re faire perdurer au moment de la phase dynamique des concepts
externes a` la librairie SystemC mais cependant pre´sents dans le monde de la conception de
syste`mes.
Par exemple, nous avons conside´re´ la description ip-xact comme valide et comple`te si nous
arrivions a` extraire toutes les informations topologiques d’un design SystemC. Les crite`res
e´taient que les fichiers re´sultant puissent eˆtre analyse´s correctement par n’importe quel outil
capable d’importer un design ip-xact standard. Mais un autre aspect important d’un compo-
sant ip-xact est de´taille´ par la memory map de celui-ci ainsi que la description de son espace
d’adressage. Cache´ dans le paquet de composants me´moire, on peut trouver la notion de registres
comme de´crit dans la figure B.1.
+ name: String [1]
+ range: PositiveNumber [1]
+ width: UnlimitedNatural [1]
+ addressUnitBits: PositiveNumber [0..1]
AddressSpace
+ name: String [1]
+ addressUnitBits: PositiveNumber [0..1]
MemoryMap
+ memoryMap*
+ name: String [1]
+ baseAddress: UnlimitedNatural [1]
+ usage: UsageKind [0..1]
+ access: AccessKind [0..1]
+ range: PositiveNumber [1]
+ width: UnlimitedNatural [1]
AddressBlock
+ addressBlock
*
+ bank
*
+ name: String [1]
+ addressOffset: UnlimitedNatural [1]
+ size: PositiveNumber [1]
+ volatile: Boolean [0..1]
+ access: AccessKind [0..1]
Register
+ register
*
+ name: String [1]
+ baseAddress: UnlimitedNatural [1]
+ usage: UsageKind [0..1]
+ access: AccessKind [0..1]
+ bankAlignment: BankAlignmentKind [1]
AddressBank
+ bank*
+ addressBlock*
0..1+ localMemoryMap
Figure B.1 – IP-Xact component memory metamodel
Ces registres, blocs me´moire et memory map ne sont pas explicitement de´signe´es comme des
objets spe´cifiques dans la librairie SystemC, meˆme si la plupart des concepteurs les utilisent
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implicitement comme des caracte´ristiques importantes de leur architecture. D’autre part, ip-
xact inte`gre des me´canismes pour exprimer ces entite´s puisque d’autres outils doivent utiliser ces
informations au moment de l’assemblage. Un moyen facile de re´cupe´rer ces informations devrait
eˆtre d’utiliser les meˆmes techniques que celles mises en œuvre dans SCiPX. Pour ce faire, le
concepteur devra utiliser des types/classes spe´cifiques qui puissent eˆtre suivis a` l’exe´cution et
puissent eˆtre accessibles publiquement. E´videmment, les concepteurs ont a` utiliser les classes
SystemC afin d’e´crire un programme SystemC et nous ne pouvons ici que supposer que c’est
bien le cas. Ne´anmoins, ces types/classes spe´cifiques peuvent eˆtre tre`s facilement imple´mente´s,
voire meˆme ge´ne´re´s automatiquement.
sc_simcontext
sc_module_registry
sc_port_registry
sc_export_registry sc_prim_channel_registry
sc_object_manager
sc_module sc_portsc_export sc_channel
sc_object
sc_register
Figure B.2 – Inte´gration du concept registre
Pour illustrer le style de codage propose´, nous prenons comme exemple le registre. Un registre
est un bloc spe´cifique de bits d’un composant mate´riel. Sa longueur de´pend de l’architecture
(i.e.,32 bits, 64 bits). Il est utilise´ pour interroger, configurer ou controˆler un composant mate´riel.
Un registre est donc e´troitement lie´ a` un composant et ce lien doit eˆtre pre´serve´ comme le de´crit
la figure B.2. En SystemC, les de´veloppeurs ont pour habitude de de´clarer un registre a` l’aide
d’un type ge´ne´rique (i.e.,unsigned int). De ce fait, l’essence meˆme d’un registre est perdue et il
est interpre´te´ comme un unsigned. Nous proposons d’utiliser une classe spe´cifique pour chacun
des e´le´ments que l’on souhaite tracer comme les registres. Une de´claration de la classe registre
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est donne´e comme exemple dans la suite et peut eˆtre modifie´e pour re´pondre aux besoins de
trac¸abilite´ spe´cifique a` chacun. Par ailleurs, cette de´claration utilise les me´canismes de Sys-
temC sans avoir besoin de modifier cette dernie`re. Les de´veloppeurs auront seulement besoin
de de´clarer un registre avec la classe spe´cifique au lieu d’utiliser un type unsigned int.
Listing B.1 – Instanciation des deux composants en SystemC
1 c l a s s Reg i s t e r : pub l i c s c o b j e c t {
2 pub l i c :
3 Reg i s t e r ( ) ;
4 v i r t u a l ˜ Reg i s t e r ( ) ;
5 v i r t u a l const char ∗ kind ( ) const
6 { return ” s c r e g i s t e r ” ;}
7 unsigned m value ;
8 s c o b j e c t ∗ m parent module ;
9 } ;
10 Reg i s t e r : : Reg i s t e r ( ) :
11 s c o b j e c t ( sc gen unique name ( ” s c r e g i s t e r ”) ) {
12 s c o b j e c t ∗ parent=get parent ( ) ;
13 whi le ( parent !=NULL) {
14 i f ( parent−>kind ( )==”sc module ”) {
15 m parent module=parent ;
16 break ;
17 }
18 parent=parent−>ge t parent ( ) ;}}
Sur la premie`re ligne, l’he´ritage a` la classe sc object assure que nous pourrons re´cupe´rer
une re´fe´rence a` tous les objets Register instancie´s durant la phase d’e´laboration et stocke´ dans
l’objet sc simcontex. Des lignes cinq et six, nous surchargeons la me´thode sc object::kind() pour
eˆtre capable d’identifier un registre dans un ensemble de sc object. La ligne sept repre´sente
l’endroit ou` nous allons stocker la valeur de notre registre. Comme le lien entre le registre et
le composant est important, nous avons besoin de garder une trace de ce confinement. C’est le
but du contenu du constructeur des lignes dix a` la fin. Il remplira automatiquement l’attribut
m parent module avec une re´fe´rence au plus proche parent sc module au moment de l’instanciation.
Lors du traitement de la phase d’e´laboration, une re´fe´rence a` tous les registres sera stocke´e
dans l’objet sc simcontex. Parcourir la liste des sc object permettra de les identifier. La lecture
de l’attribut m parent module permettra de re´cupe´rer la re´fe´rence du composant qui le contient.
De la`, les meˆmes techniques explique´es dans les sections pre´ce´dentes pourront eˆtre applique´es
et cette information pourra eˆtre extraite pour ensuite eˆtre exploite´e par le mode`le ip-xact.
Annexe C
Ge´ne´ralisation des e´quations CCSL
Objet :
Les e´quations CCSL ne´cessaires a` la spe´cification de protocole sont souvent lourdes a` e´crire
lorsque l’on conside`re des syste`mes complexes. Cependant, pour certains parame`tres fixe´s, il
est possible de les ge´ne´rer automatiquement. Cette annexe contient les re`gles de ge´ne´rations
automatiques pour diffe´rents parame`tres.
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Ge´ne´ralisation a` un ensemble fini d’esclaves Si l’on conside`re un ensemble fini S d’esclaves
connecte´s, il est alors possible de ge´ne´raliser les contraintes de la manie`re de´crites dans les
e´quations C.1 :
begin ' hready
hready ' end
∀n ∈ S, Slaven begin ' Slaven hready
∀n ∈ S, Slaven hready ' Slaven end
begin =
⋃
∀n∈S
Slaven begin
hready =
⋃
∀n∈S
Slaven hready
end =
⋃
∀n∈S
Slaven end
∀i ∈ S, Slavei begin #
⋃
∀j∈S\i
Slavej begin
∀i ∈ S, Slavei hready #
⋃
∀j∈S\i
Slavej hready
(C.1)
Ge´ne´ralisation a` un ensemble fini d’esclaves et de maˆıtres Si l’on conside`re un ensemble fini
S d’esclaves et un ensemble fini M de maˆıtres connecte´s, il est alors possible de ge´ne´raliser les
contraintes de la manie`re de´crites dans les e´quations C.2 :
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∀n ∈M,Mastern begin ' Mastern hready
∀n ∈M,Mastern hready ' Mastern end
begin =
⋃
∀n∈M
Mastern Start
hready =
⋃
∀n∈M
Mastern hready
end =
⋃
∀n∈M
Mastern end
∀i ∈M,Masteri begin #
⋃
∀j∈M\i
Masterj begin
∀i ∈M,Masteri hready #
⋃
∀j∈M\i
Masterj hready
Start ' hready
hready ' end
∀n ∈ S, Slaven begin ' Slaven hready
∀n ∈ S, Slaven hready ' Slaven end
begin =
⋃
∀n∈S
Slaven begin
hready =
⋃
∀n∈S
Slaven hready
end =
⋃
∀n∈S
Slaven end
∀i ∈ S, Slavei begin #
⋃
∀j∈S\i
Slavej begin
∀i ∈ S, Slavei hready #
⋃
∀j∈S\i
Slavej hready
(C.2)
Ge´ne´ralisation d’un syste`me a` priorite´s pour un ensemble fini de maˆıtres Pour chaque maˆıtre,
il est possible de construire l’horloge logique repre´sentant les requeˆtes effectives de plus hautes
priorite´s de manie`re ite´rative. Pour le maˆıtre de plus haute priorite´, cette horloge se re´sume a`
une horloge ne comportant aucun e´ve´nement. Pour les suivants, cette horloge est l’union des
horloges de requeˆtes effectives de tous les maˆıtres plus prioritaires. Dans le cas du deuxie`me plus
prioritaire, cette horloge se re´duit a` l’horloge des requeˆtes e´mises par le plus prioritaire (i.e.,les
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requeˆtes effectives sont les requeˆtes e´mises car on ne peut les interdire). Les requeˆtes e´mises
sont laisse´es libres et se de´composent en deux sous cate´gories d’e´ve´nements exclusifs, ceux en
conflits avec l’horloge des requeˆtes effectives de plus hautes priorite´s et celles sans conflits. Les
e´ve´nements en conflits doivent alors ge´ne´rer autant d’autres e´ve´nements se positionnant en
fonction de l’horloge des requeˆtes effectives de plus hautes priorite´s (a` savoir en exclusion avec
celle-ci). Une telle spe´cification peut d’ores et de´ja` eˆtre exprime´e a` l’aide des e´quations C.3
ou` l’on indice par E les requeˆtes effectives d’un maˆıtre, par EG les requeˆtes effectives plus
prioritaires, par C les requeˆtes en conflit, par CF (Conflict Free) les requeˆtes sans conflit et
pour finir par D (Delayed) les requeˆtes ge´ne´re´es par les requeˆtes en conflit.
∀i ≤ N, Masteri beginEG =
⋃
∀j,P (j)>P (i)
Masterj beginE
∀i ≤ N, Masteri beginE = Masteri beginCF + Masteri beginD
∀i ≤ N, Masteri beginEG # Masteri beginE
∀i ≤ N, Masteri begin = Masteri beginC + Masteri beginCF
∀i ≤ N, Masteri beginC # Masteri begin ∗Masteri beginEG
∀i ≤ N, Masteri beginC # Masteri beginCF
∀i ≤ N, Masteri beginC ' Masteri beginD
(C.3)
Annexe D
Comple´ment sur les Fonctions
Boole´ennes
Objet :
Cette annexe contient des comple´ments sur les fonctions boole´ennes et les de´monstrations
des proprie´te´s donne´es au chapitre 4.
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Pour les de´finitions de base et certains the´ore`mes classiques sur les fonctions boole´ennes nous
renvoyons a` l’ouvrage re´cent? d’Yves Crama et Peter L. Hammer intitule´ “Boolean Functions :
Theory, Algorithms, and Applications”. Pour les re´fe´rences concernant les BDD a` l’article de
Fabio Somenzi? et a` l’ouvrage de Christoph Meinel et Thorsten Theobald?.
D.1 Cubes et co-facteurs
Nous aurons besoin de la notion de conjonction e´le´mentaire ou cube :
De´finition D.1 (Cube) Un cube sur V est une expression de la forme(∧
x∈A
x
)
∧
(∧
x∈B
¬x
)
ou` A ⊆ V, B ⊆ V, A ∩B = ∅
Nous notons K(A,B) le cube sur V de´fini par les sous-ensembles disjoints A et B de V
ainsi que des proprie´te´s de co-facteurs? :
The´ore`me D.1 Soit f et g deux fonctions boole´ennes de l’ensemble des variables V. Pour tout
x, y ∈ V : les co-facteurs commutent
(D.1) (fx)y = (fy)x = fx∧y = fy∧x
et ils sont distributifs sur la ne´gation, la conjonction et la disjonction.
(¬f)x = ¬(fx)(D.2)
(f ∧ g)x = fx ∧ gx(D.3)
(f ∨ g)x = fx ∨ gx(D.4)
Lemme D.1 (Co-facteur d’un cube) Soit f une fonction boole´enne de l’ensemble des variables
V. Soit κ un cube sur V. Pour tout cube κ′ obtenu par permutation des facteurs de κ on a
(D.5) fκ = fκ′ pour tout κ
′ permutation de κ
Ceci re´sulte du fait que le co-facteurs commutent (e´quation D.1). On ite`re ensuite sur les facteurs
de κ.
Lemme D.2 Soit f une fonction boole´enne de l’ensemble des variables V. Soit κ un cube sur V
(D.6) κ ∧ fκ = κ ∧ f
Par la de´composition de Shannon 4.13, v ∧ f = v ∧ ((v ∧ fv) ∨ (¬v ∧ f¬v)) = v ∧ fv. On ite`re
ensuite sur les litte´raux de κ.
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Lemme D.3 Soit φ une formule sur V, si φ 6= ⊥ alors l’ensemble VφU des variables de φ non
fixe´es est
(D.7) VφU = {v ∈ V | (φv 6= ⊥) ∧ (φ¬v 6= ⊥)}
Preuve VφU = V \ (VφF+ ∪ VφF− ) re´sulte de la partition de V (De´finition 4.2). Puisque φ 6= ⊥
des propositions 4.1 et 4.2 on de´duit VφF+ ∪ VφF− = {v ∈ V | (φ¬v = ⊥) ∨ (φv = ⊥)}, d’ou` en
comple´mentant cet ensemble par rapport a` V, VφU = {v ∈ V | (φv 6= ⊥) ∧ (φ¬v 6= ⊥)}
Lemme D.4 Soit φ une formule sur V,
(D.8) (φ 6= ⊥) =⇒ (∀v ∈ VφU ) (φv 6= ⊥)
Conse´quence du lemme D.3.
D.2 Graphe de de´cision
Lemme D.5 Toute solution de φ est reconnue par un sommet acceptant dans le graphe de φ.
Preuve Soit µ une solution de φ, µ peut eˆtre repre´sente´ par son cube K(A,V \ A). L’ide´e est
de rechercher par traverse´e du graphe Gφ un sommet acceptant la solution µ. Pour cela, nous
de´finissons une proce´dure re´cursive de parcours match(s, µ) de´finie ainsi :
Soit < ψ,D,L > l’e´tiquette de s. 3 cas sont a` conside´rer :
– A = D ∪ VψF+ alors µ est reconnue directement par la de´finition 4.5 d’un sommet accep-
tant. retourner s.
– A ⊆ D ∪ VψF+ ∪ L alors on choisit une variable v ∈ A ∩ L. Puisque L = VψU , il existe
dans Gφ un sommet s′ et un arc (s, s′) e´tiquete´ v. On proce`de donc a` un appel re´cursif :
retourner match(s′, µ).
– A∩VψF− 6= ∅. Soit v ∈ A∩VψF− . v ne peut donc pas eˆtre dans VψU . Il n’est pas possible
de choisir v a` partir du sommet s. La traverse´e du graphe est donc stoppe´e. Nous allons
montrer que cette situation ne peut pas se pre´senter. En effet, µ e´tant solution de φ, on
peut toujours e´crire φ sous la forme d’une disjonction φ = µ∨φ′. Soit δ = ∧x∈D x le cube
repre´sentant les de´cisions prises pour arriver au sommet s. On a ψ = φδ. Par application
ite´re´e de l’e´quation D.4 on obtient ψ = φδ = µδ ∨ φ′δ. Puisque v ∈ A, µδ∧v 6= ⊥, donc
ψv = µδ∧v ∨φ′δ∧v 6= ⊥. Par le lemme D.3, v est dans VψU , ce qui est en contradiction avec
l’hypothe`se que v ∈ VψF− .
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