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PROLOGO
El objetivo de esta memoria es, en esencia, esbozar una teoria 
matematica de la robustez en inferencia bayesiana respecte a variacio^ 
nés en la verosimilitud.
En concrete, se propone una definiciôn general de "robustez cu^ 
litativa" o "estabilidad" de un modelo bayesiano y, despuës de anali^ 
zar su significado y aplicabilidad, se enuncian otras definiciones 
particulares de robustez para los estimadores, regiones de confianza 
y tests de hipôtesis bayesianos. Paralelamente se demuestran teoremas 
que proporcionan condiciones suficientes de robustez (segun las dis­
tintas definiciones mèneionadas) y se aplican estos conceptos al ana_ 
liais de algunos problèmes particulares de inferencia.
La bibliografîa disponible sobre este tema es relativamente esca 
sa. Los trabajos de Box y Tiao (1962, 1964 , 1968 y 1973) cons tituyen, 
s in duda, la aportaciôn mas conocida. En ellos se plantean algunos 
modelos y se comparas las distribuciones a posteriori obtenidas con 
distintas verosimilitudes (la distribuciôn a priori permanece fija) 
adoptando un enfoque eminentemente cuantitativo en el que încluso se 
utilizan muestras numéricas concretas.
Por el contrario, nuestro enfoque del problema (desarrollado en 
los capitulos II y III de esta memoria) es cualitativo, en el senti- 
do de que las def iniciones de robustez que se proponen estan inspira 
d as en la idea de cont inuidad y pretenden recoger la nociôn intuiti­
va de que un procedimîento estadîstico es "robusto" cuando es poco 
sensible fren te a cambios "infinitésimales" en la verosimilitud sub
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yacente. Naturalmente, este es un aspecto parcial de la nociôn de r£ 
bustez que, en cada problema estadîstico,puede completarse con un 
anâlisis de tipo cuantitativo.
En el capîttilo I, despuës .de enunciar algunos resultados previos, 
se hace un breve resumen de la teoria de la robustez en su estado a£ 
tuai indicando las lîneas générales de investigaciôn y des tacando 
aquellas que tienen relaciôn directa con nuestro planteamiento, o 
bien presentan alguna afinîdad metodolôgica con el mismo. Asî, por 
ejemplo, se dedica cierta atenciôn a la "Teoria de la Robustez Cualj^ 
tativa" de Hampel que, dentro del marco de la Es tadis t ica clâsica o 
frecuentista, establece una estrecha relac iôn entre el concepto de roi 
bustez de un est imador y la continuidad de un funcional definido so­
bre un espacio de distribuciones dotado de la topologia dëbil.
En el capitule II se enuncia la definicion fundamental de esta­
bilidad de un modelo bayesiano (const i tuido por una familia de posi- 
bles verosimilitudes y por una distribuciôn a priori).En ella se in ten 
ta reflejar la idea de estabilidad concebida como una "continuidad" 
de las distribuciones a posteriori respecte a los cambios en la vero 
similitud. De hecho, se demuestra un teorema que, bajo hipôtesis ba^ 
tante amplias, permite traducir la def in ic iôn en tërroinos de continu^ 
dad de una familia de funcionales definidos en un espacio de distrib^ 
clones dotado de la topologîa dëbil. Se establece tambiën una vers iôn 
generalizada de este resultado.
Podemos decir, por tante, que existe una cierta analogîa de fon 
do con la teoria de Hampel en cuanto al tratamiento matemâtico, aun 
que los planteamientos générales son claramente distintos.
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En lo referente al manejo practico de la definicion, se demues­
tran varies teoremas que proporcionan condiciones suficientes de es­
tabilidad. El soporte matemâtico de estos resultados es el concepto de 
convergentia dëbil. En particular, aparece el problema de estable^ 
cer condiciones que permitan asegurar la convergentia puntual de las 
f une ion es de dens idad a partir de la convergencia débil de las corre^ 
pondientes distribuciones. Estas condiciones se obtienen en el capi­
tule II mediante dos procedimientos distintos y const ituy en un impojr 
tante elemento auxiliar en los resultados sobre estabilidad.
El capitule III estâ dedicado a aplicar y desarrollar en varies 
sentidos la teoria del capitule anterior: En la primera parte esta 
teoria se utiliza para estudiar el efecto de ciertas desviaciones de 
la normalidad en el tratamiento bayesiano del modelo lineal.
A continuation, se proponen definiciones de robustez para los 
distintos métodos estadist icos: estimation puntual, regiones de con­
fianza y test de hipôtesis bayesianos. De acuerdo con nuestro plan­
teamiento, estos conceptos especiales de robustez deberian analizarse 
como un paso posterior despuës de haber asegurado la estabilidad gen^ 
rica propia del modelo (definida en el capitule II), que constituye 
el punto de partida natural.
Asi, en la metodologia seguida para es tablecer condiciones sufi 
cientes de robustez de los procedimientos estadisticos, se impone la 
estabilidad del modelo y se anaden hipôtesis suplementarias para ase^  
gurar que dicha estabilidad bâsica se conserva al "resumir" la infor^ 
mac iôn proporcionada por la distribuciôn a posteriori.
Los resultados obtenidos en el capitulo III indican que la ro-
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bustez de los tests se sigue de forma casi autoroatica a partir de la 
estabilidad del modelo mientras que en el caso de los estimadores hay 
que imponer condiciones adicfonales (a veces bastante fuertes). Con- 
cretamente, se demuestran teoremas de robustez para la media, media­
na y moda a posteriori y los estimadores Bayes genericos.
El problema de las regiones de confianza es, por su propia natu 
raleza, mâs complicado. En el texto se establece la robustez de las 
regiones de confianza un idimensionales definidas mediante cuant iles.
Por ultimo, y en un aspecto diferente, apuntamos la posibilidad 
de desarrollar una "teoria generalizada" de la robustez cualitativa 
en inferencia bayesiana que es tudiase los efectos de pequenas variacio^ 
nes en los tres elementos fondamentales de un problema bayesiano (ve­
rosimilitud, distribution a priori, funciôn de pérdida) tomando como 
punto de partida la teoria desarrollada en los capitulos Ily III. Un 
paso posterior en esta direcciôn séria el resultado que es tablecemos 
al final del capitulo III demostrando, bajo ciertas condiciones, la 
"robustez conjunta del operador Bayes" respecte a variaciones simult^ 
neas en la verosimilitud y la distribuciôn a priori. For otra parte, 
el articulo de Kadane y Chuang (1978) (que se ocupa de las alteracio 
nes en la funciôn de pérdida y en la distribuciôn a priori) puede co^ 
siderarse insertado en esta raisma linea de investigaciôn que parece 
bastante prometedora.
Esta visiôn general del trabajo puede completarse con los suma- 
rios incluidos al principio de cada capitulo. Asîmismo, después de los 
resultados mâs importantes, se incluyen un breve apartado de discusiôn 
y comentarios para aclarar su significado.
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CAPITULO I
RESUMEN GENERAL DE LA TEORIA DE 
LA ROBUSTEZ
I. SUMARIO
El propôsito fundamental de este capitulo es ofrecer una visiôn 
general de la Teoria de la Robustez que permits sltuar adecuadamente 
el trabajo desarrollado en los capitulos II y III.
En la secciôn 2 se enuncian algunos resultados conocidos, (rel^ 
tivos a la convergencia dëbil, la distancia de Prohorov y la fôrmula 
de Bayes) que utîllzaremos en el desarrollo posterior.
La secciôn 3 se ded ica a resumir la Teoria de la Robustez en In­
ferencia clâsica o frecuentista: Se comentan brevemente algunos desa- 
rrollos importantes, como los métodos "expérimentales" basados en la 
simulaciôn, la "robustez minimax" de Huber y là teoria cualitativa 
de Hampel. Esta ultima se examina con mayor atenciôn, ya que presents 
una cierta afinidad metodolôgica con el planteamiento de nuestro tra­
bajo en lo referente a la interpretaciôn del concepto de robustez en 
térininos de continuidad.
En la secciôn 4 se resume el estado actual de la Teoria de la Ro^  
bustez en Inferencia bayesiana en su triple facets de estudiar los 
efectos de las alteraciones en la verosimilitud,en la distribuciôn a 
priori y en la funciôn de pérdida. Concretamente, en el apartado 4.1 
se resume el conocido planteamiento de Box-Tiao, en el 4.2 se cons ide^ 
ra el problema de "sensibilidad" (robustez respecte a la distribuciôn
a priori) desde los puntos de vista cualitativo y cuantitativo, y, 
por iîltimo, el apartado 4.3 se dedica a resumir un articulo de Kadane
y Chuang en el que se propone una definiciôn de estabilidad (rente a
pequenas variaciones simultSneas en la funciôn de pérdida y la distr^ 
buciôn a priori.
2. RESULTADOS PREVIOS
En esta secciôn se etfuncian, para referencia posterior, algunos 
resultados générales conocidos que se utilizaran reiteradamente en el 
désarroilo de este trabajo.
(a) Convergencia débil
Sea X un espacio métrico completo y separable y B la
0 -algebra engendrada por los abiertos de X.
Sean P^, r 6 H y P medidas de probabi1idad en (X,B ).
Se dice que la sucesiôn converge débilmente a P (y
se indicarâ por P^ V  ^  cuando, para toda funciôn u : x ^ R ,
continua y acotada, se verifies I u(x)dP,.(x) —  u(x)dP(x).
\  X
El siguiente teorema ofrece algunas caracterizaciones interesa_n 
tes de la convergencia débil:
TEOREMA I .1. Las siguientes condiciones son équivalentes:
(b) lim sup P (C) _< P(C) para todo con j unto cerrado C.
r -V co ^
(c) lim in f Pj.(A) 2 F (A) para todo conjunto abierto A
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(d) lim P^(B) = P(B), para todo conjunto B tal que su fronte^ 
ra 9B cumpla P(9B) = 0.
Âdemâs, cuando X = r " , estas cuatro condiciones son equivaleii
tes a
(e) F^(x) —  F(x) para todo x que sea punto de continui­
dad de F, donde F^, r 6 B y F son las f une iones de distribu­
ciôn asociadas a P^, r G B y P respectivamente (se indicarâ
d
r r -*■ oo F) .
La demos traciôn puede verse en Billingsley (1971).
El siguiente resultado, debîdo a Scheffi (1947), prueba que la 
convergencia puntual de las fune iones de dens idad impi ica la conver­
gencia débil de las correspondientes distribuciones.
TEOREMA 1.2. Sea W una medida (T-finita sobre (X»B) y sean P^, 
r G B medidas de probabilidad ^-continuas que admiten funciones de 
dens idad f ^ , r G B, taies que Vx G % * f ^ (%) "j. ^ ^ » f(x) para 
una cierta funciôn f. Entonces
(i) Si f es una p-dens idad, se verifies que ||f^-f|dy — - C
(ii) Si existe una funciôn g, y integrable en x ; tal que 
Ifj-I < g Vr, entonces f es una p-dens idad y, segun (i), se t ie^  
ne ||f,.-f|dp ^ 00* 0-
En cualquiera de los dos casos se sigue que P^ p siendo
P la medida de probabilidad asociada a f.
Este enunciado es algo mâs general que la vers iôn original de
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Scheffê (ver Rao (1973), p . 135).
Por otra parte, de P --  *■ P no se aiguë f ------ - f enrr->-<»
c.t.p. como prueba el siguiente contraejemplo :
Sea f^(x) * 1+cos 2irrx, para 'x G [o,l] y 0 en el resto 
(r 6 B ) . Es inmediato comprobar que las f^ son funciones de dens^ 
dad (respecto a la medida de Lebesgue p^) y que sus correspondientes 
distribuciones convergen débilmente bac ia la distribuciôn uniforme 
en [0 ,1] cuando r S in embargo, no se verifies, obviamente,
la convergencia f -*■ f en c.t.p.
(b) Distancia de Prohorov
Sea (X,8) definido como en (a) y sea P el conjunto de me^  
didas de probabilidad sobre (X,B).
Definamos, para cada G > 0 y A 6 B , A^ = {x 6 X I
inf p(x,y) £ G} (siendo p la distancia del espacio métrico X)• 
y e A
Entonces, VP^,P^ 6 P se define
dp(Pi,P2> = inf {g > 0 I P^(A) < P^(A^) + G, VA 6 B}
Es fâcil comprobar que d^ es una distancia, (ver Huber (1981)
p. 27). Se le denomina distancia de Prohorov.
El resultado fundamental relative a d  es el siguiente:
P
TEOREMA 1.3. El conjunto P dotado de la distancia d^ es un espa­
cio métrico completo y separable. Ademâs, se verifies
d
dp(p...p)
11 -
La demostraciôn puede verse en Huber (1981) pp. 28 y 29.
Este teorema muestra que d^ proporciona un concepto "natural" 
de proximidad entre distribuciones.
Cuando X » R , la distancia de Lêvy (Huber (1981), p. 25)
define la misma topologîa que dp (llamada topologîa débil) y es mâs 
manej able. Sin embargo, dp (ademâs de su mayor generalidad) tiene 
la ventaja de admit ir una interesante interpretation estadîstica que 
es consecuencia del siguiente teorema de Strassen (1965):
TEOREMA 1.4. Las dos afirmaciones siguientes son équivalentes :
(i) ? ! (A) < P2 (A*) + G VA 6  B
(ii) Existen dos variables aleatorias (dependientes) Ç y 0
con valores en X, cuyas distribuciones inducidas son P^ y P^ res-
pectivamente, taies que P(p(Ç,n) ^ 5) 2 1-E.
Por tan to, si,en un problema concrete, considérâmes que P^ es
la distribution que corresponde al modelo teorico ideal y P^ es la
distribution "verdadera", entonces d^(P^'^2  ^ —  ^ signifies que exi^ 
te una variable a 1ea to r ia (inobservable) H y otra variable aleatoria 
(observable) Ç con distribuciones respect iva s P^ y P ^ taies que 
P(p(Ç,n) ^ G} 2 1-G" Esta relation establece de forma explicita que 
los errores cornet idos al "aproximar" n por Ç serân pequenos con a^ 
ta probabilidad.
En définit iva, por las razones apuntadas, la distancia de Proho^ 
roV desempena un papel fundamental.
Cuando X = R" y las distribuciones de probabilidad P^, P^
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vienen caracterizadas por sus funciones de distribution , F^ se
emplea tambien la notaciôn d^(F^,F^) para designer a d^(P^,P^).
(c) Formula de Bayes
Sean % Y espacios métricos complétés y separables, 8
y 8 * las cr-âlgebras en x Y generadas por las respectivas topo^
logias, VI una medida (T-finita sobre (X*®)t ir una medida de pro­
babilidad sobre (Jî,8 ’) y ""a familia de medidas de proba­
bilidad en (x,^) tal que V0 6 0, P^ tiene y-densidad f(.|0) 
siendo f(x|0 ) funciôn 8 x 8 '-medible.
En estas con di cio nes  (que se supon dr ân vali da s imp lie itamente en 
lo que sigue), Vx G x tal que 0 < f (x | 0 ) dx ( 0 ) < «>, la expresiôn,
h
Tr(0|x) - -7----------  (1)
f(x|0)dn(0)
es la TT- f une iôn de dens idad cor respondient e a una distribuciôn x-cont^ 
nua en (î (distribuciôn a posteriori).
En De Robertis y Hart igan (1979) puede verse un enunciado gene^ 
ral del teorema de Bayes que permite interpreter rigurosamente en tér^  
minos probabilîsticos la expresiôn (1).
Cuando 0 * y X es absolutamente continua con dens idad
p^ respecto a la medida de Lebesgue , aparece la expresiôn usual
f (x|
p(0 |x)
l^f (x|0)p^(0)d0
que corresponde a la y^^-densidad de la distribuciôn a posteriori.
En lo sucesivo utilizaremos preferentemente la expresiôn (1) co
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r r espond i en t e s a la ir-dens idad .
La condition 0 < f(x|0)dTr(0) < » no es restrictive desde
h f
el punto de vis ta prSctîco, pues f (x | 0) dir(0) - 0 indicarîa que
la information muestral y la information a priori son "incompatibles" 
en el sent ido de que las densidades f(.|0 ) se anulan en x para c^ 
si todo valor de 0 (respecto a x). Por otra parte, 
y{x I I f (x 10) dx(0) "> oo} " 0 (ver De Robertis y Hartigan (1979)).
3. ROBUSTEZ EN INFERENCIA FRECUENTISTA
La llamada "Teoria de la Robustez" constituye, en opinion de 
Tukey, una "tercera generation de la Estadîstica después de la Esta- 
dlstica paramétrica y la no paramétrica. Su objetivo, a grandes ras- 
gos, es enfrentarse a las limitaciones de la Inferencia traditional 
mediante la obtention de métodos estadisticbs que conserven buenas pr£ 
piedades cuando las hipôtesis initiales (sobre todo la distribuciôn b^ 
s ica) sufren pequenas alteraciones en un "entorno" del modelo ideal.
En los ôltimos anos se ha publicado una enorme cantidad de mate^ 
rial sobre estos temas adoptando, en la mayor parte de los casos, el 
enfoque clas ico o "frecuentista".
En el 1ib ro de Huber (1981) se ofrece una excelente visiôn ge­
neral de esta teoria. Otros compendios de menor extensiôn y con dife- 
rentes puntos de vista pueden encontrarse en Hampe 1 ( 197 3), Huber 
(1977) y Hogg (1979).
No se pretende exponer aquî un resumen detallado de la teoria 
(lo cual excederla los limites y objetivos de este trabajo), sino uni.
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camente senalar, en forma sumaria, sus principales Ixneas de desarro­
llo, dedlcando una especial atenciôn a la "Teoria de la Robustez Cua­
litativa" de Hampel que présenta ciertas afinidades de planteamiento 
general con nuestro enfoque de la robustez en inferencia bayesiana de^  
sarrollado en los capitulos II y III de esta memoria.
Puede menc ionarse en primer lugar un esquema de trabajo bas tan­
te generalizado que consiste en:
(a) Proponer estimadores que son intuitivamente "robustos" (ge- 
neralmente, en el sent ido de que varianza sufre pocas variaciones cuan 
do se altera la distribuciôn bâsica).
(b) Estudiar, si es factible, sus prop iedades asintôticas.
(c) Frecuentemente las propiedades del estimador para tamanos 
muestrales finitos (por ejemplo su varianza bajo distintas distribucio 
ne s bâsicas) son difîciles de estudiar por câlculo directo, lo cual 
conduce al uso de métodos de simulaciôn como el unico camino viable 
para estudiar dichas propiedades.
Esta metodologia, que introduce una component e "experimental" 
en la Teoria Estadîstica, ha permit ido obtener resultados valiosos e 
interesantes, sobre todo desde el punto de vista de las apiicaciones 
prâcticas. El trabajo mâs importante en esta llnea se llevô a cabo en 
el Seminario de Robustez de Princeton (Andrews et. al (1972)) y con­
sist iô en analizar mediante simulaciôn las propiedades de los princ^ 
pales estimadores de parâmetros de posiciôn. El resultado fue una es[ 
pecie de "guia prâctica" para el uso de los estimadores en distintas 
situac iones.
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Los trabajos de Huber (1964, 1972, 1981) sobre "robustez mini­
max" constituyen otra vertxente de la teoria con un enfoque muy dis- 
tinto, de mayor elaboraciôn matemâtica. Su planteamiento es, en resu 
men, el siguiente:
Sea C un conjunto convexo y compacte de distribuciones F so^  
bre la recta real (completada); por ejemplo C puede ser el conjunto 
de todas las normales "e-contaminadas", es decir, el conjunto de to- 
das las distribuciones del tipo ( 1-e) 0 + eH donde e 6 [^ 0,1) es 
una constante préfijada, ^ es là funciôn de distribuciôn de la normal 
N(0,1) y H varia en el conjunto de todas las distribuciones simêtri^ 
cas . El parâmetro de interës es 6 en Fg(x)=F(x-6) (F( ^  )
Se trata de hallar la sucesiôn ^^n^nSB estimadores de pos i.
ciôn tal que el supremo sobre C de su varianza asintôtica sea lo m^ 
nor pos ible. Se cons ideran ônfcamemte distribuciones simétricas y es­
timadores invariantes por traslaciôn.
Utilizando têcnicas de câlculo variacional se calcula la distr^
buciôn F "mâs desfavorable" de C en el sentido de minimizar la 
o
informaciôn de Fisher 1(F) para F G C. Entonces la sucesiôn de e^ 
t imadores de mâxima verosimilitud para F^ proporciona la soluciôn 
del problema.
Surgen asI los llamados M-estimadores que son generalizaciones 
de los estimadores de mâxima verosimilitud que, a cambio de una cier­
ta pérdida de eficiencia asintôtica, consiguen una majora en las cua- 
lidades de robustez.
La teoria de Huber es "cuantitativa" en el sentido de que no
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se ocupa de los efectos de alteraciones "infinitésimales" en la dis­
tribuciôn bâsica en contraste con el enfoque "cualitativo" de Hampel 
que se expondrâ en el apartado 1.3.1.
Aparté de los desarrollos mencionados bay otras ticnicas parti­
culares que no se comentarân aquî (estimadores "jackk-nife", adaptat^ 
vidad, L y R-estimadores...) y que se cons ideran incluîdas, genera 1- 
mente, entre los métodos robustos.
3.1. La teoria de la robustez cualitativa de Hampel
El primer y mâs importante intento de formalizar el concepto de 
robustez se debe a Hampel (1968, 1971). A cont inuac iôn se resumen sus 
ideas principales.
Sean (%,B) un espacio medible donde X es un espacio métrico 
completo y separable y B dénota el a-algebra generada por la topol£ 
gxa, y F la familia de medidas de probabilidad sobre (x,B).
Se dice que ^^n^nGH une sucesiôn de estimadores si cada
T es una funciôn medible T : F --- *- , siendo F el conjunto
n
de medidas de probabilidad "empîricas" de la forma F = (1 /n)  ^ 6
i*l *i
(6^ dénota la medida de probabilidad "causal" en x G x)-
En general, el valor de (F) para F G F^ dependerâ no sôlo 
de F sino también de n; s in embargo, a veces se tiene que
F G F„ F,,, implica T,, (F) = Tg,( F) . Esto ocurre en el importante ca
so p a r t i c u l a r  de q ue e x i s t a  u n a  a p l i c a c i ô n  T: F -- R^ tal que T,,
sea la restricciôn de T a F,, (T^ «= T | F,,) .
En lo sucesivo, consideremos que x^,;^,.. son observaciones
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independientes idénticamente distrlbuîdas (i.i.d.) segun la distribu 
ciôn bas ica F, y es la distribuciôn empîrica Caleatoria) corres-
pondiente a las n primeras observaciones. Dada una sucesion de esti. 
madores Hampel propone la siguiente definicion de robustez:
DEFINICION 1 .1. Se dice que la sucesi6n robusta en F si
Ve > 0 36 > 0, I VG, Vn : d^(F,G) < 6 ==> ( L - (T„ ) , L p (T )) < E don' p p r n b n —
de Lp(T^) , Lg(T^) denotan las medidas de probabilidad en indii
cidas por bajo F y G respectivamente (i.e. las distribuciones
de bajo F y G) .
Esta definicion tiene un obvie significado intuitive anâloge a 
la idea de cent inuidad. La relac ion entre estes des conceptes puede 
fermularse explîcitamente para una sucesion generica de estimaderes 
(ver Hampel (1971), teorema 1). Ne obstante, aquî nos limitaremos al 
caso particular ya mèneienado, de que exista un funcional
T : F  tal que = T | V n . Pueden encentrase multitud de
ejemplos practices en los que les est imadores son de este tipo (ver 
Hampe 1 ( 1968, 1971 , 19 74), Huber (1981), Denian et al. ( 1977)).
Se dice entonces que la sucesion de est imadores ^^n^nSH ^en 
= T|F^, es consistente en F cuando (F^^ ► T(F). Esta de
finicion puede relacionarse con la nociôn usual teniendo en cuenta 
que, cuando la distribue ion bâsica F = Fg depende de un paramétré 
que se quiere estimar, es frecuente que se verifique T,( Fg ) = 8 ("coii
sistencia-Fisher") .
A continuaci6n se enuncian algunos de los resultados principales 
de la teorîa. Las demostraciones pueden encontrarse en Hampel (1971).
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El calificativo "contînuo" apiicado a un funcional T : F----- ► R se
entenderâ referido a la continuidad dêbil (respecte a la tepolegîa de^
bil inducida per d^ en F),
n
TEOREMA 1.5. Sea el preducto cartesiano x " X X det^de de
la tepelogîa preducto y con la mêtrica dada per el maxime de la dis- 
tancia entre las ceordenadas.
Sea T : F ---------> tal que T es continua en F y  T = T | F
cens iderada ceme fune ion en x” » es continua con respecte a la metr^ 
ca definida en x" para tede n.
Entonces la sucesion {T } __ es robusta en F.n nGR
La robustez y la censistencia de t'^n^nGH (con ’= T|F^) en
F no implican la continuidad de T en F, aunque si es cierto el
siguiente resultado:
TEOREMA 1.6. Supengamos que (T } , con T = TI F , es robusta en
ti n 6B n ti
F y consistente para tedo G perteneciente a un entorno de F. 
Entonces T es continue en F.
La relacion mas clara entre robustez y continuidad viene dada 
por el siguiente teorema en el que ambos conceptos se consideran glo 
balmente.
TEOREMA 1.7. Sea T : F  *■ R^ y consideremos la sucesion (^n^nGB
definida por T^ = T | p a r a  todo n.
Entonces T es continue en todo F si y solo si {T } es
n nGB
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robusta y consistente en F para toda F.
La teorîa de Hampel, que se ha resumido aquî en los aspectos 
que mas nos interesan, tiene una gran riqueza de conceptos que ayudan 
a clarificar el signif icado profundo de algunas nociones estadîsticas.
Por ejmplo, la idea de considerar est imado res definidos como 
funcionales, permite, no s6lo analizar rigurosamente la robustez en 
termines de continuidad, sino tambiën utilizar mêtodos de calcule di- 
ferencial para funcionales (derivadas de Frêchet y Gateaux). Asî sur­
ge la llamada "curva de influencia" que sirve para "medir", en cierto 
sentido, la robustez local de los estimaderes y como herraraienta auxi^ 
liar en la construccion de estimaderes con propiedades prefijadas 
(Hampel (1968, 1974)). Tarabien, bajo determinadas hipôtesis, se puede
es tudiar el comportamiente asintôtico de los estimadores mediante te£ 
nicas anâlogas a los desarrollos de Taylor aplicadas a los f unciona­
les (Serfling (1980)) .
Des taquemos, por ultime, una eues t ion interesante: En lo que res^  
pecta a los tests de hipôtesis y a la est imac ion por intervalos el de^  
sarrollo general de la Teorîa de la Robustez es mucho menor que el co^  
rrespondiente a la est imac ion puntual. Concretamente no existe una 
teorîa cualitativa general analogs a la desarrollada para estimadores. 
En el caso de los tests, el tratamiento natural serîa estudiar la es- 
tabilidad de la funci6n de potencia lo que llevarâ generalmente a câl^  
culos muy complicados. Nuevamente aquî resultan mas asequibles los mé 
todos de simulacion.
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4. ROBUSTEZ EN TNFERENCIA BAYESIANA
En lin problema general bayesiano bay très elementos que son sujs 
ceptibles de sufrîr alteraciones o errores de determinacion: La vero- 
similitud, la distribuei6n a priori y la Jfuncifin de pérdida. Es natu­
ral preguntarse por los efertos que ocasîonan en los métodos estadîs- 
ticos las posibles alteraciones en estos très elementos.
El estudio de estos temas esta todavîa en sus comienzos y la bi, 
bliografîa dedicada a ellos es relativamente escasa en comparacion con 
la existante sobre robustez "frecuentista".
En esta secciôn se dari un resumen (que no pretende ser exhaus- 
tivo) de los resultados disponibles en la actualidad poniendo especial 
énfasis en aquellos que estân mas relacionados con el contenido de e^ 
ta memoria (bien sea por referirse a camhios en la verosimilitud o 
bien por adoptar un enfoque "cualitativo" inspirado en la nociôn de 
continuidad).
4.1. Efectos de la alteraciones en la verosimilitud
La aportaciôn mas conocida en este aspecto de la teorîa se debe 
a Box y Tiao (1962, 1964, 1968, 1973). Su planteamiento general es 
bastante sencillo y puede resumirse asî:
(a) En muchos problemas de inferencia se supone que la distrib^ 
ciôn bas ica es normal. Podemos relajar esta restricciôn cons iderando 
que la verdadera densidad bôsica pertenece a la familia definida por
r 1 Cl+a)i
f^(x|Q,0) = exp - — |-^ r— I , para x 6 R, con 06 R,
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y a G (0,«>)
1 [1+ % Cl+oi)]
siendo = T [1 + y Cl+a)]2 O. para a G (-1 , l] .
Asî, para a - 0 se tiene la densidad normal, para a = 1 la
doble exponencial, y cuando a -*■ -1 puede probar se que la distribuciôn
tiende a la uniforme, pues
lim f„(x|6,<7) - ■ JL nara x G (0- /T<jj 0 + /Ter)
a + _ l  2/
La interpretaciôn estadîstica de las densidades f^ es clara:
Se cons ideran desviac iones de la normalidad debidas a alteraciones en 
la kurtosis. Esta es, junto con las alteraciones en la simetrîa, la 
principal manifes taciôn, en la practica, de no normalidad. Para a >0 
las distribuciones son leptokurticas y para a < 0 son platikfirticas.
(b) Las distribuciones a priori sobre 0 y O se eligen impro
pias con "densidades" del tipo
it(0 ) “ C y x(o) = a ^
(c) El modelo planteado en (a) y (b) se aplica al estudio de dos 
problemas concretos de inferencia: La est imac iôn del paramètre de po-
s ic iôn 8 y la comparaciôn de las var ianzas Oj y correspondieri
tes a dos distr ibuciones independientes con densidades  ^* I ® i i ^  ’ 
i=l,2.
(d) En lo que respecta al primer problema, se calcula la densi­
dad a posteriori conjunta (respecte a ir(0,a|x,a^) para un
G (-1,1] y para una mues t ra x =. (x^ , . . . ,x^) prefijados y, a pa_r 
tir de e1la, la marginal de 0, que résulta ser
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- J n(«o+l)
n ( 6 |x,a^) = [m( 0)]
donde M(0) = [z[x^ -
x+oo  ^ J
y = I [M( 8) ] Y " j 0 es la constante de normalizaciôn.
o
Para a = 0 se comprueba que
S//ÏT
siendo s la cuasivarianza muestral.
S in embargo, para un (X^  arbitrario  ^ x(0|x,a^) no puede expre^ 
sarse generalmente en têrminos elementales, lo cual dificulta la com­
paraciôn de estas densidades para distintos valores de a. En el ar- 
tîculo de Box y Tiao ( 1962) el estudio se limita a la obtenciôn de al^  
gunas propiedades de las ir(0|x,a^). Ademas, para una muestra numeri. 
ca concrets procédante de un determinado experimento biolôgico se ob- 
tienen las grâficas aproximadas de x (0 |x,a) para distintos valores 
de cC observândose que bay una variaciôn bas tante acusada debida fun 
damentalmente al desplazamiento que se produce en el centro de estas 
graficas al variar a.
(e) Un paso posterior en el anal is is consiste en définir una 
distribuciôn a priori sobre et con densidad:
x(a) = U)^(I-a^)®  ^, para a 6 ( - 1  ,1 ] , siendo
= r(2a) [r(a)]"2 e-(2a-l)^ @ > 1
y ballar la densidad a posteriori x (0 |x) para distintos valores de 
la constante a. Haciendo estos calculos para la mues t ra numerica
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tnencionada, se obtiene que las inferencias son esencialmente las mi^ 
mas que corresponderîan al caso normal con « = 0.
(f) En el problema de comparaciôn de varianzas, se consideran 
dos muestras *(i) “ (’'il ’ • * ' * *in procédantes de dos dis-
tribuciones independientes con densidades £„(•|9jjOj). i=I,2, y,
tomando para 0£ y  0 £ las mismas distribuciones a priori que en el 
caso anterior, se calcula X (0j , (T2 | a , 0 j , 0 2 . x ^ ^ ^ , x ^ 2 ) ) Y , a partir de 
aquî, X(o2 /oII a ,X^jj,X^2)) r que cambian notablemente al variar a.
Nuevamente se considéra la distribuciôn a priori sobre a, 
x(a) “ (1-a^)*  ^ y se comprueba que las inferencias realizadas a pa£ 
tir de la densidad x (cTg | '*(2) ^ "° difieren esencialmente
de las que corresponderîan al caso normal con a •= 0 para muestras 
numericas concretas *(i) Y *(2)"
Como puede verse, este enfoque es eminentemente cuantitativo y, 
de hecho, ciertas conclusiones se deducen para muestras particulares.
Utilizando una metodologîa similar (Box-Tiao 1968) se aborda 
tambiên el problema de los "outliers", u observaciones "anômalas", 
en el modelo lineal.
4.2. El problema de sensibilidad
En lo sucesivo utilizaremos préférantemente el término "sensib^ 
1idad" en el caso de que sea la distribue iôn a priori el elemento so­
me t ido a variaciôn.
De los très problemas mencionados à 1 comienzo de esta secciôn
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este es quiza el que ha sido estudiado con mayor ampliCud.
La lînea de trabajo mâs usual tiene como punto de partida el lia 
mado "Principio de la Medida Précisa" Co "de la Estimaciôn Eatable") 
debido a Edwards, Lindman y Savage (ver 4,2.1).
En el subapartado 4.2.2 se expone un enfoque cualitativo que es^  
tudia el problema de sens ib ilidad mediante el concepts de continui­
dad y que, por tanto, présenta un mayor interfes en relacion con la 
metodologîa de este trabajo.
4.2.1. Enfoque cuantitativo; el principio de la medida précisa
Sean p y V dos medidas 0-finitas sobre (X»B) y (0,8') 
respectivamente, {f(. una familia de p-densidades en (x,B),
p una V-densidad a priori en 0 que se supone acotada y, para 
X 6 X
P(»l«) - 7— ---- . ÿ(e|.T) - I « ' 1 ^ ' -----
f(x|e)p(0)dv(e) f (x|0)dv(0)
h  ’ ■'n
(supuesto que ambos denominadores son finitos y mayores que 0), las 
u-densidades a posteriori correspondientes a elegir la distribuciôn a 
priori p y la uniforme (propia o impropia).
En esta sitauciôn el llamado "Principio de la Medida Précisa" 
viene dado por el siguiente
TEOREMA 1.8. Sea A 6 B' tal que m = inf p ( 0) > 0, sean a 6 [o, 1),
06 A
B,Y 2 0 curapliendo
Çl(0|x)dv(0) 2 1“®» sup p (0) _< (l + 6)m y sup p(0)_< (l+y)m
■'a 06 a 0 6 /f
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Entonces
f |p(0 |x) - 0 (0 |x)|dv(0 ) < E
''n
siendo E = max
1-ot l+a+B+cty 1-a
La demostraciôn puede encontrarse en De Groot (1970). En Dickey 
(1976) se ofrece una vers iôn mSs general que no cornent aremos aquî ya 
que solo nos interesa destacar el planteamiento fundamental del méto 
do.
Como consecuencia del teorema 1.8 se tiene que para cualquier 
B 6 B'  , la diferencia entre las probabilidades a posteriori de B calculadas 
con (|)(. |x) y p'(. I x) es menor o igual que G. En definitive, el Princi­
pio de la medida précisa ofrece un resultado de sensibilidad desde un punto de 
vista cuantitativo prescindiendo de consideraciones topolôgicas.
4.2.2. Enfoque cualitativo
Con la no tac iôn usual, sea x espacio muestral, îî el es-
pacio parametrico, p una medida a-finita en (x,B), P el conj un­
to de medidas de probabil idad sobre (î (dotado de la topologîa debil) 
y  ^  ^Qgn familia de medidas de probabilidad p-contînuas en
(X»®) con P-dens idades f(. |0).
Para x g P, x* denotarâ la medida de probabilidad "a poste­
riori" sobre fi, cuya x-dens idad viene dada por x (0|x) =
= [|^ f (x|0 )dx(0) ] "\ (x| 0), Vx 6 Xtt = (x I 0 < I fCx|e)d7r(0 ) < «} .
En estas c ond ic ion es, podemos enunciar el siguiente
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TEOREMA 1.9. Para x G x Y G P, definamos el "operador Bayes
asociado a x y x ", B : P- --+ P, por:
o x,x^
[ x’' , si X G X
l X^ , SI % f
Supongamos que, Vx 6 x »  f(%18) es f une iôn continua y acotada en O .
Entonces, Vx 6 el operador B es contînuo en x _ .
o o
Demostraciôn:
Sea {x^}^gg c V tal que x^ r t ’'o ' * G Xjr tie
O
ne (por ser f(x|8) continua y acotada):
I f (x|e)dTT^(0) I f (:(|8)dx^(8) > 0 (1)
■’n ’n
y ademas ^r^ G H tal que Vr 2 x 6 Xir •
r
Por o tra parte, para toda f une iôn u : 0 --- *■ R continua y aco^
tada, u(9)f(x|8) también lo es y asî
I u(0) f (x| 0)dx (0) — sr*- I u (0 ) f (x I 0 ) dx (0 )
-'n
que, junto con (1), prueba B^^^ (x^)  ^^ B^ ^ -
* o ’ o
En Rîos (1981) puede encontrarse una vers iôn ligeramente distin
ta de este resultado. Aquî lo hemos establecido en la forma que pare-
ce mas ad ap tada a nues t ro enfoque posterior. La interpretaciôn intui-
tiva es senc ilia : Si la distribuciôn a priori "teôrica" esta suficien
temente prôxima a la "verdadera", las cor respondientes distribuciones
a posteriori tambiên lo estarân. Este teorema ofrece, por tanto, una
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garant ïa f rente a las pequenas perturbaciones en la distribuciôn a 
priori en contraste con el Principio de la Medida Précisa que se ocu 
pa de cuantificar el efecto de elegir una u otra de dos posibles dis^  
tribuciones a priori,
4.3. Es tabilidad trente a los cambios en la funciôn de pérdida
Hay un interesante artîculo de Kadane y Chuang (1978) en el que 
se estudia el efecto de los cambios simultôneos en la funciôn de per- 
dida y la distribuciôn a priori en un problema general de dec is iôn. 
Como veremos, su planteamiento présenta tambien ciertas analogîas de 
fondo con la "sensibilidad cualitativa" del apartado anterior y con 
la teorîa de la estabilidad bayesiana que desarrollaremos en los cap^ 
tulos II y III de esta memoria.
Pasamos a resumir el contenido del mèneionado artîculo:
Consideremos un problema genêrico de decisiôn con espacio para-
mêtrico fi C y espacio de decis iones V C R ^ . Sean y
la funciôn de pérdida y la distribuciôn a priori "teôricas" ^y por
tanto^"aproximadas") que ut ilizamos en el problema. La pérdida esper^
da (que se supone finita) es, por tanto^ W * inf I L (9,D)dx (9) .
° D6 P ’n ° °
Entonces, para cada G > 0, hay una decisiôn D^(g) que es
e-ôptima, es dec ir:
^o(G,D(,(E))dx^(9) < W^ , + G (1)
En estas condiciones Kadane y Chuang proponen el siguiente concepto 
de e stab ilidad en (L^,x^):
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DEFINICION 1.2. Sea dice que el par es fuertemente astable
cuando, para cada sucesiôn {(L^, tal que
d
^r T”" » ” uniformemente Y r - o
se ver if ica que
lim lim sup [ L (8,D (e))dx (8) - inf L (8,D)dx (0)] - 0
E+o r  ^«0 ’n D6 vh ^
(2)
para cualquier D^(e) que verifique (1).
Esta definicion tiene sent ido ya que el lim sup de la expre-
r 00
siôn encerrada entre corchetes es funciôn de E monôtona no crecien
te y acotada inferiormente por 0.
Cuando la exprès iôn (2) se verifies solamente para alguna elec- 
ciôn particular de D^(e), diremos que el par (L^,x^) es débilmente 
astable y la D^(e) que ciimple la exprès iôn (2) se denominara deci­
siôn estabilizadora.
Cuando (L^,x^) no es astable en ninguno de los dos sentidos
mencionados, se dice que es inestable.
El signifie.ado intuitivo de estos conceptos puede expresarse
asî: Si el "verdadero" (L^,x^) esta "prôximo" al teôrico (L^,x^)
que se maneja, entonces la pérdida "real" W  = L (8,0 (e))dx (8)r Jq r o r
ocasionada por la decisiôn elegida D^Ce) esté prôxima a la pérdida
W = inf [ Lj. ( 9 , D) dXj. ( 0) que se tendrîa ut ilizando el verdadero
D6 V Jçi
(L^,Xj.). En el caso de es tab il idad débil, el decisor debe tomar la 
decisiôn estabilizadora D (e ) para evitar errores grandes.
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En el artîculo de Kadane y Chuan se enuncia una version equiv£ 
lente de la définie iôn y se proponen otras dos def iniciones algo mas 
restrictivas (équivalentes entre sî) que no se comentaran aquî pues 
se inspiran esencialmente en las mismas ideas de la vers iôn enunciada.
Se demuestra también una condiciôn suf iciente de es tab ilidad 
fuerte dada por el siguiente
TEOREMA 1 . 10. Con el planteamiento y notaciôn indicados mas arriba, 
supongamos que:
(i) Existe C > 0 tal que (L^(0,D)( _< C para todo 0 y D 
(ii) L^(0,D) es continua en 0 uniformemente en D.
Entonces (L ,n ) es fuertemente estable.
(Se dice que una funciôn f(x,y) es "continua en x uniforme-
mente en y" cuando Ve > 0 ,  Vx 3ô > 0 tal que Vy,
I x-Xg I < 6  |f(x,y) - f (Xg ,y) | < e) .
Por ultimo, para el caso en îî * P = R y sea de la forma
L^(0,D) = h(0-D), se demuestran otras dos condiciones de estabilidad 
fuerte imponiendo ciertas hipôtesis sobre h.
i'O
CAPITULO II
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CAPITULO II
ESTABILIDAD RESPECTO A LA VEROSIMILITUD 
EN INFERENCIA BAYEEJANA.
1. SUMARIO.
En este capîtulo se exponen las ideas esenciales del présente tra 
bajo. Asî, en la secciôn 2, después de unos comentarios preliminares y 
de establecer rigurosamente los elementos del problema, se enuncia la 
definicion fundamental de estabilidad en un modelo bayesiano (apartado 
2.3). A continuaciôn se d iscuten algunos aspectos forma les de esta de- 
finiciôn y se analiza su s ignif icado estadîst ico y matemat ico a t raves 
de los teoremas II.l y II.2 que permiten interpretarlaen termines de con 
t inuidad. Finalmente, en el apartado 2.6 se incluye un ejemplo de mode 
lo inestable.
La secciôn 3 esta dedicada a estudiar los procedimientos matemat_i 
COS que nos permitiran aplicar en la practica nuestro concepto de esta 
bilidad. En concrete, se demues t ran cuatro teoremas que ofrecen condi­
ciones suficientes para asegurar la estabilidad de un modelo en diver­
ses situaciones.
Por ultimo, en la secciôn 4 se utilizan los resultados de la sec­
ciôn anterior para demostrar la estabilidad del modelo de Box -Tiao y 
de otros modelos alternatives definidos mediante mixtures infinites de 
distribuciones
2. EL CONCEPTO DE ESTABILIDAD EN UN MODELO BAYESIANO.
En el capîtulo anterior vimos que el problema de "sensibilidad"
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(distribuciôn a priori variable, verosimilitud fija) puede anilizarse 
facilmente a través de la continuidad del operador Bayes consLderado 
como un funcional que depende de la distribuciôn a priori. Si intent^ 
mos trasladar estas ideas al estudio de la "robustez" (distribuciôn a 
priori fija, verosimilitud variable) encontramos algunas difieultades 
que obligan a plantear el problema en forma muy distinta.
Esta secciôn esta dedicada precisamente a proponer y analizaruna 
definiciôn de estabilidad o robustez cualitativa en un modelo bayesi^ 
no. En situaciones muy générales este concepto podra relacionarse tara 
bien con el de continuidad respecto a la topologîa débil.
En lo referente a la terminologîa, emplearemos con preferencia la
palabra "estabilidad" para referirnos a la robustez genérica o prima-
r ia, propia del modelo, r es ervando el término "robustez" para referi_r 
nos al concepto especîfico o secundario (propio de es t imadores, test 
de hipôtesis y regiones de confianza) que se introducira en el capît^ 
lo siguiente.
2.1. Justificaciôn intuitive
Para presenter intuitivamente los conceptos que se daran a cont^ 
nuaciôn consideremos, por ejemplo, el modelo de Box -Tiao estudiado en
el capîtulo I; Disponemos de una mues t ra aleatoria x = (xj^,...,x^) y
queremos obtener la distribuciôn a posteriori de 0 pero no sabemos 
con certeza cual es la distribue iôn que ha generado la mues t ra x; en 
otras palabras, ignorâmes cuSl es la verosimilitud exacte que se debe 
emplear en la correspondiente fôrmula de Bayes, aunque la naturaleza 
del problema nos permite suponer que dicha verosimilitud pertenece a
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una determinada familia indexadà por el parametro a.
En esta situaciôn tiene sent ido plantearse el siguiente problema: 
Supongamos que la distribuciôn "teôfica" (que en general, sera solo una 
aproximac iôn de la "verdadera") es lo que corresponde a a = ® o ’ s i 
la distribuciôn verdadera pertenece a la misma familia y esté sufi- 
cientemente "prôxima" a ella, ipodemos asegurar que la distribuciôn 
a posteriori teôrica es taré prôxima a la verdadera?. En caso afirm^ 
t ivo, diremos que el modelo es estable o cuAlitativamente robusto.
Como puede verse, se trataré més bien de una robustez f ren t e a 
cambios "infinitésimales". Los conceptos implicados en ella serîan en 
principio, bastante anélogos a los que se utilizan para estudiar la 
continuidad de una funciôn.
Pasamos ahora a generalizar y formaiizar estas ideas.
2.2. Planteamiento y notaciôn
k
Sea un espacio parametr ico f) c R sobre el cual se supone def i^
nida una medida de probabilidad x (distribuciôn a priori).
Sea U • *^onde, para cada a 6 I, es una api icaciôn
F : r " X fi -----► [0,1]
a
( x  18)  *■ F  ( x  I 9 )
tal que, V0 6 fi la aplicaciôn inducida F (.|0) es una funciôn de 
distribuciôn en r " .
Supond remos en lo suces ivo que la parametrizaciôn elegida "disti^ 
gue distribuciones" en el sentido de que F^( . 1 0 j ) ï* F^  ^ ( . | 9 2 ) s iem-
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pre que ,8^) f y que V(a,8) G I x fi, F^(.|8) corres­
ponde a una medida de probabilidad continua (dominada por la medida 
de Lebesgue) o discrete (dominada por una medida "de contar") s in que 
necesariamente sean todas las F^(.|8) del mismo tipo.
En estas condiciones, el teorema de Radon-Nikodim asegura, para 
cada Fjj(.|8), la existencia de una funciôn de densidad f ^^  ( . 18 ) que 
no es unies pues esta determinada salvo conjuntos de medida dominante 
nuls. Por tanto, para cada Fg^(. 18) eli.j a mos una densidad f^(.|8).
Tenemos asî definido un conjunto 1/ = el que cada ele^
mento f ^ es, formalmente, una api icaciôn de r " x fi en [o,<®) aun­
que sera util in terpretarlo mas bien como el con.j unto { f ^ ( . 18 ) ,
8 G fi} de fune iones de densidad obtenidas cuando 9 varia en fi ; lo 
représenteremos indistintamente por f^ o por f^(.|8) (entendiendo 
que 8 es variable). Con este convenio, también usaremos las no tac io^  
nés mas explicitas:
U = {F„(.|8), 8 6 n)ctei*  ^ ' 8 ® (^>aGI
Utilizando, por extensiôn, el lenguaje habituai en inferencia b^ 
yesiana llamaremos verosimilitudes a los elementos de V , aunque, més 
estrictamente, este término se suele emplear para designer a la funciôn 
de 8 definida por f^(x |0) cuando x esté fijo. En algunos casos, 
nosotros usaremos también la palabra "verosimilitud" en esta segunda 
acepciôn lo cual no daré lugar a con f us iôn pues se trata de una dife- 
rencia de mat iz que quedara clara a partir del contexto.
I es un conj unto arbitrario de indices. Lo mas usuel sera cons^
35
derar I C R (m 2 1) como en el modelo de Box-Tiao (ver cap. I) 
pero é8to no tiene porqué ocurrir asî necesariamente; de hecho puede 
suceder que I no aparezca explîcitamente, como, por ejemplo, en el 
caso de que U fuese de la forma {f(x-8)} donde f varîa en el con 
junto de todas las fune iones de densidad continuas en R y fi = R .
En lo sucesivo, diremos que y la distribuciôn a priori x
determinan un modelo al que denotaremos brevemente por (x, (/) . Segôn 
se deduce de lo expuesto, o y 0 juegan un papel totalmente distin
I
to: 0 es el paramétré de interes mientras que, en la practica, ele­
gir un valor concreto de a équivale a elegir una verosimilitud para, 
a través de la fôrmula de Bayes, calculer la distribuciôn a posteriori.
Naturalmente, al plantear un modelo concreto es importante elegir 
bien el conj unto 1/ para asegurarnos de que contiene las des viad idned 
de la verosimilitud "teôrica" qüe convenga estudiar.
En lo referente a la es truc tura de las f (x|8), el caso mas fre
a ~
cuente sera aquel en que x = (x^,...,x^) es una mues tra correspon­
diente a n observaciones de variables aleatorias independientes iden
ticamente distribuidas (i.i.d) con funciôn de densidad unidimensional
n
p ( . I 8 ) de forma que f (x | 8 ) = Il p (x£ | 8 ) . S in embargo , esta s i- 
a " i-1 "
tuaciôn no es la unica interesante: Asî, por ejemplo, en la aplicaciôn 
a los modelos 1ineales (ver III.2) la mues t ra corresponde a observaci^ 
nés independientes pero no i.d. En cualquier caso, no necesitaremos 
hipôtesis de este tipo para obtener los resultados esenciales. Bastarâ 
considerar a f^(.|8) como una funciôn de densidad n-variante (para 
a y 8 fijos) sobre la que impondremos cuando sea necesario hipôte-
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sis de continuidad, acotacion, . . . etc.
El valor de n G B  se supone fijo en principio.
En cuanto a la forma de dependencia de cada F con respecto a
6 , los casos més interesantes son:
(a) 0 es un parémetro de posicion. Pueden darse diverses varian
tes:
(a ^ ) 0 JB n C R> las , . . . , corresponden a observaciones
i.i.d. y f (x|0 ) - II P (x.-0), a G I, donde Vq G I , y 
a a l
p : R --- *■ R es una funciôn de densidad.
a
(8 2 ) 0 G fi C r ” . X = (xj,...,Xjj) se considéra como una obae^ 
vacion de una distribuciôn n-var iante y f^(x|0 ) « (* 1 “0 1 » • • • » *n~8n^
siendo f^ : R ^  R^ una funciôn de densidad.
le
(a^) 0 G fi c R , n = mb (m G B ) , x = (x^j,..., x ,...,x^j,.
...,x^^) se considéra como. unamuestré de tamano m de una distribu-
k
ciôn k-variante y f (x|0) - H f (x,.-0,,...,x .-0.) donde
a J K j K
f : R --- -*■ R es una funciôn de densidad.
a
(b) 0 es un parémetro de escala. Se presentan variantes anélogas 
a las de (a).
(c) V(a,0) 6 I X fi la funciôn de distribuciôn asociada a 
f^(.I8) es de la forma F^(.|0) - F^(ug(.)), donde Va G I 
F^ : r"  *■ [0,1] es una funciôn de distribuciôn y V0 6 fi
Ug : r '^----*• r " es una funciôn tal que F^(ug(.)) sea también fun­
ciôn de distribuciôn V(a,6).
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Obsêrvese que esta situaciôn incluye como casos particulares (a) 
y (b) con todas sus variantes.
No sera necesario para el desarrollo de la mayor parte de la te£ 
rîa suponer que V es de este tipo. De hecho, pueden darse situacio­
nes mas complicadas en las que la forma de dependencia de las re^
pecto a 0 varie para los distintos valores de a. Sin embargo, como
se verâ mas adelante, la interpre.taciôn de los conceptos sera més sen-
cilla y natural en los casos (a), (b) ô (c) (que abarcan la gran mayo-
rîa de los problemas reales). Si nuestro modelo no es de este tipo y 
la estructura de V es excesivaraente complicada, puede suceder que el 
concepto de estabilidad que se introducira en 2.3 pierda signif icado 
estadîstico aunque conserve su sentido matemético.
Representaremos por x^(.|x) la funciôn de densidad respecto a 
X de la distribuciôn a posteriori, cuando se elige la verosimilitud 
dada por a. Es dec ir
f (x|8) 
x^(0|x) -  ----
f„(x|0)dx(0) 
supuesto que 0 < f (x 10)dx(0) < «>.
h  “
Denotaremos por F^**^(.|x) la funciôn de distribuciôn correspon 
doente a la densidad a posteriori ir^ ( . | x) .
La familia (/ se consideraré fija en lo sucesivo, salvo que se 
indique explîcitamente lo contrario. Cada elemento f^ de 1/ lleva 
asociada una familia de distribuciones a posteriori
(F^®^(.|x)} , siendo X ■= {x 6 r" J o < [ f (x| 0) dx (0) <«>}
X a J a
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2.3. Definicion de modelo estable
Sea el modelo definido por l' = {fg^ ( . | 8) , 0 G y por la
distribuciôn a priori X sobre fi c .
Diremos que este modelo es ESTABLE o CUALITATIVAMENTE ROBUSTO en
la verosimilitud f cuando, para toda sucesion {f } C C tal
a rGB
que (. 10 )  ^^ ^ F^(.|0) V0 6 fi, se verifies que
( a  )  ^ .
F  ^ (.|x) -------- >- F^“ ^(.|x) Vx G r" tal que
X r + w X
0 < I f (x| 0)dx(0) < oo y 0 < I f (x|0)dx(0) < <» Vr 6 B.
’fi f^i r
2.4. Discusion y anâlisis de la definicion
2.4.1. Discusion
La condiciôn 0 < f(x|0)dx(0) < » y 0 < f (x|0)dx(0)< 
’fi ’fi r
<“ Vr se impone obviamente para que tenga sentido la fôrmula de Ba­
yes en todas las verosimilitudes de la sucesiôn y en la verosimilitud 
limite. La interpretaciôn estadîstica de esta condiciôn ya se ha comen 
tado en I .
Puede darse el caso de que alguna verosimilitud f^ 6 W sea "pun 
to aislado" en el sentido de que no exista ninguna sucesiôn 
( F^ (.10)} tal que F^ ( . | 0) — — *■ F^ ( . | 0 ) V0 G fi. En este caso, por 
razones de coherenc ia lôgica, consideraremos que el modelo es es table 
en. f^, aunque es claro que esta situaciôn no tiene interes practice 
y la excluiremos implîcitamente en lo sucesivo.
Hay o t ro aspecto que merece comentarse, al menos desde el punto 
de vista teôrico: Con la def inic iôn propuesta en 2.3 la estabilidad
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depende esencialmente de la familia V = {f^(.|0), 0 6 0}^^^ elegi­
da para representar a U = {F^(.|0), 0 G . En otras palabras,
puede ocurrir que el modelo (x,V) sea estable en f^ y el modelo 
(x, (/) sea inestable, siendo y U dos represen tac iones de la mis­
ma familia U. Para ilustrar ésto, consideremos el siguiente ejemplo 
sencillo:
Sea R = {1,2}, x(l) “ x(2) = 1/2, n=I, y sea V un conj unto 
de verosimilitudes correspondientes a distribuciones univariantes Le- 
besgue-continuas que contiene a
f^ (xI0) = 0e , X > o, (0 = 1,2)
Supongamos que f^ no es un punto aislado en 1/ y que el mode­
lo (x, (/) es estable en f^ .
Consideremos ahora la familia V en la que todas las verosimili^
tudes son iguales a las de V excepto la f que se modifies asî:
o
f„ (xI0) = 0e , X > o, X f 1 (0 = 1,2)
f^ (1I1) = 2e ^ ; f^ (1I2) = e ^
o o
V y  V représentas obviamente el mismo conj unto de distribuciones
bas icas, ver ificândose ademas:
x^( . I x) 5 x^(. I x) va y otç,, Vx G = (x o < j fçj(x| 0)dx(0) <<»}
— 2 — 1
X ^ d l D  = -- ^ ----» / X Cl|l) = --- -^---- y = X (2 |l) f X (21)
" e ' ^ + 2e“ 2 + 2e- 2 «o “o
Asî, si (x,l/) era estable en f ^ , (x, (/) y a no lo sera en f ^  .
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En general, para cada 0 = 1,2 podemos modiflcar todas las 
f^(.|0) en conjuntos de medida de Lebesgue nula obteniêndose una nue^ 
va familia de verosimilitudes 9 cuyas distribuciones a posteriori 
asociadas ver if ican:
Va G I, ( I x) = Vx G excepto, a lo sumo,
en un con j unto de medida de Lebesgue nula en el que algunas F.j|™^(.|x) 
pueden no estar definidas).
Estas observaciones sugieren la idea de mod if icar la definicion 
2.3 manteniendo idéntico texto y anadiendo al final la exprès iôn "ex­
cepto, a lo sumo, en un conj unto de medida de Lebesgue nula". Con és- 
to habrîamos conseguido, en el caso del ejemplo, définir la estabili­
dad como un concepto intrînseco a la familia U = {F^ ( . 10 ) , 0 G
no dependiendo de la familia (/ de verosimilitudes elegida.
Esta nueva définie iôn "ampliada" es aplicable a otras muchas si­
tuaciones recogiendo sustancialmente la idea de estabilidad, pero cuan 
do 1/ contiene f une iones de probabilidad, (es decir, densidades res­
pecto a una medida "de contar") o cuando la estructura de x es mas 
complicada, ya no serîa adecuada y nos verîamos obligados a entrar en 
una casuîstica complicada y artificial que oscurecerîa el sentido de 
la def in ic iôn.
En definitive, parece conveniente mantener la definiciôn 2.3 (d^ 
pend iendo de la familia concrete V que se ha elegido) por las s iguien 
tes razones:
(a) El enunciado 2.3 recoge lo esencial de la idea en la forma mas
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senc ilia posible y es aplicable a situaciones sumamente générales.
(b) En la inmensa mayorla de los casos prScticos la familia V 
viene dada de una forma natural y nos interesa estudiar el problema 
para esa familia concreta, lo cual esta de acuerdo, por otra parte, 
con la metodologîa bayesiana usual en la que la verosimilitud viene 
f ij ada.
2.4.2. S ignif icado estadîst ico de la definicion
La estabilidad que se ha definido 2.3 puede concebirse como una 
robustez fundamental o priftaria, propia del modelo, ya que, de acuerdo 
con la filosofîa Implîcita en los métodos bayesianos, la distribuciôn 
a posteriori, en su conj unto, recoge toda la informaciôn disponible 
relative al parémetro de interés y, por tanto, el primer requerimiento 
debe ser la estabilidad de dicha distribuciôn. Sin embargo, lo usual 
en un problema de inferencia es condenser o resumir la informaciôn pr£ 
porc ionada por la distribuciôn a posteriori en un sôlo valor ext ra îdo 
de ésta, que es la estimaciôn puntual, o bien determiner regiones de 
confianza o realizar contrastes de hipôtesis. Por consiguiente, resu2 
ta natural dedicar una especial atenciôn a là robustez de los estima­
dores, las regiones de confianza y los tests de hipôtesis (ver III.3 
y III.4).
A continuaciôn se demuestra un teorema sencillo aplicable a un 
caso particular, pero suf ic ien t e amplio, y que es fundamental para ilus^  
trar el signif icado de la def in ic iôn ya que permite interpreter la es­
tabilidad en têrminos de continuidad con respecto a la distancia de 
Prohorov.
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TEOREMA II.1. Sea el modelo definîdo por la distrihucion a priori m 
sobre ft C 1^ y la familia de verosimilitudes V “ 8 6
Supongamos que
(i) La funcion de distrîBuçion correspondiente a f^(.|8) es de
la forma F (.|@) = F (u (.)) siendo C = {F } un conjunto de fun
et Ot V/ Ot 0(6 X
clones de distribucion absolut amen te continuas en r " y V0 G îî
Ug : b ” --- ► r ” funcion biyectiva y bicontinua tal que F^(u^(.)) es
funcion de distribuciôn V(a,9) 6 1 x 0 .
(ii) Existe un conjunto X C tal que. Va 6 I , X = X sien
do („ = {x g b " 1 0 < j f (x|e)dir(0) < ®} . 
a ' Jn “
Entonces el modelo es estable en f^  ^ si y solo si todos los
o
'X ^ X6X om* i-miuxmmo en , 8 1 en d O !
B
Vx 6 X C --------- ► P
"a --------- '
donde P dénota el conjunto de todas las distribuciones de probabili- 
dad sobre 0, al que se considéra dotado (al igual que C) de la to- 
pologîa débil (inducida por la métrica de Prohorov; ver 1.2).
Demostracion:
En primer lugar obsêrvese que
F — — *- F cuando r ->■ <» <=► Vy G r " lim F (y) = F (y)
a_ a
Vx G b ", V0 g 0 lim (Ug (x)) = F^(u g(x) )
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La primera equivalencia se verifies por ser continua. La
implicacion hacia la derecha en la segunda equivalencia se obtiene tr^
vialmente haciendo y = Ug(x). La aimplicacibn hacia la izquierda se
- 1
obtiene haciendo x = Ug (y) para un valor cualquiera, prefijado, de 
0 .
As 1 se ha probado: F^ — — *■ F^ F^ (.|0) — — ► F^ (.(0)
V0 6 ft (1) .
Por otra parte, la caracterizacion de la cont inuidad por sucesio^ 
nes nos permits afirmar que:
Vx 6 X» B es continue en F Para toda sucesion
{F } _ _ c C tal que F --- *- F se verifies que B (F ) =
rCB a x a
(Op) j (Oq)
= F^ (. x) --- *■ B^(F^ ) - F^ (. x) cuando r ^ y este ultimo
enunciado es a su vez equivalents, por (1) y por la definicion 2.3,
a la estabilidad de (?,(/) en F c.q.d.
‘^ o
La interpretaciôn intuitive de este teorema es sencilla: El mod^ 
lo planteado corresponde a una situaci6n en que todas las posibles dis^  
tribuciones basicas F^(.[0), para 0 fijo se diferencian solo en 
la "forma" dada por F^, (por ejemplo f^(.|0) 5 N(0,a), a > 0). En 
este caso la estabilidad indicaria, traducida a termines de cont inui­
dad, que, variaciones su f ic ien t eraen t e pequenas en la "forma" de la ve^  
rosimilitud subyacente provocaran variaciones pequenas en la distribii 
ciôn a posteriori (con respecte a la distancia de Prohorov).
La hipotesis (ii) puede eliminarse mediants un artificio similar 
al utilizado mas adelante en el teorema II.2 que consiste en conside-
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rar la familia de operadores (B } , definiendo B (F ) =
X x6X~ X a'
(«o) o
= F (.|x) cuando x 0 Xc(- No obstante, se ha preferido raantener
el enunciado en su forma actual para hacer resaltar mâs claramente
su significado.
2.5. Interpretaciôn matemâtica general
Segün indicâbamos al principio de esta secci6n, el concepto mate^ 
mâtico de continuidad es la idea esencial en que se inspira la défini^ 
ciôn propuesta de estabilidad. Se t rata, por tan to, de es tablecer fo£ 
malmente la relaciôn entre estos dos conceptos parafraseando la défi­
nie ion de estabilidad en termines de continuidad mediante una equiva­
lencia lôgica. En este apartado obtenemos dicha equivalencia para mo­
dèles (TT, (/) cuya familia U asociada verifique la siguiente condi- 
ciôn de regularidad:
DEFINICIONII.l
Se dice que la familia U * {F (.10), 0 6 ft} __ esta uniforme
a aGI —
mente parametrizada si y solo si para toda sucesiôn {F^
tal que d^ (F^ (.(0), F^ ( . | 0) ) -*- 0 cuando r -»■ <» V0 G ft, se
verifies que sup d (F (.|0), F (. | 0 ) )-----*- 0 cuando r -» ™
0G ft P “r “
(siendo d la distancia de Prohorov).
P
Intuitivamente, esta definicion tiene una interpretaciôn similar 
a la de la convergencia uniforme de una sucesiôn de funciones y se in
troduce para evitar anomallas en el comportamiento de las sucesiones
que ver if ican F^ (.|0) — — *- ^  ( . | 0 ) V0 G ft impon iendo que todas
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las sucesiones ( obtenidas fijando 0, tengan una "ve^  
locidad minima comun" de convergencia.
El siguiente teorema establece la equivalencia anunciada:
TEOREMA II.2 . Sea un modelo tal que la correspondiente fami­
lia U esta uniformemente parametrizada. Definamos:
Entonces:
(i) d* es una mêtrica en V 
P
(ii) El modelo (iT, l^) es estable en f si y solo si Vx 6 y
(Oq ) “o «0
el operador B : V ---- ► P, definido por
(a.)
»x (f.)
F^“^(.|x) si X 6
(“o^
F (.Ix) si X 0 X,
es continue en f^ , siendo P el conjunto de distribuciones de pro 
babilidad sobre ft (con la metrics de Prohorov) y
X. = {x 6 r " I 0 < j fjj(x I 0) dTr(0) < »} ,
'ft
Demos tracion;
Obsêrvese en primer lugar que d* estâ bien definida pues la 
distancia de Prohorov estâ acotada por 1.
Teniendo en cuenta que d es una mêtrica results trivial com-
P
ptobar qua •'a <'* <'„ j -'oj) '
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Vf ,f ,f 6 l/ , lo cual prueba (i).
“ l «2 “3
La parte (ii) se prueba también de manera sencilla utilizando la 
caracterizacion de la continuidad por sucesiones (que es valida en e^ 
pacios mêtricos):
(a_) .
B es continue en f V(f } C | d (f ,f )
X «o «r P «r “o
<ct ) (a )
----- 0, se verifies que d (B (f ), B (f ))  ------+ 0.
r-*-» p x a ^ x a ^  r
Ahora bien, por la parametrizaciôn uniforme, d*(f^ ,f^ > 0
<=> d (F^ (.|8). (.|0))--- 0 V0 6 ft y esto équivale a
 ^ r o ^
(- I 8) -T  ^  ( . I 0) V0 € n.
(a ) (a )
Por otra parte d (B ° (f ), B ° (f ) )  *- 0 Vx 6 Xp X X r -»■ <”
F^  ^ ( |x) -— F^ (-|x) Vx 6 X^ , ya que, para
A  ( * i )  ^
X 0 / A X , las F (. Ix) que no estén definidas no presentan 
i=o “ i ^ (a^ )
problems pues se sustituyen por F^ (.|x).
En definitive, segun la definicion de estabilidad, hemos obteni- 
do la equivalencia propuesta.
Discus ion y comentarios:
(a) En esencia, el teorema afirma que la estabilidad del modelo 
en fçj es equivalents a la continuidad en f^ de los "operadores
Bayes" {B^ | x 6 X^  ^ } con respecto a la topologîa ind uc ida de d*
(que debe considerarse como la topologîa "natural" de U)
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(b) Comparando este resultado con el teorema II.1 del apartado 
anterior, vemos que allî se nos ofrecîa otra traduccion de la estabi­
lidad en termines de continuidad de una forma mâs directs aunque, en 
contrapartida, su âmbito de aplicaciôn era mâs restringido. Asî, en 
las hipotesis del teorema II.I
F^(.Ie) = F^(Ug(.)), luego
d (F (.I0), F (.|0)) = inf {e >0 | F (a|0) < F (A^l0) + e 
P «1 ®2 «1 — «2
VA G 8} = inf {e >0 | F^ (Ug(A)) < F^ (u^(A^)) +e VA G 8} =
= inf {e > 0 I F (A) < F (A^) + E VA G 8} = d (F ,F )
®1 ~ ®2 P «1 (%2
ya que Ug es biyectiva y bicontinua.
For tanto, en este caso d* se reduce a la distancia de Proho-
P
rov corriente entre las distribuciones F y F que dan la "for-
1 “ 2
ma" y la parametrizaciôn uniforme se verifies de inmediato.
2.6. Ejemplo de modelo inestable
Vamos a plantear a cont inuac ion un ejemplo no trivial de modelo 
inestable que nos permitirâ extraer algunas conclusiones interesantes.
Sea V = { fg( . I 0) , 0 G n - [l , 2^  donde V(a,0) G Rx [l , 2] ,
fg(.I0) es una funciôn de densidad univariante definida por
f^(,|6) - (l-€) ^  <») + E 6„(«)
siendo I ^ g  g ^ la funciôn indicatriz del in t ervalo (-0,0),
E G (0,1) una constante conocida y (^a^aGR familia de funciones
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de densidad en R, correspondientes a distribuciones distintas, con 
la unica condiciôn de que contenga a las densidades g^(x) =
= [l + COS 2TTrx] . I^Q jj(x), para r-1,2....  y g^Cx) = ^(0,1) "
Toraamos como distribuciôn a priori la uniforme en ft » ^1,2],
Queremos estudiar la estabilidad del modelo en f ^ ( . | 8) . Hablaii 
do en têrminos intuitives, la situaciôn puede resumirse asî: La dis­
tribucion basics es una uniforme en (-8,8) "perturbada" en un per­
centage 1006% por una distribution que no depende de 0 y de la 
cual conj eturamos que puede ser la uniforme en (0,1) o una muy prôxi- 
ma a ella. La pregunta que nos planteamos es : iTendrân mucha influen- 
-ia en la distribucion a posteriori los pequenos errores en esta dis­
tribution "perturbadora"? La respuesta es a f irma t iva porque el siste 
ma es inestab le en f^(.|0) . En efecto, es inmediato comprobar que
r f F/.|0) V0 G [l,2]
y ademâs Vx G (0,1) se tiene:
l/2(l-e)ln 0 + e(0-l)(cos 2xrx+i)
(0|x) l/2(l-e)ln 2 + e (cos 2mrx^i)
y V l/2(l-e)ln 0 + E(0-1)
2 t t v e s [ l , 2]
y es claro que no se verifies Vx G (0,1),
(01 x) F^°^(0|x) V0 G (1,2). Por ej emplo, para x«l/2
(r) , l/2Cl-e)ln 0.
y r impar se tiene: F^ (0|l/2) =  l/2(l-e)ln 2 que, ob-
viamente no es igual a F^°^(0|l/2) V0 G (1,3.
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Este contraejemplo sugiere algunas observaciones:
(a) La inestabilidad de este modelo se debe, en esencia, al mal 
comportamiento de las dens idades frente a la convergent ia débil. Este 
problema ya se ha mencionado en el capîtulo I, y se analizara con mâs 
detalle en II.3.
(b) Este es un caso particular de "modelo de contamination" en 
el cual la distribucion "contaminante" no depende de 0, lo cual no 
es frecuente, (comparât, por ejemplo con Huber (1977), pag. 30). De 
todas formas, este modelo muestra la convenient ia de desarrollar la 
teorîa en el âmbito mâs general posible, sin limitâmes a las ( . | 0) 
del tipo F^(.I 0) ” F^(Ug(.)) (ver Teorema II I).
3. CONDICIONES SUFICIENTES DE ESTABILIDAD
3.1. Metodos de Anâlisis
Cuando intentâmes establecer condiciones de fâcil comprobacion 
que nos permitan asegurar la estabilidad de un modelo, nos enftentâ­
mes en de f init iva al problema de garant izar la convergencia débil de 
las distribuciones a posteriori. Un primer anâlisis de este problema 
nos conduce a la siguiente observation: Las distribuciones F^®^(.|x) 
vienen de f inidas a travês de su x-dens idad, dada por la formula de B^ 
yes, que, a su vez, depende de f^(.(0). Por lo tanto, la manera mâs 
comoda de establecer la convergencia débil de las F^®^(.|x) serîa 
utilizar el teorema de Scheffê, demost rando previament e
X (0|x) -------- y X (01x). Esta condition séria fâcil de probar a
r  -y m  a  '
partir de F (.10) — —^ y F (,|0) si se ver if icase la implication 
a_ a
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"F^ (.|0) — — ► F^( . 10) ==> (x|0) *- f^(x|0) Vx" ; en este ca­
so necesitarîamos simplemente aiiadir alguna hipotesis adecuada que
nos asegurase f (x|0)dx(0) --- *■ f (x 10) dx (0) para tener
7ft ®r jft “
(0 I x) ----*• Xg^(01 x) V0, Sin embargo, dicha implicacion no es cie£
r
ta en general y estâ es una de las mayores dificultades que aparece 
en el desarrollo posterior.
En resumen, cualquier condiciôn adicional que nos permits (a par^  
tir de la convergencia dêbil) concluir la convergencia puntual de las 
densidades serâ util para obtener condiciones suficientes de estabil^ 
dad. De hecho, los resultados principales de esta secciôn son los tèo^  
remas II.4, II.5 y II.6, que se basan en esta idea.
En principio, tambien podrîa intentarse analizar el problema di- 
rectamente mediante la def inicion de convergencia dêbil (o por alguna 
caracterizacion équivalente). Como hemos vis to en el capîtulo I, esta 
metodologîa résulta util para analizar la robustez del "operador de 
Bayes" respecto a la distribue iôn a priori, pero, en nuestro caso, eo 
lo es eficaz en situaciones muy particulates como la que se plantes 
en el apartado siguiente. Esto se debe, en esencia, a la mayor complje 
jidad en la estructura de los operadores Bayes cuando se considéras 
como f une ionales que dependen de la verosimilitud.
3.2. Estabilidad en algunos modelos con parâmetros de posiciôn
A continuaciôn establecemos un resultado que es aplicable en si­
tuaciones bastante restringidas, aunque, por otra parte, tiene el in- 
teres de raostrar un caso en el que puede probarse la estabilidad uti-
- 5 1 -
lizando d i r ec t atnen t e la def inicion de convergencia dêbil, s in neces i- 
dad de pasar por la convergencia puntual de las verosimilitudes.
TEOREMA 11.3. Sea x una distribuciôn de probabilidad p^^-contînua 
sobre ft = R*' que admite una funciôn de densidad, p, continua y aco^  
tada en r ” .
Sea U = {f^(.|e), 9 6 ft}„gi donde f^(x|e) = fg^(x-G) y, para
todo a 6 I, f g : r ”  *■ R^ es una funciôn de densidad (con respec^
to a Ul) • Entonces, el modelo (x, (/) es ESTABLE en V. (*)
Demostraciôn:
Sea una sucesiôn de verosimilitudes tal que
F „  ( .  I 8 )     " F^( . I 0) V0 G fi
si queremos probar  ^ (.|x)    >■ F^” ^(.(x), bas tara demostrar
que, para toda funciôn u : r " --- *■ R continua y acotada, se ver if i^
ca :
f u(0)dF^ (0|x) r ' f „ u(0)dF^"\0|x) (I)
r " ®
efecto, denotando K^(x) = n ^ ^  (x-0)p(0)d0 y haciendo el cam-
'R r
En
bio de variable x-0 = w, tenemos 
(a )
f u(0)d F ^r (0|x) - -5-7— T f  ^ (x-0)p(9)u(0)d0TT K^(x) J^n
= ^ I n (w)p(x-w)u(x-w)dw, pero
K (x) = I f (x-0)p(0)d0 = I f (w)p(x-w)dw -----r j^n }^n r ^ c
I f (w)p(x-w)dw = f (x-0)p(0)dw
Jt," “ L "  “
(*) La expresiôn "el modelo es estable en signifies, naturalmente, que (x,W) 
es estable en f^ , Vf^ G (/.
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ya que, para x fijo, p(x-w) es funciôn continua y acotada de w.
Analogamente
f f (x-0) p ( 9) u (0) d 9 « f f (w) p (x-w) u (x-w) dw ------->-
 *• I f ^ (w) p (x-w) u (x-w) dw •= I f ^ (x-0) p ( 0) u ( 0) d0
r ” r ”
y asî queda probada la relaciôn (1 ) y con ella la estabilidad.
Discus iôn y comentarios:
(a) La rest r icc iôn mâs fuerte que se impone en este teorema es 
suponer que el espacio muestra 1 y el paramêtrico tienen ambos la miis 
ma dimensiôn. Esto signifies, en la prâctica, que el problema de in­
fer enc ia se plantes con "mues t ras de tamano 1": Por ejemplo, cons id e^ 
remos distribucions n-dimensionales del tipo f^(x-0 ), donde f^ va 
rîa en un entorno de la normal N(0,I). Queremos estimar el "centro 
de simetrîa" 0 = (0  ^ ,...,0^) y la informaciôn muestral viene dada 
por una sola observation x = (Xj x^).
(b) En este teorema hemos necesitado imponer ciertas condiciones 
sobre la distribuciôn a priori; s in embargo, no se impone ninguna re^ 
tricciôn sobre las distribuciones que dan "la forma" de las verosimi­
litudes (salvo el hecho de ser ^K^-continuas). Esta situaciôn contra^ 
ta con el planteamiento de los teoremas II.4 y II.5 y II . 6 que vere- 
mos mâs adelante.
(c) Puede notarse, por Gltimo que el resultado es generalizable 
fâcilmente a otros casos en que Fçj(x|0 ) = Fg^(ug (x) ) aunque habrîa 
que anadir algunas hipôtesis sobre las Ug que complicarîan el enun 
ciado sin aportar ideas nuevas.
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I f (x|Q)dx(0)-------- . I f„(x]0)dx(0)
En def ini tiva, hemos probado "F^ (.|0) — F^  ^( . | 0 ) V0 6 ft" ==4>
=* "x^ (01 x )  *- x^(0|x) V0 G ft y Vx G r " que verifique las
condiciones impuestas en la def inicion 2.3" y de aquî, aplicando nue- 
vamente el teorema de Scheffê, concluimos F^  ^ ( . | x) — — *• F^°*^(.|x).
El siguiente corolario prueba que, en el caso particular impor­
tante de que las f (x|0) sean verosimilitudes correspondientes a o^
servaciones i.i.d., (es decir, f (x|0) = II p (x. 10) , sera sufi-
a i=l " 1
ciente con imponer las hipôtesis del teorema para n=l, pues, si se
verif ican para este valor, se verifican tambiên Vn 6 H .
COROLARIO II.4.1.
Sea un modelo (x, donde las verosimilitudes de son to­
rn ^
das de la forma f^(x | 0) = II p^ (x | 0 ) Vx » (x2 , . . . , x^) G R .
Supongamos que el conjunto de verosimilitudes "univariantes"
= {p^(.|0), 0 G ft}^g^ cumple las tres hipôtesis del teorema II.4.
Entonces el modelo (x, (/^ ) es estable en .
Demostracion:
(x,l/^) cumple obviamente la hipôtesis (i) pues el producto de 
funciones continuas es continua.
En cuanto a la hipôtesis (ii) obsêrvese que, si la sucesiôn de
n
distribuciones def inidas por H p (x.|0) convergiese dêbilmente
i=l “r
cuando a^ . c G I \ I hacia la distribucion definida por 
n ,
n p (xj^  I 0) se verificarîa (ver lema III.i) p (.|0) --- *• p ( . | 0) .
i= 1 “ a,. a
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Asî pues, tambiên bas ta con imponer (ii) para el caso n = l.
Finalmente, con respecto a (iii), ai existe : ft  ► H
x-integrable tal que p^C*.I G) £ g^ (0), entonces, para todo
n i
X = (x,,...,x ) existe g - R g : ft — > R, x-integra ble, tal 
n i=l *i
que f (x 10 ) = n p Cx. 10 ) £ g (0) *V0 6 ft. Aplicando el teorema
o 1=1 * 1 *
II.4 concluimos la estabilidad de (ir, (/ ) .
Discusiôn y comentarios
(a) La estabilidad del modelo se asegura ünicamente dentro de la 
familia paramêtrica V. No bay ninguna garant fa de que dicha estabi­
lidad se conserve cuando se vea sometida a variaciones "in
finitesimales" que la lleven fuera de V. Este hecho constituye, de^ 
de luego, una 1imitaciôn a la aplicabilidad prâctica del teorema que, 
aun asî, serâ util en los casos en que la informaciôn disponible nos 
permits elegir una familia V adecuada para "confinar" la verosimili, 
tud bâsica. Este es, en esencia, el planteamiento del ya mencionado 
modelo de Box-Tiao, que se estudiarâ con mâs detalle en la secciôn 4.
(b) La hipôtesis (ii) es una especie de "condiciôn de frontera":
exige que no podamos obtener una verosimilitud "repet ida" (de las que
ya estân en V) como limite de una sucesiôn {f^ } haciendo tender
r
Oj. hacia un punto de la frontera "ampliada" de I.
Esta hipôtesis puede suprimirse exigiendo, a cambio, que I C R® 
sea compacto.
(c) La hipôtesis (iii) se impone obviamente para asegurar la con 
vergencia de las intégrales que aparecen en los denominadores de las
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formulas de Bayes aplicando el teorema de la convergencia dominada.
Se da en la forma mâs complicada y directs parque tambiên es la mâs 
general.
Cuando ft es compacte esta hipôtesis se cumple automâticamente 
siempre que, para todo x, (x|6) sea continua en I x ft (como
funciôn de (a, 0 ) ) pues, en este caso, cuando a, ] tal
que f^ (xI0) £ , Vr, y las constantes x-integrables.
(d) Bajo las hipôtesis de este teorema, se puede définir fâcil­
mente una topologîa natural en ^ a partir de la distancia:
■ ' " r " : ! !
siendo | . | una norma cualquiera en R™.
3.4. Condiciones suficientes de estabilidad a travês de la funciôn 
caracterîstica
En este apartado establecemos unos resultados que nos permi- 
tirân concluir la estabilidad demostrando, como paso previo, la con­
vergencia de las f^ (xI8) a travês de una conocida propiedad de las 
funciones caracterîsticas.
Los resultados fundamentales vienen dados por los Teoremas II.5 
y 11. 6 .
TEOREMA II.5. Sean x una distribuciôn a priori sobre ft C R ^ ,
U = { (  . I 8 ) , 8 6 ^}(j6I y '^ a d funciôn caracterîstica corres­
pondiente a F^(.|e).
Dado 6 I, supongamos que, para toda sucesiôn 5 =
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tal que F (.10) -- —---*■ F ( . | 0 ) V0 G 0 , se verif ica:
ctj, ' r -»■ » (%Q
(i) Para todo 0 6 ft existe una funciôn integrable 
h® : r "   ^ [O.-H») tal que g(t) | < hg (t) , Vt G r " ,
Vr G H U {o}.
(ii) Para todo x G r ” existe una funciôn x-integrable
g® : fi --- -- [0,+«) tal que f„ (x|0) < g^(0) V0 G fi, Vr G H,
r
siendo f^(.|0) la funciôn de densidad asociada a Fçj(.|0) dada 
por la fôrmula de invers iôn de Fourier:
■ 'ai' Iji, " P
Entonces el modelo definido por la distribuciôn a priori x y 
por la familia V » ( f^( . | 0) , 0 G n ^ j  es estable en f^
Demostracion:
El teorema de inver s iôn de Fourier af irma que, cuando g es
absolutamente integrable en R**, entonces la correspondiente distri_ 
bue iôn admite una funciôn de densidad continua y acotada dada por
fa(x|8) - (^) l^n =*P *c,e(c)dt
Obsêrvese que, si F no esta "aislada" (es decir, si existe algu-
“o J
na sucesiôn (F } tal que F (.|0) --- *• F (. 10 ) V0 G fi, lo cual
«r ®o
se supone siempre implîcitamente), la hipôtesis (i) implies que todas
las F^(.I0) tienen funciôn caracterîstica absolutamente integrable
y, por tanto, tiene sentido considérât la familia de verosimilitudes
y.
Ahora, sea {F } tal que F C.|0) -» F (.|0) V0 G fi.
<*r ®r ®o
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Esto équivale a (|)^  ^( t) - (j>^ g (t) Vt 6 R , es decir
SegSn la hipâtesis (1} ^ hj tal que . ( t ) | ^ hf (t ) y
Asî pues, segôn el teorema de la convergencia dominada 
l4»a^,6(t) - *a^,6(t)| r + - " ° implica j^n I <t’a ^ ,0 ^ I'> “
- (fi ( t ) I d t -+ 0. Por otra parte, aplicando el teorema de inver-
s iôn de Fourier
G  I 1  ( ^ )  l ^ n  l * a ^ , 0 ( ' = )  -
-  Q  ( t )  I d e  0 .
Luego
fa (*|8) r fq (*|8) Vx G r " , V0 G « (1)
r o
(nôtese ademâs que, V0 fijo la convergencia de f^ (-l®) a
r
fçjj (.|0) es uniforme en R ).
Ahora, a partir de esto, la hipôtesis (ii) implica, por el te£ 
rema de la convergencia dominada:
f„ (x|0)dx(0) ------  ^ f^ (x|0)dx(0) (2).
De (1) y (2) deducimos x (0|x) --- ► x^ (0|x) y, en consecuen
®r o
cia, la estabilidad en f^ .
El siguiente teorema es una variante del resultado anterior que 
ofrece quizâ un mayor interes prâctico pues nos permite suprimir la
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hipôtesis (ii) a cambio de limitâmes a un cierto tipo de familias 
[) (ya estudiadas en el teorema II.1) en que las correspondientes d m  
tribuciones bas icas sôlo se diferencian por la "forma" (es decir, 
^,,(*18) = F^(ug(x))).
TEOREMA II.6 . Sea x una distribuciôn a priori sobre fi c y sea
U * {F^(.|0), 0 G fi}^g^, donde V(a,0) G I x fi, F^( . 10) es una 
funciôn de distribuciôn en r ” de la forma F^(.|0) = F^(ug(.))
siendo F^ : R® --- >• [0,1] una funciôn de distribuciôn cuya funciôn
caracterîstica deno taremos por (j)^ .
Supongamos que
(i) Para toda sucesiôn S - {otp} tal que F^ - ^ F^ ,
s n r o
existe una funciôn h : R  ► [O,») integrable, tal que
U q (t)| < h®(t) , Vt G R, Vr G H U {o}
(ii) Para todo 0 G fi, Ug : r ” ---► R*' es funciôn biyectiva,
bicontinua y diferenciable tal que, Vx 6 R® el valor absoluto del
9ui
j acobiano |J ^ (0)|= |det (x)| es funciôn continua y acotada de
0 .
Entonces, el modelo definido por la distribuciôn a priori ir y
por la familia de verosimilitudes V • {f^(.|0) - f^(Ug(.))| (0)|,
0 e fi} (donde f_(x) = (^ Ar) [ (t) dt) es estable enabi a /X J n a -------
f
a
Demostraciôn :
Con un razonamiento identico al utilizado en la demostraciôn an 
terior tenemos;
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\  ° “ * j^n ‘
- *a (t)|dt — -^ „> 0 = >  fq fq unifor
o r o
memente en R " .
Ahora, si tenemos en cuenta que f^(x|0) = (Ug(x)) ( (x)| m  
su 1 ta, para todo x fijo:
sup I f (x|0) - f (x|0)| <_ sup IJ (0) I sup I f (u (x)) -
0 6ft r “o 06ft 06ft r
- fq (u0 (x))| -— 0 , ya que (0 ) esta
acotada, por hipotesis,y f ----»- f unif ormemente en r " .
I q^ r -*• “»
Por lo tanto hemos probado que Vx 6 r” f (xI.) ----  f (xl.)
' r -<•«> '
uniformemente en ft y esto implica (por tener ft x-medida finita):
f f^ (x|0)dx(0) — — f f^ (x|0)dx(0).
•'ft r 1ft o
En definitive, se tiene: x^ (0|x) —  ^  > X^ (0|x), con lo que que­
da probada la estabilidad.
En relaciôn con estos dos teoremas, se puede en un c i a r tambien
un resultado cuyo significado es totalmente anâlogo al del corolario
II.4.1.:
COROLARIO II.6.1.
Sea un modelo donde las verosimilitudes de son t^
n
das de la forma f (x | 0) » II p ( x . | 8 ) Vx = (x,,...,x ) 6 r " .a ct  ^ i n
Supongamos que el conjunto de verosimilitudes "univariantes"
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(/^ = {p^(.|0), 6 6 ^^a6I cumple las hipotesis del teorema II.5 (o
bien las del th. II.6).
Entonces (ïï.V^) es estable en .
Demostrac ion ;
Basta comprobar que, si las hipôtesis se cumplen para n=l, en­
tonces se cumplen tambiên para cualquier tamano muestral n. Las com 
probaciones relativas a las hipôtesis (i) y (ii) del teorema II.5 y
(i) del teorema II.6 son triviales.
Respecto a la hipôtesis (ii) del teorema II.6, observemos que, 
si Pq/Xil®) “ Pa (Vg(xj)), entonces f^(x|8) = f^(Ug(x)), donde
..... Pq(®i) y ........*n^ ■ (Vg(Xj),...,Vg(x^))
que sera funcion biyectiva y bicontinua si lo es v^ y el valor ab­
soluto de su jacobiano |j (0)| - | II v. (x . ) | sera funciôn cont i-
i-1 * 1
nua y acotada de 0 para todo x 6 R" si lo es Vg (x^) Vx 6 R.
Discusiôn y comentarios:
(a) Los teoremas II.5 y II.6 son, en cierto modo, mâs potentes 
que el II.4 pues nos aseguran la estabilidad, bajo ciertas condicm 
nes de regularidad, para verosimilitudes cualesquiera, sin necesidad 
de restringirnos a familias parametricas, lo cual esta mâs acorde 
con la idea intuitiva de estabilidad. En contrapartida, las hipôtesis 
de los teoremas II.5 y II.6 serân, en algunos casos, de comprobaciôn 
mâs complicada que las del teorema II.4.
(b) El teorema II.6 cubre una amp lia gama de situaciones prâct^
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cas y es mâs comodo de manejar que el II.5. Sin embargo, este ultimo 
tiene la ventaja de ser aplicable tambiên al caso en que la distribu 
ciôn a priori x sea impropia (ver secciôn III.1).
(c) La verificaciôn de la hipôtesis (i) en un caso concreto (tan 
to en el teorema II.5 como en el II.6) se reduce a comprobar que una 
sucesiôn de funciones car ac t e r îs t icas cuyas correspondien­
tes funciones de distribuciôn cumplen F --  y F, estâ mayorada
r r ^
en môdulo por una funciôn integrable. Séria interesante dar una con­
diciôn su f ic ien t e para que se cumpla esta hipôtesis en têrminos de 
las densidades. Esto puede conseguirse (en el caso univariante) uti^  
lizando algunas propiedades conocidas de las transformadas de Fourier 
que nos permiten obtener el siguiente resultado:
LEMA II.l . Sean F^, (r 6 B ) y F funciones de distribuciôn absolu­
tamente continuas en R con funciones c a r ac t e r îs t ic as (fi ^ , r 6 B; y
(f) respect ivamente. Supongamos que
"r "
(ii) Las F^ y F admiten densidades f^ y f con segundas de-
rivadas taies que existe una funciôn integrable q : R --- *• [O.oo)
cumpliendo |f'^(x)| £ q(x) y |f"(x)| £ q(x) Vr 6 H, Vx 6 R.
Entonces, existe una funciôn integrable h : R ----- *■ [o,») y r^ 6 H
taies que |<l>^ (t)| £ h ( t) y |4>(t)| £ h (t) Vr ^ r^, Vt 6 R.
Demostraciôn;
Como las densidades tienen, por la hipôtesis (ii), segundas de 
rivadas integrables, se cumple:
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i> (t) = f f"(x)dx y *(t) = f f"(x)dx
r It Jj2 r It Jj2
(Esta es una propiedad muy conocida y de fâcil demostracion: Ver, por 
ejemplo, Kolmogorov y Fomin (1975), p. 474. Feller (19 71), p. 514). 
Por tanto,
I *^(C) I 1 -"Y q(x)dx y | * ( t ) | £ -y q(x)dx.
Ademâs sabemos que F — ^ *- F implica A    ► (|i uniformemente
r r  ®* r r ®®
en todo intervalo acotado; asî dado e > 0, ^ r^ 6 B cumpliendo
sup - |*(t) I I £ sup I * (t) - <|)(t)| < E
t e  [-1,1] t e  [-1,1]
Luego Vr r^ |(fi(t)| - E £ |(|)^ (t)| £ |(j)(t)| + e Vt 6 [-1 , l] . 
Si definimos
I *(t) I + E si t e [-1,1]
, (siendo M = |^q(x)dx), si t 0 [-1,1]
h ( t ) =
M/f
Esta funcion es integrable en E y verifies las acotaciones requeridas
(d) Es interesante notar que en el teorema II.6 la distribucion 
a priori x no interviens en la formulaciôn de las hipotesis. De he­
cho, todas las restricciones recaen sobre la familia U de distribu­
ciones bâsicas y la estabilidad se af irma para el modelo (x, (/) sien 
do V la familia de verosimilitudes "natural" (dada por la formula 
de inversion de Fourier) y x una distribuciôn a priori arbitraria.
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4. EJEMPLOS DE APLICACION
Intentaremos ahora aplicar los resultados de la secciôn anterior 
al anâlisis de algunos modelos concretos referentes al clâsico proble^ 
ma de est imac iôn de un parâmetro de posiciôn en una distribuciôn sime^ 
trica .
4.1. El modelo de Box-Tiao
Sea X una distribuciôn a priori sobre ft C E y sea
e  e  II c
donde 6 (-1,1), y va G .«J , f^(x!0) =
= K exp { -A I x-0 I ^ ^ } , Vx G E , siendo K“  ^ =
- r î .  . i
El modelo (x, (/ ^ ) resultarâ adecuado para estudiar la estabil^ 
dad en las proximidades de la normal con respecto a variaciones en la 
kurtosis. Puede darse una versiôn mâs general incluyendo un parâmetro 
de escala O; en este caso podrîa tomarse (0,0), en principio, co­
mo parâmetro de interes y, una vez calculada la distribue iôn a poste^ 
riori x (0,a|x), cons iderar o como un "parâmetro perturbador" y 
manejar la distribuciôn a posteriori marginal de 0. Estos "proce^ 
dimientos de margina1izacion", junto con el posible uso de distribu­
ciones a priori impropias, tienen ciertas implicaciones teôricas que 
se analizan en la secciôn III.2.
Comprobaremos ahora que (iT, (/^  ^) verifies las tres hipôtesis 
del teorema II.4, lo cual nos llevarâ a concluir su estabilidad:
66
La continuidad de f^(x|0), considerada como funcion de a, 
V(x,0) 6 E X ft se sigue trivialmente de la propia expresiôn analît^ 
ca de (xI0) .
La comprobaciôn de la hipôtesis (ii) es también inmediata, por 
ser I compacte.
Por otra parte max f^(x 10) = K^, V0 6 ft; como es furi
ciôn de a acotada en (por ser continua), se tiene
3 k  e R I fa(x|0) < K, V(a,x,0) 6 [a^.aj] x E x ft
Esto prueba que se cumple también la hipôtesis (iii), pues las funci£ 
nes constantes son x-integrables en ft.
Ademâs, el corolario II.4.1. nos permite asegurar también la
estabilidad del modelo n-variante (x, V^) con verosimilitudes del ti^
po (x 10) = n f/Y I (correspondientes a observaciones
i = l
X = (xj,...,Xj^) de variables aleatorias i.i.d.) cualquiera que sea 
n > 1 .
4.2. Modelos de "mixturas infinitas"
Una posibilidad alternativa al modelo de Box-Tiao, sugerida por 
Girôn (1981), viene dada por las 1lamadas "mixturas infinités". Las 
familias de verosimilitudes def inidas por este procedimiento tienen, 
entre o t ras propiedades interesantes, una interpretaciôn estadist ica 
directe, permiten cubrir una amplia gama de verosimilitudes, y son 
relativamente sencillas en lo que se refiere a su manejo matemâtico.
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Consideremos, por ejemplo
fl - (fa('I 8). 9 6 n c
donde, Vq > 0 f (x|8) = N(x ;0 ,1/v)y (v; 1/a,1/«)dv, siendo
Jo
N(x;0,l/v) = exp [- Y (x-0)^] , x G R, 0 G ft,
Y(v;l/q,l/q) = - —  ^ ' exp (- — ) , v > 0,
r(i/a) “
y, para a = 0, f^(x|0) - N(x;0,l).
\)^ puede interpretarse intuitivamente considerando que, para 
0 ^ 0 ,  la verosimilitud fq(-  ^^ ) corresponde a una normal de media 
0 y precision aleatoria v que se elige "sorteando" segun una gamma 
de parâmetros a = 1/8, p = l/a. La verosimilitud correspondiente a 
a = 0 es N(x;0,l). Mediante câlculo directe obtenemos
f ^ (X I0) “ I v ^ ^ ^  exp [- Y  (x-0)^] V  ^ exp  (- dv =
= f exp [-v(y(x-0)^ + - ) I dv
Jo “ 1 l/a 1 2
Cq (-) r(- + y)
' '‘°"'* ■ (2.)"" r<i, ■
Por tanto, para a = 2/n (n G F), f^(xl0) es la t de Student de
n grados de libertad "centrada" en 0. En general, f^(x|0) puede
cons iderarse como una t de Student " gen e ra 1 i z ad a " con "grados de 1 i^
bertad" 2/q.
En resumen, la familia 1^2 refleja la siguiente situaciôn: La 
verosimilitud "teôrica" es N(x; 0,1) (correspondiente a q = 0) y e^ 
tudiamos las desviac iones de ella en el sent ido de la t de Student
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"generalizada".
Ahora, si consideramos definida una distribucion a priori ïï, 
podemos utilizar de nuevo el teorema II.4 y el corolario II.4.1 y lle^  
gar a las mismas conclusiones de estabilidad que en el modelo anterior; 
para el lo debemos comprobar que (ir,Vj) ver if ica las tres hipotesis 
del teorema II.4;
(i) f^(XI 6) es, obviamente, funcion continua de a en (0,«) 
V(x,6) 6 E X ft prefijado. Para estudiar la continuidad en a = 0 
consideremos una sucesion {a } C [o,®®) tal que lim a ” 0; tene-
V0 6 ft, Vx f 0 f^ (x|0) = I N(x;0 , l/v)y(v; 1/a^, l/a^)dv —  
r Jq
 y N(x;0,l) = f^(x|0)
ya que la distribucion con densidad Y (. ; 1/a^ , 1/a^) converge debil- 
mente a la distribucion causal en 1 cuando -*^ 0 y N(x;0,il/v) *
= v^^^(2x) exp(- Y (x-0)^) es (para x ^ 0) funciôn continua
y acotada de v (pues lim N(x;0,l/v) « 0).
Para x = 0 se tiene f - i r 9^ i"!que ^ (0I0) f v^/ ^ (2x T 
r 'o
Y(v; 1/a^,1/a^)dv es el "momento no central" de orden 1/2 de la di^ 
tribuciôn Y ( . ; 1/a^,1/a^), cuya media (momento de orden 1) es igual 
a 1 cualquiera que sea a ^ ; asî pues, aplicando el lema III.3 de con 
vergencia de momentos, concluimos
f v^^^(2x)"^/^ Y(v;l/a ,1/a )dv --- " 1 - f (0|0)
Jo r r o
Por tanto, hemos probado que f^(x|0) es funciôn continua de a en
- 6 9 -
[0,“ ) V(x,9) S R x f i .
(ii) La segunda hip6tesis del teorema se ver if ica también en es­
te caso, pues el Gnico punto limite a examinât es ™ y se comprueba
de inraediato que , V 0, lim f^CxjÇ) = 0 uniforraemente en cualquier
a-*- “
intervalo acotado que no contenga a 0. Este excluye la posibilidad
de que 6 [0,«) tal que (. | 0 ) —^ ( . | 0 )  V0 6 fi, cuan-
o
do a 00.
(iii) Por ultime, observemos que, para toda sucesiôn {a^} C- (0,“) 
tal que , se tiene Vx 6 E prefijado:
f (x|0) £ I (2tt) Y(v; l/a , l/a )dv y, aplicando.
como an tes, el lema de convergencia de mementos obtenemos que esta s ju 
ces ion de intégrales es acotada por ser convergente.
Por otra parte, fg(xl0) ^ (2n) ' Asi, para toda suces ion 
convergente {a^} (% [O,«) se tiene que 3k 6 R , f^ (x|0) £ K 
V0 e Q y, como g^(0) = K V0 6 fi, es f une ion tt- in t egrab le, se 
concluye que el modelo verifies tambiên la hipotesis (iii).
Se pueden définir de manera analoga otros modelos de mixturas 
infinitas. Por ejemplo, tomando la varianza (en lugar de la precision) 
como paramet ro de mixtura o cambiando la distribuciôn de mixtura. En 
algunos de los modelos résultantes sera difîcil calculât explici tamen 
te las densidades, pero puede ser mas sencillo manejar las funeiones 
caracteristicas (apoyândonos en la propiedad que tienen estas de "re^ 
petar" el proceso de mixtura). En estas situaciones resultara mas ade 
euado abordar el anGlisis del modelo a travês del teorema II.6;
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Consideremos, por ejemplo, el modelo definido por la distribu­
tion a priori w sobre fi c R y por la familia:
Wj - (£^C.|9). 9 « nl„6C0..)x(0.»)
donde f (x|6) = N(x;0,v)d G (v), Vx 6 R, siendo
a J j a
Gjj(v) = (v) + (1-EgJ G(v;a,p), a = (a,p), (a > 0, p > 0)
0, ,1 » < 1
E = Y(v;a,p)dv, 5(v) = < y G(v;a,p) la
“ ^0 h , si V > 1
fune ion de distribuciôn correspondiente a Y(v;a,p).
Para dar una interpretation estadîstica a f^(.|9), podemos 
considérât que la verosimilitud basita es N(x;0,l) con probabili- 
dad E^ y, ton probab ilidad 1-E^, tomamos la verosimilitud entre
las N(x;0,v) eligiendo v en [l ,«>) segun una gamma truncada de
paramétros (a,p) - a.
La f une ion caracterîstica correspondien te a f^(. |0) es
I"
Utilizando el teorema II.6 deducimos de inmediato la estabilidad de 
(k ,Wj) ya que
- | t 2  co - | t 2
I (j) (t)l < e d G (v) = e , V(a,0) G I x fi, y
' a.0 ' — a
-j,:
h(t) = e es funciôn integrable en R.
Ademâs, en virtud del corolario II.6.1 tambien son astables to^
dos los modelos ton verosimilitudes de la forma i(J^ (5t|0) *
“ n f (x |e). 
i-1 “ ^
/I
CAPITULO III
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CAPITULO III
APLICACIONES. ROBUSTEZ DE LOS METQDOS 
DE INFERENCIA
1. SUMARIO
El objetivo de este capîtulo es analizar las derivaciones de 
la teorîa del capîtulo II, en un triple aspecto: Apiicaciones direjc 
tas de la misma (secciôn 2), estudio de la robustez de los mêtodos 
de inferencia (secciones 3 y 4) y generalizaciones (secciôn 5).
Asi, en la secciôn 2, dedicada al modelo lineal bayesiano, se 
consideran las desviac iones de la hipôtesis de normaIidad que apare^ 
cen usualmente en esta teorîa y se proponen dos tipos de modelos 
(de "contaminaciôn" y de "convoluciôn") para estudiarlas. Aplicando 
los resultados del capîtulo II se demuestra la estabilidad de distiii 
tas variantes de estos modelos. Asimismo se examinan los problemas 
derivados del uso de distribuciones a priori impropias y de distri- 
buciones a posteriori marginales.
En la secciôn 3 se propone una definition de robustez cüalit^ 
tiva de un estimador que se sigue de forma natural del concepto de 
estabilidad de un modelo enunciado en II.2.3..La robustez de los es^  
timadores se puede considérât, a grandes rasgos, como una propiedad 
"secundaria" en el sent ido de que debe estudiarse despues de anali­
zar la estabilidad "generica" o "primaria" del modelo. En los apar- 
tados 2, 3, A y 5 de esta secciôn se demuestran varios teoremas que 
proporcionan condiciones suficientes para asegurar la robustez cua-
- 7 3 -
litativa de los principales estimadores,
La secciôn 4 esta dedicada al estudio de la robustez cualita- 
tiva de las regiones de confianza y tests de hipôtesis bayesianos.
Se proponen las defîniciones que aparecen mis adecuadas a nuestro en 
foque y se discute su significado y apiicabilidad. Se concluye, en 
resumen, que (a diferencia de lo que ocurre con los estitnadores) , la 
robustez cualitativa de los tests es una propiedad intrînseca al mo­
delo, en el sent ido de que se cumple automaticamente cuando el mode­
lo subyacente es es table.
El caso de las regiones de confianza es, por su propia natura 
leza, mas complicado; en el texto se analiza la def iniciôn, inspira- 
da, como las restantes, en la noc iôn de "continuidad" y se demuestra 
la robustez cualitativa de los intervalos de confianza bayesianos de^  
finidos mediante cuantiles.
Por ultimo en la secciôn 5 se sugiere la posibilidad de des^ 
rrollar una "teorîa generalizada" de la estabilidad en inferencia ba 
yesiana que estudiase los efectos de pequenas variaciones simultaneas 
en los très elementos de un problems de inferencia bayesiana (distri^ 
bue iôn a priori, verosimilitud,funciôn de pêrdida) tomando como pun­
to de partida nuestro enfoque de la robustez y los resultados que se 
exponen en el capîtulo I. En concreto, como un primer paso en esta 
direcciôn, se demuestra un teorema que da una cond ic iôn suficiente 
para asegurar la "estabilidad conjunta" de la distribuciôn a poste­
riori frente a variaciones s imultôneas de la distribuciôn a pri£ 
ri y de la verosimilitud.
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2. APLICACION A LOS MODELOS LINEALES
Se trata ahora de estudiar la estabilidad de los mêtodos baye^ 
sianos usuales en uno de los problemas de inferencia mas frecuentes 
en la practice : el modelo lineal.
Para ello haremos previamente un resumen de lo mas significa­
tive de esta teorîa.
2.1. El modelo lineal bayes iano: planteamiento y resumen de la teorîa
El planteamiento del problems es ampliamente conocido:
Sea Y = X6 + e, donde Y « (Y^,...,Y^)' es una variable 
aleatoria n-dimensiona1 (variable observable). Las observaciones con 
cretas de las Y^ se denotan por let ras minuscules
X = (x^j) es una mat riz nxk de rango k (matriz de dise- 
no) que permanece constante durante todo el problème de inferencia.
B = (6 j , . . . , Bj^ ) ' vector de "coef icientes de regresiôn" (desconoci- 
dos) que se trata de estimer.
e = (ej,...,e^)' es un vector de variables aleatorias (vec­
tor de error). Suponemos que sigue una distribuciôn normal n-varian 
2
te N (0,o I) (por tanto, las e^ son independientes idênticamente
2 2 
distribuidas segun una N (0,O )). La varianza O es, en general,
desconoc ida.
El problème consiste en est imar B y 0 dada una.observaciôn
(Y1 . • • • .Yn> ' (Yj , . . . ,Yjj) ' .
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Podemos llegar a resultados équivalentes a los obtenidos median 
te el enfoque frecuentista si utilizamos distribuciones a priori impr£ 
pias: En concreto, se supone que las B . y log cr tienen distribucio^ 
ne s "uni formes" e "independientes" lo cual impi ica :
Tr(6»cr) “ i (Bj 6 R, 0 6 R"^ )
El empleo de distribuciones a priori impropias tiene ciertas implica- 
ciones teôricas que se comentarên en el apartado siguiente.
Bajo las supos iciones anteriores la distribuciôn a posteriori 
que résulta, después de ciertos calcules, es:
TT(B.o|y) " — ^  exp {- —^  [vs^ + ( 6 - B )  ' X ' X ( B - B )  J } 
o" 20
En el caso de que estemos interesados principaImente en B,  se 
puede comprobar con facilidad que Tr(B|o,y) es una normal k-variante 
con media B y matriz de covarianzas ( X ' X ) ~ ^  O^. No obstante, como 
(T no es conocida en general, el p ro ced imien t o usual consiste en inte 
grar respecte a O en T r ( B , o | y )  para obtener la marginal a posteri£ 
r i :
TT ( B I y )  “  j T T ( B , o | y ) d o  = +  ( B - 6 ) ’ X ' X ( B - B )  ]
que es una t de Student k-variante.
Analogamente puede obtenerse la marginal de O, TT (o | y ) (que 
résulta ser una gamma invertida) y la de Pr+l’*'’’^s 
0 _< r < s ^ n (ver Lindley (1971) y Zellner (1971)). A partir de 
TT( BJ-4.J , . . . , Bg I y) , pueden bacerse inferencias sobre los correspondien
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tes paramètres en termines de la distribuciôn F de Snedecor obte- 
niêndose regiones de confianza bayesianas que tienen exac tamen te la 
misma forma que las regiones (del mismo coeficiente) obtenidas por 
mêtodos frecuentistas. Tambiên se puede obtener una interpretaciôn 
bayesiana de los tests usuales basados en la F de Snedecor.
2.2. Distribuciones a priori impropias
Como se indicô en el apartado anterior, el enfoque bayes iano
del modelo lineal, utiliza frecuentemente "distribuciones" a priori .
impropias sobre el espacio paramêtrico fi, entendiendo por taies,
las medidas sobre fi que ver if ican j d7r(0) = » .
f^i
Se plan tea, por tanto, la conveniencia de estudiar cômo afec^ 
ta esta nueva situation al desarrollo de nues t ra teorîa en la que, 
hasta ahora, sôlo se han empleado distribuciones a priori propias.
A este respecte pueden hacerse las siguientes observaciones:
(a) El uso de distribuciones a priori impropias lleva asocia- 
das algunas dificultades de tipo general, como es la posible apari- 
ciôn de las llamadas "paradojas de marginalizaciôn" y el hecho de que 
la distribuciôn a posteriori que se calcula mediante la fôrmula de 
Bayes ya que no puede interpretarse como la distribuciôn condicion^ 
da de 0 dado x, cuando tt es impropia.
(b) En lo que se refiere directamente a nuestra teorîa, debe 
senalarse en primer lugar que la def inic iôn propuesta para la estab^ 
lidad de un modelo (apartado II.2 .3) se man tiene en la nueva situa-
ciôn con una interpretaciôn idêntica. Lo mismo se puede afirmar de 
las def in ic iones de robustez de los estimadores, regiones de confian
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za y tests de hipotesis bayesianos que se proponen mas adelan tes 
(secciones III.3 y III.4).
(c) Igualmente los teoremas II.3, II.4 y II.5 siguen siendo 
valides con igiiales enunciados y deraostraciones (y seran de especial 
utilidad en esta secciôn).
Sin embargo, cuando IT es impropia, ya no es valido el teore^ 
ma II.6 pues la convergencia uniforme de las funciones del integran- 
do no impi ica la convergencia de las correspondientes intégrales 
cuando el espacio es de med ida infinita.
2.3. Estabilidad de la inferencia bayesiana en el modelo lineal
El primer problema que se plantea es establecer que tipos de des^  
viaciones (respecte de las hipôtesis usuales) conviens estudiar o, en 
otros termines, que conj un t o s V de verosimilitudes se deben conside^ 
rar .
Las principales desviac iones de la normalidad pueden resumirse 
en los siguientes fenômenos:
(a) Apariciôn ocasional (con una cierta probabilidad) de obse^ 
vac iones fuertemente errôneas ("outliers"), en el sentido de que e^ 
tan generadas por una distribuciôn distinta de la teôrica (en gene^ 
ral, con mayor varianza). Esta situac iôn puede concretarse mediante 
los "modelos de contaminaciôn" ("Gross -error model") que estudiamos, 
con diverses variantes, en el primer apartado de esta secciôn.
(b) La distribuciôn bôsica esté sistemSticamente perturbada por 
un "error de med ida" aleatorio de distribue iôn desconocida reflejado
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en una variable aleatoria 6, de forma que ahora el "error" en
Y = XB + e es suma de dos variables aleatorias independientes
e * Ç+5 donde Ç se distribuye, segdn las hipôtesis usuales,
2
N(0,O I). Imponiendo ciertas condiciones sobre la distribuciôn de 6 
obtendreroos la estabilidad del modelo (apartado 2.3.2).
2.3.1. Modelos de contaminaciôn
A continuaciôn demostraremos, utilizando el teorema II.4, la 
estabilidad de una primera variante de estos modelos.
TEOREMA III. 1 . Sea 1/^ - {f^(.|0), 0 6 0)^^^, donde
0 = ( B . o )  G fi = X (0,+~), I “  [ l , +"»)  y f ^ ( y  18 )  •= f ^ ( y | B . c r )  -
2 2 2 
= ( 1-e ) N (y ; XB , cr I) + eN(y;XB,c d I^) , siendo N ( y ; p , Z) la funciôn
de densidad en el punto y - (y^,...,y^)' de la normal n-variante de
media p y matriz de covarianzas E, I^ la matriz unidad de orden
n y e 6 (0,1) una constante conocida que indica la "proporciôn de
contaminaciôn".
Entonces el modelo definido por 1/^ y por la distribuciôn
— es astable en V,0 1priori impropia 'ir(B,a) “ ^  .
Demostraciôn:
Bas t ara comprobar que se verif ican en este caso las hipôtesis 
del teorema II.4:
La hipôtesis (i) se cumple pues, obviamente f (y|B,O) 
;)N(y;XB,0^I^) + eN(y 
[l+m) para y ,B,0 fijos.
(l-e)  ) ;XB.c^0 ^I ) es funciôn continua de c en
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La "condiciôn de frondera" dada por la hipôtesis (ii) se ver if i. 
ca tambiên pues F^(.|g,o) no converge dêbilmente hacia ninguna dis­
tribue iôn cuando c ->• <».
Por otra parte, para toda sucesiôn {c^} c [l ,<») tal que 
c*  ^ 3^0 que c^ — *^ o G H, luegor r 00
(g (y|6»a) • (1-e) ~ — exp [- (y-Xg) ' (y-Xg)] +
t a (2it) 2a
' ' c V ( L , " / ^  • O'-®)] <
exp [-  i— j (y-xg) ’ (y-Xg)]
que es iT-integrable en fi, pues es suma de dos verosimilitudes de 
(salvo constantes multiplicatives) . Asi pues, se cumple tambiên la hi. 
pôtesis (iii) del teorema II.4 y puede concluirse la estabilidad del 
modelo en l/j .
De manera absolutamente analoga se puede deducir la estabilidad 
del modelo que se obtiene cons id erando que a es f ij o (a > 1) y 6 
es variable en [0,c*]. El correspondiente conj unto de verosimilitu­
des séria, por tanto,
1^2 = {f ^ ( . 10) , 0 G e*] ’ siendo e* G (0,1) una constan
te prefijada y f g.(y | 0) = f ^ (y | g, 0) = (l-e)N(y;Xg,O^I^) +
+ EN(y;Xg,c^0^I )
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Para estudiar el caso en que e y c son variables, debemos 
elegir adecuadamente el conj unto de indices I con objeto de evitar 
"duplicaciones" en la parametrizaciôn Ci.e. para que F (.|0 ,) i 
J* ( . I 8 g) cuando Ca^,8^1 ^ (oig, Qg) ^ T incluir la verosimili­
tud "teôrica" N(y;Xg,cr^I) ya que principe Im en te nos interesari coij 
siderar la estabilidad del modelo en ella.
El resultado que obtenemos es el siguiente:
TEOREMA III. 2 . Sea = {f ^ | 8), 0 G donde
a - (E,c) G I - (0,1] X (l,c*J U {(0,1)} C R^
* fpjlylB.cr) = (1-e) N(y;XB,a^I^) + EN(y ;XB,c^0^I^) .
Entonces el modelo definido por g y por la distribuciôn a prio 
ri impropia w(B,0) « ^ (en fi = R^ x (0 ,+")) es es tab 1e en V
Demostraciôn:
En primer lugar, obsêrvese que en este caso no es aplicable el 
teorema II.4, pues no se cumple la segunda hipôtesis al aparecer en 
la frontera distribueiones "repetidas". En efecto: Vc 6 (l,c*) y pa
ra toda sucesiôn {a^} C I, con » (E^, c^) (0, c) se tiene
f„^(y|6,c) —  = N(y;B,0).
S in embargo, podemos asegurar que la estabilidad de este modelo 
utilizando el teorema II.4:
La hipôtesis (i) se verifies pues
2 2 2 
I 0 ( t )  I =  I (1-E) exp [ i t ’ x B  t ' t ]  +  E e x p [ i t ' X B  - ^   ^ Ii. 
2 2 
£  I e x p [ i t ' X B -  ^  t ' t ] I  +  I exp [ i t ' X B -   ^ t ' t ] |
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que es integrable (como funciôn de t = (t^,...,t^)') en R .
En cuanto a la hipôtesis (ii), se tiene
f (y|g,a) < — —  ^--T= exp [- — L  (y-x6) ' (y-X6)] + 
“ 2a
 ^ Ï Ï T T  ® * P  [ -  % \2 2 ( y - x B )  ' ( y - x B ) ]
0 '(211)."'" 2c* 0
y esta funciôn es Tr-integrable en fi.
Se concluye, por tanto, que (ir,l/^ ) es estable en V^.
Discusiôn y comentarios
(a) El rango de variaciôn de c ha debido limitarse a un interv^
lo finito (I,c*3 (lo que no supone una fuerte restricciôn en la pra£
tica), pues si fuera (l,+«>), la hipôtesis (i) seguirîa verificandose
pero, en principio, ya no podrîamos garantizar (ii) pues N(y ;XB ,0^Ij^)
podrîa aparecer tambiên como limite de (l-E^)N(y;XB,0^I^) +
+ E j-N (y ; XB , c ^ 0 ^  Ij^) cuando 0 y c^ y no parece facil acotar esta
s u c e s i ô n  .
(b) Como puede observarse, la idea intuitive que subyace en los
modelos Pj,  ^ y (/g, implica que, o bien TODAS las observaciones
de la mues t ra y ^ , . . .,y^ proceden de la distribuciôn teôrica (con pr£
2 2
bab il idad G%o bien de la distribuciôn per turbada N(XB,c 0 I^) , y asi,
la "contaminaciôn" se da "en bloque" (para toda la muestra) o no se da.
S in embargo, en algunos casos puede ser mas realista suponer que la 
contaminaciôn puede darse elemento a elemento, es decir, que las 
Yj,...,Y^ son variables aleatorias independientes verificando: 
k „ k
i ~ (l-e)N( ^ x..B^,o^) + EN ( ^ X.-4 P.-. c^0^) , i = l 
j'I 3 = 1 '* ^
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Por tanto, las correspondientes verosimilitudes seran del tipo
n k
f , .(yie.a) = n [(i-e)N(y ; } x g ,a^) +
1E.C7 {=1  ^ j=l J
k 2 2 1+ eN(,y.; x^ j gj ,c O )J
Podemos considerar, como antes, los casos:
(bj) c 6 fl,+») y E 6 (0,1) fijo y conocido
(b^) G 6 [0,l] y c 6 (!,+«>) conocido
(bj) (e,c) e (0,1] X d,c*] u {(0,1)}
En las situaciones (bj) y (b2) se puede concluir la estabilidad 
de los respectives modelos de manera completamente similar a como se 
hizo anteriormente con t/j y I/2 (utilizando el teorema II.4). En 
cuanto al caso (b^) puede deducirse tambien la estabilidad mediante 
el teorema II.5; el proceso es. analogo al que se ha utilizado para d£
mostrar la estabilidad en (/g y no se repetira aquî.
(c) En todo el analisis anterior nos hemos limitado al caso de
2 2
que la variable "alternativa" sea del tipo N(XB,c O I^). Esta es 
una hipôtesis plausible aunque, en algun aspecto, puede parecer demasisi 
do restrict iva y tiene el inconveniente (ya comentado en el capîtulo 
II) de restringirse a una familia "paramëtrica". En cualquier caso,
puede afirmarse que dicha hipôtesis no es esencial: Bas ta con que las
funciones caracteristicas de todas las posibles distribuciones alter- 
nâtivas estën mayoradas (en môdulo) por una misma funciôn integrable 
y que cualquier sucesiôn convergente de verosimilitudes a 1 ternativas 
(para todo y fijo] este acotada por una funciôn x-integrable en
83 -
fi; entonces, estas mismas propiedades se verifican en las distribuci£ 
nés complétas (1-e) N(y;X6,0^I^) + ef(y;B,0), y la aplicaciôn inme
dla ta del teorema II.5 nos lleva a concluir la estabilidad.
2.3.2. Modelo de convoluciôn.
Este modelo se basa en la idea de que la variable aleatoria
Y = (Y g, .. .,Y^)' es suma de otras dos n y ô siendo
n " N(XB,O^Ij^) y <5, independiente de H, la variable aleatoria
"perturbadora". Imponiendo ciertas condiciones sobre la distribuciôn
de esta ultima podemos deducir la estabilidad del modelo. En concreto, 
obtenemos el siguiente resultado:
TEOREMA III.3 . Sea el modelo (x,P) , con 1/ = {f^( . | 6,0) , (6,0) G
6 R*' X R^}^g^ cumpliendo que Va G I la distribuciôn de Y^, con
dens idad f (.|6,0 ), corresponde a la suma de dos variables aleato-
2
r ias independientes, Y^ = n + 6^, con n ~ N(X6,0 I^).
Supongamos que las distribuciones de las variables perturbadoras
{6 } , son absolutamente continuas"con densidades {p } y ver£
et et61 Ot Ot6 I
f i can
(i) Existe una funciôn integrable g : R ---*' R tal que
|<J» I £ 8. Va G I siendo (|)^ la funciôn caracterîstica de 6^.
(ii) Existe una funciôn integrable h ; R^ ---► R tal que
p^ £ h, Va G I siendo ademas i(/(y;6»cr) “ | n N Cz ; Xg, O^ I^) h (y-z ) dz
funciôn de (g,o) x-integrable en r " x R^, Vy 6 r " .
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Entonces el modelo Cïï.l') es estable en U ,
Demostraciôn:
La funciôn caracterîstica de = n + , V9 = (6,o) fijo, es:
<l>jj = exp [it'Xg - J t't] . *^(t) , y
= exp [- i (T^  t't] |<|)^ (t)| < exp [- i t't] g(t)
Por otra parte, la densidad de Y^ es
f„(y|e.cr) = l^n N(z;Xg,a^Ijj) p^(y-z)dz,
|f^(y|g,o)| 1 I n ;Xg,0^1^) h(y-z)dz, que es x-integra- 
ble en fi = r " x R^, Vy 6 r " .
Por tanto, nuevamente la aplicaciôn del teorema 11.5 nos lleva a 
concluir la estabilidad.
Obsêrvese que la expresiôn exacts de las p^ y <|»^ puede ser, 
en general, desconoc ida ya que, para establecer el teorema sôlo neces£ 
tamos asegurar p^ £ h y | < g.
2.4. Estabilidad en las marginales
Queda por resolver ahora un problema interesante: Frecuentemente 
(ver apartado II.2.1) no se maneja la dens idad a posteriori conjunta 
X ( g J , . . , , , a I y ) sino que algunos de los par ame t ros (por ejemplo, a)
se cons ideran parâmetros secundarios ("nuisance parameters"). En con 
secuencia, se utiliza la dens idad a posteriori marginal résultante de 
integrar con respecto a ellos.
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Na turaltnen te, la p regun ta que se plantea es: iSe conserva la es­
tabilidad de la distribuciôn conjunta en las marginales? Concretando 
mas, si una sucesiôn de distribuciones a posteriori "conjuntas" con­
verge dêbilmente hacia otra distribuciôn a posteriori, tconvergerân 
tambiên las sucesiones de marginales hacia las correspondientes mar­
ginales del limite?. La respuesta es a f irma t iva como consecuencia d£ 
recta del siguiente resultado general:
LEMA III. 1 . Sea {F ^ } , con F^ : r" --- *■ [o,l], una sucesiôn de
(unciones de distribuciôn. Supongamos que F^  ^ ^ F^ (F^ propia). 
Entonces F^ j ^ F^ j , siendo F^ . para j = 1 , . . . , n la funciôn 
de distribuciôn marginal unidimensional j-êsima de F^, Vr G N U  (o).
Demo s t rac iôn:
d
r,j r ” 0 ,3->• F . Para toda funciôn u : R  R continua
y acotada, se tiene u(x.) dF .(x.) - . ■ u(x.)dF .(x.).
Jr j r,3 3 r - » ^ ” Jjj 3 0,3 3
Por otra parte se cur île
u(x.)d F . (x.) = u(x.) d F (x ,...,x )
jp J r ,3 3 3 r i  n
Esta igualdad puede comprobarse facilmente verificândola en primer lu­
gar para funciones indicatrices y siguiendo despuês el proceso usual 
(funciones simples, paso al limite,...).
A partir de aqui la demostraciôn es trivial, pues por cumplirse 
Fj. —  ^  m ' Fq , se tiene tambiên
I u ( x . ) d F . ( X | ......X..) ; . I u ( X j ) d F ^ ( x ......X..) -
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3. ROBUSTEZ DE LOS ESTIMADORES
3.1. Planteamiento del problema. Concepto de Robustez.
Hasta ahora nos hemos limitado a estudiar la estabilidad del mo­
delo, que puede considerarse como una robustez "bâsica" o "primaria" 
inherentê a la distribuciôn a posteriori, segGn se indicô en el apar­
tado 2.4.2 del capîtulo anterior.
Cuando, a partir de la distribuciôn a posteriori, obtenemos un e£ 
timador puntual pasa el parâmetro 0, tiene sentido preguntarnos por 
la "robustez" de este nuevo proceso.
Consideremos, por tanto, el problema planteado con los mismos ele­
mentos y notaciôn del apartado II.2.2.
Dado un modelo (x,U), un est imador es una funciôn 0 * 0(®,x)
(con valores en R^) de la dens idad a posteriori x^(.| x) .
La def iniciôn de robustez que proponemos es la que parece mas 
acorde con nuestro planteamiento general:
, A A
DEFINICION III.1. Sea un modelo (X, p) y un est imador 0 » 0(ct,x)
con a G I y { x G R ^  | 0 <  { f (x | Q) dir ( 0) < <»} .
Ifi “
Diremos que 0 es cua 1 i t a t i vamen t e robuste en f ^  G (/ cuando,
o
para toda sucesiôn de verosimilitudes (f^ que
F (.10) -- -^-4. F (.10) V0 6 fi se verifies
«r r ^ » (%o
0^ > 0(a^,x) - §(a^.x) Vx G ^
Puede observarse que esta definiciôn no exige la estabilidad del
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modelo; incluso podrîan darse situaciones en las que el modelo fuese 
inestable y un determinado est imador fuese robusto. Con todo, estos 
casos deben considerarse como "pato 16gicos" y de egcasa importancia 
practice. La situacion que parece mas interesante es aquella en que 
el modelo es estable y nos preguntarnos por la robustez de un e s t ima­
do r concreto; este es el punto de vis ta que adoptamos a lo largo de e£ 
ta secciôn.
En resumen, ef proceso natural en el analisis de la robustez de 
un mêtodo de est imaciôn puntual serra, segun nuestro enfoque, estudiar 
en primer lugar la estabilidad del modelo y a continuaciôn la robustez 
de los estimadores que exigira, en general, condiciones adicionales.
Por otra parte, obsêrvese que la def iniciôn III.1 puede traducir- 
s e formalmen te en têrminos de continuidad siguiendo un procedimiento 
analogo al de los teoremas II.1 y II.2 que no repet iremos aquî.
En los restantes apartados de esta secciôn se establecen teoremas 
que proporcionan condiciones suficientes para asegurar la robustez de 
los principales estimadores.
3.2. Moda
La moda a posteriori es un est imador ampliamente utilizado en irr 
ferencia bayesiana donde puede considerarse que juega un pape 1 analogo 
al de los estimadores de mêxima verosimilitud en la teorîa frecuenti£ 
t a .
Con objeto de que el est imador este bien definido nos limitaremos 
a considerar densidades a posteriori que alcanzan su mâximo en un va-
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lor unico (densidades unimodales).
Cuando n es p^-contînua, la moda serS, en general, distinta 
segun que se elija la dens idad a posteriori respecto a x o respecto 
a (ver cap. I). Esta Gitima repreaentaci6n es la mas frecuente
en la practica. No obstante, el teorema que demostraremos a continua­
ciôn puede aplicarse indistintamente a uno u otro caso.
TEOREMA III. 4 . Dado un modelo (x, (/) , con fi « sea ^ la fun
cion caracterîstica de la distribuciôn a posteriori F.^®^(.|x). Su­
pongamos que
(i) (x, (/) es estable en f 6 V.
“o
(ii) Para toda sucesiôn S = {f } j^gjj ^  ^ tal que
d ^
F (.I0)  ^^ ^  F (.I0) V0 6 fi existe, Vx G ( j , una funciôn
®r o i=o i
g® : R^ --- 4- R tal que 1 ^  | £ g^ Vr 6 B o {o}.
(iii) Las densidades a posteriori son unimodales y continuas y verjL 
f ican lim x (01x) » 0 Va G I , Vx G X •
i e B -  “
Demostraciôn:
Sea S = {f } tal que F (.10)    " F (. |0) V0 G fi
a^ rGB  ^ “r r
Es to implica por la hipôtesis (ii) (ver la demostraciôn del teorema
II.5) que
X ( . I x) ----- 4- X ( . I X) unif ormemente en fi, Vx 6 X
Ot r 00 Cl ^r o r=o r
Sea 0^ = 0(a^,x) la moda de x^ (.|x) Vr G B U f o }.
Probaremos en primer lugar x^ (8^ | x) "^ 4- (0^|x),
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En efecto
Si X (0 |x) < X (6 Ix) se tiene Ix (8 |x) - x (0 Ix)I <
Cj. r ' - o ' “o °
< I TTq (0q |x) - TTq |x) I . Si X q  (8^|x) > Xqj (0q |x) entonces
r o r o
IX (0 Ix) - X (0 Ix)I < IX (8 Ix) - X (0 I x ) I . En c u a l q u i e r  c a s o  
' r ' o ' ' ' ot^  r ' r ' '
Vr e H, |x^ (8^1*) - (^o I*) I - ( h a
r o r o
h g  (©rl"'^ ■ (8^ I*) I ^  1  sup | x^ (©jx) - x^ (0|%) | "  0
r o 0 G fi r o
por la convergencia uniforme.
Supongamos ahora que no se cumpliese 0r r -*■ 00 o
Obsêrvese que la sucesiôn { 0 ^ } esta acotada pues, en caso
contrario, existirîa una subsucesiôn {0 } con
"p P® -p
po r  la h i p ô t e s i s  (iii) se t e n d r î a  x^  ^ (0^ |x) _ £ q = x^ ( 0^ | x)
S  p
lo cual es imposible por ser 0^ la moda de x^ (.|x).
Asî pues, existe una subsucesiôn {0 } y un t G fi, t 0 ta
/s "*
les que 0  *■ t; e n t o n c e srm m 4 oo
(8^ |x) - TT^  (t |x )| < |x^ (0^ |x) - x^ (0^ |x)| +
+ Ix (0 Ix) - X (tIx)| £ sup IX (01 x) - X (01 x) I +
“o *^ m “o 06 fi “r “o
+ Ix^ (0^ Ix) - x^ (T|x) I . 
o m o
El primer sumando tiende a cero cuando m ->■ œ por la convergen­
cia uniforme y el segundo por la continuidad de x^ . Asî, se ha ob-
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t e n i d o  (0^ | x) (x|x), co n  lo cual x ^  (t |x ) =
r XI o o
= X (0 Ix) lo que contradice la hipôtesis de ser x unimodal. 
a  o ' a
Se concluye 
Biador .
r r 4 00 y, por tanto, la robustez del estl
Discusion y comentarios
(a) La convergencia uniforme de las densidades a posteriori de- 
sempena un papel fundamental en la demostraciôn del teorema. No obs­
tante, esta condiciôn, por sî sola, no es suficiente para asegurar la 
convergencia de las mod as como prueba el siguiente contraejemplo:
Sea la funciôn de dens idad f : R 
h
R definida por
f (x)
^  (x-2n+a^) si x 6 [2n-a^,2n) (Vn 6 H)
- (x-2n-a ) si X G [2n,2n+a ]
2(x + 1/2) si X G [-1/2,0)
-2(x - 1/2) si X G [0,1/2]
siendo h = 1 - (1/2)” , a = l/(2”-l) Vn G H.
De|inamos ahora la sucesiôn de densidades { f ^ :
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k
^  (x-2r+hj.) si x G [2r-b^,2r|
r
k
^  (x-2r-b^) si x G [2r,2r+hj.]
f(x) en el res to de los puntos
siendo k^ . = 1 + (1/2)*^, b^ = 1 / ( 2^+1 ) , Vr G B.
Es inmediato comprobar que sup |f (x) - f(x)| — q y, por
X GE r «>
tanto, ~ f unif ormemente en K y , sin embargo,
Moda ( f ^ ) = 2 r  / *- Moda (f) = 0
La hipotesis lim X (6|x) = 0  se introduce precisamente para evi-
!l0|h“
tar situaciones como la del contraejemplo anterior y se puede debili- 
tar exigiendo simplemente que, para toda sucesiôn convergente de den­
sidades a posteriori la correspondiente sucesiôn de modas esté conte- 
nida en un compacte.
(b) La hipôtesis (ii) se introduce un icamente para asegurar la
convergencia uniforme de las densidades a t raves de una condiciôn rel£
t ivamen te sencilla y natural, aunque su verif icaciôn en un caso concr£ 
to puede resultar complicada. En este sentido, serra deseable asegurar 
la convergencia uniforme de las densidades a posteriori a través de hi. 
pôtesis sobre el modelo (x, (/) 'pero los enunciados résultantes serran 
demasiado complicados y artificales.
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3.3. Mediana
La mediana es un est imador generalmente conaiderado como "robu£ 
to", si bien su empleo esté mSs extendido en la metodologîa frecuenti£ 
ta que en la bayesiana.
A continuaciôn establecemos un resultado auxiliar que nos permi^ 
tira demo s t rar de inmediato la robustez cualitativa de la mediana a 
posteriori.
LEMA III.2. Dada una sucesiôn {F ^ } d e  funciones de distribuciôn 
(propias) en R sea una mediana de F^ Vr 6 H (es decir,
lim F^(x) = F'(y^) < 1/2 < F(W^)) .
X
Supongamos que F^ ~ -j F donde F es una funciôn de distr^ 
bue iôn (propia) en R.
Si y es cualquier punto limite de la sucesiôn {y^} de media
nas entonces y es una mediana de F. En particular si y es la
unica mediana de F entonces y ----- ->- y.r r oo
Demostraciôn;
For ser y punto limite de {y^}, existe una subsucesiôn
)p«B X"' "r y - n r
P P
Sean x', x" puntos de continuidad de F taies que 
X ' < y < x". Vamos a comprobar F(x') £ 1/2, F(x") £ 1/2. En efecto
y ------*■ y ===*> 3k 6 H | V p > K ,  x ' < y < x".
Tp p 4 o ' * ^ - 0 ’ tp
Por la monotonîa de las F se tiene
r
P
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Por tanto
Analogamente
1/2 > F (m ) > F (x ') 
_ r r — r 
P P P
lim F (x’) = F(x') < 1/2
p 4  oo T p
1/2 < F ( y  ) < F (x")
^P ^P ”^P
y lim F (x") = F(x") > 1/2
p4 00 ■^p
Se sigue que
F ( y )  = Sup (F(x) I X < y y F es cont. en x} £ 1/2 £
£ F(y) = Inf {F(x) | x > y y F cont. en x}
Para probar la segunda parte del enunciado comprobaremos que, si y 
es la unica mediana de F, entonces y es el unico punto limite de
la sucesiôn {y ^ , con lo cual se tendra y ^ ^ > y.
En efecto, {y^} esta acotada pues, en caso contrario, existirîa
una subsucesiôn {y } tal que y ---- ^ 4 oo (resp. -oo) ; eligiendo
m m
un punto de continuidad de F, x^ , tal que F(x^) > 1/2 (resp.
F(x ) < 1/2) se tiene F (x ) ----- 4 F(x ), luego 4r | Vr > ro r o r  4  00 o -J o — o
F (x ) > 1/2 (resp. < 1/2).
Asî, Vm I r > r , y < x (resp. y > x ) en contradic-
c iôn con y ^ ^ ^ ^ » 00 (resp. -™) .
Por tanto {y^} tiene un punto limite y '. Repitiendo el razo- 
namiento anterior se deduce que y ' es mediana de F y como, por hi­
pôtesis, la mediana es ônica, se tiene y ' = y .
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Se puede demostrar, con modificaciones triviales, un resultado 
analogo para cuantiles de orden arbitrario.
El resultado que nos interesa sobre la robuatez de la medians viene 
dado por el siguiente
TEOREMA III.5, Sea un modelo (ir.U) con n = R, tal que la medians 
de todas las distribuciones a posteriori es un ica.
Si (iT.V) es estable en f 6 1/ entonces la medians a poste-
®o
riori es un est imador cualitativamente robusto en f
«o
Demostracion:
Es inmediata a partir del lema III.2.
Discus ion y comentarios
(a) Este resultado coincide con lo que podrîa esperarse intuit i- 
vamente y viene a confirmar,en un nuevo sentido, la afirmacion comdnmen 
te admit i da de que "la medians es un est imador robusto".
(b) Introduciendo algunas modificaciones triviales se puede obte^ 
ne r un teorema analogo relativo a cualquier cuantil de la distribue ion 
a posteriori. Este resultado se utilizara en la secciôn 4 para estudiar 
la robustez de los intervalos de confianza.
3.4. Med ia
En este apartado establecemos dos teoremas referentes a la robu^ 
tez cualitativa de la media a posteriori. El primero de ellos requiere 
el siguiente resultado auxiliar:
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LEMA 111.3. Sea {F ^ } s u c e s i o n  de funciones de distribue ion (pr£ 
pias) y sea y “ |x|^dF (x). Supongamos que
(i) F ------*■ F siendo F f.d. propia,
r r ^ m .
(ii) Existe un p > 0 tal que la suces i6n ^Ypr ^ rGB esta acota 
da. Entonces
X dF(x) para s < p
a
Este es un resultado ampllamente conocido. La demostracion puede 
verse, por ejemplo, en Rao (1973) pag. 121.
La ut ilizac ion de este lema es bas tante obvia: En un mod elo esta 
ble basta con imponer que las distribuciones a posteriori tengan moraen 
tos absolutos de orden p > 1 acotados por una constante, para asegu- 
rar que la media a posteriori es un estimador robusto.
Por tan to, puede enunciarse el siguiente
TEOREMA 111. 6 . Sea un modelo (lT,l/) con Q = R. Supongamos que
(i) (ir.U) es estable en
o
(ii) Para toda sucesion { f^ ^rSB ^  ^ 9"^
F (.|0) — ^ -*• F^ (.|9) V9 6 î) se verifies que Vx 6
r o r=l r
3 K > 0 y p > 1 cumpliendoX X
f |e|
P ,  ( a  )
* d F  f (0|x) < K Vr G H
Entonces la media a posteriori es un estimador cualitativamente
robusto en f
— 96 —
Demostracion;
Es inmediato a partir del lema III.3.
DiscuslSn y comentarios
(a) La hipdtesis (ii) estâ enunciada en su -forma mas general.
Una condicion suficiente para que se verifîque es que tt tenga sopojc 
te compacte y que para toda sucesion debilmente convergente de distri^ 
buciones a posteriori las correspond!entes densidades estén uniforme- 
mente acotadas.
(b) Una idea natural es asegurar la aco tac ion de los momentos a 
posteriori a través de condlcîones impuestas directamente sobre el raoi 
delo pero nuevamente encontramos (anâlogamente al caso del teorema 111.4.) 
que nos verîamos obligados a imponer hip6tesis exceisvamente compile^ 
das y artificiosas.
(c) Se puede estudiar tambiên la robustez de la media a posterio^ 
ri s in necesidad de pasar por el lema III.3, mediante ideas similares 
a las utilizadas en el capitule II, para garant izar la convergencia 
de las dens idades. Este es el fundamento del siguiente resultado.
TEOREMA 111.7. Sea un modelo definido por V * (f^(*|9)» 9 6
(con I C R™) y la distribuciôn a posteriori tt en 0 c R ^ . Denote
mos por I el cierre topoldgico de I en R™ s iendo R * .
Supongamos que
(i) Para toda sucesion que lim = c 6 I ^ I ,
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se ver i f ica que J a  6 I tal que (.|6) -—  --*- F{% ( . | 9 ) V9 6 0 .
(ii) Para todo x 6 r " f^(x|9) es funcidn continua de (a,9)
en I X fi.
(iii) fi es compacte.
Entonces la media a posteriori es un est imador cualitativamente 
robusto en V.
Demostracion:
Segun se ha probado ya (ver teorema II.4, comentario (c)), las 
hipôtesis (i), (ii) y (iii) impiican la estabilidad del modelo y, mas 
aun, permiten demostrar que
lim a - CL *==> F (.10)  F (.16) V0 6fi *=»
■ r-> ° «r r " «o
^  f (xl0)  k f (x|e) Vx G r ",
«r “ “ o
00
V0 G fi ===î> TT (0|x) ----- -+ TT (0 I x) V0 G fi, Vx 6 X
«r ^ ^  i = o “ i
Ahora, para demostrar la robustez de la media a posteriori, to-
memos {a^} cump 1 iendo ct^ -—-----  ^ct^  6 I. Entonces
J = fctj.Jj.gji V  (ctg} es un compacte y J x fi también lo es.
Por otra parte, Vx G X^ , tt^(0 |x) =
= [| f^(x I 0) dir (0)]  ^f^(x|0) es f une ion continua de (a.0) en
virtud de la hipôtesis (ii), con lo cual podemos asegurar que
 ^ ° I I*) - ^x Vr 6 R, V0 6 fi
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Por Canto 0iT^  ( 0 1 x) £ 0K^ que es funcion Ti-integrable en SI 
(por ser compacto); aplicando el teorema de la convergencia dominada:
I Gw (0|x)dir(0) ^ ^ I 0ïï„ C0|x)dTr(0)
r /fi ^o
lo cual prueba la tesis del teorema.
3.5. Estimadores Bayes
Si nos situamos ahora en el contexto general, debemos introducir 
como elemento nuevo la funcidn de pirdida:
L : n X P  R
donde el espacio de acciones V es, en este caso, 0 ■= fi.
Como es usual, dîremos que a* = a*(x) es el estimador Bayes de 
cuando
r (a*) = min r (a), siendo r (a) «* I L(0, a)w (0 Ix) dw (0 ) 
o,x a g p (X, X a,x a
En la exposiciôn que signe supondremos, en todos los casos que este 
mînimo existe y es unico.
Se trata de estudiar la robustez cualitativa de los estimadores 
asî definidos .
Un ligero analisis del problema nos lleva a la conclusion de que
el modo natural de procéder es el siguiente:
(a) Dar condiciones para asegurar
r i ( I®) V0 6 n TT^  (0|x) ------ k
p o p
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Este problema ha aparecido reiteradamente en el desarrollo de 
la teorîa y ya se han estudiado en el capîtulo II las dos formas prin 
cipales de abordarlo.
(b) A continuaciôn, garantizar mediante hipôtesis adecuadas que 
las r^ ^ son continuas y que
r (a) = I L(0,a)TT (0|x)dTr(0) — — >-r (a) =a^,x j a I p ^ a, a^,x
1,
fi
L (0 , a)x^ (0|x)diT(0)
'fi
Se trata, en definitiva, de permuter el limite con la integral y êsto
puede hacerse utilizando el teorema de la convergencia dominada, o
b i e n ,  a s e g u r a n d o  la c o n v e r g e n c i a  u n i f o r m e  de las tt ( . | x ).
“p
(c) Cuando se han conseguido los objet ivo s propues tos en (a) y
(b), el problema se reduce a estudiar bajo que condiciones la convey 
gencia de una sucesion de funciones continuas a otra f une ion continua 
implica la convergencia de los correspondientes minimos al minimo del 
limite.
Esta situaciôn es completamente anâloga a la que surgio en el es^  
tudio de la robustez de la moda a posteriori. Como se vio a 11 i, intje 
resa asegurar la convergencia uniforme de las r e imponer alg^Op.x
na condicion suplementaria para evitar que los co r r e s pond ien t es mini^ 
mos "se vayan a infinite".
A partir de estas ideas obtenemos el siguiente
TEOREMA 111 . 8 . Sea un modelo (x , (/) con fi = y una funcion de
perdida L : fi x P   ^R cump1iendo que, para toda distribuciôn a
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posteriori asociada al modelo, el correspondiente estimador Bayes 
existe y es unico.
Supongamos que
(i) (x,l/) es estable en 6 1/
(ii) Para toda sucesion s = {f } (/ tal que
«p PG®
(. |8) --  *■ F (.19) V0 e fi existe, Vx 6 / O  , una fun-
“ p P * ctj, i=o “ i
ciôn in tegrable g® :  »■ R  cumpl iendo | xl —  *x
P ’
Vp 6 B U  {o}, siendo  ^ la funcion ca rac te rîs tic a asociad a à la
d istr ib uci ôn  a pos ter iori x^(.|x).
(iii) L es acotada y uniformemente continua en fi x fi.
(iv) Para toda sucesion S - {f } tal que F ^ |0) --- *■
“p PG® ®p
— ^ Fçj (. 10) V0 e fi, existe, Vx 6 , un con j unto compac^
o i*= 1 i
to C® fi tal que el estimador Bayes 0 = a*(o ,x) 6 C® Vp 6 B.
X P P *
Entonces, el estimador Bayes es robusto en f^ .
Demostracion;
Va G I y Vx G X^, se verifies que r^ ^ es funcion uniforme 
mente continua en /) » fi. En efecto, por la continuidad uniforme de 
L, dado e > 0 ^ 6 =• 6(e) tal que | L (8, a) - L(0,a')| £ C siempre
que |a-a'Q < 6.
Asi , se tiene:
|r^ (a) - r (a’)| < f |L(0,a) - L (8,a ')I (0|x)dx(0) < E
Cl»X Ot,X 01
siempre que |a-a'| ^ 6.
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Ademas, cuando F (• 9) ------► F (. 0) V0 6 fi, se verif ica
a p ->• <x> etp o
Vx 6 ( A r  »■ r unif ormemente en fi.
i=o «i «p**
Ademâs, por (i) y (ii) (ver teorema III.4) tenemos que 
(.Ix) - ^ x^ (.Ix) uhiformemente en fi, y
sup Ir (a) - r (a)| < sup [ |L(0,a)||x (0|x) - x (0|x)|dx(0)£
a e P  "p'* “o ’* ae f^i “p “o
1 M sup IX (0|x) - tr (81 x)|dx(0) + 0
f^i 06 fi p o ^
Sean ahora 6^ y 9^ los est imadores Bayes asociados a x^ (01x)
y x^ (0Ix), respectivamente.
Supongamos que no se cumple 0^  ^^ Por la hipôtesis
(iv), 2 G C fi, C compacto, tal que 0^ 6 C Vp 6 B. Entonces si
0 — A— ► 0 ,  a 1* 0 , a 6 C , y existe una subsucesiôn de {0 },
P o o o o p
a la que designaremos por {0 } tal que m m -»■ «> o
Esto implica r (0 )  >■ r^ (a ) puesotjij, X m m - v o o  Ct^,x o
l'a - 'a -  l'a ‘ 'a .x'^rn'l +
m o m o
+  k a  , x ( ^ m )  -  , x ( « o )  I d o n d e  I r ^  , x < ^ m >  ~  , x f 9 m > l  1
i l’^a ,x( = ) - ,x( = ) I 0 y
a G P m o
I r^ (ê ) - r (a ) I  >■ 0 por la continuidad de r
a ^ , x m  a ^ . x o ' m - * - ” “o»*
Por otra parte, r (0 ) ------*- r (0 ) ya que
“p.x P p->-oo ot^, X o
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I' . ( § ) - ' »O p . X  O « 0 » *  O ■ p ->■ 00
En definitiva, r (a ) «5 r ($ ) con a j* 6 lo cual contradi ct^, X o a^,x 0 0 0  —
ce la unicidad del estimador Bayes.
Se concluye 0 ------*■ 0 y, por tanto, la robustez cualitativa
p p 00 o
del estimador.
3.6. Concliisiones
Los resultados obtenidos coinciden en lineas générales con las 
ideas sugeridas por la intuicion y la practice estadîstica. Pueden coii 
cretarse en las siguientes consideraciones:
(a) La mediana es un est imador robusto siempre que el modelo sea 
estable.
(b) La robustez de la media a posteriori exige condiciones mucho 
mas restrictives.
En la teorîa de la robustez "frecuentista" desarrollada por Ham 
pel, la media muestral (que en muchos modelos coincide con la media a 
posteriori) aparece como ejemplo tîpico de estimador no robusto. Esto 
supone cierta discrepancia con la teorîa presentada aquî, lo cual es 
perfectamente natural teniendo en cuanta que ambos desarrollos se basan 
en enfoques muy distintos.
(c) La moda a posteriori solo es estimador robusto bajo condici£ 
nés muy fuertes.
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(d) En suma, puede decirse, de. una manera informal, que la ord£ 
nacion de estos tres estimadores por orden creciente de robustez, es.' 
moda, media, mediana.
(e) Para asegurar la robustez de un est imador Bayes genérico 
(ver teorema III.8) se exigen condiciones similares a las que se nec£ 
sitan para la moda ademâs de ciertas hipôtesis de acotaciôn y continu^ 
dad para la funciôn de përdida.
(f) En los teoremas relatives a la mediana, la moda y los estima^ 
dores Bayes, hemos impuesto como hipôtesis previa la unicidad del es t£ 
mador para todas las posibles distribuciones a posteriori. En modelos 
mas complicados pueden surgir o t ro s problemas suplementarios de "no r£ 
bustez" debido al hecho de que puede desaparecer la unicidad al produ- 
cirse pequenas alteraciones en la verosimilitud.
(g) Finalmente, debe resaltarse el importante pape 1 que desempe- 
na la hipôtesis de compacidad del espacio pa rame t r ico fi (o bien la 
condicion anâloga de que X tenga soporte compacto). La mayorîa de los 
resultados se simplifican con ella y, de hecho, ha sido necesario in­
troducir la en alguna ocasiôn. Puede decirse, "grosso modo", que la com 
pacidad del espacio paramétrico es una cierta garantis de robustez.
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4. ROBUSTEZ CUALITATIVA DE LAS REGIONES DE CONFIANZA Y TEST DE 
HIPOTESIS BAYESIANOS,
Después de analizar la robustez de los estimadores, parece natu­
ral estudiar la extension de nuestro concepts de estabilidad a los 
otros dos problemas clSsicos de inferencia: La estimaciôn por regio- 
nes de confianza y el contraste de hipôtesis.
Segun senalâbamos en 1.2, el tratamiento de estos problemas por 
mêtodos frecuentistas encuentra sérias dificultades cuando se trata 
de enunciar definiciones rigurosas de robustez que recojan las ideas 
intuitivas y, al mismo tiempo, resulten manejables.
Nuestro enfoque, aplicado a la metodologia bayesiana, permite 
enunciar def inic iones de robustez "naturales" para ambos problemas. 
Ademâs, en el caso de los tests de hipôtesis, el tratamiento matemât£ 
co es sumamente sencillo si tomamos como punto de partida el concepto 
de estabilidad de un modelo analizado en el capîtulo anterior. Natu- 
ralmente, esta mayor sencillez no puede considerarse como un argumen 
to decisivo; en una situaciôn concrets puede discutirse que metodo 
ofrece una mayor riqueza de ideas, adaptaciôn a la realidad y simply 
cidad de manej o . En gran parte, esta eues t iôn results inseparable de 
la polemics entre frecuentistas y bayesianos.
4.1. Tests de hipôtesis
Con la no tac iôn usual, consideremos un modelo (x, (/) y un con­
traste de hipôtesis paramétrico planteado en la forma
: e g C R , Hj : 0 G fij = fi
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Siendo 9 el parâmetro de interés en la verosimilitud "teôrica"
fpj ( . I 8) . Como es sabido, el tratamiento bayesiano de este problema
(sin funcion de pirdida) consiste en calculât las probabilidades a 
posteriori
^ a ^ ^ o   ^ ^  I , x ^ ( H j | x )  =  f (9|x)dx(0)
o •’fi^  o o •'fij o
que nos indican el "grado de creencia" a posteriori de cada una de las
dos hipô tesis.
Esto nos conduce de inmediato a la siguiente
DEFINICION III.2 . Diremos que un test de hipôtesis bayesiano es cual£ 
t a t ivamen t e robusto respecto al modelo (x,l/), en f ^  6 1/ cuando,
para toda sucesiôn {f ^ j^-gu verosimilitudes de 1/ tal que
.F (. |0)  i F (. |0) V0 G fia r -*■ <» a
se cumple
r o 1=0 ^
siendo = {x 6 r " | 0 < j f^ j ( x | 0 ) dx ( 0) < <»} .
Siempre que la frontera de fi^, 9fi^, tenga probabilidad ceto
respecto a x^ (.|x), (lo cual sucederâ, en particular, siempre que
X (9fi ) = 0), la estabilidad del modelo en f implica la robustez
o
del test. Este hecho es consecuencia directs de la siguiente caract£ 
rizaciôn de la convergencia débil:
F J. J. 5 gg-» F si y solo si para todo con j unto medible A tal que
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I dF = 0 se verifies dF — , + I dF.
Por tanto, puede decirse que la robustez cualitativa de los test 
Bayesianos esta implîcita en la estabilidad del modelo, a diferencia 
de lo que ocurre con la robustez de los estimadores que reqiiiere, en 
general, condiciones adicionales.
4.2. Regiones de confianza
Dado un modelo (x,U), supongamos que se dispone de un criterio
que nos permite determinar, para cada densidad a posteriori x^(.|x),
un con j unto ^ c fi tal que | Xjj(0|x)= d x ( 0 ) =l-g siendo
®a,x
3 6 (0,1) una constante prefijada.
S ^ es, por tanto, una region de confianza para 0 asociada a
x^(.|x) al nivel de probabilidad 1-3.
Cuando se intenta adaptar el concepto de robustez cualitativa a
la est imac iôn por regiones de confianza, el primer problema que surge 
es définir adecuadamente la "proximidad" entre regiones de R . Una 
idea que parece plausible en este sentido, es considérât que dos re­
giones A y B estân "prôximas" cuando su diferencia simêtrica 
A 6 B = (A'-'B) u (B^A) es un con j un to "pequeno" .
DEFINICION III.3 . Diremos que el método de estimaciôn definido por 
las regiones de confianza ^ es cualitativamente robusto en
f Q 6 1/ cuando, para toda sucesiôn de verosimilitudes {f JrGH ^
° d
tal que F (.10)  -----*■ F (.10) 98 G fi, se verifies
a,. ' r 00 a„ '
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û v.x> ° « C  Xa.
Discusion y comentarios.
(a) Obviamente, la robustez asî definida depende del modelo 
(x,l/) y del criterio adoptado para elegir las regiones En in
ferencia bayes iana es frecuente utilizar regiones de confianza a las 
que se impone la condiciôn de tener "maxima dens idad a posteriori" 
(M.D.P.), es decir, que ^ se détermina exigiendo que cump la
I x^(8|x)dx(0) - 1-3 y x^(0J x) > x^(0 2 lx), V0J 6
^a, X
^a.x
En general esta condicion no es suficiente para determinar de 
forma un ica las lo cual obliga a introducir criterios adici£
nales .
(b) Si definimos, para cualquier par A,B de subconj un tos de
Borel de fi, d^(A,B) = x (a A B )  se tiene que d^(A,B) = d^(B,A) y
también para todo con i unto C de Borel, d^(A,B) d^(A,C) + d^(C,B)
ya que (a A b ) C (A A C) U (BÛ-C).
Sin embargo, d^ no es una distancia pues es claro que no cum­
ple en general d (A, B ) = 0 A = B. Este inconveniente puede o^
viarse id en t i f i cando las regiones que d i f i e ran en conj un tos de x-me- 
dida nu la. Formalmente és to supone définir en la familia B de sub­
con j un to s de Borel de fi, la relaciôn A ~ B x ( A A B ) = 0.
Es trivial comprobar que ~ es relaciôn de equivalencia. Por tan 
to, d^ induce en el conjunto coc ien t e B/~ una distancia, lo cual
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nos permite dar una interpretaciôn matemâtica y estadîstica de la d£ 
finiciôn III.3 en termines de continuidad. La formalizaciôn de esta 
idea es inmediata y no se darâ aquî.
El siguiente teorema prueba la robustez cualitativa en el caso 
de intervalos de confianza unidimensionales def inidos mediante cuan­
tiles (prescindiendo del criterio M.D.P.).
TEOREMA II 1.9. Sea un modelo (x,(/) en el que fi = R, x es U^-coii 
tînua y todas las distribuciones a posteriori son W^-cont înuas.
Para todo 6 G (0,1) sea G e l  cuantil de orden B de la
P , X
distribuciôn (.Ix) (e.d. F^“  ^  ^ ’ Y definamos como
regiones de confianza con nivel l-g^ a los intervalos 
S “ 1 donde B,.Bo G (0,1) son constantes prefijaOtjX pifX  ^ ^
das taies que Bq = Bj + B2 »
Si (x, 1/) es estable en f entonces el metodo de estimaciôn
“o
asî definido es cualitativamente robusto en f
Demostracion:
Sea {f } c y tal que F (. |8) --  ^  ^ F (.18) V8 G fi.
ctj. rGB  ^ “ r r » «o
Entonces por la estabilidad en f^ , se tiene
(a ) . (a ) «
F (. I x) ------*- F (. I x) Vx G A A  ^ » siendo
X • r 00 X r = o “ r
= {x G r" I 0 < j  f^(x|8)dx(8) < «}
Teniendo en cuenta la robustez de los cuantiles a posteriori (ver 
apartado III.3.3), esto implica:
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(c J.) (ctp) («J,) J'
®B^,x r -K y 1^ Bg.x r ^ ^
(r) (r)'
Denotando por I e I los intervalos cerrados de extramos 0 ,
61 » X
(«„) («r) Wj,)
8g y 8 2_g , 8j_g respective mente, y hac iendo
T = S A s  se signe que
r a^,x ,x
Ut (T_) = U, d î ’’^  UL' r' "L' 1 ^ 2 " r + "
A partir de aquî d emo s t raremo s que x(T^) ^  ^ 0. En efecto,
si no fuese asî existirîan e > 0 y una subsucesiôn {T }  ^ taies
r men
que
' 4 ;  y =
m 2  m
Entonces, el conjunto A = lim sup T^ . = B (siendo
oo m p= 1
B = T ), verif icarla
^ m=p ^m
Pj (A) = P j d i m  B^) = lim Uy(B„) ± I (T^ )
m=o
y ademâs x(A) = X (1im Bp) = lim x(Bp) 2 G .
Sin embargo, p^(A) = 0  y x (A) 2 G contradice la hipôtesis
de ser x p^-continua.
En definitiva, se concluye x(T^) —  ^  0 y, por tanto, la r£
bustez cualitativa del metodo.
5. ESTABILIDAD CONJUNTA
El concepto de estabilidad propuesto y analizado en esta memoria 
sugiere la posibllidad de esbozar lo que podrîa llamarse la "teorîa g£
110 -
neralîzada de la estabilidad en inferencia bayes iana" cuya principal 
lînea de trabajo consistirîa en estudiar la estabilidad (en el sent£ 
do de "continuidad") de los métodos de inferencia cuando todos los 
elementos del problema (distribuciôn a priori, verosimilitud y fun­
ciôn de perdida) varîan simultâneamente^la teorîa desarrollada en el 
présente trabajo puede considerarse como un primer paso en esta dire£ 
ciôn. Una segunda etapa serîa analizar la "estabilidad conjunta", re£ 
pecto a la verosimilitud y a la distribuciôn a priori, del "operador 
Bayes". En otras palabras, se tratarîa de estudiar como afectan a la 
distribuciôn a posteriori los "pequenos cambios" simultâneos en x 
y en f. Este es preciSbmente el ob j et ivo de esta secciôn.
El concepto fundamental se establece en la siguiente
DEFINICION III.4 . Consideremos el "modelo generalizado" (P, (/ ) don 
de, con la notaciôn usual, P es una familia de verosimilitudes y 
P es un conjunto de distribuciones a priori sobre fi.
Diremos que (P, (/ ) es estable en (x, f ^ ) 6 P x V cuando, para
O d
toda sucesiôn S={(x^,f^ ^^rSB  ^^ ^ tal que x^  ^^ ^ ' x y
F ( . l e)  -----    F ( . | e)  V0 6 fi, se verifiesr a> O q
r r.=o
siendo Xy " t* ® • R” | 0 < j <x|0)dx^(0) < <»} .
-'fi r
El teorema que demostramos a continuaciôn proporciona una condi. 
ciôn suficiente para asegurar la estabilidad conjunta de un modelo 
generalizado .
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TEOREMA 111 . 10 . Sea un modelo generalizado ( P, (/) donde P es un
conjunto arbitrario de distribuciones sobre fi c R^.
Supongamos que la familia (/ verifies
(i) Para toda sucesiôn {f } C \/ tal que F (JG) -------+
oCj. r6H ar r
 ^ F (. I G) V0 6 fi se cumple f ( x | . )    > f (x|.) unifor
o «P ' r » m ~
memente en Q Vx G R ® .
(ii) f^ (x|.) es funciôn continua y acotada en fi Vx 6 r " . 
Entonces, (P,U) es estable en (x,f^ ) Vx 6 P .
Demo s t rac iôn:
Sea ( (x^, fgj )}j.gj, C V  tal que x^ S A x 6 p y
Fq (-1®) -- t Fq (.1®) 90 G fi.
r o
Por la hipôtesis (i) tenemos, para un x G r " f ij o :
9e > 0, 3^0 ~ ( E ) G N tal que Vr >• r^,
I ( x | 8) - (*|G)I < E
Esto implica
f (f (x|0)-&)dx (0) < f f (x|0)dx (G) < (f (x|0)+E)dx (0)
Jfi «o ' jfi «r - Jfi “o
Pero I f ^  (x|0)dx^(0) - ^ (*|8)dx(0) y a que (x | 0)
fi o f i n  o
es funciôn continua y acotada de 0 y x^ r ^ oô*^ ‘ As I pues
I f gg (x|0)dx(0)-E < lim inf j f ^  (x | 0) dx^ (0) < 
fi o  ^fi r
< lim sup f (x| 0)dx (0) < [ f (x| 0)dx(0) + E, Ve > 
h “ r Jo “ o
DîBLIOTECA
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Se sigue
f f (x|9)dx (0) > f f (x|0)dxC0) (1)
Ifi “ r  ^ ^ J(i
Por otra parte, para toda funciôn u ; Sî ► R continua y acotada
tenemos también
f^ (x|0)u(0)dx^(0)  ^ ^ f^ (x|0)u(0)dx(0) (2)
El razonamiento es idéntico al utilizado para demostrar (I) ya que
Rpj (x|.) = f^ (x|.)u(.) —  - g^ (x I . ) = f^ (x| 0)u(0) uniformemen 
r r o o
te en fi (por ser u acotada) y g^ (x|.) es también funciôn cont£
o
nua y acotada en fi.
En definitiva, de (1) y (2) résulta que para toda funciôn I
u : fi --- *■ R continua y acotada :
f u(0)dF^"’^ \. |x) = [f f^ (x|0)dx^(0)]-^ f u(0)fjj (x|0)dTT^(0)H.
f^i r •'fi r ■'fi r
œ* [| fa (x|0)dx(0)]  ^ I u(0)f„ (x| 0)dx(0) =
-'fi o 'fi o
r (a^)
u(0)dF (.Ix)
Jfi ^o
Vx 6 R^ j 0 < I f^ (x|0)dx(0) < ® y 0 < j f^ (x|0)dx^(0) <
Vr G B
quedando probada la estabilidad en (x,f^ ).
Discus iôn y comentarios
(a) Como puede observarse, la clave de la demos traciôn esta en 
la convergencia uniforme de las densidades. El teorema II.6 da una
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condicion suficiente, bastante natural y atnplia, para que se cumpla 
esta hipôtesis.
(b) Se pueden obtener otros teoremas anâlogos en los que se util£ 
ce un esquema de demostracîôn distinto (el teorema de Scheffe en lu- 
gar de la def in ic iôn de convergencia débil). Para ello, séria neces£ 
rio imponer hipôtesis mas fuertes sobre P con obj e to de asegurar la 
convergencia pun tuai de las dens idades a priori aunque, paralelamente, 
podrîan rebajarse las restricciones sobre V.
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