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Asymptotic results are obtained for an initial-value problem for singularly 
perturbed systems. Existence of bounded solutions to singularly perturbed 
systems is deduced from the results of a previous paper [9]. These results 
significantly enlarge the class of limiting asymptotic solutions of singularly 
perturbed systems inasmuch as the limiting solutions satisfy equations more 
general than the classical reduced system. These results generalize those of 
Tikhonov [3] for the initial value problem, Flatto and Levinson [6] for the 
existence of periodic solutions and Hale and Seifert [7] for the existence of 
almost-periodic solutions. 
1. INTRODUCTION 
Systems of ordinary differential equations of the form, 
(l.lb) 
where x, y  are real vectors of arbitrary but finite dimensionality and E is a real, 
positive parameter, are said to be singularly perturbed [l, 21. (More general 
singularly perturbed systems have been considered in the literature, but this 
paper is restricted to systems of the form (l.l).) 
I f  we formally put E = 0 in (1 .I), we obtain the lower-order system, the 
Reduced or Degenerate System, 
0 = g(7, x, y, 0). (1.2b) 
* This work was supported under AF-AFOSR, Grant No. 2284-72. 
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The standard results of singular perturbations theory are concerned with 
establishing the relation between solutions of (1.1) and (1.2). For the initial 
value problem, the classical theorem of Tikhonov [3] established the con- 
vergence as E --f 0, of solutions of (1.1) to those of (1.2) over finite intervals 
in T. This result was used to develop asymptotic expansion in powers of E by 
Trasileva [4], and extended to infinite intervals by Hoppensteadt [S]. The 
existence of periodic and almost periodic solutions to (1.1) when (1.2) pos- 
sesses such solutions has been established by Flatto and Levinson 163 and 
Hale and Seifert [7], respectively. 
In all of this work it becomes necessary to consider a related equation, the 
Boundary IaJer Equation, 
dz 
- = g(T, x, z, O), 
dt 
in which 7 and x are treated as parameters. If  the Eq. (1.2b) is solved for -\ 
to obtain y  = $(T, X) we see that z = $(7, X) defines a constant solution of 
(1.3) in terms of parameters r and x and it is customary to make assumptions 
about this solution and its behavior when the parameters T and x are varied. 
The results mentioned above may be made more clear by means of the 
following heuristic explanation. Equation (1.1) shows that the y-vector 
varies much more rapidly than the .v-vector. The variation of y  is approx- 
imated by the boundary layer equation (1.3). I f  the solution +(7, X) of this 
equation is assumed asymptotically stable, it follows that nearby solutions of 
(1.3) approach 4 as t + co. Therefore, under suitable conditions, for small E 
the behavior of x may be obtained by replacing 3’ by 4 in ( 1.2a). The assump- 
tions on the stability of 4 and on its dependence on 7 and x are crucial in 
obtaining these results. 
The primary result of this paper is to show that it is possible for solutions 
of (1.1) to approach asymptotic limits different from the solutions of (1.2). 
This happens when (1.3) possesses a nonconstant solution &t. T, s) that is 
bounded in a sense to be made precise later. 
In this case we show that the equation satisfied by the limiting solution is 
obtained by substituting$(t, 7, X) for 4’ in Eq. (1.1 a) and then averaging over t. 
The precise definition of this average is given in Section 2. In addition to 
assumptions of a stability nature, it turns out to be necessary to make some 
crucial assumptions about the average of j. 
In case 4 is a constant solution of (1.3), the averaging process becomes 
trivial and we are left with the Eq. (1.2a) for x in the limit. We thus recover 
earlier results as special cases of our result. Pontryagin [8] has obtained a 
result for the initial value problem following somewhat similar analysis for 
the more restricted case where f  and g in (I. 1) are independent of T and 4 is 
periodic in t. 
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In Section 4 we show that an earlier result [9] leads to the existence of 
bounded solutions to (1.1). This represents a generalization of [7] in the same 
sense as above, i.e., the asymptotic limits of the bounded solutions of (1.1) 
belong to a larger class than in [7] and the equations they satisfy are obtained 
by an averaging procedure. 
2. FORMULATION OF THE INITIAL VALUE PROBLEM 
Consider the singularly perturbed real differential system 
(2.1) 
dY E & = g(r, x, y, E)’ Y(O) = Yo 9 
in which x and f are n-vectors, y and g are m-vectors and E is a positive 
number. Furthermore, f is a once continuously differentiable, and g, a 
twice continuously differentiable mapping from S, to Rn and Rm respectively, 
S, being the set: 
where g1 x %a is a bounded domain in R” x Rm, containing the origin. 
Further restrictions are imposed on f and g through assumptions detailed 
below. 
The equation 
(2.2) 
in which 7 and x are regarded as parameters, is called the Boundary Layer 
Equation. 
HYPOTHESIS Hl. Equation (2.2) has a solution y =+(t, 7, x) that is 
contained within B, for 
(t, 7, x) E s, = {t 3 0,o < 7 <L, x E &}. 
The partial derivatives a+/& and +/ax are also bounded on S, . 
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HYPOTHESIS H2. The limits 
exist uniform/y over &‘, = {(T, x): 0 < 7 <L, x E yl) and are independent of t. 
Thus 
We strengthen these hypotheses somewhat by assuming that there exists an 
M > 0 such that 
/ St,= [f - fJ ds j + 1 (+= [s - +] ds ( + j (+= [g - g] ds i 
I 
d fiJ, 
for (t, T ,  X) E S, and all T > 0. 
The equation 
(2.4) 
(2.5) 
is called the Averaged Equation. The general solution of (2.5) is denoted 
by [(T, x0), satisfying {(O, x0) = x,, . 
HYPOTHESIS H3. If X,,E Yl, the solution ((7, x,,) stays inside gl for 
o<T<L. 
Defme the matrix c(T, l ) by 
c(T, e) = $ (‘-9 [(T, .ro), 4 ($ > ‘-1 c(T.1 x0,) , 0) . 
We note that C depends on x0. 
HYPOTHESIS H4. The linear equation 
(2.6) 
dx - = dc(T, l ) X 
dr (2.7) 
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has a fundamental matrix Y(r, l ) satisjjing the inequality, 
] Y(T,  e) Y-l(s, E)\ ,< k, exp[--E-$(7 - s)] for 7 > s, 
where k, and 01~ are positive numbers independent of E and x0 . 
Then we have the following result. 
Pfo 
THEOREM 1. Under the Hypotheses HI-H4, there exist positive numbers K 
and E*, such that if 
I Yo - #(O> 0, x0)1 < K (2.9) 
and 0 < E < E*, the sohtion X(T, E), ~(7, l ) of the Initial Value Problem (2.1) 
exists for 0 < T  < L. Furthermore, we have 
(2.10) 
The first limit in (2.10) is uniform over 0 < 7 <L and the second, over 
r1 < 7 <L for any r1 > 0. 
Remark. If the solution $(t, T, x) is independent of t, i.e., C$ is a constant 
solution of the Boundary Layer Equation, a reference to (2.3) shows that 
fo(T, x) = f(T, x, 4(T, x), 0). (2.11) 
As a result, the averaged system (2.5) is just (1.2a) of the reduced system 
with +(T, x) substituted for y. The problem therefore reduces to Tikhonov’s 
problem when 4 is a constant solution of (2.2). 
The proof of Theorem 1 is given in the next section. The major steps in the 
proof are as follows. 
(i) We use a transformation from (x, y) to new variables z, # such that 
the equations in the new variables have a nonlinear part satisfying some well- 
defined bounds. Equation (2.4) of Hypothesis H2 is crucial in obtaining 
these bounds. This transformation is based on a transformation due originally 
to Krylov and Bogoliubov that is basic in results employing averaging 
[lo, p. 320-323; 9, Lemma 1, 21. 
(ii) We show that, provided the solution of the z - # system enters 
a sufficiently small neighborhood of the origin at a time 71 > 0, the solution 
stays within an arbitrarily small neighborhood of the origin for sufficiently 
small E, for pi < 7 <L. This is done using hypothesis H4 and the bounds 
on the nonlinear parts obtained in (i). 
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(iii) We show, finally, that the solution of the z - J, system does indeed 
enter an arbitrarily small neighborhood of the origin at a time or that shrinks 
to zero with E. This step again depends heavily on Hypothesis H4. 
3. Proof of Theorem 1. Define w(t, 7, x, 6) by 
w(t, T, x, e) = 
s 
ot exp[--E(f - s)] [f(~, X, $(s, 7, s), 0) -.~JT, x)] A. (3.1) 
Then from Hypothesis H2, it can be shown that i;w/F~, Fw/& and zc are 
bounded with a bound independent of 6 on 
s, = {(f, 7, s, E): t E [O, co), 7 E [O,L], 3 E 31 ) 0 <I E 5; E,,).. 
(See, for example, [9, Lemma 1, 21. Furthermore, zu satisfies the partial 
differential equation 
Put 
(3.2) 
(3.3) 
Substituting in (2.1) and observing that for sufficiently small E, 
0 < c <. Ed < l s, the matrix [I + E(~w/&)] has an inverse of the form 
[I + EW(T, 6, l )] where the matrix W is bounded, we obtain the equations 
in the new variables: 
g =.M7, E) +.k Et $9 E)? 
dJ, 
W) = x0 , 
(3.4) 
where 
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Introduce another transformation through 
(3.7) 
Then substituting in (3.4) and simplifying, we have 
where 
z(0) = 0, 
(3.8) 
- = ClC(T, c) $h - e-l&, x, 9, E), 
dr W) = *cl v 
h(T> z> #, e) ES fo(Ts t(T, %I) + x> -f&T, t(T, x0)) + f(T, t-(T, x0) + x, $9 E), 
k(T, z, $3 E) ES !(T, ((7, %) + z, ‘jh l ) - c(T, c) + (3.9) 
This may be written in the following form, 
(3.10) 
where 
A(T) = $ (7, t(T, xo)), 
and 
k(T, Z, 4, 6) = h(T, 2, t,b, C) - AZ - @i 
The smoothness and boundedness properties of the functions occuring in 
(3.10) are crucial for the subsequent analysis. In order to state these precisely, 
we define the set 
s, = ((7, z, #, + 0 < T~L,~:ER~,lC,~Rm,I~I+I~l~~~,O<~~~~~, 
(3.12) 
~a > 0 is such that 
lzl +I#1 G%*(x,Y)E% x 92 
on tracing through the transformations (3.3) and (3.7). 
(3.13) 
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Then it is seen that A, k as well as their partial derivatives with respect to z 
and rj tend to zero as (I x 1 + [ If, \ + E) + 0, uniformly in T. In fact, a close 
examination of the Taylor expansions of h and k shows that there exist 
positive constants A, p1 and ps such that 
forOdTdL,j~~I+I~~I~vdv,,i=1,2,O~~E~~.Furtherrnore, 
B(T,~)isboundedforO<~<L,O<~<q,. 
This completes step (i) of the proof. In step (ii) we show that given any 
v > 0 there exist positive constants Y(Y) and Q(V) such that if E < <I , any 
solution of the initial-value problem (3.10) that enters the y-neighborhood of 
the origin at some time Tl > 0 stays inside the v-neighborhood of the origin 
fOrTl<T,<L. 
For any v -< v,, , let 
B,” = (f: J-+ R”, llfll < 4, 
where J = [0, L] x (0, q,] and the norm /If// is defined by 
llf II = a< s<l.o<r<c, lfCTy 4’ ’ sup 
(3.15) 
(3.16) 
and further, for an n-vector x, we use 
Let u: J+ Rn, a: J- Rm be such 11 u II + 11 ‘u Ii < V. 
Then (u, w) E Br++“. 
We shall next define an operator on Bf+*’ and use the contraction mapping 
principle to obtain our result. 
Let @(T) be an n X n matrix satisfying 
& @(T) = A(T) Q(T), (3.17) 
M1 a positive number such that 
(3.18) 
and (a, b) E R* x Rm, constants with 1 a 1 , 1 b I to be chosen later. Also, let 71 
be a positive number less than L. 
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Then we define the operator F on Bf+” by 
r [;I = p] = @(T) aqT1) a + J-i tqT) @-l(s) 
+ l -l IT; y(T, E) y-‘(s, c) k(s, U(S, E), O(S, E), E) ds. (3.19) 
We see that a fked point of this operator corresponds to a solution of (3.10) 
passing through the point (a, b) at time 71 . We shall establish the existence 
of a fixed point by showing that 9 is a contraction. 
Let iV12 > 0 be such that 
1 Q(T) @-+)I < M, forO<r<L, O<s<L. 
Then for T1 < 7 <L we have the following estimates, 
(3.20) 
< K-%+ + PC) [II u’ - u” II + II z+ - 7~” Ill, 
II Pi - Pi II f c-l J-1 4 exp (- + (T - 4) (w + P2’) 
x [I u’(s) - u”(s)I + 1 w’(s) - w”(s)l] ds 
f MAW + 1-4 [II u’ - u” II + II 0’ - d’ Ill. 
(3.23) 
(3.24) 
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Pick vr and then or such that 
The Ed chosen here depends on vr and for any v  < vr , we can find Q(V) to 
satisfy the above inequalities. Then Q(V) --f 0 with V. Now for any v  :! v1 , let 
y(v) = min ( + , *) , (3.26) 2 1 
and pick a, b such that 
Ial<+, lb] +. (3.27) 
Then for any v  < vr we find from (3.21)-(3.24) that 
(3.28) 
This shows that F is a contraction on Bf+“’ and hence possesses a unique 
fixed point. The fixed point of F’, from (3.19) is evidently a solution of (3.10) 
that is in the y(v) neighborhood at 7 = 7t and remains inside the v-neigh- 
borhood for or < T <L. 
Step (iii). To show that the solution of the IVP (3.10) does indeed 
enter the y(v) neighborhood at some time it, 0 < it <L, we first assume 
that the solution of (3.10) exists on [0, L] and that 
II z II $- II 1cr !I G 1’2 I (3.29) 
where vB :< v0 will be specified later. 
At this stage we return to the z - (I, equation in the form (3.8) and write 
it as an integral equation 
(3.30a) 
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Let Ma > 0 be such that 
Then from (3.30a), we have 
I +)I 9 J&T. (3.32) 
Choose TV’ such that 
WTl’ < rhn 
Then 
1 z(T)1 < Y/2 for 0 < 7 < 71’. 
Now from (3.3Ob), we have 
(3.33) 
(3.34) 
1 $&)I < kl 1 $0 1 eXP (- 5) + e-l s,’ [a& exP (- + (T - s)) 
(3.35) 
+ fw exP (- +- (7 - s)) I $@)I] ds9 
where we have put 
K = $ [x” + $ (w + PZVZ)] , CL = I%' + 1192 * (3.36) 
Therefore the scalar function 
Y(T) = exp 
( ) 5 I WI , (3.37) 
satisfies the inequality 
Y(T) < k, 1 #,, ) + 4 6 a,K exp (F) ds + cl/o’ &Y(S) ds 
< 4 I A I + K (exp [F] - 1) + l -%p Jo7 T(S) ds. (3.38) 
Applying the generalized Gronwall’s inequality [IO] to (3.38) and sim- 
plifying, we have 
y(T) d 
(3.39) 
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Therefore, 
Now we choose va and l s < l 1 such that 
MPl% + w!) < %3. 
With this choice of us it is possible to pick c*, v* < v1 such that 
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(3.40) 
(3.41) 
K% kl “* + r/2(v*) [cll~* + ~Lz’*l < min =- 
( 
Y(‘*) 
% - klP al 1 - &/or,) (PI"' + wz'2) 
- P kl I Al I) - 4 
(3.42) 
From (3.42) we see that the right side of (3.40) is a monotone decreasing 
function of 7 having values between k, ) z,& 1 and (Ka,/(or, - k,p)). Thus for 
each E, 0 < E < E*, we can pick ~1 = E+ such that 
I #(Tl>l < 5 (VI). (3.43) 
Taking 
7r = min(7,‘, T;), (344) 
we see from (3.34) an (3.43) that 
I4Tl)l + I #(Tl)l < rw (3.45) 
To complete the proof it is only necessary to show that (3.29) is satisfied 
and the solution of (3.10) does indeed exist on [O,L]. This is immediate 
since, if &, is chosen that 
I~OI <K=?, (3.46) 
1 
we see from (3.40) that 1 I+(T)] is monotone decreasing and this, together with 
(3.34) shows that the solution of (3.12) cannot get outside the va neighborhood. 
Thus Theorem 1 is proved. 
4. A RESULT ON THE EXISTENCE OF BOUNDED SOLUTIONS 
We show in this section that the main result of [9] can be specialized to 
singularly perturbed systems of the form (1 .l) to yield sufficient conditions 
for the existence of bounded solutions which have asymptotic limits as E -+ 0. 
409/49/z-4 
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Results of this nature have been obtained for periodic systems in [6] and for 
almost periodic systems in [7]. Our results are more general in the same way 
as in the case of the initial value problem, namely, the class of limiting 
solutions in our result is much larger than in the above results. However, as 
noted in [7], the result of [6] does not follow from our results because the 
special nature of periodic systems makes it possible to utilize less restrictive 
hypotheses than ours. 
We proceed to describe the result of [9] when specialized to the system 
(1.1). Let 3, , s, and 9, be as in Section 2, except that 7 and t may now 
take any real values, i.e., -co < T < co and --co < t < 00. Letf and g 
satisfy the same smoothness hypotheses as in Section 2 on the set sI and 
further, let Hypotheses Hl and H2 hold on the set & and s,. The Hypoth- 
eses H3 and H4 are replaced by the Hypotheses H5-H7 below. 
HYPOTHESIS H5. The averaged Eq. (2.5) has a bounded solution t*(~) which 
lies in the interior of cY~ for all T. 
HYPOTHESIS H6. Let 
A(T) EE g (7, t*(T)). 
Then the variational equation of (2.5) with respect to the solution E*(T), 
that is, the linear equation 
has a fundamental matrix @(T) which exhibits exponential dichotomy, i.e., 
there exist supplementary projection9 P,Q, and positive constants k, , 01~ such that 
1 Q(T) PI@-l(s)! < k, eXp(--ol,(T - S)} for 7 > S, 
1 o(T) Q1@-l(s)l < k, exp{CCl(T - S)} for 7 < s. 
(4.3) 
HYPOTHESIS H7. Let C(T, E) be deJined by 
Then the linear equation 
(4.4) 
1 A matrix P is called a projection if Pp = P. Two projections P, Q are called 
Supplementary Projections if P + Q = I. (See, for instance, [ll]). 
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has a fundamental matrix Y(T, E) for which there exist supplementary projections 
P2 , Qz and positive constants k, , 01~ such that 
( Y(T, l ) P2!V(s, l )I < k, exp{-•-la,(T - s)) for T > s, 
1 Y(T, c) Q2Y-l(s, e)I < k, exp{e-ha(7 - s)} for 7 < s. 
(4.6) 
A discussion of the Hypotheses H6 and H7 and sufficient conditions for the 
existence of such exponential dichotomy, along with a reference to relevant 
literature may be found in [9]. 
The result of [9] as it applies to (1.1) is contained in the following theorem. 
THEOREM 2. Under the above hypotheses there exists an E* > 0, such that 
for all l , 0 < E < e*, the system (1.1) possesses a unique bounded solution 
x*(T, E), Y*(T, C) lying in the interior of C!Jl x YC for all 7. Furthermore x* andym 
are continuous in l and satisfy 
where 1; f  11 = sup 1 f(.)j . The solution (x* , y*) is uniformly asymptotically 
stable if the matrices Q1 or Qz are null matrices of order n and m, respectively, 
and unstable if either Q1 or Qz is dzyerent from the null matrix. 
For a proof of Theorem 2, see [9]. 
In case the solution +(t, 7, x) is independent of t, i.e., 4 is a constant 
solution of (2.2), then as in the case of the initial-value problem, Theorem 2 
shows that the solutions x* and 3’” approach asymptotically the postulated 
bounded solutions of a system which in this case corresponds to the reduced 
system (1.2). I f  f ,  g instead of being merely bounded in T, are almost-periodic 
or periodic, this result reduces to those of [7 and 61, respectively, except for 
the reservation noted at the beginning of this section. 
As in the case of the initial value problem, our result is considerably more 
general than previous results because of the fact that the asymptotic limit 
of the solution of (1.1) satisfies an equation more general than the reduced 
system (1.2). 
5. CONCLUSIONS 
It has been shown that if the Boundary Layer Equation possesses a non- 
constant bounded solution, the singularly perturbed system (1 .I) may 
possess solutions that approach asymptotically suitably defined solutions of a 
system more general than the classical reduced system (1.2). 
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