In this paper, Theorems 1.1-1.2 show that the Boussinesq operator B t f converges pointwise to its initial data f ∈ H s (R) as t → 0 provided s ≥ 1 4 -more precisely -on the one hand, by constructing a counterexample in R we discover that the optimal convergence index s c,1 = 1 4 ; on the other hand, we find that the Hausdorff dimension of the disconvergence set for B t f is
Due to a fundamental interest in mathematical and theoretical physics, in [8] Carleson proposed a problem to determine the optimal order s c,n such that lim t→0 S t f (x) = f (x), a.e. x ∈ R n (1.3) holds for all f ∈ H s (R n ) with s ≥ s c,n .
There are enumerate literatures devoted to this problem (see [4, 5, 6, 20, 24, 26, 29, 31, 35, 36, 37] and the references therein) -in particulars c,n = n 2(n+1) . However, it is perhaps appropriate to mention some important steps toward the formula on s c,n .
⊲ For n = 1, Carleson [8] proved (1.1) converges to its initial data with s ≥ 1 4 and Dahlberg-Kenig [10] gave counterexample to show that this convergence cannot be true for s < 1 4 .
⊲ For n ≥ 2, Bourgain [6] and Sjölin [32] formulated independently counterexamples for s < n 2(n+1) . Recently, a positive result has been established under s > n 2(n+1) by Du-Guth-Li [11] for n = 2 and Du-Zhang [13] for n ≥ 3. Furthermore, in [28] Sjögren-Sjölin refined Carleson's problem to determine the Hausdorff dimension of the disconvergence set:
By Sobolev embedding, we easily get α n,S (s) = 0 ∀ s > n 2 , thereby being led to consider the case s ≤ n 2 .
⊲ Bourgain's counterexample in [6] implies α n,S (s) = n ∀ s < n 2(n + 1) .
⊲ Lucà-Rogers in [22] proved α n,S (s) = n as s = n 2(n + 1) .
⊲ For n 4 ≤ s ≤ n 2 , we can combine the results inŽubrinić [38] and Barceló-Bennett-Carbery-Rogers [2] to obtain α n,S (s) = n − 2s. nobody knows the value of α n,S (s); see also [12, 13, 23, 21, 22] for more information.
Carleson problem for Boussinesq operator
As a nonlinear variant of (1.1), the Boussinesq operator acting on f ∈ S (R n ) is defined by u(x, t) := B t f (x) := (2π) −n R n e ix·ξ e it|ξ| √ 1+|ξ| 2f (ξ) dξ, (1.5) which occurs in a large number of physical situations, which has motivated their study in physics and mathematics. The name of this operator comes from the Boussinesq equation (cf. [7] ) u tt − u xx ± u xxxx = (u 2 ) xx ∀ (t, x) ∈ R 2 modelling the propagation of long waves on the surface of water with small amplitude. Our interest in this operator arises from the study of the Gross-Pitaevskii (G-P) equation
The above nonzero boundary condition arises naturally in physical contexts such as Bose-Einstein condensates, superfluids and nonlinear optics, or in the hydrodynamic interpretation of NLS (cf. [14] ). There are many literatures studying the existence and asymptotic behaviour of a solution to the G-P equation. For the most recent progress on these topics we refer the readers to [3, 15, 17, 18, 19, 16] . Even though (1.5) is very close to (1.1), the constant boundary condition brings a remarkable effect on the space-time behaviour of a solution -this actually is one of the main motivations of this paper.
Quite surprisingly, upon letting v = ψ − 1, we find
to get the following system for (u, v) :
Accordingly, (1.5) solves the initial data problem of the induced Boussinesq equation
In this paper, we are motivated by §1.1 and similarity between (1.1) (solving (1.2)) and (1.5) (solving (1.6)) to consider: I. The Carleson problem for B t f (x): evaluating the optimal s c,n such that
holds for any f ∈ H s (R n ) with s ≥ s c,n . II. A refinement of the Carleson problem for B t f (x): determining the Hausdorff dimension of the disconvergence set:
In order to resolve this issue, for any f ∈ H s>0 (R n ) we make the following decomposition
where φ is a bump function based on the origin-centered ball B(0, 2) with radius 2 and satisfies φ| B(0,1) = 1. Thus
Accordingly, (1.7) amounts to
Upon noticing
we may guess that the Boussinesq operator should behave like the Schrödinger operator. However, such a guessing is not easily confirmed. Here are two instances.
⊲ [11, 12, 13] used the l 2 -decoupling and polynomial partitioning to set up the following inequality:
under a suitable condition:
For this purpose, a scaling argument is essential. And S t is scaling invariant. But B t does not have this symmetry which is the main difficulty.
⊲ Cho-Ko [9] extended the convergence result on S t to some generalized dispersive operators excluding the Boussinesq operator.
But nevertheless, we can still get a first outcome for the one-dimensional case as described below.
Theorem 1.1. The optimal order s c,1 = 1 4 follows from two assertions as seen below.
In order to state the second result on R, we are required to introduce three more concepts.
⊲ If ψ(r) := e −r 2 , then
is called the truncated operator. 
(1.10)
If there is no such α, we say thatᾱ n,B (s) does not exist. From [2] and an equivalence of the Hausdorff capacity in [1, Section 3] it follows that
Then:
While extending Theorems 1.1-1.2 to a higher dimension, we are suggested by [27] (handling the Carleson problem for certain generalized dispersive equation) to consider the radial case, thereby discovering the following assertion.
Consequently, under this situation we have
The rest of this paper is designed below to present a much-more-involved proof of the above three theorems according to a twofold argument style. 
Next, we need a crucial oscillatory estimate whose fractional order Schrödinger operator analogue was considered in Sjölin [30] .
Proof of Lemma 2.2. Without loss of generality, we may assume x 0.
It is easy to estimate
However, estimating B is divided into two cases.
⊲ Case 1: |x| < 1. Two subcases are considered below.
Note that
By Lemma 2.1, we then conclude that
For ξ ∈ I 1 we have
By Lemma 2.1, we can obtain
Meanwhile, upon estimating
we get
By Lemma 2.1, we have
So, by Lemma 2.1 and s ≥ 1 2 , we obtain
we utilize the technique similar to handling Case 1 to gain
Finally, we arrive at Proof of Theorem 1.1 (i). It is enough to prove that the following estimate
holds for all balls B in R due to the fact that (2.1) implies Theorem 1.1(i) and
To do so, set
is a measurable function of x with 0 < t(x) < 1 and s = 1 4 . It suffices to prove that the operator R is bounded on L 2 (R). Upon letting
we can readily see that R N is bounded on L 2 (R) and its adjoint operator is given by
According to Plancherel's theorem, we have
By Lemma 2.2, we have
where I 1 2 denotes the Riesz potential operator of order 1 2 which is bounded from L 4 3 (R) to L 4 (R), and Hölder's inequality has been utilized two times. Accordingly, R N is uniformly bounded on
thereby establishing L 2 (R)-boundedness of R.
Proof of Theorem 1.1 (ii)
To verify Theorem 1.1 (ii), we need four lemmas.
Firstly, we are about to use the fact that the dispersive waves with different frequencies transport at different velocities -more clearly -we take
So, we have
Secondly, this last lemma, along with Heisenberg's inequality, leads to
we choose a large number L such that
thereby evaluating
Next we consider |ξ|≤L e iF g(ξ) dξ .
With the help of Taylor's expansion we have
An application of
Therefore, for small δ > 0 we have
as desired.
Thirdly, although the following lemma is known as the dispersion estimate, we will use it to check the wave with high frequency spread so fast such that in the test interval δ 2 < x < δ, the wave is already gone at the given time.
Then two situations are handled below.
⊲ Under |ξ| ≤ 1, it is easy to see that
If ξ ≥ 0, then
Upon letting
According to stationary phase method again, we can obtain
.
Fourthly, the coming-up-next lemma will be used to check the wave with low frequency which cannot arrive at the test interval δ 2 < x < δ at given time.
Proof of Lemma 2.6. According to the definition of f v (x), we have
Consequently,
On the one hand, we have
On the other hand, we have
Combining the estimate of I 1 with I 2 , we have
With the aid of the previous four lemmas, we come to
ε k := 2 −k for k = 1, 2, 3 · · · · ; v k := ε k v 2 k−1 for k = 2, 3, 4 · · · · By induction, we have
Upon defining
and using Lemma 2.3, we obtain
Also, via utilizing
, δ 4 and t(x) in Lemma 2.4:
we achieve
and then estimate the last two sums under δ 2 < x < δ.
⊲ For 1 ≤ j ≤ k − 1, by Lemma 2.6, we get
Accordingly, for k ≥ k 0 , we can get
3 Demonstration of Theorem 1.2
Proof of Theorem 1.2(i)
This amounts to verifying (1.12).
Proof of Theorem 1.2(i).
It is enough to deal with 1 4 ≤ s < 1 2 since the case s = 1 2 follows as a consequence. The α-energy of µ is defined by
From a dyadic decomposition it follows that if
Accordingly, it suffices to prove that sup (k,N)∈N 2
Per applying Fubini's theorem and Hölder's inequality we can get
In order to prove (3.2) it suffices to show that 
Proof of Theorem 1.2(ii)
This consists of two-side-inequalities.
Proof of Theorem 1.2(ii). From (1.12) and the definition ofᾱ 1,B (s), we havē
Clearly, we have
⊲ On the one hand, upon choosing t = N −2 , we see that the phase is close to zero for all x ∈ E, thereby deriving sup 0<t<1
⊲ On the other hand, we calculate
Via letting N → ∞, we getᾱ n,B (s) ≥ n − 2s, thereby taking n = 1 to revealᾱ 1,B (s) ≥ 1 − 2s.
4 Demonstration of Theorem 1.3
Proof of Theorem 1.3 (if)
In order to prove the if-part, we recall two lemmas. 
Proof of Theorem 1.3 (if) . It suffices to prove the if-part with s = 1 4 and f being radial. Firstly, [34] givesf
Secondly, we set t(x) : R n → R be radial measurable and
Thirdly, in order to obtain (1.13) , it remains to prove
The following three steps will be carried out.
⊲ In order to control the left hand side of (4.1), we estimate and consequently, .
It reduces to prove
But, since the adjoint operator of D is given by
Upon setting
Therefore, we are led to estimate the Bessel function in the last formula.
-By Lemma 4.1, there exist b 1 and b 2 depending only on n such that
In fact, Lemma 4.1 yields
and so
π cos π(n − 1) 4 + i sin π(n − 1) 4 .
-When t > 1, we have
-For the case of 0 < t < 1 and n ≥ 2, we have
Accordingly, if 0 < t ≤ 1, then
⊲ Upon combining (4.3) with (4.4), we get (4.2). Now, (4.2) derives (4.5) In what follows, we estimate B 1 (r), B 2 (r) and B 3 (r) respectively. 
where 
-By Pitt's inequality, we have
According to Fatou's lemma we obtain
Furthermore, On the other hand, we want to prove Similarly to the estimate of Combining (4.6) with the estimates for B 1 (r)-B 2 (r)-B 3 (r) yields (4.1) and then (1.13).
Proof of Theorem 1.3 (only-if)
This part is constructive. and ω n−1 is the area of unit sphere in R n . Therefore, (4.9) λ n− α+n q λ n 2 +s .
⊲ Upon letting λ → ∞ in (4.9), we get α ≥ q n 2 − s − n.
⊲ Upon letting λ → 0 in (4.9), we get α ≤ q n 2 − s − n.
As a consequence, we have α = q n 2 − s − n.
