1. Mathematical analysis of partial differential equations (PDEs) has led to many insights 10 regarding the effect of organism movements on spatial population dynamics. However, their 11 use has mainly been confined to the community of mathematical biologists, with less attention 12 from statistical and empirical ecologists. We conjecture that this is principally due to the in-13 herent difficulties in fitting PDEs to data. 
Introduction
. As such, we encourage increased research effort in examining the effects of 150 movement mechanisms on spatial patterns. We propose the tools developed through this paper 151 and Schlägel et al. (2019) as a means to aid such examination. Although the mathematical 152 justification for the techniques given here requires some technical expertise, the recipes for 153 implementing these techniques do not require advanced mathematical understanding (being 154 SSA plus some straightforward post-processing), so will be usable for a wide range of ecologists. 
From step selection to diffusion-taxis

157
Suppose an animal is known to be at location x at time t.
Step selection analysis (SSA) 158 parametrises a probability density function, p τ (z|x, t), of the animal being at location z at 159 time t + τ , where τ is a time-step that usually corresponds to the time between successive 160 measurements of the animal's location (Forester et al., 2009 ). For our purposes, the functional 161 form of p τ (z|x, t) is as follows 162 p τ (z|x, t) = K −1 (x, t)φ τ (|z − x|) exp[β 1 Z 1 (z, t) + · · · + β n Z n (z, t)].
(1)
164
Here, φ τ (|z − x|) is the step length distribution (i.e. a hypothesised distribution of distances 165 that the animal travels in a time-step of length τ ), |z − x| is the Euclidean distance between 166 z and x, Z(z, t) = (Z 1 (z, t), . . . , Z n (z, t)) is a vector of spatial features that are hypothesised 167 to co-vary with the animal's choice of next location, β = (β 1 , . . . , β n ) is a vector denoting the 168 strength of the effect of each Z i (z, t) on movement, and is a normalising function, ensuring p τ (z|x, t) integrates to 1 (so is a genuine probability density 172 function). In Equation (2), Ω is the study area, which we assume to be arbitrarily large. We also require that the step-length distribution, φ τ (|z − x|), not be heavy-tailed (i.e. its mean,
174
variance, and all its other moments must be finite). The parameters β 1 , . . . β n are then the 175 focus of an SSA, indicating the selection behaviour of animals towards spatial features of their 176 environment. We refer to the function exp[β 1 Z 1 (z, t) + · · · + β n Z n (z, t)] as a step selection 177 function (SSF), in line with its first use in the literature (Fortin et al., 2005) . Note, though, 178 that sometimes SSF is instead used for the entire probability density function (Equation 1) 179 (Forester et al., 2009) . SSA is the method of parametrising an SSF to analyse animal movement 180 data.
181
One can generalise Equations (1-2) by incorporating environmental effects across the whole
182
step from x to z, not just the end of the step at z. Furthermore, one can incorporate autocor-183 relation in movement via turning angle distributions (Forester et al., 2009; Avgar et al., 2016) .
184
However, for the purposes of parametrising an advection-diffusion PDE, both of these turn out
185
to be unnecessary, so we stick with the functional form in Equation (1).
186
The SSA method requires data on a sequence of animal locations x 1 , . . . , x N gathered at 187 times t 1 , . . . , t N respectively (with t j+1 − t j = τ for all j, so that the time-step is constant),
188
together with a vector of environmental layers, Z(z, t j ) at each time-point t j . It then returns 189 best-fit values for the parameters β 1 , . . . , β n , using a conditional logistic regression technique,
190
by comparing each location with a set of 'control' locations sampled from an appropriate 191 probability distribution, which represents locations that would be available to the animal based here.
195
We wish to use the SSA output to parametrise a diffusion-taxis model of the probability 196 density function of animal locations, given by u(x, t). Notice that u(x, t) is different to the 197 distribution described by Equation (1), which gives the probability density function of moving
198
to location z, conditional on currently being located at x. However, in Supplementary Appendix 
199
B, we show that under the model in Equation (1), and as long as τ is sufficiently small, u(x, t) 10 is well-described by the following diffusion-taxis equation
drift up the gradient
202 203 Here, ∇ = (∂/∂x, ∂/∂y) (where x = (x, y)), and
205 206 is a constant that describes the rate of diffusive movement. The derivation makes use of a 207 diffusion-approximation approach (Turchin, 1998) , whereby u(x, t) is derived by a moment-
208
closure technique from a recurrence equation that describes how an animal's location arises 209 from its previous locations, and p(z|x) specifies the probability density of a specific movement 210 step.
211
The drift part of Equation (3) describes animal movement in a preferred direction according 212 to environmental features, whereas the diffusive part takes care of small-scale stochasticity due 213 to any other factors not accounted for explicitly. For this approximation to work, τ must be 214 sufficiently small that the gradient of resources (in any fixed direction) does not vary greatly 215 across the spatial extent over which an animal is likely to move in time τ (see Supplementary
216
Appendix B for precise mathematical details).
217
For our analysis, it is convenient to work in dimensionless co-ordinates. To this end, we start 218 by settingx = x/x * to be dimensionless space, where x * is a characteristic spatial scale. Since,
219
in practice, the functions Z i (x, t) arrive as rasterised layers (i.e. square lattices), it is convenient 220 to let x * be the pixel width (or, synonymously, the lattice spacing), but in principle the user
221
can choose x * arbitrarily. We also sett = tD τ /(x * ) 2 andũ = (x * ) 2 u. Then, immediately 222 dropping the tildes above the letters for notational convenience, Equation (3) has the following dimensionless form
225 226
In summary, we have shown that step selection analysis can be used to parametrise a diffusion-227 taxis equation (Equation 5) where the drift term consists of taxis up the gradient of any 228 covariate Z i for which β i is positive, and down the gradient of any covariate Z j for which β j is 229 negative.
230
The key value in moving from the movement kernel in Equation (1) to the PDE in Equation
231
(5) is that it allows us to make an explicit connection between a model, p τ (z|x, t), of movement 232 decisions over a small time interval, τ , and the predicted probability distribution, u( there is just one landscape layer (so n = 1) and Model). This raster is a Gaussian random field, constructed using the RMGauss function in the
246
RandomFields package for R, with the parameter scale=10 (Fig. 1a) .
247
The second model is called the Home Range Model. This has n = 2 (i.e. two landscape 248 layers), the first of which, animal. This has the functional form Z h 2 (x) = −|x c −x|, where x c is the centre of the landscape.
252
Notice that ∇Z h 2 is an identical advection term to that in the classical Holgate-Okubo localising 253 tendency model (Holgate, 1971; Lewis & Moorcroft, 2006) .
254
For each of these two models, we simulate trajectories from Equation (5) consider the utilisation distribution of each of the other individuals to be a landscape layer.
282
In other words 
288
The second is for animals to remember past interactions with other individuals and respond to 289 the cognitive map of these interactions (Fagan et al., 2013; Potts & Lewis, 2016a) .
290
By Equation (5), these movement processes give rise to a system of diffusion-taxis equations,
291
one for each individual in the group, that each have the following form (in dimensionless co-292 ordinates) that these refer to the bank vole study.
299
Depending on the values of β v i,j , such a system of diffusion-taxis equations can have rather However, for technical reasons, to perform numerics we have to replace u j in Equation (6) 302 with a locally-averaged versionū j = B(x) u j (z)dz, where B(x) is a small neighbourhood of x.
303
This is to avoid rapid growth of small perturbations at arbitrarily high frequencies, which can for details]. The system we simulate is thus as follows Equation (7) for various example parameter values. In Fig. 2a ,b, we have 
315
In Fig. 2c ,d, we have M = 3,
0.5, β v 3,2 = 0.5. Thus Individual 1 still avoiding both 2 (β v 1,2 = −2) and 3 (β v 1,3 = −0.5).
317
Furthermore, 2 and 3 are both still attracted towards 1 (β v 2,1 = 0.5, β v 3,1 = 0.5) and 3 is 318 attracted to 2 (β v 3,2 = 0.5). However, this time 2 is avoiding 3 (β v 2,3 = 2). This situation leads 319 to stationary spatial patterns ( Fig. 2c,d ).
320
It is perhaps not immediately obvious why this simple switch in behaviour from 2 being 321 attracted to 3 to 2 avoiding 3 should have such a dramatic change in the qualitative nature 322 of the utilisation distributions. However, one can gain insight into such effects by using linear 323 pattern formation analysis (Turing, 1952) . This technique separates parameter space into three the system never reaches a steady state so spatial patterns are in perpetual flux (Fig. 2a-b ).
329
By a result in Potts & Lewis (2019), these parameter regimes are easily determined by 330 calculating the eigenvalues of a matrix A, which we call the pattern formation matrix. This 331 matrix has diagonal entries A ii = −1 (for i = 1, . . . , M ) and the entry in the i-th row and j-th the R programming language has a function eigen() designed for this purpose.
Step-by-step the derivation of Equation (5) from Equation (1) are acceptable for practical purposes. Fig. 1c 359
shows the practical outcome of the small-τ requirement, whereby the inference over-estimates 360 β f 1 as τ increases. Notice also that, if τ is too small, the inference has large error bars, owing 361 to minimal change in resources over the spatial extent the animal travels in time τ , making it 362 hard for the SSA procedure to return a precise signal.
363
The SSA inference performed on the Home Range Model returned β-values whose 95% 
368
The estimation of β h 2 tends to be quite close to the real value unless β h 1 is rather large, at which 369 point SSA starts to over-estimate β h 2 very slightly yet consistently ( Supplementary Fig. SF1 ).
370
For the Home Range Model, it is interesting to examine the long-term utilisation distribu-371 tion of the animal's probability distribution, i.e. its home range. A steady-state distribution 372 for Equation (5) is given by
374 375 where
integrates to 1, so is a probability density function. That Equation (8) is a steady-state of
377
Equation (5) can be shown by placing u(x, t) = u * (x) into the right-hand side of Equation (5) 378
and showing it vanishes. Note the factor of 2 before all the β i in Equation (8), a phenomenon Fig. 4) . The penultimate column gives the dominant eigenvalue of the linearised system and the final column gives the patterning regime predicted by linear pattern formation analysis of the system of Equations (6).
Replicate gives the result of plotting Equation (8) taxis equations from Equation (7) with the parameter values from the first row of Table 1 (2019, Sec. 4.1) and numerical evidence given for situations away from that case.
403
In Replicates B, E, and F, stationary patterns are predicted to form, but the attract- use the other parts of space (Fig. 3c,d ).
409
In Replicate E, the attract/avoid dynamics given in Schlägel et al. (2019) show three mutu-410 ally attractive parings: (1,3), (1,4), (2,4) ( require a numerical solution of the diffusion-taxis equations, as given in Fig. 3e ,f. This reveals 414 a three-way aggregation of both males (Individuals 3 and 4) and one female (Individual 1).
415
The remaining female (Individual 2) strongly avoids the other three individuals, sticking to 416 parts of space that are hardly ever used by 1, 3, and 4. form spontaneously and whether these will be stable or in perpetual flux.
443
Despite relying on the mathematical theory of PDEs, both examples can be used without and well-known in the ecological community.
460
The result of Equation (8) Since the predicted UD from Equation (8) re-parametrise Equation (8) using resource selection analysis on these relocation data. The 480 β i -values from this re-parametrisation can then be compared with those from the SSA-PDE 481 procedure described here.
482
Our results related to spontaneous pattern formation (Example II) are of particular im- to both parametrise and analyse PDEs using simple out-of-the-box techniques (conditional lo-504 gistic regression and eigenvector calculations respectively). Of course, the analysis using such 505 techniques is limited and much more can be done with PDEs than presented here (discussed 506 in Supplementary Appendix F), but we hope that it will present a starting point for those who 507 have hitherto avoided PDE formalisms.
508
Our use of SSA to parametrise PDEs does relies on a limiting approximation, that can 509 affect inference. From Fig. 1c , we see that SSA tends to perform well for relatively small 510 time-step, τ , but will overestimate the parameters in the PDE model as τ is increased. This is 511 because the PDE moves according to the local resource gradient, merely examining the pixels 512 adjacent to the current location. However, SSA compares the empirical 'next location' with a 513 selection of control locations, which are highly likely to contain pixels that are not adjacent to 514 the current location. This means that the movement decision may appear to be more strongly 515 selected for than is really the case. This corroborates the idea that discretisation can lead to 516 overestimation of selection, observed in recent theoretical work (Schlägel & Lewis, 2016b,a) .
517
These issues of scale arise because the PDE framework in our study assumes movement along 518 a resource gradient. One could also build a PDE model to account for attraction to resources at 519 a distance, which is often ecologically relevant. For example, a switching Ornstein-Uhlenbeck 520 model of resource-driven movement, such as that of Wang et al. (2019) , has a probability 521 distribution that evolves according to an advection-diffusion equation. It would be interesting 522 future work to extend the framework here to incorporate such models. Here, β h 1 denotes the strength of the resource landscape's effect on movement and β h 2 denotes the tendency to move towards the attraction centre, x c (denoted by a cross). Details of this model are given in Section 2.2. The colour-filled contours are as in Panel (a) and the black curves show contours of the home range distribution. The solid black curve encloses 95% of the utilisation distribution. The 25%, 50%, and 75% kernels are given by dash-dot, dotted, and dashed curves respectively. Panels (e) and (f) show the results of using step selection analysis to infer β h 1 and β h 2 , in an identical format to Panels (b) and (c). Panel (e) has β h 2 = 0.1 fixed and Panel (f) has β h 1 = 1 fixed. ) give a numerical solution of the system in Equation (7) in a simple one dimensional example, with M = 3 individuals (indexed with the letter i), β v 1,2 = −2, β v 1,3 = −0.5, β v 2,1 = 0.5, β v 2,3 = 2, β v 3,1 = 0.5, β v 3,2 = 0.5. This is in the regime where linear pattern formation analysis predicts oscillatory patterns. Panel (a) gives a snap-shot of the system at t = 1, showing distributions of u 1 (x, 1), u 2 (x, 1), and u 3 (x, 1). Panel (b) shows the change in u 2 (x, t) over both space and time. We observe that the system never seems to settle to a steady state. This contrasts with Panels (c) and (d) which show a one dimensional example where linear pattern formation analysis predicts stationary patterns to emerge. Here, M = 3, β v 1,2 = −2, β v 1,3 = −0.5, β v 2,1 = 0.5, β v 2,3 = −2, β v 3,1 = 0.5, β v 3,2 = 0.5. Panel (c) gives the stationary distribution, whilst Panel (d) displays convergence of the system towards this stationary distribution, for u 2 (x, t). Throughout all panels, the spatial averaging kernel is B(x) = (x − 0.05, x + 0.05) (see comment before Eqn. 7). (e-f) to Replicate E, and (g-h) to Replicate F. Left-hand panels give the steady-state of the distribution after solving each diffusion-taxis system numerically, with initial conditions being a small random perturbation of the homogeneous steady state (u i (x) = 1 for all i, x). These display the aggregation/segregation properties of the system. The right-hand panels give Individual 3's simulated probability distribution as it changes over time.
