We determine the linearised stability of travelling front solutions of a perturbed sine-Gordon equation. This equation models the long Josephson junction using the RCSJ model for currents across the junction and includes surface resistance for currents along the junction. The travelling waves correspond to the so-called fluxons and their linear stability is determined by calculating the Evans function. Surface resistance corresponds to a singular perturbation term in the governing equation, which specifically complicates the computation of the corresponding Evans function. Both the flow of quasi-particles across and along the junction stabilise the waves.
Introduction
Consider the following perturbed sine-Gordon equation:
where ε ≥ 0 for definiteness. This equation models the long Josephson junction: two superconductors separated by a thin insulating layer, see for instance [3, 23] and the references given there. Here we consider one direction (the x-direction) large compared to the Josephson penetration depth. In case ε = 0, (1.1) reduces to the sine-Gordon equation, which has a Hamiltonian structure and which is completely integrable. Physically this means that the superconductors are ideal, and there are no quasi-particle currents. All electrons have condensed to the superconducting states; they have all formed Cooper pairs. The electrons of the two superconductors can be described by a single wave function, and u denotes the phase difference of the electrons between the top and the bottom superconductor.
The sine-Gordon equation can be obtained using the CSJ model, in which it is assumed that across the junction there is only a supercurrent and a current due to capacitive effects and an inductance for currents along the junction, see [9, 25] . The right-hand side of Eq. (1.1) consists of three terms. The first one models the applied biased current, which is assumed to be uniform. The second one models the tunnelling of quasi-particles using the RCSJ model for currents across the junction. The third term models the flow of quasi-particles in the superconductors. It involves a third order derivative, and therefore it is a singular perturbation, which is interesting from mathematical point of view. This flow leads to an energy loss comparable to surface resistance. The energy loss due to surface resistance and tunnelling depends on the material, and is small in practice. This justifies the rescaling of these material parameters by ε. The applied biased current γ does not need to be small and is here taken small to be able to perform a perturbation analysis.
A fluxon corresponds to a travelling front solution with an increase of the phase u by 2π. The sine-Gordon equation has a family of travelling wave front (kink or soliton) solutions which travel left or right with wave speed (c) less than 1. For ε > 0 small, the perturbed equation also admits front solutions, but the wave speed is no longer free, but selected by the parameter values.
The driving force for physics to research the long junction, are the various possible applications [14, 21, 26] . In all these applications, the existence of fluxons play an important role. Fluxons are current vortices that can travel along the junction. For this reason the study of fluxons and their stability has been a topic of research for a long time [19, 20, 24] . In most cases the behaviour of the fluxons is predicted using perturbation theory. In the present paper we will give a more rigorous treatment of both the existence of the fluxons, and the stability thereof. Existence results for perturbed fluxons based on energy methods are given in [17] . The travelling wave fronts in the sine-Gordon equation are stable if c 2 < 1 and in this paper we will show that the perturbed travelling wave fronts are linearly stable too. When β = 0, this immediately gives nonlinear stability due to a result in [2] .
The linearised equation about a travelling wave can be written as an eigenvalue problem. By using the complete integrability of the sine-Gordon equation, it is possible to find the general solution of the linearisation of the sine-Gordon equation about the kink solution, see [16] . From this it follows that the unperturbed linearised sine-Gordon equation has a double eigenvalue at zero and continuous spectrum on the imaginary axis. So for ε > 0 small, the perturbed linearised sine-Gordon equation can have eigenvalues near zero or near the essential spectrum.
To study the behaviour of the eigenvalues we will use the Evans function. The Evans function is a complex valued function with the property that to the right of the continuous spectrum the zeros of this function correspond to isolated eigenvalues of the linearised system. In its original definition, the Evans function is not defined near the essential spectrum but in the literature there have been several extensions of the Evans function to deal with this problem. We will use an extension close to the work of Kapitula and Sandstede [11] and Gardner and Zumbrun [8] .
The results presented in this paper can also be seen as a first step towards a mathematical understanding of the dynamics of fluxons in long Josephson junctions. Here, we consider the simplest problem of a single fluxon in one junction. In the physics literature, the main interest lies in the dynamics and interactions of various types of fluxons, or periodic 'trains' of fluxons, in multi-layered 'stacks' of long Josephson junctions. The methods developed in this paper can and will be extended, so that these more complex phenomena can also be analysed and understood mathematically.
In Section 2 we analyse the persistence of the fluxons in the perturbed equation, followed by a formulation of the spectral problem in Section 3. Related to the spectral problem is the Evans function. In Section 4 we analyse this function when surface resistance is absent, i.e. when β = 0. In Section 5 we include a small surface resistance. This leads to a singular ODE. However, when looking for the stability of the travelling waves, we find that the effects of the perturbation are eventually similar to the regular case.
Existence of the travelling wave solutions
The family of travelling wave front (kink) solutions of the sine-Gordon equation (ε = 0) consists of waves of the form
for |c| < 1 (see also Remark 2.5). To simplify notation, we define a coordinate transformation ξ
. Dropping the tildes we arrive at the equation
The travelling wave equation for the perturbed system is
Theorem 2.1. Let α > 0, β ≥ 0 and γ ∈ R be fixed. There exists a unique smooth curve of parameters ε → c ε and a unique smooth curve of wave shapes ε → u ε (·) such that for ε small, the waves u ε (ξ) are travelling wave solutions of (2.2) with c = c ε and u ε (0) = π. Furthermore, in the limit for ε → 0, we have
and c 0 is a solution of the equation
Remark 2.2. Relation (2.3) implies that c 0 and γ have opposite signs. Furthermore, it is not difficult to prove that for positive values of α, β and γ Eq. (2.3) has one solution for c, denoted by c 0 .
In Fig. 1 , we have sketched u ε in case β = 0. Note the limits for ξ → ±∞.
Proof of Theorem 2.1. For cβ = 0, the travelling wave equation (2.2) is a singularly perturbed problem. By introducing the coordinates v = u ξ , w = v ξ = u ξξ , we can write the travelling wave equation as the (slow) system Introducing the fast variable ζ as εζ = ξ, we can write the travelling wave equation as the fast system
The asymptotic (ε = 0) slow system is
Heteroclinic solutions of this system correspond to the travelling wave solutions of the unperturbed sine-Gordon equation: u 0 (ξ) = 4 arctan (e ξ ). The asymptotic fast system is
Thus, the critical points (slow manifold) of the system are w 0 = sin u 0 , which are attracting if βc < 0. This manifold is also clearly normally hyperbolic if βc = 0. So for ε small and βc = 0, Fenichel's theorem [7] gives the existence of an invariant (centre) manifold
where
Hence in lowest order,
The dynamics on the slow manifold is given by
This is a perturbed Hamiltonian system with Hamiltonian H(u, v) = (1/2)v 2 + cos u and non-Hamiltonian pertur-
For ε = 0, the heteroclinic solution is given by u 0 (ξ) = 4 arctan (e ξ ) and v 0 (ξ) = u 0 (ξ) = 2 sech(ξ). The Melnikov function for the perturbed system is
Hence the solvability condition for the existence of a heteroclinic connection between the fixed points arcsin (εγ) and 2π + arcsin (εγ) is M(ε) = 0. The lowest order of this equation implies that
This gives the existence of a curve of heteroclinic connections and a curve of parameters as specified in the theorem, if βc = 0 (see [10] ). We select one travelling wave solution by imposing the condition u ε (0) = π, to get rid of the arbitrary phase-shift. Eq. (2.2) is no longer singularly perturbed when βc = 0. Hence the dynamics is two-dimensional and is given by (2.6) with
A Melnikov argument, similar to the one before gives the existence of a travelling wave solution and the expression for the wave speed as given in the theorem with βc = 0.
ᮀ
Using symmetry of the travelling wave equation, it can be shown that the travelling wave solutions and its derivatives with respect to ε are either even or odd and that the wave speed c ε is a function of ε 2 . Lemma 2.3. Let α > 0, β ≥ 0 and γ ∈ R be fixed. Then for ε small and ξ ∈ R we have
This implies that for any k ∈ N, the functions (∂ k u ε /∂ε k )| ε=0 (ξ) are even in ξ for k odd and odd in ξ for k even. Furthermore, c ε is a function of ε 2 .
Proof. Define the wave
) is a solution of the travelling wave equation (2.2), we get that v ε (ξ) is a solution of
In other words, v ε (ξ) is a solution of the travelling wave equation (2.2) with c = c −ε and v ε (0) = π. Since the travelling wave pair (c ε , u ε ) with u ε (0) = π is unique, this implies that v ε = u ε and c −ε = c ε .
ᮀ
It is also possible to obtain expressions for the higher order terms in the expansion for the travelling wave solution u ε . We write
It follows from the travelling wave equation (2.2) that lim ξ→−∞ u ε (ξ) = arcsin εγ and lim ξ→∞ u ε (ξ) = 2π + arcsin εγ. Eq. (2.6) gives that the equation for u 1 is of the form
Also the equations for the higher order terms u i (ξ) will be of the form
is a function of the lower order terms. Expressions for solutions of this type of equation can be determined with the following lemma.
Lemma 2.4. Assume that the function f(ξ) satisfies
Then the equation u ξξ − cos (u 0 (ξ))u = f(ξ) has a bounded solution on R. If the condition (2.7) is satisfied, then the unique solution satisfying u(0) = 0 is given by
Proof. Writing U = (u, u ξ ) T , we obtain for U the first order equation
The matrix X(ξ) is a solution matrix of the linear equation (d/dξ)U = A(ξ)U. We will construct the solution U of (2.9) as the intersection of the stable and the unstable manifold. Since P u is the projection on the unstable manifold at ξ = 0, (2.9) has a bounded solution on R + provided
Similarly, sinceP s = P u is the projection on the stable manifold at ξ = 0, (2.9) has a bounded solution on R − provided
As P u =P s , this is equivalent to the solvability condition on f . The explicit representation for U follows immediately, since u(0) = 0 is equivalent to the condition P s U(0) = 0.
ᮀ By applying the lemma to
an expression for u 1 This function is clearly even as predicted by Lemma 2.3.
Remark 2.5. The (unperturbed or perturbed) sine-Gordon equation also has solutions that travel with speed |c| > 1. However, these waves correspond to heteroclinic orbits that connect the trivial states u ≡ ∓π to u ≡ ±π (at leading order). These states are unstable, so that these waves are irrelevant for the dynamics of (1.1).
The spectral problem and the Evans function
First we look at the linear stability of the travelling wave solutions which we have found in the previous section. The linear stability problem leads to a spectral problem and we will analyse this problem by using the so-called Evans function. The linearisation about the travelling wave solution u ε (ξ) of the perturbed sine-Gordon equation gives
The spectral ansatz v(ξ, t) = e λtv (ξ) leads to the following spectral problem
Like the existence problem, of course the linear stability problem has a singularly perturbed nature for β = 0 too. We will distinguish throughout this analysis between the regular case (β = 0) and the singular case (β = 0). The analysis of the regular case is similar to that of Kapitula and Sandstede [11] , mainly because the sine-Gordon equation shares many relevant features with the nonlinear Schrödinger equation. It is known that singularly perturbed linear stability problems may exhibit subtle, unexpected phenomena. For instance, small (but singular) perturbations may have a leading order influence on the eigenvalues (see [5, 6] ). Therefore, a careful analysis of the full, singular problem is necessary. The special, regular, case β = 0 serves as a firm foundation of the singular analysis.
Remark 3.1. The analysis in the subsequent sections is mostly devoted to the analysis of the Evans function(s) near λ = 0 and near the 'edge' of the essential spectrum λ = ±iω 0 . The local analysis of the Evans function near λ = 0 has been put in a general theoretical framework in [12] . The possibility of eigenvalues appearing from the edge of the essential spectrum in a general setting of nearly integrable systems has been studied in [13] , again by Evans function techniques. However, neither of these papers [12, 13] consider the effects of higher order, i.e. singular, perturbations. In [18] , the stability of travelling waves/solitons in singularly perturbed, nearly integrable systems of Korteweg-de Vries type has been studied by an Evans function approach.
The Evans function without surface resistance
In this section we will focus on the non-singular case. When β = 0, we rewrite (3.2) as a first order system by introducing U(ξ) = (v(ξ),v ξ (ξ)) T . This gives the linear equation
Note that this system is (non-autonomous) Hamiltonian if λ = 0 and ε = 0. The front solutions decay exponentially fast to arcsin (εγ) and arcsin (εγ) + 2π at x = ∓∞, respectively. So we can define the system at infinity (far field equations) as
Note that this a linear autonomous ODE. Since
This shows that A 0 has double eigenvalues for λ = −εα/2 ± iω ε with
In Fig. 2 , we have sketched the eigenvalues of A 0 for λ ∈ C. At the two places in the λ-plane, where A 0 has a double eigenvalue, we make cuts in the complex plane, denoted by the bold dashed lines in Fig. 2 . The bold solid lines are the continuous spectrum. In the λ-plane, we define the region This region is shaded in Fig. 2 . For λ ∈ Λ ε , there is an eigenvalue µ 1 with negative real part and an eigenvalue µ 2 with positive real part. So the linear system (3.3) has exactly one (up to scaling) solution which is exponentially decaying at ξ = +∞, we denote this solution by U + (ξ, λ, ε) and one solution which is exponentially decaying at ξ = −∞, we denote this solution by U − (ξ, λ, ε). The solutions U ± (ξ, λ, ε) can be chosen analytically in λ for λ ∈ Λ ε . For λ ∈ Λ ε , the Evans function is an analytical function defined as
(cf. [1] ). The Evans function can be made unique by using the normalisation
This normalisation has a number of advantages (see, e.g. [4] ), however, it degenerates near the endpoints of the essential spectrum (see Remark 3.5). The Evans function can also be defined uniquely by prescribing the behaviour of the solutions U ± (ξ, λ, ε) at ξ = ±∞ [1, 5, 6, 8, 11] . This method has a disadvantage that one needs explicit information on the linearised stability system at ±∞. However, this information can be determined for this problem: for any eigenvalue µ, the eigenvector can be written as a multiple of (1, µ) T . Therefore, we normalise D(λ, ε) by
In [11] it is shown how to extend the Evans function across the essential spectrum. Away from the branch points and the cuts, we continue the eigenvalues and eigenfunctions smoothly in a sufficiently small strip left of the essential spectrum while keeping the definition of D the same. The resulting function is analytic in λ and smooth in ε. We will come back to this in Section 4.2. The extended Evans function equals the traditional definition for R(λ) > 0. So eigenvalues with R(λ) > 0 correspond with zeros of the Evans function in this region of the complex λ-plane. The Evans function has some symmetry properties, which are induced by symmetry properties of the original system (3.1) and the travelling waves as given in Lemma 2.3.
Lemma 3.2. For λ ∈ Λ ε , the Evans function satisfies
D(λ, ε) = D(λ, ε) and D(−λ, −ε) = D(λ, ε).
Proof. First we observe that λ is the only non-real element in the definition of A(ξ, λ, ε), hence A(ξ, λ, ε) = A(ξ,λ, ε). Together with the normalisation property, this implies that D(λ, ε) = D(λ, ε).
Furthermore, using the symmetry properties of Lemma 2.3 for the travelling wave, we have that
Next, we determine the Evans function in case ε = 0. In [16] , it is shown that the solutions of the linearised sine-Gordon equation (3.1), which can be related to the eigenvalue problem (3.2) with ε = 0, are given by Based on (3.10), and incorporating the normalisation (3.9), we define
where we have used that
Note that b 2 has to be defined carefully to incorporate two cuts in the complex λ-plane. To be explicit,
This leads to two horizontal cuts in the left half of the complex plane, ending at ±iω 0 . Choosing the cuts in this way has the advantage that the symmetry properties as given in Lemma 3.2 are valid for all points in the complex plane, except at the cuts.
Lemma 3.4. When ε = 0, the Evans function is explicitly given by the relation
Here the square roots are defined with branch cuts as in (3.12) and ω 0 = 1 − c 2
. The Evans function is real if λ is real and has the asymptotic properties
Furthermore, at ε = 0, the roots of the Evans function are at λ = 0 (double) and at λ = ±iω 0 . So these are the only points from which eigenvalues can bifurcate when ε = 0.
Proof. The Evans function at ε = 0 follows from a direct computation using (3.11) and the fact that tr(A(ξ, λ, 0)) = −2c 0 λ/ 1 − c 2 0 = −2b 1 (3.4).
ᮀ
Remark 3.5. The alternative normalisation (3.8) yields an additional factor 1/2b 2 in the Evans function. This factor is singular at b 2 = 0, i.e. at λ = ±iω 0 . This is due to the fact that at these points the eigenvalues collide and the eigenspace becomes degenerate, i.e., there is only one eigenvector instead of two. At these two values of λ the analytic definition of the alternative Evans function breaks down too, and they are the endpoints of the branch cuts. However, the Evans function itself is still well defined at these points, but it does not vanish anymore.
The Evans function for a small surface resistance
In this section we will consider the singular case, i.e., β = 0. When β = 0, we rewrite the linearised equation 
(3.14)
The front solutions decay exponentially fast to arcsin (εγ) and arcsin (εγ) + 2π at x = ∓∞, respectively. So we can define the system at infinity (far field equations) as
Note that this a linear autonomous ODE. Since lim |ξ|→∞ cos (u ε (ξ))
This shows that for ε small, the matrix A β 0 has one large eigenvalue of order 1/ε and two order 1 eigenvalues, which correspond to the eigenvalues of the β = 0 case. To be explicit, we have
The continuous spectrum is given by those λ values which satisfy for some κ ∈ R. In Fig. 3 a sketch of the continuous spectrum in case β > 0 and ε small is given. Note that for β = 0, the continuous spectrum does not have endpoints near the imaginary axis, instead the continuous spectrum curves smoothly. This is due to the fact that the double eigenvalue has moved out of the continuous spectrum for β = 0 (see also Section 5.3). The expressions (3.16) for the eigenvalues µ i imply that the far field equations have two slow solutions and one fast solution. In lowest order, the slow eigenvalues µ 1 and µ 2 are equal to the eigenvalues of the unperturbed linearised sine-Gordon equation. Hence for ε small, there will be one slow positive eigenvalue, one slow negative eigenvalue and one fast eigenvalue, whose sign is equal to the sign of βc ε .
We define the slow solutions U − (ξ, λ, ε) and U + (ξ, λ, ε) and the fast solution U f (ξ, λ, ε) to be such that they solve (3.13) and that U + (ξ, λ, ε) is exponentially decaying like e µ 1 ξ at ξ = +∞, U − (ξ, λ, ε) is exponentially decaying like e µ 2 ξ at ξ = −∞ and U f (ξ, λ, ε) is exponentially decaying like e µ 3 ξ at ξ = −sgn(βc ε )∞. The Evans function is defined as
As before, we make the definition of the Evans function unique by prescribing the behaviour of U + , U − and U f at ∞, −∞ and −sgn(βc ε ) ∞ ,
where η 1,2,3 (λ, ε) are the eigenvectors associated to µ 1,2,3 (λ, ε). As in the case without surface resistance, the Evans function has some symmetry properties induced by the symmetries of the original system. First we observe from the characteristic polynomial (3.15) that for ε small a double eigenvalue occurs if the two slow eigenvalues collide, i.e., at 
and b 1 and b 2 as given in (3.10). Looking at the lowest order in the fast system, we see that the fast solution satisfies
So altogether, in lowest order the Evans function for β = 0 is equal to the lowest order of the Evans function for β = 0, i.e. the Evans function for the unperturbed linearised sine-Gordon system as given in Lemma 3.4 (with the same branch cuts as defined in (3.12)). So again, the only possibility for eigenvalues to bifurcate into the right half plane is from λ = 0 or from the endpoints of the branch cuts λ = ±iω 0 .
Stability analysis with zero surface resistance
In this section we will analyse the possible bifurcation of eigenvalues when β = 0. This analysis shows that for α > 0, one of the double eigenvalues at λ = 0 moves to the left. Furthermore, we will also show that there are no eigenvalues bifurcating out of the continuous spectrum. So, no eigenvalues bifurcate in the right half plane and hence the perturbed travelling wave solutions are linearly stable. Actually, linearised stability implies here also nonlinear stability. First we give a precise definition of orbital stability. For the details we refer to [2] . All the arguments given there for the Klein-Gordon equation carry over to the sine-Gordon equation. 
as t → ∞, where u is the solution of (2.1) with u(·, 0) = u ε +û and u t (·, 0) =v. 
Remark 4.4.
A linearised stability result has also been obtained by Maginu [15] . In this paper the point spectrum near 0 is determined in the case β = 0. In addition the stability of periodic wave trains is determined, which we do not touch upon at all in this paper.
The Evans function for λ near 0
The existence of the travelling wave front solution in the perturbed system, gives rise to an eigenvalue λ = 0. Indeed, the front solution u ε (ξ) satisfies
Differentiating this equation with respect to ξ gives that v(ξ, t) = (u ε ) ξ is a solution of the linearised problem (3.1)
, where C ± ε are such that the normalisation (3.9) is satisfied. From the previous section, it follows that C ± 0 = 1/2. Note that the definition ofṼ ε ξ (ξ) agrees with the unperturbed limit, i.e. the solution of the unperturbed linearised system (see (3.10)). Since U + and U − are parallel, it follows immediately that D(0, ε) = 0. We can also determine the behaviour of the Evans function near λ = 0.
Lemma 4.5. The Evans function satisfies D(0, ε) = 0 and
∂ ∂λ D(0, ε) = εα 2(1 − c 2 0 ) + O(ε 2 ).
Corollary 4.6. For λ and ε near 0, the Evans function is given by
D(λ, ε) = αελ 2(1 − c 2 0 ) + λ 2 2(1 − c 2 0 ) + O(λ 3 + λ 2 ε + λε 2 ).
Hence the Evans function is positive if α > 0 and λ > 0 and the eigenvalue bifurcation from λ = 0 goes into the left half plane. To be explicit, for ε small this eigenvalue is λ = −εα + O(ε 2 ).
Proof of Lemma 4.5. We calculate the derivative of the Evans function with respect to λ at λ = 0.
Hence we have to analyse the derivative of U ± with respect to λ. By differentiating (3.3) with respect to λ and setting λ = 0, we see that
Thus, for the ξ-derivative of W ± (ξ, ε) we get
The last equality follows from the fact that for any two vectors U 1 and U 2 and any matrix B we have
where tr(A(ξ, 0, ε)) = −εc ε α/ 1 − c 2 ε . Using the definition of M (4.1) we have
. Thus, we conclude that for λ small,
(Lemma 3.4). The expression for the bifurcating eigenvalue follows by setting D(λ, ε) = 0. 
The Evans function for λ near ±iω 0 and ε near zero
Instability might again occur through eigenvalues that bifurcate from the endpoints of the continuous spectrum, i.e., from λ = ±iω 0 . As seen before, λ is the only non-real element in the linearised problem, hence the Evans function satisfies D(λ, ε) = D(λ, ε). So we can restrict the analysis to the case λ = iω 0 .
The analysis follows the ideas of the analysis of the bifurcation from the endpoint of the continuous spectrum in [11] and it has to be done in a rather subtle way. Firstly an ε-dependent near-identity coordinate transformation has to be made from λ to σ such that the end of the continuous spectrum occurs at a fixed value of the new coordinate σ for all ε, namely σ = iω 0 . Furthermore, the Evans function is not analytic anymore for σ near iω 0 , but it is smooth in √ σ − iω 0 , as will be seen later. An extra complication compared to the analysis in [11] is that second derivative of the Evans function has to be determined, since the first derivative vanishes.
Recall the characteristic polynomial (3.5). A double eigenvalue occurs at
This double eigenvalue occurs at the end of the continuous spectrum. Note thatλ(ε) + εα/2 is purely imaginary and a function of ε 2 , since c −ε = c ε (Lemma 2.3). Define the coordinate transformation σ = λ −λ(ε) and the matrix
and c −ε = c ε (see Lemma 2.3). Also, the asymptotic matrix
has a purely imaginary eigenvalue
at σ = iω 0 of algebraic multiplicity 2 and geometric multiplicity 1 with eigenvector
.
We also define the solution vectorsÛ ± (ξ, σ, ε) = U ± (ξ, σ +λ(ε), ε). Using the symmetries in the equation, we can derive a relation betweenÛ + andÛ − . First we note that the matrix
Since u −ε (−ξ) = 2π − u ε (ξ), c −ε = c ε and µ d (ε 2 ) is purely imaginary, this implies that
where S = diag(1, −1) as before. From these properties, it follows that:
Furthermore,
So we can conclude that
Finally we define the Evans functionD(σ, ε) = D(λ, ε). Clearly the functionD(σ, ε) is not analytic at σ = iω 0 , because of the double eigenvalue. However, at σ = iω 0 , it is still smooth in ε.
The first result we obtain is the following lemma.
Lemma 4.7.D(iω
The fact that the first derivative of the Evans function with respect to ε vanishes at the point (iω 0 , 0) should not come as a surprise, since at ξ = ±∞, the matrixÂ depends on ε 2 .
This result is sufficient to establish the stability of the wave. Even if there are eigenvalues bifurcating from the continuous spectrum, they will be so close (at a distance smaller than O(ε 2 )) to the continuous spectrum-that is O(ε) away from the imaginary axis-that they cannot cause instability.
Nevertheless, we need to go one step further to find out whether or not 'new' eigenvalues appear. In this lemma, the value of the second order term (O(ε 2 )) of the Evans function is determined by numerical integration of explicitly determined (but computationally rather complicated) integrals. The proof of this lemma is given in Appendix A.
Proof of Lemma 4.7. It follows from Lemma 3.4 and Section 3.2 thatD(iω 0 , 0) = 0. The definition of the Evans function implies that
As bothÛ ± are solutions of the linear equation U ξ =ÂU, we find by differentiation with respect to ε that
Hence, we conclude
Integrating (∂/∂ξ)W + (ξ, iω 0 , 0) from 0 to ∞ and (∂/∂ξ)W − (ξ, iω 0 , 0) from 0 to −∞ and observing that
(see Section 3.1), we arrive at the following expression:
. Differentiating this relation with respect to ε and substituting ε = 0, gives
as the integrand is odd, see Lemma 2.3. 
Stability analysis for a small surface resistance
In Section 3.2 we have determined the "unperturbed" Evans function for the singular case (β = 0) and we have seen that a possible bifurcation can occur at λ = 0 or λ = ±iω 0 . A careful analysis of the singularly perturbed Evans function D β (λ, ε) yields that the perturbations cannot destabilise the stable unperturbed wave (under the natural, physical conditions, α, β > 0). Theorem 5.1. Let α, β > 0, γ ∈ R and ε > 0 be small enough. Then, the perturbed travelling wave solution u ε (ξ) of (1.1) is spectrally stable. The linearised stability problem has two real eigenvalues,
and no eigenvalues bifurcating out of the continuous spectrum.
Remark 5.2.
Unlike in the regular problem (i.e. β = 0), the corresponding result on the nonlinear stability of u ε (ξ) is not a (relatively) straightforward extension of similar statements in the literature. Here, we do not go into the details of the nonlinear stability of u ε (ξ) in the singular problem. However, we conjecture that a result similar to that of Theorem 4.3 can also be obtained for the case β = 0.
The general idea behind the proof of this theorem is like that of the previous section. However, we shall find that the singularly perturbed nature of the β = 0 problem indeed makes the analysis more subtle.
Before we can study the Evans function D β (λ, ε), we need to determine a more accurate approximation of the fast solution U f (ξ, λ, ε).
The fast solution
The eigenvector with the eigenvalue µ 3 is η 3 = (1/µ 2 3 , 1/µ 3 , 1) (3.18), hence the eigenvector corresponding to the fast eigenvalue µ 3 is
(see (3.16) ). Note that we have used here that c ε = c 0 + O(ε 2 ) (Lemma 2.3). We expect the fast solution U f (ξ, λ, ε) to be O(ε) close to η 3 , therefore we decompose U f into
) must go to zero as ξ → −sgn(βc ε )∞ and be bounded at the other end. Substitution into the linearised system gives
(3.16), we immediately find that
Substitution of z 1 and z 2 into the z 3 -equation of (5.1) yields ε(z 3 ) ξ = O(ε) which implies that we have to go one order higher in the expansion to obtain z 3 (ξ). We find
Inserting this into (5.1) yields the next order approximation of z 2 :
So, altogether we have
This approximation is uniform in ξ.
The Evans function for λ near 0
The existence of the travelling wave front solution in the perturbed system of course again gives rise to an eigenvalue λ = 0: v(ξ, t) = (u ε ) ξ is a solution of the linearised problem (3.1) at λ = 0. In this section we derive an expression for the derivative of D β (λ, ε) with respect to λ at λ = 0.
This immediately implies

Corollary 5.4. D β (λ, ε) satisfies
so that the linearised stability problem (3.13) has two eigenvalues near 0, λ = 0 and
Proof of Lemma 5.3. As in the previous section, we defineṼ ε (ξ)
, where C ± ε are such that the normalisation (3.18) is satisfied. By Sections 3.2 and 5.1 we find that C ± 0 = 1/2. Since U + and U − are parallel, it follows immediately that D β (0, ε) = 0. Next, we calculate the derivative of the Evans function with respect to λ at λ = 0 where
Thus, we get for the ξ-derivative of W ± (ξ, ε) 
Since (u 0 ) ξ (ξ) = 2 sech ξ, we find
Hence, by 
The Evans function for λ near ±iω 0 and ε near zero
Instability can also occur via eigenvalues bifurcating from the endpoints of the continuous spectrum, i.e., from λ = ±iω 0 . As in the case with no surface resistance, an expansion of the Evans function will be derived for λ near ±iω 0 and ε small. Again, we can restrict the analysis to the case λ = iω 0 .
Recall the characteristic polynomial (3.15). For ε small, a double eigenvalue occurs if the two slow eigenvalues collide, i.e., at λ = iω 0 +λ(ε), whereλ(ε) =λ + (ε) is given in (3.19) . If we let σ = λ −λ(ε) and define the matrix A β (ξ, σ, ε) = A β (ξ, σ +λ(ε), ε) and the Evans functionD(σ, ε) = D β (σ +λ(ε), ε), then the matrix
at σ = iω 0 of algebraic multiplicity 2 and geometric multiplicity 1. In a similar way as before, we let U ± (ξ, ε) be slow solutions of the linearised system (3.13) at σ = iω 0 that are determined by their behaviour at ξ = ±∞ (3.18). In Section 3, we have seen that for ε = 0 the linearised solutions are
Note that U ± (ξ, 0) satisfy the normalisation (3.18).
In the next lemma we will prove that up to first order, the Evans functionD(iω 0 , ε) will remain on the imaginary axis. Before proving this lemma, we first look at its implication for the bifurcation of eigenvalues out of the continuous spectrum. There is a δ > 0 such that for U δ U δ = {σ ∈ C||σ − iω 0 | < δ} \ {σ ∈ C|R(σ) < 0, I(σ) = ω 0 } the Evans functionD(σ, ε) is continuous for σ ∈ U δ and ε near 0 andD(iω 0 , ε) is continuously differentiable in ε for ε near 0 (see Section 4 of [11] ). Hence for σ ∈ U ε , and ε small, there exists some function R(σ, ε) such that we conclude thatD(σ, ε) = 0 for ε small and σ near iω 0 . Hence for β > 0, no eigenvalue will bifurcate out of the continuous spectrum.
Remark 5.7. The Evans function D β (λ, ε) can also be interpreted as being defined on a Riemann surface R [6, 8, 11, 22] . Eigenvalues of the associated linearised stability problem (3.14) correspond to zeroes of D β (λ, ε) on one of the sheets of R (that is determined by the branch cut). The Evans function can also have zeroes on another sheet of R, but these zeroes, or 'resonance poles', have no direct relevance for the stability problem. Lemma 5.6 establishes the existence of a (complex conjugate) pair of 'irrelevant' zeroes/resonance poles of D β (λ, ε) on R. 
