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Abstract
In this paper we are dealing with two classes of mean curvature type prob-
lems that generalize the translating soliton problem. A first result proves that
the solutions to these problems have unique interior critical points. Using this
uniqueness result, we next derive a priori C0 and C1 estimates for the solu-
tions to these problems, by means of some minimum principles for appropriate
P -functions, in the sense of L.E. Payne.
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1 Introduction and statement of results
This paper is devoted to the study of the following two general classes of mean
curvature type problems:
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

div
(
∇u√
1 + |∇u|2
)
=
(
1√
1 + |∇u|2
)α
in Ω,
u = 0 on ∂Ω,
(1)
(2)

div
(
∇v√
1 + |∇v|2
)
=
1√
1 + |∇v|2 + µ in Ω,
v = 0 on ∂Ω,
(3)
(4)
where Ω ⊂ R2 is a bounded strictly convex domain with smooth boundary ∂Ω, while
α, µ > 0 are some positive constants. We note that if κ = κ(s) denotes the curvature
of ∂Ω as a planar curve in R2 computed with respect to the inward orientation, then
the strictly convexity of Ω is equivalent to κ > 0 on ∂Ω.
The motivation for considering these problems has its origin in the singularity theory
of the mean curvature flow in R3 of Huisken and Ilmanen [8, 9, 32]. A translating
soliton is a surface Σ ⊂ R3 that is a solution of the mean curvature flow when Σ
evolves purely by translations along some direction ~a ∈ R3 \ {0}. For the initial
surface Σ in the flow, this implies that 2H = 〈N,~a〉, where N is a choice of unit
normal field. After a change of coordinates, we suppose ~a = (0, 0, 1). If Σ is locally
the graph z = u(x, y), then the identity 2H = 〈N,~a〉 is now rewritten as
div
(
∇u√
1 + |∇u|2
)
=
1√
1 + |∇u|2 . (5)
Equation (5) is called the translating soliton equation (see Lopez [12] for a historical
introduction of this equation). Therefore, equations (1) and (3) generalize (5), by
taking α = 1 in (1) and µ = 0 in (3), respectively. However, both equations (1)
and (3) have their own interest. Equation (1) has been considered in [25, 26, 29]
as the extension of the flow of surfaces by powers of the mean curvature H . On
the other hand, equation (3) is better understood when we see a solution of (5) in
the context of manifolds with density ([7, 16]). More precisely, let eϕ be a positive
density function in R3, with ϕ ∈ C∞(R3), which serves as a weight for the volume
and the surface area. For a given variation Σt of Σ, let us denote by Aϕ(t) and Vϕ(t)
the weighted area and the enclosed weighted volume of Σt, respectively. Then the
expressions of the first variation of Aϕ(t) and Vϕ(t) are
A′ϕ(0) = −2
∫
Σ
Hϕ〈N, ξ〉 dAϕ, V ′ϕ(0) =
∫
Σ
〈N, ξ〉 dAϕ, (6)
where ξ is the variational vector field of Σt and Hϕ = H − 〈∇φ,N〉/2 is the so-
called weighted mean curvature. If we choose ϕ(q) = 〈q,~a〉, where ~a = (0, 0, 1), then
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Hϕ = H−〈N,~a〉/2. As a consequence of the Lagrange multipliers, we conclude that
Σ is a critical point of the area Aϕ for a prescribed weighted volume if and only if
Hϕ is identically constant, Hϕ = µ/2: this equation coincides with (3) when Σ is
the graph of z = u(x, y). For µ 6= 0, the solutions of equation (3) invariant by a
uniparametric family of rigid motions have been classified by the second author in
[11]. In a general context, there is a great interest of the solvability of the mean
curvature equation (3) by replacing the constant µ by a ‘forcing term’ f = f(u,Du)
(see [2, 10, 15, 24]).
In this paper we will not study the existence of solutions to problems (1)-(2) and
(3)-(4). Sufficient conditions on the data for the existence of classical solutions are
known in the above bibliography, or more generally, in the classical article of Ser-
rin [27]. Here we are rather interested in obtaining estimates for the solutions to
both Dirichlet problems. To this end, we will extensively use the theory of maxi-
mum principles developed by L.E. Payne and G.A Philippin in [19] for quasilinear
elliptic equations of divergence type (see also the book of R. Sperb [30] and the
references therein). We will thus develop some new minimum principles for two so-
called P -functions in the sense of L.E. Payne, that is, for two appropriate functional
combinations of the solutions and their derivatives. More precisely, let us consider
the following P -functions:
Φ(x; β) =
2
α− 1
(
1 + |∇u|2)α−12 − βu, (7)
Ψ(x; β) = ln

 1 + |∇v|2(
1 + µ
√
1 + |∇v|2
)2

− βv, (8)
with β ∈ R, where u and v are solutions to problems (1)-(2) and (3)-(4), respectively.
Moreover, let us also assume that α 6= 1, since the case α = 1, namely, the translating
soliton equation (5), was already investigated by Barbu and Enache [1]. The main
result of this paper is the following minimum principle.
Theorem 1.1. If β ∈ [1, 2], then the auxiliary functions Φ(x; β) and Ψ(x; β) attain
their minimum values on the boundary ∂Ω.
As a consequence of these minimum principles for Φ(x; β) and Ψ(x; β), we derive
the following a priori estimates.
Theorem 1.2. If u is a solution of problem (1)-(2), with α 6= 1, then we have the
following lower bound estimates:
qmin ≥ (κmax)−
2
α+1 , (9)
3
−umin ≥ 2
α− 1
((
1
κmax
)α−1
α+1
− 1
)
, (10)
where qmin = min
∂Ω
|∇u|, umin = min
Ω
u and κmax = max∂Ω κ.
Theorem 1.3. If v is a solution of problem (3)-(4), then we have the following
lower bound estimates:
qmin ≥ 1 + µ
2κmax
, (11)
−vmin ≥ 2 ln

(1 + µ)
√
1 + (1+µ)
2
4κ2max
1 + µ
√
1 + (1+µ)
2
4κ2max

 , (12)
where qmin = min
∂Ω
|∇v|, vmin = min
Ω
v and κmax = max∂Ω κ.
Minimum principles for appropriate P -functions, similar to our results, have been
obtained for several problems of physical or geometrical interests: [4, 5, 13, 14, 18,
20, 21, 22]. While the corresponding maximum principles are usually easier to obtain
as, for instance, in the reference paper [19], the minimum principles usually require
some additional properties of solutions, such as the convexity of the level curves of
the solutions or the the uniqueness of their critical points. For the two problems of
this paper, the convexity of level sets of the solutions is still unknown. However, we
are able to show that the solutions have an unique critical point, which allows us to
adapt a technique employed in [20] for the case α = 0 in (1), and in [1] for the case
µ = 0 in (3).
The paper is organized as follows. In Sections 2 and 3 we will give the proof of
Theorem 1.1 for problems (1)-(2) and (3)-(4), respectively, together with some pre-
liminary results. In Section 4 we will apply Theorems 1.1 to derive the lower bound
estimates from Theorem 1.2, while in Section 5 we will apply again Theorem 1.1,
to obtain the lower bound estimates from Theorem 1.3. Finally, in Sections 6, we
show that some maximum principles developed by Payne and Philippin in [19] can
be also employed to obtain upper bound estimates which complement the results
from Theorems 1.2 and 1.3 (see Theorems 6.1 and 6.2).
2 Proof of Theorem 1.1 for the problem (1)-(2)
For the proof of Theorem 1.1, we need first to investigate the number of critical
points of the solution to problem (1)-(2). We point out that the study of the number
critical points of solutions for elliptic problems is a subject of high interest and the
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literature is very extensive: here we only refer [23] in the context of the constant
mean curvature equation.
Since the right hand-side of (1) is positive, the strong maximum principle implies
that u < 0 in Ω, so u attains its minimum at some interior point of Ω. The next
result has its own interest and proves that, in fact, there is only one interior critical
point for the solution to problem (1)-(2).
Theorem 2.1. The solution u of problem (1)-(2) has only one critical point in Ω.
Proof. The proof follows the arguments used by Philippin in [20], for the case α = 0
in problem (1)-(2). For completeness, we also give it briefly here.
Before starting the proof, let us note that, in what follows in this paper, we will
always employ the summation convention over repeated indices (from 1 to 2) and
adopt the following notations:
u1 =
∂u
∂x1
, u2 =
∂u
∂x2
, uij =
∂2u
∂xi∂xj
, for i, j ∈ {1, 2} .
As for the proof, a first observation is that the solution u of (1)-(2) is analytic in
Ω (see Nirenberg [17]). We denote zk = uk, k = 1, 2, and write equation (1) in the
form (
1 + |∇u|2)∆u− uijuiuj = (1 + |∇u|2) 3−α2 . (13)
Differentiating (13) with respect to xk, k = 1, 2, we see that both z
1 and z2 satisfy
the differential equation
((
1 + |∇u|2) δij − uiuj) zkij + 2
(
ui∆u− uijui − 3− α
2
(
1 + |∇u|2) 1−α2 ui
)
zki = 0,
(14)
in Ω, where δij is the Kronecker symbol. Since equation (14) is linear in z, a linear
combination of z1 and z2 of type
z(θ) = z1 cos θ + z2 sin θ,
with θ ∈ R, also satisfies equation (14) in Ω. Therefore, the strong maximum
principle implies that z takes its minimum and maximum values on ∂Ω ([6, Cor.
3.2]). On the other hand, since u = 0 on ∂Ω, we have
zk =
∂u
∂n
nk on ∂Ω,
where n = (n1, n2) is the outward unit normal vector on ∂Ω and ∂u/∂n is the
outward normal derivative of u. Then z(θ) can be now rewritten as
z(θ) =
∂u
∂n
n · (cos θ, sin θ) on ∂Ω.
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Furthermore, since u < 0 in Ω, the Hopf boundary point lemma ([6, Lem. 3.4])
implies
∂u
∂n
< 0 on ∂Ω.
Let eiθ be a fixed arbitrary direction in the plane R2. Since ∂Ω is strictly convex,
the normal map n : ∂Ω → S1 is one-to-one on the unit circle S1. We thus deduce
that n(s) is orthogonal to eiθ at exactly two points and by the definition of z(θ),
the function z(θ) vanishes along ∂Ω at exactly two points.
The proof of Theorem 2.1 is obtained by contradiction. Suppose that there exist at
least two critical points of u in Ω, namely, P1 and P2. Then:
1. The function z(θ) is not constant in Ω because z(θ) has only two zeros along
∂Ω. Since z(θ) is analytic, the critical points of z(θ) are isolated points.
2. Let Nθ = z(θ)−1(0) be the nodal set of z(θ). Since z(θ) is analytic, standard
theory asserts that near a critical point of z(θ), the function z(θ) is asymptoti-
cally approximated by a harmonic homogeneous polynomial. Following Cheng
[3], Nθ is diffeomorphic to the nodal set of the approximating homogeneous
polynomial. In particular, Nθ is formed by a set of regular analytic curves at
regular points, the so-called nodal lines. On the other hand, in a neighborhood
of a critical point, the nodal lines form an equiangular system.
We point out that there is no closed component of Nθ contained in Ω. Indeed,
if we assume that Nθ encloses a subdomain Ω′ of Ω, then z(θ) = 0 along
∂Ω′, so the maximum principle would imply that z(θ) is identically 0 in Ω′,
contradicting the fact that z(θ) is not constant.
3. We prove thatNθ is formed from only one nodal line. Suppose by contradiction
that there exist two nodal lines L1 and L2. Since L1 an L2 are not closed,
then the arcs L1 and L2 end precisely at the two boundary points where z(θ)
vanishes. Since Ω is simply-connected, then L1 and L2 enclose at least one
subdomain Ω′ ⊂ Ω: this is impossible by the previous item.
4. As a conclusion, the nodal set Nθ is formed from exactly one arc. We now give
an orientation to the arcNθ for each θ: the orientation ofNθ is chosen such that
we first pass through P1 and then through P2. With respect to this orientation,
we are ordering the two boundary points where z(θ) vanishes. More precisely,
let us denote by P (θ) the initial point of Nθ, which after passing P1 and then
P2, finishes at the other boundary point, which is denoted by Q(θ).
5. Let us consider θ varying in the interval [0, π]. By the definition of z(θ), the
functions z(0) and z(π) coincides up to the sign, that is, z(0) = −z(π) and
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thus the nodal lines N0 and Npi coincide as sets of points. However, when θ
runs in [0, π], the ends points of N0 interchange their position when θ reaches
the value θ = π, leading to the nodal line Npi. Therefore, according to the
chosen orientation in Nθ, P (0) = Q(π) and P (π) = Q(0). Since all the arcs Nθ
pass first through P1 and then through P2, this interchange of the end points
between N0 and Npi would imply the existence of another nodal line for z(π).
But this is impossible, by item 3. This contradiction completes the proof of
Theorem 2.1.
Now, once the uniqueness of the interior critical point of u is proved, using some
rotation and/or translation if necessary, we can choose the coordinates axes such
that the unique critical point of u is located atO, the origin of the coordinate system.
Then O is the unique point of global minimum for u, so we have u11(O) ≥ 0 and
u22(O) ≥ 0. The next lemma shows that in fact these inequalities are strict.
Lemma 2.2. If u is the solution of problem (1)-(2), then
u11(O) > 0, u22(O) > 0.
Proof. The proof is obtained by contradiction. Suppose that u11(O) = 0 (a similar
argument will work if we assume instead that u22(O) = 0). If the function z
1 = u1
is constant in Ω, then u depends only on the variable x2 and the boundary condition
(2) is impossible. Thus z1 is a non constant analytic function. Since z1 vanishes at
O as well as z11 and z
1
2 , then the function z
1 vanishes at O with a finite order m ≥ 1.
Consequently there exist at least two nodal lines of z1 which form an equiangular
system in a neighborhood of O. However we have already proved in Theorem 2.1
the existence of exactly one nodal line, unless z1 is constant in Ω, so that we achieve
a contradiction.
Lemma 2.3. If β ∈ [1, 2], then the auxiliary function Φ(x; β) attains its minimum
value at the critical point of u or on the boundary ∂Ω.
Proof. Differentiating successively (7), we have
Φk = 2
(
1 + |∇u|2)α−32 uikui − βuk, (15)
respectively
Φkl = 2 (α− 3)
(
1 + |∇u|2)α−52 uikuiujluj + 2 (1 + |∇u|2)α−32 (uiklui + uiluil)− βukl.
(16)
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We now remind the following identity
uikuik|∇u|2 = |∇u|2 (∆u)2 + 2uijuiukjuk − 2 (∆u)uijuiuj, (17)
which holds only in R2 (see [22]). Making use of (17), after some manipulations (see
[19, Eq. (2.15)]), we obtain
∆Φ− 1
1 + |∇u|2Φkjukuj +WkΦk = (β − 2)
(
1 + |∇u|2)−α+12 (β − 1 + βα
2
|∇u|2
)
,
(18)
where Wk is a smooth vector function which is singular at the critical point of u. We
observe that the right hand-side of (18) is non-positive, because β − 2 ≤ 0, and the
other two parentheses are positive. Therefore, the conclusion of Lemma 2.3 follows
now from (18), as a direct consequence of the strong maximum principle.
Lemma 2.4. If β ∈ [1, 2], then the auxiliary function Φ(x; β) cannot be identically
constant on Ω.
Proof. If β ∈ [1, 2), then obviously no constant Φ(x; β) can satisfy (18) because the
right hand-side is positive. Therefore, it remains to investigate the case β = 2. In
such a case, we assume contrariwise that Φ(x; 2) is constant on Ω. By the definition
of Φ(x; 2) and the fact that u = 0 on ∂Ω, we deduce that |∇u| is constant on ∂Ω.
Therefore, according to a symmetry result of Serrin ([28]), the domain Ω must be
a disk and the solution to problem (1)-(2) must be radial, that is, u = u (r), with
r = |x|. Now, in radial coordinates, equation (1) can be rewritten as
urr +
1
r
ur(1 + u
2
r) = (1 + u
2
r)
3−α
2 . (19)
On the other hand, since Φ(x; 2) is constant, we have that ∂Φ/∂r = Φ,ku,k = 0, so
that urr = (1 + u
2
r)
3−α
2 and (19) becomes
1
r
ur(1 + u
2
r) = 0,
which is impossible, since ur 6= 0 for r 6= 0. We have thus obtained a contradiction
and the proof is achieved.
We are now in position to prove Theorem 1.1. The proof is obtained by contradiction.
Let us assume that the minimum of Φ(x; β) occurs at the critical point O of u. We
distinguish two cases.
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1. Case β ∈ (1, 2]. Using the fact that u1(O) = u2 (O) = u12(O) = 0, we evaluate
(15) and (16) at O to obtain
Φ1(O; β) = Φ2(O; β) = 0,
respectively
Φ11(O; β) = 2u
2
11(O)− βu11(O),
Φ12(O; β) = 0,
Φ22(O; β) = 2u
2
22(O)− βu22(O).
Since Φ(x; β) attains its minimum in O, we have
0 ≤ Φ11(O; β) = u11(O)(2u11(O)− β),
0 ≤ Φ22(O; β) = u22(O)(2u22(O)− β). (20)
It follows then from Lemma 2.2 and (20) that
2u11(O)− β ≥ 0, 2u22(O)− β ≥ 0. (21)
Summing now these two last inequalities, if follows that
∆u(O)− β ≥ 0. (22)
On the other hand, evaluating (1) at O, we get
∆u(O) = 1. (23)
Inserting now (23) into (22), we conclude that β ≤ 1, which contradicts the
assumption that β > 1, so that Theorem 1.1 is proved in this case.
2. Case β = 1. We repeat a continuity argument used by Philippin and Safoui in
[22]. From Lemma 2.4 we know that for all β ∈ [1, 2] the auxiliary functions
Φ(x; β) take its minimum value either on the boundary ∂Ω or at the critical
point of u. On the other hand, from the previous case β < 1, we also know
that Φ(x; β) takes its minimum value on ∂Ω for all β ∈ (1, 2]. However,
when β decreases continuously from 2 to 1, the points at which Φ(x; β) takes
its minimum value have to move continuously. Therefore, they cannot jump
away from ∂Ω at the interior critical point of u. This contradiction thus proves
Theorem 1.1, when β = 1.
3 Proof of Theorem 1.1 for the problem (3)-(4)
The proof of Theorem 1.1 for problem (3)-(4) is similar to the one given in the
previous section for problem (1)-(2). We will thus follow the same steps and only
present the differences. Recall that the constant µ in (3) is positive.
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Again, let us notice that, since the right hand-side of equation (3) is positive, the
strong maximum principle implies that the solution v satisfies v < 0 in Ω. Next, we
have to show that v has only one critical point in Ω. To this end, the argument is
the same as the one from the previous section. More precisely, we first differentiate
equation (3) with respect to xk, to obtain
((
1 + |∇v|2) δij − vivj) zkij + 2
(
vi∆v − vijui − vi − 3
2
µ(1 + |∇v|2)
)
zki = 0.
Therefore, the strong maximum principle can be applied to this equation and the
remaining part of the proof is identical to what one has already seen in the proof
of Theorem 2.1. This means that v has a unique critical point, which is a point
of global minimum. As before, we may assume that this point is the origin O and
clearly a result similar to Lemma 2.2 can be easily derived in this case, to obtain
that v11(O) > 0 and v22(O) > 0.
We now prove a result which analogous to Lemma 2.3.
Lemma 3.1. If β ∈ [1, 2], then the auxiliary function Ψ (x; β) attains its minimum
value at the critical point of v or on the boundary ∂Ω.
Proof. Differentiating successively (8), we obtain
Ψk =
2vikvi
(1 + |∇v|2)
(
1 + µ
√
1 + |∇v|2
) − βvk, (24)
respectively
Ψkl =
2viklvi + 2vikvil
1 + |∇v|2 + µ (1 + |∇v|2)3/2
−
4
(
1 + 3
2
µ
√
1 + |∇v|2
)
vikvivjlvj
(1 + |∇v|2 + µ(1 + |∇v|2)3/2)2 − βvkl. (25)
Then the equation corresponding here to (18) is
∆Ψ− 1
1 + |∇v|2Ψkjvkvj+WkΨk =
β − 2
1 + |∇v|2
{
(β − 1)
(
1 + µ
√
1 + |∇v|2
)
+
β
2
|∇v|2
}
.
(26)
If β ∈ [1, 2], then β − 2 ≤ 0 and the bracket in the above identity is positive (here
we have used the fact that µ > 0). The result follows now as a direct consequence
of the strong maximum principle.
Lemma 3.2. If β ∈ [1, 2], then the auxiliary function Ψ (x; β) cannot be identically
constant on Ω.
10
Proof. If β ∈ [1, 2), then clearly no constant Ψ (x; β) can satisfy (26). Therefore, it
remains to investigate the case β = 2. In such a case, if we assume that Ψ (x; 2) is
constant on Ω, we may obtain again that v is a radial function, that is v = v(r),
and Ω is a disk. In radial coordinates, equation (3) can be rewritten as
vrr +
1
r
vr(1 + v
2
r) = 1 + v
2
r + µ(1 + v
2
r )
3/2. (27)
On the other hand, since Ψ(x; 2) is constant, we have that ∂Ψ/∂r = Ψ,ku,k = 0, so
that urr = (1 + u
2
r) + µ(1 + u
2
r)
3/2 and (27) thus becomes
1
r
ur(1 + u
2
r) = 0,
which is impossible, since ur 6= 0 for r 6= 0.
We are now ready to prove Theorem 1.1. The proof is obtained again by contradic-
tion. Suppose that the minimum of Ψ(x; β) is attained at the critical point O of v.
We distinguish two cases.
1. Case β ∈ (1, 2]. Using the fact that v1(O) = v2 (O) = v12(O) = 0, we evaluate
(24) and (25) at the origin to find
Ψ1(O; β) = Ψ2(O; β) = 0,
respectively
Ψ11(O; β) = 2
v211(O)
1 + µ
− βv11(O),
Ψ12(O; β) = 0,
Ψ22(O; β) = 2
v222
1 + µ
(O)− βv22(O).
Since Ψ(x; β) attains its minimum in O, we have
0 ≤ Ψ11(O; β) = v11(O)
(
2
v11(O)
1 + µ
− β
)
,
0 ≤ Ψ22(O; β) = v22(O)
(
2
v22(O)
1 + µ
− β
)
≥ 0.
(28)
Using now that vii(O) > 0, for i = 1, 2, inequalities (28) imply
2
v11(O)
1 + µ
− β ≥ 0, 2v22(O)
1 + µ
− β ≥ 0.
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Summing now these two last inequalities, we obtain
2∆v(O) ≥ (1 + µ)β. (29)
On the other hand, evaluating equation (3) at O, we find
∆v(O) = 1 + µ. (30)
Inserting now (30) into (29) and using the fact that 1 + µ > 0, we conclude
that β ≤ 1, which contradicts the assumption that β > 1, so that the proof of
Theorem 1.1 is achieved in this case.
2. Case β = 1. The same continuity argument employed in the case of problem
(1)-(2) in the previous section can be repeated here to show that Theorem 1.1
also holds in this case.
4 Proof of Theorem 1.2
From Theorem 1.1 we know that Φ(x; β) takes its minimum value at some point
Qβ ∈ ∂Ω. Here we emphasize the dependence of the points Qβ on the parameter β.
This implies that
2
α− 1
(
1 + |∇u|2)α−12 − βu ≥ 2
α− 1
(
1 + q2m
)α−1
2 , (31)
where we remind that qm is the minimum value of |∇u| on ∂Ω. Evaluating (31) at
the unique minimal point of u, we find
−βumin ≥ 2
α− 1
((
1 + q2m
)α−1
2 − 1
)
.
The left hand-side of this inequality is positive and attains its minimum when β = 1,
hence
−umin ≥ 2
α− 1
((
1 + q2m
)α−1
2 − 1
)
. (32)
Next, we construct a lower bound for qm in terms of the curvature κ(s) of ∂Ω. Let
Q = Q1. Since Φ(x; 1) takes its minimum value at Q, we have ∂Φ(x; 1)/∂n ≤ 0 at
Q, or equivalently,
2
(
1 + u2n
)α−3
2 ununn − un ≤ 0 at Q, (33)
where un and unn are the first and second outward normal derivatives of u on ∂Ω.
As u < 0 in Ω and u = 0 along ∂Ω, then un > 0 and un = |∇u| on ∂Ω. Thus the
above inequality (33) becomes
2
(
1 + u2n
)α−3
2 unn ≤ 1 at Q. (34)
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Now, since the boundary ∂Ω is smooth, equation (1) can be rewritten in normal
coordinates along ∂Ω as
unn
(1 + u2n)
3/2
+
κun
(1 + u2n)
1/2
=
(
1 + u2n
)
−
α
2 on ∂Ω,
or equivalently,
unn + κun(1 + u
2
n) = (1 + u
2
n)
3−α
2 on ∂Ω. (35)
Inserting (35) into (34), we obtain
1 ≤ 2κ(Q)qm(1 + q2m)
α−1
2 ≤ 2κ(Q) (1 + q2m)α+12
where for the last inequality we have used that 2qm ≤ 1 + q2m. It then follows that
1
κ(Q)
≤ (1 + q2m)α+12 .
Hence (
1 + q2m
)α−1
2 ≥
(
1
κ(Q)
)α−1
α+1
≥
(
1
κmax
)α−1
α+1
, (36)
from which inequality (9) follows. Moreover, inserting (36) into (32), we also obtain
the inequality (10) and the proof of Theorem 1.2 is thus achieved.
5 Proof of Theorem 1.3
The idea of proof is similar to the one already employed in the previous section to
prove Theorem 1.2. From Theorem 1.1 we know that Ψ(x; 1) takes its minimum
value at some point Q ∈ ∂Ω. This implies that
ln

 1 + |∇v|2(
1 + µ
√
1 + |∇v|2
)2

− v ≥ ln

 1 + q2m(
1 + µ
√
1 + q2m
)2

 . (37)
Evaluating now (37) at the unique minimal point of v, we obtain
−vmin ≥ ln

 (1 + q2m) (1 + µ)2(
1 + µ
√
1 + q2m
)2

 . (38)
From the facts that ∂Ψ(x; 1)/∂n ≤ 0 and vn > 0 on ∂Ω, it follows that
2vnn
(1 + v2n) (1 + µ
√
1 + v2n)
≤ 1 at Q. (39)
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On the other hand, equation (3) can be rewritten in normal coordinates along ∂Ω,
as
vnn
(1 + v2n)
3/2
+
κvn
(1 + v2n)
1/2
=
1√
1 + v2n
+ µ,
or, equivalently,
vnn = (1 + v
2
n)(1− κvn) + µ(1 + v2n)3/2, (40)
where κ(s) is the curvature of ∂Ω. Inserting now the value of vnn from (40) into
(39), we obtain after some simplifications
1
κ(Q)
≤ 2qm
1 + µ
√
1 + q2m
≤ 2qm
1 + µ
,
from which inequality (11) follows. Finally, using (11) and the fact that the function
f(x) = x/(1 + µx) is increasing, we easily deduce from (38) the desired inequality
(12).
6 Some final remarks
For both problems (1)-(2) and (3)-(4), some maximum principles for P -functions
have been already obtained by Payne and Philippin in [19]. We can use them in
what follows, to derive some upper bound estimates which complement the bounds
given in Theorem 1.2 and 1.3.
6.1 An upper bound for −umin
From [19, Cor. 1], we know that the function Φ(x; 2) takes its maximum value at
the (only) critical point of u. This implies
1
α− 1
(
1 + |∇u|2)α−12 − 1
α− 1 ≤ u− umin.
Therefore, if α > 1, this inequality leads to
|∇u|2 ≤ ((α− 1)(u− umin) + 1)
2
α−1 − 1. (41)
Next, we use inequality (41) to derive an upper bound for −umin. Let P be a point
where u = umin and Q be a point on ∂Ω nearest to P . Let r measure the distance
from P to Q along the ray connecting P and Q. Clearly we have
du
dr
≤ |∇u| . (42)
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Integrating now (42) from P to Q along the ray connecting P to Q, and making use
of (41), we obtain
I :=
∫ 0
umin
du√
(1 + (α− 1) (u− umin))
2
α−1 − 1
≤
∫ Q
P
dr = |PQ| ≤ d, (43)
where d is the radius of the largest ball inscribed in Ω. Next, using the substitution
v = (1 + (α− 1) (u− umin))−
1
α−1 , we have
I =
∫ (1−(α−1)umin)− 1α−1
1
v1−α√
1− v2dv ≥
∫ (1−(α−1)umin)− 1α−1
1
dv√
1− v2 (44)
= cos−1
(
1
(1− (α− 1) umin)
1
α−1
)
, (45)
where we have used the fact that v ≤ 1 when α > 1, to derive the inequality in (44).
From (43) and (45) we obtain
cos−1
(
1
(1− (α− 1) umin)
1
α−1
)
≤ d.
In order to solve this inequality for umin, we must require that d < π/2. Hence we
conclude the following estimate.
Theorem 6.1. Let d be the radius of the largest ball inscribed in Ω. If α > 1 and
d < π/2, then the solution u to problem (1)-(2) satisfies the inequality
−umin ≤ 1
α− 1
((
1
cos(d)
)α−1
− 1
)
.
6.2 An upper bound for −vmin
From [19, Cor. 1], the function Ψ(x; 2) takes its maximum value at the (only) critical
point of v. This implies that
ln

 1 + |∇v|
2(
1 + µ
√
1 + |∇v|2
)2

− ln
(
1
(1 + µ)2
)
≤ 2v − 2vmin,
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so that, after some manipulations, we find
(1 + µ)2
(
1 + |∇v|2)(
1 + µ
√
1 + |∇v|2
) ≤ e2v−2vmin . (46)
Since µ > 0, the left hand-side of (46) is obviously larger than 1 + |∇v|2, so from
(46) we are lead to the following inequality
|∇v|2 ≤ e2(v−vmin). (47)
Next, following the steps of the previous subsection, from (47), which represents
exactly inequality (46) for µ = 0, one may obtain the following result (see also [19],
where the case µ = 0 was already investigated):
Theorem 6.2. Let d be the radius of the largest ball inscribed in Ω. If d < π/2,
then the solution v to problem (3)-(4) satisfies the following inequality
−vmin ≤ ln
(
1
cos (d)
)
. (48)
6.3 Extensions and optimality
We conclude this paper with the following two remarks about the extensions to
higher dimensions and the optimality of the bounds found in this paper.
1. The most important ingredient in the proof of Theorem 1.1 is the result about
the uniqueness of the critical point of solutions. An extension of our idea of proof to
higher dimension doesn’t work, since in a higher dimension we will have to deal with
nodal hypersurfaces instead of nodal lines. One may eventually think at using an
alternative proof, based on a stronger result, if true, which says that the solutions
to our problems might have convex level sets. In such a case, G.A. Philippin and
A. Safoui have proved in [22] that equality sign in (17) can be replaced with the
appropriate inequality sign. Unfortunately, as proved by X.-J. Wang in [31], this
convexity result fails to be true in some particular cases, such as α = 0 in (1) or
µ = 0 in (3).
2. As for the optimality of our bounds, the equality sign is obtained in our bound
estimates from Theorem 1.2 and Theorem 1.3 when the corresponding P-functions
are identically constant. However, in Lemmas 2.4 and 3.2 it was already shown that
this thing is impossible. Therefore, the bound estimates (9)-(12) are not optimal.
As for the bound estimates from Theorems 6.1 and 6.2, the dimension of the space
16
doesn’t play a role in our computations, so these results still remain true in higher
dimension. Moreover, the equality sign in these estimates holds in the limit as Ω
degenerates into a strip region of width 2d, while µ should also be equal to zero in
the case of the estimate found in Theorem 6.2.
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