The combination of wavelet analysis methods with data-driven models is a prevalent approach to conducting hydrological time series forecasting, but the results are affected by the accuracy of the wavelet decomposition of the series. The choice of decomposition level is one of the key factors for the wavelet decomposition. In this paper, the data of daily precipitation and streamflow time series measured in the upper reach of the Heihe River Basin in Northwest China were used as an example, and the influence of the decomposition level on wavelet-based hydrological time series forecasting was investigated. The true components of the precipitation series were identified, and the modeling results using 10 decomposition levels and two decomposition types were compared. The results affirmed that the wavelet-based modeling performance is sensitive to the choice of decomposition level, which is determined by the time series analyzed, but has no relation with the decomposition type used. The essence of the choice of decomposition level is to reveal the complex variability of hydrological time series under multi-temporal scales, and first knowing the true components of series could guide the choice of decomposition level. Through this study, the relationship among original series' characteristics, the choice of decomposition level, and the accuracy of wavelet-based hydrological time series forecasting can be more clearly understood, and it can be an improvement for wavelet-based data-driven modeling.
Introduction
This paper mainly concerns the issue of hydrological time series forecasting (HTSF). It is done to understand the future hydrological regimes, then further guide various practical water activities, such as safe yield computations, hydrological and hydraulic designs, and water resources planning and management [1, 2] . Currently, there have been a great number of relevant studies, and many methods and models, generally called data-driven models, can be used for the topic [3] [4] [5] . The basic idea of data-driven models is to use certain mathematical tools to describe correlations of hydrological variables, without requiring modeling of the internal structure of a watershed system [4, 6, 7] . An important and extensively accepted viewpoint about these models is that accurate identification of characteristics in hydrological time series is the basis of forecasting by the data-driven models [8, 9] . However, many data-driven models cannot fully meet these needs. For instance, linear regression (LR) models provide only reasonable accuracy and suffer from the assumptions of stationarity and linearity [10] . Being different from LR models, the artificial neural network (ANN) models can learn
The daily precipitation and streamflow data series have the same length of 15 years (5479 days) measured from the 1990 to 2004. The first 10 years of the series data (3652 days, 67% of the whole data set) are used for calibration, and the remaining five years (1827 days, 33% of the whole data set) are used for verification. The statistical characters of these data sets are presented in Table 1 , in which x mean , x max , x min , C v , and C s denote the mathematical mean, maximum, minimum, coefficient of variation and coefficient of skewness, respectively. The precipitation and streamflow series in the calibration period show similar scattered variations as those in the verification period (i.e., similar C v values of 2.72 and 2.58, 1.11 and 0.96), but the former have higher positive skewness (i.e., C s = 4.97 compared with 4.13, 3.55 compared to 2.65). The precipitation data fall within the range of 0-34.70 mm in the calibration period, while those in the verification period fall within the range of 0-22.00 mm, being smaller than the former. The same results can be found in the streamflow data: the streamflow data fall within the range of 5.01-788.00 m 3 /s in the calibration period, and those in the verification period are in the range of 4.08-504.00 m 3 /s. According to the statistical characters, it is thought that extreme streamflow values in the verification period can be accurately modeled as long as a proper model is built by using the calibration data sets.
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Discrete Wavelet Transform and Modeling Design
Hydrological time series data are often measured as discrete signals. They are usually analyzed by the discrete wavelet transform (DWT) method in Equation (1) [31] , mainly to identify true 
Hydrological time series data are often measured as discrete signals. They are usually analyzed by the discrete wavelet transform (DWT) method in Equation (1) [31] , mainly to identify true components and separate noise from original series:
where ψ(t) is the mother wavelet, f(t) is the series analyzed, and t is an index representing time; a 0 and b 0 are constants, integer j is the decomposition level, and k is the time translation factor; ψ * (t) is the complex conjugate. In practice, the dyadic DWT in Equation (2) is used commonly by assigning a 0 = 2 and b 0 = 1 [32] :
In the dyadic DWT process, the first stage starts from the original signal, and the result includes two types of coefficients set as "approximation" and "detail" under each level. In each stage except the first one, only approximation coefficients are analyzed. More details of the mathematical foundations of dyadic DWT are thoroughly described in References [16, 31] . The wavelet used for DWT must meet the regularity condition in Equation (3) with the regularity of order N:
Sub-signal f j (t) of the original series under the level j can be reconstructed by Equation (4), and their sum is the original series:
Theoretically, the maximum decomposition level (M) can be calculated as: M = log 2 (N), where N is the series length. When conducting a wavelet-based ANN model, it needs to determine the most suitable decomposition level from 1 to M. Along with the increase of decomposition level j, more sub-signals and detailed information of series at larger temporal scales would appear. More information may contribute to better performance of the model, but more input neutrals may reduce the computing efficiency and decrease the stability of the model. Therefore, it is important to select a suitable decomposition level for wavelet-neutral modeling.
In the study, we use the back propagation neural network (BPNN) model, which is commonly applied to hydrological time series modeling [4] . The input data of the BPNN model is precipitation data, and the output data is streamflow data. The number of neurons in the input layer is determined by the wavelet decomposition result of precipitation series, as described in the former section. The number of neurons in the hidden layer is determined by the 'trial and error' test, and one neuron in the output layer is the simulated streamflow series.
In the modeling practice, three main factors are considered: (1) the choice of decomposition level. Each of the levels from 1 to 10 is used to decompose the original series and conduct BPNN modeling, and 10 modeling results are compared; (2) their mean values, respectively; n is the series length. The NSE coefficient is widely used for assessment of the model's performance [33] . R is an index commonly used to describe the correlation of two series. AARE can measure the error between the observation and simulated data [34] . In general, high NSE and R values and small AARE values indicate good modeling performance.
Following the "trial and error" test result, the number of neurons in the hidden layer is determined as five. The correlation analysis method is used to determine the time delay of the daily precipitation and streamflow data. In Figure 2 , the lag-1 correlation coefficient between the precipitation and streamflow series is 0.62, being bigger than the lag-0 correlation coefficient of 0.47, so the time delay is determined as one day, meaning the streamflow value in a certain day is forecasted by using the daily precipitation data in the same and previous days. 
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in which Yi bs and Yi sim denote the observation and simulated series, and Ymean bs and Ymean sim denote their mean values, respectively; n is the series length. The NSE coefficient is widely used for assessment of the model's performance [33] . R is an index commonly used to describe the correlation of two series. AARE can measure the error between the observation and simulated data [34] . In general, high NSE and R values and small AARE values indicate good modeling performance.
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Wavelet Decomposition of Precipitation
The length of the precipitation series in the verification period is 1827, so the maximum decomposition level 10 (i.e., log21827) is used here. By considering both the deterministic characteristics of the series and the mathematical properties of the wavelets, we used the method in Reference [35] and chose the "db3" mother wavelet to analyze the precipitation series in the verification and calibration periods. They are decomposed into 11 sub-signals by the discrete wavelet decomposition method. The sub-signals of the original series under "D" levels are reconstructed by detailed wavelet coefficients, and the sub-signal under the "A" level is reconstructed by approximate wavelet coefficients, and it is usually the mean or trend of the original series. The method of significance testing of DWT proposed by Sang [35] is used here to judge the sub-signals of series under each level belonging to true components or noise. 
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The energy function of the precipitation and streamflow series is compared with the referenced energy function with a 95% confidence interval, and the results are shown in Figure 4 . For the subsignals of the precipitation series, the energies of sub-signals under D3, D4, D7 and D8 are obviously above the 95% confidence interval, thus they are thought of as the true components, and other subsignals are thought as noise. 
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The modeling results by the T-II type are shown in Table 3 and Figure 5 . On the whole, with the increase of the decomposition level, the modeling efficiency also shows a trend of increase at first and a decrease later on. To be specific, the NSE values in the calibration period rise rapidly from 0.65 to 0.80 before level 6, and decrease from 0.73 to 0.56 afterwards. Similar to the calibration period, the Figure 5 . NSE values of the WA-ANN modeling results by two decomposition types under 10 decomposition levels. The result under the decomposition level 0 is obtained by using original series. Table 3 . Modeling results of WA-ANN models when using the T-II decomposition type.
Period Index
Mode Name * * T-II-0 is the original precipitation series without any process, and T-II-n is the T-II type under the decomposition level n.
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The modeling results by the T-II type are shown in Table 3 and Figure 5 . On the whole, with the increase of the decomposition level, the modeling efficiency also shows a trend of increase at first and a decrease later on. To be specific, the NSE values in the calibration period rise rapidly from 0.65 to 0.80 before level 6, and decrease from 0.73 to 0.56 afterwards. Similar to the calibration period, the NSE values in the verification period rise rapidly from 0.51 to 0.75 before level 6, and then drop rapidly from 0.71 to 0.25. The same change process can be found in the R value results. In the calibration period the R values rise from 0.74 to 0.89 before level 6, and then decrease to 0.75 under level 10. In the verification period the R values rise from 0.67 to 0.87 before level 6, and then decrease to 0.58 under level 10. Both in the calibration and verification periods, the AARE values decrease rapidly from 0.43 to about 0.26 before level 6, and then rise to 0.40 under level 10.
Discussion
The wavelet analysis method can identify deterministic components of hydrological time series and provide a reliably physical basis for a single artificial intelligence model, which is a main defect of data-driven models. Following the above results (Tables 2 and 3 and Figure 5 ), we can find that the modeling performance under decomposition level 6 is better than others, no matter which decomposition type is used. Therefore, decomposition level 6 is chosen as the best one for the modeling practice in this case. From the significance testing result of DWT in Figure 4 , we can find that the sub-signals of the precipitation series before D6 (D1, D2, . . . , D6) are more likely to be composed of noise, and the sub-signals after D7 (D7, D8, . . . , D10 and A10) are mainly true components in the original series which reflect the annual and inter-annual periodicities and trends of the precipitation process. The first important understanding obtained from the above results is that a proper decomposition level should be carefully chosen when doing wavelet-based modeling, because it determines the accuracy of the wavelet decomposition result of a series, and further has great influence on the data-driven modeling practice.
Comparison of the results in Tables 2 and 3 shows that decomposition level 6 can distinguish the true components and noise in the original precipitation series, and it can accurately identify the deterministic characteristics of the series. For the T-I decomposition type, the true components and noise in the daily precipitation series can be distinguished when using decomposition level 6 or higher, so the modeling accuracy becomes stable after level 6. For the T-II decomposition type, when using decomposition levels from 7 to 10, some true components are mixed with noise, and they are not accurately distinguished. In the situation, if all of them are still used as the input data of the wavelet-aided BPNN model, the modeling accuracy both in the calibration and verification periods becomes worse compared with those in the T-I decomposition type. Here, the second important understanding obtained from the results is that the true components and noise in the original series should be accurately separated before wavelet-based modeling practice.
When using the conventional method [23, 24] , the proper decomposition level is computed as 3 (i.e., log 10 (5479)) for the study. From Figure 5 we can find that both in the calibration and verification processes, the modeling results under level 3 are much worse than those under level 6, because the annual and inter-annual variability of precipitation series cannot be clearly identified when using decomposition level 3. Therefore, the third important understanding gained from the above results is that the choice of a suitable decomposition level should meet the need of the accurate identification of series' characteristics and composition, which is the basis of wavelet-based modeling. To be specific, the choice of decomposition level should be based on the characteristics of the analyzed series, but should not consider the series length or other factors, and unreasonable decomposition of the original series would cause bad wavelet-aided modeling performance.
As a result, the choice of decomposition level is an important issue in wavelet analysis and modeling. Presently, there have been a great number of studies on wavelet analysis of hydrological time series. For example, Sang established a reference energy function for discrete wavelet analysis, and proposed a practical guide to discrete wavelet decomposition of series [35] . It is used to choose an appropriate wavelet according to the relationship of the statistical characters among the original series, de-noised series and removed noise, to choose a proper decomposition level by analyzing the difference between the energy function of the analyzed series and the reference energy function, and then to identify deterministic components by conducting significance testing of DWT. The guide is based on the hydrological time series itself, and it is recommended here for wavelet-based data pre-processing and modeling. From the study we think that the understanding about the issue of decomposition level choice should be improved, and specifically for long-term hydrological time series modeling, the decomposition level should at least reflect the inter-annual periodicities and decadal variability of hydrological time series, which are important deterministic characteristics of hydrological processes. It can be a principle and basis for the choice of decomposition level.
Conclusions
In this paper, by analyzing the daily precipitation and streamflow data in the upper reach of the Heihe River Basin, the influence of the decomposition level choice on WA-ANN modeling performance was investigated. By summing up the results, two important understandings about the issue are obtained: (1) no matter which decomposition type is used, the choice of decomposition level has a strong influence on the WA-ANN modeling performance, reflecting the importance of accurate wavelet-based data pre-processing practice; (2) the best decomposition level selected from the results is just the same for two decomposition types, which means that the choice of a suitable decomposition level is determined by the time series analyzed, but has no relation to the decomposition type used. By comprehensive analysis, it can be found that the essence of decomposition level choice is to reveal the complex variability of the hydrological process under multi-temporal scales. When using the method recommended in the study, we can choose an appropriate decomposition level by analyzing the difference between the energy function of the analyzed series and the reference energy function, and then identify deterministic components by conducting significance testing of DWT.
In the future, other key issues about the wavelet analysis, such as the choice of mother wavelet and the uncertainty analysis, should be further studied to improve wavelet-based models. Furthermore, more hydrological data examples should be analyzed to certify the reliability of the understanding about the issue of decomposition level choice obtained from this paper.
