Control of port-Hamiltonian systems : observer design and alternate passive input-output pairs by Venkatraman, Aneesh,
Control of Port-Hamiltonian Systems:
Observer Design and Alternate Passive
Input-Output PairsThe research described in this thesis was undertaken at the Johann Bernoulli
Institute for Mathematics and Computer Science, University of Groningen,
The Netherlands.
The research reported in this thesis is part of the research program of the
Dutch Institute of Systems and Control (DISC). The author has successfully
completed the educational program of the Graduate School DISC.
c  Aneesh Venkatraman, University of Groningen, 2010.
No part of this work may be reproduced by print, photocopy or any
other means without the permission in writing from the author.
Printed by GraﬁMedia, University of Groningen, The Netherlands.
The summary in dutch was done by Prof Arjan van der Schaft
ISBN (Book version): 978-90-367-4279-5
ISBN (Digital Version): 978-90-367-4280-1RIJKSUNIVERSITEIT GRONINGEN 
Control of Port-Hamiltonian systems: Observer Design 
and Alternate Passive Input-Output Pairs 
Proefschrift 
ter verkrijging van het doctoraat in de 
Wiskunde en Natuurwetenschappen 
aan de Rijksuniversiteit Groningen 
op gezag van de 
Rector Magnificus, dr. F. Zwarts, 
in het openbaar te verdedigen op 
vrijdag 23 april 2010 
om 16:15 uur 
door 
Aneesh Venkatraman 
geboren op 9 mei 1982 
te Tiruchi, India Promotores:      Prof.dr. A.J. van der Schaft 
     
Beoordelingscommissie:  Prof.dr. H. Nijmeijer 
    Prof.dr.  R.  Ortega 
    Prof.dr.ir.  J.M.A.  Scherpen 
ISBN: 978-90-367-4279-5 Acknowledgements
It has been (approximately with limit tending from the left hand side) four
years of eventful grad life and I have reasons to be both happy and sad about
its completion. However, let me keep my feelings aside and spend some time
to thank all those people who have contributed in making my stay memo-
rable and this thesis possible.
I would start by saying a few words about my advisor who is also one
amongst themost pleasantanddown-to-earthpersonsthatIhavecomeacross.
Dear Arjan, it has been a great pleasure to work under your supervision. I
have been extremely beneﬁtted by your in-depth knowledge on a broad spec-
trum of different topics related to systems theory and have always looked
forward to those hourly insightful discussions with you. I should admit that
I initially found your mentorship style of not pushing the PhD student too
hard and giving him complete freedom and time to slowly explore his re-
search interests, as a concept that is too good to be true! But, I did come to re-
alize that (perhaps) there could be no better way to make the student become
an independent researcher and I thank you whole heartedly for my current
self. Research collaborations are always a unique experience per se for a PhD
student and I thank you for allowing me to collaborate and publish papers
with different research groups. Finally, a note of thanks for taking care of the
Dutch summary of my thesis.
Paris has been my second home city during PhD and here I would like to
acknowledge Prof Romeo Ortega and his PhD student Ioannis Sarras. I still
have vivid memories of my ﬁrst visit to Supelec in the September of 2007
when I was desperately on the lookout for a research breakthrough. The ob-
server design problem got all three of us interested and then followed four
to ﬁve months of interesting and fruitful discussions over the email which
ﬁnally culminated in the IEEE paper. Dear Romeo, I thank you for your
prompt responses over the emails which kept the momentum going and I
admire your killer instinct approach towards solving a research problem. It
was great working with you and a good learning experience for me. Dear
Ioannis, you deserve a special mention in my thesis because the initial ideas
came from our discussions on the inverted pendulum on cart example which
was precisely the beginning. I thoroughly enjoyed the kind hospitality of
yourself and Anna. Thanks to Dhruv, Fernando, Wissam, Michael and many
others for the nice company at Supelec. I am surely going to miss those two
hour long French lunch breaks (occasionally also supplemented by wine) and
the informal talks we had on different topics.
iiiLondon has always remained a dream city for many people from a tourist
perspective and also to work/study there. I got a chance to visit London in
January 2009 when Prof Alessandro Astolﬁ agreed to host me at the Imperial
College. Then followed three intense weeks of hard work with 10-15 minutes
of effective meeting every day. Dear Astolﬁ, apart from those crisp research
discussions we had, working with you has helped me improve on two key
aspects: efﬁciency and time management. My sincere thanks once again for
all your time and guidance.
I would next like to acknowledge the members of my PhD reading commit-
tee, Prof Henk Nijmeijer, Prof Jacquelien Scherpen and Prof Romeo Ortega.
My special thanks to Henk and Jacquelien for carefully spending time to read
my thesis and providing detailed comments and suggestions for improve-
ment.
Apart from research, the daily life of a PhD student revolves around the
much needed coffee and tea breaks, lunch hours and the general social corners.
In this regard, I would like to thank all my fellow PhD students for mak-
ing life outside research interesting! The long list starts with my ofﬁce mates
Rosty and Florian with whom I have shared many a hearty laugh and the rest
which includes Shaik, Harsh, Sijbo, Diego, Minh, Amit, Sasanka, Alef, Tudor,
Thomas, Danny, Tano, Bas, Younas and many more. I would like to men-
tion Prof Harry Trentelman, whose professional and competitive approach
towards research has often been a good source of inspiration for me. On the
other hand, his warmandfriendlynature,togetherwith his witty andhumor-
ous remarks and not to forget his great whistling tunes keeps the ofﬁce very
lively. Next, I would like to mention about a very socially interesting person,
Kanat Camlibel who used to drop into our ofﬁce at any given time of the day
and engage us in a wide gamut of topics ranging from complicated mathe-
matics to football to women! I would say that this person is a connoisseur of
anything to everything. Dear Kanat, thanks for all the entertainment... ¨  ...I
would thank Bayu for initiating the Journal club which has been a success on
both, the research and social frontiers. I would thank Mijn Cao and Mirjam
for useful discussions on optimization related problems. Dear Esmee, Ineke
and Desiree, you have all been very helpful when it came to administrative
tasks and paper work. Finally, the various conference trips (California, Mex-
ico, Virginia, Budapest, Sienna) and the DISC summer schools are always
going to be reminiscent.
Its now time to come to the real world, that is, life outside the mathematics de-
partment! I hardly knew any Indians when I arrived here in May 2006. It was
then close to August and a small group of people enthusiastically pitched
in to celebrate India’s 60th independence day in Groningen. That was my
ﬁrst acquaintance with the Indian group and in the same year, GISA (Gronin-
gen Indian Student Association) was formed which has since then been a big
success. I would like to acknowledge all the people who were instrumental
behind starting it and who have been involved in its various activities. The
ivGISA meetings were always great fun, a perfect ground for socialization and
served as an appropriate starting point for me to make some good friends.
The list goes this way.
Ranjeet and Subhadeep, the weekend get togethers with you guys along
with roastedchicken and beerwerejust amazing! Shaik, you hadbeen a good
accommodative housemate despite of our occasional differences in opinions.
And yes, I would give a (10/10) for your culinary skills. Ratna and Kalyani,
I always felt at home whenever I visited your place, mainly because of your
warm and friendly nature. Hope our good friendship continues and I wish
you all the best. Avinash, the one-on-one conversations we had on a cou-
ple of occasions including the night out at Shefﬁeld were interesting and fun
ﬁlled! I admire your endurance when faced with problems and would add
that yourself and Shilpa are great hosts! Deepa and Anjli, it was fun to hang
out with you people and the Barcelona trip will always remain memorable.
Deepa, hats of to your dare devil nature towards life and big toast for all
the wine, tea and coffee sessions we had together. Anjli, thanks for having
been a good friend and, I enjoyed anchoring the Diwali game show with you.
Thanks to Sriram, Raaj, Shirisha, Samta, Biswa, Kodanda, Madhuri, Divya,
Ruchi, Tauqeer, Vinod, Das, Anil, Vinay, Hans, Chandra Mouli, Hari Subhra-
manium, Erusha, Prashant, Aradhana and many others. Additional thanks
to Samta for proof reading the hindi summary of my thesis.
My mother has always been supportive on all the sane and insane de-
cisions that I have made in life (including the decision of doing a PhD in
mathematics.. ¨  ...) and I’m very lucky to have her. My sister Nithya and my
bro-in-law Amit have guided me in many possible ways on both the personal
and professional fronts. Thanks for all the pep talks we had.. ¨  ..It was great
catching up with you guys in Atlanta and Boston.
My ﬁnal word of thanks to all the people who have directly or indirectly
played a role in making this thesis a possibility. I am not yet sure of my future
coordinates in life but I am surely going to miss Groningen and the memoirs
of my stay here will make me nostalgic for time to come.
vviContents
1 Introduction 1
1.1 Port-Hamiltonian systems . . . ................... 1
1.1.1 Mechanical Systems . . ................... 2
1.1.2 Electromechanical Systems . . ............... 5
1.2 Control of port-Hamiltonian systems with dissipation . . .... 7
1.2.1 Passivity based control . ................... 8
1.2.2 Control by Interconnection . . ............... 9
1.3 Observers and alternate passive input-output pairs for port-
Hamiltonian systems with dissipation ............... 1 1
1.4 Outline of the thesis . . . ....................... 1 3
2 Mathematical Prerequisites 17
2.1 Port-Hamiltonian systems and Dirac structures . . ........ 1 7
2.1.1 FromEuler-Lagrangetoport-Hamiltoniansystems with
dissipation . . . . ....................... 1 8
2.1.2 Dirac structures . ....................... 2 1
2.1.3 Dirac structure representation of port-Hamiltonian sys-
tems .............................. 2 4
2.2 Immersion and Invariance (I & I) method . . . . . ........ 2 8
2.2.1 Reduced order observer design for nonlinear systems
using I & I principle . . ................... 2 8
2.2.2 Reduced-order Observers . . . ............... 3 0
3 Mechanical Systems: Velocity Estimation and Output Feedback Sta-
bilization 33
3.1 Introduction .............................. 3 3
3.2 Characterization of the Class of PLvCC Systems . ........ 3 5
3.3 How Large is the Set SPLvCC?..................... 3 9
3.3.1 Four Subsets of the Set SPLvCC ................ 3 9
3.3.2 Physical Interpretation of the Sets SZCS,SZRS,ST ...... 4 5
3.3.3 The Set SPLvCC ......................... 4 8
3.3.4 A Globally Exponentially Convergent Reduced Order
I&I Observer for PLvCC Systems . . . . . . ........ 5 0
3.3.5 Implications on observer design for the sets SZCS,SZRS,ST 53
3.4 A Constructive Procedure for N .................. 5 4
iiiContents
3.4.1 Procedure for Computing N when M Depends on a
Single Coordinate . ...................... 5 4
3.4.2 Procedure for Computing N when the Mass Matrix De-
pends on Two Coordinates . . . . . . ........... 5 8
3.4.3 Procedure for Computing N when the Mass Matrix De-
pends on k Coordinates, k ∈ ¯ n ............... 6 1
3.4.4 Computation of N for a general non-Cholesky factor-
ization of the inertia matrix . . . . . . ........... 6 3
3.5 Asymptotic Stability of IDA–PBC Designs with I&I Observers . 64
3.6 Simulation Results .......................... 6 8
3.7 Concluding Remarks . . . ...................... 7 2
4 Full order observer design for a class of port-Hamiltonian systems
with dissipation 73
4.1 Passivity based observers for port-Hamiltonian systems with
dissipation . . . . . .......................... 7 4
4.1.1 Problem Formulation . . .................. 7 4
4.1.2 Observer Design . ...................... 7 5
4.2 Physical examples . .......................... 8 2
4.2.1 Permanent Magnet Synchronous Motor . . . ....... 8 2
4.2.2 Magnetic Levitation System . . . . . . ........... 8 3
4.2.3 Inverted pendulum on a cart . . . . . ........... 8 4
4.2.4 Rolling Coin .......................... 8 6
4.3 A Separation Principle for PBC designs with Passivity based
Observers . . . . . .......................... 8 7
4.4 Numerical example .......................... 9 0
4.5 Conclusion . . . . . .......................... 9 2
5 Velocity Observers for Mechanical Systems with Kinematic Constraints 95
5.1 Introduction and problem formulation . . . . ........... 9 5
5.2 Main Result . . . . .......................... 9 6
5.2.1 A preliminary lemma . . .................. 9 7
5.3 Proof of the main result . . ......................1 0 0
5.4 Physical examples . ..........................1 0 8
5.4.1 The Chaplygin Sleigh [15] ..................1 0 8
5.4.2 2-Link Robotic Manipulator . . . . . . ...........1 1 3
5.4.3 A Walking Robot [34] . . ..................1 1 7
5.5 Conclusions . . . . ..........................1 2 1
6 Energy shaping of port-Hamiltonian systems by using alternate pas-
sive input-output pairs 125
6.1 Introduction . . . . ..........................1 2 5
6.2 Alternatepassive input-output pairs for port-Hamiltonian sys-
tems with dissipation . . . ......................1 2 6
ivContents
6.2.1 AlternatePassiveOutputsforport-Hamiltoniansystems
with dissipation . .......................1 3 2
6.2.2 Swapping the Damping ...................1 3 6
6.3 Achievable Casimirs for a Dirac structure . . . . . ........1 3 7
6.3.1 AchievableCasimirsforaport-Hamiltonian systemwith-
out changing the passive input-output pair ........1 3 8
6.3.2 AchievableCasimirsforaport-Hamiltonian systemwith
alternate passive input-output pair . . . . . ........1 3 8
6.4 Physical Examples . . . .......................1 3 9
6.4.1 Parallel RLC circuit . . . ...................1 4 0
6.4.2 MEMS Optical Switch . ...................1 4 1
6.5 Generating alternate passive outputs for PHSD by change of
Hamiltonian ..............................1 4 3
6.6 Conclusions ..............................1 4 9
7 Outlook and future research 151
7.1 Summary . . ..............................1 5 1
7.2 Contributions of the Thesis . . ...................1 5 1
7.3 Recommendations for future work . . ...............1 5 3
vContents
viNotation
Symbol Description Page
∇ the partial differential operation 1
∇x the partial differential operation with respect to variable x 2
C a Casimir function 10
L the Lagrangian 18
C matrix representing the Coriolis and centrifugal forces 18
H the Hamiltonian 19
X the n-dimensional state space manifold 20
TX the tangent bundle 20
T ∗X the co-tangent bundle 20
F the space of ﬂow variables 22
F∗ the space of effort variables 22
f a ﬂow vector 22
e an effort vector 22
D a Dirac structure 22
R a Resistive structure 26
◦ composition operator for Dirac and resistive structures 26
[X,Y] standard Lie bracket of vector ﬁelds X and Y 35
xixii1
Introduction
”Give me a place to stand and a lever long enough and I will move the
world.” - Archimedes of Syracuse
This thesis deals with the analysis and control of nonlinear port-Hamilto-
nian systems. We start with a literature survey on port-Hamiltonian systems
and present a couple of physical examples. Towards the end of this chapter,
we give a brief outline of the contents in the subsequent chapters of the thesis.
We begin by giving a formal introduction to port-Hamiltonian systems.
1.1 Port-Hamiltonian systems
Port-Hamiltonian system models [87], [89] directly arise from network mod-
eling of lumped-parameter physical systems. Under some assumptions, the
main one being that the storage elements are independent, a general explicit
port-Hamiltonian system with dissipation (PHSD) is represented as:
˙ x =[ J(x) − R(x)]∇H(x)+g(x)u, (1.1)
y = gT(x)∇H(x), (1.2)
where x ∈Xare the energy variables with X being an n dimensional man-
ifold, the smooth function H(x):X→R represents the total energy stored
and u,y ∈ Rm, m ≤ n are the port variables. The port variables u and y
are conjugated variables, in the sense that their product deﬁnes the power
ﬂows exchanged between the system and the environment. Typical exam-
ples of such pairs are currents and voltages in electrical circuits or forces
and velocities in mechanical systems. The system’s interconnection struc-
ture is captured in the n × n skew-symmetric matrix JT(x)=−J(x) and
g(x), while R(x)=RT(x) ≥ 0 represents the dissipation structure. All the
matrices J(x),R(x),g(x) have entries depending smoothly on x. A PHSD
given by the equations (1.1)-(1.2)can be shown as a generalization of the well
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known Hamiltonian equations. In chapter 2, we start with the classical Euler-
Lagrange equations and show how the equations (1.1)-(1.2) can be derived
from them.
Our main focus will be on mechanical and electro-mechanical systems and
we now provide a motivation by presenting some physical examples.
1.1.1 Mechanical Systems
A general n-degree of freedom mechanical system (without constraints) is
modeled as
 
˙ q
˙ p
 
=
 
0 In
−In 0
  
∇qH(q,p)
∇pH(q,p)
 
+
 
0
G(q)
 
u, (1.3)
y = G
 (q)∇pH(q,p), (1.4)
where q ∈ Rn, p ∈ Rn are the generalized positions and momentum respec-
tively with p = M−1(q)˙ q, u ∈ Rm is the input, G is an n × m full rank matrix
with m ≤ n. Further, the Hamiltonian function H(q,p) is the total energy of
the system and is given as
H(q,p)=
1
2
pTM−1(q)p + U(q), (1.5)
where M = M  > 0 is the mass matrix and U is the potential energy func-
tion. By choosing the output as y = G (q)∇pH(q,p), the system (1.3)-(1.4) is
clearly of the form (1.1)-(1.2)with the Hamiltonian satisfying ˙ H = u y.
If m<n , the system is said to be underactuated, that is, the number of
control inputs is less than the number of independent degrees of freedom.
Underactuatedsystems form an interesting class for study as they are(in gen-
eral) difﬁcult to control.
Example 1.1. We take a look at the benchmark nonlinear system which consists of
an inverted pendulum on a cart [24], [81] (also refer to the recent reference [1]), as
shown in ﬁgure 1.1. The inertia matrix M(q), input matrix G(q) and the potential
energy U(q) of the system are given as,
M(q)=
 
1 bcosq1
bcosq1 m3
 
,G (q)=
 
0
1
 
,U (q)=acos(q1), (1.6)
where q1 is the angle made by the pendulum with the vertical axis and q2 refers to
the horizontal position of the cart. The actuation appears only at the q2 coordinate
and the control problem is to stabilize the pendulum in its vertically upward position.
Reference [90] considers some other interesting examples of underactuated systems
in the context of observer design.
21.1 Port-Hamiltonian systems
q1
q2
m
M
l
Figure 1.1: Inverted pendulum on cart system
Constrained Mechanical Systems: Another interesting class of mechani-
cal systems are those with kinematic constraints (refer to [15] for a detailed
description). The kinematic constraints are modeled as
Z
 (q)˙ q =0 (1.7)
where Z : Rn → Rn×k, rank(Z)=k. Usually, two types of kinematic con-
straints arise in (time-invariant) mechanical systems, namely the holonomic
and the nonholonomic constraints. A constraint is called holonomic if the
equation (1.7) is integrable and can be expressed exclusively as a function of
the system’s position coordinates. Thus, a holonomic constraint restricts the
conﬁguration space of the system and, as a consequence, also constrains the
velocities. On the other hand, kinematic constraints of the form (1.7) which
are not integrable are called nonholonomic constraints. Thus, a nonholo-
nomic constraint does not restrict the achievable positions of the system, that
is, the system conﬁguration space remains the same, but they constrain the
velocities of the system. Mechanical systems with nonholonomic constraints
have been extensively studied in the context of path planning. Reference [88]
shows how such systems can be modeled as a PHSD which we shall now
brieﬂy explain. The mechanical system (1.3)-(1.4) with the nonholonomic
constraint (1.7) when restricted to the constrained space
Xc = {(q, ˙ q)|Z (q)˙ q =0 }, (1.8)
takes the form
 
˙ q
˙ ˜ p
 
=
 
0 ˜ S(q)
−˜ S (q) ˜ J(q, ˜ p)
  
∇qHc(q, ˜ p)
∇˜ pHc(q, ˜ p)
 
+
 
0
Gc(q)
 
u, (1.9)
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with
Hc(q, ˜ p)=
1
2
˜ p  ˜ M−1(q)˜ p + U(q), (1.10)
where
˜ p = ˜ S (q)p,
are the pseudo momenta with ˜ S : Rn → Rn×(n−k) being the full–rank right
annihilator of Z , that is, Z (q)˜ S(q)=0and Gc : Rn → R(n−k)×m. The
(ij)-th element of ˜ J : Rn × Rn−k → R(n−k)×(n−k) is given by
˜ Jij(q, ˜ p)=−p [˜ Si, ˜ Sj], (1.11)
with ˜ Si being the i-th column of ˜ S, and [˜ Si, ˜ Sj] is the standard Lie bracket
of the vectors ˜ Si and ˜ Sj. We recall that the Lie bracket (refer to [58]) of two
vector ﬁelds Ti, Tj is deﬁned as
[Ti,Tj]: =
∂Tj
∂q
Ti −
∂Ti
∂q
Tj.
Using this, we obtain that
[˜ Si, ˜ Sj]=−[˜ Sj, ˜ Si]
and thereby we conclude that ˜ J is skew–symmetric.
Example 1.2. Consider the well known example of the Chaplygin Sleigh [56] (also
refer to [15]) that consists of a rigid body in the plane, supported at three points, two
of which slide freely without friction while the third is a knife edge—a constraint that
allows no motion perpendicular to its edge. The motion is described by the position
coordinates q =[ x,y,θ], as shown in Fig. 1.2, where x and y denote the Cartesian
coordinates of the point of contact of the knife edge with the ground and θ denotes the
orientation. The matrices ˜ M(q) and ˜ S(q) are given by
˜ M =
 
m 0
0 I0 + ma2
 
, ˜ S =
⎡
⎣
cos(q3)0
sin(q3)0
01
⎤
⎦
where m is the mass of the rigid body, I0 is the moment of inertia of the rigid body
about its center of mass and a denotes the ﬁxed distance between the knife edge and
the center of mass. Correspondingly, the pseudo momentum coordinates ˜ p and the
matrix J are obtained as
 
˜ p1
˜ p2
 
=
 
p1 cos(q3)+p2 sin(q3)
p3
 
, ˜ J =
 
0 ma
I0+ma2 ˜ p2
− ma
I0+ma2 ˜ p2 0
 
.
We assume the body to be moving on a horizontal plane, that is, U(q)=0 . The
control objective for this example would be to steer the system to a desired position
on the horizontal plane by strategically planning its path. Few other interesting
examples of nonholonomic mechanical systems can be found in [56], [15], [30].
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Figure 1.2: The Chaplygin Sleigh
1.1.2 Electromechanical Systems
Electricalandelectromechanicalsystemscanalsobewritten downintheform
of a PHSD (refer to [87] for more examples). It was shown in [55] that every
controlled LC-circuit can be modeled as a port-hamiltonian system. We now
look at two well known examples of electromechanical systems, the capacitor
microphone and the magnetic levitation system.
Example 1.3. We consider the capacitor microphone shown in Figure 1.3. The sys-
tem is described in [56] (also refer to [87]). The capacitance C(q) is varying as a
function of the displacement q of the right plate (with mass m), which is attached to
a spring (with spring constant k>0) and a damper (with constant c>0) and is
affected by a mechanical force F (air pressure arising from sound). Furthermore, E
is a voltage source. The dynamical equations of motion can be written as the PHSD
⎡
⎣
˙ q
˙ p
˙ Q
⎤
⎦ =
⎡
⎣
01 0
−1 −c 0
00 −1/R
⎤
⎦
⎡
⎣
∇qH
∇pH
∇QH
⎤
⎦ +
⎡
⎣
00
10
01 /R
⎤
⎦
 
F
E
 
 
y1
y2
 
=
 
∇pH =˙ q
1
R∇QH = Iv
 
.
with p the momentum, R the resistance of the resistor, Iv the current through the
voltage source and the Hamiltonian given by
H(q,p,Q)=
1
2m
p2 +
1
2
k{q − ˜ q}2 +
q
2A 
Q2,
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Figure 1.3: Capacitor microphone
where A is the plate area and   the permittivity in the gap. Note that F ˙ q is the
mechanical power and EI is the electrical power applied to the system. In the appli-
cation as a microphone the voltage over the resistor will be used (after ampliﬁcation)
as a measure for the mechanical force F. One control problem could be to stabilize the
system in such a manner that the desired equilibrium position q = q∗ is attained.
Example1.4. The magnetic levitation system is shown in the ﬁgure 1.4. The system
is described in [69] (also refer to [7])and consists of an iron ball in a verticalmagnetic
ﬁeld created by a single electromagnet, described by the model
⎛
⎝
˙ x1
˙ x2
˙ x3
⎞
⎠ =
⎡
⎣
−R2 00
00 1
0 −10
⎤
⎦
⎛
⎝
∇x1H
∇x2H
∇x3H
⎞
⎠ +
⎡
⎣
1
0
0
⎤
⎦u, (1.12)
y = ∇x1H (1.13)
where x1 = λ corresponds to the ﬂux, x2 = θ corresponds to the difference
between the position of the center of the ball and its nominal position , x3 =
m˙ θ corresponds to the momentum and the system’s total energy is given as
H(x1,x 2,x 3)= 1
2mx2
3 + mgx2 + 1
2kx2
1{1 − x2} with m being the mass of the
ball and k is some positive constant that depends on the number of coil turns.
The control goal will be to stabilize the ball at some desired position θ∗.
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Figure 1.4: Magnetic Levitation System
1.2 Control of port-Hamiltonian systems with
dissipation
We now go back to the equations (1.1)-(1.2). By computing the derivative of
the Hamiltonian H along the system trajectory we obtain that
˙ H = −[∇H(x)]
T R(x)∇H(x)+u
Ty, (1.14)
where the ﬁrst term on the right-hand side, which is non-positive, represents
the dissipation due to the resistive elements in the system, and the second
term denotes the external power supplied. We note from (1.14) that the en-
ergy function satisﬁes ˙ H ≤ uTy. Hence, if the total energy function H(x) is
bounded from below, then the PHSD given by (1.1)-(1.2) represents a pas-
sive system [87, Chapter 2] with respect to the input u and the output y, with
storage function being H(x).
It follows that the energy of the uncontrolled system, i.e with u(t) ≡ 0,i s
non-increasing along the system dynamics. In the presence of enough dis-
sipation, the system would eventually stop at a point of minimum energy.
However, the point at which the open-loop energy function has a minimum
is not always the equilibrium of practicalinterest and thus in such a case, con-
trol is implemented to operate the system around some desired equilibrium
point x = x∗. We now take a brief look at two alternative approaches for
controlling a PHSD.
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1.2.1 Passivity based control
The term passivity-based control (PBC) was ﬁrst introduced in [61] where the
control design methodology aims to achieve asymptotic stabilization of a sys-
tem by passivation of the closed-loop dynamics. More precisely, the goal is to
design a control law to make the closed-loop system passive with a storage
function which has a minimum at the desired equilibrium point. Further, if
the new passive output is detectable, then applying damping injection of that
output ensures asymptotic stability of the closed-loop system. Also refer to
the well known paper [83] which presents the idea of developing algorithms
for position control of a robot based on shaping the closed loop energy func-
tion. Later on this idea was extended to a large class of systems (eg: Euler-
Lagrange, port-Hamiltonian etc). See the references below.
Passivity basedcontroldesign techniques canbebroadlyclassiﬁedinto two
categories. The ﬁrst is the so-called classical PBC where the desired storage
function is selected a priori and then the control law is designed in order to
make that function non-increasing. This approach has been applied to me-
chanical, electrical and electro-mechanical systems (refer to [60]) which can
be described using the Euler-Lagrange equations of motion. In the second
method, the closed-loop storage function is not ﬁxed but rather the desired
structure of the closed-loop dynamics is selected, for example, Lagrangian or
the port-Hamiltonian system with dissipation. Subsequently, all the assig-
nable energy functions that are compatible with this structure are character-
ized and are given as the solution of a partial differentialequation (PDE). No-
table examples of this approach are the controlled-Lagrangian [16, 18] met-
hod, energy balancing passivity based control (EB-PBC) [69] and the inter-
connection and damping assignment passivity based control (IDA-PBC) [64]
methods. We now brieﬂy review the EB-PBC and IDA-PBC methodologies
for port-Hamiltonian systems with dissipation.
In the context of port-Hamiltonian systems with dissipation, the problem
of stabilizing the system at a desired equilibrium point by using a passivity
based control design technique is posed as follows: Given a PHSD (1.1)-(1.2)
and a desired equilibrium point x∗, ﬁnd a smooth state feedback law ρ(x) ∈
Rm, n × n matrices Jd(x), Rd(x) depending smoothly on x with JT
d = −Jd,
RT
d = Rd ≥ 0, and a function Hd(x) having a strict minimum at x∗ such that
upon choosing
u = ρ(x)+v, (1.15)
the system (1.1) in closed loop with the control action u in (1.15) becomes
˙ x(t)=[ Jd(x) − Rd(x)]∇Hd(x)+g(x)v. (1.16)
Differentiating Hd along (1.16) yields
˙ Hd(x)=−(∇Hd)
T(x)Rd(x)∇Hd(x)+¯ y
 v, (1.17)
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where the new output is ¯ y = gT(x)∇Hd(x) and hence the closed loop system
satisﬁes ˙ Hd(x) ≤ ¯ yTv. It is clear that the energy of the closed loop system with
v ≡ 0 is non-increasing and if the system (1.16) is zero-state detectable1 with
respect to the output ¯ y, then we can establish by invoking La Salle’s invari-
ance principle that (1.16) is asymptotically stable at the desired equilibrium
point x∗.
In energy balancing passivity based control (EB-PBC), the closed loop energy
Hd is chosen as the sum of the plant energy H minus the energy supplied to
the plant system by the controller system. That is,
Hd(x)=H(x) −
  t
0
ρ (s)y(s)ds,
and moreover the interconnection and damping matrices remain the same,
that is, Jd = J and Rd = R. The EB-PBC methodology suffers from the dis-
sipation obstacle according to which those coordinates in which dissipation
is present, cannot be shaped. References [59], [69] (also refer to [64]) give a
tutorial account of this method.
Another version of passivity based control is the so-called Interconnection
and Damping Assignment Passivity Based Control (IDA-PBC). In the basic ver-
sion of IDA-PBC, only the Hamiltonian function is shaped while in the ac-
tual IDA-PBC method, along with the Hamiltonian, the interconnection and
damping matrices are also shaped, thus resulting in the closed loop struc-
ture (1.16). In this method, a set of matching equations that involves partial
differential equations, given by
[J(x) − R(x)]∇H(x)+g(x)ρ(x)=[ Jd(x) − Rd(x)]∇Hd(x), (1.18)
need to be solved to obtain ρ(x). As can be seen, this method provides extra
degrees of freedom in the matrices Jd, Rd whose form is apriori chosen so as
to simplify the computation of the control u in (1.18). The IDA-PBC scheme
(unlike EB-PBC) does not suffer from the dissipation obstacle. The IDA-PBC
methodology was introduced in [64] for general port-Hamiltonian systems
with dissipation, reference [59] provides a detail survey of this method, refer-
ences [1, 93, 62] apply the IDA-PBC technique for underactuated mechanical
systems and [72] considers IDA-PBC for electromechanical systems. Also re-
ferto [40],[67]andthemore recentwork [29],[63]andthe referencesincluded
there.
1.2.2 Control by Interconnection
We have seen that the input u and the output y appearing in the equations
(1.1)-(1.2) are conjugate variables, that is, their scalar product deﬁnes the
1Zero-state detectability of the system (1.16) with respect to the output ¯ y implies asymptotic
stability of the system at x = x∗ subject to the condition ¯ y = v =0(refer to [87]).
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power ﬂows exchanged between the system and the environment. This can
also be seen from the examples discussed where for the mechanical case, the
input and output are the force and velocity while for the electromechanical
system (refer to the Capacitor Microphone example), the inputs are force and
voltage while the outputs arevelocity and currentrespectively. Now, apower
conserving interconnection between two physical systems is deﬁned such
that there is no gain or loss of energy in the interconnection. It is well known
that a power conserving interconnection of two passive systems yields an-
other passive system with the total energy being the sum of energies of the
individual systems. Since a PHSD is passive, its power conserving intercon-
nection with another PHSD yields a passive system whose Hamiltonian is
the sum of the individual Hamiltonians. It has been shown in [23, 28] that
the power-conserving interconnection of a number of PHSD is again a PHSD.
Further, analternativeviewpoint ofpassivitybasedcontrol aspowerconserv-
ing interconnection of dynamical systems instead of a state feedback action,
can be found in [69]. Also refer to [87] and the more recent paper [63].
At this point, we recallwhat is calledaCasimir function. ACasimir function
C : X→R for a PHSD satisﬁes the property that its time derivative along the
solutions of the PHSD is zero irrespective of the Hamiltonian function H,
when the input u is put equal to zero. For the system (1.1), this means
∇ C(x)[J(x) − R(x)] = 0. (1.19)
whenever u =0 . In the control by interconnection method, we intercon-
nect, using a power conserving relationship, the plant PHSD with a controller
PHSD to yield a closed-loop PHSD. For this, consider the following controller
system
˙ xC =[ JC(xC) − RC(xC)]∇HC(xC)+gC(xC)uC, (1.20)
yC = gT
C(xC)∇HC(xC), (1.21)
where xC ∈X C with XC being a d dimensional manifold and uC,y C ∈ Rm.
Then, the standard feedback interconnection given by the power conserving
relationship
u = −yC + e, uC = y + eC, (1.22)
with the system (1.1)-(1.2) yields
 
˙ x
˙ xC
 
=
 
J(x) − R(x) −g(x)g 
C(xC)
gC(xC)g (x) JC(xC) − RC(xC)
  
∇H(x)
∇HC(xC)
 
+
 
g(x)0
0 gC(xC)
  
e
eC
 
, (1.23)
 
y
yC
 
=
 
g (x)0
0 g 
C(xC)
  
∇H(x)
∇HC(ζ)
 
. (1.24)
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From a control perspective, it is of interest to investigate the achievable Casi-
mirs for the closed loop system (1.23). If we can ﬁnd Casimirs Ci(x,xC),i=
1,...,r relating the plant states to the controller states, then by the energy
Casimir method[53],wecanreplacetheclosedloopHamiltonian H(x)+HC(xC)
by ˜ H(x,xC)=H(x)+HC(xC)+Ha(C1,....,Cr), thus making ˜ H(x,xC) as a
possible Lyapunov function candidate for the closed loop system, provided
it has the minimum at the desired equilibrium point (x∗,x ∗
C) where x∗ is the
desired plant equilibrium point.
Further, if the Casimirs are of the form Ci(x,xC)=xCi − ˜ Ci(xi) where
i =1 ,2,...,r ≤ d, then by restricting the closed-loop dynamics of (1.24) to the
multi-levelsetLC = {(x,xC)|xCi = ˜ Ci(xi)+ci,i=1 ,2,...,r}andeliminating
xC, we can obtain the dynamics on LC as
˙ x =[ J(x) − R(x)]
∂Hs
∂x
(x), (1.25)
where Hs(x): =H(x)+HC( ˜ C1(x)+c1,...., ˜ Cr(x)+cr). Thus, the standard
feedback interconnection of the plant PHSD (1.1) with the controller PHSD
(1.20)-(1.21) results in the PHSD (1.25) on the multi-level set LC. As can be
seen, the PHSD (1.25)has the same interconnection and damping structure as
(1.1) but has a shaped Hamiltonian.
Please refer to [69], [87, Chapter 4] for a comprehensive description of
the CbI methodology. References [23, 66] characterize the set of all achiev-
able Casimirs for a PHSD by looking at its underlying geometric structure
known as the Dirac structure. This approach is interesting as it investigates
the achievableCasimirs by only looking atthe plant system, without bringing
the controller into the picture. We shall be speaking more on Dirac structures
in Chapter 2.
1.3 Observers and alternate passive input-output
pairs for port-Hamiltonian systems with
dissipation
As seen from the previous section, the passivity-based control design tech-
nique for stabilization of port-Hamiltonian systems with dissipation is based
on the availability of the measurements of state variables. Even if the desired
equilibrium is already stable, the detectable output ¯ y would be required for
damping injection to make the equilibrium asymptotically stable. But, there
might occur situations where we may not have the accurate measurement
of ¯ y or even the state variables. This might happen for instance in mechan-
ical systems, where the quality of the velocity measurements (which is the
usual port-Hamiltonian output as in (1.4)) might be very poor and thus we
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might choose to measure the position instead of the velocity. Hence, the port-
Hamiltonian output may not always be the output which is measurable and
in many cases, it is not, which stymies the application of the state feedback
passivity based control method. Moreover, since this output is the standard
passive output, it also plays a pivotal role in the control by interconnection
method as we had seen. The above discussion provides a motivation to de-
sign observers for estimating the state variables of a PHSD assuming that
only the output (which may or may not equal the standard port-Hamiltonian
output (1.2)) is available for measurement.
In the context of observer design for general nonlinear systems, the ﬁrst
attempts were to identify necessary and sufﬁcient conditions on the nonlin-
ear system for converting it into a simpler form (like linear or bilinear system
up to an output injection term) using a change of coordinates or by perform-
ing a system immersion. References [13], [14], [35], [37], [47], [49], [51], [95]
are based on these ideas. Reference [46, Chapter 14] proposed the so-called
High Gain observer where the state dependent nonlinearities do not cancel
in the error dynamics but are in fact dominated by using high gain linear
terms and therefore caters to a larger class of nonlinear systems. Another
class of nonlinear systems that was studied consisted of those in which the
state-dependentnonlinearities satisﬁedcertain conditions, like being globally
Lipschitz as studied by [32], [70], [85], [86], being a monotonic function of a
linear combination of the states as in [4], [31] or having a bounded slope [5].
Theobserverdesign forsuch systems wasperformedby employing quadratic
Lyapunov functions. The recent interesting work [45] attempts at providing a
systematic observer design procedure for nonlinear systems by generalizing
the early ideas of the classical Luenberger observer to the nonlinear case. The
observer problem is translated into the problem of solving a system of lin-
ear partial differential equations which admits a unique and locally analytic
solution, according to the so-called Lyapunov’s auxiliary theorem. Refer to
[2, 48] for further extensions of this result. More recently, the references [7],
[42] proposed the so-called ”Immersion and Invariance Observer” in which the
observer design was studied as a problem of rendering a selected manifold
in the extended state-space of the plant and observer as positively invariant
and globally attractive. Reference [42] in particularallows for non-monotonic
nonlinearities to appear in the unmeasured state dynamics and proposes a
reduced-order observer design for such systems. Reference [77] provides a
different viewpoint to observer design by invoking passivity based concepts.
The underlying idea is to make the augmented system consisting of the plant
and the observer dynamics strictly passive with respect to an invariant set in
which the state estimation error is zero. In order to establish passivity, a new
input and output is deﬁned on the extended state space and, under some as-
sumptions on the plant and the observer, it is proved that passivation can be
achieved.
For mechanical systems, the problem of velocity reconstruction and posi-
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tion feedback stabilization has been extensively treated in the literature for
special classes of systems–the reader is referred to the books [6, 26, 57, 60] for
an exhaustive list of references. Chapters 3 and 4 of the thesis are focussed
on the construction of full and reduced order observers for special classes of
mechanical systems, where the position is assumed to be measurable and the
velocity is unmeasurable and hence needs to be estimated. We consider in
Chapter 5, mechanical systems with nonholonomic constraints and construct
full-order observers for such systems. The observer design in these chap-
ters are based on the ideas in [7, 42, 77]. An important issue that arises with
nonlinear observer design is the absence of the so called separation principle
which otherwise holds for linear systems. For our observers, we prove under
some mild boundedness assumptions that the observer can be used in conju-
gation with an asymptotically stabilizing, full state feedback, passivity based
controller ensuring global asymptotic stability of the closed loop system.
We next recall the control by interconnection (CbI) method discussed in
the previous section. As we had seen, the PHSD (1.1)-(1.2) is passive with
respect to the input u and the output y and in the CbI method, this passive
input-output pair is used for interconnection with the controller. Reference
[40] showed that for certain electrical systems, it is possible to construct an
alternate passive output (different from (1.2)) by the ”swapping the damping”
approach. It was also shown that this passive output helps to overcome the
dissipation obstacle which otherwise exists when we use the original output
(1.2) for interconnection with the controller. In the presence of the dissipation
obstacle, the energy of the system (represented by the Hamiltonian) cannot
be shaped in those plant variables x in which the natural damping R enters
directly. On the other hand, in many examples it so happens that the en-
ergy needs to be shaped in these state variables which are affected by the
dissipation obstacle. More recently, reference [91] proposed a general class of
new passive input-output pairs for a PHSD and based on the similar lines of
[23, 66], the achievable Casimirs were investigated for the PHSD when this
new passive input-output ports are used for interconnection. A particular
case was considered when the original input is retained and only the passive
output is changed. The ”swapping the damping” approach was shown to be
a special case of this approach. Chapter 6 contains a detailed discussion of all
these issues and presents some new interesting results in this direction.
1.4 Outline of the thesis
• In chapter 2, we provide the basic mathematical background for the
forthcoming chapters. We start with a succinct introduction to the clas-
sical Euler-Lagrange equations by outlining some of their main prop-
erties which we shall need later in chapters 3 and 5. We continue and
show how the PHSD in (1.1)-(1.2)can be obtained as a generalization of
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the well known Hamiltonian equations. We next explore the underly-
ing geometric structure of a PHSD which is given as the composition of
a Dirac and a resistive structure and present from the existing literature
some basic results on different representations of Dirac structures. We
shall be referring to these results in chapter 6. Towards the end of the
chapter, we give a brief synopsis of the Immersion and Invariance prin-
ciple [6, 7] for observer design on which the results of chapters 3 and 5
are based.
• In chapter 3, we characterize the class of mechanical systems that can
be rendered linear in the velocity via a partial change of coordinates.
We show that such a class is characterized by the solvability of a set of
partial differentialequations (PDEs) and strictly contains the class stud-
ied in the existing literature on linearization for velocity observation or
control. We then propose a reduced order globally exponentially stable
observer to estimate the velocity, constructed using the immersion and
invariance methodology. The design requires the solution of another
set of PDEs, which are shown to be solvable in several practical exam-
ples. Finally, we prove that the observer can be used in conjunction
with an asymptotically stabilizing full state–feedback interconnection
anddamping assignment passivity–basedcontroller preserving asymp-
totic stability. The results in this chapter are based on the paper [90].
• In chapter 4, we present a different viewpoint on observer design. We
consider a special class of PHSD and propose a design methodology
for constructing globally exponentially stable full-order observers us-
ing a passivity-based approach. The essential idea is to make the aug-
mented system consisting of the plant and the observer dynamics to
become strictly passive with respect to an invariant manifold deﬁned
on the extended state space, on which the state estimation error is zero.
We ﬁrst introduce the concept of passivity of a system with respect
to a manifold by deﬁning a new input and output on the extended
state space and then perform a partial state feedback passivation which
leads to the construction of the observer. We then illustrate this ob-
server design procedure for some well known mechanical and electro-
mechanical systems, modeled in PHSD form. We also prove under
some additional assumptions the separation principle for the proposed
observer, when employed in closed-loop with a passivity based control
(PBC) state feedback law, by using concepts from nonlinear cascaded
systems theory. The results in this chapter are based on the paper [92].
• In chapter 5, we consider the problem of velocity estimation for a gen-
eral n degrees-of-freedom mechanical system with nonholonomic con-
straints. For unconstrained mechanical systems, many partial solutions
have been reported in the literature. However, even in this case, the
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basic question of whether it is possible to design a globally convergent
velocity observer remains open. In this chapter, we give an afﬁrmative
answer to the question for general n degree of freedom mechanical sys-
tems with k nonholonomic constraints, by proving the existence of a
3n − 2k +1 –dimensional globally exponentially convergent velocity ob-
server. An observer for unconstrained mechanical systems is obtained
as a particular case of this general result. For the construction of the
velocity observer, we use the Immersion and Invariance technique with
dynamic scaling, recently proposed in [44] for a special class of nonlin-
ear systems and later extended in [8], [9] for general class of mechanical
systems with kinematicconstraints. Theresultsofthis chapterarebased
on the papers [8] and [9].
• In chapter 6, we consider port-Hamiltonian systems with dissipation
whose underlying geometric structure is represented as the composi-
tion of a Dirac and a resistive structure. We show how the choice of a
new passive input-output pair for a PHSD is reﬂected in a new Dirac
structure. We deﬁne a general class of new passive input-output pairs
for a PHSD and subsequently compute (in a constructive manner) the
resulting new Dirac structure and examine the achievable Casimirs for
this new Dirac structure. We focus on the special case where only the
passive output is changed (while retaining the original input) and sub-
sequently deﬁne a general class of new passive outputs for the PHSD.
We then identify (on the basis of the achievable Casimirs) the precise
form of the so-called dissipation obstacle, and how this obstacle may be
removed by changing the passive output. We also review the “swapping
the damping” procedure for computing a new passive output, and show
how this can be obtained as a special case within our approach. We
consider the examples of the RLC-circuit and MEMS optical switch to
investigate the role played by the new class of passive outputs in shap-
ing the system’s energy. In the last section of the chapter, we explore
the possibility of generating new passive outputs for a PHSD via mod-
ifying as well its Hamiltonian function. The results of this chapter are
based on the paper [91].
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”There is no royal road to geometry” - Euclid of Alexandria
In the previous chapter we gave a brief introduction to port-Hamiltonian
systems with dissipation (PHSD) and had seen some benchmark physical ex-
amples modeled in the form of a PHSD. Our main aim in this chapter is to
provide in more detail the background theory which will be used in the forth-
coming chapters.
In the ﬁrst section, we start by giving a short introduction to the classi-
cal Euler-Lagrange equations used for modeling mechanical systems, study
some of their properties and then show how the PHSD can be obtained as a
generalization of the well known Hamiltonian equations. We then study the
underlying geometric structure of a PHSD given as the power conserving in-
terconnection ofaDiracandaresistivestructure. TheDiracstructurecaptures
the interconnection structure and the physical laws of the system while the
resistive structure captures the system’s damping . We subsequently present
the various representations of Dirac structures.
In the second section, we explain the basic theory of the Immersion and
Invariance principle proposed in [6, 43] and discuss how it can be used in
the context of observer design. As we had mentioned before, the contents of
chapters 3 and 5 are based on this theory.
2.1 Port-Hamiltonian systems and Dirac structures
We introduce in this section the port-Hamiltonian system and show how to
obtain the PHSD from it. We can arrive at the port-Hamiltonian system
model by following two different approaches. In the ﬁrst method, we start
from the classical Euler-Lagrange equations and the well-known Hamilto-
nian equations, used for modeling mechanical systems, and show that the
port-Hamiltonian system equations can be obtained as a generalization of
these Hamiltonian equations. In the second method, we start with the port-
basednetworkmodeling approachandarriveattheport-Hamiltonian system
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model. The second approach allows us to investigate the underlying geomet-
ric structure of port-Hamiltonian systems known as the Dirac structure. We
now describe both the approaches in this section.
2.1.1 From Euler-Lagrange to port-Hamiltonian systems with
dissipation
The equations of motion for a mechanical system (referto [87, Chapter 4]) can
be derived using the classical Euler-Lagrange equations given as
d
dt
(∇ ˙ qL(q(t), ˙ q(t))) −∇ qL(q(t), ˙ q(t)) = τ, (2.1)
where q =( q1,...,qn) ∈ Rn are the generalized position coordinates, ˙ q =
(˙ q1,..., ˙ qn) ∈ Rn are the generalized velocity coordinates, d/dt represents the
total time derivative and τ =( τ1,...,τn)T is the vector of generalized forces
acting on the system. The Lagrangian L(q, ˙ q) equals K(q, ˙ q) − U(q), where
K(q, ˙ q)=
1
2
˙ q
TM(q)˙ q, (2.2)
represents the kinetic (co)-energy of the system, with the n×n inertia (gener-
alized mass) matrix M(q) being symmetric and positive deﬁnite for all q, and
U(q) is the potential energy of the system. Now, using (2.1) and (2.2), we can
obtain the equations of motion for a n-degree of freedom mechanical system
in general form as
M(q)¨ q + C(q, ˙ q)˙ q + ∇U(q)=τ, (2.3)
where C(q, ˙ q)˙ q is the vector of Coriolis and centrifugal forces, with the (ik)–th
element of the matrix C : Rn × Rn → Rn×n deﬁned by
Cik(q, ˙ q)=
n  
j=1
Cijk(q)˙ qj,
with Cijk : Rn → R being the Christoffel symbols of the ﬁrst kind deﬁned as
Cijk(q): =
1
2
 
∇qjMik + ∇qiMjk −∇ qkMij
 
. (2.4)
We next recall two well-known properties involving the inertia matrix M and
the matrix C given as,
˙ M = C + C
 , (2.5)
∇q(
1
2
˙ q M ˙ q)=( ˙ M − C)˙ q. (2.6)
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Further, for all vectors x,y ∈ Rn, we have
C(q,x)y =
⎡
⎢
⎢
⎢
⎣
x C(1)(q)y
x C(2)(q)y
. . .
x C(n)(q)y
⎤
⎥
⎥
⎥
⎦
, (2.7)
where the ij elements of the symmetric matrix C(k) : Rn → Rn×n are pre-
cisely the Christoffel symbols Cijk. The above properties (2.5)-(2.7) can be
found in the reference [68].
Next, the vector of generalized momenta p =( p1,...,pn)T is deﬁned as
p := ∇ ˙ qL(q, ˙ q)=M(q)˙ q.
Now, by deﬁning the state vector (q1,....,qn,p 1,....,pn) , the n second order
equations (2.3) transform into 2n ﬁrst order equations given as
˙ q = ∇pH(q(t),p(t)) (= M−1(q(t))p(t))
˙ p = −∇qH(q(t),p(t)) + τ,
y = ∇pH(q(t),p(t)),
(2.8)
where y denotes the output of the system and is deﬁned such that the prod-
uct of the input τ and the output y has dimension of power. The function
H(q,p) is called the Hamiltonian being equal to the sum of the kinetic and
the potential energies given as
H(q,p)=
1
2
pTM−1p + U(q).
The following energy balance immediately follows from (2.8)
˙ H = ∇
 
q H(q,p)˙ q + ∇
 
p H(q,p)˙ p
= ∇ 
p H(q,p)τ =˙ qTτ = y τ,
expressing that the increase in energy of the system is equal to the supplied
work which shows conservation of energy. System (2.8) is an example of a
Hamiltonian system with collocated inputs and outputs which more gener-
ally is given in the following form
˙ q = ∇pH(q,p), (q,p)=( q1,...,qn,p 1,...,pn)
˙ p = ∇qH(q,p)+G(q)u, u ∈ Rm,
y = GT(q)∇pH(q,p)( = GT(q)˙ q),y ∈ Rm,
(2.9)
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where G(q) is the input force matrix, with G(q)u denoting the generalized
forces resulting from the control inputs u ∈ Rm. The state space of (2.9) with
local coordinates (q,p) is usually called the phase space. In case m<nwe
speak of an underactuated system. If m = k and the matrix G(q) is every-
where invertible, then the Hamiltonian system is called fully actuated. Be-
cause of the form of the output equations y = GT(q)˙ q we again obtain the
energy balance
˙ H(q,p)=u
Ty.
Hence if H is non-negative (or, bounded from below), any Hamiltonian sys-
tem (2.9) is a lossless state space system.
Later, in [54] (see also [87]) the class of Hamiltonian systems in (2.9) was
generalized into the so-called port-Hamiltonian systems which are described in
local coordinates as
˙ x = J(x)∇H(x)+g(x)u, x ∈X,u∈ Rm
y = gT(x)∇H(x),y ∈ Rm.
(2.10)
Here J(x) is an n × n matrix with entries depending smoothly on x, which is
assumed to be skew-symmetric
J(x)=−JT(x), (2.11)
and x ∈ (x1,...,xn) are local coordinates for an n−dimensional state space
manifold X. Because of (2.11) we get the energy balance
˙ H(x(t)) = uT(t)y(t).
This shows that (2.10) is lossless [94] if H ≥ 0. The system (2.10) is called
a port-Hamiltonian system with interconnection matrix J(x) and Hamilto-
nian H(x). Note that (2.9) (and hence (2.8)) is a particular case of (2.10)
with x =( q,p), and J(x) being given by a constant skew-symmetric matrix
J =
 
0 In
−In 0
 
and g(q,p)=
 
0
G(q)
 
.
We next show how a port-Hamiltonian system with dissipation (PHSD)
(given by (1.1)-(1.2)) can be obtained from (2.10), that is, how the dissipation
matrix R(x) enters into (1.1). Energy-dissipation is included in the frame-
work of port-Hamiltonian systems (2.10) by terminating some of the ports by
resistive elements. To show this, we consider, instead of the term g(x)u in
(2.10), the following term,
 
g(x) gR(x)
 
 
u
uR
 
= g(x)u + gR(x)uR, (2.12)
and correspondingly, the extended output equations,
 
y
yR
 
=
 
g (x)∇H(x)
g 
R(x)∇H(x)
 
. (2.13)
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Thus, we have the more general form of a port-Hamiltonian system1
˙ x = J(x)∇H(x)+g(x)u + gR(x)uR, (2.14)
y = g (x)∇H(x), (2.15)
yR = g
 
R(x)∇H(x), (2.16)
where uR,y R ∈ Rp denote the resistive ports. These resistive ports are termi-
nated by static resistive elements
uR = − ¯ F(yR)
where the resistive relationship ¯ F : Rp → Rp satisﬁes y 
R ¯ F(yR) ≥ 0.I f w e
assume that ¯ F is linear, that is
uR = −SRyR (2.17)
with SR = S 
R ≥ 0 then, upon substituting this in (2.14), we obtain the equa-
tions of PHSD given in (1.1)-(1.2),with R(x)=gR(x)SRg 
R(x).
In the next section, we look at the underlying geometric structure of the
port-Hamiltonian system (2.14)-(2.16).
2.1.2 Dirac structures
We ﬁrst recall the deﬁnition of a state modulated Dirac structure given in
[27], [28]. For this, we consider an n-dimensional manifold X with tangent
bundle TX,cotangentbundleT ∗X anddeﬁneTX⊕T ∗X asthesmooth vector
bundle over X with ﬁbers at each x ∈Xbeing given by TxX×T ∗
xX. Further,
if X be a smooth vector ﬁeld and α a smooth one-form on X respectively,
then the pair (X,α) belongs to a smooth vector subbundle D⊂TX⊕T∗X if
(X(x),α(x)) ∈D (x) for every x ∈X. We next state the following deﬁnitions.
Deﬁnition 2.1. For every smooth vector subbundle D⊂TX⊕T ∗X, there exists
another smooth vector subbundle D⊥ ⊂ TX⊕T ∗X deﬁned as
D⊥ := {(X,α) ∈ TX⊕T ∗X|<α | ˆ X>+ < ˆ α|X> =0 }, (2.18)
for all ( ˆ X,ˆ α ∈D ), where < | > denotes the natural pairing between a one-form and
a vector ﬁeld.
Deﬁnition 2.2. A generalized Dirac structure on X is deﬁned to be a smooth vector
subbundle D⊂TX⊕T∗X such that D = D⊥.
1In the sequel, we would refer to the equations (2.14)-(2.16) for describing a port-Hamiltonian
system and continue to refer (as before) to the equations (1.1)-(1.2) for describing a port-
Hamiltonian system with dissipation
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Using Deﬁnitions 2.1 and 2.2, if we substitute ˆ α = α and ˆ X = X in (2.18),
we obtain that
<α |X> =0 , ∀ (X,α) ∈D . (2.19)
Conversely, if (2.19) holds, then for every (X,α),( ˆ X,ˆ α) ∈D , we have
0= <α+ˆ α | X + ˆ X> = <α |X>+ <α | ˆ X>+ < ˆ α|X>+ < ˆ α| ˆ X>
= <α | ˆ X>+ < ˆ α|X> , (2.20)
which implies that D⊂D ⊥ and hence a Dirac structure D is maximal with
respect to the property (2.19) or (2.20). We now deﬁne on the vector bundle
TX⊕T ∗X the notion of power as
P := <α |X> ,(X,α) ∈ TX⊕T ∗X. (2.21)
From (2.19), (2.21), we see that any Dirac structure is power-conserving, that
is, the total power entering (or leaving) the Dirac structure is zero.
We next discuss a special case when the Dirac structure is constant. We
ﬁrst start with the space of power variables F×F ∗, where the linear space
F is called the ﬂow space and F∗ is the corresponding dual space called the
effort space. The elements of the ﬂow space (referred to as ﬂow variables)
are denoted as f ∈F , the elements of the effort space (referred to as effort
variables) are denoted as e ∈F ∗, and the duality product <e |f>is deﬁned
to be the incoming power. In the previous discussion on state modulated
Dirac structures, the ﬂow space and the effort space can be identiﬁed as the
tangent and co-tangent space at the point x of the manifold X. We next state
the following deﬁnition.
Deﬁnition 2.3. Given an n dimensional linear space F and the corresponding dual
space F∗, a constant Dirac structure on F×F ∗ is an n dimensional subspace D⊂
F×F∗ such that D = D⊥, where ⊥ denotes the orthogonalcomplement with respect
to the indeﬁnite bilinear form  ,  given as
  (fa,e a),(fb,e b)   := <e a|fb > + <e b|fa >, (fa,e a),(fb,e b) ∈F×F ∗.
In other words, D⊥ is deﬁned as
D⊥ := {( ˜ f,˜ e) ∈F×F ∗| ( ˜ f,˜ e),(f,e)   =0 , (f,e) ∈D } .
A Dirac structure is known to admit several equivalent representations as
shown in [28], [87]. We shall now brieﬂy recall few of them which will be
used later in chapter 6.
Deﬁnition2.4. (Kerneland ImageRepresentations) Locally aroundany point
x ∈X , we can ﬁnd n × n state dependent matrices E(x), F(x) such that the
Dirac structure can be represented in kernel representation as
D(x): ={(f,e) ∈ TxX×T
∗
xX|F(x)f + E(x)e =0 }, (2.22)
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or equivalently in image representation as
D(x): ={(f,e) ∈ TxX×T ∗
xX|f = E (x)λ, e = F  (x)λ, λ ∈ Rn}, (2.23)
where the matrices F and E satisfy
E(x)F
 (x)+F(x)E
 (x)=0 ,
Rank[F(x):E(x)] = n.
Deﬁnition 2.5. (Hybrid input-output representation)[17] Let D be given as in
(2.22). Suppose that locally around some point x ∈X , the Rank(F)=n1(≤ n).
Let F be partitioned as F =[ F1|F2] where F1 is a full rank matrix (locally around
x) of dimension n × n1. Correspondingly partition E =[ E1|E2], f =
 
f1
f2
 
and
e =
 
e1
e2
 
. Then, the Dirac structure D is deﬁned locally around x as
D(x): =
  
f1
f2
 
,
 
e1
e2
 
|
 
f1
e2
 
= J(x)
 
e1
f2
  
, (2.24)
where[F1|E2]isaninvertible matrixandJ = −[F1|E2]−1[F2|E1]isskew-symmetric.
In the case of Dirac structures deﬁned on a constant linear space, the ma-
trices E, F in the deﬁnitions 2.4, 2.5 are constant.
We next deﬁne the composition of two constant Dirac structures arising on
linear spaces with partially shared variables.
Deﬁnition 2.6. Consider the Dirac structures D1 ⊂F 1 ×F ∗
1 ×F×F ∗ and
D2 ⊂F×F ∗ ×F 2 ×F∗
2. Then, the composition of D1 and D2 denoted as D1 ◦D 2
is deﬁned as
D1 ◦D 2 := {(f1,e 1,f 2,e 2) ∈F 1 ×F∗
1 ×F 2 ×F∗
2 |
(f1,e 1,f,e) ∈D 1 and (−f,e,f2,e 2) ∈D 2}.
(2.25)
Therefore,we candeducethatif(f1,e 1,f A,e A) ∈D 1 and(fB,e B,f 2,e 2) ∈D 2,
then D1 ◦D 2 is given by the power conserving relationship
fA = −fB,e A = eB. (2.26)
It can be shown that the composition of two Dirac structures, D1 ⊂F 1 ×
F∗
1 ×F×F ∗ and D2 ⊂F×F ∗ ×F 2 ×F ∗
2 yields another Dirac structure
D1 ◦D 2 ⊂F 1 ×F∗
1 ×F 2 ×F∗
2. The proof can be found in [23].
The interconnection given by the power conserving relationship (2.26) is
called the canonical interconnection. Another commonly used interconnec-
tion which also deﬁnes a power conserving relationship is the gyrative inter-
connection given as
fA = eB,f B = −eA. (2.27)
232 Mathematical Prerequisites
We can see that the standard feedback interconnection in (1.22) with eC =
yC =0is the same as the gyrative interconnection. Now, the composition of
two Dirac structures D1,D2 by this gyrative interconnection also results in a
Dirac structure. In particular, the gyrative interconnection of D1 and D2 gives
the Dirac structure D1  I D 2, where I is the gyrative (or symplectic) Dirac
structure deﬁned as
fIA = −eIB,f IB = −eIA, (2.28)
and is interconnected to D1, D2 via the canonical interconnections
fIA = −fA,e IA = eA; fIB = −fB,e IB = eB.
Finally, we can see the following. Since the composition of two Dirac struc-
tures is a Dirac structure, it readily follows that the interconnection of a num-
ber of Dirac structures deﬁned by a power conserving relationship is a Dirac
structure.
We next consider port-Hamiltonian systems and show that they can be de-
ﬁned with respect to an underlying Dirac structure.
2.1.3 Dirac structure representation of port-Hamiltonian
systems
From a network modeling perspective, a port-Hamiltonian system model can
be described by a set of energy-storing elements x1,....,xn which are coordi-
nates for some n-dimensional manifold X having a total energy H : X→R,
a set of energy-dissipating or resistive elements and a set of external ports in-
terconnected to eachother by a power-conserving interconnection (see Figure
2.1). This power-conserving interconnection is described by a Dirac structure
D on the space F := TxX×F R ×F P where TxX is the tangent space at
x, denoting the space of ﬂows fs = −˙ x connected to the energy-storing ele-
ments, FR is the linear space of ﬂows fR connected to the resistive elements
and FP is the linear space of external ﬂows fP which can be connected to the
environment. Dually, we have F∗ := T ∗
xX×F ∗
R ×F ∗
P where T ∗
xX is the co-
tangent space at x, denoting the space of efforts es = ∇H(x) connected to the
energy-storing elements, F∗
R (dual space of FR) denotes the space of efforts
eR connected to the resistive elements and F∗
P (dual space of FP) denotes the
space of efforts eP to be connected to the environment. Typical examples of
such ﬂow-effort pairs would be currents and voltages in electrical circuits or
forces and velocities in mechanical systems. The underlying Dirac structure
D of a port-Hamiltonian system is deﬁned locally around some point x ∈X
in the kernel representation as
D := {(fS,e S,f R,e R,f P,e P) ∈F×F ∗ |
FSfS + ESeS + FRfR + EReR + FPfP + EPeP =0 } (2.29)
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Figure 2.1: Implicit port-Hamiltonian system
and equivalently in the image representation as
D := {(fS,e S,f R,e R,f P,e P) ∈F×F ∗ | fS = E 
S (x)λ,
eS = F
 
S λ,fR = E
 
Rλ,eR = F
 
R λ,fP = E
 
P λ,eP = F
 
P λ} (2.30)
wherethestatedependentmatricesES(x), FS(x), ER(x), FR(x), EP(x), FP(x)
satisfy the relations:
ESF
 
S + FSE
 
S + ERF
 
R + FRE
 
R + EPF
 
P + FPE
 
P =0 , (2.31)
Rank[FS | FR | FP | ES | ER | EP]=dim(F). (2.32)
Now, the port-Hamiltonian system dynamics can be written in the kernel
form (2.29) as
−FS(x)˙ x + ES(x)∇H(x)+FR(x)fR + ER(x)eR + FP(x)fP + EP(x)eP =0 ,
(2.33)
which we call the implicit port-Hamiltonian system. Next, from the power
conserving property of a Dirac structure (also evident from (2.30)) and (2.31),
wecanseethataport-Hamiltonian systemsatisﬁesthelossless energy-balance
property
˙ H = e 
RfR + e 
PfP. (2.34)
The implicit port-Hamiltonian system (2.33) generally consists of a mixed set
of differential and algebraic equations (DAE’s) (refer to [87, chapter 4]). The
port-Hamiltonian system (2.14)-(2.16)is in its explicit form (without algebraic
constraints) or the so-called input-state-output form and is a special case of
252 Mathematical Prerequisites
(2.33) where
FS =
⎡
⎣
In
0
0
⎤
⎦,E S =
⎡
⎣
J(x)
−g (x)
−g 
R(x)
⎤
⎦,F R =
⎡
⎣
gR(x)
−M2(x)
0
⎤
⎦,
ER =
⎡
⎣
0
0
Ip
⎤
⎦,F P =
⎡
⎣
g(x)
−M(x)
M 
2 (x)
⎤
⎦,E P =
⎡
⎣
0
Im
0
⎤
⎦.
(2.35)
We next deﬁne a resistive structure as follows.
Deﬁnition 2.7. A resistive structure R, is deﬁned locally around some point x ∈X
as
R := {( ˆ fR, ˆ eR) ∈F R ×F
∗
R | RF(x) ˆ fR − RE(x)ˆ eR =0 }, (2.36)
where RE,R F are state dependent matrices satisfying the relation,
RER 
F = RFR 
E ≥ 0, (2.37)
rank[RE | RF]=d i m ( FR). (2.38)
Then, locally around some point x, we deﬁne the composition of a Dirac
structure and a resistive structure (similar to that between two Dirac struc-
tures) as
D◦R:= {(fS,e S,f P,e P) ∈ TxX×T
∗
xX×F P ×F
∗
P |
∃(fR,e R) s.t (fS,e S,f R,e R,f P,e P) ∈D ;( −fR,e R) ∈R } .
(2.39)
The composite structure D◦Rin (2.39) is obtained by closing the resistive
ports (fR,e R) of the Dirac structure (2.29) (equivalently (2.30)) with the resis-
tive relationship (2.36) and the resultant structure represents what is called a
port-Hamiltonian system with dissipation (PHSD) (please refer to [87]). We
next state the following proposition which give the kernel and image repre-
sentation for a PHSD.
Proposition 2.8. The composite structure D◦Ris represented in its kernel form as
D◦R:= {(fS,e S,f P,e P) ∈ TxX×T ∗
xX×F P ×F∗
P |
FSfS + ESeS + FPfP + EPeP ∈ im{FRR 
E − ERR 
F}},
(2.40)
and in its image form as
D◦R:=
 
(fS,e S,f P,e P) ∈ TxX×T ∗
xX×F P ×F∗
P | fS = E 
S λ,
eS = F 
S λ,fP = E 
P λ,eP = F 
P λ, λ ∈ ker{REF 
R + RFE 
R}
 
,
(2.41)
where the matrices FS,E S,F P,E P,F R,E R satisfy the relations (2.31), (2.32) and
the matrices RE,R F satisfy (2.37), (2.38).
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Proof. We ﬁrst prove the kernel representation. From (2.36) and (2.37) we
obtain that ˆ fR ∈ im(R 
E) and ˆ eR ∈ im(R 
F). Next, from (2.39) we get that
(−fR,e R) ∈Rand therefore −fR ∈ im(R 
E) and eR ∈ im(R 
F). Finally, by
eliminating (fR,e R) from (2.29) we obtain that
FSfS + ESeS + FPfP + EPeP ∈ Im{FRR
 
E − ERR
 
F},
which proves (2.40).
We next prove the image representation of PHSD. From (2.30), we obtain
that,
fS = E
 
S λ,eS = F
 
S λ,fR = E
 
Rλ,eR = F
 
R λ,fP = E
 
P λ,eP = F
 
P λ. (2.42)
Now, from (2.39) we see that (−fR,e R) ∈Rand hence using (2.36) and (2.42)
we obtain that
{REF 
R + RFE 
R}λ =0
which means that λ ∈ ker{REF 
R + RFE 
R}. By eliminating (fR,e R) from
(2.30), we obtain the image representation of a PHSD as (2.41). 
Now, thelinearresistiverelationshipin(2.17)canbeequivalentlyexpressed
as the resistive structure
R = {( ˆ fR, ˆ eR) ∈ Rp × Rp | ˆ fR = SRˆ eR,S R = S 
R ≥ 0}. (2.43)
By comparing (2.43) with (2.36)-(2.37), we identify RF = I and RE = SR.
Subsequently, we compute
FRR 
E − ERR 
F =
⎡
⎣
gR(x)SR
0
−I
⎤
⎦. (2.44)
Now, using Proposition 2.8 we obtain the composition of the Dirac structure
(2.35) with the resistive structure (2.43) as
⎡
⎣
I
0
0
⎤
⎦(−˙ x)+
⎡
⎣
J(x)
−g (x)
−g 
R(x)
⎤
⎦∇H(x)+
⎡
⎣
g(x)
0
0
⎤
⎦fP+
⎡
⎣
0
I
0
⎤
⎦eP =
⎡
⎣
gR(x)SR
0
−I
⎤
⎦ ˜ λ,
(2.45)
for some ˜ λ ∈ Rp. After eliminating ˜ λ we obtain the system
˙ x =[ J(x) − R(x)]∇H(x)+g(x)fP, (2.46)
eP = g
 (x)∇H(x), (2.47)
which is the explicitport-Hamiltonian system with dissipation (PHSD)where
R(x)=gR(x)SRg 
R(x). This is exactly the same system which was introduced
in chapter 1 in the equations (1.1)-(1.2)with fP = u and eP = y.
We thus saw in this subsection that a port-Hamiltonian system with dis-
sipation (PHSD) results from the power conserving interconnection (refer to
(2.39)) of a Dirac and a resistive structure. We shall use these basic concepts
later in chapter 6 to prove some interesting results.
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2.2 Immersion and Invariance (I & I) method
In this section, we discuss the Immersion and Invariance (I & I) principle
which was ﬁrst articulated in [7] and since then has become an increasingly
wide tool for control of nonlinear systems. TheI&Iprinciple has been
adopted in different contexts of stabilization, adaptive control, observer de-
sign, tracking control (referto [6] for a tutorial account of this method) etc, for
mechanical and electro-mechanical systems. Our main objective is to explain
how the I & I theory can be used for designing observers.
2.2.1 Reduced order observer design for nonlinear systems
using I & I principle
We present ageneralframework for constructing reduced-orderobservers for
nonlinear systems by invoking concepts from the Immersion and Invariance
(I & I ) principle. The main underlying idea of the I & I methodology in the
context of observer design would be to cast the observer design problem as a
problemof renderinginvariantandattractive,anappropriatelyselectedman-
ifold in the extended state-space of the plant and the observer. We make this
more clear now by providing the mathematical formulation, some of which,
is taken verbatim from [6].
We ﬁrst start with the concept of a reduced-order observer for a linear sys-
tem which is based on the ideas of the classical Leunberger observer (refer to
[52]). Consider a system described by the linear dynamics
˙ x = A1x + A2y, (2.48)
˙ y = A3x + A4y, (2.49)
where x ∈ Rn is the unmeasured part of the state, y ∈ Rp is the measured
part of the state. Now, consider the vector subspace
V := {(x,y,ζ) | ζ = Ty+ x}⊂Rn × Rp × Rn.
Let us deﬁne the dynamics of ζ ∈ Rn as
˙ ζ =( TA 3 + A1)(ζ − Ty)+( TA 4 + A2)y
and let
z = ζ − Ty− x
be the distance from the subspace. Then upon differentiating z we obtain
˙ z =( TA 3 + A1)z.
If the matrix T is designed such that the eigen values of (TA 3 +A1) are in the
negative left half plane then it ensures that z → 0 asymptotically. Hence, the
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dynamics of (x,y,ζ) reachesthe subspaceV andon account ofbeing invariant
with respect to the subspace, it actually stays on it. Hence ζ, which has the
same dimension as x, is a reduced-order observer for x and the asymptotic
estimate of x is given by ζ − Ty.
We next extend the notion of a reduced-order observer to the nonlinear
case. It is natural to expect that, for the nonlinear case, the subspace V would
bereplacedbyamanifold. Moreover,itmight alsohappenthat thedimension
of the observer (that is ζ)) is greater than the the dimension of x. In general,
tt can have a dimension greater than or equal to x. We make these ideas more
clear by considering the following nonlinear system dynamics
˙ x = f1(x,y), (2.50)
˙ y = f2(x,y), (2.51)
where x ∈ Rn is the unmeasured part of the state, y ∈ Rp is the measured
part of the state. The system is assumed to be forward complete, that is, the
trajectories starting at time t =0exist for all times t ≥ 0. Next, an observer
for the system (2.50)-(2.51)is deﬁned as follows.
Deﬁnition 2.9. The dynamical system
˙ ζ =Υ ( ζ,y) (2.52)
with ζ ∈ Rq, q ≥ n is called a (reduced-order) observer for the system (2.50)-(2.51),
if there exists mappings β : Rq × Rp → Rq and φ : Rn × Rp → Rq that are left
invertible with respect to their ﬁrst arguments and such that the manifold
M := {(x,y,ζ) ∈ R
n × R
p × R
q : β(ζ,y)=φ(x,y)}, (2.53)
satisﬁes the following properties:
i) All trajectories of the augmented system (2.50)-(2.52) that start on the mani-
fold M at some time t = T, stay there for all future times t ≥ T, that is, M is
positively invariant.
ii) All trajectories of the augmented system (2.50)-(2.52) that start in a neigh-
borhood of M converge asymptotically to M, that is, the manifold is locally
attractive. Equivalently, the distance of the state vector (ζ,x,y) to the mani-
fold M, that is, dist{(ζ,x,y),M} locally asymptotically goes to zero, where
dist{˜ x,S} := inf˜ s∈S{dist(˜ x, ˜ s)} for any set S.
By left invertibility of a mapping Θ(˜ y,y):Rl × Rp → Rq with respect to ˜ y,
it means that there exists another mapping ΘL : Rq × Rp → Rl such that
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ΘL(Θ(˜ y,y),y)=˜ y, for all ˜ y ∈ Rl, y ∈ Rp. If the manifold M satisﬁes the
above properties then, an asymptotic (local) estimate of x is given by
ˆ x = φL(β(ζ,y),y),
where φL denotes the left inverse of φ. Further, if the second condition holds
globally, that is, for every (ζ(0),x(0),y(0)) ∈ Rn×Rp×Rq, the distance to the
manifold, dist{(ζ(t),x(t),y(t)),M} → 0 as t →∞ , then the observer in (2.52)
is a global (reduced-order)observer for the system (2.50)-(2.51).
The following remark is in order.
Remark 2.10. For the case of the linear system (2.48)-(2.49), the mappings
become β(ζ,y)=ζ − Ly and φ(x,y)=x and subsequently ˆ x = ζ − Ly.
Next, a general tool for constructing reduced-order observers for nonlin-
ear systems is presented, complying to the notion of the observer given in
Deﬁnition 2.9.
2.2.2 Reduced-order Observers
From Deﬁnition 2.9, it can be seen that for constructing the observer, one
needs to select the functions β, φ and Υ such that the conditions (i) and (ii) of
Deﬁnition 2.9 are satisﬁed globally. The following discussion is contained in
[6, Chapter 5].
Consider the system (2.50), (2.51) and assume that there exists a C1 map-
ping β(ζ,y):Rq × Rp → Rq such that for all ζ, y the function β(ζ,y) is
left-invertible with respect to ζ and det(∇ζβ)  =0 . Next, let
z = β(ζ,y) − φ(x,y)
be the off-the-manifold coordinate and it can be seen that if z =0 , then the
system reaches the manifold M, and if M is also positively invariant, the
system stays on the manifold. The task would now be to make z → 0 as t →
∞ and make M invariant. Upon differentiatingz along the system dynamics,
we obtain
˙ z = ∇ζβ ˙ ζ + ∇yβf2(x,y) −∇ xφf1(x,y) −∇ yφf2(x,y). (2.54)
Now, upon selecting the function Υ(ζ,y) in (2.52) as
Υ(ζ,y)=−(∇ζβ)−1{∇yβf2(ˆ x,y) −∇ yφ
 
 
 
x=ˆ x
f2(ˆ x,y) −∇ xφ
 
 
 
x=ˆ x
f1(ˆ x,y)},
(2.55)
where
ˆ x = φ
L(β(ζ,y),y), (2.56)
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and substituting in (2.54) we obtain
˙ z = ∇yβ{f2(x,y) − f2(ˆ x,y)} + {∇xφ
 
 
 
x=ˆ x
f1(ˆ x,y) −∇ xφf1(x,y)}
+{∇yφ
 
 
 
x=ˆ x
f2(ˆ x,y) −∇ yφf2(x,y)}. (2.57)
Firstly, it can be seen that z =0is an equilibrium point of (2.57). This follows
upon substituting z =0in (2.56) which implies that ˆ x = x. Hence, the mani-
fold M is invariant. Now, by suitably designing the functions β, φ, φL, if the
dynamics (2.57) is proved to have a globally asymptotically stable equilib-
rium at z =0 , then the system (2.52), (2.55) will be a globally asymptotically
stable observer for (2.50)-(2.51)with the global asymptotic estimate of x given
by φL(β(ζ,y),y).
It can be seen that for any given mappings β and φ, the function Υ in (2.55)
makes the manifold Minvariant. Thus, the task to build an observeris equiv-
alent to computing the functions β, φ, φL such that the z dynamics becomes
globally asymptotically stable at z =0 . Usually, the computation of these
functions would involve solving a set of partial differential equations (PDE)’s
which is usually a difﬁcult task and there is no general procedure for com-
puting the functions. However, the I & I methodology has been successfully
demonstrated for some well know mechanical and electro-mechanical sys-
tems (refer to [6]). In the next chapter, we consider a special class of mechani-
cal systems andconstruct velocity observers forthem using theI&Iconcepts.
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323
Mechanical Systems: Velocity
Estimation and Output Feedback
Stabilization
”Strive for perfection in everything you do. Take the best that ex-
ists and make it better. When it does not exist, design it.” - Sir Henry
Royce.
In the ﬁrst and second chapters, we had given a brief introduction to me-
chanical systems which are modeled by the Hamiltonian equations (2.9). As
we discussed, in such systems the velocity measurements (which is the port-
Hamiltonian output) can be subjected to noise and hence can be inaccurate
while the position measurements may be much more accurate. Therefore,
it is of interest to build observers for these systems, to estimate the velocity
based on the position measurements and subsequently design a stabilizing
control law for the system using the position measurements and the velocity
estimates. In this chapter, we deal with both these problems for a special class
of mechanical systems.
3.1 Introduction
We recall the Hamiltonian equations used for modeling a mechanical system
being given by
 
˙ q
˙ p
 
=
 
0 In
−In 0
  
∇qH
∇pH
 
+
 
0
G(q)
 
u, (3.1)
where q,p ∈ Rn are the generalized positions and momenta, respectively,
u ∈ Rm is the control input, m ≤ n and G : Rn → Rn×m is a full rank matrix.
The Hamiltonian function H : Rn × Rn → R is the total energy of the system
and is given as
H(q,p)=
1
2
p M−1(q)p + U(q), (3.2)
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where M : Rn → R
n×n
P is the mass matrix and U : Rn → R is the potential
energy function, with R
n×n
P being the set of n × n positive deﬁnite matrices.
Sometimes, frictional effects are also included in the model of the mechan-
ical system in which case, our proposed observer incorporates a term that
requires the knowledge of the frictional forces. Since, in many applications,
these forces are negligible or usually quite uncertain, we chose to omit their
presence while designing the observer.
The observer design problem is formulated as follows. We assume that
q is measurable, p is unmeasurable and the input signal u(t) is such that
the system (3.1) is forward complete, that is, trajectories exist for all t ≥ 0.
Our ﬁrst objective is to design an asymptotically convergent observer for p.
The second objective is to prove that the observer can be used in conjunc-
tion with the interconnection and damping assignment passivity–based con-
troller (IDA–PBC) preserving asymptotic stability by assuming the existence
of a full state feedback (IDA–PBC) that asymptotically stabilizes a desired
equilibrium point (q ,0).
We focus on mechanical systems that can be rendered linear in the unmea-
surablemomenta via achangeof coordinatesof theform (q,P)=( q,Ψ (q)p),
with Ψ:Rn → Rn×n being a full rank matrix. The class of systems that sat-
isfy this property, which is fully determined by the inertia matrix M, will be
called henceforth “Partially Linearizable via Coordinate Changes” (PLvCC).
As illustrated in [11, 25, 44, 80, 92], achieving linearity in P simpliﬁes the ob-
server design as well as the control problem. However, the class of mechani-
cal systems considered in the literature in the context of linearization is only a
small subset of all PLvCC systems. Further, the linearization conditions con-
sidered in the literature imposes quite restrictive assumptions on the inertia
matrix M. In contrast to this situation, we give a complete characterization of
PLvCCsystems, in terms ofsolvability ofa setof partialdifferentialequations
(PDE)’s and show that the class contains many examples of practical interest.
We propose for the PLvCC systems, a globally (exponentially) convergent
reduced order immersion and invariance (I&I) observer [6]. This design im-
poses an integrability condition, which is equivalent to solving a second set
of PDEs. We propose a systematic procedure to solve these PDEs for a special
subclass of PLvCC systems and illustrate it with several practical examples.
Furthermore, we show that the integrability condition can be obviated using
the full order I&I observer with dynamic scaling recently proposed in [44].
However, (as we shall show) the full-order observer design based on [44] in-
creases the complexity of the computations and also involves the injection of
high gain (which is not very desired). A ﬁnal contribution of our work is the
proof that the proposed observer solves the position feedback stabilization
problem mentioned above.
Notation used in this chapter: For any matrix A ∈ Rn×n, Ai ∈ Rn denotes
the i–th column, Ai the i–th row and Aij the ij–th element. That is, with
ei,i∈ ¯ n := {1,...,n}, the Euclidean basis vectors, Ai := Aei, Ai := e 
i A and
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Aij := e 
i Aej.
3.2 Characterization of the Class of PLvCC Systems
In this section, we identify the class of mechanical systems for which a change
of coordinates of the form (q,P)=( q,Ψ (q)p), where Ψ has a full rank for all
q, renders the system linear in P. As we shall see, this property is uniquely
deﬁned by the inertia matrix M.
We ﬁrst state two important lemmas which will be used by us later for
proving our main result.
Lemma 3.1. Let Ψ(q) be an n × n full rank matrix. Deﬁne the n × n matrix
J :=
n  
i=1
{(p
 ∇qiΨ)
 (e
 
i Ψ) − (Ψ
 ei)(p
 ∇qiΨ)} (3.3)
Then, the (jk)th element of the matrix J is given by
Jjk = −p [Ψj,Ψk], (3.4)
where [Ψj,Ψk] is the standard Lie bracket of the column vectors Ψj and Ψk.
Proof. We prove the lemma by computing the (jk)–th element of J as
e 
j Jek =
n  
i=1
{(p (∇qiΨ)ej)Ψik − (p (∇qiΨ)ek)Ψij}
= p
 
n  
i=1
{(∇qiΨj)Ψik − (∇qiΨk)Ψij}
= p {(∇qΨj)Ψk − (∇qΨk)Ψj}
= −p [Ψj,Ψk].

Lemma 3.2. Deﬁne the n × n matrices
¯ Ji :=
n  
j=1
[Ψi,Ψj]Ψ 
j (ΨΨ )−1M−1,i ∈ ¯ n.
Then
n  
i=1
(Ψ
 ei)(p
 ∇qiΨ)Ψ
−1M
−1p − ˙ Ψ
 p =
n  
i=1
ei(p
  ¯ Jip).
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Proof. We ﬁrst note that
˙ Ψ p =
n  
i=1
(p ∇qiΨ) (e 
i M−1p)
=
n  
i=1
(p ∇qiΨ) (e 
i Ψ)Ψ−1M−1p.
Replacing (3.3) of Lemma 3.1 we obtain
˙ Ψ p −
n  
i=1
(Ψ ei)(p ∇qiΨ)Ψ−1M−1p = JΨ−1M−1p.
Computing the i–th element of the vector completes the proof
e 
i JΨ−1M−1p = e 
i JΨ (ΨΨ )−1M−1p
=
n  
k=1
Jike 
k Ψ (ΨΨ )−1M−1p
= −
n  
k=1
p [Ψi,Ψk]Ψ 
k (ΨΨ )−1M−1p
= −p  ¯ Jip,
where we have used (3.15) to obtain the third identity. 
We next state the following proposition.
Proposition 3.3. LetΨbe ann×nfullrankmatrix. Thedynamicsof(3.1)expressed
in the coordinates (q,P), where P =Ψ  (q)p, is linear in P if and only if for i ∈ ¯ n,
¯ n := {1,...,n}, we have
B(i)(q)+B 
(i)(q)=0 , (3.5)
where the matrices B(i) : Rn → Rn×n are deﬁned as
B(i)(q): =
n  
j=1
 
[Ψi,Ψj]Ψ
 
j (MΨΨ
 )
−1 +
1
2
ΨjiΨ∇qj(Ψ
 MΨ)
−1Ψ
 
 
, (3.6)
with[Ψi,Ψj] being the standardLie bracket. Underthe condition(3.5),thedynamics
becomes
˙ q =( Ψ  M)−1P, ˙ P = −Ψ  (∇U − Gu). (3.7)
Proof. The equation for ˙ q follows trivially from the deﬁnition of P. Now, ˙ P
can be expressed as
˙ P = ˙ Ψ p +Ψ   ˙ p
= −DΨ(q,p) − Ψ
 (∇U(q) − G(q)u), (3.8)
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where the parameterized mapping DΨ : Rn × Rn → Rn is deﬁned as
DΨ(q,p): =Ψ  ∇q{
1
2
p M−1p}− ˙ Ψ p. (3.9)
We will now show that each element of the vector DΨ is a quadratic form in
p, that is,
DΨ =
n  
i=1
eip B(i)p, (3.10)
that becomes zero for all p if and only if the condition 3.5 is satisﬁed. To show
this, we compute
∇q{
1
2
p M−1p} = ∇q
 1
2
p Ψ(Ψ MΨ)−1Ψ p
 
=
1
2
n  
i=1
ei
 
2p
 (∇qiΨ)(Ψ
 MΨ)
−1Ψ
 p
+ p
 Ψ∇qi((Ψ
 MΨ)
−1)Ψ
 p
 
=
n  
i=1
ei
 
p (∇qiΨ)Ψ−1M−1p
+
1
2
p Ψ∇qi((Ψ MΨ)−1)Ψ p
 
. (3.11)
Replacing (3.11) in (3.9) we obtain
DΨ = − ˙ Ψ p +
n  
i=1
 
(Ψ ei)(p ∇qiΨ)Ψ−1M−1p
+
1
2
(Ψ
 ei)[p
 Ψ∇qi((Ψ
 MΨ)
−1)Ψ
 p]
 
,
=
n  
i=1
 
ei(p  ¯ Jip)+
1
2
(Ψ ei)[p Ψ∇qi((Ψ MΨ)−1)Ψ p]
 
,(3.12)
=
n  
i=1
eip B(i)p, (3.13)
where we use Lemma 3.2 to obtain the ﬁrst term in (3.12) and the deﬁnition
of B(i) given in (3.6) to obtain (3.13). Hence, the proof follows. 
If the inertia matrix M satisﬁes the condition (3.5) for some full rank matrix
Ψ, then the mechanical system (3.1) becomes linear in P and (as described
earlier) is said to be PLvCC. The class of M for which there exists such a Ψ is
denoted by SPLvCC. That is, M ∈S PLvCC if and only if there exists Ψ such that
(3.5) is satisﬁed.
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For the sake of completeness, we compute the resultant dynamics in the
(q,P) coordinates for a general full rank matrix Ψ which may or may not
satisfy the condition 3.5. We state the following Lemma.
Lemma 3.4. For a general full rank matrix Ψ, the transformed dynamics in the
coordinates (q,P) is given by
 
˙ q
˙ P
 
=
 
0Ψ
−Ψ  J
  
∇q ¯ H
∇P ¯ H
 
+
 
0
Ψ G
 
u, (3.14)
with the new energy function being
¯ H(q,P): =
1
2
P  (Ψ MΨ)−1P + U(q),
and the jkelement of the skew–symmetricmatrix J : Rn×Rn → Rn×n being given
by
Jjk(q,p)=−p [Ψj,Ψk]. (3.15)
Proof. The expression for ˙ q is obtained in a straightforward manner. We now
compute the expression for ˙ P. The proof proceeds as follows (also refer to
[93]). We ﬁrst note that DΨ can be written as
DΨ =
n  
i=1
[(Ψ ei)(p ∇qiΨ) − (p ∇qiΨ) (e 
i Ψ)]∇P ¯ H
+
1
2
n  
i=1
(Ψ
 ei)[P
 ∇qi((Ψ
 MΨ)
−1)P]
= −J∇P ¯ H +
1
2
n  
i=1
(Ψ ei)[P  ∇qi((Ψ MΨ)−1)P],
where we used the following identity
∇q{
1
2
p
 M
−1p} =
n  
i=1
ei
 
p
 (∇qiΨ)Ψ
−1M
−1p +
1
2
p
 Ψ∇qi((Ψ
 MΨ)
−1)Ψ
 p
 
=
n  
i=1
ei
 
p (∇qiΨ)(Ψ MΨ)−1P +
1
2
P  (∇qiΨ)((Ψ MΨ)−1)P
 
=
n  
i=1
ei
 
p
 (∇qiΨ)∇P ¯ H +
1
2
P
 ∇qi((Ψ
 MΨ)
−1)P
 
,
and the deﬁnition of J given by (3.3) in Lemma 1. Replacing the expression
of DΨ in (3.8) we ﬁnally obtain
˙ P = J∇ P ¯ H −
1
2
n  
i=1
(Ψ
 ei)[P
 ∇qi((Ψ
 MΨ)
−1)P] − Ψ
 (∇U − Gu)
= J∇ P ¯ H − Ψ
 ∇q ¯ H +Ψ
 Gu,
383.3 Observers and alternate passive input-output pairs for PHSD
which corresponds to (3.14). 
The following remarks are in order.
Remark 3.5. Equation (3.6) may be alternatively viewed as a family of oper-
ators, parameterized by Ψ, mapping R
n×n
P into Rn×n. The system is PLvCC
if there exists Ψ such that, upon the action of this operator, its mass matrix is
mapped into a skew-symmetric matrix.
Remark3.6. The resultsobtainedin Section 3.2canbealternativelyexpressed
in amore compact form using Poisson brackets. Please referto [73]for further
details.
We thus characterized the class of mechanical systems which can be par-
tially linearized via a change of coordinates i.e., showed that they belong to
the set SPLvCC. In the next section, we give a physical interpretation for the set
SPLvCC.
3.3 How Large is the Set SPLvCC?
Anaturalquestion thatarisesatthispoint is: Forwhatkind ofinertiamatrices
M is the condition (3.5) satisﬁed? Providing a complete answer is equivalent
to characterizing the solvability of the PDE’s (3.5), (3.6) in the unknown func-
tion Ψ, which appears to be a daunting task. However, it turns out that this
set contains some interesting subsets that have a clear physical interpretation
and in some cases also a differential geometric interpretation. Some of these
sets have been studied in the literature, which we now brieﬂy review in this
section.
3.3.1 Four Subsets of the Set SPLvCC
To get a better understanding of the condition (3.5), we present four sets of
non–decreasing cardinality (displayed in Figure 3.1), and show them to be
subsets of SPLvCC. Three of them are well–known, but the fourth (and far more
interesting)one doesnotseemto havebeenreportedin theliterature. Wenow
introduce the following important deﬁnitions that will be used repeatedly in
the sequel.
Deﬁnition 3.7. A full rank matrix T : Rn → Rn×n is said to be a factor of M−1 if
M−1(q)=T(q)T  (q). (3.16)
Deﬁnition3.8. Thesets of inertia matrices SCI, SZCS, SZRS, ST are deﬁned as follows.
(i) (Constant inertia)
SCI := {M ∈ R
n×n
P | Mij = constant,i , j∈ ¯ n},
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SPLvCC
ST
SZRS
SZCS = SCI
Figure 3.1: Sets of inertia matrices with non-decreasing cardinality
(ii) (Zero Christoffel symbols)
SZCS := {M ∈ R
n×n
P | Cijk =0 , i,j,k∈ ¯ n},
where Cijk : Rn → R are the Christoffel symbols of the ﬁrst kind deﬁned in
(2.4) for a given inertia matrix M.
(iii) (Zero Riemann symbols)
SZRS := {M ∈ R
n×n
P | Rijlk =0 , i,j,l,k∈ ¯ n},
with Rijlk : Rn → R are the Riemann symbols given by
Rijlk(q): =
1
2
 
∇
2
qjqlMik + ∇
2
qiqkMjl −∇
2
qjqkMil −∇
2
qiqlMjk
 
+
n  
a,b=1
(M−1)ab [CjlaCikb − CilaCjkb]. (3.17)
(iv) (Skew–symmetry condition)
ST :=
 
M ∈ R
n×n
P | M
−1 admits a factor T such that
n  
j=1
[Ti,T j]T
 
j = −
⎡
⎣
n  
j=1
[Ti,T j]T
 
j
⎤
⎦
 
,i∈ ¯ n
 
. (3.18)
We next give the following proposition which proves the non-decreasing
cardinality of the above deﬁned sets as also indicated in Figure 3.1.
Proposition 3.9. The sets of inertia matrices in Deﬁnition 3.8 satisfy
SCI = SZCS ⊂S ZRS ⊂S T ⊆S PLvCC,
403.3 Observers and alternate passive input-output pairs for PHSD
where the inclusion SZCS ⊂S ZRS is strict for every n>1, and the inclusion SZRS ⊂
ST is strict for every n>2.
Proof. • (SCI = SZCS) The fact that [M ∈S CI ⇒ M ∈S ZCS] follows trivially
from the deﬁnition of the Christoffel symbols in (2.4). The proof for [M ∈
SZCS ⇒ M ∈S CI] can be worked out as follows.
Assume all Christoffel symbols are identically equal to zero, that is,
Cijk(q): =
1
2
 
∇qjMik + ∇qiMjk −∇ qkMij
 
≡ 0, (3.19)
for all q. The equations above deﬁne 1
2{n3 + n2} PDE’s where we used the
fact that Cijk = Cjik. First consider the case when i = j = k. This gives the n
equations,
Ciii = ∇qiMii =0 , (3.20)
for all 0 ≤ i ≤ n. Next consider the casei = k  = j. Then forevery 0 ≤ i,j ≤ n,
i  = j we get the
n(n−1)
2 equations,
Ciji = ∇qjMii =0 . (3.21)
Thus, from (3.20),(3.21)we conclude that all the diagonal entries of the inertia
matrix are constant. Next, we choose i = j  = k and impose Ciik(q)=0which
gives the n(n − 1) equations
Ciik = ∇qiMik =0 , (3.22)
for every 0 ≤ i,k ≤ n and i  = k. But, we also know that Mik = Mki and
hence from (3.22) we conclude that,
∇qiMik = ∇qkMik =0 , (3.23)
for all 0 ≤ i,k ≤ n, i  = k. At this point we can conclude from (3.22), (3.23)
that each off-diagonal element Mij is such that
∇qiMij = ∇qjMij =0 . (3.24)
Next, we choose j = k  = i and impose Cikk(q)=0which gives the
n(n−1)
2
equations
Cikk = ∇qkMik + ∇qiMkk −∇ qkMik ≡ 0. (3.25)
Hence, these
n(n−1)
2 equations in (3.25) identically become equal to zero. Fi-
nally, we consider i  = j  = k and get
n(n−1)(n−2)
2 equations in total which are
of the form,
Cijk =
1
2
 
∇qjMik + ∇qiMjk −∇ qkMij
 
=0 . (3.26)
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From (3.26), we obtain that
Cijk + Cikj = ∇qiMjk =0 , (3.27)
which holds for all i  = j  = k. Thus, from (3.24) and (3.27) we can conclude
that each off-diagonal element Mij is constant, establishing the claim.
• (SZCS ⊂S ZRS) The proof that [M ∈S ZCS ⇒ M ∈S ZRS] follows from the iden-
tity SCI = SZCS and the deﬁnition of the Riemann symbols (3.17). To show
that the inclusion is strict, we ﬁrst recall a well known characterization of the
set SZRS, which may be found in [11], [79], [80] (also refer to Proposition 3.13).
The Riemann symbols given by (3.17), corresponding to an inertia matrix M
become identically equal to zero if and only if the matrix M admits a factor-
ization M−1 = TT  such that the Lie brackets of the columns of the matrix T
are identically equal to zero. That is,
Rijlk =0 , i,j,l,k∈ ¯ n ⇔ M
−1 admits a factor T
such that [Ti,T j]=0 ,i , j∈ ¯ n.
(3.28)
Wenow presentthephysicalexampleoftheinvertedpendulumoncartwhich
was introduced in Chapter 1. We show that its inertia matrix belongs to the
set SZRS but its Crystoffel symbols do not identically become equal to zero
which concludes the proof. Indeed, consider the inertia matrix given by (1.6).
Next, for any given positive deﬁnite matrix M, it is always possible to ﬁnd
a uniquely deﬁned lower triangular Cholesky factorization, T of M−1 sat-
isfying (3.16) and such that its diagonal entries are positive. Please refer to
Corollary 7.2.9 of [36] and [39] for a discussion on this. For the mass matrix
in (1.6), we have
T =
⎡
⎣
√
m3 √
m3−b2 cos2 q1
0
−bcosq1
√
m3
√
m3−b2 cos2 q1
1 √
m3
⎤
⎦, (3.29)
and it can be easily veriﬁed that [T1,T 2]=0 . Hence, from (3.28), the matrix
in (1.6) has zero Riemann symbols. We next compute the Christoffel symbols
for M and obtain that C112 = −bsinq1, while the rest of the symbols are iden-
tically zero. Thus, the inclusion SZCS ⊂S ZRS is strict.
• (SZRS ⊂S T) If the columns of T commute, that is, if [Ti,T j]=0 ,i ti s
clear that the skew–symmetry condition (3.18) is satisﬁed. Hence, by using
the equivalence (3.28), the claim [M ∈S ZRS ⇒ M ∈S T] follows in a straight
forward manner.
We now proceed to prove that, for n>2, the converse implication is not
true, which shows that the inclusion is strict. First, we prove that for n ≤ 2
the sets are the same. For n =1the equivalence is, of course, trivial. For
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n =2this can be easily shown as follows. The skew–symmetry condition
(3.18) yields two equations of the form
[T1,T 2]d  =
 
0˜ α
−˜ α 0
 
, ˜ α ∈ R, (3.30)
for d = T1,T 2, respectively which have a solution if and only if [T1,T 2]=0or
d =0 . The proof follows by noting that since T is full rank, [T1,T 2]=0for
(3.30) to hold true.
We now consider the case n =3and construct an inertia matrix M ∈S T
such that M/ ∈S ZRS. Let M be a 3 × 3 symmetric positive deﬁnite matrix and
let T be its factorization. First, we observe that the condition
[T1,T 2]=T3, [T2,T 3]=T1, [T3,T 1]=T2 (3.31)
is sufﬁcient to prove the skew–symmetry condition in (3.18). We can see that
the condition (3.31) is satisﬁed by the vectors Ti = Aix where x ∈ R3 and
Ai ∈ R3×3 are the rotation matrices given as
Ai =
⎡
⎣
0Ω 3i Ω2i
−Ω3i 0Ω 1i
−Ω2i −Ω1i 0
⎤
⎦,i∈{ 1,2,3},
where Ωjk := e 
j ek. However, the resulting matrix T =[ T1|T2|T3] has zero
determinant and hence cannot qualify as a factor of M−1.
To complete the example we invoke some concepts from Lie group theory
(refer to [50], [79]). The ﬁrst observation is that the matrices Ai are tangent
vectors at the identity point of the Lie group SO(3) and, furthermore, form
a basis for its associated Lie algebra so(3). We then extend these vectors to
left–invariant vector ﬁelds on the group SO(3) using a push–forward of the
left multiplication map Lg(h)=gh, where g,h ∈ SO(3). The push–forward
is deﬁned as (Lg)∗(Ai)=gAi, where g is taken to be the product matrix
R(x)=R1(x)R2(x)R3(x) with,
R1 =
⎡
⎣
cosx1 sinx1 0
−sinx1 cosx1 0
00 1
⎤
⎦,R 2 =
⎡
⎣
10 0
0c o s x2 sinx2
0 −sinx2 cosx2
⎤
⎦
R3 =
⎡
⎣
cosx3 sinx3 0
−sinx3 cosx3 0
00 1
⎤
⎦,
which is a parametrization (using the Euler angles) of SO(3). The question
is then to ﬁnd the vectors ˜ Ti, whose push–forward by R∗, that is R∗( ˜ Ti), will
equal (LR)∗(Ai). This leads to the following set of equations
(∇x1R) ˜ Ti1(x)+( ∇x2R)˜ Ti2(x)+( ∇x3R)˜ Ti3(x)=R(x)Ai,i =1 ,2,3.
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By solving these equations, we obtain the matrix ˜ T
˜ T(x)=
⎡
⎣
−sin(x1)cot(x2) −cos(x1)cot(x2)1
cos(x1) −sin(x1)0
sin(x1)cosec(x2)c o s ( x1)cosec(x2)0
⎤
⎦.
Some simple computations show that the matrix ˜ T has full rank (almost ev-
erywhere) and veriﬁes (3.31). But, the matrix ˜ T above is singular at the point
zero and hence is not full rank. This singularity can be removed by intro-
ducing an homeomorphism F : R × (0,π) × R → R3 : x  → q. For in-
stance, F(x)=[ x1,tan(x2 − π
2),x 3] , which has an inverse map FI : R3 →
R3,F I(q)=[ q1, π
2 +t a n −1(q2),q 3] . Now, upon deﬁning the transformed
vectors,
Ti(q)=[ ( ∇F(x)) ˜ Ti(x)]x=F I(q),i=1 ,2,3,
we get after some simple calculations that
T =
⎡
⎣
sin(q1)q2 cos(q1)q2 1
(1 + q2
2)cos(q1) −(1 + q2
2)sin(q1)0  
1+q2
2 sin(q1)
 
1+q2
2 cos(q1)0
⎤
⎦, (3.32)
which also veriﬁes (3.31). We then obtain M−1 = T(q)T  (q) as
M−1 =
⎡
⎣
1+q2
2 0 q2
 
1+q2
2
0( 1 + q2
2)2 0
q2
 
1+q2
2 01 + q2
2
⎤
⎦. (3.33)
Now, computing the Riemann symbols and recalling that, because of the
symmetries of the tensor, only R1212,R 1213, R1223,R 1313,R 1323,R 2323 need
to be calculated, one can verify that R1212,R 1323,R 2323  =0for all q and
R1223  =0for q2  =0 , and hence conclude that M/ ∈S ZRS. Since, T satis-
ﬁes (3.31),each of the matrices [T1,T 2]T  
2 +[T1,T 3]T  
3 , [T2,T 1]T  
1 +[T2,T 3]T  
3
and [T3,T 1]T  
1 +[ T2,T 3]T  
3 are skew symmetric as desired. This completes
the proof.
• (ST ⊆S PLvCC) We can see that, replacing Ψ=T in (3.6), the second right
term vanishes and we get
B(i) =
n  
j=1
[Ti,T j]T  
j . (3.34)
and hence, condition (3.5) is satisﬁed with Ψ=T. Now, the skew-symmetry
condition (3.18) and (3.34) ensure that the condition (3.5) is satisﬁed. Hence
the proof follows. 
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Remark 3.10. The case M ∈S ZRS has been extensively studied in analytical
mechanics and has a deep geometric signiﬁcance (refer to [19], [79] and also
look at Theorem 2.36 in [87]). The property has been exploited in the context
of linearization (referto [11], [80]). It can be shown using Riemannian geome-
try that if M ∈S ZRS the system is said to be Euclidean [11], where the qualiﬁer
stems from the fact that the system is diffeomorphic to a “linear double inte-
grator”. In the next section, we discuss in more detail about the physical and
geometric signiﬁcance of this set and also explain about Euclidean systems.
3.3.2 Physical Interpretation of the Sets SZCS,SZRS,ST
In this section, we throw some light on the classes of physical systems for
which the mass matrix belongs to the sets deﬁned in proposition 3.9. As
shown in the proof of Proposition 3.3, condition (3.5) holds if and only if
the mapping DΨ, deﬁned in (3.9), identically vanishes. We will therefore use
this test to answer the questions. An additional motivation to analyze DΨ
is that it allows to establish some connections of our work with the existing
literature.
We ﬁrst relate the key mapping DΨ, deﬁned in (3.9), with the matrices M
and C in the Euler-Lagrange model (2.3). For this, we deﬁne the vector func-
tion ˜ DΨ : Rn × Rn → Rn as ˜ DΨ(q, ˙ q): =DΨ(q,M(q)˙ q). Now, from (3.9) we
get
˜ DΨ =Ψ
 ∇q{
1
2
˙ q
 M ˙ q}− ˙ Ψ
 M ˙ q,
=[ Ψ
 C −
d
dt
(Ψ
 M)]˙ q, (3.35)
where, to obtain the second identity, we have used the property (2.6).
The Set SZCS
Proposition 3.11. The following statements are equivalent.
(i) M ∈S ZCS.
(ii) Condition (3.5) holds for any constant Ψ.
(iii) The Coriolis and centrifugal forces C(q, ˙ q)˙ q equal zero.
Moreover, if M ∈S ZCS, and we take Ψ=M−1, the transformed dynamics (3.7)
become
˙ q = P, ˙ P = −M−1 (∇U − Gu). (3.36)
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Proof. The equivalence between(i) and(iii) follows directlyfrom the property
(2.7). Now, from (3.9), it is clear that (ii) is true if and only if
∇q{
1
2
p M−1p} =0 ,
which is equivalent to M ∈S CI. The proof is completed by recalling from
Proposition 3.9 that SZCS = SCI.
The proof of (3.36) follows by noting that, Ψ=M−1 gives P =˙ q and ˙ P is
obtained by replacing DM−1 =0in (3.8). 
Remark 3.12. In [25] an observer was designed for Lagrangian systems to
estimate ˙ q, under the following sufﬁcient condition for linearizability. Deﬁne
a change of coordinates of the form (q,v)=( q,E(q)˙ q), with E : Rn → Rn×n
full rank. Then
˙ v = ˙ E ˙ q + E¨ q
=( ˙ E−E M−1C)E−1v −EM−1(∇U − Gu), (3.37)
where (2.3) was used to get the last equation. It is clear that the dynamics
becomes linear in v if
˙ E = EM
−1C. (3.38)
(Of course, this conclusion also follows from (3.35) setting Ψ=M−1E ).
Condition (3.38) is imposed in [25], which besides being obviously stronger
than condition (3.5), does not seem to admit any geometric or system theo-
retic interpretation.
The Set SZRS
Proposition 3.13. The following statements are equivalent:
(i) M ∈S ZRS.
(ii) There exists a matrix T which is a factor of M −1, that is, M−1 = TT  and a
mapping Q : Rn → Rn such that
∇Q(q)=T −1(q). (3.39)
(iii) The system is Euclidean.
Proof. We ﬁrst prove the equivalence between (i) and (ii). For this, we denote
Cq ⊂ Rn as the n-dimensional manifold deﬁned by the conﬁguration space of
the generalized position coordinates q. We then recall from (3.28) that M ∈
SZRS if and only if there exists a full rank factorization T of M−1 such that
[Ti,T j]=0 ,i , j∈ ¯ n, q ∈C q. (3.40)
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Next, each Ti(q),i∈ ¯ n would be a vector ﬁeld acting on the manifold Cq.
Since, the matrix T(q) has a full rank for all q, its columns are linearly inde-
pendent. We now assume that:
• the columns of T(q) satisfy (3.40).
• the n vector ﬁelds Ti,i∈ ¯ n are complete, that is, the integral curves of
the vector ﬁelds exist for all times t.
Then, from [79] (also refer to Theorem 2.36 in [58]), we know that there exists
a coordinatechartfor Cq given by the coordinates ¯ q = Q(q) for some Q : Rn →
Rn such that, the vector ﬁelds in the new coordinates satisfy Ti(¯ q)=ei where
ei denotes the ith natural basis vector of Rn. Further, this coordinate chart
would be global and hence the mapping from q to Q is bijective for all q ∈C q.
We next invoke the fact that the vector ﬁelds transform in a covariant fash-
ion [79] under such coordinate changes which means
Ti(¯ q)=∇Q(q)Ti(q)=ei. (3.41)
Subsequently, we perform the following computations
∇Q(q)Ti(q)=ei, (3.42)
=> ∇Q(q)[T1(q)|T2(q)|...|Tn(q)] = In×n, (3.43)
=> ∇Q(q)=T
−1(q). (3.44)
Thus, we can conclude that if the columns of T(q) commute, then T−1(q)
is the Jacobian of some vector S(q) and is thus integrable. We now assume
that T −1(q)=∇qS for some vector Q : Rn → Rn. We then easily obtain,
∇Q(q)Ti(q)=ei which implies that there exists a set of coordinates ¯ q = Q(q)
such that in those coordinates, the columns of T assume the form Ti(¯ q)=∇¯ qi.
We once again invoke Theorem 2.36 in [58] and conclude that the columns of
T(q) commute among each other. Hence, the proof follows.
We next prove the equivalence between (i) and (iii). Firstly, if M ∈S ZRS,
then there exists a mapping Q : Rn → Rn such that (3.39) is satisﬁed and
further condition (3.5) holds with Ψ=T (where TT  = M−1), that is, DT =
0. Consider now the coordinates (Q,P) where P = T p. We compute
˙ Q =( ∇Q)˙ q = T −1 ˙ q = T  p = P,
where we have used (3.39). Next, from (3.8) and using the fact that DT =0
we obtain the dynamics of ˙ P as
˙ P = T  {Gu −∇ U} = −∇Q ˜ V (Q)+ ˜ G(Q)u. (3.45)
where ˜ G(Q): =T  (QI(Q))G(QI(Q)), ˜ V (Q): =V (QI(Q)), with QI : Rn →
Rn a right inverse of Q(q), that is, Q(QI(x)) = x for all x ∈ Rn. Hence, the
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system is Euclidean [11] as there exists a canonical transformation given by
Q,P such that the system in the new coordinates has a constant inertia matrix
and moreover, if the potential energy U =0 , the system dynamics is given as
a double integrator ¨ Q = ˜ G(Q)u = v. 
The Set ST
Proposition 3.14. For any matrix T, factor of M −1, the following statements are
equivalent:
(i) M ∈S T.
(ii) Condition (3.5) holds with Ψ=T, that is, DT =0 .
Further, if M ∈S T, the transformed dynamics takes the form
˙ q = TP, ˙ P = −T  (∇U − Gu). (3.46)
Proof. The evaluation of the matrices B(i), deﬁned in (3.6), for Ψ=T is given
in (3.34). Now, from (3.13) we conclude that DT =0if and only if these
matrices are skew symmetric, which is precisely the condition for M ∈S T.
The last claim is established by noting that, Ψ=T gives ˙ q = TP and ˙ P is
obtained by replacing DT =0in (3.8). 
3.3.3 The Set SPLvCC
In this subsection, we presentan interesting exampleof the robotic leg system
which is not Euclidean but we show that its inertia matrix belongs to SPLvCC.
We then consider the classical ball and beam system and show that it does
not belong to SPLvCC.
Example 3.15. The Robotic Leg (M ∈S PLvCC but M/ ∈S ZRS): We consider the
robotic leg example [22] depicted in Figure 3.2. The system consists of a rigid body
that is pinned to a ﬁxed point on the ground at its center of mass. The body can rotate
about this ﬁxed point and has a moment of inertia J about the axis of rotation. The
body has an extensible massless leg which is attached at the ﬁxed point and the leg
has a point mass m present at its tip. The coordinate ψ represents the angle of the
body, θ represents the angle made by the extensible leg with the ﬁxed horizontal axis
in an inertial reference frame and r denotes the extension of the leg which is assumed
to be strictly positive. Further, η1 represents the torque acting at the point of rotation
which controls the angle between the body and the leg and η2 represents the force that
controls the extension of the leg.
We thus have a 3 degree of freedom mechanical system whose kinetic energy is
given by KE = 1
2m˙ r2 + 1
2mr2 ˙ θ2 + 1
2J ˙ ψ2. Letting q =( r,θ,ψ), we subsequently
obtain the inertia matrix as
M = diag{m,mq
2
1,J}, (3.47)
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Figure 3.2: Robotic leg, where we denote q := (r,θ,ψ)
where q1 ≥  >0. Firstly, the only non–zero Christoffel symbols for M are C122 =
−C221 = mq1 which implies that M/ ∈S ZCS. Furthermore, the Riemann symbol
R1212 = m  =0implies that M/ ∈S ZRS. We will now prove that M ∈S PLvCC
provided
q ∈C:= {q1 ≥  >0,q 2  = iπ, i ∈Z +}.
Indeed, some lengthy but straightforward calculations, prove that the matrix
Ψ(q1,q 2): =
⎡
⎣
sin(q2)s i n ( q2)0
1
q1 cos(q2)+κ 1
q1 cos(q2)0
00 1
⎤
⎦,κ  =0 (3.48)
which is well–deﬁned and full–rank for all q ∈C , ensures DΨ =0for the inertia
matrix (3.47). It should be pointed out that (3.48) was obtained by solving the PDEs
(3.5), (3.6) for the inertia matrix (3.47).
Remark 3.16. Although not yet proven, some preliminary calculations lead
us to conjecture that M/ ∈S T. Notice that the “natural” choice for the factor
T, namely
T = diag{
1
√
m
,
1
q1
√
m
,
1
√
J
},
does not satisfy the condition [T1,T 2]T  
2 = −
 
[T1,T 2]T  
2
  
.
Example 3.17. The Ball-Beam System (M/ ∈S PLvCC): It is interesting to note that,
in spite of the similarities with the robotic leg, the classical ball–and–beam system
[62] is not PLvCC. The system consists of the ball whose position along the beam is
described by the coordinate q1, the angle made by the beam with the horizontal axis is
denotedby q2 andatorque uactson thebeamandcontrolsits angularposition. Then,
the inertia matrix of the ball–and–beam is M = diag{1, 2 + q2
1}, where  >0 is the
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Figure 3.3: Ball-Beam System
length of the beam, and q ∈{ | q1|≤  }. The PDEs (3.5), (3.6)for the ball–and–beam
system are
∇q1Ψ11=0, ∇q2Ψ11 +(  2 + q2
1)∇q1Ψ21=0, ∇q2Ψ21=
−q1
 2 + q2
1
Ψ11.
The ﬁrst and third PDE’s together imply
Ψ21(q1,q 2)=
q1
 2 + q2
1
˜ Ψ21(q2)+κ, (3.49)
where Ψ11(q2)=−∇q2 ˜ Ψ21. Next, using (3.49)together with the second PDE yields
the ODE
∇2˜ Ψ21(q2)=
 2 − q2
1
 2 + q2
1
˜ Ψ21(q2),
that clearly does not admit a solution.
3.3.4 A Globally Exponentially Convergent Reduced Order I&I
Observer for PLvCC Systems
In this section, we construct a globally exponentially convergent reduced or-
der observer for PLvCC systems using the Immersion and Invariance princi-
ple introduced in Chapter 2. Proceeding on the similar lines, we deﬁne the
observer for the system (3.1).
Deﬁnition 3.18. The dynamical system
˙ η =Υ ( q,η,u), (3.50)
with η ∈ Rn, is called a reduced order I&I observer for the system (3.1) if there exists
a full rank matrix Ψ:Rn → Rn×n and a vector function β : Rn → Rn, such that
the manifold
M := {(η,q,p):β(q)=η +Ψ
 (q)p}⊂R
n × R
n × R
n (3.51)
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is invariant and attractive with respect to the system (3.1), (3.50). The asymptotic
estimate of p, denoted by ˆ p, is then given by
ˆ p =Ψ
− (β − η).
Remark 3.19. The manifold M in (3.51)is a particular case of (2.53)which we
saw in chapter 2. More particularly, we can draw parallels from [8], where
the manifold is deﬁned as {(η,q,p):˜ β(q,η)=Ψ  (q)p}, with ˜ β : Rn × Rn →
Rn. From (3.51), we can see that the function ˜ β(q,η)=β(q) − η in our case
and thus is an afﬁne function of η. It is clear that by considering a more
general manifold expression, it is possible in principle to handle a larger class
of systems. However, it can be shown that for PLvCC systems, the choice
of β in (3.51) is without loss of generality. Please see Remark 3.22 for some
additional relationships between both observers.
Before presenting the proposed observer design, we need the following as-
sumption.
Assumption 1. There exists a mapping β : Rn → Rn satisfying the matrix in-
equality
QA(q)+A (q)Q≥ In, (3.52)
uniformly in q, for some  >0 and some constant matrix Q∈R
n×n
P , where
A(q): =∇β(q)[Ψ (q)M(q)]−1. (3.53)
Proposition 3.20. Consider the mechanical system (3.1). Assume M ∈S PLvCC with
a matrix Ψ whose inverse is uniformly bounded and that there exists a mapping β
satisfying Assumption 1. Then, the dynamical system
˙ η = ∇β(q)(Ψ M)−1(β − η)+Ψ  (∇U − Gu)
ˆ p =Ψ
− (β − η) (3.54)
is a globally exponentially convergent reduced order I&I observer—with the estima-
tion error verifying
|ˆ p(t) − p(t)|≤¯ αexp
−¯ ρt |ˆ p(0) − p(0)|,
for some ¯ α, ¯ ρ>0, where |·|is the Euclidean norm.
Proof. By following the I&I procedure in Chapter 2, we prove that the man-
ifold M, deﬁned in (3.51), is attractive and invariant by showing that the
off–the–manifold coordinate
z = β − η − Ψ
 p = β − η − P, (3.55)
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veriﬁes: (i) (z(0) = 0 ⇒ z(t)=0 )for all t ≥ 0, and (ii) z(t) asymptotically
(actually, exponentially) converges to zero. Note that from (3.51) we get that
dist{(η,q,p),M} =0if and only if z =0 .
To obtain the dynamics of z, we differentiate (3.55) to get
˙ z = ˙ β − ˙ η − ˙ P
=( ∇β)M
−1p − (∇β)(Ψ
 M)
−1(β − η)
= −Az (3.56)
where (3.7) and (3.54) are used for the second identity while the third one is
obtained invoking (3.53) and (3.55).
The manifold M is clearly positively invariant. To establish global expo-
nential attractivity of M, consider the Lyapunov function
V(z)=
1
2
z Qz. (3.57)
Conditions (3.52) and (3.56) ensure that
˙ V≤−
 
¯ λ(Q)
V, (3.58)
with ¯ λ(Q) denoting the maximum eigenvalue of Q, which proves, after some
basic bounding, the global exponential convergence to zero of z. Exponential
convergence of ˆ p − p is concluded invoking uniform boundedness of Ψ−1. 
Remark 3.21. Assumption 1 may be rephrased as follows. Instead of assum-
ing the existence of β we assume that there exists a mapping N : Rn → Rn×n
such that (3.52) holds with
A(q)=N(q)[Ψ (q)M(q)]−1, (3.59)
and
∇N j =
 
∇N j  
,j ∈ ¯ n. (3.60)
Thelatter(integrability)condition ensures,fromPoincar´ e’sLemma,thatthere
exists a β such that
∇β = N. (3.61)
That is, the problem reduces to the solution of the PDE (3.60), subject to the
inequality constraint (3.52), (3.59).
In section 3.4, we propose a step–by–step procedure to compute N for the
special choice of Ψ=T with T being the lower triangular Cholesky factor-
ization of M−1.
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3.3.5 Implications on observer design for the sets SZCS,SZRS,ST
We now have a look at the various sets of inertia matrices which were deﬁned
previously and study the implications on observer design for these sets.
i) M ∈S ZCS: This is the case of constant inertia matrix. From the deﬁnition
of A in (3.59) we see that when Ψ=M−1, the Assumption 1 is satisﬁed
with any constant matrix N such that −N is a Hurwitz matrix. Fur-
ther, the construction of β from (3.61) is trivial and the observer error
dynamics is linear, namely ˙ z = −Nz. For instance, selecting N = In the
observer takes the simple form
˙ η = q − η + M
−1 (∇U − Gu), ˆ p = M(q − η).
The reason why this basic construction works can be easily explained
recalling (3.36) of Proposition 3.11.
ii) M ∈S ZRS: In this case, the dynamics (in principle) can be expressed in
the coordinates (Q,P) as (3.45)for which the I&I observer construction
procedure becomes trivial as in the case for M ∈S ZCS. However, to
obtain the representation (3.45), it is necessary to solve the PDE (3.39)
in order to obtain the expression for Q as a function of q which severely
restricts the practical applicability of the approach. Indeed, the explicit
solution of this PDE may sometimes not be possible which happens
in the case of the classical inverted pendulum on the cart system. In
Section 3.6, this system is shown to be Euclidean but, as indicated in
[11], the PDE (3.39) leads to an elliptic integral of the second kind that
does not admit a closed form solution.
However, as we have seen, it is more facile (or rather convenient) to
expressEuclidean systems in the partiallylinearizedform in the context
of observer design. Indeed, if we choose the coordinates as (q,T (q)p)
(T given by (3.16)),we obtain the partially linearized system (3.46) with
P = T  q. Further, from (3.53) we see that when Ψ=T we get A = NT.
In Section 3.4 we propose to take T to be the lower triangular Cholesky
factor of M−1, and present a systematic procedure to design N in order
to satisfy Assumption 1.
iii) M ∈S T: Similar to the systems where M ∈S ZRS, we get in this case
A = NT and thus the procedure for construction of N in Section 3.4 is
applicable.
Remark 3.22. Some connections between our observer and the one proposed
in [8] may be established at this point. Towards this end, we refer to the
function ˜ DΨ deﬁned in (3.35) and evaluate it for Ψ=T (T given by (3.16)) to
obtain
˜ DT =[ T  C −
d
dt
T −1]˙ q =: ¯ C(q, ˙ q)˙ q.
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It can be shown that the matrix ¯ C(q, ˙ q)T(q) is linear in ˙ q and furthermore, by
invoking (2.6) we can also prove that it is skew–symmetric. These properties
are used in [8] to generate an error dynamics of the form
˙ z =[ Γ ( q,η) − ¯ C(q, ˙ q)T(q)]z,
where Γ:Rn × Rn → Rn×n is a matrix that can be shaped by selecting
the function ˜ β. A constructive solution has been given in [8] for some par-
ticular cases of systems with n =2 , namely diagonal inertia matrix (with
possibly unbounded elements) and inertia matrix with bounded elements.
Some recent calculations show that this technique can be extended beyond
these cases, but the need to explicitly solve the integrals that deﬁne ˜ β make
this more of an “existence result”, than an actual constructive procedure. Of
course, it may be argued that the analysis done in this chapter (that aims at
eliminating the term DΨ), although leading to the explicit identiﬁcation of
some PDEs to be solved, is also not constructive—given our inability to guar-
antee their solution in general.
3.4 A Constructive Procedure for N
In this Section we present a simple algorithm to construct a matrix N that
satisﬁes Assumption 1 for the selection Ψ=T (T given by (3.16)). The start-
ing point of the procedure is to choose T as the lower triangular Cholesky
factorization of the mass matrix M. The idea is then to construct a matrix N
such that, on one hand, NT is diagonal with positive diagonal entries and, on
the other hand, N is “trivially” integrated (refer to 3.62) in the sense of Re-
mark 3.21. The ﬁrst condition will ensure (3.52) of Assumption 1, while the
second one guarantees (3.60). As expected, the construction involves the so-
lution of some PDEs that we show can be easily solved for several examples
of practical interest.
To enhance readability we present the algorithm ﬁrst for the simplest case
when the inertia matrix depends on one coordinate, for which the differential
equations to be solved areODEs. We then consider the case of dependence on
two coordinates, and deal with PDEs. We then generalize the procedure for
the case where the inertia matrix can depend on k coordinates where k ∈ ¯ n.
3.4.1 Procedure for Computing N when M Depends on a
Single Coordinate
Without loss of generality we assume that M is a function of q1. We propose
the following form for the matrix N
N =Λ+∇q{φ(q1)+ψ(q1)q}, (3.62)
543.4 Observers and alternate passive input-output pairs for PHSD
where Λ > 0 is an n×n constant diagonal matrix, φ : R → Rn is a function to
be deﬁned that depends only on q1 and veriﬁes e 
1 φ =0and ψ : R → Rn×n,
also to be deﬁned, depends only on q1 and veriﬁes e 
i ψej =0for all j ≥ i and
ψe1 =0 .
Given the proposed form of N, condition (ii) of Assumption 1 is trivially
satisﬁed and β can be immediately computed as
β =Λ q + φ(q1)+ψ(q1)q. (3.63)
Moreover, N is lower triangular and hence, N(q): =N(q)T(q) is also lower
triangular since the matrix T is lower triangular. Further, each diagonal entry
of N is given as Nii =Λ iiTii > 0. To satisfy the positivity condition (i) of
Assumption 1 our strategy will be to ﬁnd ψ and φ such that the matrix N
becomes diagonal.
The matrix N has the following form:
The algorithm proceeds along the following steps:
1. For every i ≥ 3, solve Ni,i−1 =0to obtain the function ψi,i−1. For
example, we compute ψ32 = −Λ33T32
T22 , ψ43 = −Λ44T43
T33 and so on. Note
that the terms Tii > 0 for every i ∈ ¯ n.
2. For every i ≥ 4, solve Ni,i−2 =0using the function ψi,i−1 obtained in
step 1 to get ψi,i−2. For example, ψ42 = Λ44
T22T33{T43T32 − T42T33}.
3. Proceed in this manner until i = n to complete the computation of ψ.
4. Solve the ordinary differential equations Ni1 =0 ,2 ≤ i ≤ n and com-
pute the vector φ. For example, the function φ2 is obtained by solving
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the ODE
∂φ
∂q1 = −
Λ22T21(q1)
T11(q1) . We can continue in this manner, use the
(now known) function ψ and compute the function φ by solving ODE’s.
The elements of the matrix Λ can be chosen freely and it sufﬁces to just ensure
that they are positive constants. Finally, after having computed N, we obtain
β from (3.63). In the case when the dimension of the mechanical system is
n ≤ 2, the matrix ψ is not needed and we skip the ﬁrst three steps.
We now illustrate this procedure on two physical examples.
Inverted Pendulum on a Cart [24], [81]
We construct a velocity observer for the inverted pendulum on a cart sys-
tem whose inertia matrix is given in (1.6) and the lower triangular Cholesky
factor in (3.29). As shown before [T1,T 2]=0and thus condition (3.5) is satis-
ﬁed. We now proceed to construct N by following the above algorithm and
accordingly set it as
N =
 
Λ11 0
0Λ 22
 
+
 
00
∇q1φ2 0
 
,
where Λii > 0. We next solve the ordinary differential equation, N21 = 0,
which is of the form
∇q1φ2 =
Λ22b
m3
cos(q1)
and hence φ2 = Λ22b
m3 sin(q1). Thus, we obtain
β =
 
Λ11q1
Λ22(q2 + b
m3 sin(q1))
 
. (3.64)
Some simulation results of this example are presented in Section 3.5.
3-Link Underactuated Planar Manipulator [3], [38]
The system shown in ﬁgure 3.4 is a 3-link underactuated planar manipulator
with the ﬁrst two joints being prismatic and actuated while the third joint
is a revolute joint and is unactuated. We let (q2,q 3) denote the horizontal
and vertical positions of the third joint from the origin and q1 denotes the
orientation of the third link with respect to the horizontal axis. Further, m1,
m2 and m3 denote the masses of the links, L denotes the distance of the center
of mass of the third link from the third joint and I denotes the moment of
inertia of the third link about the third joint. The kinetic energy of the system
is given by KE = 1
2mx˙ r2
x + 1
2my ˙ r2
y + 1
2I ˙ θ2 −m3lsinθ ˙ θ˙ rx +m3lcosθ ˙ θ˙ ry where
mx = m1 + m2 + m3 and my = m2 + m3. Thus, the moment of inertia of the
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q1
q2
q3
L
y
x
Figure 3.4: 3-Link underactuated planar manipulator.
system is given by
M
−1=
1
F2
⎡
⎢
⎢
⎣
1 m3L
mx sinq1 −m3L
my cosq1
m3L
mx sinq1
myI+m
2
3 L
2
mxmy cos2 q1 − m3L
2
mxmy sinq1 cosq1
−m3L
my cosq1 − m3L
2
mxmy sinq1 cosq1
mxI−m
2
3 L
2
mxmy sin2 q1
⎤
⎥
⎥
⎦
where F(q): =
 
1 −
m2
3 L2
my cos2 q1 −
m2
3 L2
mx sin
2 q1. We compute the lower
triangular Cholesky factorization as
T =
⎡
⎢
⎣
1
F 00
m3L
mxF sinq1
1 √
mx 0
− m3L
myF cosq1 0 1 √my
⎤
⎥
⎦.
We can easily check that the columns of T commute thus the system is Eu-
clidean. Following the procedure described above we set N as
N =
⎡
⎣
Λ11 00
0Λ 22 0
00 Λ 33
⎤
⎦ +
⎡
⎣
000
∇q1φ2 00
∇q1φ3 00
⎤
⎦ +
⎡
⎣
00 0
00 0
∇q1ψ32q2 ψ32 0
⎤
⎦,
where Λii > 0. We ﬁrst solve N32 = 0 to obtain ψ32 =0 . We next solve
N31 = 0 and get φ3 = Λ33m3L
my sinq1. We ﬁnally solve N21 =0to obtain
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φ2 = Λ22m3L
mx cosq1. We ﬁnally get
β =
⎡
⎣
Λ11q1
Λ22(q2 + m3L
mx cosq1)
Λ33(q3 + m3L
my sinq1)
⎤
⎦.
3.4.2 Procedure for Computing N when the Mass Matrix
Depends on Two Coordinates
Without loss of generality we assume that the mass matrix depends on q1 and
q2. Next we propose the following form for N given as,
N =Λ+∇q{φ(q1,q 2)+ψ(q1,q 2)q} (3.65)
where Λ > 0 is an n ×n constant diagonal matrix, φ : R2 → Rn depends only
on q1, q2 and veriﬁes e 
1 φ =0 , ψ : R2 → Rn×n depends only on q1, q2 and
veriﬁes e 
i ψej =0for all j ≥ i and ψe1 = ψe2 =0 .
Again, condition (ii) of Assumption 1 is trivially satisﬁed and β can be im-
mediately computed as
β =Λ q + φ(q1,q 2)+ψ(q1,q 2)q. (3.66)
Moreover,N is lowertriangularandhence, N := NT is alsolower triangular.
Further, each diagonal entry of N is given as Nii =Λ iiTii > 0. To satisfy the
positivity condition (i) of Assumption 1 our strategy will be to ﬁnd ψ and φ
to render N diagonal.
The matrix N has the following form:
583.4 Observers and alternate passive input-output pairs for PHSD
The algorithm proceeds along the following steps:
1. For every i ≥ 4, solve Ni,i−1 =0to obtain the function ψi,i−1. As before,
we compute ψ43 = −Λ44T43
T33 , ψ54 = −Λ55T54
T44 and so on.
2. For every i ≥ 5, solve Ni,i−2 =0by using the function ψi,i−1 obtained in
step 1 to get ψi,i−2. For example, ψ53 = Λ55
T33T44{T54T43 − T53T44}.
3. Proceed in this manner until i = n to complete the computation of ψ.
4. Solve the equations N22 > 0 and N21 =0to determine the function φ2.
Note that the equation N21 =0leads to a PDE which needs to be solved along
with the inequality N22 > 0 to yield φ2. In the previous case of dependence
on a single coordinate, all the equations were ODEs.
5. Solve the partial differential equations Nij =0 , 3 ≤ i ≤ n, j =1 ,2
and compute the matrix φ. Note once again that, unlike the previous case of
dependence on a single coordinate, here we encounter PDE’s. However, the
solvability of these PDE’s can be easily veriﬁed and in case of the existence
of a solution, the residual step involves computing a set of ﬁrst integrals in
order to obtain the function φ.
As an illustration, consider the equations N32 =0and N31 =0 . They
together yield
∂φ3
∂q2
= −Λ33
T32
T22
, (3.67)
∂φ3
∂q1
=
Λ33
T11T22
{T21T32 − T22T31}. (3.68)
A solution to (3.67), (3.68) would exist if and only if
∂
∂q1
{−Λ33
T32
T22
} =
∂
∂q2
{
Λ33
T11T22
{T21T32 − T22T31}}, (3.69)
which can be veriﬁed in a straightforward manner as the terms of the matrix
T are known. In case a solution exists, then the next step is a simple integra-
tion of (3.67), (3.68) to obtain the function φ3.
The elements of the matrix Λ can be chosen freely and it sufﬁces to just ensure
that they are positive constants. Finally, after having computed N, we obtain
β from (3.66).
We now illustrate this procedure for a four degree of freedom mechanical
system.
Planar Redundant Manipulator with one elastic degree of freedom [10], [71]
This is an interesting example of a four degree of freedom underactuated me-
chanical system whose mass matrix depends on two coordinates. In the ﬁg-
ure shown, there is a base body of mass M and rotational inertia I which can
translate and rotate freely in the plane and contains a massless arm of length
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Figure 3.5: Planar redundantmanipulator with one elastic degreeof freedom.
L at the tip of which the end-effector of mass m is attached. The base body is
connected to the massless arm by a linear torsional spring whose extension is
denoted by the coordinate q2. The coordinates (q3,q 4) represent the position
of the end effector while q1 denotes the angle made by the base body with the
ﬁxed horizontal axis. The base body is actuated by forces in the horizontal
and vertical directions and has a torque that controls its rotation in the plane.
However, the elastic joint is assumed to be unexcited which makes the system
underactuated and hence interesting from a control perspective.
Thus, the kinetic energy of the system is given by KE = 1
2(M + m)(˙ q2
3 +
˙ q2
4)+1
2I ˙ q2
1 + 1
2ML2{˙ q1 +˙ q2}2 +ML{˙ q1 +˙ q2}{˙ q3 sin(q1 +q2)− ˙ q4 cos(q1 +q2)}
and subsequently the inertia matrix is given as
M−1 =
⎡
⎢
⎢
⎣
1
I −1
I 00
−1
I
M+m
MmL2 + 1
I − 1
mL sin(q1 + q2) 1
mL cos(q1 + q2)
0 − 1
mL sin(q1 + q2) 1
M+m 0
0 1
M+m 0 1
M+m
⎤
⎥
⎥
⎦.
We compute the lower triangular cholesky factorization, T of M −1(q) as
T =
⎡
⎢ ⎢
⎢
⎢
⎢
⎣
1 √
I 00 0
− 1 √
I
√
M+m √
MmL 00
0 −
 
M
m
1 √
M+m sin(q1 + q2) 1 √
M+m 0
0
 
M
m
1 √
M+m cos(q1 + q2)0 1 √
M+m
⎤
⎥ ⎥
⎥
⎥
⎥
⎦
.
We can again easily check that the columns of T commute among each other
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thus satisfying condition (3.5). We let the matrix N be given as,
N =
⎡
⎢
⎢
⎣
Λ11 000
0Λ 22 00
00 Λ 33 0
000 Λ 44
⎤
⎥
⎥
⎦ +
⎡
⎢
⎢
⎣
00 0 0
∇q1φ2 ∇q2φ2 00
∇q1φ3 ∇q2φ3 00
∇q1φ4 ∇q2φ4 00
⎤
⎥
⎥
⎦
+
⎡
⎢
⎢
⎣
00 0 0
00 0 0
00 0 0
∇q1ψ43q3 ∇q2ψ43q3 ψ43 0
⎤
⎥
⎥
⎦, (3.70)
where Λii > 0.F r o mN21 = 0, we get ∇q1φ2 = ∇q2φ2 and from N22 > 0,
we get ∇q1φ2 > 0. Thus, we let φ2 = k(q1 + q2) where k>0. We now solve
N43 = 0 to obtain ψ43 =0 . We then solve N42 = 0 to get
φ4 = −
MLΛ44
M + m
sin(q1 + q2)+g(q1).
Finally, from N41 = 0,w eg e t∇q1φ4 = ∇q2φ4 and hence we can set g =0 .W e
next solve N32 = 0 to obtain
φ3 = −
MLΛ33
M + m
cos(q1 + q2)+f(q1).
Next, from N31 = 0, we get ∇q1φ3 = ∇q2φ3 and hence we can set f =0 .W e
ﬁnally get
β =
⎡
⎢
⎢
⎣
Λ11q1
Λ22q2 + k(q1 + q2)
Λ33(q3 − ML
M+m cos(q1 + q2))
Λ44(q4 − ML
M+m sin(q1 + q2))
⎤
⎥
⎥
⎦.
One can check that the condition (3.69) holds true for this example.
3.4.3 Procedure for Computing N when the Mass Matrix
Depends on k Coordinates, k ∈ ¯ n
Without loss of generality we assume that the mass matrix depends on the
ﬁrst k coordinates q1, q2, .... qk. Next we propose the following form for N
given as,
N =Λ+∇q{φ(q1,q 2,.....,qk)+ψ(q1,q 2,.....,qk)q} (3.71)
where Λ > 0 is an n × n constant diagonal matrix, φ : Rk → Rn and veriﬁes
e 
1 φ =0 , ψ : Rk → Rn×n and veriﬁes e 
i ψej =0for all j ≥ i and ψe1 = ψe2 =
ψe3 = ..... = ψek =0 . The matrix N is then given as below with k+2≤ i ≤ n.
As before, condition (ii) of Assumption 1 is trivially satisﬁed and β can be
immediately computed as
β =Λ q + φ(q1,q 2,.....,qk)+ψ(q1,q 2,.....,qk)q. (3.72)
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We can see that for the cases, k =1 ,2, the matrix N assumes the form (3.62)
and (3.65) respectively. Moreover for these cases, N is lower triangular and
hence is N = NT but, fork>2,the k×k upperleftblock ofthe matrixN (and
subsequently N) is clearly not lower triangular which makes the algorithm
more complicated. The algorithm proceeds along the following steps:
1. First compute ˜ N = 1
2{N + N },
2. For every i ≥ k +2 , solve ˜ Ni,i−1 =0to obtain the function ψi,i−1.
3. For every i ≥ k +3 , solve ˜ Ni,i−2 =0by using the function ψi,i−1 obtained
in step 1 to get ψi,i−2.
4. Proceed in this manner until i = n to complete the computation of ψ.
5. Solve the inequalities ˜ Nii > 0 for all 2 ≤ i ≤ k and the partial differential
equations ˜ Nij =0for all 1 ≤ j<i≤ k to determine the functions φl, for all
l =2 ,...k.
6. Solve the partial differential equations ˜ Nij =0 ,k+1≤ i ≤ n, 1 ≤ j ≤ k
and compute the matrix φ.
The elements of the matrix Λ can be chosen freely and it sufﬁces to just
ensure that they are positive constants. Finally, after having computed N,w e
obtain β from (3.72).
Remark 3.23. Step 5 is the difﬁcult one as it involves solving (k −1) inequal-
ities and
(k)(k−1)
2 partial differential equations with the number of unknowns
being k(k − 1). We can see that for k =2 , the number of equations (inequali-
ties and equalities together) is same as the number of unknowns and we thus
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get an exact solution, but for k>2 we have more equations than unknowns.
Hence, it could be possible that we can get more than one solution for the
functions φi for i =2 ,...k. The steps 2,3 in the algorithm, which involve solv-
ing a set of algebraic equations and step 6 that involves some simpler PDEs
(as also seen in the k =2case), are relatively straightforward.
Remark 3.24. If k = n, then the matrix ψ =0from our construction. In
that case, we would have to follow only step 5 of the algorithm. Hence (as
expected), the larger the value of k, more PDEs need to be solved and the
complication of the algorithm increases.
3.4.4 Computation of N for a general non-Cholesky
factorization of the inertia matrix
The constructive procedure to compute N given above proceeds from the
Cholesky factorization of the matrix M−1. It may happen that this particu-
lar factorizationdoesnot satisfythe skew–symmetry condition ofProposition
3.9 but another factorization does—this is so for the mass matrix (3.33). More-
over, the inertia matrix may not admit a suitable factorization, i.e., one that
satisﬁes the skew–symmetry condition, but we may be able to ﬁnd a matrix
Ψ that veriﬁes the most general condition (3.5).
To compute N we can, of course, combine the two conditions of Assump-
tion 1 to obtain, directly in terms of β, the differential inequality
(∇β)M−1Ψ−  +
 
(∇β)M−1Ψ−   
≥  In,
but it seems difﬁcult to even establish conditions for existence of solutions to
this inequality. Alternatively, we can ﬁx “candidate” matrices N that already
satisfy the integrability condition (3.60) and concentrate on the inequality
(3.52). Obviously, the ﬁrst natural candidates are constant matrices. Another
useful option is to ﬁx the ij element of N to be of the form
Nij(q)=a1
i1(q1)a2
i2(q2)···
da
j
ij(qj)
dqj
···an
in(qn)
for some free functions a
j
ij : R → R—it is easy to see that (3.60) will hold for
the resulting N.
Example 3.25. We now show how the above construction works for the mass matrix
(3.33) with the (non–Cholesky) factorization (3.32) that we repeat here for ease of
reference
T =
⎡
⎣
q2 sin(q1) q2 cos(q1)1
(1 + q2
2)cos(q1) −(1 + q2
2)sin(q1)0  
1+q2
2 sin(q1)
 
1+q2
2 cos(q1)0
⎤
⎦.
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We recall that, as shown in Proposition 3.9, the columns of this matrix do not com-
mute, however, it veriﬁes the skew–symmetry condition. For the sake of illustration,
we select the desired operating point to be q  =0 . We now Consider the matrix T
given above and the matrix
N =
⎡
⎢
⎣
0
˜ λ √
1+q2
2
0
00 ˜ λ
cos(q1)0
⎤
⎥
⎦,
with ˜ λ>0. We aim to show that NT + T  N   > 0 for all q in the set
{q ∈ R3 |
−π
2
+ κ ≤ q1 ≤
π
2
− κ, 4 ˜ λ>|q2|},
where κ>0 is an arbitrarily small constant. For this, We compute NT + T  N  
as ⎡
⎣
2˜ λ
 
1+q2
2 cos(q1)01
2 sin(2q1)q2
02 ˜ λ
 
1+q2
2 cos(q1)c o s 2(q1)q2
1
2 sin(2q1)q2 cos2(q1)q2 2cos(q1)
⎤
⎦.
The determinant of this matrix equals
2˜ λ(1 + q
2
2)c
3(q1)[4˜ λ −
q2
2  
1+q2
2
],
from which the claim follows immediately.
3.5 Asymptotic Stability of IDA–PBC Designs with
I&I Observers
In this section, we study the stability properties of the combination of the
Interconnection and Damping assignment passivity-based controller (IDA-
PBC) introduced in chapters 1 and 2 with the I&I observer derived in the
previous section. In particular, we show that the measurement of momenta,
p, required in IDA-PBC, can be replaced by its estimated signal ˆ p, preserving
asymptotic stability of the desired equilibrium.
Remark 3.26. In [1] a similar property is established for an IDA–PBC con-
trollerwithadifferentI&Iobserverforthecaseofsystems withunder-actuation
degree one written in Spong’s normal form [82]—see Section 6 of [1]. However,
to transform a mechanical system to Spong’s normal form it is necessary in
general to feed–back the full state and hence the result is not applicable for
the problem at hand. For example, in the case of inverted pendulum on cart,
the feed-back consists of velocity measurements (refer to [84]).
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Even though global exponential convergence of the I&I observer has been
established and, furthermore, mechanical systems are linear in u, the proof
of this claim, in its global formulation, is non–trivial for the following rea-
sons. First, the control law of IDA–PBC is quadratic in p and will, in gen-
eral, depend on all the elements of this vector. Second, non–positivity of
the Lyapunov function derivative is obtained in IDA–PBC via damping in-
jection, more precisely by feeding–back the passive output (for instance y =
G (q)∇H(q,p) is the passive output for (3.1)) which is a function only of the
actuated components of p, that is, the elements in the image of the input ma-
trix G. Consequently, when p is replaced by their estimates the derivative
of the (state–feedback) Lyapunov function will contain sign indeﬁnite terms.
While classical perturbation arguments allow to conclude local asymptotic
stability, to establishtheglobalversionsome particularpropertiesofcascaded
systems must be invoked.
For the sake of brevity the IDA–PBC methodology is not reviewed here (re-
fer to Chapters 1 and 2) while only the key equations needed for the analysis
aregiven. The objectivein IDA–PBCis to assign to the closed–loopthe energy
function
Hd(q,p)=
1
2
p
 M
−1
d (q)p + Vd(q) − Vd(q )
where Md = M 
d ∈ R
n×n
P , Vd are the desired inertia matrix and potential
energy function, respectively, and q  is the desired position, by preserving
the mechanical structure of the system. This is achieved imposing the closed–
loop dynamics
 
˙ q
˙ p
 
=
 
0 M−1Md
−MdM−1 J2 − GKvG 
  
∇qHd
∇pHd
 
, (3.73)
where Kv = K 
v ∈ R
n×n
P is a damping injection matrix and J2(q,p) is a skew–
symmetric matrix of the form
⎡
⎢
⎢ ⎢
⎣
0 p α1(q) p α2(q) ... p  αn−1(q)
−p α1(q)0 p αn(q) ... p  α2n−3(q)
. . .
. . .
. . .
...
. . .
−p αn−1(q) −p α2n−3(q) ... 0
⎤
⎥
⎥ ⎥
⎦
(3.74)
where αi : Rn → Rn,i=1 ,...,n
2(n − 1), are free functions.
If q  =a r g m i n Vd(q) then (q ,0) is a stable equilibrium of the closed loop
with Lyapunov function Hd clearly verifying
˙ Hd = −p
 M
−1
d GKvG
 M
−1
d p ≤− c1|¯ p|
2,
where, to simplify the notation in the sequel, we have deﬁned the function
¯ p(q,p): =G
 (q)M
−1
d (q)p, (3.75)
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and use the convention of denoting with ci an (often unspeciﬁed) positive
constant—in this case c1 := ¯ λm{Kv}. Stability will be asymptotic if ¯ p is a
detectable output (refer to footnote 1 in Chapter 1) for the closed–loop system
(3.73).
The full–state measurement IDA–PBC is given by
u(q,p)=( G G)−1G   
∇qH − MdM−1∇qHd + J2M
−1
d p
 
− Kv¯ p, (3.76)
which, as shown in [1], may be written in the form
u(q,p)=u0(q)+
⎡
⎢
⎣
p A1(q)p
. . .
p Am(q)p
⎤
⎥
⎦ − Kv¯ p, (3.77)
where the vector u0 : Rn → Rn and the matrices Ai : Rn → Rn×n are func-
tions of q. As will be shown below, establishing boundedness of Ai,i=
1,...m, will be critical for our analysis. Towards this end, we center our atten-
tion on the quadratic terms in p of (3.76) stemming from ∇qH and ∇qHd and
introduce the following assumption 2. Moreover, from (3.74) it is clear that
the term J2M
−1
d p is also quadratic in p. It will be shown below that Assump-
tion 2 allows to establish a suitable bound for this term as well.
Assumption 2. The matrices ∇qiM, ∇qiMd and G are bounded.
Proposition 3.27. Consider the system (3.1) and assume M ∈S PLvCC. Deﬁne the
position feedback controller as u = u(q, ˆ p) with ˆ p an estimate of p generated by
the I&I observer (3.54). Assume ¯ p(q,p) in (3.75) is a detectable output for the
closed–loop system (3.73) and that Assumption 1 is satisﬁed. Then there exists a
neighborhood of the point (q ,0,β(q )) such that all trajectories of the closed–loop
system starting in this neighborhood are bounded and satisfy
lim
t→∞
(q(t),p(t),η(t)) = (q
 ,0,β(q
 )).
Furthermore, if Assumption 2 holds and the full state–feedback controller (3.77) en-
sures global asymptotic stability then the neighborhood is the whole space R3n, thus
boundedness and convergence are global.
Proof. To carry out the proof the overall system is written as a cascade in-
terconnection of the observer error subsystem ˙ z = −Az and the full state–
feedback dynamics (3.73). We ﬁrst write u(q, ˆ p)=u(q,p)+χ(q,p,z) where
we deﬁne
χ(q,p,z): =
m  
i=1
 
z
 Ψ
−1AiΨ
− z + z
 Ψ
−1(Ai + A
 
i )p
 
ei
−KvG
 M
−1
d Ψ
− z. (3.78)
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The overall system can then be written in the cascaded form
 
˙ q
˙ p
 
=
 
0 M−1Md
−MdM−1 J2 − GKvG 
  
∇qHd
∇pHd
 
+
 
0
G
 
χ
˙ z = −Az (3.79)
Note that the system with χ =0is asymptotically stable. Furthermore, the
disturbance term is such that
G(q)χ(q,p,0) = 0.
Invoking well–known results of asymptotic stability of cascaded systems [75]
completes the proof of local asymptotic stability. To establish the global claim
we invoke the fundamental result of [74], see also [78], and see that the proof
will becompletedifwecanestablishboundednessofthetrajectories(q(t),p(t)).
Computing the time derivativeof Hd along the trajectories of (3.79)we get the
bound
˙ Hd ≤− c1|¯ p|
2 + |¯ p||Gχ|. (3.80)
From the expression above it is clear that the key step to prove bounded-
ness of trajectories is to establish a suitable bound for |Gχ|. At this point
Assumption 2 is imposed. Comparing (3.76) with (3.77) we observe that the
matrices Ai will be bounded if Assumption 2 holds and J2 may be bounded
as  J2 ≤c2|p|. Now, from the IDA–PBC procedure we have that J2 satisﬁes
the so–called kinetic energy PDE
G⊥ 
∇q(p M−1p) − MdM−1∇q(p M
−1
d p)+2 J2M
−1
d p
 
=0.
Comparing in this equation the terms which are quadratic in p and (3.74) we
conclude that, under Assumption 2, J2 will satisfy the bound above and the
matrices Ai are also bounded.
From the previous discussion, and boundedness of z, we get the bound
|Gχ|≤| z|(c2 + c3|p|), which replaced in (3.80) yields
˙ Hd ≤− c1|¯ p|2 + |¯ p||z|(c2 + c3|p|). (3.81)
Now, invoking standard (Young’s inequality1) arguments we get
|¯ p||z|≤
c1
c2
|¯ p|2 +
c2
4c1
|z|2.
1The Young’s inequality argument states that if a, b are nonnegative real numbers and p, q,  
are positive real numbers, then the following holds true
ab ≤
ap
 p
+
 bq
q
. (3.82)
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We replace this bound in the second right hand term in (3.81) to get
˙ Hd ≤− c1|¯ p|2 +[
c1
c2
|¯ p|2 +
c2
4c1
|z|2]c2 + c3|¯ p||z||p|
≤
c2
2
4c1
|z|
2 + c5|z||p|
2,
where we have used the bound of |¯ p|≤c4|p| to deﬁne c5 := c3c4. Now, let us
consider the non-negative function
W(q,p,z): =Hd(q,p)+
c2
2¯ λ(Q)
4c1 
V(z),
where V(z) is given in (3.57), which as shown in the proof of Proposition 1
veriﬁes (3.58). Finally, evaluating the derivative of W we get
˙ W ≤ c5|z||p|2 ≤
2c5
¯ λ(Md)
|z|W, (3.83)
where we have used the bounds W ≥ Hd ≥ 1
2
¯ λ(Md)|p|2 to obtain the last
inequality. Since z is clearly an integrable function, invoking the Comparison
Lemma [46], we immediately conclude boundedness of W and, consequently,
boundedness of the trajectories (q(t),p(t)) and complete the proof. 
Remark 3.28. In the context of passivity based stabilization of mechanical
systems, we point the reader to the recent article [29] which considers the
IDA-PBC problem for mechanical systems by using only position measure-
ments and designs a dynamic controller for the same. However, the mechan-
ical systems considered in [29] are assumed to be fully actuated while we do
not impose a restriction on the actuation.
3.6 Simulation Results
The theoretical results of the previous sections have been veriﬁed through
simulations of the inverted pendulum example. The dynamical equations for
this system are given by (3.1), (4.32) with
M−1=
1
m3 − b2 cos2 q1
 
m3 −bcosq1
∗ 1
 
,V = acosq1
G = e2,a =
g
l
,b =
1
l
,m 3 =
M + m
ml2 ,
where q1 denotes the pendulum angle with respect to the upright vertical, q2
the cart position, m and l are, respectively, the mass and length of the pen-
dulum, M is the mass of the cart and g is the gravitational acceleration. The
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equilibrium to be stabilized is the upward position of the pendulum (q1∗ =0 )
with the cart placed in any desired location (arbitrary q2∗).
The detailed expressions of the full–state IDA–PBC, given by (3.76), may
be found in [93]. We proved the separation principle for theI&Ir educed-
order observer and the IDA-PBC full–state feedback controller in Section 3.5.
We now numerically verify our proposed observer design and the certainty–
equivalence implementation of the full–state feedback IDA-PBC controller de-
sign with the I & I observer for the inverted pendulum on cart example.
Firstly, the estimate of the momenta p given by ˆ p, is generated by the I&I
observer design (refer to Section 3.4) and is given as
˙ η1 =
Λ11
√
m3 √
m3−b2 cos2 q1
(β1 − η1) −
a
√
m3 sinq1 √
m3−b2 cos2 q1
+
b cosq1
√
m3
√
m3−b2 cos2 q1
u
˙ η2 = Λ22 √
m3(β2 − η2) − 1 √
m3u
ˆ p1 =
√
m3−b2 cos2 q1 √
m3 (β1 − η1)+
b cosq1 √
m3 (β2 − η2)
ˆ p2 =
√
m3(β2 − η2)
with β given by (3.64). The observer error dynamics takes the form
˙ z1 = −
Λ11
√
m3 √
m3−b2 cos2 q1
z1
˙ z2 = − Λ22 √
m3z2,
from which it is clear that the rate of convergence is (essentially) determined
by the constant Λ11 and Λ22. Next, the “certainty–equivalence” controller is
obtained by replacing p by ˆ p in the IDA-PBC full–state control law. We do
not give here the expression for the IDA-PBC controller but, as mentioned
before, it has been directly taken from [93]. Having obtained the closed-loop
dynamical equations, we now perform the simulations.
The values of the system and controller parameters, as well as the initial
conditions, areshown in Table5.2. Theinitial conditions of theobserverstates
(η1(0),η 2(0)) are chosen so that the initial estimate ˆ p(0) = 0, that is, no prior
knowledge for the initial momentum.
Simulation results are shown for the open–loop system, i.e., u =0 , in Fig.
3.6. To reveal the role of the observer tuning gains, the time histories of z are
depicted for Λ11 =Λ 22 for the values 1 and 10. Fig. 5.5 shows the behavior of
the system in closed loop with the IDA–PBC controller with full–state feed-
back and observer–based feedback. As it can be seen, the trajectories of the
observer–based feedback system show an almost identical behavior with the
trajectories of the full–state feedback system, concluding the effectiveness of
the proposed scheme.
693 MechanicalSystems: VelocityEstimation andOutputFeedbackStabilization
0 5 10 15
1
2
3
4
5
0 5 10 15
−1
0
1
2
3
0 0.5 1 1.5 2 2.5 3
0
0.5
1
1.5
 
 
0 5 10 15
0
0.1
0.2
0.3
 
 
0 1 2 3 4 5
−0.1
−0.05
0
0.05
0.1
 
 
0 1 2 3 4 5
−0.2
−0.1
0
0.1
0.2
 
 
q
1
q
2
p1 p2
ˆ p1 ˆ p2
z
1
z
2
Λ11 =1
Λ22 =1 0 Λ11 =1 0
Λ22 =1
t(sec) t(sec)
t(sec) t(sec)
t(sec) t(sec)
Figure 3.6: I & I observer for the open–loop system (u =0 ).
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Figure 3.7: Full–state (solid line) and observer-based (dashed line) IDA–PBC
for Λ11 =Λ 22 =1and Λ11 =Λ 22 =1 0
713 MechanicalSystems: VelocityEstimation andOutputFeedbackStabilization
q2∗ =2 0 q1(0) = π
2 − 0.2
a = m3 =1 q2(0) = −0.1
b =1 /g p1(0) = 0.1
Λ11 =Λ 22 =1 p2(0) = 0.2
Kv = k = m0
22 =0 .01 η1(0) = Λ11q1(0)
P =1 η2(0) = Λ22(q2(0) +
b sin(q1(0))
m3 )
Table 3.1: Simulation parameters for the inverted pendulum example
3.7 Concluding Remarks
We have identiﬁed a special class of mechanical systems for which a glob-
ally exponentially stable reduced order observer can be designed. The class
consists of all the systems that can be rendered linear in (the unmeasurable)
momenta via a (partial) change of coordinates P =Ψ  (q)p and is character-
ized by (the solvability of) a set of PDEs. A detailed analysis of the class is
carried out and it is shown to contain many interesting practical examples
and is much larger than the class reported in the literature in the context of
observer design and linearization. It is also proven that, under a very weak
assumption, the observer can be used in conjunction with a globally asymp-
totically stabilizing full state–feedback IDA–PBC preserving global stability.
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Full order observer design for a
class of port-Hamiltonian systems
with dissipation
”The deﬁnition of a good mathematical problem is the mathematics it
generates rather than the problem itself.” - Andrew Wiles.
In this chapter, we consider a special class of port-Hamiltonian systems
with dissipation (PHSD)forwhichweproposeadesignmethodology forcon-
structing globally exponentiallystablefull-orderobserversbyusing apassivity-
based approach (refer to [77]). The essential idea is to make the augmented
system consisting of the plant and the observer dynamics to become strictly
passive with respect to an invariant manifold deﬁned on the extended state
space on which the state estimation error is zero. We ﬁrst introduce the con-
cept of passivity of a system with respect to a manifold by deﬁning a new
input and output on the extended state space and then perform a partial
state feedback passivation which leads to the construction of the observer.
We then illustrate this observer design procedure for some well known me-
chanical and electro-mechanical systems, modeled in the form of a PHSD. We
also prove under some additional assumptions the separation principle for
the proposed observer, when employed in closed-loop with a passivity based
control (PBC) state feedback law, by using concepts from nonlinear cascaded
systems theory.
The observer design theory which we present in this chapter shares a simi-
lar philosophy with theI&Iobserver proposed in Chapter 3. The underlying
idea there was to select a manifold in the extended state space of the plant
and observer and make it positively invariant and attractive with respect to
the plant-observer dynamics. In this chapter, we aim to make the augmented
system passive with respect to the manifold by deﬁning a new input-output
pair.
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4.1 Passivity based observers for port-Hamiltonian
systems with dissipation
We consider the following special classof port-Hamiltonian systems with dis-
sipation,
 
˙ x1
˙ x2
 
=
 
J1(x1,u 1) − R1(x1) T(x1,u 1)
−T T(x1,u 1) J2(x1,u 1) − R2(x1)
  
∇x1H(x)
∇x2H(x)
 
+
 
g1(x1)
g2(x1)
 
u2,
(4.1)
where x =( x1,x 2) where x1 ∈ Rn,x 2 ∈ Rp are the states, u1 ∈U⊂Rm,
u2 ∈ Rm are the inputs where U is a compact set. We consider only x1 to
be measurable, that is, the measured output is y = x1 (which may or may
not equal the standard PHSD output yp = g (x)∇xH(x)). The matrices
J1 ∈ Rn×n,J 2 ∈ Rp×p are skew-symmetric, R1 ∈ Rn×n,R 2 ∈ Rp×p are sym-
metric positive semi-deﬁnite and further T ∈ Rn×p, g1 ∈ Rn×m, g2 ∈ Rp×m.
We assume each of the matrices J1,J 2,R 1,R 2,T,g 1,g 2 to be smooth in their
arguments. The Hamiltonian H : Rn × Rp → R assumes the form
H(x1,x 2)=x 
2 Qx2 + K(x1), (4.2)
where Q  = Q>0 is a constant matrix and K is a smooth nonlinear function
of x1. This implies that the dynamics is afﬁne in the unmeasured state x2. Al-
though the above class of systems seems rather restricted, it does encompass
a good number of physical examples as illustrated later. It can be seen that
the class of partially linearizable systems SPLvCC considered in Chapter 3 are
of the form (4.1) with x1 = q and x2 = P.
We now proceed to design under certain assumptions, a globally exponen-
tially stable full order observer for the system (4.1).
4.1.1 Problem Formulation
We start by deﬁning a passivity based observer for the system (4.1) in which
we introduce the concept of strict passivity of a system with respect to a man-
ifold.
Deﬁnition 4.1. We call the dynamical system represented as
  ˙ ˆ x1
˙ ˆ x2
 
=
 
J1(ˆ x1,u 1) − R1(ˆ x1) T(ˆ x1,u 1)
−T T(ˆ x1,u 1) J2(ˆ x1,u 1) − R2(ˆ x1)
  
∇ˆ x1H(ˆ x)
∇ˆ x2H(ˆ x)
 
+
 
g1(x1)
g2(x2)
 
u2 +
 
L1(ˆ x1)
L2(ˆ x1)
 
v,
(4.3)
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where ˆ x =( ˆ x1, ˆ x2), ˆ x1 ∈ Rn, ˆ x2 ∈ Rp, v ∈ Rn, a passivity based observer for the
system (4.1) if there exists smooth matrices L1 : Rn → Rn×n, L2 : Rn → Rp×n and
a continuous scalar function k : Rp × Rn × Rm → R such that the feedback law
v = L
−1
1 (ˆ x1) ¯ X
−1{k(y,ˆ x,u1)yd + vd}, (4.4)
with ¯ X = ¯ X  > 0, makes the augmented system1 composed of (4.1) and (4.3)
strictly passive with respect to the manifold
M = {(x, ˆ x):x =ˆ x}, (4.5)
from the new input vd to the new output yd =ˆ x1 − x1.
Deﬁnition4.2. The system (4.1),(4.3)with the design input (4.4)is strictly passive
with respect to the manifold M (from input vd to output yd), uniformly for all u1 ∈
U and u2 ∈ Rm if there exists a storage function S(x, ˆ x) > 0 for every x  =ˆ x,
S(x, ˆ x)=0on M and the time derivative of S along the system trajectory satisﬁes:
∇
 
x S(x, ˆ x)[J(x1,u 1) − R(x1)]∇xH(x)+∇
 
ˆ x S(x, ˆ x)[J(ˆ x1,u 1) − R(ˆ x1)]∇ˆ x(ˆ x)
+k(y,ˆ x,u1)∇ 
ˆ x S(x, ˆ x)L(ˆ x1)L
−1
1 (ˆ x1) ¯ X−1yd ≤− αP( x − ˆ x ),
(4.6)
{∇ 
x S(x, ˆ x) −∇  
ˆ x S(x, ˆ x)}g(y) ≡ 0, (4.7)
∇ 
ˆ x S(x, ˆ x)L(ˆ x1)L
−1
1 (ˆ x1) ¯ X−1 = y 
d , (4.8)
where αP is a positive deﬁnite function.
If the augmented system is strictly passive with respect to M for some
functions L1, L2 and k, then upon letting vd =0the manifold M becomes
positively invariant and globally attractive. The solution of the observer de-
sign problem then follows by noting that the state estimation error is zero on
M. Further, the asymptotic estimate of x is then given by ˆ x.
4.1.2 Observer Design
The notion of passivity2 is usually associated with respect to a point in the
state space rather than a manifold as above. For this standard notion of pas-
sivity with respect to a point, necessary and sufﬁcient conditions have been
1In the sequel we shall always use the term augmented system to refer to the system composed
of (4.1) and (4.3).
2A dynamical system ˙ z = f1(z,u),y= f2(z,u) with state vector z, input u and output y is
said to be passive with respect to u and y if there exists a positive deﬁnite storage function S
(i.e., S > 0 whenever z  =0and S(0) = 0) that satisﬁes ˙ S ≤ u y.
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established for feedback equivalence of a nonlinear system to a passive sys-
tem. In [21] it has been shown that any afﬁne control system can be rendered
strictly passive (with respect to a point) by a smooth static state feedback if
and only if the system has a vector relative degree {1,......,1} and is globally
minimum phase. In situations where some of the states are not measurable,
additional sufﬁciency conditions have been proposed in [41] which ensure
feedback passivation by a static output feedback while reference [77] gives
sufﬁcient conditions for rendering a system strictly passive with respect to a
set, by a partial state feedback. Our situation is similar to [41] and [77] as we
need to achieve strict passivity of the augmented system with respect to M
by using a feedback law v which is independent of x2.
We now state two key assumptions on (4.1), (4.3) and use them to prove
that:
1. There exist matrices L1(ˆ x1) and L2(ˆ x1) such that the augmented system
satisﬁes vector relative degree and global minimum phase conditions with
respect to the manifold M which are analogous to the conditions needed for
static state feedback passivation.
2. The augmented system satisﬁes an additional nonlinear growth inequality
which is sufﬁcient to make it strictly passive with respect to M by a partial
state feedbacklaw v = L
−1
1 (ˆ x1) ¯ X−1{k(y,ˆ x,u1)yd+vd}, which is independent
of x2.
We start by stating the following assumptions.
Assumption 3. There exists a smooth globally invertible matrix L1(x1) ∈ Rn×n
and a smooth matrix L2(x1) ∈ Rp×n such that
A
 (x1,u 1)+A(x1,u 1) >  I n×n, >0 (4.9)
holds for all x1, uniformly for all u1 ∈U, where
A(x1,u 1): ={L2(x1)L
−1
1 (x1)T(x1,u 1)+R2(x1)}.
Assumption 4. There exists a smooth function β : Rn → Rp such that
L2(x1)L
−1
1 (x1)=∇β(x1) (4.10)
holds for all x1 ∈ Rn.
Note that for p =1 , Assumption 4 is always satisﬁed. We next state the
following theorem.
Theorem 4.3. Under assumption 3,
1. The augmented system (4.1)-(4.3) has a vector relative degree {1,......,1} with
respect to the input v and the output yd =ˆ x1 − x1.
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2. The zero dynamics of the augmented system with respect to the output yd renders
the manifold
P = {(x1,x 2, ˆ x2):ˆ x2 = x2} (4.11)
positively invariant and globally exponentially attractive.
Proof. We compute the derivative of yd and see that the input v appears in it
pre-multiplied by the matrix L1. From Assumption 3, since L1 is invertible
for all x1, weconclude that the augmentedsystem has avector relativedegree
{1,......,1} with respect to the input v and the output yd.
We next see that the zero dynamics of the augmented system with respect
to the output yd, deﬁned uniformly for all u1 ∈U , u2 ∈ Rm, essentially con-
sists of (4.1) and the equations
0=T(x1,u 1)Q{ˆ x2 − x2} + L1(x1)v, (4.12)
˙ ˆ x2 = {J2(x1,u 1) − R2(x1)}Qˆ x2 − T
T(x1,u 1)∇K(x1)
+g2(y)u2 + L2(x1)v, (4.13)
where we make use of (4.2). We now consider the manifold P deﬁned in
(4.11) and denote its off-the-manifold coordinate as z =ˆ x2 − x2. Computing
the derivative of z along (4.1), (4.13) and using (4.12) yields
˙ z = {J2(x1,u 1) − A(x1,u 1)}Qz. (4.14)
We can clearly see from (4.14) that the manifold P is positively invariant and
further if we consider the Lyapunov function V = 1
2zTQz, then Assumption
3 veriﬁes ˙ V ≤−
 ¯ λ
2
m(Q)
¯ λM(Q) V with ¯ λm(Q), ¯ λM(Q) denoting the minimum and
maximum eigenvalue of the matrix Q. Thus V exponentially decays to zero
with convergence rate
 ¯ λ
2
m(Q)
¯ λM(Q) . 
An interesting corollary that follows from Theorem 4.3 is
Corollary 4.4. Under Assumption 3 and the additional Assumption 4, the dynami-
cal system
˙ η = −∇β(x1){[J1(x1,u 1) − R1(x1)]∇K(x1)+g1(y)u2}
+{J2(x1,u 1) − R2(x1) −∇ β(x1)T(x1,u 1)}Q{η + β(x1)}
−T
T(x1,u 1)∇K(x1)+g2(y)u2 (4.15)
ˆ x2 = η + β(x1), (4.16)
where η ∈ Rp,is areducedorderobserver for x2 andthedynamicsofx1,x 2,ηrenders
the manifold N = {(x1,x 2,η):η = x2 − β(x1)} positively invariant and globally
exponentially attractive. The asymptotic estimate of x2 is η + β(x1). 
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Proof. The off-the-manifold coordinate is z = η − x2 + β(x1), which upon
differentiating along the system dynamics yields
˙ z = {J2(x1,u 1) − R2(x1) −∇ β(x1)T(x1,u 1)}Qz. (4.17)
Using Assumptions 3, 4 and employing the Lyapunov function V = 1
2zTQz,
we can prove that (4.17) is globally exponentially stable. The asymptotic esti-
mate of x2 is then η + β(x1). 
Remark 4.5. The reduced-order observer in (4.15) is similar to the I&I ob-
server which was studied in Chapter 3. Moreover, for SPLvCC systems the
reduced-order observer in (4.15) and the I&I observer are the same.
Remark 4.6. The notion of vector relative degree is usually deﬁned with re-
spect to the output and the total input of the system, which for our aug-
mented system (4.1)-(4.3) would be u1, u2 and v. However, our idea is to
design the input v by the feedback law (4.4) such that the augmented system
becomes strictly passive with respect to the the input vd and the output yd,
uniformly for all u1 ∈U⊂Rm and u2 ∈ Rm. In other words, we consider v as
our design input and the other inputs u1, u2 can be any functions of time or
state or both, belonging to their respective domains. Hence, we use the con-
cept of vector relative degree between yd and v, which is a small modiﬁcation
of the deﬁnition that is usually found in the literature [76].
Remark 4.7. The zero dynamics of the augmented system with respect to the
output yd given by (4.1), (4.12), (4.13), differs slightly from the usual under-
standing of zero dynamics in the sense that the inputs u1, u2 still remain in
our equations. Once again, as already stated in the previous remark, we con-
sider v to be the design input and deﬁne the zero dynamics uniformly for all
u1 ∈U⊂Rm and u2 ∈ Rm.
Remark4.8. Assumption 3involves ﬁnding matricesL1(x1), L2(x1) suchthat
the augmented system has a vector relative degree {1,......,1} and is globally
minimum phase with respect to M while Assumption 4 states that the quan-
tity L2(x1)L
−1
1 (x1) has to be integrable and satisfy (4.10) for some function
β(x1). Designing such state dependent matrices that satisfy (4.9) and (4.10)
would involve solving a set of algebraic and partial differential equations re-
spectively and is usually a difﬁcult task. Reference [77] studies the observer
design problem by restricting L1, L2 to be constant matrices in which case
Assumption 4 is trivially satisﬁed with β(x1)=L2L
−1
1 x1 and hence narrows
the applicable class of nonlinear systems. Indeed, as we show later in our ex-
amples, whenever T is a constant matrix, letting L1, L2 to be constant would
sufﬁce for the observer design, whereas in situations where T depends on x1,
it is natural to allow L1, L2 to be state dependent in order to satisfy Assump-
tion 3.
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Remark 4.9. Another interesting special situation is when the damping ma-
trix R(x1) > 0, in which case the Assumption 3 gets satisﬁed with L2 =0
and hence the resulting reduced order observer for x2 exactly emulates the
x2 dynamics. However, the convergence rate of z in (4.17) would then solely
depend on the natural damping of the system which could sometimes be
very negligible or could be subject to high uncertainties in which case such a
reduced-order observer is not generally preferred.
At this stage, we assume that the matrices L1(x1), L2(x1) can be designed
to satisfy Assumptions 3 and 4. We next state a theorem to prove that the
augmented system admits a partial state feedback v, which is independent of
x2, that renders the system strictly passive with respect to the manifold M
and also leads to the construction of the full-order observer.
Theorem 4.10. Under Assumptions 3 and 4,
1. The system (4.1), (4.3) expressed in the coordinates (x1,x 2,ζ 1,ζ 2) deﬁned as
ζ1 =ˆ x1 − x1, (4.18)
ζ2 =ˆ x2 − x2 −{ β(ˆ x1) − β(x1)} (4.19)
assumes the global normal form.3
2. Under the additional assumption that g1 ≡ 0 in (4.1), there exists non-negative
scalar functions f1(ζ1, ˆ x1, ˆ x2,u 1), f2(ζ1, ˆ x1, ˆ x2,u 1) such that the feedback law
v = L
−1
1 (ˆ x1) ¯ X−1{−[δ + f1 + f2
2]ζ1 + vd}, (4.22)
where ¯ X(∈ Rn×n)= ¯ X  > 0, δ>0, makes the system strictly passive with respect
to the manifold M, uniformly for all u1 ∈U , u2 ∈ Rm, from the input vd to the
output ζ1 with the storage function being given by W(ζ)=1
2ζT
2Qζ2 + 1
2ζT
1 ¯ Xζ1.
Proof. We ﬁrst begin by deﬁning the functions Fi(ζ1,ζ 2,x 1,x 2,u 1),i=1 ,2,3,
with F1 ∈ Rn, F2 ∈ Rp, F3 ∈ Rp as:
 
F1
F2
 
:=
 
J1(ˆ x1,u 1) − R1(ˆ x1) T(ˆ x1,u 1)
−T T(ˆ x1,u 1) J2(ˆ x1,u 1) − R2(ˆ x1)
  
∇ˆ x1H(ˆ x)
∇ˆ x2H(ˆ x)
 
−
 
J1(x1,u 1) − R1(x1) T(x1,u 1)
−T T(x1,u 1) J2(x1,u 1) − R2(x1)
  
∇x1H(x)
∇x2H(x)
 
where the matrices J and R are as deﬁned in (4.1) and
F3 := ∇ˆ x1β(ˆ x1){[J1(ˆ x1,u 1) − R1(ˆ x1)]∇ˆ x1H(ˆ x)+T(ˆ x1,u 1)∇ˆ x2H(ˆ x)}
−∇x1β(x1){[J1(x1,u 1) − R1(x1)]∇x1H(x)+T(x1,u 1)∇x2H(x)}.
(4.23)
3A dynamical system with states (z,y), input u and output y, both of the same dimension, is
said to be expressed in its global normal form if it is represented as
˙ z = f11(z)+f12(z,y)y, (4.20)
˙ y = f21(z,y)+f22(z,y)u, (4.21)
where the square matrix f22(z,y) is invertible for every (z,y).
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We next compute the dynamics of ζ1 and ζ2 as
˙ ζ1 = F1(ζ1,ζ 2,x 1,x 2,u 1)+L1(ˆ x1,u 1)v,
˙ ζ2 = {F2 − F3}(ζ1,ζ 2,x 1,x 2,u 1),
(4.24)
where we have used (4.23)-(4.23) and the fact g1 ≡ 0. We note that for each,
i =1 ,2,3,
Fi(ζ1,ζ 2,x 1,x 2,u 1)=Fi(0,ζ 2,x 1,x 2,u 1)+Fi(ζ1,ζ 2,x 1,x 2 + ζ2,u 1), (4.25)
and further Fi(ζ1,ζ 2,x 1,x 2 + ζ2,u 1)=0whenever ζ1 =0 . So, there exists
continuous matrix functions A1(ζ1,x 1,x 2 + ζ2,u 1) ∈ Rn×n, Ai(ζ1,x 1,x 2 +
ζ2,u 1) ∈ Rp×n,i=2 ,3, such that
Fi(ζ1,ζ 2,x 1,x 2 + ζ2,u 1)=Ai(ζ1,x 1,x 2 + ζ2,u 1)ζ1,i=1 ,2,3. (4.26)
We can thus see from (4.25)-(4.26) that the system (4.1), (4.24) is in its global
normal form with respect to input v and output yd(= ζ1).
Next, it is always possible to ﬁnd non-negative continuous scalar functions
ψi(ζ1,x 1,x 2 + ζ2,u 1),i=1 ,2,3 such that
 Ai(ζ1,x 1,x 2 + ζ2,u 1) ≤ψi(ζ1,x 1,x 2 + ζ2,u 1), (4.27)
holds for all ζ1,x 1,x 2 + ζ2,u 1, where  · is the induced norm of any general
matrix. From the form of J, R in (4.1) and using (4.2), (4.23) we obtain the
inequality
 F1(0,ζ 2,x 1,x 2,u 1) ≤  T(x1,u 1)  Qζ2 , (4.28)
where we make use of the standard matrix norm property. We further obtain,
 Qζ2 ≤c
√
  ζ2  where c = ¯ λM(Q)/
√
  and   as introduced in (4.9). We then
obtain the inequalities
 ζT
2Q{F2 − F3}(ζ1,ζ 2,x 1,x 2 + ζ2,u 1) 
≤ c{ψ2 + ψ3}(ζ1,x 1,x 2 + ζ2,u 1)
√
  ζ2  ζ1 , (4.29)
 ζT
1 ¯ XL
−1
1 (x1 + ζ1)F1(ζ1,ζ 2,x 1,x 2 + ζ2,u 1) 
≤ ψ1(ζ1,x 1,x 2 + ζ2,u 1)¯ λM(X)¯ λM(L
−1
1 ) ζ1 2, (4.30)
 ζT
1 ¯ XL
−1
1 (x1 + ζ1)F1(0,ζ 2,x 1,x 2,u 1) 
≤ c T(x1,u 1) ¯ λM(X)¯ λM(L
−1
1 )
√
  ζ2  ζ1 . (4.31)
Wenow considertheobserverfeedbacklaw(4.22)with f1 = ψ1¯ λM( ¯ X)¯ λM(L
−1
1 )
and f2 = c{ψ2+ψ3+ T ¯ λM( ¯ X)¯ λM(L
−1
1 )}. We differentiatethe storage func-
tion W(ζ1,ζ 2)=1
2ζT
2Qζ2 + 1
2ζT
1 ¯ Xζ1 along (4.1), (4.24) and use (4.29), (4.30),
(4.31) to ﬁnally obtain
˙ W ≤− δ ζ1 2 + ζT
1vd −
3
4
  ζ2 2 −{
1
2
√
  ζ2 −  ζ1 f2}2.
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Thus, the system is strictly passive with respect to the manifold M,f r o m
input vd to the output yd(= ζ1) with the storage function being W(ζ1,ζ 2).
Further, upon letting vd =0and performing some simple computations, we
get that ˙ W ≤− 1
cW where c =m a x (
¯ λM( ¯ X)
2δ ,
2¯ λM(Q)
3  ) and hence the Lyapunov
function W(ζ1,ζ 2) exponentially decays to zero with convergence rate 1
c. 
Remark 4.11. If we let e =( e1,e 2) denote the state estimation error, then the
storage function W when expressed in the coordinates (x,e) takes the form
W(x,e)=
1
2
{e2 − β(x1 + e1)+β(x1)}
TQ{e2 − β(x1 + e1)+β(x1)} +
1
2
e
T
1 ¯ Xe1
and we thus obtain a Lyapunov function that depends both on the state and
error coordinates unlike the usual quadratic error Lyapunov functions.
Remark 4.12. The inequalities (4.29), (4.30) and (4.31) are a nonlinear growth
condition on W which require the growth rate to be linearly bounded in ζ2.
Following Remark 4.9, if R2(x1) > 0 then Assumption 3 holds with L2 =0 .
In this situation if we allow the matrices J1,R 1 to also depend on x2, then by
performing some simple computations we can show that W can be linearly
bounded in ζ2 provided the quantity J1(x1,x 2,u 1) − R1(x1,x 2) is globally
Lipschitz.
A function f(x1,x 2,u) is said to be globally Lipschitz in x2, uniformly for
all u1 ∈Uif there exists a nonnegative scalar function ψ(x1,u) such that
 f1(x1,x 2 + w2,u) − f1(x1,x 2,u) ≤ψ(x1,u) w2 . 
Remark 4.13. The assumption g1 ≡ 0 ensures that (4.7) is satisﬁed, that is, the
input u2 is decoupled from the dynamics of (ζ1,ζ 2) and hence the observer
design is independent of u2. This would be the case in mechanical systems
where the input is the external force applied and it appears in the dynamics
of the (unmeasured) generalized momenta. When β is a linear function of
its argument (as considered in reference [77]), the assumption g1 ≡ 0 can be
relaxed.
Remark 4.14. If u1 is assumed to be a continuous time varying external signal
taking values in a compact set U ∈ Rm and further has a bounded derivative,
then the matrices L1 and L2 used in the observer dynamics can be allowed to
depend smoothly on u1. This is also natural from the view point of having
to satisfy Assumption 3 because the matrix T depends on u1. Reference [77]
considers all plant inputs to be external time varying signals in their observer
design.
In the next section, we illustrate our proposed observer design by consid-
ering some physical examples which come under the class of (4.1).
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4.2 Physical examples
4.2.1 Permanent Magnet Synchronous Motor
We consider the permanent magnet synchronous motor example [67] with
state x = (
j
npω,Ldid,L qiq), where ω is the angular velocity, id,i q are the cur-
rents, j the moment of inertia, np the number of pole pairs and Ld,L q the
stator inductances. The Hamiltonian H(x) is given as
H(x1,x 2,x 3)=
1
2
np
j
x2
1 +
1
2Ld
x2
2 +
1
2Lq
x2
3. (4.32)
Representing the system in the rotating reference frame, we obtain the fol-
lowing PHSD
⎛
⎝
˙ x1
˙ x2
˙ x3
⎞
⎠ =
⎡
⎣
00 Φ q0
0 −Rs L0x1
−Φq0 −L0x1 −Rs
⎤
⎦
⎛
⎝
∇x1H(x)
∇x2H(x)
∇x3H(x)
⎞
⎠ +
⎡
⎣
− 1
np 00
010
001
⎤
⎦u,
(4.33)
where Rs is the stator winding resistance, Φq0 a constant term due to the
interaction of the permanent magnet and the magnetic material in the stator
and L0 = Ldnp/j. The three inputs are the the stator voltage (υd,υ q) and the
constant load torque. The PHSD output is yp =( ω,id,i q), but, we assume
that only the angular velocity ω is measurable, i.e y = ω. It can be seen that
(4.33) ﬁts in the framework of (4.1).
We let (ˆ x1, ˆ x2, ˆ x3) be the state estimates and deﬁne their dynamics as in
(4.3). We see that the damping matrix
 
Rs 0
0 Rs
 
is positive deﬁnite and
henceasinRemark4.9wechooseL2 =0 . Further, if(e1,e 2,e 3)=( ˆ x1, ˆ x2, ˆ x3)−
(x1,x 2,x 3) denotes the estimation error, then computing the time derivative
of the Lyapunov function V (e2,e 3)= 1
2Lde2
2 + 1
2Lqe2
3 along the augmented
system dynamics subject to e1 =0yields,
˙ V = −Rs{[ e2
Ld]2 +[e3
Lq]2},
≤−Rs
L2
d+L2
q{e2
2 + e2
3},
≤−  {e2
2 + e2
3},
(4.34)
where   = Rs
(Ld)2+(Lq)2. We choose L1 =
j
np and the total storage function
for the plant and observer dynamics as W(e1,e 2,e 3)=H(e1,e 2,e 3). We next
compute the inequalities (4.29), (4.30), (4.31) and obtain the functions f1, f2
introduced in Theorem 4.10 as f1 =0 , f2 = 1 √
 |L0
LqLd|{|ˆ x2| + |ˆ x3|}. We choose
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v = −[δ + 1
 |L0
LqLd|2{|ˆ x2|+|ˆ x3|}2]e1 +vd and obtain the observer dynamics as
⎛
⎝
˙ ˆ x1
˙ ˆ x2
˙ ˆ x3
⎞
⎠ =
⎡
⎣
00 Φ q0
0 −Rs L0ˆ x1
−Φq0 −L0ˆ x1 −Rs
⎤
⎦
⎛
⎝
∇ˆ x1H(ˆ x)
∇ˆ x2H(ˆ x)
∇ˆ x3H(ˆ x)
⎞
⎠ +
⎡
⎣
− 1
np 00
010
001
⎤
⎦u
−
⎡
⎣
j
np
0
0
⎤
⎦[δ +
1
 
|
L0
Lq
Ld|
2{|ˆ x2| + |ˆ x3|}
2]e1 +
⎡
⎣
j
np
0
0
⎤
⎦vd.
(4.35)
We ﬁnally verify that ˙ W<e 1vd along (4.33), (4.35), and hence the system is
strictly passive with respect to the input vd and the output e1.
4.2.2 Magnetic Levitation System
We consider the magnetic levitation system which was introduced in Chapter
1. It consists of an iron ball in a vertical magnetic ﬁeld created by a single
electromagnet, described by the model
⎛
⎝
˙ x1
˙ x2
˙ x3
⎞
⎠ =
⎡
⎣
−R2 00
00 1
0 −10
⎤
⎦
⎛
⎝
∇x1H(x)
∇x2H(x)
∇x3H(x)
⎞
⎠ +
⎡
⎣
1
0
0
⎤
⎦u (4.36)
where x1, x2, x3 correspond to the ﬂux, position, momentum respectively
and the system’s energy is given as H(x1,x 2,x 3)= 1
2mx2
3 +mgx2 + 1
2kx2
1{1−
x2} with m being the mass of the ball and k is some positive constant that
depends on the number of coil turns. We assume the ﬂux and position to be
measurable while the momentum cannot be measured. Thus, (4.36) ﬁts in the
framework of (4.1). We let (ˆ x1, ˆ x2, ˆ x3) be the state estimates and deﬁne their
dynamics as in (4.3). If(e1,e 2,e 3)=( ˆ x1, ˆ x2, ˆ x3)−(x1,x 2,x 3)denotes the error,
then upon choosing L1 =
 
10
0 m
 
, L2 =[ 0m] in our observerconstruction,
we obtain the zero dynamics of (x, ˆ x) with respect to the outputs (e1,e 2) as
˙ e3 = −e3
m. Then, computing the time derivative of the Lyapunov function
V (e3)= 1
2me2
3 along the zero dynamics yields ˙ V = −{e3
m}2 and hence   =
1/m2. Weintroducethechangeofcoordinatesζ =( ζ1,ζ 2,ζ 3)=( e1,e 2,e 3−e2)
to obtain the dynamics in the global normal form. We choose the total storage
function as W(ζ)=1
2ζ2
1 + 1
2mζ2
2 + 1
2mζ2
3 and compute the inequalities (4.29),
(4.30), (4.31) to get f1 = 1
m2 + R2
k {|1 − ˆ x2| + |x1|} and f2 = 1
2k|x1 +ˆ x1|.W e
accordingly choose the observer feedback v as
 
v1
v2
 
= −[δ +
1
m2 +
R2
k
{|1 − ˆ x2| + |x1|} +
1
4k2|x1 +ˆ x1|2]
 
ζ1
ζ2
 
+
 
vd1
vd2
 
,
(4.37)
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and obtain the resultant observer dynamics as
⎛
⎝
˙ ˆ x1
˙ ˆ x2
˙ ˆ x3
⎞
⎠ =
⎡
⎣
−R2 00
00 1
0 −10
⎤
⎦
⎛
⎝
∇ˆ x1H(ˆ x)
∇ˆ x2H(ˆ x)
∇ˆ x3H(ˆ x)
⎞
⎠ +
⎡
⎣
1
0
0
⎤
⎦u +
⎡
⎣
10
0 m
0 m
⎤
⎦
 
vd1
vd2
 
−
⎡
⎣
10
0 m
0 m
⎤
⎦
 
e1
e2
 
[δ +
1
m2 +
R2
k
{|1 − ˆ x2| + |x1|} +
1
4k2|x1 +ˆ x1|
2].
We ﬁnally verify that ˙ W<e 1vd1 + e2vd2 and hence the system is strictly
passive with respect to the input (vd1,v d2) and the output (e1,e 2).
4.2.3 Inverted pendulum on a cart
We consider the inverted pendulum on cart system which was discussed in
Chapters 1 and 3. It can be modeled as
 
˙ q
˙ ¯ p
 
=
 
0 T(q)
−T  (q)0
  
∇U(q)
¯ p
 
+
 
0
T  (q)G(q)
 
u, (4.38)
where q =( q1,q 2) with q1 being the angle made by the pendulum with the
vertical axis, q2 being the horizontal position of the cart and ¯ p =( ¯ p1, ¯ p2) are
the pseudo momenta. We obtain ¯ p by the change of coordinates ¯ p = T  p,
where p = M(q)˙ q are the actual momenta with M(q) being the inertia matrix
and TT  = M−1. The matrices T(q),G(q) and the potential energy function
U(q) are given as
T(q)=
⎡
⎣
√
m3 √
m3−b2 cos2 q1
0
−b cosq1
√
m3
√
m3−b2 cos2 q1
1 √
m3
⎤
⎦,G (q)=
 
0
1
 
,U (q)=acos(q1).
(4.39)
We assume that only q is measurable and see that (4.38) ﬁts in the framework
of (4.1) with H(q, ¯ p)=¯ p ¯ p + U(q). We next compute that {P(q)T(q)}T +
{P(q)T(q)} >  I , =2m i n {1, 1 √
m3} where P(q)=∇β(q) given as
P(q)=
 
10
bcosq1
m3 1
 
,β (q)=
 
q1
bsin q1
m3 + q2
 
. (4.40)
Since, P(q)=L2(q)L
−1
1 (q), we choose L2 = P, L1 = I2×2. For constructing
the full order observer we introduce the coordinates ζ1 =ˆ q − q, ζ2 = ˆ ¯ p − ¯ p −
{β(ˆ q) − β(q)}, where ¯ p = T  (q)p and [ˆ q, ˆ ¯ p]  is the estimate of [q, ¯ p] . Next,
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q1(0) = 1, ˆ q1(0) = 10 p1(0) = 8.8513, ˆ p1(0) = 67.23
q2(0) = 3, ˆ q2(0) = 20 p2(0) = 5, ˆ p2(0) = 40
g =1 0 m3 =1
b =0 .5,a=2   =5 , δ =1 0
Table 4.1: Simulation parameters for the inverted pendulum example
using standard results of functional analysis we get:
 β(ˆ q) − β(q) ≤{ sup
q
 ∇β(q) } ζ1 ,
 T
 (ˆ q)∇U(ˆ q) − T
 (q)∇U(q) ≤{ sup
q
 ∇{T
 (q)∇U(q)}  ζ1 ,
 T(ˆ q) − T(q) ≤{ sup
q1
 ∇q1T } ζ1 ,
 P(ˆ q)T(ˆ q) − P(q)T(q) ≤{ sup
q1
 ∇q1(PT) } ζ1 .
If λ denotes the eigenvalue, then we obtain the following bounds:
|λ(P
 P)|≤1+
b2
2m2
3
+
b
2m3
 
4+
b2
m2
3
= M1,
|λ(∇{T  ∇U})|≤a
√
m3
 
m3 − b2 = M2,
|λ((∇q1T) ∇q1T)|≤
m3b2(1 + b2)
(m3 − b2)3 = M3,
|λ(∇q1{PT})|≤
√
m3b2
(m3 − b2)
3
2
= M4,
|λ(T  T)|≤
1+m3 +
 
(1 − m3)2 +4 b2
2(m3 − b2)
= M5,
|λ(PT)|≤max{
√
m3  
m3 − b2 cos2 q1
,
1
√
m3
} = M6.
We then use the storage function W(ζ1,ζ 2)=1
2{ζ 
1 ζ1 + ζ 
2 ζ2} and compute
the inequalities (4.29), (4.30), (4.31) to get f1 =
√
M1M5 +  ˆ ¯ p 
√
M3, f2 =
1 √
 {
√
M5 + M2 +  ˆ ¯ p M4 + M6
√
M1}. We accordingly design the observer
feedback law given by (4.22) to complete the problem.
We now assume u =0(unforcedsystem)andperformsome simulations for
the inverted pendulum on the cart example. The simulation parameters are
shown in table 4.1. We also introduce additional disturbances in the measure-
ments of q whose maximum amplitude being equal to 1% of the maximum
magnitude of the measured signals during the simulation time. We present
the plots showing the system and the observer trajectories with the dashed
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line representing the plant state and the solid line representing the observer
state. We can see that the observer is robust to the measurement disturbances
and convergence is achieved.
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Figure 4.1: Open-Loop trajectories for the Inverted Pendulum on Cart and
the Observer with u =0
Remark 4.15. As we saw in Chapter 3, the physical examples of the 3-link
underactuatedplanar manipulator and a planar redundantmanipulator with
one elastic degree of freedom can also be rendered linear in the unmeasured
coordinates and hence follow the same observer design methodology as the
inverted pendulum on cart example. The matrices L1 and L2 would once
again depend on the generalized position coordinate q and can be computed
easily for these examples.
4.2.4 Rolling Coin
We now consider the example of a coin that rolls without slipping on a plane.
The dynamics of such a coin is given in [88]. If x,y denote the cartesian co-
ordinates of the point of contact of the coin with the plane, φ denotes the
heading angle and θ denotes the angle of the coin’s head, then, by setting all
constants to unity, the dynamics on the constrained space can be represented
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in the form
 
˙ q
˙ ˜ p
 
=
 
0 ˜ S(q)
−˜ S (q) ˜ J(q, ˜ p)
  
∇qHc(q, ˜ p)
∇˜ pHc(q, ˜ p)
 
+
 
0
B(q)
 
u, (4.41)
with
˜ S(q)=
⎡
⎢
⎢
⎣
0c o s ( ψ)
0s i n ( ψ)
01
10
⎤
⎥
⎥
⎦,B (q)=I2×2, ˜ J(q,p)=0 . (4.42)
The Hamiltonian is Hc(x,y,θ,ψ, ˜ p1, ˜ p2)=1
2 ˜ p2
1 + 1
2 ˜ p2
2 and we assume that
only the position variables, q =[ x,y,θ,ψ]T are measurable while the mo-
mentum variables, ˜ p =[ ˜ p1, ˜ p2]T cannot be measured. We let e =[ ˆ q, ˆ ˜ p]  −
[q, ˜ p]  denote the estimation error and choose the matrices L1 = I4×4, L2 =
[
 
0001
0010
 
].
We then obtain the zero dynamics of the state and observer system with
respect to the output [e1,e 2,e 3,e 4]  as,
˙ e5 = −e5, (4.43)
˙ e6 = −e6. (4.44)
We differentiate the Lyapunov function V (e5,e 6)=1
2e2
5 + 1
2e2
6 along the zero
dynamics to obtain ˙ V = −(e2
5 + e2
6) and hence   =1 . We next introduce
the coordinates ζ =[ ζ1,ζ 2,ζ 3,ζ 4,ζ 5,ζ 6]  =[ e1,e 2,e 3,e 4,e 5 − e4,e 6 − e3] 
for expressing the system in the global normal form. We choose the total
storage function as W(ζ)=1
2 ζ 2 and compute the inequalities (4.29), (4.30),
(4.31) to obtain f1 =1+|cos(ψ + ζ4)| + |sin(ψ + ζ4)| +2 |¯ p2 + ζ6| and f2 =
|cos(ψ+ζ4)|+|sin(ψ+ζ4)|. We then accordinglychoose the observerfeedback
law asin (4.22)which completes the problemandmakesthe system (4.42)and
its observer strictly passive.
The potential energy of the system is zero as the coin is moving on the
horizontal plane. However, the observer construction works for any arbitrary
potential energy function.
4.3 A Separation Principle for PBC designs with
Passivity based Observers
In this section, we consider port-Hamiltonian systems with dissipation rep-
resented as
˙ x =[ J(x1) − R(x1)]∇H(x)+g(y)u, y = x1, (4.45)
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where the matrices J, R, g are as deﬁned in (4.1). This clearly belongs to the
class (4.1) but with the extra property that the interconnection matrix J de-
pending only on x1, which is indeed the case for all the physical examples
considered in this chapter. We now prove under certain conditions, the sepa-
ration principle for the system (4.45)when the proposedobserver(4.3)is used
in conjunction with an asymptotically stabilizing state feedback control law
u, obtained from the well known passivity based control (PBC) design tech-
nique. We request the readerto referto Chapters 1 and 2 for a brief discussion
on PBC design.
In order to stabilize the system (4.45) at a desired equilibrium point x = x∗
by a PBC design technique, we aim to ﬁnd a feedback law ρ(x) ∈ Rm, n × n
matrices Jd(x), Rd(x) depending smoothly on x with JT
d = −Jd, RT
d = Rd ≥ 0
and a function Hd(x) having a strict minimum at x∗ satisfying
[J(x1) − R(x1)]∇H(x)+g(y)ρ(x)=[ Jd(x) − Rd(x)]∇Hd(x). (4.46)
Now upon choosing u = ρ(x) − Kg(y)∇Hd(x) where K  = K>0 is a
constant positive deﬁnite matrix, the system (4.45) in closed loop with the
control action u becomes,
˙ x(t)=[ Jd(x) − Rd(x) − g(y)Kg
T(y)]∇Hd(x). (4.47)
Differentiating Hd along (4.47) yields
˙ Hd(x)=−(∇Hd(x))
T(x)
 
Rd(x)+g(y)Kg
T(y)
 
∇Hd(x), (4.48)
≤− (∇Hd)T(x)g(y)KgT(y)∇Hd(x). (4.49)
If the dynamics (4.47) is zero-state detectable (refer to footnote 1 in Chapter
1) with respect to the new output ¯ y = gT(y)∇Hd(x), then we can establish by
invoking La Salle’s invariance principle that (4.47) is asymptotically stable at
the desired equilibrium point.
Usually the closed loop interconnection and damping matrices offer an ex-
tra degree of freedom for the control design and sometimes their form is a
priori chosen so as to simplify the computation of the control u. We next
make some assumptions on the closed loop interconnection, damping matri-
ces and the closed loop energy function.
Assumption 5. The matrices Jd,R d depend only on the output y = x1. The closed
loop Hamiltonian is of the form
Hd(x)=
1
2
x
T
2Qdx2 + Vd(x1), (4.50)
where Qd = Q 
d > 0 is a constant matrix and Vd has a strict minimum at x∗
1.
Further, the function Vd(x) satisﬁes the inequality
 ∇x1Vd  x1 ≤c3Vd, (4.51)
where c3 is any positive scalar constant.
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We let ˆ x =( ˆ x1, ˆ x2) be the estimate of x =( x1,x 2) and introduce
Δu = u(ˆ x) − u(x).
Under the Assumption 5 and from (4.2), (4.46), we can see that the control
u = ρ(x)−Kg(y) ∇Hd(x) would be afﬁne in the state x2. Hence, Δu satisﬁes
the inequality,
 Δu ≤{ ψ0(x1,ζ 1)+ψ1(x1,ζ 1) x2 } ζ1  + ψ2(x1,ζ 1){ ζ2  +  β(ˆ x1) − β(x1) },
(4.52)
for some nonnegative smooth functions ψ0,ψ 1,ψ 2 and ζ =( ζ1,ζ 2) is as de-
ﬁned in (4.18)-(4.19). We now consider the cascaded system consisting of
(4.45) with the control law u = ρ(ˆ x) − Kg(y)∇Hd(ˆ x), in closed loop with
the observer (4.3). We then show that the trajectories of x1 and x2 remain
bounded for all times which establishes global asymptotic stability of the cas-
cade according to standard results from nonlinear cascaded systems theory,
see [74] and the more recent work [65]. We next state the following proposi-
tion.
Proposition 4.16. If g(y) is assumed to be bounded and
ψi(x1,ζ 1) ≤ ψi0,i= {0,1,2}, (4.53)
 β(ˆ x1) − β(x1) ≤a ζ1 ,a>0, (4.54)
holdsgloballyforsomepositiveconstantsψ00, ψ10, ψ20,a, thentheport-Hamiltonian
system with dissipation (4.1) with the passivity based control law u = ρ(ˆ x) −
Kg(y)∇Hd(ˆ x) in closed loop with the observer (4.3) is globally asymptotically sta-
ble.
Proof. Using (4.53)-(4.54),we obtain
Δu ≤{ ψ00 + ψ10 x2 } ζ1  + ψ20{ ζ2  +  β(ˆ x1) − β(x1) },
≤ ψ10 ζ  x  + ψ20 ζ2  + {ψ00 + aψ20} ζ1 ,
≤ ψ10 ζ  x  + ¯ ψ20 ζ , (4.55)
where ¯ ψ20 = ψ00 +( 1+a)ψ20. We next employ the feedback law u = ρ(ˆ x) −
Kg(y)∇Hd(ˆ x) in (4.45) to obtain
˙ x =[ Jd(x) − Rd(x) − g(y)Kg
T(y)]∇Hd(x)+g(y)Δu. (4.56)
We subsequently compute the derivative of Hd(x) along (4.56) and use (4.55)
to obtain the inequality,
˙ Hd ≤− k
  g
T(y)∇Hd(x) 
2 +  g
T(y)∇Hd(x) {ψ10 ζ  x  + ¯ ψ20 ζ }, (4.57)
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where k  = ¯ λmin(K) > 0. Next, by invoking standard young’s inequality
argument (refer to footnote 1 of Chapter 3) we get
 g
T(y)∇Hd(x)  ζ ≤
k 
¯ ψ20
 g
T(y)∇Hd(x) 
2 +
¯ ψ20
4k   ζ 
2. (4.58)
Using (4.58) in (4.57) we get
˙ Hd ≤
¯ ψ2
20
4k   ζ 2 + ψ10 gT(y)∇Hd(x)  ζ  x , (4.59)
≤
¯ ψ2
20
4k   ζ 
2 + ψ10 g(y)  ∇Hd(x)  ζ  x , (4.60)
≤
¯ ψ2
20
4k   ζ 2 + c ψ10 g(y)  ζ Hd(x), (4.61)
where we have used (4.51) to obtain the second term in the inequality (4.61)
with c  > 0being somepositive constant. Werecallfromthe proofof Theorem
4.10 that the storage function W(ζ1,ζ 2) satisﬁes the inequality ˙ W ≤− δ W.
Further, since W is quadratic in ζ we can always ﬁnd a positive constant γ
such that γ ˙ W ≤−
¯ ψ
2
20
4k   ζ 2. Consequently, by choosing V1 = Hd + γW and
differentiating it along the system dynamics, we would obtain
˙ V1 ≤ c
 ψ10 g(y)  ζ Hd(x),
≤ c ψ10 g(y)  ζ V1,
≤ c
 ψ10ψ3 ζ V1,
where we assume from the boundedness of g(y) that  g(y) ≤ψ3. Finally, by
solving the differential inequality we obtain
V1(t) ≤ V1(0)e
  t
0 c
 ψ10ψ3 ζ dτ, (4.62)
which implies that V1(t) is bounded for all t ≥ 0, for any ﬁnite initial error
ζ(0). Subsequently, we get from the continuity and positive deﬁniteness of V1
that the trajectories of x are bounded for all t ≥ 0. We can now conclude that
the system (4.1) with control input u(ˆ x) in closed loop with the observer (4.3)
is global asymptotic stable and hence the result follows. 
4.4 Numerical example
In this section we verify our theoretical results by performing some simu-
lations for the magnetic levitation example (4.36). We show that, when the
observer variables are used in place of state variables in the passivity based
control law, the closed loop system still reachesthe desiredequilibrium point,
(
√
2mgk,x∗
2,0).
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x(0) = (5,0.7,3) ˆ x =( 3 ,0.1,5)
g =1 0 m =1
Kp =0 .75,alpha=2 x∗
2 =0 .5, k =5
Ra =5 , R2 =5 delta =5
Table 4.2: Simulation parameters for the inverted pendulum example
The passivity based controller for the system (4.36)has been studied in [69]
and is given as
u=
R2x1
k
{1 − x2}−{
α
m
+KpRa}x3−Kp{
1
α
˜ x1+˜ x2}, (4.63)
where Ra > 0, Kp, α are constants and ˜ x1 = {x1 −
√
2mgk}, ˜ x2 = {x2 − x∗
2}.
Employing this feedback law leads to the closed loop plant dynamics
⎛
⎝
˙ x1
˙ x2
˙ x3
⎞
⎠ =
⎡
⎣
00−α
0 −Ra 1
α −10
⎤
⎦
⎛
⎝
∇x1Hd(x)
∇x2Hd(x)
∇x3Hd(x)
⎞
⎠, (4.64)
where the closed loop Hamiltonian is given as
Hd = {
1
2m
+
KpRa
2α
}x2
3 −
mg˜ x1
α
+
x3
1
6kα
+
Kpx3
α
{
1
α
˜ x1 +˜ x2}+
Kp
2Raα
{
1
α
˜ x1 +˜ x2}2.
(4.65)
It can be veriﬁed that the closed loop Hamiltonian in (4.65) has a minimum at
the desired equilibrium point, (
√
2mgk,x∗
2,0). We next note that the feedback
law (4.63) is afﬁne in the unmeasured momenta x3 and hence the arguments
presented in the previous section on the separation principle would hold for
this example. We now use the state estimates ˆ x1, ˆ x2, ˆ x3 whose dynamics sat-
isfy (4.38) in the feedback law (4.63) to obtain the closed-loop system consist-
ing of the plant, controller and the observer.
The simulation parametersare shown in Table 4.2. In order to testify the ro-
bustness of the observer-controller design, we introduce disturbances in the
measurements of ﬂux and position whose maximum amplitude being equal
to 1% of the maximum magnitude of the measured signals during the simu-
lation time. Figure 4.2 shows the unforced system trajectories (solid lines) of
the ﬂux, position and momentum along with their estimates (dashed lines).
We can see that the observer is robust in the presence of disturbance and con-
verges to the plant states. Figure 4.3 compares the plots of the system trajec-
tories obtained by using the output feedbackcontrol and the normal full state
feedback control. We can see that the system reaches the desired equilibrium
point (10,0.5,0) with output feedback (in the presence of disturbances), thus
showing the efﬁcacy of the proposed observer design.
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Figure 4.2: State (solid line) and observer (dashed line) trajectories for the
unforced system
4.5 Conclusion
We have proposed a passivity based full-order observer design framework
for a class of port-Hamiltonian systems with dissipation which leads to the
construction of a globally exponentially stable observer. The idea is to render
the augmented system (composed of the plant and the observer dynamics)
strictly passive with respect to an invariant manifold deﬁned on the extended
state space on which the state estimation error is zero. We also obtained as
a part of the full-order observer construction, a globally exponentially stable
reduced-order observer.
The observer construction is done in two steps:
(1) Compute the observer gain matrices L1(ˆ x1) and L2(ˆ x1) by solving a set of
algebraic and partial differential equations such that the augmented system
has a vector relative degree {1,......,1} and is globally minimum phase with
respect to the manifold M (deﬁned in (4.5)).
(2) Compute the partial state feedback law, v(y, ˆ x,u1) by following the con-
structive procedure given in the proof of Theorem 4.10, in order to render the
augmented system strictly passive with respect to the manifold M.
Without providing an algorithmic procedure for ﬁnding L1(ˆ x1) and L2(ˆ x1)
we have instead shown in a couple of well-known physical examples how to
compute them. In some of these examples the observer design is performed
using constant L1, L2 matrices, but by considering the classical example of
the inverted pendulum on the cart we have shown that it is natural to allow
L1, L2 to depend on ˆ x1.
Finally, wehaveprovedbyinvoking concepts fromnonlinear cascadedsys-
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Figure 4.3: System trajectories shown using state (solid line) and output feed-
back (dashed line)
tems theory that the separation principle holds when the proposed observer
is used in closed loop with an asymptotically stabilizing state feedback con-
trol law that is obtained by a passivity based control (PBC) design approach.
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945
Velocity Observers for Mechanical
Systems with Kinematic
Constraints
”All happyfamilies (linear systems) are alike, but every unhappyfam-
ily (nonlinear systems) is unhappy in its own way.” - Leo Tolstoy.
5.1 Introduction and problem formulation
In chapters 3 and 4, we had constructed velocity observers for special classes
of mechanical systems using the Immersion and Invariance principle and the
passivity based approach respectively. In this chapter, we consider a gen-
eral n degrees-of-freedommechanical system with k kinematic (possibly non-
holonomic) constraints (k<n ) and prove the existence of a 3n − 2k +1 –
dimensional globally exponentially convergent velocity observer for them.
An observer for unconstrained mechanical systems is obtained as a particu-
lar case of this generalresult. For the construction of the velocity observer, we
employ the Immersion and Invariancetechnique with dynamic scaling which
was proposed in the recent paper [44]. Reference [44] considers the special
class of nonlinear systems that are afﬁne in the unmeasured states and thus
the observer design methodology adopted in that paper would apply to the
SPLvCC mechanical systems we considered in chapter 3 and the special class
of port-Hamiltonian systems we had considered in chapter 4. The main ad-
vantage of this method is that it relaxes the integrability condition (3.60) and
correspondingly (4.10), but the dynamic scaling factor introduces a high gain
into the loop which might be undesirable in some applications (reference[44]
makes an attempt to alleviate this effect). Later, in the paper [8], the proce-
dure has been generalized for mechanical systems with kinematic constraints
and was successfully demonstrated on two well known non-trivial physical
examples.
955. Velocity Observers for Mechanical Systems with Kinematic Constraints
Theproblemis statedasfollows. Weconsidergeneralndegrees–of–freedom
mechanical systems with kinematic constraints described in Lagrangian form
by [15], [58],
M(q)¨ q + C(q, ˙ q)˙ q + ∇U(q)=G(q)u + Z(q)λC, (5.1)
Z
 (q)˙ q =0 , (5.2)
where Z(q)λC are the constraint forces with Z : Rn → Rn×k, rank(Z)=k,
and λC(t) ∈ Rk. Compare (5.1) and (5.2) with (2.3). We consider q(t) to be
measurable and assume that the input u(t) is such that q(t) and ˙ q(t) exist for
all time, that is, the system is forward complete. Our objective is to design a
globally asymptotically convergent observer for ˙ q(t).
5.2 Main Result
Proposition 5.1. Consider the system (5.1), (5.2), and assume u(t) is such that
trajectories exist for all t ≥ 0. There exist smooth mappings A : R3n−2k+1 × Rn ×
Rm → R3n−2k+1, B : Rn → R(n−k)×(3n−2k+1) and a full rank matrix N : Rn →
R(n−k)×n satisfying the condition
rank
 
N(q)
Z (q)
 
= n,
such that the dynamical system
˙ Π=A(Π,q,u), (5.3)
with state Π(t) ∈ R3n−2k+1, inputs q(t) and u(t), and output
¯ η = B(q)Π, (5.4)
has the following property. For some σ>0, all trajectories of the interconnected
system (5.1), (5.2), (5.3), (5.4) are such that
lim
t→∞e
σt[N(q)˙ q(t) − ¯ η(t)] = 0, (5.5)
for all initial conditions
(q(0), ˙ q(0),Π(0)) ∈ Rn × Rn × R3n−2k+1.
That is, (5.3), (5.4) is a globally exponentially convergent velocity observer for the
mechanical system (5.1), (5.2). The estimate of ˙ q is given by
ˆ ˙ q =
 
N(q)
Z (q)
 −1  
¯ η
0
 
. (5.6)
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Remark 5.2. The system (5.1), (5.2)—with k kinetic constraints—evolves in
the 2n − k dimensional space
Xc = {(q, ˙ q)|Z (q)˙ q =0 }. (5.7)
Therefore, only n − k components of the velocity vector are relevant. For
unconstrained systems k =0and N = I. Please also refer to Remark 5.4.
5.2.1 A preliminary lemma
Before giving the proof of the main result, we propose a state representation
of the system (5.1), (5.2) that is fundamental for all subsequent derivations.
Towards this end, we recall (also from Chapter 1) that the system (5.1), (5.2)
can be expressed in port-Hamiltonian form [87] as
 
˙ q
˙ p
 
=
 
0 I
−I 0
  
∇qH(q,p)
∇pH(q,p)
 
+
 
0
G(q)
 
u
+
 
0
Z(q)
 
λC, (5.8)
Z (q)∇pH(q,p)=0 , (5.9)
where p = M(q)˙ q are the generalized momenta, and
H(q,p)=
1
2
p M−1(q)p + U(q) (5.10)
is the total energy stored in the system. Further, as per [88], the system (5.8),
(5.9), restricted to the constrained space (5.7), can be represented in the form
 
˙ q
˙ ˜ p
 
=
 
0 ˜ S(q)
−˜ S (q) ˜ J(q, ˜ p)
  
∇qHc(q, ˜ p)
∇˜ pHc(q, ˜ p)
 
+
 
0
Gc(q)
 
u, (5.11)
where
Hc(q, ˜ p)=
1
2
˜ p
  ˜ M
−1(q)˜ p + U(q), (5.12)
˜ p = ˜ S (q)p, (5.13)
with ˜ S : Rn → Rn×(n−k) being a full–rank right annihilator (as discussed in
[30]), the matrix ˜ S is not uniquely deﬁned) of Z  and Gc : Rn → R(n−k)×m.
The matrix ˜ J : Rn × Rn−k → R(n−k)×(n−k) is skew-symmetric and its (ij)-th
element is given by
˜ Jij(q, ˜ p)=−˜ p  ˜ S[˜ Si, ˜ Sj], (5.14)
with ˜ Si being the i-th column of ˜ S, and [˜ Si, ˜ Sj] is the standard Lie bracket.
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The matrix ˜ M : Rn → R(n−k)×(n−k) is symmetric positive deﬁnite and
can be computed as follows. Since ˜ S is a full-rank annihilator of Z , the
n × n matrix [˜ S(q)|Z(q)] is full rank, hence invertible. Consider the pseudo-
momenta:  
˜ p
˜ pc
 
=
  ˜ S (q)
Z (q)
 
p, (5.15)
where ˜ p ∈ Rn−k, ˜ pc ∈ Rk. The Hamiltonian function in (5.10), when ex-
pressed in the new coordinates (q, ˜ p, ˜ pc), takes the form,
Hc(q, ˜ p, ˜ pc)=
1
2
 
˜ p
˜ pc
  
¯ M−1
 
˜ p
˜ pc
 
+ U(q), (5.16)
where the symmetric positive deﬁnite matrix ¯ M−1 is given as
¯ M−1 =
  ˜ S (q)
Z (q)
 − 
M−1(q)
  ˜ S (q)
Z (q)
 −1
=
 
m11(q) m12(q)
m 
12(q) m22(q)
 
(5.17)
with m11 ∈ R(n−k)×(n−k), m12 ∈ R(n−k)×k and m22 ∈ Rk×k. Further, on the
constraint space Xc, the Hamiltonian satisﬁes the condition [87]
∇˜ pcHc =0 . (5.18)
Equations (5.16), (5.17), (5.18) yield
˜ pc = −m22(q)m
−1
12 (q)˜ p. (5.19)
By substituting (5.19) in (5.16) we obtain the Hamiltonian function deﬁned in
(5.12) where
˜ M−1(q)=m11(q) − m12(q)m
−1
22 (q)m 
12(q). (5.20)
The matrix in (5.20) is the Schur complement of the positive deﬁnite matrix
¯ M−1, deﬁned in equation (5.17), and hence is also positive deﬁnite.
Next, in order to streamline the presentation, we introduce a factorization
of the mass matrix, namely
˜ M−1(q)=T(q)T  (q), (5.21)
where T : Rn → R(n−k)×(n−k) is a full rank matrix and deﬁne the mappings
L : Rn → Rn×(n−k) and F : Rn × Rm → Rn−k as
L(q)=˜ S(q)T(q), (5.22)
F(q,u)=T
 (q)[Gc(q)u − ˜ S
 (q)∇U(q)]. (5.23)
Notice that, since q and u are measurable, the values of these mappings are
known.
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Lemma 5.3. The system (5.11), (5.12) admits a state space representation of the
form
˙ y = L(y)x, (5.24)
˙ x = S(y,x)x + F(y,u), (5.25)
where (y,x)=( q,T (q)˜ p), L is a left-invertible matrix and
S = T
  ˜ JT +
n  
i=1
[(T
−1(∇qiT))
 x(L
 ei)
  − (L
 ei)((T
−1(∇qiT))
 x)
 ],
(5.26)
with ei the i–th basis vector of Rn−k. Furthermore, S veriﬁes the following proper-
ties.
(i) S is skew–symmetric, that is,
S + S
  =0 .
(ii) S is linear in the second argument, that is,
S(y,a1x + a2¯ x)=a1S(y,x)+a2S(y,¯ x),
for all y ∈ Rn, x ∈ Rn−k, ¯ x ∈ Rn−k, a1 ∈ R and a2 ∈ R.
(iii) There exists a mapping ¯ S : Rn × Rn−k → R(n−k)×(n−k) such that
S(y,x)¯ x = ¯ S(y,¯ x)x, (5.27)
for all y ∈ Rn, x ∈ Rn−k and ¯ x ∈ Rn−k .
Proof. We obtain (5.24) differentiating y and using (5.11), (5.12) and (5.22).
Note now that
˙ x = ˙ T  ˜ p + T   ˙ ˜ p, (5.28)
= ˙ T  ˜ p − T   ˜ S ∇q(
1
2
˜ p  ˜ M−1)˜ p) − T   ˜ S ∇U
+T
  ˜ JTx+ T
 Gcu, (5.29)
= ˙ T  ˜ p − L ∇q(
1
2
˜ p  ˜ M−1˜ p)+F + T   ˜ JTx, (5.30)
where we have made use of (5.12), (5.21), (5.22) and (5.23). Furthermore
˙ T  ˜ p =
n  
i=1
(∇qiT  )(e 
i ˙ q)˜ p,
=
n  
i=1
(∇qiT  )˜ p(e 
i ˜ S ˜ M−1˜ p),
=
n  
i=1
(T −1(∇qiT)) x(e 
i Lx), (5.31)
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and
∇q{
1
2
˜ p  ˜ M−1˜ p} = ∇q{
1
2
˜ p TT ˜ p}
=
n  
i=1
ei{(∇qiT  )˜ p} x
=
n  
i=1
ei{(T −1(∇qiT)) x} x. (5.32)
Substituting (5.31) and (5.32) in (5.30), and using (5.26), yields (5.25).
Properties (i)–(iii) follow immediately from skew–symmetry and linearity
with respect to p (hence, to ˜ p and x)o f ˜ J, and the deﬁnition of S in (5.26). 
Lemma 1 implies that the velocity observer problem for system (5.1), (5.2)
can be recast as an observer problem for system (5.24), (5.25) with output y.
Remark5.4. As will become clearin the proof below, the derivation of the ob-
server for the case of unconstrained systems, that is systems for which k =0 ,
is obtained as a special case. For these systems, upon choosing the coordi-
nates (x,y)=( q,T(y)˙ q), Lemma 5.3 holds with
L = T
−1,F= T
− (Gu −∇ U),S=(˙ T − T
− C)T
−1.
where T would now be the factorization of the inertia matrix given as M =
T  T. The dynamics in the (x,y) coordinates would still be of the form (5.24)-
(5.25). Please refer to [8] for additional details. Further, it can be veriﬁed that
for PLvCC systems studied in Chapter 3, the term S(y,x)x becomes identi-
cally equal to zero.
5.3 Proof of the main result
The observer is constructed in four steps.
(S1) Following the I&I procedure [6], we deﬁne a manifold (in the extended
state-space of the plant and the observer) that should be rendered at-
tractive and invariant and is such that the unmeasurable part of the
state can be reconstructed from the function that deﬁnes the manifold.
As is well–known, to achieve the latter objective a partial differential
equation (PDE) should, in principle, be solved.
(S2) To avoid the need to solve the PDE the “approximation” technique pro-
posed in [44] is adopted. Using this approximation induces some errors
in the observer error dynamics.
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(S3) Borrowing from [44], we introduce a dynamic scaling that dominates—
in a Lyapunov–like analysis—the effect of the aforementioned distur-
bance terms, proving that the scaled observer error converges to zero.
(S4) To prove that the dynamic scaling factor is bounded and, consequently,
that the actual observer error converges, exponentially, to zero, high-
gain terms are introduced in the observer dynamics to, again, dominate
sign–indeﬁnite terms in a Lyapunov–like analysis.
Step 1. (Deﬁnition of the manifold) For the system (5.24), (5.25) we propose the
manifold
M := {(y,x,ξ,ˆ y, ˆ x):ξ − x + β(y, ˆ y,ˆ x)=0 }⊂R5n−3k, (5.33)
where ξ ∈ Rn−k, ˆ y ∈ Rn−k, ˆ x ∈ Rn are (part of) the observer state, the dy-
namics of which are to be deﬁned, and the mapping β : R3n−2k → Rn−k is to
be deﬁned.
To prove that the manifold M is attractive and invariant it is shown that
the off–the–manifold coordinate
z = ξ − x + β(y, ˆ y,ˆ x), (5.34)
the norm of which determines the distance of the state to the manifold M,i s
such that:
(C1) z(0) = 0 ⇒ z(t)=0 , for all t ≥ 0 (invariance);
(C2) z(t) asymptotically (exponentially) converges to zero (attractivity).
Notice that, if z(t) → 0, an asymptotic estimate of x is given by ξ + β.
To obtain the dynamics of z differentiate (5.34), yielding
˙ z = ˙ ξ − ˙ x + ˙ β
= ˙ ξ − S(y,x)x − F + ∇yβ ˙ y + ∇ˆ yβ ˙ ˆ y + ∇ˆ xβ ˙ ˆ x.
Let
˙ ξ =F −∇ ˆ yβ ˙ ˆ y −∇ ˆ xβ ˙ ˆ x + S(y,ξ + β)(ξ + β) −∇ yβL(y)(ξ + β), (5.35)
where the dynamics of ˙ ˆ y and ˙ ˆ x are yet to be prescribed. Substituting (5.35) in
the equation of ˙ z above, and invoking properties (ii) and (iii) of Lemma 5.3,
yields
˙ z = −S(y,ξ + β − z)(ξ + β − z)+
+S(y,ξ + β)(ξ + β) −∇ yβL(y)z,
= S(y,x)z + S(y,z)(ξ + β) −∇ yβL(y)z,
= S(y,x)z + ¯ S(y,ξ + β)z −∇ yβL(y)z, (5.36)
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From (5.36) it is clear that condition (C1) above is satisﬁed. Furthermore,
condition (C2) will be satisﬁed if we can ﬁnd a function β solving the PDE
∇yβ =[ k1I + ¯ S(y,ξ + β)]L
I(y), (5.37)
with k1 > 0, where LI : Rn → R(n−k)×n is a full rank left inverse of the matrix
L. Indeed, in this case, the z–dynamics reduce to
˙ z =( S − k1)z, (5.38)
which, invoking the skew–symmetry of S, ensures the desired exponential
convergence property. Unfortunately, solving the PDE (5.37) is a daunting
task and therefore, in the next step of the design we proceed to “approximate
its solution”. The observer construction steps described in the rest of this sec-
tion are based on the ideas in [44].
Step 2. (“Approximate solution” of the PDE) We start by deﬁning the function
H(y,ˆ x): =[ k1I + ¯ S(y,ˆ x)]LI(y), (5.39)
and denote the columns of this (n−k)×n matrix by Hi : Rn ×Rn−k → Rn−k
for i =1 ,...,n, that is,
H(y,ˆ x)=
 
H1(y,ˆ x) | ··· |Hn(y,ˆ x)
 
.
Next, we deﬁne1 the function β(y, ˆ y,ˆ x) as
β(y, ˆ y,ˆ x): =
  y1
0
H1([s, ˆ y2,...,ˆ yn], ˆ x)ds+···+
  yn
0
Hn([ˆ y1,...,ˆ yn−1,s], ˆ x)ds.
(5.40)
From the deﬁnition of β, we obtain
∇yβ(y, ˆ y,ˆ x)=
 
H1([y1, ˆ y2,...,ˆ yn], ˆ x) ... H n([ˆ y1,...,ˆ yn−1,y n], ˆ x)
 
.
(5.41)
Next, upon adding and subtracting H(y,ξ + β) from the right hand side of
equation (5.41), we get
∇yβ(y, ˆ y,ˆ x)=H(y,ξ + β) −
 
H(y,ξ + β)−
 
H1([y1, ˆ y2,...,ˆ yn], ˆ x) ... H n([ˆ y1,...,ˆ yn−1,y n], ˆ x)
  
.
(5.42)
Notice that the functions Hi : Rn ×Rn−k → Rn−k for i =1 ,...,nare smooth,
and the term
H(y,ξ + β) −
 
H1([y1, ˆ y2,...,ˆ yn], ˆ x) ... H n([ˆ y1,...,ˆ yn−1,y n], ˆ x)
 
1We attract the readers attention to the particular selection of the arguments used in the inte-
grands. Namely that, with some abuse of notation, the vector ˆ y has been spelled out into its
components.
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is equal to zero if ˆ y = y and ˆ x = ξ + β. Consequently, there exist mappings
Δy : Rn × Rn−k × Rn → R(n−k)×n and Δx : Rn × Rn−k × Rn−k → R(n−k)×n
such that
H(y,ξ + β) −
 
H1([y1, ˆ y2,...,ˆ yn], ˆ x) ... H n([ˆ y1,...,ˆ yn−1,y n], ˆ x)
 
=Δ y(y,ˆ x,ey)+Δ x(y,ˆ x,ex), (5.43)
with
ey := ˆ y − y, ex := ˆ x − (ξ + β), (5.44)
and such that
Δy(y,ˆ x,0) = 0, Δx(y, ˆ x,0) = 0, (5.45)
for all y,∈ Rn, ˆ y,∈ Rn, x ∈ Rn−k and ˆ x ∈ Rn−k. Now, upon substituting
(5.43) in (5.42) we get
∇yβ(y, ˆ y,ˆ x)=H(y,ξ + β) − Δy(y,ˆ x,ey) − Δx(y,ˆ x,ex). (5.46)
We thus see that, instead of directly trying to ﬁnd the solution to the original
(difﬁcult to solve) PDE in (5.37), we have obtained (in some sense) an approx-
imate solution of it, given by our newly deﬁned β function in (5.41). However,
this methodology (as can also be seen from (5.46)) introduces errors in the
form of the mappings Δx and Δy. Indeed, replacing (5.39) and (5.46) in (5.36)
yields (compare with (5.38)
˙ z =( S − k1)z +( Δ y +Δ x)L(y)z. (5.47)
Recalling that S is skew–symmetric and k1 > 0, it is clear that the mappings
Δy and Δx play the role of disturbances that we will try to dominate with a
dynamic scaling in the next step of the design.
Step 3. (Dynamic scaling) Deﬁne the scaled off–the–manifold coordinate
η =
1
r
z, (5.48)
with r ascaling dynamicfactorto bedeﬁned. Differentiating(5.48),and using
(5.47), yields
˙ η =
1
r
˙ z −
˙ r
r
η
=( S − k1)η +( Δ y +Δ x)L(y)η −
˙ r
r
η. (5.49)
Consider now the function
V1(η)=
1
2
|η|2, (5.50)
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and note that its time derivative is such that
˙ V1 = −(k1 +
˙ r
r
)|η|2 + η (Δy +Δ x)L(y)η,
≤− (k1 +
˙ r
r
)|η|2 +  [Δy +Δ x]L |η|2, (5.51)
where  · is the matrix induced 2—norm. Now, upon invoking the standard
Young’s inequality argument (refer to footnote 1 of Chapter 3) we obtain,
 [Δy +Δ x]L |η|2 ≤
k1
2
|η|2 +
1
2k1
 [Δy +Δ x]L 2|η|2. (5.52)
Substituting (5.52) in (5.51) and further simplifying leads to the following in-
equality
˙ V1 ≤−
 
k1
2
+
˙ r
r
−
1
2k1
 [Δy +Δ x]L 2
 
|η|2
≤−
 
k1
2
+
˙ r
r
−
1
k1
 
 ΔyL 
2 +  ΔxL 
2  
|η|
2, (5.53)
Let
˙ r = −
k1
4
(r − 1) +
r
k1
 
 ΔyL 2 +  ΔxL 2 
,r (0) ≥ 1. (5.54)
Notice that the set {r ∈ R | r ≥ 1} is invariant for the dynamics (5.54). Re-
placing (5.54) in (5.53) yields
˙ V1 ≤−
 
k1
2
−
k1
4
r − 1
r
 
|η|2
≤−
k1
4
|η|2, (5.55)
where the property r−1
r ≤ 1 has been used to get the second bound. From
(5.55) we conclude that η(t) converges to zero exponentially.
Step 4. (High–gain injection) From (5.48) and the previous analysis it is clear
that z(t) → 0 if we can prove that r ∈L ∞, which is the property established
in this step. To enhance readability the procedure is divided into two parts.
First, we make the function
V2(η,ey,e x)=V1(η)+
1
2
(|ey|2 + |ex|2),
a strict Lyapunov function. Then, the derivative of the function
V3(η,ey,e x,r)=V2(η,ey,e x)+
1
2
r2, (5.56)
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is shown to be non–positive—establishing boundedness of r. In both steps
the objectives are achieved adding, via a suitable selection of the observer dy-
namics, negative quadraticterms in η,ey,e x in the Lyapunov function deriva-
tive. We recall that ey and ex are measurable quantities, deﬁned in (5.44).
Towards this end, let
˙ ˆ y = L(y)(ξ + β) − ψ1(y,r)ey, (5.57)
with ψ1 : Rn × R+ → R+ a gain function to be deﬁned. The error dynamics,
obtained combining (5.24) and (5.57), are
˙ ey = Lz − ψ1ey. (5.58)
Now, select
˙ ˆ x = F(y,u)+S(y,ξ + β)(ξ + β) − ψ2(y,r)ex, (5.59)
with ψ2 : Rn × R+ → R+ a gain function to be deﬁned. Recalling (5.35) the
error dynamics for ex become
˙ ex = ∇yβLz − ψ2ex. (5.60)
Using (5.55), (5.58) and (5.60) and doing some basic bounding, yields
˙ V2 ≤−
k1
4
|η|2 + re 
y Lη − ψ1|ey|2 +
+re 
x ∇yβLη − ψ2|ex|2 (5.61)
≤− (
k1
4
− 1)|η|
2 −
 
ψ1 −
r2
2
 L 
2
 
|ey|
2 −
−
 
ψ2 −
r2
2
 ∇yβ 2 L 2
 
|ex|2. (5.62)
Selecting
ψ1 = k2 + ψ3 +
r2
2
 L 2,
ψ2 = k3 + ψ4 +
r2
2
 ∇yβ 2 L 2, (5.63)
with k2 > 0, k3 > 0 and ψ3,ψ 4 : Rn × R+ → R+ to be deﬁned, we conclude
that
˙ V2 ≤−
1
2
(k1 − 2)|η|2 − k2|ey|2 − k3|ex|2,
which, selecting k1 > 2, establishes that η,ey,e x ∈L 2 ∩L ∞ and the origin
of the (non-autonomous) subsystem with state η,ey,e x is uniformly globally
exponentially stable.
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We are now ready for the selection of ψ3 and ψ4 to guarantee that r ∈L ∞.
For, recall (5.45), which ensures the existence of mappings ¯ Δy : Rn × Rn−k ×
Rn → R(n−k)×n, ¯ Δx : Rn × Rn−k × Rn−k → R(n−k)×n such that
 Δy(y,ˆ x,ey) ≤  ¯ Δy(y,ˆ x,ey) | ey|
 Δx(y,ˆ x,ex) ≤  ¯ Δx(y,ˆ x,ex) | ex|. (5.64)
Evaluate the time derivative of V3, deﬁned in (5.56), replace (5.63) in (5.62),
and use the bounds (5.64) to get
˙ V3 ≤− (
k1
4
− 1)|η|2 −
 
ψ3 −
r2
k1
 ¯ Δy 2 L 2
 
|ey|2 −
−
 
ψ4 −
r2
k1
 ¯ Δx 
2 L 
2
 
|ex|
2.
Setting k1 > 4,
ψ3 =
r2
k1
 ¯ Δy 2 L 2,
ψ4 =
r2
k1
 ¯ Δx 2 L 2
ensures ˙ V3 ≤ 0, which guarantees that r ∈L ∞.
To prove condition (5.5) note that (5.50) and (5.55) imply that
|η(t)|≤| η(0)|e−
k1
8 t,
hence
|z(t)|≤
r(t)
r(0)
|z(0)|e−
k1
8 t ≤ sup
t≥0
{r(t)}|z(0)|e−
k1
8 t,
which yields the claim, by boundedness of r(t).
We now deﬁne the state vector of the observer as Π=( ˆ x, ˆ y,ξ,r) whose
dynamics can be obtained from (5.59), (5.57), (5.35), and (5.54). We further
deﬁne
B(y): =
 
T − (y)000
 
, (5.65)
N(y): =˜ S (y)M−1(y). (5.66)
We next show how to obtain the estimate of ˙ q and also explain the choice of
the matrices B and N.
Firstly, by using (5.65)in (5.4)we get ¯ η = T − ˆ x. Now, since ex =ˆ x−{ζ+β}
and z = ζ +β − ˆ x converge to zero exponentially, we see that ˆ x exponentially
converges to x (also refer to Remark 5.5 below). Hence, ¯ η is the estimate
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of ˜ p (since x = T(q)˜ p). Next, by using the relation ˜ p = ˜ S M−1 ˙ q and that
Z (q)˙ q =0 , we get
˙ q =
  ˜ S (q)M−1(q)
Z (q)
 −1  
˜ p
0
 
. (5.67)
Hence, the estimate of ˙ q can be obtained by the following equation
ˆ ˙ q =
  ˜ S (q)M−1(q)
Z (q)
 −1  
¯ η
0
 
, (5.68)
which thus explains the choice of N in (5.66). This concludes the proof.
Remark 5.5. The four components ˆ x, ˆ y, ξ and r of the state vector of the
observer can be given the following interpretation. The component ˆ x is the
estimate of x and a ﬁltered version of ξ + β. The component ˆ y is a ﬁltered
version of the measured variable y. The ξ-dynamics render the set z =0
invariant (refer to (5.36)), regardless of the selection of the other dynamics,
and ξ can be regarded as the state of a reduced order observer. To clarify this
point note that, ideally, if the PDE (5.37) is directly solvable, then β would be
a function of y alone which implies that the observer dynamics would then
consist only of the component ξ. In this regard, please refer to the examples
stated in [43] and also the examples from Chapter 3 of this thesis. Thus, in
such cases, the variableξ would then play the role of the state of the (reduced)
order observer. The r-dynamics areintroducedin orderto compensate for the
“disturbances” Δy and Δx appearing in the error dynamics (5.47).
Remark 5.6. Although the analysis of the performance of the proposed ob-
server in the presence of noise is not within the scope of this chapter, it is
worth noting the following. The Lyapunov argument establishing uniform
asymptotic stabilityofthezeroequilibrium ofthe(η,ey,e x)-subsystem yields,
via total stability arguments, robustness against small additive perturbations
on the measured variables u and y. In the presence of such perturbations the
variables ey and ex do not converge to zero. Nevertheless, as long as they are
sufﬁciently small, equation (5.54)can be regardedas describing a linear (non-
autonomous) scalar differential equation in which, by equations (5.45), the
coefﬁcient of the linear term is uniformly negative. This ensures bounded-
ness of r(t). Moreover, the high-gain effect due to the scaling factor r, which
might be undesirable in certain situations, is also alleviated to a certain extent
because of the boundedness of r.
Remark 5.7. Reference [12] considers a general class of (fully actuated) me-
chanical systems without kinematic constraints and constructs velocity ob-
serversforthembyusing position measurements. Theobserverisconstructed
by invoking passivity based concepts and anobserver-controllercombination
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is proposed which solves the output feedback (reference) trajectory tracking
control problem for robots. However, the proposed observer is semi-global,
that is, the observer error dynamics converges to zero within a region of at-
traction that depends on the initial state of the system. In contrast, the ob-
servers constructed in the Chapters 3, 4, 5 are global. On the other hand, in
comparison to [12], we have only looked at (in Chapters 3 and 4) the output
feedback set-point stabilization problem and it is yet to be seen how our de-
signed observers would work in conjugation with a suitable trajectory track-
ing control law.
5.4 Physical examples
In this section, the proposed observer design is illustrated on two physical
examples.
5.4.1 The Chaplygin Sleigh [15]
We brieﬂy considered the example of the Chaplygin Sleigh in Chapter 1.W e
now illustrate our observer design theory on this system which is otherwise,
a benchmark example of a system with nonholonomic kinetic constraints. Its
inertia matrix M and the constraint matrix Z are given by
M(q)=
⎡
⎣
m 0 −masin(q3)
0 mm a cos(q3)
−masin(q3) macos(q3) I0 + ma2
⎤
⎦,Z (q)=
⎡
⎣
−sin(q3)
cos(q3)
0
⎤
⎦,
where m is the mass of the rigid body, I0 is the moment of inertia of the rigid
body about its center of mass and a denotes the ﬁxed distance between the
knife edge and the center of mass.
We assume the body to be moving on a horizontal plane, that is, U(q)=0
and that the body is free from any external force, that is, u =0 , hence F =0 .
A full rank matrix ˜ S(q) that satisﬁes Z (q)˜ S(q)=0is
˜ S =
⎡
⎣
cos(q3)0
sin(q3)0
01
⎤
⎦,
andcorrespondinglythenewmomentum coordinateson theconstrainedspace
are given by  
˜ p1
˜ p2
 
=
 
p1 cos(q3)+p2 sin(q3)
p3
 
.
The matrices J in (5.11) and ˜ M in (5.12) are given by
J =
 
0 ma
I0+ma2 ˜ p2
− ma
I0+ma2 ˜ p2 0
 
, ˜ M =
 
m 0
0 I0 + ma2
 
.
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The Cholesky factorization of ˜ M is obtained as
T =
  √
m 0
0
√
I0 + ma2
 
andthusthenewcoordinatesaregivenbyy =[ q1,q 2,q 3]andx =[
˜ p1 √
m,
˜ p2 √
I0+ma2].
The matrix L in (5.22) and the skew-symmetric matrix S in (5.26) are
L=
⎡
⎢
⎣
cos(y3) √
m 0
sin(y3) √
m 0
0 1 √
I0+ma2
⎤
⎥
⎦,S =
 
0
a
√
m
I0+ma2x2
−
a
√
m
I0+ma2x2 0
 
.
The observer is constructed following the steps in Section 4, yielding
¯ S(x,y)=
 
0
a
√
m
I0+ma2x2
0 −
a
√
m
I0+ma2x1
 
,
H(y,x)=
⎡
⎢
⎢
⎣
k1
√
mcos(y3) k1
√
mcos(y3) ˜ kx2
00 k1
√
I0 + ma2
−˜ kx1
⎤
⎥
⎥
⎦,
β(y, ˆ y,ˆ x)=
⎡
⎣
k1
√
m{y1 cos(ˆ y3)+y2 sin(ˆ y3)} + ˜ ky3ˆ x2
k1y3
√
I0 + ma2 − y3˜ kˆ x1
⎤
⎦,
Δy = k1
√
m
⎡
⎢
⎢
⎣
{cos(y3) {sin(y3)0
−cos(ˆ y3)}− sin(ˆ y3)}
00 0
⎤
⎥
⎥
⎦,
Δx =
 
00−˜ kex2
00 ˜ kex1
 
,
where ˜ k =
a
√
m √
I0+ma2. Finally, we obtain
 ¯ Δy(y,ˆ x,ey)  =2 k1
√
m,
 ¯ Δx(y,ˆ x,ex)  =2 ˜ k,
 L ≤Max{
1
√
m
,
1
√
I0 + ma2},
 ∇yβ ≤
 
k2
1m +( k1
 
I0 + ma2 − ˜ kˆ x1)2 + ˜ k2ˆ x2
2.
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The overall observer dynamics are
˙ ˆ y1 =
cos(y3){ξ1 + β1}
√
m
− ψ1{ˆ y1 − y1},
˙ ˆ y2 =
sin(y3){ξ1 + β1}
√
m
− ψ1{ˆ y2 − y2},
˙ ˆ y3 =
{ξ2 + β2}
√
I0 + ma2 − ψ1{ˆ y3 − y3},
˙ ˆ x1 =
a
√
m{ξ2 + β2}2
I0 + ma2 − ψ2{ˆ x1 − ξ1 − β1},
˙ ˆ x2 = −
a
√
m{ξ1 + β1}{ξ2 + β2}
I0 + ma2 − ψ2{ˆ x2 − ξ2 − β2},
˙ r = −
k1
4
{r − 1} +
r L 2
k1
 4a2m ex 2
I0 + ma2 +4 k2
1m
 
,
˙ ξ1 = −k1{ξ1 + β1}cos(y3 − ˆ y3) −
a
√
m{ξ2 + β2}ex2
I0 + ma2
+k1
√
m{y1 sin(ˆ y3) − y2 cos(ˆ y3)}{
ξ2 + β2 √
I0 + ma2 − ψ1ey3}
+
a
√
my3 √
I0 + ma2{
a
√
m{ξ2 + β2}2
I0 + ma2 + ψ2ex1},
˙ ξ2 =
a
√
m
√
I0 + ma2
  a
√
m
I0 + ma2{ξ2 + β2}
2 − ψ2ex1
 
+{
a
√
mex1
I0 + ma2 − k1}{ξ2 + β2},
where
ψ1 = k2 +
1
2
r2 L 2{8k1m +1 },
ψ2 = k3 +
1
2
r2 L 2 
 ∇yβ 2 +
8˜ k2
k1
 
.
Simulations have been run to demonstrate the properties of the observer. The
initial conditions and the parameter values are given in Table 1. To check the
robustness of the observer, the measurements of qi are perturbed by additive
disturbances of maximum amplitude equal to 1% of the maximum value of
the measured signals during the simulation time.
Simulation results are shown in Figs. 5.1, 5.2and 5.3. The graphs in Fig. 5.1
show the time histories of the positions q(t) and of the velocities ˙ q(t) (solid
lines) along with the ﬁltered variables ˆ y(t), ˆ ˙ q(t) (dashed lines for k1 =4 .1 and
dotted lines for k1 =1 0 ). From the left column of Fig. 5.1, it can be seen that
ˆ y converges to q in a very short time interval and hence their respective plots
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m =1 y(0) = (1,3,1.5)
a =2 x(0) = (5,10)
I =5 ˆ y(0) = (2,5,5)
k1 =4 .1,10 ξ1(0) = (4.0745,18.4);(6.4083,14.35)
k2 =4 ˆ x(0) = (3,7)
k3 =5 r(0) = 3
Table 5.1: Simulation parameters for the Chaplygin sleigh example
appear as one single plot. From the right column of Fig. 5.1, it can be seen
that ˆ ˙ q(t) converges to ˙ q(t) faster for k1 =1 0than for k1 =4 .1. This becomes
more clear in Fig. 5.2 which shows the time histories of the actual estimation
errors ˙ q(t)−ˆ ˙ q(t) for k1 =4 .1(dashedline)and k1 =1 0(solid line). The graphs
in Fig. 5.3 show the time histories of the dynamic scaling factor r(t) and the
Lyapunov function V1(t). As before, the simulations are shown for k1 =4 .1
and k1 =1 0 . As predictedby the theory, r(t) remains bounded, the Lyapunov
function V1(t) converges to zero quickly and both areonly minimally affected
by the presence of the random noise in the output measurements. Further, as
expected, the larger the value of k1, the faster the convergence to zero of V1.
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Figure 5.1: Time histories of q(t), ˆ y(t) (left column) and of ˙ q(t), ˆ ˙ q(t) (right
column), for k1 =4 .1 (dashed lines) and k1 =1 0(dotted lines).
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Figure 5.2: Time histories of ˙ q(t)− ˆ ˙ q(t), for k1 =4 .1 (dashed line) and k1 =1 0
(solid line).
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Figure 5.3: Time histories of r(t) and V1(t), for k1 =4 .1 (dashed line) and
k1 =1 0(solid line).
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5.4.2 2-Link Robotic Manipulator
Consider a two degree of freedom robotic manipulator [6] and the problem
of constructing an observer for the unmeasured link velocities. Let q1 and
q2 denote the absolute angles of the two links with respect to a reference x-
axis. The unforced dynamics of the manipulator are described by the Euler-
Lagrange equations (5.1), with u =0 , and
M =
 
m1d2
1 + m2l2
1 + I1 m2l1d2c12(q1,q 2)
m2l1d2c12(q1,q 2) m2d2
2 + I2
 
,
C =
 
0 −m2l1d2s12(q1,q 2)˙ q1
m2l1d2s12(q1,q 2)˙ q2 0
 
,
U = m1d1gsin(q1)+m2g(l1 sinq1 + d2 sinq2),
where m1,m 2 denote the masses of the links, l1,l 2 denote the length of each
link, lw1,l w2 denote the width of each link, d1,d 2 denote the location of the
center of mass of each link from its end. The functions c12(a,b), s12(a,b) are
deﬁned as
c12(a,b): =c o s ( a − b),s 12(a,b): =s i n ( a − b),
and the moment of inertia of the links are given by
I1 =
1
12
m1(l
2
1 + l
2
w1),I 2 =
1
12
m2(l
2
2 + l
2
w2).
Finally, we deﬁne the function
D(a,b): =c1c2 − (c3c12(a,b))2
and let
c1 = m1d2
1 + m2l2
1 + I1,c 2 = m2d2
2 + I2,
c3 = m2l1d2,c 4 = m1d1 + m2l1,c 5 = m2d2.
This is a system with no constraints (k =0 ) and hence we choose (as stated
in Remark 5.4) our coordinates as (x,y)=( q,T(y)˙ q) and further obtain
L = T
−1,F= T
− (Gu −∇ U),S=(˙ T − T
− C)T
−1
with M = T  T. The lower triangular Cholesky factorization of the mass
matrix (5.21) can be computed as
T =
⎡
⎢
⎣
√
c1
c3 √
c1c12(q1,q 2)
0
√
D(q1,q2)
√
c1
⎤
⎥
⎦.
1135. Velocity Observers for Mechanical Systems with Kinematic Constraints
We further compute
S(y,x)=
⎡
⎢
⎣
0
c3
√
c1s12(y1,y2)x2
D(y1,y2)
−
c3
√
c1s12(y1,y2)x2
D(y1,y2) 0
⎤
⎥
⎦,F =
⎡
⎣
c4gcosy1
c5gcosy2
⎤
⎦,
and subsequently
¯ S(y,x)=
⎡
⎢
⎣
0
c3
√
c1s12(y1,y2)x2
D(y1,y2)
0 −
c3
√
c1s12(y1,y2)x1
D(y1,y2)
⎤
⎥
⎦
with ¯ S(y,x) satisfying S(y,x)¯ x = ¯ S(y,¯ x)x.
The observer is constructed following the steps in the proof of Proposition
3.3, yielding
H(y,ζ + β)=
⎡
⎢
⎢ ⎢
⎢
⎢
⎢
⎢ ⎢
⎣
k1
√
c1
k1c3c12(y1,y2) √
c1 +
c3s12(y1,y2){ζ2+β2} √
D(y1,y2)
0
k1
√
D(y1,y2)
√
c1 −
c3s12(y1,y2){ζ1+β1} √
D(y1,y2)
⎤
⎥
⎥ ⎥
⎥
⎥
⎥
⎥ ⎥
⎦
,
β(x,y, ˆ y)=
⎡
⎢ ⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎣
k1
√
c1y1 −
k1c3s12(ˆ y1,y2) √
c1
+ˆ x2 tan−1 c3c12(ˆ y1,y2) √
D(ˆ y1,y2)
y2
0
k1
√
D(ˆ y1,s)
√
c1 ds
−ˆ x1 tan−1 c3c12(ˆ y1,y2) √
D(ˆ y1,y2)
⎤
⎥ ⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎦
,
Δy(y,ˆ x,ey)=
⎡
⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎣
0
k1c3{c12(y1,y2)−c12(ˆ y1,y2)} √
c1 +
c3ˆ x2s12(y1,y2) √
D(y1,y2) −
c3ˆ x2s12(ˆ y1,y2) √
D(ˆ y1,y2)
0
k1{
√
D(y1,y2)−
√
D(ˆ y1,y2)}
√
c1 +
c3ˆ x1s12(ˆ y1,y2) √
D(ˆ y1,y2) −
c3ˆ x1s12(y1,y2) √
D(y1,y2)
⎤
⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎦
,
Δx(y,ˆ x,ex)=
⎡
⎢
⎢
⎣
0 −
c3s12(y1,y2) √
D(y1,y2) ex2
0
c3s12(y1,y2) √
D(y1,y2) ex1
⎤
⎥
⎥
⎦.
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As a result
 ¯ Δy(y,ˆ x,ey)  =
k1c3 √
c1
{1+
c3  
c1c2 − c2
3
} +
c3  
c1c2 − c2
3
{|ˆ x1| + |ˆ x2|},
 ¯ Δx(y,ˆ x,ex)  =
√
2c3  
c1c2 − c2
3
.
Finally
∇yβ =
⎡
⎢
⎢
⎣
k1
√
c1
k1c3c12(ˆ y1,y2) √
c1 +
c3s12(ˆ y1,y2)ˆ x2 √
D(ˆ y1,y2)
0
k1
√
D(ˆ y1,y2)
√
c1 −
c3s12(ˆ y1,y2)ˆ x1 √
D(ˆ y1,y2)
⎤
⎥
⎥
⎦,
L =
⎡
⎣
1 √
c1 −
c3c12(y1,y2)
√
c1
√
D(y1,y2)
0
√
c1 √
D(y1,y2)
⎤
⎦,
and, subsequently,
 ∇yβ ≤
 
¯ c1 +¯ c2[ˆ x2
1 +ˆ x2
2]+
2k1c3 √
c1
{
c3|ˆ x2|
 
c1c2 − c2
3
+ |ˆ x1|},
 L ≤
 
c1 + c2
c1c2 − c2
3
,
where ¯ c1 = k2
1(c1 + c2 +
c
2
3
c1), ¯ c2 =
c
2
3
c1c2−c2
3. The dynamics of ˆ x and ˆ y can be
computed using the formulas (5.57), (5.59).
Simulations have been run to demonstrate the properties of the observer.
The initial conditions and the parameter values are given in Table 1. In order
to check the robustness of the obsever, random disturbances k4, k5 are intro-
duced in the measurements of q1 and q2 respectively. The disturbances are
modelled as
k4 = −0.03+ 0.06rand(1,1), (5.69)
k5 = −0.15+ 0.3rand(1,1), (5.70)
where rand is a predeﬁned function in MATLAB and an expression of the
form ”a + b ∗ rand(1,1)” with a,b ∈ R generates a random number in the
interval [a,b]. The simulation results for the 2-dof manipulator system are
shown in Figures 1 and 2. The graphs in Figure 1 show the time histories of
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l1 =0 .6,l 2 =0 .4 y1(0) = y2(0) = 0
lw1 = lw2 =0 .07 x1(0) = 1.5
m1 =2 x2(0) = 5
m2 =1 .4 ˆ y1(0) = 1
g =9 .81 ˆ y2(0) = 2
d1 =0 .45,d 2 =0 .3143 ˆ x2(0) = 4
k1 =5 ,10 β1(0) + ζ1(0) = 0.1
k2 =8 β2(0) + ζ2(0) = 2
k3 =2 5 r(0) = 2
Table 5.2: Simulation parameters for the 2-dof manipulator example
the link angles q1(t), q2(t) and of the link velocities ˙ q1(t), ˙ q2(t) respectively
(solid lines) along with the ﬁltered variables ˆ y(t), T −1(y(t))ˆ x(t) (dashed lines
for k1 =5and dotted lines for k1 =1 0 ). As can be seen, the ﬁltered variables
converge to the plant state. The graphs in Figure 2 show the time histories
of the dynamic scaling factor r(t), Lyapunov function V1(t) and of the errors
η1(t), η2(t) respectively. As before, the simulations are shown for k1 =5 ,10.
It can be seen that r(t) remains bounded while η1(t), η2(t) and V1(t) converge
to zero and all signals are only minimally affected in the presence of random
noise in the output measurements. Further, as expected, the larger the value
of k1, the faster is the convergence to zero of the estimation errors.
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k1 =1 0 .
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5.4.3 A Walking Robot [34]
Consider a bipedal robot that consists of a torso, hips and two legs of equal
length, with no ankles and knees as shown in Fig. 5.6. Usually, the motion
of a bi-pedal robot involves two phases: the single support where one leg is
in contact with the ground and the double support, where both legs are in
contact with the ground. In this section, the single support phase of the robot
is considered. In this phase, the robot can be modeled as a three degrees of
freedom mechanical system with position coordinates [q1,q 2,q 3]=[ θ1,θ 2,θ 3],
where θ1, θ2 and θ3 parameterize the position of the stance leg, of the swing
leg and of the torso, respectively. The state space of the system is
{(q, ˙ q)|qi ∈ (−π,π), ˙ q ∈ R
3}.
The unforced dynamics are described by the Euler-Lagrange equations (5.1)
with u =0 , k =0and
M =
⎡
⎣
Δ1d2 −1
2md2c12(q,q) MTdlc13(q,q)
∗ 1
4md2 0
∗∗ MTl2
⎤
⎦,
C =
⎡
⎣
0 −C1(q)˙ q2 C2(q)˙ q3
C1(q)˙ q1 00
−C2(q)˙ q3 00
⎤
⎦,
U =
1
2
g{2MH +3 m +2 MT}dcos(q1) −
1
2
gmdcos(q2)
+gMTlcos(q3),
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Figure 5.6: A walking robot
where m denotes the mass of each individual leg which is assumed to be
lumped at the center of the leg, MH denotes the hip mass and MT denotes the
mass of the torso. The length of each leg is d, and l denotes the distance from
the center of gravity of the hip to the center of gravity of the torso (distance
from OH to OT). The functions
C1(q)=
1
2
md2s12(q),C 2(q)=MTdls13(q)
where for ease of notation, we have deﬁned the functions
cij(v,w): =c o s ( vi − wj),s ij(v,w): =s i n ( vi − wj),
with i,j ∈{ 1,2,3}. We have further deﬁned
Δ1 =
5
4
m + MH + MT,
Δ2(u,v,w)=
 
Δ1 − mc2
12(u,v) − MTc2
13(u,w),
This is a system with no constraints (k =0 ) and hence we choose (as stated
in Remark 5.4) our coordinates as (x,y)=( q,T(y)˙ q) and further obtain
L = T −1,F= T − (Gu −∇ U),S=(˙ T − T − C)T −1
with M = T  T. Note that the lower–triangular Cholesky factorization of M
1185.4 Observers and alternate passive input-output pairs for PHSD
is
T =
⎡
⎣
dΔ2(q,q,q)0 0
−
√
mdc12(q,q) 1
2
√
md 0 √
MTdc13(q,q)0
√
MTl
⎤
⎦,
yielding
S=
⎡
⎢
⎢ ⎢
⎢
⎢
⎢
⎣
0
√
ms12(q,q)˙ q2
Δ2(q,q,q) −
√
MTs13(q,q)˙ q3
Δ2(q,q,q)
−
√
ms12(q,q)˙ q2
Δ2(q,q,q) 00
√
MT s13(q,q)˙ q3
Δ2(q,q,q) 00
⎤
⎥
⎥ ⎥
⎥
⎥
⎥
⎦
,
where we have used the expression of S in Remark 5.4. Let y = q,x = T(y)˙ q
and note that the observer is constructed following the steps in Section 4,
yielding H(y,ˆ x) as,
⎡
⎢ ⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎢
⎣
k1dΔ2(y,y,y)
√
ms12(y,y)ˆ x2
Δ2(y,y,y) −
√
MTs13(y,y)ˆ x3
Δ2(y,y,y)
−k1
√
mdc12(y,y) 1
2k1
√
md 0
−
√
ms12(y,y)ˆ x1
Δ2(y,y,y) 0
k1
√
MTdc13(y,y)0
√
MT s13(y,y)ˆ x1
Δ2(y,y,y)
+
√
MTlk1
⎤
⎥ ⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎥
⎦
and
β(y,ˆ y, ˆ x)=
⎡
⎢
⎢
⎢ ⎢
⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎢
⎢
⎢
⎣
k1d
  y1
0 Δ2(s, ˆ y,ˆ y)ds
+ˆ x2 tan−1  √
mc12(ˆ y,y)
Δ2(ˆ y,y,ˆ y)
 
−ˆ x3 tan−1  √
MTc13(ˆ y,y)
Δ2(ˆ y,ˆ y,y)
 
1
2k1
√
mdy2 − k1
√
mds12(y,ˆ y)
−ˆ x1 tan−1(
√
mc12(ˆ y,y)
Δ2(ˆ y,y,ˆ y) )
k1
√
MTds13(y,ˆ y)+
√
MTlk1y3
+ˆ x1 tan−1  √
MTc13(ˆ y,y)
Δ2(ˆ y,ˆ y,y)
 
⎤
⎥
⎥
⎥ ⎥
⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎥
⎥
⎥
⎦
(5.71)
Δx =
⎡
⎢
⎢
⎢
⎢ ⎢
⎢
⎣
0 −
√
ms12(y,y)ex2
Δ2(y,y,y)
√
MT s13(y,y)ex3
Δ2(y,y,y)
0
√
ms12(y,y)ex1
Δ2(y,y,y) 0
00−
√
MTs13(y,y)ex1
Δ2(y,y,y)
⎤
⎥
⎥
⎥
⎥ ⎥
⎥
⎦
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Δy =
⎡
⎢
⎢
⎢
⎢
⎣
k1rδΔ2
√
mˆ x2δs12 −
√
MT ˆ x3δs13
−k1
√
mdδc12 −
√
mˆ x1δs12 0
k1
√
MTdδc13 0
√
MT ˆ x1δs13
⎤
⎥
⎥
⎥
⎥
⎦
where
f(y1,y 2,y 3)=
cos(y1 − y2)
 
Δ2(y,y,y)
,
δΔ2 =Δ 2(y,y,y) − Δ2(y1, ˆ y2, ˆ y3),
δs12 =
s12(y,y)
Δ2(y,y,y)
−
s12(ˆ y1,y 2)
Δ2(ˆ y1,y 2, ˆ y3)
,
δs13 =
s13(y,y)
Δ2(y,y,y)
−
s13(ˆ y1,y 3)
Δ2(ˆ y1, ˆ y2,y 3)
,
δc12 = c12(y,y) − c12(y1, ˆ y2),
δc13 = c13(y,y) − c13(y1, ˆ y3).
As a result,
 ¯ Δx(y,ˆ x,ex) ≤2
(
√
m +
√
MT)
 
MH + m
4
,
 ¯ Δy(y,ˆ x,ey) ≤¯ Δy1 + ¯ Δy2 + ¯ Δy3,
¯ Δy1 ≤
 
{2 ˆ x 2}
 
m{Δ1 − m}2 + MT{Δ1 − MT}2 
(MH + m
4 )3 ,
¯ Δy2 ≤
 
k2
1d2m
 2m +4 MH
m +4 MH
 
+
MTm2 ˆ x 2
2{m
4 + MH}3,
¯ Δy3 ≤
 
k2
1d2m
 m + MT +4 MH
m +4 MH
 
+
M2
Tm ˆ x 2
2{m
4 + MH}3.
Finally,
L(y)=
⎡
⎢
⎢
⎢
⎢
⎢
⎣
1
dΔ2(y,y,y) 00
2c12(y,y)
dΔ2(y,y,y)
2 √
md 0
−c13(y,y)
lΔ2(y,y,y) 0 1 √
MTl
⎤
⎥
⎥
⎥
⎥
⎥
⎦
,
and we can compute ∇yβ from (5.71) which yields
 ∇yβ ≤
 
K1 + K2 ˆ x 2 + K3 ˆ x ,
 L ≤
 
1
 m
4 + MH
{
5
d2 +
1
l2} +
4
md2 +
1
MTl2,
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m =1 ,M H =2 ,M T =3 y(0) = (1,3,2)
l =2 x(0) = (1,2,3)
d =1 .5 ˆ y(0) = (4,5,3)
k1 =4 .5,30 ξ(0) = (−3.7676,2.3557,0.0337);
(−8.4065,0.6835,−6.8149)
k2 =5 ˆ x(0) = (2,5,5)
k3 =1 0 r(0) = 2
Table 5.3: Simulation parameters for the Walking Robot example
where the constants K1 = k2
1{d2{5m
2 +MH +2MT}+MTl2}, K2 =
2{m+MT}
m
4 +MH ,
K3 =
k1{MTl+md}
{ m
4 +MH}
1
2 . From these equations it is possible to obtain the explicit
expression of the observer.
Simulations have been run to demonstrate the properties of the observer.
The initial conditions and the parameter values are given in Table 2. To check
the robustness of the observer, the measurements of qi are perturbed by addi-
tive disturbances of maximum amplitude equal to 1% of the maximum value
of the measured signals during the simulation time. Simulation results are
shown in Figs. 5.7, 5.8 and 5.9. The graphs in Fig. 5.7 show the time histories
of the positions q(t) and of the velocities ˙ q(t) respectively (solid lines) along
with the ﬁltered variables ˆ y(t), ˆ ˙ q(t) (dashed lines for k1 =4 .5 and dotted lines
for k1 =3 0 ). As can be seen from the left column, ˆ y(t) converges to q(t) very
quickly and hence their respective plots appear as one single plot. From the
right column, it can be seen that for k1 =3 0 , the ﬁltered variable ˆ ˙ q(t) con-
verges very quickly to ˙ q(t) and hence there is no much distinction in this case
between the plots of ˙ q(t), ˆ ˙ q(t), whereas for k1 =4 .5, the convergence is rel-
atively slow. This becomes clear in Fig. 5.8 which shows the time histories
of the actual estimation errors ˙ q(t) − ˆ ˙ q(t). The graphs in Fig. 5.9 show the
time histories of the dynamic scaling factor r(t) and of the Lyapunov func-
tion V1(t). As before, the simulations are performed for k1 =4 .5 and k1 =3 0 .
As can be seen, r(t) remains bounded and is minimally affected by the noise.
On the other hand, V1(t) converges to zero and stays close to it for k1 =3 0 ,
but the effect of noise is more signiﬁcant in the case k1 =4 .5. As expected,
the larger the value of k1, the faster the convergence to zero of V1(t).
5.5 Conclusions
We have given an afﬁrmative answer to the question of existence of a globally
convergent velocity observer for general mechanical systems with kinematic
constraints of the form (5.2) and have outlined a constructive procedure for
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the observer design. No assumption is made on the existence of an upper-
bound for the inertia matrix, hence the result is applicable for robots with
prismatic joints. The only requirement is that the system is forwardcomplete,
i.e., that trajectories of the system exist for all times t ≥ 0.
There are however some issues when it comes to the practical implemen-
tation of our observer design. Leaving aside the high complexity of the ob-
server dynamics that can be easily retraced from the proof of Section 5.3, the
difﬁculty stems from the fact that the key function β is deﬁned via the inte-
grals (4.10), whose explicit analytic solution cannot be guaranteed a priori.O f
course, the (scalar)integrations can alwaysbenumerically performedleading
to a numerical implementation of the observer.
Finally, the established observer has been shown to be implementable for
three practically interesting, non–trivial, examples.
1246
Energy shaping of port-Hamiltonian
systems by using alternate passive
input-output pairs
”Everything is vague to a degree you do not realize till you have tried
to make it precise.” - Bertrand Russell.
6.1 Introduction
In the ﬁrst chapter, we had seen that port-Hamiltonian systems with dissipa-
tion (PHSD) given by (1.1)-(1.2) are passive with respect to the input u and
output y. However, it has been shown in the literature [40], [63] that there
can exist alternate passive outputs for a PHSD. In this chapter, we character-
ize the most general form of new passive input-output pairs for a PHSD and
show that the underlying Dirac structure of a PHSD changes when the pas-
sive input-output pair is changed. We subsequently examine the achievable
Casimirs for this new Dirac structure and in this regard, extend the results of
[23].
Our main idea can be summarized as follows. We consider a plant model
represented as a port-Hamiltonian system with dissipation (PHSD), whose
underlying geometric structure is represented as the composition of a Dirac
structure DP and a resistive structure RP, denoted as DP ◦R P. We now open
the resistive ports of the PHSD and interconnect the external and resistive
ports of DP with another Dirac structure DI, by the canonical interconnection
(as deﬁned in chapter 2) which yields the resultant Dirac structure DP ◦D I
having new external and resistive ports. We now close the resistive ports
of DP ◦D I using a new resistive relationship RI in such a manner that the
original resistive relationship between the old resistive ports is retained. We
then obtain a new Dirac structure composed with a new resistive structure
denoted as DP ◦DI ◦R I which effectively represents the same plant model as
before. This means, both DP ◦Rand DP ◦DI◦RI representthe same physical
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system but the latter is passive with respect to a new input-output pair. We
thus deﬁne a general class of new passive input-output pairs for the plant
model and also compute the new underlying Dirac structure DP ◦D I.W e
then examine the set of all achievable Casimirs for DP ◦D I. We later explain
this with the help of ﬁgures and make it more clear to the reader.
We next consider as a special case the situation where the original input is
retained and a new passive output is computed, that is, passivity is shown
with respect to the original input and a new passive output. We compute a
general class of new passive outputs for the PHSD and show (on the basis of
the achievable Casimirs) the precise form of the so-called dissipation obstacle
[69] (according to which those plant coordinates that are affected by natural
damping cannot beshaped), andhow theobstacle may beremovedbychang-
ing the passive output (and subsequently the underlying Dirac structure). In
this aspect, we review the idea of the “swapping the damping” procedure for
computing a new passive output [40], and show how this can be obtained
as a special case within our approach. We then consider the examples of the
RLC-circuit and MEMS optical switch and investigate the role played by the
newly deﬁned class of passive outputs in shaping the system’s energy.
In the ﬁnal section of the chapter,we use the above ideasto explorethe pos-
sibility of generating new passive outputs for a PHSD by modifying as well
the Hamiltonian function. We show a constructive procedure for generating
these new passive outputs which is similar to the method explained above in
the second paragraph.
Notation For any matrix A ∈ Rm+p×m+p, the matrices [A]ULm×m, [A]URm×p,
[A]LLp×m, [A]LRp×p denote the corresponding upper left m × m block, upper
right m × p block, lower left p × m block and the lower right p × p block and
the matrix [A]m denotes the ﬁrst m columns of A.
6.2 Alternate passive input-output pairs for
port-Hamiltonian systems with dissipation
In chapter 2, we had studied port-Hamiltonian systems from a network mod-
eling perspective, that is, as a power conserving interconnection of a set of
energy-storing elements, energy-dissipating elements and the external ports
(through which interaction with the environment takes place). This power
conserving interconnection is explainedbyanunderlyinggeometric structure
called the Dirac structure. Further, by closing the resistive ports of a port-
Hamiltonian system by a resistive relationship, we obtain a PHSD, which
deﬁnes a passive system with respect to an input u and output y. We now
investigate the possibility of an alternate passive input-output pair for the
PHSD.
We ﬁrst systematically explain our procedure for generating new input-
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output pairs with the help of ﬁgures.
i) We denote DP as the plant Dirac structure, DI as the interconnection
Dirac structure and RP, RI as the resistive structures. Figure 6.1 shows
aPHSD,whose underlyingDiracstructureisDP (with(fS,e S), (fP,e P),
(fR,e R) being the energy storing ports, external ports, resistive ports
respectively), which is composed with the resistive relationship RP by
closing its resistive ports. Mathematically speaking, Figure 6.1 repre-
sents the composite structure DP ◦R P.
ii) We next open the resistive ports (fR,e R) of the PHSD which gives us
the original plant Dirac structure DP. We then consider another Dirac
structure DI which has no energy storing ports but only external ports
( ¯ fP, ¯ eP), ( ¯ fR, ¯ eR), ( ˜ fP, ˜ eP) and ( ˜ fR, ˜ eR). Figure 6.2 shows these two
Dirac structures.
iii) We next compose the Dirac structures DP and DI using the canonical
interconnection
fP = ¯ fP,e P = −¯ eP,f R = ¯ fR,e R = −¯ eR.
This leads to the composite structure DP ◦D I with new external port
variables ( ˜ fP, ˜ eP), new resistive port variables ( ˜ fR, ˜ eR) and the original
energy storing ports (fS,e S). The situation is shown in Figure 6.3.
iv) Finally, we close the new resistive ports (˜ fR, ˜ eR) of the composite Dirac
structure DP ◦D I by composing it with the resistive structure RI to
obtain the composite Dirac with resistive structure DP ◦D I ◦R I, which
actually represents a PHSD as shown in the Figure 6.4.
In the above construction we start with a PHSD (DP ◦R P) and end with
another PHSD (DP ◦D I ◦R I). Our aim is to select the interconnection Dirac
structure DI andthe new resistivestructure RI in such a manner thatDP ◦RP
andDPDI◦RI representthe samephysicalsystem, thatis, the system dynam-
ics (equation for ˙ x) remains the same. However, the former representation is
passive with respect to the external ports (fP,e P) while the latter representa-
tion is passive with respect to the new external ports (˜ fP, ˜ eP) with the storage
function being the same in both cases which is the Hamiltonian function H.
Next, we consider the system (2.46), deﬁne a general class of new passive
input-output pairs for it and investigate the underlying Dirac structure. We
begin by stating the following theorem.
Theorem 6.1. Consider the plant Dirac structure DP (given by (2.33)-(2.35)) and
the interconnection Dirac structure DI given by the graph of the skew-symmetric
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Dp
Rp
fP
eP
fS
eS fR
eR
Figure 6.1: Original PHSD system
Dp DI
fP
eP
fS
eS
fR
eR
˜ fP
˜ eP
˜ fR
˜ eR
¯ fP
¯ eP
¯ fR
¯ eR
Figure 6.2: Plant Dirac structure DP with resistive ports opened (left) and
interconnection Dirac structure DI
Dp DI
fP
eP
˜ fS
˜ eS
˜ fR
˜ eR
fP = − ¯ fP, eP =¯ eP
fR = − ¯ fR, eR =¯ eR
Figure 6.3: DP ◦D I
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Dp DI
RI
fP
eP
˜ fS
˜ eS
fP = − ¯ fP, eP =¯ eP
fR = − ¯ fR, eR =¯ eR
˜ fR
˜ eR
Figure 6.4: DP ◦D I ◦R I
map ⎡
⎢
⎢
⎣
¯ eP
¯ eR
˜ fP
˜ fR
⎤
⎥
⎥
⎦ =
⎡
⎣
˜ J1(x) ˜ J2(x)
− ˜ J 
2 (x) ˜ J3(x)
⎤
⎦
⎡
⎢
⎢
⎣
¯ fP
¯ fR
˜ eP
˜ eR
⎤
⎥
⎥
⎦, (6.1)
that is,
{DI =(¯ fP, ¯ fR, ˜ fP, ˜ fR, ¯ eP, ¯ eR, ˜ eP, ˜ eR)| (6.1) is satisfied}
where ¯ fP, ˜ fP ∈ Rm, ¯ fR, ˜ fR ∈ Rp represent the ﬂows and ¯ eP, ˜ eP ∈ Rm, ¯ eR, ˜ eR ∈
Rp represent the corresponding efforts. The matrices ˜ J1 : X→Rm+p×m+p, ˜ J3 :
X→Rm+p×m+p are skew-symmetric, ˜ J2 : X→Rm+p×m+p is full rank, and each
of the matrices are smooth in their arguments x ∈Xwith X being an n dimensional
manifold. Additionally, assume that there is a one to one relationship between the
port variables ( ¯ fP, ¯ eP), ( ¯ fR, ¯ eR) and the port variables ( ˜ fP, ˜ eP), ( ˜ fP, ˜ eP). Then,
the composite structure DP ◦D I deﬁned by the power conserving relationship
fP = − ¯ fP,e P =¯ eP,f R = − ¯ fR,e R =¯ eR
is given by the port-Hamiltonian system
˙ x = {J − G ˜ Z1G
 }∇H + G ˜ J ˜ fd, (6.2)
˜ ed = ˜ J G ∇H + ˜ Z2 ˜ fd, (6.3)
where
G(x)=[ g(x) gR(x)], ˜ fd =
  ˜ fP
˜ fR
 
, ˜ ed =
 
˜ eP
˜ eR
 
(6.4)
and
˜ J =[ ˜ J 
2 + ˜ J3 ˜ J
−1
2 ˜ J1]−1, (6.5)
˜ Z1 = ˜ J ˜ J3 ˜ J
−1
2 , (6.6)
˜ Z2 = ˜ J  ˜ J1 ˜ J
− 
2 , (6.7)
with the matrix ˜ J being assumed to be invertible.
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Proof. We prove the proposition in two steps. Firstly, we show how the equa-
tions (6.2), (6.3) have been obtained, and then we show that the system (6.2),
(6.3) is indeed a port-Hamiltonian system satisfying the condition
˙ H(x)=˜ e
 
d ˜ fd,
= ˜ f 
P ˜ eP + ˜ f 
R ˜ eR, (6.8)
which in fact follows directly upon proving that the matrices ˜ Z1, ˜ Z2 areskew-
symmetric.
Startingfrom(6.1)andusing the powerconserving relationships, weobtain
the equations
 
fP
fR
 
= ˜ J
  ˜ fP
˜ fR
 
− ˜ Z1
 
eP
eR
 
, (6.9)
 
˜ eP
˜ eR
 
= ˜ J 
 
eP
eR
 
+ ˜ Z2
  ˜ fP
˜ fR
 
. (6.10)
Substituting (6.9)in (2.14)andusing (2.15),(2.16),we obtain the equation (6.2)
while (6.10) directly implies (6.3).
Now we show that the matrices (6.6) and (6.7) are skew-symmetric. We
ﬁrst recall a matrix inversion property (refer to Appendix E in [33]) given as,
(A + BC)−1 = A−1 − A−1B(I + CA−1B)−1CA−1, (6.11)
where A,B,C are square matrices with A being invertible. Now, upon using
the property (6.11) we obtain the expressions
˜ J = ˜ J
− 
2 − ˜ J
− 
2 ˜ J3(I + ˜ J
−1
2 ˜ J1 ˜ J
− 
2 ˜ J3)−1 ˜ J
−1
2 ˜ J1 ˜ J
− 
2 , (6.12)
˜ J  = ˜ J
−1
2 − ˜ J
−1
2 ˜ J1 ˜ J
− 
2 ˜ J3(I + ˜ J
−1
2 ˜ J1 ˜ J
− 
2 ˜ J3)−1 ˜ J
−1
2 , (6.13)
respectively, where we had chosen A = ˜ J 
2 , B = ˜ J3, C = ˜ J
−1
2 ˜ J1 to obtain
(6.12) and A = ˜ J2, B = ˜ J1 ˜ J
− 
2 ˜ J3, C = I to obtain (6.13). We now note that,
˜ Z 
1 = − ˜ J
− 
2 ˜ J3 ˜ J . (6.14)
Now, upon using (6.12) in (6.6) and (6.13) in (6.14), we ﬁnally obtain that
˜ Z1 + ˜ Z 
1 = ˜ J
− 
2 ˜ J3{ ˜ X[I + ˜ X]−1 − [I + ˜ X]−1 ˜ X} ˜ J
−1
2 ,
=0 .
where ˜ X = ˜ J
−1
2 ˜ J1 ˜ J
− 
2 ˜ J3. In a similar fashion, the matrix ˜ Z2 can also be
shown to be skew-symmetric. Hence the proof follows. 
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The equations (6.9)and(6.10)deﬁnetherelationbetweenthe newportvari-
ables ( ˜ fP, ˜ eP) and ( ˜ fR, ˜ eR) in (6.1) and the original port variables (fP,e P)
and (fR,e R) in (2.14) - (2.16). Our next aim is to close the new resistive ports
( ˜ fR, ˜ eR) using a suitable resistive relationship such that the original resistive
relationship fR = −SReR between the old resistive ports (fR,e R) is retained.
Upon doing this, we obtain the original plant dynamics (2.46)but, the plant is
now passive with respect to the new external port variables ( ˜ fP, ˜ eP). Indeed,
upon imposing the constraint fR = −SReR on the equations (6.9), (6.10), we
determine a set of sufﬁcient conditions that should be satisﬁed by the ma-
trices ˜ J1, ˜ J2 and ˜ J3 such that (2.46) and (6.2) represent the same dynamics.
We also determine the relationship between the new resistive port variables
( ˜ fR, ˜ eR). We next state the following proposition.
Proposition 6.2. Let the matrices ˜ J1, ˜ J2 and ˜ J3 satisfy the conditions
SR[ ˜ J1 ˜ J
− 
2 ]LLp×m =[ ˜ J
− 
2 ]LLp×m, (6.15)
SR[ ˜ J− ]LLp×m =[ ˜ J
− 
2 ˜ J3]LLp×m, (6.16)
˜ RF ˜ R
 
E = ˜ RE ˜ R
 
F ≥ 0, (6.17)
rank[ ˜ RE | ˜ RF]=d i m ( FR), (6.18)
where
˜ RF =[ ˜ J
− 
2 ]LRp×p − SR[ ˜ J1 ˜ J
− 
2 ]LRp×p, (6.19)
˜ RE = SR[ ˜ J
− ]LRp×p − [ ˜ J
− 
2 ˜ J3]LRp×p. (6.20)
Then, the composite structure DP ◦D I ◦R I with the resistive structure deﬁned by
RI := {( ˆ fR, ˆ eR) ∈F R ×F∗
R | ˜ RF ˆ fR − ˜ REˆ eR =0 }, (6.21)
yields the port-Hamiltonian system with dissipation whose dynamics are the same as
(2.46) but the system is passive with respect to the new input-output pair ( ˜ fP, ˜ eP)
with the Hamiltonian function satisfying
˙ H ≤ ˜ f 
P ˜ eP. (6.22)
Proof. Firstly, we identify that the dynamics in (2.14) and (6.2) are the same.
This can be checked by substituting the equation (6.9) in (6.2). But, we know
that by closing the old resistive ports (fR,e R) in (2.14), (2.16) by the resistive
relationship fR = −SReR, we obtain the dynamics (2.46). We want to ensure
that by suitably closing the new resistive ports (˜ fR, ˜ eR) in (6.2), we obtain the
same dynamics (2.46). Hence, our approach would be to choose the Dirac
structure DI and the resistive structure RI such that the old resistive relation-
ship fR = −SReR is retained. This would complete our proof.
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We ﬁrst obtain from (6.9) and (6.10) that
fR =[ ˜ J
− 
2 ]LLp×m ˜ fP +[˜ J
− 
2 ]LRp×p ˜ fR
−[ ˜ J
− 
2 ˜ J3]LLp×m˜ eP − [ ˜ J
− 
2 ˜ J3]LRp×p˜ eR, (6.23)
eR =[ ˜ J− ]LLp×m˜ eP +[˜ J− ]LRp×p˜ eR
−[ ˜ J1 ˜ J
− 
2 ]LLp×m ˜ fP − [ ˜ J1 ˜ J
− 
2 ]LRp×p ˜ fR. (6.24)
Now, upon imposing the relation fR = −SReR on (6.23), (6.24), we get
{SR[ ˜ J1 ˜ J
− 
2 ]LLp×m − [ ˜ J
− 
2 ]LLp×m} ˜ fP − ˜ RF ˜ fR
= {SR[ ˜ J− ]LLp×m − [ ˜ J
− 
2 ˜ J3]LLp×m}˜ eP + ˜ RE˜ eR.
(6.25)
Next, upon using (6.15), (6.16) in (6.25) we obtain that
˜ RF ˜ fR + ˜ RE˜ eR. (6.26)
Thus, we can conclude that upon closing the new resistive ports (˜ fR, ˜ eR) by
using (6.26), we retain the old resistive relationship fR = −SReR. Further,
˜ f 
R ˜ eR ≤ 0 which upon substituting in (6.8) yields (6.22). Hence, the proof
follows. 
In conclusion, we were able to generate a new input-output pair ( ˜ fP, ˜ eP),
which satisﬁes the passivity condition (6.22)with respectto the original Ham-
iltonian function H. Further, we can also see that, the port-Hamiltonian sys-
tem given by (6.2), (6.3) with the matrices ˜ J1, ˜ J2 and ˜ J3 verifying the condi-
tions (6.15), (6.16), (6.17) and (6.18), forms the underlying Dirac structure for
the system (2.46) with the new output ˜ eP, which is essentially obtained upon
closing the resistive ports of (6.2), (6.3) with the relationship ˜ RF ˜ fR = ˜ RE˜ eR.
6.2.1 Alternate Passive Outputs for port-Hamiltonian systems
with dissipation
We now examine the special case where ˜ fP = fP, that is, we generate alter-
nate passive outputs ˜ eP for the PHSD (2.46) such that the condition
˙ H ≤ f 
P ˜ eP, (6.27)
is satisﬁed. We start with the following proposition.
Proposition 6.3. Consider the Dirac structure ˜ DI given as the graph of the skew-
symmetric map
⎡
⎢ ⎢
⎣
¯ eP
¯ eR
˜ fP
˜ fR
⎤
⎥ ⎥
⎦=
⎡
⎢ ⎢
⎣
MM 2 Im M2SRB
−M 
2 00 B
−Im 00 0
−B SRM 
2 −B  00
⎤
⎥ ⎥
⎦
⎡
⎢ ⎢
⎣
¯ fP
¯ fR
˜ eP
˜ eR
⎤
⎥ ⎥
⎦, (6.28)
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where ¯ fP, ˜ fP ∈ Rm, ¯ fR, ˜ fR ∈ Rp represent the ﬂows and ¯ eP, ˜ eP ∈ Rm, ¯ eR, ˜ eR ∈
Rp represent the corresponding efforts. The matrices M : X→Rm×m with M  =
−M, M2 : X→Rm×p, B : X→Rp×p with B being full rank are general
state dependent matrices, smooth in their arguments with X being an n dimensional
manifold, SR is as deﬁned in (2.46)and Im, Ip are identity matrices of dimensions m
and p respectively. Then, the composition of the plant Dirac structure DP (given by
(2.33)-(2.35)) with the interconnection Dirac structure ˜ DI (given by (6.28)), using
the canonical relationship fP = − ¯ fP,e P =¯ eP,f R = − ¯ fR,e R =¯ eR yields the
resultant Dirac structure DP ◦ ˜ DI represented by the port-Hamiltonian system
˙ x = J(x)∇H(x)+˜ g(x) ˜ fP +˜ gR(x) ˜ fR, (6.29)
˜ eP =˜ g
 (x)∇H(x)+M(x) ˜ fP + M2(x) ˜ fR, (6.30)
˜ eR =˜ g 
R(x)∇H(x) − M 
2 (x) ˜ fP, (6.31)
where
˜ g(x)=g(x) − gR(x)SRM 
2 (x), ˜ gR(x)=gR(x)B− (x), (6.32)
˜ fP = fP, (6.33)
˜ fR = B (x)SRM 
2 (x)fP + B (x)fR. (6.34)
The composition of the Dirac structure DP ◦ ˜ DI (represented by (6.29)-(6.31)) with
the resistive relationship
˜ RI := {( ˆ fR, ˆ eR) ∈F R ×F∗
R | ˆ fR = B SRBˆ eR}, (6.35)
yields the resultant structure DP ◦ ˜ DI ◦ ˜ RI represented by the port-Hamiltonian
system with dissipation given by
˙ x =[ J(x) − R(x)]∇H(x)+g(x) ˜ fP (6.36)
˜ eP =[ g(x)+2 P(x)] ∇H(x)+[ M(x)+S(x)] ˜ fP (6.37)
where R(x)=−gR(x)SRg 
R(x), M(x) as introduced in (6.28) and P(x) ∈ Rn×m,
S(x) ∈ Rm×m with S  = S given by
P(x)=−gR(x)SRM 
2 (x), (6.38)
S(x)=M2(x)SR(x)M
 
2 (x). (6.39)
Proof. We begin by computing the special form of the matrices ˜ J1, ˜ J2, ˜ J3 by
imposing the condition ˜ u = u on equation (6.1). It subsequently follows from
(6.1) that,
˜ J1 =
 
MM 2
−M 
2 M3
 
, ˜ J2 =
 
Im A
0 B
 
, ˜ J3 =
 
00
0 C
 
, (6.40)
where M : X→Rm×m with M  = −M, M2 : X→Rm×p, M3 : X→Rp×p
with M 
3 = −M3, A : X→Rm×p, B : X→Rp×p, C : X→Rp×p with C  =
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−C are general state dependent matrices, smooth in their arguments with X
being an n dimensional manifold. Further, since ˜ J2 has to be invertible, this
implies that the matrix B has to be invertible. We know from Proposition 6.2
that, the matrices ˜ J1, ˜ J2, ˜ J3 have to satisfy the conditions (6.15)-(6.18). We
next use (6.40) and compute the matrices
˜ J−  = ˜ J2 + ˜ J1 ˜ J
− 
2 ˜ J3 =
 
Im A + M2B− C
0 B + M3B− C
 
, (6.41)
˜ J1 ˜ J
− 
2 =
 
M − M2B− A  M2B− 
−{M 
2 + M3B− A } M3B− 
 
, (6.42)
˜ J
− 
2 =
 
Im 0
−B− A  B 
 
, (6.43)
˜ J
− 
2 ˜ J3 =
 
00
0 B− C
 
. (6.44)
Now, upon using (6.42) and (6.43) in the condition (6.15) we obtain
A = M2SR{I + M3SR}
−1B. (6.45)
It can be checked using (6.41), (6.44) that the condition (6.16) is trivially sat-
isﬁed. We next substitute (6.41), (6.42), (6.43), (6.44) in (6.19) and (6.20) to
obtain
˜ RF = {SRM3 − I}B
− , (6.46)
˜ RE = {SRM3 − I}B− C + SRB. (6.47)
We further obtain from (6.46) and (6.47) that
˜ RE ˜ R 
F = SRM 
3 SR − SR + {SRM3 − I}B− CB−1{SRM3 − I} . (6.48)
Now, fromthecondition (6.17),thematrixproduct ˜ RE ˜ R 
F hastobesymmetric
negative semi-deﬁnite. From equation (6.48), this is possible if and only if
C = M3 =0which results in ˜ RE ˜ R 
F = −SR and hence the conditions (6.17)
and (6.18) get satisﬁed. Further, equations (6.45), (6.46), (6.47) get simpliﬁed
to A = M2SRB, ˜ RF = −B−  and ˜ RE = SRB respectively.
The ﬁrst part of the proof follows upon substituting the matrices
˜ J1 =
 
MM 2
−M 
2 0
 
, ˜ J2 =
 
Im M2SRB
0 B
 
, ˜ J3 =0 , (6.49)
inside the equations (6.2),(6.3)to obtain the equations (6.29),(6.30)and (6.31).
To prove the second part, we ﬁrst check that the output ˜ y in (6.37) is indeed
a passive output for the port-Hamiltonian system with dissipation (6.36)-
(6.37). To do so, we compute the time derivative of the Hamiltonian H(x)
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along the dynamics of (6.36) to obtain,
˙ H = −∇H
 (x)R(x)∇H(x)+∇H
 (x)g(x) ˜ fP
= −
 
∇H(x)
˜ fP
  
Z
 
∇H(x)
˜ fP
 
+˜ e
 
P ˜ fP,
≤ ˜ e 
P ˜ fP, (6.50)
where
Z =
 
gR(x)SRg 
R(x) −gR(x)SRM 
2 (x)
−M2(x)SRg 
R(x) M2(x)SR(x)M 
2 (x)
 
≥ 0. (6.51)
Thus, the PHSD (6.36)-(6.37) is passive with respect to ˜ y. Next, we consider
the port-Hamiltonian system (6.29), (6.30), (6.31) and compute its underlying
Dirac structure DP ◦ ˜ DI in the kernel form as,
⎡
⎣
I
0
0
⎤
⎦(−˙ x)+
⎡
⎣
J(x)
−˜ g (x)
−˜ g 
R(x)
⎤
⎦∇H(x)+
⎡
⎣
˜ gR(x)
−M2(x)B− 
0
⎤
⎦ ˜ fR+
⎡
⎣
0
0
I
⎤
⎦ ˜ eR +
⎡
⎣
˜ g(x)
−M(x)
B−1M 
2 (x)
⎤
⎦ ˜ fP +
⎡
⎣
0
I
0
⎤
⎦ ˜ eP =0 .
(6.52)
We next close the resistive ports ˜ fR, ˜ eR of DP ◦ ˜ DI by interconnecting it with
˜ RI, deﬁned in (6.93). That is, we impose the relationship ˜ fR = −B SRB˜ eR
and use Proposition 2.8 to obtain the composite structure DP ◦ ˜ DI ◦ ˜ RI as,
⎡
⎣
I
0
0
⎤
⎦(−˙ x)+
⎡
⎣
J(x)
−˜ g (x)
−˜ g 
R(x)
⎤
⎦∇H(x)+
⎡
⎣
˜ g(x)
−M(x)
M 
2 (x)
⎤
⎦ ˜ fP
+
⎡
⎣
0
I
0
⎤
⎦ ˜ eP =
⎡
⎣
˜ gR(x)SR
−M2(x)SR
−I
⎤
⎦ ˜ λ,
(6.53)
where ˜ λ ∈ Rp. Next, upon eliminating ˜ λ in the equation (6.53), we obtain the
port-Hamiltonian plant with dissipation (6.36)-(6.37), which thus concludes
the proof. 
Remark 6.4. It can be seen that, for any matrix
Z = Z  =
 
R(x) P(x)
P  (x) S(x)
 
≥ 0, (6.54)
the port-Hamiltonian system with dissipation (6.36)-(6.37)is passive with re-
spect tothe output ˜ y, with theHamiltonian satisfying (6.27). We now examine
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the generality of the matrices P(x) and S(x). We choose a general factoriza-
tion of Z given as,
Z =
 
R(x) P(x)
P  (x) S(x)
 
=
 
V (x)
W(x)
 
˜ R(x)
 
V  (x)
W  (x)
 
,
with V : X→Rn×p, W : X→Rm×p and ˜ R : X→Rp×p being a sym-
metric positive deﬁnite matrix. Now, upon matching, we get that R(x)=
gR(x)SRg 
R(x)=V (x) ˜ R(x)V  (x)andwithout lossofgenerality,wecanchoose
V = gR and ˜ R = SR. Having chosen so, the only other degree of freedom is
in the matrix W(x). Upon choosing W(x)=M 
2 (x), we recover the equation
(6.51). Thus, it can be seen that the matrix Z in equation (6.51) is without loss
of generality and the only degree of freedom available is in the matrix M2(x).

6.2.2 Swapping the Damping
In this section, we review a special procedure for generating an alternate
passive output for port-Hamiltonian systems with dissipation known as the
”swapping the damping” method which has been studied in [40]. In this ap-
proach, a port-Hamiltonian system with dissipation (6.36) is considered and
the matrix J(x) − R(x) is assumed to have full rank for all x. Then,
˙ H(x)=˙ x ∇H(x),
=˙ x [J(x) − R(x)]−1{˙ x − g(x)fP},
≤− ˙ x [J(x) − R(x)]−1g(x)fP, (6.55)
and hence the system is passive with respect to the output
˜ y = −g
 [J − R]
−  ˙ x. (6.56)
We now perform the following computations. We ﬁrst compute the matrix
M2(x) for this special choice of passive output (6.56). We begin by deﬁning
the matrix K(x) ∈ Rn×m as
K(x): =−[J(x) − R(x)]−1g(x), (6.57)
and compute
˜ fP = −g [J − R]−  ˙ x,
= K
 {[J − R]∇H + gfP},
= K {[J − R]∇H − [J − R]KfP},
= {g
  − 2K
 R}∇H − K
 [J − R]KfP, (6.58)
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where we have made use of (6.57). Now, by comparing (6.58) with the stan-
dard form (6.37), we obtain
P(x)=−R(x)K(x), (6.59)
M(x)=−K (x)J(x)K(x), (6.60)
S(x)=K
 (x)R(x)K(x). (6.61)
Further, the matrix M2(x) can be computed by comparing (6.61) with (5.5)
and using (6.57) as
M2(x)=g (x)[R(x) − J(x)]− gR(x). (6.62)
We thus see that when we change the passive output of the PHSD from
y = g ∇H(x) to (6.37), the underlying Dirac structure also changes from
(2.33)-(2.35) to (6.52) respectively. As we saw, the ”swapping the damping”
approach is a special case of the generalmethod for generating alternate pas-
sive outputs, which can be applied whenever [J(x) − R(x)] has full rank for
all x.
In the next section, we investigate the achievable Casimirs (and hence the
energy shaping possibilities) for a given port-Hamiltonian system with dissi-
pation by looking at its underlying Dirac structure and show how the achiev-
able Casimirs change when the underlying Dirac structure changes as we had
seen in the previous sections.
6.3 Achievable Casimirs for a Dirac structure
By knowing the underlying Dirac structure of a port-Hamiltonian system
with dissipation, we can determine the achievable Casimirs for the system
without the prior knowledge of the controller, by just using the knowledge of
the plant Dirac structure. Reference [23] studies the achievable Casimirs for
a given Dirac structure and we extend some of their ideas. In this regard, we
state the following lemma which is based on the similar lines as given in [23].
Lemma 6.5. Let x ∈X, withX being an ndimensional manifold,denote thestate of
the plant and ζ ∈ Rm denote the state of the (to be designed) controller. We consider
the state-modulated Dirac structure D given in (2.29) and deﬁne the set
˜ P1 := {eS |∃ (fP,e P) s.t (0,e S,0,0,f P,e P) ∈D } . (6.63)
Then, the achievable Casimir functions C(x,ζ) for the Dirac structure D for any kind
of power conserving interconnection are such that
∇xK(x,ζ) ∈ ˜ P2,
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where ˜ P2 is the set of smooth vector valued functions deﬁned as
˜ P2 := {f : Rn × Rm → Rn | f(x,ζ) ∈ ˜ P1;(∇xf(x,ζ)) = (∇xf(x,ζ))
 }.
(6.64)
In the case of a constant Dirac structure, the sets ˜ P1 and ˜ P2 are the same. 
We next use Lemma 6.5 to examine the achievable Casimirs for the Dirac
structures we had computed in the previous section.
6.3.1 Achievable Casimirs for a port-Hamiltonian system
without changing the passive input-output pair
Here we look at the Dirac structure (2.33)-(2.35)corresponding to the original
port-Hamiltonian system. The set ˜ P1 for this system is the collection of all eS
which satisfy
J(x)eS ∈ im(g(x)), (6.65)
g 
R(x)eS =0 . (6.66)
The equation (6.66)represents the well-known dissipation obstacle (also refer
to Chapter 1) which states that the Hamiltonian cannot be shaped in those
plant coordinates where natural damping occurs. Thus, we clearly see that
using theexternalporty in(2.15)forinterconnection with thecontrollerwould
not help to shape the Hamiltonian in those coordinates in which the natural
damping occurs.
6.3.2 Achievable Casimirs for a port-Hamiltonian system with
alternate passive input-output pair
Here, we consider the Dirac structure (6.2), (6.3) which is obtained upon
changing the external ports of the PHSD in (2.46), (4.3) to (˜ u, ˜ y). The set ˜ P1
for this Dirac structure would be the collection of all eS which satisfy
 
J
G 
 
eS ∈ im
 
−{G ˜ J
− 
2 }m {G ˜ J
− 
2 ˜ J3}m
−{ ˜ J1 ˜ J
− 
2 }m { ˜ J}− 
m
 
, (6.67)
Now, by using the equations (6.15) and (6.16), we obtain the more simpliﬁed
condition
⎡
⎣
J
g 
SRg 
R
⎤
⎦eS ∈ im
⎡
⎣
−{G ˜ J
− 
2 }m {G ˜ J
− 
2 ˜ J3}m
−{ ˜ J1 ˜ J
− 
2 }ULm×m { ˜ J− }ULm×m
−{ ˜ J
− 
2 }LLp×m { ˜ J
− 
2 ˜ J3}LLp×m
⎤
⎦. (6.68)
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Next, for the special case of ˜ u = u, we have the matrices ˜ J1, ˜ J2 and ˜ J3 as given
in (6.49). Upon substituting them in (6.67), we obtain the condition,
⎡
⎣
J(x)
g (x)
g 
R(x)
⎤
⎦eS ∈im
⎡
⎣
−g(x) − gR(x)SRM 
2 (x)0
M(x) − M2(x)SRM 
2 (x) Im
M 
2 (x)0
⎤
⎦ (6.69)
which when simpliﬁed yields
 
J(x)
g 
R(x)
 
eS ∈ im
 
−˜ g(x)
M 
2 (x)
 
. (6.70)
We now examine the swapping the damping case. It has been shown in
[40] and the references therein that this approach (in some examples) helps
to overcome the dissipation obstacle (refer to Chapter 1) and thus is useful
for stabilization of systems. We now show the same fact in a more general
setting by making use of the condition (6.70). We get by substituting (6.62) in
(6.70) that
 
J(x)
g 
R(x)
 
eS ∈ im
 
R(x)K(x) − g(x)
g 
R(x)[R(x) − J(x)]−1g(x)
 
. (6.71)
Quite interestingly, from equation (6.70) (compare with (6.65)-(6.66)), we can
see that the dissipation obstacle could possibly be overcome by a suitable
choice of the matrix M2(x). In fact, a necessary condition to overcome the
dissipation obstacle is that, M2  =0 . Equivalently stated, there has to neces-
sarily be a coupling between the resistiveports andthe external ports in order
to overcome the dissipation obstacle.
Remark 6.6. The clear advantage of our approach is that, given any new pas-
sive output of the form (6.37), we can compute the corresponding M2 matrix
and use (6.70) to study the achievable Casimirs. In this entire process, we
only have the plant and do not connect it yet to any controller. In this way,
our procedure predicts in advance whether a certain alternative passive out-
put would be helpful or not in overcoming the dissipation obstacle. 
We now consider some physical examples to illustrate the theory we have
developed so far.
6.4 Physical Examples
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6.4.1 Parallel RLC circuit
[69] Consider the parallel RLC circuit with dynamics,
 
˙ q
˙ φ
 
=
 
− 1
R 1
−10
   q
C
φ
L
 
+
 
0
1
 
fP, (6.72)
H =
q2
2C
+
φ2
2L
, (6.73)
eP =
φ
L
, (6.74)
where q, φ denote the charge in the capacitor and the ﬂux in the inductance
respectively, L denotes the inductance, R denotes the resistance and C de-
notes the capacitance. The system (6.72)-(6.74) is obtained from the port-
Hamiltonian system
 
˙ q
˙ φ
 
=
 
01
−10
   q
C
φ
L
 
+
 
0
1
 
fP +
 
1
0
 
fR,
eP =
φ
L
,
eR =
q
C
,
by closing its resistive ports by the relationship fR = − 1
ReR. Now, the achiev-
ableCasimirsforthisport-Hamiltonian systemsatisfy(6.65)-(6.66),fromwhich
we can conclude that they cannot depend either on q or φ.
We next consider the system (6.72) with a different output,
˜ eP = −
2q
RC
+
φ
L
+
u
R
, (6.75)
which has been obtained using the ”swapping the damping” approach. We
use (6.4) to obtain ˜ g(x)=
 
− 1
R
1
 
and (6.62) to obtain M2(x)=1 . We further
compute using (6.59)-(6.61)that,
P(x)=
 
− 1
R
0
 
,M (x)=0 ,S (x)=
1
R
.
Thus, the dynamical system (6.72) together with the output (6.75) can be also
obtained from the port-Hamiltonian system,
 
˙ q
˙ φ
 
=
 
01
−10
   q
c
φ
L
 
+
 
− 1
R
1
 
˜ fP +
 
1
0
 
˜ fR,
˜ eP = −
q
RC
+
φ
L
+ ˜ fR,
˜ eR =
q
C
− ˜ fP,
1406.4 Physical Examples
where ˜ fP = fP and ˜ fR =( 1
R)fP + fR, by closing the resistive ports by the
relationship ˜ fR = − 1
R˜ eR. Now, the achievable Casimirs C(x,ζ) for this port-
Hamiltonian system would satisfy (6.70) and hence we obtain that,
1
R
∇qC(x,ζ)=∇φC(x,ζ). (6.76)
Thus, we have Casimirs of the form C(q +
φ
R,ζ), depending on both the coor-
dinates, and hence the dissipation obstacle has been removed.
6.4.2 MEMS Optical Switch
We consider the MEMS optical switch system from [20] and show that the
class of new passive outputs which we have deﬁned does help to partially
overcome the dissipation obstacle but is not useful in shaping the energy in a
desired manner. We start by considering the system dynamics
⎡
⎣
˙ q
˙ p
˙ Q
⎤
⎦ =
⎡
⎣
010
−1 −b 0
00 −1
r
⎤
⎦
⎛
⎝
∇qH
∇pH
∇QH
⎞
⎠ +
⎡
⎣
0
0
1
r
⎤
⎦fP,
H =
p2
2m
+
1
2
k1q
2 +
1
4
k2q
4 +
Q2
2C(q)
,
eP =
Q
rC(q)
, (6.77)
where q, p denote the mechanical position and momentum respectively,Q de-
notes the charge in the capacitor. Further, k1, k2 denote the spring constants,
C denotes the capacitance and b>0,r > 0 are the constants correspond-
ing to the resistive elements. The above system has been obtained from the
port-Hamiltonian system
⎡
⎣
˙ q
˙ p
˙ Q
⎤
⎦ =
⎡
⎣
01 0
−100
00 0
⎤
⎦
⎛
⎝
∇qH
∇pH
∇QH
⎞
⎠ +
⎡
⎣
0
0
1
r
⎤
⎦fP +
⎡
⎣
00
10
01
⎤
⎦
 
fR1
fR2
 
,
(6.78)
with passive outputs eP =
Q
rC(q), eR =
  p
m
Q
C
 
, by closing the resistive ports
with the relationship
 
fR1
fR2
 
= −
 
b 0
0 1
r
 
eR.
From (6.65)-(6.66),we can conclude that the achievable Casimirs for (6.78) do
not depend either on q, p or Q.
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We next consider the output ˜ eP = −
Q
rC + 1
rfP which has again been ob-
tained using the “swapping the damping” approach. We use (6.4) to obtain
˜ g(x)=0and (6.62) to obtain M2(x)=
 
01
 
. We further compute using
(6.59)-(6.61)that
P(x)=
⎡
⎣
0
0
−1
r
⎤
⎦,M(x)=0 ,S(x)=
1
r
.
Thus, the MEMS optical switch system with the passive output ˜ y has been
obtained from the port-Hamiltonian system
⎡
⎣
˙ q
˙ p
˙ Q
⎤
⎦ =
⎡
⎣
01 0
−100
00 0
⎤
⎦
⎛
⎝
∇qH
∇pH
∇QH
⎞
⎠ +
⎡
⎣
0
˜ fR1
˜ fR2
⎤
⎦,
˜ eP = ˜ fR2,
˜ eR =
 
∇pH
∇QH − ˜ fP
 
,
where ˜ fP = fP, ˜ fR1 = fR1, ˜ fR2 =( 1
r)fP + fR2, by closing the resistive ports
by the relationship
  ˜ fR1
˜ fR2
 
= −
 
b 0
0 1
r
 
˜ yR.
Finally, by using (6.70), we conclude that the achievable Casimirs C(x,ζ) for
the above port-Hamiltonian system depend only on the charge Q and are
independent of the mechanical coordinates q and p. But, from a control per-
spective we would always want to shape the mechanical position and not the
charge. Hence, the output ˜ eP helps in overcoming the dissipation obstacle by
allowing the possibility to have Casimirs involving Q but is not useful in this
example because the mechanical position cannot be shaped.
Remark 6.7. Using the condition (6.68), we can easily check that the achiev-
able Casimirs for the MEMS system will not depend on the mechanical po-
sition coordinates (q,p) for any given matrices ˜ J1, ˜ J2 and ˜ J3 satisfying the
conditions (6.15), (6.16), (6.17) and (6.18). Hence, it not possible to shape the
mechanical coordinates for the MEMS system by the Control by Interconnec-
tion method. The reason for this is mainly due to lack of effective coupling
terms between the electrical and mechanical coordinates in the interconnec-
tion matrix J, which is crucial, as can be seen from (6.68), in determining the
achievable Casimirs for the system. A possible answer to this question would
be to look at Dirac structure interconnections which also shape the system’s
interconnection matrix.
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6.5 Generating alternate passive outputs for PHSD
by change of Hamiltonian
In the previous section, we had seen how to generate new passive outputs
for port-Hamiltonian systems with dissipation by opening the resistive ports
of the original plant Dirac structure and composing it with a new intercon-
nection Dirac structure and a new Resistive structure. In that approach, we
had retained the original energy storing ports (fS = −˙ x,eS = ∇H(x)) of
the plant. However, new passive outputs can also be generated by changing
the Hamiltonian function H(x). To show this, consider the port-Hamiltonian
system with dissipation (2.46)-(2.47) and assume that there exists a full rank
matrix Fd, which is a solution to the partial differential equation
∇{F
−1
d F∇H} =[ ∇{F
−1
d F∇H}]  (6.79)
where Fd = Jd − Rd with Jd : X→Rn×n, J 
d = −Jd, Rd : X→Rn×n,
R 
d = Rd ≥ 0 and F = J − R. Then, from (6.79), we have the relation
[J(x) − R(x)]∇H(x)=[ Jd(x) − Rd(x)]∇Hd(x) (6.80)
for some function Hd : X→R and thus the system (2.46) can be written as
˙ x = {Jd(x) − Rd(x)}∇Hd(x)+g(x)fP, (6.81)
with ˙ Hd(x) ≤{ ∇ Hd(x)} g(x)fP. Further, if the function Hd(x) ≥ 0 for every
x ∈Xthen the system (2.46) (equivalently (6.81)) is passive with respect to
the new output ˜ eP = g (x)∇Hd(x) and ˙ Hd ≤ f 
P ˜ eP.
We now perform a similar analysis as we did in Section 6.2 and show how
to obtain the PHSD
˙ x =[ Jd(x) − Rd(x)]∇Hd(x)+g(x)fP, (6.82)
˜ eP = g (x)∇Hd(x), (6.83)
from the original PHSD (2.46)-(2.47).
We explain our procedure with the help of ﬁgures.
i) Asbefore,we denote DP asthe plant Diracstructure, DI asthe intercon-
nection DiracstructureandRP, RI asthe resistivestructures. Figure6.5
shows a PHSD, whose underlying Dirac structure is DP (with (fS,e S),
(fP,e P), (fR,e R) beingthe energystoring ports, externalports, resistive
ports respectively)andit iscomposed with theresistiverelationship RP
by closing its resistive ports. In other words, Figure 6.5 represents the
composite structure DP ◦R P.
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ii) We next open the resistive ports (fR,e R) of DP ◦R P which gives us
the original plant Dirac structure DP. We then consider another Dirac
structure DI with ports ( ¯ fS, ¯ eS), ( ¯ fP, ¯ eP), ( ¯ fR, ¯ eR), ( ˜ fS, ˜ eS), ( ˜ fP, ˜ eP) and
( ˜ fR, ˜ eR). Figure 6.6 shows these two Dirac structures. Additionally, the
interconnection Dirac structure DI satisﬁes ˜ fS = fS and ˜ fP = fP.
iii) We next compose the Dirac structures DP and DI using the canonical
interconnection
fS = ¯ fS,e S = −¯ eS,f P = ¯ fP,e P = −¯ eP,f R = ¯ fR,e R = −¯ eR.
This leads to the composite structure DP ◦D I with new energy storing
ports ( ˜ fS(= fS), ˜ eS), new external port variables ( ˜ fP(= fP), ˜ eP) and
new resistive port variables ( ˜ fR, ˜ eR). The situation is shown in Figure
6.7.
iv) Finally, we close the new resistive ports (˜ fR, ˜ eR) of the composite Dirac
structure DP ◦D I by composing it with the resistive structure RI to
obtain the composite Dirac with resistive structure, DP ◦DI ◦R I, which
actually represents a PHSD as shown in the Figure 6.8.
Similar to the previous section, our aim is to select the interconnection Dirac
structure DI and the new resistivestructure RI in such a mannerthat DP ◦RP
and DP ◦D I ◦R I represent the same physical system, that is, the system dy-
namics (equation for ˙ x) remains the same. However, the former representa-
tion is passive with respect to the input-output pair (fP,e P) while the latter
representationispassive with respectto the input-output pair( ˜ fP(= fP), ˜ eP).
Moreover, unlike in the previous section, we also modify the energy storing
ports from (fS,e S) to (fS, ˜ eS) where ˜ eS of the PHSD DP ◦D I ◦R I reﬂects the
new Hamiltonian function Hd (refer to (6.81)) which would be the new stor-
age function. Thus, we see that, in this procedure, we generate new passive
outputs by changing the Hamiltonian function.
We next state the following proposition.
Proposition 6.8. Let matrices N : X→Rn×n with N  = −N, W1 : X→Rn×p,
˜ gR : X→Rn×p be general state dependent matrices smooth in their arguments and
satisfy the following conditions.
i) The matrices {In − N(x)J(x)}, {In + W1(x)˜ g 
R(x)} have full rank for all
x ∈X,
ii) The matrix Rd : X→Rn×n is symmetric positive semi-deﬁnite where
Rd = {R +˜ gRW  
1 J}{In − NJ}−1{In + W1˜ g 
R}, (6.84)
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Dp
Rp
fP
eP
fS
eS fR
eR
Figure 6.5: Original PHSD system
Dp DI
fS
eS
˜ eP
˜ fP(= fP) ¯ fP
¯ eP
fP
eP
fR
eR
˜ fS(= fS)
˜ eS
˜ fR
˜ eR
¯ fS
¯ eS
¯ fR
¯ eR
Figure 6.6: Plant Dirac structure DP with resistive ports opened (left) and
interconnection Dirac structure DI (right)
Dp DI
˜ eP
˜ fP(= fP)
fS = − ¯ fS, eS =¯ eS
fR = − ¯ fR, eR =¯ eR
fP = − ¯ fP
eP =¯ eP
˜ fS(= fS)
˜ eS
˜ fR
˜ eR
Figure 6.7: DP ◦D I
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Dp DI
RI
˜ eS
˜ fR
˜ eR
˜ fP(= fP)
˜ fS(= fS)
˜ eP
fS = − ¯ fS, eS =¯ eS
fR = − ¯ fR, eR =¯ eR
fP = − ¯ fP
eP =¯ eP
Figure 6.8: DP ◦D I ◦R I
iii) The following integrability condition is satisﬁed
∇({In+W1˜ g
 
R}
−1{In−NJ}∇H)=[ ∇({In+W1˜ g
 
R}
−1{In−NJ}∇H)]
 ,
(6.85)
and there exists a positive deﬁnite function Hd : X→R such that
∇Hd = {In + W1˜ g
 
R}
−1{In − NJ}∇H, (6.86)
where the matrices J(x), R(x) are the original interconnection and damping
matrices while H(x) is the original Hamiltonian function appearing in (2.46).
Consider the interconnection Dirac structure DI given by the graph of the skew-
symmetric map
⎡
⎢
⎢ ⎢
⎢
⎢
⎢
⎣
¯ eS
¯ eP
¯ eR
˜ fS
˜ fP
˜ fR
⎤
⎥
⎥ ⎥
⎥
⎥
⎥
⎦
=
⎡
⎢
⎢ ⎢
⎢
⎢
⎢
⎣
NN g N g R In 0 W1
g Ng  Ng g NgR 0 Im g W1
g 
RNg  
RNg g 
RNgR 00 W3
−In 00 0 0 0
0 −Im 00 0 0
−W  
1 −W  
1 g −W  
3 00 0
⎤
⎥
⎥ ⎥
⎥
⎥
⎥
⎦
⎡
⎢
⎢ ⎢
⎢
⎢
⎢
⎣
¯ fS
¯ fP
¯ fR
˜ eS
˜ eP
˜ eR
⎤
⎥
⎥ ⎥
⎥
⎥
⎥
⎦
, (6.87)
where ¯ fS, ˜ fS ∈ Rn, ¯ fP, ˜ fP ∈ Rm, ¯ fR ∈ Rp, ˜ fR ∈ Rp represent the ﬂows and
¯ eS, ˜ eS ∈ Rn, ¯ eP, ˜ eP ∈ Rm, ¯ eR ∈ Rp, ˜ eR ∈ Rp represent the corresponding efforts
and the matrix W3 : X→Rp×p satisﬁes the relation
gR(x)=˜ gR(x){W
 
3 (x) − W
 
1 (x)gR(x)}. (6.88)
Then, the composition of the plant Dirac structure DP (given by (2.33)-(2.35))with
the interconnection Dirac structure DI (given by (6.87)), using the canonical rela-
tionship fS = ¯ fS, eS = −¯ eS, fP = − ¯ fP, eP =¯ eP, fR = − ¯ fR, eR =¯ eR yields the
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resultant Dirac structure DP ◦D I represented by the port-Hamiltonian system
˙ x = Jd(x)∇Hd(x)+g(x)fP +˜ gR(x) ˜ fR, (6.89)
˜ eP = g
 (x)∇Hd(x), (6.90)
˜ eR =˜ g 
R(x)∇Hd(x), (6.91)
where
Jd(x)={I +˜ gR(x)W
 
1 (x)}J(x){I − N(x)J(x)}
−1{I + W1(x)˜ g
 
R(x)}. (6.92)
Consider next the Resistive structure given by
RI := {( ˆ fR, ˆ eR) ∈F R ×F
∗
R | ˆ fR = ˜ SRˆ eR}, (6.93)
where ˜ SR = ˜ S 
R ≥ 0 is a p × p matrix that satisﬁes the relation
˜ gR ˜ SR˜ g 
R = {R +˜ gRW  
1 J}{In − NJ}−1{In + W1˜ g 
R}. (6.94)
Then, the composition of the Dirac structure DP ◦D I (represented by (6.89)-(6.91))
with the Resistive structure (6.93) yields the resultant structure DP ◦DI ◦RI which
represents the port-Hamiltonian system with dissipation given by
˙ x =[ Jd(x) − Rd(x)]∇Hd(x)+g(x)fP, (6.95)
˜ eP = g(x) ∇Hd(x), (6.96)
where the matrix Rd satisﬁes the equation (6.84).
Proof. We ﬁrst show that the new port variables ˜ eS(= ∇Hd(x)), ˜ eP, ˜ eR satisfy
the equations (6.90), (6.91). For doing so, we consider the ﬁrst equation of
(6.87) and evaluate the following:
¯ eS = N{ ¯ fS+g ¯ fP+gR ¯ fR}+˜ eS+W1˜ eR, (6.97)
=>eS = −N{fS + gfP + gRfR}+˜ eS+W1˜ eR, (6.98)
=>eS = NJeS+˜ eS+W1˜ eR, (6.99)
=>˜ eS = {In − NJ}eS − W1˜ eR. (6.100)
We next consider the second equation of (6.87) and evaluate the following:
¯ eP = g
 N{ ¯ fS+g ¯ fP+gR ¯ fR}+˜ eP +g
 W1˜ eR, (6.101)
=>e P = −g N{fS+gfP+gRfR}+˜ eP+g W1˜ eR, (6.102)
=>g
 eS = g
 NJeS+˜ eP +g
 W1˜ eR, (6.103)
=> ˜ eP = g {{In − NJ}eS − W1˜ eR}, (6.104)
=> ˜ eP = g
 ˜ eS, (6.105)
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where we have used (6.100) in (6.104) to obtain (6.105). We next consider the
third equation of (6.87) and evaluate the following:
¯ eR = g 
RN{ ¯ fS + g ¯ fP + gR ¯ fR} + W3˜ eR, (6.106)
=>e R = −g
 
RN{fS + gfP + gRfR} + W3˜ eR, (6.107)
=>g  
ReS = g 
RNJeS + W3˜ eR, (6.108)
=>W 3˜ eR = g
 
R{In − NJ}eS. (6.109)
Next, substituting (6.100) in (6.109), we obtain that
{W3 − g 
RW1}˜ eR = g 
R˜ eS,
=> {W3 − g
 
RW1}˜ eR = {W3 − g
 
RW1}˜ g
 
R˜ eS, (6.110)
where we have used (6.88) to obtain (6.110). Since, the matrix {W3 − g 
RW1}
has a full rank, equation (6.110) leads to (6.91). Next, by using (6.91) and
(6.100) we obtain that
˜ eS = {In + W1˜ g 
R}−1{In − NJ}eS, (6.111)
=> ∇Hd(x)={In + W1˜ g
 
R}
−1{In − NJ}∇H(x), (6.112)
which yields the relationship between the old and new Hamiltonian func-
tions.
We now consider the last equation of (6.87) and perform the following set
of computations,
˜ fR = −W  
1 { ¯ fS + g ¯ fP}−W 
3 ¯ fR, (6.113)
= W
 
1 {fS + gfP} + W
 
3 fR, (6.114)
= W  
1 {−JeS − gRfR} + W  
3 fR, (6.115)
= {W
 
3 − W
 
1 gR}fR − W
 
1 JeS, (6.116)
=>g RfR =˜ gR ˜ fR +˜ gRW  
1 Jes, (6.117)
where we have used the equation (6.88) to obtain (6.117). We next recall from
(2.33), (2.35) that
−fS = JeS + gfP + gRfR. (6.118)
Substituting (6.117) in (6.119) we obtain
−fS = {In +˜ gRW  
1 }JeS + gfP +˜ gR ˜ fR. (6.119)
Finally, using (6.111)-(6.112)in (6.119) yields equation (6.89).
If we now close the new resistive ports in (6.89) by imposing ˜ fR = −˜ SR˜ eR
and use the relations (6.84), (6.94),we obtain (6.95)in a straight forward man-
ner which completes the proof. 
1486.6. Conclusions
Remark 6.9. The class of passive outputs for a PHSD can be enlargedby com-
bining the theory of Sections 6.2 and 6.5. The ﬁrst step would be to modify
the Hamiltonian function and the interconnection, damping matrices to yield
the PHSD (6.95)-(6.96). The next step would then be to follow the procedure
outlined in Section 6.2 to generate new input-output pairs. It is clear that
this combined process would increase the scope of generating the desired
Casimir functions. In particular, for the MEMS optical switch example the
interconnection matrix J(x) lacked coupling terms between the electrical and
mechanical coordinates (see Remark 6.7) and hence the modiﬁcation of the
interconnection matrix from J(x) to Jd(x) could possibly solve this problem.
However, the generation of new passive outputs via change of Hamiltonian
requires solving a set of partial differential equations (see (6.85) and (6.86))
which makes the method difﬁcult to implement in practise.
6.6 Conclusions
We considered port-Hamiltonian systems with dissipation and showed that
when a new passive input-output pair is considered, the underlying Dirac
structure also changes. We deﬁned a general class of new input-output pairs
which make the system passive, computed the new underlying Dirac struc-
ture and characterized the set of all achievable Casimirs for this new Dirac
structure. We then considered the special case where the original input is re-
tained and a new passive output is computed. We deﬁned a general class of
new passive outputs for the PHSD and showed (on the basis of the achiev-
able Casimirs) the precise form of the so-called dissipation obstacle and how
the obstacle may be removed by changing the passive output. We reviewed
the well known “swapping the damping” approach used for computing new
passive outputs and showed that it can be obtained as a special case within
our general class of outputs. We then considered the examples of the RLC-
circuit and MEMSoptical switch and studied the role played by the new class
of passive outputs in shaping the system’s energy. We ﬁnally studied the pos-
sibility of generating new passive outputs for PHSD by modifying as well the
Hamiltonian function and showed a constructive procedure for the same.
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Outlook and future research
”Do not worry about your problems with mathematics. I assure you
mine are far greater.” - Albert Einstein.
7.1 Summary
In this thesis we had focussed on two control related problems in the context
of port-Hamiltonian systems with dissipation (PHSD): (1) Observer design
and output feedback stabilization, (2) Energy shaping by using alternate pas-
sive input-output pairs. With regard to the ﬁrst problem, we concentrated
mainly on mechanical systems in Chapters 3 and 5 whereas in Chapter 4 we
studied observer design for special class of port-Hamiltonian systems which
also included electro-mechanical systems. We focussed on the second prob-
lem in Chapter6 where we exploredthe possibility of generating new passive
input-output pairs for a PHSD and investigated their role in shaping the sys-
tem’s energy via the control by interconnection method.
7.2 Contributions of the Thesis
The contributions of the thesis can be summarized as follows:
• Chapter 3: A special class of mechanical systems SPLvCC were identiﬁed
which can be partially linearized in the pseudo-momenta via a change
of coordinates. The class of mechanical systems satisfying the above
property was shown to be completely determined by an if and only if
condition on the system’s inertia matrix (3.5), (3.6) which involves the
solvability of a set of partial differential equations. The class SPLvCC is
larger than the class of mechanical systems reported in the literature in
the context of linearization and observer design. Further, the physical
and differential geometric interpretation of the if and only if condition
was studied and a number of interesting physical examples satisfying
those conditions were presented.
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A constructive observer design procedure using the immersion and in-
variance (I & I) technique was proposed for SPLvCC systems to estimate
the velocity by using the position measurements. A separation princi-
ple was proved for the combination of the I & I observer and an asymp-
totically stabilizing full-state feedback controller obtained using the In-
terconnection and Damping assignment Passivity Based Control (IDA-
PBC) approach. The proposed theory was veriﬁed by performing sim-
ulations on the classical inverted pendulum on cart system.
• Chapter 4: Full-order observer design using a passivity based approach
was proposed for a special class of port-Hamiltonian systems that are
afﬁne in the unmeasured state. The notion of passivity was extended
to a manifold unlike the existing notion of passivity of a system which
is usually deﬁned with respect to a single point in the state space. The
SPLvCC systems come under the class of systems proposedin this chapter.
The observer construction again involves solving a set of partial dif-
ferential equations which has been demonstrated for some well-known
physical examples. Because of the passivity properties, the observer
is expected to show a certain amount of robustness in comparison to
the reduced order observer considered in the previous chapter. Simula-
tions were performed on the inverted pendulum on cart system and the
observer was shown to be robust to disturbances in the position mea-
surements. A separation principle was proved for the combination of
the passivity-basedobserver andan asymptotically stabilizing full-state
feedback controller obtained using the IDA-PBC approach. The sepa-
ration principle was veriﬁed by performing simulations on the bench-
mark magnetic levitation system.
• Chapter 5: A constructive observer design methodology using the im-
mersion and invariance (I & I) technique with dynamic scaling was
proposed for a general class of mechanical systems with kinematic con-
straints, to estimate the velocity using the position measurements. The
proposed observer design simpliﬁes for mechanical systems without
constraints and for SPLvCC systems.
The advantages of the proposed approach over the observer designs
considered in chapters 3 and 4 are:
(1) The current methodology is applicable to all classes of mechanical
systems with constraints. (It should however be noted that the class of
systems considered in Chapter 4 also allow for electromechanical sys-
tems unlike in chapters 3 and 5.)
(2) The observer design method avoids the necessity to solve (analyti-
cally) any partial differential equation (which are encountered in Chap-
ters 3 and 4) and rather tries to approximate the solution of the PDE.
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The disadvantages of the approach of Chapter 5 are:
(1) The resultant observer dynamics is quite complex and has a large
dimension when compared to the observers in Chapters 3 and 4.
(2) The observer design involves solving some scalar integrals (to com-
pute the function β) whose explicit solution might not be guaranteed.
(However the scalar integrations can always be numerically performed
leading to the numerical implementation of the observer.)
• Chapter 6: A class of alternate passive input-output pairs were gener-
ated for port-Hamiltonian systems with dissipation (PHSD) by follow-
ing a constructive approach. It was shown that by changing the input-
output pair of the PHSD, the underlying Dirac structure also changes.
The set of all achievable Casimirs was characterized for this new Dirac
structure by providing certain necessary conditions. These conditions
can be used to check a priori whether the proposed new passive input-
output pair, when used for interconnection with the controller, would
help in shaping the system’s energy along the desired coordinate.
7.3 Recommendations for future work
Some open questions are currently under investigation:
• Euclidean systems are mechanical systems for which there exist coor-
dinates in which the equations of motion become linear in the absence
of the potential energy term. Equivalently, a mechanical system is Eu-
clidean if and only if the Riemann symbols of the inertia matrix are
identically zero. Similar to the characterization of Euclidean systems, it
would be interesting to characterizethe class of PLvCC systems, that is,
derivenecessary and sufﬁcient conditions on the inertia matrixto verify
the skew-symmetry condition (3.5), (3.6).
• The solvability of the PDEs arising in (3.5), (3.6) is a widely open ques-
tion. These PDEs are in general highly nonlinear and quite involved.
They were shown to be solvable for the robotic leg system and not-
solvable for the classical ball–and–beam system.
• It is possible to show that manipulators with more than one rotational
joint are not Euclidean. In other words, their mass matrix M does not
belong to SZRS. However, it remains open at this point whether they
belong to the set ST, or to the larger set SPLvCC.
• Similar to PLvCC systems, it would be worthwhile to consider mechan-
ical systems with kinematic constraints and derive necessary and sufﬁ-
cient conditions for partially linearizing the system in the pseudo mo-
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menta. It would be interesting to ﬁnd some physical examples which
satisfy those conditions.
• Extension of the I & I observer design techniques in Chapter 5 to me-
chanical systems with switching dynamics. For example, a bi-pedal
running robotmodelhasthreedifferentphases: (1)whenoneleg(stance
leg) is in contact with the ground and acts as a pivot while the other leg
(swing leg) rotates about it; (3) when both the legs are in the air; (3)
when both legs are in contact with the ground. It would be interesting
to design a hybrid observer for such a robot.
• By using a state modulated standard feedback interconnection in the
CbI methodology and upon restricting the plant and controller dynam-
ics to the multi-level set containing the Casimirs, we obtain a closed-
loop PHSD which has the same interconnection and damping struc-
ture as the plant but with a modiﬁed Hamiltonian (refer to Chapter 1).
This closed-loop PHSD can also be obtained using the basic IDA-PBC
methodology in which the interconnection and damping matrices are
not modiﬁed. Refer to [63] where the two methods are shown to be
equivalent. However, the gap between the CbI and the general IDA-
PBC methodology (where the interconnection and damping matrices
are also modiﬁed) has remained unbridged.
The CbI methodology using standardfeedbackinterconnection (as seen
in Chapter 1) involves interconnecting only the external ports. How-
ever, in Chapter 6 we had explored power conserving interconnections
between Dirac structures which involve the energy storing ports, resis-
tive ports and external ports. We showed how such interconnections
can be used to generate new alternate passive outputs for a PHSD and
(particularly in section 6.5) we saw that such interconnections lead to
change of the interconnection and damping matrices along with the
Hamiltonian.
Hence, it would be interesting to employ the CbI methodology using
power conserving interconnections that go beyond standard feedback
interconnection and involve all the ports as considered in Chapter 6.
We conjecture that it should lead to a closed-loop PHSD with modiﬁed
interconnection and damping structures in addition to modiﬁcation of
the Hamiltonian. The next natural step would be to explore the equiv-
alence between this new CbI methodology and the existing IDA-PBC
methodology.
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164Summary
In this thesis we focussed on two control related problems in the context of
port-Hamiltonian systems with dissipation (PHSD): (1) Observer design and
output feedback stabilization, (2) Energy shaping by using alternate passive
input-output pairs. With regard to the ﬁrst problem, we concentrated mainly
on mechanical systems in Chapters 3 and 5 whereas in Chapter 4 we stud-
ied observer design for special class of port-Hamiltonian systems which also
included electro-mechanical systems. We focussed on the second problem in
Chapter 6 wherewe exploredthe possibility of generating new passive input-
output pairs for a PHSD and investigated their role in shaping the system’s
energy via the control by interconnection method.
In Chapter 3, we identiﬁed a special class of mechanical systems SPLvCC which
can be partially linearized in the pseudo-momenta via a change of coordi-
nates. The class of mechanical systems satisfying the above property was
shown to be completely determined by an if and only if condition on the
system’s inertia matrix which involves the solvability of a set of partial dif-
ferential equations. The class SPLvCC is larger than the class of mechanical
systems reported in the literature in the context of linearization and observer
design. Further, the physical and differential geometric interpretation of the
if and only if condition was studied and a number of interesting physical ex-
amples satisfying those conditions were presented. A constructive observer
design procedure using the immersion and invariance (I & I) technique was
proposed for SPLvCC systems to estimate the velocity by using the position
measurements. A separation principle was proved for the combination of the
I & I observer and an asymptotically stabilizing full-state feedback controller
obtained using the Interconnection and Damping assignment Passivity Based
Control (IDA-PBC) approach. The proposed theory was veriﬁed by perform-
ing simulations on the classical inverted pendulum on cart system.
In Chapter 4, we proposed a full-order observer design methodology for a
special class of port-Hamiltonian systems that are afﬁne in the unmeasured
state by using a passivity based approach. The notion of passivity was ex-
tended to a manifold unlike the existing notion of passivity of a system which
is usually deﬁned with respect to a single point in the state space. The SPLvCC
systems come under the class of systems proposed in this chapter. The ob-
server construction again involves solving a set of partial differential equa-
tions which has been demonstrated for some well-known physical examples.
165Because of the passivity properties, the observer is expected to show a certain
amount of robustness in comparison to the reduced order observer consid-
ered in Chapter 3. Simulations were performed on the inverted pendulum on
cart system and the observer was shown to be robust to disturbances in the
position measurements. A separation principle was proved for the combi-
nation of the passivity-based observer and an asymptotically stabilizing full-
state feedback controller obtained using the IDA-PBC approach. The sepa-
ration principle was veriﬁed by performing simulations on the benchmark
magnetic levitation system.
In Chapter 5 we proposed a constructive observer design methodology using
the immersion and invariance (I & I) technique with dynamic scaling for a
general class of mechanical systems with kinematic constraints, to estimate
the velocity using the position measurements. The proposed observer design
simpliﬁes for mechanical systems without constraints and for SPLvCC systems.
The advantages of the proposed approach over the observer designs consid-
ered in chapters 3 and 4 are that, the current methodology is applicable to all
classes of mechanical systems with constraints and the method avoids the ne-
cessity to solve (analytically) any partial differential equation and rather tries
to approximate the solution of the PDE. However, the resultant observer dy-
namics is quite complex and has a large dimension when compared to the ob-
servers in Chapters 3 and 4. Secondly, the proposed observer design involves
solving some scalar integrals whose explicit solution might not be guaran-
teed. However the scalar integrations can always be numerically performed
leading to the numerical implementation of the observer.
In Chapter 6, we generate a class of alternate passive input-output pairs for
port-Hamiltonian systems with dissipation (PHSD) by following a construc-
tive approach. We show that by changing the input-output pair of the PHSD,
the underlying Dirac structure also changes. We characterize the set of all
achievable Casimirs for this new Dirac structure by providing certain neces-
sary conditions. These conditions can be used to check a priori whether the
proposed new passive input-output pair, when used for interconnection with
the controller, would help in shaping the system’s energy along the desired
coordinate.
166Samenvatting
In dit proefschrift worden twee problemen behandeld die van belang zijn
voor de regeling van poort-Hamiltonse systemen met dissipatie (PHSD): (1)
Waarnemerontwerp en stabilisatie door middel van uitgangsterugkoppeling,
(2) Aanpassen van de energiefunctie van het systeem met behulp van alter-
natieve passieve ingangs-uitgangsparen. Met betrekking tot het eerste prob-
leem houden hoofdstukken 3 en 5 zich voornamelijk bezig met mechanische
systemen, terwijl hoofdstuk 4 zich richt op waarnemerontwerp voor een spe-
ciale klasse van poort-Hamiltonse systemen die ook elektro-mechanischesys-
temen omvat. Het tweede probleem wordt bestudeerd in hoofdstuk 6, waar
de mogelijkheid van het genereren van nieuwe passieve ingangs-uitgangs
paren voor een PHSD, en hun rol in het aanpassen van de energiefunctie van
het systeem via de ’control by interconnection’ methode, wordt onderzocht.
In hoofdstuk 3 wordt een speciale klasse van mechanische systemen SPLvCC
geidentiﬁceerd, die gedeeltelijk kunnen worden gelineariseerd in de pseudo-
impulsen via een coordinatentransformatie. Deze klasse van mechanische
systemen wordt volledig bepaalddoor een noodzakelijke en voldoende voor-
waarde op de massa-matrix van het systeem voor de oplosbaarheid van een
stelsel partiele differentiaalvergelijkingen. De klasse SPLvCC is groter dan de
klassevanmechanischesystemendietotnutoeindeliteratuurwordtbeschouwd
in de context van linearisatie en waarnemerontwerp. Verder wordt de fysis-
che en differentiaalmeetkundige interpretatie van de noodzakelijke en vol-
doende voorwaarde onderzocht, en worden een aantal interessante fysische
voorbeelden die aan deze voorwaarde voldoen uitgewerkt. Een construc-
tief waarnemerontwerp met behulp van de ’Imbedding en Invariance’ (I &
I) techniek wordt voorgesteld voor SPLvCC systemen om snelheidvariabelen
te schatten op basis van de positiemetingen. De geldigheid van het sepa-
ratieprincipe wordt aangetoond voor de combinatie van de I & I waarne-
mer met een stabiliserende toestandsterugkoppeling verkregen met behulp
van de ’Interconnection and Damping’ passiviteitsgebaseerde (IDA-PBC) be-
nadering. De ontwikkelde theorie is getest in simulaties voor het klassieke
systeem van een kar met omgekeerde slinger.
In hoofdstuk 4 wordt een methodologie voor waarnemerontwerp ontworpen
voor een speciale klasse van poort-Hamiltonse afﬁenesystemen, door middel
van een passiviteitsgebaseerde benadering. De notie van passiviteit wordt
uitgebreid tot passiviteit met betrekking tot een verzameling, in tegenstelling
tot de bestaande notie van passiviteit die doorgaans wordt gedeﬁnieerd met
betrekking tot een punt in de toestandsruimte. Deze methodologie is onder
167andere toepasbaar op SPLvCC systemen. De waarnemerconstructie is opnieuw
gebaseerd op het oplossen van een stelsel van partiele differentiaalvergeli-
jkingen, en wordt voor een aantal bekende fysische voorbeelden uitgewerkt.
Opbasisvandepassiviteitseigenschappenkanverwachtwordendatdewaarne-
mer een hogere mate van robuustheid zal bezitten dan de gereduceerde-orde
waarnemer beschouwd in hoofdstuk 3. Simulaties zijn uitgevoerd op het sys-
teem van een kar met omgekeerde slinger, in welk geval de waarnemer be-
stand bleek tegen verstoringen in de positiemetingen. Een separatieprincipe
is aangetoond voor de combinatie van de passiviteitsgebaseerde waarnemer
en een stabiliserende toestandsterugkoppeling verkregen met behulp van de
IDA-PBC aanpak. De geldigheid van het separatieprincipe is ook nagegaan
in simulaties van het magnetische levitatie systeem, dat vaak als testvoor-
beeld wordt gebruikt.
In hoofdstuk 5 wordt een constructieve methodiek voor snelheidswaarne-
merontwerp ontworpen met behulp van de ’Inbedding en Invariance’ (I &
I) techniek met dynamische schaling, voor een algemene klasse van mech-
anische systemen met kinematische nevenvoorwaarden. Het voorgestelde
waarnemerontwerpvereenvoudigtvoormechanischesystemen zonderneven-
voorwaarden en voor SPLvCC systemen. De voordelen van deze aanpak ten
op zichte van het waarnemerontwerp in hoofdstukken 3 en 4 zijn dat de
voorgestelde methode toepasbaar is op alle klassen van mechanische syste-
men met nevenvoorwaarden, en dat het niet nodig is de partiele differenti-
aalvergelijkingen analytisch op te lossen, maar dat een benadering volstaat.
De resulterendewaarnemerdynamicais echter vrij complex en heeft een hoge
dimensie in vergelijking met de waarnemers in hoofdstukken 3 en 4. Verder
maakt het voorgestelde waarnemerontwerp gebruik van het oplossen van
bepaaldescalaireintegralen waarvande expliciete oplossing niet kan worden
gegarandeerd. Deze scalaire integraties kunnen wel altijd numeriek worden
uitgevoerd, hetgeen leidt tot een numerieke implementatie van de waarne-
mer.
In hoofdstuk 6 genererenwe een grote klasse van alternatieve passieve input-
output paren voor poort-Hamiltonse systemen met dissipatie (PHSD). We to-
nen aan datdoor het veranderenvan het ingangs-uitgangs paarvan de PHSD
ook deonderliggendeDirac-structuurverandert. Wekarakteriserendeverza-
meling van alle bereikbareCasimirfuncties voor deze nieuwe Dirac-structuur
door middel van bepaalde noodzakelijke voorwaarden. Deze voorwaarden
kunnen worden gebruikt om a priori na te gaan of een nieuw passief input-
output paar extra mogelijkheden biedt in het aanpassen van de energiefunc-
tie als functie van de gewenste coordinaten d.m.v. een interconnectie met een
dynamische regelaar.
168सारांश 
इस थीिसस म  हमने पोटर्- हैिमलटोिनयन िसस्टम के संदभर् म , कण् ोल से संबंिधत दो महत्वपूणर् 
समस्याव  पर ध्यान केिन् त िकया है: 
(१)  ओब्सेव र िडजाईन तथा आउटपुट फीडबैक िस्थिरकरण : हमने यांि क िसस्टम  का 
एक िवशेष वगर् पहचाना है िजनक े  डायनिमक्स को िसस्टम के गित िनद शांक  म   
आंिशक रूप से समीकरण िकया जा सकता है |  आगे से  यह िवशेष वगर् Splvcc के 
नाम से कहलायेगा | हमने Splvcc के भौितक तथा अंतर ज्यािमतीय की िवशेषताव   
पर अध्ययन िकया है | हमने Splvcc के िलए ओब्सेव र िडजाईन का  स्ताव िकया है 
जहाँ पर, हमने यह  हण िकया है िक िस्थित िनद शांक को हम माप सकते है अथार्त, 
यह हमारा आउटपुट रहेगा और, गती िनद शांक को हम ओब्सेव र िडजाईन के  ारा 
 ाकलन कर गे | इसक े बाद हमने सार े यांि क िसस्टम  के िलए ओब्सेव र िडजाईन 
बनाये |  य ह ा ँ प र  ह म न े उ न  य ा ंि क  िसस्टम   पर  भी  ध्यान  िदया  जो िकनेमिटक 
कनस् ेन से  भािवत है और उनके िलए ओब्सेव र का िडजाईन िकया | जैसे की उम्मीद 
की जा सकती है, ओब्सेव र का िडजाइन Splvcc िसस्टम  के िलए सरल बन जाता है | 
 
अगला भाग म   हमने ओब्सेव र िडजाईन को एक अलग दृि कोण से  स्तुत िकया है | 
हमने  पोटर्- हैिमलटोिनयन िसस्टम  के एक िवशेष वगर् को िलया है और उनक े िलए 
ओब्सेव र िडजाईन बनाया है जो क े पेसीिवटी से संबंिधत िवचार  पर आधािरत है |  
इस िडजाईन का मुख्य िवचार यह है क े हम प्लांट के डायनािमक्स को ओब्सेव र के 
डायनािमक्स के साथ वृि  करते है और उसक े पिरणामी िसस्टम को पेसीव बनाते है 
एक मिनफोल्ड के संबंध म  | इस  मिनफोल्ड पर प्लांट और  ओब्सेव र के अंख समान 
रह गे और यिद िसस्टम इस मिनफोल्ड पर िकसी भी समय पहुँचता है तो वह बाद के 
सारा समय इसी मिनफोल्ड पर रहेगा | अक्सर यह देखा गया है की सेन्सर  ारा िलए 
गए माप सौ  ितशत सही नह  होते लेिकन हमारे ओब्सेव र िडजाईन का पेसीिवटी से संबंध होने क े कारण हम यह उम्मीद कर सकते ह  िक सेन्सर की गलितय  का इसपर 
कम असर पड़ेगा |   
  
हमने अंत म , हमारे ओब्सेव र और पेसीिवटी के िवचार  पर आधािरत  एक कं ोलर के 
संयोग पर "सपेरेशन ि न्सीपल" को िस  िकया | 
  
 (२) नए पेसीव इनपुट- आउटपुट जोड़े के  योग से िसस्टम के एनेज  की तबदीली :   हमने 
पोटर् - हैिमलटोिनयन िसस्टम के िलए नए पेसीव इनपुट- आउटपुट जोड़े उत्पािदत 
करने की संभावना तथा "कण् ोल बय इंटरकनेक्शन" प ित म  उनके  योग से िसस्टम 
के एनेज  की तबदीली पर जाँच की है | हमने यह िदखाया है िक पोटर् - हैिमलटोिनयन 
िसस्टम के पेसीव इनपुट- आउटपुट जोड़े को अगर हम बदलते है तब उनके अंतिनिहत 
"िडराक स् क्चर" म  भी बदलाव आता है |  इसके उपरान्त हमने इस नए "िडराक 
स् क्चर" से संबंिधत सारे संभव "कसीमीसर्" के सेट की स्थापना की | इन " कसीमीसर्" 
के  ारा हम यह पता लगा सकते है िक क्या नए पेसीव इनपुट- आउटपुट जोड़े को 
"कण् ोल बय इंटरकनेक्शन" प ित म   योग करने से िसस्टम क े एनेज  की तबदीली 
संभव है या नह  | इस संपूणर् िथओरी की उपयोिगता यह है की हम कं ोलर िडजाईन 
के पहले ही िसस्टम के कई िववरण की समझ  ा  कर सकते है | 
 
 