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Abstract
Proper Orthogonal Decomposition (POD), also known as Principal component analysis (PCA), is
a well known dimensionality reduction technique that is used to capture the energetically dominant
features of datasets, known as eigenfeatures or POD modes. The datasets involved are typically
large, but correlated and have a relatively small number of dominant POD modes. These modes
can be obtained by finding a low rank approximation of the data matrix using singular value
decomposition (SVD). Since SVD computation is superlinear in the size of the matrix, both memory
requirements and runtime are often prohibitive. Randomized algorithms have been proposed to
obtain an approximate low rank description of the dataset in a computationally efficient manner.
In this paper, we explore random sampling based techniques for approximate SVD computation.
We first analyse the performance of two algorithms proposed by [1], namely LTSVD and CTSVD,
and discuss their advantages and limitations. We modify the two algorithms to improve the runtime
of the methods and prove the equivalence of our modified algorithms with LTSVD and CTSVD. The
modifications we propose are independent of the sampling probability distribution and can be used
to improve runtime whenever sampling is done with replacement. For large datasets, where memory
is a bottleneck and the data has to be partitioned, we propose an algorithm that uses our modified
algorithms in conjunction with a merging algorithm to compute the approximate SVD of the full
matrix using the approximate SVDs of the partitions. We also propose an iterative algorithm to
improve the approximation of the POD modes and the subspace spanned by the modes. Unlike
the previous methods for multiple rounds of sampling, we obtain an updated approximation to the
POD modes in each iteration and stop when the modes or subspace spanned by the modes have
converged. The performance of our proposed solutions is analysed using four datasets of various
sizes for single and multi-threaded execution. In all cases, we obtain a significant speedup over using
a truncated SVD. The speedup of our modified LTSVD and CTSVD algorithms with respect to the
existing algorithms depends on the error parameters and for low values of error parameters, we get
upto 2-3× speedup for the same accuracy. The results of the iterative algorithms have significantly
better accuracies.
1 Introduction
Proper orthogonal decomposition (POD), also known as Principal component analysis (PCA)
or Karhunen-Loeve transform is a dimensionality reduction technique used in a variety of ap-
plications including information compression, pattern mining, clustering and classification,
facial recognition, missing data estimation, data-driven modelling and Galerkin projections.
PCA aims to find an optimal set of basis vectors that captures energetically dominant fea-
tures of the dataset. These basis vectors are also referred to as eigenfeatures or POD modes
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or principal directions/components. The assumption is that a few of these modes are suffi-
cient to capture all significant features of the dataset i.e., the data is highly correlated and
inherently low rank. In many of these cases, the dataset is also large, often distributed over
several computers and dense. For fluid-flow data, consisting of either measured or computed
pressure, density or velocity at various spatial locations and several instants of time, the
POD modes are used for identification and visualization of flow-structures, information com-
pression or data-driven/reduced-order modelling[2]. In image processing, the data consists
of several images and the eigenfeatures are used, for example, in facial classification and
recognition [3, 4]. In computational biology, eigengenes and eigenarrays are used to model
gene expression patterns [5, 6].
We use the following notation throughout the paper, unless otherwise specified. Lower
case letters are used to denote scalars. Lower case bold-face letters are used to denote a
vector. Upper case letters are used to denote a matrix. The ith element of vector a (bold
font) is denoted as ai (non-bold font). The element in the ith row and jth column of the
matrix A is denoted by aij . ai denotes the ith row vector and aj denotes the jth column
vector of matrix A. Ak denotes the best rank-k approximation of a matrix A and the
approximation to Ak is denoted using tilde, as A˜k. |x| denotes the norm of vector x. ||A||p
denotes the p norm of matrix A.
Let D be the matrix that contains the data. In the case of images, each column of D
corresponds to pixel values of an image. For fluid flow, each column of D contains spatially
discretized values of the flow data at a particular instant of time (referred to as a “snapshot”).
Therefore, each row represents the time evolution of the flow data at a particular spatial grid
point. In the discussion that follows, we use the terms images and snapshots interchangeably.
Let A denote the matrix obtained by mean-centering the entries of each row of D i.e., we
subtract out the “mean face” or “the mean flow”. The element zij in Z = AAT is a measure
of the average covariance between pixels or flow data values at various grid points. The
eigenvector, u1, of Z corresponding to the largest eigenvalue λ1 is the first POD mode. It
is the direction along which the energy in the projections of the mean-centered snapshots
is maximised. The second mode is obtained by finding the direction orthogonal to u1 such
that the energy of the projections in this direction is maximised. This is the eigenvector of
Z corresponding to the next largest eigenvalue and so on.
The eigenvectors of Z are the left-singular vectors of A and can be obtained by computing
the singular value decomposition (SVD) of A. Let A = UΣV T be the SVD of A and
Ak = UkΣkV
T
k be the matrix formed using the top k singular values and the corresponding
singular vectors. It is well known that Ak is the best rank-k approximation to A in the sense
that ||A−Ak||p ≤ ||A−B||p, where B is any other matrix of rank at most k and || · ||p is any
unitarily invariant norm (most often, p = 2(spectral norm), F (Frobenius norm)are used).
The matrix Uk contains the first k POD modes. For a dense m×n matrix, the computation
of SVD is O(mnmin(m,n)). Since the data matrix is often very large, computing its SVD
becomes impractical both in terms of memory and runtime. Therefore, it becomes attractive
to find an approximation for Ak, A˜k, such that the error is bounded and it can be obtained
in a computationally efficient manner.
Approximate SVD algorithms can be classified broadly into two categories: random
projection and sampling based algorithms or a combination of both. The error in the
approximation can be either additive, which is of the form
||A− A˜k||p ≤ ||A−Ak||p +O(, k)||A||p (1)
or multiplicative where
||A− A˜k||p ≤ (1 +O(, k))||A−Ak||p. (2)
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The random projection methods work by projecting either rows or columns of the matrix
onto a random subspace [7, 8, 9]. The assumption is that a small number of randomly
generated vectors are linearly independent with high probability and a projection of the
rows/columns of A onto this random basis captures the dominant row/column subspace of
A. Power iterations [7, 9] or subspace iterations [10] are additionally employed to improve
the approximation, especially if the singular values decay slowly. The trade-off is between
accuracy and run-time. The projection based methods have multiplicative error.
Sampling based algorithms have been used to find a smaller sketch of the matrix so that
the rank-k approximation of the sketch, A˜k, is approximately equal to Ak. The sketch is
either a sparse version of the matrix [11] or it contains a subset of the rows and columns
of the matrix that are chosen either deterministically or randomly based on a probability
distribution. This distribution can be uniform [12] or non-uniform. Non-uniform probability
distributions can then either be based on the row/column norms [13, 14, 1] or based on
row/column leverage scores ([15]).
Achlioptas and McSherry [11] sparsify the matrix based on magnitude of the elements.
The motivation behind this is to obtain an improvement in the runtime using sparse SVD
solvers, while maintaining accuracy. Frieze et al [14] sample a subset of rows and columns
to obtain a smaller matrix. The rows and columns are scaled to get an unbiased estimate
and the SVD of the small matrix is used to compute A˜k. Drineas et al [1] use the same
sampling and scaling technique, but propose two pass-efficient algorithms - Linear time
SVD(LTSVD) in which only columns are sampled and constant time SVD(CTSVD) that
samples both columns and rows. Also, they have improved bounds for the error and based on
their analysis, LTSVD requires Ω(k/2) columns while CTSVD samples Ω(k2/4) columns
and rows. In all these cases the error is additive.
Multiplicative error bounds can be obtained using adaptive sampling, which has several
rounds of sampling based on row/column norms [16, 17]. Alternatively, sampling can be
done using leverage scores [15, 18, 19] which are computed using the singular vectors or the
pseudo-inverse of A, which in turn require its SVD. However, approximate leverage scores
have been used [20], [21], but they too require either the SVD or QR decomposition of a
smaller matrix to compute the scores. Leverage scores have also been used in the context
of incremental/online SVDs in [22].
Menon and Elkan[23] have done experimental evaluations of some of the sampling and
projection algorithms using MATLAB. They have evaluated the sparsifying technique of [11],
LTSVD method proposed by [1] and the projection-based algorithms proposed in [8, 24, 9],
in terms of runtime and accuracy for various sparse and dense datasets. Their results
indicate that for dense datasets, the accuracy of the column sampling method, which has
additive error bounds, is comparable to the projection methods that have multiplicative
error bounds. It is only slightly worse for sparse datasets. Overall, they conclude that the
column sampling method of [1] has low overheads and gives “excellent accuracy with low
runtimes”. An additional advantage of sampling based methods is that they tend to retain
sparsity, while projection based methods often convert a sparse matrix into a smaller, but
dense matrix [21].
1.1 Our contributions
In this paper, we explore the sampling based techniques further. We start with the LTSVD
and CTSVD algorithms proposed in [1] and discuss the advantages and limitations of the
technique. We evaluated the algorithms based on the runtime, the accuracy of the eigen-
features/POD modes and the accuracy of the subspaces spanned by the modes. The error
bounds derived in [1] hold when sampling is done with replacement. Many data matrices
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are “tall-and-skinny”, so that when the error parameters are tightened to improve accuracy,
the number of columns sampled turns out to be a significant fraction of the total number
of columns in the matrix. A similar limitation holds with row-sampling for “short and fat”
matrices. In these cases, sampling with replacement leads to several columns/rows being
sampled repeatedly. Since the computation of the SVD of tall-and-skinny matrices depends
quadratically on the number of columns sampled, this incurs a runtime penalty. In this
paper, we first show that with appropriate scaling, identical results can be obtained for the
singular values and left-singular vectors, while retaining only distinct column and row in-
dices. In this case, the right singular vectors of the sampled matrix obtained will not be the
same as that computed in LTSVD or CTSVD. We derive a relationship between the right
singular vectors computed using LTSVD/CTSVD and those computed by retaining only
distinct columns/row indices. This scaling can be used for both dense and sparse matrices.
It is independent of the probability distribution used to sample the matrix and can be used
to improve performance whenever sampling is done with replacement.
Our results indicate that the POD modes as well as the subspaces often have a significant
error, even when the error ||A − A˜k||F is well below theoretical bounds. To improve the
accuracy of the POD modes or subspace spanned by the POD modes, we propose an iterative
algorithm in which additional columns and rows are sampled in each iteration. Unlike
the adaptive sampling method of [17], the approximate singular vectors are updated in
each iteration using a previously proposed merge-and-truncate algorithm (MAT) [25]. The
iteration is stopped when either the POD modes or the subspaces spanned by the modes
converge. A more detailed comparison with the adaptive sampling algorithm is included in
section 4. Although we have no theoretical bounds for the error, results on various datasets
indicate that the POD modes are approximated with excellent accuracy. We explore two
different sampling strategies in each iteration to obtain a robust algorithm with a good
runtime improvement over computing a truncated SVD.
For large matrices that do not fit in the RAM or are distributed on several machines,
one possibility is to partition the matrix. A sampling based algorithm can be used on each
partition and the SVD can be incrementally updated using the MAT algorithm. There is no
reason to expect that these algorithms have the same accuracy as a single sampling of the
entire matrix. We evaluate experimentally the accuracy of incremental algorithm for a large
dataset. Incremental algorithms have been used previously for streaming data [22], where
randomized sampling and projection is used to get the approximate SVD of new batches of
columns.
The paper is organised as follows: Section 2 describes the LTSVD and CTSVD algorithms
of [1] and motivates our modifications to these algorithms. Section 3 describes and gives
proofs for the unique sampling algorithms. Section 4 describes our two iterative algorithms.
In section 5 we discuss the results of these algorithms as applied to different datasets.
Section 6 concludes the paper.
2 Motivation
Linear and constant time SVD algorithms proposed in [1] are presented in this section.
These algorithms obtain A˜k by sampling a certain number of columns and/or rows of A
using a sampling probability distribution based on L2 norms of the columns and rows of the
matrix. In this section, we describe the two algorithms and discuss the limitations of the
algorithms.
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2.0.1 Linear time SVD (LTSVD)
LTSVD samples c columns of A with replacement based on a predefined probability distribu-
tion. The sampled and scaled columns form the matrix C. The objective is to approximate
Ak well using the SVD of C. The algorithm guarantees that, if
c ≥ 4kη2/(β2) (3)
and the probability of sampling the ith column is
pi ≥ β |ai|
2
||A||2F
, (4)
the inequality
||A− U˜kU˜Tk A||2F ≤ ||A−Ak||2F + ||A||2F (5)
holds with a probability of at least (1− δ). Here, U˜k is the matrix containing the first k left
singular vectors of C and η = 1 +
√
(8/β) log(1/δ) with 0 < β, δ ≤ 1. The failure probability,
δ, is the probability with which equation (5) fails to hold.  is the error parameter where
 > 0. The authors also have the corresponding results for the spectral norm. Throughout
this paper, we have used the results for the Frobenius norm, with a failure probability rather
than the bounds for the expected value. Algorithm 1 contains the pseudo-code for LTSVD.
Algorithm 1 LTSVD algorithm. Inputs: matrix A ∈ Rm×n, vector containing sampling
probabilities p,number of columns to be sampled c, and rank of approximation, k.
1: procedure LTSVD(A, p, k, c)
2: C ← Sample and Scale Columns(A, p, c)
3: V˜ Σ˜2V˜ T ← SVD(CTC) . V˜ , Σ˜ are the right singular vectors and values of C
4: u˜i ← Cv˜i/σ˜i where i = 1, 2, · · · , l and l = min(k, r); r: rank of C
5: return u˜i, σ˜i where i = 1, 2, · · · , l
6: end procedure
7: procedure Sample and Scale Columns(A, p, c)
8: for i← 1, 2, . . . , c do
9: Pick si ∈ {1, 2, · · · , n} with probability Pr[si = α] = pα, α = 1, 2, · · · , n
10: ci ← asi/√cpsi
11: end for
12: return C
13: end procedure
2.0.2 Constant time SVD (CTSVD)
CTSVD samples c columns of A, scales them and forms the matrix C. It then samples w
rows from C based on the row norms of C and scales them appropriately to form the matrix
W . As in LTSVD, sampling is done with replacement. First, the right singular vectors, v˜i, of
W are computed by finding the SVD of WTW . U˜l, matrix containing u˜i where 1 ≤ i ≤ l, is
then computed as u˜i = Cv˜i/σ˜i where l = min(k,max(r : σ˜2r > γ||W ||2F )) with γ = /(100k).
If
c, w ≥ k2η2/4, (6)
and sampling probability distribution for columns and rows is given by
pi =
|ai|2
||A||2F
, (7)
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qj =
|cj |2
||C||2F
, (8)
the inequality,
||A− U˜lU˜Tl A||2F ≤ ||A−Ak||2F + ||A||2F (9)
holds with probability of at least (1− δ) where η = 1 +√8 log (2/δ), the error parameter,
 > 0, and the failure probability, 0 < δ ≤ 1. Algorithm 2 gives the pseudo-code for CTSVD.
Note that since the left singular vectors, u˜i, are computed using the right singular vectors
Algorithm 2 CTSVD Algorithm. Inputs: matrix A ∈ Rm×n, vector containing sampling
probabilities for column sampling p, number of columns c and rows w to be sampled, and
rank of approximation, k
1: procedure CTSVD(A, p, k, c, w)
2: C ← Sample and Scale Columns(A, p, c)
3: W ← Sample and Scale Rows(C, w)
4: V˜ Σ˜2V˜ T ← SVD(WTW )
5: γ ← /(100k)
6: l← min(k,max(r : σ˜2r ≥ γ||W ||2F ))
7: u˜i ← Cv˜i/σ˜i where i = 1, 2, · · · , l
8: return u˜i, σ˜i where i = 1, 2, · · · , l
9: end procedure
10: procedure Sample and Scale Rows(C,w)
11: qj ← |cj |2, j = 1, 2, · · · ,m
12: qj ← qj/
m∑
h=1
qh
13: for j ← 1, 2, . . . , w do
14: Pick sˆj ∈ {1, 2, · · · ,m} with probability Pr[sˆj = α] = qα, α = 1, 2, · · · ,m
15: wj ← csˆj/√wqsˆj
16: end for
17: return W
18: end procedure
of W instead of C (see Algorithm 2, line 7), U˜l may not be an orthogonal matrix.
2.1 Results
LTSVD and CTSVD (Algorithms 1 and 2, respectively) were run with different parameter
values on the following datasets.
1. Faces data from [26], a collection of 400 images from 40 subjects, each of size 112×92.
The matrix is of size 10304 × 400. Each column in the matrix consists of values of
a single image. This dataset will be refered to as Faces dataset in the paper. This
dataset was also used by [23] for evaluation of the algorithms.
2. A matrix of size 132098× 1024 consisting of 1024 snapshots of velocity vector data of
a flow generated using a CFD simulation on a grid of size 257× 257. Each column of
the matrix contains the x and y components of the velocity. It will be referred as V2D
3. 2414 images of 38 subjects cropped to show only the face of the subject in different
illumination conditions from [27]. The images are of size 192× 168 giving a matrix of
dimensions 32256×2414, stacked similar to the Faces dataset. This dataset is referred
to as cropped Yale faces (CYF).
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4. Faces data from [28], a collection of 16128 images from 28 subjects in different poses
and illumination conditions. Each image is of size 480× 640 that are stacked similar
to the Faces dataset. 18 of the 16128 images in the database were discarded since
they were corrupted. This dataset is referred to as Yale faces (YF) and is of size
307200× 16110.
All the datasets are mean-centered row-wise.
Fig. 1 shows the first 20 singular values for these datasets. V2D has a dominant singular
value, followed by a sharp decay. The most gradual decay of singular values is for the YF
dataset, where the first two modes capture only 30% of the energy. For CYF the first two
singular values are very close. For all datasets, but especially for CYF, there is a clustering
of the singular values beyond the first ten values. Note that the singular values of V2D is
plotted on a log scale, while others are on a linear scale.
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Figure 1: First 20 singular values of datasets considered.
It is difficult to fix values of the error parameters  and δ for the two algorithms. In-
stinctively, we would like it to be small (< 1). However, since the number of columns
sampled depends inversely on powers of , it increases rapidly and often exceeds the num-
ber of columns in the matrix. This limits the parameter values that can be used. Since
the datasets in many applications turn out to be tall-and-skinny, sampling of rows is not a
limitation. To get some representative results, we looked at results for three cases namely,
C1: c ≈ n except for the YF dataset, where it is lower, C2: c ≈ n/2 (lower for CYF), and
C3: c << n (higher for YF). For V2D, Faces and CYF, we used k = 10, 5, 2 for the three
cases C1, C2, and C3 respectively. Since YF is a larger dataset, with a more gradual decay
of singular values, we used k = 20, 10, 5 for the three cases. For these cases, c, k, , δ are
shown in Tables 1 and 2. It is seen that very often  is around one, suggesting liberal upper
bounds.
In our implementation, the random number generator provided by the numpy package
in Python3 was used.
In all cases, we found that the error in approximating Ak is well below the theoretical
error bound for the respective algorithms. Fig. 2 shows the percentage error in the singular
values. In the case of CTSVD C1, we could not obtain 10 values with the filter and the
values plotted are obtained without the filter. It is seen that the error is less than 5% for
CYF and YF. The two dominant singular values are captured accurately even when the error
parameter values are close to one. The error is slightly larger for V2D and Faces dataset,
but is still less than 20%, except for CTSVD (C3) for the V2D dataset.
For many applications in fluid flow and in gene expression modelling, it is the POD
modes rather than the singular values that are important. A measure of the accuracy of
the POD modes is the cosine similarity between the approximate mode (u˜i) and the one
obtained using a truncated SVD of the entire dataset (ui). Fig. 3 shows the angle between
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Table 1: Number of columns sampled (c) by LTSVD and number of columns (c) and rows
(w) sampled by CTSVD when run on different datasets with different parameter values as
set in Table 2.
LTSVD CTSVD
V2D Faces CYF YF V2D Faces CYF YF
Case c c c c c = w c = w c = w c = w
C1 1016 389 2400 9924 1022 395 2316 10488
C2 561 226 561 8334 869 282 869 8421
C3 44 44 44 4167 55 55 55 4978
Table 2: Parameter values (k, , δ) used in LTSVD and CTSVD algorithms for various
datasets
V2D Faces CYF YF
Case k, , δ k, , δ k, , δ k, , δ
LTSVD
C1 10, 0.7, 0.45 10, 0.75, 0.8 10, 0.46, 0.44 20, 0.35, 0.35
C2 5, 1, 0.1 5, 0.75, 0.75 5, 1, 0.1 10, 0.3, 0.25
C3 2, 1, 0.8 2, 1, 0.8 2, 1, 0.8 5, 0.3, 0.25
CTSVD
C1 10, 1.04, 0.94 10, 1.3, 1 10, 0.9, 0.7 20, 0.83, 0.9
C2 5, 1, 0.1 5, 1, 0.1 5, 1, 1 10, 0.62, 0.9
C3 2, 1, 0.8 2, 1, 0.8 2, 1, 0.8 5, 0.5, 0.9
LTSVD C1 CTSVD C1 LTSVD C2 CTSVD C2 LTSVD C3 CTSVD C3
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Figure 2: Percentage error in the singular values of different datasets computed by LTSVD
(Algorithm 1) and CTSVD (Algorithm 2) for different parameter values, as given in Table 2.
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LTSVD C1 CTSVD C1 LTSVD C2 CTSVD C2 LTSVD C3 CTSVD C3
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Figure 3: First k mode angles, θi, for different datasets computed by LTSVD (Algorithm 1)
and CTSVD (Algorithm 2) for different parameter values, as given in Table 2.
LTSVD C1 CTSVD C1 LTSVD C2 CTSVD C2 LTSVD C3 CTSVD C3
2 4 6 8 10
0
20
40
60
80
i
φ
i
V2D
2 4 6 8 10
i
Faces dataset
2 4 6 8 10
i
cropped Yale faces
0 5 10 15 20
i
Yale faces
Figure 4: First k principal angles, φi, for different datasets computed by LTSVD (Algo-
rithm 1) and CTSVD (Algorithm 2) for different parameter values, as given in Table 2.
the two, computed as
θi = arccos (|uTi u˜i|)
180
pi
(10)
The absolute value of uTi u˜i is taken in equation (10) so that 0◦ ≤ θi ≤ 90◦ where θi = 0◦
denotes that u˜i and ui are equal up to sign (u˜i = ±ui). We refer to these angles as “mode
angles”. It can be seen from Fig. 3 that the accuracy of the modes is best for YF where nearly
ten modes are approximated well, possibly because the energy is more evenly distributed
among the modes. For the other datasets, the modes are approximated very poorly even
for LTSVD C1, for which c ≈ n. In the case of CYF, the first two modes are very poorly
approximated.
The mode angles are known to be sensitive to clustering of singular values. In the
limiting case when the singular values are identical, it is only the eigenspace that matters
and not the eigenvectors. Also, for applications such as facial recognition, it is the space
spanned by the the modes rather than the modes themselves that are of interest. For this
reason, we also measure the accuracy of the subspaces spanned by k singular vectors rather
than the accuracy of each mode. A measure of this accuracy is the principal or canonical
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V2D
LTSVD C1 SVD CTSVD C1 LTSVD C2 SVD CTSVD C2
Faces dataset
LTSVD C1 SVD CTSVD C1 LTSVD C2 SVD CTSVD C2
cropped Yale faces
LTSVD C1 SVD CTSVD C1 LTSVD C2 SVD CTSVD C2
Figure 5: POD modes of various datasets computed by SVD, LTSVD (Algorithm 1) and
CTSVD (Algorithm 2). POD mode of V2D consists of both the x and y components of
velocity vector at each point in space. The color at each point denotes the magnitude of
this vector at that point. Streamlines shown, denote the direction of the flow captured by
the POD mode.
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angles between the subspaces, whose cosines are the singular values of U˜Tk Uk [29]. Fig. 4
shows the k principal angles, φi, between the two k-dimensional subspaces. Although the
accuracy of the subspace is better than the modes themselves, the error increases as k
increases and in some cases, there is significant error even for c ≈ n. The first two principal
angles for CYF match well, indicating that the subspace is captured more accurately than
the modes themselves. In general for the datasets considered, LTSVD always gives better
approximations than CTSVD and the accuracy is, once again, best for YF.
In order to see the significance of the mode angles, few POD modes from the datasets are
plotted in Fig. 5. It is seen from the images that when the angle is large, the corresponding
features are distorted or completely absent in some cases. Generally, for the datasets we
have looked at, POD modes that have a deviation of around 10 − 20◦ seem to capture the
features of the actual POD modes well- i.e. with less or no visually apparent distortions.
From Fig. 3 and Fig. 4, it is surprising to see that for all datasets, the error in the modes
as well as the subspace spanned by the modes is significant even with c ≈ n. This is because
sampling is done with replacement, which means that some of the columns are sampled
more than once, while others are not sampled at all. Table 3 shows the number of distinct
column and row indices sampled in each case. It can be seen that when c ≈ n, there is a
1.3−2.2× overhead due to repeated sampling of the same columns, while for c << n, nearly
all the columns are distinct. Nearly all rows are distinct since w << m in all cases. Since
the runtime depends quadratically on the number of columns in the matrix, this overhead
results in a nearly 1.5− 4× increase in the runtime. The second issue is the accuracy of the
modes/subspaces, which seems sensitive to the singular value profile and degrades for larger
k values. We address these two issues in the following sections.
Table 3: Number of distinct columns, g, sampled by LTSVD and number of distinct columns,
g, and rows, h, sampled by CTSVD for different parameter values when run on various
datasets.
LTSVD CTSVD LTSVD CTSVD
Case c g c = w g h c g c = w g h
V2D faces
C1 1016 460 1022 457 1008 389 246 395 244 385
C2 561 314 869 401 861 226 170 282 198 279
C3 44 41 55 52 55 44 40 55 54 55
CYF YF
C1 2400 1412 2316 1394 2253 9924 7073 10488 7376 10103
C2 561 482 869 716 857 8334 6252 8421 6294 8199
C3 44 43 55 55 55 4167 3608 4978 4178 4892
3 Linear and constant time SVD with distinct columns
and rows
In this section, we will prove that the repeated columns and/or rows sampled in LTSVD
and CTSVD can be removed without changing the singular values and left singular vectors
computed by LTSVD and CTSVD algorithms provided the columns/rows are appropriately
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scaled. We also derive a relationship between the right singular vectors with and without
repeated row/columns.
Consider the following matrix,
Am×n =
[
a1 a2 · · · an
]
(11)
where ai, (i = 1, 2, · · · , n) are column vectors. Let C be the matrix containing c columns
sampled fromA with replacement, of which there are g distinct columns. Let Id = {d1, d2, · · · , dg}
be the indices of these distinct columns, each adi occurring ti times in an arbitrary order in
C. Based on Algorithm 1, the columns of C are constructed as
Cm×c =
[
cj
]c
j=1
=
[
1√
cpdi
adi
]
; di ∈ Id (12)
Let D be the matrix containing only distinct columns of C. Let the column of D with index
di be scaled as follows.
Dm×g =
[
di
]g
i=1
=
[√
ti
cpdi
adi
]g
i=1
(13)
Clearly,
CCT =
g∑
i=1
ti
cpdi
adia
T
di = DD
T . (14)
This shows that the eigenvalues and eigenvectors of CCT are the same as those of DDT .
Hence, the non-zero singular values and the corresponding left singular vectors (up to a
multiplicative factor of −1) of C and D are also identical i.e. ΣC = ΣD and UC = UD
where ΣC/ΣD contains only the non-zero singular values of the corresponding matrix.
The two right singular vectors, VC and VD, are not the same, but VD can be derived
from VC as follows. Without loss of generality, assume that the repeated columns in C are
grouped together forming the matrix B. Hence, B can be written as
Bm×c =
 1√cpd1 ad1 · · · 1√cpd2 ad2 · · · 1√cpdg adg · · ·︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸
occurring t1 times occurring t2 times occurring tg times
 (15)
B is a column-permuted matrix of C. If P denotes the permutation matrix, B = CP . Let
C = UCΣCV
T
C and B = UBΣBV
T
B denote the SVDs of C and B respectively. Therefore,
B = CP = UCΣCV
T
C P = UBΣBV
T
B (16)
Since the permutation matrix is orthogonal, we have VB = PTVC .
VB can also be obtained from the right singular vectors of D as follows. Define a matrix
T as
T =

1√
t1
· · · 1√
t1
0 · · ·
0 · · · 1√
t2
· · · 1√
t2
· · · 0 · · ·
. . . 0 · · · 0 . . .
. . . 1√
tg
· · · 1√
tg︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸
occurring t1 times occurring t2 times · · · occurring tg times

. (17)
Note that the rows of T are orthogonal i.e., TTT = I and B = DT . Therefore, the SVDs
of B and D are related as follows
B = UBΣBV
T
B = UDΣDV
T
D T (18)
Submitted to ACM 12
Since the rows of T are orthogonal, the columns of TTVD are orthogonal. Hence, the
left singular vectors B and D are identical and the right singular vectors are related as
VB = T
TVD.
From equations (16) and (18),
C = UCΣCV
T
C = UDΣDV
T
D TP
T = DTPT . (19)
Hence, C and D have the same singular values and left singular vectors and their right
singular vectors are related as VC = PTTVD. Since D is a smaller matrix, LTSVD can
be made computationally more efficient, while giving exactly the same results. The first
procedure in Algorithm 3 details the steps in the modified sample and scale algorithm. We
call the revised algorithm LTSVD_US.
A similar procedure can be used in the case of column and row sampling. CTSVD_US
uses the second procedure in Algorithm 3 to additionally sample and scale rows. We now
prove that CTSVD_US will give the same results as CTSVD. Since CCT = DDT , row
norms of C and D are identical and ||C||F = ||D||F . Therefore, the probability distribution
used for sampling rows is the same irrespective of whether D or C is used to obtain the
sampled rows. Let M be an indicator matrix that chooses rows from C or D. M can be
written as follows.
mij =
{
1, if row j is sampled in the ith round of sampling,
0, otherwise.
(20)
If the number of rows sampled is w,M is a w×m matrix andW = MC is matrix containing
the rows sampled from C. Once again, the sampling is done with replacement. Using
equation (19), we have
W = MDTPT . (21)
Let X = MD contain rows sampled from D using M . It is clear that
WWT = MDTPTPTTDTMT
= MDDTMT = XXT
(22)
Therefore, the non-zero singular values and the corresponding left singular vectors ofW and
X are equal. Since W = XTPT , the right singular vectors are related as follows.
VW = PT
TVX (23)
Both W and X potentially contain more than one copy of the sampled rows. Define Tˆ
as follows.
Tˆ =

1√
tˆ1
· · · 1√
tˆ1
0 · · ·
0 · · · 1√
tˆ2
· · · 1√
tˆ2
· · · 0 · · ·
. . . 0 · · · 0 . . .
. . . 1√
tˆh
· · · 1√
tˆh︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸
occurring tˆ1 times occurring tˆ2 times · · · occurring tˆh times

. (24)
where h is the number of distinct rows that were sampled and tˆi is the number of occurrences
of row with index dˆi in X. Following a similar procedure, we first permute rows of X so
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that rows that have the same index are grouped together. Let Pˆ denote the permutation
matrix. Define a matrix Y that contains distinct rows of X, scaled as follows.
Yh×g =
[
yi
]h
i=1
=
[√
tˆi
wpdˆi
xdˆi
]h
i=1
(25)
It is clear that
TˆTY = PˆX (26)
Since Tˆ TˆT = I and Pˆ is orthogonal, Y TY = XTX. Hence the non-zero singular values and
the corresponding right singular vectors of Y and X are equal. That is
σY,i = σX,i, vY,i = vX,i, i = 1, 2, . . . , h (27)
In CTSVD_US, the approximate left singular vectors of A are obtained using
u˜i =
DvY,i
σY,i
=
DvX,i
σX,i
(28)
Using Algorithm 2 and equations (19) and (23), the left singular vectors in CTSVD are
computed as
u˜i =
CvW,i
σW,i
=
DTPTvW,i
σW,i
=
DvX,i
σX,i
(29)
From equations (28) and (29), it can be seen that u˜i computed by CTSVD and CTSVD_US
are identical.
In summary, removing the duplicates and scaling the distinct columns and/or rows with
the square root of number of occurrences of each sampled column and/or rows respectively,
gives the same singular values and left singular vectors as the LTSVD and CTSVD algo-
rithms. The modified algorithms, LTSVD_US and CTSVD_US, use the revised sample
and scale algorithms detailed in Algorithm 3. Note that this revised scaling is completely
independent of the sampling probability distribution.
4 Iterative Sampling
As discussed in section 2, the accuracy of the modes and subspaces spanned by the modes
is poor even when the number of sampled columns is almost the same as the number of
columns in the matrix. In the literature, an adaptive sampling algorithm [17] has been
proposed to improve the accuracy of subspaces obtained using sampling algorithms. The
steps involved are as follows
1. Sample k rows from A based on the approximate volume sampling (see [17] for details)
and compute the basis, Q, spanning these rows.
2. Find the space orthogonal to the space spanned by these basis vectors, E = A−AQQT .
3. Sample s rows from A based on row norms of E and compute Q, the basis spanning
all sampled rows.
4. Repeat from (2) for (k + 1) log2(k + 1) times.
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Algorithm 3 Inputs: matrix A ∈ Rm×n, number of columns to be sampled c and rank of
approximation, k, (1 ≤ k ≤ c).
1: procedure Sample and Scale Unique Columns(A, p, c)
2: Is ← si ∈ {1, 2, · · · , n} with probability Pr[si = α] = pα, α = 1, 2, · · · , n
3: Id ← si : ∀ distinct si ∈ Is
4: g ← card(Id) . Cardinality of the set
5: t← {tdi , number of occurrences in Is of column with index di
i=1,2,··· ,g
∈ Id}
6: ci ← adi
√
tdi/(cpdi), where di ∈ Id and i = 1, 2, · · · , g
7: return C
8: end procedure
9: procedure Sample and Scale Unique Rows(C,w)
10: qj ← |cj |2, j = 1, 2, · · · ,m
11: qj ← qj/
m∑
h=1
qh
12: Iˆs ← sˆj ∈ {1, 2, · · · ,m} with probability Pr[sˆj = α] = qα, α = 1, 2, · · · ,m
13: Iˆd ← sˆj : ∀ distinct sˆj ∈ Iˆs
14: h← card(Iˆd)
15: tˆ← {tˆdˆi , number of occurrences in Iˆs of row with index dˆii=1,2,··· ,h ∈ Iˆd}
16: wi ← cdˆi
√
tˆdˆi/(wqdˆi), where dˆi ∈ Iˆd and i = 1, 2, · · · , h
17: return W
18: end procedure
In each round 2k rows are sampled, except for the last round where 16k/ rows are sampled.
For k = 10 and  = 0.5, we would need 38 rounds of sampling and 1060 rows will be sampled
to find the basis. Once the iteration is over, Q is an approximation to the basis for the row
space. To obtain the approximate left-singular vectors, we need to additionally find the SVD
of AQ. For the V2D dataset, we see that AQ is approximately the same size as A and it is
larger for the Faces dataset (for which you anyway cannot get more than 400 basis vectors).
However, the advantage of this method is that (a) the error bound is multiplicative and (b)
it is efficient as long as the number of basis vectors in Q is much less than n. Therefore, the
algorithm can be made more efficient if there is some pruning of basis vectors in Q in each
iteration, depending on whether it belongs to the dominant subspace or not.
Since we are looking to improve the accuracy of the left-singular vectors, we would like to
have several rounds of column or column and row sampling rather than just row sampling.
In each round, we would also like to prune the basis vectors that are not in the dominant
subspace. Also, we would like to stop the iteration when the additional sampling does not
improve the quality of either the modes or the subspace spanned by the modes. In order to
do this we need an estimate of the POD modes in each iteration and we need an updating
algorithm so that the SVD can be updated in each iteration. For this, we use the merge-
and-truncate (MAT) algorithm proposed in [25], which is a computationally efficient and
generalised version of the algorithm in [30].
We first outline the MAT algorithm and follow it up with a description of the iterative
algorithm.
4.1 Merge and truncate (MAT) Algorithm
Let A be a matrix of size m × n that consists of sub-matrices X and Y containing n1 and
n2 columns respectively, where n = n1 + n2. Assume that the rank-l approximations of X
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and Y are U1lΣ1lV T1l and U2lΣ2lV
T
2l . The rank-l approximation of A, A˜l, can be computed
from the individual SVDs by first merging the two SVDs and then truncating it to a rank-l
approximation as follows. The component of U2l orthogonal to U1l is Ut = U2l − U1l(UT1lU2l).
If Ut = UoR is the corresponding QR decomposition, we have[
X Y
] ≈ [U1l Uo] [Σ1l (UT1lU2l)Σ2l0 Σ2lR
] [
V T1l 0
0 V T2l
]
=
[
U1l Uo
]
E
[
V T1l 0
0 V T2l
]
(30)
Now E is a much smaller (2l)× (2l) matrix. If E = UEΣEV TE , we get[
X Y
] ≈ [U1l Uo]UEΣEV TE [V T1l 00 V T2l
]
= UΣV T (31)
where U =
[
U1l Uo
]
UE , Σ = ΣE and V = VE
[
V1l 0
0 V2l
]
. These singular values and
vectors are once again truncated to get A˜l. As discussed in [25], the MAT algorithm results
in a significant speedup over computing the full SVD and then truncating it to a rank-
l approximation. To make sure that the overall error is approximately the same as for
LTSVD_US or CTSVD_US algorithms, the error due to the MAT algorithm must be
significantly lower. Experiments over various data sets indicate that l ≈ 3k is sufficient.
Algorithm 4 details the steps involved.
Algorithm 4 Pseudocode for block merge algorithm: merges left/right singular vectors of
two adjacent blocks. Inputs: U1 ∈ Rm1×n1 , U2 ∈ Rm1×n2 , and truncation parameter l ∈ N
1: procedure Block Merge(U1,Σ1, U2,Σ2, l)
2: U1l,Σ1l, U2l,Σ2l ← Truncate( U1,Σ1, U2,Σ2) retaining only l values
3: Use equations (30) and (31) to find U and Σ
4: l← min(l,max(r : σ˜r 6= 0))
5: Truncate U and Σ retaining only l values
6: return U,Σ
7: end procedure
4.2 Iterative column and row sampling algorithm
We use the following steps in our iteration
1. Sample c columns of A with replacement based on column norms. Find distinct
columns, form the matrix C and compute SVD of C. Truncate to retain l POD modes
U˜l. Matrix D contains the unsampled columns of A.
2. Sample c columns of D with replacement, using a uniform distribution (S1) or using
a probability distribution based on column norms of the orthogonal component D −
U˜lU˜
T
l D (S2). Note that the sampling strategy S2 is the same as that in the adaptive
sampling algorithm.
3. Find distinct columns, compute SVD of the new columns and merge with the previ-
ously computed SVD using the MAT algorithm. Update D.
Submitted to ACM 16
4. Find the angle between the current and newly computed k left singular vectors or the
principal angles between the subspaces. If any one of the angles is greater than the
desired value, continue the iteration.
Algorithm 5 Iterative SVD algorithm with column sampling; Inputs: matrix A ∈ Rm×n,
sampling probability p, number of columns to be sampled c (Equation (3)), rank of approx-
imation, k, rank of matrices after BLOCK MERGE, l, and cosine similarity between POD
modes computed in successive iterations, τ where 0 < τ ≤ 1.
1: procedure ICS(A, p, k, c, l, τ)
2: S ← {1, 2, · · · , n}
3: C, V˜ , Σ˜, S ← Sample Columns(A,S,p, c); t← min(l,max(r : σ˜r 6= 0))
4: u˜i ← Cv˜i/σ˜i
5: s← card(S)
6: ξi ← 0 where i = 1, 2, · · · , k
7: while ∃ξi : ξi
i=1,2,··· ,k
< τ and s > 0 do
8: pi ← 1/s; or pi ← ||ai − U˜ U˜Tai||2/∑ ||ai − U˜ U˜Tai||2F , where i ∈ S
9: C, Vˆ , Σˆ, S ← Sample Columns(A,S,p, c); t← min(l,max(r : σˆr 6= 0))
10: uˆi ← Cvˆi/σˆi where i = 1, 2, · · · , t
11: s← card(S)
12: Uˆ , Σˆ← Block Merge(U˜ , Σ˜, Uˆ , Σˆ, l)
13: ξi ← u˜Ti uˆi where i = 1, 2, · · · , k
14: U˜ ← Uˆ ; Σ˜← Σˆ
15: end while
16: return u˜i, σ˜i where i = 1, 2, · · · , k
17: end procedure
18: procedure Sample Columns(A, S, p, c)
19: Is ← si
i=1,2,··· ,c
: Pr[si = α] = pα ∈ p, si ∈ S
20: Id ← si : ∀ distinct si ∈ Is; g ← card(Id)
21: S ← S \ Id
22: ci ← adi , where di ∈ Id and i = 1, 2, · · · , g
23: V˜ Σ˜2V˜ ← SVD(CTC)
24: return C, V˜ ,Σ˜, S
25: end procedure
Algorithm 5 details the steps involved. The tolerance parameter, τ , is a measure of the
upper bound for the angle between modes computed in successive iterations or the principal
angles of the subspaces computed in successive iterations. The main difference between our
iteration and the adaptive sampling algorithm is that, in each iteration we have an updated
approximation of the POD modes and the dominant subspace. The penalty is finding the
SVD of the sampled columns. This can be mitigated if we use the procedure SAMPLE AND
SCALE UNIQUE ROWS in Algorithm 3 and use the SVD of W to get the approximate
POD modes and singular values in each iteration. Note that, this way the modes obtained
may not be orthonormal. To rectify this, we orthonormalize the modes. This is done only in
the first approximation of the modes since in the subsequent iterations, orthonormalization
is implicit in the MAT algorithm. Algorithm 6 contains the steps.
Since we do not scale columns, the error in the singular values could be significant if the
total number of columns sampled is much less than the number of columns in the matrix.
If this is the case, one can use the technique followed in the adaptive sampling method i.e.
after the modes have converged, the singular values can be obtained by computing the SVD
of U˜Tk A. Note that we will have only k basis vectors, so that this matrix is small.
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Algorithm 6 Iterative SVD algorithm with column and row sampling; Inputs: same as
Algorithm 5 and additionally w, number of rows to sample.
1: procedure ICRS(A, p, k, c, w, l, τ)
2: S ← {1, 2, · · · , n}
3: C, V˜ , Σ˜, S ← Sample Columns and Rows(A,S,p, c, w)
4: t← min(l,max(r : σ˜r 6= 0)); ui ← Cv˜i, i ∈ {1, 2, . . . , l}
5: Q,R← QR(U);U, Σ˜, V ← SVD(R); U˜ ← QU . for orthonormal U˜
6: s← card(S)
7: ξi ← 0 where i = 1, 2, · · · , k
8: while ∃ξi : ξi
i=1,2,··· ,k
< τ and s > 0 do
9: pi ← 1/s; or pi ← ||ai − U˜ U˜Tai||2/∑ ||ai − U˜ U˜Tai||2F , where i ∈ S
10: C, Vˆ , Σˆ, S ← Sample Columns and Rows(A,S,p, c, w);t← min(l,max(r : σˆr 6= 0))
11: uˆi ← Cvˆi/σˆi where i = 1, 2, · · · , t
12: s← card(S)
13: Uˆ , Σˆ← Block Merge(U˜ , Σ˜, Uˆ , Σˆ, l)
14: ξi ← u˜Ti uˆi where i = 1, 2, · · · , k
15: U˜ ← Uˆ ; Σ˜← Σˆ
16: end while
17: return u˜i, σ˜i where i = 1, 2, · · · , k
18: end procedure
19: procedure Sample Columns and Rows(A, S, p, c, w)
20: Is ← si
i=1,2,··· ,c
: Pr[si = α] = pα ∈ p, si ∈ S
21: Id ← si : ∀ distinct si ∈ Is; g ← card(Id)
22: S ← S \ Id
23: ci ← adi , where di ∈ Id and i = 1, 2, · · · , g
24: W ← Sample and Scale Unique Rows(C,w) . see Algorithm 3
25: V˜ Σ˜2V˜ ← SVD(WTW )
26: return C, V˜ ,Σ˜, S
27: end procedure
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Table 4: Average time taken (in seconds) by SVD(A) and SVD(ATA) for different datasets.
Note that SVD of Yale faces could not be computed in our test system since it does not fit
in the system’s memory.
Dataset SVD(A) SVD(ATA)
single thread 4 threads single thread 4 threads
V2D 25.28 13.94 8.39 2.75
Faces 0.35 0.17 0.13 0.069
Cropped Yale faces 34.04 16.43 15.23 6.86
Yale faces - - - -
5 Results
All algorithms are run in a 4 core Intel R© CoreTM i7-6700K processor that runs at a maximum
clock frequency of 4GHz with hyper-threading on. The system has a 32GB RAM. The
algorithms are written in Python and run in Python version 3.5.3. It uses numpy version
1.12.1-3, scipy version 0.18.1-2 and openBLAS version 0.2.19-3, which is multi-threaded.
Double precision was used for all computations. The random number generator in numpy
is used. Runtimes and speedup values are an average of five runs. We report speed-up
obtained when openBLAS is run using a single thread, to give a measure of the operation
count in each algorithm and four threads (since our system is a four core system), which
gives an indication of how the runtime scales with number of threads. We have not explicitly
parallelised our algorithm and any improvement with multiple threads in entirely due to
openBLAS.
If A is a tall and skinny matrix, computing SVD(A) using SVD(ATA) is faster. This is
because SVD(A) takes approximately βmn2 floating point operations (FLOPs). SVD(ATA)
requires mn2 FLOPs to compute ATA, (β+16)n3 to compute SVD(ATA) and another mn2
operations to compute ui from Avi/σi. Assuming β = 6 [31, 32], this gives m/(m/3 + (1 +
8/3)n) speedup. For example, in V2D with m = 132098 and n = 1024, the expected speed
up is 2.76 which is close to what we get, as seen in Table 4. Since the LTSVD and CTSVD
algorithms compute SVD using XTX, we benchmark the speedup of the algorithms with
respect to SVD(ATA).
Fig. 6 demonstrates the runtime efficiency of the LTSVD_US and CTSVD_US algo-
rithms with respect to (a) SVD(ATA) and (b) LTSVD and CTSVD. The speedup with
respect to SVD(ATA) is of the order of ≈ n2/g2 and it is seen that very large speedups are
obtained, especially for the case C3. We obtain a minimum of 3× speedup with a single
thread and 2× with 4 threads. The speedup obtained with respect to LTSVD and CTSVD
is mainly dependent on the number of distinct columns sampled compared to the actual
number of columns sampled. The speedup will be ≈ c2/g2. As seen in Fig. 6, for cases C1
and C2 LTSVD_US and CTSVD_US have a 1.2-3.5× speedup over LTSVD and CTSVD,
as expected. For C3, the runtime is the almost the same, indicating that there is not much
penalty in searching for distinct indices when the number of sampled columns is small.
The mean-centered data matrix for Yale faces dataset requires 40GB memory and does
not fit in the RAM. There are two possible ways to compute the POD modes of this
dataset: (a) run LTSVD/CTSVD on this data by reading the data in chunks that fit in
the memory and deleting it after each use or (b) do an incremental computation by running
LTSVD_US/CTSVD_US on each block of the partitioned data and then merging the SVD
of these blocks using the MAT algorithm. In order to run LTSVD/CTSVD on the full ma-
trix, it needs to be fetched twice for LTSVD and thrice for CTSVD including computation
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Figure 6: Speed up obtained due to using unique sampling algorithms with respect to
LTSVD, CTSVD and SVD(ATA) when run on different datasets for different parameter
values, as given in Table 2.
of sampling probabilities. Also, the number of sampled columns has to be small enough to
fit in RAM for the SVD computation. This process is severely bottlenecked by disk access
times. We did an incremental computation after partitioning the matrix into t blocks. We
first computed the number of columns c to be sampled from the full matrix, for a given
set of error parameters. ct = ct columns (columns and rows in the case of incremental
CTSVD_US) are sampled in each partition. Note that the number of rows sampled in
each partition for CTSVD_US is smaller than when CTSVD_US is run on the full matrix.
Consequently, use of CTSVD_US for each partition followed by MAT, tends to have a lower
accuracy than running CTSVD_US on the full matrix in many cases.
For the YF dataset, we partitioned the matrix into four blocks. Table 5 shows the
parameter values for which the incremental algorithms were run. The parameters were
chosen to satisfy the following.
1. Sample close to the same total number of columns as in the case of C1 of Yale faces
(B1 in Table 5). ct = wt = c4 .
2. Increase the value of c so that the number of rows in each partition increases. The
aim is to get similar accuracy as CTSVD_US, C1. This is B2 in Table 5.
Fig. 7 shows that in the case of LTSVD B1, for k > 15, the mode angle accuracy
is better than that of LTSVD C1 even though the probability distribution with respect
to the full matrix is sub-optimal. On partitioning the matrix, we possibly get a better
selection of columns corresponding to the smaller singular values. As expected, in the case
of CTSVD B1, the mode angles are substantially larger than CTSVD C1. It can be rectified
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by oversampling from the blocks. B2 in Fig. 7 demonstrates how oversampling improves
the accuracy in the modes. However, since the results depend on the sampling probability
distributions based on row norms, it is not clear how much oversampling is required in
general.
Table 5: Number of columns and/or rows sampled by incremental LTSVD and incremental
CTSVD when run on Yale faces. t is the number of blocks and ct and wt are the number of
columns and rows sampled from each block.
LTSVD CTSVD
Case t k c ct c ct = wt
B1 4 20 9924 2481 10488 2622
B2 4 20 12252 3063 12920 3230
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Figure 7: First k mode angles, θi, of Yale faces computed by the incremental sampling
algorithms for different number of sampled columns/rows, as given in Table 5.
We tested the performance of the iterative algorithms with two different convergence
criteria: angles between the modes obtained in successive iterations and the principal angles
between the subspaces computed in successive iterations. As indicated previously, we tried
two different sampling strategies - S1 based on a uniform distribution and S2 based on
row/column norms of the orthogonal components. Using  and δ around 0.6− 0.7 resulted
in a reasonable tradeoff between the number of columns (and rows) sampled in each iteration
and the number of iterations. For the Faces dataset, we chose a higher , δ since the number
of columns in the matrix is quite small. Only S1 was used in the iterative algorithms for
YF, since the overhead for computing the orthogonal complement in each iteration proved
to be large.1 Table 6 lists the parameter values used for the iterative algorithms.
Table 6: Parameter values (k, , δ) used in ICS and ICRS algorithms for various datasets
V2D, CYF Faces YF
Case k, , δ k, , δ k, , δ
ICS&ICRS
I1 2, 0.7, 0.6 2, 0.7, 0.6 5, 0.6, 0.6
I2 10, 0.7, 0.6 10, 1, 0.75 20, 0.6, 0.6
1 For YF, the runs for the iterative algorithm were made in a different system, a 20 core IntelR© XeonR©
CPU E5-2630V4 processor that runs at a maximum clock frequency of 2.2GHz with hyper-threading on,
with 64GB of RAM.
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Figure 8: First k mode angles, θi, of different datasets computed by iterative algorithms
with convergence of mode angles used as the stopping criterion.
Fig. 8 shows the first k mode angles computed by the iterative algorithms using either S1
or S2 from the second iteration. In these computations, tolerance on the cosine similarity
between POD modes computed in successive iterations, τ , is set to 0.99. It is seen that
except for the first two modes in CYF, all the POD modes are approximated very well. For
k = 10 (I2), both S1 and S2 give very similar results, but for k = 2 (I1), there is no clear
better performer. In the case of YF, , δ set for the iterative algorithms is much larger than
those in LTSVD and CTSVD algorithms (see Table 2). Even so, for I2 (k = 20) accuracy of
the POD modes is much better than in LTSVD and CTSVD. But the accuracy is slightly
worse for I1 (k = 5) when compared to LTSVD and CTSVD.
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Figure 9: First k principal angles, φi, of different datasets computed by the iterative algo-
rithms. The iteration is based on convergence of principal angles.
We also ran the algorithm with convergence of the principal angles as the criterion with
the same value for τ . Fig. 9 shows the principal angles between the subspaces spanned by
the approximate modes and the modes obtained using the truncated SVD. The algorithms
give similar results as in Fig. 8 for faces and V2D datasets. As expected, for the CYF dataset,
the subspace spanned by the first two modes is better approximated than the individual
modes.
Fig. 10 and Fig. 11 contain the speedup obtained when the iterative algorithms are run
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with mode angle and principal angles used as the convergence criterion repectively. For
both cases, τ = 0.99. The figures contain (a) speedup with respect to SVD(ATA) and (b)
speedup on sampling using a uniform distribution (S1) with respect to S2. It is seen from
the figures that except for one case, significant speedup is obtained for all datasets both for
single and multithreaded execution. As expected, in comparison to S2, S1 is faster (at least
20% faster to at most 9 times faster). We found that for k = 10 (I2), nearly all columns
were sampled for the Faces, V2D and CYF datasets when convergence was achieved, both
in terms of mode and principal angles. For I1 (k = 2), the number of columns sampled was
substantially lower than n in all cases. It is interesting that the speedup is large, even when
all the columns are sampled. For the V2D and Faces datasets, the speedup is almost the
same for both convergence criteria. However, for CYF, speed up obtained is substantially
larger when principal angles are used for k = 2. This is because a significantly lower number
of columns is sampled. In datasets containing faces, τ of 0.95 seemed sufficient. This will
further improve the runtime efficiency.
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Figure 10: Speed up obtained due to using iterative algorithms with respect to SVD(ATA)
with convergence of mode angles as the stopping criterion.
Fig. 12 shows few POD modes of V2D computed by the iterative algorithms. It can be
seen that the POD modes of V2D are approximated well, with not much visually apparent
distortions.
6 Conclusion
In this paper, we modified the LTSVD and CTSVD algorithms proposed in [1] and estab-
lished an equivalence between the modified and original algorithms with respect to the left-
singular vectors and singular values. We derived a relationship between the right-singular
vectors obtained in the two cases. The algorithms were run on four datasets of various sizes.
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Figure 11: Speed up obtained due to using iterative algorithms with respect to SVD(ATA)
with convergence of principal angles as the stopping criterion.
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Figure 12: Second and fifth POD modes of V2D computed by SVD and the iterative algo-
rithms.
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The results show the modifications led to a significant speedup for low and moderate values
of the error parameters. The modifications are independent of the sampling probabilities.
We also used a previously proposed MAT algorithm to implement an incremental sampling-
based algorithm for large datasets that do not fit in the RAM. The incremental algorithm
gave comparable or better results when LTSVD_US was used for each partition, but slightly
worse when CTSVD_US was used. This is due to the much smaller number of rows sampled
in each partition. A slight oversampling of rows and columns, resulted in similar errors. An
improvement to our algorithm would be to just oversample rows. However, the results are
empirical and it would be useful to have error bounds to predict the amount of oversampling
required.
We proposed an iterative algorithm to improve the modes/subspaces spanned by the
modes. Unlike the earlier methods used for multiple rounds of sampling, we estimate the
POD modes in each iteration and stop sampling when no further improvement is obtained
in either the modes or subspaces spanned by the modes. The algorithm resulted in good
accuracies with significant improvement in runtime even if all columns are sampled when
convergence is achieved. We found that using column-norm sampling in the first round and
uniform sampling in subsequent rounds resulted in good speedups, with accuracy comparable
to using norm of the orthogonal component of the columns. An extension would be to use
a combination of incremental and iterative algorithms to get better accuracies and speedup
for large matrices.
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