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Nomenclature
Modèle :
t : temps ([s])
k : index de la phase
εk : énergie interne de la phase k ([N])
ek : énergie interne spécifique de la phase k (
[m2
s2
]
)
ρk : densité de la phase k (
[ kg
m3
]
)
αk : fraction volumique de la phase k
Yk : fraction de masse de la phase k
ε : énergie interne du mélange ([N])
e : énergie interne spécifique du mélange (
[m2
s2
]
)
ρ : densité du mélange (
[ kg
m3
]
)
E : énergie totale de la mixture (
[ J
m3
]
)
P : pression ([Pa])
T : température ([K])
−→u : vitesse ([ms ])
c : vitesse du son (
[m
s
]
)
λ : valeur propre
∇ : opérateur nabla
Γ : terme source des transferts de masse
QI : terme source des transferts de chaleur
α˙ : terme source de la compaction dynamique
ν : potentiel chimique (
[ J
kg
]
)
g : énergie libre de Gibbs (
[ J
kg
]
)
Θt : temps de relaxation des transferts de masse (s)
Θ : terme de relaxation des transferts de masse (
[1
s
]
)
θ : terme de relaxation des transferts de température (
[1
s
]
)
µ : terme de relaxation d’équilibre mécanique (
[1
s
]
)
PI : pression interfaciale entre les phases (Pa)
Zk : impédance acoustique de la phase k
Paramètres de l’équation d’état :
γ : coefficient de Laplace
P∞ : pression de cohésion (Pa)
cv : capacité calorifique massique à volume constant (J/kg/K)
q : énergie de référence (J/Kg)
q′ : énergie libre de Gibbs de référence (J/Kg/K)
Γk : coefficient de Grüneisen de la phase k
Pc : pression critique (Pa)
vDiscrétisation des méthodes aux résidus distribués :
i, j : indice du nœud du maillage
Ωh : domaine discrétisé
Γ : frontière du domaine discrétisé
K : cellule du domaine
∂K : frontière de la cellule K
ϕi : fonction de base
ΦK : résidu de K
ΦK,ni : résidu de K envoyé au nœud (i,n)
φK : fluctuation de K
φK,ni : fluctuation de K envoyé au nœud (i,n)
dt : pas de temps
Ci : cellule de contrôle
θs : détecteur de choc du schéma combiné
Discrétisation du schéma à propagation des ondes :
dt : pas de temps temporel
dx : pas de temps spatial
A−∆Qi+ 12 : fluctuation entre les cellules i et i+1
W p
i+ 12
: onde de la p-ème caractéristique entre les cellules i et i+1
Fi+ 12
: flux de correction
θ p
s,i+ 12
: senseur de choc pour le limiteur de l’onde W p
i+ 12
Algorithme de MOOD
B : Espace des cellules déficientes
V (K) : Espace des cellules voisines de l’élément K
PAD : Physical Admissibility Detection
CAD : Computational Admissibility Detection
P : Plateau Detection
NAD : Numerical Admissibility Principle
DMP : Discreted Maximum Principle
SE : Smoothness Extrema
LSE : Linearized Smoothness Extrema
Probabilité :
y : résultat expérimental
N : nombre de simulations numériques
ϑ : set de paramètres incertains
f (ϑ) : résultat numérique du set ϑ
σ2,D : variance
σ : écart type
LOO : leave-one-out
M(ϑ) : résultats de la résolution numérique du set ϑ
vi
MPc(ϑ) : résultats du métamodèle du set ϑ
MPc\i(ϑ) : résultats du métamodèle du set ϑ sans la contribution i
ξ : paramètres incertains du polynôme du chaos
nξ : nombre de paramètres incertains du polynôme du chaos
np : ordre du polynôme du chaos
u(ξ ) : polynôme du chaos de paramètre ξ
uα : indice α du polynôme du chaos
Ψα : fonction orthogonale α du polynôme du chaos
Sϑi : coefficient de Sobol d’ordre 1 de la variable ϑi
Sϑi,.., j : coefficient de Sobol couplé des variables ϑi,..., j
Stϑi : coefficient de Sobol total de la variable ϑi
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Introduction
Contexte
Ce travail a pour objectif de contribuer à l’avancement de méthodes permettant des simula-
tions précises d’écoulements diphasiques dans des configurations industrielles. En effet dans de
nombreuses configurations industrielles, la présence de milieux diphasiques est très fréquente.
On peut par exemple citer les mélanges d’eau sous forme vapeur et liquide servant à entraîner
les turbines dans les centrales nucléaires ou les changements de phase lors de la combustion
dans un moteur. Malheureusement, ces fluides sont très complexes à caractériser notamment en
raison de nombreux phénomènes, comme les transferts de masse (comme la cavitation) et de
chaleur entre les différentes phases. On peut mentionner par exemple la cavitation provenant
d’une décompression rapide d’un milieu liquide qui est généralement très dommageable pour
les installations industrielles.
FIGURE 1 – Fonctionnement d’une centrale nucléaire, on observe que le bon fonctionnement
du processus dépend en partie des changements de phase de l’eau (image libre de droit reprise
de [1])
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Ainsi, pour concevoir et dimensionner ces systèmes, il est alors primordial de pouvoir bien
caractériser ces milieux et prédire leurs comportements et leurs caractéristiques physiques dans
les configurations considérées. Pour cela, deux approches sont généralement utilisées. La pre-
mière est l’approche expérimentale, où des maquettes sont utilisées pour reproduire les phéno-
mènes qui sont à caractériser. Dans certains cas, celles-ci peuvent alors selon les nécessités être
de tailles réelles pour permettre une reproduction exacte du problème, mais plus généralement
un modèle réduit similaire moins coûteux peut être construit en utilisant les grandeurs adimen-
sionnées caractérisant le problème. En outre, dans certains cas prendre les mesures reste un
challenge. En effet des méthodes intrusives peuvent perturber le problème et l’outil peut aussi
être déformé ou endommagé en conditions extrêmes. Les méthodes non-intrusives nécessitent
quant à elles la résolution de problèmes d’inversion très complexes. On peut par ailleurs noter
que pour un problème de grande dimension par rapport à ses plus petites structures il est alors
difficile d’obtenir une bonne définition des petites structures en considérant le problème en en-
tier. Il vaut alors mieux utiliser cette approche pour une étude de finition après que les ordres de
grandeurs du problème sont connus pour limiter les coûts et définir au mieux les méthodes de
mesure.
La deuxième approche est de résoudre numériquement les équations de bilan physiques
conçues pour reproduire les comportements des fluides. Ces équations étant très complexes il
est nécessaire d’avoir recours à des méthodes de résolution numérique afin de résoudre celles-
ci. L’avantage est alors de pouvoir générer aisément de nouvelles configurations à résoudre
afin de mieux comprendre le problème et prédire au mieux sa physique. Il faut toutefois faire
attention à ce que le modèle soit suffisamment représentatif de la réalité. Par exemple dans des
problèmes d’aérodynamique les équations d’Euler peuvent être privilégiées aux équations de
Navier-Stokes si l’effet de la viscosité est négligeable. En revanche, quand la viscosité n’est pas
négligeable les équations d’Euler donneraient des résultats trop éloignés de la réalité et il est
alors nécessaire d’utiliser les équations de Navier-Stokes. Cela est d’autant plus vrai quand on
cherche à simuler des écoulements diphasiques.
En effet, quand plusieurs espèces non-miscibles sont à étudier, il est évidemment possible
d’utiliser simplement les équations de Navier-Stokes ou d’Euler en utilisant des propriétés ther-
modynamiques adaptées à un mélange de plusieurs espèces. Malheureusement, cette approche
ne permet pas de modéliser de nombreux phénomènes comme les interactions entre les fluides.
En outre, cela ne permet pas de prendre en compte les inhomogénéités dans le domaine étu-
dié. Pour cela, on introduit le concept de phase, chaque phase correspondant à la présence d’un
des fluides formant alors un écoulement multiphasique. On fait alors la distinction entre deux
types d’écoulements diphasiques : les écoulements à phases dispersées où une des phases est
incluse dans une autre, par exemple un spray de bulles dans l’air ou des bulles de vapeur dans
de l’eau en ébullition ; les écoulements à phases séparées où les phases sont en contact mais
sans inclusions.
Dans ce travail, nous nous intéressons aux modèles à interfaces diffuses. Ces modèles sont
très utilisés pour simuler des écoulements compressibles soumis à des gradients de pressions in-
tenses et permettent de résoudre à la fois des problèmes à phases séparées et à phases dispersées.
On considère alors le fluide comme un mélange et on ne cherche pas à définir les structures des
phases dispersées, contrairement à d’autres méthodes diphasiques comme les méthodes VOF
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[2] ou level-set [3] pour lesquelles le maillage doit être de l’ordre des plus petites structures
diphasiques pour que celles-ci soient représentées. On peut alors utiliser des maillages moins
fins et on ne cherche pas à suivre précisément l’évolution des micro-structures diphasiques, in-
formation généralement peu intéressante pour des écoulements à fort gradient de pression mais
uniquement d’observer leurs effets dans le mélange.
FIGURE 2 – Les méthodes VOF ou level-set considèrent des milieux purs séparés par des inter-
faces nettes (à gauche). Avec les méthodes à interfaces diffuses (à droite) tout le domaine est
considéré comme une zone de mélange contenant une proportion plus ou moins importante des
milieux constitutifs
Etat de l’art
Nous procédons tout d’abord à une revue des connaissances actuelles concernant la simula-
tion numérique d’écoulements diphasiques. Cette partie est illustrée en trois parties :
— Tout d’abord, nous présentons les différentes méthodes numériques utilisées à ce jour
pour modéliser des écoulements diphasiques. Nous nous concentrons alors sur la caté-
gorie des modèles à interfaces diffuses que nous utiliserons par la suite.
— Dans un second temps, nous présentons une classe de méthodes numériques très connues,
la méthode des volumes finis et notamment son application à des systèmes d’équations
hyperboliques et aux modèles à interfaces diffuses. Nous utiliserons cette méthode par la
suite pour étudier l’effet de l’incertitude de certains paramètres des modèles à interfaces
diffuses à des expériences en milieu industriel.
— Finalement, nous présentons la méthode aux résidus distribués. Nous chercherons par la
suite à étendre cette classe de méthodes aux modèles à interfaces diffuses. Une compa-
raison avec la méthode des volumes finis nous permettra de valider notre extension.
Modèles pour les écoulements diphasiques
Comme présenté dans [4, 5, 6] les méthodes numériques actuelles pour traiter les écoule-
ments multiphasiques peuvent être classées en deux catégories (voir figure 2) :
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— Les méthodes à interfaces tranchées (SIM), qui regroupent les méthodes level-set [3],
VOF [2], les méthodes lagrangiennes [7] et les méthodes front-tracking [8] pour ci-
ter les principales. Ces méthodes caractérisent chacun des fluides indépendamment par
leurs équations d’Euler respectives. L’interface entre les fluides est alors représentée par
des traitements des équations caractéristiques du problème. Cela permet de construire
une interface infiniment mince entre les fluides. Cela permet de simuler par exemple des
écoulements de spray de bulles avec une grande définition [9]. Un des défauts de ces
méthodes est que les maillages doivent alors être extrêmement fins afin de définir avec
précision les différentes interfaces. En outre, il est très compliqué de modéliser l’appari-
tion spontanée d’une des phases comme le développement de poches de cavitation dans
un liquide.
— La deuxième catégorie concerne les méthodes auxquelles nous nous intéressons, les
méthodes à interfaces diffuses (DIM). Pour ces méthodes, le domaine entier est consi-
déré comme un mélange dans lequel toutes les phases co-existent en tout point et à tout
moment, les fractions volumiques des fluides permettent alors la caractérisation du mé-
lange. Ainsi une zone monophasique est définie par une zone presque pure ayant une
fraction volumique proche de 1. En raison de cette définition, il n’y a plus d’interfaces
nettes et les changements de phase séparant les fluides sont alors inclus dans le mo-
dèle et sont modélisés par un changement brusque des fractions volumiques. En raison
d’erreurs de diffusion numérique les interfaces sont alors étendues sur plusieurs cellules
de calcul, d’où leur nom de méthodes à interfaces diffuses. En revanche, cette définition
permet alors d’observer l’apparition d’une phase. En outre, en présence d’écoulements à
phases dispersées comme des sprays, le maillage peut alors être plus gros que les micro-
structures diphasiques. Les micro-structures ne sont alors pas visibles mais leurs effets
dans le mélange sont bien modélisés. Cela permet alors une grosse économie des temps
de calculs quand on ne cherche pas à les définir.
Les modèles multiphasiques à interfaces diffuses sont notamment connus depuis le modèle
précurseur de Baer et Nunziato [10]. Ce modèle comprenant sept équations fut à l’origine conçu
pour traiter des processus de sublimation dans des explosifs granulaires en prenant en compte
les échanges mécaniques, visqueux, thermiques et chimiques entre les phases. Plus tardivement,
Drew et Passman [11] en utilisant un procédé d’homogénéisation sur les équations de Navier-
Stokes obtiennent une catégorie plus générique de modèles comprenant lui aussi sept équations
et les différentes interactions entre les phases. Ce modèle fut notamment utilisé par Saurel et
Abgrall [12] pour résoudre des problèmes d’écoulements à phases séparées et à phases disper-
sées non visqueux.
Les modèles à interfaces diffuses disposent d’une pléthore de variantes et notamment de
modèles simplifiés. En effet, ces modèles considèrent des pressions, des vitesses, des tempéra-
tures et des potentiels chimiques différents entre les phases. Ceci entraîne des termes d’échange
entre les phases ayant pour but de ramener les quantités à l’équilibre. Ainsi, en considérant les
transferts entre les phases suffisamment rapides, on peut par un procédé de convergence asymp-
totique (voir [4]), obtenir des modèles simplifiés considérant les variables considérées toujours
à l’équilibre et donc égales. Les équations des milieux monophasiques sont alors remplacées
par une équation de mélange à l’équilibre. Les modèles les plus connus sont donc les suivants :
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— Un modèle constitué de quatre équations [13] pour lequel les pressions, les vitesses et
les températures sont considérées à l’équilibre. On peut ajouter que ce modèle n’est pas
à confondre avec le modèle HRM (homogeneous relaxation model) de Bilicki [14]. Ce
dernier considère l’équilibre entre les phases des vitesses et des pressions. En revanche
les températures sont quant à elles en déséquilibre, puis pour fermer le système la tem-
pérature du milieu gazeux est toujours considérée à son état de saturation.
— Le modèle à cinq équations de [15] pour lequel on assume l’équilibre entre les vitesses
et les pressions des phases. Ce modèle a initialement été introduit comme un modèle
simplifié du modèle de Baer et Nunziato pour simuler des problèmes d’explosifs gra-
nulaires. Dans [16], ce modèle est utilisé pour traiter des écoulements liquide-vapeur et
d’epoxy-spinel.
— Le modèle à six équations de Pelanti et Shyue [17], où seulement les vitesses sont im-
posées à l’équilibre, utilisé pour résoudre une pléthore de problèmes diphasiques. Dans
[18], le modèle est appliqué à des écoulements triphasiques.
D’autres travaux récents [19] permettent d’ajouter des phénomènes physiques comme la
tension de surface. En effet, dans les SIM, la tension de surface est introduite comme un terme
de force surfacique séparant les deux états autour d’une interface. Dans les méthodes DIM cette
définition ne peut pas être utilisée puisque l’interface est diffuse, celle-ci est alors introduite
comme une force volumique dans les équations de bilan du modèle en utilisant la méthode de
Brackbill [20]. Cela a notamment permis dans [21] la simulation d’écoulements d’ébullition
dans l’eau avec la tension de surface permettant de prendre en compte les effets capillaires sur
la forme des bulles.
Méthodes des volumes finis
La méthode des volumes finis est une catégorie de méthodes numériques très connues. Elle
est couramment utilisée en mécanique des fluides par sa propriété inhérente à conserver les flux
des quantités transportées.
Dans le cadre de ce travail nous présentons uniquement son utilisation pour résoudre des sys-
tèmes d’équations hyperboliques. Deux très bonnes références pour s’introduire à ces méthodes
sont les livres de Toro [22] et de LeVeque [23] auxquels nous renvoyons le lecteur non-initié.
Une avancé majeure des méthodes numériques appliquées aux équations hyperboliques
vient de Godunov. En effet dans [24], celui-ci propose de calculer les flux permettant l’évo-
lution des variables évolutives en résolvant un problème de Riemann, ce qui permet alors une
très bonne modélisation des ondes acoustiques. La résolution des systèmes d’équations non-
linéaires nécessite alors la résolution de problèmes de Riemman généralisés (des exemples de
résolutions de problèmes de Riemann généralisés peuvent être trouvés dans [25]).
Bien que très efficace pour capturer les chocs, la méthode de Godunov est une méthode
d’ordre 1. Une avancé majeure ayant permis l’extension de ces méthodes pour construire des
schémas d’ordre plus élevé provient de Van Leer. En effet dans [26], Van Leer introduit les
méthodes de reconstruction polynomiale lui permettant la conception du schéma MUSCL-
Hancock d’ordre 2. La reconstruction polynomiale sert à calculer de nouveaux états utilisés
pour résoudre des problèmes de Riemann de la même manière que la méthode de Godunov.
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Par soucis de complétude nous rajoutons que la reconstruction polynomiale a alors permis
la construction de schéma d’ordre définissable. On peut alors citer les schémas ENO d’Harten
([27], [28]) et son extension WENO de Jiang et Shu [29]. De même les schémas ADER de Toro
([30], [31]) sont en concurrence avec ces derniers schémas. On peut rajouter que ces schémas ne
sont pas TVD (Total Variation Diminishing), mais possèdent la propriété d’être essentiellement
non oscillatoire, c’est à dire que les oscillations parasites deviennent négligeables pour des
maillages de plus en plus fins.
Dans le cadre de ce travail nous utilisons une variante de la méthode de Godunov, la méthode
de propagation des ondes développée par LeVeque (voir [23]).
La méthode des volumes finis a déjà été appliquée aux modèles à interfaces diffuses. Dans
[32] Tokareva et Toro résolvent le modèle à sept équations avec un solveur HLLC. Dans [17],
un système composé de six équations est résolu avec des solveurs HLLC et de Roe. D’autre
part, un modèle à quatre équations est résolu dans [33] avec un solveur HLLC.
On peut conclure en rajoutant que dans [34], des écoulements de sang artériel ont été simulés
avec succès avec l’utilisation des méthodes ADER.
Ainsi les principaux avantages des méthodes des volumes finis sont leur capacité à assurer
la conservation des quantités physiquement conservées ainsi qu’une très bonne modélisation
de la propagation des ondes grâce aux méthodes de Godunov. Des méthodes d’ordre très élevé
sont en outre facilement extensibles pour des problèmes en une dimension. En revanche, pour
des problèmes multidimensionnels il est difficile de conserver l’ordre élevé des méthodes et
notamment pour des maillages non-structurés. En outre, afin d’augmenter l’ordre de conver-
gence, il est nécessaire d’augmenter le stencil, rendant difficile une parallélisation efficace pour
des problèmes ayant un temps de calcul coûteux. Par soucis de complétude nous pouvons citer
deux travaux récents [35] et [36] présentant des méthodes des volumes finis d’ordre très élevé
pour des maillages fortement non-structurés appliquées au modèle diphasique à sept équations
de Baer et Nunziato en deux et trois dimensions.
Méthodes aux résidus distribués
Les méthodes aux résidus distribués aussi appelées ”fluctuation splitting” découlent d’un
travail de Roe [37], [38] définissant les notions de signal et de fluctuation. Elles ont été reprises
et developpées par Roe, Struijs et Deconinck [39], [40], Abgrall [41], et Roe et Abgrall [42].
L’objectif recherché de ces méthodes est d’utiliser un maximum d’informations afin de
construire des schémas ”multidimentional upwind”, monotones, d’ordre élevé et à support com-
pact.
Ces schémas ont dans un premier temps été développés pour résoudre des problèmes sta-
tionnaires. Ces méthodes ont permis la conception de méthodes d’ordre très élevé pour des
maillages fortement non-structurés (une revue récente peut être trouvée dans [43]). On peut ci-
ter les travaux de Abgrall [44], [45] et plus récemment [46] pour résoudre des équations hyper-
boliques avec les équations de Burgers ou d’Euler. Récemment, les méthodes ont été étendues
aux problèmes paraboliques. Ainsi, De Santis et Abgrall ont traité des problèmes en utilisant
les équations de Navier-Stokes [47, 48, 49, 50] pour résoudre des écoulements autour de pro-
fils d’ailes d’avions telles qu’une géométrie NACA 012. Cela a été fait pour des vitesses de
7 TABLE DES MATIÈRES
convergence d’ordre très élevé.
Du point de vue instationnaire, les méthodes sont toujours en cours de développement. Une
des difficultés majeures de cette extension est la difficulté de conception de méthodes d’ordre
élevé explicites en temps. En revanche des méthodes d’ordre élevé implicites ont déjà été déve-
loppées avec succès. On peut citer les travaux de Palma [51], [52] pour les équations d’Euler ou
de Nishikawa [53] pour des problèmes paraboliques et plus exactement l’équation de Burgers
visqueuse. De nombreux travaux ont aussi été réalisés par Ricchiuto pour les équations des ”
eaux peu profondes” [54] [55]. Un très bon recueil des méthodes aux résidus distribués peut
être trouvé dans [56] présentant la simulation de tsunamis.
Assez récemment des méthodes très prometteuses ont permis de mettre au point des mé-
thodes à multi-pas semblables aux méthodes de Runge-Kutta permettant d’obtenir des méthodes
aux résidus distribués explicites et d’ordre élevé. Cette méthode a permis l’obtention de mé-
thodes à l’ordre 2 dans [57], qui ont été généralisées par Abgrall [58]. Ces méthodes ont permis
d’effectuer des calculs à l’ordre 3 et 4 pour les équations d’Euler [59] pour des problèmes de
"Double Mach Reflection" et de tunnel de vent à Mach 3 pour des maillages fortement non
structurés.
On peut finalement citer quelques travaux concernant les fluides multiphasiques [60], [61]
résolvant le modèle à cinq équations de Kapila [15] mais sans transfert de masse et uniquement
pour des problèmes en une dimension.
Enjeux et objectifs
A ce jour, les méthodes aux résidus distribués ont été développées pour résoudre des pro-
blèmes impliquant des fluides monophasiques comme les équations d’Euler ou de Navier-
Stokes. Ainsi l’un des objectifs majeurs de ce travail est d’étendre ces méthodes en cours d’essor
aux modèles à interfaces diffuses afin de traiter des problèmes impliquant des fluides multipha-
siques.
Donc, le premier enjeu est de formuler un schéma aux résidus distribués d’ordre élevé
pour la simulation d’écoulements diphasiques. En effet, afin d’optimiser le temps de calcul
on cherche à construire des méthodes d’ordre élevé permettant d’obtenir les résultats les plus
précis possible pour un maillage comportant le moins de mailles possible pour réduire le temps
et donc le coût des calculs. Les méthodes des volumes finis d’ordre élevé sont développées
pour être facilement utilisables pour des maillages structurés dans des géométries simples mais
sont difficilement implémentables et perdent en grande partie en précision dans des géométries
complexes nécessitant des maillages fortement non-structurés. Puisque les écoulements indus-
triels se déroulent majoritairement dans des géométries complexes, les méthodes aux résidus
distribués sont alors de très bonnes candidates. En effet, les méthodes aux résidus distribués
sont non seulement facilement applicables à des maillages fortement non-structurés mais sont
aussi à support compact, ce qui permet une parallélisation triviale des méthodes d’ordre élevé.
Nous cherchons donc ici à obtenir des méthodes aux résidus distribués efficientes en utilisant
des maillages fortement non-structurés pour des problèmes diphasiques.
Le second enjeu est de construire une méthode aux résidus distribués en utilisant nos sys-
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tèmes sous une forme non-conservative. En effet, comme bien connu depuis [62], résoudre nu-
mériquement une équation de bilan sous forme non-conservative entraîne une mauvaise conver-
gence du problème vers la solution réelle du modèle. Usuellement, pour résoudre une équa-
tion de bilan sous forme non-conservative, il est courant d’avoir recours à des schémas ”path-
conservatif” [63]. Malheureusement, comme présenté dans [64], même si un schéma path-
conservatif est construit en se basant sur la forme conservative (si elle est connue), le résultat
peut ne pas converger vers la bonne solution. Un autre problème ici est que d’un point de vue
industriel ce ne sont pas les variables des formes conservatives des systèmes qui présentent
un intérêt. Celles-ci peuvent bien entendu être déterminées une fois les variables conservatives
connues mais pour des problèmes complexes utilisant par exemple des lois d’états non-linéaires,
leurs profils peuvent être dégradés lors de leurs obtentions (par exemple le profil de pression est
souvent dégradé dans une onde de contact).
D’autre part, la construction d’une méthode numérique efficace n’est pas la seule difficulté
pour effectuer une résolution réaliste du problème. En effet cela passe non seulement par un
choix d’équations et de modèles adéquats mais aussi par la mise en place d’un domaine spatial,
de conditions aux limites et d’un état initial suffisamment représentatif du problème à étudier.
Lors de la résolution de ces modèles on peut observer l’apparition d’interfaces diffuses qui
ne sont pas cohérentes physiquement. En effet, deux fluides diphasiques sont séparés par une
zone microscopique induisant la tension de surface entre les fluides, or les modèles à inter-
faces diffuses considèrent une séparation nette entre les fluides (dans [19] une méthode pour
implémenter la tension de surface est proposée quand celle-ci ne peut pas être négligée). En
outre l’interface diffuse se forme en raison des erreurs de diffusion numérique et n’est donc
pas incluse dans la physique du modèle, on peut voir dans [65] une méthode de compression
d’interface pour minimiser l’épaisseur de l’interface.
De même pour résoudre nos systèmes, il est nécessaire d’imposer une fermeture thermo-
dynamique aux fluides en utilisant une loi d’état. Les corrélations entre les variables d’état du
fluide étant fortement non-linéaires on peut par exemple utiliser une loi d’état très complexe (on
peut citer pour l’eau la loi d’état IAPWS [66]) nécessitant un fort coût en temps de calcul. Dans
le cas de faibles variations des variables d’état on peut utiliser une loi plus simple comme la loi
d’état stiffened gas assurant une variation linéaire entre l’énergie et la pression du fluide [67].
Dans ce cas, il faut alors bien calibrer les paramètres de l’équation d’état.
Plus généralement, la mise en place d’un cas-test numérique est construite à partir de nom-
breuses études d’origines expérimentales. Les conditions initiales et les résultats de l’expé-
rience permettent alors la construction du modèle, ces données présentant malheureusement
des erreurs de mesure. Par conséquent, en plus des erreurs liées aux phénomènes non pris en
compte par les modèles s’ajoutent des données incertaines provenant d’erreurs expérimentales.
De même, l’utilisation d’outils numériques ne permet alors pas de quantifier l’effet d’imprévus
sur l’évolution du problème pouvant dans le pire des cas causer des accidents.
Ainsi, nous chercherons à étudier l’effet de ces incertitudes sur deux expériences de pro-
blèmes industriels réels, l’expérience de Canon et l’expérience de Simpson.
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Travaux réalisés
Les contributions apportées par ce travail peuvent-être décomposées en trois parties.
En premier lieu, nous résolvons deux différents modèles à interfaces diffuses en utilisant la
méthode de propagation des ondes. Les modèles à six équations et quatre équations sont alors
résolus avec les solveurs HLLC présentés dans [17] pour le système à six équations et [33] pour
le système à quatre équations. Les résultats sont alors comparés pour de nombreux cas tests et
maillages où l’on considère initialement l’égalité des pressions et des températures.
La seconde contribution de ces travaux est l’extension de méthodes aux résidus distribués
au modèle à quatre équations. Ce travail a notamment été effectué en collaboration avec l’uni-
versité de Zurich (le professeur Rémi Abgrall et le docteur Paola Bacigaluppi). Cette résolution
est effectuée en partant de la forme non-conservative du système sur l’énergie interne. Puis
la conservation est assurée en utilisant la technique introduite dans [68] en utilisant la forme
conservative connue afin d’assurer la bonne convergence du problème. La méthode d’optimi-
sation de [69] est utilisée afin d’améliorer les résultats. Une comparaison est alors effectuée
avec la méthode de propagation des ondes pour des cas tests utilisant des maillages structurés
en une et deux dimensions. Nous appliquons ensuite notre méthode aux résidus distribués à des
problèmes utilisant des maillages fortement non-structurés.
Finalement, la dernière partie présente une analyse de l’incertitude des paramètres du mo-
dèle appliquée à deux expériences provenant de problèmes industriels réels : les expériences de
Simpson et Canon. Premièrement, nous estimons l’impact sur la variabilité de certaines quan-
tités d’intérêt. Donc, une décomposition ANOVA est alors utilisée pour mesurer l’impact de
chaque incertitude sur la variabilité de la solution numérique.
Structure de la thèse
Le but de ce travail est de développer des méthodes numériques permettant des simulations
d’ordre élevé d’écoulements diphasiques dans des configurations complexes. Ce manuscrit est
articulé comme suit :
Chapitre 1 :
Ce chapitre présente une introduction aux modèles diphasiques à interfaces diffuses. En
outre nous présentons la construction de la loi d’état diphasique permettant la fermeture du
système.
Dans le premier chapitre, nous présentons la classe des modèles diphasiques à interfaces dif-
fuses. Nous rappelons la méthode d’obtention de ces modèles à partir des équations de Navier-
Stokes via le procédé d’homogénéisation de Passman et Drew [11]. Nous définissons alors les
différents termes de transfert entre les phases et la modélisation que nous avons utilisée. Puis,
nous discutons de différents modèles réduits obtenables par limite asymptotique, de leurs avan-
tages et de leurs inconvénients. Nous nous attardons notamment sur le modèle à quatre équations
[13] et le modèle à six équations [17] que nous utilisons par la suite. Le reste du chapitre est
consacré à décrire la modélisation de l’équation d’état du mélange et des hypothèses inhérentes
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permettant de modéliser les transferts de masse.
Chapitre 2 :
Ce chapitre présente une base bibliographique concernant les méthodes de type Godunov
et notamment la méthode de propagation des ondes telle qu’elle est utilisée dans nos calculs.
Nous présentons ici la méthode de propagation des ondes, une variante des méthodes de
Godunov [24]. Ainsi, dans un premier temps nous rappelons rapidement la résolution d’un
problème de Riemann. Puis nous présentons le cadre de travail de la méthode des volumes
finis et la manière dont la résolution d’un problème de Riemann permet d’obtenir des schémas
modélisant très bien les chocs. Nous voyons en outre aussi comment la méthode est passée à
l’ordre 2 en utilisant des limiteurs tout en restant monotone. Pour conclure le chapitre, nous
voyons comment les conditions aux limites sont imposées dans les problèmes numériques que
nous résolvons dans les chapitres suivants.
Chapitre 3 :
Ce chapitre illustre les méthodes aux résidus distribués. Nous présentons leur fonctionne-
ment pour résoudre des problèmes instationnaires.
Comme déjà explicité, un des objectifs de ce travail est d’étendre les méthodes aux rési-
dus distribués aux modèles diphasiques à interfaces diffuses. Ainsi, dans ce troisième chapitre
nous présentons ces méthodes, leurs principes et leurs fonctionnements et leurs cadres de tra-
vail mixant les éléments finis et les volumes finis, pour des problèmes stationnaires et insta-
tionnaires. Nous définissons et rappelons notamment les notions de fluctuation et de résidu.
En outre, nous nous attardons sur les méthodes permettant d’obtenir des méthodes explicites,
monotones et d’ordre élevé (d’abord pour des problèmes stationnaires, puis instationnaires en
se basant sur les travaux de Ricchiuto et Abgrall [57], [58]). Pour terminer le chapitre, nous
présentons l’implémentation des conditions aux limites.
Chapitre 4 :
Ce chapitre est consacré à une étude comparative entre les systèmes à quatre et six équa-
tions. Celle-ci est effectuée en utilisant la méthode de propagation des ondes avec le logiciel
Clawpack.
Dans ce chapitre, nous nous intéressons au modèle à quatre équations [13] ainsi qu’au mo-
dèle à six équations [17]. Les systèmes sont alors résolus en utilisant des solveurs HLLC [70]
repris de [33] et [17]. Nous ajoutons que les systèmes sont résolus par splitting, les termes
sources sont ainsi traités indépendamment en suivant la procédure proposée dans [17]. Ces
solveurs ont alors été implémentés dans le logiciel Clawpack [71]. Nous comparons alors les
résultats des modèles diphasiques à quatre et six équations dans les cas où, initialement, les
pressions et les températures des mélanges sont à l’équilibre. En outre, les remises à l’équilibre
des pressions et des températures du modèle à six équations sont considérées instantanées.
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Chapitre 5 :
Dans ce chapitre nous étendons la méthode aux résidus distribués au système à quatre
équations. La validité de la méthode est alors confirmée en comparant les résultats avec la
méthode de propagation des ondes. Notre méthode est utilisée pour résoudre de nombreux cas
tests utilisant des maillages structurés et fortement non-structurés.
Ce chapitre est consacré à l’extension des méthodes aux résidus distribués au modèle à
quatre équations. La première partie de ce chapitre est consacrée à la présentation des schémas
spatiaux et temporels que nous avons utilisés. Nous ajoutons que suivant [69], la résolution
utilise un algorithme d’optimisation à postériori se basant sur l’algorithme de MOOD [72] per-
mettant d’appliquer le schéma idéal selon que la solution est continue ou présente un choc. Par
ailleurs, nous avons recours à la méthode proposée dans [68] pour résoudre le système sous
forme non-conservative de manière à assurer la bonne convergence du schéma.
Les résultats sont comparés avec ceux obtenus avec la méthode de propagation des ondes.
Suite à cela nous nous consacrons à la méthode aux résidus distribués pour résoudre des cas
tests dans des configurations industrielles complexes intraitables avec le logiciel Clawpack et
nécessitant des maillages fortement non structurés.
Chapitre 6 :
Dans ce chapitre, nous présentons une étude de quantification d’incertitude appliquée aux
modèles diphasiques à quatre et six équations quand ceux-ci sont appliqués à des problèmes
industriels réels. L’étude est réalisée en utilisant la méthode de propagation des ondes.
Le dernier chapitre de ce travail présente les résultats obtenus en utilisant les modèles à
quatre et six équations pour simuler des cas-tests expérimentaux. Pour ce chapitre, nous utili-
sons la méthode de propagation des ondes telle qu’elle est présentée dans le chapitre quatre. Les
cas considérés sont l’expérience de Canon [73] et l’expérience de Simpson [74]. Pour affiner la
prédiction numérique, nous utilisons des méthodes de quantification d’incertitude afin d’évaluer
l’impact de l’incertitude de certains paramètres d’entrée sur la prédiction de certaines quantités
de sortie.
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Chapitre 1
Modèles multiphasiques
1.1 Introduction
Nous allons ici présenter les modèles d’écoulements multiphasiques compressibles que
nous utiliserons par la suite. Il existe une grande variété de modèles servant à modéliser des
écoulements multiphasiques, chacun ayant leurs avantages et leurs inconvénients. On peut nom-
mer les méthodes level-set ([3], [75] ou VOF (volume of fluid [2],[76]) dans lesquelles chacun
des fluides est modélisé indépendamment par un système d’équations monophasiques, la sépa-
ration des fluides est alors modélisée par une méthode de traitement de l’interface. Ces méthodes
permettent ainsi une très bonne modélisation de l’interface. En revanche cela nécessite dans le
cas d’écoulement à phases dispersées des maillages très fins et donc un fort coût de calcul. De
plus ces modèles ne permettent pas de modéliser des apparitions spontanées de phases comme
dans les problèmes de cavitation.
Nous nous intéressons à un autre type de modèle, des modèles permettant à la fois de mo-
déliser des écoulements à phases séparées et à phases dispersées. En effet, dans ce cas le milieu
est considéré comme un mélange et la séparation des modèles est alors incluse dans le mo-
dèle. Les écoulements à phases dispersées apparaisent alors comme une zone de mélange tandis
que dans le cas des écoulements à phases séparées celles-ci sont séparées par une couche de
mélange en raison des erreurs de diffusion numérique. On perd ainsi une bonne résolution de
l’interface. Pour ces raisons, ces méthodes sont dénommées à interfaces diffuses. En revanche,
ces méthodes permettent de traiter aisément des interactions entre les fluides et de modéliser des
apparitions de phases spontanées. On peut rajouter, que l’utilisation de méthodes à interfaces
tranchées demande généralement des domaines de calcul en trois dimensions pour modéliser
les interfaces. En utilisant les modèles à interfaces diffuses, puisque les interfaces ne sont pas
modélisées explicitement, il est alors possible d’obtenir des résultats concluant en réalisant des
simulations en une ou deux dimensions (si la géométrie le permet).
Dans ce travail, nous nous intéressons aux modèles à interfaces diffuses. Il existe évidem-
ment une grande variété de ces modèles, on peut citer le modèle précurseur de Baer et Nunziato
[10], le modèle de Pelanti-Shyue [17] ou le modèle à cinq équations de Kapila [15] et le modèle
HRM de Downar et Bilicki [14]. On peut se référer à la hiérarchie retranscrite par Lund pour y
voir plus clair [77].
Pour cette raison, dans ce chapitre nous allons présenter cette classe de modèles multipha-
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siques et mettre en valeur les atouts et les inconvénients des différentes variantes de ces modèles.
Nous verrons ensuite, la conception de la loi d’état multiphasique que nous utilisons pour clore
le modèle.
1.2 Hiérarchisation des modèles
1.2.1 Modèle à sept équations
1.2.1.1 Obtention du modèle
Afin de mieux comprendre l’origine et le comportement de ces modèles nous allons rappeler
les étapes clés permettant l’obtention de ces modèles. Celles-ci peuvent être trouvées de manière
détaillée dans [11] et dans [4].
On considère que chacun des fluides est modélisé par les équations de Navier-Stokes (1.1)
définies de la façon suivante :

∂ρk
∂ t +div(ρk
−→u k) = 0,
∂ρk−→u k
∂ t +div(ρk
−→u k⊗−→u k)+∇Pk−divτk = ρk−→f vk,
∂Ek
∂ t +div((Ek +Pk)⊗−→u k)+div(−→q k− τk) = ρk
−→
f vk.
−→u k,
k = 1,2.
(1.1)
”t” est le temps de l’écoulement. Pour une phase ”k”, ρk est sa masse volumique, −→u k est sa
vitesse, Pk sa pression, τk est le tenseur des contraintes visqueuses et
−→
f vk les forces volumiques
agissant sur les fluides. En outre, Ek est l’énergie totale volumique de la phase k et
−→q k sa
conduction thermique.
Nous définissons les fonctions caractéristiques des domaines Xk(x, t) telles que Xk(x, t) = 1
si x appartient au fluide k et Xk(x, t) = 0 si x n’appartient pas au fluide k. La suite de la procédure
introduite dans [11] et [4] est alors un procédé d’homogénéisation, les équations de Navier-
Stokes sont multipliées par la fonction Xk puis les équations sont moyennées. Notons la valeur
moyenne de la fonction Xk, < Xk >= αk, celle-ci représente la fraction volumique du fluide
k dans le mélange et permet donc de séparer le volume de chaque fluide k dans le mélange.
Après quelques étapes de calcul le système peut alors être réécrit en un système (à six équations
pour un mélange diphasique) reliant les valeurs moyennées des fluides dans le mélange par des
termes sources modélisant les interactions et échanges entre les phases, que nous définirons plus
en détail par la suite. Ce dernier système est donné par le système d’équations (1.2) :
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
∂α1ρ1
∂ t +∇(α1ρ1
−→u1) = Γ,
∂α1ρ1−→u1
∂ t +∇(α1ρ1
−→u1⊗−→u1)+∇(α1P1)−div(α1τ1) =−→urΓ+PI∇α1+
−→
Md +α1ρ1
−→
f v1 ,
∂α1E1
∂ t +∇((α1E1+α1P1)
−→u1)+∇(α1(−→q1− τ1−→u1)) =
(hr +
−→
u2r
2 )Γ−PI ∂α1∂ t +
−→
Md.−→uI +QI +α1ρ1−→f v1 .−→u1,
∂α2ρ2
∂ t +∇(α2ρ2
−→u2) =−Γ,
∂α2ρ2−→u2
∂ t +∇(α2ρ2
−→u2⊗−→u2)+∇(α2P2)−div(α2τ2) =−−→urΓ−PI∇α1−
−→
Md +α2ρ2
−→
f v2 ,
∂α2E2
∂ t +∇((α2E2+α2P2)
−→u2)+∇(α2(−→q2− τ2−→u2)) =
−(hr +
−→
u2r
2 )Γ+PI
∂α1
∂ t −
−→
Md.−→uI −QI +α2ρ2−→f v2 .−→u2.
(1.2)
Finalement, pour clore le système, différentes approches existent ([4], [10]). Dans notre cas
celle utilisée consiste à rajouter une équation additionnelle modélisant l’évolution de la fraction
volumique. Cette dernière équation est donnée par (1.3) :{
∂α1
∂ t +
−→uα∇α1 = α˙1. (1.3)
Finalement, pour un fluide diphasique, non pesant, en négligeant les effets de la viscosité et
les transferts conductifs de chaleur, on obtient alors un système à sept équations donné par le
système (1.4) :
∂α1ρ1
∂ t +∇(α1ρ1
−→u1) = Γ,
∂α1ρ1−→u1
∂ t +∇(α1ρ1
−→u1⊗−→u1)+∇(α1P1) =−→urΓ+PI∇α1+
−→
Md,
∂α1E1
∂ t +∇((α1E1+α1P1)
−→u1) = (hr +
−→
u2r
2 )Γ−PI ∂α1∂ t +
−→
Md.−→uI +QI,
∂α2ρ2
∂ t +∇(α2ρ2
−→u2) =−Γ,
∂α2ρ2−→u2
∂ t +∇(α2ρ2
−→u2⊗−→u2)+∇(α2P2) =−−→urΓ−PI∇α1−
−→
Md,
∂α2E2
∂ t +∇((α2E2+α2P2)
−→u2) =−(hr +
−→
u2r
2 )Γ+PI
∂α1
∂ t −
−→
Md.−→uI −QI,
∂α1
∂ t +
−→uα∇α1 = α˙1.
(1.4)
Dans le cas d’un mélange gaz-solide soumis à de la sublimation, poser la pression interfa-
ciale égale à celle du gaz PI = Pg et la vitesse de l’interface entre les fluides à celle du solide
uα = us permet de retrouver le modèle précurseur de Baer et Nunziato (se référer à [10] et [78]
pour plus de détails, notammment concernant le traitement des termes sources).
Ce système est la version la plus élaborée des modèles à interfaces diffuses et regroupe
toutes les interactions entre les fluides. Celles-ci sont modélisées par les termes sources α˙1, Md ,
QI , Γ. Malheureusement, ces termes n’ont pas de formulation analytique et doivent être adaptés
aux problèmes considérés en utilisant des résultats expérimentaux. Nous allons maintenant voir
un peu plus en détail ces termes.
1.2.1.2 Définitions des termes d’échanges interfaciaux
Les modèles à interfaces diffuses permettent de modéliser un milieu diphasique comme
un milieu de mélange dans lequel a lieu de nombreuses interactions. Ces interactions sont re-
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groupées dans quatre termes et ont pour but de mettre le mélange dans un état stable en rame-
nant les quantités des composants monophasiques à l’équilibre. On nomme ainsi : la compaction
dynamique α˙1, modélisant le processus de remise à l’équilibre mécanique et ramenant les pres-
sions à l’équilibre ; le terme de traînée
−→
Md , ramenant les vitesses à l’équilibre ; les transferts de
chaleur QI , modélisant le processus de convection de la chaleur ramenant les températures des
phases à l’équilibre ; les transferts chimiques de masse Γ ramenant les potentiels chimiques des
phases à un état stable.
Afin que le système ne perde pas en énergie et en matière, les sommes de chacun de ces
termes sur toutes les phases doivent se compenser :
2
∑
k=1
Γk = 0;
2
∑
k=1
Mdk = 0;
2
∑
k=1
Qk,I = 0;
2
∑
k=1
Pk,I∇αk = 0.
L’expression de ces termes n’étant pas connue, nous modélisons ceux-ci par une approche
classique [4], soit :
— La compaction dynamique α˙1 = µ(P2−P1)
— La traînée : Md = λ (−→u2−−→u1)
— Les transferts de chaleur : QI = θ(T2−P1)
— Les transferts de masse : Γ=Θ(ν2−ν1)
Avec µ , λ , θ , Θ modélisant l’inverse des temps de relaxation du système εp,εu,εT ,εν . Plus
ceux-ci sont élevés et plus les temps de relaxation sont faibles et donc plus le processus est
rapide. Fixer µ , λ , θ , Θ à une valeur tendant vers l’infini équivaut à un temps de relaxation nul
et donc à un processus de relaxation instantané. A l’inverse fixer µ , λ , θ , Θ à 0 équivaut à un
temps de relaxation infini, il n’y a alors pas de relaxation des variables. On peut de plus rajouter
que cette formulation a l’avantage de respecter l’inégalité d’entropie.
Finalement une caractéristique très intéressante de ces processus est que leurs temps de
relaxation ont des ordres de grandeur considérables entre eux. Un exemple de calcul des temps
de relaxation peut être trouvé dans [4]. Les temps de relaxation des processus peuvent alors être
classés comme suit :
εp << εu << εT << εg. (1.5)
Cette propriété permet alors de découpler les différents transferts entre les phases et de les
traiter l’une après l’autre en considérant que les variables aux temps de relaxation plus faibles
sont à l’équilibre lorsque les processus des autres variables se déroulent. En outre cela permet
notamment de réaliser des processus de limite asymptotique permettant d’obtenir des modèles
simplifiés, comme montré par la suite.
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1.3 Modèles réduits
1.3.1 Modèle à quatre équations
Nous commençons par présenter le système à quatre équations. Cette variante peut
être observée dans les travaux d’Abgrall [13] ou encore dans ceux d’Hérard [79] et s’obtient
à partir du système à sept équations par limite asymptotique des pressions, de la vitesse et des
températures (1.6). Si on considère les termes interfaciaux, on a alors :
α˙1→ ∞ : P1 = P2,λ → ∞ : u1 = u2,θI → ∞ : T1 = T2. (1.6)
Ce modèle a l’avantage contrairement aux autres modèles de possèder une partie convective
pouvant s’écrire sous forme conservative. Dans ce modèle, on considère que seulement les
potentiels chimiques sont en déséquilibre, il n’est ainsi pas possible de prendre en compte les
effets de déséquilibres liés à un liquide surchauffé ou un gaz sousrefroidi. Le système est défini
par le système d’équations suivant (1.7) :

∂α1ρ1
∂ t +∇(α1ρ1
−→u ) = Γ,
∂α2ρ2
∂ t +∇(α2ρ2
−→u ) =−Γ,
∂ρ−→u
∂ t +∇(ρ
−→u ⊗−→u )+∇(P) = 0,
∂E
∂ t +∇((E +P)
−→u ) = 0.
(1.7)
Dans les cas où nous utilisons une équation d’état stiffened gas comme nous le verrons par
la suite, la vitesse du son (1.8) peut être calculée comme suit ([21] ,[80]) :
c2 = 12
(
[e− (Ylql +Ygqg)](a1+a2)+
1
2 (
∂R1
∂ρ )eR1+(
∂R2
∂ρ )e√
1
4 R1R1+R2
+ Pρ2 (ρ(a1+a2)+
1
2 (
∂R1
∂e )ρR1+(
∂R2
∂e )ρ√
1
4 R1R1+R2
)
)
,
(1.8)
— a1 = Yl(γl−1)Cv,lYlCv,l+YgCv,g ,
— a2 = Yg(γg−1)Cv,gYlCv,l+YgCv,g ,
— R1 = a2ρ[e− (Ylql +Ygqg)]−a2P∞,g−a1ρ[e− (Ylql +Ygqg)]+a1P∞,l−P∞,g+P∞,l,
— R2 = a2a1(ρ[e− (Ylql +Ygqg)]−P∞,l)(ρ[e− (Ylql +Ygqg)]−P∞,g).
Yk est la fraction massique de la phase k (Yk =
αkρk
ρ ), e est l’énergie interne spéficique du
mélange. qk, Cv,k, P∞,k et γk sont les paramètres pour la phase k de la loi d’état stiffened gas
présentée plus tard.
Nous rajoutons que bien que similaire, il ne faut pas confondre ce modèle avec un autre
modèle, très connu pour simuler les transferts diphasiques, le modèle HRM (Homogeneous
relaxation model). Celui-ci vient des travaux de Downar et Bilicki [14] et bien que les équations
de bilan soient formellement les mêmes, la fermeture du modèle est différente. En effet, dans le
modèle HRM la température du milieu gazeux est alors imposée à sa valeur d’évaporation, ce
qui permet de prendre en compte les effets métastables liés aux gradients de température entre
les fluides.
1.3. MODÈLES RÉDUITS 18
1.3.2 Modèle à cinq équations
D’abord introduit dans Kapila [15] comme une version simplifiée du modèle de Baer et
Nunziato, ce modèle considère que seulement les températures et les potentiels chimiques des
phases sont en déséquilibre, alors que les vitesses et pressions des fluides sont constamment
imposées à l’équilibre. Soit :
µ → ∞ : P1 = P2; λ → ∞ :−→u2 =−→u1. (1.9)
Ces hypothèses permettent ainsi de construire un modèle à cinq équations donné par le
système (1.10) (ici le système est présenté tel qu’il est introduit dans [18]) (Γk = (∂Pk∂εk )ρk est le
coefficient de Grüneisen de la phase k avec εk l’énergie interne volumique de la phase k) :

∂α1
∂ t +
−→u .∇α1 = β (ρ2c22−ρ1c21)∇.−→u +β (Γ1α1 +
Γ2
α2 )Q+β (
Γ1(gI−h1)+c21
α1 +
Γ2(gI−h2)+c22
α2 )Γ,
∂α1ρ1
∂ t +∇.(α1ρ1
−→u ) = Γ,
∂α2ρ2
∂ t +∇.(α2ρ2
−→u ) =−Γ,
∂ρ−→u
∂ t +∇.(ρ
−→u ⊗−→u )+∇P = 0,
∂E
∂ t +∇.((E +P)
−→u ) = 0,
β = α1α2α2ρ1c21+α1ρ2c22
,Γk = (∂Pk∂εk )ρk .
(1.10)
Tout comme le modèle de Baer et Nunziato, ce modèle a été conçu pour traiter des pro-
blèmes d’explosifs granulaires. D’autre part, une variante est proposée par Allaire [81] utilisant
une simple équation de transport pour la fraction volumique. Comme présenté plus tôt, ces mo-
dèles sont des modèles réduits du modèle à sept équations. En 2005 Murrone obtient ce modèle
en utilisant une méthode de réduction de modèle par limite asymptotique en considérant les
pressions et vitesses des deux milieux toujours à leurs valeurs d’équilibres (se référer à [16] et
[4] pour plus de détails ainsi qu’une analyse mathématique du modèle).
On peut de plus rajouter que ce modèle est caractérisé par la vitesse du son de Wallis équi-
valente à la vitesse du son de Wood. Celle-ci est rappelée par l’expression (1.11) :
Cw =
√
1
ρ
(
α1
ρ1c21
+
α2
ρ2c22
)−1,
Où ck est la vitesse du son monophasique du milieu k.
(1.11)
Ce modèle est très utilisé dans les simulations des milieux diphasiques mais possède quelques
inconvénients du point de vue de la résolution numérique. Cela est dû à l’équation de conserva-
tion de la fraction volumique contenant un terme non-conservatif qui dépend de la divergence
de la vitesse. En effet, comme il est bien connu depuis les travaux de Lefloch et Hou [62], une
approximation numérique discrète d’une équation écrite sous forme non-conservative converge
systématiquement vers une mauvaise solution (dans [64] une étude montre que même si la forme
conservative est connue, la solution peut tout de même converger vers une fausse solution). Cela
est notamment dû au fait que la solution converge vers une solution prenant en compte la visco-
sité numérique lors de la résolution. En outre ces termes non-conservatifs sont très complexes,
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si bien qu’il est difficile de choisir une discrétisation du terme permettant d’assurer la positivité
des fractions volumiques.
En outre, un autre défaut de ce modèle, vient de l’expression de la vitesse du son (1.11).
Différentes vitesses de différents modèles du son sont représentées sur la figure 1.2, on voit alors
que la vitesse du son de Wallis diminue fortement dans la zone de mélange en comparaison des
vitesses monophasiques, or comme déjà expliqué les modèles à interfaces diffuses présentent
une interface élargie à cause de la viscosité numérique. Ainsi comme le montre la figure 1.1, les
ondes acoustiques traversant l’interphase entre deux phases pures sont alors fortement retardées,
ce qui peut poser des problèmes lors de la résolution numérique.
Cela est notamment introduit dans [82], ce même article propose pour contourner le pro-
blème d’utiliser un modèle à six équations. Une version améliorée de ce modèle a alors été
introduite par Pelanti et Shyue [17]. Ce modèle est présenté dans la prochaine section.
expected
effective
delay
u+cwater
u+cair
Water Mixture Air
t
x
u+ceq
FIGURE 1.1 – Retard de la vitesse du son en raison des interfaces diffuses [83] (ce schéma
présente la traversée d’une onde à travers une interface diffuse séparant des zones d’eau et
d’air, on peut voir que l’erreur d’épaisseur de l’interface entraîne un retard de la traversée des
ondes)
1.3.3 Modèle à six équations
D’abord introduit par Saurel [82], le modèle à six équations a pour but de contourner les
problèmes liés à la résolution du système à cinq équations. Le modèle est alors obtenu à partir
du système à sept équations en relaxant asymptotiquement les termes sources (1.12) :
λ → ∞ : u1 = u2. (1.12)
Il est important de noter que cette relaxation ne respecte pas l’ordre des temps de relaxation
(1.5). Il est alors nécessaire d’imposer que la relaxation des pressions soit instantanée lors de la
résolution du problème pour que le modèle ait du sens.
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Dans le cadre de ce travail, nous nous intéressons à une variante proposée plus tard par
Pelanti et Shyue [17], réécrivant les équations de bilan des énergies internes pour leur forme de
bilan sur les énergies totales. Cette expression est donnée par le système (1.13) :
∂α1
∂ t +
−→u ∇α1 = α˙1,
∂α1ρ1
∂ t +∇(α1ρ1
−→u ) = Γ,
∂α2ρ2
∂ t +∇(α2ρ2
−→u ) =−Γ,
∂ρ−→u
∂ t +∇(ρ
−→u ⊗−→u )+∇(α1P1+α2P2) = 0,
∂α1E1
∂ t +∇((α1E1+α1P1)
−→u )+ϒ=+(hr +
−→
u2r
2 )Γ−PI ∂α1∂ t +QI,
∂α2E2
∂ t +∇((α2E2+α2P2)
−→u )−ϒ=−(hr +
−→
u2r
2 )Γ+PI
∂α2
∂ t −QI,
c f rozen =
√
Y1c21+Y2c
2
2,ϒ=
−→u .(Y1∇(α2P2)−Y2∇(α1P1)).
(1.13)
Où PI est la valeur de la pression à l’interface entre les deux fluides. Celle-ci est déter-
minée grâce aux impédances acoustiques des fluides k=1,2 Zk = ρkck et a pour expression
PI = Z2P1+Z1P2Z1+Z2 .
Les avantages de ce modèle par rapport au système à cinq équations peuvent être résumés
comme suit :
— L’équation de bilan sur la fraction volumique est plus simple et comme nous le verrons
plus en détail, nous résolverons le modèle avec une méthode de splitting. L’équation se
réécrit alors comme une simple équation d’advection. Comme expliqué par Parés [84]
dans ce cas particulier, le traitement numérique sous forme non-conservative n’empêche
pas de converger vers la bonne solution faible du système. De plus, il n’y a pas de
problème à assurer la positivité de la fraction volumique puisqu’il s’agit d’une simple
équation d’advection.
— On peut toutefois noter un terme non-conservatif ϒ dans les équations de bilan des éner-
gies totales. Une première remarque est que dans tout les cas la conservation de l’énergie
totale du mélange est assurée puisque les deux termes s’annulent de manière globale, de
façon analogue la propriété est aussi garantie au niveau discret. En outre, comme pré-
senté dans [17] et illustré dans [85], une fois l’étape de relaxation des pressions effec-
tués, la méthode de traitement de ces termes n’est pas importante et la solution semble
converger approximativement vers la même solution. On peut toutefois noter que cela
n’est pas le cas pour des écoulements multiphasiques fortement impurs (masse volu-
mique très éloignée de 0 et 1), mais par la suite nous ne nous intéresserons pas à ces
cas. Ces termes peuvent ainsi être négligés sans que cela affecte la solution pour les
écoulements qui nous intéressent.
— Le système est caractérisé par la vitesse du son figée c f rozen, en se référant à la figure
1.2. On voit que celle-ci est strictement monotone, ce qui permet d’éviter les difficultés
numériques liées aux retards des ondes acoustiques.
Evidemment pour compléter ces modèles il est nécessaire d’imposer le comportement du
fluide en lui allouant une loi d’état le caractérisant. Nous allons ainsi voir comment dans ce
travail une loi d’état a été imposée aux milieux diphasiques.
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FIGURE 1.2 – Comparaison des vitesses du son de différents modèles [80] (La vitesse du son
c f rozen du modèle à six équations est monotone. En rose et en vert les vitesses du son des
modèles à cinq et quatre équations sont non-monotones. En bleu foncé, dans le cas d’un mélange
totalement à l’équilibre, la vitesse du son présente une discontinuité)
1.4 Loi de fermeture des modèles
1.4.1 Loi des fluides monophasiques
Afin de fermer les modèles présentés il est nécessaire d’imposer des lois d’état modéli-
sant à la fois les milieux monophasiques ainsi que le mélange. Avant de parler du cas diphasique,
nous allons présenter comment nous avons modélisé les fluides dans un état monophasique.
Pour cela nous avons eu recours à une équation d’état de type stiffened gas. Cette équation
d’état simple est une version linéarisée des équations de Mie-Grüneisen et assume un compor-
tement linéaire entre l’énergie et la pression du fluide. Celle-ci est notamment présentée dans
[67]. Une version plus complète a été élaborée récemment, dénommée Noble-Abel stiffened
gaz, celle-ci est introduite par Le Métayer [86].
Ainsi, avec une loi d’état stiffened gas, la pression, l’énergie interne spécifique, la densité
et l’énergie libre de Gibbs (”gk”) d’un milieu monophasique k sont données par les relations
(1.14) :
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
Pk = ρk(γk−1)cvkTk−P∞,k,
ek = cvkTk +
P∞,k
ρk
+qk,
ρk =
Pk+P∞,k
(γk−1)cvkTk ,
gk = (γkcvk−q′k)Tk− cvkTklog
T
γk
k
(Pk+P∞,k)γk−1
+qk.
(1.14)
(Tk est la température de la phase k). La vitesse du son de ce milieu k est quant à elle donnée
par la relation (1.15) :
ck =
√
γk
Pk +P∞,k
ρk
. (1.15)
L’équation d’état stiffened gas caractérise le fluide avec 5 paramètres γ,P∞,cv, q et q
′
. Pour
déterminer ces paramètres on a recours à la procédure présentée dans [87] utilisant un couple
de données liquide-vapeur afin de reproduire la courbe de saturation expérimentale du couple,
donnée nécessaire à la construction de la loi d’état du milieu diphasique.
1.4.2 Loi du mélange
1.4.2.1 Modélisation du milieu diphasique
Consacrons nous maintenant à la modélisation du mélange. Il y a alors différentes approches
pour modéliser le milieu diphasique lors d’un changement de phase. Le problème est alors de
modéliser le comportement des fluides sous la binodale (voir figure 1.3, nous rappelons que la
binodale est la courbe séparant les milieux liquides et vapeurs stables des milieux métastables),
dans [88] on distingue notamment deux approches. La première est l’approche thermodyna-
mique et la seconde l’approche cinétique.
— L’approche thermodynamique, utilise une seule équation reliant les deux phases, c’est
le cas de l’équation d’état de Van der Waals. Bien que confortable avec une seule for-
mulation, cette approche présente néanmoins deux inconvénients. En effet, les états mé-
tastables sont ainsi imposés dans l’équation d’état, or ceux-ci sont dépendants de dif-
férents facteurs comme la rugosité du milieu ou de la quantité d’impureté. Le second
problème est que sous la spinodale la modélisation de l’état instable du fluide conduit à
une expression de la vitesse du son imaginaire induisant des ondes acoustiques n’ayant
pas de sens physique et qui ne peuvent donc pas être traitées numériquement. En effet
cela induit une perte d’hyperbolicité est le problème devient alors mal posé.
— Dans l’approche cinétique chaque phase est modélisée par son équation d’état. L’équa-
tion d’état du mélange est alors obtenue en combinant ces deux équations. Cette ap-
proche permet alors d’obtenir une vitesse du son au carré uniformément positive sous
la spinodale et donc d’assurer l’hyperbolicité du modèle. Nous adoptons cette deuxième
approche.
Afin de modéliser les états métastables, nous faisons l’hypothèse que le fluide possède suf-
fisamment d’impuretés et que les parois sont assez rugueuses de sorte que la spinodale et la
binodale soient identiques. Cela veut dire que dès que le fluide dépasse sa température de li-
quéfaction ou d’évaporation alors le milieu devient instable et revient à l’équilibre en suivant le
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FIGURE 1.3 – Isotherme dans un diagramme d’équilibre des phases pression-volume d’un fluide
diphasique [83]
chemin cinétique que nous avons imposé. Cette hypothèse est raisonnable dans le cas d’écoule-
ments industriels.
1.4.2.2 Variables du milieu diphasique
Il nous reste à définir la loi d’état du mélange. En reprenant la méthodologie de [33],
la loi d’état du mélange est alors donnée pour la densité et l’énergie interne spécifique, comme
suit : ρ = α1ρ1+α2ρ2,e = Y1e1+Y2e2. (1.16)
En considérant le modèle à quatre équations, comme l’égalité des températures, des pres-
sions et des vitesses entre les milieux est imposée on obtient alors les expressions suivantes
pour la pression et pour la température :
P = −a1+
√
a21+4a0a2
2a2
,
a2 = Y1cv1+Y2cv2,
a1 = Y1cv1(P∞,2+ γ1P∞,1− (γ1−1)Q)
+Y2cv2(P∞,1+ γ2P∞,2− (γ2−1)Q),
a0 =−Q((γ1−1)Y1cv1P∞,2+(γ2−1)Y2cv2P∞,1)
+P∞,1P∞,2(γ1Y1cv1+ γ2Y2cv2),
Q = ρ(e− (Y1q1+Y2q2)).
(1.17)
T =
1
ρ
(∑
k
(γk−1)Ykcvk
P+P∞,k
)−1. (1.18)
En outre, afin de modéliser les transferts de masse et les états d’équilibre du modèle, il reste
à définir la fonction représentant la courbe de saturation du modèle. Celle-ci s’obtient avec
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l’égalité des potentiels chimiques µ1 = µ2 des deux phases. Dans le cas d’un milieu diphasique
pur, cette expression est équivalente à l’égalité des énergies libres de Gibbs g1 = g2. En mani-
pulant cette égalité on obtient alors l’expression liant la pression de saturation à la température
de saturation caractérisant la courbe de saturation du milieu, comme suit :
As+ BsTk +Cslog(Tk)+Dslog(Pk +P∞,1)− log(Pk +P∞,2) = 0,
As =
cp1−cp2+q2′−q1′
cp2−cv2 , Bs =
q1−q2
cp2−cv2 ,
Cs =
cp2−cp1
cp2−cv2 , Ds =
cp1−cv1
cp2−cv2 .
(1.19)
Nous avons présenté les modèles que nous utiliserons par la suite. Afin de résoudre ceux-ci
il est nécessaire d’avoir recours à des méthodes de résolution numérique qui seront présentées
par la suite.
Chapitre 2
Résolution par la méthode des volumes
finis
2.1 Méthode de type Godunov
2.1.1 Solution d’un problème de Riemann
Dans un premier temps, nous allons présenter succinctement la méthode de propagation des
ondes telle que nous l’avons utilisée. Celle-ci est une variante des méthodes de type Godunov,
très utilisées pour résoudre numériquement des équations hyperboliques. Cette classe de mé-
thodes se base sur la résolution des problèmes de Riemann permettant un très bon traitement
des ondes acoustiques non-linéaires comme les chocs et les détentes. Ainsi en premier lieu,
nous allons présenter rapidement les notions de base d’un problème de Riemann.
On introduit le vecteur des variables
−−−−→
q(−→x , t) variant dans l’espace −→x et selon le temps t et
on appelle F(
−−−−→
q(−→x , t)) les flux correspondants (par la suite on remplace −→x par x pour plus de
visibilité).
On considère le système hyperbolique (2.1) caractérisé par n valeurs propres ordonnées
telles que λ1 < λ2 < ... < λn :
∂
−−−→
q(x, t)
∂ t
+
∂F(
−−−→
q(x, t))
∂x
= 0, −→q = q1,q2, ......,qn. (2.1)
La condition initiale est donnée par (2.2) :
−→q (x, t = 0) =
{ −→ql si x<0−→qr si x>0 . (2.2)
Au temps initial le problème présente une solution discontinue (voir le système initial (2.2)
et figure (2.1)). Cette catégorie de problème est appelée problème de Riemann.
Dans le cas d’un flux linéaire, les valeurs initiales sont alors transportées le long des courbes
caractéristiques linéaires λi = xt . La solution consiste alors en une suite d’états constants q
∗1, ...,q∗n−1
délimités par les caractéristiques des valeurs propres λ1,..,n . Ceci est représenté par la figure 2.2,
le problème est alors de chercher les valeurs q∗1, ...,q∗n−1 délimitées par les ondes acoustiques
associées à chaque valeur propre.
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FIGURE 2.1 – Condition initiale d’un problème de Riemann (à t=0 une discontinuité de contact
sépare deux états constants ql (”left”) et qr (”right”) )
Dans notre cas, nous utilisons des systèmes hyperboliques non-linéaires. Par conséquent les
vitesses caractéristiques ne sont pas constantes et les courbes caractéristiques ne sont alors plus
linéaires d’où l’apparition d’ondes caractéristiques plus complexes. Ainsi quand le temps ”t”
augmente si elles se croisent on a alors un choc, si elle divergent comme dans un éventail on a
une détente et une discontinuité de contact désigne alors le cas où les courbes caractéristiques
sont parallèles (se référer à [23] pour plus de détails). Pour des temps plus long, des interactions
plus complexes peuvent se former quand ces ondes se croisent néanmoins pour des pas de temps
suffisamment petits on peut ne pas prendre en compte ses nouvelles interactions et on peut en
outre considérer les vitesses caractéristiques des valeurs propres constantes. Généralement on
considère des pas de temps suffisamment petits afin d’appliquer ces hypothèses.
2.1.2 Formulation d’une méthode de type Godunov : discrétisation inté-
grale
La méthode de Godunov à l’origine développée par Godunov [24] est une méthode
numérique ayant révolutionnée le traitement numérique des problèmes hyperboliques par sa
propriété à capturer de manière précise les ondes acoustiques. Celle-ci se base sur la méthode
des volumes finis, et utilise un stencil spatial de trois points ainsi qu’un schéma d’Euler pro-
gressif pour exprimer et traiter l’évolution temporelle des lois de conservation. Par conséquent
la méthode de Godunov converge à l’ordre 1, mais est explicite. Nous verrons plus tard com-
ment étendre la méthode à un ordre plus élevé. Dans un premier temps, nous allons formuler la
formulation intégrale utilisée par cette méthode.
Pour un problème en une dimension, celle-ci est présentée par la figure 2.3. En considé-
rant un domaine de taille [0,L] évoluant au cours du temps [0,T], le domaine est discrétisé en
mailles de taille dxi = [xi,xi+1] telles que ∑i dxi = L. En considérant les sous-pas de temps
dtn = [tn, tn+1], on cherche alors à partir de la solution−→q n pour trouver les solutions−→q n+1 pour
tous les sous-pas de temps et les mailles spatiales.
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FIGURE 2.2 – Solution caractéristique d’un problème de Riemann d’un système d’équations
linéaires (la solution consiste en une suite d’états constants séparés par les vitesses caractéris-
tiques associées aux valeurs propres)
FIGURE 2.3 – Discrétisation de type volumes finis
En partant de l’équation (2.1), on considère les volumes de contrôle virtuels [xi− 12 ,xi+ 12 ]x[tn, tn+1].
On intègre alors l’équation sur le volume de contrôle, où le résultat est donné par l’équation
(2.3) :
∫ xi+1/2
xi−1/2
−→q (x, tn+1)dx =
∫ xi+1/2
xi−1/2
−→q (x, tn)dx+
∫ tn+1
tn
F(−→q (xi− 12 , t))dt−
∫ tn+1
tn
F(−→q (xi+ 12 , t))dt.
(2.3)
Finalement, en définissant les valeurs moyennes (2.4) :
−→q n+1i =
1
dx
∫ xi+1/2
xi−1/2
−→q (x, tn+1)dx;−→q ni =
1
dx
∫ xi+1/2
xi−1/2
−→q (x, tn)dx,
Fi+ 12
=
1
dt
∫ tn+1
tn
F(−→q (xi+ 12 , t))dt;Fi− 12 =
1
dt
∫ tn+1
tn
F(−→q (xi− 12 , t))dt.
(2.4)
L’équation se réécrit sous la forme (2.5) :
−→q n+1i =−→q ni −
dt
dx
(Fi+ 12
−Fi− 12 ). (2.5)
Comme le montre cette équation, la méthode consiste à attribuer une valeur moyenne spa-
tiale à la cellule de contrôle [xi,xi+1]. Cette valeur est alors perturbée par les flux entrants et
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sortants du volume de contrôle au cours du pas de temps dtn = [tn, ttn+1]. On en déduit alors la
valeur moyenne de la cellule au temps suivant. L’objectif est alors de trouver l’approximation
du flux permettant de simuler de la manière la plus précise ces perturbations.
2.1.3 Formulation d’une méthode de type Godunov : évaluation des flux
Dans l’équation d’évolution des valeurs du domaine que nous avons présentée au para-
graphe précédant, il est nécessaire de déterminer les valeurs des flux Fi+ 12 et Fi− 12 . L’originalité
des méthodes de Godunov vient de profiter que les valeurs entre deux volumes de contrôle se
présentent comme un problème de Riemann. L’objectif est de résoudre le problème de Riemann
ainsi formé pour chaque couple de cellules adjacentes à chaque pas de temps. Ainsi l’évolution
du flux en espace et en temps est alors connue.
Puisque les valeurs du flux sont constantes le long des courbes caractéristiques et que nous
considérons les courbes caractéristiques linéaires les flux F(−→q (xi+ 12 , t)) et F(
−→q (xi− 12 , t)) de
l’équation (2.4) sont alors constants selon les courbes
x
i+ 12
t = 0 et
x
i− 12
t = 0.
On a donc : Fi+ 12 = F(
−→q (xi+ 12 , t)) et Fi− 12 = F(
−→q (xi− 12 , t)).
Ces méthodes de type Godunov correspondent entre autres à une généralisation des mé-
thodes upwind pour une équation hyperbolique linéaire. La figure 2.4 reprend cet exemple pour
illustration. Ainsi avec ces méthodes on se sert de l’information sur les cellules voisines au
temps tn pour estimer au mieux la solution au temps tn+1.
On peut rajouter que comme précisé antérieurement, cette méthode est explicite et utilise
une approximation d’ordre 1, le pas de temps est par conséquent régi par une condition CFL :
CFL≤ 1≤ maxi(|λi|) dtidxi . (2.6)
La difficulté est alors dans le cas d’un système non-linéaire de trouver la solution d’un
problème de Riemann le plus précisément possible. Pour l’instant nous allons présenter une
variante des méthodes de type Godunov appelée méthode à propagation des ondes qui a été
developpée par LeVeque [23].
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FIGURE 2.4 – Méthode de Godunov pour une équation linéaire scalaire (on cherche à déterminer
la valeur qi− 12 le long de la caractéristique rouge de pente
x
i− 12
t = 0. La caractéristique noire ayant
pour pente la vitesse d’advection du problème délimite la solution en deux valeurs, à gauche
qi− 12 = q
n
i−1 et à droite qi− 12 = q
n
i . La solution montre que la valeur le long de la caractéristique
rouge est constante au cours du temps et vaut qni−1 )
2.2 Schéma à propagation des ondes
2.2.1 Formulation au premier ordre
Dans la partie précédente, nous avons présenté la méthode de Godunov dans sa version
originelle. En ce qui concerne ce travail, nous avons utilisé une reformulation de cette méthode
appelée méthode à propagation des ondes (voir [89],[23]). Celle-ci réécrit le schéma de Godu-
nov non pas en un schéma dont les variables évoluent avec les variations des flux dans la cellule
mais selon les ondes entrantes dans la cellule.
On se place dans une cellule à l’interface xi+ 12 séparant les volumes de contrôle i et i+1
ayant pour valeurs respectives qni et q
n
i+1 au temps tn. Par la suite nous omettons l’exposant n.
La structure du problème peut alors être représentée ou approchée par un ensemble d’ondes
W l se propageant aux vitesses sl . Les ondes W l représentent la variation du vecteur de variable
−→q entre les ondes de la structure propre du problème de Riemann. Les vitesses sl quant à
elles sont les vitesses de propagation des ondes W l et sont données par la l-ième valeur propre
ordonnées par valeur croissante sl = λl . Finalement on introduit M le nombre d’ondes utilisées
pour résoudre le problème de Riemann, comme suit :
Les ondes W l et sl doivent alors être déterminées de manière à respecter deux conditions.
— La somme des ondes W l doit être égale aux sauts entre les états qi et qi+1 délimitant le
problème de Riemann. Soit :
∆−→q =−→q i+1−−→q i =
M
∑
l=1
W li+ 12
. (2.7)
— Les équations de Rankine Hugoniot doivent être respectées entre les états qi et qi+1,
c’est à dire que la somme des ondes W l associées à leurs vitesses de propagation sl doit
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être égale à la variation des flux F(−→q i+1) et F(−→q i). Soit :
∆F(−→q ) = F(−→q i+1)−F(−→q i) =
M
∑
l=1
(sli+ 12
)W li+ 12
. (2.8)
On définit alors les termes A±∆−→q i+ 12 comme défini dans [17] et [23] qui représentent les
fluctuations entrantes à droite et à gauche du problème de Riemann à l’interface xi+ 12 et sont
définies par l’expression (2.9) :
A±∆−→q i+ 12 =
M
∑
l=1
(sli+ 12
)±W li+ 12
,
(sli+ 12
)+ = max(sli+ 12
,0), (sli+ 12
)− = min(sli+ 12
,0).
(2.9)
L’équation (2.4) peut alors se réécrire sous la forme à propagation des ondes donnée par la
relation (2.10) reliant l’évolution du vecteur de variable −→q aux fluctuations :
−→q n+1i =−→q ni −
dt
dx
(A+∆−→q i− 12 +A
−∆−→q i+ 12 ). (2.10)
Finalement, en remplaçant l’expression des fluctuations et en utilisant l’expression (2.9), on
obtient la relation (2.11) :
−→q n+1i =−→q ni −
dt
dx
(
m
∑
p=1
(λ p)+W p
i− 12
+
m
∑
p=1
(λ p)−W p
i+ 12
),
λ+ = max(λ ,0), λ− = min(λ ,0).
(2.11)
On voit alors que cette relation met en évidence l’évolution des variables du système par les
ondes entrantes à droite et à gauche du volume de contrôle, les ondes sortantes n’affectent en
rien l’évolution du système.
Comme déjà explicité la méthode de Godunov est une méthode numérique à l’ordre 1. Nous
allons maintenant illustrer l’extension du schéma à l’ordre 2.
2.2.2 Formulation au second ordre
Il existe de nombreuses expressions permettant d’obtenir une méthode d’ordre 2, comme
le schéma de Lax-Wendroff ou la méthode Beam-Warming. On peut cependant noter que ces
méthodes conduisent à des schémas non-monotones présentant des oscillations les empêchant
de bien capturer les chocs. Dans notre cas nous utilisons des limiteurs permettant de contrôler
le schéma à utiliser selon la continuité de la solution.
Comme connu depuis le théorème de Godunov, il n’est pas possible d’obtenir un schéma à
la fois d’ordre élevé et monotone. En outre, les méthodes d’ordre élévé sont définies à partir de
développement de Taylor et ne sont donc correctes que pour les solutions continues. Le principe
des limiteurs est ainsi de construire un schéma appliquant une méthode d’ordre élevé non-
monotone lorsque la solution est continue, alors qu’en présence de discontinuités et de chocs le
schéma prend la forme d’une méthode monotone empêchant la formation d’oscillations autour
des chocs.
Cela se traduit par l’expression (2.12) :
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−→q n+1i =−→q ni −
dt
dx
(A+∆Ui− 12 +A
−∆Ui+ 12 )+
dt
dx
(Fi− 12 −Fi+ 12 ). (2.12)
Le second ordre est alors atteint en ajoutant les termes Fi± 12 appelés flux de corrections
permettant au schéma d’obtenir une convergence au second ordre pour une solution continue et
sont définis selon l’équation (2.13) :
Fi+ 12
=
1
2
M
∑
l=1
|sli+ 12 |(1−
dt
dx
|si+ 12 |)W
l
i+ 12
. (2.13)
Avec W li+ 12 la version limitée de W
l
i+ 12
définie par la fonction de limitation φ(Θ) :
W li+ 12 = φ(θs)
l
i+ 12
W li+ 12
. (2.14)
Nous allons procéder à un rappel rapide des limiteurs dans la prochaine section.
2.2.3 Limiteur dans la méthode des volumes finis
Comme nous l’avons précisé, afin d’avoir une méthode monotone et d’ordre élevé avec
la méthode de propagation des ondes, nous utilisons des limiteurs. Ces méthodes viennent du
travail précurseur de Van-Leer [90] et consistent à construire une méthode TVD (total variation
diminishing) quel que soit la solution à modéliser. C’est à dire que les variations spatiales des
variables conservées diminuent à chaque pas de temps, ce qui empêche la formation d’oscilla-
tions parasites.
On introduit l’indicateur de continuité θs défini par l’égalité :
θ ls,i+ 12
=
W l
I+ 12
.W l
i+ 12
W l
i+ 12
.W l
i+ 12
, (2.15)
avec I = i−1 si sl
i+ 12
> 0 et I = i+1 si sl
i+ 12
< 0.
On se sert alors du théorème d’Harten (voir [91]) permettant de déterminer si un schéma est
TVD. On peut alors construire le domaine de Sweby pour lequel un schéma numérique est TVD
en fonction de l’indicateur de continuité θs, le but est alors de construire une méthode d’ordre
élevé toujours comprise dans ce domaine.
Remarque : L’indicateur de continuité θs mesure la continuité de la solution afin que la
méthode utilise plus de diffusion pour capturer les discontinuités mais utilise moins de diffusion
pour un meilleur ordre de convergence pour une solution continue.
On peut alors définir le limiteur minmod que nous avons utilisé dans ce travail :
φ(θs) = max(0,min(1,θs)). (2.16)
On peut en outre rajouter que la détermination de l’indicateur de continuité fait que la mé-
thode utilise un stencil utilisant 5 cellules spatiales.
Finalement, pour conclure cette présentation des méthodes à propagation des ondes que
nous avons utilisées, nous allons présenter des conditions aux limites telles que celles-ci sont
programmées dans le logiciel Clawpack [71].
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2.3 Traitement des conditions aux limites
2.3.1 Méthodes des cellules fantômes
Il existe de nombreuses techniques pour implémenter des conditions aux limites dans la
méthode des volumes finis. Dans notre cas nous utilisons une approche courante, la méthode des
cellules fantômes. Comme le présente la figure 2.5, cette méthode consiste à ajouter des cellules
virtuelles aux bouts du domaine de calcul. L’objectif est alors que les frontières x 1
2
et xN+ 12 aient
les valeurs désirées. Il s’agit d’imposer les valeurs des cellules fantômes de façon à satisfaire
cette demande. Deux cellules fantômes sont nécessaires avec la méthode de propagation des
ondes que nous avons présentée puisque nous utilisons un stencil de cinq cellules. Dans la
prochaine section, on utilise les notations de la figure 3.25 pour présenter l’implémentation des
conditions aux limites, q1 et q2 sont les valeurs des cellules x1 et x2 à la limite du domaine et
q−1 et q0 sont les valeurs des cellules fantômes x−1 et x0.
FIGURE 2.5 – Implémentation des conditions aux limites en utilisant la méthode des cellules
fantômes (le domaine comprend toutes les cellules de x1 à xN , on ajoute deux cellules fictives,
x−1 et x0 à gauche et xN+1 et xN+2 à droite, à chaque limite du domaine)
2.3.2 Condition de sortie
Dans le cas de la sortie d’un écoulement ou de la continuité invariante d’un écoule-
ment, on impose une condition de sortie se définissant par une invariance des variables dans les
cellules fantômes. Les valeurs des cellules fantômes peuvent alors être facilement déterminer
(2.17) :
−→q0 =−→q1,
−→q−1 =−→q1.
(2.17)
2.3.3 Mur impénétrable
Pour simuler un mur impénétrable, pour un fluide non-visqueux, cela se caractérise par
une vitesse normale nulle à la frontière. En revanche la pression doit garder la même valeur,
ainsi les autres variables sont calculées en imposant une dérivée nulle aux bords du domaine.
Les valeurs à imposer aux cellules fantômes sont alors données par l’équation (2.18) :
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∂
−−−−→
q\ (−→u )
∂x
= 0 =
−−−−−→
q1 \ (−→u )−
−−−−−→
q0 \ (−→u )
dx
,
q0 \ (−→u ) = q1 \ (−→u ),
q−1 \ (−→u ) = q2 \ (−→u ),
−→u .−→n = 0 =
−→u 1.−→n +−→u 0.−→n
2
,
−→u 1.−→n =−−→u 0.−→n ,
−→u 2.−→n =−−→u −1.−→n .
(2.18)
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Chapitre 3
Méthode aux résidus distribués
3.1 Méthode stationnaire
3.1.1 Discrétisation et résidu total
L’approche originale de ce travail est d’étendre la classe des méthodes aux résidus dis-
tribués pour traiter les modèles diphasiques à interfaces diffuses. Nous allons donc présenter
le principe de ces méthodes. Une revue récente de l’état actuel de ces méthodes numériques
peut être trouvée dans [43]. Dans notre cas nous présentons uniquement la construction de mé-
thodes d’ordre 2. En premier lieu, nous allons voir comment ces méthodes ont été utilisées pour
traiter efficacement les problèmes stationnaires, il s’agit alors de trouver l’état stationnaire du
problème.
Pour commencer, nous discrétisons le domaine, notons que la méthode se place dans le
même cadre de travail que pour les méthodes de types éléments finis. On considère le maillage
spatial Ωh (voir figure 3.1), le domaine est décomposé en éléments K tels que ∪iKi = Ωh et
Ki∩K j 6=i = 0. On introduit alors les polynômes par morceaux de degré 1 ϕi tels que :
ϕi(−→x ) =
{
1 si −→x =−→x i
0 si −→x =−→x j 6=1
. (3.1)
On recherche alors une solution dans l’espace Vh telle que :
Vh = {q ∈ L2(Ωh)∩C0(Ωh),−→q |K ∈P1,∀K ∈Ωh}. (3.2)
Au temps tn la solution approchée −→q ni du problème s’écrit alors :
−→q n = ∑
i,Ωh
−→q ni ϕi. (3.3)
La méthode aux résidus distribués a pour origine les travaux de Roe [37] visant à utiliser
le maximum d’informations du problème discrétisé afin de concevoir des méthodes upwind
multidirectionnelles, monotones, d’ordre élévé et à support compact. En considérant l’équation
hyperbolique (2.1), soumise à la discrétisation spatiale (3.1), on peut définir le résidu intégral
pour chaque élément K par Φk =
∫
K∇F(
−→q ) (voir figure 3.2). L’idée est alors de considérer
le résidu comme une instabilité se propageant comme un signal pour remettre le système à
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Γ
Ωh
FIGURE 3.1 – Domaine discrétisé pour les méthodes aux résidus distribués [83]
l’équilibre (voir figure 3.3). On traite ainsi le problème comme un cas instationnaire convergeant
vers un état stationnaire. Nous allons voir cela plus en détail dans la prochaine section.
3.1.2 Principe de la méthode
Le point de départ des méthodes aux résidus distribués est de déterminer le résidu total
de chacune des cellules. Celui-ci est donné par la relation suivante :
Φk =
∫
K
F(−→q ).−→n d∂K. (3.4)
La deuxième étape est alors comme l’indique le nom de la méthode de distribuer le résidu
total à chacun des nœuds de l’élément K. Pour des raisons de conservation la somme des résidus
distribués ΦKi doit valoir le résidu total, soit :
∑
i∈K
ΦKi =Φ
K. (3.5)
La définition de la méthode passe alors par la détermination des valeurs ΦKi .
Quelques exemples de schémas bien connus sont le schéma N de Roe [38] ou encore le
schéma LDA [92] et le schéma de Lax-Friedrichs [44]. De manière générale tous les schémas
de type volume fini peuvent être réécrits sous la forme d’une méthode aux résidus distribués.
Afin de déterminer la solution au temps tn+1, on intègre la loi de conservation sur tout le
domaine et en la multipliant par les fonctions de bases ϕi on obtient :
∫
Ωh
ϕi(
∂
−−−→
q(x, t)
∂ t
+
∂F(
−−−→
q(x, t))
∂x
)dΩh = 0. (3.6)
En approximant l’intégrale et en introduisant le volume de contrôle CI (la figure 3.4 montre
le volume de contrôle CI pour des polynômes de degré 1) cela se réécrit sous la forme :
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FIGURE 3.2 – Définition du résidu intégral
pour une cellule K [56], [83]
FIGURE 3.3 – Distribution des résidus [56],
[83] (une fois le résidu de la cellule K cal-
culé, celui-ci est distribué à chaque nœud de
la cellule pour faire évoluer les variables vers
l’état stationnaire)
|CI|∂
−−−→
q(x, t)
∂ t
+ ∑
K|i∈K
ΦKi = 0,
|CI|=
∫
Ωh
ϕidΩh.
(3.7)
Puis en utilisant la méthode d’Euler progressif pour approximer l’expression en temps on
obtient l’expression :
−→q n+1i =−→q ni − ∑
K|i∈K
dt
|CI|Φ
K
i . (3.8)
Le calcul continue alors jusqu’à ce que la valeur maxi(
qn+1i −qni
dt ) soit inférieure à une certaine
tolérance, on considère alors que l’on a atteint l’état stationnaire. (La figure 3.5 présente la
distribution des résidus dans le volume de contrôle). Cela équivaut à avoir :
∑
K|i∈K
dt
|CI|Φ
K
i = 0. (3.9)
Les signaux reçus ne font alors plus évoluer les variables et le domaine a alors atteint sa
valeur d’équilibre.
En outre on peut ajouter que les méthodes aux résidus distribués combinent les méthodes
des éléments finis et des volumes finis. Les résidus sont calculés en se basant sur la méthodo-
logie des éléments finis et sont ensuite distribués dans des volumes de contrôle comme pour la
méthode des volumes finis.
3.1.3 Schémas monotones et d’ordre élevé
De la même manière que pour les méthodes à propagation des ondes, en raison du
théorème de Godunov, les schémas linéaires des méthodes aux résidus distribués ne peuvent
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FIGURE 3.4 – Cellule de contrôle des mé-
thodes aux résidus distribués (dans le cas de
fonction de base de degré 1, celle-ci s’obtient
en reliant les centres de chacune des cellules
adjacentes)
FIGURE 3.5 – Evolution des variables par re-
distribution des signaux [56], [83] (le nœud
i reçoit un résidu local provenant de chacune
des cellules adjacentes produisant les valeurs
au temps suivant)
pas être d’ordre élevé. Ainsi le schéma LDA est d’ordre élevé mais pas monotone alors que les
schémas N et de Lax-Friedrichs sont monotones mais d’ordre 1.
Nous rappelons rapidement, la mise en valeur de la notion de préservation de linéarité et de
monotonicité pour les méthodes aux résidus distribués dans le cas scalaire.
On peut réécrire l’expression (3.8) sous la forme :
|Ci|∂
−→qi
∂ t
+ ∑
K| j∈K, j 6=1
ci j(−→qi −−→q j ) = 0. (3.10)
Si le terme ci j est toujours positif alors le schéma est monotone à condition de respecter la
condition (3.11) sur le pas de temps dt comme suit :
dt ≤ |Ci|
∑K| j∈K, j 6=1 ci j
,∀i ∈Ωh. (3.11)
D’autre part, la notion de préservation de linéarité est importante, car celle-ci désigne la
propriété d’une méthode à être d’ordre élevé. En utilisant comme fonction de base un poly-
nôme d’ordre 1, alors la méthode converge à l’ordre 2. Dans le cadre des méthodes aux résidus
distribués cela se traduit par des coefficients βi :
βKi =
ΦKi
ΦK
, (3.12)
définis quelle que soit la solution. La condition de préservation de la linéarité est alors :
maxK∈Ωhmaxi∈K(β
K
i )< ∞ (3.13)
Pour construire des schémas aux résidus distribués d’ordre élevé et monotones, il existe deux
méthodes. La première consiste à combiner une méthode d’ordre élevé ainsi qu’une méthode
monotone, on obtient alors le schéma combiné donné par l’équation suivante :
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ΦK,∗i = (1−θs)ΦK,HOi +θsΦK,mi . (3.14)
On définit en outre le senseur de choc θs permettant à la méthode d’être monotone pour les
chocs et d’ordre élevé pour une solution continue, des expressions de ce paramètre peuvent être
trouvées dans [93] et [41].
La deuxième méthode consiste à partir d’un schéma monotone. Il s’agit alors de projeter les
résidus dans un espace satisfaisant les conditions de positivité et de préservation de linéarité. Le
nouveau résidu obtenu avec cette procédure est alors donné par l’expression :
βK,∗i =
max(0, Φ
K,m
i
ΦK )
∑ j∈K max(0,
ΦK,mj
ΦK )
,
ΦK,∗i = β
K,∗
i Φ
K.
(3.15)
Cette procédure a notamment été utilisée dans [94] avec le schéma N pour construire le
schéma PSI et peut être retrouvée dans [44] (une explication géométrique y est aussi présentée).
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3.2 Méthode instationnaire
3.2.1 Principe en instationnaire
Maintenant que nous avons présenté l’application des méthodes stationnaires en utili-
sant les méthodes aux résidus distribués nous allons présenter comment celles-ci sont étendues
aux problèmes instationnaires.
En premier lieu, revenons sur la définition du résidu, pour une équation hyperbolique insta-
tionnaire (2.1). On définit, pour un élément K et au temps n, le résidu Φk et la fluctuation φ k par
les expressions (nous précisons pour qu’il n’y ait pas de confusion que dans le cas stationnaire
la dérivée temporelle étant nulle on considère le résidu égal à la fluctuation) :
Φk =
∫
K
rK =
∫
K
(∂−→q
∂ t
+∇.F(q)
)
dK, (3.16)
φk =
∫
K
F(−→q ).−→n d∂K. (3.17)
L’idée est alors comme introduit par Roe [37] de considérer le résidu comme un signal
faisant évoluer les variables du temps tn au temps tn+1. Il s’agit alors de le calculer puis de le
redistribuer. Le processus peut être visualisé sur la figure 3.6, une différence majeure à regarder
est que maintenant le résidu total est calculé et redistribué dans des cellules spatio-temporelles.
On ne redistribue donc plus au nœud i mais à la cellule Ci et on détermine les variables au temps
tn+1 permettant de respecter l’équation de conservation. Afin d’effectuer ces opérations il existe
de nombreuses méthodes mais il y a cependant quelques règles à respecter :
— la somme des résidus en temps et en espace doit valoir le résidu total ∑tn+1n=tn∑i∈KΦ
K,n
i =
ΦK
— Dans la cellule de contrôle Ci, afin de respecter l’équation de conservation la somme de
tous les résidus doit être nulle ∑tn+1n=tn∑K|i,KΦ
K,n
i = 0
— Les résidus reçus par le nœud au temps tn doivent se compenser : les valeurs passées ne
peuvent pas évoluer
Comme en stationnaire en multipliant par les fonctions de base et intégrant sur tout le do-
maine on obtient alors la forme semi-discrétisée :
∑
K,i∈K
(∑
j∈K
mKi, j
d−→q j
dt
+βKi φ
K
i ) = 0. (3.18)
Une méthode naïve pour traiter le problème est alors de reprendre la formulation (3.8)
comme pour le cas stationnaire. Malheureusement, pour un problème stationnaire cette méthode
est d’ordre 1 quel que soit l’ordre des fonctions de bases. En fait même avec une discrétisation
en temps plus élaborée il n’est pas possible d’avoir une méthode explicite et d’ordre élevé. Cela
vient notamment du fait que le résidu est dépendant des variables au temps tn+1, les coefficients
βKi et le résidu doivent donc être calculés en se basant sur ces variables. Cela entraîne des ma-
trices de masse non diagonales et donc un problème implicite. Une formulation au deuxième
ordre peut être trouvée dans [51] et une au troisième ordre dans [52]. Une mise au point des
différentes méthodologies instationnaires peut être trouvée dans [56] ou [57].
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FIGURE 3.6 – Distribution des résidus pour un problème instationnaire (les résidus sont main-
tenant calculés dans des cellules spatio-temporelles, les résidus locaux sont alors déterminés de
manière à vérifier les équations de bilan dans les cellules de contrôle CI)
Cependant, il est tout de même possible d’obtenir une méthode aux résidus distribués d’ordre
élevé. Dans ce travail nous utilisons la formulation d’Abgrall et Ricchiuto [57], nous allons donc
présenter rapidement celle-ci dans la prochaine section.
3.2.2 Schéma explicite d’ordre élevé
En effet, il est bien possible de créer des méthodes aux résidus distribués d’ordre élevé
et explicites pour les problèmes instationnaires. Comme montré dans [57], il est possible de
développer des méthodes semblables aux méthodes de Runge-Kutta pour les méthodes aux
résidus distribués. Une généralisation de ce travail à ensuite été développée par Abgrall [58].
En outre, récemment l’application de cette méthode aux équations d’Euler [59] a permis des
simulations explicites d’ordre 3 et 4 mais nous n’emploierons pas cette méthode dans ce travail.
Dans cette section nous remplaçons le vecteur des variables−→q par q pour une lecture simplifiée.
L’idée de [57], est d’utiliser une fonction de base wKi = ϕKi +γKi . De cette façon le problème
peut alors se réécrire sous la forme :
∑
K∈Ki
∫
K
wKi rK = ∑
K∈Ki
∫
K
ϕKi rK + ∑
K∈Ki
∫
K
γKi rK = 0. (3.19)
Cela conduit en théorie à un schéma implicite. L’idée est alors d’introduire une approxima-
tion r¯h du deuxième terme intégral :
∑
K∈Ki
∫
K
ϕKi rh+ ∑
K∈Ki
∫
K
γKi r¯h = 0. (3.20)
Ce terme doit être choisi de manière à ce que le schéma puisse s’écrire de manière explicite
sans dégrader la solution. Dans [56] et [57], il est montré que la forme suivante :
r¯K =
dq¯n+1
dt
+∇.F(q), (3.21)
satisfait cette hypothèse, cela se traduit par une approximation du terme temporel ne dépen-
dant que des temps déjà connus.
Avec cette hypothèse on peut alors réécrire le schéma sous la forme suivante :
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∫
K
ϕi
qn+1i −qni
dt
−
∫
K
ϕid
q¯n+1i
dt
=− ∑
K|i∈K
∫
K
wKi r¯h. (3.22)
Globalement la forme finale de cette méthode consiste à approximer le résidu avec un ordre
faible puis en utilisant le résidu qui en résulte, de corriger et calculer une approximation d’ordre
plus élevé. Cette méthode est assez semblable aux méthodes de Runge-Kutta pour les flux.
Cette procédure permet alors d’obtenir le schéma RK2 présenté dans [57]. En introduisant
le pas de temps intermédiaire q1i le schéma s’écrit :q
1
i = q
n
i − dt|Ci|
(
∑K|i∈K(
qni−qni
dt +φ
K
i (q
n
i ))
)
,
qn+1i = q
1
i − dt|Ci|
(
∑K|i∈K(
q1i−qni
dt +φ
K
i (
qni +q
1
i
2 ))
)
.
(3.23)
En posant qni = q
0
i et q
n+1
i = q
2
i , la méthode correspond alors à l’algorithme suivant :
Algorithm 1 Calculate qn+1i
Require: q0i = q
n
i ,r = 0
while r < 2 do
qr+1i = q
r
i − dt|Ci|
(
∑K|i∈KΦKi (
qni +q
r
i
2 )
)
r = r+1
end while
return qn+1i = q
2
i
Remarque : les fluctuations φKi sont calculées de la même manière que dans le cas station-
naire. En outre on peut rajouter que l’algorithme (1) respecte le fait que les résidus totaux font
évoluer les quantités du système. La première étape de calcul sert à obtenir une approxima-
tion plus précise du résidu. Puis en utilisant cette approximation, on corrige la valeur q1i afin
d’obtenir la valeur q2i donnant une approximation plus précise de la quantité q
n+1
i .
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FIGURE 3.7 – Implémentation faible des conditions aux limites (cela est effectué en considérant
des cellules infiniment minces, le résidu envoyé au nœud i de ces cellules permet alors d’imposer
les conditions aux limites)
3.3 Conditions aux limites
3.3.1 Formulation faible des conditions aux limites
Il nous reste à présenter la manière dont nous avons implémenté les conditions aux
limites pour les méthodes aux résidus distribués. Comme illustré dans la figure 3.7, on rajoute
un nœud imaginaire icl ayant la valeur de la condition aux limites. Cela rajoute des cellules
voisines au nœud i envoyant un résidu imposant la valeur de la condition aux limites au nœud i.
La forme discrétisée de l’équation hyperbolique se réécrit alors sous la forme :
∫
Ωh
ϕirh dΩh =
∫
K|i∈K
ϕirh dΩh+
∫
K|icl∈K
ϕirh dΩh. (3.24)
Cette formule distingue et sépare les résidus provenant des cellules du domaine, traîtés par
les méthodes déjà expliquées et les résidus provenant des cellules imaginaires. On fait alors
tendre le nœud icl vers le nœud i, la valeur du résidu peut alors être déterminée facilement et
est donnée par la relation :
∫
K|icl∈K
ϕirh dΩh =
∫
Γ
ϕi(F(
−→
qcl).n−F(−→q ).n)dΓ. (3.25)
F(−→q cl) est le flux calculé avec la valeur imposée de la condition aux limites −→q cl. −→n est
la normale sortante de la frontière. Le résidu est nul quand la frontière prend la valeur de la
condition aux limites. Nous allons voir dans la prochaine section les valeurs à imposer pour les
conditions aux limites que nous avons utilisées.
3.3. CONDITIONS AUX LIMITES 44
3.3.2 Condition de sortie
Pour imposer une condition de sortie, nous reprenons la méthode présentée dans [47].
Cela consiste à implémenter une condition d’outflow subsonique, la différence des flux peut
alors être réécrite sous la forme :
F(qcl)−F(q) = A−n (−→q )(−→q cl−−→q ), (3.26)
avec A−n (
−→q ), la matrice diagonale des valeurs propres : λ− = min(0,λ ).
Comme pour la méthode de propagation des ondes, on coupe le domaine et on considère
qu’il n’y a alors plus d’interaction de la zone coupée sur l’écoulement. On impose alors les
valeurs du nœud i au nœud fictif icl pour une sortie subsonique. La condition aux limites est
alors obtenue en posant :
−→q cl =−→q . (3.27)
3.3.3 Mur impénétrable
Pour imposer une condition de paroi, pour un fluide non visqueux, comme vu avec la
méthode de propagation des ondes, la vitesse normale doit être nulle. En revanche, la condi-
tion n’affecte pas les densités partielles, la vitesse tangentielle et l’énergie totale. Pour cela on
considère que l’état de la condition aux limites est tel que :
(α1ρ1)(qcl) = (α1ρ1)(q)
(α2ρ2)(qcl) = (α2ρ2)(q)
(ρ−→u .−→n )(qcl) =−(ρ−→u .−→n )(q)
(ρ−→u .−→t )(qcl) = (ρ−→u .−→t )(q)
(E)(qcl) = (E)(q)
(3.28)
Ainsi la moyenne des états q et qcl donne bien la condition recherchée. Pour calculer la
relation (3.25), il faut alors déterminer les flux correspondants. Pour cela on utilise un solveur
de Riemann de Roe. La procédure du calcul est détaillée dans l’annexe A.
Pour le système du modèle diphasique à quatre équations on a alors :
(F(
−→
qcl)−F(−→q )).−→n =

2α1ρ1−→u .−→n
2α2ρ2−→u .−→n
−2ρ(−→u .−→n )(−→u .−→t )ny,
2ρ(−→u .−→n )(−→u .−→t )nx,
2−→u .−→n (E +P).
 . (3.29)
Chapitre 4
Comparaison entre les modèles
diphasiques à 4 et 6 équations
4.1 Principes et Objectifs
Comme déjà expliqué le modèle diphasique à quatre équations (1.7) et le modèle dipha-
sique à six équations (1.13) font tous les deux partie des modèles à interfaces diffuses et sont
des versions simplifiées du modèle à sept équations (1.4). Pour traiter un problème, l’utilisation
d’un modèle simplifié permet d’effectuer une résolution numérique plus rapide, cependant il est
nécessaire que celui-ci soit adéquat et modélise de façon cohérente le problème.
En effet, pour des problèmes présentant initialement un équilibre des pressions et des tem-
pératures et en assurant une relaxation instantanée de ces variables, les modèles à quatre et six
équations peuvent être utilisés et convergent vers la même solution.
Dans cette section, nous présentons une étude comparative entre ces deux modèles dipha-
siques appliquée à de nombreux cas tests, afin de voir les avantages et inconvénients en utilisant
ces deux modèles. En effet, à la connaissance de l’auteur il n’y a pas d’études comparatives
des résultats donnés par les différents modèles à interfaces diffuses, nous avons ainsi procédé
à une étude comparative des modèles que nous utilisons. On s’attend notamment à ce que les
résultats convergent vers la même solution, par contre le modèle à six équations incluant plus
de processus de transfert entre les phases devrait donner des résultats plus diffusifs. Cette étude
est effectuée en utilisant la méthode de propagation des ondes. Ainsi dans cette section nous
présenterons tout d’abord la manière dont les systèmes ont été résolus puis nous présenterons
quelques résultats en une et deux dimensions qui sont alors comparés.
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4.2 Résolution des systèmes
4.2.1 Méthodologie de splitting
Pour résoudre le système (1.7) et (1.13), nous avons recours à une méthode de splitting.
Ainsi dans un premier temps nous résolvons uniquement la partie advective du système (4.1),
(4.2) pour les systèmes à quatre et six équations, respectivement. Dans un deuxième temps, une
fois la solution advective obtenue, nous résolvons le système (4.3), (4.4) pour les systèmes à
quatre et six équations, respectivement, avec les termes sources en partant des résultats obtenus
de la première étape du calcul.
Systèmes à quatre équations Systèmes à six équations

∂α1ρ1
∂ t +∇.(α1ρ1
−→u ) = 0,
∂α2ρ2
∂ t +∇.(α2ρ2
−→u ) = 0,
∂ρ−→u
∂ t +∇.(ρ
−→u ⊗−→u )+∇(P) = 0,
∂E
∂ t +∇.((E +P)
−→u ) = 0.
(4.1)

∂α1
∂ t +
−→u .∇α1 = 0,
∂α1ρ1
∂ t +∇.(α1ρ1
−→u ) = 0,
∂α2ρ2
∂ t +∇.(α2ρ2
−→u ) = 0,
∂ρ−→u
∂ t +∇.(ρ
−→u ⊗−→u )+∇(α1P1+α2P2) = 0,
∂α1E1
∂ t +∇.((α1E1+α1P1)
−→u )+ϒ= 0,
∂α2E2
∂ t +∇.((α2E2+α2P2)
−→u2)−ϒ= 0.
(4.2)

∂α1ρ1
∂ t = Γ,
∂α2ρ2
∂ t =−Γ,
∂ρ−→u
∂ t = 0,
∂E
∂ t = 0.
(4.3)

∂α1
∂ t = α˙1,
∂α1ρ1
∂ t = Γ,
∂α2ρ2
∂ t =−Γ,
∂ρ−→u
∂ t = 0,
∂α1E1
∂ t =+(hr +
−→
u2r
2 )Γ−PI ∂α1∂ t +QI,
∂α2E2
∂ t =−(hr +
−→
u2r
2 )Γ+PI
∂α2
∂ t −QI.
(4.4)
4.2.2 Solveur convectif
4.2.2.1 Solveur HLLC pour le système à quatre équations
Pour résoudre le problème hyperbolique du système à quatre équations nous utilisons un
solveur HLLC (voir [70] pour plus de détails). Comme le solveur HLLC de Toro est un sol-
veur de Riemann approché utilisant 3 ondes, son utilisation est parfaitement adéquate puisque
nos systèmes sont caractérisés par 3 vitesses caractéristiques. Nous avons repris la méthologie
proposée par Saurel [33] que nous allons rappeler. La structure caractéristique de nos systèmes
est approximée en utilisant un solveur HLLC donnée par la figure 4.1, où l’on voit quatre états
constants séparés par deux chocs aux vitesses SR et SL et une discontinuité de contact à la vi-
tesse S. Le problème est alors de trouver les inconnues U∗L et U∗R pour définir les fluctuations
aux interfaces.
Il est nécessaire d’approximer les vitesses des ondes du solveur SL, S et SR. Nous suivons la
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formulation donnée par Davis [95] en prenant l’approximation SL = min((u− c)R,(u− c)L) et
SR = max((u+ c)R,(u+ c)L), avec u la vitesse du nœud et c la vitesse du son du nœud. Pour la
vitesse de la discontinuité de contact nous prenons S = u∗ pour la caractéristique centrale. Afin
de la déterminer nous imposons que l’onde centrale est une onde de contact et que la pression
et la vitesse normale ne varient pas en la traversant :P∗L = P∗R = P∗u∗L = u∗R = u∗ (4.5)
Les relations de Rankine-Hugoniot sur les équations de transport des densités partielles et
de la quantité de mouvement peuvent alors s’écrire :
Sm(α1ρ1)∗m− (α1ρ1)∗mS = Sm(α1ρ1)m− (α1ρ1)mum
Sm(α2ρ2)∗m− (α2ρ2)∗mS = Sm(α2ρ2)m− (α2ρ2)mum
Smρ∗mS−ρ∗mS2−P∗ = Smρmum−ρmu2m−Pm
m = L,R
(4.6)
En sommant les relations sur les densités partielles on obtient alors :
Smρ∗m−ρ∗mS = Smρm−ρmum
Smρ∗mS−ρ∗mS2−P∗ = Smρmum−ρmu2m−Pm
m = L,R
(4.7)
En combinant ces deux expressions on obtient alors les relations entre les pressions :
P∗ = Pm+ρm(Sm−um)(S−um)
m = L,R
(4.8)
On peut alors substituer la pression P∗ dans ces deux expressions et obtenir alors l’expres-
sion de l’onde centrale :
S = u∗ =
PR−PL+ρLuL(SL−uL)−ρRuR(SR−uR)
ρL(SL−uL)−ρR(SR−uR)
Puis en utilisant les conditions de saut de Rankine-Hugoniot, les états à gauche et à droite de
l’onde centrale peuvent être déterminés complètement en fonction des états initiaux à gauche et
à droite :
ρ∗m = ρm
um−Sm
S−Sm ,
u∗m = u
∗ = S,
E∗m
ρ∗m
=
Em
ρm
+
Pm(um−S)
ρm(um−Sm) −S(um−S),
Y ∗m = Ym,
m = R,L.
(4.9)
Une fois ces valeurs connues, nous pouvons actualiser les résultats en utilisant la méthode de
propagation des ondes.
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FIGURE 4.1 – Structure des ondes d’un problème de Riemann modélisée avec un solveur HLLC
(la figure illustre le cas où les ondes SR et S sont supérieures à 0, la structure est à adapter selon
les signes des ondes SR, SL et S pour calculer les fluctuations A+∆qi− 12 et A
−∆qi+ 12 )
4.2.2.2 Solveur HLLC pour le système à six équations
De même que pour le système à quatre équations, pour résoudre la partie hyperbolique du
système à six équations, nous avons recours à un schéma de type HLLC. Comme fait dans [17]
nous négligeons le terme non-conservatif ϒ dans l’écriture des conditions de Rankine-Hugoniot
des deux ondes externes. En effet comme il a été montré dans [85] une fois l’étape de relaxation
des pressions effectuée, prendre en compte ce terme n’a qu’une influence infime sur les résultats
de la simulation. Néanmoins, quelques différences peuvent subvenir pour des écoulements avec
des chocs très forts dans des zones de mélange où les fractions volumiques des fluides sont
proches de 0.5, mais cela ne concerne pas les cas que nous considérons. De la même manière
que pour le système à quatre équations on peut alors déterminer les valeurs centrales rappelées
par le système :
U∗m =

α1,m
(α1ρ1)m Sm−umSm−S
(α2ρ2)m Sm−umSm−S
ρm Sm−umSm−S S
(α1ρ1)m Sm−umSm−S (
E1,m
ρ1,m +(S−um)(S+
Pm
ρ1,m(Sm−um)))
(α2ρ2)m Sm−umSm−S (
E2,m
ρ2,m +(S−um)(S+
Pm
ρ2,m(Sm−um)))

.
m = R,L
(4.10)
Nous rajoutons que les ondes SL et SR sont elles aussi approximées en utilisant la formula-
tion de Davis.
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4.2.3 Traitement des termes sources
4.2.3.1 Relaxation des pressions
Après que la partie hyperbolique du système est résolue, nous avons traité les différentes
interactions entre les fluides modélisées par les différents termes sources. Comme le montre
la thèse de Labois [4], les temps de relaxation de chacun de ces processus ont des ordres de
grandeur très différents et peuvent ainsi être traités indépendamment du plus rapide au plus lent.
Le processus le plus rapide est la relaxation mécanique et le plus lent est la relaxation chimique.
Comme le modèle à six équations est une astuce de calcul du système à cinq équations, pour
des raisons de cohérences physiques le processus doit être instantané, soit µ → ∞. Le système
à résoudre est le système : 
∂t(α1) = µ(P1−P2),
∂t(α1ρ1) = 0,
∂t(α2ρ2) = 0,
∂ (ρ−→u ) = 0,
∂ (α1E1) =−µPI(P1−P2),
∂ (α2E2) = µPI(P1−P2).
(4.11)
Les variables obtenues suite à la résolution du système hyperbolique sont notées avec l’ex-
posant 0 tandis que celles obtenues après l’étape de relaxation sont notées avec l’exposant ∗.
D’aucuns peuvent facilement remarquer que la quantité de mouvement et les densités partielles
sont conservées durant le processus, soit (αkρk)∗ = (αkρk)0,k = 1,2 et (ρ−→u )∗ = (ρ−→u )0.
Pour résoudre les autres équations aux dérivées partielles nous procédons de la même ma-
nière que dans [17], le lecteur peut se référer à ce travail pour plus d’informations sur la procé-
dure.
Dans le cas où une loi d’état stiffened gas est utilisée, en définissant C1 = 2γ1P∞,1 +(γ1−
1)P0I et C2 = 2γ2P∞,2+(γ2−1)P0I on trouve alors la pression P∗ solution de l’équation quadra-
tique :
a(P∗)2+bP∗+d = 0,
avec

a = 1+ γ2α01 + γ1α
0
2 ,
b =C1α02 +C2α
0
1 − (1+ γ2)α01 P01 − (1+ γ1)α02 P02 ,
d =−(C2α01 P01 +C1α02 P02 ),
P∗ = −b+
√
b2−4ad
2a ,
(4.12)
et la fraction volumique α∗1 donnée par l’équation (4.13) :{
α∗1 =
(γ1−1)P∗+2P01+C1
(γ1+1)P∗+C1 α
0
1 . (4.13)
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4.2.3.2 Relaxation des températures
La relaxation des pressions étant beaucoup plus rapide que la relaxation des températures,
on peut considérer que la relaxation en température s’effectue donc avec la pression d’équilibre
résultant de l’étape de relaxation des pressions. Le système à résoudre est donné par le système
(4.14) : 
∂t(α1) = µ(P1−P2),
∂t(α1ρ1) = 0,
∂t(α2ρ2) = 0,
∂ (ρ−→u ) = 0,
∂ (α1E1) =−µPI(P1−P2)+θ(T 2−T 1),
∂ (α2E2) = µPI(P1−P2)−θ(T 2−T 1).
(4.14)
De la même manière que pour la relaxation des pressions, les indices 0, ∗ et ∗∗ indiquent
respectivement les variables résultant du solveur hyperbolique, de la relaxation des pressions et
de la relaxation des températures.
Comme pour la relaxation des pressions, d’aucuns voient immédiatement que les densités
partielles et la quantité de mouvement sont conservées ainsi que l’énergie totale et interne du
mélange. Autrement dit nous avons (αkρk)∗∗ = (αkρk)0,k = 1,2 , (ρ−→u )∗∗ = (ρ−→u )0, ε∗∗ = ε0
et E∗∗ = E0. En utilisant la même méthologie que [17], en considérant le processus instantané
et donc en assumant l’égalité des pressions et des températures, en utilisant une loi stiffened gas
il est possible de trouver les solutions analytiques suivantes pour la pression :

a
′
(p∗∗)2+b′(p∗∗)+d ′ = 0,
a
′
= cv1(α1ρ1)0+ cv2(α2ρ2)0,
b
′
= q1cv1(γ1−1)((α1ρ1)0)2+q2cv2(γ2−1)((α2ρ2)0)2+(α1ρ1)0cv1(γ1P∞,1+P∞,2)+
(α2ρ2)0cv2(γ2P∞,2+P∞,1)+(α1ρ1)0(α2ρ2)0(q1cv2(γ2−1)+q2cv1(γ1−1))
−ε0(cv1(γ1−1)(α1ρ1)0+ cv2(γ2−1)(α2ρ2)0),
d
′
= q1cv1(γ1−1)P∞,2((α1ρ1)0)2+q2cv2(γ2−1)P∞,1((α2ρ2)0)2+((α1ρ1)0cv1γ1
+(α2ρ2)0cv2γ2)P∞,2P∞,1+(α1ρ1)0(α2ρ2)0(q1cv2(γ2−1)P∞,1+q2cv1(γ1−1)P∞,2)
−ε0(cv1(γ1−1)P∞,2(α1ρ1)0+ cv2(γ2−1)P∞,1(α2ρ2)0),
p∗∗ = −b
′
+
√
(b′)2−4a′d′
2a′
,
(4.15)
où la fraction volumique est donnée par (4.16) :{
α∗∗1 =
cv1(γ1−1)(p∗∗+P∞,2)(α1ρ1)0
cv1(γ1−1)(p∗∗+P∞,2)(α1ρ1)0+cv2(γ2−1)(p∗∗+P∞,1)(α2ρ2)0 , (4.16)
et la température est donnée par :
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{
T ∗∗ = (p
∗∗+P∞,1)α∗∗1
(γ1−1)cv1(α1ρ1)0 . (4.17)
4.2.3.3 Relaxation des potentiels chimiques
Finalement, il reste à traiter les transferts chimiques entre les phases. Cette étape s’effectue
pour le modèle à six équations mais aussi pour le système à quatre équations. Ce processus
étant le même pour les deux modèles nous allons uniquement le présenter pour le système à six
équations. Le système à résoudre est alors le système (4.18) :
∂t(α1) = µ(P1−P2),
∂t(α1ρ1) =Θ(g2−g1),
∂t(α2ρ2) =−Θ(g2−g1,)
∂ (ρ−→u ) = 0,
∂ (α1E1) =−µPI(P1−P2)+θ(T 2−T 1)+ΘeI(g2−g1),
∂ (α2E2) = µPI(P1−P2)−θ(T 2−T 1)−ΘeI(g2−g1).
(4.18)
Pour cela, dans un premier temps nous définissons le terme exprimant les transferts de masse
Γ. Nous utilisons l’approche classique qui consiste à écrire les transferts de masse sous la forme
Γ = Θ(νl − νg) avec ν les potentiels chimiques des milieux liquides et vapeurs et Θ qui re-
présente l’inverse du temps de relaxation du processus. Cette expression permet de respecter
l’inégalité d’entropie. Dans les cas que nous considérons ces temps de relaxation sont géné-
ralement minimes comparés aux pas de temps de la résolution, par conséquent nous pouvons
considérer que le processus est instantané localement.
Dans un premier temps, nous allons voir comment nous obtenons l’état d’équilibre résultant
d’un processus instantané. Si la cellule contient une quantité non négligeable de liquide et de
vapeur (nous avons mis pour nos calcul ε1 = 10−6) et que le potentiel chimique du milieu liquide
est plus grand que celui du milieu vapeur il y a de l’évaporation. Au contraire, si le potentiel
chimique du milieu vapeur est plus grand que le potentiel chimique du milieu liquide il y a de
la liquéfaction. Dans ces deux cas Θ est considéré comme infini. Sinon il n’y a pas de transfert
de masse soit Θ= 0 = Γ, soit :
si ε1 < α1 < 1− ε1→ νl > νg : évaporation Θ= ∞,
→ νl < νg : liquéfaction Θ= ∞,
sinon Θ= 0.
(4.19)
Pour résoudre ce système, la même approche que dans [17] est utilisée. En notant par 0 les
variables obtenues après la résolution du système convectif et par *** celles obtenues après
les transferts de masse, nous pouvons à partir du système (4.18) déduire la conservation durant
le processus de la densité ρ0 = ρ∗∗∗, de la quantité de mouvement (ρ−→u )∗∗∗ = (ρ−→u )0, et des
énergies internes et totales ε∗∗∗ = ε0, E∗∗∗ = E0. Puis en utilisant les relations ρ0 = α∗∗∗l ρ
∗∗∗
l +
α∗∗∗g ρ∗∗∗g et ε0 = α∗∗∗l ε
∗∗∗
l +α
∗∗∗
g ε∗∗∗g nous pouvons obtenir la relation quadratique suivante :
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ap(P∗∗∗)(T ∗∗∗)2+bp(P∗∗∗)T ∗+dp(P∗∗∗) = 0,
ap(P∗∗∗) = ρ0cv1cv2((γ2−1)(P∗∗∗+ γ1P∞1)− (γ1−1)(P∗∗∗+ γ2P∞2)),
bp(P∗∗∗) = ε0((γ1−1)cv1(P∗∗∗+P∞2)− (γ2−1)cv2(P∗∗∗+P∞1))
+ρ0((γ2−1)cv2q1(P∗∗∗+P∞1)− (γ1−1)cv1q2(P∗∗∗+P∞2))
+ cv2(P∗∗∗+P∞1)(P∗∗∗+ γ2P∞2)− cv1(P∗∗∗+P∞2)(P∗∗∗+ γ1P∞1),
dp(P∗∗∗) = (q2−q1)(P∗∗∗+P∞1)(P∗∗∗+P∞2),
(4.20)
reliant la température du mélange à la pression du mélange en fonction des quantités conser-
vées.
Maintenant, nous avons deux inconnues, la température et la pression. Pour compléter le
problème nous utilisons la condition d’équilibre chimique ν∗∗∗l = ν
∗∗∗
g . Dans notre cas, pour
deux phases d’une même espèce, l’égalité des potentiels chimiques est équivalente à l’égalité
des énergies libres de Gibbs. Pour une équation d’état stiffened gas pour deux phases celle-ci
est donnée par l’égalité suivante :
As+
Bs
T
+CslogT +Dslog(P+P∞1)− log(P+P∞2) = 0,
As =
cp1− cp2+q′2−q
′
1
cp2− cv2 ; Bs =
q1−q2
cp2− cv2; Cs =
cp2− cp1
cp2− cv2 ; Ds =
cp1− cv1
cp2− cv2 .
(4.21)
Cette deuxième équation est non-linéaire. Nous pouvons la résoudre en utilisant par exemple
la méthode de Newton-Raphson sur la pression. A chaque itération, puisque nous avons une
nouvelle valeur de la pression nous pouvons calculer avec (4.20) la valeur correspondante de la
température. Puisque nous avons deux racines nous faisons le calcul avec les deux racines puis
nous prenons la solution physiquement admissible. S’il n’y a pas de solution physique, alors le
transfert de masse est total et nous imposons une quantité négligeable de la fraction de masse
à la quantité qui disparaît. Dans nos calculs nous prenons ε2 = 10−8 (voir [17] pour plus de
détails).
Dans ce chapitre, tous les transferts de masse sont considérés instantanés, en revanche dans
une autre section de ce document des transferts de masse non-instantanés sont utilisés.
Dans ce cas, nous procédons comme dans [96]. L’évolution de la fraction massique de va-
peur est modélisée par l’équation différentielle :
dYv
dt
=−Yv−Y
∗∗∗
v
Θt
, (4.22)
en considérant Θt invariant le long du processus, la résolution de l’équation est triviale et on
obtient alors la fraction volumique relaxée après le pas de temps dt :
Y n+1v = Y
∗∗∗
v − (Y ∗∗∗v −Y nv )exp−
−dt
Θt , (4.23)
Y ∗∗∗v est la fraction massique de vapeur d’équilibre obtenue par la procédure déjà présentée et
Θt le temps de relaxation donné par des relations de la littérature.
Dans les prochaines sections, de nombreux cas tests sont effectués. La résolution a été effec-
tuée avec la méthode de propagation des ondes à l’ordre deux en utilisant des limiteurs minmod.
La méthode a été implémentée dans le logiciel libre d’accès Clawpack.
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4.3 Résultats numériques
4.3.1 Tube à choc d’un mélange liquide-vapeur
Le premier cas test que nous présentons est un des cas tests présentés dans [97], i.e. le
problème d’un tube à choc pour un mélange liquide-vapeur. A l’instant initial deux mélanges
à pressions et températures différentes sont séparés par un diaphragme, les états initiaux sont
donnés dans la table 4.1. Le problème commence à l’instant où le diaphragme rompt et nous
suivons alors l’évolution des mélanges à gauche et à droite. Les deux mélanges sont respective-
ment à leur température de cavitation et de liquéfaction, le gradient des températures entraîne
alors la liquéfaction du côté gauche et l’évaporation du côté droit. Ce cas test est par conséquent
très intéressant pour vérifier la validité du calcul des transferts de masse. Les fluides sont modé-
lisés par une équation d’état stiffened gas dont les paramètres sont donnés dans le tableau 4.2.
Les résultats sont présentés au bout de 0.8ms par les figures 4.2 à 4.8 pour plusieurs maillages.
Une étude de convergence en maillage est tout d’abord présentée sur les figures 4.2 pour
le calcul sans transfert de masse et la figure 4.3 avec transfert de masse. Les résultats pour
un maillage de 400 nœuds étant bien convergés nous utilisons par la suite ce maillage pour
présenter la suite des résultats. Les figures suivantes comparent les résultats des modèles à six
et quatre équations pour des résultats avec et sans transfert de masse. Les figures 4.4 et 4.5
présentent les profils de la densité et de la pression. Le profil de la densité présente bien la
discontinuité de contact initiale (au début du calcul la discontinuité se situe à x=0.5m, en raison
du gradient initial de température la discontinuité se déplace vers la droite au cours du calcul,
à t=0.8ms elle se situe à x=0.6m), en outre on peut observer l’évolution de deux ondes non-
linéaires (un choc et une détente) pour la densité et la pression comme le prévoit la structure
caractéristique du problème. Les figures 4.6 et 4.7 présentent les profils de la température et de
la fraction massique. Sans transfert de masse le profil de la température présente une structure
à quatre plateaux délimitée par les ondes non-linéaires (choc et détente) et une discontinuité
de contact. Comme le montre les résultats avec transfert de masse, l’évolution de la fraction
massique de liquide est provoquée par le gradient initial de température (discontinuité de contact
à x=0.5m) puis la liquéfaction et l’évaporation de part et d’autre de la discontinuité initiale
ramènent la température à une valeur d’équilibre entre le choc et la détente.
On peut constater comme attendu que les résultats des modèles diphasiques à quatre et six
équations convergent vers la même solution faible pour une relaxation des températures et des
potentiels chimiques instantanée. On peut par ailleurs rajouter que le modèle à six équations
donne des résultats plus diffusifs à maillage équivalent. Cela est illustré par la figure 4.8 com-
parant l’évolution en maillage des profils de la température pour les modèles à quatre et six
équations avec et sans transfert de masse.
4.3.2 Dépression d’une conduite de CO2
Notre second cas test reprend le test effectué dans [77] qui modélise la dépressurisation
d’une conduite de CO2 liquide presque pur (αv = 1e−5) à température ambiante (T=273K) en
raison d’un fort gradient de pression. L’état initial du domaine est donné dans la table 4.3 tandis
que les paramètres de l’équation d’état sont donnés par le tableau 4.4. Concernant les para-
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FIGURE 4.2 – Convergence en maillage de la densité obtenue pour la résolution d’un tube à
choc liquide-vapeur sans transfert de masse (à gauche : 6 équations, à droite : 4 équations)
FIGURE 4.3 – Convergence en maillage de la densité obtenue pour la résolution d’un tube à
choc liquide-vapeur avec transfert de masse (à gauche : 6 équations, à droite : 4 équations)
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FIGURE 4.4 – Profil de la densité obtenu pour la résolution d’un tube à choc liquide-vapeur (à
gauche sont présentés les résultats sans transfert de masse et à droite ceux obtenus avec transfert
de masse)
FIGURE 4.5 – Profil de la pression obtenu pour la résolution d’un tube à choc liquide-vapeur (à
gauche sont présentés les résultats sans transfert de masse et à droite ceux obtenus avec transfert
de masse)
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FIGURE 4.6 – Profil de la température obtenu pour la résolution d’un tube à choc liquide-
vapeur (à gauche sont présentés les résultats sans transfert de masse et à droite ceux obtenus
avec transfert de masse)
FIGURE 4.7 – Profil de la fraction massique de liquide obtenu pour la résolution d’un tube à
choc liquide-vapeur (à gauche sont présentés les résultats sans transfert de masse et à droite
ceux obtenus avec transfert de masse)
57 CHAPITRE 4. COMPARAISON ENTRE LES MODÈLES DIPHASIQUES À 4 ET 6 ÉQUATIONS
état à gauche(0-0.5m) état à droite (0.5-1m)
P(pa) 2e5 1e5
u 0 0
yl 0.2 0.2
T(k) 394.2489 372.8827
TABLE 4.1 – Paramètres initiaux d’un tube à
choc eau-vapeur
liquide gaz
cv 1816 1040
γ 2.35 1.43
P∞ 109 0
q -1167 103 2030 103
q’ 0 -23.4 103
TABLE 4.2 – Paramètres de la loi d’état stif-
fened gas utilisés dans un tube à choc eau-
vapeur
FIGURE 4.8 – Comparaison pour plusieurs maillages du profil de la température obtenu pour la
résolution d’un tube à choc liquide-vapeur entre les modèles à quatre et 6 équations (à gauche
sont présentés les résultats sans transfert de masse et à droite ceux obtenus avec transfert de
masse)
mètres de l’équation d’état nous avons repris ceux de [98], ceux-ci étant formulés de manière
un peu différente de l’écriture classique des paramètres stiffened gas. Nous avons utilisé ces
paramètres pour déterminer les paramètres q et q
′
correspondants. On peut par ailleurs noter
que la résolution du problème dans [77] utilise un processus de liquéfaction et d’évaporation
non instantané pour la remise à l’équilibre des potentiels chimiques. Dans notre cas, nous avons
utilisé un processus de remise à l’équilibre instantané alors que le processus de cavitation est
beaucoup plus rapide que celui d’évaporation. Pour cette raison dans ce cas test nous avons
utilisé seulement un processus de cavitation. Les résultats à t=80ms peuvent être vus sur les
figures 4.9 à 4.14.
Une étude de convergence en maillage est tout d’abord présentée sur les figures 4.9 pour
le calcul sans transfert de masse et la figure 4.10 avec transfert de masse. Les résultats pour
un maillage de 4000 nœuds étant bien convergés nous utilisons par la suite ce maillage pour
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FIGURE 4.9 – Convergence en maillage de la densité obtenue pour la résolution d’une dépres-
sion dans une conduite de CO2 sans transfert de masse (à gauche : 6 équations, à droite : 4
équations)
présenter la suite des résultats. Les figures suivantes comparent les résultats des modèles à six
et quatre équations pour des résultats avec et sans transfert de masse. Les figures 4.11 et 4.12
présentent les profils de la densité et de la pression. Sans transfert de masse, comme attendu, le
profil de la densité est délimité par deux ondes non-linéaires (une détente à x=18m, un choc à
x=70 m) et la discontinuité de contact initiale (à x=50m). Le profil de la pression est délimité par
les deux ondes non-linéaires. En activant les transferts de masse, la variation des températures
due à l’évaporation produit une nouvelle onde entre la discontinuité initiale et la partie droite
de la conduite (entre x=50m et x=55m). Cela est visible sur la figure 4.13 présentant les profils
de la température.
Comme pour le cas précédant, nous retrouvons de même une cohérence vis-à-vis de la solu-
tion convergée des résultats avec toutefois des profils plus diffus avec le modèle à six équations.
Cela est visible dans la figure 4.14 comparant l’évolution des profils de la température donnés
par les modèles à quatre et six équations pour différents maillages.
état à gauche (0-50m) état à droite (50-80m)
P(pa) 60e5 10e5
u 0 0
ρ1 9.007386e2 1.74436e2
ρ2 8.6810e2 47.7761
TABLE 4.3 – Etats initiaux pour la résolution
d’une dépression dans une conduite de CO2
liquide gaz
cv 2.44e3 2.41e3
γ 1.23 1.06
P∞ 1.32e8 8.86e5
q -6.23e5 -3.01e5
q’ -5.340928977e3 -1.039809485e4
TABLE 4.4 – Paramètres d’état stif-
fened gas du CO2
4.3.3 Cavitation de l’eau à faible vitesse
Ce cas test modélise un cas de cavitation de l’eau soumis à un gradient de vitesse.
Ce cas est repris de [17]. L’eau est modélisée avec les mêmes paramètres que pour le tube à
choc liquide-vapeur (table 4.2). On considère un liquide au repos à 1 bar et 345.728 K dans
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FIGURE 4.10 – Convergence en maillage de la densité obtenue pour la résolution d’une dépres-
sion dans une conduite de CO2 avec transfert de masse (à gauche : 6 équations, à droite : 4
équations)
FIGURE 4.11 – Profil de la densité obtenu pour la résolution d’une dépression dans une conduite
de CO2 (à gauche sont présentés les résultats sans transfert de masse et à droite ceux obtenus
avec transfert de masse)
FIGURE 4.12 – Profil de la pression obtenu pour la résolution d’une dépression dans une
conduite de CO2 (à gauche sont présentés les résultats sans transfert de masse et à droite ceux
obtenus avec transfert de masse)
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FIGURE 4.13 – Profil de la température obtenu pour la résolution d’une dépression dans une
conduite de CO2 (à gauche sont présentés les résultats sans transfert de masse et à droite ceux
obtenus avec transfert de masse)
FIGURE 4.14 – Comparaison pour plusieurs maillages du profil de la température obtenu pour
la résolution d’une dépression dans une conduite de CO2 (à gauche sont présentés les résultats
sans transfert de masse et à droite ceux obtenus avec transfert de masse)
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une conduite. A l’instant initial l’eau est drainée de chaque côté, cela entraîne une cavitation
mécanique et chimique de l’eau (l’état initial du problème est référencé dans la table 4.5). Ce
problème permet d’observer l’efficacité de nos modèles à capturer la croissance de phase spon-
tanée due à de la cavitation mécanique et chimique. Les résultats après 3.2 ms pour différents
maillages sont visibles sur les figures 4.15 à 4.22.
Une étude de convergence en maillage est tout d’abord présentée sur les figures 4.15 pour
le calcul sans transfert de masse et la figure 4.16 avec transfert de masse. Les résultats pour
un maillage de 5000 nœuds étant bien convergés nous utilisons par la suite ce maillage pour
présenter la suite des résultats. Les figures suivantes comparent les résultats des modèles à six
et quatre équations pour des résultats avec et sans transfert de masse. Les profils de la densité et
de la pression sont présentés par les figures 4.17 et 4.18. Sans transfert de masse, les profils de
la pression et de la densité évoluent par cavitation mécanique se propageant par deux détentes
dues au gradient initial de vitesse (à x=0.5m). Contrairement au cas test précédant, le profil
de la densité ne présente pas de discontinuité de contact puisque l’état intial de la densité était
constant. En activant les transferts de masse, la cavitation chimique produit un pic très important
dans le profil de la densité.
En ce qui concerne les profils de la température (4.19), de l’énergie interne spécifique (4.20)
et de la vitesse (figure 4.21), on peut voir un pic non physique à x=0.5m dans les profils de
la température et de l’énergie pour les résultats sans transfert de masse. Ce phénomène est
expliqué dans [99], dans les zones de basses densités, la vitesse est mal approximée (on voit
sur la figure 4.21 présentant le profil de la vitesse que la zone de contact entre les détentes
n’est pas parfaitement constante), d’où une mauvaise approximation de l’énergie cinétique.
Dans une méthode numérique conservative, puisque l’énergie interne est calculée en soustrayant
l’énergie cinétique à l’énergie totale, l’énergie interne est donc mal approximée. De même la
température étant calculée à partir de l’énergie interne par une loi d’état, la température est
donc mal approximée. En revanche, ce phénomène n’est plus présent en activant les transferts
de masse. En outre, en activant les transferts de masse, le profil de la vitesse présente une
discontinuité de laquelle se propage à gauche et à droite le processus de cavitation chimique.
On peut aussi noter que le pic visible dans le profil de la densité et aussi présent dans les profils
de la température et de l’énergie interne.
Les résultats pour les deux modèles sont en parfaite cohérence entre eux. Comme illustré
par la figure 4.22 comparant les profils de la densité pour différents maillages entre les modèles
à quatre et à six équations, le modèle à six équations donne des résultats plus diffus que le
modèle à quatre équations.
4.3.4 Cavitation de l’eau à haute vitesse
Notre dernier cas test 1D est un cas test de cavitation repris de [12]. Celui-ci présente la
cavitation mécanique et chimique d’eau en raison d’un fort gradient de vitesse et est une version
plus complexe du cas test précédent. L’état initial du domaine est décrit dans la table 4.6. En ce
qui concerne les paramètres de l’équation d’état, nous utilisons les mêmes que pour le cas test
4.2. Les résultats sont visibles sur les figures 4.23 à 4.29 à t=1.5ms.
Une étude de convergence en maillage est tout d’abord présentée sur les figures 4.23 pour
4.3. RÉSULTATS NUMÉRIQUES 62
FIGURE 4.15 – Convergence en maillage de la vitesse obtenue pour la résolution d’une simu-
lation de cavitation de l’eau à faible vitesse sans transfert de masse (à gauche : 6 équations, à
droite : 4 équations)
FIGURE 4.16 – Convergence en maillage de la vitesse obtenue pour la résolution d’une simu-
lation de cavitation de l’eau à faible vitesse avec transfert de masse (à gauche : 6 équations, à
droite : 4 équations)
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FIGURE 4.17 – Profil de la densité obtenu pour la résolution d’une simulation de cavitation de
l’eau à faible vitesse (à gauche sont présentés les résultats sans transfert de masse et à droite
ceux obtenus avec transfert de masse)
FIGURE 4.18 – Profil de la pression obtenu pour la résolution d’une simulation de cavitation de
l’eau à faible vitesse (à gauche sont présentés les résultats sans transfert de masse et à droite
ceux obtenus avec transfert de masse)
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FIGURE 4.19 – Profil de la température obtenu pour la résolution d’une simulation de cavitation
de l’eau à faible vitesse (à gauche sont présentés les résultats sans transfert de masse et à droite
ceux obtenus avec transfert de masse)
FIGURE 4.20 – Profil de l’énergie interne spécifique obtenu pour la résolution d’une simulation
de cavitation de l’eau à faible vitesse (à gauche sont présentés les résultats sans transfert de
masse et à droite ceux obtenus avec transfert de masse)
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FIGURE 4.21 – Profil de la vitesse obtenu pour la résolution d’une simulation de cavitation de
l’eau à faible vitesse (à gauche sont présentés les résultats sans transfert de masse et à droite
ceux obtenus avec transfert de masse)
FIGURE 4.22 – Comparaison pour plusieurs maillages du profil de la densité obtenu pour la
résolution d’une simulation de cavitation de l’eau à faible vitesse (à gauche sont présentés les
résultats sans transfert de masse et à droite ceux obtenus avec transfert de masse)
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état à gauche (0−0.5m) état à droite (0.5−1m)
P(pa) 1e5 1e5
u(m/s) -2 2
αl 0.99 0.99
T(K) 354.728 354.728
ρl 1150 1150
ρg 0.63 0.63
TABLE 4.5 – Paramètres initiaux utilisés pour la simulation d’une cavitation de l’eau à faible
vitesse
le calcul sans transfert de masse et la figure 4.24 avec transfert de masse. Comme le montre
la figure 4.23 pour ce cas test, dans le cas où nous n’activons pas de relaxation des potentiels
chimiques, la résolution à l’ordre 2 du modèle à quatre équations n’est pas assez robuste pour
résoudre le problème et nous avons dû réaliser alors la résolution à l’ordre 1. En revanche pour
un maillage de 5000 nœuds le calcul a néanmoins autant convergé que le modèle à six équations
comme le montre la figure 4.25. Cela vient du fait que la méthode des limiteurs tend à utiliser
une méthode d’ordre 1 plus robuste pour capturer un choc ou une détente très forte. Les résultats
pour un maillage de 5000 nœuds étant bien convergés nous utilisons par la suite ce maillage pour
présenter la suite des résultats. Les figures suivantes comparent les résultats des modèles à six
et quatre équations pour des résultats avec et sans transfert de masse.
En ce qui concerne les résultats sans transfert de masse, les profils de la densité (figure
4.26) et de la pression (figure 4.27) permettent de voir que la cavitation mécanique est propagée
par deux détentes très fortes. Comme expliqué dans le cas test précédant (voir [99]), le profil
de la température (figure 4.28) présente un pic non physique très important dû à des erreurs
d’arrondi sur l’énergie interne. Cela provient d’erreurs d’arrondi sur le calcul de la vitesse. En
effet, comme le montre la figure 4.25, contrairement à la figure 4.21 présentant le profil de la
vitesse pour un problème de cavitation à faible vitesse, le profil de vitesse ne présente pas de
zone de plateau constant entre les deux détentes.
En ce qui concerne les résultats avec transfert de masse, comme pour le cas de cavitation à
faible vitesse les profils de la densité (figure 4.26), de la pression (figure 4.27) et de la tempé-
rature (figure 4.28) présentent un pic dû à la cavitation chimique mais cette fois beaucoup plus
élevé. En revanche le profil de la vitesse (figure 4.25) est différent du profil du cas à faible vitesse
(figure 4.21), en effet il n’y a pas de discontinuité à x=0.5m. Cela doit provenir de la cavitation
chimique beaucoup plus intense, les deux plateaux séparés par la discontinuité à x=0.5m du cas
à faible vitesse doivent se rejoindre dans le cas à haute vitesse.
Les deux résolutions avec les modèles à quatre et six équations convergent bien vers la même
solution. La figure 4.29 compare les profils des vitesses obtenus avec les modèles à quatre et
six équations pour différents maillages. Comme pour les cas tests précédants, le modèle à six
équations donne des résultats plus diffus. Par contre pour ce cas test sans transfert de masse
nous voyons que le modèle à six équations est plus robuste et peut donc converger plus vite
pour des problèmes compliqués.
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FIGURE 4.23 – Convergence en maillage de la vitesse obtenue pour la résolution d’une simu-
lation de cavitation de l’eau à haute vitesse sans transfert de masse (à gauche : 6 équations, à
droite : 4 équations)
Remarque : Puisque la méthode d’ordre 2 des limiteurs passe à l’ordre 1 pour de fortes
détentes, pour le maillage de 5000 nœuds les détentes sont capturées de manière proche entre le
modèle à six équations et le modèle à quatre équations. En revanche, pour des zones continues
puisque l’on peut utiliser la méthode des limiteurs le modèle à six équations donne alors des
résultats à l’ordre 2 contrairement au modèle à quatre équations qui doit rester à l’ordre 1.
état à gauche (0−0.5m) état à droite (0.5−1m)
P(pa) 1e5 1e5
u(m/s) -100 100
αl 0.99 0.99
T(K) 354.728 354.728
ρl 1150 1150
ρg 0.63 0.63
TABLE 4.6 – Paramètres initiaux utilisés pour la simulation d’une cavitation de l’eau à haute
vitesse
4.3.5 Bulle d’hélium heurtée par un choc
On considère ici un cas 2D : une bulle d’hélium heurtée par un choc (à Mach 1.5) dans l’air
(le problème provient de [100]). La configuration du problème est illustrée dans la figure 4.30.
Ce cas test ne comprend pas de transfert de masse et utilise une formulation de type gaz parfait
facilement extensible à une loi d’état stiffened gas. Les paramètres stiffened gas utilisés sont
présentés par la table 4.8 tandis que la configuration intiale du domaine est formulée dans la
table 4.7. Aux parois droite et gauche on a imposé une condition de sortie, tandis que les parois
hautes et basses sont considérées comme des murs avec une condition de non pénétration. Les
résultats pour un maillage de 1200x360 mailles rectangulaires sont présentés pour différents
temps par la figure 4.31 pour la densité ρ et sur la figure 4.32 pour la pression P à différents pas
de temps. L’évolution de la densité permet d’observer les changements de formes de la bulle au
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FIGURE 4.24 – Convergence en maillage de la vitesse obtenue pour la résolution d’une simu-
lation de cavitation de l’eau à haute vitesse avec transfert de masse (à gauche : 6 équations, à
droite : 4 équations)
FIGURE 4.25 – Profil de la vitesse obtenu pour la résolution d’une simulation de cavitation de
l’eau à haute vitesse (à gauche sont présentés les résultats sans transfert de masse et à droite
ceux obtenus avec transfert de masse)
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FIGURE 4.26 – Profil de la densité obtenu pour la résolution d’une simulation de cavitation de
l’eau à haute vitesse (à gauche sont présentés les résultats sans transfert de masse et à droite
ceux obtenus avec transfert de masse)
FIGURE 4.27 – Profil de la pression obtenu pour la résolution d’une simulation de cavitation
de l’eau à haute vitesse (à gauche sont présentés les résultats sans transfert de masse et à droite
ceux obtenus avec transfert de masse)
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FIGURE 4.28 – Profil de la température obtenu pour la résolution d’une simulation de cavitation
de l’eau à haute vitesse (à gauche sont présentés les résultats sans transfert de masse et à droite
ceux obtenus avec transfert de masse)
FIGURE 4.29 – Comparaison pour plusieurs maillages du profil de la vitesse obtenu pour la
résolution d’une simulation de cavitation de l’eau à haute vitesse (à gauche sont présentés les
résultats sans transfert de masse et à droite ceux obtenus avec transfert de masse)
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FIGURE 4.30 – Configuration du cas test 2D d’un choc heurtant une bulle d’hélium
cours du temps. En effet, tout d’abord la bulle se fragmente en deux bulles distinctes, puis un
tourbillon se développe dans chacune des bulles. Pour ces figures, il n’y a pas de différences
notables entre les résultats des modèles à quatre et à six équations.
état à gauche (0-285m) état à droite (0.285-0.3m)
P(pa) 1e5 2.4909e5
u 0 -230.285
ρair 1.29 2.4021
ρhe 0.1667 0.286
TABLE 4.7 – Paramètres initiaux d’une bulle
d’hélium heurtée par un choc
air hélium
cv 720.7 3102.24
γ 1.4 1.67
P∞ 0. 0.
q 0. 0.
q’ 0. 0.
TABLE 4.8 – Paramètres d’état stiffe-
ned gas d’une bulle d’hélium heurtée
par un choc
Afin de mieux comparer nos résultats entre les modèles à quatre et six équations nous nous
concentrons sur les résultats finaux obtenus à t=577ms. Toujours pour un maillage de 1200x360
mailles, les figures 4.33 référencent les isolignes de la pression et de la densité, en outre les
isolignes des deux modèles sont superposées afin de mieux les comparer. On voit bien que les
isolignes sont presque identiques notamment pour la structure des bulles comme montré par les
isolignes de la densité. En outre, on peut voir que les isolignes de la pression et la densité sont
semblables. Il y a quelques différences puisque le calcul n’est pas totalement convergé.
En outre, nous avons tracé le profil de la densité de la bulle à x=0.125m pour des maillages
de 1200x360, 900x270 et 600x180 mailles. Ces résultats sont visibles sur les figures 4.34 et
sont adimensionnés. On voit bien sur ces figures la formation des tourbillons de la bulle, un
tourbillon est totalement formé à y=0.38 et on voit se former un autre tourbillon à y=0.32 en
raffinant le maillage. Finalement, la figure 4.35 compare les profils obtenus avec les modèles
à quatre et six équations pour le maillage de 1200x360 rectangles. On voit que les résultats
convergent bien vers la même solution. A y=0.38 les tourbillons se superposent, en revanche
à y=0.32 on voit que pour le modèle à six équations le tourbillon se forme de manière plus
diffusive.
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FIGURE 4.31 – Résultats de la densité ρ d’une bulle de vapeur heurtée par un choc (quatre
équations à gauche et six équations à droite)
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FIGURE 4.32 – Résultats de la pression P d’une bulle de vapeur heurtée par un choc (quatre
équations à gauche et six équations à droite)
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FIGURE 4.33 – Comparaison des isolignes (en haut : densité, en bas : pression) (isolignes vio-
lettes : 6 équations, isolignes multicolores : 4 équations)
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FIGURE 4.34 – Comparaison du profil de la densité à t=0.577ms et x=0.125m (gauche : quatre
équations, droite : six équations)(noir : 1200x360,rouge : 900x270, vert : 600x180)
FIGURE 4.35 – Comparaison des profils de la densité à t=0.577ms et x=0.125m pour un maillage
de 1200x3600 mailles (noir : quatre équations, rouge : six équations)
4.3. RÉSULTATS NUMÉRIQUES 76
FIGURE 4.36 – Résultats de la densité ρ d’un tube à choc eau-vapeur en 2D (quatre équations à
gauche et six équations à droite)
4.3.6 Tube à choc d’un mélange liquide-vapeur bidimensionnel
Nous avons effectué un second cas test bidimensionnel, en reprenant le cas d’un mélange
liquide-vapeur bidimensionnel mais avec une invariance selon l’axe y. Les conditions initiales
et les paramètres de l’équation d’état sont les mêmes que celles décritent dans les tables 4.1
et 4.2. On impose sur toutes les frontières une condition de sortie. Le maillage utilisé est de
100 mailles sur l’axe x par 10 mailles sur l’axe y. Les résultats sont présentés par les figures
4.36 pour les contours de la densité pour les modèles à quatre et à six équations. Nous avons
utilisé un maillage très grossier, afin d’observer les différences de résultats entre les modèles
à quatre et six équations. En effet ce test est similaire au test 4.3.1 avec une invariance des
variables selon l’axe y. On utilise par conséquent ce cas test afin de vérifier qu’il n’y a pas
d’oscillations parasites selon l’axe y et observer si les résultats du modèle à six équations sont
aussi plus diffus que ceux du modèle à quatre équations pour des problèmes en 2D. La figure
4.37 quant à elle présente une comparaison des profils de pression, de la densité et de la fraction
massique de liquide et permet de voir nettement que le modèle à quatre équations est moins
diffusif que le système à six équations. On peut rajouter que ces profils ne sont pas des coupes
et reprennent donc tous les points selon l’axe y pour une valeur x, il n’y a donc pas d’oscillations
intempestives selon y.
4.3.7 Commentaires sur les résultats
Comme déjà mentionné, le modèle à quatre équations est obtenu par une convergence
asymptotique du modèle à six équations en considérant une relaxation des pressions et des tem-
pératures instantanée. Cela a été vérifié numériquement par différents cas tests présentés dans
cette étude qui ont montré que pour des cas tests comprenant une égalité initiale des pressions et
des températures ainsi qu’une relaxation instantanée de ces quantités les résultats des modèles
coïncident.
En outre, les résultats numériques obtenus avec le modèle à quatre équations donnent une
meilleure représentation des chocs et des détentes à maillage égal. En revanche le modèle nu-
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mérique à six équations est plus diffusif, par conséquent la résolution est donc plus robuste.
Globalement pour des problèmes demandant beaucoup de robustesse, le modèle à six équa-
tions semble plus adapté. Pour des problèmes demandant moins de robustesse, utiliser le modèle
à quatre équations permet d’obtenir des résultats plus rapidement puisque moins complexe et
moins diffusif. Le compromis est alors d’essayer d’utiliser le modèle avec le meilleur rapport
robustesse/temps de calcul.
FIGURE 4.37 – Profil de la densité ρ , de la pression P et de la fraction massique de liquide Yl
d’un tube à choc eau-vapeur en 2D (quatre équations en noir et six équations en rouge)
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Chapitre 5
Extension des méthodes aux résidus
distribués aux écoulements diphasiques
5.1 Intérêts et objectifs
Dans ce chapitre, nous traitons l’extension des méthodes aux résidus distribués au mo-
dèle diphasique à quatre équations. Cela est un travail qui a été developpé en collaboration avec
l’université de Zurich (le professeur Rémi Abgrall et le docteur Paola Bacigaluppi).
Au lieu d’opter pour une approche conservative, nous avons opté pour résoudre le problème
sous forme non-conservative. Evidemment, comme bien connu depuis [62] l’utilisation d’une
discrétisation non-conservative ne permet pas à un schéma de converger vers la bonne solu-
tion du problème. Cela vient du fait, que la solution converge vers une solution faible prenant
en compte la viscosité numérique du schéma au lieu de la viscosité physique des équations.
Une méthode très connue pour essayer de contourner ce problème est l’utilisation des schémas
path-conservatifs développés par Parés [63]. Ceux-ci s’inspirent de la théorie des chemins dé-
veloppée par Dal Maso [101]. Malheureusement, il n’est pas possible même en partant de la
formulation conservative de construire une méthode path-conservative permettant d’obtenir la
solution recherchée (voir [64]).
Malgré les difficultés, utiliser une formulation non-conservative peut avoir de nombreux
avantages. Par exemple si une équation d’état très complexe est utilisée, les variables telles
que la pression ou l’énergie interne peuvent être mal approximées lors de la résolution avec
une formulation conservative. En outre, d’un point de vue industriel, ce ne sont généralement
pas les variables conservatives comme l’énergie totale ou la quantité de mouvement que l’on
cherche à connaître mais les variables primitives comme la pression. Dans ce but, dans ce travail
nous utilisons une approche innovante utilisant les travaux de Abgrall [68]. Ceux-ci présentent
une approche simple se servant de la forme conservative du système. Celle-ci permet alors
d’imposer la conservation des variables non-conservatives en utilisant une étape intermédiaire
de calcul. Dans [68], l’approche a été utilisée pour résoudre des problèmes monodimensionnels
avec les équations d’Euler. Dans ce travail cette approche est utilisée pour résoudre le modèle
diphasique à quatre équations pour des problèmes monodimensionnels et bidimensionnels.
Ainsi le système que nous résolverons avec les méthodes aux résidus distribués n’est pas le
système (1.7), mais le système suivant :
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
∂ (α1ρ1)
∂ t +div (α1ρ1
−→u ) = Γ,
∂ (α2ρ2)
∂ t +div (α2ρ2
−→u ) =−Γ,
∂ (ρ−→u )
∂ t +div (ρ
−→u ⊗−→u +PId) = 0,
∂ε
∂ t +
−→u ·∇ε+(ε+P) div−→u = 0,
(5.1)
réécrit sous forme non-conservative avec ε l’énergie interne totale volumique du mélange.
Afin de vérifier la bonne convergence des résultats, les calculs ont été effectués et comparés
en parallèle avec le logiciel Clawpack afin de vérifier la validité des résultats.
Ainsi, pour débuter ce chapitre, nous commençons par présenter la méthode aux résidus
distribués telle qu’elle a été appliquée dans ce travail. Pour cela, dans un premier temps nous
présentons les schémas spatiaux et temporels utilisés, puis nous verrons comment la conserva-
tion est assurée lors de la résolution du système. Il s’en suivra la présentation de la méthode
d’optimisation à postériori que nous avons utilisée. En effet, nous avons choisi d’utiliser la mé-
thode d’optimisation ”a posteriori” de [69] dérivée de l’algorithme d’optimisation de MOOD
(voir [102], [72]) afin d’optimiser nos résultats. En effet, l’algorithme de MOOD permet d’ap-
pliquer le schéma optimal à chaque cellule du maillage. Dans un second temps, notre nouvelle
méthode est comparée à la méthode de propagation des ondes pour de nombreux cas tests de la
littérature validant la robustesse de la méthode. Enfin, après la validation de notre modèle nous
appliquons celui-ci pour résoudre des problèmes dans des géométries complexes nécessitant
une méthode de calcul en maillages non-structurés.
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5.2 Résolution numérique avec la méthode aux résidus dis-
tribués
5.2.1 Schémas spatiaux
Il existe de nombreuses méthodes pour distribuer la fluctuation dans le cadre des mé-
thodes aux résidus distribués. Comme pour la résolution effectuée avec la méthode de propaga-
tion des ondes nous utilisons une méthodologie de splitting (partie 4.2.1). Ainsi les présentations
qui vont suivre concernent uniquement la résolution du système convectif, et les transferts de
masse sont résolus de la même manière que dans la section 4.2.3.3. Nous allons présenter ici
les schémas utilisés dans ce travail.
On commence par introduire le schéma de Galerkin formulé de la façon suivante :
φK,gali =
∫
∂K
ϕiF(−→q ).−→n d∂K−
∫
K
∇ϕi.F(−→q )dK. (5.2)
L’inconvénient est que ce schéma est instable et afin d’obtenir un schéma stable il est néces-
saire d’ajouter un terme de stabilisation. On peut par exemple nommer le terme de stabilisation
permettant d’obtenir le schéma SUPG [103]. Dans notre cas, comme dans [59], nous utilisons le
schéma de Galerkin avec le terme de stabilisation de saut utilisé dans [104]. Le schéma obtenu
a donc la forme suivante :
φK,gali =
∫
∂K
ϕiF(−→q ).−→n d∂K−
∫
K
∇ϕi.F(−→q )dK+ ∑
e|i∈e
θ jumph2e
∫
e
[∇−→q i].[∇ϕi]d∂K, (5.3)
où he est la longueur de l’arrête considérée et θ jump est un paramètre à définir. La somme
des termes de saut pour toutes les arrêtes d’un élément est nulle, ce qui permet de garder la
conservation du problème. Le terme de saut s’applique à chaque arrête entre deux éléments (
l’élément K et l’élément adjacent K+). En outre les termes [∇ψ] représentent le saut entre les
variables entre les deux éléments et se calculent tels que [∇ψ] = ∇ψ|K −∇ψ|K+ . Ce schéma
est d’ordre élevé mais n’est pas monotone et traite mal les chocs.
Le second schéma considéré est le schéma de Lax-Friedrichs. En repartant du schéma de
Galerkin (5.2), une autre méthode pour le rendre stable est d’ajouter un terme de diffusion
αK = maxi∈K(ρs(A(−→q iK))), avec ρs le rayon spectral du nœud i dans l’élément K. On obtient
alors le schéma de LxF :φ
K,lx f
i =
∫
∂K ϕiF(
−→q ).−→n d∂K− ∫K∇ϕi.F(−→q )dK+αK(−→q i−qKi ),
qKi =
1
NK ∑i∈K
−→q i.
(5.4)
Ce schéma est monotone mais seulement d’ordre 1.
Maintenant que la fluctuation est calculée nous pouvons calculer le résidu de l’élément K
ΦKi . Par la suite nous travaillons avec cette quantité.
Le dernier schéma que nous considérons est un schéma non-linéaire monotone et d’ordre
élevé utilisant les techniques présentées dans la partie 3.1.3. Pour cela, suivant ce qui est fait
dans [68], [48] et [59], nous définissons la matrice jacobienne dans la direction normale des
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vitesses : An = A(q)nx + B(q)ny en deux dimensions (q est la moyenne des variables −→q de
l’élément K). Les jacobiens A et B sont respectivement les matrices jacobiennes en x et y
des flux et le vecteur −→n est la normale unitaire dans la direction du champ des vitesses de
l’écoulement.
En définissant les vecteurs propres de la matrice An à gauche lξ et à droite rξ , on projette
alors le résidu de LxF dans ce nouvel espace soit :Φ
K,lx f ,∗
i = ∑ξ lξΦ
K,lx f
i ,
ΦK,∗ = ∑ξ lξΦK.
(5.5)
On cherche alors les fluctuationsΦK,l,∗i telles queΦ
K,l,∗
i = β
K,l,∗
i Φ
K,∗. Les coefficients βK,l,∗i
sont alors calculés en utilisant la formule (3.15) soit :
βK,l,∗i =
max(0, Φ
K,lx f ,∗
i
ΦK,∗ )
∑ j∈K max(0,
ΦK,lx f ,∗j
ΦK,∗ )
,
ΦK,l,∗i = β
K,l,∗
i Φ
K,∗.
(5.6)
En théorie ce schéma est monotone et d’ordre élevé. Néanmoins en présence de chocs des
problèmes peuvent subvenir. Il est alors plus prudent d’appliquer le schéma combiné (3.14). On
définit alors le paramètre de continuité θs selon l’équation suivante :
θs =
|ΦK,∗|
∑ j∈K |ΦK,lx f ,∗j |
. (5.7)
On peut alors déterminer le résidu projeté donné par l’équation suivante :
ΦK,psig,∗i = (1−θs)ΦK,l,∗i +θsΦK,lx f ,∗i . (5.8)
Finalement, il reste à projeter ce nouveau résidu dans l’espace discrétisé initial. On obtient
alors le résidu psi−galerkin défini par l’équation suivante :
ΦK,psigi =∑
ξ
rξΦ
K,psig,∗
i . (5.9)
Ce schéma est monotone et d’ordre élevé.
Remarque : afin de calculer le résidu de l’énergie interne nous ne pouvons pas directement
appliquer ces formulations. Ainsi pour le schéma de Galerkin nous utilisons comme dans [68],
la formulation suivante :
φKi (ε) =
∫
K
ϕi(u.∇ε+(ε+P)∇.−→u )dΩh. (5.10)
Les termes d’advection u et ε +P sont approximés en prenant leurs valeurs moyennes sur
l’élément K : u et ε+P.
Remarque : Les flux F(−→q ) sont approximés par la relation F(−→q ) = ∑i∈K F(−→q i)ϕi
Les autres schémas suivent en ajoutant les termes de saut et de diffusion. Nous présentons
un peu plus tard la manière dont la conservation du système a été assurée.
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5.2.2 Schéma temporel
En ce qui concerne la discrétisation temporelle du problème nous avons utilisé la méthode
présentée dans le chapitre 3.2.2. Dans le cas des calculs qui vont être présentés nous avons uti-
lisé la formulation appelée Runge-Kutta 2 dans [57]. Comme présenté dans cet article celle-ci
permet d’obtenir une convergence en temps à l’ordre 2 en utilisant des polynômes de Lagrange
de degré 1 et un schéma spatial préservant la linéarité. Nous rappelons rapidement cette mé-
thode.
Cela est présenté par l’algorithme (1). On applique alors les actions suivantes pour tous les
nœuds i du domaine :
Algorithm 2 Calculate qn+1i
Require: q0i = q
n
i ,r = 0
while r < 2 do
qr+1i = q
r
i − dt|Ci|
(
∑K|i∈K(
qri−qni
dt +φ
K
i (
qni +q
r
i
2 ))
)
= qri − dt|Ci|
(
∑K|i∈KΦKi (
qni +q
r
i
2 )
)
r = r+1
end while
return qn+1i = q
2
i
Pour calculer les fluctuations φKi on utilise les schémas spatiaux que nous avons présentés
dans la partie précédente.
5.2.3 Comment assurer la conservation
Cette section illustre comment l’équation non-conservative sur l’énergie interne du système
(5.1) a été traitée. En effet, tel quel, en appliquant directement ces méthodes, la solution conver-
gerait vers une mauvaise solution faible [62]. Pour contourner cela nous avons utilisé une mé-
thode originale introduite dans [68] pour les équations d’Euler se servant de la forme conserva-
tive (1.7) afin d’imposer la conservation des variables non-conservatives. Cette section est donc
consacrée à la présentation de cette méthode et son application à nos problèmes.
Pour commencer nous rappelons que notre schéma s’écrit sous la forme (en omettant pour
l’instant le terme de saut et les termes de conditions aux limites) :
(α1ρ1)n+1− (α1ρ1)n = ∆(α1ρ1) = dt|Ci|∑K|i∈KΦKi (α1ρ1),
(α2ρ2)n+1− (α2ρ2)n = ∆(α2ρ2) = dt|Ci|∑K|i∈KΦKi (α2ρ2),
(ρ−→u )n+1− (ρ−→u )n = ∆(ρ−→u ) = dt|Ci|∑K|i∈KΦKi (ρ
−→u ),
(ε)n+1− (ε)n = ∆(ε) = dt|Ci|∑K|i∈KΦKi (ε).
(5.11)
En outre, comme introduit dans [68], on peut facilement trouver la relation suivante :
∆(E) = ∆(ε)+
−→u n+1+−→u n
2
.∆(ρ−→u )−
−→u n+1.−→u n
2
(∆(α1ρ1)+∆(α2ρ2)), (5.12)
reliant les variations temporelles entre les temps tn et tn+1 de ces différentes variables avec
la variation de l’énergie totale.
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En utilisant le système (5.11), on trouve alors la relation entre les résidus :
∑
K|i∈K
ΦKi (E)= ∑
K|i∈K
ΦKi (ε)+ ∑
K|i∈K
−→u n+1i +−→u ni
2
.ΦKi (ρ
−→u )− ∑
K|i∈K
(
−→u n+1i .−→u ni
2
(ΦKi (α1ρ1)+Φ
K
i (α2ρ2))).
(5.13)
Puisque le terme de somme est commun à chacun des termes, on peut choisir d’imposer
l’égalité à chacun des nœuds i soit :
ΦKi (E) =Φ
K
i (ε)+
−→u n+1i +−→u ni
2
.ΦKi (ρ
−→u )− (
−→u n+1i .−→u ni
2
(ΦKi (α1ρ1)+Φ
K
i (α2ρ2))). (5.14)
Finalement, on somme alors ces égalités sur les éléments K afin d’obtenir l’égalité :
ΦK(E) =ΦK(ε)+∑
i∈K
{
−→u n+1i +−→u ni
2
.ΦKi (ρ
−→u )− (
−→u n+1i .−→u ni
2
(ΦKi (α1ρ1)+Φ
K
i (α2ρ2)))},
(5.15)
reliant les résidus des énergies internes aux résidus des énergies totales. L’idée est alors
d’utiliser cette relation pour imposer la conservation de l’énergie totale en résolvant le système
sous forme conservative.
En calculant alors le résidu total sur l’énergie totale : ΦE = (
∫
K ϕi
En+1−En
dt +
∫
K ϕi∇ f (En)),
il est alors possible d’appliquer un terme de correction permettant d’assurer la conservation de
l’énergie totale. Pour ce faire on introduit le résidu corrigé
︷︸︸︷
ΦK (ε) =ΦK(ε)+rt avec rt le terme
de correction que nous voulons déterminer et ΦK(ε) le résidu discrétisé de l’énergie totale. En
introduisant ce nouveau terme dans (5.15) on obtient alors le terme de correction suivant :
rt =ΦK(E)− [ΦK(ε)+∑
i∈K
{
−→u n+1i +−→u ni
2
.ΦKi (ρ
−→u )− (
−→u n+1i .−→u ni
2
(ΦKi (α1ρ1)+Φ
K
i (α2ρ2)))}].
(5.16)
Finalement, nous décidons arbitrairement de redistribuer le terme de manière égale à chaque
nœud :
ri =
rt
NK
NK est le nombre de sommets de l’élément. (5.17)
On obtient alors les résidus distribués :
︷︸︸︷
ΦKi (ε) =Φ
K
i (ε)+ ri. (5.18)
Remarque : ici nous n’avons pas considéré le terme de saut et les conditions aux limites dans
ce développement. Il suffit en fait de réécrire la relation (5.13) en remplaçant les ∑K|i∈KΦKi
par ∑K|i∈KΦKi (schéma)+∑e|i∈eΦei (saut)+∑e∈∂K|i∈ΓΦ
e
i (CL). De la même manière ces termes
peuvent être traités comme pour l’étape (5.14), et donc être égalisés un par un. Puis en sommant
les termes du schéma sur l’élément K on obtient l’expression (5.15). En sommant les termes de
saut sur un élément (sachant que la somme des sauts de l’énergie totale vaut 0) on obtient la
relation :
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0 = ∑
e∈K
∑
i∈e
Φei (ε)(saut)+ ∑
e∈K
∑
i∈e
{
−→u n+1i +−→u ni
2
.Φei (ρ
−→u )(saut)
−(
−→u n+1i .−→u ni
2
Φei ((α1ρ1)(saut)+Φ
e
i (α2ρ2))(saut))}.
(5.19)
Pour les conditions aux limites, on somme sur les nœuds de la paroi et on obtient alors la
relation (5.20) (Pour ce dernier terme plusieurs approches ont été testées, nous avons choisi de
poser
︷︸︸︷
Φei (ε)(CL) = ri qui donne alors les meilleurs résultats) :
Φe(E)(CL) =Φe(ε)(CL)+ ∑
i∈e∈Γ∩∂K
{
−→u n+1i +−→u ni
2
.Φei (ρ
−→u )(CL)
−(
−→u n+1i .−→u ni
2
Φei ((α1ρ1)(CL)+Φ
e
i (α2ρ2))(CL))}.
(5.20)
Remarque 2 : pour calculer les résidus aux temps tn+1, on applique dans un premier temps
la résolution aux variables conservatives, puis on calcule ensuite le résidu de l’énergie interne
et la correction. La vitesse un+1 utilisée est obtenue après avoir appliqué les termes du schéma,
de saut et de la condition aux limites. Ainsi comme dans [105], les conditions aux limites
sont appliquées à chaque pas de temps et correction ce qui ne dégrade pas la convergence du
problème.
5.2.4 Algorithme d’optimisation à postériori
5.2.4.1 Principe de l’algorithme
Comme déjà annoncé, dans ce travail nous avons réutilisé la méthode de [69]. Celle-ci est
dérivée de la méthode d’optimisation de MOOD ([102], [72]). Ainsi dans cette section nous
allons présenter le principe et l’intérêt de cet algorithme.
Le schéma de Galerkin est d’ordre élevé et est très précis pour les solutions continues mais
est peu robuste et performant pour capturer les solutions présentant des chocs. Le schéma de
Lax-Friedrichs quant à lui est peu précis pour les solutions continues mais est très robuste et
permet de bien capturer les chocs. En raison du théorème de Godunov il n’est pas possible
de construire un schéma à la fois d’ordre élevé et monotone qui soit linéaire. Pour contourner
cette restriction, il est courant d’avoir recours à des schémas combinant un schéma monotone
et un schéma d’ordre élevé avec un paramètre qui mesure la continuité du problème permettant
d’ajuster la contribution des schémas selon que la solution locale est continue ou présente un
choc (cette méthode est utilisée pour construire les schémas (2.13) et (3.14)). Le schéma ainsi
construit est alors efficace sur toutes les zones du problème, en revanche le schéma ne peut
jamais être optimal.
L’idée derrière l’algorithme de MOOD est de considérer plusieurs schémas, certains d’ordre
élevé mais peu robustes et d’autres monotones et plus robustes mais d’ordre faible. On cherche
alors à utiliser le schéma optimal selon la situation.
Pour ce faire on suit alors la procédure suivante :
— On considère les 3 schémas suivants : Galerkin, psi-Galerkin, Lax-Friedrichs
— On calcule les résultats au temps suivant en utilisant le schéma de Galerkin
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— Pour chaque cellule du problème :
— On soumet la solution obtenue à une série de critères permettant de vérifier la viabilité
de la solution
— Si la solution est validée on garde la solution, en revanche si la solution ne valide pas les
critères :
— On repart de la solution au temps initial puis on refait le calcul avec le schéma psi-
Galerkin moins précis mais plus robuste
— On soumet une nouvelle fois la solution aux critères de détection, si la solution est
validée on garde la solution, si la solution n’est pas validée on utilise alors le schéma de
Lax-Friedrichs afin d’assurer assez de robustesse pour que la résolution se déroule sans
encombre
Le schéma de Lax-Friedrichs est un schéma parachute que l’on considère assez robuste pour
assurer le bon déroulement du calcul. Les méthodes utilisant un paramètre de continuité pour
combiner deux schémas sont des méthodes à priori utilisant les résultats aux temps déjà connus.
Il est alors nécessaire que le schéma soit assez diffusif pour fonctionner en toutes circonstances
d’où une perte de précision. La méthode de MOOD quant à elle est une méthode utilisant les
résultats à postériori utilisant les résultats après la résolution numérique. On utilise alors un
schéma très précis sans se soucier de la robustesse. Puis des critères de détection permettent de
vérifier la bonne convergence de la résolution. En cas de problème, on utilise une méthode plus
robuste. Cela permet alors d’utiliser le meilleur schéma à chaque cellule du maillage.
5.2.4.2 Critères de détection
L’efficacité de l’algorithme de MOOD provient notamment des critères de détection utilisés
pour déterminer les cellules déficientes. Ceux-ci sont basés sur des conditions physiques et
numériques. Si ces conditions ne sont pas respectées alors on utilise un schéma plus robuste.
Cela se traduit par l’espaceB (5.21) :
B = {K ∈Ωh, s.t. (PADKCADKNADK = 1)\(PK = 1)} . (5.21)
Nous allons définir chacun de ces critères. Mais tout d’abord citons les variables sur les-
quelles les procédures de détection sont appliquées (nous invitons le lecteur à consulter [69]
pour une meilleure compréhension des critères). Nous avons choisi les densités partielles α1ρ1
et α2ρ2 (dans [69] la variable considérée était la densité ρ , dans notre cas diphasique cela
s’étend naturellement aux densités partielles).
— Le premier critère est le critère d’admissibilité physique PADK vérifiant que la solution
respecte la physique, dans le cas des densités partielles et de l’énergie interne celles-ci
doivent être supérieures à 0 (sinon on utilise directement le schéma parachute) :
PADK =
{
1 si ∀i ∈ K∩ k = 1,2, (αkρk)n+1i < 0 ou (ε)n+1i < 0
0 sinon.
(5.22)
— Le second est le critère d’admissibilité numérique, on vérifie que la résolution n’ex-
plose pas et ne donne pas de NaN (Not a Number) ou de valeur infinie (sinon on utilise
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directement le schéma parachute) :
CADK =

1 si ∃i ∈ K∩ k = 1,2, ((αkρk)n+1i ,(ρu)n+1i ,(ε)n+1i ) = NaN
ou ((αkρk)n+1i ,(ρu)
n+1
i ,(ε)
n+1
i ) = Inf,
0 sinon.
(5.23)
Avant de passer aux autres critères nous introduisons les quantités Mn et mn (5.24) repré-
sentant les quantités maxima et minima des nœuds des cellules entourant la cellule K :
Mn = max
K′∈V (K),i∈K′
((αkρk)ni ) , m
n = min
K′∈V (K),i∈K′
((αkρk)ni ) . (5.24)
— Le troisième critère est la détection des plateaux, en effet si la solution est constante on
considère qu’il ne peut pas se produire d’oscillations intempestives et on économise le
coût de calcul des tests en validant immédiatement les résultats :
PK =
{
0 si ∃i ∈ K, |Mn−mn| ≥ |K|3,
1 sinon.
(5.25)
— Finalement il nous reste le critère de détection numérique, ce dernier vérifie qu’il n’y
a pas d’oscillations intempestives durant le calcul, et il nécessite de déterminer deux
critères :
NADK =
{
1 si DMPK = 1 et SEK = 1
0 sinon.
(5.26)
1. Le principe du maximum discret, au cours de la résolution d’un pas de temps, la valeur
d’un nœud ne peut pas dépasser les valeurs des nœuds l’entourant. Si cela n’est pas le
cas une oscillation intempestive se développe et on utilise alors un schéma plus robuste :
DMPK =
{
0 si mn < (αkρk)n+1i < M
n
1 sinon,
(5.27)
2. Malheureusement, ce critère s’avère aussi vrai pour des extrema physiques, dans ce
cas nous ne devons pas ajouter de diffusion sous peine de dégrader les extrema. On
utilise pour cela le critère de régularité d’extrema SE. Dans [69] deux approches sont
comparées, l’approche CSE ([72]) et l’approche LSE ([106]), la seconde étant la plus
efficace nous réutilisons celle-ci.
Tout d’abord nous introduisons les dérivées spatiales moyennes sur l’élément K :
∂x(αkρk)
n+1
K =
1
NK
∑
i∈K
∂x(αkρk)n+1i , ∂xx(αkρk)
n+1
K =
1
NK
∑
i∈K
∂xx(αkρk)n+1i . (5.28)
On définit la variation de αkρk par un développement de Taylor d’ordre 2 sur l’arête e j :
δ (αkρk)
n+1
e, j = ∂x(αkρk)
n+1
K +(x j− x0)∂xx(αkρk)
n+1
K . (5.29)
x0 est le centre de gravité de l’élément K et x j est le centre de l’arête e j. En outre on défi-
nit les valeurs min et max (αkρk)min,e j =min(∂x(αkρk)
n+1
K′ ,∂x(αkρk)
n+1
K ) et (αkρk)max,e j =
max(∂x(αkρk)
n+1
K′ ,∂x(αkρk)
n+1
K ) entre l’élément K et l’élément adjacent partageant l’arête
e j.
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Le critère de régularité linéarisé (LSE) est alors défini par la relation (5.30) :
LSEK =
{
0 si minK′∈V (K),i∈K′ (αˆe j) = 1
1 sinon
, (5.30)
avec αˆi défini par la relation (5.31) :
αˆe j =

min(1,
(αkρk)max,e j−∂x(αkρk)
n+1
i
δ (αkρk)
n+1
e, j −∂x(αkρk)
n+1
i
), si δ (αkρk)
n+1
e j > ∂x(αkρk)
n+1
i
min(1,
(αkρk)min,e j−∂x(αkρk)
n+1
i
δ (αkρk)
n+1
e, j −∂x(αkρk)
n+1
i
), si δ (αkρk)
n+1
e j < ∂x(αkρk)
n+1
i
1 sinon
. (5.31)
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5.3 Validation croisée de la méthode sur des maillages struc-
turés
Dans cette partie nous présentons des résultats en une et deux dimensions obtenus avec la
méthode aux résidus distribués sur des maillages structurés. En une dimension, le domaine est
découpé en segments égaux tandis qu’en deux dimensions le domaine est découpé en rectangles
ayant des pas spatiaux dx et dy constants. Tous les tests numériques ont aussi été effectués avec
la méthode de propagation des ondes (chapitre 4) appliquée au système à quatre équations sous
forme conservative (1.7). Les résultats des deux méthodes ont été alors comparés afin de valider
les résultats de la méthode aux résidus distribués non-conservative présentée et de démontrer
sa capacité à converger vers la bonne solution faible. Ces cas tests sont les mêmes que ceux
présentés dans le chapitre 4.
En outre, nous précisons que dans le cas unidimensionnel, les résultats sont obtenus en
mettant à zéro le terme θ jump = 0 et l’algorithme de MOOD est simplifié en utilisant dans un
premier temps le schéma psi-Galerkin avant d’utiliser le schéma de Lax-Friedrichs. Le CFL
est fixé à 0.2. Tandis que pour les résultats bidimensionnels, l’algorithme de MOOD est tel
que nous l’avons présenté et nous utilisons le schéma de Galerkin, le schéma psi-Galerkin puis
le schéma de Lax-Friedrichs. Le terme de saut est fixé à θ jump = 0.1 et le CFL à 0.1 comme
suggéré dans [69]. Finalement nous précisons que puisque Clawpack est conçu pour résoudre
des maillages structurés alors que notre code aux résidus distribués est conçu pour résoudre des
maillages non-structurés, les traitements des tables de connectivité de notre code rd rend donc
le calcul beaucoup plus lent qu’avec Clawpack.
5.3.1 Résultats 1D
5.3.1.1 Tube à choc d’un mélange liquide-vapeur
Le premier cas test est le tube à choc d’un écoulement liquide-vapeur de [97]. Nous ren-
voyons à la section 4.3.1 pour la définition du problème : les paramètres de l’équation d’état
stiffened gas (table 4.2) et l’état initial (table 4.1).
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FIGURE 5.1 – Tube à choc d’un mélange liquide-vapeur à t = 0.8ms. Comparaison de la densité
pour la formulation RD non-conservative et l’approche conservative CLAWPACK (CP) pour
différents maillages - sans transfert de masse (à gauche) et avec transfert de masse (à droite).
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FIGURE 5.2 – Tube à choc d’un mélange liquide-vapeur à t = 0.8ms. Détails du profil de la
densité de la figure 5.1 pour la formulation RD non-conservative et l’approche conservative
CLAWPACK (CP) pour différents maillages - sans transfert de masse (à gauche) et avec transfert
de masse (à droite).
Les résultats sont donnés par les figures 5.1 à 5.7. Chaque figure compare les résultats obte-
nus avec la méthode de propagation des ondes et la méthode aux résidus distribués en utilisant
et en désactivant les transferts de masse. Les figures 5.1 et 5.3 présentent les profils de la densité
et de la vitesse. Les zooms fournis par les figures 5.2 et 5.4 permettent de vérifier que les chocs
et les détentes sont parfaitement capturés. Les figures 5.5, 5.6 et 5.7 présentent quant à elles les
profils de la pression, de la température et de la fraction de masse liquide. Les résultats sont
excellents et parfaitement cohérents entre-eux ce qui valide notre approche non-conservative.
On peut rajouter qu’à maillage équivalent notre méthode RD est plus diffusive puisque l’al-
gorithme de MOOD applique le schéma de Lax-Friedrichs au niveau des chocs. Par contre en
raffinant le maillage l’utilisation du schéma de Lax-Friedrichs par l’algorithme de MOOD se
concentre de plus en plus au niveau des chocs et donne des résultats de moins en moins diffusifs.
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FIGURE 5.3 – Tube à choc d’un mélange liquide-vapeur à t = 0.8ms. Comparaison de la vitesse
pour la formulation RD non-conservative et l’approche conservative CLAWPACK (CP) pour
différents maillages - sans transfert de masse (à gauche) et avec transfert de masse (à droite).
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FIGURE 5.4 – Tube à choc d’un mélange liquide-vapeur à t = 0.8ms. Détails des profils de
vitesse des figures 5.3 pour la formulation RD non-conservative et l’approche conservative
CLAWPACK (CP) pour différents maillages - sans transfert de masse (à gauche) et avec transfert
de masse (à droite).
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FIGURE 5.5 – Tube à choc d’un mélange liquide-vapeur à t = 0.8ms. Comparaison de la pres-
sion pour la formulation RD non-conservative et l’approche conservative CLAWPACK (CP) pour
différents maillages - sans transfert de masse (à gauche) et avec transfert de masse (à droite).
0 0.2 0.4 0.6 0.8 1
370
375
380
385
390
395
400
405
410
Te
m
pe
ra
tu
re
RD, 100 nodes
CP, 100 nodes
RD, 400 nodes
CP, 400 nodes
0 0.2 0.4 0.6 0.8 1
370
375
380
385
390
395
Te
m
pe
ra
tu
re
 
RD, 100 nodes
CP, 100 nodes
RD, 400 nodes
CP, 400 nodes
FIGURE 5.6 – Tube à choc d’un mélange liquide-vapeur à t = 0.8ms. Comparaison de la tem-
pérature pour la formulation RD non-conservative et l’approche conservative CLAWPACK (CP)
pour différents maillages - sans transfert de masse (à gauche) et avec transfert de masse (à
droite).
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FIGURE 5.7 – Tube à choc d’un mélange liquide-vapeur à t = 0.8ms. Comparaison de la fraction
de masse liquide pour la formulation RD non-conservative et l’approche conservative CLAW-
PACK (CP) pour différents maillages - sans transfert de masse (à gauche) et avec transfert de
masse (à droite).
5.3.1.2 Dépression d’une conduite de CO2
En deuxième cas test nous reprenons la dépression d’une conduite de CO2 [98] et nous
renvoyons à la section 4.3.2 pour la définition du problème.
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FIGURE 5.8 – Dépression d’une conduite de CO2 à t = 0.08s. Etude de convergence en maillage
pour l’approche non-conservative RD sans transfert de masse - vitesse (à gauche) et zoom (à
droite).
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FIGURE 5.9 – Dépression d’une conduite de CO2 à t = 0.08s. Comparaison entre l’approche
conservative CLAWPACK (CP) et la formulation RD non-conservative pour différents maillages
sans transfert de masse - pression (à gauche) et vélocité (à droite).
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FIGURE 5.10 – Dépression d’une conduite de CO2 à t = 0.08s. Comparaison entre l’approche
conservative CLAWPACK (CP) et la formulation RD non-conservative pour différents maillages
pour le système sans transfert de masse - zooms de la vitesse.
Premièrement, on montre les résultats obtenus sans tranfert de masse : figures 5.8 à 5.12.
La première, la figure 5.8 présente une convergence en maillage avec la méthode aux résidus
distribués pour la vitesse, on voit alors que pour un maillage de 2000 nœuds les résultats sont
parfaitement convergés. Ainsi les résultats suivants ne présenteront pas plus de 2000 nœuds pour
plus de visibilité dans les comparaisons. La figure 5.9 présente les profils de la pression et de la
vitesse. Des zooms des vitesses sont donnés dans les figures 5.10. La densité est présentée par
la figure 5.11. Finalement la figure 5.12 présente les profils de la température et de la fraction
de masse liquide. Les résultats sont parfaitement en adéquation.
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FIGURE 5.11 – Dépression d’une conduite de CO2 à t = 0.08s. Comparaison entre l’approche
conservative CLAWPACK (CP) et la formulation RD non-conservative pour différents maillages
sans transfert de masse - densité (à gauche) et zoom de la densité (à droite).
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FIGURE 5.12 – Dépression d’une conduite de CO2 à t = 0.08s. Comparaison entre l’approche
conservative CLAWPACK (CP) et la formulation RD non-conservative sans transfert de masse -
température (à gauche) et fraction massique de liquide (à droite).
Les résultats avec transfert de masse sont donnés par les figures 5.13 à 5.18. la figure 5.13
présente une convergence en maillage avec la méthode aux résidus distribués pour la vitesse,
on voit alors que pour un maillage de 2000 nœuds les résultats sont parfaitement convergés.
Ainsi les résultats suivants ne présenteront pas plus de 2000 nœuds pour plus de visibilité dans
les comparaisons. La figure 5.14 présente les profils des pressions et vitesses. les figures 5.15
et 5.16 donnent des zooms des profils des pressions et des vitesses. Le zoom des pressions
permet de voir un léger pic des pressions disparaissant en raffinant le maillage. Contrairement
aux résultats sans transfert de masse, on voit la propagation d’un front d’évaporation entre
x=0.50m et x=0.55m au temps final se propageant vers la droite. La densité est présentée par la
figure 5.17. Finalement la figure 5.18 présente les profils de la température et de la fraction de
masse liquide, on voit alors bien la propagation du front d’évaporation. De même les résultats
sont en parfaites cohérences et se superposent. Par contre la méthode de propagation des ondes
est un peu moins diffuse. Néanmoins la méthode aux résidus distribués semble devenir moins
diffuse en raffinant le maillage, cela provient sûrement du fait que l’on détecte moins de cellules
parasites avec l’algorithme de MOOD avec un maillage plus fin.
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FIGURE 5.13 – Dépression d’une conduite de CO2 à t = 0.08s. Etude de convergence en
maillage pour l’approche non-conservative RD avec transfert de masse - vitesse.
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FIGURE 5.14 – Dépression d’une conduite de CO2 à t = 0.08s. Comparaison entre l’approche
conservative CLAWPACK (CP) et la formulation RD non-conservative avec transfert de masse -
pression (à gauche) et vitesse (à droite).
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FIGURE 5.15 – Dépression d’une conduite de CO2 à t = 0.08s. Comparaison entre l’approche
conservative CLAWPACK (CP) et la formulation RD non-conservative avec transfert de masse -
zooms des pressions.
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FIGURE 5.16 – Dépression d’une conduite de CO2 à t = 0.08s. Comparaison entre l’approche
conservative CLAWPACK (CP) et la formulation RD non-conservative avec transfert de masse -
zooms de la vitesse.
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FIGURE 5.17 – Dépression d’une conduite de CO2 à t = 0.08s. Comparaison entre l’approche
conservative CLAWPACK (CP) et la formulation RD non-conservative avec transfert de masse -
densité (à gauche) et zoom de la densité (à droite).
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FIGURE 5.18 – Dépression d’une conduite de CO2 à t = 0.08s. Comparaison entre l’approche
conservative CLAWPACK (CP) et la formulation RD non-conservative avec transfert de masse -
température (à gauche) et fraction de masse liquide (à droite).
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5.3.1.3 Cavitation de l’eau à faible vitesse
Pour ce cas test nous avons repris la cas de cavitation provenant de [17] et nous renvoyons
à la section 4.3.3 pour la définition du problème.
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FIGURE 5.19 – Problème de cavitation de l’eau pour |u| = 2m/s à t = 3.2ms. Convergence en
maillage de la formulation RD sans transfert de masse - vitesse (à gauche) et zoom de la vitesse
(à droite).
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FIGURE 5.20 – Problème de cavitation de l’eau pour |u| = 2m/s à t = 3.2ms. Comparaison de
la formulation RD avec la solution de CLAWPACK (CP) pour différents maillages sans transfert
de masse pour la densité (à gauche) et la pression (à droite).
Les résultats sans tranfert de masse et avec donc uniquement de la cavitation mécanique sont
présentés dans les figures 5.19 à 5.22. La figure 5.19 présente une convergence en maillage avec
la méthode aux résidus distribués de la vitesse. On voit que pour un maillage de 5000 nœuds le
profil n’évolue plus, ainsi les prochains résultats utilisent par conséquent un maillage grossier
de 500 nœuds et un maillage fin de 5000 nœuds. La figure 5.20 présente le profil de la pression
et de la densité. Les figures 5.21 et 5.22 présentent les profils de la vitesse et de la température
avec un zoom. Pour la température comme pour la méthode de propagation des ondes on voit un
léger pic non physique. Ce phénomène est expliqué dans [99], dans les zones de basses densités,
la vitesse est mal approximée, d’où une mauvaise approximation de l’énergie cinétique. Dans
une méthode conservative, l’énergie interne est obtenue en soustrayant l’énergie cinétique à
l’énergie totale. L’énergie interne est donc mal approximée. Puisque la température est calculée
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en utilisant l’énergie interne celle-ci présente un pic non physique en raison de ces erreurs.
Même en utilisant une méthode non-conservative le pic est toujours présent, cela provient du
fait que nous corrigeons l’énergie interne avec la valeur de l’énergie totale. En revanche avec la
méthode aux résidus distribués non-conservative on voit le pic devenir plus faible en raffinant
le maillage.
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FIGURE 5.21 – Problème de cavitation de l’eau pour |u| = 2m/s à t = 3.2ms. Comparaison de
la formulation RD avec la solution de CLAWPACK (CP) pour différents maillages sans transfert
de masse - vitesse (à gauche) et zoom de la vitesse (à droite).
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FIGURE 5.22 – Problème de cavitation de l’eau pour |u| = 2m/s à t = 3.2ms. Comparaison de
la formulation RD avec la solution de CLAWPACK (CP) pour différents maillages sans transfert
de masse - température (à gauche) et zoom de la température (à droite).
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FIGURE 5.23 – Problème de cavitation de l’eau pour |u| = 2m/s à t = 3.2ms. Convergence en
maillage de la formulation RD avec transfert de masse - vitesse.
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FIGURE 5.24 – Problème de cavitation de l’eau pour |u| = 2m/s à t = 3.2ms. Comparaison de
la formulation RD avec la solution de CLAWPACK (CP) pour différents maillages avec transfert
de masse - densité (à gauche) et zoom de la densité (à droite).
Les résultats en prenant en compte les transferts de masse sont visibles sur les figures 5.23
à 5.27. La figure 5.23 présente une convergence en maillage avec la méthode aux résidus distri-
bués de la vitesse. On voit que pour un maillage de 5000 nœuds le profil n’évolue plus, ainsi les
prochains résultats utilisent par conséquent un maillage grossier de 500 nœuds et un maillage
fin de 5000 nœuds. La figure 5.24 présente les profils de la densité. La figure 5.25 présente les
profils de la vitesse. La figure 5.26 présente les profils de la fraction massique de liquide et la
figure 5.27 les profils de l’énergie interne. Les résultats sont parfaitement cohérents entre eux.
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FIGURE 5.25 – Problème de cavitation de l’eau pour |u| = 2m/s à t = 3.2ms. Comparaison de
la formulation RD avec la solution de CLAWPACK (CP) pour différents maillages avec transfert
de masse - vitesse (à gauche) et zoom de la vitesse (à droite).
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FIGURE 5.26 – Problème de cavitation de l’eau pour |u|= 2m/s à t = 3.2ms. Comparaison de la
formulation RD avec la solution de CLAWPACK (CP) pour différents maillages avec transfert de
masse - fraction de masse liquide (à gauche) et zoom de la fraction de masse liquide (à droite).
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FIGURE 5.27 – Problème de cavitation de l’eau pour |u| = 2m/s à t = 3.2ms. Comparaison de
la formulation RD avec la solution de CLAWPACK (CP) pour différents maillages avec transfert
de masse - énergie interne (à gauche) et zoom de l’énergie interne (à droite).
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5.3.1.4 Cavitation de l’eau à haute vitesse
Le dernier cas test 1D reprend le cas de cavitation provenant de [12] et nous renvoyons à la
section 4.3.4 pour la définition du problème. Ce cas test est très important. En effet le terme non-
convervatif que nous résolvons dépend de la divergence de la vitesse. Par conséquent, puisque
ce problème comprend une forte divergence des vitesses, la bonne résolution de celui-ci permet
de valider la robustesse et la conformité de notre approche non-conservative.
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FIGURE 5.28 – Problème de cavitation de l’eau pour |u|= 100m/s à t = 1.5ms. Densité : Com-
paraison de la formulation RD avec la solution de CLAWPACK (CP) pour différents maillages -
sans transfert de masse (à gauche) et avec transfert de masse (à droite).
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FIGURE 5.29 – Problème de cavitation de l’eau pour |u|= 100m/s à t = 1.5ms. Vitesse : Com-
paraison de la formulation RD avec la solution de CLAWPACK (CP) pour différents maillages -
sans transfert de masse (à gauche) et avec transfert de masse (à droite)
Les résultats sont présentés sur les figures 5.28 à 5.31. Les figures 5.28, 5.29 et 5.30 com-
parent, entre les deux codes, les profils de la densité, de la vitesse et de la pression avec et
sans transfert de masse. On peut noter qu’il n’y a pas de difficulté pour faire le calcul avec
une méthode à l’ordre 2 avec la méthode aux résidus distribués (dans la section 4.3.4, pour le
modèle à 4 équations avec Clawpack, nous avions utilisé la méthode de Godunov à l’ordre 1
en raison d’un problème de robustesse). En revanche, un CFL très petit a dû être utilisé pour
faire le calcul avec la méthode de propagation des ondes. La figure 5.31 présente uniquement
les résultats avec des transferts de masse de la fraction massique de liquide et de la température.
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Les résultats sont en parfait agrément. Cela valide la robustesse et la propriété de converger vers
la bonne solution faible de notre approche.
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FIGURE 5.30 – Problème de cavitation de l’eau pour |u|= 100m/s à t = 1.5ms. Pression : Com-
paraison de la formulation RD avec la solution de CLAWPACK (CP) pour différents maillages -
sans transfert de masse (à gauche) et avec transfert de masse (à droite)
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FIGURE 5.31 – Problème de cavitation de l’eau pour |u| = 100m/s à t = 1.5ms. Comparaison
de la formulation RD avec la solution de CLAWPACK pour différents maillages avec transfert
de masse - fraction de masse liquide (à gauche) température (à droite).
5.3.2 Résultats 2D
5.3.2.1 Tube à choc d’un mélange liquide-vapeur bidimensionnel
Comme premier cas test bidimensionnel, nous reprenons le tube à choc d’un mélange liquide-
vapeur bidimensionnel présenté dans la section 4.3.6. Nous précisons que nous avons choisi
pour cette comparaison d’imposer des conditions aux limites de murs impénétrables aux bords
en haut et en bas du domaine contrairement au cas présenté dans le chapitre précédent.
Nous avons considéré deux maillages, tous les deux constitués de quadrangles uniformes :
un de 100x10 mailles et un de 200x20 mailles. Les résultats sont visibles sur les figures 5.32. Il y
a une bonne concordance entre les résultats avec la méthode aux résidus distribués et Clawpack,
en outre nous précisons qu’il ne s’agit pas d’une coupe, en effet le profil présente tous les points
selon l’axe y pour chaque x, il n’y a donc pas d’oscillations parasites le long de l’axe y. On peut
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néanmoins noter quelques défauts au niveau de la discontinuité de contact. Nous rajoutons que
la résolution en utilisant la méthode aux résidus distribués capture les chocs plus rapidement
notamment grâce à notre algorithme à postériori.
FIGURE 5.32 – Profil de la densité ρ (à gauche) et de la fraction massique de liquide Yl (à droite)
d’un tube à choc eau-vapeur en 2D (noir : 200x20 nœuds rd, rouge : 200x20 nœuds Clawpack,
vert : 100x10 nœuds rd, bleu : 100x10 nœuds Clawpack)
5.3.2.2 Bulle d’hélium heurtée par un choc
Pour notre second cas test bidimensionnel, nous avons repris le cas test présenté dans la
section 4.3.5. Ce problème correspond à une bulle d’hélium dans l’air ambiant heurtée par un
choc à Mach 1.5.
Nous considérons deux maillages structurés constitués de quadrangles uniformes. Le pre-
mier comprend 300x80 nœuds et le deuxième 450x120 nœuds. Bien que le maillage ne soit pas
suffisant pour avoir un résultat totalement convergé, en raison du coût de calcul nous n’avons
pas jugé nécessaire d’utiliser de maillages plus fins. Les résultats obtenus avec la méthode aux
résidus distribués sont donnés par les isocontours présentés sur la figure 5.33 pour la densité et
sur la figure 5.34 pour la pression pour différents temps. Bien que la bulle ait une très bonne ré-
solution, au temps final le problème présente une légère asymétrie des résultats. Pour cela nous
nous intéressons aussi aux résultats au milieu du temps de calcul à t=0.2885ms pour comparer
les résultats avec ceux obtenus avec la méthode de propagation des ondes.
Les figures 5.35 et 5.36 présentent la comparaison des isolignes obtenues avec la méthode
de propagation des ondes et avec la méthode aux résidus distribués au temps t=0.2885ms. Les
figures 5.37 et 5.38 présentent la comparaison des isolignes obtenues avec la méthode de pro-
pagation des ondes et avec la méthode aux résidus distribués au temps t=0.577ms.
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FIGURE 5.33 – Résultats de la densité ρ d’une bulle de vapeur heurtée par un choc (300x80
nœuds à gauche, 450x120 nœuds à droite)
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FIGURE 5.34 – Résultats de la pression P d’une bulle de vapeur heurtée par un choc (300x80
nœuds à gauche, 450x120 nœuds à droite)
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FIGURE 5.35 – Isolignes de la densité à t=288.5e-6 s (450x120 nœuds) (les isolignes violettes
reprennent les isolignes obtenues avec la méthode de propagation des ondes à maillage équi-
valent)
FIGURE 5.36 – Isolignes de la pression à t=288.5e-6 s (450x120 nœuds) (les isolignes vio-
lettes reprennent les isolignes obtenues avec la méthode de propagation des ondes à maillage
équivalent)
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En ce qui concerne les isolignes au temps t=0.2885ms, pour la densité (figure 5.35), il y
a une bonne cohérence au niveau des isolignes de la bulle en comparant les résultats obtenus
avec notre méthode aux résidus distribués et les résultats de Clawpack. Il y a tout de même
quelques disparités : les valeurs extrema sont différentes. On retrouve néanmoins globalement
la même structure des isolignes. Les isolignes de la pression 5.36 sont aussi cohérentes dans
la répartition des structures délimitées par les isolignes. En revanche, comme pour la densité
les valeurs extrema sont différentes de celles obtenues avec Clawpack. Nous rappellons que
les résultats ne sont pas totalement convergés avec ce maillage, il est donc normal d’observer
ces différences. En outre la figure 5.39 présente le profil de la densité selon l’axe y en coupant
la bulle à x=0.2m pour nos deux maillages. Le profil reprend aussi les résultats d’un maillage
de 1200x360 nœuds avec la méthode de propagation des ondes. Les résultats obtenus avec la
méthode aux résidus distribués sont plus proches de cette solution très convergée que ceux
obtenus avec la méthode de propagation des ondes.
En ce qui concerne les résultats au temps final t=0.577ms, les résultats avec la méthode aux
résidus distribués présentent une légère asymétrie provenant d’une erreur de programmation
qui n’a pas été trouvée pour l’instant. En ce qui concerne les isolignes de la densité 5.37 et la
pression 5.38, une première remarque est que, contrairement à t=0.2885ms, les valeurs extrema
sont très proches entre les résultats de Clawpack et notre méthode aux résidus distribués. Les
structures délimitées par les isolignes sont assez proches mais il y a tout de même quelques
différences. En outre le profil des bulles donné par les isolignes de la densité sont différentes.
Cela peut provenir que l’algorithme de MOOD a utilisé différentes méthodes autour des cellules
des bulles. Puisque les résultats ne sont pas totalement convergés, les bulles prennent une forme
différente de celle de Clawpack qui utilise uniquement la méthode des limiteurs. La figure
5.40 présente le profil selon y de la densité à x=0.125m en coupant la bulle. Les profils avec
la méthode aux résidus distribués paraissent plus proches du profil du maillage de 1200x360
nœuds obtenu avec la méthode de propagation des ondes. Par contre, les tourbillons dans la
bulle ont quelques difficultés à se former.
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FIGURE 5.37 – Isolignes de la densité à t=577.e-6 s (450x120 nœuds)(les isolignes violettes
reprennent les isolignes obtenues avec la méthode de propagation des ondes à maillage équi-
valent)
FIGURE 5.38 – Isolignes de la pression à t=577.e-6 s (450x120 nœuds)(les isolignes violettes
reprennent les isolignes obtenues avec la méthode de propagation des ondes à maillage équi-
valent)
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FIGURE 5.39 – Comparaison du profil de la densité à t=0.2885ms et x=0.2m (à gauche : noir :
300x80 rd, rouge : 300x80 Clawpack, vert : 1200x360 Clawpack) (à droite : noir : 450x120 rd,
rouge : 450x120 Clawpack, vert : 1200x360 Clawpack) (les profils sont adimensionnés)
FIGURE 5.40 – Comparaison du profil de la densité à t=0.577ms et x=0.125m (à gauche : noir :
300x80 rd, rouge : 300x80 Clawpack, vert : 1200x360 Clawpack) (à droite : noir : 450x120 rd,
rouge : 450x120 Clawpack, vert : 1200x360 Clawpack) (les profils sont adimensionnés)
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5.4 Résultats avec des maillages non structurés
5.4.1 Tube à choc d’un mélange liquide-vapeur bidimensionnel
Finalement, nous avons utilisé la méthode aux résidus distribués pour résoudre des pro-
blèmes utilisant des maillages non structurés, dans notre cas des triangles. Ainsi, dans un pre-
mier temps, nous avons vérifié l’efficacité de la résolution pour un cas simple. Nous avons
donc repris le cas du tube à choc d’un mélange liquide-vapeur bidimensionnel en utilisant des
maillages utilisant des mailles triangulaires. De la même manière que dans la section 5.3.2.1
résolvant le problème avec des maillages quadrangulaires, nous avons conçu deux maillages
triangulaires. Un maillage comprenant 1000 nœuds et un maillage constitué de 4000 nœuds. Le
maillage de 1000 nœuds est donné sur la figure 5.41 pour les quadrangles et par la figure 5.42
pour les triangles.
FIGURE 5.41 – Maillage de quadrangles pour un tube à choc d’un mélange liquide-vapeur
bidimensionnel (1000 nœuds)
FIGURE 5.42 – Maillage de triangles pour un tube à choc d’un mélange liquide-vapeur bidi-
mensionnel (1000 nœuds)
Les résultats sont visibles sur la figure 5.43 pour 1000 nœuds et sur la figure 5.44 pour 4000
nœuds (tous les nœuds selon y sont représentés). Une première observation est que nous avons
peu de triangles selon l’axe y et la taille selon y est relativement mince, ainsi de nombreuses
instabilités selon y peuvent subvenir le long de l’axe y. Malgré tout, les profils obtenus avec
les maillages triangulaires présentent peu d’instabilités grâce à notre méthode d’optimisation à
postériori. Une deuxième remarque est bien que les résultats soient plus diffusifs en utilisant les
maillages triangulaires, cette diffusion semble diminuer en raffinant le maillage (les résultats
des maillages à 4000 nœuds sont plus proches que ceux utilisant les maillages de 1000 nœuds).
Cela provient sûrement de l’algorithme de MOOD, en raffinant le maillage on détecte moins de
cellules défectueuses et on utilise donc plus souvent les méthodes d’ordre élevé.
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FIGURE 5.43 – Comparaison du profil de la densité (à gauche) et de la fraction massique de
liquide (à droite) pour un maillage de 1000 nœuds (noir : triangle, rouge : quadrangle)
FIGURE 5.44 – Comparaison du profil de la densité (à gauche) et de la fraction massique de
liquide (à droite) pour un maillage de 4000 nœuds (noir : triangle, rouge : quadrangle)
5.4.2 Tube à choc d’un mélange liquide-vapeur bidimensionnel dans une
géométrie complexe
Maintenant que nous avons vérifié la robustesse de notre méthode pour des maillages trian-
gulaires, nous montrons ici un autre test plus complexe. Nous utilisons toujours les conditions
initiales et les paramètres d’état stiffened gas du tube à choc d’un mélange liquide-vapeur (se
référer aux tables 4.2 et 4.1). En revanche nous utilisons une géométrie plus complexe. Celle-
ci est présentée sur la figure 5.45 avec un des maillages que nous avons utilisé. A droite et
à gauche, nous imposons une condition de sortie. Les cylindres et les bords haut et bas sont
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considérés comme des murs impénétrables. Ce problème peut notamment être comparé à des
problèmes industriels utilisant des échangeurs de chaleur. On regarde alors l’effet d’un gradient
de pression soudain provoquant des changements de phases dans l’écoulement pouvant être très
dommageables pour les cylindres. Le problème est résolu avec quatre maillages, un de 5000
nœuds, un deuxième de 10000 nœuds, le troisième est constitué de 20000 nœuds et le dernier
de 40000 nœuds.
FIGURE 5.45 – Configuration (à gauche) et maillage (5000 nœuds, à droite) pour un tube à choc
d’un mélange liquide-vapeur bidimensionnel dans une géométrie complexe
Les résultats sont donnés par les figures 5.46 à 5.51. Les figures 5.46, 5.47 et 5.48 pré-
sentent les résultats utilisant le maillage de 40000 nœuds. La première (figure 5.46) donne les
isocontours en trois dimensions et les isolignes de la densité, on voit que contrairement au cas
sans cylindre (figure 5.44), l’impact des détentes avec les cylindres augmente l’intensité des
détentes. En effet, sur les cylindres à gauche, la densité est plus élevée que le cas sans cylindres
alors qu’à l’impact des cylindres à droite la densité est moins élevée. Ces concentrations en
pertes et en gains d’énergie sont compensées par des zones de basses et hautes densités lorsque
les détentes contournent les cylindres. La figure 5.47 présente les isolignes de la pression et de
la fraction massique de liquide. On peut voir que les augmentations et les baisses des isolignes
de la pression correspondent à celles de la densité, en effet l’impact augmente la pression ce qui
a pour effet de modifier les valeurs de la densité. En ce qui concerne les valeurs de la fraction
massique de liquide on retrouve des valeurs proches du problème sans cylindre (figure 5.44)
accrochées sur des couches limites contournant les cylindres. La figure 5.51 donne le champ
vectoriel et les isocontours de la vitesse, cette figure permet de vérifier que les conditions de
mur sont bien imposées sur les cylindres grâce aux vecteurs vitesses contournant les cylindres.
En outre, on peut voir que les vitesses les plus importantes sont dans la zone de contournement
des cylindres en raison du changement d’aire dans la direction de l’écoulement.
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FIGURE 5.46 – Profil de la densité pour un tube à choc d’un mélange liquide-vapeur bidimen-
sionnel dans une géométrie complexe à t=0.8ms (40000 nœuds) (à gauche : isocontours 3D, à
droite : isolignes)
FIGURE 5.47 – Isolignes de la pression (à gauche) et de la fraction massique de liquide (à droite)
pour un tube à choc d’un mélange liquide-vapeur bidimensionnel dans une géométrie complexe
à t=0.8ms (40000 nœuds)
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FIGURE 5.48 – Profil et champ vectoriel de la vitesse normale pour un tube à choc d’un mélange
liquide-vapeur bidimensionnel dans une géométrie complexe à t=0.8ms (40000 nœuds)
Les figures 5.49 et 5.50 donnent l’évolution en maillage des profils de la densité et de la
vitesse (composante selon x) en coupant au centre du domaine (y=0.5m) et en coupant les
cylindres (y=0.3m). En ce qui concerne les profils de la densité, à y=0.3m la vitesse évolue
de manière monotone entre les cylindres. En revanche, en raison de l’arrêt brutal à l’impact
des cylindres la variation de la densité est plus rapide que dans le cas sans cylindre (5.44). A
y=0.5m, on peut observer l’effet du contournement des cylindres sur le profil de la densité.
Au niveau des cylindres à gauche (x=0.3m), une forte baisse de la densité peut être observée.
Au niveau des cylindres à droite (y=0.7m), une hausse de la densité peut être observée, par
contre celle-ci est plus étalée à t=0.8ms que la baisse de la densité aux niveaux des cylindres à
droite. En ce qui concerne les profils de la vitesse, à y=0.5m, on retrouve bien les maxima de la
vitesse au niveau des cylindres (x=0.3m et y=0.7m), cela vient de la réduction de l’aire dans la
direction de l’écoulement. A y=0.3m, les vitesses sont nulles au contact avec les cylindres et le
maximum de la vitesse se situe au centre à x=0.5m. En effet, à cet emplacement la vitesse n’est
pas perturbée par la déviation imposée par les cylindres.
115 CHAPITRE 5. EXTENSION DES MÉTHODES AUX RÉSIDUS DISTRIBUÉS AUX ÉCOULEMENTS DIPHASIQUES
En outre, la figure 5.51 donne le profil de la densité autour du cylindre de position x=0.3m,
y=0.3m. Theta est l’angle orienté dans le sens direct en degré autour du cylindre. Theta=0
correspond aux coordonnées (x=0.425m,y=0.3m). On peut voir que la chute de la densité est la
plus élevée entre les deux cylindres de centre (x=0.3m, y=0.3m) et (x=0.3m, y=0.7m) qu’entre
le cylindre de centre (x=0.3m, y=0.3m) et le mur en bas de domaine. Cela vient du fait que la
distance entre les deux cylindres est de 0.15m alors que la distance entre le mur et le cylindre
est de 0.175m. Puisque l’aire de passage est plus grande, l’écoulement est moins compressé,
d’où une baisse plus faible de la densité.
FIGURE 5.49 – Profil de la densité à y=0.5m (à gauche) et à y=0.3m (à droite) pour un tube
à choc d’un mélange liquide-vapeur bidimensionnel dans une géométrie complexe à t=0.8ms
(noir : 40000 nœuds, rouge : 20000 nœuds, vert : 10000 nœuds, bleu : 5000 nœuds)
FIGURE 5.50 – Profil de la vitesse (composante selon x) à y=0.5m (à gauche) et à y=0.3m (à
droite) pour un tube à choc d’un mélange liquide-vapeur bidimensionnel dans une géométrie
complexe à t=0.8ms (noir : 40000 nœuds, rouge : 20000 nœuds, vert : 10000 nœuds, bleu :
5000 nœuds)
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FIGURE 5.51 – Profil de la densité autour du cylindre de centre x=0.3m, y=0.3m pour un tube
à choc d’un mélange liquide-vapeur bidimensionnel dans une géométrie complexe à t=0.8ms
(noir : 40000 nœuds, rouge : 20000 nœuds, vert : 10000 nœuds, bleu : 5000 nœuds)
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5.5 Conclusion du chapitre
Dans ce chapitre, nous avons présenté une extension des méthodes aux résidus distribués au
modèle diphasique à quatre équations. La forme conservative de ce système étant connue, nous
avons pu utiliser une approche innovante permettant d’assurer la bonne convergence du sys-
tème malgré une résolution sous forme non-conservative. Notre méthode numérique a alors été
optimisée en utilisant une méthode de résolution à postériori basée sur l’algorithme de MOOD.
La résolution avec la méthode aux résidus distribués ainsi obtenue a alors été appliquée à
de nombreux cas tests en une et deux dimensions, avec et sans transfert de masse, et confrontée
à la méthode de propagation des ondes. Les résultats obtenus sont en bonnes cohérences et
démontrent la capacité de notre modèle à converger vers la bonne solution faible du problème.
En outre, utiliser la cascade de l’algorithme de MOOD permet d’obtenir un schéma très efficace
et peu diffus avec peu d’oscillations.
Finalement, des résultats obtenus avec des maillages non-structurés dans une géométrie
très complexe ont été présentés. Les résultats sont très bons et démontrent l’efficacité de notre
méthode à donner des résultats précis et présentant peu d’oscillations en utilisant des maillages
fortement non-structurés, même en présence de chocs.
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Chapitre 6
Prise en compte des incertitudes et
applications à des problèmes industriels
6.1 Principes et objectifs
La simulation numérique d’écoulements de fluides est désormais considérée comme un outil
technologique fondamental au niveau industriel. Par contre, une des questions qui reste cepen-
dant toujours ouverte et qui pénalise l’utilisation de la simulation numérique concerne le degré
de fiabilité de la solution obtenue. Du point de vue théorique, un consensus se dégage aujour-
d’hui sur la nécessité de coupler à la simulation numérique une estimation de sa fiabilité, ce qui
est nécessaire pour exploiter les calculs dans l’analyse expérimentale.
Une façon naturelle d’étudier ces problèmes consiste dans la prise en compte des incer-
titudes expérimentales, les conditions opérationnelles (et aux limites) et la géométrie dans la
simulation numérique.
Dans le cadre de la simulation d’écoulements diphasiques, plusieurs sources d’incertitude
existent. En effet, les conditions initiales peuvent varier au cours du temps en raison d’un bruit
extérieur et peuvent dans certains cas être difficiles à définir, par exemple des phénomènes
comme l’ébullition ou la cavitation sont fortement dépendants des taux d’impureté du mélange
et de la rugosité des parois. En effet, ce sont les impuretés et les trous dans les parois qui
permettent la croissance de bulles.
Une autre source d’incertitude est liée au modèle. En effet, on utilise un modèle dont les
paramètres sont généralement calés suite à des mesures expérimentales, les mesures expéri-
mentales présentant elles aussi des erreurs provenant de la tolérance de l’outil de mesure. On
peut en outre rajouter que nous négligeons de nombreux phénomènes comme la viscosité, la
tension de surface et comme déjà présenté les transferts de masse nécessitent de nombreuses
hypothèses pour être modélisés. De plus l’équation d’état stiffened gas, utilisant une approxi-
mation linéaire, est inexacte pour des fortes variations des pressions.
Des travaux récents sur les incertitudes dans les l’écoulements diphasiques peuvent par
exemple être trouvés dans [107, 108, 109], où différentes sources d’incertitudes sont prises
en compte dans la simulation d’écoulements cavitants. Le lecteur peut se référer aux livres de
Tarantola [110], de Kaipo [111] et de Sivia [112] pour aller plus loin dans les méthodes de
quantification d’incertitude.
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Dans ce chapitre, on s’est donc focalisé sur la caractérisation des incertitudes et leur pro-
pagation à travers le code de calcul pour évaluer l’impact sur certaines quantités d’intérêt. On
a aussi utilisé des méthodes de décomposition de la variance afin de déterminer l’impact de
chaque paramètre incertain sur les variabilités du résultat numérique.
Pour mener cette analyse, on s’est basé sur la méthode des polynômes du chaos. En particu-
lier, on a systématiquement utilisé le logiciel UQLAB [113].
Dans ce chapitre nous considérons deux cas à étudier, l’expérience de Canon [73] et l’ex-
périence de Simpson [74]. Ces deux expériences modélisent des accidents de référence ayant
lieu dans des conduites d’eau. Celles-ci présentent notamment de forts phénomènes de cavita-
tion très dommageables. L’objectif est d’estimer la fiabilité de la simulation numérique et sa
capacité prédictive.
Pour effectuer ces simulations, dans ce chapitre, nous utilisons la méthode de propagation
des ondes telle qu’elle est présentée dans le chapitre 4. Nous avons choisi d’utiliser cette mé-
thode en raison d’une très bonne vitesse des calculs. En effet, après avoir réalisé les simulations
de ces expériences nous effectuons une analyse en utilisant les méthodes de quantification d’in-
certitude que nous avons introduites précédemment. Ces analyses demandent ainsi un grand
nombre de calculs pour faire des analyses statistiques et nous avons donc préféré l’efficacité
en temps de calcul du logiciel Clawpack (Clawpack est conçu pour résoudre des maillages
structurés alors que notre code aux résidus distribués est conçu pour résoudre des maillages
non-structurés, les traitements des tables de connectivité de notre code rd rendent donc le calcul
plus lent qu’avec Clawpack) pour effectuer ces études.
Ainsi dans un premier temps, nous nous consacrons à l’expérience de Canon, pour laquelle
nous effectuons une analyse tout d’abord du problème numérique avant de nous consacrer au
problème de quantification d’incertitude où nous cherchons notamment à déterminer l’influence
de l’incertitude des paramètres sur les résultats numériques, cela nous permet alors de déduire
les variables qu’il faudrait mieux modéliser pour réduire les erreurs du modèle. Dans un second
temps nous discutons de l’expérience de Simpson. Nous effectuons tout d’abord une analyse du
problème numérique. Ensuite nous cherchons à évaluer l’impact de l’incertitude paramétrique
sur la variabilité de certaines quantités d’intérêt.
6.2 Méthodes de quantification d’incertitude
6.2.1 Polynômes du chaos
Les méthodes de quantification d’incertitude nécessitent de reproduire un calcul numérique
un grand nombre de fois pour faire des statistiques. Ainsi, si un calcul CFD a un coût en temps de
calcul trop élevé il devient difficile d’appliquer ces méthodes en raison du coût trop élevé. Dans
ce cas, on a recours à un métamodèle. Un métamodèle consiste à créer une relation permettant
de relier directement les paramètres du problème à la solution donnée par le calcul numérique.
On peut utiliser le métamodèle pour simuler un grand nombre de calculs numériques pour un
temps moindre.
La construction d’un métamodèle nécessite de lancer un premier échantillon de calculs nu-
mériques suffisamment représentatif du modèle. Ensuite, on utilise ces échantillons pour créer
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une relation reliant les variables incertaines aux solutions données par ces calculs. On peut
ensuite utiliser notre relation pour de nouveaux échantillons. Evidemment, la solution ne sera
pas exactement la même que celle du calcul numérique, il est donc nécessaire de vérifier que
les résultats du métamodèle soient suffisamment proches des résultats numériques afin que son
utilisation soit cohérente.
Dans notre cas, nous utilisons la méthode des polynômes du chaos (voir [114] et [109]). Il
s’agit de construire un métamodèle sous la forme suivante :
u(ξ ) =∑
α
uαΨα(ξ ), (6.1)
où ξ est le vecteur des variables incertaines ξi avec i= 1,2, ...,nξ , les uα sont des coefficients
constants à déterminer et les Ψα(ξ ) les fonctions orthogonales aux distributions des variables
incertaines. Théoriquement la somme sur α est infinie, mais en pratique on doit tronquer la
somme pour construire un espace reliant nos quantités. Le nombre de termes utilisés est défini
par l’ordre np du polynôme du chaos. La somme comprend alors
(nξ+np)!
nξ !np!
termes.
Par la suite, nous utilisons des distributions uniformes de nos paramètres incertains, la fonc-
tion orthogonale correspondante est alors donnée par des polynômes de Legendre comme ex-
pliqué dans [115].
Il reste alors à déterminer les coefficients uα , pour cela nous avons utilisé la méthode OMP :
Orthogonal Matching Pursuit du logiciel UQLAB, nous renvoyons à la notice du logiciel [115]
et à [116] pour plus de détails.
6.2.2 Indices de Sobol
6.2.2.1 Définition des indices de Sobol
Une méthode permettant d’évaluer l’influence des paramètres incertains sur les résultats sont
les méthodes de décomposition de la variance aussi appelée décomposition ANOVA. Comme
leur nom l’indique ces méthodes consistent à partir de la variance obtenue en faisant varier
tous les paramètres incertains puis de décomposer les contributions sur la variance de chaque
variable. On peut ainsi déterminer la variance du modèle pour des variations individuelles des
variables mais aussi des effets couplés dus à la variation de plusieurs variables sur la variance.
Pour effectuer cette décomposition dans ce travail, nous avons recours à la méthode des in-
dices de Sobol [117] présentée dans [118] et [119] en utilisant les polynômes du chaos. Nous
allons dans cette section rappeler la définition des indices de Sobol et leurs utilisations pour
décomposer la variance en reprenant ce qui est présenté dans [118] et [119]. Ensuite nous ver-
rons comment la construction d’un métamodèle utilisant les polynômes du chaos permet de
déterminer aisément les indices de Sobol.
On considère la fonction f (ξ ) reliant les variables ξ aux résultats y. Les variables sont
définies dans l’espace Knξ de dimension nξ tel que :
y = f (ξ ).
La décomposition de Sobol de la fonction f (ξ ) s’écrit alors :
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f (ξ ) = f0+
nξ
∑
i=1
fi(ξi)+ ∑
1≤i< j≤nξ
fi, j(ξi,ξ j)+ ....+ f1,2,...,nξ (ξ1, ...,ξnξ ), (6.2)
cette décomposition est composée de toutes les sommes de dimension croissante de 1 à nξ .
f0 est une constante calculée telle que :
f0 =
∫
K
nξ
f (ξ )dξ .
Pour calculer les termes fi(ξi) et fi, j(ξi,ξ j) on introduit la notation ξ∼i signifiant que l’on exclut
la composante ξi du vecteur de paramètres ξ , les termes fi(ξi) et fi, j(ξi,ξ j) sont alors donnés
par les relations suivantes :
fi(ξi) =
∫
K
nξ−1
f (ξ )dξ∼i− f0,
fi j(ξi,ξ j) =
∫
K
nξ−2
f (ξ )dξ∼{i, j}− fi(ξi)− f j(ξ j)− f0.
(6.3)
Finalement, on peut noter deux propriétés des termes des sommes de la relation (6.2) :
— pour un terme fi1,..,is(ξi1, ...,ξis), l’intégrale de ce terme avec le paramètre ξk inclus dans
(ξi1, ...,ξis) est nulle soit :∫
Kξk
fi1,..,is(ξi1, ...,ξis)dξk = 0 avec i1≤ ik ≤ is.
— pour deux sets de paramètres (ξi1, ...,ξis) et (ξ j1, ...,ξ js) différents, les termes de somme
fi1,..,is(ξi1, ...,ξis) et f j1,.., js(ξ j1, ...,ξ js) sont orthogonaux entre eux tels que les inté-
grales sur l’espace Knξ :∫
Kn
fi1,..,is(ξi1, ...,ξis) f j1,.., js(ξ j1, ...,ξ js)dξ = 0,
soient nulles.
Quand ces conditions sont vérifiées la décomposition de Sobol est unique.
On considère maintenant que chacun des paramètres ξi sont aléatoires, on peut alors définir
la variance ou variance totale :
D = σ [ f (ξ )] =
∫
K
nξ
f 2(ξ )dξ − f 20 , (6.4)
et les variances partielles :
Di1,...,is =
∫
K
nξis
f 2i1,..,is(ξi1, ...,ξis)dξi1, ...,ξis. (6.5)
En prenant le carré puis en intégrant sur Knξ la décomposition de Sobol (6.2) on obtient la
relation suivante entre ces quantités :
D =
nξ
∑
i=1
Di+ ∑
1≤i≤ j≤nξ
Di, j + ...+D1,2,...,nξ . (6.6)
On introduit alors les indices de Sobol :
Si1,...,is =
Di1,...,is
D
, (6.7)
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où l’équation (6.6) se réécrit alors sous la forme suivante :
1 =
nξ
∑
i=1
Si+ ∑
1≤i≤ j≤nξ
Si, j + ...+S1,2,...,nξ . (6.8)
Les termes (6.7) sont appelés les indices de Sobol, comme le montre les relations (6.6) et
(6.8) ils permettent de décomposer la variable en déterminant ainsi la contribution de chaque
incertitude sur la variance globale. On distingue alors trois types d’indices de Sobol :
— l’indice de Sobol au premier ordre Si associé à la variable ξi permettant ainsi de mesurer
la contribution de chaque paramètre sur la variance globale.
— les indices de Sobol couplés Si1,...,is avec i1 différent de is, ces indices indiquent l’effet
sur la variance dû à des interactions couplées entre les paramètres du set ξi1,...,is. Ces
indices prennent seulement les effets couplés du set ξi1,...,is sur la variance en excluant
les effets des indices de Sobol au premier ordre Si1 à Sis et permettent de voir l’effet
des interactions des paramètres sur l’incertitude des résultats. Comme montré par l’ex-
pression (6.8), la somme des indices couplés et des indices au premier ordre vaut 1. La
somme des variances déterminées avec les effets individuels des variables et les effets
couplés des variables préserve donc bien la variance totale du problème.
— les indices de Sobol totaux, Sti , ils indiquent l’influence totale de la variable ξi en prenant
son effet individuel Si sur la variance ainsi que ses interations avec les indices couplés
Si1,...,is pour tous les sets ξi1,...,is comprenant le paramètre ξi.
6.2.2.2 Détermination à partir des polynômes du chaos
La création d’un métamodèle en utilisant les polynômes du chaos est très pratique parce que
celle-ci permet de calculer facilement les indices de Sobol. Nous présentons dans cette section,
la méthode présentée dans [119] pour déterminer les indices de Sobol à partir d’un modèle
utilisant les polynômes du chaos.
On rappelle tout d’abord l’expression (6.1) d’un polynôme du chaos :
u(ξ ) =∑
α
uαΨα(ξ ),
α est l’ensemble des (α1, ...,αnξ ) tel que ∑
nξ
i=1αi ≤ α . On considère l’ensemble Ai1,...,is avec
(i1, ..., is)⊂ (1, ...,nξ ) et (i1, ..., is)∩( j1, ..., js) = (1, ...,nξ ). L’ensembleAi1,...,is regroupe tous
les α de la somme de l’expression (6.1) tel que les valeurs des αi sont supérieures à zéro pour
tous les i inclus dans (i1,...,is) alors que les valeurs des αi sont nulles pour tous les i inclus dans
(j1,...,js). On peut alors réécrire l’expression (6.1) sous la forme suivante :
u(ξ ) = u0+
nξ
∑
i
∑
α∈Ai
uαΨα(ξi)+ ∑
1≤i1≤i2≤nξ
∑
α∈Ai1,i2
uαΨα(ξi1,ξi2)+ ....+
∑
1≤i1≤...≤is≤nξ
∑
α∈Ai1,...,is
uαΨα(ξi1, ...,ξis)+ ....+ ∑
α∈A1,2,...,nξ
uαΨα(ξ1, ...,ξnξ ).
(6.9)
En comparant les relations (6.2) et (6.9) on voit que la structure des sommes de ces deux
relations sont les mêmes. La décomposition de Sobol étant unique on en déduit que la relation
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(6.9) est la décomposition de Sobol de notre problème et la relation entre les termes de sommes
suivante :
fi1,..,is(ξi1, ...,ξis) = ∑
α∈Ai1,...,is
uαΨα(ξi1, ...,ξis). (6.10)
Finalement, toujours en suivant [119], la moyenne uξ et la variance DPC de (6.1) sont don-
nées par :
uξ = u0,
DPC =Var[∑
α
uαΨα(ξ )] =∑
α
u2αE[Ψ
2
α(ξ )],
(6.11)
E[Ψ2α(ξ )] est la moyenne :
E[Ψ2α(ξ )] =
1
N
N
∑
i1
Ψ2α(ξi)
des N échantillons ayant été utilisés pour construire le métamodèle.
De même les variances partielles s’écrivent :
DPCi1,..,is = ∑
α∈Ai1,...,is
u2αE[Ψ
2
α(ξi1, ...,ξis)]. (6.12)
On peut finalement utiliser la relation (6.7) pour calculer les indices de Sobol :
SPCi1,..,is =
DPCi1,..,is
DPC
. (6.13)
Pour calculer les indices totaux on utilise la relation suivante :
SPC,ti1,..,is = 1− ∑
α /∈Ai1,...,is
SPCα (6.14)
Cette corrélation directe entre les polynômes du chaos (PC) et la décomposition de la va-
riance est très utile dans la pratique. En effet, l’effort employé pour construire les PC nous
permet d’avoir aussi gratuitement la décomposition ANOVA.
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FIGURE 6.1 – Configuration expérimentale de l’expérience de Canon [120]
6.3 Expérience de Canon
6.3.1 Problème numérique
6.3.1.1 Formulation du problème numérique
La première des expériences que nous traitons est l’une des expériences menées par Riegel
[73]. Dans la littérature celle-ci est appelée expérience de Canon ([120], [121]). Celle-ci simule
un des accidents de référence en raison de la rupture d’une conduite contenant de l’eau à haute
pression. Cela provoque une décompression intense et la cavitation de l’eau. On considère le
cas avec P=32bar, T=220˚C et une ouverture complète de la membrane.
Le dispositif utilisé par Riegel est illustré sur la figure 6.1. On considère une conduite conte-
nant de l’eau à haute pression séparée du milieu extérieur par une membrane dont l’état initial
est donné dans le tableau 6.1. L’autre bord est caractérisé par un mur impénétrable. A l’ins-
tant initial la membrane se brise. L’état du milieu est donné par le tableau 6.2, puisque nous
effectuons un calcul diphasique, la présence d’air est négligée et on considère que le milieu est
constamment composé de vapeur à pression atmosphérique provenant de la fuite de la conduite.
L’eau sous forme liquide et sous forme vapeur est simulée par une loi d’état stiffened gas avec
les coefficients reportés sur la table 6.3.
Des mesures sont alors effectuées par les capteurs P1 et P5 pour suivre l’évolution de la
pression et sur le capteur Pt pour suivre l’évolution de la fraction volumique de vapeur.
αv P(bar) u(m/s) T(˚C)
1e−3 32 0 220
TABLE 6.1 – Etats initiaux dans la conduite
de Canon [120]
αv P(bar) u(m/s) T(˚C)
(1−1e−3) 1 0 220
TABLE 6.2 – Etats imposés dans le conteneur
[120]
γ P∞ cv q q′
liquide 1.66333 769317123.86 2807.61 -1359570 11671.61
vapeur 1.334 0 1162 2032350 2351.11
TABLE 6.3 – Coefficients stiffened gas de Canon [120]
Finalement, en ce qui concerne le traitement des transferts de masse, ceux-ci ont été réalisés
de trois manières afin de comparer les résultats (nous rappelons queΘt est le temps de relaxation
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des potentiels chimiques, en outre la définition du terme source des transferts chimiques et sa
résolution sont présentées dans la section 4.2.3.3). Les transferts chimiques ont été réalisés avec
des tranferts instantanés, soit Θt = 0, puis avec des formules provenant de l’étude de Bilicki
[14] sur l’évaporation de l’eau. Celles-ci sont rappelées par la relation (6.15) pour la première :

Θt = (Θ0α−0.257v ψ−2.24)/1000,
Θ0 = 6.51e−4,
ψ = [Ps(Tin)−P]Ps(Tin) ,
(6.15)
et la relation (6.16) pour la deuxième :

Θt =Θ0α−0.54v ψ−1.76,
Θ0 = 3.84e−7,
ψ = [Ps(Tin)−P]Pc−P(Tin) .
(6.16)
On rajoute que comme suggéré dans [121] la première de ces relations est divisée par 1000
pour avoir de meilleurs résultats. En effet, cette première relation est introduite pour de l’éva-
poration pour des faibles pressions inférieures à 10 bar, les pressions considérées étant plus
élevées, la vitesse d’évaporation est donc plus forte, d’où un temps de relaxation plus faible.
6.3.1.2 Résultats numériques
On montre dans cette section les résultats obtenus en utilisant la méthode de propagation
des ondes pour les modèles à quatre et six équations avec la méthode de propagation des ondes.
On peut observer l’évolution de la pression par rapport au temps pour le capteur P1 sur la figure
6.2 et pour le capteur P5 sur la figure 6.3. De plus, on représente la fraction volumique de vapeur
du capteur Pt sur la figure 6.4. Premièrement, on analyse donc la convergence en maillage
des deux modèles pour les trois modélisations du temps de relaxation chimique considérées.
Comme pour les résultats du chapitre 4 les résultats des deux modèles tendent vers le même
résultat et les résultats du modèle à quatre équations convergent plus rapidement. En revanche
la valeur de Θt semble influencer l’évolution temporelle des variables, les meilleurs résultats
sont ceux obtenus avec Θt =Θbilicki1.
Comme observable dans les différents résultats de la littérature ([120], [121]), les résultats
présentent la bonne valeur du plateau de pression à 20 bar. En revanche, la diminution de la
pression de 20 bar à 0.1 bar se produit avec 0.2s d’avance pour les résultats numériques par
rapport aux résultats expérimentaux. Nous précisons que cette valeur correspond à la pression de
saturation du fluide. Nous allons donc dans la prochaine section, considérer certaines variables
incertaines du domaine afin d’observer la variabilité de la solution numérique due à l’incertitude
de ces variables. Pour les simulations à venir, nous avons utilisé le modèle à quatre équations
avec un maillage de 500 nœuds ainsi que Θt =Θbilicki1 pour modéliser les tranferts de masse.
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FIGURE 6.2 – Profil de la pression du capteur P1 pour l’expérience de Canon obtenu avec les
modèles à quatre équations et à six équations (à gauche : Θt = 0 , à droite : Θt = Θbilicki1, au
centre : Θt =Θbilicki2 )
6.3.2 Prise en compte des incertitudes
6.3.2.1 Caractérisation des incertitudes
Dans un premier temps, nous avons défini les paramètres pour lesquels nous effectuons
l’analyse et les bornes à considérer. Nous avons considéré que la pression initiale a une erreur de
±5%. En outre selon [73] la température radiale avait une inhomogénéité pouvant aller jusqu’à
±10K. Les relations (6.15) pour calculer les transferts de masse sont dépendantes de la fraction
volumique de vapeur. Nous avons donc aussi fait varier celle-ci entre 1e±
−2
−4 . Finalement, pour
influencer les transferts de masse nous avons fait varier arbitrairement les paramètres de l’équa-
tion d’état du mélange. Les deux variables considérées incertaines sont les coefficients ql et q
′
l .
Afin que la variation de ces deux paramètres soit cohérente, nous faisons varier aléatoirement
ql , q
′
l est alors calculé en utilisant l’égalité (4.21). Pour fermer cette dernière équation nous
utilisons la valeur tirée des tables de l’eau Tsat(P = 20bar) = 485.37K. Cela permet ainsi de
conserver la valeur de 20 bar du plateau de pression. Les paramètres d’incertitude sont compi-
lés dans la table 6.4.
6.3.2.2 Analyse par décomposition ANOVA
Comme expliqué dans la section 6.2.1, un premier échantillonage suffisamment représentatif
du modèle numérique est nécessaire. Plusieurs tailles d’échantillons ont été utilisés jusqu’à
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FIGURE 6.3 – Profil de la pression du capteur P5 pour l’expérience de Canon obtenu avec les
modèles à quatre équations et à six équations (à gauche : Θt = 0, à droite : Θt = Θbilicki1, au
centre : Θt =Θbilicki2 )
T(˚C) P(bar) αv ql q
′
l
min 210 30.4 1e−4 -2000000 f (ql)
max 230 33.6 1e−2 -500000 f (ql)
TABLE 6.4 – Incertitude du cas Canon
obtenir un métamodèle reproduisant le calcul numérique. Ces échantillonages aléatoires ont été
construits par latin hypercube sampling (LHS) (voir [122]). Nous avons alors pu observer qu’un
LHS de 800 échantillons était suffisant pour atteindre une bonne précision du métamodèle. Nous
allons donc présenter la construction du métamodèle obtenu avec ce LHS.
Comme expliqué dans la section 6.2.2, notre métamodèle est un modèle mathématique qui
relie les variables incertaines (pression, température, taux d’impureté et paramètres de l’équa-
tion d’état) aux quantités que nous étudions (évolution des pressions aux capteurs P1 et P5
et de la fraction volumique au capteur Pt). Ce métamodèle a été construit, pour les temps
0.01 : 0.01 : 0.8s (un métamodèle pour chaque pas de temps), avec le logiciel UQLAB en utili-
sant des polynômes du chaos et en choisissant l’ordre permettant de minimiser l’erreur entre le
métamodèle et les calculs CFD.
Deux méthodes ont été utilisées pour vérifier la validité du métamodèle . La première utilise
une technique appelée LOO (leave-one-out), où l’on calcule la quantité suivante :
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FIGURE 6.4 – Profil de la fraction volumique de vapeur du capteur Pt pour l’expérience de
Canon obtenu avec les modèles à quatre équations et à six équations (à gauche : Θt = 0 , à
droite : Θt =Θbilicki1, au centre : Θt =Θbilicki2 )
L00 =
∑i=1,N(M(ϑi)−MPc\i(ϑi))2
∑i=1,N(M(ϑi)−M(ϑ))2
. (6.17)
avec M(ϑ) le résultat numérique et M(ϑ) la moyenne de toutes les N simulations utilisées
c’est à dire :
M(ϑ) =
1
N
N
∑
i=1
M(ϑi)
Le terme MPc(ϑ) quant à lui est le résultat obtenu avec le métamodèle construit en utilisant
tous les échantillons disponibles. Par construction, le métamodèle donne les mêmes résultats
que les simulations numériques pour les paramètres des échantillons utilisés lors de sa concep-
tion. Pour cette raison, pour chaque échantillon ϑi on construit les métamodèles MPc\i(ϑ), ces
métamodèles sont contruits de la même manière que le métamodèle MPc(ϑ) mais en excluant
l’échantillon ϑi pour calculer les coefficients uα du métamodèle. On utilise alors le métamodèle
MPc\i(ϑ) pour calculer l’échantillon ϑi. L’erreur entre ces résultats et les résultats CFD permet
alors de vérifier la consistance du métamodèle pour de nouveaux échantillons. Comme le montre
la figure 6.5, où on a représenté la valeur LOO résultant de la construction du métamodèle, les
ordres choisis sont associés à un LOO du métamodèle très faible.
En outre, pour s’assurer de la validité du modèle, nous avons tiré 10 nouveaux échantillons
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aléatoires puis comparé les résultats du calcul numérique avec les résultats du métamodèle. Sur
la figure 6.6, on voit que le métamodèle simule très bien le calcul numérique. On peut tout de
même noter quelques défauts pour les plateaux de 0.1 bar mais cette partie n’est pas importante
pour la suite de l’étude. Pour avoir une meilleure visibilité de l’erreur de notre métamodèle nous
avons calculé l’erreur pour chaque pas de la façon suivante :
L2 =
√√√√( 79∑
i=1
M(ϑi)−MPc(ϑi)
M(ϑi)
)2.
Cette erreur est représentée sur la figure 6.7. Comme déjà dit l’erreur des pressions à 0.4s
devient plus élevée en raison des petites oscillations sur les plateaux de 0.1 bar. Puisque nos
erreurs sont calculées en cumulant les erreurs sur les simulations on peut conclure de la figure
6.7 que notre métamodèle reproduit très bien le calcul numérique.
Une fois que le métamodèle est construit et validé, nous pouvons l’utiliser pour calculer
les moments statistiques de différentes quantités d’intérêt (moyenne et variance) et effectuer
également une décomposition ANOVA. Pour cela nous calculons les indices de Sobol totaux
et au premier ordre de notre problème d’incertitude. Comme présenté dans la section 4.2.2, la
construction d’un métamodèle permet de déterminer aisément les indices de Sobol. On présente
par la suite dans les figures 6.8, 6.9 et 6.10, la variation de la solution considérée à plus ou
moins l’écart type, les indices de Sobol au premier ordre et totaux, pour la fraction volumique
du capteur Pt, la pression du capteur P1 et la pression du capteur P5, respectivement.
Cela permet d’observer l’influence de chacun des paramètres au cours du temps. On peut
conclure que l’incertitude influe surtout dans la zone 0.05 :0.55s.
Les résultats montrent que l’incertitude sur la pression et la fraction volumique a peu d’effet
sur la variance de nos quantités d’intérêt. En revanche la température influe un peu sur les
résultats tandis que les paramètres de l’équation d’état influent énormément sur le calcul. On
voit en outre un léger effet couplé entre la température et les paramètres de l’équation d’état. En
effet, les variances associées à la température et aux paramètres de l’équation d’état en utilisant
les indices totaux sont plus élevées que leur variance en utilisant les indices au premier ordre.
Cela vient du fait que les indices au premier ordre prennent uniquement en compte l’effet des
paramètres indépendamment alors que les indices totaux prennent aussi en compte les effets
couplés entre les variables sur la variance. L’effet couplé entre la température et l’équation
d’état vient du fait que ces deux paramètres influent sur l’intensité et la vitesse des transferts de
masse et les transferts de masse sont le mécanisme essentiel de l’expérience de Canon.
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FIGURE 6.5 – Leave-one-out (L00) du métamodèle construit pour le problème de Canon
FIGURE 6.8 – Figures du haut : profil de la fraction volumique au capteur Pt (en rouge les
résultats expérimentaux, en bleu la moyenne des calculs du LHS et en pointillé les valeurs du
LHS en ajoutant et en soustrayant l’écart type à la moyenne). Figures du bas : décomposition
ANOVA pour la fraction volumique au capteur Pt pour l’expérience de Canon (1er ordre à
gauche, totale à droite)
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FIGURE 6.6 – Test de validité du métamodèle
(en rouge le calcul numérique et en bleu le
calcul du métamodèle)(de gauche à droite :
pression du capteur P5, pression du capteur
P1, fraction volumique du capteur Pt)
FIGURE 6.7 – Test de validité du métamo-
dèle : erreur entre les métamodèles et les cal-
culs CFD pour le cas Canon
FIGURE 6.9 – Figures du haut : profil de la pression au capteur P1 (en rouge les résultats
expérimentaux, en bleu la moyenne des calculs du LHS et en pointillé les valeurs du LHS en
ajoutant et en soustrayant l’écart type à la moyenne). Figures du bas : décomposition ANOVA
pour la pression au capteur P1 pour l’expérience de Canon (1er ordre à gauche, totale à droite)
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FIGURE 6.10 – Figures du haut : profil de la pression au capteur P5 (en rouge les résultats
expérimentaux, en bleu la moyenne des calculs du LHS et en pointillé les valeurs du LHS en
ajoutant et en soustrayant l’écart type à la moyenne). Figures du bas : décomposition ANOVA
pour la pression au capteur P5 pour l’expérience de Canon (1er ordre à gauche, totale à droite)
6.3.2.3 Commentaire sur la quantification d’incertitude
Nous présentons dans cette partie, un des meilleurs résultats obtenus avec le LHS ap-
pliqué au cas Canon. Ce résultat a été obtenu en reprenant les 800 calculs numériques de notre
LHS, puis nous avons selectionné le set de paramètres i permettant de minimiser la norme sui-
vante :
L2 =
√√√√ 55∑
t=5
(
P1re f ,t,i−M(ϑi = P1t,i)
P1re f ,t,i
)2+(
P5re f ,t,i−M(ϑi = P5t,i)
P5re f ,t,i
)2.
Cette norme prend en compte les effets de l’incertitude sur les pressions aux capteur P1
et P5, nous n’avons pas utilisé la fraction volumique parce que les résultats expérimentaux de
référence sont trop dispersés. Comme dit dans le chapitre précédant l’incertitude des paramètres
influe surtout sur la zone t=0.05s à t=0.55s, nous avons donc utilisé seulement ces valeurs pour
effectuer cette minimisation. Les paramètres obtenus sont répertoriés dans la table 6.5 et les
résultats obtenus par simulation numérique sont représentés dans la figure 6.11.
Les résultats obtenus sont bien plus proches des résultats expérimentaux que les résultats
numériques utilisant les paramètres nominaux de la section 6.3.1, ce qui est logique puisque ces
résultats proviennent de la résolution d’un problème d’optimisation. Par contre, cela montre la
capacité intrinsèque du modèle à mieux reproduire les données expérimentales. Pour compléter
cette étude nous avons tracé la courbe de saturation avec nos valeurs nominales et celles du
tableau 6.5. Ces deux courbes sont comparées avec une courbe de saturation théorique de l’eau
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FIGURE 6.11 – Résultats du LHS (de gauche à droite : pression du capteur P5, pression du
capteur P1, fraction volumique du capteur Pt)
sur le graphique 6.12. Les meilleurs résultats obtenus en sélectionnant le calcul le plus prédictif
dans le LHS divergent fortement de la courbe théorique. Ainsi le problème de la simulation
semble en grande partie venir de l’équation d’état, il y a alors deux hypothèses.
— La loi d’état stiffened gas est une approximation linéaire entre la pression et l’énergie
interne du fluide, ainsi pour des simulations avec des grandes variations de la pression,
celle-ci peut ne pas être assez précise pour modéliser idéalement la physique du pro-
blème. En effet dans [96], les auteurs utilisent la loi d’état IAPWS [66] très précise pour
l’eau et en jouant sur la vitesse des transferts de masse réussissent à retrouver des résul-
tats proches pour l’expérience Super Canon (une variante de l’expérience de Canon)
— La courbe de saturation théorique que nous utilisons est faite pour reproduire une courbe
expérimentale, or celle-ci dépend de l’impureté du fluide et de la rugosité de la paroi.
Donc, cela peut fortement modifier la courbe de saturation selon les valeurs de ces para-
mètres lors des mesures expérimentales de l’expérience Canon.
Pour continuer ce travail, une idée pourrait être d’utiliser la loi d’état IAPWS puis d’effec-
tuer une analyse d’incertitude sur les paramètres du temps de relaxation. En effet, dans [96] on
voit bien l’effet de l’incertitude des paramètres de la vitesse des transferts de masse. L’utilisa-
tion des méthodes de quantification d’incertitude comme les méthodes Markov Chain Monte
Carlo ([123], [109]) sur les paramètres du temps de relaxation permettrait d’observer les barres
d’erreurs liées à ces incertitudes mais aussi à déterminer les paramètres optimaux à utiliser pour
des simulations de l’expérience de Simpson. N’ayant pas accès à cette équation d’état nous
avons décidé de traiter un deuxième cas d’expérience industrielle réelle.
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T(˚C) P(bar) αv q q′
221.7 33.16 1e−2.59 -712979.832100 12998.608138
TABLE 6.5 – Résultat de l’incertitude du cas Canon
FIGURE 6.12 – Profil de la courbe de saturation de l’eau pour l’expérience de Canon (nominal
à gauche, optimal à droite)
6.4 Expérience de Simpson
6.4.1 Formulation du problème
6.4.1.1 Formulation du problème numérique
La seconde expérience réelle que nous considérons est l’expérience de Simpson (voir
[74]). Cette expérience représente un des accidents de référence dans les systèmes hydrauliques
et représente le phénomène provoqué lorsque l’eau subit un arrêt brusque par exemple avec
la fermeture d’une vanne dans une tuyauterie. Cela produit une cavitation de l’eau très dom-
mageable qu’il est nécessaire de quantifier pour dimensionner au mieux les tuyauteries. Nous
ne considérerons qu’une seule des nombreuses expériences réalisées par Simpson : celle trai-
tée dans [121], [120] et [96]. Le domaine est décomposé en deux parties, la tuyauterie et le
conteneur.
Les conditions initiales données pour la tuyauterie sont celles répertoriées dans la table 6.6.
En ce qui concerne le conteneur, comme le problème est ramené en une dimension celui-ci
est imposé comme une condition aux limites dont les paramètres sont donnés par la table 6.7.
L’autre condition aux limites au bout de la tuyauterie est une condition de non pénétration
pour représenter la fermeture de la valve. Concernant les valeurs imposées dans le conteneur
d’aucuns peuvent se demander pourquoi il n’est pas imposé une fraction de liquide proche de
1.
Lors de nos simulations pour cette configuration en 1D, la résolution numérique donnait de
très mauvais résultats pour une telle valeur de la fraction volumique, ce qui s’explique facile-
ment puisqu’en toute rigueur la fraction volumique devrait varier dans le conteneur au cours du
temps. Nous avons donc finalement pris une fraction volumique de vapeur presque pure. Une
difficulté de ce problème est que les vibrations de la conduite modifient la vitesse du son du
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FIGURE 6.13 – Configuration expérimentale de l’expérience de Simpson
problème (voir [124] ). Comme le montre les résultats de [125], il est nécessaire de corriger la
vitesse du son pour que les résultats soient satisfaisants vis à vis de l’expérience. Nous repre-
nons donc une formulation stiffened gas avec les paramètres donnés dans [125]. Ceux-ci sont
rappelés dans la table 6.8 qui permet de retrouver une vitesse du son similaire à l’expérience
soit cl = 1256m.s−1.
αv P(bar) u(m/s) T(K)
1e−8 3.419 0.401 293
TABLE 6.6 – Etats initiaux dans la conduite
de l’expérience de Simpson
αv P(bar) u(m/s) T(K)
(1−1e−8) 3.419 0.401 293
TABLE 6.7 – Etats imposés dans le conteneur
([74])
γ Pin f cv q q′
liquide 2.2736 692754002.87 1840.48 -1142331.00 24218.87
vapeur 1.3393 0 1344.06 2009800.00 1977.08
TABLE 6.8 – Coefficients stiffened gas de l’expérience de Simpson
D’autre part, il est nécessaire de définir le temps de relaxation du processus Θt . Nous avons
pris deux définitions, la première est Θt = 0 ce qui correspond à une remise à l’équilibre ins-
tantanée entre les deux phases, et la deuxième est la formulation donnée par Downar et Bilicki
[14] pour de l’évaporation de l’eau à basse pression soit l’expression (6.18) :
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
Θt =Θ0α−0.257v ψ−2.24,
Θ0 = 6.51e−4,
ψ = [Ps(Tin)−P]Ps(Tin) .
(6.18)
6.4.1.2 Caractérisation des incertitudes
Un autre point que nous avons abordé est l’incertitude des paramètres du modèle. Comme
tout le monde le sait les modèles physiques sont imparfaits, en outre les mesures physiques sont
elles aussi pertubées par des bruits. Les résultats de la littérature expérimentaux [74] et numé-
riques ([121], [120] ,[96]) présentant quelques différences, nous avons cherché à caractériser au
mieux les incertitudes du système et du modèle en prenant en compte les erreurs des mesures.
Dans un premier temps, il est nécessaire pour cela de définir l’incertitude sur les paramètres de
notre modèle. Comme la vitesse du son doit être modifiée pour ce calcul, nous avons pris une
incertitude sur la vitesse du son. D’après la thèse de Simpson la vitesse du son serait comprise
dans l’intervalle 1233-1324 m/s. Ainsi pour modifier la vitesse du son nous avons recalculé le
γl du liquide selon l’expression stiffened gas de la vitesse du son cl =
√
γl(γl−1)cvlT . Pour
éviter les déviations de la courbe de saturation que nous avons eu dans le cas de l’expérience
de Canon (6.12) nous avons calibré le paramètre q′l pour les deux extrema des γl de manière
à ce que l’équation d’état permette de retrouver la courbe de saturation expérimentale en uti-
lisant ces nouvelles valeurs. Une interpolation linéaire est alors réalisée pour recalculer les q′l
intermédiaires de la manière suivante :
q′1 = 26680
γl−2.2429
2.3613−2.2429 +23350
2.3613− γl
2.3613−2.2429 .
D’autre part, dans les résultats numériques présentés dans [121], [120] et [96] les maxima
des valeurs de la pression au cours du temps sont surestimés par rapport aux maxima des ré-
sultats expérimentaux. D’après [126] cela pourrait être amélioré en incluant des effets de frot-
tement comme la viscosité. Pour prendre en compte l’incertitude liée à cette approximation,
puisque les frottements influent sur les profils de la vitesse et le gradient de la pression nous
faisons aussi varier la vitesse et la pression initiale du calcul. Finalement, comme déjà expli-
qué la fraction volumique du gaz imposée dans la cuve joue beaucoup sur les résultats. Nous
avons donc aussi regardé l’incertitude liée à cette variable. Les fourchettes d’incertitude prises
en compte sont répertoriées dans la table 6.9.
γl/(q′l) P(bar) u(m/s) αl(cuve)
min 2.2429/(23350) 2.8 0.3 1e−8
max 2.3613/(26680) 4 0.5 1−1e−8
TABLE 6.9 – Incertitudes associées à l’expérience de Simpson
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FIGURE 6.14 – Convergence en maillage de l’expérience de Simpson avec le modèle à quatre
équations
6.4.2 Résultats
6.4.2.1 Résultats numériques
Nous avons d’abord réalisé le calcul sans incertitude en utilisant les paramètres nominaux
des tables 6.6, 6.7 et 6.8. Ces calculs ont été réalisés pour les modèles à quatre et six équa-
tions pour trois maillages de plus en plus fins dans le cas d’un transfert de masse instantané.
Les résultats obtenus pour la convergence en maillage sont représentés sur les figures 6.14 et
6.15. Les résultats pour un maillage de 1000 cellules étant convergés, nous avons comparé les
résultats obtenus avec ce maillage avec les résultats expérimentaux [74] et d’autres résultats nu-
mériques [96]. Ces résultats sont visibles sur la figure 6.16 pourΘt = 0 et sur la figure 6.17 pour
Θ = Θbilicki. On voit ainsi que les résultats donnés par les modèles à quatre et six équations et
pour les différents temps de relaxation sont les mêmes, d’autre part les résultats sont similaires
à ceux obtenus dans [96]. En effet, ces résultats ont été obtenus avec la loi d’état IAPWS-IF97
(voir [66]), cette loi d’état est très précise ce qui confirme la qualité de nos résultats.
6.4.2.2 Résultats de l’étude d’incertitude
On mène ici une étude sur la variabilité induite par les paramètres incertains.
Le problème est complexe, car le comportement de la fonction est très non-linéaire, ce qui
complique beaucoup la construction d’un métamodèle basé sur des polynômes du chaos. Même
si il y a des techniques en littérature pour traiter ce type de comportement non linéaire, on a
décidé ici de présenter juste une étude préliminaire pour apprécier la variabilité de la solution
numérique quand on prend en compte les incertitudes du système.
Nous avons alors réalisé un échantillonnage des quatre paramètres considérés. Nous avons
utilisé le modèle à quatre équations avec un maillage de 500 nœuds avec des transferts de masse
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FIGURE 6.15 – Convergence en maillage de l’expérience de Simpson avec le modèle à six
équations
FIGURE 6.16 – Comparaison des résultats de l’expérience de Simpson pour des transferts de
masse définis par un temps de relaxation instantanéΘt = 0 (soitΘ=∞) (à gauche sont présentés
les résultats pour le modèle à quatre équations et à droite ceux obtenus avec le modèle à six
équations)
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FIGURE 6.17 – Comparaison des résultats de l’expérience de Simpson pour des transferts de
masse définis par le temps de relaxation Θt =Θbilicki (à gauche sont présentés les résultats pour
le modèle à quatre équations et à droite ceux obtenus avec le modèle à six équations)
instantanés avec un CFL de 0.8. Les calculs étant très rapides (environ 15s) nous avons effectué
nos calculs d’incertitude en utilisant directement le code numérique.
Nous avons généré un LHS (latin hypercube sample) de 51200 simulations (voir [122] pour
des détails de la méthode d’échantillonnage) avec le logiciel UQLAB [113], et évalué les mo-
ments statistiques de la pression pour chaque capteur pour chaque pas de temps. La figure 6.18
illustre le comportement de la moyenne et de sa variabilité (en terme d’écart-type) par rapport
aux données expérimentales.
On peut observer que l’enveloppe donnée par la moyenne plus ou moins l’écart-type suit
assez bien les données expérimentales, même si la prédiction devient très mauvaise après le
temps de 0.25s. La deuxième observation est liée à la sensibilité de la solution par rapport aux
incertitudes. Il y a une multitude de solutions qui sont potentiellement possibles, à voir avec
deux ou trois fois l’écart-type. Ce comportement, qui a été déjà observé en littérature, alerte sur
le degré de confiance de la simulation numérique, dans les cas où on ne peut pas bien contrôler
les aprioris des paramètres du modèle.
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FIGURE 6.18 – Comparaison des résultats expérimentaux (en rouge) avec les moments statis-
tiques de la solution (moyenne plus ou moins l’écart-type) en bleu pour l’expérience de Simpson
(LHS)
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Conclusion
Travaux réalisés
Dans les travaux qui ont été présentés dans cette thèse nous nous sommes intéressés à la
résolution numérique de modèles d’écoulements diphasiques avec des transferts de masse et
de chaleur. En effet, les écoulements diphasiques sont très présents dans le milieu industriel.
Ces écoulements sont très complexes à caractériser notamment en raison d’interactions très
complexes entre les fluides. Il est donc très important de développer des outils permettant des
simulations numériques fiables pour dimensionner au mieux les structures industrielles et no-
tamment prévenir les risques dus à des phénomènes comme la cavitation qui peuvent être très
dommageables. Dans les travaux que nous avons présentés nous nous sommes intéréssés aux
modèles diphasiques à interfaces diffuses.
Notre objectif est alors de contribuer à la création d’outils permettant d’effectuer des simula-
tions précises d’écoulements diphasiques et compressibles dans des configurations industrielles
en prenant en compte les différentes interactions entre les phases et notamment les transferts de
masse. Pour cela, nous avons étendu la classe des méthodes aux résidus distribués au modèle
à quatre équations dans le but de construire une méthode diphasique très efficiente dans des
géométries très complexes. Par ailleurs, nous avons aussi étudié l’incertitude et la fiabilité, des
modèles à interfaces diffuses, liées à deux expériences reproduisant des accidents industriels :
l’expérience de Canon et l’expérience de Simpson. L’objectif de cette étude est alors de détermi-
ner les paramètres permettant aux modèles de reproduire au mieux les résultats expérimentaux.
— Dans un premier temps, nous nous sommes consacrés à l’utilisation de la méthode de
propagation des ondes afin de résoudre et comparer les modèles diphasiques à quatre
et six équations. Nous avons présenté les solveurs de Riemann HLLC que nous avons
utilisés ainsi que les procédures de relaxation permettant de résoudre les systèmes com-
prenant les termes sources modélisant les transferts entre les phases. Les résultats ont
alors été comparés pour différentes configurations unidimensionnelles et bidimension-
nelles. Les résultats obtenus valident la propriété des modèles à coïncider dans le cas où
les temps de relaxation des températures et des pressions peuvent être considérés comme
instantanés. En outre, le modèle à six équations, étant plus diffus, permet une résolution
plus robuste.
— Ensuite nous avons procédé à l’extension des méthodes aux résidus distribués. Celle-ci a
été effectuée avec le modèle à quatre équations écrit sous forme non-conservative. Notre
méthode a alors été comparée à la résolution sous forme conservative en utilisant la mé-
thode de propagation des ondes. Les résultats ont permis de vérifier la convergence de
notre méthode vers la bonne solution. En outre l’utilisation d’une méthode à postériori
143
6.4. EXPÉRIENCE DE SIMPSON 144
nous a alors permis d’obtenir une méthode très efficace même pour des maillages forte-
ment non-structurés. La méthode a alors pu être appliquée à un problème en géométrie
complexe discrétisé avec un maillage fortement non-structuré et à permis d’obtenir des
résultats d’ordre élevés et présentant peu d’oscillations.
— Finalement, nous avons étudié la variabilité des modèles à quatre et six équations sur des
expériences réelles de cas industriels en prenant en compte les incertitudes du système.
Les résultats obtenus sont cohérents avec les résultats expérimentaux mais présentent
quelques défauts. Nous avons alors utilisé des techniques de quantification d’incertitude
afin de mieux cibler l’origine des problèmes. Nous tirons de cette étude que pour l’ex-
périence de Canon les erreurs viennent majoritairement de l’équation d’état. En ce qui
concerne l’expérience de Simpson, celle-ci pourrait être améliorée en incluant l’effet de
la viscosité dans nos modèles.
Perspectives et travaux futurs
Il y a de nombreuses pistes pour continuer ce travail.
En ce qui concerne la comparaison des méthodes diphasiques à interfaces diffuses on peut
imaginer :
— Comparer les résultats obtenus pour les modèles diphasiques à quatre et à six équations
pour des écoulements diphasiques véritables (fraction volumique proche de 0.5). Cela
permettrait de quantifier l’erreur due à la résolution du terme non-conservatif par rapport
à la solution conservée donnée par le système à quatre équations pour des écoulements
ne pouvant pas être résolus analytiquement. Nous rappelons que pour que les systèmes
à quatre et six équations aient la même solution forte, il est nécessaire de considérer des
transferts mécaniques et thermiques instantanés.
— De la même manière on pourrait comparer les résultats donnés par le modèle à cinq
équations avec les modèles diphasiques à quatre et à six equations. En effet, cette étude
pourrait être intéressante en raison du terme non-conservatif très complexe de ce mo-
dèle. On pourrait alors comparer les résultats du modèle à cinq équations avec le modèle
à six équations en prenant en compte des transferts mécaniques instantanés. Cette com-
paraison serait en premier temps avec des écoulements diphasiques non véritables, la
solution du modèle à six équations étant alors similaire à la solution forte du problème
on pourrait observer l’erreur du modèle à cinq équations pour des problèmes complexes
où la solution exacte n’est pas connue. Puis dans un second temps avec des écoule-
ments diphasiques véritables, pour des problèmes où la solution exacte est connue, on
pourrait alors comparer l’erreur due au traitement des termes non-conservatifs des deux
modèles. Dans un second temps, en considérant des transferts mécaniques et thermiques
instantanés on pourrait alors comparer pour des écoulements diphasiques véritables les
erreurs dues aux traitements des termes non-conservatifs pour les modèles à cinq et six
équations avec les résultats conservés du modèle à quatre équations.
En ce qui concerne le développement des méthodes aux résidus distribués on peut citer :
— Développer le code de calcul afin d’effectuer des calculs d’ordre très élevé (trois et plus).
Cela est facilement achevable. En effet dans [59], la méthode de discrétisation spatiale
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est facilement étendue afin d’obtenir des méthodes d’ordre trois et quatre. Les résultats
obtenus avec les équations d’Euler pour des maillages fortement non-structurés sont
excellents.
— On peut, en outre, évoquer la possibilité d’ajouter les effets de la viscosité du calcul.
Dans [47], les ingrédients pour une discrétisation d’ordre très élevé des termes de visco-
sité sont proposés. En revanche, l’efficacité de ces méthodes a uniquement été démontrée
pour des problèmes stationnaires.
— On peut évidemment imaginer appliquer les méthodes aux résidus distribués à des mo-
dèles plus complets comme le modèle à six équations ou le modèle à sept équations.
Toutefois, ces modèles n’ayant pas de forme conservative, nous ne pouvons alors pas
utiliser la méthode proposée dans [68] pour assurer la conservation du problème.
En ce qui concerne la simulation de cas réels comme l’expérience de Canon ou l’expérience
de Simpson, plusieurs études seraient intéressantes :
— Pour l’expérience de Canon, nous pourrions utiliser une équation d’état plus performante
comme la loi d’état IAPWS [66]. En effet, dans [96] nous voyons qu’en jouant avec
la vitesse des transferts de masse nous pouvons obtenir des résultats très satisfaisants
pour le problème SuperCanon. On peut ainsi imaginer réaliser avec cette loi d’état une
nouvelle analyse d’incertitude en faisant varier les différentes constantes de la relation
(6.15).
— En ce qui concerne la reproduction de l’expérience de Simpson, reproduire l’expérience
en deux dimensions semble nécessaire pour ne plus avoir le problème que nous avons eu
concernant la détermination des fractions volumiques du conteneur comme cela est fait
dans [120]. En outre, inclure les effets de la viscosité semble nécessaire pour résoudre
ce cas test.
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Annexe A
Détermination des conditions aux limites
pour un mur impénétrable
A.1 Détermination des vecteurs propres
On considère le référentiel (−→n ,−→t ) défini tel que :
−→n = nx−→x +ny−→y ,−→t =−ny−→x +nx−→y . (A.1)
Le jacobien dans la direction de la normale (−→n ) est alors donné par l’expression (A.2) :
M=

y2un −y1un y1 0 0
−y2un y1un y2 0 0
∂P
∂α1ρ1
+ q
2
2
∂P
∂e −u2n ∂P∂α2ρ2 +
q2
2
∂P
∂ε −u2n 2un−un ∂P∂ε −ut ∂P∂ε ∂P∂ε
−unut −unut ut un 0
−unH +un( ∂P∂α1ρ1 +
q2
2
∂P
∂ε ) −unH +un( ∂P∂α2ρ2 +
q2
2
∂P
∂ε ) H−u2n ∂P∂ε −unut ∂P∂ε un+un ∂P∂ε

,
(A.2)
avec : 
un = nxu+nyv,
ut =−nyu+nxv,
dP = ∂P∂ε dε+
∂P
∂α1ρ1
dα1ρ1+ ∂P∂α2ρ2 dα2ρ2,
H = E+Pρ ,
q2 = u2n+u
2
t .
(A.3)
La matrice (A.2) est alors caractérisée par les valeurs propres (A.4) :
λ1,2,3 = un; λ4 = un−a; λ5 = un+a,avec la vitesse du son a =√Y1 ∂P∂α1ρ1 +Y2 ∂P∂α2ρ2 +(H− q22 )∂P∂ε . (A.4)
Et les vecteurs propres (A.5) :
I
A.2. MISE EN FORME DU SOLVEUR DE ROE II
K1 =

1
0
un
ut
q2
2 −
∂P
∂α1ρ1
− ∂P∂ε

;K2 =

0
1
un
ut
q2
2 −
∂P
∂α2ρ2
− ∂P∂ε

;K3 =

0
0
0
1
−ut
 ;
K4 =

y1
y2
un−a
ut
H−una
 ;K5 =

y1
y2
un+a
ut
H +una
 .
(A.5)
A.2 Mise en forme du solveur de Roe
A.2.1 Moyenne de Roe
Les moyennes de Roe entre les états L et R sont données par :
un =
√ρLuLn +
√ρRuRt√ρL+√ρR ;ut =
√ρLuLt +
√ρRuRt√ρL+√ρR ;
y1,2 =
√ρLyL1,2+
√ρRyR1,2√ρL+√ρR ;H =
√ρLHL+√ρRHR√ρL+√ρR ;ρ =
√
ρLρR;
∆K = KL−KR.
(A.6)
En outre on a les relations entre les variables moyennées :
∆( f g) = f∆g+g∆ f ,
f g = f g.
(A.7)
avec :
f =
√ρL fL+√ρR fR√ρL+√ρR ,
f =
√ρR fL+√ρL fR√ρL+√ρR .
(A.8)
On pose en outre la vitesse du son moyennée : a2 = y1 ∂P∂α1ρ1 + y2
∂P
∂α2ρ2
+ ∂P∂ε (H−q2)
Nous allons maintenant démontrer la consistance du jacobien moyenné avec la conservation
des flux et en déduire quelques relations utiles entre les valeurs moyennées de Roe. Dans les
calculs qui suivent on remplace un par u et on utilise le jacobien ramené en une dimension.
A.2.2 Consistance du transport des densités partielles
On veut démontrer que : ∆(α1ρ1u) = y2u∆(α1ρ1)− y1u∆(α2ρ2)+ y1∆(ρu).
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Comme y1∆(ρu) = y1ρ∆u+ y1u∆(α1ρ1)+ y1u∆(α2ρ2),
Et y1ρ∆u = α1ρ1∆u,
On a donc y2u∆(α1ρ1)− y1u∆(α2ρ2)+ y1∆(ρu) = u∆(α1ρ1)+α1ρ1∆u.
Puisque ∆(ρ1α1u) = u∆(α1ρ1)+α1ρ1∆u
La relation ∆(α1ρ1u) = y1u∆(α1ρ1)− y1u∆(α2ρ2)+ y1∆(ρu) est vérifiée et consistante.
A.2.3 Consistance de la quantité de mouvement
L’égalité entre le flux de la quantité de mouvement normale et le jacobien des valeurs
moyennées donne l’égalité :
∆(ρu2+P) = (
∂P
∂α1ρ1
∆α1ρ1+
∂P
∂α2ρ2
∆α2ρ2+
∂P
∂ε
∆ε)
+
∂P
∂ε
(∆(
ρu2
2
)−u∆(ρu)+ 1
2
u2∆ρ)
+2u∆(ρu)−u2∆ρ.
(A.9)
On cherche à démontrer que : ∆P = ∂P∂α1ρ1∆α1ρ1+
∂P
∂α2ρ2
∆α2ρ2+ ∂P∂ε ∆ε .
Pour cela nous allons montrer que :∂P∂ε (∆(
ρu2
2 )−u∆(ρu)+ 12u2∆ρ) = 0
2u∆(ρu)−u2∆ρ = ∆(ρu2)
(A.10)
Commençons par la première relation :
on part de : ∆(ρu2)−2u∆(ρu)+u2∆ρ,
Puisque : ∆(ρu2) = u∆(ρu)+ρu∆u,
On obtient alors : ∆(ρu2)−2u∆(ρu)+u2∆ρ = ρu∆u+u2∆ρ−u∆(ρu),
Puisque : ρ∆u+u∆ρ = ∆(ρu),
On obtient alors : ∆(ρu2)−2u∆(ρu)+u2∆ρ = 0.
(A.11)
Pour la seconde relation :
∆(ρu2) = ρu∆u+u∆(ρu),
Or : ∆(ρu) = ρ∆u+u∆ρ,
On introduit cette expression et on obtient alors : ∆(ρu2) = 2u∆(ρu)−u2∆ρ.
(A.12)
On en déduit alors les relations :
— ∆P = ∂P∂α1ρ1∆α1ρ1+
∂P
∂α2ρ2
∆α2ρ2+ ∂P∂ε ∆ε
— ∆(ρu2) = 2u∆(ρu)−u2∆ρ
Et le jacobien est alors consistant avec le flux de la quantité de mouvement si la condition
sur la pression est vérifiée.
A.3. DÉTERMINATION DES COEFFICIENTS ENTRE LES SAUTS ET LES VECTEURS PROPRES IV
A.2.4 Relation sur l’énergie moyennée
On veut démontrer l’égalité entre le flux de l’énergie totale et le jacobien des valeurs moyen-
nées sur l’énergie totale :
∆u(E +P) = u(−H + ∂P
∂α1ρ1
+
u2
2
∂P
∂ε
)∆(α1ρ1)+u(−H + ∂P∂α2ρ2 +
u2
2
∂P
∂ε
)∆(α2ρ2)
+(H−u2∂P
∂ε
)∆(ρu)+(u+u
∂P
∂ε
)∆E.
(A.13)
D’une part : u∂P∂ε ∆E = u
∂P
∂ε ∆ε+
1
2u
∂P
∂ε ∆(ρu
2).
En outre nous avons démontré que ∆P = ∂P∂α1ρ1∆α1ρ1+
∂P
∂α2ρ2
∆α2ρ2+ ∂P∂ε ∆ε
Le second membre de (A.13) se réécrit donc :
−uH∆ρ+u∆P+H∆(ρu)+u∆E +u∂P∂ε (u
2
2 ∆ρ−u∆(ρu)+∆ρu
2
2 ).
Puisque : ∆ρu
2
2 =
1
2(ρu)
2∆( 1ρ )+
1
2ρ∆(ρu)
2 =−12u2∆ρ+u∆(ρu),
Le second membre de (A.13) se réécrit alors :
−uH∆ρ+u∆P+H∆(ρu)+u∆E.
Passons au premier membre de (A.13) : ∆(u(E +P)) = ∆((ρu)H) = H∆(ρu)+ρu∆H
Puisque : ρu∆H = ρu∆E+Pρ = u∆(E +P)−uE+Pρ ∆ρ = u∆E +u∆P−uH∆ρ ,
On trouve : ∆(u(E +P)) =−uH∆ρ+u∆P+H∆(ρu)+u∆E.
Ce qui valide la consistance de nos valeurs moyennées sur l’énergie totale du système.
On peut en outre conclure que la seule contrainte à respecter afin d’assurer la consistance
du problème est la condition sur la différence des pressions :
∆P =
∂P
∂α1ρ1
∆α1ρ1+
∂P
∂α2ρ2
∆α2ρ2+
∂P
∂ε
∆ε. (A.14)
A.3 Détermination des coefficients entre les sauts et les vec-
teurs propres
Avant de calculer les flux, il est nécessaire de déterminer les coefficients α reliant les sauts
des variables aux vecteurs propres selon la relation :
∆u =
5
∑
i=1
αiK(i). (A.15)
Les calculs sont effectués en omettant les moyennes de Roe pour alléger les calculs. En
outre on notera Pr1 = ∂P∂α1ρ1 , Pr2 =
∂P
∂α2ρ2
, Pe = ∂P∂ε . On pose aa = α4+α5 et bb = α5−α4. Le
système d’équations à résoudre est donné par :
(1) : α1+ y1aa = ∆α1ρ1;
(2) : α2+ y2aa = ∆α2ρ2;
(3) : un(α1+α2)+unaa+abb = ∆ρun;
(4) : ut(α1+α2)+α3+utaa = ∆ρut ;
(5) : q
2
2 (α1+α2)− Pr1Pe α1− Pr2Pe α2+utα3+Haa+unabb = ∆E.
(A.16)
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L’opération (1)ut +(2)ut donne : ut(α1+α2)+utaa = ut∆ρ .
L’équation (4) se simplifie alors en : α3+ut∆ρ = ∆ρut .
On obtient alors α3 = ρ∆ut .
On cherche maintenant à déterminer aa et bb.
(1)+(2) donne : α1+α2 = ∆ρ−aa
L’équation (3) se réécrit alors un(∆ρ−aa)+unaa+abb = ∆ρun.
L’équation (4) se réécrit alors ut(∆ρ−aa)+ρ∆ut +utaa = ∆ρut .
En effectuant l’opération (3)ut− (4)un on a alors : autbb−ρun∆ut = ut∆ρun−un∆ρut .
Cela se réécrit : autbb = ρut∆un.
On obtient finalement : bb = ρ∆una .
Pour calculer aa, on utilise la relation (5), de même on remplace :α1+α2 = ∆ρ−aa.
L’équation devient alors :
(5) :q
2
2 (∆ρ − aa)− Pr1Pe (∆α1ρ1− y1aa)− Pr2Pe (∆α2ρ2− y2aa)+ρut∆ut +Haa+ρun∆un =
∆E.
Or aa(H− q22 )+ y1Pr1Pe + y2Pr2Pe = aa a
2
Pe .
Et ρun∆un = 12ρ∆u
2
n =
1
2∆ρu
2
n− u
2
n
2 ∆ρ et ρut∆ut =
1
2ρ∆u
2
t =
1
2∆ρu
2
t − u
2
t
2 ∆ρ .
On peut alors ainsi réécrire (5) : aa(a2)− (Pr1∆α1ρ1+Pr2∆α2ρ2+Pe∆e) = 0.
Puisque ∆P = Pr1∆α1ρ1+Pr2∆α2ρ2+Pe∆e,
On obtient finalement aa = ∆Pa2 . Les autres valeurs de α suivent aisément.
On reprenant la notation des moyennes de Roe on a alors :
α1 = ∆α1ρ1− y1∆Pa2 ;α2 = ∆α2ρ2− y2
∆P
a2
;α3 = ρ∆ut ;
α4 =
1
2
(
∆P
a2
−ρ∆un
a
);α5 =
1
2
(
∆P
a2
+ρ
∆un
a
)
(A.17)
A.4 Détermination du flux
On veut calculer le flux (A.18) :
F(qcl).−→n = 1
2
(FR+FL)− 12
5
∑
i=1
αiλiKi (A.18)
R est l’état de la condition aux limites, L est l’état connu du domaine. Pour modéliser une
condition aux limites de mur impénétrable on pose :
(α1ρ1)(qcl) = (α1ρ1)(q)
(α2ρ2)(qcl) = (α2ρ2)(q)
(ρ−→u .−→n )(qcl) =−(ρ−→u .−→n )(q)
(ρ−→u .−→t )(qcl) = (ρ−→u .−→t )(q)
(E)(qcl) = (E)(q)
(A.19)
On a alors ∆un = 2uLn , ∆P = 0,∆α1ρ1 = 0,∆α2ρ2 = 0.
En outre les moyennes de Roe deviennent un = 0, ut = uLt ,ρ = ρL. On omet l’indice L dans
la suite du développement.
A.4. DÉTERMINATION DU FLUX VI
Le terme −12 ∑5i=1αiλiKi devient alors :
−1
2
ρun

y1
y2
−a
ut
H
−
1
2
ρun

y1
y2
+a
ut
H
=

−ρuny1
−ρuny2
0
−ρunut
−ρunH
 . (A.20)
Le terme 12(FL+FR) quant à lui vaut :
1
2
(FL+FR) =
1
2

ρuny1
ρuny2
ρunun+P
ρunut
ρunH
+
1
2

−ρuny1
−ρuny2
ρunun+P
−ρunut
−ρunH
=

0
0
ρu2n+P
0
0
 (A.21)
On a donc selon (A.18) le flux de la condition aux limites donné par la relation (A.22) :
F(qcl).−→n =

−ρuny1
−ρuny2
ρu2n+P
−ρunut
−ρunH
 (A.22)
Le terme F(q).−→n est quant à lui donné par l’expression (A.23) :
F(q).−→n =

ρuny1
ρuny2
ρu2n+P
ρunut
ρunH
 (A.23)
On peut finalement déterminer le résidu F(q).−→n −F(qcl).−→n :
F(q).−→n −F(qcl).−→n =

2ρuny1
2ρuny2
0
2ρunut
2ρunH
 (A.24)
En passant du repère (n,t) au repère (x,y) l’expression est alors donnée par (A.25) :
F(q).−→n −F(qcl).−→n =

2ρuny1
2ρuny2
−2ρunutn(y)
2ρunutn(x)
2ρunH
 (A.25)
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Remarque : dans notre cas il n’est pas nécessaire de calculer les dérivés partielles de la pres-
sion ∂P∂α1ρ1 ,
∂P
∂α2ρ2
et ∂P∂ε . En outre puisque les densités partielles et l’énergie interne ne varient
pas, celles-ci sont par conséquent nulles et le saut de pression est nul. La condition (A.14) est
alors toujours vérifiée. Dans un cadre plus général, il serait alors nécessaire de calculer les déri-
vés partielles de manière à ce que la relation (A.14) soit respectée et pouvoir calculer la vitesse
du son a, le lecteur peut se référer à [6] où une méthode est présentée pour le modèle à quatre
équations.
Titre : Sche´mas aux re´sidus distribue´s et me´thodes a` propagation des ondes pour la simulation d’e´coulements
compressibles diphasiques avec transfert de chaleur et de masse
Mots cle´s : e´coulements diphasiques, mode`le a` transition de phase, cavitation, sche´mas aux re´sidus dis-
tribue´s, quantification d’incertitude
Re´sume´ : Ce travail a pour the`me la si-
mulation nume´rique d’e´coulements diphasiques
dans un contexte industriel. En effet, la simula-
tion d’e´coulements diphasiques est un domaine
qui pre´sente de nombreux de´fis, en raison de
phe´nome`nes complexes qui surviennent, comme la
cavitation et autres transferts entre les phases. En
outre, ces e´coulements se de´roulent ge´ne´ralement
dans des ge´ome´tries complexes rendant difficile
une re´solution efficiente. Les mode`les que nous
conside´rons font partie de la cate´gorie des mode`les
a` interfaces diffuses et permettent de prendre en
compte aise´ment les diffe´rents transferts entre les
phases. Cette classe de mode`les inclut une hie´rarchie
de sous-mode`les pouvant simuler plus ou moins
d’interactions entre les phases. Pour mener a` bien
cette e´tude nous avons en premier lieu compare´
les mode`les diphasiques dits a` quatre e´quations et
six e´quations, en incluant les effets de transfert de
masse. Nous avons ensuite choisi de nous concen-
trer sur le mode`le a` quatre e´quations. L’objectif majeur
de notre travail a alors e´te´ d’e´tendre les me´thodes
aux re´sidus distribue´s a` ce mode`le. Dans le contexte
des me´thodes de re´solution nume´rique, il est courant
d’utiliser la forme conservative des e´quations de bilan.
En effet, la re´solution sous forme non-conservative
conduit a` une mauvaise re´solution du proble`me. Ce-
pendant, re´soudre les e´quations sous forme non-
conservative peut s’ave´rer plus inte´ressant d’un point
de vue industriel. Dans ce but, nous utilisons une ap-
proche de´veloppe´e re´cemment permettant d’assurer
la conservation en re´solvant un syste`me sous forme
non-conservative, a` condition que la forme conserva-
tive soit connue. Nous validons ensuite notre me´thode
et l’appliquons a` des proble`mes en ge´ome´tries com-
plexes. Finalement, la dernie`re partie de notre travail
est de´die´e a` e´tudier la validite´ des mode`les a` inter-
faces diffuses pour des applications a` des proble`mes
industriels re´els. On cherche alors, en utilisant des
me´thodes de quantification d’incertitude, a` obtenir
les parame`tres rendant nos simulations les plus vrai-
semblables et cibler les e´ventuels de´veloppements
pouvant rendre nos simulations plus re´alistes.
Title : Residual distribution schemes and wave propagation methods for the simulation of two-phase com-
pressible flows with heat and mass transfer
Keywords : two-phase flows, transition modelling, cavitation, residual distribution scheme, uncertainty quan-
tification
Abstract : The topic of this thesis is the numerical
simulation of two-phase flows in an industrial frame-
work. Two-phase flows modelling is a challenging do-
main to explore, mainly because of the complex phe-
nomena involved, such as cavitation and other trans-
fer processes between phases. Furthermore, these
flows occur generally in complex geometries, which
makes difficult the development of efficient resolu-
tion methods. The models that we consider belong to
the class of diffuse interface models, and they allow
an easy modelling of transfers between phases. The
considered class of models includes a hierarchy of
sub-models, which take into account different levels of
interactions between phases. To pursue our studies,
first we have compared the so-called four-equation
and six-equation two-phase flow models, including the
effects of mass transfer processes. We have then cho-
sen to focus on the four-equation model. One of the
main objective of our work has been to extend resi-
dual distribution schemes to this model. In the context
of numerical solution methods, it is common to use the
conservative form of the balance law. In fact, the so-
lution of the equations under a non-conservative form
may lead to a wrong solution to the problem. Nonethe-
less, solving the equations in non-conservative form
may be more interesting from an industrial point of
view. To this aim, we employ a recent approach, which
allows us to ensure conservation while solving a non-
conservative system, at the condition of knowing its
conservative form. We then validate our method and
apply it to problems with complex geometry. Finally,
the last part of our work is dedicated to the evalua-
tion of the validity of the considered diffuse interface
model for applications to real industrial problems. By
using uncertainty quantification methods, the objec-
tive is to get parameters that make our simulations the
most plausible, and to target the possible extensions
that can make our simulations more realistic.
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