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MONODROMY APPROACH TO THE SCALING
LIMITS IN THE ISOMONODROMY SYSTEMS
ANDREI A. KAPAEV
Abstract. The isomonodromy deformation method is applied to
the scaling limits in the linearN×N matrix equations with rational
coefficients to obtain the deformation equations for the algebraic
curves which describe the local behavior of the reduced versions for
the relevant isomonodromy deformation equations. The approach
is illustrated by the study of the algebraic curve associated to the n-
large asymptotics in the sequence of the bi-orthogonal polynomials
with cubic potentials.
1. Introduction
It is well known that, in certain asymptotic limits, the classical
Painleve´ equations [1] reduce to elliptic ones. For instance, the Painleve´
sixth equation,
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with the large parameters cj , j = 1, . . . , 4, after the changes x = t0+δτ ,
cj = δ
−2aj + δ
−1bj , where t0, aj, bj = const, turns at δ = 0 into an
autonomous equation which has the first integral
D0 =
t20(t0 − 1)
2
2y(y − 1)(y − t0)
y2τ−a1y+a2
t0
y
+a3
t0 − 1
y − 1
+a4
t0(t0 − 1)
y − t0
. (1.1)
The asymptotics of the classical Painleve´ transcendents w.r.t. parame-
ters or initial data were studied in numerous works, see [2] for extended
but not exhaustive bibliography. The limit transitions of such kind are
called below the scaling limits.
The most effective to this date approach to the scaling limits in the
Painleve´ transcendents is based on the monodromy representation for
the latter [3, 4]. In [2], the isomonodromy deformation technique of [5]
was adapted to the study of the scaling limits in the equations of the
isomonodromy deformations for the 2×2 matrix linear first order ODEs
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with rational coefficients. In particular, the results of [2] imply that
the modular parameters determining the limiting (hyper)elliptic curve
for the asymptotic solution of the isomonodromy deformation equation
like D0 in (1.1) are not arbitrary constants but certain functions of all
the deformation parameters. These functions are uniquely determined
by the system of transcendent modulation equations
Re
∮
ℓ
µ(λ) dλ = const, (1.2)
where ℓ is an arbitrary closed path on the Riemann surface of the
relevant spectral curve.
Below, this result will be extended to the scaling limits in the isomon-
odromy deformation systems for N×N matrix linear ODEs with ratio-
nal coefficients. The work is motivated by recent developments in the
theory of coupled random matrices. Indeed, while the statistic prop-
erties of the ensembles of the single random matrices can be given in
terms of the asymptotics of the semi-classical orthogonal polynomials,
see [6, 7], which give rise to the linear first order 2 × 2 matrix ODEs
with rational coefficients [8], the ensembles of the coupled random ma-
trices in the very similar way give rise to the bi-orthogonal polynomials
[9, 10, 11] and the linear N ×N matrix ODEs [10].
The paper is organized as follows. In Section 2, we recall the basic
facts in the isomonodromy deformations of the linear matrix equations
with rational coefficients, introduce the notion of the scaling limits
in such systems and describe the WKB approach to their asymptotic
solutions. In Section 3, we find the modulation equations for the non-
singular asymptotic spectral curve and prove their unique solvability.
In Section 4, we illustrate our approach using a particular 3 × 3 ma-
trix equation satisfied by the bi-orthogonal polynomials for the cubic
potentials.
2. The isomonodromy systems with a large parameter
In this section, following [12, 13, 3], we recall the basic notions of the
theory of the linear matrix differential equations. Consider an N ×N
matrix first order ODE,
dΨ
dλ
= A(λ)Ψ, A(λ) =
n∑
ν=1
rν∑
k=0
Aν,−k
(λ− a(ν))k+1
−
r∞∑
k=1
A∞,−kλ
k−1. (2.1)
We call equation (2.1) generic if the eigenvalues of Aν,−rν are distinct
for rν 6= 0 and if they are distinct modulo integers for rν = 0. Without
loss of generality, λ = ∞ is the singular point of the highest Poincare´
rank, i.e. r∞ ≥ rν , ν = 1, . . . , n. Assume that (2.1) is generic and
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A∞,−r∞ is diagonal (for the non-generic situations, see [13]). Then,
near the singularity a(ν), equation (2.1) has the formal solution
Ψν(λ) = W
(ν)Ψˆ(ν)(λ)eθ
(ν)(λ), ν = 1, . . . , n,∞,
Ψˆ(ν)(λ) = I +
∞∑
j=1
ψ
(ν)
j ξ
j, θ(ν)(λ) =
rν∑
j=1
x
(ν)
−j
ξ−j
(−j)
+ x
(ν)
0 ln ξ,
(2.2)
where ξ = λ− a(ν) for a finite singularity a(ν) and ξ = 1/λ for infinity.
The matrix coefficients ψ
(ν)
j and the diagonal matrix coefficients x
(ν)
−j of
the formal expansion (2.2) are determined uniquely by the eigenvector
matrix W (ν) of Aν,−rν .
The ratio Ψ˜−1(λ)Ψ(λ) of any two solutions Ψ and Ψ˜ of (2.1) does
not depend on λ. The ratios of the fundamental solutions normalized
by (2.2) are called the monodromy data.
The set of deformation parameters is specified for generic equation
(2.1) in [3] (for non-generic equations in [14]). These parameters in-
clude the positions a(ν) of the singular points and the entries of the
diagonal matrices x
(ν)
−j , j 6= 0, for θ
(ν)(λ) in (2.2). All these quantities
form together the vector x of the deformation parameters. Remain-
ing parameters x
(ν)
0 , ν = 1, . . . ,∞, are called the formal monodromy
exponents. The latter satisfy the Fuchs’ identity,
n∑
ν=1
Tr x
(ν)
0 + Tr x
(∞)
0 = 0. (2.3)
Remark 2.1. Using the linear transformations of the complex λ-plane,
one can fix the positions of two of the finite singular points or to fix
two of the entries (x
(ν)
−j )kk. Using the scalar gauge transformation, one
can get TrA(λ) ≡ 0 and therefore Trx
(ν)
−j = 0. The orbits of the above
transformations are called the essential deformation parameters.
Let d denote the exterior differentiation w.r.t. entries of x. In accord
with [3], the monodromy data of the generic equation (2.1) do not
depend on x if and only if there exist 1-forms Ω and Θ(ν) such that the
fundamental solutions above additionally satisfy equations
dΨ = ΩΨ, dW (ν) = Θ(ν)W (ν), ν = 1, . . . , n,∞. (2.4)
Then the compatibility condition of (2.1), (2.4),
dA =
∂Ω
∂λ
+ [Ω, A], dΩ = Ω ∧ Ω, (2.5)
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is the completely integrable differential system whose fixed singularities
are the planes a(ν) = a(ρ), ν 6= ρ, (x
(ν)
j )ii = ∞, (x
(ν)
−rν )ii = 0, (x
(ν)
−rν )ii =
(x
(ν)
−rν)jj if i 6= j, rν 6= 0. The generic 2 × 2 system (2.5) admitting the
only one deformation parameter is equivalent to one of the classical
Painleve´ equations.
2.1. Scaling limits in the isomonodromy systems. Let A(λ) de-
pend on an additional parameter δ,
a(ν) = δκ(b(ν) + δc(ν)), κ = const, ν = 1, . . . , n,
Aν,−k = δ
kκ−1Bν,−k, A∞,−k = δ
−kκ−1B∞,−k, k = 0, . . . , rν ,
(2.6)
where Bν,−k, k = 0, . . . , rν, ν = 1, . . . , n,∞, are ascending Erdelyi
series in δ such that, for generic equation (2.1),
x
(ν)
−k = δ
kκ−1(t
(ν)
−k + δτ
(ν)
−k ), x
(∞)
−k = δ
−kκ−1(t
(∞)
−k + δτ
(∞)
−k ). (2.7)
The constants b(ν) and the entries of t
(ν)
−k, k 6= 0, form the vector t for the
center of the asymptotic domain in the parameter space as δ → +0.
Inequalities |c(ν)|, ‖τ
(ν)
−k ‖ < const, or simply ‖τ‖ < const, yield the
range of the “local” deformations. The entries of t are usually called
the “slow” variables, while the entries of τ are called the “quick” or
“fast” variables. The entries of the vectors t
(ν)
0 and τ
(ν)
0 for the formal
monodromy exponents form the vectors α and β, respectively.
Substituting (2.6) and λ = δκζ into (2.1), (2.4), we find
dΨ
dζ
= δ−1B(ζ)Ψ, dΨ = ωΨ, (2.8)
B(ζ) =
n∑
ν=1
rν∑
k=0
Bν,−k
(ζ − b(ν) − δc(ν))k+1
−
r∞∑
k=1
B∞,−kζ
k−1,
whose compatibility reads
dB = [ω,B] + δ
∂ω
∂ζ
, dω = ω ∧ ω. (2.9)
Remark 2.2. If r∞ 6= 0 and (x
(∞)
−r∞)11 does not depend on δ then κ =
−1/r∞. If all the singularities are Fuchsian, i.e. rν = 0, ν = 1, . . . , n,∞,
one may put for simplicity κ = 0.
Remark 2.3. Following [15, 8], it is possible to construct a Schlesinger
transformation chain yielding x
(ν)
0 = ρ
(ν) + l(ν) with constant ρ(ν) ∈
C
N and l(ν) ∈ ZN . Taking ‖l(ν)‖ and δ−1 large and comparable,
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limδ→+0 l
(ν) δ = t
(ν)
0 = const, one writes x
(ν)
0 = δ
−1t
(ν)
0 + τ
(ν)
0 where
τ
(ν)
0 ∈ C
N is bounded as δ → +0, and
t
(ν)
0 ∈ R
N . (2.10)
This allows us to interpret Re (t
(ν)
0 )jj as the discrete deformation pa-
rameters with the step O(δ), see below.
Remark 2.4. The scaling parameter δ is defined up to a positive factor
which gives rise to a scaling freedom in the set of the “slow” variables.
Below, we assume that this scaling freedom is eliminated by a normal-
ization of one of the non-trivial “slow” deformation parameters.
2.2. Complex WKBmethod. Here we recall the idea of the complex
WKB method following in principal [12, 13]. Consider (2.8) as δ → 0
assuming that the coefficients of B(ζ) remain bounded. Let T and Λ0
be the eigenvector and eigenvalue matrices for B(ζ),
T−1BT = Λ0 = diag(µ1, . . . , µN). (2.11)
Let µj 6= µk, j 6= k. Then the formal expression
Ψ(ζ) = T
∞∑
n=0
δnTn exp
{
δ−1
∫ ζ
ζ0
∞∑
m=0
δmΛm(ξ) dξ
}
, T0 = I, (2.12)
satisfies (2.8) provided the diagonal matrices Λn and the off-diagonal
matrices Tn, n ≥ 1, solve the recursion
[Λ0, T1]− Λ1 = T
−1dT
dλ
,
[Λ0, Tn]− Λn =
n−1∑
m=1
Tn−mΛm + T
−1d(TTn−1)
dλ
, n ≥ 2. (2.13)
Let Γ be the Riemann surface of the algebraic curve
F (ζ, µ) := det(B(ζ)− µI) = 0. (2.14)
The branch points of (2.14) are called the turning points for (2.8). Let
L0 be an open simply connected domain which is the complex ζ-plane
punctured at the singularities of B(ζ), at the turning points and cut
along the segments connecting all the singularities and turning points.
Let L ⊂ L0 be a closed simply connected domain. By construction,
B(ζ) is holomorphic in L, and equation (2.8) has no turning point in
L. Thus all the roots µj(λ) of the characteristic equation (2.14) are
distinct from each other and are holomorphic in L. Therefore there
exists a holomorphic non-special in L matrix T (ζ
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the matrix B(ζ), T−1BT = Λ0 = diag(µ1, . . . , µN). The matrices T ,
T−1, Λn, Tn, are holomorphic and bounded in L [12].
Consider the reduced gauge matrix
T (m) = T
m∑
n=0
δnTn, T0 = I, (2.15)
where Tn are defined by (2.11)–(2.13), and ζ ∈ L. The matrix function
Φ(m) = (T (m))−1Ψ solves the “almost diagonal” equation
Φ
(m)
ζ = δ
−1B(m)Φ(m), B(m)(ζ) =
m∑
n=0
δnΛn + δ
m+1R(m), (2.16)
where R(m)(ζ) is holomorphic and bounded for ζ ∈ L provided δ is
small enough. Define the WKB approximation to (2.16),
Φ
(m)
WKB(ζ) = e
θ(ζ0,ζ), θ(ζ0, ζ) = δ
−1
∫ ζ
ζ0
Λ(m) dζ, Λ(m) =
m∑
n=0
δnΛn,
(2.17)
and introduce the correction function χ(m),
Φ(m)(ζ) = χ(m)(ζ)Φ
(m)
WKB(ζ), (2.18)
and notations
µij = µi − µj, θij(ξ, ζ) =
(
θ(ξ, ζ)
)
ii
−
(
θ(ξ, ζ)
)
jj
,
θˆij(ξ, ζ) = θij(ξ, ζ)− δ
−1
∫ ζ
ξ
µij(s) ds.
(2.19)
The contour γij(ζ) ⊂ L connecting the finite or infinite point ζij with
ζ is called the (i, j)-canonical path if
Re
∫ ζ
ξ
µij(s) ds ≤ 0 ∀ξ ∈ γij(ζ). (2.20)
A closed simply connected domain Cij ⊂ L is called (i, j)-canonical
if there exists such a point ζij ∈ Cij that the contour γij(ζ) ⊂ Cij
connecting ζij with any given point ζ ∈ Cij is homotopy equivalent to a
canonical path. A closed simply connected domain C is called canonical
if it is (i, j)-canonical ∀i, j = 1, . . . , N , i 6= j.
Using the arguments of [12], we thus obtain the following
Theorem 2.1. Let C ⊂ L be a canonical domain. If∫
γij(ζ)
eRe θˆij(ξ,ζ)
∣∣(R(m)(ξ))
ij
∣∣ · |dξ| <∞, ∀i, j = 1, . . . , N, ∀ζ ∈ C,
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then there exist such positive constants C and δ0 that
‖χ(m−1)(ζ)− I‖ ≤ C|δ|m ∀ζ ∈ C, ∀δ ∈ (0, δ0]. (2.21)
In particular, χ(0)(ζ) = I +O(δ).
To construct a canonical domain containing a given point ζ0 ∈ L,
consider a pair of i, j ∈ {1, . . . , N}, i 6= j, and introduce the segment
ℓij ⊂ L of the (i, j)-anti-Stokes level curve-line passing through ζ0:
ℓij =
{
ζ ∈ L : Im
∫ ζ
ζ0
µij(s) ds = 0
}
. (2.22)
Choose two points ζij, ζji ∈ ℓij in such a way that: a) ζ0 ∈ [ζij, ζji];
b) for any ζ ∈ ℓij separating ζij from ζji, the curve-line segment
[ζij, ζ ] ⊂ ℓij is the (i, j)-canonical path, while [ζji, ζ ] ⊂ ℓij is the (j, i)-
canonical path. Introduce the segment ℓ∗ij ⊂ L of the (i, j)-Stokes level
curve-line passing through the point ζ∗ ∈ [ζij , ζji] ⊂ ℓij ,
ℓ∗ij =
{
ζ ∈ L : Re
∫ ζ
ζ∗
µij(s) ds = 0
}
. (2.23)
By construction, the union Cij of all the curve-line segments ℓ
∗
ij,
Cij =
⋃
ζ∗∈[ζij ,ζji]
ℓ∗ij, (2.24)
is the (i, j)- and (j, i)-canonical domain. The boundary of the con-
structed (i, j)-canonical domain Cij is formed by the (i, j)-Stokes level
curve-lines passing through the points ζij and ζji and partially by the
boundary of L. It is worth to note that, near the irregular singularities
of (2.8), the (i, j)-canonical domain Cij can be extended beyond the
boundary of L to fill out certain sector in the complex ζ-plane called
the (i, j)-Stokes sector.
The canonical domain C ∋ ζ0 of validity of Theorem 2.1 is the inter-
section of the above (i, j)-canonical domains Cij ,
C =
⋂
i,j∈{1,...,N}
i 6=j
Cij . (2.25)
The above construction implies that any closed simply connected
domain L ⊂ L0 can be covered by a finite number of the overlapping
canonical domains C(k), k = 1, . . . , K, since the opposite assumption
can be easily brought to a contradiction.
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3. Modulation of the spectral curve
Solutions of the Lax equation dB = [ω,B] are routinely interpreted
as the approximate solutions for (2.9) as δ → 0 [16, 17]. Supplemented
by the eigenvalue problem (2.11), the Lax equation constitutes the basis
for the algebro-geometric integration of the “soliton” equations. How-
ever, in the theory of the “soliton” PDEs, the spectral curve (2.14) is
determined by the initial data, while in the isomonodromy deformation
context it is determined by the original λ-equation (2.1). Moreover the
spectral curve for the typical “soliton” equation is an exact integral of
motion while, in the isomonodromy case, the curve varies,
d(ln det(B − µI)) = δTr (
∂ω
∂ζ
(B − µI)−1) 6≡ 0.
In what follows, we precisely describe the dependence of the algebraic
curve (2.14) on the “slow” variables at δ = 0. Below, the subscript as
denotes the relevant object at δ = 0.
We call the curve (2.14) singular if its topological properties for all
small enough δ 6= 0 differ from those at δ = 0. Given a parameterization
of the curve, we define the discriminant set S in the total parameter
space P as the set determining the singular curve. Also, let F be the
union of the hyper-planes b(ν) = b(ρ), ν 6= ρ, (t
(ν)
−rν )ii = (t
(ν)
−rν)jj, i 6= j,
(t
(ν)
−rν)kk = 0 corresponding to the fixed singularities of (2.9) at δ = 0.
Below, we always assume that our deformation parameters are apart
from the fixed singularities F.
The differential µas(ζ) dζ as well as its derivatives w.r.t. b
(ν) and
entries of t
(ν)
−k, k = 0, . . . , rν, ν = 1, . . . , n,∞, are meromorphic on the
Riemann surface Γas of the curve. All the parameters b
(ν), t
(ν)
−k together
completely determine the singular part of µas(ζ) dζ .
Definition 3.1. The parameter Dj is called modular iff the differential
∂
∂Dj
µas(ζ) dζ is holomorphic on the Riemann surface Γas.
Thus P = T ⊗ D, where T is the subspace of the deformation pa-
rameters t = (t,Reα) (see Remark 2.3 and constraint (2.3)) while D
is the subspace of the remaining parameters D = (D, Imα).
Theorem 3.1. Let (t0,D0) ∈ P\S. Then there exists an open neigh-
borhood U ⊂ T\F of t0 such that, for any closed path ℓ on the Riemann
surface Γas punctured over the points b
(ν), ν = 1, . . . , n,∞,
Jℓ(t,D) := Re
∮
ℓ
µas(ζ) dζ = hℓ ∀t ∈ U , (3.1)
where hℓ = Jℓ(t0,D0) = const.
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Proof. Let ℓζ = π(ℓ) be a projection of the closed path ℓ ⊂ Γ with the
base point (ζ0, µ0) on the punctured complex ζ-plane. Let the integer
m0 be chosen in such a way that the lift ℓˆ of m0ℓζ on Γ be closed for
all branches of µ(ζ0). Consider the analytic continuation of the WKB
approximation (2.12) along ℓˆ. The projection π(ℓˆ) = m0ℓζ is covered by
a finite number of the overlapping canonical domains Ck, k = 1, . . . , s,
Cs+1 = C1, in each of which (2.12) approximates uniformly in ζ an
exact solution Ψk(ζ) of (2.8). Because Ψk+1(ζ) = Ψk(ζ)Gk where Gk
is independent from both ζ and t ∈ T \ F, we obtain
Mℓˆ(Ψs+1(ζ)) = Ψ1(ζ)MℓˆG1 · · ·Gs,
where Mℓˆ is the operator of analytic continuation along m0ℓζ , and Mℓˆ
is the monodromy matrix for Ψ1(ζ) along m0ℓζ . Using for Ψ1(ζ) and
Ψs+1(ζ) our WKB approximation, we find
exp
{
δ−1
∮
ℓˆ
Λ(ζ) dζ
}
= (I +O(δ))G(δ). (3.2)
Since the curve is non-singular, the r.h.s. of (3.2) preserves while t
remains in a neighborhood of t0. Equating the leading orders of the
l.h.s. for (3.2) at t0 and nearby points t, we arrive at (3.1). 
Theorem 3.1 immediately provides us with the following assertion:
Corollary 3.2. Let U ⊂ T \ F be an open domain and let (3.1) holds
true. If the curve F (ζ, µ) = 0 remains non-singular at the boundary
point t1 ∈ ∂U , then there exists an open domain W ⊂ T \ F such that
U ⊂ W, t1 ∈ W, and (3.1) is valid ∀t ∈ W.
For the subsequent discussion, the following assertion is useful:
Proposition 3.3. For any closed path ℓ on Γas punctured over b
(ν),
ν = 1, . . . , n,∞, the integral Jℓ(t,D) is continuous in (t,D) outside
the fixed singularities F of (2.9) and is differentiable in (t,D) outside
the discriminant set S.
Proof. Since the contour ℓ is finite, the continuity of Jℓ(t,D) follows
from the continuity of µas(ζ). If the point (t0,D0) is located apart
from the discriminant set S, then there exists an open neighborhood
V of (t0,D0) such that the spectral curve (2.14) does not degenerate
∀(t,D) ∈ V. Then the differentiability of Jℓ(t,D) at (t0,D0) follows
from the continuous differentiability of µas(ζ). 
Theorem 3.1 and Proposition 3.3 imply
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Corollary 3.4. Let U , Uˆ ⊂ T \ F be adjacent open domains and let
(∂U ∩ ∂Uˆ ) ⊂ T \ F be not empty. If Jℓ(t,D) = hℓ ∀t ∈ U and
Jℓ(t,D) = hˆℓ ∀t ∈ Uˆ , then hℓ = hˆℓ.
In accord with Corollaries 3.2 and 3.4, if the spectral curve (2.14) is
non-singular at the initial point (t0,D0), then the modulation equation
(3.1) is valid in a domain U bounded by the points where the spectral
curve becomes singular. Applicability of (3.1) to a particular solution
of (2.9) beyond this boundary depends on some subtle details in the
initial data or, equivalently, in the relevant monodromy data of the
isomonodromy system (2.8), see [2] and Section 4 below.
Let us discuss now the existence of the function D(t) such that
Jℓ(t,D(t)) ≡ const. Varying the contour ℓ in (3.1), we obtain the
system of equations Jℓj = hj , where the set of contours ℓj form a
homology basis of the Riemann surface of Γas punctured over b
(ν). For
instance, taking for ℓ a small circle cν around
(
b(ν), µj(b
(ν))
)
, we find
Im (t
(ν)
0 )jj = −
1
2π
h(j)cν = const, (3.3)
which contains (2.10) as the particular case h
(j)
cν = 0.
To discuss (3.1) further, it is convenient to impose the conditions
(3.3) and to remove (N−1)(n+1) small circles from the “sufficient” set
of contours. The remaining cycles ℓj, j = 1, . . . , 2g, form a homology
basis of Γas. Also, using (3.3), we exclude the constant parameters
Im t
(ν)
0 from the set of unknowns and assume below that the space D
is g-dimensional complex space of the modular parameters.
Theorem 3.5. Let (t0, D0) ∈ P \S. Then, in an open neighborhood
U ⊂ T \ F of the point t0, the system (3.1), where ℓ runs over the
homology basis {ℓj}
2g
1 of Γas, determines the unique differentiable in
the real sense complex vector function D(t, t¯) such that D(t0, t¯0) = D0.
Proof. Theorem 3.1 and Proposition 3.3 imply that Jℓj (t, D) are the
first integrals of the completely integrable Pfaffian system dJ = 0,
ω
(
dD
dD¯
)
= −Ω
(
dt
dt¯
)
, (3.4)
where ω and Ω are the matrices of the partial derivatives of Jℓj (t, D)
w.r.t. the entries of the vectors D, D¯ and t, t¯, respectively. Here, the
bar means the complex conjugation. Let constant c1 be the determinant
of the transformation of the natural basis { ∂
∂Dj
µas dζ}
g
j=1 into the basis
of the normalized holomorphic differentials, and let Bˆ be the matrix of
the B-periods of the normalized holomorphic differentials. Since ω =
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(
A A¯
B B¯
)
is the matrix of A- and B-periods of the holomorphic differentials
and their complex conjugate, detω = (−2i)g|c1|
2 det
(
Im Bˆ
)
6= 0. Thus
the matrix ω is invertible until F (ζ, µ) = 0 remains non-singular, and
therefore the integral manifold for (3.4) is well parameterized by the
deformation parameters (t, t¯,Reα). 
Remark 3.1. If hℓj = Jℓj (t0, D0) 6= 0 then the cycle ℓj can not collapse,
and the encircled by ℓj branch points can not coalesce. Thus, along
the integral manifold for (3.4), the spectral curve remains non-singular
provided hℓj 6= 0 ∀j = 1, . . . , 2g. This observation ensures the appli-
cability of (3.1), (3.4) and the existence of D(t, t¯) in any connected
domain U ⊂ T \ F containing the initial point t0.
Let Jℓ(t,D) in (3.1) vanish for all closed paths,
Re
∮
ℓ
µas(ζ) dζ = 0, ∀ℓ ⊂ Γas. (3.5)
This system does make sense regardless the choice of the initial point
since there is no need to fix a homology basis. Traditionally, it is called
the Boutroux system. We recall that (3.5) may be not applicable to a
particular solution of (2.9) in certain sectors of P \ S in spite of the
Boutroux system itself does make sense in the whole parameter space
P (using Proposition 3.3, the system (3.5) is interpreted at the points
of the discriminant set S as a continuation from P \S).
Remark 3.2. As the integral manifold for (3.5) meets the discriminant
set S, at least one of the cycles ℓj collapses, and the corresponding
real equation in (3.5) becomes trivial as being replaced by the complex
condition of coalescence of two branch points. Thus, generically, the
intersection of the integral manifold for (3.5) with S has codimR = 1
in the space of the deformation parameters.
Theorem 3.6. There exists the unique solution D(t, t¯) of the Boutroux
system (3.5).
Proof. Here, we give the sketch proof.
Uniqueness. Given t, two solutions D and D′ determine two dif-
ferentials µas dζ and µ
′
as dζ meromorphic on the respective Riemann
surfaces Γas and Γ
′
as. The difference φ = (µas − µ
′
as) dζ is holomorphic
on the covering Riemann surface Gas, and Re
∮
ℓ
φ = 0 for all closed
paths ℓ ⊂ Gas. However, there is no differential φ with such properties.
Existence. Choose a point (t0, D0) ∈ P\S in such a way that h
(0)
j =
Jℓj(t0, D0) 6= 0 for all contours ℓj of a homology basis {ℓj}
2g
1 . Consider
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the extension of (3.4) where 2g real parameters h = (h1, . . . , h2g)
T are
added to the set of the independent variables,
ω
(
dD
dD¯
)
= −Ω
(
dt
dt¯
)
+ dh.
Applying the arguments used in the proof of Theorem 3.5 and taking
into account Remark 3.1, we establish the existence of the function
D(t, t¯, h) ∀t ∈ U ⊂ T \ F and ∀h : hj sgn (h
(0)
j ) > 0, j = 1, . . . , 2g.
The assumption that D(t, t¯, h) is unbounded as h → 0 leads to a
contradiction. From a bounded sequence D(k) = D(t, t¯, h(k)), h(k) → 0,
we extract a convergent subsequence, limm→∞D
(km) = D∗. Then the
continuity of the integrals Jℓj(t, D) w.r.t. D yields Jℓj (t, D
∗) = 0. 
Remark 3.3. Assuming that the monodromy data of the system (2.8)
are generic and do not depend on the scaling parameter δ−1, or this
dependence is weak enough, it is possible to prove that the relevant
spectral curve satisfies the Boutroux system (3.5). Here, we do not
prove this assertion (look for more details and for the proof of this
statement in the case N = 2 in [2]).
4. Modulation equations and the asymptotics of the
bi-orthogonal polynomials
Modulation equations (3.1), (3.5) for the classical Painleve´ equations
were studied in [18, 2]. Here we note that the linear ODEs associ-
ated to the classical Painleve´ equations [3, 4, 5] as well as the similar
equations associated to the semi-classical orthogonal polynomials have
matrix dimension 2×2 [8], thus all the relevant spectral curves are (hy-
per)elliptic. In this section, we discuss the spectral curve for the 3× 3
matrix linear ODE which appears in the theory of the bi-orthogonal
polynomials [9, 10] with the cubic potentials [19],
∂Ψn
∂λ
(λ) = An(λ)Ψn(λ), Ψn+1(λ) = Rn(λ)Ψn(λ),
∂Ψn
∂x
= Un(λ)Ψn,
∂Ψn
∂y
= Vn(λ)Ψn,
∂Ψn
∂t
= Wn(λ)Ψn,
(4.1)
where
Rn(λ) =


λ−an,n
an,n+1
−
an,n−1
an,n+1
−
an,n−2
an,n+1
1 0 0
0 1 0

 ,
An(λ) = −Dn,n+2Rn+1(λ)Rn(λ)−Dn,n+1Rn(λ)−Dn,n−Dn,n−1R
−1
n−1(λ),
Dn,m = t diag
(
bn,m, bn−1,m−1, bn−2,m−2
)
.
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More details can be found in [19] where the Riemann-Hilbert problem
for Ψn(λ) is formulated. The fixed singularities of the relevant com-
pletely integrable system correspond to the infinite values of the defor-
mation parameters x, y, t as well as to t = 0. In the case we are interest-
ing here, the formal monodromy exponents at λ =∞, which is the only
singular point for the λ-equation in (4.1), are equal to n,−n/2,−n/2.
The asymptotics of Ψn(λ) as n → ∞ is of particular importance for
the theory of coupled random matrices. The scaling changes (2.6) with
κ = −1/r∞ = −1/3 and Remark 2.4 imply
λ = δ−1/3ζ, x = δ−2/3(x0 + δx1),
y = δ−2/3(y0 + δy1), t = δ
−1/3(t0 + δt1), n = δ
−1, (4.2)
and yield the system (2.8) with the spectral curve
F (ζ, µ) = µ3 − t30ζ
3 + µ2ζ2 + x0µ
2 + y0t
2
0ζ
2 − (t30 − 1)µζ−
− µD1 − ζD2 −D3 +O(δ) = 0. (4.3)
Generically, this curve has 10 first order branch points and therefore,
via the Riemann-Hurwitz formula, has genus g = 3. Because the mon-
odromy data for Ψn(λ) are independent from n, x, y, t, the curve (4.3)
for a generic solution of (4.1) satisfies (3.5), see Remark 3.3. By Theo-
rem 3.6, given x0, y0, t0, system (3.5) uniquely determines the modular
parameters Dj , j = 1, 2, 3.
The analysis of (3.5) is significantly more involved then the similar
analysis of the elliptic curves associated to the classical Painleve´ equa-
tions, see [18]. Here, we present the results in the numeric study of the
integral sub-manifold for (3.5) parameterized by x0 ∈ C as y0 = x¯0 and
t0 = 1 based on the use of MATLAB 6.1 package.
The graph on the complex x0-plane shown in Figure 1 separates
the regions with different topological properties of the relevant Stokes
graphs. Namely, some of the cycles ℓj existing in the neighboring re-
gions collapse at the points of their common boundary. Our numeric
study suggests that, at the points of the very central triangular domain
in Figure 1, the curve (4.3) subject to (3.5) has genus g = 0, and the
relevant Stokes graph is consistent with the Riemann-Hilbert problem
data of [19]. The latter observation implies the applicability of (3.5)
to the asymptotic study of the Ψ-function for the bi-orthogonal poly-
nomials. In particular, the typical configuration of the branch points
implied by (3.5) suggests that, for x0 6= 0, the asymptotics of Ψn(λ)
involves, in certain domains of the complex λ-plane, the exponential,
Airy and parabolic cylinder functions. For x0 at the boundary of the
central triangular domain in Figure 1, the asymptotics involves also the
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Figure 1. The projection of the integral sub-manifold
y0 = x¯0, t0 = 1 for (3.5) on the x0-plane
Ψ-function associated to the Painleve´ first transcendent. For x0 = 0,
besides exponential and Airy functions, the asymptotic description re-
quires also a third order special function. For the values of x0 beyond
this triangular domain, the relevant Stokes graphs seem not consistent
with the Riemann-Hilbert problem data of [19]. Therefore it is unlikely
that, for x0 beyond the central triangular domain, the system (3.5) can
be applied to the asymptotics of the bi-orthogonal polynomials. The
detailed description of the asymptotics of the bi-orthogonal polyno-
mials, however, is out of the scope of the present paper and will be
published later elsewhere.
Acknowledgments. The work was supported in part by EPSRC
and by RFBR (grant N 02-01-00268). The author thanks A. R. Its for
remarks, T. Grava for discussions and A. S. Fokas for support. The
author is also grateful to the staff of DAMTP, University of Cambridge,
for hospitality during his visit when this work was done.
References
[1] Ince E L 1956 Ordinary differential equations, Dover, New York
MONODROMY APPROACH TO THE SCALING LIMITS 15
[2] Kapaev A A 2002 Monodromy deformation approach to the scaling limit of the
Painleve first equation, CRM Proc. Lect. Notes 32 157–179; nlin.SI/0105002
[3] Jimbo M, Miwa T and Ueno K 1981 Monodromy preserving deformation of
linear ordinary differential equations with rational coefficients, Physica D 2
306–352;
[4] Flaschka H and Newell A C 1980 Monodromy- and spectrum-preserving defor-
mations I, Commun. Math. Phys., 76 65–116
[5] Its A R and Novokshenov V Yu 1986 The Isomonodromy Deformation Method
in the Theory of Painleve´ Equations, Lecture Notes in Mathematics 1191
Springer-Verlag, Berlin-Heidelberg-New York-Tokyo
[6] Mehta M L 1967 Random matrices Academic Press, New York–London
[7] Nevai P 1986 Ge´za Freud, orthogonal polynomials and Christoffel functions.
A case study, it J. Approx. Theory 48 3–167
[8] Fokas A S, Its A R and Kitaev A V 1990 Isomonodromic approach in the
theory of two-dimensional quantum gravity, Usp. Matem. Nauk 45 135–136
1991 Discrete Painleve´ equations and their appearance in quantum
gravity, Comm. Math. Phys. 142 313–344
1992 The isomonodromy approach to matrix models in 2D quantum
gravity, Comm. Math. Phys. 147 395–430
[9] Ercolani N M and McLaughlin K T-R 2001 Asymptotics and integrable struc-
tures for biorthogonal polynomials associated to a random two-matrix model,
Physica D 152-153 232–268
[10] Bertola M, Eynard B and Harnad J 2001 Duality, biorthogonal polynomials
and multi-matrix models, nlin.SI/0108049
[11] Zinn-Justin P 2002 HCIZ integral and 2D Toda lattice hierarchy, math-
ph/0202045
[12] Fedorjuk M V 1983 Asymptotic methods for linear ordinary differential equa-
tions Moscow, Nauka
[13] Wasow W 1965 Asymptotic Expansions for Ordinary Differential Equations
Interscience/Wiley, New York
[14] Fedorjuk M V 1986 Isomonodromy deformations of equations with an irregular
singularity, Diff. Uravnen. 22 961–967
[15] Jimbo M and Miwa T 1981 Monodromy preserving deformation of linear ordi-
nary differential equations with rational coefficients. II, Physica D 2 407–448;
1981 Monodromy preserving deformation of linear ordinary differential
equations with rational coefficients. III, Physica D 4 26–46
[16] Garnier R 1917 Etude de l’inte´grale ge´ne´rale de l’e´quation VI de M. Painleve´,
Ann. Sci. Ecole Norm. Super. 34 239–253
[17] Flaschka H and Newell A C 1981 Multiphase similarity solutions of integrable
evolution equations, Physica D 3 203–221
[18] Kapaev A A 1994 Scaling limits in the second Painleve´ transcendent, Zapiski
Nauchn. Seminarov POMI 209 60–101; Scaling limits in the fourth Painleve´
transcendent, PDMI Preprint 15/1996; Discriminant set for the scaling limits
in the third Painleve´ transcendent, PDMI Preprint 21/1997
[19] Kapaev A A 2002 The Riemann-Hilbert problem for the bi-orthogonal poly-
nomials, nlin.SI/0207036
16 ANDREI A. KAPAEV
St Petersburg Department of Steklov Mathematical Institute of
Russian Academy of Sciences, Fontanka 27, St Petersburg, 191011,
Russia
Current address : Department of Applied Mathematics and Theoretical Physics,
University of Cambridge, Silver st., Cambridge, CB3 9EW, England
E-mail address : kapaev@pdmi.ras.ru, A.Kapaev@damtp.cam.ac.uk
