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Resumen
El razonamiento abductivo es aquel tendiente a encontrar explicaciones paraa
observaciones sorprendentes o an¶omalas en alg¶un sentido. Como tal, es uti-
lizado y posee diversas aplicaciones, particularmente en la inteligencia arti¯-
cial (sistemas de diagn¶ostico, resoluci¶on de problemas, plani¯caci¶on de tareas,
aprendizaje, depuraci¶on algor¶³tmica de programas, interpretaci¶on del lengua-
je natural, y muchos otros). Sin embargo, hasta ahora ha recibido escasa
atenci¶on la incorporaci¶on de patrones abductivos de inferencia en teor¶³as no
monot¶onicas. El objetivo de este trabajo consiste en investigar los modelos
de integraci¶on del razonamiento no monot¶onico con la inferencia abductiva.
Para ello es necesario generalizar los mecanismos de generaci¶on, comparaci¶on
y aceptaci¶on de explicaciones en teor¶³as no monot¶onicas, y encontrar en cada
caso los mecanismos de resoluci¶on de con°ictos y las estrategias computacio-
nales asociadas.
Palabras Clave: Inteligencia Arti¯cial | Representaci¶on del Conocimiento y Razo-
namiento | Razonamiento no Monot¶onico | Abducci¶on
1 Introducci¶on
En el razonamiento revisable (no monot¶onico, argumentativo, default, etc.) se utiliza un
esquema de inferencia que utiliza premisas no correctas (unsound) de la forma a >¡¡ b
denominadas reglas derrotables (defeasible rules). De esta forma se encadenan inferencias
al estilo de las deducciones cl¶asicas (llamadas teor¶³as en Reiter, Poole, Delgrande [5, 17,
16, 18], o argumentos en Loui, Simari-Loui, Vreeswijk) [14, 20, 22]. La forma de estos
argumentos es semejante a una deducci¶on cl¶asica, excepto por el hecho de tener este
tipo de premisas. Por dicha raz¶on, podr¶³amos mencionar que este razonamiento incluye
un mecanismo de inferencia ampliativo. Hasta ahora no se ha considerado en detalle
qu¶e ocurre si se incorporan otro tipo de patrones ampliativos de inferencia, especialmente
aquellos que provienen de reglas no correctas, como por ejemplo la abducci¶on, la inducci¶on
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y la analog¶³a1. Por ejemplo, una \teor¶³a abductiva" ser¶³a una l¶³nea de razonamiento en
la cual en alg¶un paso de inferencia se utiliz¶o el patr¶on ampliativo de la abducci¶on.
Esta es una notable carencia, dado que un aspecto central en el razonamiento humano
en todas sus expresiones, consiste en su capacidad para construir explicaciones abductivas.
Es posible citar un sinn¶umero de ejemplos y circunstancias donde el objetivo ¯nal del razo-
namiento es la producci¶on de explicaciones abductivas para los hechos observados. En las
ciencias de la computaci¶on, particularmente en la inteligencia arti¯cial, podemos encon-
trar notables aplicaciones de la abducci¶on, por ejemplo en los sistemas de diagn¶ostico, en
la resoluci¶on de problemas, plani¯caci¶on de tareas, depuraci¶on algor¶³tmica de programas,
interpretaci¶on del lenguaje natural, y muchos otros. En la teor¶³a de la ciencia tambi¶en la
abducci¶on representa un papel indispensable en la formalizaci¶on de la epistemolog¶³a de
las ciencias experimentales. En particular, el paradigma hipot¶etico-deductivo, el cual es
hegem¶onico desde hace m¶as de 50 a~nos, puede pensarse como un esquema abductivo de
explicaci¶on cient¶³¯ca [11, 12, 15]2.
El objetivo de este trabajo consiste en investigar los modelos de integraci¶on del razo-
namiento no monot¶onico con la inferencia abductiva. Para ello es necesario generalizar
los mecanismos de generaci¶on, comparaci¶on y aceptaci¶on de explicaciones en el contexto
de las teor¶³as no monot¶onicas, y encontrar en cada caso los mecanismos de resoluci¶on de
con°ictos y las estrategias computacionales asociadas. En la pr¶oxima Secci¶on establecere-
mos una caracterizaci¶on l¶ogica de la abducci¶on, la cual, en la Secci¶on 3 ser¶a generalizada
en el contexto de las teor¶³as no monot¶onicas, en particular en el razonamiento argumen-
tativo. En la siguiente Secci¶on se establecen las condiciones por las cuales esta inferencia
abductiva produce explicaciones estables, en particular cuando las observaciones son o
bien consecuencia (monot¶onica o no) del contexto, o bien cuando son hechos novedosos
o sorprendentes. En la Secci¶on 5 se muestra de qu¶e manera modi¯car el razonamiento
abductivo para obtener explicaciones para observaciones an¶omalas.
2 Inferencia abductiva
La abducci¶on ha sido expl¶³cita o impl¶³citamente utilizada en diversos sistemas de razo-
namiento, fundamentalmente en los llamados \sistemas expertos" que fueron moda hace
unos 15 a~nos. Estos sistemas en general incorporan un conjunto de conocimiento repre-
sentado con reglas (al estilo de PROLOG u OPS5), poseen un conjunto previo de hip¶otesis
abducibles (conjeturas, observables o s¶³ntomas), e intentan demostrar el cumplimiento de
alguna situaci¶on hipot¶etica (diagn¶ostico o conclusi¶on). Se han utilizado muy exitosamente
en dominios tan diversos como en el diagn¶ostico m¶edico, la prospecci¶on minera, el ase-
soramiento ¯nanciero, la con¯guraci¶on de arquitecturas computacionales y muchos otros
1Una excepci¶on destacable es el trabajo de Boutilier y B¶echer [3], donde se presenta una relaci¶on entre
la abducci¶on y el modelo AGM de cambio de teor¶³as [1]. El modelo se basa en las l¶ogicas proposicionales
bimodales CO, y CT4O [2], en las cuales si las observaciones a explicar son aceptadas (son verdaderas
en alg¶un mundo posible), entonces la explicaci¶on E es preferida en los mundos m¶as plausibles accesibles
desde los mundos donde las observaciones son verdaderas. Esta versi¶on del razonamiento abductivo
es la primera en poseer la virtud de poder acomodar hechos inconsistentes con la teor¶³a subyacente
(observaciones an¶omalas).
2Es notable el reciente inter¶es que est¶a teniendo la tem¶atica de la formalizaci¶on computacional del
razonamiento cient¶³¯co [8, 9].
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problemas [4, 19, 21, 23]. Una caracter¶³stica atractiva de esta tecnolog¶³a es que en general
existe un formato homog¶eneo (o protocolo) para poder representar el conocimiento de
cualquier dominio. De esa forma, es posible separar n¶³tidamente la representaci¶on del
conocimiento de su manipulaci¶on por medio del razonador. Por ello es que se consigue
una arquitectura de software bastante modular, donde por un lado tenemos el motor de
inferencia que acepta conocimiento gen¶erico en el protocolo establecido, por otro lado te-
nemos la interfase con el usuario, tambi¶en gen¶erica y dependiente del motor de inferencia,
y por ¶ultimo est¶a la base de conocimientos, particular para cada aplicaci¶on, que permite
al motor encadenar los razonamientos, generar las explicaciones, obtener el contenido de
los mensajes requeridos por la interfase, y manejar las consultas con el usuario.
Pese al relativo ¶exito de estas arquitecturas de software, es muy poco lo que se ha
formalizado respecto a su funcionamiento. Una posible raz¶on de ello es que en muchos
casos el motor de inferencia posee implementados procedimientos heur¶³sticos o ad hoc que
impiden un tratamiento formal del modelo de razonamiento dentro del m¶arco de la l¶ogica.
Una excepci¶on a ¶esto es el trabajo de Konolige donde intenta formalizar un sistema de
razonamiento para prop¶ositos de diagn¶ostico [13]. Las explicaciones abductivas, bajo la
suposici¶on de que el contexto es cerrado, son una forma correcta y consistente de encontrar
justi¯caciones para las observaciones.
Podemos referirnos a la abducci¶on como a una relaci¶on ternaria
T ; h ! e; (1)
donde la relaci¶on de inferencia ! puede ser la consecuencia l¶ogica cl¶asica `, alguna
relaci¶on de consecuencia no monot¶onica j» , la derivabilidad en programas l¶ogicos, etc.
La relaci¶on de inferencia no muestra c¶omo se genera el proceso, por lo que debe existir
tambi¶en un \mecanismo disparador" que haga necesaria la abducci¶on. Como mecanismo
disparador de la abducci¶on, podemos tambi¶en referirnos a dos casos diferentes: el hecho
novedoso o sorprendente (cuando T 6! e), y la anomal¶³a (cuando T ! :e)3. En el
primer caso la abducci¶on puede realizarse a¶un siendo ! un operador monot¶onico, pero
claramente la abducci¶on de una anomal¶³a no puede realizarse si ! es monot¶onico y
manteniendo el contexto de T ¯jo al mismo tiempo.
La primer condici¶on que debe cumplir una hip¶otesis h para contar como posible expli-
caci¶on para e es que (dentro del contexto de la teor¶³a T ) h implique consistentemente a e.
Tambi¶en puede darse el caso de que explicaciones consistentes sean innecesarias porque
e misma es consecuencia de T o de h por separado (explicaci¶on no trivial). Muchas ex-
plicaciones que pueden cumplir con estos tres requisitos, igual no cuentan como hip¶otesis
a considerar. Por ejemplo, T ) e es una explicaci¶on poco razonable. Al mismo tiempo,
quisi¶eramos evitar explicaciones innecesariamente fortalecidas. Por ejemplo, si h es una
explicaci¶on para e, y h0 es consistente con T , entonces h ^ h0 es tambi¶en una explicaci¶on
(indeseada) para e. En particular, de¯niremos como explicaci¶ones m¶as generales (menos
espec¶³¯cas), a aquellas explicaciones consistentes no triviales que sean implicadas a partir
de T por cualquier otra explicaci¶on consistente no trivial.
Definici¶on 1 (Explicaciones generales): h es explicaci¶on m¶as general para e dado
el contexto T s¶³ y solo s¶³
3Esta clasi¯caci¶on coincide con la expansi¶on de T por e, y la revisi¶on de T por e, respectivamente, en
la teor¶³a AGM de cambio de creencias [1, 10].
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² T ; h j= e;
² T ; h 6` ?;
² T 6j= e;
² h 6j= e;
² Cualquier otra explicaci¶on no trivial h0 para e dado T es tal que T j= h0 ) h.
Cuando el contexto te¶orico T est¶e claramente de¯nido, diremos simplemente que h permite
encontrar una demostraci¶on m¶as general para e.
La generalidad de una explicaci¶on es un criterio de simpleza o minimalidad.
Teorema 1 T ) e es siempre la explicaci¶on m¶as general para e dado T . 2
Demostraci¶on 1 Sea h0 cualquier otra explicaci¶on no trivial para e dado T . Por lo
tanto T ; h0 j= e: Aplicando el teorema de la deducci¶on obtenemos h0 j= T ) e: Aplicando
nuevamente vemos que j= h0 ) (T ) e):2
Este resultado parece desalentador, pero no hace m¶as que obligarnos a enfocar la
busqueda abductiva de explicaciones (como proceso) a un subconjunto restringido del
lenguaje. En nuestro caso, como veremos en la siguiente Secci¶on, realizaremos abducciones
sobre activadores de reglas derrotables.
3 Abducci¶on en teor¶³as no monot¶onicas
En esta Secci¶on consideramos la inclusi¶on de una relaci¶on de consecuencia abductiva
como la vista en la Secci¶on anterior, pero en el contexto del razonamiento no monot¶onico.
Utilizaremos como modelo de razonamiento no monot¶onico a las teor¶³as no monot¶onicas
(al estilo Poole [16]), o argumentos (al estilo Vreeswijk [22]).
Definici¶on 2 Dado un conjunto de conocimiento ¯rmeK, el cual en principio contiene
solamente las verdades l¶ogicas y matem¶aticas, (si existe alg¶un elemento adicional se indica
en forma expl¶³cita), sean
² T , la teor¶³a, la cual es un conjunto de condicionales derrotables de la forma
A >¡¡B, donde en general A y B son conjuntos o conjunciones de literales aplicados
a una misma tupla de variables libres,
² E, la evidencia, la cual es un conjunto de literales de base, que puede servir tanto
para activar argumentos en T como para requerir explicaciones abductivas, o ambas
cosas.
Entonces el contexto de nuestro razonador es T [E, con el conocimiento subyacente K.
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Definici¶on 3 Dado un contexto T [ E, sea T el conjunto de todas las instancias de
base de T . En ese caso de¯nimos a la relaci¶on de consecuencia revisable j» de manera
que Aj» B s¶³ y solo s¶³ existe una secuencia a1 ; a2; ¢ ¢ ¢ ; an tal que an = B, y cada ai es
una instancia de esquema de axioma, o pertenece a A, o se obtiene por medio de modus
ponens a partir de miembros anteriores de la secuencia. Los elementos de T se utilizan en
la relaci¶on j» como implicaciones materiales ¶unicamente para la regla de modus ponens,
pero no se pueden utilizar contrapositivamente, o debilitar su consecuente, o fortalecer su
antecedente.
Una forma m¶as intuitiva de entender la necesidad del operador j» es la de poder
expresar las extensiones no monot¶onicas de una teor¶³a. De esa manera, (T [ E)j» e
representa el hecho que e pertenece a alguna extensi¶on del contexto formado por la teor¶³a
T y la evidencia E. En este caso, diremos indistintamente que en el contexto existe una
teor¶³a para e o bien que existe un argumento para e.
Definici¶on 4 Sea un contexto T [ E con un conocimiento subyacente K. Entonces
un argumento o teor¶³a para una conclusi¶on c es un subconjunto T µ T y un subconjunto
E0 µ E tal que
² K [ T [E0j» c,
² K [ T [E0 6` ?,
² 6 9T 0 µ T:(K [ T 0 [ E0j» c).
En estas circunstancias diremos que E0 activa al argumento T . Cuando no existen ele-
mentos en K adem¶as de las verdades l¶ogicas, entonces es posible omitirlo.
Es posible observar, entonces, que la activaci¶on de las reglas o condicionales derrotables
se realiza por medio de una instancia de base del antecedente (conjunto de literales),
algo que en el razonamiento abductivo no poseemos. Sin embargo, es posible utilizar un
mecanismo similar, que a partir de una instancia de base del consecuente de un condicional
derrotable encuentre el antecedente que corresponde.
Definici¶on 5 Sea un contexto T [ E con un conocimiento subyacente K. Una ob-
servaci¶on o 2 E es un literal de base que puede sustituirse por el consecuente de alguna
regla en T .
Definici¶on 6 (Abducci¶on en teor¶³as no monot¶onicas).
Dada una teor¶³a no monot¶onica T compuesta por un conjunto de reglas derrotables.
Entonces de una premisa (observaci¶on) o se in¯ere la explicaci¶on h s¶³ y solo s¶³
² h [ T 6` ?,
² T j»n o,
² hj»n o,
² T [ hj» o,
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² Todo otro conjunto de sentencias h0 que satisface los puntos anteriores. es tal que
h0 [ T j» h.
h es m¶as general si es un activador para una regla en T que tiene a o como consecuente,
y es m¶as espec¶³¯ca si alguno de los literales de h no es sustituible por el consecuente de
ninguna regla en T (ver De¯nici¶on 1).
Este mecanismo de abducci¶on en teor¶³as no monot¶onicas sirve al prop¶osito de encon-
trar explicaciones para las observaciones existentes en el contexto. Puede darse el caso
de que dicha observaci¶on est¶e en efecto justi¯cada por un argumento, es decir, pertenece
a una extensi¶on de la teor¶³a cuya base se encuentra en E. En otras situaciones, la obser-
vaci¶on ser¶a \sorprendente" en el sentido de que no tiene una justi¯caci¶on en el contexto
dado. En esos casos, el objetivo de nuestro sistema ser¶a encontrar una explicaci¶on para
tal observaci¶on. La explicaci¶on, de existir, consistir¶a en nuevos literales de base que dis-
parar¶an argumentos no derrotados cuya conclusi¶on justi¯ca la observaci¶on novedosa. Las
siguientes de¯niciones permiten formalizar estos aspectos.
Ejemplo 1 Supongamos la teor¶³a.
T =f a(X) >¡¡ b(X),
b(X) >¡¡ c(X), g
y la observaci¶on o = c(t). En ese caso la explicaci¶on m¶as general es b(t) y la m¶as
espec¶³¯ca es a(t).
4 Teor¶³as abductivas estables
De acuerdo a las de¯niciones en la Secci¶on anterior, dado un contexto T [ E con un
conocimiento subyacente K, y una observaci¶on o 2 E, entonces pueden existir explicacio-
nes H m¶as espec¶³¯cas para o cuando existen argumentos para o en este contexto, tales
que H µ E. Es adem¶as f¶acil ver que la situaci¶on conversa no es v¶alida. Consid¶erese el
siguiente ejemplo.
Ejemplo 2 Supongamos la teor¶³a.
T =f a(X) >¡¡ b(X),
b(X) >¡¡ c(X),
a(X) >¡¡:c(X) g
Si buscamos una explicaci¶on m¶as espec¶³¯ca para la observaci¶on c(t), encontramos
que a(t) podr¶³a ser tal explicaci¶on, dado que a(t) permite derivar b(t) y ¶esta, a su vez
permite derivar c(t). Sin embargo, c(t) no pertenece a extensiones consistentes del
contexto T [fc(t)g, y por lo tanto la suposici¶on de a(t) no genera la explicaci¶on deseada.
Por consiguiente, la no localidad en el razonamiento no monot¶onico nos obliga a en-
contrar las explicaciones m¶as espec¶³¯cas utilizando abducci¶on m¶as general iterada.
Definici¶on 7 Sea un contexto T [E con un conocimiento subyacente K. Entonces
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1. Se generan todas las posibles explicaciones abductivas B a partir de E [ T (cada
elemento b 2 B es una posible explicaci¶on m¶as general),
2. Se generan todas las conclusiones A que pertenecen a extensiones consistentes de
E [ T ,
3. En caso de contradicci¶on entre alg¶un literal a 2 A con alg¶un literal b 2 B con-
sideramos que el razonamiento que genera la extensi¶on a la que a pertenece tiene
prioridad sobre el literal abducido b.
4. Los conjuntos de conclusiones ¯rmes C son aquellos miembros de A y de B que
quedan ¯rmes en el paso anterior.
Si se requiere realizar una explicaci¶on abductiva iterada, entonces se incorpora un
elemento de B (elegido arbitrariamente) al conjunto E, y se aplica nuevamente el proceso.
Ejemplo 3 Supongamos contar con la teor¶³a no monot¶onica siguiente.
T =f q(X) >¡¡ p(X), (los Cu¶aqueros son paci¯stas),
q(X) >¡¡ rel(X), (los Cu¶aqueros son religiosos),
r(X) >¡¡ b(X), (los Republicanos son belicistas),
p(X) >¡¡:b(X), (los paci¯stas no son belicistas),
b(X) >¡¡ :p(X), (los belicistas no son paci¯stas),
b(X) >¡¡ dm(X), (los belicistas apoyan la defensa misil¶³stica),
b(X) >¡¡ pm(X), (los belicistas son pol¶³ticamente motivados),
p(X) >¡¡ pm(X) g. (los paci¯stas son pol¶³ticamente motivados).
Si nuestra evidencia E es que rick es pol¶³ticamente motivado (pm(rick)), entonces
las dos explicaciones m¶as generales que podemos generar son o bien que rick es paci¯sta
(p(rick)) o bien que es belicista (b(rick)), ambas incompatibles entre s¶³.
Iterando el proceso, podemos encontrar explicaci¶on para p(rick) en q(rick), y expli-
caci¶on para b(rick) en r(rick). En estas circunstancias, cualquiera de estos dos casos son
explicaciones m¶as espec¶³¯cas de pm(rick), y adem¶as, incompatibles entre s¶³.
Una caracterizaci¶on importante en este proceso consiste en determinar cu¶ando es po-
sible encontrar una explicaci¶on consistente con el contexto.
Definici¶on 8 Sea un contexto T [ E con un conocimiento subyacente K. Dada una
observaci¶on o compatible con el contexto, pero sin justi¯caci¶on en el mismo, diremos que
o tiene una justi¯caci¶on estable H si existe por lo menos una explicaci¶on m¶as espec¶³¯ca
H para o, que sea consistente con el contexto.
Teorema 2 El procedimiento de la Def. 7 aplicado exhaustivamente encuentra siempre
una justi¯caci¶on estable, si es que ¶esta existe.
Demostraci¶on 2 Que H sea una justi¯caci¶on estable implica que es una explicaci¶on
no trivial, m¶as espec¶³¯ca, y compatible con el contexto, es decir:
1. H;K 6` o,
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2. H;K; T ; Ej» o, (explicaci¶on no trivial),
3. Los literales en H no ocurren el el consecuente de ninguna regla en T , (explicaci¶on
m¶as espec¶³¯ca),
4. No es posible a partir deH;E; T generar argumentos para un conjunto C de literales
tal que C;K `?, (explicaci¶on compatible con el contexto).
Si existe H en tales condiciones, entonces es posible construir un ¶arbol que tiene a o
como ra¶³z, a los literales de E y H como hojas, cada arco es una instancia de base de una
regla en T , y cada nodo interior vincula un conjunto de consecuentes S de instancias de
base de una regla en T , con el activador r de otra regla en T , de modo que K; S ` r.
En estas condiciones queremos probar que si existe un conjunto H con estas propie-
dades, entonces el procedimiento lo encuentra, y si el procedimiento fracasa, es porque no
existe tal H. El procedimiento genera una recorrida por niveles del ¶arbol (breadth-¯rst)
en el paso 1, ¯ltrando los descendientes incompatibles con el contexto en el paso 2. Por lo
tanto, es posible realizar la demostraci¶on por inducci¶on sobre la recorrida de dicho ¶arbol.
Cuando el procedimiento se aplica por primera vez (sobre la observaci¶on o), en el paso
1 se generan los descendientes B de o, y en el paso 2 se generan todas las conclusiones A
justi¯cadas a partir del contexto. Los literales en A tienen precedencia sobre B. Si todos
los literales en B fueron ¯ltrados, entonces no hay justi¯caci¶on estable y el procedimiento
fracasa. Si existe por lo menos un nodo descendiente que no fue ¯ltrado, entonces se hace
el mismo an¶alisis sobre cada sub¶arbol generado por cada uno de dichos nodos (el siguiente
nivel del ¶arbol).
Entonces por inducci¶on es posible ver que o bien todos los respectivos descendientes
fueron eventualmente ¯ltrados (no hay justi¯caci¶on estable), o bien existe un conjunto de
nodos H que es descendiente de o, y ninguno de dichos nodos es instancia del consecuente
de ninguna regla en T . En esta situaci¶on, H forma parte junto con E de las hojas del
¶arbol que tiene a o como ra¶³z, y es por lo tanto la justi¯caci¶on estable buscada. 2
Ejemplo 4 Supongamos la siguiente teor¶³a.
T =f ll(T ) >¡¡ cm(T ), (si llueve, la calle est¶a mojada),
ll(T ) >¡¡ pm(T ), (si llueve, el patio est¶a mojado),
ll(T ) >¡¡ :s(T ), (si llueve, no hay sol),
s(T ) >¡¡:ll(T ), (si hay sol, no llueve),
a(T ) >¡¡ pm(T ), (si prendieron los aspersores, el patio est¶a mojado),
s(T ) ^ c(T ) >¡¡ a(T ), (si hubo sol y calor, funcionaron los aspersores),
pm(T ) >¡¡ zm(T ), (si el patio est¶a mojado, se mojan los zapatos),
cm(T ) >¡¡ zm(T ) g. (si la calle est¶a mojada, se mojan los zapatos).
En esta situaci¶on, supongamos que observamos que tenemos los zapatos mojados
(zm(hoy)), y creemos recordar que hubo sol (s(hoy)). >Qu¶e puede concluirse al respecto?
Las explicaciones abductivas m¶as generales son cm(hoy) y pm(hoy). Por el momento
cualquiera de las dos es compatible con las observaciones y los argumentos generados
a partir de ellas. Por lo tanto ambas pasar¶³an a pertenecer al conjunto C. Al iterar el
proceso de abducci¶on, para encontrar una explicaci¶on posible para alguno de los miembros
de C nos encontramos con la siguiente situaci¶on. La b¶usqueda de una explicaci¶on para
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cm(hoy) queda bloqueada, porque la ¶unica explicaci¶on es ll(hoy), que es incompatible con
un argumento generado a partir del contexto y la teor¶³a (basado en que s(hoy)).
La b¶usqueda de una explicaci¶on para pm(hoy) tiene dos posibilidades. La primera
tambi¶en es ll(hoy) y tambi¶en queda bloqueada, mientras que la segunda, a(hoy) es com-
patible con el contexto. Siguiendo la iteraci¶on, entonces, asimilamos a s(hoy) ^ c(hoy)
como ¶unica justi¯caci¶on estable que se puede encontrar para zm(hoy).
Es decir, hay sol y tenemos los zapatos mojados. Conjeturamos que funcionaron los
aspersores, el patio se moj¶o y ello moj¶o nuestros zapatos. Aplicando una nueva abducci¶on,
podr¶³amos conjeturar que la causa del funcionamiento de los aspersores fue que, adem¶as
de que hubo sol |algo con¯rmado en la experiencia| tambi¶en hubo calor.
5 Abducci¶on de observaciones an¶omalas
Un corolario de los resultados de la Secci¶on anterior es que explicar una observaci¶on
incompatible con el contexto implica modi¯car el contexto. Es decir, puede darse el caso
en el que una observaci¶on no pueda explicarse sin que alg¶un elemento en el contexto deba
ser modi¯cado. En este caso, la observaci¶on es \an¶omala" en alg¶un sentido, dado que
directa o indirectamente produce una situaci¶on contradictoria en el estado de creencias
del sistema, dado el contexto.
Tal vez el ejemplo m¶as sencillo de observaciones an¶omalas, el cual, sin embargo, con-
tiene todos los elementos necesarios para nuestro an¶alisis, es el siguiente.
Ejemplo 5 Nuestra teor¶³a T tiene una sola regla a(X) >¡¡ b(X), la evidencia E con-
tiene al literal a(t), y a la observaci¶on o a justi¯car es :b(t).
En esta situaci¶on, las ¶unicas elecciones posibles consisten en rechazar la observaci¶on
por ser an¶omala, o bien rechazar la evidencia por incompatible, o bien asumir que t es
una excepci¶on a la regla en T . Podr¶³amos a¯rmar que la Def. 7 est¶a en sinton¶³a con la
primera de estas posibilidades, lo cual en ciertos casos puede ser razonable.
Sin embargo, es importante discutir qu¶e deber¶³a hacerse si la observaci¶on an¶omala es
lo su¯cientemente persistente como para requerir una sensata revisi¶on del contexto. Este
tipo de situaciones son en realidad moneda corriente en el razonamiento cient¶³¯co, donde el
cambio en las teor¶³as cient¶³¯cas ocurre cuando la evidencia experimental no es compatible
con el conocimiento establecido. Es importante considerar el siguiente resultado.
Teorema 3 Sea un contexto T [ E con un conocimiento subyacente K, y una obser-
vaci¶on an¶omala o 2 E. En estas condiciones, o bien o no puede explicarse, o bien hay que
modi¯car el contexto (abandonar alg¶un literal en E o bloquear alguna instancia de regla
activada en T ).
Demostraci¶on 3 Que o sea an¶omala implica que no existe una justi¯caci¶on estable.
Si no estamos dispuestos a modi¯car el contexto, entonces estamos en las condiciones del
Teorema 2 y por lo tanto no es posible encontrar una explicaci¶on para o.
Si hemos encontrado una explicaci¶on para o, quiere decir que hemos encontrado
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un conjunto de literales H tales que junto con instancias de reglas en T nos permiten
generar un argumento no derrotado para o. Como o es an¶omala, quiere decir entonces
que dentro del contexto era posible construir por lo menos un argumento derrotador para
cada argumento para o. Por lo tanto, por lo menos uno de esos argumentos derrotadores
ha sido descartado para dar paso al argumento para o. La ¶unica manera de descartar un
argumento consiste o bien en eliminar alg¶un literal de su base en E, o bien en bloquear
alguna instancia de las reglas en T que se utilizan para generarlo. 2
Para poder encontrar un mecanismo que permita explicar observaciones an¶omalas,
entonces, debemos modi¯car nuestro procedimiento, probablemente modi¯cando la prio-
ridad que se otorga a los literales abducidos respecto de los literales generados por argu-
mentos.
Definici¶on 9 (Abducci¶on de observaciones an¶omalas)
Sea un contexto T [E con un conocimiento subyacente K. Entonces
1. Se generan todas las posibles explicaciones abductivas B a partir de E [ T (cada
elemento b 2 B es una posible explicaci¶on m¶as general),
2. Se generan todas las conclusiones A justi¯cadas argumentativamente a partir de
E [ T ,
3. En caso de desacuerdo entre alg¶un literal a 2 A con alg¶un literal b 2 B,
(a) Las inferencia abductiva para b derrota a todo argumento T para a, o bien,
(b) Sea T
T
µ T el subconjunto de reglas utilizadas para la generaci¶on de cada
argumento T para a. Entonces existe por lo menos una regla en T
T
que es
sint¶acticamente bloqueada para la instancia de base con la que fue activada en
T 4.
4. Los conjuntos de conclusiones ¯rmes C son aquellos miembros de A y de B que no
fueron derrotados.
El caso 3a corresponde a dise~nar un sistema en el cual la inferencia abductiva de las
observaciones derrota a la evidencia, mientras que el caso 3b corresponde a dise~nar un
sistema en el cual la contradicci¶on entre evidencia y observaciones derrota a las reglas.
Ejemplo 6 (ejemplo 5 revisitado) Nuestra teor¶³a T tiene una sola regla
a(X) >¡¡ b(X), la evidencia E contiene a(t) y :b(t). En estas condiciones, podemos
utilizar el caso 3a de la de¯nici¶on m¶as arriba, y conclu¶³r que a(t) debe ser err¶oneo. En
cambio, si utilizamos el caso 3b, entonces aceptamos la veracidad de a(t) pero postulamos
que la regla a(X) >¡¡ b(X) tiene una excepci¶on para el individuo t.
4Una regla derrotable puede bloquearse sint¶acticamente para un caso particular si expl¶³citamente
impedimos que su activador genere el consecuente correspondiente. Esto signi¯ca que la regla puede
seguir siendo utilizada para otros activadores.
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Ejemplo 7 (Ej. 3 revisitado).
Supongamos contar con la teor¶³a no monot¶onica T del Ejemplo 3. En dicha situaci¶on, si
nuestra evidencia E es que rick es Cu¶aquero (q(rick)) y que apoya la defensa misil¶³stica
(dm(rick)). La explicaci¶on m¶as general para dm(rick) es que rick es belicista, lo cual
es contradictorio con un argumento generado a partir de la evidencia de que rick es
Cu¶aquero.
Si en este punto detenemos la abducci¶on, y utilizamos el caso 3a para resolver el
con°icto, entonces rechazamos la veracidad de que rick sea Cu¶aquero, por lo que luego
podemos encontrar explicaciones m¶as espec¶³¯cas para su belicismo (en particular, que
rick es Republicano).
En cambio, si uilizamos el caso 3b en este punto, entonces asumimos que rick es una
excepci¶on a alguna de las reglas involucradas (o bien es un Cu¶aquero no paci¯sta, o bien
es un \paci¯sta belicista").
6 Conclusiones
En este trabajo nos hemos ocupado del problema de incorporar la inferencia abductiva
en el razonamiento no monot¶onico. Nuestra propuesta consider¶o un tratamiento iguali-
tario entre la inferencia no monot¶onica con reglas derrotables y la inferencia ampliativa.
En el primer caso, la conclusi¶on es tentativa porque se utiliza como premisa una regla
derrotable, la cual puede tener excepciones. En el segundo caso, la conclusi¶on tambi¶en
es tentativa, pero porque el esquema de inferencia mismo puede tener excepciones. Se
consideraron en particular dos mecanismos de integraci¶on entre el razonamiento no mo-
not¶onico y la abducci¶on, dependiendo de que la observaci¶on a justi¯car sea an¶omala o
meramente sorprendente.
El desarrollo de estos sistemas de razonamiento realiz¶o cierta cantidad de elecciones.
Las mismas expresan una particular relaci¶on de compromiso entre las distintas ventajas
y problemas que puede acarrear adoptar uno u otro punto de vista. Por dicha raz¶on
concluimos que el desarrollo de un sistema de razonamiento con objetivos tan amplios
debe seguir un proceso de dise~no basado en las caracter¶³sticas y especi¯caciones que se
desea que posea o que no posea.
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