Existence of solutions for $n^\mathrm{th}$-order nonlinear differential
  boundary value problems by means of new fixed point theorems by Cabada, Alberto & Saavedra, Lorena
Existence of solutions for nth-order
nonlinear differential boundary value
problems by means of new fixed point
theorems
Alberto Cabada and Lorena Saavedra
Instituto de Matema´ticas,
Facultade de Matema´ticas,
Universidade de Santiago de Compostela,
Santiago de Compostela, Galicia, Spain
alberto.cabada@usc.es, lorena.saavedra@usc.es
April 1, 2019
Abstract
This paper is devoted to prove the existence of one or multiple solutions
of a wide range of nonlinear differential boundary value problems.
To this end, we obtain some new fixed point theorems for a class of
integral operators. We follow the well-known Krasnoselski˘ı’s fixed point
Theorem together with two fixed point results of Leggett-Williams type.
After obtaining a general existence result for a one parameter family of
nonlinear differential equations, are proved, as particular cases, existence
results for second and fourth order nonlinear boundary value problems.
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1 Introduction
The use of different kind of fixed point theorems has been shown as a very useful
tool to obtain the existence of solutions of nonlinear boundary value problems.
For instance, in [8] it is proved that the following second order system
u′′1(t) + λ1 f1(u1(t), u2(t)) = 0 , t ∈ (0, 1) ,
u′′2(t) + λ2 f2(u1(t), u2(t)) = 0 , t ∈ (0, 1) ,
u′1(0) = u1(1) + u
′
1(1) = 0 ,
u′2(0) = u2(1) + ε u2(η) = 0 , η , ε ∈ (0, 1) ,
has a solution for every λ1, λ2 > 0, by applying some previously obtained fixed
point results on a related system of integral operators.
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In [14], under suitable conditions for the functions f , g and λ ∈ R, it is
proved the existence of at least two strictly positive solutions of the second
order boundary value problem{
u′′(t) + λ g(t) f(u(t)) = 0 , t ∈ (0, 1) ,
u′(0) = σ u′(1) + u(η) = 0 , η ∈ [0, 1] ,
which models the behavior of a thermostat. Again, the existence result is ob-
tained by applying a fixed point theorem.
In [10], it is studied a fourth order boundary value problem coupled with
the cantilever beam boundary conditions:{
u(4)(t) = f(t, u(t)) , t ∈ (0, 1) ,
u(0) = u′(0) = u′′(1) = u′′′(1) = 0 .
In such a work, two combined techniques on the existence of solutions are
used: the critical and the fixed point theory.
In [2], it is obtained a result in the line of the Leggett-Williams fixed point
theorem (see [18]), that guarantees the existence of at least a positive fixed
point on different sets defined by means of suitable functionals. As a direct
application of this result, it is proved the existence of solution of the following
second order nonlinear differential boundary value problem:{
u′′(t) + f(u(t)) = 0 , t ∈ (0, 1) ,
u(0) = u′(1) = 0 .
Moreover, in [4], by means of a new fixed point theorem proved in that
reference, a different existence result for this problem has been obtained.
In [20] it is obtained an extension of the Leggett-Williams fixed point the-
orem given in [18] and, as an application, it is obtained a result which ensures
the existence of multiple solutions of the following third order boundary value
problem: {
u′′′(t) + f(t, u(t), u′(t), u′′(t)) = 0 , t ∈ (0, 1) ,
u(0) =
∑m−2
i=1 ki u(ξi) , u
′(0) = u′(1) = 0 ,
where 0 < ξ1 < ξ2 < · · · < ξm−2 < 1, ki ∈ R+ for i = 1, . . . ,m − 2 and
0 <
∑m−2
i=1 ki < 1.
In [5], as an application of the Leggett-Williams fixed point Theorem, it is
proved the existence of at least one solution for the problem:{
u(4)(t) = f(u(t)) , t ∈ (0, 1) ,
u(0) = u′(0) = u(1) = u′(1) = 0 ,
under suitable conditions of f .
In this paper, as an application of the results here presented, on Section 5
we prove existence and multiplicity results for a fourth order problem with the
same clamped beam boundary conditions. However, in our case, we consider
a non-autonomous nonlinear part f(t, u). Moreover, we prove, under suitable
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conditions of f , the existence of at least two or three solutions of the considered
problem.
In addition, in that section we study a family of second order problems
couped with the Dirichlet boundary conditions:{
u′′(t) +B u′(t) + f(t, u(t)) = 0 , t ∈ (0, 1) ,
u(0) = u(1) = 0 ,
where B ∈ R.
In fact, such results are included in a more general framework, which is
delivered to ensure general existence and multiplicity results of a one parameter
family of nth-order boundary value problems given by
(−1)n−kTn[M ]u(t) = f(t, u(t)) , t ∈ I ≡ [a, b] , (1)
coupled with the so-called (k, n− k) boundary conditions
u(a) = u′(a) = · · · = u(k−1)(a) = 0 ,
u(b) = u′(b) = · · · = u(n−k−1)(b) = 0 ,
(2)
where k ∈ {1, . . . , n− 1} and
Tn[M ]u(t) = u
(n)(t) + p1(t)u
(n−1)(t) + · · ·+ (pn(t) +M)u(t) , t ∈ I , (3)
It is well-known that the solutions of problem (1)-(2) are given as the fixed
points of the integral operator
L1 u(t) =
∫ b
a
(−1)n−kgM (t, s) f(s, u(s)) ds , (4)
where gM (t, s) is the associated Green’s function of the operator Tn[M ] in the
space related to the given boundary conditions.
Thus, in order to find the fixed points of operator L1, we previously study,
in Sections 3 and 4, the existence of one or multiple positive fixed points of an
integral operator defined as follows:
L : C(I) −→ C(I)
u 7−→ Lu(t) := ∫ b
a
G(t, s) f(s, u(s)) ds ,
(5)
where
f : I × R −→ R
(t, u) 7−→ f(t, u) ,
is a continuous function satisfying that f(t, u) > 0 for all (t, u) ∈ I × R+ and
G : I × I −→ R
(t, s) 7−→ G(t, s) ,
is an integral kernel.
To this end, we impose the following hypothesis on the kernel G:
(Pg1) There exist Φ, k1 and k2 continuous functions on I such that Φ(s) > 0 for
all s ∈ (a, b), 0 < k1(t) 6 k2(t) for all t ∈ (a, b) and
Φ(s) k1(t) 6 G(t, s) 6 Φ(s) k2(t) , ∀(t, s) ∈ I × I .
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It is important to note that (see for instance[7, 13, 15, 17] and references
therein) there are obtained several results for the existence of one or multiple
fixed points of integral operators by imposing similar conditions to property
(Pg1) to the kernel G.
In this paper, we use the well-known Krasnoselski˘ı’s fixed point Theorem,
collected in [16]. Moreover, in order to obtain the existence of two or three
fixed points we use two results due to Avery and Henderson, [6], and Avery, [3],
respectively. The structure what we follow is the one given in [1], where these
results are used to prove the existence of one or multiple solutions for a problem
on time scales.
Our final purpose is to prove the existence of solutions of the problem (1)-
(2). Thus, we need to guarantee that the related Green’s function satisfies
the property (Pg1). In [11], by means of spectral theory, it has been obtained a
characterization of the values of the parameterM for which the Green’s function,
related to the (k, n−k) boundary conditions, has constant sign. A fact which, in
this case, also implies that such a function verifies the property (Pg1). Hence, as
an application of the previously obtained fixed point theorems, we will prove the
existence of one or multiple positive solutions for (k, n− k) nonlinear boundary
value problems.
In addition, this property can be extended for many different boundary
conditions. For instance, in [12], a fourth order problem coupled with the simply
supported boundary conditions, u(a) = u(b) = u′′(a) = u′′(b) = 0, is studied.
Thus, the results here shown can also be applied in such a case.
This paper is structured as follows: in next section, we describe the studied
problem and show some preliminary results which are used along the paper.
In Section 3, we obtain some results that ensure the existence of one or multi-
ple fixed points by using the Krasnoseslki˘ı’s fixed point Theorem given in [16].
Then, in Section 4, following the results of Avery and Henderson, [6], and Avery,
[3], we obtain the existence of at least two or three fixed points, respectively.
Finally, in Section 5, as an application of these fixed point theorems, we deduce
the existence and multiplicity of solutions of problem (1)-(2). Moreover, as par-
ticular cases, second and fourth order boundary value problems are considered.
2 Description of the problem and some previous
fixed point existence results
The aim of this paper is to study the existence of some fixed points of the
integral operator described in (5) in an appropriate cone.
First, let us define the concept of cone.
Definition 2.1. Let B be a real Banach space. A nonempty closed convex set
P ⊂ B is called a cone if it satisfies the following two conditions:
1. λx ∈ P for all x ∈ P and λ > 0.
2. If x ∈ P and −x ∈ P, then x = 0.
In the sequel, we describe the cone where the fixed points are found, as well
as some constants which are used along the paper.
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Let us consider a subinterval I1 = [a1, b1] ⊂ I such that k1(t) > 0 for all
t ∈ I1. Then, we denote:
K1 = max
t∈I
k1(t) > 0 , m1 = min
t∈I1
k1(t) > 0 , K2 = max
t∈I
k2(t) > 0 .
Consider the Banach space B = C(I) coupled with the norm
‖u‖∞ = max
t∈I
|u(t)| ,
and the cone
P =
{
u ∈ B | u(t) > k1(t)
K2
‖u‖∞ , t ∈ I
}
.
In the sequel, to make the paper more readable, we show some preliminary
results which will be used along the paper.
First, let us consider the Krasnoselski˘ı’s fixed point Theorem, [16]:
Theorem 2.2. Let B be a Banach space, P ⊂ B be a cone, and suppose that Ω1,
Ω2 are bounded open balls of B centered at the origin, with Ω1 ⊂ Ω2. Suppose
further that L : P ∩ (Ω2\Ω1)→ P is a completely continuous operator such that
either
‖Lu‖ 6 ‖u‖ , u ∈ P ∩ ∂ Ω1 , and ‖Lu‖ > ‖u‖ , u ∈ P ∩ ∂ Ω2 ,
or
‖Lu‖ > ‖u‖ , u ∈ P ∩ ∂ Ω1 , and ‖Lu‖ 6 ‖u‖ , u ∈ P ∩ ∂ Ω2 ,
holds. Then L has a fixed point in P ∩ (Ω2\Ω1).
Definition 2.3. A map α is said to be a nonnegative continuous concave func-
tional on a cone P of a real Banach space B if α : P → [0,+∞) is continuous
and
α(t x+ (1− t) y) > t α(x) + (1− t)α(y) , ∀x , y ∈ P , t ∈ [0, 1] .
Similarly, a map β is said to be a nonnegative continuous convex functional
on a cone P of a real Banach space B if β : P → [0,+∞) is continuous and
β(t x+ (1− t) y) 6 t β(x) + (1− t)β(y) , ∀x , y ∈ P , t ∈ [0, 1] .
Now, let us consider β, γ and θ, nonnegative continuous convex functionals
on the cone P, and α and ψ, nonnegative concave functionals on P.
For nonnegative real numbers d, p and q, we define the following subspaces
of the cone P:
P(γ, r) = {u ∈ P | γ(u) < r} ,
P(γ, α, p, r) = {u ∈ P | p 6 α(u) , γ(u) 6 r} ,
Q(γ, β, d, r) = {u ∈ P | β(u) 6 d , γ(u) 6 r} ,
P(γ, θ, α, p, q, r) = {u ∈ P | p 6 α(u) , θ(u) 6 q , γ(u) 6 r} .
In the sequel we introduce a result, proved in [6], which ensures the existence
of two fixed points on the cone P.
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Theorem 2.4. Let P be a cone in a real Banach space B. Let α and γ be
increasing and nonnegative continuous functionals on P. Let θ be a nonnegative
continuous functional on P with θ(0) = 0 such that, for some positive constants
r and M ,
α(u) 6 θ(u) 6 γ(u) and ‖u‖ 6M α(u) , for all u ∈ P(α, r) .
Assume that there exist two positive numbers p and q with p < q < r such
that
θ(λu) 6 λ θ(u) , for all 0 6 λ 6 1 and u ∈ ∂P(θ, q) .
Suppose that L : P(α, r)→ P is a completely continuous operator satisfying
i) α(Lu) > r for all u ∈ ∂P(α, r),
ii) θ(Lu) < q for all u ∈ ∂P(θ, q),
iii) P(γ, p) 6= ∅ and γ(Lu) > p for all u ∈ ∂P(γ, p).
Then, L has at least two fixed points u1 and u2 such that
p < γ(u1) , with θ(u1) < q ,
and
q < θ(u2) , with α(u2) < r .
Finally, we introduce a result, proved in [3], which warrants the existence of
three fixed points of the operator L on the cone P.
Theorem 2.5. Let P be a cone in a real Banach space B, and let r and M
be positive numbers. Assume that α and ψ are nonnegative, continuous and
concave functionals on P, and γ, β and θ are nonnegative, continuous and
convex functionals on P with
α(u) 6 β(u) and ‖u‖ 6M γ(u) , ∀u ∈ P(γ, r) .
Suppose that L : P(γ, r)→ P(γ, r) is a completely continuous operator and there
exist nonnegative numbers h, d, p, q, with 0 < d < p, such that:
a) {u ∈ P(γ, θ, α, p, q, r) | α(u) > p} 6= ∅ and α(Lu) > p for u ∈ P(γ, θ, α, p, q, r),
b) {u ∈ P(γ, β, ψ, h, d, r) | β < d} 6= ∅ and β(Lu) < d for u ∈ P(γ, β, ψ, h, d, r),
c) α(Lu) > p for u ∈ P(γ, α, p, r) with θ(Lu) > q,
d) β(Lu) < d for u ∈ Q(γ, β, d, r) with Ψ(Lu) < h.
Then L has at least three fixed points u1, u2, u3 ∈ P(γ, r) such that
β(u1) < d , p < α(u2) and d < β(u3) with α(u3) < p .
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3 Existence of fixed points by means of Kras-
noselski˘ı fixed point Theorem
The aim of this section consists on ensuring the existence of at least a fixed point
of operator L, defined in (5). Such an existence will follow as an application of
Theorem 2.2.
Let us consider the following conditions on f :
(H1) There exists p > 0 such that
f(t, u) 6 p
K2
∫ b
a
Φ(s) ds
, ∀ t ∈ I , ∀u ∈ [0, p] .
(H2) There exists q > 0 such that
f(t, u) > K2 u
K1
∫ b1
a1
k1(s)Φ(s) ds
, ∀ t ∈ I1 , ∀u ∈
[
m1
K2
q, q
]
.
Following the same steps as in [1, Theorem 2.3], we prove the following result
Theorem 3.1. Suppose that there exist two positive numbers p 6= q such that
condition (H1) is satisfied with respect to p and condition (H2) is satisfied with
respect to q. Then, provided that the integral kernel G satisfies (Pg1), operator
L, defined in (5), has a fixed point, u ∈ P, such that ‖u‖∞ lies between p and
q.
Proof. First let us see that L(P) ⊂ P.
Let u ∈ P, we have:
Lu(t) :=
∫ b
a
G(t, s) f(s, u(s)) ds >
∫ b
a
k1(t)Φ(s) f(s, u(s)) ds
=
k1(t)
K2
∫ b
a
K2 Φ(s) f(s, u(s)) ds >
k1(t)
K2
∫ b
a
sup
t∈I
{G(t, s)} f(s, u(s)) ds
≥k1(t)
K2
sup
t∈I
{∫ b
a
G(t, s) f(s, u(s)) ds
}
=
k1(t)
K2
‖Lu‖∞ , ∀t ∈ I .
Thus, since f is a continuous function on I × R, Lu ∈ P and L : P → P is
a completely continuous operator.
Now, let us define the open balls centered at the origin as follows:
Ωp = {u ∈ C(I) | ‖u‖∞ < p} and Ωq = {u ∈ C(I) | ‖u‖∞ < q} .
From (Pg1) and the positiveness of f for all u ∈ P, we have that the following
inequality is fulfilled.
‖Lu‖∞ = sup
t∈I
{∫ b
a
G(t, s) f(s, u(s)) ds
}
6 K2
∫ b
a
Φ(s) f(s, u(s)) ds . (6)
On the other hand, for u ∈ P ∩ ∂Ωp, we have that ‖u‖∞ = p, so, from (6)
and (H1), we have:
‖Lu‖∞ 6 K2
∫ b
a
Φ(s) f(s, u(s)) ds 6 K2
∫ b
a
Φ(s)
p
K2
∫ b
a
Φ(s) ds
ds = p = ‖u‖∞ .
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Thus, ‖Lu‖∞ 6 ‖u‖∞ for all u ∈ P ∩ ∂Ωp.
Now, using (Pg1) again, we have, for all u ∈ P:
‖Lu‖∞ = sup
t∈I
{∫ b
a
G(t, s) f(s, u(s)) ds
}
> sup
t∈I
{∫ b
a
k1(t)Φ(s) f(s, u(s)) ds
}
=K1
∫ b
a
Φ(s) f(s, u(s)) ds .
(7)
Let v ∈ P ∩ ∂Ωq, then
min
t∈I1
v(t) > min
t∈I1
k1(t)
K2
‖v‖∞ = m1
K2
q .
So, from (7) and (H2):
‖L v‖∞ ≥K1
∫ b
a
Φ(s) f(s, v(s)) ds > K1
∫ b1
a1
Φ(s) f(s, v(s)) ds
>K1
∫ b1
a1
Φ(s)
K2 v(s)
K1
∫ b1
a1
k1(s)Φ(s) ds
ds
>
∫ b1
a1
Φ(s)
K2
k1(s)
K2
‖v‖∞∫ b1
a1
k1(s)Φ(s) ds
ds = ‖v‖∞ = q .
Hence, ‖L v‖∞ > ‖v‖∞ for all v ∈ P ∩ ∂Ωq.
Then, from Theorem 2.2, we conclude that L has a fixed point in P such
that ‖u‖∞ lies between p and q.
Define
f+0 (t) := lim sup
u→0+
f(t, u)
u
, f+∞(t) := lim sup
u→∞
f(t, u)
u
,
f−0 (t) := lim inf
u→0+
f(t, u)
u
, f−∞(t) := lim inf
u→∞
f(t, u)
u
.
Analogously to [1, Corollary 2.4], we have
Corollary 3.2. If G satisfies (Pg1), then operator L, defined in (5), has a fixed
point in P, provided that one of two following conditions hold
(H3) f
+
0 (t) <
1
K2
∫ b
a
Φ(s) ds
for t ∈ I and f−∞(t) > K
2
2
K1m1
∫ b1
a1
k1(s)Φ(s) ds
for t ∈ I1,
(H4) f
+
∞(t) <
1
K2
∫ b
a
Φ(s) ds
for t ∈ I and f−0 (t) > K
2
2
K1m1
∫ b1
a1
k1(s)Φ(s) ds
for t ∈ I1.
In particular, there is one fixed point if f+0 = 0 and f
−
∞ = ∞ (f+∞ = 0 and
f−0 =∞).
Proof. First, let us assume that (H3) is fulfilled.
Then, there exists p > 0, small enough, and q > 0, big enough, such that:
• f(t, u)
u
6 1
K2
∫ b
a
Φ(s) ds
for all t ∈ I and 0 < u 6 p.
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• f(t, u)
u
> K
2
2
K1m1
∫ b1
a1
k1(s)Φ(s) ds
for all t ∈ I1 and u > q.
Thus, (H1) and (H2) are fulfilled for p > 0 and
K2
m1
q > 0, respectively. So,
from Theorem 3.1, L has a fixed point on P.
Now, suppose that (H4) is verified.
Then, there exist 0 < p < q, such that:
• f(t, u)
u
> K
2
2
K1m1
∫ b1
a1
k1(s)Φ(s) ds
for all t ∈ I1 and 0 < u 6 p.
• f(t, u)
u
6 1
K2
∫ b
a
Φ(s) ds
for all t ∈ I and u > q.
Hence, (H2) is fulfilled for p > 0.
Let us see that (H1) is also satisfied.
First, let us assume that f(t, u) is a bounded function. That is, there exists
N > 0 such that 0 6 f(t, u) 6 N for all t ∈ I and 0 6 u < ∞. Then, let us
choose
r > N K2
∫ b
a
Φ(s) ds ,
such that
f(t, u) 6 N 6 r
K2
∫ b
a
Φ(s) ds
, ∀t ∈ I , 0 6 u 6 r .
Thus, (H1) holds for this r > 0.
Now, suppose that f is not bounded. Then, there exists t0 ∈ I and r¯ > q
such that f(t, u) 6 f(t0, r¯) for all t ∈ I and 0 6 u 6 r¯. Thus, by using the
hypothesis, we have
f(t, u) 6 f(t0, r¯) 6
r¯
K2
∫ b
a
Φ(s) ds
, ∀t ∈ I , 0 6 u 6 r¯ .
Therefore, (H1) is fulfilled for such r¯ > 0, and the result follows again from
Theorem 3.1.
To finish this section, we obtain the existence of at least two fixed points of
the integral operator L.
Let us consider the following conditions on f :
(H∗1 ) There exists p > 0 such that (H1) is fulfilled and
f(t, p) <
p
K2
∫ b
a
Φ(s) ds
, ∀t ∈ I .
(H∗2 ) There exists q > 0 such that (H2) is fulfilled and
f (t, q) >
K2 q
K1
∫ b1
a1
k1(s)Φ(s) ds
, ∀t ∈ I1 .
9
Remark 3.3. Realize that conditions (H∗1 ) and (H
∗
2 ) are a small restriction of
(H1) and (H2), respectively. As we will see, this restriction allows us to prove
that the two fixed points that we find are, in fact, different.
Theorem 3.4. If G satisfies (Pg1), then the operator L has at least two fixed
points, u1 and u2 ∈ P, provided that f−0 (t) = f−∞(t) = ∞ for t ∈ I and (H∗1 )
holds. In such a case, 0 < ‖u1‖∞ < p < ‖u2‖∞ (p given in (H∗1 )).
Proof. As in Corollary 3.2, we can see that f−0 (t) = f
−
∞(t) = ∞ imply that
there exist positive numbers q1 and q2, with 0 < q1 < p < q2 such that (H2) is
fulfilled with respect to q1 and q2, respectively.
Since (H∗1 ) is a restriction of (H1) we have that, in particular, (H1) holds
for p.
Hence, from Theorem 3.1, we conclude that there exist two fixed points, u1
and u2, such that 0 < q1 6 ‖u1‖∞ 6 p 6 ‖u2‖∞ 6 q2.
To finish the proof, we need to ensure that u1 and u2 are, in fact, different.
To this end, let us prove that if u ∈ P ∩ ∂Ωp, then u cannot be a fixed point of
L.
Let u ∈ P ∩ ∂Ωp, that is, ‖u‖∞ = p. From (H∗1 ) and property (Pg1), we
have:
‖Lu‖∞ = sup
t∈I
∫ b
a
G(t, s) f(s, u(s)) ds 6 sup
t∈I
∫ b
a
k2(t)Φ(s) f(s, u(s)) ds
= K2
∫ b
a
Φ(s) f(s, u(s)) ds 6 K2
∫ b
a
Φ(s)
p
K2
∫ b
a
Φ(s) ds
ds
= p = ‖u‖∞ .
(8)
Since ‖u‖∞ = p we have that there exists t0 ∈ I such that u(t0) = p.
Now, since f is a continuous function and ‖u‖∞ = p, from (H∗1 ), there exists
a neighborhood of t0 such that the strict inequality given in (H
∗
1 ) is fulfilled,
hence the last inequality in (8) is strict and ‖Lu‖∞ < ‖u‖∞. Thus, u cannot
be a fixed point. So, there exist two fixed points, u1 and u2, such that 0 < q1 6
‖u1‖∞ < p < ‖u2‖∞ and the result is proved.
In an analogous way, we can prove the following “dual” result:
Theorem 3.5. If G satisfies (Pg1), then the operator L has at least two fixed
points, u1 and u2 ∈ P, provided that f+0 (t) = f+∞(t) = 0 and (H∗2 ) holds. In
such a case, 0 < ‖u1‖∞ < q < ‖u2‖∞ (q given in (H∗2 )).
4 Existence of multiple fixed points
In this section, by using Theorems 2.4 and 2.5, we prove the existence of two
or three non-trivial fixed points, respectively, of operator L defined in (5). We
follow the steps given in [1], however we impose slightly weaker conditions on f
than the ones given in that reference.
Theorem 4.1. Suppose that there exist positive numbers p, q and r such that
0 < p < q < r, and assume that function f satisfies the following conditions:
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(i) f(t, u) > u
m1
∫ b1
a1
Φ(s) ds
for all t ∈ I1 and u ∈
[
r,
K2
m1
r
]
, being the in-
equality strict at u = r,
(ii) f(t, u) 6 q
K2
∫ b
a
Φ(s) ds
for all t ∈ I and u ∈
[
0,
K2
m1
q
]
, being the inequal-
ity strict at u = q,
(iii) f(t, u) >
K2 u
K1
∫ b1
a1
k1(s)Φ(s) ds
for all t ∈ I1 and u ∈
[
m1
K2
p, p
]
.
Then, if G satisfies (Pg1), the operator L has at least two fixed points, u1
and u2, such that
p < ‖u1‖∞ , max
t∈I1
u1(t) < q < max
t∈I1
u2(t) , min
t∈I1
u2(t) < r .
Proof. The proof is based on Theorem 2.4.
Consider:
α(u) := min
t∈I1
u(t) , (9)
θ(u) := max
t∈I1
u(t) , (10)
and
γ(u) := ‖u‖∞ . (11)
Clearly, α(u) 6 θ(u) 6 γ(u) for all u ∈ P.
Since u ∈ P, then
α(u) = min
t∈I1
u(t) > min
t∈I1
k1(t)
K2
‖u‖∞ = m1
K2
γ(u) ,
that is, γ(u) 6 K2
m1
α(u) for all u ∈ P.
Moreover, for all λ ∈ R and u ∈ P, we have:
θ(λu) = max
t∈I1
{λu(t)} = λ max
t∈I1
u(t) = λ θ(u) .
As we have noticed, L : P −→ P is a completely continuous operator.
Moreover, let us consider u ∈ ∂P(α, r), i.e. mint∈I1 u(t) = r. we have that
α(u) = r > m1
K2
‖u‖∞ .
Thus, from (i), the following inequalities are verified:
α(Lu) = min
t∈I1
∫ b
a
G(t, s) f(s, u(s)) ds > min
t∈I1
∫ b
a
k1(t)Φ(s) f(s, u(s)) ds
> min
t∈I1
k1(t)
∫ b1
a1
Φ(s) f(s, u(s)) ds > m1
∫ b1
a1
Φ(s)
u(s)
m1
∫ b1
a1
Φ(s) ds
ds .
(12)
On the other hand α(u) = r implies that there exists t1 ∈ I1 such that
u(t1) = r. Since f is a continuous function on I1 ⊂ I, from (i), there exist
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I0 ⊂ I1 a nontrivial subinterval where the inequality given on (i) is strict.
Thus, the last inequality of (12) is also strict and we have for all u ∈ ∂P(α, r):
α(Lu) > m1
∫ b1
a1
Φ(s)
u(s)
m1
∫ b1
a1
Φ(s) ds
ds > r .
Now, for u ∈ ∂P(θ, q), i.e. maxt∈I1 u(t) = q, we have that
γ(u) > θ(u) = q ≥ α(u) > m1
K2
γ(u) .
Thus, q 6 ‖u‖∞ 6 K2
m1
q and from (ii), we have:
θ(Lu) = max
t∈I1
∫ b
a
G(t, s) f(s, u(s)) ds 6 max
t∈I1
∫ b
a
k2(t)Φ(s) f(s, u(s)) ds
6 K2
∫ b
a
Φ(s) f(s, u(s)) ds 6 K2
∫ b
a
Φ(s)
q
K2
∫ b
a
Φ(s) ds
ds .
(13)
Repeating the previous arguments, θ(u) = q implies that there exists t1 ∈
I1 ⊂ I such that u(t1) = q. Since f is a continuous function on I, from (ii),
there exist I0 ⊂ I1 a nontrivial subinterval where the inequality given on (ii)
is strict. Thus, the last inequality of (13) is also strict and we have for all
u ∈ ∂P(θ, q):
θ(Lu) < K2
∫ b
a
Φ(s)
q
K2
∫ b
a
Φ(s) ds
ds = q .
Finally, P(γ, p) = {u ∈ P | ‖u‖∞ < p} 6= ∅ and for all u ∈ ∂P(γ, p), we
have that ‖u‖∞ = p and α(u) > m1K2 p.
Thus, from (iii), we obtain:
γ(Lu) = sup
t∈I
∫ b
a
G(t, s) f(s, u(s)) ds > sup
t∈I
∫ b
a
k1(t)Φ(s) f(s, u(s)) ds
> K1
∫ b1
a1
Φ(s) f(s, u(s)) ds > K1
∫ b1
a1
Φ(s)
K2 u(s)
K1
∫ b1
a1
k1(s)ϕ(s) ds
>
∫ b1
a1
Φ(s)
K2
k1(s)
K2
‖u‖∞∫ b1
a1
k1(s)Φ(s) ds
ds = p .
So, we conclude that γ(Lu) > p for u ∈ ∂P(γ, p).
Hence, all the hypotheses of Theorem 2.4 are fulfilled. Thus, L has at
least two fixed points on P, u1 and u2, such that p < γ(u1) = ‖u‖∞ and
q > θ(u1) = maxt∈I1 u1(t). Moreover, q < θ(u2) = maxt∈I1 u2(t) and r >
α(u2) = mint∈I1 u2(t) and the result is proved.
Remark 4.2. Realize that in the third item of Theorem 4.1, we cannot avoid
the strict inequality on the whole interval, since ‖u‖∞ = p implies that there
exists t1 ∈ I such that u(t1) = p, however we cannot ensure that p ∈ I1.
Even though, in most of cases it is fulfilled that the point t1 ∈ I for which
u(t1) = p belongs to I1. This is due because I1 is built to avoid having zeros or
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small values of u. It is convenient to have I1 as larger as possible to ensure that
the obtained bounds are better, so t1 is likely to be in I1. In such a case, we can
ask for the strict inequality only at u = p.
Now, as an application of Theorem 2.5, we obtain the next result that ensures
the existence of at least three critical points of operator L.
Theorem 4.3. Let p, q and r be positive numbers satisfying the relation:
0 < p < q <
K2
m1
q 6 r .
Assume, moreover, that the function f satisfies the following conditions:
(a) f(t, u) 6 r
K2
∫ b
a
Φ(s) ds
for all t ∈ I and u ∈ [0, r],
(b) f(t, u) <
p
K2
∫ b
a
Φ(s) ds
for all t ∈ I and u ∈ [0, p],
(c) f(t, u) > u
m1
∫ b1
a1
Φ(s) ds
for all t ∈ I1 and u ∈
[
q,
K2
m1
q
]
, being the inequal-
ity strict for u = q.
Then, if G satisfies (Pg1), the operator L has at least three fixed points u1,
u2, u3 ∈ {u ∈ P | ‖u‖∞ 6 r} such that maxt∈I1 u1(t) < p, q < mint∈I1 u2(t)
and p < maxt∈I1 u3(t) with mint∈I1 u3(t) < q.
Proof. The proof follows from Theorem 2.5.
We consider α, θ and γ as in (9)–(11) and, moreover Ψ(u) = α(u) and
β(u) = θ(u). Clearly α and Ψ are concave and non-negative functionals in P.
And β, θ and γ are convex and non-negative functionals in P.
It is proved in Theorem 3.1 that L(P) ⊂ P.
Let us see now that L
(
P(γ, r)
)
⊂ P(γ, r). Indeed, let u ∈ P(γ, r) (i.e.
‖u‖∞ 6 r), from (a) we have:
‖Lu‖∞ = sup
t∈I
∫ b
a
G(t, s) f(s, u(s)) ds 6 sup
t∈I
∫ b
a
k2(t)Φ(s) f(s, u(s)) ds
= K2
∫ b
a
Φ(s) f(s, u(s)) ds 6 K2
∫ b
a
Φ(s)
r
K2
∫ b
a
Φ(s) ds
ds = r ,
thus, Lu ∈ P(γ, r) and we conclude that L
(
P(γ, r)
)
⊂ P(γ, r).
Obviously, α(u) 6 β(u) and γ(u) = ‖u‖∞.
We consider uq(t) =
K2
m1
q, it is obvious that uq belongs to the following set{
u ∈ P
(
γ, θ, α, q,
K2
m1
q, r
)
| α(u) > q
}
, described as follows:
{
u ∈ P | q < min
t∈I1
u(t) , max
t∈I1
u(t) 6 K2
m1
q , ‖u‖∞ 6 r
}
6= ∅ .
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Let u ∈ P
(
γ, θ, α, q,
K2
m1
q, r
)
, then using (c), we obtain:
α(Lu) = min
t∈I1
∫ b
a
G(t, s) f(s, u(s)) ds > min
t∈I1
∫ b
a
k1(t)Φ(s) f(s, u(s)) ds
> m1
∫ b1
a1
Φ(s) f(s, u(s)) ds > m1
∫ b1
a1
Φ(s)
u(s)
m1
∫ b1
a1
Φ(s) ds
ds .
(14)
If there exists s1 ∈ I1 such that u(s1) > q, then it must exist a nontrivial
subinterval of I1 where u(s) > q for all s in such a subinterval. Then, directly
from (14), we have α(Lu) > q.
Now, if u(s) = q for all s ∈ I1, from (c) and (14), we obtain:
α(Lu) > m1
∫ b1
a1
Φ(s) f(s, q) ds > m1
∫ b1
a1
Φ(s)
q
m1
∫ b1
a1
Φ(s) ds
ds = q .
So, the hypothesis a) on Theorem 2.5 is fulfilled. Now, let us see b).
If we consider the function up(t) =
m1
K2
p, it is clear that it belongs to the
set
{
u ∈ P
(
γ, β,Ψ,
m1
K2
p, p, r
)
| β(u) < p
}
, which is described as follows:
{
u ∈ P | m1
K2
p 6 min
t∈I1
u(t) , max
t∈I1
u(t) < p , ‖u‖∞ 6 r
}
6= ∅ .
Let u ∈ P
(
γ, β,Ψ,
m1
K2
p, p, r
)
, from (b), we have
β(Lu) = max
t∈I1
∫ b
a
G(t, s) f(s, u(s)) ds 6 max
t∈I1
∫ b
a
K2 Φ(s) f(s, u(s)) ds
< K2
∫ b
a
Φ(s)
p
K2
∫ b
a
Φ(s) ds
ds = p .
Thus, β(Lu) < p for all u ∈ P
(
γ, β,Ψ,
m1
K2
p, p, r
)
and, as consequence,
condition b) in Theorem 2.5 is satisfied.
Now, let u ∈ P(γ, α, q, r) be such that θ(Lu) > q. Then
α(Lu) = min
t∈I1
∫ b
a
G(t, s) f(s, u(s)) ds > min
t∈I1
∫ b
a
k1(t)Φ(s) f(s, u(s)) ds
=
m1
K2
∫ b
a
K2G(t, s) f(s, u(s)) ds >
m1
K2
∫ b
a
max
t∈I1
G(t, s) f(s, u(s) ds
> m1
K2
max
t∈I1
∫ b
a
G(t, s) f(s, u(s)) ds =
m1
K2
θ(Lu) > m1
K2
q .
14
Finally, take u ∈ Q(γ, β, p, r) such that Ψ(Lu) < m1
K2
p, then
β(Lu) = max
t∈I1
∫ b
a
G(t, s) f(s, u(s)) ds 6
∫ b
a
K2 Φ(s) f(s, u(s)) ds
=
K2
m1
∫ b
a
m1 Φ(s) f(s, u(s)) ds 6
K2
m1
∫ b
a
min
t∈I1
G(t, s) f(s, u(s) ds
6 K2
m1
min
t∈I1
∫ b
a
G(t, s) f(s, u(s)) ds =
K2
m1
Ψ(Lu) < K2
m1
m1
K2
p = p .
Therefore, all the hypotheses of Theorem 2.5 are fulfilled and we have en-
sured the existence of at least three critical points such that p > β(u1) =
maxt∈I1 u1(t), q < α(u2) = mint∈I1 u2(t) and p < β(u3) = maxt∈I1 u3(t) with
q > α(u3) = mint∈I1 u3(t). And the proof is complete.
5 Existence results for (k, n− k) problems
Let us consider the nth−order differential operator introduced in (3).
As we have mentioned before, the existence of solution of the problem (1)-(2)
is equivalent to the existence of a fixed point of the integral operator (4).
Let us denote
Xk = {u ∈ Cn(I) | u(a) = · · · = U (k−1)(a) = u(b) = · · · = u(n−k−1)(b) = 0} ,
the set of functions related to the boundary conditions (2).
Let us introduce a concept about the maximum number of zeros of the
solutions of a linear differential equation.
Definition 5.1. [13, Chapter 0, Definition 1] Let pk ∈ Cn−k(I) for k =
1, . . . , n. The nth-order linear differential equation Tn[M¯ ]u(t) = 0 is said to
be disconjugate on an interval I if every non trivial solution has, at most, n− 1
zeros on I, multiple zeros being counted according to their multiplicity.
In [11], the main properties of te related Green’s function, gM (t, s), are
studied. Now, we prove:
Theorem 5.2. Let M¯ ∈ R be such that equation Tn[M¯ ]u(t) = 0 is disconjugate
on I. Then the following properties are fulfilled:
If n− k is even and 2 6 k ≤ n− 1, then gM (t, s) verifies (Pg1) if, and only
if, M ∈ (M¯ − λ1, M¯ − λ2], where:
• λ1 > 0 is the least positive eigenvalue of operator Tn[M¯ ] in Xk.
• λ2 < 0 is the maximum of:
– λ′2 < 0, the biggest negative eigenvalue of operator Tn[M¯ ] in Xk−1.
– λ′′2 < 0, the biggest negative eigenvalue of operator Tn[M¯ ] in Xk+1.
If k = 1 and n is odd, then gM (t, s) verifies (Pg1) if, and only if, M ∈
(M¯ − λ1, M¯ − λ2], where:
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• λ1 > 0 is the least positive eigenvalue of operator Tn[M¯ ] in X1.
• λ2 < 0 is the biggest negative eigenvalue of operator Tn[M¯ ] in X2.
If n− k is odd and 2 6 k 6 n− 2, then −gM (t, s) verifies (Pg1) if, and only
if, M ∈ [M¯ − λ2, M¯ − λ1), where:
• λ1 < 0 is the biggest negative eigenvalue of operator Tn[M¯ ] in Xk.
• λ2 > 0 is the minimum of:
– λ′2 > 0, the least positive eigenvalue of operator Tn[M¯ ] in Xk−1.
– λ′′2 > 0, the least positive eigenvalue of operator Tn[M¯ ] in Xk+1.
If k = 1 and n > 2 is even , then −gM (t, s) verifies (Pg1) if, and only if,
M ∈ [M¯ − λ2, M¯ − λ1), where:
• λ1 < 0 is the biggest negative eigenvalue of operator Tn[M¯ ] in X1.
• λ2 > 0 is the least positive eigenvalue of operator Tn[M¯ ] in X2.
If k = n − 1 and n > 2, then −gM (t, s) verifies (Pg1) if, and only if,
M ∈ [M¯ − λ2, M¯ − λ1), where:
• λ1 < 0 is the biggest negative eigenvalue of operator Tn[M¯ ] in Xn−1.
• λ2 > 0 is the least positive eigenvalue of operator Tn[M¯ ] in Xn−2.
If n = 2, then −gM (t, s) verifies (Pg1) if, and only if, M ∈ (−∞, M¯ − λ1),
where:
• λ1 < 0 is the biggest negative eigenvalue of operator T2[M¯ ] in X1.
Proof. From the proof of [11, Theorem 3.1] we obtain that the following in-
equalities are fulfilled for those M which the result refers to.
(∞ >)(−1)n−kgM (t, s) > 0 , ∀ (t, s) ∈ (a, b)× (a, b) ,
(∞ >)(−1)n−k ∂
kgM (t, s)
∂tk |t=a
> 0 , ∀ s ∈ (a, b) ,
(∞ >)(−1)n−k ∂
n−kgM (t, s)
∂sn−k |s=a
> 0 , ∀ t ∈ (a, b) ,
(∞ >)∂
n−kgM (t, s)
∂tn−k |t=b
> 0 , ∀ s ∈ (a, b) ,
(∞ >)(−1)n ∂
kgM (t, s)
∂sk |s=b
> 0 , ∀ t ∈ (a, b) .
Now, we construct the following function:
Φ(s) = (s− a)n−k (b− s)k > 0 ,∀ s ∈ (a, b) ,
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and we have that
u(t, s) = (−1)n−k gM (t, s)
Φ(s)
> 0 ,∀ (t, s) ∈ (a, b)× (a, b) .
Moreover, the following limits are real and:
lim
s→a+
(−1)n−k gM (t, s)
Φ(s)
=
(−1)n−k ∂
n−kgM (t, s)
∂sn−k |s=a
(n− k)! (b− a)k > 0 , ∀ t ∈ (a, b) ,
lim
s→b−
(−1)n−k gM (t, s)
Φ(s)
=
(−1)n−k ∂
kgM (t, s)
∂sk |s=b
k! (−1)k(b− a)n−k
=
(−1)n ∂
kgM (t, s)
∂sk |s=b
k!(b− a)n−k > 0 , ∀ t ∈ (a, b) .
Hence, we can define u˜(t, s), as the continuous extension of u(t, s) to (a, b)×I,
and we have
k1(t) := min
s∈I
u˜(t, s) > 0 , ∀ t ∈ (a, b) ,
k2(t) := max
s∈I
u˜(t, s) > 0 , ∀ t ∈ (a, b) .
Clearly, 0 < k1(t) < k2(t) for all t ∈ (a, b) and (−1)n−k gM (t, s) fulfills condition
(Pg1). Then, the result is proved.
5.1 Particular cases
This section is devoted to apply previous results for some particular cases with
fixed (k, n−k) boundary conditions. We distinguish the cases depending on the
value of n.
• Second order: n = 2 and k = 1.
Let us study a second order operator with constant coefficients
T2[B,M ]u(t) = u
′′(t) +B u′(t) +M u(t) , t ∈ [0, 1] , (15)
for a fixed B ∈ R.
We consider the space of definition related to the boundary conditions (1, 1).
That is,
X1 =
{
u ∈ C2([0, 1]) | u(0) = u(1) = 0} .
As it is proved in [11], the biggest negative eigenvalue of T2[B, 0] in X1 is
λB = −B
2 + 4pi4
4
. Moreover, T2[B, 0]u(t) = 0 is a disconjugate equation on
[0, 1] for all B ∈ R.
Thus, from Theorem 5.2, −gM (t, s), satisfies the property (Pg1) if, and only
if, M ∈
(
−∞, B
2 + 4pi2
4
)
. In particular such a property is fulfilled for M = 0.
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Hence, let us study the following problem:
u′′(t) +B u′(t) + f(t, u(t)) = 0 , t ∈ [0, 1] , u(0) = u(1) = 0 . (16)
Clearly, Φ(s) = s(1− s).
First, consider B = 0. We have, (see [7, 9])
−g(t, s) =

s (1− t) , 0 6 s 6 t 6 1
(1− s) t , 0 < t < s 6 1 .
By direct calculations, we obtain k2(t) = 1 = K2 and
k1(t) = min
t∈[0,1]
{1− t, t} =

t , 0 6 t 6 1
2
,
1− t , 1
2
< t 6 1 ,
and K1 = k1
(
1
2
)
=
1
2
.
In Figure 1, it is represented the function u˜(t, s) = −g(t, s)
Φ(s)
, bounded from
above by k2(t) and from below by k1(t). Moreover, in Figure 2, it is given
the same representation considering the constant values t0 =
2
3 and s0 =
2
3 ,
respectively.
Figure 1: u˜(t, s) (orange) bounded from above by k2(t) (blue) and from below by k1(t) (green).
Let us consider I1 = [a1, b1] =
[
1
4
,
3
4
]
, then m1 =
1
4
, and it is immediate to
verify that ∫ 1
0
Φ(s) ds =
1
6
,∫ 3/4
1/4
Φ(s) ds =
11
96
,∫ 3/4
1/4
k1(s)Φ(s) ds =
67
1536
.
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Figure 2: Figure 1 for t0 = 23 on the left and for s0 =
2
3 on the right.
Thus, we are able to ensure the existence of at least two or three solutions of
problem (16) by means of the previously obtained fixed point theorems. First,
let us write the corresponding assumptions (H1) and (H2) for this situation,
(H1) There exists p > 0 such that f(t, u) 6 6 p for all t ∈ [0, 1] and u ∈ [0, p].
(H2) There exists q > 0 such that f(t, u) >
3072
67
u for all t ∈
[
1
4
,
3
4
]
and
u ∈
[q
4
, q
]
.
Finally, as a direct consequence of Theorems 4.1 and 4.3, we obtain the
following results:
Theorem 5.3. Let I = [0, 1] and I1 =
[
1
4 ,
3
4
]
and suppose that there exist
positive numbers p, q and r such that 0 < p < q < r, and assume that function
f satisfies the following conditions:
(i) f(t, u) > 384
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u for all t ∈ I1 and u ∈ [r, 4 r], being the inequality strict at
u = r,
(ii) f(t, u) 6 6 q for all t ∈ I and u ∈ [0, 4 q], being the inequality strict at
u = q,
(iii) f(t, u) >
3072
67
u for all t ∈ I1 and u ∈
[p
4
, p
]
.
Then, for B = 0, problem (16) has at least two positive solutions, u1 and
u2, such that
p < ‖u1‖∞ , max
t∈I1
u1(t) < q and q < max
t∈I1
u2(t) , min
t∈I1
u2(t) < r .
Theorem 5.4. Let I = [0, 1] and I1 =
[
1
4 ,
3
4
]
and suppose p, q and r are positive
numbers such that
0 < p < q < 4 q 6 r ,
such the function f satisfies the following conditions:
(a) f(t, u) 6 6 r for all t ∈ I and u ∈ [0, r],
(b) f(t, u) < 6 p for all s ∈ I and u ∈ [0, p],
(c) f(t, u) > 3072
67
u for all s ∈ I1 and u ∈ [q, 4 q], being the inequality strict at
u = q.
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Then, for B = 0, problem (16) has at least three positive solutions, u1, u2,
u3 ∈ {u ∈ P | ‖u‖∞ 6 r}, such that maxt∈I1 u1(t) < p, q < mint∈I1 u2(t) and
p < maxt∈I1 u3(t) with mint∈I1 u3(t) < q.
Now, let us see what happens for B > 0. In this case, the expression of the
Green’s function (see [9]) is given by
−g(t, s) =

(
eB s − 1) (eB (1−t) − 1)
B (eB − 1) , 0 6 s 6 t 6 1 ,(
eB − eB s) (1− e−B t)
B (eB − 1) , 0 < t < s 6 1 .
After routine calculations we obtain,
k2(t) =
(eB − eB t) (1− e−B t)
t (1− t)B (eB − 1) 6 k2(1) = 1 = K2 .
Moreover, we have
k1(t) =

eB − eB (1−t)
eB − 1 , 0 6 t 6 t1 = 1−
log
(
1+eB
2
)
B
,
eB (1−t) − 1
eB − 1 , t1 < t 6 1 .
Thus, K1 = maxt∈[0,1] k1(t) = k1(t1) =
1
2
.
If we choose
I1 = [a1, b1] =
1− log
(
1+3 eB
4
)
B
, 1−
log
(
3+eB
4
)
B
 , (17)
we obtain m1 = k1(a1) = k1(b1) =
1
4
.
Remark 5.5. For B ∈ [0, 2], both a1 and b1 are decreasing functions of B.
Moreover,
a1 ∈
[
1− 1
2
log
(
1
4
(
1 + 3e2
))
,
1
4
]
⊂
[
3
25
,
1
4
]
,
and
b1 ∈
[
1− 1
2
log
(
1
4
(
3 + e2
))
,
3
4
]
⊂
[
13
25
,
3
4
]
.
To attain the rest of the constants involved on the different results, we use
approximations of the values of the integrals. To this end we need to fix the
value of B ∈ [0, 2].
The bounds shown above can be obtained for all B ∈ [0, 2], in order to
simplify the description of k1, let us choose B such that t1 =
1
3
, that is, B =
20
log(2 +
√
5) ∈ [0, 2]. In such a case, we have
a1 =
log(
√
5− 1)
log (2 +
√
5)
and b1 =
log
(
1 + 3√
5
)
log(2 +
√
5)
.
Moreover, in this case, we obtain∫ b1
a1
k1(s)Φ(s) ds u 0.035872 >
3587
100000
,∫ b1
a1
Φ(s) ds u 0.095719 >
957
10000
.
As for B = 0, in Figure 3, we represent function u˜(t, s), bounded from above
by k2(t) and from below by k1(t) for B = log(2 +
√
5). Moreover, in Figure 4,
it is plotted the same representation considering the constant values t0 =
2
3 and
s0 =
2
3 , respectively.
Figure 3: u˜(t, s) (orange) bounded from above by k2(t) (blue) and from below by k1(t) (green).
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Figure 4: Figure 7 for t0 = 23 on the left and for s0 =
2
3 on the right.
Thus, as in the case where B = 0, we obtain the correspondent results of
existence of solution for such a problem. First, let us write the related (H1) and
(H2). Let I = [0, 1] and I1 be defined in (17) for B = log(2 +
√
5).
(H1) There exists p > 0 such that f(t, u) 6 6 p for all t ∈ I and u ∈ [0, p].
(H2) There exists q > 0 such that f(t, u) >
200000
3587
u >
u
1
2
∫ b1
a1
k1(s)Φ(s) ds
for
all t ∈ I1 and u ∈
[q
4
, q
]
.
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Finally, we can rewrite Theorems 4.1 and 4.3 as follows.
Theorem 5.6. Let I = [0, 1] and I1 be defined in (17) for B = log(2+
√
5) and
suppose that there exist positive numbers p, q and r such that 0 < p < q < r,
and assume that function f satisfies the following conditions:
(i) f(t, u) > 40000
957
u >
u
1
4
∫ b1
a1
Φ(s) ds
for all t ∈ I1 and u ∈ [r, 4 r],
(ii) f(t, u) 6 6 q for all t ∈ I and u ∈ [0, 4 q], being the inequality strict for
u = q,
(iii) f(t, u > 200000
3587
u for all t ∈ I1 and u ∈
[p
4
, p
]
.
Then, for B = log(2 +
√
5), problem (16) has at least two positive solu-
tions, u1 and u2, such that p < ‖u1‖∞, maxt∈I1 u1(t) < q < maxt∈I1 u2(t) and
mint∈I1 u2(t) < r.
Theorem 5.7. Let I = [0, 1] and I1 be defined in (17) for B = log(2+
√
5) and
suppose p, q and r are positive numbers such that
0 < p < q < 4 q 6 r ,
such the function f satisfies the following conditions:
(a) f(t, u) 6 6 r for all t ∈ I and u ∈ [0, r],
(b) f(t, u) < 6 p for all t ∈ I and u ∈ [0, p],
(c) f(t, u) > 40000
957
u for all s ∈ I1 and u ∈ [q, 4 q].
Then, for B = log(2 +
√
5), problem (16) has at least three positive so-
lutions, u1, u2, u3 ∈ {u ∈ P | ‖u‖∞ 6 r}, such that maxt∈I1 u1(t) < p,
q < mint∈I1 u2(t) and p < maxt∈I1 u3(t) with mint∈I1 u3(t) < q.
Finally, repeating the same arguments for B < 0, we obtain that for B ∈
[−2, 0]:
k2(t) =
(
1− eB t) (e−B − e−B t)
t (1− t)B (1− e−B) 6 1 = K2 ,
k1(t) =

e−B t − 1
e−B − 1 , 0 6 t 6 t2 = −
log
(
e−B+1
2
)
B
,
e−B − e−B t
e−B − 1 , t2 < t 6 1 ,
and K1 = maxt∈[0,1] k1(t) = k1(t2) =
1
2
.
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In this case, if we choose
I1 = [a1, b1] =
[
− log(
e−B+3
4 )
B
,− log(
3 e−B+1
4 )
B
]
, (18)
it is verified that m1 = k1(a1) = k1(b1) =
1
4
.
Remark 5.8. For B ∈ [−2, 0], both a1 and b1 are decreasing functions of B.
Moreover,
a1 ∈
[
1
4
,
1
2
log
(
1
4
(
3 + e2
))] ⊂ [1
4
,
12
25
]
,
and
b1 ∈
[
3
4
,
1
2
log
(
1
4
(
1 + 3e2
))] ⊂ [3
4
,
22
25
]
.
Moreover, for the choice B = log(
√
5 − 2) ∈ [−2, 0] and he correspondent
interval I1 defined in (18), we attain the same bounds as for B = log(2 +
√
5).
Thus, (H1) and (H2) coincide in both cases and Theorems 5.6 and 5.7 remain
valid for B = log(
√
5− 2).
It is important to recall that for all B ∈ [−2, 2] any suitable bounds can be
obtained by using the expression of k1 and k2 without any additional difficulty.
If B /∈ [−2, 2], the study is much more complicated. However the approach
can also be done. For instance let us choose B = −2pi, we have
−g(t, s) =

(
1− e−2pi s) (e2pi − e2pi t)
2pi (e2pi − 1) , 0 6 s 6 t 6 1 ,(
e2pi (1−s) − 1) (e2pi t − 1)
2pi (e2pi − 1) , 0 < t < s 6 1 .
In this case, we are not able to give the exact expression of k1(t), but we
can obtain a lower bound for u˜(t, s) as follows:
k1(t) =

e2pi t − 1
e2pi − 1 , 0 6 t 6 t3 ,
250000
62037
(
1− e−451500 pi
) e2pi − e2pi t
2pi (e2pi − 1) , t3 < t 6 1 ,
where t3 =
1
2pi
log
125000
(
e
549
500 pi − e2pi
)
− 62037pi
125000
(
e−
451
500 pi − 1
)
− 62037pi
 u 0.844992.
Moreover, u˜(t, s) 6 1 for all (t, s) ∈ [0, 1]× [0, 1].
In this case, we conclude that
K1 = max
t∈[0,1]
k1(t) = k1(t3) u 0.37642 >
47
125
.
As in previous cases, in Figure 5, we represent the function u˜(t, s), bounded
from above by K2 = 1 and from below by k1(t). Moreover, in Figure 6, it is
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Figure 5: u˜(t, s) (orange) bounded from above by k2(t) (blue) and from below by k1(t) (green).
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Figure 6: Figure 5 for t0 = 2125 on the left and for s0 =
21
25 on the right.
plotted the same representation considering the constant values t0 =
21
25 and
s0 =
21
25 , respectively.
If we choose,
I1 = [a1, b1] =
 log
(
3+e2pi
4
)
2pi
, 0.9151
 ⊂ [0.78, 0.9151] , (19)
we have that m1 = k1(a1) =
1
4
and
∫ b1
a1
Φ(s) ds u 0.0172072 >
43
2500
,∫ b1
a1
k1(s)Φ(s) ds u 0.005393 >
539
100000
.
Thus, as in the previous cases, we deduce the correspondent results of ex-
istence of solution for this problem. Let I = [0, 1] and I1 be defined in (19).
First, let us write the related (H1) and (H2) as follows:
(H1) There exists p > 0 such that f(t, u) 6 6 p for all t ∈ I and u ∈ [0, p].
(H2) There exists q > 0 such that f(t, u) >
12500000u
25333
>
u
47
125
∫ b1
a1
k1(s)Φ(s) ds
for all t ∈ I1 and u ∈
[q
4
, q
]
.
So, we can rewrite Theorems 4.1 and 4.3 as follows.
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Theorem 5.9. Let I = [0, 1] and I1 be defined in (19) and suppose that there
exist positive numbers p, q and r such that 0 < p < q < r, and suppose that
function f satisfies the following conditions:
(i) f(t, u) > 10000
43
u >
u
1
4
∫ b1
a1
Φ(s) ds
for all t ∈ I1 and u ∈ [r, 4 r],
(ii) f(t, u) 6 6 q for all t ∈ I and u ∈ [0, 4 q], being the inequality strict for
u = q,
(iii) f(t, u) > 12500000
25333
u for all t ∈ I1 and u ∈
[p
4
, p
]
.
Then, for B = −2pi, problem (16) has at least two positive solutions, u1 and
u2, such that p < ‖u1‖∞, maxt∈I1 u1(t) < q < maxt∈I1 u2(t) and mint∈I1 u2(t) <
r.
Let us consider the following continuous function
f(t, u) =

(
1007
88 +
225
88 t
) 50000000
1190651
u , u 6 1
28
,
(
1007
88 +
225
88 t
) 3125000
58341899u
,
1
28
< u 6 14 ,
(
1007
88 +
225
88 t
) 3125000
58341899u
+
10000
43
(u− 14)u , u > 14 .
(20)
It is easy to verify that this function f satisfies the hypotheses of Theorem
5.9.
(i) For the construction of f , (i) is trivially fulfilled for all u > 15.
(ii) If q =
7
2
, then f(t, u) 6 f
(
t,
1
28
)
=
(
1007
88 +
225
88 t
) 50000000
1190651
· 1
28
6
25000000
1190651
<
7
2
· 6 for all t ∈ I and u ∈ [0, 14].
(iii) If p =
1
28
, clearly f(t, u) > 47
4
· 50000000
1190651
u =
12500000
25333
u, for all u 6 p
and t ∈ I1 for all t ∈
[
3
25
, 1
]
, in particular for t ∈ I1 and u ∈
[
1
112
,
1
28
]
.
Remark 5.10. Realize that, from Remarks 5.5 and 5.8, the conditions imposed
to f are stronger than those imposed in Theorems 5.3 and 5.6, then the obtained
f is also valid for these results.
Thus, we can conclude that for B ∈ {−2pi, log(√5 − 2), 0, log(√5 + 2)}
problem (16), with f defined in (20), has at least two positive solutions, u1 and
u2, such that
1
28
< ‖u1‖∞, maxt∈I1 u1(t) <
7
2
< maxt∈I1 u2(t), mint∈I1 u2(t) <
15.
Theorem 5.11. Let I = [0, 1] and I1 be defined in (19) and suppose p, q and
r are positive numbers such that
0 < p < q < 4 q 6 r ,
such the function f satisfies the following conditions:
25
(a) f(t, u) 6 6 r for all t ∈ I and u ∈ [0, r],
(b) f(t, u) < 6 p for all s ∈ I and u ∈ [0, p],
(c) f(t, u) > 10000
43
u for all s ∈ I1 and u ∈ [q, 4 q].
Then, for B = −2pi, problem (16) has at least three positive solutions, u1,
u2, u3 ∈ {u ∈ P | ‖u‖∞ 6 r}, such that maxt∈I1 u1(t) < p, q < mint∈I1 u2(t)
and p < maxt∈I1 u3(t) with mint∈I1 u3(t) < q.
Let us consider the following continuous function
f(t, u) =

12
(
31
28 t+
25
28
)
u3 , u 6 16 ,
49152
(
31
28 t+
25
28
)
, u > 16 .
(21)
It is easy to verify that f fulfills the hypotheses of Theorem 5.11:
(a) If r = 16384, then f(t, u) 6 98304 = 6·16384 for all t ∈ I and u ∈ [0, 16384],
(b) If p =
1
2
, then f(t, u) 6 12 · 2 · 1
4
· 12 = 6 · 1
2
, for all t ∈ I and u ∈
[
0,
1
2
]
,
(c) If q = 4, then f(t, u) > 12 · 5
4
16u = 240u >
10000
43
u for all t ∈
[
3
25
, 1
]
, in
particular for t ∈ I1 and u ∈ [4, 16].
As in Remark 5.10, the imposed conditions on f are stronger than those
in Theorems 5.3 and 5.7. Thus, we can conclude that for B ∈ {−2pi, log(√5−
2), 0, log(
√
5+2)} problem (16), with f defined in (21), has at least three positive
solutions, u1, u2, u3 ∈ {u ∈ P | ‖u‖∞ 6 16384}, such that maxt∈I1 u1(t) <
1
2
,
4 < mint∈I1 u2(t) and
1
2
< maxt∈I1 u3(t) with mint∈I1 u3(t) < 4.
• Fourth order: n = 4 and k = 2.
In [11] it is proved that the related Green’s function of operator T4[M ]u(t) =
u(4)(t) +M u(t) on X2, with I = [0, 1], satisfies the property (Pg1) if, and only
if, M ∈ (−λ41, λ42], where λ1 u 4.73 is the least positive solution of
cos(λ) cosh(λ) = 1 ,
and λ2 u 5.55 is the least positive solution of
tan
(
λ√
2
)
= tanh
(
λ√
2
)
.
In particular, it is fulfilled for M = 0. Thus, let us study the following
problem:
u(4)(t) = f(t, u(t)) , t ∈ [0, 1] , u(0) = u′(0) = u(1) = u′(1) = 0 . (22)
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The related Green’s function (see [9]) is given by
g(t, s) =

s2
6
(1− t)2 (3 t− s− 2 s t) , 0 6 s 6 t 6 1 ,
(1− s)2
6
t2 (3 s− t− 2 s t) , 0 < t < s 6 1 .
Thus, after tedious calculus, we can ensure that
k1(t)

t2
2
(1− t) , 0 6 t 6 1
2
,
t
2
(1− t)2, 1
2
< t 6 1 ,
and
k2(t) =

t
2
(1− t)2 , 0 6 t 6 1
4
,
1− t
24
(1 + 2 t)2,
1
4
< t 6 1
2
,
t
24
(3− 2 t)2 , 1
2
< t 6 3
4
,
t2
2
(1− t), 3
4
< t 6 1 .
Hence, we have
K2 = max
t∈[0,1]
k2(t) = k2
(
1
2
)
=
1
12
and K1 = max
t∈[0,1]
k1(t) = k1
(
1
2
)
=
1
16
.
As in the second order case, in Figure 7, we represent the function u˜(t, s),
bounded from above by k2(t) and from below by k1(t). Moreover, in Figure 8,
it is shown the same representation considering the constant values t0 =
3
4 and
s0 =
3
4 , respectively.
Figure 7: u˜(t, s) (orange) bounded from above by k2(t) (blue) and from below by k1(t) (green).
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Figure 8: Figure 7 for t0 = 34 on the left and for s0 =
3
4 on the right.
Let us choose I1 = [a1, b1] =
[
1
3
,
2
3
]
, in this case we havem1 = mint∈I1 k1(t) =
k1
(
1
3
)
=
1
27
and
∫ 1
0
Φ(s) ds =
1
30
,∫ b1
a1
Φ(s) ds =
47
2430
,∫ b1
a1
k1(s)Φ(s) ds =
462461
470292480
.
Hence, as in the second order case, we can obtain the correspondent (H1)
and (H2):
(H1) There exists p > 0 such that f(t, u) 6 360 p for all t ∈ [0, 1] and u ∈ [0, p].
(H2) There exists q > 0 such that f(t, u) >
627056640u
426461
for all t ∈
[
1
3
,
2
3
]
and
u ∈
[
4
9
q, q
]
.
Finally, we can rewrite Theorems 4.1 and 4.3 as follows.
Theorem 5.12. Suppose that there exist positive numbers p, q and r such that
0 < p < q < r, and suppose that function f satisfies the following conditions:
(i) f(t, u) > 65610
47
u for all t ∈
[
1
3
,
2
3
]
and u ∈
[
r,
9
4
r
]
, being the inequality
strict for u = r,
(ii) f(t, u) < 360 q for all t ∈ [0, 1] and u ∈
[
0,
9
4
q
]
, being the inequality strict
for u = q,
(iii) f(t, u) >
627056640
426461
u for all t ∈
[
1
3
,
2
3
]
and u ∈
[
4
9
p, p
]
.
Then problem (22) has at least two positive solutions, u1 and u2, such that
p < ‖u1‖∞, maxt∈I1 u1(t) < q < maxt∈I1 u2(t) and mint∈I1 u2(t) < r.
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Let us choose a particular function f that the satisfies the conditions imposed
in previous result.
f(t, u) =

1296 t , u 6 1
36
,
t
u2
,
1
36
< u 6 33
4
,
64 t
35937
(
u− 29
4
)5
u , u >
33
4
.
Let us choose p =
1
16
, q =
11
3
and r = 27, we have:
(i) For all t ∈
[
1
3
,
2
3
]
and u ∈
[
27,
243
4
]
, f(t, u) =
64 t
35937
(
u− 29
4
)5
u >
64
3 · 35937
(
79
4
)5
u =
3077056399u
1724976
>
65610u
47
.
(ii) For all t ∈ [0, 1] and u ∈
[
0,
33
4
]
, we have f(t, u) 6 1
(1/36)
2 = 1296 <
11
3
· 360.
(iii) For all t ∈
[
1
3
,
2
3
]
and u ∈
[
1
36
,
1
16
]
, f(t, u) =
t
u3
u > 1/3
(1/16)3
u =
4096
3
u >
627056640u
462461
.
Hence, for this function the problem (22) has at least two positive solutions,
u1 and u2, such that
1
16
< ‖u1‖∞, maxt∈I1 u1(t) <
11
3
< maxt∈I1 u2(t) and
mint∈I1 u2(t) < 27.
Now, Theorem 4.3 reads as follows:
Theorem 5.13. Suppose p, q and r are positive numbers for which the following
inequalities are fulfilled:
0 < p < q <
9
4
q 6 r ,
and that the function f satisfies the following conditions:
(a) f(t, u) 6 360 r for all t ∈ [0, 1] and u ∈ [0, r],
(b) f(t, u) < 360 p for all s ∈ [0, 1] and u ∈ [0, p],
(c) f(t, u) > 65610
47
u for all s ∈
[
1
3
,
2
3
]
and u ∈
[
q,
9
4
q
]
, being the inequality
strict for u = q.
Then problem (22) has at least three positive solutions, u1, u2, u3 ∈ {u ∈
P | ‖u‖∞ 6 r}, such that maxt∈I1 u1(t) < p, q < mint∈I1 u2(t) and p <
maxt∈I1 u3(t) with mint∈I1 u3(t) < q.
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Let us see that the following function satisfies these hypotheses:
f(t, u) =

(2 + 3 t)u2 , u 6 1
2
,
(
u− 1
2
)
u4 + (2 + 3 t)u2 ,
1
2
< u 6 14 ,
519204 + 588 t , u > 14 .
Let us choose p =
1
2
, q =
56
9
and r = 1444, we can check all the hypotheses
of Theorem 5.13.
(a) For all t ∈ [0, 1] and u ∈ [0, 1444], f(t, u) 6 519204 + 588 = 519792 <
360 · 1444 = 519840 r.
(b) For all s ∈ [0, 1] and u ∈
[
0,
1
2
]
, then f(t, u) = (2 + 3 t)u2 6 5
4
< 360 · 1
2
=
180.
(c) For all s ∈
[
1
3
,
2
3
]
and u ∈
[
56
9
, 14
]
, f(t, u) =
(
u− 1
2
)
u4 + (2 + 3 t)u2 =((
u− 1
2
)
u3 + (2 + 3 t)u
)
u >
((
56
9
− 1
2
)(
56
9
)3
+ 3
56
9
)
=
9166696u
6561
>
65610u
47
.
Hence, for such a f the problem (22) has at least three positive solutions,
u1, u2 and u3, such that maxt∈I1 u1(t) <
1
2
,
56
9
< mint∈I1 u2(t) and
1
2
<
maxt∈I1 u3(t) with mint∈I1 u3(t) <
56
9
.
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