ABSTRACT Classification of texture images with different orientation, illumination, and scale changes is a challenging problem in computer vision and pattern recognition. This paper proposes two descriptors and uses them jointly to fulfill such task. One can obtain an image pyramid by applying dual-tree complex wavelet transform (DTCWT) on the original image, and generate local binary patterns (LBP) in DTCWT domain, called LBPDTCWT, as local texture features. Moreover, log-polar (LP) transform is applied on the original image, and the energies of DTCWT coefficients on detail subbands of the LP image, called LPDTCWTE, are taken as global texture features. We fuse the two kinds of features for texture classification, and the experimental results on benchmark data sets show that our proposed method can achieve better performance than other the state-of-the-art methods.
I. INTRODUCTION
Texture classification plays an important role in computer vision applications such as automatic industrial monitoring, remote sensing, medical diagnosis and machine intelligence. The extraction of good features to characterize different textures is a major step of texture classification. Since textures in the real world are often not regular due to the changes in orientation, scale or illumination, designing a practical robust feature extraction method has always been challenging. Although a wide range of techniques have been used with different criteria for feature extraction, we focus on two extensively used paradigms, i.e., wavelet transform and local binary pattern (LBP), in this paper.
Mallat [1] is the pioneer who applies discrete wavelet transform (DWT) for texture feature extraction. Then the applications of wavelet transform and its variants for texture analysis have received considerable attention by researchers. Chang and Kuo [2] point out that decomposition just in the lower frequency region using DWT may not help much for the purpose of classification since the most significant information of a texture often appears in the middle frequency channels. Therefore, they propose a method using wavelet packets transform (WPT). The DWT and discrete WPT are based on critically sampled filter banks, which may imply inaccurate texture edge localization [3] . Thus, the overcomplete wavelet decomposition, such as wavelet packet frame decomposition (WPFD) [4] , is adopted to capture texture features. Such representation focuses on scale and orientation texture features and decomposes the image into orthogonal components. Real wavelet transform has disadvantages of shift sensitivity and poor directionality. To address the problems, Kokare et al. [5] apply dual-tree rotated complex wavelet filter (DTRCWF) and dual-tree complex wavelet transform (DTCWT) jointly to decompose an input image. After that, the features are obtained by computing the energies and standard deviations of subbands oriented at 12 different directions from all decomposition levels.
The methods mentioned above do not possess the property of rotation invariance. Do and Vetterli [6] utilize wavelet domain hidden Markov model for characterizing texture images. The model can capture both the subband marginal distributions and the dependencies across scales and orientations of the wavelet descriptors with few parameters. Moreover, rotation invariance is achieved via a diagonalization of the covariance matrices in the model. Jafari-Khouzani and Soltanian-Zadeh [7] first employ the Radon transform on the input image to convert rotation to translation, and then use a translation invariant wavelet transform to calculate the frequency components and their corresponding features. While using Radon transform, one need to find the optimal number of projections. Similarly, Pun and Lee [8] apply the log-polar transform on the input image to eliminate the rotation and scale effects. After that, an adaptive row shift invariant wavelet packet transform is used to eliminate the row shift effects brought by the log-polar transform. The method is quite efficient with only O(n · log n) complexity. Ves et al. [9] employ wavelet frame transform (WFD) on the input image, and utilize statistical models for magnitudes and angles of WFD coefficients. The texture is then characterized by model parameters. They present texture descriptor with rotation invariance by defining equivalence classes over distributions of angles. Since WFD is a kind of undecimated wavelet transform, it has high computational complexity.
Recently, local binary pattern (LBP) is introduced as a powerful local descriptor with illumination and rotation invariance [10] [24] . To further improve the discriminative power of texture descriptor, lots of LBP variants have been proposed. Heikkila et al. [11] introduce the centersymmetric local binary pattern (CS-LBP) descriptor for matching and object category classification. Instead of comparing each pixel with the center pixel, CS-LBP compares center-symmetric pairs of pixels so as to reduce the histogram length of LBP. The texture descriptor appears to be more robust to illumination and occlusion by combining the good properties of the SIFT and LBP. Liao et al. [12] propose dominant local binary pattern (DLBP) for texture classification. The DLBP method computes the rotation invariant LBPs and then sorts them in descending order. The first several most frequently occurring patterns are used to capture descriptive texture information. Guo et al. [13] develop a completed local binary pattern (CLBP) scheme, which includes operators of CLBP-Center, CLBP-Sign and CLBP-Magnitude. While combining the three features for rotation invariant texture classification, significant performance improvement can be achieved.
The methods mentioned above apply LBP directly on the raw texture images, which may not work well under large neighborhood radii. To address the problem, Maenpaa and Pietikainen [14] combine the LBP operators with multi-scale filtering, called LBPF (F for filtering). By using Gaussian low-pass filters, each sample in the neighborhood can be made to collect intensity information from an area larger than the original single pixel. Therefore, the radii of the LBP operators used in the multiresolution version grow exponentially. He et al. [15] find that LBPF only describes isotropic micro structures of images. They utilize four anisotropic filter templates to extract anisotropic structures in pyramid transform domain of original image. Different structural histograms are set by weights to further enhance the classification performance. Qian et al. [16] take texture resolution variations into account for classification. Similarly, they extend the LBPs to pyramid transform domain by using different low-pass filters, and extract texture features by cascading the LBP descriptors of hierarchical spatial pyramids. Moreover, many researchers try to combine LBP descriptor with other descriptors to improve texture discriminative power. Liao et al. [12] utilize the circularly symmetric Gabor filter responses as supplementary of DLBP, and the fused feature yields significant higher texture classification rates. Similarly, Ameur et al. [17] fuse Gabor and LBP features, and utilize PCA to reduce the dimensionality of the final feature vector for face recognition. Wang et al. [18] propose the local neighboring intensity relationship pattern (LNIRP) descriptor, and achieve superior classification performance on dataset Outex by combining it with LBP.
In this paper, we try to present a new texture feature extraction method, where both the lowpass/highpass filter banks of DTCWT are used for descriptor generation. Two kinds of descriptors, i.e., LBP descriptor on DTCWT domain (LBPDTCWT) and Log-Polar DTCWT Energy based descriptor (LPDTCWTE), are proposed, which is our main contribution. The experimental results on several benchmark datasets show that the fused feature can achieve the tradeoff between quality of description and computational complexity for rotation, illumination and scale invariant texture classification. The rest of this paper is organized as follows. Section 2 gives brief review of the DTCWT and LBP. Section 3 describes our proposed feature extraction method. Section 4 analyzes the experimental results and section 5 addresses the conclusions.
II. REVIEW OF DTCWT AND LBP

A. DTCWT
In DTCWT, two parallel decimated trees (tree a and tree b) are used, where the aliasing in one branch of tree a is approximately canceled by the corresponding branch of tree b. Furthermore, the complex filters can separate positive and negative frequency components in 1-D, and hence separate adjacent quadrants of the 2-D spectrum. Therefore, the DTCWT has properties of nearly shift invariance, good directional selectivity and perfect reconstruction, which can solve the problems of conventional DWT and complex wavelet transform (CWT). Moreover, it needs much less computations than the undecimated (à trous) DWT and the Gabor transform.
While applying DTCWT to 2-D signals (such as images), it is performed separably to yield a quad-tree structure, with two trees used for the rows and two trees for the columns of the image. An image f (x, y) can be decomposed by using a complex scaling function and six complex wavelet functions as follow
where j0 is the number of decomposition level, A j 0 ,l and D k j,l are scaling coefficients and wavelet coefficients respectively. φ j 0 ,l (x, y) denotes the scaling function and ϕ k j,l (x, y) denotes VOLUME 6, 2018 
B. LBP
Ojala et al. [10] propose the LBP method which represents the texture through encoding the pixel-wise information in images. Each pixel of an image is taken as a center pixel, and the LBPs are obtained from the comparisons of center pixel with local surrounding pixels. At a center pixel, each surrounding pixel is assigned with a binary label, and the summation of all labels is called binary pattern value for the center pixel. The LBP operator is defined as follow.
where g c and g p are the gray values of center pixel and its neighborhood respectively, P and R are the number of neighboring pixels and radius from neighboring pixels. Figure 2 shows circularly symmetric neighbor sets for different (P, R). For a given image with size of M × N , a histogram of the LBP operator outputs accumulated over the image is built as the descriptor, which can be calculated as follow [13] .
where K is the maximal LBP pattern value. Furthermore, the conventional LBP pattern has been extended to the uniform and rotation invariant uniform patterns, denoted as LBP u2 P,R and LBP riu2 P,R . Note that the mappings from LBP P,R to LBP u2 P,R and LBP riu2 P,R can be implemented with a lookup table of 2 P elements, and they have P · (P − 1) + 3 and P + 2 distinct output values respectively. 
III. OUR PROPOSED TWO DESCRIPTORS A. LBPDTCWT
In order to discriminate the dominant features appearing at very large scale, one can increase the spatial radii and represent texture feature with multi-resolution LBP descriptors. Such method, however, is sensitive to noise and time-consuming. To address the problem, Maenpaa and Pietikainen [14] combine the LBP descriptors with multiscale Gaussian low-pass filtering. In the filtered image, each sample in the neighborhood can be made to collect intensity information from larger area.
Inspired by the work of Maenpaa, we first apply S level DTCWT decomposition on input image with Q-shift filters, which can provide smoothness and shift-invariance for the analysis signals. After that, one can obtain S real lowpass subimages from all scales. For a given real lowpass subimage at resolution level l, calculate its corresponding LBP descriptor according to Eq.(3), denoted by LBP P,R,l (where 1≤ l ≤ S). The final texture feature, denoted by LBPDTCWT, can be derived through combining LBP descriptors from all resolution levels, i.e., LBP patterns from all filtered subimages at different resolutions. The Chi-Square (χ 2 ) distance between H 1 and H 2 can be calculated as follow
Let H * 1 and H * 2 be the normalized histograms obtained by directly using the LBP patterns on original images 'RT01_1' and 'RT01_2'. The results of d χ 2 (H 1 , H 2 ) and d χ 2 (H * 1 , H * 2 ) are 0.0080 and 0.0093 respectively. Obviously, the proposed LBPDTCWT can improve the discriminative power since it takes resolution variations of texture into concerns.
B. LPDTCWTE
The proposed LBPDTCWT mentioned in section 3A works well for images with resolution variations. However, it inherits the drawback of traditional LBP based methods, i.e., it may lose information on the relative orientation of texture. Therefore, we try to extract directional features from highpass subbands of images to complement with LBPDTCWT.
Since the same image with different orientations may have different wavelet coefficients, we do not directly apply DTCWT decomposition on a given image. Instead, we first apply a log-polar transform to eliminate the rotation effects. The polar form p(a, r) of a given image f (x, y) with size of N × N can be computed as follow [8] 
where 0 ≤ a ≤ S − 1, and 0 ≤ r ≤ N /2 − 1. After applying logarithm functions to all radii in p(a, r), the following S × R log-polar image can be obtained.
Note that applying log-polar transform on a given image can achieve rotation invariance, but at the same time produce a row shifted log-polar image (see figure 4 for an example). The property of shift invariance of DTCWT can addresses the problem.
For a log-polar image, one can obtain 6S complex highpass subbands by applying S level DTCWT decomposition according Eq.(1). The energy of the kth subband can be computed as follow
where C k (i, j) is the magnitude of complex coefficient at the kth subband, M × N is the size of the subband. The vector [E 1 E 2 . . . E 6S ] can be taken as the final texture feature, denoted by LPDTCWTE.
IV. EXPERIMENTAL RESULTS
In this section, we perform extensive experiments to evaluate the effectiveness of the proposed texture descriptors for rotation, illumination and scale invariant texture classification.
A. TEXTURE IMAGE DATASETS
Four benchmark datasets are used in our experiments, which are described as follows.
(a) Brodatz There are totally 112 texture images in the Brodatz album [19] . However, we only selected 24 homogeneous texture images, which were also used in [12] . Each original image represents a texture class with size of 640 × 640 pixels. In experiments, each texture image is first implemented by a normalization process to eliminate the grayscale background effect, and then is subdivided into 16 nonoverlapping 160 × 160 subimages. Therefore, the final test samples are with illumination condition Horizon and all nine rotation angles, and 24×20×9 samples are with illumination condition TL84 and all nine rotation angles.
B. EXPERIMENTAL SETUP
In the experiments, our proposed feature extraction method is evaluated on the four image datasets mentioned in section 4A and compared with other state-of-the-art methods. For image datasets Brodatz, CUReT and UMD, various number of samples per class are randomly chosen for training and all of the remaining samples are used for testing. For dataset Outex, 24 × 20 samples with illumination condition Inca (at 0 • rotation angle) are used for training, 24×20×9 samples with illumination condition Horizon and 24 × 20 × 9 samples with illumination condition TL84 (at nine rotation angles) are respectively used for testing. The k-nearest neighbor classifier is employed in our experiments, and correct recognition rate (CRR) is used to evaluate the classification performance, which is calculated as follow
where NC and NM are the number of correct and missing detections respectively. The final performance is the average of 30 times runs.
C. THE PARAMETER SELECTIVITY FOR OUR METHOD
Classification performances of our method using uniform LBP pattern (u2) and rotation invariant uniform LBP pattern (riu2) under different (P,R) values are shown in tables 1-4. Due to limited space, Only (P,R) = (8,1), (16, 2) and (24, 3) are realized in the experiments to represent three spatial as well as angular resolutions. While applying DTCWT decomposition on input texture image, near-symmetric 13,19 tap filters at level 1 and Q-shift 14,14 tap filters at levels ≥2 are used. Selesnick et al. [23] point out that Q-shift solution can effectively produce exactly linear-phase complex wavelets in DTCWT domain. Generally, longer Q-shift filters have more smoothness and shift invariance properties. However, our experimental results show that Q-shift filters with different length have less influence to the classification performance. To reduce computational cost, we only choose Q-shift 14/14 tap filters. Here the LBPDTCWT descriptor and LPDTCWTE descriptor are concatenated directly for texture classification. .62% respectively. The performances using u2 pattern slightly outperform those using riu2 pattern, since texture images in the Brodatz dataset contain more obvious edges, whose features are easily represented by using uniform patterns. As is shown in figure 5 , increasing the number of DTCWT decomposition level S may improve the classification performance. While S beyond 3, however, the classification performance begin falling. Note that the down sampling of DTCWT decomposition dramatically decreases the size of coefficients at neighboring coarser scale. For example, when S = 4, the coarsest scale has only 20 × 20 coefficients in each subband, whose corresponding LBP histograms may become too sparse to provide discriminative information. Thus, three level of DTCWT decomposition should be a good choice on this dataset. .32% and 74.43% respectively. Obviously, using LBPDTCWT under (P,R) = (16,2) and (24,3) could achieve better performance, since so small number of neighborhoods are considered for LBPDTCWT under (P,R) = (8,1), where the pattern's structural property may not be well reflected. Moreover, one can find that the performances using u2 pattern clearly outperform those using riu2 pattern. Since there are only viewing and illumination varying images in this dataset, LBPDTCWT descriptors with riu2 pattern have lower discrimination due to the fewer number of features. As is shown in figure 6 , when the number of DTCWT decomposition level S beyond 4, the classification performance begin falling. Thus, four level of DTCWT decomposition should be a good choice on this dataset. Table 3 lists classification performances on the UMD dataset with number of DTCWT decomposition level varying from 1 to 7. Here 20 samples per class are randomly 85 .49% and 85.03% respectively. Again, the performances using LBPDTCWT under (P,R) = (16,2) and (24,3) slightly outperform those under (P,R) = (8,1). Note that there are lots of images obtained under different viewing angles and positions in this dataset, which means images within each class are with large resolution and rotation variations. Therefore, performances of LBPDTCWT using riu2 pattern are better, though there are few exceptions achieved under (P,R) = (24,3). As is shown in figure 7 , when the number of DTCWT decomposition level S beyond 6, the classification performance begin falling. Since the samples in this dataset have relatively large size, taking more resolution levels into account helps to enhance the discrimination of corresponding features. Thus, six level of DTCWT decomposition should be a good choice on this dataset. Table 4 lists classification performances on the Outex dataset with number of DTCWT decomposition level varying from 1 to 5. The test include two parts: 1) 480 samples with illumination condition Inca and rotation angle 0 • are used for training, and 4320 samples with illumination condition Horizon and all nine rotation angles are used for testing. 2) 480 samples with illumination condition Inca and rotation angle 0 • are used for training, and 4320 samples with illumination condition TL84 and all nine rotation angles are used for testing. In test 1), the average are obviously higher than those using u2 pattern. As is shown in figure 8 , when the number of DTCWT decomposition level S beyond 3, the classification performance begin falling. Thus, three level of DTCWT decomposition should be a good choice on this dataset.
D. THE OPTIMAL WEIGHT FOR THE FUSED FEATURES
In this section, weights are applied to the normalized fused features (LBPDTCWT+LPDTCWTE) for texture classification, and the best weights for the combination of LBPDTCWT and LPDTCWTE are learnt on different image datasets. Eq. (9) is used to determine the value of weight w o that maximize the CRRs. Note that the feature vectors of LBPDTCWT and LPDTCWTE are first multiplied by w and 1-w respectively, and then concatenated for classification. CRR(w) is the corresponding results. From figure 9 , we can easily explain the importance of each descriptor by setting different weights. Fig. 9(a) shows the results using weighting scheme on dataset CUReT. The red curve plots the CRRs by using 4-level DTCWT decomposition and LBP riu2 16, 2 . The best CRR is 86.73% with w 0 = 0.67. The blue curve plots the CRRs by using 4-level DTCWT decomposition and LBP u2 16, 2 . The best CRR is 91.92% with w 0 = 0.72. One can conclude that LBPDTCWT is with higher discrimination power. As mentioned in section 4A, the most samples in this dataset are acquired with different illumination conditions. As a kind of LBP based descriptor, LBPDTCWT inherits the good property of illumination invariance, and thus it deserves higher weight so as to acquire the best CRR. In the extreme case w = 0 (using LPDTCWTE alone), the corresponding CRRs are lower than those when w = 1 (using LBPDTCWT alone). Fig. 9(b) shows the results using weighting scheme on dataset UMD. The red curve plots the CRRs by using 6-level DTCWT decomposition and LBP riu2 16,2 . The best CRR is 90.4%
with w 0 = 0.61. The blue curve plots the CRRs by using 6-level DTCWT decomposition and LBP u2 16,2 . The best CRR is 89.11% with w 0 = 0.56. LBPDTCWT is also considered with higher discrimination power. Since most samples of each texture class are with large resolution variations in this dataset, LBPDTCWT can enhance its discrimination by taking more resolution levels into account to construct LBP based features. Fig. 9(c) and Fig. 9(d) shows the results using weighting scheme on dataset Outex. In Fig. 9(c) (test for illumination Horizon), the red curve plots the CRRs by using 3-level DTCWT decomposition and LBP riu2 16, 2 . The best CRR is 97.73% with w 0 = 0.65. The blue curve plots the CRRs by using 3-level DTCWT decomposition and LBP u2 16, 2 . The best CRR is 62.47% with w 0 = 0.42. In Fig. 9(d) (test for  illumination TL84) , the red curve plots the CRRs by using 3-level DTCWT decomposition and LBP riu2 16, 2 . The best CRR is 98.93% with w 0 = 0.69. The blue curve plots the CRRs by using 3-level DTCWT decomposition and LBP u2 16, 2 . The best CRR is 68.7% with w 0 = 0.39. In these two cases, the corresponding weights for achieving the best CRRs using u2 patterns (see the blue curves) are both less than 0.5, it means LPDTCWTE is with higher discrimination power. As mentioned in section 4A, the most test samples in this dataset are rotated at different angles, therefore LBPDTCWT using u2 patterns cannot achieve better performance. Instead, the rotation invariance providing by LPDTCWTE is the better choice for texture classification on this dataset.
E. COMPARISON WITH OTHER METHODS
In this subsection, we compare our proposed feature extraction method with other five state-of-art methods for texture classification on the four test datasets mentioned in section 4A. These methods include (a) Method of [5] (denoted by DTRCWT+DTCWT) The input texture image is decomposed by DTCWT and dual-tree rotated complex wavelet filter jointly, and texture feature is obtained by combining the energy and standard deviation of the complex coefficients on each subimages.
(b) Method of [9] (denoted by GGD+GVMD) The input texture image is decomposed by wavelet frames with Mallat filters, the magnitudes and phases of wavelet detail coefficients are modeled by generalized Gamma distribution and generalized von Mises distribution respectively. Parameters of the statistical models, obtained via sample scale-independent shape (SISE) estimation and maximum likelihood (ML) estimation, are taken as texture feature.
(c) Method of [12] (denoted by DLBP+NGF) Given an input texture image, the dominant LBP approach is used to compute the 80% occurrence frequencies of all conventional LBP patterns as textural feature. Moreover, the normalized average magnitudes of circularly symmetric Gabor filter (with four center frequencies) responses are also being utilized as textural feature. The fused feature is used for texture classification. (d) Method of [13] (denoted by CLBP) Given an input texture image, the local difference sign-magnitude transform is applied to obtain its corresponding sign and magnitude components. Additionally, the center gray level of the original image is also calculated. Then three operators, i.e., CLBP_S, CLBP_M and CLBP_C are used to code and construct the final feature.
(e) Method of [16] (denoted by PLBP) Given an input texture image, the pyramid transform is used to obtain sequential images with different resolutions, and the combination of those LBP descriptors at all pyramid domain is utilized as textural feature. Gaussian lowpass filters with standard deviation σ = 0.5 is used in the experiment and the spatial down sampling ratio is 4. Table 5 lists the classification results of different methods using training samples from 1 to 8 per class and all of the remaining samples are used for testing on dataset Brodatz. Note that only the best results of each method are listed in the table. LBPDTCWT+LPDTCWTE(EW) denotes the method combining our proposed two descriptors with equal weights, and LBPDTCWT+LPDTCWTE(OW) denotes the method combining our proposed two descriptors with the optimal weights. One can find that LBPD-TCWT, LBPDTCWT+LPDTCWTE(EW), LBPDTCWT+ LPDTCWTE(OW) and PLBP provide perfect classification. In order to remove global intensity and contrast, all images in dataset Brodatz are normalized before feature extraction, which makes their corresponding histograms follow a fairly uniform distribution. DTRCWT+DTCWT, LPDTCWTE achieve slightly lower performance since their energy based features are very sensitive to histogram equalization. However, all methods in general (when n ≥ 3) could achieve good results on this dataset due to the simplified samples without rotation and gray level invariance. In the best case (see column 9), LBPDTCWT+LPDTCWTE(OW) achieves only 2.65% performance improvement against DTRCWT +DTCWT. As is shown in figure 10 , the performance of most methods grows with n increasing. and DTRCWT+DTCWT are the lowest. Since the samples in this dataset are with illumination variation, wavelet based methods can not effective characterize the local information. DLBP+NGF, CLBP and PLBP achieve very close results, and it is hard to say which is the winner. Since they are variants of conventional LBP method, they inherit illumination invariance and obtain better performance than LPDTCWTE and DTRCWT+DTCWT. However, they do not perform well for texture images with complex structures. On this dataset, LBPDTCWT+LPDTCWTE(EW) and LBPDTCWT+LPDTCWTE(OW) achieve the best performance due to their fusing scheme. Note that DLBP+NGF also apply the fusing features for classification. However, combining DLBP and NGF does not always provide better performance since sometimes the poorly performing NGF may hamper the discrimination of DLBP. Our method combines information from low-pass and high-pass filtering sub-images in a uniform DTCWT framework. Therefore, LBPDTCWT and LPDTCWTE contain inherently complementary features, and the classification result could be much improved by fusing them. Moreover, while the number of training samples is small, the advantage of our method is larger (see fig.11 ). Table 7 lists the classification results of different methods using training samples from 2 to 20 per class and all of the remaining samples are used for testing on dataset UMD. One can find that LPDTCWTE, DTRCWT+DTCWT, DLBP+NGF and CLBP achieve relatively lower performance. The resolutions and scales of images in this dataset vary largely, while descriptors of these methods are mainly proposed for rotation and gray level invariance, which results in poor discriminative power. In contrast, PLBP, LBPDTCWT, LBPDTCWT+LPDTCWTE(EW) and LBPDTCWT+LPDTCWTE(OW) achieve apparent performance improvement. The reason is that multi-resolution and multi-orientation filters are first imposed on the original image by these methods, and LBP descriptors expressed through combining the texture information from different resolution levels can obtain more discriminative power [16] . Moreover, GGD+GVMD also achieves moderately higher performance. Considering the high resolution images (with size of 1280 × 960 pixels) in this dataset, it can guarantee enough wavelet detail coefficients after wavelet frame transforms to accurately model statistical distributions of their magnitudes and angles. Thus, texture can be effectively characterized by the estimated modeling parameters. DTRCWT+DTCWT achieves the lowest performance since it does not take rotation condition into account at all. LPDTCWTE also achieves low performance. The reason is that DTCWT does not fully address the row shifting problem brought by the Log-Polar transform, which may reduce the final classification accuracy. GGD+GVMD only achieve moderate performance since decomposing images with size of 128 × 128 in this dataset can not produce sufficient wavelet detail coefficients, which may bright side effect for statistical modeling and feature extraction. Instead, DLBP+NGF, CLBP, PLBP and LBPDTCWT achieve better performance since they inherit the properties of rotation and illumination invariance from conventional LBP descriptors. LBPDTCWT+LPDTCWTE(EW) and LBPDTCWT+LPDTCWTE(OW) achieve the best performance by applying complementary features. Table 9 lists average CPU times for feature extraction and the corresponding lengths of feature vector using different methods mentioned in section 4.5. One can find that the computational costs of LPDTCWTE is the least since both Log-Polar transform and DTCWT decomposition are efficient operations. DTRCWT+DTCWT takes slightly more time than LPDTCWTE since besides DTCWT, it also implements DTRCWT to provide more directional selectivity for feature extraction. The main operations of CLBP, PLBP and LBPDTCWT are generating LBP descriptors. Therefore, they have similar computational costs to extract features. Note that while handling images with large size (such as on dataset UMD), the CPU times of these three methods increase rapidly due to the frequent operations of LBP mapping. Compared to the above methods, LBPDTCWT+LPDTCWTE(EW) and LBPDTCWT+LPDTCWTE(OW) take more time, which includes implementing Log-Polar transform, decomposing image with DTCWT and generating LBP descriptors of all pyramid sub-images for feature fusion. G D+GVMD and DLBP+NGF spend much more time than other methods. For G D+GVMD, the time includes decomposing image using the undecimated transform (à trous), and estimating parameters of G D and GVMD models. For DLBP+NGF, the time includes computing DLBP descriptors, and the average magnitudes of normalized Gabor filter (NGF), which suffers from high computational complexity.
F. COMPUTATIONAL COST EVALUATION
V. CONCLUSION
In this paper, two descriptors (LBPDTCWT and LPDTCWTE) are proposed for rotation, illumination and scale invariant texture classification. On one hand, we obtain an image pyramid by applying DTCWT lowpass filtering on the original image. Thus, LBP descriptors of all subimages in the pyramid, are used as local texture features (called LBPDTCWT) to capture small appearance details of an image. On the other hand, we first generate a log-polar image by applying logpolar transform on the original image. After that, DTCWT decomposition is employed on the log-polar image to obtain its detail subimages. Finally, the energies of subimages at all directions and scales are used as global texture features (called LPDTCWTE), which can reserve the dominant orientation information of an image. The two descriptors are fused for texture image classification since they are complementary. Experimental results on four benchmark datasets show that the proposed method outperforms several existing state-ofart methods. 
