We report on new results in Witten's cubic string field theory for the off-shell factor in the 4-tachyon amplitude that was not fully obtained explicitly before. This is achieved by completing the derivation of the Veneziano formula in the Moyal star formulation of Witten's string field theory ͑MSFT͒. We also demonstrate a detailed agreement of MSFT with a number of on-shell and off-shell computations in other approaches to Witten's string field theory. We extend the techniques of computation in MSFT, and show that the jϭ0 representation of SL(2,R) generated by the Virasoro operators L 0 ,L Ϯ1 is a key structure in practical computations for generating numbers. We provide more insight into the Moyal structure that simplifies string field theory, and develop techniques that could be applied more generally, including nonperturbative processes.
I. INTRODUCTION
In this paper we will report on new results in Witten's string field theory ͓1͔ for the off-shell 4-tachyon amplitude that was not fully computed explicitly before. In previous computations the off-shell factor f (x) was obtained in an implicit form ͓2,3͔, while an explicit computation reported only the first two terms in an expansion in the vicinity of the integration limit of the parameter x ͓3͔. These results were obtained by using mainly conformal mapping techniques ͓4͔ and followed the methods of Giddings' original computation ͓5͔ of the on-shell Veneziano amplitude, which could be extended to off-shell under the guidance of the oscillator formulation of string field theory ͓6-8͔. In this paper we will obtain a fairly comprehensive profile of the off-shell factor f (x) in its entire range 0рxр1 by giving the explicit form to tenth order in the parameter x ͑first two terms in agreement with ͓3͔͒, obtaining a plot in the full range, and computing the critical slope at a turning point in midrange that determines differentiability. Contrary to our result, previously it was thought that the function f (x) was not differentiable at xϭ1/2, where it was not well understood. These are achieved in the Moyal star formulation of Witten's string field theory ͑MSFT͒ ͓9-15͔.
The usual approach of computation starts with a precise formulation of Witten's string field theory, such as the oscillator formulation, to derive a formal expression for a string Feynman diagram in terms of the cubic vertex defined in terms of the Neumann coefficients. After this step a jump is made to conformal maps from an analog model ͓4͔ and the real computation is performed by using conformal field theory, if the conformal map can be constructed. The desired conformal maps can be found explicitly only in certain lucky cases, and the four point function is one of them. The conformal map procedure has been used virtually in every successful analytic computation, while the oscillator basis is directly pursued mainly with numerical studies using level truncation ͓18,19͔ because of the complexity of the Neumann coefficients. These have been some of the challenging features of Witten's string field theory in various formulations ͓7,20͔ that, despite the beauty of Witten's basic action, have led to limited results in string field theory.
Some of the complexities of other approaches are not present, or take an easier form in MSFT. In this formulation the string joining star product is the simple Moyal product, and this reproduces directly results in string field theory, in agreement with conformal field theory, but without mapping back to conformal field theory or other intermediate steps.
Therefore some of the lingering problems in string field theory seem to be good testing grounds for MSFT.
In this paper we apply the MSFT techniques to the offshell 3-point and 4-point amplitudes. We will derive the Veneziano amplitude directly from MSFT and determine the offshell factor far more accurately compared to previous computations. In this process we demonstrate that MSFT agrees in detail with other approaches while bringing efficiency into the computations, and also obtain new results in MSFT that other approaches could test. We view these computations as a preparation for our ultimate aim which is the investigation of nonperturbative string theory phenomena by using the simpler MSFT. We believe the techniques and insights developed in this paper will be useful for this purpose. In fact we find that some of the new results and insight gained by this work impact the way to compute nonpertubative quantities in string field theory as discussed in Sec. VI.
In the rest of this section we will describe briefly MSFT and introduce some notation. In Sec. II we discuss off-shell 3-point functions. This is necessary to understand the behavior of the theory with respect to a cutoff in mode space, and to define the physical string coupling as opposed to the bare divergent coupling that appears in the action. The results we obtain for the off-shell 3-point amplitudes demonstrate detailed agreement between MSFT and conformal field theory or the oscillator formulation of string field theory.
In Sec. III we analyze the off-shell 4-tachyon amplitude. We show directly from MSFT, without connecting through conformal field theory, that on-shell we obtain the Veneziano amplitude. Furthermore we obtain the off-shell factor f (x) and compute the first ten terms in an expansion in powers of x, provide a plot in its full range 0рxр1, and determine its differentiability at a turning point. Previously it was thought that the derivative was discontinuous at midrange and only the lowest two terms were explicitly computed ͓3͔ ͑in agreement with our result͒. Our computation provides the most comprehensive information on the off-shell 4-tachyon amplitude produced so far in string field theory.
In Sec. IV we develop the details of the tools that allowed us to perform the computations in Secs. II and III and which would be applicable more generally to other computations.
In Sec. V we discuss the SL(2,R) generated by the Virasoro generators L 0 ,L Ϯ1 , whose j( jϩ1)ϭ0 representation deeply underlies the structures that appear in our computations. By using some group theoretic properties of this very special representation of SL(2,R) we develop tools for computation in string field theory that are needed in our paper to generate numbers. We also compare the discrete and continuous Moyal bases which are simply two different bases of the jϭ0 representation.
In Sec. VI we discuss some of the impact that our present computations have on the nonperturbative landscape, and then conclude in Sec. VII. In the Appendix we give further results produced through the techniques in Sec. IV, and relations to Neumann coefficients.
The action of Witten's cubic string field theory ͓1͔ in the MSFT formalism in the Siegel gauge is
where L 0 is given in Eqs. ͑6.5͒, ͑6.6͒. The zero mode ghosts have already been dealt with ͓15͔ so they no longer appear. Hence the field A here is equivalent to the physical field in Witten's theory. The string field A(x ,x e , p e ) is written in a mixed position-momentum basis, which is equivalent to a Fourier transform of the purely position basis. In this basis string joining is represented by the usual Moyal star product ͓9͔ in a noncommutative phase space (x e , p e ) labeled by the even modes eϭ2,4,6, . . . ,. 1 The star product Ã is local in the midpoint variable x , and is independent for each e. This separation of variables and the simplicity of the Moyal star are the main conceptual and practical simplifications that lead to new progress by overcoming midpoint problems in other approaches and opening up easier computational techniques in MSFT. It has been shown in ͓9-15͔ through some explicit computations that MSFT is in full agreement with other computational approaches to Witten's string field theory, including the oscillator formulation and conformal field theory ͓7-20͔. In particular, the Moyal star reproduces the Neumann coefficients that define the vertices in the oscillator formulation of string field theory ͓11,15͔. Furthermore, the MSFT propagator has the usual free string spectrum. Therefore, even though it is a very different computational formalism, due to the one to one correspondence described in ͓13͔ we expect identical final results between MSFT and oscillator approach computations of any string Feynman graph. This expectation will be confirmed in detail in this paper. This demonstrates once again, and in greater detail, that MSFT is a precise representation of Witten's string field theory.
The string in 26 dimensions is supplemented with two additional fermionic dimensions that describe the conformal ghosts b,c, with the appropriate generalization of the Moyal star product for fermions. The traditional perturbative string states ͑tachyon, vector, etc.͒ are identified through the usual expansion
where A 0 (x e ,p e ) is the perturbative vacuum string field configuration and ␣ Ϫn is a differential operator representation of string oscillators in the space (x e ,p e ) ͓11,15͔. A 0 is a specific normalized Gaussian Tr(A 0 ÃA 0 )ϭ1, that represents the vacuum L 0 A 0 ϭ0, including ghosts ͓15͔ ͑see also ͓17͔͒. It is given by 1 The position basis is given in terms of the even and odd modes (x e ,x o ). The Fourier transform in the odd modes maps to the space (x e ,p o ). Witten's string joining star product becomes a nondiagonal Moyal product in the space (x e ,p o ) ͓9͔. This is diagonalized by defining p e as an infinite combination of the p o ϭp e T eo by introducing the special matrix T eo given in Eq. ͑4.4͒. In this way we arrive to the noncommutative space (x e ,p e ) with a diagonal Moyal product whose meaning is string joining. We emphasize that this p e is a definition in terms of p o , it should not be confused with the first quantized momentum that is canonical to x e , whose representation in this space is the derivative i‫ץ‬ x e . However, interestingly this can be reproduced in the noncommutative geometry ͑string joining͒ relation Ϫi‫ץ‬ x e A(x ,x e ,p e )ϭ͓ p e ,A(x ,x e ,p e )͔ Ã . A closely related continuous Moyal basis ͓16͔ is obtained by orthogonality transformations, as will be discussed later in the paper. 2 Relative to ͓14,15͔ we are improving notation by introducing m , with mϭ1,2, and the Sp(2) metric mn , for the sake of connecting with an upcoming paper in which we will discuss some useful hidden symmetries that connect matter and ghosts in the MSFT formalism, and further simplify the structure and computations.
the doublet space multiplied with a noncommutativity parameter . We take ϭ1 by a choice of units. The m 0 that appears in the vacuum state A 0 () is a matrix in mode space determined by L 0 A 0 ϭ0 as shown in ͓11͔. Although m 0 is a simple matrix, we will not need it explicitly in this paper.
The perturbative particle fields T(x cm ),V (x cm ), etc. are expressed as functions of the center of mass x cm . The star product Ã is local in the midpoint of the string x , not in the center of mass x cm . Therefore, before evaluating the interaction for any perturbative field T(x cm ),V (x cm ), etc. one must first write the center of mass in terms of the midpoint x cm ϭx ϩw e x e , where w e ϭϪͱ2(Ϫ1)
. This is a crucial step in computations of the star products. The midpoint had been a source of numerous problems in the split string formalism, and the resolution first was given in the context of MSFT in ͓11͔ with the simple prescription just described.
In the quadratic term the star product plays no role, and could be removed, as is usual for the Moyal product. The coefficient of the quadratic term in the action is chosen such that the particle fields are correctly normalized ͑after taking into account the definitions of the trace Tr including ghosts and the Virasoro operator L 0 as given in ͓15͔͒
Then from the cubic term one finds the Feynman rules and computes the amplitudes as described in ͓13,15͔. For each external line we insert a string field representative of a particle. In particular an incoming tachyon with momentum k is represented by the string field A 0 (x e , p e )e ik•x cm , where A 0 is the normalized vacuum field given above, and e ik•x cm is the center of mass plane wave which is part of T(x cm ). To compute its interactions one must write it in the form A 0 (x e ,p e )e ik•(x ϩw e x e ) which is a shifted Gaussian in (x e ,p e ) space. These details are fully explained in ͓9-15͔, where it is also shown how to compute the star product and the trace with efficient methods based on a monoid algebra of shifted Gaussians ͓11͔.
In the expressions below the constant matrix t eo and vectors w e ,v o in even or odd mode space ͑and related matrices T eo , R oe ) are fundamental matrices in MSFT that encode the joining of strings ͓9-16͔, and are given explicitly in Eqs. ͑4.3͒, ͑4.4͒. The matrices o , e are diagonal matrices that represent the odd or even oscillator frequencies o ϭdiag(o), oϭ1,3,5, . . . and e ϭdiag(e), eϭ2,4,6, . . . as in Eq. ͑3.6͒ below. A bar on top of a square or column matrix symbol, such as t,v , etc. means the transpose of the matrix. In certain computations, to avoid associativity anomalies these infinite matrices must be replaced with their regulated NϫN version as given in ͓10,13-15͔ and then N must be sent to infinity at the end. The regulated matrices obey some nice algebraic properties which are also shared by the infinite matrices, thereby permitting analytic computation in the finite N version. A particular form of the regulator which we have found useful in some computations is given in footnote 6.
It is necessary to use the regulator in those computations where we suspect anomalous behavior, but otherwise the unregulated matrices can be used, as we will do for most of the computations in this paper. It is interesting to note that the regulated matrices with only a few modes ͑small N) reproduce approximately most of the numerical results we obtain with more sophisticated methods at Nϭϱ. An example is the Neumann matrices as given in the appendix of ͓15͔, and many of the numbers computed in the current paper, although we do not make the effort to demonstrate this point in this paper.
II. OFF-SHELL 3-POINT FUNCTIONS
In this section first we briefly outline the off-shell 3-point functions to establish the relation between the bare coupling g 0 that appears in the action of MSFT and the on-shell tachyon coupling g, which is identified with the string coupling. The relation between the two involves a factor which diverges with the number of modes 2N as g 0 ϳ(2N) 3/2 g as will be explained later. All other scattering amplitudes are proportional to some power of the bare coupling g 0 , and this must be first written in terms of the finite on-shell tachyon coupling g. After this step, it is seen that all amplitudes are finite. In this process one finds a renormalization factor in front of the amplitudes multiplying a power of the on-shell coupling g. An example of this is the factor g 2 (27/16) 3 /4 for the 4-tachyon amplitude in Eq. ͑3.5͒ below.
The off-shell 3-tachyon amplitude is obtained by using the Feynman rules ͑note 1 3 g 0 ϫ3!ϭ2g 0 ) and inserting the tachyon field for the external leg in the Feynman graph, leading to the expression
The x integral gives a momentum conservation delta function 
The right hand side of Eq. ͑2.3͒ is divergent as (2N) (dϪ6)/8Ϫd/18ϩ4/9 which becomes (2N) 3/2 for dϭ26 as will be later shown in Eq. ͑4.32͒. However this divergence is everywhere reabsorbed into the definition of the on shell g just as in the 3-tachyon case. After this step, there still remains similar determinants that individually produce a divergence or zeros at large N, but they combine together to give finite answers magically as long as dϭ26. We will see an example of this impressive fact below in the 4-tachyon amplitude ͓see the determinants in Eq. ͑3.5͒ and the computation in Eqs. ͑4.24͔͒.
A similar computation can be performed for the vector particle for an incoming wave with momentum k , which is represented by the string field
͑2.4͒
where (k) is the polarization and the last factor p e T e1 ͱ2␣ Ј resulted from applying the oscillator ͓11,15͔ ␣ Ϫ1 A 0 (x e ,p e ). For example, the coupling between the vector and two tachyons is ͑omitting the Chan-Paton factors at the string ends͒
Following the monoid methods in ͓11,15͔ that led to Eq. ͑2.2͒ this is evaluated in almost the same way, giving
͑2.6͒
with an implied momentum conservation delta function as in Eq. ͑2.2͒. This result is in full agreement with the on-shell result in ͓7͔ ͑for ␣Јk 1 2 ϭ␣Јk 2 2 ϭ1 and ␣Јk 3 2 ϭ0), as well as the off-shell results summarized in ͓2͔. To arrive at this result we needed to perform the computation of the following numerical coefficient:
This computation, and those for similar quantities will be given later in this paper in Eq. ͑4.21͒. We see that MSFT is in full agreement with previous computations in string field theory for off-shell 3-point functions. Previous methods used conformal maps ͓2͔ and conformal field theory, while MSFT uses the Moyal product, and produces the same results with considerably simpler methods. One can go on computing very simply off-shell 3-point couplings for any other perturbative or nonperturbative fields by similar MSFT techniques.
III. OFF-SHELL 4-TACHYON SCATTERING
One of the new results in our paper is a proof that the MSFT 4-tachyon amplitude produced by the Moyal product does give directly the Veneziano amplitude, without using conformal mapping techniques. A second new result is a comprehensive understanding of the off-shell factor by going considerably further in the parametric expansion, obtaining a plot of the function in the full range, and determining its differentiability at a turning point.
In MSFT we have been developing analytic methods of computation in string field theory by using directly the Moyal star product. Both the oscillator formalism and MSFT provide an expression for any off-shell amplitude, including loops. Although the starting point and intermediate steps are quite different, it has been argued that generally we expect agreement in the result ͓13,15͔.
The computation of the 4-tachyon off-shell amplitude in MSFT was performed in ͓13,15͔. 23 A 41 , 32 A 14 respectively. After a brief computation ͑as in ͓13͔͒ it can be shown that these give the same amplitudes as the initial s,t diagrams. Therefore the sum of the diagrams for the s,t channels produces a factor of 4
where s,t are the Mandelstam variables 3 sϭϪ(k 1 ϩk 2 ) 2 and tϭϪ(k 1 ϩk 4 ) 2 . The functions ␣(),␤(),␥(),a 4 () initially given in ͓13͔ were further simplified in ͓15͔. Here, as a first step, we simplify these functions further with a few algebraic steps and put them into the following form which will be convenient in our analysis
, dϭ26.
͑3.5͒
The overall factor of 4 in a 4 is the factor in Eq. ͑3.1͒. In string mode space labeled by even and odd positive integers eϭ2, 4,6, . . . and oϭ1,3,5, . . . , we have defined the matrices ,M ,M , P (o) , vector b and scalar as follows ͑a bar above a symbol means matrix transpose͒
Here the diagonal matrix with integer eigenvalues n ϭn, represents the spectrum of string oscillation frequencies
is a projector onto the odd modes only. The other quantities are all constructed from the matrix t eo and vector v o which themselves are built from the frequencies n as given in ͓9-13͔ for any N. In the large N limit they take the form in Eq. ͑4.3͒. The combination of t eo in the form of the matrix M arises frequently in the interactions in the matter sector, while the matrix M occurs in the ghost sector. 4 The even and odd vectors b e ,b o are given by
͑3.8͒
where o is the odd part of the matrix . Finally , which is the →ϱ limit of ␣() is simplified to the form
by using the definitions of b,M given above. From these quantities we compute the functions ␣(),␤(),␥(),a 4 () which in turn determine the 4-tachyon scattering amplitude off-shell as well as on shell. We will show that the on-shell amplitude for ␣Јk i 2 ϭ1 reduces to the Veneziano amplitude given by the beta function
On the other hand the off-shell expression above goes beyond conformal field theory which only gives information for on-shell strings. The aim in the rest of this section is to show that the off-shell 4-tachyon amplitude in Eq. ͑3.1͒ can be rewritten in the following form and then compute the function f (x)
.
͑3.12͒
After the change of integration variables from to x in the form of Eq. ͑3.12͒ we see that the off-shell amplitude is 3 The Mandelstam t should not be confused with the matrix t eo . 4 The matrices M ,M are simplified forms of
where M (0) ,X (0) were identified in ͓11,15͔ as some of the Neumann matrices for the 3-point vertex in the matter and ghost sectors respectively. Furthermore, it was shown that all Neumann matrices, for all n-point vertices, are explicit functions of the matrix t eo as obtained in ͓11,15͔. Hence t is the fundamental matrix that determines all interactions in string theory.
consistent with the on-shell Veneziano amplitude ͓beta function in Eq. ͑3.10͔͒ when ␣Јk i 2 ϭ1. We will show that the change of variables from to x is such that x(0)ϭ1/2 and x(ϱ)ϭ0. Then we see that the s-channel amplitude 12 A 34 ()ϭ 1 2 ϾϪϪϽ 4 3 contributes to the range 0рxр1/2 while the t-channel amplitude 41 A 23 () contributes to the range 1/2рxр1 after a change of variables x→(1Ϫx). For the first form in Eq. ͑3.1͒ to agree with the second form in Eq. ͑3.11͒ it is required that ␣(),␤(),␥(),a 4 () conspire to have remarkable relations among themselves so that they can be written as functions of the same x(). Thus we need to prove that the following relations are satisfied ͓which also define
Note that a 4 () depends on dϭ26 while the other quantities are independent of the number of dimensions. Hence if the relation holds for dϭ26 it cannot hold for other dimensions. We will prove below that the relations in Eqs. ͑3.13͒, ͑3.14͒ are indeed true. This makes dϭ26 unique.
Once the relations are proven, then we learn that the offshell factor f (x) is given by
To write f (x) in terms of only the parameter x in the integral representation of the off-shell amplitude in Eq. ͑3.12͒, the relation between x, given in Eq. ͑3.13͒ needs to be inverted ϭ(x). We will perform the inversion and will construct the function f (x) as a series expansion in powers of x. It turns out that a few terms in the expansion already give the necessary information to obtain a sufficiently accurate representation of the function f (x), and hence of the full off-shell 4-tachyon amplitude. Let us first prove that the relations in Eqs. ͑3.13͒ hold at the integration limits ϭ0,ϱ. In the next section we show how to compute the functions ␣(),␤(),␥(),a 4 () at ϭ0,ϱ. We find in particular 
͑3.17͒
From this we see that indeed Eqs. ͑3.13͒ is satisfied at both limits ϭ0,ϱ, and we also determine 
͑3.22͒
To obtain the expansion to this order it is sufficient to compute the coefficients b 1 ,b 2 ,b 3 ,b 4 ,b 5 ,M 11 ,M 13 ,M 22 ,M 11 , M 13 ,M 22 defined above. These results were obtained analytically without much effort. Our analytic results above to order O(e Ϫ6 ) are already quite adequate to construct f (x). It is possible to easily extend the expansion by inserting the results for the higher coefficients provided in the Appendix into Eqs. ͑3.2͒-͑3.5͒. In fact we have constructed an algebraic computer program that does this, and using it we have double checked our analytic results above and extended our computation to higher orders. We will report on some of the higher order results below.
The relations ͑3.13͒, ͑3.14͒ can now be verified directly by inserting the large expansions for ␣(),␤(),␥(),a 4 () given above, and reexpanding in powers of e Ϫ up to order O(e Ϫ7 ). From either the first or second term in Eq. ͑3.13͒ we obtain the same expression for x(), namely 
͑3.25͒
This proves that ␣(),␤() satisfy the relation in Eq. ͑3.13͒, and ␣(),␥(),a 4 () satisfy the relation in Eq. ͑3.14͒, at least up to order O(e Ϫ7 ). Actually, as already mentioned, with a computer program we have shown that the relations hold to much higher orders. These results are convincing that ␣(),␤(),␥(),a 4 () are all expressed in terms of the same function x(). We emphasize that the number of dimensions d which appears in a 4 () in Eq. ͑3.5͒ must be d ϭ26 to satisfy the relations.
Note that at ϭ0 we expect x(0)ϭ1/2 exactly as in Eq. ͑3.18͒, and indeed by replacing e Ϫ →1 the expansion ͑3.23͒ we obtain x(0)ϭ0.481 76 which implies that the expansion captures an accurate representation of the full function. Note from the trend in Eq. ͑3.24͒ that the next O(e Ϫ7 ) correction will bring the value much closer to the exact answer x(0) ϭ1/2. With the computer program we have shown that this value becomes x(0)ϭ0.492 95 by computing x() to order O(e Ϫ10 ). Finally we compute the off-shell factor, which is given by
The expression on the right hand side defines the function C which is given here for comparison to the old literature. Thus, by substituting 1Ϫx()ϭexp(Ϫ2␤()) we can write C(1Ϫx())ϭ2e ␥()ϩ␤() . First we obtain the expansion of C(1Ϫx()) by inserting our computation of ␥() and ␤(). These coefficients are determined by demanding that the expansion in powers of e Ϫ matches the one of 2e ␥()ϩ␤() . In this form our result for C is in agreement with what is found in the old literature ͓3͔ where C was computed up to the second term Ϫ5/32x 2 by using Mandelstam's conformal mapping techniques. We, of course, used the very different Moyal star technique and obtained the same result, but we also easily went further by obtaining the higher order terms, which is a new result given in this paper. As mentioned, with our technique it is very easy to compute to even higher orders ͓see Eq. ͑3.33͔͒.
Since the range for x is 0рxр1/2 the expansion given above for C has good convergence, so we expect that we have obtained an accurate representation of the full function C in the relevant range. As a test let us compare the exact value of C at ϭ0 ͑or at xϭ1/2) which we can compute exactly C(1Ϫx(0))ϭ2e ␥(0)ϩ␤(0) ϭͱ2ϭ1.414 2 after using Eq. ͑3.16͒. By evaluating the expansion above at xϭ1/2, we obtain Cϭ1.427 6, which confirms that the expansion does capture the function almost fully in the entire range.
Let us now turn to the full off-shell factor f (x). The exact expansion of this function in powers of x up to O(x 6 ) becomes
͑3.30͒
At the end of the range xϭ1/2 ͑i.e. ϭ0) the exact value of this function should be 1, since
where we used Eq. ͑3.16͒. The series approximation in powers of x given above to order O(x 5 ) produces f (1/2) ϭ1.0090, which is better than 1% accuracy.
To get a better feel of the function f (x) we plot the expansion in Eq. ͑3.29͒ for the appropriate range for x which is 0рxр1/2. This is shown by the solid line in Fig. 1 . The figure suggests that, for the relevant range, as a guide for the eye we can compare f (x) roughly to a linear function f(x)
where the slope is chosen to guarantee the exact values at both ends of the range, namely 4/3ͱ3 at xϭ0 and 1 at x ϭ1/2. This case corresponds to the dotted line in the figure.
The plots suggest that the exact curve f (x) lies somewhere close to the solid line and the dotted line, and that in any case we have obtained a fairly good approximation in the entire range with the series expansion in Eq. ͑3.29͒. By combining the s and t channel contributions we extend the range of integration to 0рxр1 as explained above. Thus, in the range 1/2рxр1 the function f (x) is given by substituting x by (1Ϫx) in the expression of f (x) given above. Namely, the plot of f (x) in the full range 0рxр1 is given in Fig. 2 .
The exact function is expected to lie somewhere close to the solid and the dotted lines. The shape of the curve begs the question of whether the exact f (x) ever crosses the dotted line. To provide an answer we used our algebraic computer program in which we plugged in the contents of the Appendix into Eqs. ͑3.2͒-͑3.5͒ and obtained the following higher order expansion ͓we do not give the details of the expansion for ␣(),␤(),␥(),a 4 ()]
͑3.33͒
The plot of this more accurate expansion lies slightly below the solid line in the figure, and is extremely close to it in the regions that are not near to xϭ1/2. It does cross the dotted line, but it does it at mirror points closer to xϭ1/2 compared to Fig. 2 , and finally reaches the value f (1/2)ϭ1.003 9 at xϭ1/2. So the new corrected peak is between the previous value of 1.0090 and the exact value 1.0090Ͼ1.003 9Ͼ1. This analysis is consistent with the possibility that the exact function f (x) may cross the dotted line somewhere close to xϭ1/2 before settling into the value f (1/2)ϭ1. 
we see that convergence is not very fast, and the exact value may turn out to be quite different at 2xϭ1 since there are an infinite number of terms to be summed. Note that the tendency of the neglected terms is to be negative thereby reducing the value of the slope given above. To settle the question we must examine an expansion near ϭ0 rather than near ϭϱ, but the reason we did not do this so far in this paper is because the expansion does not seem to exist due to divergent derivatives near ϭ0. However, precisely these divergences turn out to settle the issue as follows. We can compute the derivative
͑3.35͒
where we have used the chain rule on the left hand side and Eq. ͑3.26͒ on the right hand side. From Eq. ͑3.13͒ we have ẋ (0)ϭ2␤ (0)e Ϫ2␤(0) . Inserting the exact values for ␥(0),␤(0) given in Eq. ͑3.16͒ these equations become
By differentiating Eqs. ͑3.3͒, ͑3.4͒ we obtain expressions for
where M o ϭ(1Ϫ tt)/(3ϩ tt) is the odd part of the matrix M.
After straightforward algebra, we find
and ẋ (0),␤ (0) related to the same expression by
We used v vϭ1 which multiplied the last constant term Ϫ1/2. In passing we mention that we have also computed ␣ (0) and found ␣ (0)ϭ2␥ (0) after a little algebra. Through Eqs. ͑4.16͒, ͑4.17͒ and Eqs. ͑5.36͒-͑5.40͒ in the next section we show that the expression above for ␥ (0) is divergent at large N. So ␥ (0)ϩ2␤ (0)ϭϪ1 is finite, but ẋ (0) diverges. Therefore from Eq. ͑3.36͒ we find that the slope of f (x) at xϭ1/2 is exactly zero
So, after all the off-shell function f (x) is continuous and differentiable at xϭ1/2. With this result on the slope, the expansion in Eq. ͑3.33͒, and the plot in Fig. 2 , we have basically understood the function f (x). This discussion provides the most comprehensive result for the off-shell scattering amplitude of four tachyons produced so far in string field theory.
IV. COMPUTATIONAL TECHNIQUES
In this paper we need to evaluate the quantities ,b o ,b e ,c e ,c o ,M ee Ј ,M oo Ј ,M ee Ј ,M oo Ј , and various determinants, as defined in the previous sections. These are examples of more general computations that come up in MSFT which are generically of the type
where F(z) can be any function of the matrix tt or t t. In the present paper the functions F of interest are M ϭ(1Ϫ tt)/(3ϩ tt) and M ϭ(1Ϫ tt)/(1ϩ3 tt) and other simple ones constructed from them, such as 4/(3ϩ tt)ϭ1 ϪM , (1ϪM 2 ), etc. As seen in the full -dependent ␣(),␤() etc. there are more involved combinations of F( tt) and the matrix e Ϫ which can appear in explicit calculations. The techniques discussed below do not directly apply to compute such quantities fully, but do apply to compute the expansion coefficients analytically and exactly when these quantities are expanded in powers of e Ϫ . This is how we made progress in this paper.
In our MSFT approach such quantities are initially defined in terms of the regulated vector v o and the regulated matrix t eo . By inserting the values of v o ,t eo for any number of modes 2N, all of these quantities take on explicit numerical values. Generally it is seen that a few modes already give an answer pretty close to the N→ϱ limit, therefore for a quick estimate of nondivergent quantities it is generally sufficient to use finite matrices for just a few modes N. With this approach we can evaluate any quantity approximately fairly easily.
The large N limit is sometimes subtle because of anomalies. Generally anomalies arise in the form of a zero multiplied by an infinity that comes from an infinite sum over matrix indices ͑the modes͒ producing 0ϫϱ, so that there is a subtle finite contribution. If one is not careful the zero is first evaluated and the infinite sum that is later performed still gives zero, thus missing the finite contribution. To avoid anomaly subtleties in the N→ϱ limit we use the regulated version of v o ,t eo in all computations ͑see ͓10,15͔͒, and take the N→ϱ only at the end of the computation. The regulated matrices v o ,t eo satisfy certain algebraic relations, also shared by the unregulated matrices, that make it possible to perform certain computations analytically. It has been demonstrated that this is a correct regulator consistent with other computational techniques in string theory.
In certain computations, or parts of it, there are no anomalies, and it becomes possible to work with the infinite unregulated matrices v e ,t eo directly at Nϭϱ. Then it is possible to make a transformation to the basis that diagonalizes the infinite unregulated matrix t eo and do the computations in the Nϭϱ diagonal basis. At Nϭϱ the eigenvalues of t eo are continuous and are parameterized by a continuous variable , and furthermore the transformation is known explicitly ͓16͔. As we will discuss in detail in the next section, at N ϭϱ the discrete and continuous bases are just different bases of SL(2,R) in the j( jϩ1)ϭ0 unitary representation, in which t eo can be understood as the matrix elements of the operator tϭtanh((/4)(L 1 ϩL Ϫ1 )) in the discrete basis that diagonalizes L 0 . The continuous basis is the basis in which this operator is diagonal.
A priori it is hard to know when to expect an anomaly if one works directly at Nϭϱ. Therefore the regulator provided in MSFT is indispensable to insure that such subtleties will not spoil a computation. So one must be wary when using the continuous basis directly at Nϭϱ. We emphasize that the discrete Moyal basis with a regulator is the safe way to proceed in general, but one can make a transformation to the continuous basis for specific computations to evaluate infinite sums in parts of computations. This is the sense in which we use the continuous basis in the next subsection, and indeed we will find good use for it in some of the following computations.
A. Computations via transformation to continuous basis
In the following computations we are directly at Nϭϱ and work with the unregulated fundamental matrices T,R,v,w in MSFT that encode string joining ͑for a particular regularization see footnote 6͒
As explained in ͓11,12͔, the matrix t is diagonalized t eo ϭ(V e V o ) eo by the orthogonal matrices V o ,V e that act on the odd or even sides ͑a bar means transpose͒. The eigenspace is labeled by with eigenvalues 5 . The label is continuous ͑can happen only for infinite matrices͒; it is in the range 0ррϱ, and the eigenvalues are given by ͓21,16͔ ϭtanh(/4). We have evaluated the nontrivial infinite sum 5 This continuous parameter should not be confused with the diagonal matrix of Eq. ͑3.6͒. As much as possible we are trying to keep the notations that were introduced in different papers by independent authors. We hope the reader will discern them in the proper contexts.
͚ o ͓V o ()/ͱo͔v o in the next section. We give it below along with a few of the V e (),V o () that are needed in our computations
͑4.6͒
͑4.7͒
With this preparation we are ready to compute the desired generic quantities. Applying the diagonalization of t eo we have just described we can write tϭV e V o , ttϭV o 2 V o and t tϭV e 2 V e and express the desired quantities as integrals
͑4.14͒

In the infinite N limit we have det(F(t t))ϭdet(F( tt)).
The quantity
which appears in the evaluation of determinants will be derived in the next section in Eq. ͑5.58͒. Here (z) ϭ‫ץ‬ z ln ⌫(z) is the logarithmic derivative of the gamma function, and ⌬ depends on the regulator. It could be chosen as zero if we compare to a particular regulator in the discrete basis of MSFT. The same result has been obtained in a very different type of calculation in ͓25,26͔. The term that contains the number of modes 2N is the leading term independent of . In physical computations, as N goes to infinity this factor cancels magically among matter and ghost determinants as long as dϭ26, and the bare coupling g 0 is rewritten in terms of the on-shell tachyon coupling g. Hence the nonleading part in terms of the function (z) is the crucial part that contributes in physical processes. A more complicate type of quantity that we needed in Eq.
͑3.39͒ takes the form of a double integral IMPROVED OFF-SHELL SCATTERING AMPLITUDES IN . . . PHYSICAL REVIEW D 69, 086007 ͑2004͒
086007-11
where
͑4.17͒
The form of ( o ) Ј in terms of matrix elements of L 0 in the basis is shown in the next section. We apply this formula to compute ␥ (0) in Eq. ͑3.39͒. The integrations in Eq. ͑4.16͒ are well behaved for F( tt)ϭ(1ϩ tt) Ϫ1 . But the infinite sum ( o ) Ј is shown to diverge in Eqs. ͑5.36͒-͑5.40͒. It is evaluated there more carefully by inserting a regulator in the form (e Ϫ o o ) Ј . It is finite at finite , but when is small it behaves like 1/ times a quickly oscillating factor. The quick oscillations are not sufficient to overcome the divergence of the 1/ factor. Therefore, this leads to the divergent result for ␥ (0) in Eq. ͑3.39͒ which we used in the previous section.
These integrals seem difficult, but can be easily performed with an algebraic computer program, such as Maple or Mathematica. For example we obtain ϭ0.52325ϭln 27 16 .
͑4.20͒
We now turn to the more specialized cases of relevance for our computations in this paper. We would like to evaluate the scalar ϭv o 
͑4.23͒
We also show how to compute some determinants by using Eq. ͑4.14͒. We especially make a point to separate the contribution associated with the regulator N which will be sent to infinity later. The steps of computation are shown for the following explicit example
͑4.25͒
As seen, the finite factor that comes from the nonleading term involving is nontrivial. We will show later in Eq. ͑5.62͒ how both the leading and nonleading terms agree with the regulated discrete basis. In a similar way we obtain
͑ 0.90534͒.
͑4.29͒
Note the magical number 26 that popped up as 13ϭ26/2 in the last ghost determinant. Inserting these determinants in the expression for a 4 in Eq. ͑3.5͒ we see that the N dependence drops out at ϭ0, only for dϭ26, a 4 ͑ 0 ͒ϭg 
͑4.31͒
So the result is independent of the cutoff N,⌬. This is an example of the magical role of dϭ26. Note that a 4 , as given initially in ͓13,15͔ has factors of additional determinants that are actually divergent, but those get absorbed into the definition of g and produce the overall finite factor g 2 (27/16) 3 /4 ͑multiplied by another factor of 4 because of 4 diagrams͒.
In the case of the bare coupling in Eq. ͑2.3͒, inserting the results above we get
͑ 0.91746͒͒ In the Appendix we have included many more values for the higher modes of the vectors b and matrices M ,M . Although these were not needed for our analytic calculation, they were used to obtain the order ten result for f (x). Also the general formulas we give there are useful to compute to arbitrary powers of e Ϫ if one needs to refine our work in the future, or they could be useful in other applications.
V. MOYAL BASES AS THE jÄ0 REPRESENTATION OF SL"2,R… FOR L 0 ,L Á1
In this section we will study certain properties of the j ϭ0 representation of SL(2,R) in relation to the continuous and discrete Moyal bases. The connection of SL(2,R) generated by L 0 ,L Ϯ1 and the continuous basis is known through the work in ͓21,16͔. The relevance of the jϭ0 representation is emphasized in ͓24͔. Here we will study the jϭ0 representation with a different technique, mainly by focusing on the exponentiated group element e ϪL 0 . We will extract some of the relevant properties of the jϭ0 representation that are needed in this paper. There are overlaps between our results and those in related papers ͓16,24 -28͔. We will see that all the computations in the previous sections, and similarly more general computations, amount to various matrix elements of functions of L 0 ,L Ϯ1 in the special jϭ0 representation of SL(2,R).
Let us first recall why we must focus on the jϭ0 representation. The Virasoro operators L 0 ,L Ϯ1 are the generators of the SL(2,R) transformations on the open string basis X(,). It is well known that this representation ͑in terms of differential operators͒ forms the zero Casimir representation of SL(2,R). Thus the oscillator basis labeled by the integers nϭ1,2,3, . . . is simply the case of the discrete series of SL(2,R) labeled as ͉ j,m͘, mϭ jϩ1,jϩ2,jϩ3, . . . , for j ϭ0.
We will use the Hermitian combinations Q 1 ϭ 1 2 (L 1 ϩL Ϫ1 ) and Q 2 ϭ(i/2)(L 1 ϪL Ϫ1 ) that form the SL(2,R) Lie algebra as follows ͓Q 1 ,Q 2 ͔ϭϪiL 0 , ͓L 0 ,Q 1 ͔ϭiQ 2 , ͓L 0 ,Q 2 ͔ϭϪiQ 1 .
Thus, the odd or even discrete bases in MSFT correspond to the eigenstates of the Virasoro operator L 0 ͉n͘ϭn͉n͘, n у1, with nϭo,e. The continuous basis is given by the eigenstate of the Virasoro operator Q 1 ϭ 1 2 (L 1 ϩL Ϫ1 ) satisfying Q 1 ͉͘ϭ/2͉͘. The change of basis is given by the functions ͗o͉͘ϵ(1/ ͱ2)V o () and ͗e͉͘ϭ(1/ ͱ2)V e ().
The eigenvalue of Q 1 can have any sign, but in MSFT it is possible to make transformations to the range у0 thanks to the symmetry property V o (Ϫ)ϭV o () and V e (Ϫ) ϭϪV e () of these functions. We consider these as orthogonal matrices V o ,V e with matrix elements (V o ) o ϵV o () and (V e ) e ϵV e (), for у0, which satisfy orthogonality relations
where a bar on a matrix means the transpose of the matrix.
Here ␦ (o,e) (ϪЈ) is basically the usual Dirac delta function, except for some extra care when ,Ј are both close to 0 ͑see below͒, while their sum yields the usual delta function ␦ (o) (ϪЈ)ϩ␦ (e) (ϪЈ)ϭ2␦(ϪЈ). These are equivalent to the orthogonality and completeness relations of the discrete and continuous bases
͑5.2͒
With the normalization given above the functions
, including an overall normalization of ͱ2 ͑consistent with counterpart orthogonal transformations in the discrete basis as explained in ͓11͔͒. They are given by the following generating functions ͑in the range у0)
͑5.3͒
To define the functions for negative values of the right hand side of these equations should be multiplied by the sign function () for consistency with the symmetry properties of V o (Ϫ)ϭV o () and V e (Ϫ)ϭϪV o (). A fundamental quantity in MSFT is the matrix T eo ͓9͔. In computations T usually appears in the form t eo as given in Eq. ͑4.3͒. This matrix is diagonalized ͓16͔ by t eo ϭ͐ 0 ϱ dV e ()()V o () with the eigenvalues () ϭtanh(/4). To understand this matrix we introduce the notion of the operator t. Then t eo can be recognized to be just the matrix elements of the operator t in the discrete basis
, t eo ϭ͗e͉t͉o͘.
͑5.4͒
This is proven by introducing identity in the basis and writing
where we have used the symmetry of the functions in going from the second line to the third. By the same argument we can show t ee Ј ϭ0 and t oo Ј ϭ0. So the matrix representation of the operator t is block-off-diagonal in the even or odd basis. Now we note the special role of the ϭ0 state and its relation to v o . The vector v o is a crucial state in MSFT as seen in the calculations in this paper. Its special role in relation to anomalies first emerged in ͓9,10͔ as a state closely related to the midpoint of the string. From the generating functions in Eq. ͑5.3͒ it is seen that at ϭ0 the even functions vanish V e (0)ϭ0, while the odd ones V o (0) are finite,
͑5.8͒
where v o is given in Eq. ͑4.3͒. It is a normalized vector
that is a zero mode of the matrix T:
is the zero mode of the matrix t eo . This is easily seen from the expression Eq. ͑5.4͒ for the t operator acting on the zero eigenstate in the kappa basis Q 1 ͉0͘ϭ0
͑5.9͒
Note that we can write v o in terms of the ϭ0 state as follows:
͑5.10͒
We can use the above interpretation of the operator t and and its zero mode v o to give an SL(2,R) operator representation of the computations we performed in the previous section. In particular, we see that b o ,b e of Eqs. ͑3.8͒ can now be written as matrix elements in the jϭ0 representation of SL(2,R)
͑5.11͒
Note that ͗e͉͓2/(3ϩt 2 )͔(1/L 0 )͉0͘ϭ0 since ͗e͉0͘ϭ0.
Hence we can remove the bras and write the states
͑5.12͒ 
Once we notice these forms we are tempted to use the commutation rules of the operators of SL(2,R) to simplify and compute these quantities. In particular note that e ϪQ 1 L 0 e Q 1 ϭL 0 cos ϩiQ 2 sin gives the following interesting properties of t and e
Using these it appears as if we may perform a number of simplifications very efficiently. Alas, there is the problem of anomalies precisely because of the existence of the ϭ0 state on which t vanishes. So its inverse cannot be used in a cavalier fashion. In fact not all of the above formulas are necessarily valid in general since they depend on which state they are applied. When we introduce a complete set of intermediate states between operators, the ϭ0 state must appear, causing problems. One can easily generate inconsistent results from the same formula with naive manipulations of t. Examples of inconsistencies can be easily constructed by taking matrix elements and using naively the formulas above on the ϭ0 state. The type of formal manipulations suggested above need to be justified at every step or otherwise replaced by the correct result. Thus, practical computations in string field theory require a regulator at ϭ0 because the matrix t eo has certain associativity anomalies that come from the zero modes reviewed above. This is precisely the zero mode of T eo and the associativity anomaly issue which are intimately related to midpoint issues in string field theory as first understood in ͓10͔.
A regulated version of the matrix t eo with many nice mathematical properties was introduced in ͓10,11,13͔. The regulated matrices retain the properties of the operator t that are always valid ͓see Eq. ͑2.15͒ in ͓11͔͔. In the regularized theory, the continuous functions V o (),V e () can be thought of as the large N limit of NϫN matrices (V o ) ok ,(V e ) ek with discrete values of k which label the N eigenvalues k of the regularized NϫN matrix t eo ϭV e V o . The large N limits of the matrix elements (V o ) ok ,(V e ) ek become the functions V o (),V e (), and the discrete eigenvalues k become k →()ϭtanh(/4). In the limit N→ϱ, summation over discrete k is replaced by ͐ 0 ϱ d and the discrete delta function ␦ kk Ј is replaced by the continuous delta functions ␦ (o,e) (ϪЈ) with non-negative ,Ју0, but with some extra care when ,Ј are both close to zero, as we will see below.
In this section we try to relate the large N limit of the regulated theory in the discrete basis to the regulated continuous kappa basis, and from this extract computational methods that take advantage correctly of both the discrete and continuous bases. For this purpose we will study several quantities by taking advantage of the SL(2,R) group generated by the Virasoro operators L 0 ,L 1 ,L Ϫ1 .
A. Propagator Šͦe
The quantity D Ј ()ϭ͉͗e ϪL 0 ͉Ј͘ is a representation of a group element of SL(2,R) with Lie generators (L 0 ,L Ϯ1 ϭQ 1 ϯiQ 2 ), since ͉͘ is the basis that diagonalizes the generator Q 1 ϭ 1 2 (L 1 ϩL Ϫ1 ), with Q 1 ͉͘ϭ(/2)͉͘. Its integral and derivatives are quantities of interest in various explicit computations in MSFT
͑5.16͒
In this section we compute D Ј () as a group element of SL(2,R) in the special representation jϭ0. Of course, in the discrete basis e ϪL 0 is diagonal, therefore we expect
where e , o are the diagonal matrices e ϭdiag(2,4,6, . . . ) and o ϭdiag(1,3,5, . . . ), and the V o ,V e are treated as matrices with matrix elements that are the
Following the methods in ͓22͔, Chap. 7.4 ͓leading to Eq. ͑7.65͔͒, we can derive a differential equation for D Ј () as follows. We use the fact that the eigenvalue of the quadratic Casimir operator vanishes for the states ͉͘ to write
The first two terms can be rewritten as follows:
The third term ͉͗e ϪL 0 (ϪQ 2 2 )͉Ј͘ can also be computed by noting the following property, e L 0 Q 1 e ϪL 0 ϭQ 1 cosh ϩiQ 2 sinh , which can be rewritten as
Multiplying Eq. ͑5.21͒ with iQ 2 , using Q 1 Q 2 ϭQ 2 Q 1 ϪiL 0 , and using Eq. ͑5.21͒ again, gives
The matrix elements of this relation are easily evaluated in terms of D Ј (). Combining the three terms in Eq. ͑5.19͒ we obtain the differential equation satisfied by D Ј ()
with F (a,b;c;z)ϳhypergeom(͓a,b͔,͓c͔,z) , and
We need the solution that satisfies the boundary conditions that follow from Eq. ͑5.18͒
where V 1 ()ϭͱ/sinh(/2), as obtained from Eq. ͑5.3͒. Therefore, the desired solution is given by
͑5.29͒
By using the linear identity F (a,b;c;z)ϭ(1Ϫz) cϪaϪb F(cϪa,cϪb;c;z) , we see that the expression for D Ј () is real. At ϭϱ the boundary condition is satisfied since F(a,b;c;0)ϭ1. For small ϳ0, and any ,Ј, we use the asymptotic behavior of the hypergeometric function ͓23͔ to write
where c.c. is the complex conjugate. For small (ЈϪ)ϳ0 and small ϳ0 we can write ⌫(1ϩi/2)⌫(1Ϫi/2)ϭ(/2) ϫ(sinh /2) Ϫ1 , so that the singular behavior of D Ј (), consistent with the delta function, becomes evident as follows:
␦͑ϪЈ͒.
͑5.31͒
We also record here the special values for ,Јϭ0, that follow from F(a,1;2;z)ϭ͓(1Ϫz)
Ϫa zϪ(1Ϫz) Ϫa ϩ1͔/z(1 Ϫa) at any
where the second line follows by setting ϭ0 in the first line.
The integrals of these quantities give ͉͗1/L 0 ͉0͘ and
This agrees with an independent calculation in Eq. ͑5.64͒. The derivative near ϳ0 gives information about matrix elements of L 0
͑5.36͒
This diverges due to the factor 1/. More simply, the quantity ͉͗L 0 ͉0͘ is obtained also by studying the derivative of Eq. ͑5.32͒ at any
͑5.37͒
Near ϳ0 one sees that ͉͗L 0 ͉0͘ and ͗0͉L 0 ͉0͘ have a singular behavior
Let us also compute ͉͗L 0 ͉Ј͘ for Јϳ from Eq. ͑5.36͒
or from Eq. ͑5.31͒. We obtain the singular behavior
which is consistent with Eq. ͑5.38͒, but now gives
at any . The divergence of ͉͗L 0 ͉Ј͘ is also discussed in
͓16͔.
The quickly oscillating factor exp"i(ϪЈ)lnͱ2/… in Eq. ͑5.36͒ suggests that only the neighborhood of Јϳ is relevant in a steepest descent approximation when the function ͉͗L 0 ͉Ј͘ is integrated with smooth functions ͐d͐dЈ f ()͉͗L 0 ͉Ј͘g(Ј) ϳ(1/2)͐d f ()g()͐dq ϫcos(q lnͱ2/), where we have used Eq. ͑5.39͒, and implied a cutoff in the integration in q which depends on the functions f ,g. This expression is also divergent when vanishes for well behaved f ,g. This last form relates directly to the quantity ␥ (0) in Eq. ͑3.39͒ through Eqs. ͑4.16͒, ͑4.17͒ as the regulator is removed. We used the singular behavior ␥ (0)ϭϱ to determine the midrange slope ͑i.e. differentiability͒ of the off-shell factor in the 4-tachyon scattering. 
where we insert our result ͑5.29͒ for D Ј ().
In particular, if we take Јϭ0 we get (V e e Ϫ e V e ) 0 ϭ0,
͑5.44͒
Taking also ϭ0 gives
͑5.46͒
We are now ready to tackle the quantity 
͑5.47͒
where we used the result in Eq. ͑5.34͒. From this we obtain immediately
͑5.48͒
This result is used to relate regulated discrete basis computations of the type
v o Ј in the large N limit to kappa basis computations as shown in the previous section.
Computation of "…ÄŠͦ‹
We have argued in Eq. ͑5.31͒ that near ϭ0 and Јϳ we obtain D Ј (0)ϭ͉͗Ј͘ϭ␦(ϪЈ). The quantity ()ϭ͉͗͘ appears in the evaluation of determinants as in
Since we expect a singular behavior, ()ϳ␦(0), we would like to perform such computations with a finite number of modes 2N and send N to infinity at the end of the computation. Thus, on the left side we have a finite determinant that depends on N, which in principle can be computed in the regulated basis, at least numerically. To perform such careful computations analytically by taking advantage of the basis, we define ()ϭ͉͗͘ carefully at Јϭ for small but finite , and compare to a similar calculation with the cutoff in terms of the number of modes 2N. Thus, for ЈϭϮ the cases D (),D (Ϫ) (), as →0, are used to compute the quantity (,)Ӎ͉͗͘ as follows. From Eq. ͑5.30͒ and from the asymptotic behavior of the hypergeometric function at large (Ϫz)
we obtain
͑5.52͒
Note the tricky behavior near ϭ0: as long as is not close to zero, the quantity lim →0 D (Ϫ) () oscillates rapidly and becomes negligible as a distribution compared to lim →0 D (). However, near ϭ0 we get 
͑5.54͒
But, close to ϭ0, because of Eq. ͑5.53͒, the behavior is
Ϫe V e ͒ 00 ϭ0.
͑5.55͒
The factor of 2 computed here is important to establish consistency between the regulators in the discrete and continuous bases. We concentrate on () for the general . We already understand its dependence on explicitly, and therefore write it in the form
͑5.56͒
We know (0) is divergent, and is given by
where we used a finite number of modes 2N as the regulator and the constant ⌬Ј depends on further details of the regulator. Therefore the full regulated () is given by
where ⌬ is a constant. Note that this constant can be absorbed into a redefinition of N by writing ln(2N)ϩ⌬ ϭln(2Ne ⌬ ). We will further determine ⌬ϭ0 by comparing to a particular regulator in the discrete basis of MSFT in which we keep the frequencies as simple as possible, namely n ϭn. In principle it is a dangerous business to compare diverging quantities when using different regulators. However, as we have already mentioned, since the N dependence will drop out in certain computations in dϭ26 then ⌬ will also drop out, and hence its value may not be important.
B. Exact analytic tests
As tests of the formulas we derived above in the kappa basis we compare to exact computations in the regulated 6 discrete basis, in the limit N→ϱ. The first case is
v where we compare Eq. ͑4.13͒ versus using directly the v o in ͑4.3͒ or the regulated one in footnote 6. The two ways of computing give the same answer:
ϭ0.85256.
͑5.60͒
The second case is det( tt)ϭexp͓͐ 0 ϱ d() ϫln(f ͓tanh 2 (/4)͔)͔ where we use () in Eq. ͑4.24͒, while the exact computation in the regulated discrete basis was given in ͓10,11͔ for any N as 6 To avoid anomalies we use the standard regularization of MSFT ͓10,11,13͔. If we make the choice n ϭn, at finite N the regulated w e ,v o ,T eo ,R oe take the form T eo ϭT eo
are identical to the expressions in the infinite limit as in Eq. ͑4.3͒ but truncated as NϫN matrices. The factors f n N for nϭo,e are given by
This was computed by simply inserting n ϭn in the general regulated formulas for arbitrary n given in ͓10,11,13͔. Note that the deformation factor f n N stays pretty close to 1 ͑in the range 1.00-1.075͒ when 1рnрN, even for finite N, but grows as n approaches 2N. For nϭ2N, and large N, we get f 2N N Ӎ(N/2) 1/4 . The strong deformation at the edges of the matrix can be avoided by using a different function n as a function of n. However, in our experience the simple choice n ϭn seems to work well in numerical computations even at small values of N. In the present example we see that it also works exactly at infinite N in comparison to the continuous basis.
͑5.62͒
where the last expression is a good approximation for any Nу1 ͑including small N). Note both the leading N behavior as well as the overall factor (/2)
, both of which are significant for the comparison of regulators in different bases. We compare this to the computation of det( tt) kappa in the kappa basis using () as given in Eq. ͑4.24͒. We see that the leading term 1/(2)ln(2Ne ⌬ ) in () reproduces the correct N dependence, while the second kappa dependent term produces precisely a factor of ͱ2/,
. Comparing to the regulated discrete basis result in Eq. ͑5.62͒ we learn that we need ⌬ϭ0 to get agreement between the two regulated results. Then, we seem to have an agreement between the computational procedures in the regulated discrete basis and the regulated kappa basis. However, we must warn the reader that ⌬ϭ0 is still tentative because it is possible to change the regulator in the discrete basis, and we have not understood yet the principle that could fix it in either the discrete or the continuous basis. It is however significant that we have seen examples where N as well as ⌬ cancel together in finite quantities at the critical dimension dϭ26. So, perhaps the value of ⌬ is not crucial as long as one is consistent in using the same regulator everywhere.
The third case is the exact computation of v v in the regulated discrete basis for any N ͓10,11͔
At Nϭϱ in the kappa basis we use V o (0)ϭ 1 2 ͱov o and obtain agreement with the discrete basis as follows
where we used Eq. ͑5.34͒. In general we have noticed no problem in agreeing between the two bases for finite quantities where the effects of N disappear. For such quantities it turns out that even a few modes in the discrete basis (Nϳ5 -10) gives very reliable numerical estimates of the exact Nϭϱ values. However we advise care when the quantity blows up or vanishes as a power N ͑such as determinants͒. Finite N estimates are not predictably good for such quantities and furthermore they seem to be cutoff dependent ͑such as ⌬). When divergent quantities occur in combinations in which N cancels, the various computational approaches seem to become reliable again, and furthermore in our experience, the result seems to be well estimated again at relatively small values of N.
VI. NONPERTURBATIVE LANDSCAPE
The perturbative computations above have implications for nonperturbative computations in MSFT such as the ones in ͓14͔. There a proposal was made for computing the true vacuum of Witten's string field theory at the classical level. This involved solving the equation of motion that follows from the action in Eq. ͑1.1͒
for fields that are independent of the midpoint ͑hence the D 25 brane vacuum͒. This could be done by treating the energy of the midpoint ͑called ␥) as a perturbation and writing the rest of L 0 as a special star product form L 0 ÃAϩAÃL 0 . All solutions of Eq. ͑6.1͒, including the vacuum, were obtained exactly in the absence of ␥. Then it was possible to setup a perturbation series in the midpoint energy ␥ and compute analytically each term order by order. The lowest term was obtained as an exact solution A (0) (x e ,p e ), where A (0) (x e ,p e ) turned out to be related, up to an energy dependent factor A (0) ϭϪ(2/␣Јg)L 0 Ã P, to the twisted butterfly projector PϭA b (x e ,p e ) written in the MSFT basis. 7 The next perturbation A
(1) was also computed explicitly, while higher orders A (n) could be computed in a straightforward way with similar methods. Finally the energy of the vacuum and the tension of the D 25 brane were given analytically up to second order in ␥
e w e 2 1ϩw w .
͑6.4͒
When this result was obtained the divergent nature of and ␦ were confusing. However the divergence of the bare coupling constant g 0 was not noticed. We have seen in this paper in Eqs. ͑2.3͒, ͑4.32͒ that g 0 ϭgc(2Ne
. A quick look at ,␦ show that they are both linearly divergent with (2N) as can be seen in a naive level truncation up to (2N) by inserting o ϭo, e ϭe and using the unregulated w e ϭϪͱ2(Ϫ1) e/2 . Then the result for T 25 is perfectly finite at each order of the midpoint energy ␥ since the factors of (2N) 3 cancel between numerator and denominator in Eq. ͑6.3͒. Thus, this nonperturbative computation should proceed by using the same regulator consistently, keeping only the leading terms to order (2N) 3 in the numerator and dropping everything nonleading. It reminds one of the large N matrix computations. Progress on determining the vacuum state and energy using this approach will be reported in a future paper.
The observation above resolves another puzzle as follows. We recall the expression for L 0 that appears in the action of MSFT in Eq. ͑1.1͒. We display the version in ͓14͔ including 
͑6.6͒
where ␤ 0 ϭϪi ͱ 2␣Ј(‫ץ/ץ‬x )ϭϪi ͱ 2␣Ј(‫ץ/ץ‬x cm ) represents the center of mass momentum. We had commented before in previous papers that the terms involving (1ϩw w) Ϫ1 are tricky. Even though they appear to vanish as N→ϱ they actually contribute a finite term because infinite sums cancel the zero. The midpoint energy ␥ mentioned above is in fact just the piece of L 0 proportional to (1ϩw w) Ϫ1 . But how about the divergent term in the first line 1 2 (1 ϩw w)␤ 0 2 involving the center of mass momentum ␤ 0 ? This divergence caused concern for some colleagues. Actually we can explain that this is the correct behavior of this term because otherwise there will be no center of mass momentum dependence in the large N limit in nonperturbative physics. Let us start with the cubic term g 0 Tr(A 3 ) and replace A with Aϭg 0 Ϫ1 AЈ so that it takes the form g 0 Ϫ2 Tr(AЈ) 3 . Doing the same to the quadratic term, we rewrite the action with an overall g 0 Ϫ2 as SϭϪg 0 Ϫ2 (Tr͓(1/2␣Ј)AЈ(L 0 Ϫ1)AЈ ϩ(1/3)Tr(AЈ) 3 ͔). Now it has the form of the computed nonperturbative energy in Eq. ͑6.3͒ and, from the discussion we gave above, we see that the numerator must behave like N 3 to compensate for the behavior of g 0 ϭcg(2Ne ⌬ ) 3/2 in the denominator. It is clear that each AЈ accounts for a factor of N in the numerator and also that L 0 contributes a factor of N in the quadratic term. Now, if we also include momentum dependence ͑or x dependence͒ in L 0 the only way that momentum will not be negligible is by getting the help from the factor (1ϩw w)ϳ2N in the form that it appears in L 0 ϭ•••ϩ 1 2 (1ϩw w)␤ 0 2 . This explains that this factor has precisely the correct behavior, and how it contributes in nonperturbative phenomena.
Of course, there is a way of eliminating the confusing factor by renormalizing AЈϭ(1ϩw w)Ã and defining L 0 ϭ(1ϩw w) Ϫ1 L 0 , and further absorbing the extra factors in a definition g 0 ϭ(1ϩw w) 3/2 g 0 . Then in the new L 0 every sum is divided by the factor (1ϩw w)ϳ2N which is reminiscent of the finite quantities Tr(M )/N in large N matrix theories. If the theory is redefined in this manner in terms of (Ã ,L 0 ) then every term of the action in every computation should be finite at every step, just like the leading terms in large N matrix theories.
VII. CONCLUSION
In this paper we have demonstrated that MSFT not only agreed in great detail with other computational approaches to Witten's string field theory, but it also led to new results that were not obtained before. We have developed several practical and theoretical tools on the way to the new results, and we have indicated how certain nonperturbative computations can be conducted by using the information provided in the present paper. 
͑A7͒
Other matrix elements of interest are obtained from the ones above, such as 4/(3ϩt t)ϭ1ϩM , and 2(1ϩt t)/(3ϩt t) ϭ1ϪM , etc. We can also evaluate some of the quantities by using other methods and compare to the results above. In particular, by exact summation over the infinite modes we can express the infinite matrices (t t) ee Ј and ( tt) oo Ј in terms of the generalized hypergeometric function as follows: The values of the hypergeometric function exactly agree with the results of the integrals given above. Also we recognize the quantities ,b o ,b e ,M oo Ј ,M ee Ј ,M oo Ј ,M ee Ј from our earlier work on the computation of the Neumann matrices by using the Moyal product ͓11,15͔ and comparing to Neumann coefficients which were obtained from conformal field theory ͓7͔. Therefore, in some sense we already knew the result for these quantities. However, what we knew is only a special case of the more general formulas given in Eqs. ͑4.8͒-͑4.13͒, and serves to confirm the general method. For example ( tt) 
