We define the class of sporadic dynamical systems as the systems where the algorithmic complexity of Kolmogorov [Kolmogorov, A . N. (1983) Russ. Math. Surn. 
Introduction
Exponential separation of trajectories of nearby initial conditions is a very general feature shared by a large variety of dissipative and conservative dynamical systems. This property has become in the last decades a theoretical cornerstone to understand irregular time evolutions in natural phenomena and in their models. Several quantities have been defined to characterize the exponential instability of a dynamical system 1D with an invariant measure u, such as the exponents of Lyapunov and Oseledec and the entropy per unit time of Kolmogorov and Sinai h(4, A). When the entropy is positive, the system is called chaotic and at least one Lyapunov exponent is then positive. The entropy is vanishing when the system is periodic or multiperiodic (1) .
The connection between the exponential dynamical instability and the randomness of trajectories is provided by the algorithmic complexity of Kolmogorov (2) and Chaitin (3) . After partitioning the phase space into cells {AO, Al, . . .. Am-i}, a given trajectory can be represented by a sequence of integers or symbols S = 5O5152 . [1.1] if the position x, at time n belongs to the cell A,.. The algorithmic complexity K(Sn) of the string Sn composed of the n first symbols of S is defined as the binary length of the shortest possible program P able to reconstruct the string S, on a universal machine A; i.e., K(S,,) = min IPI, Sn=A(P) [1.2] where 1.1 denotes the binary length. A periodic string can be constructed by specifying only the length n of the string and the pattern of one period so that K(S,,) -log2n (periodic trajectory). [1.3] However, if no regularity is observed in the string, as is the case for a random sequence, we have no possibility other than memorizing the whole string S,,, so that (3, 4) K(Sn) -n (random trajectory). [1.4] The following relation to the entropy per unit time shows that random trajectories prevail in chaotic systems,
for As-almost all trajectories (5) .
The question arises whether intermediate dynamical behaviors could exist between multiperiodic and chaotic ones in the sense that the complexity K(S,) increases asymptotically as nvO(log n)lwith 0 < v0< 1 or vo = 1 and r1 < 0 [1.6] for almost all trajectories of initial condition in a given cell Ai of the partition provided that 1(Ai) < a. This latter condition is necessary because the invariant measure At may be nonnormalizable. We call strongly sporadic such a dynamical system. If the asymptotic behavior (expression 1.6) holds for the average complexity E(K(Sn)), we shall say that the system is weakly sporadic. In such systems, the dynamical instability would not be exponential anymore. So we could also use the logarithm of separation between nearby trajectories to define the sporadic systems when they are differentiable. In one-dimensional chaotic systems, the Lyapunov exponent A is given asymptotically by As/n with An=E log2 d (xi)|. [1.7] In sporadic systems, A is vanishing and A,, behaves as expression 1.6 . The exponent of sporadicity v0 is then given asymptotically by In A,,/ln n. We shall then speak of stretched exponential instability. The advantage of such a definition is that it can be generalized to differentiable dynamical systems in a phase space of dimension larger than one.
We shall show that the intermittent systems of Manneville (6) Xn+ = ¢F(x") = xn + cxn (mod.1) (z . 1) [1.8] are sporadic when z 2 2. The invariant density of Eq. 1.8 behaves near the origin as p(x) = x1 . It is not normalizable when z . 2, so that the invariant measure A defines a probability for z < 2, but only a conditional probability for z -2 as proposed by Mandelbrot in the context of continuous sto- A similar assumption was used with success by Ben-Mizrachi et al. (8) and Geisel et al. (9), where the Fourier spectral density s(f) was shown to diverge in the infrared. Then, the autocorrelation function C(n) and the variance of the dynamical fluctuations rn obey power laws [2.3] where 0 < y -1. These results suggest that the fluctuations of intermittent systems may be non-Gaussian. This fact is important for our purpose here.
Non-Gaussian Dynamical Fluctuations
By using theory of recurrent events (10, 11) , we construct the probability distribution of the random variable N,,, which is the number of passages by the cell AO during n units of time. Then, the variance of N,, gives oJ2, and Nn/n is asymptotically the time average of the observable IA(x), which is the indicator of the cell AO. The probability of a first passage at time n by Ao is given by the transition probability POn-1 and its distribution function is string S,, of the n first symbols of S, the string RN. = SkSk2... SkN. 9 where p(x) is the invariant density. The numerator is finite for all z 2 1, although the denominator is finite for z < 2 but infinite for z 2 2. Thus the entropy is positive for z < 2 but vanishes as h(Q, A) -(2 -z) near z = 2 and is zero for z 2 2 (see Fig. 3 ). So intermittent systems are chaotic when z < 2 but neither chaotic nor periodic when z 2 2.
The algorithmic complexity is then able to characterize the trajectories. Let us consider the symbolic sequence 1 Here the growth of complexity is slower than linear and the system is thus weakly sporadic. The exponent of sporadicity is a = when z > 2, and 0< a < 1.
[3.10]
Similarly, using the Markovian assumption, we can show that the intermittent systems have a stretched exponential instability when z -2. Indeed, averaging expression (Eq. 1.7) over trajectories of associated strings (Eq. 3.4), we can write n-1 E(A,,) E m1A1, where ml is the average number of symbols Ski equal to 1 Combining these results, we obtain E(An) CE(Nn), [3.15] where C is a positive constant bounded when n -* oo. Consequently, E(An) has the same asymptotic behavior as E(K-(Sn)). allowed if s = 0 (see Fig. 5 ). [4.3] According to the theory of recurrent events (10, 11) , the fluctuations in the number of recurrences by the state 0 during a given time interval will have Ldvy probability distributions like formulae 2.3, 2.6, and 2.9 with a = z if z < 2 and a = 2 if z > 2 here.
The invariant measure is easily calculable and is given by gi S) = (Wi(W) [4.4] It is normalizable and defines a probability at the condition that z > 1, which is equivalent to (w,/e1 + w2/e2) < 1. The normalizing constant is then =; 1 _ (iM + W2) [4.5] When z c 1, the invariant measure is not normalizable and only conditional probability can be defined. We can show that the entropy per unit time of the Markov chain, hQF), --,) ,(s) Pr(s -* s')log2Pr(s --s'), [4.6] is finite and positive when z > 1 but is zero when z -1. As the Markov chain is not periodic, it is sporadic when z -1, with a = z as the expected exponent of sporadicity.
The parallelism with the different dynamical behaviors of the intermittent systems is striking and suggests that the theoretical scheme summarized in Table 1 is very general. Let us remark that two-dimensional Hamiltonian mappings seem to correspond to the case 1 < z = a < 2 in the model of Meiss and Ott (12) . The fluctuations would then be of Ldvy's type but the system would still be chaotic. This example shows that non-Gaussian fluctuations and 1/f noise do not imply sporadicity, albeit sporadicity is always associated with such phenomena.
To conclude, sporadicity fills in a gap between multiperiodic and chaotic dynamical behaviors or equivalently between predictable and random patterns.
