Abstract. We study the Jacobi continued fraction and the Hankel determinants of the Thue-Morse sequence and obtain several interesting properties. In particular, a formal power series φ(x) is being discovered, having the property that the Hankel transforms of φ(x) and of φ(x 2 ) are identical.
Introduction
The Hankel determinants are widely studied in Enumerative Combinatorics [Fl80, Vi83, Kr98, Kr05, La01, Sp06, Pr94] , and recently, more attention has been given to the Hankel determinants of the Thue-Morse sequence. As those determinants do not seem to have any closed-form expressions, Modular Arithmetic techniques have been used, as was done by Allouche, Peyrière, Wen and Wen in 1998 [APWW] , and in the past year by the author [Ha15, Ha16] . They all proved that such determinants were nonzero, the former by means of a clever determinant manipulation, the latter by using the Jacobi continued fraction expansion. However, Jacobi continued fractions and Hankel determinants, studied from scratch, without using Modular Arithmetic, still have interesting properties. It is the purpose of this paper to discuss some of them.
First, we obtain an explicit expression of the u-coefficients in the Jacobi continued fraction expansion of the Thue-Morse sequence, namely, u n = (−1) n+1 (see Theorem 2.3 with b = −1). Second, a curious relation between the generalized Thue-Morse sequence and the Gros sequence [Gr72, HKMP, Go63] is established (Theorem 2.5, Equation (2.12)). Roughly speaking, the Gros sequence can be derived from the generalized ThueMorse sequence by taking the limit as b tends to 1. Third, we find a formal power series, or an integer sequence, namely, φ(x) = 1 1 + x which has the property that the Hankel transforms of φ(x) and of φ(x 2 ) are identical (Theorem 2.8). It is worth noting that the sequence φ(x) does not appear in Sloane's On-Line Encyclopedia of Integer Sequences [Sl14] .
Section 2 is the body of the paper, where we explain the motivation after recalling some basic notations on Jacobi continued fraction and Hankel determinant. Also, the above three results are stated and proved in detail in Section 2, with the help of several useful lemmas described in Section 3.
Motivation, results and open problems
Let x be an indeterminate. We identify a sequence a = (a 0 , a 1 , a 2 , . . .) with its generating function f = f (x) = a 0 + a 1 x + a 2 x 2 + · · ·. For each n ≥ 1 and k ≥ 0 the Hankel determinant of the series f (or of the sequence a) is defined by
n (f ), for short; the sequence of the Hankel determinants of f is defined to be
and is called the Hankel transform of f (see [La01, SS06] ). Let u = (u 1 , u 2 , . . .) and v = (v 0 , v 1 , v 2 , . . .) be two sequences. The Jacobi continued fraction attached to (u, v), or J-fraction, for short, is a continued fraction of the form
The basic properties on J-fractions can be found in [Fl80, Wa48, Vi83, Kr98, Kr05] . The J-fraction expansion of a given power series f (x) exists if and only if all the Hankel determinants H n (f (x)) of f (x) are nonzero.
Let u n (f (x)) and v n (f (x)) denote the coefficients u n and v n in the above J-fraction expansion of f (x). Hankel determinants can be calculated from the J-fraction by means of the following fundamental relation:
n−2 v n−1 . Conversely, the coefficients u n and v n in the J-fraction can be calculated from the Hankel determinants by means of the following relations, when all denominators are nonzero:
Our motivation was to use the J-fraction approach to re-prove the following result obtained by Allouche, Peyrière, Wen and Wen in 1998 [APWW] . Their original proof is based on determinant manipulation, which consists of proving sixteen recurrence relations between determinants.
be the generating function of the Thue-Morse sequence. Then, H n (P 2 )/2 n−1 ≡ 1 (mod 2) for every positive integer n.
Unfortunately, the v-coefficients in the J-fraction of P 2 (x) do not have a closed-form expression, as shown by the following first values:
Let ξ be an irrational, real number. The irrationality exponent µ(ξ) of ξ is the supremum of the real numbers µ such that the inequality ξ − p q < 1 q µ has infinitely many solutions in rational numbers p/q. With the help of Theorem 2.1 Bugeaud [Bu11] was able to prove that the irrationality exponent of the Thue-Morse-Mahler number is equal to 2. On the other hand, Coons [Co13] , using the method described in [APWW] , proved the following theorem, which is essentially equivalent to another result of Allouche et al., as shown in [BH14] .
Again, the coefficients in the J-fraction of S 2 (x) do not have a closedform expression. Thus, we cannot prove Theorem 2.1 using formula (2.3) only, because the coefficients (v n ) n≥0 are unknown. An appropriate application of Modular Arithmetic provides a bypass and then a solution, as was done in [Ha15, Ha16] . However, we observe that the top coefficients (u n ) n≥1 = (1, −1, 1, −1, 1, −1, . . .) seem to be very simple. This alternance of +1 and −1 can be proved. In fact we have the following general result.
Theorem 2.3. Let P 2 (x; b) and its J-fraction expansion be
The first values of the J-fraction expansion of the above power series
The structure of J-fraction imposes an induction method for finding and proving the J-fraction expansion of a power series. For example, we can easily obtain an explicit expression for a periodic J-fraction. Since the v-coefficients in (2.8) are not periodic, the most difficult part for proving Theorem 2.3 was to find an appropriate generalization required by the induction method. Actually, Theorem 2.3 will appear to be a corollary of Lemma 3.1, whose proof is given in Section 3.
By Theorem 2.3 and formula (2.4), we get Corollary 2.4. The Hankel determinants H(P 2 ) and H (1) (P 2 ) of the Thue-Morse sequence satisfy the following relation (the parameter (P 2 ) is not reproduced):
Consider some special cases of Theorem 2.3. The case b = 0 is trivial. We get the Thue-Morse sequence by taking b = −1. Surprisingly enough, Theorem 2.3 is already proven for b = I by Bacher, where I is the imaginary unit [B06a, B06b] . The case b = 1 of Theorem 2.3 is especially interesting, and deserves a further discussion. The left-hand side of (2.7) then becomes
and the J-fraction is trivial. However, the limit of (2.8) still has a nontrivial meaning as b tends to 1. We obtain a curious relation between the (generalized) Thue-Morse sequence P 2 (x; b) and the Gros sequence S 2 (x) studied by Coons [Go63, Co13, Gr72, HKMP].
Theorem 2.5. Let n ≥ 1. The Hankel determinant H n (P 2 (x; b)) is divisible by (1 − b) n−1 , and
Proof. Let
It is easy to verify (1) G(x, 0) = 0; (2) G(x, 1) = 0; (3) G(x, b) = x 2 × · · ·. Thus, G(x; b) has the following form:
By (2.10) and (2.7) we have the J-fraction expansion for g(x; b)
Equation (2.11) is not trivial when b = 1. Let us evaluate the left-hand side:
where S 2 (x) is defined in (2.6). Note that the denominator is changed into 1 − x 2 k in the last equality, which can be derived by means of the following identities:
and 2x
We have
and, for each n ≥ 1,
by the identity (2.12). Hence, the Hankel determinant H n (P 2 (x; b)) is divisible by (1 − b) n−1 , and
This achieves the proof.
Theorem 2.6. We have
Proof. We make use of the fractional congruence method developed in [Ha15, Section 2]. Let
Then,
where (1) * designates the sequence (1, 1, 1, . . .) and the symbol " ≡ " the fractional congruence. By [Ha15, Lemma 2.2(3)] we derive H n (g(x)) ≡ 1 (mod 2).
By Theorems 2.1, 2.5 and 2.6 we obtain the following results about the v-coefficients in the Jacobi continued fraction expansion of the generalized Thue-Morse sequence P 2 (x; b). Theorem 2.7. Let v n (P 2 (x; b)) be the v-coefficients in the Jacobi continued fraction expansion of P 2 (x; b) (see (2.8) for the first values). For each n ≥ 2 the fraction v n (P 2 (x; b)) in the variable b has neither the zero ±1, nor the pole ±1. Moreover, v n (P 2 (x; ±1)) ≡ 1 (mod 2).
Remark. For each polynomial P (b) we have P (1) ≡ P (−1) (mod 2). However for a fraction f (b) in the variable b the statement "f (1) ≡ f (−1) (mod 2)" is not true in general. For example, taking
we have f (−1) ≡ 1 (mod 2). However f (1) = 1/2 ≡ 1 (mod 2). Hence the cases b = +1 and b = −1 are independent in Theorem 2.7.
In [B06a, B06b] Bacher proved an iterative formula for the Hankel determinants of the power series The study of the Hankel determinants of the Thue-Morse sequence led us to derive a power series F (x) such that the Hankel transforms of F (x) and of F (x 2 ) are identical.
Theorem 2.8. Let
Then, the two series Φ(x) and Φ(x 2 ) have the same Hankel transform, i.e. H n (Φ(x)) = H n (Φ(x 2 )) for all positive integers n.
Proof. Theorem 2.8 is a consequence of Lemma 3.7 by taking the special values c := b 2 and F (x) := P 2 (x; b). Since P 2 (x; b) = (1 + bx)P 2 (x 2 ; b), we have G(x) = (1 + bx)F (x 2 ) = F (x) in Lemma 3.7. Hence, the Hankel transforms ofḠ(x) andG(x) =Ḡ(x 2 ) are identical. The proof is achieved by the following calculation:
The coefficients of the power series Φ(x) = n≥0 d n x n can be explicitly expressed as follows:
where β(k) is the number of 1's of the integer k in the binary numeral system. The first terms of Φ(x) are
whose specialization for b = −1 reads
We end the section by stating some conjectures and problems. The following conjecture generalizes Theorem 2.7.
Conjecture 2.9. Let v n (P 2 (x; b)) be the v-coefficients in the Jacobi continued fraction expansion of P 2 (x; b) (see (2.8) for the first values). For each n ≥ 2 the fraction v n (P 2 (x; b)) in the variable b contains only factors Γ(b) such that Γ(1) is odd.
For example, the fraction v 14 (P 2 (x; b) is equal to
which contains three factors
such that Γ 1 (1), Γ 2 (1), Γ 3 (1) are all odd integers.
Problem 2.10. Characterize all the formal power series f (x) such that f (x) and f (x 2 ) have the same Hankel transform.
Problem 2.11. Find a nice formal power series f (x) such that f (x) and f (x 3 ) have the same Hankel transform.
3. Properties on J-fraction and Hankel determinant In this section we establish several properties on Jacobi continued fractions and Hankel determinants. These properties are useful for proving the theorems stated in Secion 2. In particulier, the following Lemma generalizes Theorem 2.3 and is easy to prove by using the iteration method. However Theorem 2.3 has remained unsolved for a longtime, until Lemma 3.1 was discovered.
Lemma 3.1. Let b be an indeterminate and F (x) be a formal power series. Define
If the Jacobi fraction expansion of G(x) exists, then
In other words, u n = (−1) n b.
Proof. We can define v 0 and G 1 (x) by the condition
Since the J-fraction of G(x) exists, we have
Hence,
Again, the power series G 1 (x) is the product of (1−bx) and an even series. By comparing (3.1) and (3.4), we can define v 1 and G 2 (x) by the condition
In the same manner, G 2 (x) is the product of (1 + bx) and an even series. We obtain equality (3.2) by iteration.
Layman [La01] proved that the Hankel transform is invariant under the binomial transform. Spivey et al. [SS06] proved that the Hankel transform is invariant under the falling k-binomial transform, which maps the sequence (a n ) to (a ′ n ) defined by
The generating function for the sequence (a ′ n ) is equal to
where F (x) is the generating function for the sequence (a n ). See [Pr94, Ba09] .
Lemma 3.2. We have
Proof. The case k = 0 is just the result by Spivey et al. and Prodinger mentioned above.
Setting k = 0 and F = f in Identity (3.5) gives
On the other hand,
and (1+bx) k−1 p x 1+bx is a polynomial in x of degree k −1. Consequently,
By (3.6) and (3.7), Equality (3.5) holds.
The following two identities about Hankel determinants are well-known (see, for example, [GX06, Kr05] )
n (F (x)), (3.8)
n (F (x)), (3.9) and can be generalized as stated next. 
