Person re-identification (re-ID) and attribute recognition share a common target at the pedestrian description. Their difference consists in the granularity. Attribute recognition focuses on local aspects of a person while person re-ID usually extracts global representations. Considering their similarity and difference, this paper proposes a very simple convolutional neural network (CNN) that learns a re-ID embedding and predicts the pedestrian attributes simultaneously. This multi-task method integrates an ID classification loss and a number of attribute classification losses, and back-propagates the weighted sum of the individual losses.
Introduction
This paper aims to improve the performance of largescale person re-identification (re-ID), using complementary cues from attribute labels . Both person re-ID and attribute recognition imply critical applications in surveillance. Person re-ID is a task of finding the queried person from the non-overlapping cameras, and the goal of attribute recognition is to predict the presence of a set of attributes from an image.
The major starting point of this paper is that person re-ID, especially those based on the CNN features, relies on global descriptors, while attribute recognition usually denotes local structures of a person. We speculate that correctly predicting person attributes can improve the discriminative ability of a re-ID system. A re-ID algorithm may fail to tell the subtle difference between two identities when their appearances look alike, but one can make a more precise judgment by looking into the details. As shown in the 4th row of Fig. 1 , a re-ID system fails to discriminate between persons wearing similar blue and black clothes; but Query Ranklist Figure 1 . Attribute improves re-ID. In the 3rd row, the two persons are featured by two distinct sets of attributes. In the 4th row, when a re-ID system fails to discriminate persons with similar appearance, attributes can offer complementary local information.
attributes may suggest that male, not wearing a hat and no bags can eliminate the false matches.
Comparing with the previous literature discussing re-ID and attributes, this paper differs in two aspects. First, most methods use attributes to strengthen the relationship of image pairs or triplets [33, 34, 16, 21] . Historically, this line of methods is such designed because the datasets usually provided only two images per identity. Yet the recent largescale datasets (e.g., Market-1501 [51] and DukeMTMCreID [54] ) provides richer training samples per class, and it is observed that training a classification model is superior to the siamese model [52] . Therefore, this paper adopts a classification CNN model to train the multi-task network. Second, to our knowledge, there are few works demonstrating the impact of the usage re-ID labels on attribute recognition, which also has critical research and application values. Our work makes an initial effort on whether re-ID can improve the accuracy of attribute recognition. Note that this paper mainly discusses ID-level attributes instead of instancelevel attributes. ID-level attributes refer to those related to the person himself, such as gender, age, etc. Instance-level attributes, in contrast, are those appearing for a short time or belonging to the external environment, e.g., making a phone call, riding a bicycle. To some extent, person re-ID is a more generic task that takes attribute recognition into consideration, especially the ID-level attributes. In this sense, if two bounding boxes are of the same identity, we usually expect that most of the ID-level attributes should be matched. This thus may exert a positive effect on the recognition accuracy of most attributes.
In this paper, we offer a different view from previous works by mainly discussing how attribute labels help person re-ID in large-scale learning problems without resorting to image pairs. To our knowledge, this is the first work integrating attributes in the classification CNN model for re-ID. We propose the attribute-person recognition (APR) network which combines the two tasks on the loss level. The APR network is built upon two baselines, one for person re-ID, and the other for attribute recognition. Both baselines are implemented by a classification CNN architecture, and the re-ID baseline has been proven to yield competitive accuracy [52, 9, 2] . The APR network combines the person re-ID loss and attribute prediction loss (Fig. 2) , so that their complementary aspects are leveraged to improve the re-ID accuracy. To evaluate the performance of the proposed method, we conduct experiments on the Market-1501 [51] and DukeMTMC-reID [54] datasets. We show that the learned embedding achieves competitive re-ID accuracy to the state-of-the-art methods. In addition, we demonstrate that the proposed APR network also demonstrates improvement in the attribute recognition performance over the baseline.
The main contributions are summarized as follows.
(1) Combining the ID and attribute classification losses, we propose a new attribute-person recognition (APR) network. It simultaneously learns a discriminative CNN embedding for re-ID and an attribute classification model, yielding competitive accuracy in re-ID and demonstrating some improvement in attribute recognition.
(2) We have manually labeled a set of pedestrian attributes for the Market1501 and DukeMTMC-reID dataset. The attribute annotations will be made public available.
Related Work
This section briefly reviews several closely related aspects, i.e., CNN-based re-ID methods, attributes for re-ID and attributes for face applications.
CNN-based person re-ID. CNN-based methods are dominating the re-ID community, and can be classified into two categories: deep metric learning and deep representation learning. For the first category, usually image pairs or triplets are fed into the network. Representative methods include [44, 23] . Usually, the spatial constraints are integrated into the similarity learning process [1, 23, 44, 5] . For example, in [38] , a gating function is inserted in each convolutional layer, so that some subtle difference between two input images can be captured. In [5] , Chen et al. propose a multi-task method by implementing a ranking loss and a verification loss from a triplet input. Generally speaking, deep metric learning methods have advantages in training on relatively small datasets, but its efficiency on larger galleries may be compromised.
The second category, i.e., representation learning, has gained increasing popularity because it yields superior accuracy [52] and does not harm the efficiency. Examples include [41, 49, 42, 9, 53] . Xiao et al. [41] propose to learn a generic feature embedding by training a classification model from multiple domains with a domain guided dropout. In [53, 9] , the combination of verification and classification losses is proven effective, consistent with the findings in [35] . This paper adopts this line of methods as the re-ID baseline, i.e., a classification model is fine-tuned, and the learned embedding is used to compute the similarity between the query and gallery images.
Attributes for person re-ID. The work closest to this paper consists in [36] , in which the CNN embedding is learned only by the attribute loss. We will show that by simultaneously combining the ID and attribute classification losses, the APR network is superior to the method proposed [36] .
Attributes for face applications. Attributes for face recognition have been studied for long. In the old days, Moghaddam et al. [29] propose to use the Haar features to predict gender by SVM. Lanitis et al. [18] compare various classifiers for age prediction. Recently, many deep learning methods have been proposed. Zhang et al. [48] use facial attribute recognition as an auxiliary task to improve the face alignment performance using the convolutional neural network. In [27] , two CNN structures are cascaded and finetuned jointly with attribute tags to predict face attributes. Yang et al. [43] train CNNs for facial attribute recognition in order to obtain high responses in regions of faces, so that candidate windows of faces can be localized. But due to the complex CNN structure, this approach is time costly in practice.
Attribute Annotation
We manually annotate the Market-1501 [51] and DukeMTMC-reID [54] datasets with attribute labels due to two reasons. First, the current largest pedestrian attribute dataset, RAP [22] , does not contain ID labels. Second, the PETA dataset [7] is an ensemble of relatively small re-ID datasets such as VIPeR [12] and iLIDS [28] . For PETA, the number of training samples per ID is very limited, which compromises the effectiveness of deep learning. Although the Market-1501 and DukeMTMC-reID datasets are collected in university campuses and most identities are students, they are significantly different in seasons (summer vs. winter) and thus have distinct clothes. For instance, many persons wear dresses or pants in Market-1501 but most of the people wear pants in DukeMTMC-reID. So for the two datasets, we use two different sets of attributes. The attributes are carefully selected considering the characteristics of the datasets so that the label distribution of an attribute (e.g., wearing a hat or not) is not heavily biased.
For Market-1501, we have labeled 27 attributes: gender (male, female), hair length (long, short), sleeve length (long, short),length of lower-body clothing (long, short), type of lower-body clothing (pants, dress), wearing hat (yes, no), carrying bag (yes, no), carrying backpack (yes, no), carrying handbag (yes, no), 8 colors of upper-body clothing (black, white, red, purple, yellow, gray, blue, green), 9 colors of lower-body clothing (black, white, pink, purple, yellow, gray, blue, green, brown) and age (child, teenager, adult, old). Note that the color attributes are binary ones. Positive and negative examples of some representative attributes of the Market-1501 dataset are shown in Fig. 3 .
For DukeMTMC-reID, we have labeled 23 attributes: gender (male, female), shoe type (boots, other shoes), wearing hat (yes, no), carrying bag (yes, no), carrying backpack (yes, no), carrying handbag (yes, no), color of shoes (dark, light), length of upper-body clothing (long, short), 8 colors of upper-body clothing (black, white, red, purple, gray, blue, green, brown) and 7 colors of lower-body clothing (black, white, red, gray, blue, green, brown). The color attributes are binary attributes too. For both Market-1501 and DukeMTMC-reID, we illustrate the correlations between some representative attributes in Fig. 4 , and the attribute distribution of the two database are shown in Fig. 5 . Note that all the attributes are annotated in the identity level. For example, in Fig. 3 , the first two images in the second row are of the same identity. Although we cannot see the backpack clearly in the second image, and the label of the image is still "backpack". Both the Market-1501 and DukeMTMC-reID attributes annotation are available on our website 1 
Proposed Method
We first describe two baselines in Section 4.1 and then the APR network in Section 4.2
Baseline Methods
This paper constructs two baselines for person re-ID and pedestrain attribute recognition. We use ResNet-50 [13] as the base network, as it is shown to yield competitive re-ID performance in [52] . The base network is pre-trained on ImageNet [6] . We fine-tune the two baselines using the newly annotated attributes and the currently available identity labels, respectively.
Baseline 1 (person re-ID). Given a base model, we set the number of neurons in the last fully-connected (FC) layer to K, where K denotes the number of training identities. To avoid overfitting, we insert a dropout layer before the FC layer, and set the dropout rate to 0.9. During testing, for each query and gallery image, we extract a 2,048-dim feature vector from the pool5 layer. For each query, we calculate the Euclidean distance between the query and gallery features, before a ranking step. The result of Baseline 1 is shown in Table 1 .
Baseline 2 (pedestrian attribute recognition & re-ID). We use M FC layers followed by the softmax layers for attribute recognition, where M denotes the number of attributes. For CaffeNet, the M FC layers replace FC8. For ResNet-50, they replace the FC layer. For attributes with m classes, the FC layer is m-dim. We also insert a dropout layer as in Baseline 1. The result of Baseline 2 is shown in Table 3 . Given an input image, the proposed network simultaneously predicts its identity and a set of attributes.
The pre-trained model can be ResNet-50 [13] or CaffeNet [17] .
For ResNet-50, as shown in Fig. 2 , the FC layers are connected to Pool5. For CaffeNet, the FC layers are connected to FC7 instead. Images of size 224 × 224 and 227 × 227 are used for ResNet-50 and CaffeNet, respectively.
Loss computation. Suppose we have n images of K identities. Each identity has M attributes. Let D i = {x i , d i , l i } be the training set where x i denotes the i-th image, d i denotes the identity of image x i , and l i = {l Given a training example x, our model first computes its pool5 descriptor f (We take ResNet-50 as an example). The size of the outputted vector is 1 × 1 × 2048. The output of the FC 0 layer is z = [z 1 , z 2 , ..., z K ] ∈ R K . So the predicted probability of each ID label k ∈ 1, ..., K is calculated as:
. For brevity, let us omit the correlation between k and x. So the cross entropy loss of ID classification can be formulated as below:
Let y be the ground-truth ID label, so that q(y) = 1 and q(k) = 0 for all k = y. In this case, minimizing the cross entropy loss is equivalent to maximizing the possibility of being assigned to the ground-truth class.
We also use M softmax losses for attribute prediction. We assume m classes for a certain attribute, and the probability of assigning sample x to the attribute class j ∈ 1, ..., m can be written as p(j|x) = the loss of classify sample x can be computed as below:
Let y m be the ground-truth attribute label, so that q(y m ) = 1 and q(j) = 0 for all j = y m . The other symbols are the same as Eq. 1. By using a multi-attribute classification loss function and an identity classification loss function, the APR network is trained to predict attribute and identity labels. Here the final loss function is defined as:
Where L ID and L att denote the cross entropy loss of identity classification and attribute classification, respectively. Parameter λ balances the contribution of the two losses and is determined on a validation set of Market-1501. We visualize the intermediate feature maps from CNN in Fig. 6 , which shed light on how the integration of attribute enhances the interpretability of the network.
Experiment

Datasets and Evaluation Protocol
The Market1501 dataset [51] , one of the largest person re-ID datasets, contains 32,668 gallery images and 3,368 query images captured by 6 cameras. It also includes 500k irrelevant images forming a distractor set, which may exert a considerable influence on the recognition accuracy. Market-1501 is split into 751 identities for training and 750 identities for testing. For most of our experiments, we use 651 identities in training set for training and the other 100 identities are used as the validation set to determine the value of parameter λ. When validating the re-ID performance, we randomly select one query image for each ID under each camera, so in total 431 queries are used in validation. We perform a cross-camera retrieval in both testing and validation.
The DukeMTMC-reID dataset [54] is a subset of the DukeMTMC dataset [31] . It contains 1,812 identities captured by 8 cameras. A number of 1,404 identities appear in more than two cameras, and the rest 408 IDs are distractor images. Using the evaluation protocol specified in [54] , the training and testing sets both have 702 IDs. So in together, there are 2,228 query images, 16,522 training images and 17,661 gallery images.
Evaluation metrics. For the person re-ID task, we use the Cumulative Matching Characteristic (CMC) curve and the mean average precision (mAP). For each query, its average precision (AP) is computed from its precision-recall curve. Then mAP is the mean value of average precisions across all queries. The presumption is that CMC reflects retrieval precision, while MAP reflects the recall. We use the evaluation package publicly available in [51, 54] .
For the attribute recognition task, we test the classification accuracy for each attribute (24 and 21 attributes for Market-1501 and DukeMTMC-reID, respectively). The gallery images are used as the testing set. For Market-1501, the distractor (background) images and junks do not have attribute labels, so are not used for testing attribute prediction. We report the average recognition rate of all these attributes as the overall attribute prediction accuracy.
Implementation Details
We adopt the similar training strategy with [53] . Specifically, when using ResNet-50, we set the number of epochs to 55. The batch size is set to 64. Learning rate is initialized to 0.001 and changed to 0.0001 in the last 5 epochs. For CaffeNet, the number of epochs is set to 110. For the first 100 epochs, the learning rate is 0.1 and changed to 0.01 in the last 10 epochs. The batch size is set to 128. For both networks, the stochastic gradient descent (SGD) is implemented in each mini-batch to update the parameters.
Evaluation of Person Re-ID
Parameter validation. We first show the re-ID validation results of parameter λ which is a key parameter balancing the contribution of re-ID and attribute recognition (Eq. 3). When λ = 0, the APR network reduces to Baseline 2. When λ becomes larger, person identity classification will exerts more influence, and thus can approximate Baseline 1. Re-ID results on the validation set of Market-1501 is presented in Fig. 7 . From the mAP and rank-1 results, we observe that both curves increase first, and then decrease. When λ = 8, a relatively higher re-ID performance can be obtained. Therefore, we use λ = 8 in both Section 5.3 and Section 5.4 if not specified.
Attribute recognition improves re-ID over the baselines. We evaluate if the APR network outperforms the two baselines. Results on the two datasets are shown in Table 1 and Table 2 . Here we note that the FC descriptor of B2 can be used for re-ID the same way as the FC descriptor of B1. Table 1 . Comparison with state of the art on Market-1501. "B1" and "B2" denote Baseline 1 and Baseline 2, resp. "C" and "R" represent CaffeNet and ResNet-50, resp. The numbers in the bracket are the number of training IDs. * denotes unpublished papers. First, while it is expected B1 achieves good performance [52] , we observe that B2 also yields decent accuracy, e.g., a rank-1 accuracy of 49.76% using ResNet-50 on Market-1501. In fact, B2 only utilizes the attribute labels without the ID loss. This illustrates that attributes are capable of discriminating between different persons.
Second, by integrating the advantages in B1 and B2, our method exceeds both baselines by a large margin. For example, when using ResNet-50 and 651 training IDs, the rank-1 improvement over B1 and B2 is 12.47% and 33.22%, respectively on Market-1501. Consistent findings also hold for DukeMTMC-reID, i.e., we observe improvement of 6.47% and 17.78% over B1 and B2 in rank-1 accuracy, respectively. This demonstrates the complementary nature of the two baselines, i.e., identity and attribute learning. In addition, a minor finding is that using more training IDs marginally increases the matching accuracy. Third, for both CaffeNet and ResNet-50, APR yields consistent improvement. On Market-1501 with 651 training IDs, the improvement in rank-1 accuracy is 5.41% and 12.47% on CaffeNet and ResNet-50, respectively.
Comparison with the state-of-the-art methods. The comparison with the state-of-the-art algorithms on Market-1501 and DukeMTMC-reID is shown in Table 1 and Table 2, respectively. On Market-1501, we obtain rank-1 = 84.29%, mAP = 64.67% using the ResNet-50 model and 751 training IDs. We achieve the best rank-1 accuracy among the competing methods, and the second best in mAP (the highest mAP is reported by Gent et al. [9] ). On DukeMTMC-reID, our results are rank-1 = 70.69% and mAP = 51.88% using ResNet-50 and the full training set (702 IDs). Our method is thus shown to compare favorably with the state-of-the-art methods. A group of sample re-ID results on the Market-1501 dataset is shown in Fig. 8 . Baseline 1 fails to return any true matches in the top-8 images of the rank list. In B1, people with a backpack or of a different gender are retrieved. When using APR, all the six true matches are found. In this example, bag and female are the key attributes.
Results between camera pairs. To further understand the performance on the Market-1501 dataset, we provide the re-ID results between all camera pairs in Fig. 10 . Although camera 6 is a 720 × 576 SD camera and captures distinct background with the other HD cameras, the re-ID accuracy between Cam-6 and the others is relatively high. The cross-camera average mAP and average rank-1 accuracy are 52.24% and 58.56%, respectively. Compared with the results reported in [51] , our accuracy is significantly higher, and we also observe a smaller standard deviation between cameras, indicating that APR can work under various viewpoints.
Scalability of the learned representation. To test the scalability of our method, we report results on the Market1501+500k dataset. The 500k distractor dataset is composed of background detections and a large number of irrelevant pedestrians. The re-ID accuracy of our model (ResNet, 751 training IDs) on this dataset is presented in Fig. 11 . It can be expected that the re-ID accuracy drops as the database gets larger due to the inclusion of more distractors. The results further show that our method outperforms both [53] and Baseline 1. Nevertheless, we notice that the gap between APR and B1 gets smaller as the gallery scales up, which is probably due to the transfer effect: the data distribution of the gallery deviates more from the training set when the 500k images are gradually added. So it remains challenging how to adapt the learned model in unseen testing galleries.
Ablation studies. We evaluate the contribution of individual attributes on the re-ID accuracy. We remove one attribute from the system at a time with a fixed λ = 8, and the results on the two datasets are summarized in Fig. 9 . We find that for the 10 attributes on Market-1501 and the 9 attributes on DukeMTMC-reID, most of them are indispensable. The most influencing attribute on the two datasets are bag types and the color of shoes, which lead to a rank-1 decrease of 2.34% and 4.85% on the two datasets, respectively. This indicates that pedestrians of the two datasets have different appearances. The attribute of "wearing hat or not" seems to exert negative impact on the overall re-ID accuracy, but the impact is very small.
Evaluation of Attribute Recognition
We test attribute recognition on the galleries of the Market-1501 and DukeMTMC-reID datasets in Table 3 and  Table 4 , respectively. We compare the model learned by APR and Baseline 2. Two observations are made.
First, on both the Market-1501 and DukeMTMC-reID datasets, the overall attribute recognition accuracy is improved by the proposed APR network to some extent. The improvement is 0.69% and 0.06% on Market-1501 and DukeMTMC-reID, respectively. So overall speaking, the integration of identity classification introduces some degree of complementary information and helps in learning a more discriminative attribute model. Second, we observe that the recognition rate of some attributes decreases for APR, such as gender and boots in DukeMTMC-reID. However, Fig. 9 demonstrates that these attributes are necessary in improving re-ID performance. The reason probably lies in the multi-task nature of APR. Since the model is optimized for re-ID (Fig. 7) , ambiguous images of certain attributes may be incorrectly predicted. Nevertheless, the improvement on the two datasets is still encouraging and further investigations should be critical.
We show two examples of attribute prediction in Fig. 12 . Our system makes correct predictions of all the attributes for the person on the left. For the person on the right, incorrect recognition is observed on the long hair and wearing a hat or not attributes. Table 3 . Attribute recognition accuracy on Market-1501. In "APR", parameter λ is optimized in Fig. 7 . "L.slv", "L.low", "S.clth", "B.pack", "H.bag", "C.up", "C.low" denote length of sleeve, length of lower-body clothing, style of clothing, backpack, handbag, color of upper-body clothing and color of lower-body clothing, resp. Table 4 . Attribute recognition accuracy on DukeMTMC-reID. "C.shoes" denote color of shoes, and the other notations are the same with Table 3 . Note that λ is optimized on Market-1501. Figure 10 . Re-ID performance between camera pairs on Market1501.
(1) mAP and (2) rank-1 accuracy. Cameras on the vertical and horizontal axis correspond to the probe and gallery, resp. The cross-camera average mAP and average rank-1 accuracy are 52.24% and 58.56%, resp.
Conclusions
In this paper, we mainly discuss how re-ID gets improved by the integration of attribute learning. The two tasks are to some extent mutually benefited from the multitask learning process. We propose the attribute-person recognition (APR) network which learns a discriminative embedding for person re-ID and is able to make attribute predictions. The APR network contains both the ID clas- sification and attribute classification losses which are respectively contained in the re-ID and attribute recognition baselines. To demonstrate the effectiveness of our method, we have annotated attribute labels on two large-scale re-ID datasets. We show that the APR network brings improvement over the two baselines in re-ID accuracy. We report very competitive re-ID accuracy to the state-of-theart approaches. For attribute recognition, the improvement is kind of mixed but still we observe overall precision improvement.
In the future, more investigations will be made into how attributes and re-ID help each other. Various attributes such as localized or relative attributes [8, 30] will be studied.
