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For systems out of equilibrium and subjected to a static bias force it can often be expected that
particle transport will usually follow the direction of this bias. However, counter-examples exist
where particles exhibit uphill motion (known as absolute negative mobility - ANM), particularly in
the case of coupled particles. Examples in single particle deterministic systems are less common.
Recently, in one such example, uphill motion was shown to occur for an inertial driven and damped
particle in a spatially symmetric periodic potential. The source of this anomalous transport was a
combination of two periodic driving signals which together are asymmetric under time reversal. In
this paper we investigate the phenomena of ANM for a deterministic particle evolving in a periodic
and symmetric potential subjected to an external unbiased periodic driving and nonuniform space-
dependent damping. It will be shown that this system exhibits a complicated response behaviour as
certain control parameters are varied, most notably being, enhanced parameter regimes exhibiting
ANM as the static bias force is increased. Moreover, the solutions exhibiting ANM are shown to
be, at least over intermediate time periods, superdiffusive, in contrast to the solutions that follow
the bias where the diffusion is normal.
I. INTRODUCTION
The dynamics of systems modelling the evolution of sin-
gle driven and damped particles continues to be of in-
terest. One reason is the rich behaviour present in such
models. Another is that these relatively simple systems
allow for the analysis and observation of real physical
phenomena with only minimal resources. In particu-
lar, the transport of particles in symmetric and periodic
potential landscapes has attracted considerable interest
[1, 2]. Such potentials lend themselves to a vast number
of applications including Josephson junctions [3], charge
density waves, nanoengines [4], and transport in biologi-
cal systems [5].
The prototypical equation for such models takes the
form
q¨ = −γq˙ − V ′(q) + F (t) (1)
where γ is the damping parameter, V (q) is the system
potential, and F (t) is a time-dependent damping; V and
F are both usually bounded and periodic. The dot and
prime denote differentiation with respect to time t, and
coordinate q respectively. The symmetry properties of
these models are now well understood [6, 7]. In short, if
the system potential and the external driving satisfy cer-
tain spatial and temporal symmetries, then each trajec-
tory will have a counterpart whose velocity is of the same
magnitude, but of different sign. This has important con-
sequences for the net flow (often called the current and
is defined more precisely later) as, if each trajectory has
a counterpart whose velocity differs only by a change of
sign, then the net flow will be zero. Thus, a number
of studies have investigated the effects, with respect to
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the net flow, when these symmetries are broken. For ex-
ample, numerous studies have considered the driven and
damped dynamics of a particle evolving in a periodic, but
asymmetric potential [8–11]. They observed a nonlinear
response behaviour to changes in the driving amplitude,
including multiple current reversals. In the Hamiltonian
limit γ = 0, the focus has been on how these asymme-
tries influence the sticking episodes to regular transport
supporting islands in the chaotic part of phase-space [12–
14]. Obtaining directed particle transport in systems
with zero-average forces has become known as the ratchet
effect [15].
Recently, [16] considered an alternative to the more
common spatially uniform damping. They studied a sys-
tem of the form given by Eq. 1, with symmetric potential
and driving, where the constant coefficient of friction γ
was replaced by a space dependent term. They found
that the frictional inhomogeneity mimics the role played
by asymmetric potentials and/or external driving forces,
resulting in non-zero net flow, i.e. the ratchet effect. Mo-
tivations for such studies come from a variety of sources.
For example, in Josephson Junctions a phase-dependent
damping can represent an interference term between the
pair and quasiparticle currents [17, 18] (in the latter the
authors also give a thorough phase-space analysis of such
a junction).
An interesting extension to problems with an exter-
nally modulated potential comes when a dc-bias is intro-
duced, serving as a constant tilt to the potential land-
scape [19–25]. These studies have examined the fasci-
nating phenomena of absolute negative mobility (ANM)
where a particle can travel in the direction opposite to a
constant applied force. Most of the studies so far have
looked at noise induced ANM. Further, it was proven
that for the over-damped dynamics of Brownian parti-
cles, where inertial effects are negligible, the solutions
may not exhibit ANM [22].
Studies of these inherently biased systems are impor-
tant as they find application in a number of areas. For
2example, in the transport of biomolecules where the sep-
aration of particles may be desirable [26], this separa-
tion becomes inherently difficult when the particles are
working against an additional load. Therefore, finding
regimes where particles move against an applied load be-
comes extremely important. Further, ANM has recently
been observed experimentally in the domain of Joseph-
son Junctions where the related phenomena is known as
Negative Absolute Resistance [27]. The authors were able
verify theoretical predictions obtained from a model of a
damped Brownian particle in one dimension [22, 23].
Less common are works on the ANM phenomena in sin-
gle particle deterministic systems, i.e. the noiseless case.
This has been detailed in only a few studies, for example
[19, 22–24]. A recent study [28], in an attempt to mimic
the roll played by noise in previous works, considered a
“vibrational motor” – a system where additional driving
terms yield stochastic-like (yet deterministic) dynamics.
ANM was observed in this system in regimes where it
was solely induced by noise (when the additional driving
terms are absent).
To the authors’ knowledge, the effect of absolute neg-
ative mobility has not been observed in systems with a
frictional inhomogeneity. Illustrating such an effect will
be the focus of the present study. In particular, we inves-
tigate the transport processes of single particles evolving
in a symmetric and periodic potential, subjected to an
unbiased external ac-driving and a static dc-bias. It will
be shown that a frictional nonuniformity can induce the
phenomena of absolute negative mobility. Moreover, the
mechanism that allows for such an astonishing effect is
different from those presented to-date, and this will also
be discussed.
The paper is organised as follows. In the next sec-
tion we outline the system under investigation, and dis-
cuss some of its important properties. Here, the main
observable of interest, i.e. particle current, will also be
presented. Numerical results, pertaining to the particle
current, will then be presented in §III. A discussion then
follows in §IV on the mechanism and phase space struc-
tures that allow for the occurrence of ANM in the system
under consideration. Further, the dynamics will be char-
acterised in terms of rates of diffusion. We finish with a
summary of the results.
II. SYSTEM
We study the dynamics of a driven and damped par-
ticle evolving in a symmetric and periodic “washboard”
potential. The potential, in addition to the time periodic
modulations of its inclination, will also be subjected to a
static dc-bias force. Further the strength of the damping
will be space dependent. The equation of motion for this
system is given by
q¨ = −γ(q)q˙ +A cos(ωt) + cos(q) + F (2)
where q = q(t) represents the spatial coordinate of the
particle at time t, and with potential V (q) = − sin(q),
and γ(q) = γ[1 − λ sin(q + φ)], both of spatial period
L = 2pi. The particle is driven by a zero average time-
periodic driving force of amplitude A and frequency ω,
and the magnitude of the static bias force is represented
by the parameter F . In addition, the space dependent
damping is regulated by three parameters, namely γ,λ,
and φ, which control the maximal amplitude of the damp-
ing coefficient, determine the systems inhomogeneity, and
determine the phase difference between the potential and
the damping coefficient (which are of the same period).
As a physical realisation of such a system consider a
resistively and capacitively shunted Josephson Junction
subjected to ac- and dc-currents. The corresponding
equations of motion model the phase difference across
the junction. The phase dependent term (often called
the “cosφ” term) accounts for interference between the
Cooper-pair and quasiparticle currents [17, 18]. As men-
tioned in the introduction, ANM has been observed in a
Josephson Junction experimentally [27].
It is worth examining the symmetry properties of this
system for the special cases related to F = 0. These
properties determine whether or not a current (defined
in this section) can emerge in the ensemble dynamics. As
stated in [6], the breaking of each system symmetry is re-
quired before a current can emerge. Consider these spe-
cial cases: firstly F = 0 and λ = 0, and secondly F = 0,
λ 6= 0 and φ = npi (n ∈ Z). In both cases the transfor-
mation q → −q + pi, t → t + T/2 (T = 2pi/ω) yields a
new trajectory with average velocity which differs from
that of the original only by sign. Thus a zero current re-
sults. This transformation for λ 6= 0 and φ 6= npi (n ∈ Z)
does not necessarily produce counter-propagating trajec-
tories and thus the necessary conditions for the ratchet
effect to occur have been created. The dynamical effects
of φ 6= npi (n ∈ Z) are now discussed.
Following similar lines to the discussion of [29], we out-
line how the frictional nonuniformity can be used to in-
duce the ratchet effect in the absence of a dc-bias force.
Fig. 1 shows the potential V (q), and the strength of the
coefficient of damping (for two values of the phase φ)
over one spatial period L. With φ = 0 the damping co-
efficient is symmetric about the potential minimum with
the result that neither motion to the left, nor the right,
is favoured with respect to the nonlinear damping term.
With a nonzero phase (φ = 0.35 in the this case) symme-
try with respect the potential minimum is broken. Look-
ing at the curve corresponding to φ = 0.35 in Fig. 1 it
can be seen that the damping coefficient to the left of
the potential minimum is, on average, smaller than that
to the right of the potential minimum, thus favouring
motion to the left. It is this mechanism that allows for
the emergence of a nonzero current [16]. The ratchet ef-
fect, induced by this mechanism, will be exploited in the
present work.
To gain a quantitative perspective on how the frictional
inhomogeneity parameter λ influences the dynamics we
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Figure 1. Shown, over one spatial period L, are the poten-
tial V (q) (bottom curve), and the corresponding nonuniform
coefficient of friction γ(q) for two values of the phase φ; the
curve with minimum centred at q = 0 corresponds to phase
φ = 0, while the curve with a minimum centred to the left of
q = 0 results when φ = 0.35; here λ = 0.9.
compute the current v. That is, we calculate the time
averaged mean velocity for an ensemble of initial condi-
tions, i.e.
v =
1
Ts
∫ Ts
0
dt〈p(t)〉, (3)
where Ts is the simulation time, and the ensemble average
is given by
〈p(t)〉 =
1
N
N∑
n=1
pn(t), (4)
with N being the number of initial conditions. Numerical
results related to the current will be presented in the next
section.
III. CURRENT
In this section we discuss the numerically computed
current. The initial conditions have been chosen such
that the qn(0) are uniformly distributed in the potential
well centred at the origin, with pn(0) = 0 for all n ∈ N .
For computation of the long time average numerical in-
tegration is performed using a fourth-order Runge-Kutta
method, over a simulation time interval Ts = 10
5 with
step size dt = 0.01. The ensemble average is calculated
using an ensemble of N = 1000 initial conditions.
Fig. 2 shows the current, as a function of λ, for dif-
ferent values of the static bias force F . For F = 0 the
current is in the main close to zero. However, there ex-
ists a window of λ values such that motion to the left is
promoted (0.37 . λ . 52). The direction of the current
in this window is most certainly induced, not only by the
choice of λ, but also by the specific choice of the phase
φ = 0.35 (see Fig. 1). Moreover, another choice of φ can
induce a current that moves to the right. Note, that mo-
tion to the left in this case does not qualify as negative
mobility as the particle is not working against an exter-
nal load. This can only happen for F 6= 0. Increasing
the bias force to F = 0.1, we see that a window, of sig-
nificant extent, opens which supports ANM. Outside of
this window the current follows the bias, i.e. there is a
positive current. Importantly, most of the λ values inside
this window of negative mobility produce a zero current
when the static bias force is switched off. Thus, one can
conclude that this effect of negative mobility is induced
by the static bias force, rather than through a carefully
chosen phase φ, i.e it is the tilting of the potential that
results in uphill motion. The reason for the fluctuations
of v in this window is due to the coexistence of attractors
supporting transport in opposite directions (see Fig. 3).
However, for 0.95 . λ . 1.08 there is single attractor in
phase space supporting uphill motion. This helps explain
why the current remains constant within this window,
and further why the current has an increased magnitude.
Such windows of absolute negative mobility exist for
F < Fcrit ≈ 0.17 . Remarkably, as F is increased from
F = 0, the size of the window supporting ANM grows
approaching almost three times the F = 0 size. However,
this behaviour eventually ceases and as F → Fcrit from
below, the windows become of smaller and smaller extent.
Beyond Fcrit, solutions exhibiting negative mobility no
longer exist, and instead follow the direction of the bias
force, resulting in a positive current. An example of this
is shown for F = 0.2 where the current is ν ≈ 1.75 for
the entire range of λ.
To see that the occurrence of ANM in this system is in-
deed dependent on the frictional inhomogeneity, consider
again the curve related to F = 0.1 in Fig. 2. Starting
from zero frictional inhomogeneity (λ = 0), the current
is positive, i.e. the current is in the direction of the bias.
Upon increasing λ this remains true until λ ≈ 0.51 where
there is an abrupt change in the direction of the current.
The current then remains negative with increasing λ un-
til a second critical value λ ≈ 1.08 where the current
again becomes positive. Thus, for the constant dc-bias
F = 0.1, ANM is possible only for certain values of the
frictional inhomogeneity parameter λ.
In the next section, we will discuss the phase space
structures that allow for such counter-intuitive motion.
Moreover, the mechanism that produces uphill motion
will also be discussed.
IV. ABSOLUTE NEGATIVE MOBILITY
In this section it is our aim to gain further understand-
ing of the phase-space structures that facilitate this up-
hill motion, and to look more closely at the underlying
mechanism that allows for negative mobility.
Let us first consider the bifurcation diagram for the
curve related to F = 0.1 in Fig. 2. The results, obtained
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Figure 2. The current, computed for three values of the static
bias force F , as a function of λ. The curve with dots corre-
sponds to a dc-bias of F = 0.0, the middle curve to F = 0.1,
and the upper curve to F = 0.2. The remaining parameters
are γ = 0.108, φ = 0.35, A = 1.512, and ω = 0.58.
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Figure 3. Bifurcation diagram, as a function of λ, for F = 0.1.
The remaining parameters are given in Fig. 2.
by stroboscopically sampling trajectories after each pe-
riod of the driving (omitting a transient), are contained
in Fig. 3. It can be seen that, for the range of λ con-
sidered, this system supports aperiodic chaotic solutions,
and periodic solutions. With regard to the window of
ANM observed in Fig. 2, the corresponding window in
Fig. 3 supports only periodic solutions. In contrast, it
would appear that the solutions following the direction of
the dc-bias evolve chaotically. This behaviour would help
explain why, for the majority of λ values (with F = 0.1),
the current in the window of ANM is of greater magni-
tude than for the λ values corresponding to a positive
current.
Just like for the current, the transition from chaotic
motion to periodic motion is abrupt. Sharp transitions
from chaotic to periodic motion (and vice versa) related
to the transition from downhill to uphill motion have
been observed before in the case of coupled particle [30].
Moreover, the exact reasons behind current reversals in
general single particle systems of the form Eq. 1 remains
open to debate [8, 10, 31].
Now let’s turn attention to the actual mechanism that
allows a particle to run uphill. For simplicity, we will look
at a parameter set corresponding to the window of period
one orbits seen in Fig. 3. An example trajectory, with
starting time t ≈ 9958.3 coinciding with a change from
positive to negative external driving, for this parameter
set is given in Fig. 4 (top panel). When driving (middle
panel) becomes negative, the damping strength (bottom
panel) is approaching its minimum. Importantly, when
the damping strength reaches its minimum, the driving
strength is also close to its minimum of −A. This coordi-
nation between driving and damping allows the particle
to run almost freely uphill. Subsequently, at t ≈ 9961
the damping coefficient attains its maximal value. How-
ever, the particle is being driven against the bias (by a
driving force that is still close to it minimum value), and
continues to be so even after the damping coefficient has
oscillated once more between its minimum and maximum
values.
As the driving becomes positive at t ≈ 9963.5 (indi-
cated by the vertical lines in the figure), the damping
coefficient is approaching its minimum. This results in
a slowing down of the particle’s ascent. Eventually the
particle’s uphill motion ceases and it then follows the di-
rection of the bias (see inset in Fig. 4). Importantly, this
turning point occurs in the final stages (in the course of
a single period of the external driving) of positive driv-
ing, resulting in only short intervals of downhill motion.
This behaviour continues in a periodic fashion allowing
the particle to travel large distances in the direction op-
posite to the applied dc-bias force.
This mechanism, while sharing some of the characteris-
tics of absolute negative mobility seen in previous studies
in that it depends on fine tuning of the external driv-
ing for said effect to occur, is unique as it relies on the
nonuniform damping to aid the uphill motion.
To further characterise the motion we now look at the
mean squared displacement for ensembles of particles, i.e
the rate of diffusion, given by
σ2q (t) = 〈(q − 〈q〉)
2〉 (5)
where 〈...〉 indicates averages over ensemble. Typical nor-
mal diffusion processes exhibit a linear relationship with
time, that is
σ2q (t) ∼ t
α (6)
with α = 1. However, with α 6= 1 the diffusion becomes
anomalous – either superdiffusive (α > 1), or subdif-
fusive (α < 1) [32]. Fig. 5 shows the temporal evolu-
tion of σ2q (t) for five representative λ values taken from
Fig.s 2,3. These values are λ = 0 (zero frictional inho-
mogeneity, chaotic motion), λ = 0.2 (nonzero frictional
inhomogeneity, chaotic motion), λ = 0.67 (regular coex-
isting attractors, uphill motion), λ = 1 (single periodic
attractor, uphill motion), and λ = 1.3 (chaotic motion).
The early temporal evolution of σ2q , starting with ev-
ery initial condition in the same potential well, is similar
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Figure 4. The constituent parts of a solution exhibiting nega-
tive mobility over the course of a single period of the external
driving for F = 0.1, λ = 1.0, and the remaining parameters as
in Fig. 2. The top panel shows the evolution of the coordinate
q, the middle panel shows the time periodic driving, and the
bottom panel shows the space-dependent damping. The ver-
tical line in each panel highlights the time when the driving
changes from negative to positive. Note that the coordinate
q in the top panel is shown mod(8360). The inset in the top
panel is a magnification of the portion of the curve between
the two small vertical lines.
10
0
10
2
10
4
10
6
10
8
10
10
10
0
10
1
10
2
10
3
10
4
10
5
σ
2 q
t
~ t
~ t
2.1
C
D
A B
E
Figure 5. The temporal evolution of the particle mean
squared displacement for five values of the inhomogeneity pa-
rameter λ: A) λ = 0, B) λ = 0.2, C) λ = 0.67, D) λ = 1.0,
and E) λ = 1.3. The curves A,B, and E are only distinguish-
able upon magnification. The diffusive behaviour is indicated
by the (red) fitted lines.
in all cases. Subsequently, at around t ≈ 102 different
regimes become apparent. The three λ values associ-
ated with chaotic (downhill) dynamics quickly settle into
normal diffusive motion with an exponent α ≈ 1 (lines
A,B, and E in Fig. 5). Interestingly, for the λ values
where ANM was observed, the fitted exponent (α ≈ 2.1)
shows that the motion is superdiffusive over a number
of decades. In fact, superdiffusion persists for the en-
tire simulation in the case of λ = 0.67. This is not
the case for λ = 1, where, after a number of decades,
there is no diffusion. The reason for this is that in phase
space, when λ = 1, only a single period 1 attractor ex-
ists, meaning that eventually all initial conditions evolve
to this attractor. Thus, each trajectory undergoes the
same motion resulting in the rate of diffusion becoming
zero. In contrast, for λ = 0.67 there exists three attrac-
tors in phase space – a period 1 and a period 2 attractor
exhibiting downhill motion, and a period 1 orbit exhibit-
ing uphill motion. These counterpropagating attractors
yield the superdiffusive motion (remember diffusion here
is ensemble averaged).
V. SUMMARY
We have studied the driven and damped dynamics of sin-
gle particles evolving in a tilted periodic and symmetric
potential (the tilt being induced by a static dc-bias force).
Unlike previous studies of such systems where the damp-
ing coefficient remains constant, the system explored here
contains a damping coefficient that is space-dependent.
It has been shown that introducing a frictional inhomo-
geneity can result in some interesting dynamics, most no-
tably being the appearance of absolute negative mobility,
i.e. solutions that run against an external load.
In more detail, with a zero dc-bias, a phase difference
between the equally periodic potential and nonuniform
damping breaks a spatial symmetry of the system and
allows for the emergence of a nonzero current - as can
be seen in Fig. 2. Increasing the (positive) dc-bias from
zero has two unexpected results. Firstly, the presence of
the frictional inhomogeneity allows the particle to work
against a significant load up to a critical value of the dc-
bias F = Fc. Secondly, the current-response behaviour
as a function of the inhomogeneity parameter λ and dc-
bias value F is quite remarkable. As F is increased from
F = 0 the window of λ values exhibiting ANM, increases
to almost three times its F = 0 size, before shrinking to
zero at F = Fc.
In addition, a heuristic explanation of the underlying
mechanism producing such solutions has revealed that
the uphill motion relies on the space-dependent damping,
and not just the frequency of the driving, in contrast to
previous studies. Further analysis has revealed that the
uphill motion is superdiffusive, at least on intermediate
time periods, whereas the the downhill motion exhibits
normal diffusion.
[1] W. Acevedo and T. Dittrich, Progress of Theoretical
Physics Supplement 150, 313 (2003).
[2] P. Reimann, Physics Reports 361, 57 (2002).
[3] J. Majer, J. Peguiron, M. Grifoni, M. Tusveld, and
J. Mooij, Phys. Rev. Lett. 90, 056802 (2003).
[4] R. Astumian and P. Hänggi, Physics Today 55, 33 (2002).
6[5] P. Hänggi and F. Marchesoni, Rev. Mod. Phys. 81, 387
(2009).
[6] S. Flach, O. Yevtushenko, and Y. Zolotaryuk, Phys. Rev.
Lett. 84, 2358 (2000).
[7] S. Denisov, S. Flach, A. Ovchinnikov, O. Yevtushenko,
and Y. Zolotaryuk, Phys. Rev. E 66, 041104 (2002).
[8] J. Mateos, Phys. Rev. Lett. 84, 258 (2000).
[9] J. Mateos, Physica A: Statistical Mechanics and its Ap-
plications 325, 92 (2003).
[10] A. Kenfack, S. M. Sweetnam, and A. K. Pattanayak,
Phys. Rev. E 75, 056215 (2007).
[11] U. Vincent, A. Kenfack, D. Senthilkumar, D. Mayer, and
J. Kurths, Phys. Rev. E 82, 046208 (2010).
[12] H. Schanz, T. Dittrich, and R. Ketzmerick, Phys. Rev.
E 71, 026228 (2005).
[13] H. Schanz, M.-F. Otto, R. Ketzmerick, and T. Dittrich,
Phys. Rev. Lett. 87, 070601 (2001).
[14] S. Denisov and S. Flach, Phys. Rev. E 64, 056236 (2001).
[15] S. Denisov, The European Physical Journal Special Top-
ics 157, 167 (2008).
[16] S. Saikia and M. C. Mahato, Physica A: Statistical Me-
chanics and its Applications 389, 4052 (2010).
[17] J. Leppäkangas, M. Marthaler, and G. Schön, Phys. Rev.
B 84, 060505 (2011).
[18] C. M. Falco, American Journal of Physics 44, 733 (1976).
[19] F. R. Alatriste and J. L. Mateos, Physica A: Statistical
Mechanics and its Applications 384, 223 (2007).
[20] M. Borromeo, G. Costantini, and F. Marchesoni, Phys.
Rev. Lett. 82, 2820 (1999).
[21] R. Eichhorn, P. Reimann, B. Cleuren, and C. van den
Broeck, Chaos: An Interdisciplinary Journal of Nonlinear
Science 15, 026113 (2005).
[22] D. Speer, R. Eichhorn, and P. Reimann, Phys. Rev. E
76, 051110 (2007).
[23] D. Speer, R. Eichhorn, and P. Reimann, EPL 79, 10005
(2007).
[24] Ł. Machura, M. Kostur, P. Talkner, J. Łuczka, and
P. Hänggi, Phys. Rev. Lett. 98, 040601 (2007).
[25] R. Eichhorn, P. Reimann, and P. Hänggi, Physica A: Sta-
tistical Mechanics and its Applications 325, 101 (2003).
[26] Z. Li, G. Liu, J. Han, Y. Chen, J.-S. Wang, and N. Had-
jiconstantinou, Analytical and Bioanalytical Chemistry
394, 427 (2009).
[27] J. Nagel, D. Speer, T. Gaber, A. Sterck, R. Eichhorn,
P. Reimann, K. Ilin, M. Siegel, D. Koelle, and R. Kleiner,
Phys. Rev. Lett. 100, 217001 (2008).
[28] L. Du and D. Mei, Phys. Rev. E 85, 011148 (2012).
[29] W. L. Reenbohn and M. C. Mahato, Journal of Statis-
tical Mechanics: Theory and Experiment 2009, P03011
(2009).
[30] C. Mulhern and D. Hennig, Phys. Rev. E 84, 036202
(2011).
[31] M. Barbi and M. Salerno, Phys. Rev. E 62, 1988 (2000).
[32] J. M. Sancho, A. M. Lacasta, K. Lindenberg, I. M.
Sokolov, and A. H. Romero, Phys. Rev. Lett. 92, 250601
(2004).
