Normal approximations for descents and inversions of permutations of the set {1, 2, . . . , n} are well known. A number of sequences that occur in practice, such as the human genome and other genomes, contain many repeated elements. Motivated by such examples, we consider the number of inversions of a permutation π(1), π(2), . . . , π(n) of a multiset with n elements, which is the number of pairs (i, j) with 1 ≤ i < j ≤ n and π(i) > π(j). The number of descents is the number of i in the range 1 ≤ i < n such that π(i) > π(i + 1). We prove that, appropriately normalized, the distribution of both inversions and descents of a random permutation of the multiset approaches the normal distribution as n → ∞, provided that the permutation is equally likely to be any possible permutation of the multiset and no element occurs more than αn times in the multiset for a fixed α with 0 < α < 1. Both normal approximation theorems are proved using the size biased version of Stein's method of auxiliary randomization and are accompanied by error bounds.
Introduction
Let π(1), π(2), . . . , π(n) be a permutation of the set {1, 2, . . . , n}. The number of inversions, denoted inv(π), is defined as the number of pairs (i, j) with 1 ≤ i < j ≤ n and π(i) > π(j). The number of descents, denoted des(π), is the number of positions i with 1 ≤ i < n and π(i) > π(i + 1). Assume that π is uniformly distributed over all n! permutations. The bounds P des(π) − (n − 1)/2 (n + 1)/12
where C is a constant and Φ is the standard normal distribution, were proved using the method of exchangeable pairs [12] [14] by Fulman [6] . Fulman also reviews many earlier proofs of the asymptotic normality of descents and inversions. From the survey by Barton and Mallows [2] , it appears that the asymptotic normality of descents was already known in the 19th century. An early proof is due to Wolfowitz [15] . The use of descents and inversions as statistics to test if the elements of a sequence are randomly arranged is described by Knuth [9] . Inversions and descents are also relevant to computer sorting [10] .
A limitation of the normal approximation results (1.1) for descents and inversions is that they apply only if all elements of a sequence are distinct. Many sequences that arise in practice, such as the sequences that arise in genomics, have many repeated elements. Motivated by this, we generalize (1.1) to permutations of multisets.
Let {1 n 1 , 2 n 2 , . . . , h n h } be a multiset, where n a , 1 ≤ a ≤ h, are positive integers. Let n = n 1 + n 2 + . . . + n h be the number of elements of the multiset. If π is a permutation of the multiset, inv(π) and des(π) are defined exactly as before. Let α be a fixed number with 1/2 ≤ α < 1. We assume that n a ≤ αn, for 1 ≤ a ≤ h; in words, this assumption implies that the multiset can't be swamped by too many elements that are all the same. Assume that π is a uniformly distributed permutation of the multiset. Let h : R → R be a bounded and piecewise continuously differentiable function. We use a result of Baldi, Rinott and Stein [1] and prove that, for n large enough,
where C, C 1 , and C 2 are some positive constants, Φh is the expectation of h with respect to the standard normal distribution, and µ and σ 2 are the mean and variance of inv(π), respectively. If we allow the factor C to depend upon α, the difference between expectations can be bounded as C(α)( h + Dh )n −1/2 . In such a bound, C(α) becomes very large as α → 1. We use a result of Goldstein [7] and give bounds for the difference in expectations when h is the indicator function of the half line (−∞, x].
We prove similar results for des(π), where π is a uniformly distributed permutation of the multiset {1 n 1 , 2 n 2 , . . . , h n h }, with the multiset satisfying the condition in terms of α described in the previous paragraph.
The generating function of the number of permutations of a multiset with a given number of inversions is a rational function. Using this generating function, Diaconis [5] has shown that the asymptotic distribution of inv(π), where π is uniformly distributed over permutations of a multiset, is normal. Theorem 2.12 about inv(π) is accompanied by an error bound of the correct order, which is O(1/ √ n), and the dependence of the error bound on α is also explicitly shown in our theorem.
The generating function for the number of permutations of a multiset with a given number of descents, which is related to Foata's correspondence, was found by MacMahon [10] [11] . However, normal approximations to this quantity, such as the approximation given in Theorem 2.16, do not seem to be available. We discuss the descents and inversions of the 19th chromosome of the human genome in Section 3.
Descents and inversions of permutations of multisets
If W ≥ 0 is a non-negative and integrable random variable, the distribution of W * is said to be Wsize biased, if E(W f (W )) = E W E(f (W * )) for all continuous functions f for which the expectation on the left hand side of the equality exists.
Stein's method [13] [14] refers to the use of auxiliary randomization to find normal approximations to the distribution of some random variables. In the theorem below, the auxiliary randomization requires the construction of W * which must be W -size biased. The theorem below can be found in [1] , but we follow its formulation in [8] . 
where Φh is the expectation of h with respect to the standard normal distribution and · is the supremum norm.
When h is the indicator function of the half line (−∞, x], the following theorem found in [7] applies. Its proof uses a smoothing inequality and other techniques found in [12] . 
where Φ is the standard normal distribution.
The construction of size biased variables in this paper will be based on the following lemma found in [1] and [8] .
Lemma 2.3. Let W = X 1 +X 2 +. . .+X n , where each X i is a non-negative random variable. Let I be a random variable which is independent of the X i and which satisfies P(
where for given I X * I has the X I -size biased distribution and
Then W * has the W -size biased distribution.
Whenever Lemma 2.3 is applied here, we will find X i are 0-1 valued random variables, and the size biased distribution for such variables is concentrated at 1. Therefore, for our purposes, (2.1) can be written as P (X * 1 , X * 2 , . . . , X * n ) ∈ A I = i = P (X 1 , X 2 , . . . , X n ) ∈ A X i = 1). Let π be a uniformly distributed permutation of the multiset {1 n 1 , 2 n 2 , . . . , h n h } and n = n 1 + n 2 + . . . + n h . Each n a , 1 ≤ a ≤ h, is a positive integer. The symbols i, j, k, l, with and without numerical subscripts, are used to index the set {1, 2, . . . , n}. The symbols a, b, c, d are used to index the set {1, 2, . . . , h}. We also assume n a ≤ αn for 1 ≤ a ≤ h and for some α in [1/2, 1), n ≥ 4, and h ≥ 2. Define X ij , for i < j, as 1 if π(i) > π(j) and as 0 otherwise. Some facts about the joint distribution of X ij will be necessary. Denote the probabilities P(Xij = 1) with i < j, P(Xij 1 = 1, X ij 2 = 1) with i < j 1 and i < j 2 , P(Xi 1 j = 1, X i 2 j = 1) with i 1 < j and i 2 < j, P(Xik = 1, X kj = 1) with i < k < j, P(Xi 1 j 1 = 1, X i 2 j 2 = 1) with i 1 < j 1 , i 2 < j 2 , and (i 1 , j 1 ) = (i 2 , j 2 ) by p 1 , p 2 , p 3 , p 4 , and p 5 , respectively. Elementary arguments can be used to deduce formulas, such as p 1 = a<b n a n b /(n(n − 1)) and p 4 = a<b<c n a n b n c /(n(n − 1)(n − 2)), for p 1 , p 2 , p 3 , p 4 , and p 5 . From such formulas, we deduce
The formulas in (2.2) will be used to derive expressions for Var(inv(π)) and Var(des(π)). The assumption n a ≤ αn is used in the two lemmas below. The lemmas also require h ≥ 2.
Lemma 2.4. Assume α ∈ [1/2, 1), n a ≥ 0 for all a, and a n a = n. If
Proof. To lower bound n 2 − a n 2 a , note that x ≥ y > 0, δ > 0, and y − δ ≥ 0 imply (x + δ) 2 + (y − δ) 2 > x 2 + y 2 . Therefore, under the given constraints a n 2 a is maximum when n 1 = αn, n 2 = (1 − α)n, and n a = 0 for a > 2. The lower bound for n 3 − a n 3 a is also obtained when n 1 = αn, n 2 = (1 − α)n, and n a = 0 for a > 2. The upper bounds are trivial.
Concerning the lemma below, it is worth noting that α 4 
Lemma 2.5. Assume α ∈ [1/2, 1), n a ≥ 0 for all a, and a n a = n. If n a ≤ αn for 1 ≤ a ≤ h,
Proof. The upper bound follows from the inequality n a n 3 a ≥ a n 2 a 2 .
We prove the lower bound assuming α > 1/2. The proof for α = 1/2 can be obtained with minor changes. The proof will make careful use of the Kuhn-Tucker conditions as explained in [3, Theorem 9.2-3].
We attempt to minimize J(n 1 , n 2 , . . . , n h ) = a n 2 a 2 − (4n/3) a n 3 a subject to the affine constraints a n a = n, −n a ≤ 0, and n a − αn ≤ 0, where the last two constraints hold for 1 ≤ a ≤ h. We assume n 1 ≥ n 2 ≥ · · · ≥ n h ≥ 0 without loss of generality.
Let DJ be the gradient vector whose ath entry is
The sum of the entries of DJ must be 0. If there exists an a such that n 1 > n a > 0, then the first entry of DJ must be strictly negative and therefore some other entry must be strictly positive. Let u ∈ R h be the vector with all entries equal to 1. Let v a ∈ R h be the vector with its ath entry equal to −1 and all other entries equal to 0. Let w 1 = −v 1 . Note that n a − αn = 0 is possible only if a = 1 as we have assumed α > 1/2 and n 1 ≥ n 2 ≥ · · · Suppose (n 1 , n 2 , . . . , n h ) is a local minimum of J. The Kuhn-Tucker conditions require that it must be possible to make all entries of DJ zero by adding multiples of certain vectors. We are always allowed to add any real multiple of u. We are allowed to add a positive multiple of v a if n a = 0 and we are allowed to add a positive multiple of w 1 if n 1 − αn = 0.
Let us first consider the type of local minimum where the Kuhn-Tucker conditions can be satisfied without adding a positive multiple of w 1 . Suppose n 1 > n a > 0 for some a for such a local minimum. Then the first entry of DJ is strictly negative and some other entry is strictly positive. Such a DJ cannot be made zero by adding a multiple of u and positive multiples of v a corresponding to n a = 0. Therefore any local minimum of this type must have n 1 = n 2 = · · · = n s = n/s and n a = 0 for a > s, where 2 ≤ s ≤ h. The value of J at such a point is −n 4 /(3s 2 ). Thus the value of J at any local minimum of this type is −n 4 /12 or greater.
We next consider the type of local minimum where it is necessary to add a positive multiple of w 1 to satisfy the Kuhn-Tucker conditions. At such a local minimum n 1 = αn and n 1 > n 2 ≥ · · · ≥ n h ≥ 0. Suppose n h = 0. Then the first entry of DJ is strictly negative, some other entry is strictly positive, and the last entry is 0. We cannot make all those three entries zero by adding a real multiple of u, a positive multiple of w 1 , and a positive multiple of v h to DJ. Thus n h > 0. Next suppose that the ath entry of DJ is not equal to the bth entry of DJ for some a, b > 1. It is impossible to make the 1st, ath, and bth entries of DJ zero by adding a multiple of u and a positive multiple of w 1 . Therefore, all entries of DJ except the first must be equal. The expression for ∂J/∂n a given above is quadratic in n a . Thus we may conclude that at any local minimum of this type n 1 = αn and n 2 , . . . , n h can take on at most two different values. Although the argument assumed h ≥ 3, the conclusion holds when h = 2 as well.
We now consider the value of J assuming that n 1 = αn, that x of the n a s equal n x , that y of the n a s equal n y , and that xn x + yn y = n(1 − α). We also assume that x is a positive integer, that y is a non-negative integer, that x ≥ y, and of course that n x and n y are non-negative. Then
which we will think of as a sum of four terms. If follows from elementary inequalities that the minimum of xn 2 x + yn 2 y under the given constraints is n 2 (1 − α) 2 /(x + y), and that the minimum of −(4n/3)(xn 3
x + yn 3 y ) occurs when n x = n(1 − α), x = 1, and n y = 0. We can minimize each of the four terms of J separately to obtain
3)
The value of J at any local minimum of the type discussed in the previous paragraph must either equal or exceed the lower bound in (2.3). The proof is completed by showing that the lower bound in (2.3) is smaller than −n 4 /12 for α ∈ [1/2, 1).
Inversions of permutations of multisets
Proof. Since µ = n 2 p 1 , where p 1 = E X ij , and p 1 is given by (2.2), the expression for µ in the lemma must hold.
We first show that
where the p i are given by (2.2). If Var(W ) with W = i<j X ij is written as a sum of variances and covariances of the X ij , there are n 2 variance terms each of which is equal to p 1 − p 2 1 . There are n 3 terms of the form 2 Covar(X ij 1 , X ij 2 ) with i < j 1 < j 2 and each of those is equal to 2(p 2 − p 2 1 ). We can account for terms of the form 2 Covar(X i 1 j , X i 2 j ) with i 1 < i 2 < j and of the form 2 Covar(X ik , X kj ) with i < k < j similarly. Thus far we have explained the first two terms of (2.4). All the other terms in the expansion of Var(W ) are of the form 2 Covar(X i i j 1 , X i 2 j 2 ) with i 1 < j 1 , i 2 < j 2 , and (i 1 , j 1 ) < (i 2 , j 2 ) in lexicographic order. The last term of (2.4) follows if we note that the number of such terms is 3 n 4 . The expression for σ 2 in the lemma is deduced using (2.2), (2.4), and the two inequalities a n 2 a < n 2 and a n 3 a < n 3 .
We now turn to the construction of the size biased variable W * required by Theorems 2.1 and 2.2. Let I be uniformly distributed over all pairs (i, j) with 1 ≤ i < j ≤ n and let it be independent of π. Let J = (a, b), for h ≥ a > b ≥ 1, with probability n a n b / c<d n c n d , and let J be independent of both π and I. Now π * is constructed from π, I, and J as follows. If I = (i, j) and π(i) > π(j), then π * = π. If I = (i, j), π(i) ≤ π(j) and J = (a, b), π * is constructed in the following steps:
1. Pick the xth a from the left, where 1 ≤ x ≤ n a , and the yth b from the left, where 1 ≤ y ≤ n b , from the arrangement π(1), π(2), . . . , π(n). The random variables x and y must be uniformly distributed and independent of each other and of all other random variables. Let the picked a and b be at π(i * ) and π(j * ), respectively.
2. If {i, j} ∩ {i * , j * } = φ, or i = i * , j = j * , or i = i * , j = j * , exchange π(i) with π(i * ) and π(j) with π(j * ) to get π * .
3. If i = j * , j = i * , exchange π(i) and π(j) to get π * .
4. If i = j * , j = i * , then π(i * ) must be moved to the ith position, π(i) must be moved to the jth position, and π(j) must be moved to i * th position to get π * .
5. If i = j * , j = i * , π(j * ) must be moved to the jth position, π(j) must be moved to the ith position, and π(i) must be moved to the j * th position.
Finally, W * = i<j X * ij , where X * ij is 1 if π * (i) > π * (j) and 0 otherwise. The following lemma is needed to prove that W * has the W -size biased distribution. Subtraction and union of multisets have the obvious meanings in the statement of the lemma. The lemma is stated without proof.
Lemma 2.7. Let π be a uniformly distributed permutation of the multiset {1 n 1 , 2 n 2 , . . . , h n h }. If one of n a as is picked uniformly from π and changed to b, the resulting permutation is a uniformly distributed permutation of the multiset ({1 n 1 , 2 n 2 Proof. By Lemma 2.3, it is enough to show that P π * ∈ A I = (i, j) = P π ∈ A π(i) > π(j) . Now
Thus, if we can show P π * ∈ A π(i) ≤ π(j), I = (i, j) = P π ∈ A π(i) > π(j) , the proof will be complete. The proof is completed by the sequence of equalities below and the explanation that follows them.
The first equality is true because J is independent of π and I, and P J = (a, b) = P π(i) = a, π(j) = b π(i) > π(j) . The construction of π * from π, I, J and Lemma 2.7 imply the second inequality. More specifically, we note that Lemma 2.7 implies that given π(i) ≤ π(j), I = (i, j) and J = (a, b), the arrangement π * (1), π * (2), . . . , π * (n) with the ith and the jth numbers struck out is a uniformly distributed permutation of the multiset {1 n 1 , 2 n 2 , . . . , h n h } − {a, b}.
We now focus on finding a useful upper bound for Var E(W * − W π) . Given a sequence of numbers s 1 , s 2 , . . . , s p , we throw q and r into the same set if and only if s q = s r . In this way, we get a partition of {1, 2, . . . , p} into sets, and we may arrange the sets of the partition so that the values of s q for q in the set increase. We refer to such an ordered partition of {1, 2, . . . , p} as the relative order of s 1 , s 2 , . . . , s p . For our purpose, it is sufficient to note that the number of possible relative orders is bounded by 2 p p!. Lemma 2.9. Let P 1 be the probability that π(1), π(2), . . . , π(p) occur in a certain relative order when π is a uniformly distributed permutation of {1 n 1 , 2 n 2 , . . . , h n h }, and let that probability be P 2 if π is a uniformly distributed permutation of the multiset
Proof. The proof is obtained by writing down formulas for P 1 and P 2 . We show the proof for the relative order π(1) < π(2) < · · · < π(p).
Let n ′ = a n ′ a . The probability P 1 is given by
where the sum is taken over 1 ≤ a 1 < a 2 < · · · < a p ≤ h. The formula for P 2 is obtained by adding a prime to all the ns in (2.5). Now
and 
Proof. It is enough to consider f and g to be indicator functions that are 1 for a certain relative order of their argument lists and 0 for all other relative orders. All other f and g are linear combinations of a constant number of indicator functions with coefficients that are bounded by constants. We state the proof assuming f and g are 1 if their arguments are in strictly increasing order and 0 otherwise. Let P(f = 1) = P 1 and P(g = 1) = P 2 . Then
where the sum is over 1 ≤ a 1 < a 2 < · · · < a q ≤ h. By the previous Lemma 2.9, each conditional probability in the sum above is
Lemma 2.11.
where (i * , j * ) takes all a>b n a n b possible values with π(i * ) > π(j * ) and ψ π (i, j, i * , j * , l) is the change in the number of inversions between position l and positions i, j, i * , j * when π(i), π(j), π(i * ), π(j * ) are exchanged to construct π * . Note that |ψ π | ≤ 4. We now have
where i, j take all values satisfying 1 ≤ i < j ≤ h and π(i) ≤ π(j), and where i * , j * take values as already indicated. We use (2.6) to write Var E W * − W π as a sum of variance and covariance terms. The number of variance terms is bounded by n 5 . The number of covariance terms
Since |ψ π | ≤ 4, the contribution of the variance terms and covariance terms with the property just described is bounded by 16(n 5 + 25n 9 )/ n 2 1 2 (n 2 − a n 2 a ) 2 .
Covariance terms of the form (2.7) with {i 1 , j 1 , i * 1 , j * 1 , l 1 } ∩ {i 2 , j 2 , i * 2 , j * 2 , l 2 } = φ remain to be considered. The number of such terms is fewer than n 10 . Lemma 2.10 can be applied to argue that such covariances are O(1/n) as we may use the fact that π is uniformly distributed to assume i 1 , j 1 , i * 1 , j * 1 , l 1 = 1, 2, 3, 4, 5 and i 2 , j 2 , i * 2 , j * 2 , l 2 = 6, 7, 8, 9, 10 with no loss of generality. The proof can now be easily completed.
Theorem 2.12. Let π be a uniformly distributed permutation of the multiset {1 n 1 , 2 n 2 , . . . , h n h }, where n a ∈ Z + for 1 ≤ a ≤ h. Assume that α ∈ [1/2, 1) is fixed and that n a ≤ αn for 1 ≤ a ≤ h. Let h : R → R be a bounded continuous function with bounded piecewise continuous derivative Dh. Then for n > n 0 (α),
where C, C 1 , and C 2 are some positive constants, Φh is the expectation of h with respect to the standard normal distribution, and µ and σ 2 are the mean and variance of inv(π), respectively.
If C(α) is allowed to depend upon α, we may assert
for some positive constant C(α).
Proof. Let W = inv(π 
Descents of permutations of multisets
Let W = X 12 + X 23 + · · · + X n−1,n . Then W = des(π), with π uniformly distributed over permutations of the multiset {1 n 1 , 2 n 2 , . . . , h n h }.
Lemma 2.13. Let µ = E W and σ 2 = Var(W ). Then µ = n 2 − a n 2 a 2n and
Proof. Since µ = (n − 1)p 1 , where p 1 = E X ij , and p 1 is given by (2.2), the expression for µ in the lemma must hold. We first show that
where the p i are given by (2.2). If Var(W ), with W = X 12 + X 23 + · · · + X n−1,n , is written as the sum of variances and covariances of the X i,i+1 , there are (n − 1) variance terms, each equal to p 1 − p 2 1 . There are (n − 2) covariance terms of the form Covar X i,i+1 , X i+1,i+2 each equal to p 4 − p 2 1 . The remaining covariance terms are all equal to p 5 − p 2 1 . The expression for σ 2 in the lemma is deduced using (2.2), (2.8), and the two inequalities a n 2 a < n 2 and a n 3 a < n 3 .
The construction of the size biased variable W * is the same as the construction for inversions given immediately after Lemma 2.6 with the following differences. The random variable I must be equal to one of (1, 2), (2, 3) , . . . , (n − 1, n) with equal probability. In the construction of π * , the symbol j must be replaced everywhere by i + 1. Finally, W * = X * 12 + X * 23 + · · · + X * n,n−1 , where X * ij is 1 if π * (i) > π * (j) and 0 otherwise.
Lemma 2.14. The random variable W * has the W -size biased distribution.
Proof. Similar to the proof of Lemma 2.8.
Lemma 2.15.
Proof. By arguing as in the proof of Lemma 2.11, we get
In (2.9), i takes all values such that π(i) ≤ π(i + 1), (i * , j * ) takes all values such that π(i * ) > π(j * ), and ψ π (i, i * , j * ) = des(π * )−des(π), where π * is constructed by exchanging π(i), π(i+1), π(i * ), π(j * ) as described. Note that |ψ π | ≤ 7. We use (2.9) to write Var E W * − W π as the sum of variance and covariance terms. There are O(n 3 ) variance terms of the Var(ψ π ). The number of terms of the form 10) where one of the numbers {i 1 , i * 1 , j * 1 } differs from one of the numbers {i 2 , i * 2 , j * 2 } by 3 or less in magnitude is O(n 5 ). The magnitude of such covariance terms and of the variance terms is bounded by 49. The number of covariance terms of the form (2.10) where none of the numbers {i 1 , i * 1 , j * 1 } differs from any one of the numbers {i 2 , i * 2 , j * 2 } by 3 or less in magnitude is O(n 6 ). By Lemma 2.10, the magnitude of such covariance terms is O(1/n). The proof is now easily completed.
It is worth noting again that α 4 
Theorem 2.16. Let π be a uniformly distributed permutation of the multiset {1 n 1 , 2 n 2 , . . . , h n h }, where n a ∈ Z + for 1 ≤ a ≤ h. Assume that α ∈ [1/2, 1) is fixed and that n a ≤ αn for 1 ≤ a ≤ h. Let h : R → R be a bounded continuous function with bounded piecewise continuous derivative Dh.
where C, C 1 , and C 2 are some positive constants, Φh is the expectation of h with respect to the standard normal distribution, and µ and σ 2 are the mean and variance of des(π), respectively.
Proof. Let W = des(π). By Lemmas 2.4, 2.5 and 2.13 σ 2 ≥ ((α 4 − 4α 2 + 4α − 1)/4)n + O(1) and µ ≤ n/2. By Lemmas 2.4 and 2.15, Var E W * − W π ≤ C/ nα 2 (1 − α) 2 for some constant C. Table 1 : The first table above reports the number of occurrences of π(i) = x and π(i + 1) = y. The second table reports the number of occurrences of π(i) = x and π(j) = y, with i < j. The permutation π corresponds to chromosome 19, and x and y can be A, C, G, or T.
Descents and inversions of the human genome
The human genome consists of 24 chromosomes, each of which is a sequence of bases labeled A, C, G, or T. The 19th chromosome has the following counts for the four bases (see [4] ):
n A = 14383026 n C = 13473774 n G = 13506612 n T = 14422243.
The version of the human genome reported in [4] has 341 gaps. The 19th chromosome has only three gaps in the middle. We ignored these gaps when counting the number of inversions and descents.
From Lemmas 2.6 and 2.13, and their proofs, we find the expected number of descents and inversions to be µ d = 2.0912146861 × 10 7 and µ i = 5.8329890505 × 10 14 , respectively. The standard deviations are σ d = 2.0871959423 × 10 3 and σ i = 6.7231321079 × 10 10 . Data about the 19th chromosome reported in Table 1 can be used to calculate the number of descents and inversions for any ordering of A, C, G, and T. By Theorems 2.12 and 2.16, the number of descents and inversions must have a distribution that is close to the normal distribution if π is a uniformly distributed permutation of the bases in the 19th chromosome. The number of descents and inversions in the 19th chromosome itself is reported in Table 2 for all possible orderings of A, C, G, and T and with suitable normalization. From this table, we may infer that the null hypothesis stating the 19th chromosome to be a random permutation of its bases is very unlikely to hold.
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