Abstract Forecasting river flow is important to water resources management and planning. Four artificial neural network (ANN) models were developed and compared in order to forecast river flow in the River Trent, UK. The first two are feed-forward networks and were trained with back-propagation and cascadecorrelation algorithms; the third is an adaptive linear neuron network; and the fourth an Elman network. Using observations of river flow for 1996-1998, the ANN models were satisfactorily trained and verified. A method that allows the explicit description of the variations in the lag of the system was also used and, when applied together with a real-time updating method, resulted in improved model performance. The research shows that using a parallel data-driven error prediction model to complement the ANNs produces much better flow predictions in comparison to using the ANNs alone.
INTRODUCTION
Handling uncertainties in flow forecasting models used for real-time applications can be approached by the implementation of an updating method. The approach is based on the application of a parallel data-driven model that uses available measured data and previous model errors at specific time steps to forecast the errors of a group of ANNs and, eventually, update the flow forecast.
Furthermore, the introduction of a method that can incorporate the variation in the lag of a river system to the ANNs allows for better representation of the system nonlinearity, while upgrading the effectiveness of the updating method.
This method was applied to a group of ANN models for River Trent in the UK. ANN models trained to forecast the flow at a lead time of 10 h were applied to forecast the flow at Colwick.
NEURAL NETWORKS FOR FLOW FORECASTING
In recent hydrological studies, there has been an increased use of artificial neural networks (ANNs) in the form of black-box simplified models (Hsu et al., 1995; See et al., 1997; Campolo et al., 1999; Imrie et al., 2000; Keskin et al., 2006; Chang et al., 2007; amongst others) . The main reason for this increase is due to the ability of ANNs to model nonlinear patterns.
The rapidly expanding range of applications of ANN models in hydrology indicates that they present effective and efficient means of modelling systems where the explicit knowledge of the internal hydrological sub-process is not necessary, while a nonlinear representation is required. Imrie & Durucan (1999) developed ANNs for streamflow forecasting using different training techniques that resulted in a 12-h flow forecast using only upstream flow as input. Hsu et al. (1995) showed, in their case, that a nonlinear ANN model provided a better representation of the rainfall-runoff relationship of a medium-sized basin, just less than 2000 km 2 , than the linear ARMAX time series approach or the Sacramento model. Zealand et al. (1999) used an ANN for short-term streamflow prediction. In Raman & Sunilkumar (1995) , an ANN was applied to forecast multivariate water resource time series, while See & Openshaw (1999) combined ANNs with other soft computing methods, such as fuzzy logic and genetic algorithms, to forecast river levels.
Neural networks can offer an alternative for multivariate modelling of water resources time series, but there can be a lack of accuracy in high values which makes them less reliable a tool for flow prediction and, especially, flood forecasting (Coulibaly et al., 2000) . However, as was shown by Hsu et al. (1995) , Imrie et al. (2000) , Lekkas et al. (2001 Lekkas et al. ( , 2004 , Shu & Burn (2004) , Anctil & Lauzon (2004) , Shamseldin et al. (2007) , See et al. (2007) and Goswami & O'Connor (2007) , there are several methods that can be used in order to create ANNs that can be general enough and able to predict even outside the range of calibration data.
In this study, several network architectures and training algorithms are used. The intention is to allow for a group of networks to be tested in order to avoid pre-selection, as each system has different characteristics.
UPDATING FORECASTING MODELS
Several authors have shown that real-time updating techniques that are applied to forecasts improve the forecast accuracy, indicating that updating is a very important component of a realtime flood forecasting system. Flow forecasting is prone to modelling errors, as a result of uncertainties related to inadequate and/or inaccurate data in real-time situations, and the nonlinear behaviour of the system, that cannot be well represented by the selected model. Nevertheless, no updating technique is superior to the simulation model, because the latter has the greater impact on the forecast accuracy (Bell & Moore, 1998) . Furthermore, for the example presented here, error prediction is the preferred updating method, as it is a fully external scheme to the deterministic operation (Moore, 1999) . The result is prediction of future errors, which are added to the model simulation forecasts to form updated forecasts for different lead times.
To apply error prediction, error fluctuations are represented by an auto-regressive moving average (ARMA) noise model (Moore, 1999; Ahsan & O'Connor, 1994; Lekkas, et. al., 2001) . This technique takes advantage of a tendency in errors to persist, resulting in sequences of positive (overestimation) or negative errors (underestimation).
CASE STUDY APPLICATION
The data used in this work refer to the River Trent in the UK, for the years 1996, 1997 and 1998 . This three-year data set contains variations in discharge of more than 900% (from 50 to 480 m 3 /s). The river basin (overall area of about 10 500 km 2 , including sub-catchments) has a monitoring system consisting of a network of hydrometers. Hourly data from four gauging stations, whose locations are indicated in Fig. 1 , were obtained from the Environment Agency (UK). The topography of the River Trent catchment, together with the available data, enables the examination of the flow routing problem with a multi-input single-output approach. In other words, the flows from three upstream stations, Hopwas Bridge, Izaac Walton and Littlethorpe, were used as inputs to forecast the downstream flow at Colwick.
The data record was divided into two basic periods, calibration and verification (split data record) and, where required, an additional period (testing period), which is part of the calibration data, was used, as shown in Fig. 2 . In this case study, the additional period was used for parameter optimisation of the variable lag model parameters and to define the architecture of the ANN. Drought prevailed over this area during 1995 and 1996 (Smith & Crymble, 1998) , so flows during this period were generally low. Although 1997 saw a greater number of high-flow events, the highest and most numerous flood peaks were observed in 1998. Therefore, in order to test the performance of the methods for significantly higher flows than those present in the calibration period, it is best to use years 1996 and 1997 as calibration data, and to verify the models using data from 1998. The Colwick flow time series for all three years, showing the division of the data into calibration, testing and verification data sets, is shown in Fig. 2 .
In order to identify suitable lags for each upstream gauging station time series, a correlation analysis was performed on the data. The constant lag, which actually represents the average lead time between upstream and downstream flow time series, was found to be the same, 10 h, for all three inputs (Hopwas Bridge, Izaac Walton and Littlethorpe).
However, when the variable lag was introduced through the exponential equation (1) as presented in Lekkas (2002) and Lekkas & Onof (2006) , the resulting lead times ranged from 8 to 17.5 h:
where x is the upstream flow; and A, B and k are parameters that can be calibrated through optimisation techniques. The assumption here is that the same equation can be used to represent the variations in flow in the inputs, since the tributaries belong to the same catchment with no significant changes in topography and land use. However, they resulted in different lag values, as there is significant difference in magnitude of flow between the three inputs. In Fig. 3 , the negative relationship between flow and lag is shown for Littlethorpe gauging station. To identify the parameters of the model describing the variations of the lag (equation (1)), a separate data set (testing period; see Fig. 2 ) was used. In this case, the ANN parameters were estimated with the 1996 data, whereas the ANN architecture (number of layers and number of neurons per layer) and the parameters A, B and k of equation (1), were derived from the 1997 data.
Selection of appropriate ANN architecture
As recommended by Zealand et al. (1999) , Campolo et al. (1999) and Hsu et al. (1995) , the problem of flow forecasting can be dealt with using only one hidden layer. Still, for completeness of this study, extensive trials were performed in order to define the optimum number of hidden layers. The "extra data set" approach, usually implemented to train ANNs, was also applied here in order to test, prior to accepting, whether a trained NN is performing well. To define the number of layers and number of neurons per layer, an iterative process was followed. A substantial number of combinations of number of neurons per layer and number of layers was tested, as the number of neurons per layer ranged from 1 to 25 (except for the output layer: one neuron), and the number of layers ranged between 1 and 5. For a network whose structure is constrained, i.e. the Elman network, only the number of neurons is defined through this process. Each created network architecture was then trained appropriately with the training data set and subsequently validated on the testing data set to determine whether or not to accept it.
As the initial values for the model parameters are defined randomly, it is difficult to choose among ANNs of different architectures. The process that was followed in this study focuses on identifying a robust method in order to choose the appropriate architecture with more confidence.
To define the performance of each architecture that is going to be investigated, several steps are followed, as presented in Fig 4. First, a candidate architecture is selected and a number of initialisations of the weights are performed. For each initialization, the candidate ANN is trained and the performance of the resulting ANN is measured with an objective function for the testing data. Then, the average performance for all the initializations is estimated and compared to the subsequent candidate architecture. In order to compare between the architectures and, as there is increased variability in the performance due to the effect of initializations, the Wilcoxon test was used to define whether there is significant difference (with 95% confidence) between the resulting average performance values.
In Fig. 5 , comparison of only two architectures of the Elman networks is presented, for practical reasons. The architecture with five neurons (solid line: average performance; dots: performance of each initialisation) performs better, on average, than that with four neurons (dashed line: average performance; squares: performance of each initialisation). The selected statistical test allows one to identify whether there is a substantial difference between the two architectures by hypothesis testing. For this procedure, as null hypothesis (H 0 ) it is assumed that the resulting average performances for both architectures do not differ substantially as far as the average values are concerned, and they belong to the same population (see Fig. 5 ). However, the null hypothesis for the comparison of 4-and 5-neuron candidate networks can be rejected as the Wilcoxon test returns a value Z = -3.162. This means that the absolute value of Z is greater than the criterion value of the method (Z 0.5 = 1.96 for 95% confidence); therefore, the average values are different (belong to different populations). For the investigation presented in Fig. 5 , the best performing Elman NN is the one that has five neurons. The same procedure was followed for all the types of ANN compared and the "optimum" resulting networks are presented below.
Comparison of ANNs
The first two ANNs are feed-forward networks trained with error back-propagation and with cascade-correlation algorithms, respectively, resulting in different network architectures. The back-propagation ANN has one hidden layer with two neurons in the hidden layer, whereas the cascade-correlation ANN, has one hidden layer with only one neuron. Both ANNs use a sigmoid (nonlinear) transfer function in the hidden layer. As advocated by several authors (e.g. Shamseldin, 1997; Campolo et al., 1999) , small and parsimonious ANNs are appropriate for flow forecasting applications as they are able to forecast the flow, while being more robust than large ANNs.
The third ANN is an adaptive linear neuron network. This is a feed-forward type ANN that has the advantage of using only linear transfer functions, which leads to a single error minimum, making parameter estimation easier. The adaptive linear neural network has a single hidden layer combined with a tapped delay line that delays the inputs to the NN by 4-5 h. This component, the tapped delay line, acts as a short-term memory storing past values of the input variable and supplying them to the network along with the latest value (Mehrota et al., 1997) . Once initialised, the network filters the input adaptively at each time step to minimise the error. In training mode, the network is set to pass 10 times through the input sequence.
The fourth NN tested is an Elman network (Elman, 1988) , which is a two-layer backpropagation network with an additional feedback connection from the output of the hidden layer to its input. This feedback mechanism works as temporal memory, helping the Elman network to learn, recognise and generate time-varying patterns. The optimum Elman network identified and used in this case study has five neurons in the hidden layer.
All ANNs were fed with current and antecedent values of the three inputs. This enabled them to capture the temporal trend of the discharge. Apart from this role, the antecedent values of flow are important since they determine the state of the catchment (Young & Beven, 1994) . Zealand et al. (1999) referred to these additional inputs as "identifying information". They proved to be helpful in the training process, as well as improving the overall performance of the ANN models (Imrie et al., 2000) . Consequently, to forecast the flow at the downstream site, discharge from the upstream gauging stations Hopwas Bridge and Izaac Walton at antecedent time steps t -δ, t -δ -1, t -δ -2, and from Littlethorpe at t -δ, t -δ -1, were used. Here, δ is the predetermined lag, either constant or variable, for all upstream discharge data: 10 h when constant, or as described by equation (1) when variable.
Apart from the input and output layers, which have linear activation transfer functions, most of the ANNs presented here have a nonlinear activation function in the hidden layer that has a bounded output. For example, the sigmoid function, which is selected as the transfer function of the neurons in the hidden layers, has an output that is bounded within the range [0,1]. As the observed flow values, used as input, are generally outside the bounded range of the transfer function in the hidden layer, it is essential to scale the observed input in such a way that it lies within the [0,1] range, in order for the activation function to work optimally. Accordingly, rescaling of the output of the ANNs is usually adopted to properly compare the estimated network output with the observed flow.
FORECASTING PERFORMANCE OF THE ANN MODELS
After training, all chosen networks were validated with the verification data. The traditional feedforward back-propagation ANN calibrated (trained) with the gradient descent method captured more than 95% of the variance of the observed flow in the calibration period. In testing and verification, the performance of the back-propagation ANN is reasonable (see Table 1 ), but, as presented in Fig. 6 , the calibrated network failed to forecast the high flows in the verification period. The introduction of a variable lag to the input did not seem to directly upgrade forecasting performance of the back-propagation ANN, as can be seen in the verification column in Table 1 ; however, an improvement in performance was found when the forecast was updated (Table 1: Error prediction). This response was also demonstrated by the introduction of the variable lag in other types of models, such as transfer function models (Lekkas & Onof, 2006) . This is evidence that timing cannot be corrected through real-time updating; on the contrary, there is a substantial improvement in the performance of the updating process when the timing of the forecast is correct.
The second type of ANN, the cascade-correlation ANN, was found to perform better than the back-propagation with variable lag in both calibration and verification periods, yielding R T 2 values of 0.939 and 0.845, respectively (see Table 1 ). Also, as displayed in Fig. 6 , the cascade-correlation ANN represents the high flow better than the traditional back-propagation ANN. However, when both ANNs were updated, the resulting corrected forecast of the back-propagation ANN performed better than the cascade-correlation ANN. This can be attributed to the fact that there is consistent underestimation of the actual flow by the back-propagation ANN, enabling the real-time correction method, error prediction, to perform very well.
The adaptive linear neuron network, being simple and linear, managed to represent extreme flows better than the other ANNs under consideration (Figs 6 and 7) . The calculated values of R T 2 were 0.909, 0.878 and 0.815, for calibration, testing and verification, respectively, when using the constant lag. This small difference in the performance function suggests that this simple ANN model generalises well while learning from the training data.
The fourth ANN tested is an Elman network. The optimum Elman network identified and used in this case study had five neurons in the hidden layer. The four ANNs described are presented in Fig. 6 , which shows the performance over a short period of the verification data where the highest flows were observed. Both the variable-lag cascade-correlation (VL-CC) and the variable-lag adaptive linear neuron network (VL-ADP) may be closer to the peak flow, but they still appear to have an oscillatory response at the rising limb. The Elman network performed better overall, producing the highest objective function value (before updating). As shown in Fig. 6 , the Elman network underestimated the peak. However, when the error prediction scheme was introduced to the ANNs, the oscillation response of the back-propagation and cascade-correlation in the rising limb, expanded. The adaptive linear neuron network seems to have become unstable, resulting in multiple peaks. The recurrent term in the Elman network, which is actually the basic difference between it and the back-propagation and cascade-correlation ANNs, generally improves its performance. The Elman network yielded a higher R T 2 value in the verification period than the other three ANNs. However, in calibration, the back-propagation shows the best performance.
The updating procedure was used with all the models presented above, showing that updating is important to increase the accuracy in real-time forecasting. When the updated forecasts from all four ANNs are compared (Fig. 7) , it appears that their performance is almost equal, with marginal differences; the back-propagation ANN with variable lag has the highest performance. However, as remarked earlier, the fact that this model underestimated the observed flow consistently, prior to correction, suggests that the high R T 2 value is a result of the efficiency of the error prediction method.
CONCLUSIONS
A multi-layer back-propagation network with enough processing units, which is most commonly used for hydrological applications, can reproduce just about any function through the widely applied error back-propagation learning algorithm. However, there are several disadvantages. First, there is the requirement to specify the network architecture prior to training with error backpropagation. The use of suitable adaptive methods, such as a "manual" constructive crossvalidation, as described by Maier & Dandy (2000) and presented earlier, using the extra testing data set, should be preferred. Finally, yet the most significant issue to be considered, is the ability of the suggested ANN to generalise when presented with new data, and particularly when those data are outside the range of calibration data. The comparison of the results of the four ANNs shows that, in calibration, the three ANNs with nonlinear activation function in their hidden layer, namely the back-propagation, the cascadecorrelation and the Elman network, yield higher R T 2 that the ANN with linear activation function. In particular, the back-propagation ANN manages to represent 95% of the variation in observed flow.
For the slow responding River Trent, the flow forecast is considerably improved with error prediction. As Lundberg (1982) also found, for moderately large catchments and where accurate data are available, an autoregressive error model can improve the flow forecast significantly.
For the case study presented here, the introduction of the variable lag proves to be advantageous only when associated with the updating method, although the improvement in performance is small. The use of the variable lag particularly in ANNs does not seem to have a direct effect with respect to the R T 2 results for verification. However, a small but positive effect of the variable lag can be seen in all forecasts when updated with error prediction.
This application of ANNs confirms their ability to learn and reproduce flow. Furthermore, they are nonlinear, that is, they can often solve complex problems accurately, where required.
