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1. Introduction {#efs2e170708-sec-0002}
===============

As in most jurisdictions, pre‐market/prospective environmental risk assessments (ERAs) are a key tool contributing to risk analyses performed to facilitate decisions about the market introduction of new products in the European Union (EU). These ERAs are conducted for a variety of products, such as plant protection products (PPPs), chemicals, pharmaceuticals, feed additives and genetically modified organisms (GMOs) (hereafter referred to as regulated stressors), some of which are in the remit of the European Food Safety Authority (EFSA). In this process, EFSA\'s role is to assess and provide scientific advice to risk managers on any possible risk that the deployment of regulated stressors may pose to the environment.

ERA addresses the question to what extent the use of a regulated stressor poses risks to the environment. This risk is characterised by testing specific hypotheses about the probability that harm (i.e. an adverse effect on something of value) will occur and the severity of that harm should it occur. Risk managers decide on the level of acceptable risk and weigh policy options to accept, minimise, reduce or reject characterised risks with other relevant information such as the economic, social or political implications of the proposed activity.

The methods used and data requirements for the ERA of each type of regulated stressor can be very different, as they typically fall under different regulatory frameworks. For some regulated stressors, a very specific set of studies and methods have been established based on experience, and triggers and criteria for the acceptability of risk have been set, building on familiarity and a wealth of scientific data available to support these approaches (e.g. Rortais et al., [2017](#efs2e170708-bib-0129){ref-type="ref"}).

However, scientific advances are quickly evolving, resulting in a range of new products moving to commercial application, ranging from RNA interference (RNAi)‐based genetically modified (GM) plants to systemic insecticides, GM fish, gene drive‐modified insects, biological control agents and nanomaterials. For some of these regulated stressors, there may be challenges in directly applying pre‐existing requisite risk assessment tools such that ways in which they can be made fit‐for‐purpose will have to be found. One option that has been identified is 'problem formulation'. This is a methodology that has been used implicitly for many years in chemical risk assessments. More recently, EFSA proposed a more explicit use of problem formulation for the ERA of GMOs (EFSA, [2010](#efs2e170708-bib-0043){ref-type="ref"}, [2013a](#efs2e170708-bib-0044){ref-type="ref"}), mostly because GMOs can be very diverse, and their assessments are conducted on a case‐by‐case basis. Since an initial elaboration and adoption by the USA\'s Environmental Protection Agency in 1998 (US EPA, [1998](#efs2e170708-bib-0148){ref-type="ref"}), problem formulation has gained support around the world and is now widely used (e.g. Raybould, [2006](#efs2e170708-bib-0119){ref-type="ref"}; Nelson et al., [2007](#efs2e170708-bib-0108){ref-type="ref"}; Gray, [2012](#efs2e170708-bib-0074){ref-type="ref"}; Garcia‐Alonso, [2013](#efs2e170708-bib-0065){ref-type="ref"}; Tepfer et al., [2013](#efs2e170708-bib-0141){ref-type="ref"}; Devos et al., [2018](#efs2e170708-bib-0036){ref-type="ref"}). In the EU, Directive (EU) 2018/350, which amends Directive 2001/18/EC on the deliberate release of GMOs in the environment, formally introduces problem formulation as a key first step and requirement for the ERA of GMOs.

Problem formulation frames the ERA process and does so by clarifying policy goals and decision‐making criteria for assessing risks and devising tests of hypotheses that meet those criteria (Raybould, [2006](#efs2e170708-bib-0119){ref-type="ref"}). It is a method that enables identifying potential harms derived from the deployment of a regulated stressor and potential pathway(s) to such harm, and defining the actual information genuinely needed to assess the likelihood of the harm to occur and its seriousness. This helps to focus the risk assessment on those phenomena that are important for decision‐makers and steer it from those that are less important or irrelevant (Raybould, [2006](#efs2e170708-bib-0119){ref-type="ref"}, [2007](#efs2e170708-bib-0120){ref-type="ref"}, [2010](#efs2e170708-bib-0121){ref-type="ref"}; Tepfer et al., [2013](#efs2e170708-bib-0141){ref-type="ref"}; Garcia‐Alonso and Raybould, [2014](#efs2e170708-bib-0066){ref-type="ref"}; Gray, [2014](#efs2e170708-bib-0075){ref-type="ref"}; Devos et al., [2016a](#efs2e170708-bib-0034){ref-type="ref"}). In essence, problem formulation is concerned with maximising the practical utility of ERA in decision‐making (Raybould and Macdonald, [2018](#efs2e170708-bib-0122){ref-type="ref"}).

Here, we first describe the general concepts behind problem formulation as a tool to frame ERA. Then, to assess its merits and challenges, we apply problem formulation to various regulated stressors expected to emerge from development in the near future. Finally, we discuss suggestions on how to overcome some of these challenges, as well as areas of future work.

This publication builds upon presentations made and discussions held during the breakout session 'Advancing risk assessment science -- Environment' at EFSA\'s third Scientific Conference 'Science, Food and Society' (Parma, Italy, 18--21 September 2018).[1](#efs2e170708-note-1004){ref-type="fn"}

2. Problem formulation in theory: concepts {#efs2e170708-sec-0003}
==========================================

Problem formulation involves amongst other steps: (1) formally devising plausible pathways to harm that describe how a proposed activity could be harmful (i.e. impact a protected value adversely); (2) formulating risk hypotheses (i.e. hypotheses of no more harm or risk than the existing activity) about the likelihood and severity of such events; (3) identifying the information that will be useful to test the risk hypotheses; and (4) developing a plan to acquire new data for hypothesis testing should tests with existing information be insufficient for decision‐making (Raybould, [2006](#efs2e170708-bib-0119){ref-type="ref"}; Craig et al., [2017](#efs2e170708-bib-0026){ref-type="ref"}). In this context, it is important to consider whether a proposed activity may lead to new harms, or only to different ways of causing harm that already result from current practice. This helps to put the impact of regulated stressors derived from new technology in the context of those caused by current and past practices.

A crucial step in problem formulation is to define what qualifies as harm under the relevant regulations (Sanvido et al., [2012](#efs2e170708-bib-0130){ref-type="ref"}). Protecting everything, everywhere, and forever is rarely, if ever, tenable. Unfortunately, policy protection goals are typically very broadly defined (e.g. protection of biodiversity). Consequently, operational protection goals must delineate the environmental components that are valued and need to be protected (e.g. species, ecosystem services, habitats), where and over what time period, and the maximum tolerable impact (Garcia‐Alonso and Raybould, [2014](#efs2e170708-bib-0066){ref-type="ref"}; Devos et al., [2015](#efs2e170708-bib-0033){ref-type="ref"}, [2016a](#efs2e170708-bib-0034){ref-type="ref"}; EFSA, [2016b](#efs2e170708-bib-0050){ref-type="ref"}; Maltby et al., [2017a](#efs2e170708-bib-0102){ref-type="ref"},[b](#efs2e170708-bib-0103){ref-type="ref"}).

To further frame ERA, plausible pathways (also called conceptual models) are constructed to describe how the proposed activity could lead to possible harm to operational protection goals (Raybould, [2006](#efs2e170708-bib-0119){ref-type="ref"}, [2007](#efs2e170708-bib-0120){ref-type="ref"}, [2010](#efs2e170708-bib-0121){ref-type="ref"}; Johnson et al., [2007](#efs2e170708-bib-0086){ref-type="ref"}; Nickson, [2008](#efs2e170708-bib-0109){ref-type="ref"}; Wolt et al., [2010](#efs2e170708-bib-0155){ref-type="ref"}; Gray, [2012](#efs2e170708-bib-0074){ref-type="ref"}; Tepfer et al., [2013](#efs2e170708-bib-0141){ref-type="ref"}; Layton et al., [2015](#efs2e170708-bib-0095){ref-type="ref"}; Sauve‐Ciencewicki et al., [2019](#efs2e170708-bib-0132){ref-type="ref"}). As with adverse outcome pathways (Lanzoni et al., [2019](#efs2e170708-bib-0094){ref-type="ref"}), a pathway to harm is a causal chain of events that need to occur for a harm to be realised (Tepfer et al., [2013](#efs2e170708-bib-0141){ref-type="ref"}; Craig et al., [2017](#efs2e170708-bib-0026){ref-type="ref"}).

The steps in the pathway enable the formulation of risk hypotheses that can then be tested to characterise risk (Figure [1](#efs2e170708-fig-0001){ref-type="fig"}). A risk assessment may include many pathways because the proposed activity could lead to different harms, or because a particular harm could arise from different pathways, or both. Each step in the pathway leads to a risk hypothesis that harm will not arise. Consider a pathway in which Event A must lead to Event B for harm to occur. A conservative risk hypothesis would be that Event A never leads to Event B. A less conservative risk hypothesis might be that Event B does not occur at a certain time or place or does not occur above a certain frequency or magnitude (Raybould, [2010](#efs2e170708-bib-0121){ref-type="ref"}). The precise form of risk hypotheses will depend on how harm is defined and how decisions on the acceptability of risk will be made.

![Pathway to harm and risk hypotheses](EFS2-17-e170708-g001){#efs2e170708-fig-0001}

A careful first scrutiny of the pathway, based on existing expert knowledge, can usually help identify which of the step(s) may be the most decisive or easiest to test in attempting to disrupt the pathway with the highest degree of certainty (Craig et al., [2017](#efs2e170708-bib-0026){ref-type="ref"}). Corroboration of risk hypotheses will build confidence that risk is negligible via the pathway in question, and corroboration following a rigorous test gives greater confidence than does a weak test (Raybould, [2006](#efs2e170708-bib-0119){ref-type="ref"}, [2007](#efs2e170708-bib-0120){ref-type="ref"}). A particularly useful feature of this strategic analysis is that it suffices to decisively determine with sufficient confidence that a single step is highly unlikely, to conclude that the likelihood that harm will result via the pathway is negligible and that no other step will require analysis.

Risk hypotheses may be tested with existing information, which can come from many sources, including published scientific literature, expert opinions, research data and relevant data gathered during product development, and does not necessarily require experimentation. If the available information is inconclusive for decision‐making, new studies may be undertaken. It is important to note that information on the ecology of regulated stressors reported in the scientific literature is only relevant for ERA when it helps to address the formulated risk hypotheses. This is because basic research, which includes ecological research, and ERA differ in the sources of problems addressed, the nature of hypotheses under examination, the precision anticipated, and even the methods for testing hypotheses (Raybould, [2006](#efs2e170708-bib-0119){ref-type="ref"}, [2007](#efs2e170708-bib-0120){ref-type="ref"}, [2010](#efs2e170708-bib-0121){ref-type="ref"}; Tepfer et al., [2013](#efs2e170708-bib-0141){ref-type="ref"}; Gray, [2014](#efs2e170708-bib-0075){ref-type="ref"}; Layton et al., [2015](#efs2e170708-bib-0095){ref-type="ref"}). It is therefore important to demarcate ERA studies from ecological research (Raybould, [2006](#efs2e170708-bib-0119){ref-type="ref"}, [2007](#efs2e170708-bib-0120){ref-type="ref"}, [2010](#efs2e170708-bib-0121){ref-type="ref"}; Johnson et al., [2007](#efs2e170708-bib-0086){ref-type="ref"}).

Testing of relevant risk hypotheses in risk assessment studies should be as rigorous and objective as hypothesis testing in any other branch of science, but the construction of those risk hypotheses needs to be guided by policy rather than an exhaustive attempt to address any possible differences. This testing needs to comply with quality standards to increase confidence in the results and add certainty to the conclusions. Moreover, any study should be carried out in such a way that it minimises the probability of erroneous (i.e. false negatives and false positives), or inconclusive results. Adhering to quality standards will facilitate study reproducibility and peer review of tests. It will also benefit regulatory authorities by enhancing the quality of information generated for use in risk assessments. Furthermore, high confidence in the study results is a precondition for the acceptance of data across regulatory jurisdictions and should encourage risk assessors to share useful information and thus avoid redundant testing.

Because risk assessment is a decision‐making tool and not basic research, rigorous tests of risk hypotheses under unrealistically conservative conditions, i.e. 'worst‐case scenarios' are generally preferred (Hokanson et al., [2018](#efs2e170708-bib-0083){ref-type="ref"}, but see Vandersteen et al., [2019](#efs2e170708-bib-0150){ref-type="ref"}). If risk cannot be ruled out with sufficient certainty, further testing under more realistic conditions is required (Raybould, [2006](#efs2e170708-bib-0119){ref-type="ref"}). Following this tiered approach, information collected in lower tiers directs the extent and nature of any experimentation conducted in higher tiers: hazards are evaluated within different tiers that progress from worst‐case exposure scenario conditions, framed in highly controlled laboratory environments, to more realistic scenarios under semi‐field or field conditions (Garcia‐Alonso et al., [2006](#efs2e170708-bib-0067){ref-type="ref"}; Romeis et al., [2008](#efs2e170708-bib-0125){ref-type="ref"}). Progression to larger scale experiments in higher tiers aims to provide increasingly refined estimates of exposure. Within each tier, all relevant data are gathered to determine whether there is enough information to conclude the risk assessment at that tier. The conclusion can only be made if any residual uncertainty has been defined; otherwise additional investigations to generate further data at a higher tier(s) are conducted. Should potential hazards be detected in early tier tests or if unacceptable uncertainties concerning possible hazards remain, additional information is required to confirm whether the observed effect might still be detected at more realistic rates and routes of exposure. In the case that risk cannot be ruled out with enough certainty, risk management measures can be implemented.

3. Problem formulation in practice: case studies {#efs2e170708-sec-0004}
================================================

In this section, problem formulation is applied to the assessment of possible adverse effects of RNAi‐based insecticidal GM plants, GM growth hormone (GH) coho salmon, gene drive‐modified mosquitoes and classical biological weed control agents on non‐target organisms (NTOs) in a prospective manner, and of neonicotinoid insecticides on bees in a retrospective manner. In addition, specific considerations for the problem formulation for the ERA of nanomaterials and for landscape‐scale population‐level ERAs of PPPs are given.

3.1. Problem formulation for the assessment of adverse effects of RNAi‐based insecticidal GM plants on non‐target arthropods -- a prospective analysis {#efs2e170708-sec-0005}
------------------------------------------------------------------------------------------------------------------------------------------------------

### 3.1.1. Case study {#efs2e170708-sec-0006}

RNAi is an emerging and powerful technology that offers new opportunities for arthropod pest control through the silencing of target genes in arthropod pests (Burand and Hunter, [2013](#efs2e170708-bib-0018){ref-type="ref"}). RNAi in arthropods involves short‐interfering RNAs (siRNAs), derived from double‐stranded RNA (dsRNA), that bind to complementary messenger RNAs (mRNAs) leading to cleavage of the duplex by an enzyme complex, thus silencing expression of the mRNA‐encoding gene. Evidence suggests that contiguous sequence matches to the target gene of ≥ 21 nucleotides are typically necessary for dsRNA to have an RNAi effect in insects (Bachman et al., [2013](#efs2e170708-bib-0006){ref-type="ref"}, [2016](#efs2e170708-bib-0007){ref-type="ref"}). Because the RNAi effect is sequence‐specific, dsRNA can be designed to have a very narrow spectrum of activity, thus allowing highly targeted pest control. While functional RNAi has been reported for several arthropod species belonging to various orders, the impact of dietary RNAi (i.e. RNAi response when dsRNA is ingested) is more limited (Baum and Roberts, [2014](#efs2e170708-bib-0010){ref-type="ref"}). RNAi effects in pest control may, for example, be achieved by providing dsRNA in GM plants, GM microorganisms, or in baits or foliar sprays. While we focus on dsRNA‐producing GM plants in the following, what is described will be equally applicable to other dsRNA applications.

As for any other pest control method, one of the main concerns related to the use of dsRNA is that this could cause adverse effects to valued non‐target (NT) species, including arthropods. Arthropods form a major part of the biodiversity in agricultural landscapes and contribute to important ecosystem services (Devos et al., [2019](#efs2e170708-bib-0037){ref-type="ref"}). This includes regulating services such as biological control of herbivores and pollination, supporting services such as nutrient cycling and cultural services in the case of species of conservation concern (Sanvido et al., [2012](#efs2e170708-bib-0130){ref-type="ref"}). Consequently, assessing the potential impacts that GM plants or PPPs may have on valued NT arthropods is legally required before entering the market.

### 3.1.2. Problem formulation considerations {#efs2e170708-sec-0007}

For harm to be realised, the plants must express a dsRNA and the NT arthropods must be exposed to (i.e. ingest) it. (In the case of PPPs, contact exposure might also be possible (see Zheng et al., [2019](#efs2e170708-bib-0156){ref-type="ref"}). The greatest exposure is expected to occur to NT arthropods feeding directly on living plant material or consumption of plant‐fed herbivores (in the case of natural enemies), although exposure from consumption of pollen, cuttings, leaf litter, or other plant materials or exudates into soil or aquatic environments is also a possibility provided the dsRNA persists in these environments in sufficient concentrations (Romeis et al., [2019](#efs2e170708-bib-0128){ref-type="ref"}). Following consumption, the dsRNA must resist degradation in the gut, and the NT arthropod must be competent to uptake the dsRNA in sufficient quantities to activate its endogenous RNAi machinery. This can occur either locally at the point of uptake (i.e. in cells lining the gut), or systemically if the NT arthropod is capable of triggering systemic RNAi (Ivashuta et al., [2015](#efs2e170708-bib-0084){ref-type="ref"}; Chan and Snow, [2017](#efs2e170708-bib-0023){ref-type="ref"}). Once the endogenous RNAi machinery is active, it must lead to the degradation or translational suppression of a corresponding mRNA in a sequence‐dependent fashion (Whyard et al., [2009](#efs2e170708-bib-0152){ref-type="ref"}; Baum and Roberts, [2014](#efs2e170708-bib-0010){ref-type="ref"}). And finally, the loss of that transcript must have an adverse impact on the NT arthropod (Bolognesi et al., [2012](#efs2e170708-bib-0013){ref-type="ref"}; Baum and Roberts, [2014](#efs2e170708-bib-0010){ref-type="ref"}).

If any of the aforementioned steps is unlikely or impossible, then the risk to a NT arthropod from a RNAi‐based GM plant is negligible. Some elements of this generic pathway will be case specific -- for example, the sequence of a dsRNA will determine whether mRNA with a complementary sequence is available for silencing. However, there are steps in this pathway that will be common to most or all cases, and these represent potential targets for conducting basic research, to gather baseline data in support of the risk assessment of RNAi‐based GM plants (Roberts et al., [2015](#efs2e170708-bib-0123){ref-type="ref"}). This includes, for example, the ability of dsRNA to persist in the environment, the importance of sequence independent effects, and the use of bioinformatics to predict adverse effects.

Multiple factors can affect RNAi efficiency in arthropods, including: dsRNA concentrations; lengths of dsRNA fragments; the timing and duration of exposure; dsRNA uptake and degradation activities; activation of RNAi machinery; and the life stage of the target organisms (reviewed by Christiaens et al., [2018](#efs2e170708-bib-0024){ref-type="ref"}). Information on barriers to exposure such as the potential degradation of dsRNA prior to ingestion, instability of the dsRNA within the recipient organism following ingestion, barriers to cellular uptake, and the inherent sensitivity of the organism to ingested dsRNA could facilitate risk assessment predictions across NT taxa, refine exposure estimates, or allow assumptions of minimal exposure in certain organisms. At present, however, there is insufficient understanding of specific barriers to make any generalisations (Ramon et al., [2014](#efs2e170708-bib-0118){ref-type="ref"}; US EPA, [2014](#efs2e170708-bib-0149){ref-type="ref"}; Christiaens et al., [2018](#efs2e170708-bib-0024){ref-type="ref"}). An improved understanding of the ability of susceptible arthropods to take up dsRNA from the environment as well as a more complete picture of which insect orders possess the capacity for systemic RNAi will be informative for identifying species that may require consideration during risk assessment, and those species that can be eliminated from consideration owing to their inability to respond to dietary RNAi.

In cases where a NT arthropod is known to be susceptible and is predicted to be exposed to the dsRNA in the environment in sufficient quantity (Romeis et al., [2014](#efs2e170708-bib-0127){ref-type="ref"}), it is useful to understand how likely off‐target gene effects are to be realised. There are two ways to approach this question (Roberts et al., [2015](#efs2e170708-bib-0123){ref-type="ref"}), and examples of both approaches are available in the literature (Whyard et al., [2009](#efs2e170708-bib-0152){ref-type="ref"}; Bolognesi et al., [2012](#efs2e170708-bib-0013){ref-type="ref"}; Bachman et al., [2013](#efs2e170708-bib-0006){ref-type="ref"}, [2016](#efs2e170708-bib-0007){ref-type="ref"}; Pan et al., [2017](#efs2e170708-bib-0113){ref-type="ref"}; Haller et al., [2019](#efs2e170708-bib-0078){ref-type="ref"}). The first is a bioinformatics‐based approach where one analyses the sequence complementarity between the pool of siRNAs and the target gene in NT species as this would indicate potential bioactivity. This approach could guide the selection of NT species harbouring genes that share a certain level of homology with the target gene in the pest, and those species should therefore be the focus of further assessment. Moreover, if reliable bioinformatic data indicate that the minimum sequence requirements for RNAi activity are not met, further assessment may not be necessary as the likelihood of adverse effects is low. However, this approach is currently subject to substantial limitations (EFSA, [2014](#efs2e170708-bib-0046){ref-type="ref"}; Ramon et al., [2014](#efs2e170708-bib-0118){ref-type="ref"}; US EPA, [2014](#efs2e170708-bib-0149){ref-type="ref"}; Casacuberta et al., [2015](#efs2e170708-bib-0021){ref-type="ref"}; Christiaens et al., [2018](#efs2e170708-bib-0024){ref-type="ref"}). The bioinformatics‐based approach requires knowledge of sequence information that may not be available for all species of interest. It may also be subject to differences between organisms in terms of how the RNAi machinery functions in relation to base pair mismatches. Moreover, scientific uncertainty remains on the exact rules governing siRNA--mRNA matches/interactions. Hence, progress of basic research on RNAi mechanisms, production of suitable genome data for relevant species and design of efficient algorithms to make reliable predictions will increase the usability of bioinformatic data in support of ERAs of RNAi‐based GM plants.

The other way to approach the problem is to conduct NT feeding studies using dsRNA that is perfectly homologous to the target gene in the target organism. These should be done with a range of organisms, starting with close relatives, and then moving outward to see how phylogenetically distant organisms respond (Bachman et al., [2013](#efs2e170708-bib-0006){ref-type="ref"}, [2016](#efs2e170708-bib-0007){ref-type="ref"}; Pan et al., [2017](#efs2e170708-bib-0113){ref-type="ref"}; Haller et al., [2019](#efs2e170708-bib-0078){ref-type="ref"}). This approach enables characterisation of the activity spectrum of dsRNAs and can be done without sequence information from the tested species. Bachman et al. ([2013](#efs2e170708-bib-0006){ref-type="ref"}, [2016](#efs2e170708-bib-0007){ref-type="ref"}) suggest that, in tested arthropods, close phylogenetic relationships are required for off‐target gene effects. The experience gained will indicate whether such bioassays are appropriate to assess the effects of RNAi on the fitness and performance of NT arthropods. The timing and duration of exposure necessary to achieve the RNAi response are uncertain, as are the most sensitive endpoints to be measured, and a more thorough investigation of dose--response relationships for siRNA targets would therefore be necessary for RNAi susceptible NT arthropods. Since the usefulness of bioassays with plant material to capture unknown complexities and variability in the RNAi‐based GM plant remains a contentious point of debate (Romeis et al., [2011](#efs2e170708-bib-0126){ref-type="ref"}, [2014](#efs2e170708-bib-0127){ref-type="ref"}; Lundgren and Duan, [2013](#efs2e170708-bib-0100){ref-type="ref"}; US EPA, [2014](#efs2e170708-bib-0149){ref-type="ref"}; Devos et al., [2016b](#efs2e170708-bib-0035){ref-type="ref"}; Arpaia et al., [2017](#efs2e170708-bib-0004){ref-type="ref"}), it would be helpful to investigate whether such bioassays will add weight of evidence to the NT risk assessment, and what determines their need.

### 3.1.3. Conclusions and recommendations {#efs2e170708-sec-0008}

Although current knowledge may well be enough to conduct case‐specific ERAs, we presently have an incomplete understanding of the susceptibility of arthropods to environmental exposure to dsRNA, as well as the parameters that influence the likelihood of off‐target gene effects. Additional research addressing these areas is warranted to improve the certainty associated with ERAs of RNAi applications and contribute to reducing the burden of case‐specific data collection and testing (Roberts et al., [2015](#efs2e170708-bib-0123){ref-type="ref"}).

3.2. Problem formulation for the assessment of adverse effects of GMGH coho salmon to wild coho salmon -- a prospective analysis {#efs2e170708-sec-0009}
--------------------------------------------------------------------------------------------------------------------------------

### 3.2.1. Case study {#efs2e170708-sec-0010}

Growth hormone transgenesis can produce accelerated growth and improved feed conversion efficiency in many species of fish (Devlin et al., [2015](#efs2e170708-bib-0032){ref-type="ref"}). It is being explored as a method to improve aquaculture production of several species of food fish, and GMGH Atlantic salmon (*Salmo salar*) are now approved for land‐based commercial production and human consumption in Canada and the USA. GH transgenesis in fish is reported to produce a pleiotropy of unintended (off‐target) effects, includingaltered behaviour, life‐history timing, gene expression levels and disease resistance (Devlin et al., [2015](#efs2e170708-bib-0032){ref-type="ref"}). When considering potential environmental risks associated with use of GMGH fish, effects from both targeted and off‐target phenotypes are considered.

As a test case on potential environmental risks of GMGH fish, the problem formulation for the ERA of a line of GMGH coho salmon (*Oncorhynchus kisutch*; Devlin et al., [1994](#efs2e170708-bib-0028){ref-type="ref"}, [2004a](#efs2e170708-bib-0029){ref-type="ref"}) developed for non‐commercial research on effects of accelerated growth in salmonids is discussed. A theoretical use scenario of land‐based aquaculture production of sterile (triploid) GMGH coho salmon within the natural migratory range of wild coho salmon populations is considered.

### 3.2.2. Problem formulation considerations {#efs2e170708-sec-0011}

The goal of the case study is to determine if commercial production of GMGH coho salmon could cause harm to wild populations of coho salmon. Wild coho salmon are key contributors to both marine and riparian ecosystems and have strong socioeconomic importance. Consequently, the maintenance of wild stocks is a key protection goal, with negative deviations from historic population sizes being considered harmful. The problem formulation focuses on potential impacts of GMGH coho salmon to wild salmon populations through hybridisation, although harm could arise through trophic interactions, as a vector of disease, and through impacts to habitat and biodiversity.

For GMGH, coho salmon to cause harm to wild populations of coho salmon through hybridisation, several steps must occur: release of GM fish from land‐based facilities; survival in nature; migration to wild spawning grounds; successful reproduction with wild fish; and negative impacts to wild populations as a result of hybridisation and introgression (Figure [2](#efs2e170708-fig-0002){ref-type="fig"}). If the biology of the GM fish or other factors prevent or partially influence any one of these steps from occurring, this would affect potential harm occurring to wild populations through hybridisation. Ideally, the potential success of GMGH fish at each step in the pathway would be examined under natural conditions. As this is not considered feasible for numerous reasons, comparisons of GMGH fish with non‐GM fish should be conducted in contained conditions that simulate relevant natural conditions as closely as possible. An advantage of using GMGH coho salmon as a test case is that the fitness and impacts of this model have been extensively examined in both standard laboratory and simulated natural conditions (Devlin et al., [2015](#efs2e170708-bib-0032){ref-type="ref"}). Consequently, this model can be used to demonstrate the information needed to determine the likelihood of pathways to harm.

![Pathway to harm from genetically modified growth hormone (GMGH) coho salmon to wild coho salmon populations through hybridisation (modified from Leggatt et al., [2010](#efs2e170708-bib-0096){ref-type="ref"}) (pop: populations)](EFS2-17-e170708-g002){#efs2e170708-fig-0002}

Assuming release of GMGH coho salmon from land‐based facilities, survival of transgenic fish in semi‐natural freshwater or marine conditions relative to non‐transgenic fish has been shown to vary depending on environmental factors (e.g. disease load, food type and availability, predation, time of simulated escape, habitat complexity, etc.; Sundström et al., [2007](#efs2e170708-bib-0138){ref-type="ref"}; Leggatt et al., [2017](#efs2e170708-bib-0098){ref-type="ref"}; Vandersteen et al., [2019](#efs2e170708-bib-0150){ref-type="ref"}), but is possible in all but the most extreme conditions (e.g. Devlin et al., [2004b](#efs2e170708-bib-0030){ref-type="ref"}). Spawning migration has not been examined in any GMGH fish and, because of the large‐scale and complex migration that occurs at this stage, it is difficult to examine under contained conditions. In another fast‐growing salmonid, the domesticated Atlantic salmon, triploid female salmon do not migrate to spawning grounds (Glover et al., [2016](#efs2e170708-bib-0068){ref-type="ref"}), do not mature, and so would not attempt to mate with wild salmon. Consequently, only fertile transgenic broodstock or diploid fish from failed triploidy (e.g. Devlin et al., [2010](#efs2e170708-bib-0031){ref-type="ref"}) have potential to migrate and spawn with wild salmon. In domesticated Atlantic salmon, while migration to spawning grounds is diminished, large numbers of escaped domesticated aquaculture fish are reported at wild Atlantic salmon spawning grounds (Glover et al., [2017](#efs2e170708-bib-0069){ref-type="ref"}), which suggests a fast‐growing phenotype does not prevent spawning migration. In terms of reproductive success, GMGH fish had extremely poor reproductive success when reared in small‐scale culture, but had similar reproductive success as non‐GM coho salmon when both were reared under semi‐natural conditions and could successfully mate with wild‐reared hatchery fish (Bessey et al., [2004](#efs2e170708-bib-0011){ref-type="ref"}; Fitzpatrick et al., [2011](#efs2e170708-bib-0060){ref-type="ref"}; Leggatt et al., [2014](#efs2e170708-bib-0097){ref-type="ref"}). Should successful reproduction between GMGH and wild coho salmon occur, studies in simulated stream conditions indicate the presence of the transgene may decrease survival under some conditions (Vandersteen et al., [2019](#efs2e170708-bib-0150){ref-type="ref"}), with potential impacts on wild salmon productivity. However, impacts from the presence of the transgene have been found to be context‐specific, where GM fish may have lesser, equal or greater survival than non‐GM siblings dependent on numerous factors (see above, and Vandersteen et al., [2019](#efs2e170708-bib-0150){ref-type="ref"}). Consequently, the impacts of hybridisation on wild populations may vary depending on the environmental conditions present. Regarding the impacts of introgression of the transgene into wild salmon populations, computer modelling simulations found presence of the transgene could potentially shift genetic backgrounds and phenotypes of both GM and non‐GM individuals away from the naturally selected optima (Ahrens and Devlin, [2011](#efs2e170708-bib-0003){ref-type="ref"}). Quantitative trait loci mapping demonstrated the presence of the GH transgene altered the genetic basis of growth‐related traits in coho salmon, which may indicate the potential for the transgene to influence evolutionary changes in coho salmon, with potential ecological consequences (Kodama et al., [2018](#efs2e170708-bib-0089){ref-type="ref"}).

Overall, assuming GMGH coho salmon escape aquaculture facilities, there is no step in the examined pathway that would completely prevent harm to wild coho salmon populations through hybridisation. It is important to note that the likelihood and level of harm are expected to be context‐specific. Studies in laboratory and varying semi‐natural conditions demonstrate the steps in the pathway may be influenced by numerous factors including time or life stage of escape and biological conditions present in the natural environment. Consequently, there is significant uncertainty in final predictions of harm to wild populations from GMGH salmon. These studies have also demonstrated major difficulties associated with using data solely from culture conditions to predict environmental risk. For example, genotype‐by‐environment interactions have been noted for most phenotypes examined, where wild and GM fish respond to different environments in different ways (Devlin et al., [2015](#efs2e170708-bib-0032){ref-type="ref"}). GMGH and non‐GM salmon have been shown to respond to cultured and simulated‐natural conditions very differently (e.g. Sundström et al., [2007](#efs2e170708-bib-0138){ref-type="ref"}). These strong genotype‐by‐environment interactions make problematic any predictions of success or impacts of GMGH fish in nature using data from culture conditions and contribute significantly to uncertainty in ERA (Vandersteen et al., [2019](#efs2e170708-bib-0150){ref-type="ref"}).

### 3.2.3. Conclusions and recommendations {#efs2e170708-sec-0012}

Under the theoretical use scenario, should GMGH coho salmon escape land‐based facilities, they could conceivably harm important populations of wild coho salmon through hybridisation. All post‐release steps in the examined pathway to harm (Figure [2](#efs2e170708-fig-0002){ref-type="fig"}) have been corroborated to some extent through laboratory studies or use of surrogate organisms, although likelihood and level of effects for many steps may be context specific, with significant uncertainty in measures of harm. Differing predictions of success and harm of GMGH fish when examined under culture versus semi‐natural conditions demonstrate the importance of simulating relevant natural conditions when examining environmental risk. The examined pathway to harm is only one of several potential interacting pathways where GH transgenic fish may harm wild fish populations and natural ecosystem, should they escape aquaculture facilities. This demonstrates the importance of full containment of GMGH fish to prevent harm to wild fish populations and the environment during commercial production of GM fish.

3.3. Problem formulation for the assessment of adverse effects of gene drive‐modified mosquitoes on NTOs -- a prospective analysis {#efs2e170708-sec-0013}
----------------------------------------------------------------------------------------------------------------------------------

### 3.3.1. Case study {#efs2e170708-sec-0014}

Any genetic element that is inherited at a greater frequency than predicted through Mendelian genetics can be referred to as a 'gene drive'. Gene drives positively bias their own inheritance and thus spread rapidly through populations, even if they incur a fitness cost (North et al., [2019](#efs2e170708-bib-0112){ref-type="ref"}). First reported in the 1950s, natural gene drives have been well‐characterised (Hammond and Galizi, [2017](#efs2e170708-bib-0079){ref-type="ref"}). The idea of harnessing gene drives to address challenges related to disease vectors, agricultural pests, invasive species and conservation is not new, but received new impetus with the discovery of driving‐endonuclease genes and with recent molecular advances that allow their introduction into insects. Most recently, the use of CRISPR‐Cas9 technology to create novel driving‐endonuclease genes has further spurred interest, suggesting that a practical application of gene drive mechanisms could be more readily achievable than previously believed. Several different projects are ongoing to develop engineered gene drives, and these have captured a great deal of public attention.

Strategies to use gene drives in the context of GM insects can be differentiated based on (e.g. Eckhoff et al., [2017](#efs2e170708-bib-0042){ref-type="ref"}; James et al., [2018](#efs2e170708-bib-0085){ref-type="ref"}; Scott et al., [2018](#efs2e170708-bib-0133){ref-type="ref"}): desired outcome: population suppression[2](#efs2e170708-note-1005){ref-type="fn"} vs. population replacement,[3](#efs2e170708-note-1006){ref-type="fn"}ability of the trait to establish or spread: self‐sustaining vs. self‐limiting drives.

Within each category, different technical approaches \[e.g. homing‐based drives using homing endonuclease genes; sex‐linked meiotic drives; Medea, the maternal effect dominant embryonic arrest system; underdominance or heterozygote inferiority drives; heritable microorganisms as illustrated by *Wolbachia*; Frieß et al., [2019](#efs2e170708-bib-0062){ref-type="ref"})\] with diverse characteristics are possible \[e.g. conventional vs. integral gene drives (Nash et al., [2019](#efs2e170708-bib-0107){ref-type="ref"}); toxin‐antidote recessive embryo gene drives (Champer et al., [2019](#efs2e170708-bib-0022){ref-type="ref"}); allelic gene drives (Guichard et al., [2019](#efs2e170708-bib-0077){ref-type="ref"})\].

Population suppression strategies aim to reduce the size of a target population by imposing a fitness cost via the inactivation of important genes involved in the survival or reproduction of the target population (e.g. reducing fertility of progeny, bias of the sex ratio toward males). This causes population decline or even collapse. Population replacement strategies for controlling vector populations are used to replace a current genotype with one less able to transmit disease (disease refractory). These strategies are based on inactivation of a gene or genes involved in pathogen survival in the vector (e.g. pathogen resistance) or that are required for the target organism to transmit the pathogen (e.g. a tendency to feed on humans in the case of mosquitoes). They can involve the introduction of a new gene or genes, such as those that produce molecules that will kill the pathogen in the vector. For strategies aiming for population suppression, modified target insects are expected to decrease to low numbers over the period of a few years as the overall target population is reduced. Strategies aiming for population replacement require the modification to persist: the drive mechanism must be capable of overcoming any fitness costs and increase in frequency in the target population from low initial levels to fixation, or near fixation, within a meaningful time frame (James et al., [2018](#efs2e170708-bib-0085){ref-type="ref"}).

Self‐sustaining drives are gene drives that are designed to cause desirable genes to increase in frequency in a population (or populations) and ideally become fixed in the population (or populations). These drives will ideally sustain the high frequency of the desirable gene indefinitely unless actions are taken to reverse the impact and/or frequency of the drive through release of another transgenic strain. Natural resistance to a self‐sustaining drive could evolve among wild individuals in a population and reverse its impact and/or frequency. A self‐sustaining drive can be designed to be *spatially unrestricted* and move to any population that has gene flow with the population where the drive was released, or a self‐sustaining drive can be designed to only spread within a single population or region. These are referred to as spatially restricted gene drives. Examples of spatially unrestricted drives are some CRISPR‐based, simple homing drives and Medea drives when developed to have very low thresholds for release. Examples of spatially restricted drives are under dominance‐based drives and Medea drives when developed to have high thresholds for release. Self‐limiting drives are gene drives that are designed to cause desirable genes to increase in frequency in a population for a limited period of time after which the genes decrease in frequency and are ideally lost from the population. The desirable genes could either be those that change the population\'s characteristics or suppress the population density. These type of gene drives are also referred to as temporally limited drives. Examples are daisy‐chain gene drives (Noble et al., [2019](#efs2e170708-bib-0111){ref-type="ref"}) and killer--rescue drives (Gould et al., [2008](#efs2e170708-bib-0072){ref-type="ref"}).

The nature of gene drive applications, which involve the deliberate spread of GM traits into interbreeding populations, is demonstrably different from other large scale applications of genetic technologies that are generally intended to be limited to specific uses in controlled environments (as is the case with GM crops for agriculture) or limited in exposure over space and time (as is the case with the release of sterile GM insects). The nature of gene drives to spread into populations, at least in part, has led some environmental groups to call for a global moratorium on the field application of this technology as they argue it may lead to undesired side effects and alter ecosystems in irreversible ways. However, in a recent open letter, a group of more than 100 scientists, including many studying gene drives, urged governments to reject this moratorium. Others have called for the establishment of different forms of governance so that any gene drive releases are done safely and responsibly, and with early input into the decision‐making process by all concerned parties (NASEM, [2016](#efs2e170708-bib-0106){ref-type="ref"}; Kofler et al., [2018](#efs2e170708-bib-0090){ref-type="ref"}; Bartumeus et al., [2019](#efs2e170708-bib-0009){ref-type="ref"}; Brossard et al., [2019](#efs2e170708-bib-0016){ref-type="ref"}; Hartley et al., [2019](#efs2e170708-bib-0080){ref-type="ref"}; Kuzma, [2019](#efs2e170708-bib-0091){ref-type="ref"}; Thizy et al., [2019](#efs2e170708-bib-0142){ref-type="ref"}).

As with any technology, however, true understanding of the potential risks to the environment must be informed by a case‐specific risk assessment, not a generalised view of the technology (James et al., [2018](#efs2e170708-bib-0085){ref-type="ref"}; Frieß et al., [2019](#efs2e170708-bib-0062){ref-type="ref"}). One specific case example where the use of gene drive mechanisms has been proposed is to target vector mosquitoes in order to reduce or eliminate the spread of malaria (Gantz et al., [2015](#efs2e170708-bib-0064){ref-type="ref"}; Burt et al., [2018](#efs2e170708-bib-0019){ref-type="ref"}; Kyrou et al., [2018](#efs2e170708-bib-0092){ref-type="ref"}). This is a long‐standing public health goal, and the eradication of human malaria would have tremendous economic and social benefits, particularly in sub‐Saharan Africa where the most efficient vectors transmit the deadliest malaria parasite.

To ensure that the development and potential deployment of a gene drive as part of a malaria eradication strategy is fully informed by an evaluation of risks to the environment and human health, researchers, donor organisations and stakeholders have embarked on a series of consultations, workshops and public engagements aimed at problem formulation for the use of gene drive‐modified mosquitoes to reduce malaria incidence (Murray et al., [2016](#efs2e170708-bib-0105){ref-type="ref"}; Roberts et al., [2017](#efs2e170708-bib-0124){ref-type="ref"}; Hayes et al., [2018](#efs2e170708-bib-0081){ref-type="ref"}; James et al., [2018](#efs2e170708-bib-0085){ref-type="ref"}).

### 3.3.2. Problem formulation considerations {#efs2e170708-sec-0015}

In May 2016, the Foundation for the National Institutes of Health and the ILSI Research Foundation organised an expert workshop to consider the potential risks related to the use of gene drives in *Anopheles gambiae* for malaria control in Africa. The resulting discussions yielded a series of consensus points that are reported in Roberts et al. ([2017](#efs2e170708-bib-0124){ref-type="ref"}). Subsequently, in 2016--2018, the New Partnership for African Development (NEPAD) organised a series of regional consultations in Africa addressing the same issue. It is impossible to fully capture the richness of these discussions in a few paragraphs, but this section will identify some important highlights common to most or all of these events.

Like all risk assessments, any ERA for a gene drive‐modified mosquito will need to be case‐specific -- focusing on the species, the trait introduced and the environment where the species will be released. In the case of gene drive‐modified *A. gambiae* intended to reduce the incidence of malaria, quite a lot is known about the species based on a long history of control programmes intended to reduce its interactions with humans and subsequent disease transmission. Although this mosquito is a prey species for many generalist predators, experience with control programmes does not suggest removing it from the environment will have serious impacts on ecosystems (Collins et al., [2019](#efs2e170708-bib-0025){ref-type="ref"}). Nevertheless, it was generally agreed that future risk assessments should consider the potential for the introduction of a gene drive to affect biodiversity, for example, through the introduction of a toxic protein.

Perhaps unsurprisingly, most participants agreed that some attention was required to address the vectorial capacity of the organism and indicated that future risk assessment would need to incorporate consideration of whether the genetic modification could result in any increase in transmission or severity of malaria or other diseases that are vectored by the mosquito.

Because *A. gambiae* spends part of its life cycle in aquatic habitats, some participants identified the need to assess possible effects on water quality. However, it is worth noting that pathways to harm by which this might occur were difficult for most participants to generate, primarily because these mosquitoes live in small, frequently transient bodies of water closely associated with human habitation. Soil quality, air quality, agriculture and natural resources were by and large not considered pertinent.

### 3.3.3. Conclusions and recommendations {#efs2e170708-sec-0016}

The introduction of any new technology is accompanied by questions about associated risks. The potential to use a gene drive incorporated into a disease vectoring mosquito to reduce the incidence of malaria represents a departure from earlier methods of vector control (such as chemical sprays, use of physical barriers, and environment modification to eliminate breeding habitat), as well as from earlier releases of GMOs into the environment, which have primarily involved the use of GMOs for spatially limited uses, including crops for agriculture or sterile insect releases (Frieß et al., [2019](#efs2e170708-bib-0062){ref-type="ref"}). Because this application of genetic technology is novel, a great deal of attention is being given to considerations around ERA. Efforts to engage with stakeholders around regulatory considerations will continue, and as they do so, it will be important to keep in mind what has been learned through earlier work.

First, although the particular application is novel, it can still be informed by experiences with classical vector control, and especially the use of exotic biological control organisms. While it may be true that engineered gene drives (excluding insects harbouring artificially acquired strains of *Wolbachia*) have not previously been released into the environment, there is ample experience with releasing organisms (and their genomes) into environments where they were not earlier present, and these experiences provide a good basis to identify potential risks. Second, many of the discussions around risk assessment for gene drive‐modified mosquitoes identified risks that are not associated with this specific technology but are common to any vector control programme. These include the potential negative consequences of removing the mosquito from the environment, and human health consequences if malaria is removed from the environment only to return after local immunity is reduced. These are important considerations as part of any control effort, but they should not be unnecessarily linked to any technology. Finally, as with any other ERA for a new technology, it will be critical for regulators and governments to clearly identify their environmental policy goals (and protection priorities). Agreement on protection goals will be a prerequisite for producing ERAs that can address them.

3.4. Problem formulation for the assessment of adverse effects of classical biological weed control agents on NTOs -- a prospective analysis {#efs2e170708-sec-0017}
--------------------------------------------------------------------------------------------------------------------------------------------

### 3.4.1. Case study {#efs2e170708-sec-0018}

When invasive alien weed species become established and spread to an extent that cannot be addressed by traditional control methods, classical biological control (CBC) can be considered. When invasive the biological control agent is sought from the suite of herbivores that have co‐evolved with the target weed in its native range (Thomas and Reid, [2007](#efs2e170708-bib-0143){ref-type="ref"}). The intent of this action, which has a long history, is for the biological control agent to become established, ideally after a single release, and persist in the environment, while bringing the target weed under permanent control with little or no further intervention (McFadyen, [1998](#efs2e170708-bib-0104){ref-type="ref"}). This is normally a public good activity funded by governments as there is no real opportunity for sales aside from redistribution of agents to areas from which they are absent. CBC against weeds has a very long history of application in much of the world, where over 500 biological control agents have been released against at least 220 species of weed in 130 countries (Winston et al., [2014](#efs2e170708-bib-0154){ref-type="ref"}). In contrast, there has been very little take up of CBC in Europe, and the only successful examples are the results of accidental introductions (Shaw et al., [2018](#efs2e170708-bib-0136){ref-type="ref"}).

### 3.4.2. Problem formulation considerations {#efs2e170708-sec-0019}

CBC could be considered to have the potential for direct and indirect effects on the environment. Most of the focus in CBC is on the likelihood of NT impacts post‐release. The questions that may be raised and how they can be assessed -- at least for an arthropod agent -- are, in order of scale, direct effects (Figure [3](#efs2e170708-fig-0003){ref-type="fig"}) and indirect effects (Figure [4](#efs2e170708-fig-0004){ref-type="fig"}).

For direct effect‐related questions, study methods for assessing specificity in the laboratory are well‐established. Moreover, they are recognised as being predictive of safety in the field, although rather conservative. The physiological host range of a herbivore, as revealed by feeding and survival studies carried out in the laboratory, tends to be larger than the one realised in the field post‐release and can be considered as rather conservative when assessing risk. It is common that false positives emerge that suggest a threat that is not realised once the agent is released.

![Pathway to harm for direct effects of a classical biological weed control agent (BCA: biological control agent; NT: non‐target)](EFS2-17-e170708-g003){#efs2e170708-fig-0003}

While direct feeding effects are relatively easy to establish, the complexity of many food webs makes any indirect effects of a new organism much harder to predict and even study (Figure [4](#efs2e170708-fig-0004){ref-type="fig"}). Such effects are often described as apparent competition since the arrival of an organism that becomes a food source for another organism (predator/parasitoid) may have ripple effects on a tertiary organism(s) that the natural enemies normally feed upon and these can be negative or positive for that organism.

![Pathway to harm for potential indirect effects of releasing a classical biological weed control agent (BCA: biological control agent; pop: populations)](EFS2-17-e170708-g004){#efs2e170708-fig-0004}

Many of the abovementioned questions have been considered during the research and licensing phase of the Japanese knotweed biocontrol programme which culminated in the release of the psyllid *Aphalara itadori* (Shinji) in England and Wales in 2010. The traditional host range testing carried out in CBC meant the rejection of many of the 186 species of arthropod herbivores that were recorded during the study in Japan (Shaw et al., [2009](#efs2e170708-bib-0135){ref-type="ref"}). Questions were raised about the potential secondary, tertiary and community‐level impacts of releasing the psyllid into the environment, i.e. indirect effects. The fact that it was a quarantine organism at the time made it impossible to carry out much more than preference studies using commercially available natural enemies in the laboratory, which showed no preference for such alternative prey over aphids, for example. Once the psyllid had been cleared for release, these results were reinforced by field cage studies with heavily augmented psyllid populations applied to natural knotweed stands. The psyllid has yet to establish reliably at most release sites and a new stock is likely to be needed.

CBC agents also come in the form of fungi (exotic and intended for single release) and for these the risks are arguably even lower as obligate biotrophs are the normal candidates. Rusts, smuts and powdery mildews are often remarkably specific, even to a subspecies level. Also, the likelihood of indirect effects is very low as they are a food source for very few organisms, and these are of little significance. A recent example is the release of the rust fungus *Puccinia komarovii* var. *glanduliferae* against Himalayan balsam (*Impatiens glandulifera*) in England and Wales (Tanner et al., [2015](#efs2e170708-bib-0139){ref-type="ref"}) which revealed variations in the target Himalayan balsam population and is effectively too specific for wide‐scale control. While establishment and spread are promising at some release sites, other varieties are being sought to target currently unsusceptible populations.

### 3.4.3. Conclusions and recommendations {#efs2e170708-sec-0020}

Risk assessment in weed biocontrol can be straightforward as far as host range and direct NT safety is concerned, but once considerations of food web and community level predictions are required, our ability to assess these meaningfully all but vanishes. This is a consequence of the organisms being subject to quarantine requirements and the complexity of the field environment. One challenge facing researchers is how to detect and overcome false positives in safety testing due to laboratory artefacts, i.e. distinguishing the physiological vs the realised host range and therefore avoiding the unnecessary rejection of perfectly safe agents. There are numerous effective and safe weed biocontrol agents that were released decades ago that continue to do their job effectively and without significant negative impacts that would not have passed the current regulatory requirements. Unfortunately, the only successful weed biocontrol examples in the EU are the results of unintentional introductions of biological control agents (Shaw et al., [2018](#efs2e170708-bib-0136){ref-type="ref"}), and this may lead to more unauthorised introductions if the regulatory pathway is perceived as a hindrance.

Perhaps the most fundamental issue is to find a way for the benefits to be included in any risk assessment relating to invasive species since doing nothing is a high‐risk response. If we were to assess the risk of not releasing a biological control agent against an invasive weed that has not yet filled the whole of its potential ecological range, then it is virtually guaranteed that negative environmental impacts would be predicted to continue to increase along with the direct and indirect economic cost. Thankfully, this was recognised during the recent EFSA assessment of the proposal to release *Trichilogaster acacealongifoliae* against long‐leaved wattle *Acacia longifolia* in Portugal where it was recommended that experts should review the risk assessment, not recreate it, and that the review process needed to be rapid and include consideration of the potential benefits of the biological control agent introduction (EFSA, [2015b](#efs2e170708-bib-0048){ref-type="ref"}).

3.5. Problem formulation for the assessment of adverse effects of neonicotinoid insecticides on bees -- a retrospective analysis {#efs2e170708-sec-0021}
--------------------------------------------------------------------------------------------------------------------------------

### 3.5.1. Case study {#efs2e170708-sec-0022}

Pesticides, together with biocides, are the only chemicals deliberately introduced in the environment with the aim of exerting a toxic action. When used in agricultural settings in the form of PPPs, their targets are pests, i.e. any living organism that may cause a reduction of crop yield. However, once introduced in the environment, pesticides may pose a risk to NTOs.

Bees represent an important group of NTOs; they provide important ecological functions, sustaining ecosystem services (e.g. pollination, food production). Wild bee populations and managed bee colonies in Europe and in North America have been found to be under great pressure in the last decade, due to exposure to a wide range of stressors, some of which contributed to honeybee colony losses in many parts of the worlds. Since bees are often strongly linked to agricultural settings, assessing the risk posed by pesticide exposure to their health is extremely important.

EFSA is responsible for producing guidance documents for the ERA of PPPs in the EU. The role of these guidance documents is to provide clear and prescriptive indications on how to carry out ERA for NTOs. Therefore, problem formulation is not determined for every specific case, as the guidance documents define it *a priori* for all cases in most of its aspects. These include: identification of hazard and exposure pathways; definition of operational protection goals; formulation of risk hypotheses; and assessment methodology comprising different tiers.

The guidance document on the risk assessment of PPPs on bees (EFSA, [2013b](#efs2e170708-bib-0045){ref-type="ref"}; see also Rortais et al., [2017](#efs2e170708-bib-0129){ref-type="ref"}) has been used by EFSA for its recent conclusions on three neonicotinoid substances (EFSA, [2018a](#efs2e170708-bib-0051){ref-type="ref"},[b](#efs2e170708-bib-0052){ref-type="ref"},[c](#efs2e170708-bib-0053){ref-type="ref"}). This experience forms the basis for the analysis below, which, contrary to the previously presented case studies, has a retrospective focus.

### 3.5.2. Problem formulation considerations {#efs2e170708-sec-0023}

The problem formulation for the ERA of PPPs on bees has been reviewed for three main areas: (1) identification of routes of exposure; (2) quantification of exposure; and (3) quantification of effects.

#### 3.5.2.1. Identification of relevant routes of exposure {#efs2e170708-sec-0024}

EFSA\'s bee risk assessment guidance considers several routes of exposure, some of which were already addressed in other guidance documents (EC, [2002](#efs2e170708-bib-0039){ref-type="ref"}; EPPO, [2010](#efs2e170708-bib-0057){ref-type="ref"}). These include: (1) contact exposure due to contamination of plant surfaces after sprayed pesticide applications; and (2) oral exposure due to pollen and nectar contamination following either spray applications or upward translocation (from soil, roots or seeds) of pesticides with systemic properties. Apart from these, explicit consideration of other routes of exposure, such as due to dust drift and guttation, has been introduced in EFSA ([2013b](#efs2e170708-bib-0045){ref-type="ref"}).

Dust drift generally refers to mechanical abrasion of granular formulations or pesticide‐treated seeds that, during the sowing process, results into the blowing out of dust containing the active substance. The dust can deposit onto the vegetation surrounding the treated field, contaminating plant surfaces as well as nectar and pollen. The relevance of such a route of exposure became apparent in the late 2000s, when some important episodes of hive poisoning took place (Pistorius et al., [2008](#efs2e170708-bib-0115){ref-type="ref"}; Forster, [2010](#efs2e170708-bib-0061){ref-type="ref"}). Nonetheless, the quantification of exposure via dust drift depends on multiple variables, and hence, current estimations are complex and present considerable uncertainties.

Guttation is the exudation of drops of xylem sap on leaves of some vascular plants. Pesticides with systemic properties can be found in very high concentration in guttation fluids (Tapparo et al., [2011](#efs2e170708-bib-0140){ref-type="ref"}) and thus honeybees using guttation fluids as water supply may be harmed. As such, this route of exposure is explicitly considered in EFSA ([2013b](#efs2e170708-bib-0045){ref-type="ref"}). However, while exposure via guttation fluids can be important for single honeybees, its relevance at the colony level is debatable for most crops, as the extent to which honeybees use guttation fluids for water provisioning is unclear. In addition, the current scheme for refining the exposure values for both dust deposition and guttation has proven impractical as it requires information on several variables for which data are difficult to gather at the EU level.

Despite the novelties introduced in EFSA ([2013b](#efs2e170708-bib-0045){ref-type="ref"}), routes of exposure currently considered are mainly based on experience with honeybees and other bees with similar bioecological traits. Bee diversity is significant, and little is known on whether the evaluated routes of exposure are protective of others. Joint efforts coordinated by the USA\'s EPA (Bireley et al., [2019](#efs2e170708-bib-0012){ref-type="ref"}) recently produced important advancements in this respect (Gradish et al., [2018](#efs2e170708-bib-0073){ref-type="ref"}; Sgolastra et al., [2018](#efs2e170708-bib-0134){ref-type="ref"}), which should be considered in future developments.

#### 3.5.2.2. Quantification of exposure {#efs2e170708-sec-0025}

For a rather long time, the ERA for bees relied on the concept of hazard quotient, where exposure and effects are compared using different units (e.g. application rates in terms of weight/area vs. doses in terms of intake weight/bee), and the identification of trigger values implied the use of uncertain and complex calibration. The need to solve this mismatch had been recognised (e.g. see Barmaz et al., [2012](#efs2e170708-bib-0008){ref-type="ref"}; Rortais et al., [2017](#efs2e170708-bib-0129){ref-type="ref"}) before being addressed in EFSA ([2013b](#efs2e170708-bib-0045){ref-type="ref"}), at least for oral exposure. Indeed, EFSA ([2013b](#efs2e170708-bib-0045){ref-type="ref"}) introduced a quantification of exposure in terms of intake per bee, which is the same unit used to express thresholds of effects (i.e. ecotoxicological endpoints). Such quantification of the exposure makes an explicit consideration of multiple factors (residue levels, sugar content in nectar, sugar/pollen consumption, etc.), most of which can be refined through direct measurement. In addition, EFSA ([2013b](#efs2e170708-bib-0045){ref-type="ref"}) introduced the concept of the exposure assessment goal, i.e. a use‐specific exposure level to consider in ERA. Exposure varies between different colonies/hives surrounding a certain treated area. Within such distribution of exposure, the assessment goal always represents the 90th percentile. The selection of this level is consistent across tiers. However, the actual quantification makes use of default values at tier 1, while it could be refined via direct measurements for higher tiers.

#### 3.5.2.3. Quantification of effects {#efs2e170708-sec-0026}

The core endpoint for the risk assessment is the colony strength/population abundance, for which EFSA ([2013b](#efs2e170708-bib-0045){ref-type="ref"}); specifies clear thresholds of effects in the definition of operational protection goals. This endpoint is generally measured in higher tier studies (i.e. semi‐field and field studies), where actual hives/nests/populations are monitored. At the lower tiers of the assessment, the main measured effect is mortality at the level of individual organisms. For lethal effects to honeybees, the link with operational protection goals has been addressed via a simple deterministic model (Khoury et al., [2011](#efs2e170708-bib-0088){ref-type="ref"}). Hence, the link with the main operational protection goal is explicit and rather straightforward for lower tiers, albeit being somewhat oversimplified. While the conceptual link between mortality and colony strength/population abundance remains unaltered for higher tier studies, mortality measurements are more uncertain and unreliable in such experiments, especially for forager bees, owing to practical challenges posed by the experimental setup.

In contrast, the influence of lethal effects measured at lower tiers on colony/population performances is not explicitly addressed for non‐*Apis* bees, i.e. bumble bees and solitary bees.

Finally, for all bees, EFSA ([2013b](#efs2e170708-bib-0045){ref-type="ref"}) recommends considering a wide range of sublethal effects. However, the link between such effects and the operational protection goal is not clear, and their use in ERAs is not explicitly addressed. Furthermore, reference thresholds for these effects are not explicitly mentioned.

### 3.5.3. Conclusions and recommendations {#efs2e170708-sec-0027}

For the most recent ERAs of three neonicotinoid substances, EFSA performed an extensive literature review considering more than 1,500 documents (EFSA, [2018d](#efs2e170708-bib-0054){ref-type="ref"}). This review confirmed that the assessment scheme proposed in EFSA ([2013b](#efs2e170708-bib-0045){ref-type="ref"}) considers all relevant exposure routes for honeybees. However, the relevance of some exposure routes currently considered (e.g. consumption of contaminated guttation fluids) still needs further investigation. Furthermore, other exposure routes potentially relevant for other bees need to be considered further in future developments. In general, the exposure characterisation presented in EFSA ([2013b](#efs2e170708-bib-0045){ref-type="ref"}) made a huge advancement compared to the previously available assessment schemes. The refinement strategy for the exposure is logical and consistent. However, while the suggested approach is rather straightforward for oral exposure to contaminated pollen and nectar, it is significantly more problematic for other routes of exposure (i.e. guttation and dust drift), because of issues pertaining to the collection of the necessary amount of data.

Regarding effects characterisation, problem formulation resulted in a consistent scheme across tiers for endpoints (e.g. mortality) that have a direct link to the effects mentioned in the operational protection goal (colony strength/population abundance and forager mortality). However, the use of all other endpoints (mainly sub‐lethal) in ERA as recommended by EFSA ([2013b](#efs2e170708-bib-0045){ref-type="ref"}) is considered is more problematic, requiring revision.

3.6. Considerations for the problem formulation for the ERA of nanomaterials {#efs2e170708-sec-0028}
----------------------------------------------------------------------------

### 3.6.1. Case study {#efs2e170708-sec-0029}

The foundation of nanotechnology is that engineering the size and shape of materials at the nanometre scale produces distinct, novel properties with potentially functional and commercial value (EC, [2011](#efs2e170708-bib-0040){ref-type="ref"}). The specific properties of nanomaterials and their resulting unique environmental behaviour and potential effects have led to concerns that current chemical‐based ERA methods, endpoints and approaches may not be adequate, and consequently, regulations \[e.g. Registration, Evaluation, Authorisation and Restriction of Chemicals (EU REACH)\] are being updated to cover nanospecific elements (EC, [2018](#efs2e170708-bib-0041){ref-type="ref"}). Progress is needed in the prediction of environmental distribution, concentration and form (speciation) of nanomaterials, to allow early assessment of potential environmental and human exposure, thereby ensuring the relevance of hazard data and subsequent potential risk calculations to facilitate safe product design.

In recent years, it has become clear that ranking toxicities of nanomaterials through the testing of 'pristine' or 'as made' particles in standard test media may not always provide relevant answers in terms of the environmental risk their released forms might represent. However, dealing with detailed physical and chemical characterisation of the multiple forms in which nanomaterials may be released from all stages (particle production, incorporation, use and disposal phases) of a nanoenabled product\'s life cycle is impossible. Also, it is clear that adequate, realistic and efficient risk assessment cannot be done by simply comparing predicted no‐effect concentrations (PNECs) from 'laboratory tests with pristine nanomaterials' with the predicted exposure concentrations (PECs) from mass flow‐based models that do not take into account how transformations of nanomaterials both pre‐ and post‐release to the environment may affect their fate and thus exposure forms and patterns. Fate processes and behaviour of the released materials depend on the new physical and chemical properties developed in such transformations. So, tracking such transformations in detail and doing so in environmentally relevant media and concentrations is technically challenging and resource intensive beyond most available means.

To address the abovementioned challenges, the EU H2020 project NanoFASE (<http://www.NanoFASE.EU>) has worked towards moving focus away from just the physical and chemical properties of pristine engineered nanomaterials (ENMs) as the driving parameters for fate modelling and towards developing an understanding of the functional and behaviour patterns of 'release relevant ENMs' in exposure‐relevant environments and chemistries, and how to include them in exposure modelling (see Williams et al., [2019](#efs2e170708-bib-0153){ref-type="ref"}). Achieving good ERAs means aiming to provide more realistic exposure scenarios and at the same time ensuring that the hazard test results used for PNECs do represent worst‐case exposure to the relevant nanoforms.

### 3.6.2. Problem formulation considerations {#efs2e170708-sec-0030}

The problem formulation for the ERA of nanomaterials must ensure that the most relevant exposure predictions (form and concentrations) are considered, and that relevant and matching hazard data are derived and selected. For EFSA, nanomaterials are relevant in several food related products and applications (Peters et al., [2016](#efs2e170708-bib-0114){ref-type="ref"}). The sections below highlight key issues related to the ERA of nanomaterials through a series of recent (often non‐standardised) experiments and studies aimed at getting nanomaterial exposure and hazard estimates that are as relevant as possible. Issues will be highlighted through two examples falling respectively under plant protection and chemical contaminants.

#### 3.6.2.1. Identification of relevant routes of exposure -- release and environmental fate issues {#efs2e170708-sec-0031}

Engineered nanomaterials have by now reached many everyday products and can be released from many points in 'product value chains'; e.g. nanomaterial manufacture, incorporation into the product, daily use, recycling or waste handling (Pomar and Vazquez, [2019](#efs2e170708-bib-0116){ref-type="ref"}). Many of these releases will enter managed waste streams rather than go directly to the environment, but numerous nanomaterials will eventually enter wastewater treatment plants (WWTPs), and the transformation processes there drive the exposure‐relevant release forms (Adam et al., [2018](#efs2e170708-bib-0002){ref-type="ref"}). Within the WWTP, nanomaterials will react and transform, and the majority will sediment and be captured in the sludge, which is then used in many countries across Europe as valuable fertiliser in agriculture. The processes that affect EMNs, both in waste facilities and later in the environment, are currently not widely included either in research or regulatory fate and exposure models. At present, such inclusion is largely limited to aggregation processes and, to a lesser extent, dissolution. Transformation processes (e.g. sulphidation), the manufactured coatings, particle size distribution, shape and state are still usually excluded (Williams et al., [2019](#efs2e170708-bib-0153){ref-type="ref"}). These transformation and behavioural processes (e.g. dissolution, agglomeration and sedimentation) will in most cases completely transform the core material during the transit time in WWTPs (Gogos et al., [2017](#efs2e170708-bib-0070){ref-type="ref"}, [2018](#efs2e170708-bib-0071){ref-type="ref"}), and the WWTP will retain most of the nanomaterial mass within the sludge phase. The sludge that is transferred to agricultural land will contain an exposure‐relevant form of the ENM that is very different from the pristine material that was originally manufactured. Similar transformation issues will occur in soils and waters, and they will be important for driving the environmental exposure, uptake and eventual effects as detailed below (Hendren et al., [2013](#efs2e170708-bib-0082){ref-type="ref"}; Williams et al., [2019](#efs2e170708-bib-0153){ref-type="ref"}).

#### 3.6.2.2. Quantification of exposure, uptake kinetics and effects {#efs2e170708-sec-0032}

Nanomaterials can behave very differently from 'classical chemicals'. Since the fate, availability, uptake and transport of the dissolved forms of classical chemicals follow mainly equilibrium kinetics, exposure can be expressed in concentrations. Nanomaterials on the other hand behave as suspended forms; most often they do not follow equilibrium, meaning that the kinetic fate descriptors are fluxes, which are based and often involve co‐transport with other suspended particulates (Praetorius et al., [2014](#efs2e170708-bib-0117){ref-type="ref"}).

The complexity of the problem formulation depends on whether nanomaterials are intentionally used as PPPs or unintentionally added, e.g. contained in sludge used as fertilisers. For the specific issues that relate to the ERA of nanoenabled pesticides, an overview undertaken by researchers and the Australian authorities can be found in Walker et al. ([2018](#efs2e170708-bib-0151){ref-type="ref"}). As an example, the work of Elmer and White ([2016](#efs2e170708-bib-0056){ref-type="ref"}) on the application side for plant protection using different fate and uptake behaviours of nanoforms is illustrative. The authors address the problem of interplay between plant nutrition and the ability of plants to combat root diseases. Many micronutrients (e.g. Cu, Mn, Zn, Mg, B, Si) stimulate or are part of plant defence systems, but these nutrients have limited availability to roots when delivered in soil. The study undertaken by Elmer and White ([2016](#efs2e170708-bib-0056){ref-type="ref"}), investigated whether the metals could be added via topical leaf application and translocated to roots. It was found that a single foliar application of CuO (100 mg/L) to seedlings in the greenhouse before transfer to infested outdoor soils provided higher root Cu concentrations when applied in nanoform than as ions (dissolved salts) or in bulk form (large particles), and, importantly, that the nanoform resulted in greater disease suppression. Further work by Borgatta et al. ([2018](#efs2e170708-bib-0014){ref-type="ref"}) shows that not only is nanoscale copper more effective, but also that it is tuneable: changing the composition and morphology of the nanoscale copper can enhance the effect. This clearly demonstrates that the fate and uptake kinetics of nanoforms of metals can lead to higher uptake and tissue concentration that can be employed beneficially. It also highlights that such differences must be considered during ERA if trying to cross read from data on dissolved forms.

On the chemical contaminant side, WWTP sludge being applied to agricultural land provides a good example for the implications for ERA processes. As covered in the previous section, the nanoforms released to the environment are likely very different from the originally produced so‐called 'pristine' ENM forms. For example, labile cores of Cu or Ag will often have been sulfidised and the original coatings and shapes degraded or modified (Gogos et al., [2017](#efs2e170708-bib-0070){ref-type="ref"}, [2018](#efs2e170708-bib-0071){ref-type="ref"}). The flow to various environmental compartments needs to be modelled carefully taking the different fate parameter of the different forms into account (Adam and Nowack, [2017](#efs2e170708-bib-0001){ref-type="ref"}; Adam et al., [2018](#efs2e170708-bib-0002){ref-type="ref"}; Williams et al., [2019](#efs2e170708-bib-0153){ref-type="ref"}). Once within the soil, the nanomaterial forms relevant to environmental exposure (i.e. the nanoforms actually added with the sludge) taken up by soil biota may vary significantly from those seen for dissolved forms or the pristine nanoforms. This has been demonstrated for earthworms exposed to the Ag~2~S forms of ENM for which body concentrations of silver reached only a tenth of that seen in the treatments exposed to pristine versions of the Ag ENM and ionic Ag forms (Baccaro et al., [2018](#efs2e170708-bib-0005){ref-type="ref"}). However, such effects are not simple or clear‐cut and, while saying that the aged nanoforms are less available and hazardous than the ionic counter parts may be true in most laboratory hazard studies, the paradigm does not always hold in more realistic exposure experiments. In a set of studies where the uptake and effects of metals (Ag and Zn) were studied in earthworms (Lahive et al., [2017](#efs2e170708-bib-0093){ref-type="ref"}) and clover plants (Judy et al., [2015](#efs2e170708-bib-0087){ref-type="ref"}) exposed to sludge generated in a pilot‐scale WWTP with three parallel lines with respectively, no metals (control), ionic metals or metals in nanoform added to the inflow. In the earthworms, uptake of Ag was higher after exposure to soil with sludge from the nanotreated line than the ionic, while for zinc, body concentrations matched for ionic and nano treatments, and the observed reduction in earthworm reproduction was significantly greater for the nanotreated sludge. Similarly, in the clover plants, the nanotreatment inhibited root nodulation more than the ionic metals and caused increased metal uptake. It is thus clear that the form in which the nanomaterials are presented to the organisms is of great importance. It should also be considered that, while standard hazard tests are designed to provide worst‐case exposure and hazard results to serve ERA conservativism, this may not be the case for nanomaterials owing to the slow dissolution kinetics in soils. A study by Diez‐Ortiz et al. ([2015](#efs2e170708-bib-0038){ref-type="ref"}) undertook the standard 4‐week OECD 222 earthworm reproduction test in soils aged for up to a year after spiking with Ag in nano or ionic forms before testing. This showed the nanoform increasing in toxicity over time, with the EC~50~ reducing from 1,450 mg Ag/kg in the freshly spiked soils to 34 mg Ag/kg in soils aged 12 months before testing. In contrast, the EC~50~ for the ionic Ag treatment increased slightly from 49 mg Ag/kg in the freshly spiked soils to 104 mg Ag/kg in soils aged 12 months, as would be expected from the normal aging effects of metals in soils. Thus, hazard testing of nanomaterials must be undertaken bearing in mind the transformation and behavioural fate processes and ensuring the most exposure‐relevant forms are included in order to provide meaningful hazard data for ERAs.

### 3.6.3. Conclusions and recommendations {#efs2e170708-sec-0033}

In conclusion, we must be aware that the 'nano‐specific elements' employed and the forms and their release routes to the environment will differ between intended use and the materials involved, and that this must be clearly addressed in the problem formulation for the ERA of nanomaterials. Because of this and the widespread use of nanomaterials in other sectors, exposure in the food supply may become significant. An understanding of fate processes, mechanisms of action and (biological) interaction is needed to enable accurate and responsible ERAs. Nanotechnology has the potential to improve agriculture, and trade‐offs against safety and uncertainty should be discussed when considering ERAs for these products.

3.7. Considerations for the problem formulation for landscape‐scale population‐level ERAs of PPPs {#efs2e170708-sec-0034}
-------------------------------------------------------------------------------------------------

### 3.7.1. Problem formulation considerations {#efs2e170708-sec-0035}

Current guidance on the ERA of PPPs has its focus on toxicology and environmental fate, but it is becoming increasingly clear that ecological aspects pertaining to landscape and populations cannot be ignored (Dalkvist et al., [2009](#efs2e170708-bib-0027){ref-type="ref"}). While ecological aspects are included in a general way in higher tiers, these lack the descriptive ability to capture feedback consequences between environmental context and behaviour. Landscape, its structure and function, has a very important role to play in determining the outcome of risk assessment on populations of NTOs, as has been acknowledged in recent EFSA outputs (EFSA, [2015a](#efs2e170708-bib-0047){ref-type="ref"}, [2016a](#efs2e170708-bib-0049){ref-type="ref"}, [2018e](#efs2e170708-bib-0055){ref-type="ref"}). The incorporation of landscape‐scale ERA is also part of EFSA\'s 2020 strategy. In addition, there is a shift in focus with time in the regulations and outputs of the European Commission. From Directive 91/414/EEC via the current Regulation (EC) No 1107/2009, to the latest outputs of the European Commission\'s Scientific Advice Mechanism (Group of Chief Scientific Advisors, [2018](#efs2e170708-bib-0076){ref-type="ref"}), there is an increasingly broad view, i.e. from focus on individual toxicity, to populations and towards a 'One Health/One Environment' concept linking human and environmental health with socio‐economic considerations at large scales.

This amounts to a paradigm shift in ERAs of PPPs (e.g. Streissl et al., [2018](#efs2e170708-bib-0137){ref-type="ref"}), and naturally, there are both opportunities to grasp and challenges to overcome when addressing this. A key issue is to define problem formulation in a way that is commensurate with larger scale concepts but still workable as a regulatory process. A confounding factor is that current ERA guidance for PPPs (EC, [2002](#efs2e170708-bib-0039){ref-type="ref"}) is a mixture of approaches, often derived from Directive 91/414/EEC, with different ERA approaches for different NTO groups, and those approaches are variously inconsistent with landscape or systems approaches. Therefore, the starting point for landscape‐based ERAs is not easily defined. Hence, we assume here that future intermediate‐state ERAs will be aimed at population impacts at landscape scales, taking account of realistic patterns of PPP use. While this will not cover all future ERA needs, it is a useful and widely applicable approach that covers individual effects to population impacts. Some key issues to consider in this process are addressed below.

#### 3.7.1.1. Realistic use of pesticides {#efs2e170708-sec-0036}

Realistic use combines both multiple applications of multiple PPPs and a spatiotemporal context. Several studies show that there is the potential for multiple impacts (additive or interactive) caused by mixtures, multiple applications, and seasonal application of PPPs (e.g. Fryday et al., [2011](#efs2e170708-bib-0063){ref-type="ref"}; Luttik et al., [2017](#efs2e170708-bib-0101){ref-type="ref"}). This is particularly important at a landscape scale when considering long‐term impacts on organisms because interactions between the spatial dynamics of organisms, population dynamics and the patterns of PPP use will determine overall population exposure and thus population‐level impacts. The immediate consequences of this, even when considering regulation of a single substance, is that the combined impact of the other stressors cannot be ignored when determining the vulnerability of NT populations (EFSA, [2016a](#efs2e170708-bib-0049){ref-type="ref"}).

#### 3.7.1.2. Integration of multiple ERAs {#efs2e170708-sec-0037}

Currently, exposure is calculated differently across a range of ERAs, and anomalies are often encountered, e.g. when species have different life stages. When needing to develop a combined population approach, it is not possible to assess compartments of the receiving environment independently: the combined effect, including interactions, needs to be considered. To achieve this, ERAs could integrate common factors using a standard framework. A key step would be integration of terrestrial and aquatic fate models.

#### 3.7.1.3. Definition of population and operational protection goals {#efs2e170708-sec-0038}

At landscape scale, the definition of a population must be considered carefully. This is part of the definition of operational protection goals (EFSA, [2016b](#efs2e170708-bib-0050){ref-type="ref"}), which attempts to relate ecosystem services to service‐providing units and defines attributes to protect (Devos et al., [2019](#efs2e170708-bib-0037){ref-type="ref"}). At landscape scale, this differs from the current non‐spatial or local‐spatial conceptual approach. In current guidance, terrestrial impacts of PPPs have been considered separately as either 'in‐crop' or 'off‐crop', and ERA schemes are designed accordingly. However, many populations are distributed across landscapes both within and outside crop areas. Both locations can be impacted by PPPs, even indirectly via 'action at a distance', which results from population spatial dynamics. Consequently, populations must be defined carefully (Brock et al., [2010](#efs2e170708-bib-0015){ref-type="ref"}; Topping et al., [2015](#efs2e170708-bib-0146){ref-type="ref"}). One definition might consider a population as being those individuals contained within a defined spatial area (e.g. a landscape). In this case, there is also a need to consider how to interpret protection goals in this context. For example, population effects of a certain magnitude could be considered acceptable. However, if measured at the landscape scale, local effects (e.g. in‐crop) may easily exceed acceptable effects due to buffering of large areas of 'off‐crop'. In the case of operational protection goals based on ecosystem services (Nienstedt et al., [2012](#efs2e170708-bib-0110){ref-type="ref"}; Devos et al., [2015](#efs2e170708-bib-0033){ref-type="ref"}, [2019](#efs2e170708-bib-0037){ref-type="ref"}), this may invalidate the approach, if, for example, generalist predators are eradicated from fields. Conversely, an overall population impact at acceptable levels may produce unacceptable effects off‐crop due to re‐immigration. These off‐crop effects may be small and sustainable, but if allowable off‐crop effects are low, then the ERA may be overprotective. Therefore, in all cases, a careful consideration of the spatiotemporal nature of operational protection goals is needed, as well as of the metrics used to properly assess impacts in space and time (Nienstedt et al., [2012](#efs2e170708-bib-0110){ref-type="ref"}; EFSA, [2016b](#efs2e170708-bib-0050){ref-type="ref"}).

The choice of species used in ERA also needs to be carefully considered. For example, the rabbit may be used rather than the hare in toxicological studies, but for population effects, the use of the rabbit over the hare would be highly questionable when considering vulnerability (Topping and Weyman, [2018](#efs2e170708-bib-0145){ref-type="ref"}). The selection of the focal species should therefore focus more on population dynamics and less on (predicted) toxicological aspects. This also brings some new challenges since many studies have been conducted with established surrogate species, and data for new species may be lacking. This may be particularly true for new groups of conservation concern such as amphibians and reptiles (EFSA, [2018e](#efs2e170708-bib-0055){ref-type="ref"}) or bats.

#### 3.7.1.4. Landscape context {#efs2e170708-sec-0039}

In all cases, the context in which ERA should be carried out is critical. At landscape‐scale, this context is considerably more complex, and factors such as topographical structure, spatial distribution of field and non‐field, distribution and type of farmer and the crops they grow need to be added to the more traditional regulatory scenario issues that focus mainly on PPP application and assumptions of fate and toxicity. In fact, the number of variables is so great that defining a single realistic worst‐case scenario is not feasible. Therefore, there is no real alternative but to take a range of situations covering the range expected over which the PPP is used.

A second reason for this is that the interactions between landscape context and the ecology and behaviour of species result in difficulties in predicting in which landscapes the PPP will have the highest impacts. For example, when the same landscapes were used for evaluating PPP scenarios for newts and skylarks, landscape was a major factor in impact, but the pattern of effects was different between the two species (Topping and Luttik, [2017](#efs2e170708-bib-0144){ref-type="ref"}; EFSA PPR Panel, [2018e](#efs2e170708-bib-0055){ref-type="ref"}). Therefore, a range of contexts is needed to determine realistic effects.

### 3.7.2. Conclusions and recommendations {#efs2e170708-sec-0040}

The landscape‐based approach may be a radical departure from traditional ERA, although the concept of a landscape ecotoxicology is not new (Cairns and Niederlehner, [1996](#efs2e170708-bib-0020){ref-type="ref"}); it is also in line with recent outputs of the European Commission (Group of Chief Scientific Advisors, [2018](#efs2e170708-bib-0076){ref-type="ref"}) and EFSA (e.g. EFSA, [2015a](#efs2e170708-bib-0047){ref-type="ref"}). However, to make more realistic long‐term assessments of overall PPP impact on the environment, it will be necessary to move from individual‐based single substance ERAs to large spatiotemporal scales, populations and communities, and multiple stressors (e.g. Rortais et al., [2017](#efs2e170708-bib-0129){ref-type="ref"}; Streissl et al., [2018](#efs2e170708-bib-0137){ref-type="ref"}).

The opportunities presented by this change are primarily related to being better able to predict risk related to the context in which animals find themselves, and to the interactions between stressors and animal populations in space and time. This has several key potential benefits: This approach uses real landscapes simulated under realistic conditions. There is therefore the potential to link ERAs with post‐market monitoring data. Landscapes for ERA could also be chosen for monitoring, and this would allow evaluation of long‐term impacts resulting from regulatory decisions, similar to the suggestions by Streissl et al. ([2018](#efs2e170708-bib-0137){ref-type="ref"}). This provides both a test of the ERA as well as allowing validation of the underlying models.Since real landscapes are considered, ERA tools can be used to directly evaluate mitigation options. These options could be tailored to landscape contexts, which would require additional labelling. For example, PPPs may be authorised for use only in landscapes with a certain minimum percentage of 'off‐crop' area, or when using buffer strips of a specified minimum width. These specifications could be based on the landscape\'s resilience.Cross‐compliance could be dealt with through this system. Linkage between the regulatory control of PPPs and the Common Agricultural Policy subsidy schemes and Water Framework Directive could be made by considering landscape management as a whole. Hence, subsidy schemes may provide the basis for implementing mitigation options, as well as the methods for policing them.The efficiency of the ERA process may be increased. When simulating the system, many of the disparate ERA procedures currently used could be neatly harmonised. For example, aquatic concentrations of PPPs would be a natural outcome of terrestrial applications and occur in realistic patterns over time. The need to make statistical assumptions regarding distribution and exposure would be dramatically reduced because they would be mechanistically modelled, and the driving factors behind ERAs and human risk assessment from environmental exposure would be common to all.

Challenges are both technical and conceptual. The technical challenges relate to the need for accurate simulation of landscape structure and function, the development and testing of models, and obtaining the volume of data required to support these activities. The conceptual issues relate primarily to definition of operational protection goals at this scale, and decisions regarding choice of representative species and regulatory scenarios. The latter require careful attention, but once an ERA framework is defined for landscape assessment, these challenges should be relatively easily addressed.

Technical challenges may be larger and need a longer term view since considerable resources will be required. To start this process, several steps towards development of models suitable for supporting landscape‐scale ERA have already been taken by EFSA. EFSA is developing ApisRAM, an individual‐based honeybee model that will utilise landscape structure and dynamics to predict impacts of PPPs and other stressors on bees. Other models for mammals, birds, aquatic organisms and terrestrial arthropods already exist and are being adapted for use.

Currently, EFSA is working towards implementation of landscape‐scale ERAs for PPPs using a systems approach (EFSA, [2016a](#efs2e170708-bib-0049){ref-type="ref"}). This endeavour will use those building blocks currently available, and adapt them to provide a systems model that includes relevant local (Member State and regional) context. These building blocks include current models of NT animals and environmental fate models. It is planned that landscape simulation will use existing EU datasets (e.g. those held by the Joint Research Centre) to generate regulatory scenarios, and existing landscape simulation and landscape capture methods provided by the ALMaSS framework (Topping et al., [2016](#efs2e170708-bib-0147){ref-type="ref"}). This process has been initiated for restricted set of terrestrial mammal, bird and insect species including honeybees, but the aim in later developmental steps is to expand to aquatic and other systems.

Steps towards fully integrated landscape simulations combining aquatic and terrestrial ERAs with detailed interactions between components are still some way off, however, and would require significant research and development input to make the approach operational.

4. Conclusions {#efs2e170708-sec-0041}
==============

We have argued that applying problem formulation helps to frame ERAs and maximise the usefulness of ERA studies for decision‐making, through an iterative process. This is because: (1) harm is explicitly defined from the start; (2) the construction of risk hypotheses is guided by policy rather than an exhaustive attempt to address any possible differences; (3) existing information is used effectively; (4) new data are collected with a clear purpose; (5) risk is characterised against well‐defined criteria of hypothesis corroboration or falsification; and (6) risk assessment conclusions can be communicated clearly. By clearly identifying the extent to which harm becomes unacceptable (not all harms are equal; some may be more acceptable than others), considering scenarios that might lead to them, and developing testable hypotheses when necessary, risk assessments can be conducted in an open and transparent manner. In each case, problem formulation can help break down complex scenarios into more manageable elements, and thus provide a strategic approach to ERA. Moreover, it provides an easy‐to‐understand approach and a common language. These elements are especially useful for deliberations held in the context of multidisciplinary expert panels, novice risk assessors, or community/stakeholder/public engagement activities, as they help to work collegiately to organise existing knowledge into effective risk assessments and easily sort tangible concerns from those that are highly unlikely. They also help to communicate what should be assessed, why it should be assessed, and how it should be assessed, thereby greatly assisting the dialogue between risk assessors and risk managers. Finally, problem formulation offers the necessary flexibility to adapt to new circumstances, allowing for further evolution and improvement of ERAs and their harmonisation.

Problem formulation is still often hindered by the absence of clear policy goals and decision‐making criteria (e.g. definition of protection goals and what constitutes harm, limits or thresholds of concern, trigger values for action or acceptability of risk, judging the sufficiency of scientific knowledge and the extent to which uncertainty should be reduced for decision‐making) that are needed to guide the interpretation of scientific information (Evans et al., [2006](#efs2e170708-bib-0058){ref-type="ref"}; Hokanson et al., [2018](#efs2e170708-bib-0083){ref-type="ref"}). Even in jurisdictions with well‐developed regulatory systems, policy goals and decision‐making criteria are often defined in general terms, requiring refinement to make them operational for use in ERAs (Garcia‐Alonso and Raybould, [2014](#efs2e170708-bib-0066){ref-type="ref"}; Devos et al., [2015](#efs2e170708-bib-0033){ref-type="ref"}; Maltby et al., [2017a](#efs2e170708-bib-0102){ref-type="ref"},[b](#efs2e170708-bib-0103){ref-type="ref"}; Faber et al., [2019](#efs2e170708-bib-0059){ref-type="ref"}). If what constitutes harm is not defined, risk assessors face an extremely difficult or impossible task because there are no criteria to determine whether certain potential effects of a proposed activity are relevant to the risk assessment. Natural sciences can help risk assessors to predict whether there will be consequences of an activity, but cannot determine whether those consequences are acceptable (Devos et al., [2019](#efs2e170708-bib-0037){ref-type="ref"}). The absence of such definitions of harm is a symptom of what Evans et al. ([2006](#efs2e170708-bib-0058){ref-type="ref"}) called the risk assessment--policy gap: the lack of clear policy objectives from which risk managers can set decision‐making criteria that can focus risk assessment on certain effects and exclude others as less important or irrelevant.

Not only is the definition of harm subjective and rooted in societal values (Sanvido et al., [2012](#efs2e170708-bib-0130){ref-type="ref"}), but also it cannot be deduced scientifically (Sarewitz, [2004](#efs2e170708-bib-0131){ref-type="ref"}). Consequently, risk managers must interpret the objectives of policy and regulations to define harm and the degree at which harm becomes unacceptable. This will provide a useful framework in which risk assessors can operate, recognising that there will always be some areas of uncertainty. Alternatively, risk assessors can elaborate different management options from which risk managers can select the most suitable one(s) (EFSA, [2016b](#efs2e170708-bib-0050){ref-type="ref"}).

Once definitions of 'harm', 'benefit', and 'acceptability' are in place, science can estimate the probability and severity of any harmful effects (i.e. assess the risk), and the probability and value of any beneficial effects (i.e. assess the opportunity) (Raybould and Macdonald, [2018](#efs2e170708-bib-0122){ref-type="ref"}).

A similar challenge for risk assessors is to know whether or when a risk hypothesis has been tested with sufficient rigour for decision‐making, and thus whether scientific uncertainty is unacceptably high and needs to be reduced (Hokanson et al., [2018](#efs2e170708-bib-0083){ref-type="ref"}; Luján and Todt, [2018](#efs2e170708-bib-0099){ref-type="ref"}). In the absence of such policy guidance, risk assessors can always suggest further studies because no hypothesis can ever be proved; some uncertainty will always remain. Besides improving the science used for ERAs, however, it is equally important to ensure that the risk assessment is consistent with the objectives of the guiding policy. We therefore advocate further dialogue between risk assessors and risk managers to clarify how ERAs can address policy goals and decision‐making criteria. Ideally, this dialogue should take place for all classes of regulated stressors, as this can promote alignment and consistency on the desired level of protection and maximum tolerable impacts across regulated stressors.

Abbreviations {#efs2e170708-sec-0042}
=============

BCAbiological control agentCBCclassical biological controldsRNAdouble‐stranded RNAENMengineered nanomaterialERAenvironmental risk assessmentGHgrowth hormoneGMgenetically modifiedGMOgenetically modified organismmRNAmessenger RNANEPADNew Partnership for African DevelopmentNTnon‐targetNTOnon‐target organismPECpredicted exposure concentrationPNECpredicted no‐effect concentrationPPPplant protection productREACHRegistration, Evaluation, Authorisation and Restriction of ChemicalsRNAiRNA interferencesiRNAshort‐interfering RNAUS EPAUS Environmental Protection AgencyWWTPwastewater treatment plant

All conference materials are available at <https://www.efsa.europa.eu/en/events/event/180918>

Also termed: Population reduction.

Also termed: Population modification, population alteration, population transformation or population conversion.
