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Abstract
We introduce the notion of mutation of n-cluster tilting subcategories in a
triangulated category with Auslander-Reiten-Serre duality. Using this idea, we
are able to obtain the complete classifications of rigid Cohen-Macaulay modules
over certain Veronese subrings.
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1 Introduction
The theory of Auslander and Reiten is now a basic tool for the representation theory
of finite dimensional algebras and for the theory of Cohen-Macaulay modules over
Cohen-Macaulay rings [11, 67]. In particular, Auslander-Reiten theory enables us to
give a complete description of Cohen-Macaulay modules over a two dimensional simple
singularity, which correspond to irreducible representations of the relevant finite group
[3]. This is closely related to so-called McKay correspondence in algebraic geometry
(cf. [1, 36, 45] etc.). For higher dimensional cases, many authors (cf. [39, 19, 17]
etc.) have studied the resolution of singularities for the ring of invariants given by a
finite group in SL(d, k) (d > 2). However, from the viewpoint of module theory or
representation theory, it is more natural to seek the classification of Cohen-Macaulay
modules over the ring of invariants. However, a simple observation shows us that such
rings of invariants often have wild representation type (see 8.6). Hence, the task of
providing a classification of all modules has been regarded as ‘hopeless’ [29, 27].
In the present paper we focus our attention on the classification of rigid Cohen-
Macaulay modules. We show that the method of mutation is one of the most
promising methods for classifying them. We give a complete classification of
rigid Cohen-Macaulay modules in several special cases where the groups are given
as G = 〈diag(ω, ω, ω)〉 (ω is a primitive cubic root of unity) [68] and G =
〈diag(−1,−1,−1,−1)〉. Surprisingly, the general description can be given in terms
of the root systems (see 7.2). We also note that rigid Cohen-Macaulay modules have
deep relevance to the noncommutative crepant resolutions [41, 43] introduced by Van
den Bergh [64, 65].
There are several basic theorems in Auslander-Reiten theory which play an essential
role in representation theory. In [40, 41] the first author introduced the idea of maximal
(n − 1)-orthogonal subcategories for certain exact categories. They were called n-
cluster tilting subcategories in Keller and Reiten [49], and we borrow this suggestive
terminology in this paper. Using this approach ‘higher dimensional’ analogues of some
results in Auslander-Reiten theory can be found: for example, the existence of higher
Auslander-Reiten sequences. There is also an analogy for the one-one correspondence
between Morita equivalence classes of finite dimensional algebras of finite representation
type and classes of Auslander algebras. See [35, 49, 31, 43] for further results.
In this paper, we study the corresponding idea not in abelian categories but in
any triangulated categories [42]. In particular, we introduce an idea that we call AR
(=Auslander-Reiten) (n + 2)-angles in n-cluster tilting subcategories of triangulated
categories and we shall prove that they always exist. AR (n + 2)-angles are a kind
of complex which will take the place of Auslander-Reiten triangles [38]. Moreover,
strongly motivated by recent studies [23, 35, 49] on cluster categories which we explain
below, we introduce the idea of mutation. This is an operation on the set of n-cluster
tilting subcategories, which is closely related to AR (n + 2)-angles. We believe this
idea is an essential tool for the classification of rigid objects in a triangulated category.
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Now let us recall the history of mutations. Bernsˇte˘ın, Gelfand and Ponomarev [16]
introduced reflection functors to the representation theory of quivers. This was the
starting point of later tilting theory [6, 18, 55, 57, 46]. The remarkable combinatorial
aspect of tilting theory was first observed by Riedtmann and Schofield [58]. Gorodent-
sev and Rudakov [37] (see also [59]) made use of mutation when they classified the
exceptional vector bundles on P2. Recently, Seidel and Thomas [61] constructed the
twist autoequivalences on derived categories along similar lines. Generally speaking,
mutations can be regarded as a categorical realization of Coxeter or braid groups.
Recently, another strong motivation has come from the area of algebraic combi-
natorics. Fomin and Zelevinsky [32, 33] introduced cluster algebras, which enjoy im-
portant combinatorial properties given in terms of the mutation for skew symmetric
matrices. As a categorification of cluster algebras, Buan, Marsh, Reineke, Reiten and
Todorov [23] and Caldero, Chapoton and Schiffler (for An case) [25] introduced certain
triangulated categories called cluster categories, which were defined as orbit categories
[47] of the derived categories of quiver representations. They introduced the mutation
(called exchange there) of cluster tilting objects in these categories, which corresponds
to the mutation of clusters in cluster algebras. Geiss, Leclerc and Schro¨er [35] applied
mutation to the study of rigid modules over preprojective algebras and the coordinate
rings of maximal unipotent subgroups of semisimple Lie groups. We refer the reader
to [21, 22, 26, 49, 51, 13, 69, 63, 62] for more recent developments in the study of
cluster categories and their generalizations. We believe that our theory will be useful
for studying them as well as rigid Cohen-Macaulay modules. In fact, Keller and Reiten
[50] provide a specific relationship between them. Our results in this paper will be
applied in [20] to study cluster structures for 2-Calabi-Yau triangulated categories.
It is of the greatest interest to us that we are able to consider mutation as an
aspect of the approximation theory initiated by the school of Auslander [12, 5, 9]. The
mutation of n-cluster tilting subcategories based on approximation theory that will be
introduced in the present paper is a ‘higher dimensional’ generalization of one given
in [23] and [35] for the case n = 2. We consider it an idea of great significance in the
theory of rigid Cohen-Macaulay modules, and it will be interesting if we can overcome
the combinatorial difficulty which appears in the procedure of mutation.
Now we briefly describe the computational results obtained in this paper.
Let k be an algebraically closed field of characteristic zero, and let G be a finite
subgroup of GL(d, k) for an integer d. The group G acts linearly on the formal power
series ring S = k[[x1, x2, . . . , xd]] in the natural way. We denote the invariant subring
by R, i.e. R = SG. It is known that R is a Cohen-Macaulay ring. We are interested in
maximal Cohen-Macaulay modules over R which are rigid.
Definition 1.1 An R-module M is called rigid if Ext1R(M,M) = 0.
By definition, a rigid module has no nontrivial infinitesimal deformations. Our aim
is to classify all the rigid Cohen-Macaulay modules over R up to isomorphism.
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In this paper, we accomplish a complete classification for cases involving the fol-
lowing two finite subgroups.
(1) Let G1 be a cyclic subgroup of GL(3, k) that is generated by
σ =
ω ω
ω
 ,
where ω is a primitive cubic root of unity. In this case, the local ring R = SG1 is
(the completion of) the Veronese subring of dimension three and degree three:
R = k[[{monomials of degree three in x1, x2, x3}]]
(2) Let G2 be a cyclic subgroup of GL(4, k) that is generated by
τ =

−1
−1
−1
−1
 .
In this case, the local ring R = SG2 is the Veronese subring of dimension 4 and
degree 2.
R = k[[{monomials of degree two in x1, x2, x3, x4}]]
In both cases, it is easy to verify that R is a Gorenstein local ring with only an
isolated singularity.
Our computational results are the following.
Theorem 1.2 Let G = G1 as in case (1) above. Write S as a sum of modules of
semi-invariants S = S0 ⊕ S1 ⊕ S2. Set M2i = Ω
i
RS1 and M2i+1 = Ω
i
RS2 for any i ∈ Z.
Then a maximal Cohen-Macaulay R-module is rigid if and only if it is isomorphic to
Ra ⊕M bi ⊕M
c
i+1 for some i ∈ Z and a, b, c ∈ Z≥0.
Theorem 1.3 Let G = G2 as in case (2) above, and write S as a sum of modules of
semi-invariants S = S0 ⊕ S1. Then a maximal Cohen-Macaulay R-module is rigid if
and only if it is isomorphic to Ra ⊕ (ΩiRS1)
b for some i ∈ Z and a, b ∈ Z≥0.
The rest of the paper is organized as follows. We give proofs of the theorems in
Section 9. The other sections are devoted to theoretical preparations for the proofs and
to providing the background. In Section 2, we introduce the idea of torsion theory for
a triangulated category, which simplifies the proofs in later sections. We also introduce
the idea of mutation pairs in triangulated categories and study their basic properties.
In Section 3, the ideas of n-cluster tilting subcategories and AR (n + 2)-angles are
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introduced and we discuss some of their elementary properties. In Section 4, we show
that certain subfactor categories of triangulated categories again form triangulated
categories. We also study the relationships between these triangulated categories. In
particular, we find a one-one correspondence between their n-cluster tilting subcate-
gories. The idea of mutation of n-cluster tilting subcategories is introduced in Section
5, where we discuss some properties of mutation. As was mentioned above, we believe
this idea is a fundamental tool for the classification of rigid objects in a triangulated
category. We also study how many n-cluster tilting subcategories contain an ‘almost
n-cluster tilting’ subcategory. In Section 6, we show that, in several cases, a sub-
factor category of a triangulated category will be equivalent to a full subcategory of
an abelian category. This type of argument together with Kac’s theorem discussed
in Section 7 plays an essential role in the proof given in Section 9. In Section 8, we
discuss the properties of Gorenstein quotient singularities that will be necessary for
our proof. In Section 9, the properties derived for abstract triangulated categories in
the preceding sections are applied to the stable category of Cohen-Macaulay modules
over a Gorenstein quotient singularity, leading to the proofs of the theorems given
above. In Section 10, we give some examples of triangulated categories based on non-
commutative algebras such that we can classify all rigid objects and n-cluster tilting
subcategories.
We remark that Keller and Reiten gave another proof of 1.2 in [50] with a different
method.
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Conventions
All additive categories considered in this paper are assumed to be Krull-Schmidt,
i.e. any object is isomorphic to a finite direct sum of objects whose endomorphism rings
are local. Let C be an additive category. We denote by ind C the set of isoclasses of
indecomposable objects in C, and by C(X, Y ) or (X, Y ) the set of morphisms from X to
Y in C. We denote the composition of f ∈ C(X, Y ) and g ∈ C(Y, Z) by fg ∈ C(X,Z).
An ideal I of C is an additive subgroup I(X, Y ) of C(X, Y ) such that fgh ∈ I(W,Z)
for any f ∈ C(W,X), g ∈ I(X, Y ) and h ∈ C(Y, Z). We denote by JC the Jacobson
radical of C. Namely, JC is an ideal of C such that JC(X,X) coincides with the Jacobson
radical of the endomorphism ring EndC(X) for any X ∈ C. For an ideal I of C, we
denote by C /I the category whose objects are objects of C and whose morphisms are
elements of
C(M,N)/I(M,N) for M,N ∈ C /I.
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When we say that D is a subcategory of C, we always mean that D is a full sub-
category which is closed under isomorphisms, direct sums and direct summands. For
an object X ∈ C, we denote by addX the smallest subcategory of C containing X. We
denote by [D] the ideal of C consisting of morphisms which factor through objects in
D. Thus we have the category C /[D]. We simply denote C /[addX] by C /[X].
Let f ∈ C(X, Y ) be a morphism. We call f right minimal if it does not have a direct
summand of the form T → 0 (T ∈ C, T 6= 0) as a complex. Obviously, any morphism
is a direct sum of a right minimal morphism and a complex of the form T → 0 (T ∈ C).
Dually, a left minimal morphism is defined. We call f a sink map of Y ∈ C if f is right
minimal, f ∈ JC and
C(−, X)
·f
−−−→ JC(−, Y ) −−−→ 0
is exact as functors on C. Dually, a source map is defined. For a subcategory D of C,
we call f a right D-approximation of Y ∈ C [12] if X ∈ D and
C(−, X)
·f
−−−→ C(−, Y ) −−−→ 0
is exact as functors on D. We call a right D-approximation minimal if it is right
minimal. We call D a contravariantly finite subcategory of C if any Y ∈ C has a right
D-approximation. Dually, a (minimal) left D-approximation and a covariantly finite
subcategory are defined. A contravariantly and covariantly finite subcategory is called
functorially finite.
When we say that T is a triangulated category, we always assume that T is k-linear
for a fixed field k and dimk T (X, Y ) < ∞ for any X, Y ∈ T . Notice that we do not
assume that a subcategory of T is closed under the shift functor [1] in T .
All modules over rings are left modules, and all morphisms act on modules from
the right.
2 Torsion theories and mutation pairs
Throughout this section, let T be a triangulated category. We introduce basic notions
which will be used in this paper. Let X and Y be subcategories of T . We put
X
⊥ := {T ∈ T | (X , T ) = 0} and
⊥
X := {T ∈ T | (T,X ) = 0}.
We denote by X ∨Y the smallest subcategory of T containing X and Y . We denote
by X ∗Y the collection of objects in T consisting of all such T ∈ T with triangles
X
a
−−−→ T
b
−−−→ Y
c
−−−→ X[1] (X ∈ X , Y ∈ Y). (1)
By the octahedral axiom, we have (X ∗Y) ∗ Z = X ∗(Y ∗Z). We call X extension
closed if X ∗X = X . Although X ∗Y is not necessarily closed under direct summands
in general, we have the following sufficient conditions.
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Proposition 2.1 (1) If (X ,Y) = 0, then X ∗Y is closed under direct summands.
(2) If JT (Y ,X [1]) = 0, then X ∗Y = X ∨Y. More generally, if JT (Yi,Xj[1]) = 0 for
i 6= j, then (X1 ∨X2) ∗ (Y1 ∨Y2) = (X1 ∗Y1) ∨ (X2 ∗Y2).
Proof. (1) Take a triangle (1) and a decomposition T = T1 ⊕ T2. For a projection
pi ∈ (T, Ti), we have a right X -approximation api ∈ (X, Ti). Thus we can take a
minimal right X -approximation ai ∈ (Xi, Ti) and a triangle
Xi
ai−−−→ Ti −−−→ Ui −−−→ Xi[1].
Since a is a right X -approximation, it is isomorphic to a direct sum of a1, a2 and a
complex (X3 → 0) with X3 ∈ X . Thus we have Y ≃ U1 ⊕ U2 ⊕ X3[1]. This imples
Ui ∈ Y and Ti ∈ X ∗Y.
(2) Since the former assertion follows from the latter by putting X2 = Y1 = 0, we
only show the latter half. For T ∈ (X1 ∨X2) ∗ (Y1 ∨Y2), take a triangle
X1 ⊕X2 −−−→ T −−−→ Y1 ⊕ Y2
a
−−−→ X1[1]⊕X2[1]
with Xi ∈ X and Yj ∈ Y . By our assumption, a is a direct sum of a1 ∈ JT (Y1, X1[1]),
a2 ∈ JT (Y2, X2[1]) and 1T ′ ∈ (T
′, T ′) with T ′ ∈ T . Take a triangle
Xi −−−→ Ti −−−→ Yi
ai−−−→ Xi[1].
Then we have Ti ∈ Xi ∗Yi and T ≃ T1 ⊕ T2. 2
Definition 2.2 We call a pair (X ,Y) of subcategories of T a torsion theory if
(X ,Y) = 0 and T = X ∗Y .
In this case, it is easy to see that X = ⊥ Y and Y = X⊥ hold. Moreover, we see
that X (resp. Y) is a contravariantly (resp. covariantly) finite and extension closed
subcategory of T . We do not assume that X (resp. Y) is closed under [1] (resp. [−1]),
so (X ,Y [1]) does not necessarily form a t-structure.
We have the following Wakamatsu-type Lemma (1) and Auslander-Reiten-type cor-
respondence (2). They are triangulated analogies of [9], and closely related to work of
Keller and Vossieck [48] and Beligiannis and Reiten [14].
Proposition 2.3 (1) Let X be a contravariantly finite and extension closed subcat-
egory of T . Then (X ,X⊥) forms a torsion theory.
(2) X 7→ Y := X⊥ gives a one-one correspondence between contravariantly finite and
extension closed subcategories X of T and covariantly finite and extension closed
subcategories Y of T . The inverse is given by Y 7→ X := ⊥ Y.
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Proof. (1) For any T ∈ T , take a triangle
X
a
−−−→ T
b
−−−→ Y
c
−−−→ X[1]
with a minimal right X -approximation a of T . Then c ∈ JT holds. We only have to
show Y ∈ X⊥. Take any morphism f ∈ (X ′, Y ) with X ′ ∈ X . By the octahedral
axiom, we have a commutative diagram
Z Zy y
X −−−→ X ′′ −−−→ X ′ −−−→ X[1]∥∥∥ dy fy ∥∥∥
X
a
−−−→ T
b
−−−→ Y
c
−−−→ X[1]
e
y gy
Z Z
of triangles. Since X ′′ ∈ X ∗X = X , we have that d factors through a. Thus we have
db = 0. Hence there exists b′ ∈ (Z, Y ) such that b = eb′. Since b(1Y −gb
′) = 0, 1Y −gb
′
factors through c ∈ JT . Thus g is a split monomorphism, and we have f = 0.
(2) The assertion follows from (1) because X⊥ is a covariantly finite and extension
closed subcategory of T satisfying ⊥(X⊥) = X . 2
Proposition 2.4 Let Ci be a contravariantly finite and extension closed subcategory of
T such that (Ci, Cj [1]) = 0 for any i < j. Put
Xn := add(C1 ∗ C2 ∗ · · · ∗ Cn), Yn :=
n⋂
i=1
C
⊥
i .
Then (Xn,Yn) forms a torsion theory.
Proof. The case n = 1 is proved in 2.3. We show T = Xn ∗Yn by induction on n.
Assume that the assertion is true for n = i− 1. For any T ∈ T , take a triangle
Xi−1 −−−→ T −−−→ Yi−1 −−−→ Xi−1[1]
with Xi−1 ∈ Xi−1 and Yi−1 ∈ Yi−1. Take a triangle
Ci
ai−−−→ Yi−1 −−−→ Yi −−−→ Ci[1]
with a minimal right Ci-approximation ai of Yi−1. By 2.3, Yi ∈ C
⊥
i . Since both of Yi−1
and Ci[1] belong to Yi−1, we have Yi ∈ C
⊥
i ∩Yi−1 = Yi. By the octahedral axiom, we
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have a commutative diagram
Yi[−1] Yi[−1]y y
Xi−1 −−−→ Xi −−−→ Ci −−−→ Xi−1[1]∥∥∥ y aiy ∥∥∥
Xi−1 −−−→ T −−−→ Yi−1 −−−→ Xi−1[1].y y
Yi Yi
of triangles. Since Xi ∈ Xi−1 ∗ Ci = Xi, we have T ∈ Xi ∗Yi by the left vertical triangle.
2
Now we consider a correspondence of subcategories of T . This includes the muta-
tion of cluster tilting objects and maximal 1-orthogonal objects given by Buan, Marsh,
Reineke, Reiten and Todorov [23] and Geiss, Leclerc and Schro¨er [35] respectively. In
section 5, we shall apply this to introduce the mutation of n-cluster tilting subcate-
gories.
Definition 2.5 Fix a subcategory D of T satisfying (D,D[1]) = 0. For a subcategory
X of T , put
µ−1(X ;D) := (D ∗X [1]) ∩
⊥
D[1].
Then µ−1(X ;D) consists of all T ∈ T such that there exists a triangle
X
a
−−−→ D −−−→ T −−−→ X[1]
with X ∈ X and a left D-approximation a. Dually, for a subcategory Y of T , put
µ(Y ;D) := (Y [−1] ∗ D) ∩ D[−1]
⊥.
Then µ(Y;D) consists of all T ∈ T such that there exists a triangle
T −−−→ D
b
−−−→ Y −−−→ T [1]
with Y ∈ Y and a right D-approximation b.
We call a pair (X ,Y) of subcategories of T a D-mutation pair if
D ⊂ Y ⊂ µ
−1(X ;D) and D ⊂ X ⊂ µ(Y;D).
In this case D is a covariantly finite subcategory of X and a contravariantly finite
subcategory of Y . For a D-mutation pair (X ,Y), we construct a functor G : X /[D]→
Y /[D] as follows: For any X ∈ X , fix a triangle
X
αX−−−→ DX
βX
−−−→ GX
γX
−−−→ X[1]
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with DX ∈ D and GX ∈ Y, and define GX by this. Then αX is a left D-approximation
and βX is a right D-approximation. For any morphism f ∈ (X,X
′), there exists g and
h which make the following diagram commutative.
X
αX−−−→ DX
βX
−−−→ GX
γX
−−−→ X[1]
f
y gy hy f [1]y
X ′
αX′−−−→ DX′
βX′−−−→ GX ′
γX′−−−→ X ′[1]
Now put Gf := h.
Proposition 2.6 Under the circumstances as above, the following assertions hold.
(1) G : X /[D]→ Y /[D] gives a well-defined equivalence.
(2) Y = µ−1(X ;D) and X = µ(Y;D) hold.
Proof. (1) Assume that the diagram
X
αX−−−→ DX
βX
−−−→ GX
γX
−−−→ X[1]
f
y g′y h′y f [1]y
X ′
αX′−−−→ DX′
βX′−−−→ GX ′
γX′−−−→ X ′[1]
is also commutative. Then, since (h′ − h)γX′ = 0 holds, h
′ − h factors through βX′.
Thus h′ = h holds. This shows that G is a well-defined functor.
For any Y ∈ Y , we fix a triangle
Y [−1] −−−→ HY −−−→ DY −−−→ Y
with DY ∈ D and HY ∈ X . We can construct a functor H : Y /[D]→ X /[D] in a dual
manner. We can easily show that H gives a quasi-inverse of G.
(2) For any Y ∈ µ−1(X ;D) ⊂ D ∗X [1], take a triangle
X
a
−−−→ D −−−→ Y −−−→ X[1]
with X ∈ X and D ∈ D. Since (Y [−1],D) = 0 holds, a is a left D-approximation.
Thus Y and GX ∈ Y are isomorphic up to a direct summand in D. Since Y contains
D, we have Y ∈ Y . 2
Proposition 2.7 Let D be a functorially finite subcategory of T satisfying (D,D[1]) =
0. Then X 7→ Y := µ−1(X ;D) gives a one-one correspondence between subcategories X
of T satisfying D ⊂ X ⊂ D[−1]⊥ and subcategories Y of T satisfying D ⊂ Y ⊂ ⊥D[1].
The inverse is given by Y 7→ X := µ(Y;D).
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Proof. For a given X , put Y := µ−1(X ;D). Then Y is a subcategory of T since
D ∗X [1] is closed under direct summands by 2.1(1). For any X ∈ X , take a triangle
X
a
−−−→ D
b
−−−→ Y −−−→ X[1]
with a left D-approximation a. Then Y ∈ Y and b is a right D-approximation. Thus
X ⊂ µ(Y ;D) holds, so (X ,Y) is a D-mutation pair. By 2.6, we have X = µ(Y;D). 2
In the rest of this section, we make several preliminaries on a Serre functor on a
k-linear triangulated category T .
Definition 2.8 Following Bondal and Kapranov [24], we call a k-linear autofunctor
S : T → T a Serre functor of T if there exists a functorial isomorphism
(X, Y ) ≃ D(Y, SX)
for any X, Y ∈ T , where D denotes the k-dual. Obviously X⊥ = ⊥(SX ) holds for a
subcategory X of T . We say that T is n-Calabi-Yau (n ∈ Z) if S = [n].
The existence of a Serre functor is related with the classical concept of coherent
functors and dualizing k-varieties, which were introduced by Auslander and Reiten
[2, 7] and has given a theoretical background of subsequent Auslander-Reiten theory.
Recently Krause (e.g. [52, 53]) effectively applied them to study Brown representability
and the telescope conjecture.
Definition 2.9 Let C be a k-linear category. A C-module is a contravariant k-linear
functor F : C → Mod k. Then C-modules form an abelian category Mod C. By Yoneda’s
lemma, representable functors are projective objects in Mod C. The k-dual D induces
a functor D : Mod C ↔ Mod Cop.
We call F ∈ Mod C coherent [2] if there exists an exact sequence
(−, Y )
·a
−−−→ (−, X) −−−→ F −−−→ 0 (2)
of C-modules with X, Y ∈ T . We denote by mod C the full subcategory of ModC con-
sisting of coherent C-modules. It is easily checked that mod C is closed under cokernels
and extensions in Mod C. Moreover, mod C is closed under kernels in Mod C if and only
if C has pseudokernels. In this case, mod C forms an abelian category (see [2]). For
example, if C is a contravariantly finite subcategory of a triangulated category, then C
has pseudokernels and modC forms an abelian category.
We call C a dualizing k-variety [7] if D gives a duality mod C ↔ mod Cop. Then C
has pseudokernels and mod C is an abelian subcategory of Mod C. In this case, for any
F ∈ mod C, take a minimal projective resolution (2) and define the Auslander-Reiten
translation τF ∈ mod C by an exact sequence
0 −−−→ τF −−−→ D(Y,−)
D(a·)
−−−→ D(X,−).
We collect some properties of dualizing k-varieties.
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Proposition 2.10 (1) Any functorially finite subcategory of a dualizing k-variety is
also a dualizing k-variety.
(2) Any object in a dualizing k-variety has a sink map and a source map.
Proof. Although each assertion is well-known (see [7, 12]), we shall give a proof of
(2) for the convenience of the reader.
(2) In general, it follows immediately from the definition that X ∈ C has a sink
map if and only if the simple C-module SX := (C /JC)(−, X) is coherent. We have
epimorphisms f : (−, X) → SX and g : (X,−) → DSX . Then SX is an image of the
morphism f(Dg) : (−, X) → D(X,−) in modC. Since mod C is closed under images
in Mod C, we have SX ∈ mod C. 2
We now have a relationship between Serre functors and dualizing k-varieties (cf.
[10, 2.2]).
Proposition 2.11 A triangulated category T has a Serre functor if and only if it is a
dualizing k-variety.
Proof. To prove the ‘only if’ part, suppose the triangulated category T has a Serre
functor S. Since D(−, T ) ≃ (S−1T,−) holds for any T ∈ T , we have DF ∈ mod T op for
any representable functor F . Since T op is a triangulated category, mod T op is closed
under kernels. Thus we have DF ∈ modT op for any F ∈ modT .
We show the ‘if’ part. Fix T ∈ T . Since D(T,−) ∈ mod T , there is an exact
sequence (−, Y )
·a
→ (−, X) → D(T,−) → 0. Take a triangle involving a as Z
b
→
Y
a
→ X
c
→ Z[1] in T . Then we have an exact sequence 0 → D(T,−) → (−, Z[1])
·b[1]
→
(−, Y [1]), which splits since D(T,−) is an injective object in mod T . Thus D(T,−)
is representable, so there exists an object ST ∈ T such that D(T,−) ≃ (−, ST ). One
easily verifies that S gives a Serre functor of T . 2
3 n-cluster tilting subcategories
Let T be a triangulated category. For an integer n > 0, we call a subcategory C of T
n-rigid if the equalities
(C, C[i]) = 0 (0 < i < n)
hold. We often call a 2-rigid subcategory rigid. More strongly, a functorially finite
subcategory C of T is said to be n-cluster tilting [49] if it satisfies
C =
n−1⋂
i=1
C[−i]
⊥ =
n−1⋂
i=1
⊥
C[i].
This is a triangulated analog of ‘maximal (n− 1)-orthogonal subcategories’ studied in
[40, 41, 42]. Of course, T is a unique 1-cluster tilting subcategory of T . It is obvious
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that if D is an n-rigid subcategory containing an n-cluster tilting subcategory C, then
it holds that C = D.
Theorem 3.1 Let C be an n-cluster tilting subcategory of T .
(1) T = C ∗ C[1] ∗ · · · ∗ C[n− 1] holds.
(2) (C ∗ C[1] ∗ · · · ∗ C[ℓ− 1], C[ℓ] ∗ C[ℓ+ 1] ∗ · · · ∗ C[n− 1]) forms a torsion theory for
any ℓ (0 < ℓ < n).
Proof. Since C is n-cluster tilting, we have
n−2⋂
i=0
C[i]
⊥ = C[n− 1]. By 2.1 and 2.4, we
have a torsion theory (C ∗ C[1] ∗ · · · ∗ C[n − 2], C[n − 1]). Thus (1) follows. Now (2)
follows from (1) and 2.1 because we have (C ∗ · · · ∗ C[ℓ− 1], C[ℓ] ∗ · · · ∗ C[n− 1]) = 0. 2
Notation 3.2 Let n ≥ 1 be an integer. Suppose we are given triangles in T .
Xi+1
bi+1
−−−→ Ci
ai−−−→ Xi −−−→ Xi+1[1] (0 ≤ i < n)
Then we call a complex
Xn
bn−→ Cn−1
an−1bn−1
−→ Cn−2
an−2bn−2
−→ · · · · · · · · ·
a2b2−→ C1
a1b1−→ C0
a0−→ X0
an (n + 2)-angle in T . We sometimes denote it by
Xn
bn−→ Cn−1
 
Xn−1
@Ran−1 bn−1
−→ Cn−2
 
Xn−2
@Ran−2 bn−2
−→ · · · · · · · · ·
 
X2
@Ra2 b2
−→ C1
 
X1
@Ra1 b1
−→ C0
a0−→ X0.
(3)
The following corollary is a triangulated version of [40, 2.2.3].
Corollary 3.3 Let C be an n-cluster tilting subcategory of T and X0 ∈ T . Then there
exists an (n+ 2)-angle
0 −→ Cn−1
fn−1
−→ Cn−2
fn−2
−→ · · · · · ·
f2
−→ C1
f1
−→ C0 −→ X0
with Ci ∈ C (0 ≤ i < n) and fi ∈ JC (0 < i < n).
Proof. Since X0 ∈ T = C ∗ · · · ∗ C[n − 1] by 3.1, we can inductively construct a
triangle Xi+1
bi+1
→ Ci → Xi → Xi+1[1] with Ci ∈ C and Xi ∈ C ∗ · · · ∗ C[n − 1− i]. We
can assume bi+1 ∈ JC by 2.1. By gluing them, we have the desired (n + 2)-angle. 2
In the rest of this section, we assume that T has a Serre functor S. We put
Sn = S ◦ [−n] : T → T .
By definition, T is n-Calabi-Yau if and only if Sn is an identity functor. We call a
subcategory C of T an Sn-subcategory of T if it satisfies
C = Sn C = S
−1
n C .
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Proposition 3.4 Any n-cluster tilting subcategory C of T is an Sn-subcategory. In
particular, C has an autofunctor Sn : C → C.
Proof. C =
n−1⋂
i=1
C[−i]
⊥ =
n−1⋂
i=1
⊥
S C[−i] = Sn
n−1⋂
i=1
⊥
C[n− i] = Sn C .2
The autofunctor Sn of C is a triangulated analog of the n-Auslander-Reiten trans-
lation functor in [40].
It is easily checked that any Sn-subcategory C satisfies
n−1⋂
i=1
C[−i]
⊥ =
n−1⋂
i=1
⊥
C[i]. Thus
we obtain the following proposition.
Proposition 3.5 For a subcategory C of T , the following conditions are equivalent.
(1) C is an n-cluster tilting subcategory of T .
(2) C is an Sn-subcategory of T satisfying C =
n−1⋂
i=1
C[−i]
⊥.
(3) C is an Sn-subcategory of T satisfying C =
n−1⋂
i=1
⊥
C[i].
Lemma 3.6 Let C be an n-rigid subcategory of T , and let all terms X0, Xn and Ci in
an (n + 2)-angle (3) be in C. Define a C-module F and a Cop-module G by
(−, C0)
·a0−→ (−, X0) −→ F −→ 0 and (Cn−1,−)
bn·−→ (Xn,−) −→ G −→ 0.
(1) For any i (0 < i < n), we have the following isomorphisms of C-modules:
(−, Xi[j]) ≃
{
F (j = i)
0 (0 < j < n, j 6= i),
(Xn−i[−j],−) ≃
{
G (j = i)
0 (0 < j < n, j 6= i),
(2) Moreover, if C is an Sn-subcategory, then we have
G ≃ D(F ◦ S−1n ) and F ≃ D(G ◦ Sn).
Proof. (1) First we note that there is an isomorphism
0 = (−, Ci[j]) −−−−→ (−,Xi[j])
≃
−−−−→ (−,Xi+1[j + 1]) −−−−→ (−, Ci[j + 1]) = 0
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as functors on C if 0 < j < n − 1. Therefore, if 0 < j < i < n, then we have
isomorphisms
(−, Xi[j]) ≃ (−, Xi+1[j + 1]) ≃ · · · ≃ (−, Xn[n + j − i]) = 0,
since Xn ∈ C and 0 < n+ j − i < n. On the other hand, in the case 0 < i ≤ j < n, we
have the exact sequence
(−, C0[j − i])→ (−, X0[j − i])→ (−, X1[j − i+ 1])→ (−, C0[j − i+ 1]),
hence
(−,Xi[j]) ≃ (−,Xi−1[j − 1]) ≃ · · · · · · ≃ (−,X1[j − i + 1]) ≃
{
F (i = j),
(−,X0[j − i]) = 0 (i < j),
since X0 ∈ C. We have proved the first isomorphism, and the second isomorphism is
proved in a similar manner.
(2) Consider a commutative diagram with exact rows consisting of functors on C.
0 −−−−→ D(F ◦ S−1n ) −−−−→ D(S
−1
n −,X0) −−−−→ D(S
−1
n −, C0)∥∥∥ ∥∥∥
(C0[1− n],−) −−−−→ (X1[1− n],−) −−−−→ (X0[−n],−) −−−−→ (C0[−n],−)
If n = 1, then we immediately obtain an isomorphism D(F ◦S−1n ) ≃ G. If n > 1, then
since (C0[1 − n],−) = 0 as a functor on C, we obtain D(F ◦ S
−1
n ) ≃ (X1[1 − n],−),
which is isomorphic to G by the second isomorphism in (1). The second isomorphism
follows from the first one. 2
Corollary 3.7 Let C be an n-rigid subcategory of T , and let all terms X0, Xn and Ci
in an (n + 2)-angle (3) be in C. Then ai is a right C-approximation and bi is a left
C-approximation for 0 < i < n.
Proof. For each i with 0 < i < n, there is an exact sequence of functors on C
(−, Ci)
·ai−−−→ (−, Xi) −−−→ (−, Xi+1[1]),
where (−, Xi+1[1]) = 0 by 3.6 and by Xn ∈ C. Therefore ai is a right C-approximation
for 0 < i < n. Similarly, bi is a right C-approximation for 0 < i < n. 2
Definition 3.8 Let C be an n-cluster tilting subcategory of T . We call an (n+2)-angle
Y
bn−→ Cn−1
 
Xn−1
@Ran−1 bn−1
−→ Cn−2
 
Xn−2
@Ran−2 bn−2
−→ · · · · · ·
 
X2
@Ra2 b2
−→ C1
 
X1
@Ra1 b1
−→ C0
a0−→ X
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an AR (=Auslander-Reiten) (n+ 2)-angle if the following conditions are satisfied1.
(0) X, Y and Ci (0 ≤ i < n) belong to C.
(i) a0 is a sink map of X in C and bn is a source map of Y in C.
(ii) ai is a minimal right C-approximation of Xi for any i (0 < i < n).
(iii) bi is a minimal left C-approximation of Xi for any i (0 < i < n).
An AR (n + 2)-angle with right term X (resp. left term Y ) depends only on X
(resp. Y ) and is unique up to isomorphism as a complex because sink (resp. source)
maps and minimal right (resp. left) C-approximations are unique up to isomorphism
of complexes.
Proposition 3.9 Let C be an n-cluster tilting subcategory of T and let
Y
fn
−→ Cn−1
fn−1
−→ Cn−2
fn−2
−→ · · · · · ·
f2
−→ C1
f1
−→ C0
f0
−→ X (4)
be an (n+2)-angle with all X, Y and Ci being in C. Then the following conditions are
equivalent.
(1) The (n+ 2)-angle (4) is an AR (n+ 2)-angle.
(2) fi ∈ JC (0 ≤ i ≤ n), and f0 is a sink map in C.
(3) fi ∈ JC (0 ≤ i ≤ n), and fn is a source map in C.
Proof. We use the notation in 3.8, and put X0 := X and Xn := Y . One can easily
check that ai−1 is right minimal if and only if fi ∈ JC if and only if bi+1 is left minimal.
In particular, (1) implies (2) and (3).
We only prove the implication (2) ⇒ (1). By 3.7, ai (resp. bi) is a minimal right
(resp. left) C-approximation for 0 < i < n. Let F and G be the same as in 3.6. Then,
since f0 is a sink map, F is a semisimple functor. It then follows from the isomorphism
G ≃ D(F ◦ S−1n ) that G is also semisimple. This shows that fn is a source map. 2
Now we state the main theorem in this section, which is a triangulated analog of
[40, 3.3.1].
Theorem 3.10 Let C be an n-cluster tilting subcategory of T . For any X ∈
C (resp. Y ∈ C), there exists an AR (n + 2)-angle (4) with Y = SnX (resp. X =
S−1n Y ).
1Notice that the induced complex
(−, Y )→ (−, Cn−1)→ (−, Cn−2)→ · · · → (−, C1)→ (−, C0)→ (−, X)
is not necessarily exact. Thus the definition given in [42, 2.1(2)] contains an error.
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Proof. Starting from X ∈ C, take a triangle
X1 −−−→ C0
f0
−−−→ X −−−→ X1[1]
with a sink map f0 in C by 2.10 and 2.11. Then we apply 3.3 toX1 to get an (n+1)-angle
Cn
fn
−→ Cn−1
fn−1
−→ Cn−2
fn−2
−→ · · · · · ·
f2
−→ C1 −→ X1
with Ci ∈ C (0 < i ≤ n) and fi ∈ JC (1 < i ≤ n). By gluing them and applying 3.6,
we obtain an AR (n+ 2)-angle
Cn
fn
−→ Cn−1
fn−1
−→ Cn−2
fn−2
−→ · · · · · ·
f2
−→ C1
f1
−→ C0
f0
−→ X.
It remains to show Cn = SnX. Let F and G be the same as in 3.6. Then we have
F = (C /JC)(−, X) and
G = D(F ◦ S−1n ) = D(C /JC)(S
−1
n −, X) ≃ D(C /JC)(−, SnX) ≃ (C /JC)(SnX,−).
Since (Cn−1,−)
fn·
→ (Cn,−)→ G→ 0 is exact with fn ∈ JC, we have Cn = SnX. 2
4 Subfactor triangulated categories
Throughout this section, let T be a triangulated category and let Z ⊃ D be subcate-
gories of T . We assume the following two conditions concerning Z and D:
(Z1) Z is extension closed,
(Z2) (Z,Z) forms a D-mutation pair.
Under such a setting, we put
U := Z /[D].
The aim of this section is to prove that U actually forms a triangulated category.
Definition 4.1 Let
〈1〉 := G : U → U
be the equivalence constructed in 2.6. Thus for any X ∈ Z, we have a triangle
X
αX−−−→ DX
βX
−−−→ X〈1〉
γX
−−−→ X[1]
where DX ∈ D and X〈1〉 ∈ Z.
Let
X
a
−−−→ Y
b
−−−→ Z
c
−−−→ X[1]
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be a triangle in T with X, Y, Z ∈ Z. Since T (Z[−1], DX) = 0 holds, there is a
commutative diagram of triangles :
X
a
−−−→ Y
b
−−−→ Z
c
−−−→ X[1]∥∥∥ y dy ∥∥∥
X
αX−−−→ DX
βX−−−→ X〈1〉
γX−−−→ X[1]
(5)
Now we consider the complex
X
a
−−−→ Y
b
−−−→ Z
d
−−−→ X〈1〉
in U . We define triangles in U as the complexes obtained in this way.
The aim of this section is to prove the following theorem.
Theorem 4.2 The category U forms a triangulated category with respect to the auto-
equivalence 〈1〉 and triangles defined in 4.1.
Let us start with the lemma below. We call a ∈ T (X, Y ) D-monic (resp. D-epic)
if T (Y,D)
a·
→ T (X,D)→ 0 (resp. T (D, X)
·a
→ T (D, Y )→ 0) is exact.
Lemma 4.3 (1) For any X, Y ∈ Z and any a ∈ U(X, Y ), there exists D-monic
a′ ∈ T (X, Y ′) such that Y ′ = Y in U and a′ = a.
(2) Let X
a
→ Y
b
→ Z
c
→ X[1] be a triangle in T with X, Y ∈ Z. Then Z ∈ Z if and
only if a is D-monic.
(3) Any commutative diagram
X
a
−−−→ Y
b
−−−→ Z
c
−−−→ X[1]
f
y gy hy f [1]y
X ′
a′
−−−→ Y ′
b′
−−−→ Z ′
c′
−−−→ X ′[1]
of triangles in T with X, Y, Z,X ′, Y ′, Z ′ ∈ Z induces a commutative diagram
X
a
−−−→ Y
b
−−−→ Z
d
−−−→ X〈1〉
f
y gy hy f〈1〉y
X ′
a′
−−−→ Y ′
b′
−−−→ Z ′
d′
−−−→ X ′〈1〉.
of triangles in U .
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Proof. (1) a′ := (a αX) ∈ T (X, Y ⊕DX) satisfies the conditions.
(2) The ‘only if’ part follows by taking T (−,D) and using T (Z[−1],D) = 0. We
show the ‘if’ part. Since Z ∈ Z ∗Z[1] ⊂ Z ∗Z ∗D[1] ⊂ Z ∗D[1] by the conditions
(Z1) and (Z2), we have a triangle W → Z
d
→ D[1] → W [1] with W ∈ Z and D ∈ D.
Since bd = 0 by T (Y,D[1]) = 0, we can write d = cd′ with d′ ∈ T (X[1], D[1]). Since
a[1] is D[1]-monic, d′ factors through a[1]. Thus we have d = 0 and Z ∈ Z.
(3) By the construction in 2.5, we have a commutative diagram
Z
d
−−−→ X〈1〉
γX
−−−→ X[1]
f ′
y f [1]y
Z ′
d′
−−−→ X ′〈1〉
γX′−−−→ X ′[1]
in T with f ′ = f〈1〉, dγX = c and d
′γX′ = c
′. Since
(df ′ − hd′)γX′ = dγXf [1]− hc
′ = cf [1]− hc′ = 0
holds, df ′−hd′ factors through D. Thus we obtain a desired commutative diagram. 2
Proof of 4.2 We will check the axioms of triangulated categories.
(TR0) The commutative diagram
X
1
−−−→ X −−−→ 0 −−−→ X[1]∥∥∥ y y ∥∥∥
X
αX−−−→ DX
βX−−−→ X〈1〉
γX−−−→ X[1]
shows that X
1
→ X → 0→ X〈1〉 is a triangle.
(TR1) Fix any a ∈ U(X, Y ). By 4.3(1), we may assume that a ∈ T (X, Y ) is D-
monic. By 4.3(2), there exists a triangle X
a
→ Y → Z → X[1] with Z ∈ Z. Thus we
have a triangle X
a
→ Y → Z → X〈1〉 in U .
(TR2) Let X
a
−→ Y
b
−→ Z
d
−→ X〈1〉 be a triangle in U . We may assume that it
is induced by a commutative diagram (5) of triangles in T in 4.1. By the octahedral
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axiom and T (Z,DX [1]) = 0, we have a commutative diagram
DX DX
(0 1)
y βXy
Y
b′
−−−→ Z ⊕DX
d′
−−−→ X〈1〉
−γX ·a[1]
−−−−−→ Y [1]∥∥∥ (10)y γXy ∥∥∥
Y
b
−−−→ Z
c
−−−→ X[1]
−a[1]
−−−→ Y [1]
0
y αX [1]y
DX [1] DX [1]
of triangles in T . Put b′ = (b′1 b
′
2) and d
′ =
(
d′1
d′2
)
. Since (b′1 b
′
2)
(
1
0
)
= b holds, we have
b′1 = b and b
′ = b. Since
(
d′1
d′2
)
γX =
(
1
0
)
c holds, we have (d − d′1)γX = 0. Thus d − d
′
1
factors through βX , and we have d′ = d. Take a commutative diagram
Y
b′
−−−→ Z ⊕DX
d′
−−−→ X〈1〉
−γX ·a[1]
−−−−−→ Y [1]∥∥∥ y −a′y ∥∥∥
Y
αY−−−→ DY
βY
−−−→ Y 〈1〉
γY
−−−→ Y [1]
of triangles in T . Since γX · a[1] = a
′γY holds, we have a′ = a〈1〉. Thus we have a
triangle
Y
b′=b
−−−→ Z
d′=d
−−−→ X〈1〉
−a′=−a〈1〉
−−−−−−→ Y 〈1〉
in U .
(TR3) Take a commutative diagram
X
a
−−−→ Y
b
−−−→ Z
c
−−−→ X〈1〉
f
y gy f〈1〉y
X ′
a′
−−−→ Y ′
b′
−−−→ Z ′
c′
−−−→ X ′〈1〉
of triangles in U . By the construction in 4.1, there exists a (not necessarily commuta-
tive) diagram
X
a
−−−→ Y
b
−−−→ Z
d
−−−→ X[1]
f
y gy f [1]y
X ′
a′
−−−→ Y ′
b′
−−−→ Z ′
d′
−−−→ X ′[1]
of triangles in T . Since ag = fa′ holds, ag − fa′ factors through D. Since a is D-
monic, there exists s ∈ [D](Y,X ′) such that ag − fa′ = as. Replacing g by g − s, we
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can assume that ag = fa′ holds. By the axiom (TR3) for T , there exists h ∈ T (Z,Z ′)
which makes the diagram
X
a
−−−→ Y
b
−−−→ Z
d
−−−→ X[1]
f
y gy hy f [1]y
X ′
a′
−−−→ Y ′
b′
−−−→ Z ′
d′
−−−→ X ′[1]
commutative. Thus the assertion follows from 4.3(3).
(TR4) Let
X
a
−→ Y
b
−→ Z
c
−→ X〈1〉, Y
d
−→ U
e
−→ V
f
−→ Y 〈1〉, X
ad
−→ U
g
−→W
h
−→ X〈1〉
be triangles in U . By 4.3(1), we may assume that a ∈ T (X, Y ) and d ∈ T (Y, U) are
D-monic. Then ad ∈ T (X,U) is also D-monic. By 4.3(2), we have triangles
X
a
−→ Y
b
−→ Z
c′
−→ X[1], Y
d
−→ U
e
−→ V
f ′
−→ Y [1], X
ad
−→ U
g
−→W
h′
−→ X[1]
in T which induce the above triangles in U . By the octahedral axiom in T , we have
commutative diagrams
X
a
−−−→ Y
b
−−−→ Z
c′
−−−→ X[1]∥∥∥ dy y ∥∥∥
X
ad
−−−→ U
g
−−−→ W
h′
−−−→ X[1] X
ad
−−−→ U
g
−−−→ W
h′
−−−→ X[1]
e
y iy ay ∥∥∥ iy a[1]y
V V Y
d
−−−→ U
e
−−−→ V
f ′
−−−→ Y [1]
f ′
y y
Y [1]
b[1]
−−−→ Z[1]
of triangles in T . By 4.3(3), we have commutative diagrams of triangles:
X
a
−−−→ Y
b
−−−→ Z
c
−−−→ X〈1〉∥∥∥ dy y ∥∥∥
X
ad
−−−→ U
g
−−−→ W
h
−−−→ X〈1〉 X
ad
−−−→ U
g
−−−→ W
h
−−−→ X〈1〉
e
y iy ay ∥∥∥ iy a〈1〉y
V V Y
d
−−−→ U
e
−−−→ V
f
−−−→ Y 〈1〉
f
y y
Y 〈1〉
b〈1〉
−−−→ Z〈1〉
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2We denote by (−) : Z → U the natural functor. We make the following observation
which we use later.
Proposition 4.4 (1) If C is a 2-rigid subcategory of Z, then so is C as a subcategory
of U .
(2) Assume that (X ,Y) is a C-mutation pair in T such that X ∨Y ⊂ Z and D ⊂ C.
Then (X ,Y) is a C-mutation pair in U .
Proof. (1) Fix X ∈ C. Then the assertion follows from the exact sequence
T (C, X)
·αX−−−→ T (C, DX)
·βX
−−−→ T (C, X〈1〉)
·γX
−−−→ T (C, X[1]) = 0.
(2) For any X ∈ X (resp. Y ∈ Y), take a triangle X
f
→ C
g
→ Y → X[1] in T with
Y ∈ Y and a right C-approximation g (resp. X ∈ X and a left C-approximation f).
Then X
f
→ C
g
→ Y → X〈1〉 is a triangle in U with Y ∈ Y and a right C-approximation
g (resp. X ∈ X and a left C-approximation f). Thus (X ,Y) is a C-mutation pair. 2
We shall need the following lemma as well.
Lemma 4.5 For any X ∈ Z and i ≥ 0, there exists a triangle
Ci
β
(i)
X−−−→ X〈i〉
γ
(i)
X−−−→ X[i] −−−→ Ci[1]
in T with Ci ∈ D ∗D[1] ∗ · · · ∗ D[i− 1] and with β
(i)
X being D-epic .
Proof. We shall show the assertion by induction on i. Assume that we have a
triangle
Ci−1
β
(i−1)
X−−−→ X〈i− 1〉
γ
(i−1)
X−−−→ X[i− 1] −−−→ Ci−1[1]
in T with Ci−1 ∈ D ∗D[1] ∗ · · · ∗ D[i− 2]. Take a triangle
X〈i− 1〉
αX〈i−1〉
−−−−→ DX〈i−1〉 −−−→ X〈i〉 −−−→ X〈i− 1〉[1].
By the octahedral axiom, we have the following commutative diagram.
X〈i〉[−1] X〈i〉[−1]y y
Ci−1
β
(i−1)
X−−−−→ X〈i− 1〉
γ
(i−1)
X−−−−→ X[i− 1] −−−−→ Ci−1[1]∥∥∥ αX〈i−1〉y y ∥∥∥
Ci−1 −−−−→ DX〈i−1〉 −−−−→ Ci −−−−→ Ci−1[1]y β(i)X y
X〈i〉 X〈i〉
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Then β
(i)
X is D-epic, and we obtain a desired triangleX〈i〉[−1]→ X[i−1]→ Ci → X〈i〉
in T . 2
In the rest of this section we consider a special case of the setting above. For this, let
T be a triangulated category with a Serre functor S and let Z ⊃ D be Sn-subcategories
of T with n ≥ 2. In the rest we assume that one of the following conditions (A) or (B)
holds.
(A) D is a functorially finite n-rigid subcategory of T and
Z =
n−1⋂
i=1
D[−i]
⊥ =
n−1⋂
i=1
⊥
D[i] ⊃ D .
(B) n = 2 and Z and D satisfy the conditions (Z1) and (Z2).
Proposition 4.6 Z and D satisfy the conditions (Z1) and (Z2).
Proof. We only have to consider the case (A). (Z1) is obvious. We will show (Z2).
For any X ∈ Z (resp. Y ∈ Z), take a triangle X
f
→ D
g
→ Y → X[1] with a left
D-approximation f (resp. right D-approximation g). Then one can easily check that
Y ∈ Z and g is a right D-approximation (X ∈ Z and f is a left D-approximation).
Thus (Z,Z) is a D-mutation pair. 2
Now the following theorem is the main result of this section. This kind of reduction
from T to U was applied in [49] and [26] to cluster categories.
Theorem 4.7 Under the assumption (A) or (B), the subfactor category U = Z /[D]
forms a triangulated category with a Serre functor S′ := Sn ◦ 〈n〉. In particular, if T is
n-Calabi-Yau, then so is U .
To prove the theorem we need a lemma.
Lemma 4.8 For any i (0 < i ≤ n), we have a functorial monomorphism
U(Y,X〈i〉)
·γ
(i)
X−→ T (Y,X[i])
for any X, Y ∈ Z. This is an isomorphism if 0 < i < n.
Proof. By 4.5, we have an exact sequence
T (Y, Ci)
·β
(i)
X−−−→ T (Y,X〈i〉)
·γ
(i)
X−−−→ T (Y,X[i])
·c
−−−→ T (Y, Ci[1]),
where β
(i)
X is D-epic, hence Im(·β
(i)
X ) ⊃ [D](Y,X〈i〉). Note that T (Y, Ci) = [D](Y, Ci),
since Ci ∈ D ∗D[1] ∗ · · · ∗ D[i − 1] and T (Z,D[1] ∗ · · · ∗ D[i − 1]) = 0. Consequently,
we have Im(·β
(i)
X ) = [D](Y,X〈i〉). Thus the first assertion follows. If i 6= n, then
(Y, Ci[1]) = 0 holds. Thus U(X, Y 〈i〉)→ T (X, Y [i]) is an isomorphism. 2
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Now we proceed to the proof of Theorem 4.7.
Proof of 4.7 By 4.2 and 4.6, we have only to show that Sn ◦ 〈n〉 is a Serre functor for
U . Take any X, Y ∈ Z. By 4.5, we have a triangle Cn
β
(n)
X−→ X〈n〉
γ
(n)
X−→ X[n]
c
→ Cn[1]
in T with Cn ∈ D ∗D[1] ∗ · · · ∗ D[n − 1]. We have a commutative diagram of exact
sequences
D T (Y, Cn[1])
D(·c)
−−−→ D T (Y,X[n])
D(·γ
(n)
X
)
−−−−−→ D T (Y,X〈n〉)
D(·β
(n)
X
)
−−−−−→ D T (Y, Cn)
≀
y ≀y ≀y ≀y
T (Cn[1], SY )
c·
−−−→ T (X[n], SY )
γ
(n)
X
·
−−−→ T (X〈n〉, SY )
β
(n)
X
·
−−−→ T (Cn, SY ),
which gives a functorial isomorphism
Im(γ
(n)
X ·) ≃ D Im(·γ
(n)
X ) = D U(Y,X〈n〉), (6)
by 4.8.
Since Cn[1] ∈ D[1]∗· · ·∗D[n] and T (D[1]∗· · ·∗D[n−1], SY ) = 0 holds by SZ = Z[n],
we have T (Cn[1], SY ) = [D[n]](Cn[1], SY ). Thus Im(c·) ⊂ [D[n]](X[n], SY ) holds.
On the other hand, since β
(n)
X isD-epic by 4.5, (β
(n)
X ·) = D(·β
(n)
X ) is a monomorphism
if Y ∈ D. Thus c is a (SD)-monic. Since SD = D[n] holds, we have Im(c·) =
[D[n]](X[n], SY ) for any X, Y ∈ Z. Thus we have a functorial isomorphism
Im(γ
(n)
X ·) = (T /[D[n]])(X[n], SY ) ≃ U(X, SnY ). (7)
By (6) and (7), we have proved the assertion. 2
Theorem 4.9 Under the assumption (A), the correspondence C 7→ C := C /[D] gives
(1) a one-one correspondence between n-cluster tilting subcategories of T containing
D and n-cluster tilting subcategories of U , and
(2) a one-one correspondence between n-rigid Sn-subcategories of T containing D and
n-rigid S′n-subcategories of U for S
′
n := S
′ ◦ 〈−n〉.
Proof. Obviously, any n-rigid subcategory C of T containing D is contained in Z =
n−1⋂
i=1
D[−i]
⊥ =
n−1⋂
i=1
⊥
D[i]. Let C be any subcategory of Z containing D. By virtue of
4.8, we have
n−1⋂
i=1
C〈i〉
⊥
=
n−1⋂
i=1
C[i]⊥ and
n−1⋂
i=1
⊥
C〈i〉 =
n−1⋂
i=1
⊥ C[i].
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By 4.7, C is an Sn-subcategory of T if and only if C is an S
′
n-subcategory of U .
Thus it is sufficient to verify the functorially finiteness. Since D is a functorially
finite subcategory of T , so is Z by 2.4 and its dual. Thus C is a functorially finite
subcategory of T if and only if C is so as a subcategory of Z if and only if C is so as a
subcategory of U = Z /[D]. 2
In the next section we shall use the following simple observation which asserts that
AR (n + 2)-angles are preserved by the natural functor C → C.
Proposition 4.10 Under the assumption (A), let C be an n-cluster tilting subcategory
of T containing D and C := C /[D]. If X ∈ C does not have a direct summand in indD
and
SnX
bn−→ Cn−1
 
Xn−1
@Rfn−1
a
n−1 bn−1
−→ Cn−2
 
Xn−2
@Rfn−2
a
n−2 bn−2
−→ · · · · · ·
 
X2
@Rf2
a2 b2
−→ C1
 
X1
@Rf1
a1 b1
−→ C0
a0−→ X
is an AR (n + 2)-angle of X in C, then its image
SnX
bn−→ Cn−1
 
Xn−1
@Rfn−1
a
n−1 bn−1
−→ Cn−2
 
Xn−2
@Rfn−2
a
n−2 bn−2
−→ · · · · · ·
 
X2
@Rf2
a2 b2
−→ C1
 
X1
@Rf1
a1 b1
−→ C0
a0−→ X
is an AR (n + 2)-angle of X in C.
Proof. Since each ai is a D-epic, each Xi in fact belongs to Z by 4.3. Obviously, a0
is a sink map of X in C, and an is a minimal right C-approximation of Xi. 2
5 Mutation of n-cluster tilting subcategories
Throughout this section, let T be a triangulated category with Serre functor S.
Theorem 5.1 Let D be a functorially finite n-rigid Sn-subcategory of T and (X ,Y) a
D-mutation pair.
(1) X is an n-cluster tilting subcategory of T if and only if so is Y.
(2) X is an n-rigid Sn-subcategory of T if and only if so is Y.
Proof. Put Z :=
n−1⋂
i=1
D[−i]
⊥ =
n−1⋂
i=1
⊥
D[i]. Then D and Z satisfy the condition
(A). By 4.7, U := Z /[D] is a triangulated category with the shift functor 〈1〉 and the
Serre functor S′. By 4.4, (X ,Y) := (X /[D],Y /[D]) forms a 0-mutation pair. Thus
Y = X〈1〉 holds. In particular, X is an n-cluster tilting subcategory (resp. n-rigid
S′n-subcategory) of U if and only if so is Y. On the other hand, by 4.9, X (resp. Y)
is an n-cluster tilting subcategory (resp. n-rigid S′n-subcategory) of U if and only if X
(resp. Y) is an n-cluster tilting subcategory (resp. n-rigid Sn-subcategory) of T . Thus
the assertions follow. 2
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Definition 5.2 We call a functorially finite n-rigid Sn-subcategory D of T almost
complete n-cluster tilting if there exists an n-cluster tilting subcategory C of T such
that D ⊂ C and ind C − indD consists of a single Sn-orbit. When T is n-Calabi-Yau,
then Sn is the identity functor and these conditions are equivalent to D ⊂ C and
#(ind C − indD) = 1.
For an Sn-subcategory C of T , we denote by Sn\(ind C) the set of Sn-orbits in ind C.
For a given almost complete n-cluster tilting subcategory D of T , we are interested
in the set of n-cluster tilting subcategories containing D. Especially, it is natural to
ask how many n-cluster tilting subcategories of T contain D. Partial results were given
in [23, 35, 63].
For the case n = 2, we can give the following complete answer.
Theorem 5.3 Any almost complete 2-cluster tilting subcategory D of T is contained
in exactly two 2-cluster tilting subcategories X and Y of T . Both (X ,Y) and (Y ,X )
form D-mutation pairs.
Proof. By 5.1, we only have to show the former assertion since (X ,X ) never forms a
D-mutation pair. Put Z := D[−1]⊥ = ⊥D[1]. Then U := Z /[D] forms a triangulated
category by 4.2.
Replacing (T ,D) by (U , 0), we can assume that 0 is a almost complete 2-cluster
tilting subcategory of T by 4.9. Thus we may assume that C is a 2-cluster tilting
subcategory of T such that ind C consists of a single S2-orbit. Then C and C[1] are
distinct 2-cluster tilting subcategories of T because (C, C[1]) = 0. We only have to
show that any X ∈ ind T satisfying (Sℓ2X,X[1]) = 0 for any ℓ ∈ Z belongs to C or C[1].
By 3.3, there exists a triangle C1
f
→ C0 → X → C1[1] with Ci ∈ C and f ∈ JT . For
any ℓ ∈ Z, chasing the commutative diagram
(Sℓ2X[−1], X) = 0
↑
(Sℓ2C1, C1)
·f
→ (Sℓ2C1, C0) → (S
ℓ
2C1, X)
↑S
ℓ
2f · ↑
(Sℓ2C0, C0) → (S
ℓ
2C0, X) → (S
ℓ
2C0, C1[1]) = 0,
we have that (Sℓ2C1, C1) ⊕ (S
ℓ
2C0, C0)
( ·f
S
ℓ
2f ·
)
−→ (Sℓ2C1, C0) → 0 is exact. Since f ∈ JT , we
have (Sℓ2C1, C0) = JT (S
ℓ
2C1, C0) for any ℓ ∈ Z. This implies either C0 = 0 or C1 = 0
because ind C consists of a single S2-orbit. Thus either X = C1[1] ∈ C[1] or X = C0 ∈ C
holds. 2
We note that the analog of 5.3 for n-cluster tilting subcategories does not hold
in general. In fact our results 9.3 and 10.2 give a (2n + 1)-Calabi-Yau triangulated
category which contains infinitely many (2n+1)-cluster tilting subcategories with one
indecomposable object.
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We shall give in 5.9 a sufficient condition for T so that any almost complete n-
cluster tilting subcategory is contained in exactly n n-cluster tilting subcategories.
The condition will be given in terms of AR (n + 2)-angles.
Definition 5.4 Let C be an n-cluster tilting subcategory of T and let
SnX
bn−→ Cn−1
 
Xn−1
@R
fn−1
a
n−1 bn−1
−→ Cn−2
 
Xn−2
@R
fn−2
a
n−2 bn−2
−→ · · · · · ·
 
X2
@R
f2
a2 b2
−→ C1
 
X1
@R
f1
a1 b1
−→ C0
a0−→ X
be an AR (n+ 2)-angle of X0 = X ∈ ind C.
(1) We say that X has no loops in C if S
ℓ
nX /∈ add
n−1⊕
i=0
Ci holds for any ℓ ∈ Z and
for the terms Ci in the AR (n+2)-angle of X. We say that C has no loops if any
X ∈ ind C has no loops in C.
(2) Assume that X ∈ ind C has no loops. For i ∈ Z/nZ, define a subcategory µiX(C)
of T by
ind µiX(C) = (ind C −{S
ℓ
nX | ℓ ∈ Z})
∐
{SℓnXi | ℓ ∈ Z},
where Xi is the i-th term in the AR (n+ 2)-angle of X.
Now define a subcategory D of T by
indD = ind C −{S
ℓ
nX | ℓ ∈ Z}.
Since X has no loops, D is a functorially finite subcategory of C and of T . More-
over, (µ1X(C), C) forms a D-mutation pair because a0 is a right D-approximation
and b1 is a left D-approximation.
For the case n = 2, µ1X(C) was studied in [23] and [35] as a ‘categorical realization’
of Fomin-Zelevinsky mutation.
Theorem 5.5 Let C be an n-cluster tilting subcategory of T . Assume that X ∈ ind C
has no loops in C.
(1) µiX(C) is an n-cluster tilting subcategory of T for any i ∈ Z/nZ.
(2) Under the notation of 5.4,
SnXi
Snbi−→ SnCi−1
Snfi−1
−→ · · · · · ·
Snf1
−→ SnC0
(Sna0)bn
−→ Cn−1
fn−1
−→ · · · · · ·
fi+1
−→ Ci
ai−→ Xi
is an AR (n + 2)-angle of Xi in µ
i
X(C).
(3) µiX(C) = µ
1
Xi−1
◦ · · · ◦ µ1X1 ◦ µ
1
X(C) holds for any i ∈ Z/nZ.
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Proof. If we prove (2) for the case i = 1, then the whole assertion follows by induc-
tion on i. Since (µ1X(C), C) forms a D-mutation pair, (1) for i = 1 follows from 5.1.
Now we will prove (2) for i = 1, namely
SnX1
Snb1−→ SnC0
(Sna1)b0
−→ Cn−1
fn−1
−→ · · · · · ·
f3
−→ C2
f2
−→ C1
a1−→ X1
is an AR (n+ 2)-angle of X1 in µ
1
X(C).
Since X has no loops in C, each term in this complex lies in µ1X(C). By 3.9, we
have only to show that Snb1 is a source map of SnX1 in µ
1
X(C), or equivalently, b1 is a
source map of X1 in µ
1
X(C). Since
(C0,−)
b1·−→ JT (X1,−)→ 0
is exact as functors on D, it is enough to show that this is exact after evaluating on
the set {SℓnX1 | ℓ ∈ Z}. To show this, take any f ∈ JT (X1, S
ℓ
nX1). Since cfS
ℓ
nb1 ∈
(X[−1], SℓnC0) = 0, there exist g and h which make the following diagram commutative.
C0[−1]
a0[−1]
−−−→ X[−1]
c
−−−→ X1
b1−−−→ C0
a0−−−→ X
g[−1]
y h[−1]y fy gy hy
SℓnC0[−1]
Sℓna0[−1]−−−−−→ SℓnX[−1]
Sℓnc−−−→ SℓnX1
Sℓnb1−−−→ SℓnC0
Sℓna0−−−→ SℓnX
If h is an isomorphism, then so is g by the right minimality of a0. Thus f is also
an isomorphism, a contradiction to f ∈ JT . Thus we have h ∈ JT . Since S
ℓ
na0 is
a sink map of SℓnX in C, there exists s ∈ (X, S
ℓ
nC0) such that h = sS
ℓ
na0. Since
cf = h[−1]Sℓnc = s[−1]S
ℓ
n(a0[−1]c) = 0, f factors through b1. Thus we have shown
that b1 is a source map of X1 in µ
1
X(C). 2
From the viewpoint of tilting theory, it is natural to ask how much information on
T one can recover from its n-cluster tilting subcategory. We study certain special cases
in 5.6 and 5.10.
Proposition 5.6 Let C be an n-cluster tilting subcategory of T .
(1) JC = 0 and C[n] = C hold if and only if any X ∈ C has an AR (n + 2)-angle
SnX −→ 0 −→ 0 −→ · · · · · · −→ 0 −→ 0 −→ X.
(2) If the conditions in (1) hold, then ind T =
n−1∐
i=0
ind C[i].
Proof. (1) Fix X ∈ C. The (n+ 2)-angle
SnX −→ 0
 
X[1− n]
@R
−→ 0 −→ · · · · · · −→ 0
 
X[−1]
@R
−→ 0 −→ X
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is an AR (n+ 2)-angle if and only if JC(−, X) = 0 and (C, X[−i]) = 0 for 0 < i < n if
and only if JC(−, X) = 0 and X[−n] ∈ C. Thus (1) holds.
(2) By 3.1, we have T = C ∗ C[1] ∗ · · · ∗ C[n − 1]. Using 2.1 repeatedly, we have
C ∗ · · ·∗C[n−1] = C ∨ · · ·∨C[n−1] because JC = 0 and (C[i], C) = 0 hold for 0 < i < n.
Since C[i] ∩ C[j] = 0 for any 0 ≤ i 6= j < n, we have the assertion. 2
Lemma 5.7 Let C be an n-cluster tilting subcategory of T . Assume that X ∈ ind C
has no loops, and define subcategories D and Z of T by
indD = ind C −{S
ℓ
nX | ℓ ∈ Z} and Z =
n−1⋂
i=1
D[−i]
⊥ =
n−1⋂
i=1
⊥
D[i].
(1) Sn\(indZ) = Sn\(indD)
∐
{X,X1, · · · , Xn−1} holds, where X1, · · · , Xn−1 are the
terms appearing in an AR (n+ 2)-angle
SnX → Cn−1
 
Xn−1
@R
−→ Cn−2
 
Xn−2
@R
−→ · · · · · ·
 
X2
@R
−→ C1
 
X1
@R
−→ C0 → X.
(2) ind C −{SℓnX | ℓ ∈ Z} is contained in exactly n n-cluster tilting subcategories
µiX(C) (i ∈ Z/nZ) of T .
Proof. We know that U = Z /[D] is a triangulated category with a Serre functor
S′ = S ◦ 〈n〉 by 4.7, and C = C /[D] is an n-cluster tilting subcategory of U by 4.9. By
definition, ind C consists of a single S′n-orbit. Since X has no loops in C,
SnX −→ 0 −→ 0 −→ · · · · · · −→ 0 −→ 0 −→ X
is an AR (n + 2)-angle of X in C by 4.10. Thus Xi = X〈i〉 holds for 0 < i < n.
Applying 5.6, we have Sn\(indU) =
∐n−1
i=0 S
′
n\(ind C〈i〉) = {X,X1, · · · , Xn−1}. Thus
(1) holds. We obtain (2) by 4.9. 2
Consequently, we have the following main result of this section.
Theorem 5.8 Let C be an n-cluster tilting subcategory of T . If X ∈ ind C has no loops
in C, then ind C −{SℓnX | ℓ ∈ Z} is contained in exactly n n-cluster tilting subcategories
µiX(C) (i ∈ Z/nZ) of T .
As an immediate consequence, we obtain the following result.
Corollary 5.9 Assume that any n-cluster tilting subcategory of T has no loops. Then
any almost complete n-cluster tilting subcategory of T is contained in exactly n n-cluster
tilting subcategories of T .
The following analogue of 5.6 will be used later.
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Proposition 5.10 Let C be a (2n+ 1)-cluster tilting subcategory of T .
(1) JT (C[i], C) = 0 holds for 0 ≤ i < n if and only if any X ∈ C has an AR (2n+3)-
angle
SnX −→
2n
0−→ · · · −→
n+1
0 −→
n
Cn−→
n−1
0 −→ · · · −→
0
0−→ X.
(2) If the conditions in (1) hold, then ind T = (
n−1∐
i=0
ind(C[i]∗C[i+n+1]))
∐
ind C[n].
Proof. One can show the former assertion as in the proof of 5.6. Fix X ∈ C. From
the AR (2n+3)-angle, we obtain a triangle SnX[n]→ Cn → X[−n]→ SnX[n+1]. In
particular, C ⊂ C[n] ∗ C[2n+ 1] holds. This implies (C[i], C) = 0 for n < i < 2n.
Using 2.1 repeatedly, we have C ∗ · · ·∗C[n] = C ∨ · · ·∨C[n] and C[n+1]∗· · ·∗C[2n] =
C[n + 1] ∨ · · · ∨ C[2n] because JT (C[i], C) = 0 hold for 0 ≤ i < n. By 3.1, we have
T = (C ∗ · · · ∗ C[n]) ∗ (C[n+ 1] ∗ · · · ∗ C[2n]) = (C ∨ · · · ∨ C[n]) ∗ (C[n+ 1]∨ · · · ∨ C[2n]).
Since JT (C[i], C) = 0 for any 0 ≤ i < n and n < i < 2n, we have
T = (C ∗ C[n + 1]) ∨ · · · ∨ (C[n− 1] ∗ C[2n]) ∨ C[n]
by applying 2.1 repeatedly.
Moreover, for any 0 < i 6= j < n, one can easily show that any morphism from
C[i] ∗ C[i+ n+ 1] to C[j] ∗ C[j + n+ 1] is in [C[i+ n+ 1]][C[j]] ⊂ JT . Thus (C[i] ∗ C[i+
n + 1]) ∩ (C[j] ∗ C[j + n + 1]) = 0. Similarly, we have (C[i] ∗ C[i + n + 1]) ∩ C[n] = 0.
Thus we have the latter assertion. 2
6 Subfactor abelian categories
Throughout this section, let T be a triangulated category.
Notation 6.1 Let Di ⊂ C (i = 0, 1) be subcategories of T .
(1) We denote by mod(C;D0,D1) the full subcategory of ModC consisting of all F
which has a projective resolution (−, D1)→ (−, D0)→ F → 0 with Di ∈ Di.
(2) In this section, we shall exclusively consider functors of the form F : D1 →
ModD2. We say that F preserves the 2-rigidity if Ext
1
ModD2
(FX,FY ) = 0 holds
whenever T (X, Y [1]) = 0 for X, Y ∈ D1.
Proposition 6.2 Let X , Y and Z be full subcategories of T such that X ∨Y [−1] ⊂
Z ⊂ ⊥ Y. Then the following (1)–(3) hold.
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(1) There exists an equivalence F : (X ∗Y)/[Y ] → mod(Z;X ,Y [−1]) defined by
FT := T (−, T ).
(2) F preserves 2-rigidity.
(3) If X = Y [−1] = Z, then F gives an equivalence (X ∗Y)/[Y ] → modZ. If
X = ⊥ Y, then F gives a fully faithful functor T /[Y ]→ modZ.
Proof. (1) For any T ∈ X ∗Y, there exists a triangle
Y [−1]
f
−−−→ X
g
−−−→ T
h
−−−→ Y (8)
with X ∈ X and Y ∈ Y. Then we have an exact sequence
(−, T [−1])
·h[−1]
−→ (−, Y [−1])
·f
−→ (−, X)
·g
−→ (−, T )
·h
−→ (−, Y ) (9)
on T . Restricting to Z (⊂ ⊥ Y), we have a projective resolution
(−, Y [−1])
·f
−−−→ (−, X) −−−→ FT −−−→ 0 (10)
of the Z-module FT . Applying HomModZ(−,FT
′) and using Yoneda’s Lemma, we have
a commutative diagram
0 −→ (FT, FT ′)
(·g)·
−→ ((−,X), FT ′)
(·f)·
−→ ((−, Y [−1]), FT ′)
≀ ↓ ≀ ↓
(Y, T ′)
h·
−→ (T, T ′)
g·
−→ (X,T ′)
f ·
−→ (Y [−1], T ′)
h[−1]·
−→ (T [−1], T ′)
(11)
of exact sequences. Since the image of (h·) is (T /[Y])(T, T ′) by X ⊂ ⊥ Y , we have an
isomorphism HomModZ(FT,FT
′) ≃ (T /[Y ])(T, T ′). Thus F is fully faithful.
Obviously FT belongs to mod(Z;X ,Y [−1]). To prove that F is dense, we fix an
arbitrary F ∈ mod(Z;X ,Y [−1]). Then we can take a projective resolution
(−, Y [−1])
·f
−−−→ (−, X) −−−→ F −−−→ 0
with Y ∈ Y and X ∈ X . Take a triangle Y [−1]
f
→ X
g
→ T
h
→ Y in T . Then T ∈ X ∗Y.
Comparing with (10), we have F ≃ FT .
(2) If (T, T ′[1]) = 0, then we have an exact sequence
0→ (FT,FT ′)→ ((−, X),FT ′)→ ((−, Y [−1]),FT ′)→ 0
from (11). One can easily check that this implies Ext1ModZ(FT,FT
′) = 0.
(3) The former assertion follows from that mod(Z;X ,Y[−1]) = modZ. The latter
one follows from 2.3. 2
Immediately from this, we have the iterative construction of T /[C] that reminds us
of the iterated module categories.
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Theorem 6.3 Let C be an n-cluster tilting subcategory of T . Define a chain 0 = T0 ⊂
T1 ⊂ · · · ⊂ Tn = T of subcategories of T by
Tℓ := C ∗ C[1] ∗ · · · ∗ C[ℓ− 1]
(see 2.1, 3.1). For any 0 < ℓ < n, we have an equivalence
Fℓ : Tℓ+1 /[C[ℓ]]→ mod(Tℓ; Tℓ, C[ℓ− 1])
defined by FℓT := T (−, T ), which preserves the 2-rigidity.
Proof. Putting X = Z := Tℓ and Y := C[ℓ] and applying 6.2, we have the assertion.
2
As one of the applications of this theorem, we have the following result.
Corollary 6.4 Let C be an n-cluster tilting subcategory of T . For any 0 < ℓ < n, we
have ⋂
0<i<n, i6=ℓ
C[−i]
⊥ =
⋂
0<i<n, i6=n−ℓ
⊥
C[i],
and we denote this by Zℓ. Then there exists an equivalence Fℓ : Zℓ /[C] → mod C
defined by FℓX := T (−, X[ℓ]), which preserves the 2-rigidity. In particular, Z1 /[C] ≃
· · · ≃ Zn−1 /[C] is an abelian category.
Proof. Since C⊥ = C[1] ∗ · · · ∗ C[n − 1] = ⊥ C[n] holds by 3.1, we have the desired
equality. Notice that mod C forms an abelian category by 2.9. Since Z1 = C[−1] ∗ C
holds by 3.1, the assertions for ℓ = 1 follows from 6.3. For anyX ∈ Zℓ+1 (resp. Y ∈ Zℓ),
take a triangle X
f
→ C
g
→ Y → X[1] with a left C-approximation f (resp. right C-
approximation g). One can easily check that Y ∈ Zℓ and g is a right C-approximation
(X ∈ Zℓ+1 and f is a left C-approximation). Thus (Zℓ+1,Zℓ) is a C-mutation pair. By
2.6, we have an equivalence Gℓ+1 : Zℓ+1 /[C] ≃ Zℓ /[C] defined by Gℓ+1X := Y . Then
Fℓ+1 = Fℓ ◦Gℓ+1 holds, and the assertions follow. 2
Restricting ourselves to 2-cluster tilting subcategories, we have the following result
as a corollary to 6.3. We should note that the claims (1) and (3) in the corollary
already appear in the papers by Buan, Marsh and Reiten [21], Keller and Reiten [49]
and by Koenig and Zhu [51].
Corollary 6.5 Let C be a 2-cluster tilting subcategory of T .
(1) There exists an equivalence F : T /[C[1]] → mod C defined by FT := T (−, T ),
which preserves the 2-rigidity. Thus T /[C[1]] is an abelian category.
(2) Assume that T is 2-Calabi-Yau and gl.dim(mod C) ≤ 1. If T ∈ T has no direct
summand in ind C[1], then T (T, T [1]) = 0 if and only if Ext
1
mod C(FT,FT ) = 0.
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(3) Assume that T has a Serre functor S.
(i) F induces an equivalence between S C and injective objects in mod C.
(ii) Any injective object in mod C has projective dimension at most one.
(iii) If T ∈ T has no direct summand in ind C[1], then F(ST [−1]) ≃ τ(FT ),
where τ is the Auslander-Reiten translation (see 2.9).
Proof. (1) Immediate from 6.3 and 2.9.
(2) We have only to show the ‘if’ part. We follow the notation in the proof of
6.2, where X = Z := C and Y := C[1] in this case. Assume Ext
1
mod C(FT,FT ) =
0. Since T has no direct summand in ind C[1], we have h ∈ JT in the triangle (8).
Thus Im(·h[−1]) ⊂ JT (−, Y [−1]) holds in (9). Since gl.dim(mod C) ≤ 1, the injection
Im(·h[−1])→ (−, Y [−1]) splits. Thus we have (·h[−1]) = 0 on C, and
0 −−−→ (−, Y [−1])
·f
−−−→ (−, X) −−−→ FT −−−→ 0
is exact. Applying Hommod C(−,FT ) and considering the commutative diagram (11),
we have that (X, T )
f ·
→ (Y [−1], T ) → 0 is exact. Thus 0 → (T, Y [1])
·f [2]
−→ (T,X[2]) is
exact, and we have a commutative diagram
(X, Y ) = 0
↑·h
(X, T )
f ·
−→ (Y [−1], T ) −→ 0
↑·g ↑·g
(X,X)
f ·
−→ (Y [−1], X)
h[−1]·
−→ (T [−1], X)
g[−1]·
−→ (X[−1], X) = 0
↑·f ↑·f
(Y [−1], Y [−1])
h[−1]·
−→ (T [−1], Y [−1])
of exact sequences. Chasing this diagram, we have an exact sequence (T [−1], Y [−1])
·f
→
(T [−1], X)→ 0. Since (T, Y )
·f [1]
→ (T,X[1])
·g[1]
→ (T, T [1])
·h[1]
−→ (T, Y [1])
·f [2]
−→ (T,X[2]) is
exact, we have (T, T [1]) = 0.
(3)(i)(ii) Fix any X ∈ C. Then (i) follows from (−, SX) ≃ D(X,−). By 3.1, there
exists a triangle SX[−1] → C1
f
→ C0 → SX with Ci ∈ C. Now (ii) follows from an
exact sequence
0 = D(X[−1],−) −−−→ (−, C1)
·f
−−−→ (−, C0) −−−→ D(X,−) −−−→ (−, C1[1]) = 0.
(iii) By 3.1, there exists a triangle C1
f
→ C0 → T → C1[1] with Ci ∈ C. Then we
have a minimal projective resolution (−, C1)
·f
→ (−, C0) → FT → 0 because T has no
33
direct summand in ind C[1]. The assertion follows from the commutative diagram
0 = (−, SC0[−1]) −→ F(ST [−1]) −→ (−, SC1)
·Sf
−→ (−, SC0)
≀ ↓ ≀ ↓
0 −→ τ(FT ) −→ D(C1,−)
D(f ·)
−→ D(C0,−).2
7 Application of Kac’s theorem
Throughout this section, let k be an algebraically closed field. We shall apply Kac’s
theorem in the representation theory of quivers to a classification of rigid objects in
triangulated categories. Let us start with recalling basic facts concerning finite dimen-
sional hereditary k-algebras. Such an algebra H is Morita equivalent to a path algebra
kQ of certain quiver Q without oriented cycles. We denote by K0(H) the Grothendieck
group of modH . For X ∈ modΛ, we denote by dimX the class of X in K0(modH).
Thus K0(H) is an abelian group with the basis dimS1, · · · , dimSn, where S1, · · · , Sn
are simple H-modules.
We denote by ∆ (resp. ∆+) the set of roots (resp. positive roots) associated to the
underlying graph of the quiver Q. We denote by α1, · · · , αn the simple roots, and by
W the Weyl group. Note that αi = dimSi, and we have a W -invariant quadratic form
q : K0(H)→ Z, defined as q(dimX) = dimk EndH(X)− dimk Ext
1
H(X,X). We call an
element of
∆re :=
n⋃
i=1
Wαi (resp. ∆
re
+ := ∆
re ∩∆+)
a real root (resp. positive real root). Then a root d is real if and only if q(d) > 0 if and
only if q(d) = 1 (e.g. [44, 1.9]). Let us recall the following result due to Kac [44] (see
also [34]).
Theorem 7.1 dim gives a surjective map ind(modH) → ∆+. If d ∈ ∆
re
+, then there
exists unique X ∈ ind(modH) such that dimX = d.
Consequently, we have dimX ∈ ∆re+ for any rigid X ∈ ind(modH) because
q(dimX) = dimk EndH(X)− dimk Ext
1
H(X,X) = dimk EndH(X) > 0. We call d ∈ ∆
re
+
a real Schur root if the corresponding X ∈ ind(modH) satisfies EndH(X) = k. We
denote by ∆reS+ the set of real Schur roots. For Schur roots, we refer to [60, 28] for
example. Immediately, dim gives a bijection from the set of indecomposable rigid
H-modules to ∆reS+ .
Applying this to the classification of rigid objects, we have the following result.
Theorem 7.2 Let T be a triangulated category with a 2-cluster tilting subcategory
C = addM . Assume that H := EndT (M) is hereditary, and we denote by ∆
reS
+ the set
of real Schur roots associated to H. Then the map
T
T (M,−)
−−−−→ modH
dim
−−−→ K0(H)
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induces an injective map from 2-rigid objects in ind T − ind C[1] to ∆reS+ . This is bijec-
tive provided T is 2-Calabi-Yau.
Proof. Both assertions follow from 6.5 and 7.1. 2
Example 7.3 We consider the quiver Q : s -m s, which we describe as having m
arrows. In this case, we call H := kQ =
(
k km
0 k
)
the Kronecker algebra of degree
m. The corresponding Weyl group is generated by two elements s1 =
(
−1 0
m 1
)
and
s2 =
(
1 m
0 −1
)
. Thus ∆re+ consists of
(1 0)s2s1s2s1 · · · s1 or 2 and (0 1)s1s2s1s2 · · · s2 or 1.
There exist two indecomposable projective H-modules P0 =
(
k
0
)
and P1 =
(
km
k
)
, two
indecomposable injective H-modules I0 = D(0 k) and I1 = D(k k
m), and two simple
H-modules P0 and I0.
Now we assume m ≥ 2. It is easily shown [34] that the Auslander-Reiten quiver of
modH contains a preinjective component C1 and a preprojective component C2
C1 :
· · · · · ·
s
I5
 
 
s
I4
@
@R
s
I3
 
 
s
I2
@
@R
s
I1
 
 
s
I0
mmmmm
C2 : s
P0
 
 
s
P1
@
@R
s
P2
 
 
s
P3
@
@R
s
P4
 
 
s
P5
· · · · · ·mmmmm
where all the modules are pairwise non-isomorphic and τPi+2 = Pi, τIi = Ii+2 (i ≥ 0).
We have dimP0 = (1, 0), dimP1 = (m, 1), dimI0 = (0, 1) and dimI1 = (1, m). Using
Auslander-Reiten sequences, we have equalities
dimPi+1 −m(dimPi) + dimPi−1 = 0, dimIi+1 −m(dimIi) + dimIi−1 = 0
for i > 0. Therefore we obtain
dimP2i = (1, 0)(s2s1)
i, dimP2i+1 = (0, 1)(s1s2)
is1,
dimI2i = (0, 1)(s1s2)
i, dimI2i+1 = (1, 0)(s2s1)
is2.
In particular, all elements in ∆re+ appear in C1 and C2. Consequently, any indecom-
posable rigid H-module is either Pi or Ii (i ∈ Z).
We apply 7.3 to give more explicit description of rigid objects.
Corollary 7.4 Let T be a 2-Calabi-Yau triangulated category with a 2-cluster tilting
subcategory C = add(X ⊕ Y ). Assume EndT (X) = EndT (Y ) = k, (X, Y ) = 0 and
dim(Y,X) = m ≥ 2.
(1) H := EndT (X ⊕ Y ) is a Kronecker algebra of degree m. We have an equivalence
F := T (X ⊕ Y,−) : T /[C[1]]→ modH which preserves the 2-rigidity.
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(2) The Auslander-Reiten quiver of T contains a connected component
· · · · · ·
s
Y [2]
 
 
s
X[2]
@
@R
s
Y [1]
 
 
s
X[1]
@
@R
s
Y
 
 
s
X
@
@R
s
Y [−1]
 
 
s
X[−1]
@
@R
s
Y [−2]
 
 
s
X[−2]
· · · · · ·mmmmmmmmm
where all the modules are pairwise non-isomorphic.
(3) Any 2-rigid object in ind T is X[i] or Y [i] for some i ∈ Z. Any 2-rigid object in
T is X[i]a ⊕ Y [i]b or X[i]a ⊕ Y [i− 1]b for some i ∈ Z and a, b ∈ Z≥0.
(4) PutM2i := Y [−i], M2i+1 := X[−i] and Ci := add(Mi⊕Mi+1) for i ∈ Z. Then any
2-cluster tilting subcategory of T is Ci for some i ∈ Z. They satisfy µMi(Ci) = Ci+1
and µMi+1(Ci) = Ci−1.
Proof. (1) Immediate from our assumption and 6.5.
(3)(4) We use the notation in 7.3. We have FX = P1 and FY = P0. By 6.5, we
have FX[2] = I0, FY [2] = I1 and
FX[−i] = τ−iP1, FY [−i] = τ
−iP0, FX[i+ 2] = τ
iI0, FY [i+ 2] = τ
iI1 (12)
for i ∈ Z≥0. Since any 2-rigid indecomposable H-module is either Pi or Ii by 7.3, we
have the former assertion of (3).
By 5.3, we have only to show that Ci is a 2-cluster tilting subcategory of T . Since
T is 2-Calabi-Yau, our assumption implies that C has AR 4-angles
X −→ 0
 
X[1]
@R
−→ Y m −→ X and Y −→ Xm
 
Y [−1]
@R
−→ 0 −→ Y.
It follows from these 4-angles that C−1 = µX(C) and C1 = µY (C), which are actually 2-
cluster tilting subcategories of T by virtue of 5.5. Since C2i = C[−i] and C2i+1 = C1[−i],
we have that each Ci is a 2-cluster tilting subcategory of T . One can easily check
µMi(Ci) = Ci+1 and µMi+1(Ci) = Ci−1.
(2) From the above 4-angles, T has a triangle X[1] → Y m → X → X[2]. This is
an AR triangle in T because dim(X,X[2]) = dim(X,X) = 1. Similarly, T has an AR
triangle Y → Xm → Y [−1] → Y [1]. Shifting these triangles, we have the assertion.
All modules are pairwise non-isomorphic by (12). 2
Corollary 7.5 Let T be a (2n+ 1)-Calabi-Yau triangulated category with a (2n+ 1)-
cluster tilting subcategory C = addX (n > 0). Assume EndT (X) = k, (X[i], X) = 0
for 0 < i < n and dim(X[n], X) = m ≥ 2.
(1) Put Xℓ := C[ℓ] ∗ C[ℓ + n] ∗ C[ℓ + n + 1] for 0 ≤ ℓ < n. Then ind T =
(
n−1∐
ℓ=0
(indXℓ− ind C[ℓ+ n+ 1]))
∐
ind C[2n].
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(2) H := EndT (X ⊕ X[n]) is a Kronecker algebra of degree m. For 0 ≤ ℓ < n, we
have an equivalence Fℓ := T (X⊕X[n],−[−ℓ]) : Xℓ /[C[ℓ+n+1]]→ modH which
preserves the 2-rigidity.
(3) The Auslander-Reiten quiver of T contains a connected component
· · · · · ·
s
X[ℓ+ 5n]
 
 
s
X[ℓ+ 4n]
@
@R
s
X[ℓ+ 3n]
 
 
s
X[ℓ+ 2n]
@
@R
s
X[ℓ+ n]
 
 
s
X[ℓ]
@
@R
s
X[ℓ− n]
 
 
s
X[ℓ− 2n]
@
@R
s
X[ℓ− 3n]
 
 
s
X[ℓ− 4n]
· · · · · ·mmmmmmmmm
for 0 ≤ ℓ < n, where all X[i] (i ∈ Z) are pairwise non-isomorphic.
(4) Any 2-rigid object in ind T is X[i]a for some i ∈ Z and a ∈ Z≥0.
(5) Any (2n+ 1)-cluster tilting subcategory of T is addX[i] for some i ∈ Z.
Proof. (1) Since JT (C[ℓ+ n], C[ℓ+1]) = 0 and JT (C[ℓ+ n+1], C[ℓ+ n+1]) = 0, we
have Xℓ = (C[ℓ] ∨ C[ℓ+ n]) ∗ C[ℓ+ n+ 1] = (C[ℓ] ∗ C[ℓ+ n+ 1]) ∨ C[ℓ+ n] by 2.1. Thus
the assertion follows from 5.10.
(2) The former assertion follows from our assumption. We only have to show the
latter assertion for ℓ = 0. Put X = Z := C ∗ C[n] = C ∨C[n] and Y := C[n + 1]. Then
X0 = X ∗Y and we have an equivalence
F0 = T (X ⊕X[n],−) : X0 /[C[n+ 1]]→ mod(C ∨C[n]; C ∨C[n], C[n])
by 6.2. Since JT (C, C ∨C[n]) = 0, we have mod(C ∨C[n]; C ∨C[n], C[n]) =
mod(C ∨C[n]) ≃ modH .
(3) We have only to show the assertion for ℓ = 0. Since X ∈ C has an AR (2n+3)-
angle
X −→
2n
0−→ · · · −→
n+1
0 −→
n
Xm−→
n−1
0 −→ · · · −→
0
0−→ X
by 5.10, there exists a triangle X[n] → Xm → X[−n] → X[n + 1] in T . This is an
AR triangle because dim(X[−n], X[n + 1]) = dim(X,X) = 1. Shifting this, we have
the component. We will show that all X[i] (i ∈ Z) are pairwise non-isomorphic in the
proof of (4).
(4) We use the notation in 7.3. More strongly, we will show that any 2-rigid object
in indXℓ is X[ℓ− in] (i ≥ −1) or X[ℓ+ in + 1] (i ≥ 1), and they satisfy
Fℓ(X[ℓ− 2in]) = τ
−iP1, Fℓ(X[ℓ− (2i− 1)n]) = τ
−iP0,
Fℓ(X[ℓ+ (2i+ 2)n+ 1]) = τ
iI0, Fℓ(X[ℓ+ (2i+ 3)n+ 1]) = τ
iI1.
(13)
We may assume ℓ = 0. By a similar argument as in the proof of 6.5, we have
F0(T [2n]) = τ(F0T ) (14)
if both T and T [2n] are contained in X0 and T has no direct summand X[n+ 1].
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First, we shall show thatX[−in] (i ≥ −1) andX[in+1] (i ≥ 1) in fact belong to X0.
We have C[−n] ⊂ C ∗ C[n + 1] by the triangle in (3). Thus we have X0[−n] = (C[−n] ∗
C[1])∨C ⊂ (C ∗ C[n+1]∗C[1])∨C = C ∗ C[n+1]∗C[1]. Since JT (C[1], C[1]∗C[n+2]) = 0,
we have C ∗ C[n + 1] ∗ C[1] = (C ∗ C[n + 1]) ∨ C[1] by 2.1. Thus we have
X0[−n] ⊂ X0 ∨C[1].
In particular, if X[−in] ∈ X0 and X[−in] 6= X[n+ 1], then X[−(i+ 1)n] ∈ X0.
Assume X[−jn] ∈ X0 for −1 ≤ j ≤ i and X[−jn] 6= X[n+1] for −1 ≤ j < i. If we
show X[−in] 6= X[n+1], then X[−(i+1)n] ∈ X0 by the above observation, and we will
have X[−in] ∈ X0 for any i ≥ −1 inductively. Thus we assume X[−in] = X[n + 1].
Then i > 0 holds by the (2n+1)-rigidity of X, and we have X[(2− i)n] ∈ X0. Thus we
have F0(X[(2−i)n]) = F0(X[3n+1]) = (X⊕X[n], X[3n+1]) = D(X[n], X⊕X[n]) = I1.
Using (14) repeatedly, we have P1 = F0X = τ
i−2F0(X[(2 − i)n]) = τ
i−2I1. This is a
contradiction because P1 and I1 do not belong to one component.
We have C[2n + 1] ⊂ C ∗ C[n + 1] by the triangle in (3). By a similar argument as
above, we have
X0[n] ⊂ X0 ∨C[2n].
This implies that if X[in + 1] ∈ X0 and X[in + 1] 6= X[n], then X[(i+ 1)n + 1] ∈ X0.
Since we have already shown that X[in+ 1] 6= X[n] for i ≥ 1, we have X[in+ 1] ∈ X0
for any i ≥ 1.
Now we prove the desired assertion. Since we have F0X = P1, F0X[n] = P0,
F0X[2n + 1] = I0 and F0X[3n + 1] = I1, we obtain (13). Since any 2-rigid indecom-
posable H-module is either Pi or Ii by 7.3 and F0 preserves the 2-rigidity, any 2-rigid
object in indXℓ is X[ℓ− in] (i ≥ −1) or X[ℓ+ in+ 1] (i ≥ 1).
(5) Immediate from (4). 2
8 Gorenstein quotient singularities
We shall apply the arguments used in the preceding sections to Cohen-Macaulay mod-
ules over a quotient singularity.
For this, in the rest of this paper, let k be an algebraically closed field of character-
istic zero. And let G be a finite subgroup of GL(d, k) which is a small subgroup, i.e.
G does not contain any pseudo-reflections except the identity.
Let V be an d-dimensional k-vector space with basis {x1, . . . , xd}. The group G
naturally acts on V and the action can be extended to the action on the regular local
ring S = k[[x1, . . . , xd]], the completion of the symmetric algebra over V . We denote
by R = SG the invariant subring of S by this action of G.
We assume the following assumptions on the group G:
(G1) G is a subgroup of SL(d, k).
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(G2) Any element σ 6= 1 of G does not have eigenvalue 1.
It is known by [66] that the condition (G1) is equivalent to that R is a Gorenstein
ring. It is also known that (G2) is a necessary and sufficient condition for R to have
at most an isolated singularity. For the lack of references, first we note this fact in the
following.
For each element σ ∈ G we let
Wσ = (σ − 1)(V ),
which is a subspace of V . By definition, σ is a pseudo-reflection if and only if dimkWσ ≤
1. Therefore, since G is small, we have dimkWσ ≧ 2 for σ 6= 1. Using this notation,
the following proposition holds.
Proposition 8.1 The singular locus of R is a closed subset of Spec(R) defined by the
ideal
I =
⋂
σ 6=1∈G
(WσS ∩ R).
As an immediate consequence of this proposition we have the following corollary.
Corollary 8.2 The following three conditions are equivalent.
(1) R is an isolated singularity.
(2) Wσ = V for any σ ∈ G with σ 6= 1.
(3) Any element σ 6= 1 of G does not have eigenvalue 1.
Even though there is no good reference for the proof of Proposition 8.1, this seems
to be a well-known fact. We shall give an outline of the proof below, and the precise
proof of each step is left to the reader.
Proof. Let P ∈ Spec(S) and p = P ∩ R ∈ Spec(R). We let
TP = {σ ∈ G | x
σ − x ∈ P for ∀x ∈ S} ⊆ HP = {σ ∈ G | P
σ = P} ⊆ G,
which are respectively called the inertia group and the decomposition group for P . As
a first step, we can show that
(1) TP = {1} if and only if P 6⊇
⋂
σ 6=1∈GWσS.
Note from (1) that G is small if and only if TP = {1} for any prime ideal P of height
one.
Let P = P1, P2, . . . , Pr be all the prime ideals of S lying over p. Note that r = [G :
HP ]. Since Rp ⊆ Sp is a finite extension, taking the p-adic completion of this, we have
a finite extension
R̂p ⊆ Ŝp = ŜP × ŜP2 × · · · × ŜPr .
39
The action of G can be naturally extended to Sp, hence to Ŝp. And we can easily see
that R̂p = Ŝp
G
. As a second step of the proof, one can show that
(2) HP naturally acts on ŜP and (ŜP )
HP = Rp.
Let κ(p) (resp. κ(P )) be the residue field of the local ring R̂p (resp. ŜP ). By (2)
one can show that the field extension κ(p) ⊆ κ(P ) is a Galois extension with Galois
group HP/TP . Using this observation we can prove the following.
(3) If TP = {1}, then Rp is a regular local ring.
In fact, if TP = {1}, then [κ(P ) : κ(p)] = |HP | = rankcRp ŜP by (2). This shows that
R̂p ⊆ ŜP is a flat extension, and since ŜP is regular, it follows that R̂p is also regular.
On the other hand, one can show the following by using (2).
(4) If R̂p ⊆ ŜP is a flat extension, then the equality lengthSP (SP/pSP ) = |TP | holds.
In fact, if R̂p ⊆ ŜP is flat, then it is actually free and lengthSP (SP/pSP ) =
rankcRp ŜP / [κ(P ) : κ(p)], which shows (4).
Finally we can prove the following.
(5) If G is a small subgroup and if Rp is a regular local ring, then TP = {1}.
In fact, if ht P = 1, then R̂p ⊆ ŜP is flat, and we have from (4) that
lengthSP (SP/pSP ) = |TP | = 1, since G is small. This means that the extension
R̂p ⊆ ŜP is unramified if ht P = 1. Then, by the purity of branch locus we see
that R̂p ⊆ ŜP is unramified for a given P , since this is a flat extension. It follows from
(4) that |TP | = 1.
Finally, summing all up, we have the following equivalences, and the proof is com-
pleted.
Rp is regular ⇔ TP = {1} ⇔ P 6⊇
⋂
σ 6=1∈G
WσS ⇔ p 6⊇ I 2
In the rest we assume that G satisfies the conditions (G1) and (G2). Then it
is equivalent to that R is a Gorenstein local ring of dimension d with an isolated
singularity. Under such a situation we are interested in the category of maximal Cohen-
Macaulay modules CM(R) over R and its stable category CM(R).
For the present, we discuss some generalities about these categories. For this pur-
pose let A be a general Gorenstein complete local ring of dimension d. We denote by
CM(A) the stable category of CM(A). By definition, CM(A) is the factor category
CM(A)/[A]. We denote the set of morphisms in CM(A)/[A] by HomA(M,N) for any
M,N ∈ CM(A). Since A is a complete local ring, note that M is isomorphic to N in
CM(A) if and only ifM ⊕P ∼= N ⊕Q in CM(A) for some projective A-modules P and
Q.
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For any A-moduleM , we denote the first syzygy module ofM by ΩAM . We should
note that ΩAM is uniquely determined up to isomorphism as an object in the stable
category. The nth syzygy module ΩnAM is defined inductively by Ω
n
AM = ΩA(Ω
n−1
A M),
for any nonnegative integer n. Since A is a Gorenstein ring, it is easy to see that the
syzygy functor ΩA : CM(A)→ CM(A) is an autofunctor. Hence, in particular, we can
define the cosyzygy functor Ω−1A on CM(A) which is the inverse of ΩA. We note from
[38, 2.6] that CM(A) is a triangulated category with shift functor [1] = Ω−1A .
Now we remark one of the fundamental dualities called the Auslander-Reiten dual-
ity, which was essentially given by Auslander [4, I.8.8, III.1.8].
Theorem 8.3 Let A be a Gorenstein local ring of dimension d as above. And suppose
that A has only an isolated singularity. Then, for any X, Y ∈ CM(A), we have a
functorial isomorphism
ExtdA(HomA(X, Y ), A)
∼= HomA(Y,X[d− 1]).
Therefore the triangulated category CM(A) is (d− 1)-Calabi-Yau.
Proof. This follows from the isomorphism given in [67, 3.10] 2
Now we return to the original setting, that is, R = SG where the subgroup G
of GL(d, k) satisfies the conditions (G1) and (G2). We always assume d ≥ 3 in the
following. As we have remarked above as a general result, CM(R) is a triangulated
category with shift functor [1] = Ω−1R and it is (d− 1)-Calabi-Yau.
For the following result we refer to [40, 2.5] and [41, 6.1], where (d − 1)-cluster
tilting subcategories are called maximal (d− 2)-orthogonal subcategories.
Theorem 8.4 Under the above circumstances, addS is a (d − 1)-cluster tilting sub-
category of CM(R). Moreover, the Koszul complex
S −−−→ S(
d
d−1) −−−→ S(
d
d−2) −−−→ · · · −−−→ S(
d
2) −−−→ S(
d
1) −−−→ S
of S gives an AR (d+ 1)-angle in CM(R).
Thanks to this theorem, we can apply results in previous sections. For example, we
immediately obtain the following corollary by virtue of 6.5.
Corollary 8.5 Assume d = 3 and put Λ := EndR(S). We have an equivalence
Ext1R(S,−) : CM(R)/[S]→ modΛ, which preserves the 2-rigidity.
Proof. Since addS is equivalent to the category of finitely generated projective Λ-
modules, mod(addS) is equivalent to modΛ. 2
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In particular, if all 2-rigid Λ-modules are known, then all 2-rigid Cohen-Macaulay
R-modules are also known.
In the rest of this section, we give an application of this equivalence.
Let k be an algebraically closed field again. In the representation theory of finite
dimensional k-algebras, the concept of representation type plays an important role. A
famous dichotomy theorem of Drozd asserts that any finite dimensional k-algebra is
either of tame representation type or wild representation type, and not both (see [29,
27]). In short, the representation theory of algebras of tame representation type can be
approximated by that of a polynomial ring k[x] in one variable, while the representation
theory of algebras of wild representation type is as complicated as that of a polynomial
ring k〈x, y〉 in two variables. It is known to be ‘hopeless’ to classify indecomposable
modules over algebras of wild representation type (see [15, 4.4.3] and references there).
A path algebra kQ of a quiver Q is of tame representation type if Q is either a Dynkin
or extended Dynkin diagram, and is of wild representation type otherwise. We call
Q a wild quiver if it is neither Dynkin nor extended Dynkin. The notion of tameness
and wildness together with the dichotomy theorem was introduced for one dimensional
reduced Cohen-Macaulay k-algebras by Drozd-Greuel [30]. Unfortunately the general
definition of tameness and wildness is still not established for arbitrary dimension.
The following result asserts that the category CM(R) is more complicated than
mod(kQ) for the path algebra kQ of a wild quiver Q. Especially it follows that R = SG
is never of finite representation type if G 6= 1. This contains a result due to Auslander
and Reiten [8] as a special case.
Proposition 8.6 Let G 6= 1 be a finite subgroup of SL(3, k). Assume that R := SG
is an isolated singularity. Then there exists a wild quiver Q and a dense functor
CM(R)→ mod(kQ).
Proof. We have an equivalence CM(R)/[S]→ modΛ by 8.5. Thus we only have to
show that there exists a surjection Λ → kQ for a wild quiver Q because we have a
dense functor (kQ)⊗Λ (−) : modΛ→ mod(kQ). It is shown in the next lemma. 2
Lemma 8.7 Under the notation of 8.6, there exists an idempotent e of Λ such that
Λ/ΛeΛ is isomorphic to a path algebra kQ of a wild quiver Q.
Proof. Since R = SG is an isolated singularity, G is a cyclic group by [54]. Up to
conjugation, we can put G = 〈diag(ζa, ζb, ζc)〉 for a primitive m-th root of unity ζ and
integers a, b, c satisfying a + b + c ∈ mZ and (a,m) = (b,m) = (c,m) = 1 by (G2).
Moreover, without loss of generality, we can assume a = 1 ≤ b ≤ c < m.
Put Γ := S ∗G. Then Γ has a presentation as follows: The set of vertices is Z/mZ.
For each vertex i ∈ Z/mZ, we draw three arrows x : i → i + a, y : i → i + b and
z : i→ i+ c. The relations are xy = yx, yz = zy and zx = xz.
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Let ei be the primitive idempotent of Γ corresponding to the vertex i ∈ Z/mZ.
Choose e0 in the way such that Λ = Γ/Γe0Γ. Put E := {1, 2, · · · , b, b + 1, c + 1} ⊂
Z/mZ. Define an idempotent e of Λ by e :=
∑
i∈(Z/mZ)\E ei. The presentation of
Λ/ΛeΛ = Γ/ΓeΓ is given by simply deleting the vertex (Z/mZ)\E from that of Γ.
s
c+ 1 z
s
1 xff - -s
2 x- s
3
y
· · · s
b− 1 x- s
b x
s
b+ 1
There are no relations among these arrows. Consequently, Λ/ΛeΛ is the path algebra
of a wild quiver. Thus the assertion follows. 2
9 Proof of Theorems 1.2 and 1.3
In the first half of this section we give a proof of Theorem 1.2 stated in the introduction.
For this, let G be a cyclic subgroup of GL(3, k) that is generated by σ =
diag(ω, ω, ω), where ω is a primitive cubic root of unity. In this case, G acts natu-
rally on the ring S = k[[x, y, z]], and the invariant subring R = SG is the completion
of the Veronese subring of dimension three and degree three:
R = k[[{monomials of degree three in x, y, z}]]
The action of G gives the Z/3Z-graded structure on S in such a way that S = S0 ⊕
S1 ⊕ S2, where each Sj is an R-module of semi-invariants that is defined as
Sj = {f ∈ S | f
σ = ωjf}.
Actually we have that S0 = R and
S1 = (x, y, z)R, S2 = (x
2, xy, y2, yz, z2, zx)R.
We shall prove Theorem 1.2 in the following form.
Theorem 9.1 Under the above circumstances, we set M2i = Ω
i
RS1 and M2i+1 = Ω
i
RS2
for any i ∈ Z. Then all Mi (i ∈ Z) are pairwise non-isomorphic.
(1) There exists an equivalence CM(R)/[S]→ mod
(
k k3
0 k
)
.
(2) A maximal Cohen-Macaulay R-module is rigid if and only if it is isomorphic to
Ra ⊕M bi ⊕M
c
i+1 for some i ∈ Z and a, b, c ∈ Z≥0.
(3) Any 2-cluster tilting subcategory of CM(R) is one of add(Mi ⊕Mi+1) for i ∈ Z.
It is known that the Sj (j ∈ Z/3Z) are in CM(R), and in particular they are
reflexive R-modules of rank one, whose classes form the divisor class group of R. As a
result, {Sj} are all of the maximal Cohen-Macaulay modules of rank one over R.
We need some results of computations for later use.
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Lemma 9.2 We have the following isomorphisms.
(1) HomR(Si, Sj) ∼= Sj−i for any i, j ∈ Z/3Z.
(2) HomR(Si, Sj)
∼=

k (i = j = 1 or i = j = 2)
k3 (i = 1, j = 2)
0 (i = 2, j = 1)
where we can take the multiplication maps S1 → S2 by x, y, z as the k-basis of
HomR(S1, S2).
Proof. (1) is obvious, and we omit its proof. To show (2), let us take a Koszul
complex of the sequence {x, y, z} in S, that is an exact sequence of Z/3Z-graded S-
modules.
0 −−−→ S −−−→ S(−2)3 −−−→ S(−1)3
f
−−−→ S −−−→ k −−−→ 0,
where f is a map given by the matrix t(x, y, z). Taking the degree 1 and 2 part of this,
we have exact sequences of R-modules.
(i) 0 −−−→ S1 −−−→ S
3
2 −−−→ R
3 f1−−−→ S1 −−−→ 0,
(ii) 0 −−−→ S2 −−−→ R
3 −−−→ S31
f2
−−−→ S2 −−−→ 0.
Note that f1 gives a free cover of the R-module S1. For any j ∈ Z/3Z, applying
HomR(Sj, ) to this and using the isomorphisms of (1), we have the exact sequence
S3−j
f1∗
−−−→ S−j+1 −−−→ HomR(Sj , S1) −−−→ 0,
where f1∗ is the map induced by f . Hence we have an isomorphism HomR(Sj, S1)
∼=
S−j+1/(x, y, z)S−j. If j = 1, then we have HomR(S1, S1)
∼= k, since (x, y, z)S2 is the
maximal ideal of R = S0. On the other hand, if j = 2, then we have HomR(S2, S1) = 0,
since S2 = (x, y, z)S1.
To show the rest of the lemma, we take a free presentation of S/(x, y, z)2S as a
Z/3Z-graded S-module.
S(−2)6
g
−−−→ S −−−→ S/(x, y, z)2S −−−→ 0,
where g is a map given by the matrix t(x2, xy, y2, yz, z2, zy). Taking the degree 2 part,
we have a free presentation of S2 as an R-module as
R6
g2
−−−→ S2 −−−→ 0,
For any j ∈ Z/3Z, applying HomR(Sj , ) again and using the isomorphisms of (1), we
have an exact sequence
S6−j
g2∗
−−−→ S−j+2 −−−→ HomR(Sj , S2) −−−→ 0,
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where g2∗ is the map induced by g. Hence we have an isomorphism HomR(Sj, S2)
∼=
S−j+2/(x, y, z)
2S−j . If j = 1, then we have HomR(S1, S2)
∼= S1/(x, y, z)
2S2 =
S1/(x, y, z)S1 ∼= k
3. On the other hand, if j = 2, then we have HomR(S2, S2) = k,
since (x, y, z)2S1 is the maximal ideal of R = S0. 2
Proof of Theorem 9.1 By 8.4, C := addS is a 2-cluster tilting subcategory of
T := CM(R). Moreover, we have ind C = {S1, S2}, EndT (S1) = EndT (S2) = k,
T (S2, S1) = 0 and dim T (S1, S2) = 3 by 9.2. Thus we obtain the assertions from 7.4
by putting X := S2 and Y := S1. 2
Now we proceed to the proof of Theorem 1.3. For this purpose, we assume in the
rest of the paper that G is a subgroup of GL(4, k) generated by diag(−1,−1,−1,−1),
and that G acts on the ring S = k[[x, y, z, w]] and R = SG. As in the previous case,
we decompose S as the sum of modules of semi-invariants S = S0 ⊕ S1, where S0 = R
and S1 = (x, y, z, w)R. We repeat Theorem 1.3 in the introduction to give its proof.
Theorem 9.3 Under the above circumstances, all ΩiRS1 (i ∈ Z) are pairwise non-
isomorphic.
(1) There exists an equivalence CM(R)/[S]→ mod
(
k k6
0 k
)
.
(2) A maximal Cohen-Macaulay R-module is rigid if and only if it is isomorphic to
Ra ⊕ (ΩiRS1)
b for some i ∈ Z and a, b ∈ Z≥0.
(3) Any 3-cluster tilting subcategory of CM(R) is one of addΩiRS1 for i ∈ Z.
Note that CM(R) is a 3-Calabi-Yau triangulated category in this case. We need
the following computational results for the proof.
Lemma 9.4 Under the same circumstances, we have the following isomorphisms of
k-modules; EndR(S1) ≃ k and Ext
4
R(S1, S1) ≃ k
6.
Proof. Similarly to the proof of 9.2(2), we take a Koszul complex of the sequence
{x, y, z, w} in S, that is an exact sequence of Z/2Z-graded S-modules.
0 −−−→ S −−−→ S(−1)4 −−−→ S6 −−−→ S(−1)4
f
−−−→ S −−−→ k −−−→ 0,
where f is a map given by the matrix t(x, y, z, w). Taking the degree 1 part of this, we
have an exact sequence of R-modules.
0 −−−→ S1 −−−→ R
4 −−−→ S61 −−−→ R
4 f1−−−→ S1 −−−→ 0
Note that f1 gives a minimal free cover of the R-module S1. Hence we have
HomR(S1, S1) ≃ R/(x, y, z, w)R ≃ k as in the proof of 9.2(2).
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On the other hand, from the above sequence we have a short exact sequence
0 −−−→ Ω−1R S1 −−−→ S
6
1 −−−→ ΩRS1 −−−→ 0,
which is actually an Auslander-Reiten sequence, since
Ext1R(ΩRS1,Ω
−1
R S1) ≃ Ext
3
R(S1, S1) ≃ DHomR(S1, S1) ≃ k.
It follows that Ext4R(S1, S1) ≃ DHomR(S1,ΩRS1) ≃ DHomR(S1, S
6
1) ≃ k
6. 2
Proof of Theorem 9.3 By 8.4, C := addS is a 3-cluster tilting subcategory of T :=
CM(R). Moreover, we have ind C = {S1} and EndT (S1) = k and dim T (S1[1], S1) =
dim T (S1, S1[4]) = 6 by 9.4. Thus we obtain the assertions from 7.5 by putting n := 1
and X := S2. 2
10 Non-commutative examples
In this section, we construct examples of (2n + 1)-Calabi-Yau triangulated categories
where all (2n+ 1)-cluster tilting subcategories are known.
Let R be a complete local Gorenstein isolated singularity of dimension d and M ∈
CM(R) a generator such that addM is a (d− 1)-cluster tilting subcategory of CM(R).
Take a decomposition M =M1⊕M2 as an R-module such thatM1 is a generator. Put
Λ := EndR(M1) and N := HomR(M1,M2).
We denote by CM(Λ) the category of Λ-modules which are Cohen-Macaulay as R-
modules, and by CM(Λ) := CM(Λ)/[Λ] the stable category. We have the following
analog of 8.3 and 8.4.
Theorem 10.1 Under the above circumstances, CM(Λ) is a (d−1)-Calabi-Yau trian-
gulated category with a (d− 1)-cluster tilting subcategory addN .
Proof. Put Γ := EndR(M). By [41, 5.2.1], we have Γ ∈ CM(R) and gl.dimΓ = d.
Since Λ is a direct summand of EndR(M) as an R-module, we have Λ ∈ CM(Λ). By
[43, 2.4], Λ is isomorphic to HomR(Λ, R) as an (Λ,Λ)-module. Thus CM(Λ) forms a
(d − 1)-Calabi-Yau triangulated category by [38, 2.6] and [4, I.8.8, III.1.8]. Since M1
is a generator, the functor HomR(M1,−) : modR → modΛ is fully faithful. Putting
N ′ := HomR(M1,M), we have EndΛ(N
′) ≃ Γ. Again by [41, 5.2.1], we have that
addN = addN ′ is a (d− 1)-cluster tilting subcategory of CM(Λ). 2
We apply the above construction to some special case.
Let k be an algebraically closed field of characteristic zero andG a cyclic subgroup of
GL(2n+2, k) with n ≥ 0 generated by σ = diag(ζ, · · · , ζ), where ζ is a primitive (n+1)-
st root of unity. Then the assumptions (G1) and (G2) in section 8 are satisfied. Put
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S := k[[x1, · · · , x2n+2]] and R := S
G. We observed in section 8 that R is a Gorenstein
isolated singularity and CM(R) forms a (2n+1)-Calabi-Yau triangulated category with
a (2n+1)-cluster tilting subcategory addS. Putting Sj := {f ∈ S | f
σ = ζjf}, we have
a decomposition S =
n⊕
j=0
Sj as an R-module. Put M1 :=
n−1⊕
j=0
Sj and M2 := Sn to get
Λ := EndR(M1) and N := HomR(M1,M2). By 10.1, CM(Λ) is a (2n + 1)-Calabi-Yau
triangulated category with a (2n+ 1)-cluster tilting subcategory addN .
Theorem 10.2 Under the above circumstances, all ΩiΛN (i ∈ Z) are pairwise non-
isomorphic.
(1) A maximal Cohen-Macaulay Λ-module is rigid if and only if it is isomorphic to
P ⊕ (ΩiΛN)
a for some projective Λ-module P , i ∈ Z and a ∈ Z≥0.
(2) Any (2n+ 1)-cluster tilting subcategory of CM(Λ) is one of addΩiΛN for i ∈ Z.
Proof. By 8.4, we have an AR (2n+ 3)-angle
Sn −−−→ S
(2n+22n+1)
0 −−−→ S
(2n+22n )
1 −−−→ · · · −−−→ S
(2n+22 )
n−2 −−−→ S
(2n+21 )
n−1 −−−→ Sn
in the (2n + 1)-cluster tilting subcategory addS of CM(R). Applying HomR(M1,−),
we have an AR (2n + 3)-angle
N −−−→ 0 −−−→ · · · −−−→ 0 −−−→ N(
2n+2
n+1 ) −−−→ 0 −−−→ · · · −−−→ 0 −−−→ N
in the (2n+ 1)-cluster tilting subcategory addN of CM(Λ). By 5.10 and 7.5, we have
the assertion. 2
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