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Abstract
The cyclic projections algorithm is an important method for determining a point in the intersection of
a finite number of closed convex sets in a Hilbert space. That is, for determining a solution to the “convex
feasibility” problem. This is the third paper in a series on a study of the rate of convergence for the cyclic
projections algorithm. In the first of these papers, we showed that the rate could be described in terms of
the “angles” between the convex sets involved. In the second, we showed that these angles often had a more
tractable formulation in terms of the “norm” of the product of the (nonlinear) metric projections onto related
convex sets.
In this paper, we show that the rate of convergence of the cyclic projections algorithm is also intimately
related to the “linear regularity property” of Bauschke and Borwein, the “normal property” of Jameson (as
well as Bakan, Deutsch, and Li’s generalization of Jameson’s normal property), the “strong conical hull
intersection property” of Deutsch, Li, and Ward, and the rate of convergence of iterated parallel projections.
Such properties have already been shown to be important in various other contexts as well.
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1. Introduction
A frequent problem that arises in various areas of mathematics and physical sciences is to
determine a point in the intersection of finitely many closed convex sets in a Hilbert space. This
is called the convex feasibility problem. (See Bauschke and Borwein [6] for a nice review of this
problem and of the various projection algorithms for solving this problem, and Combettes [15]
for an in-depth exposition of the convex feasibility problem as it pertains to image recovery.) The
cyclic projections algorithm, or CPA for short, is arguably the most important and useful of all
the algorithms for solving the convex feasibility problem (see, e.g., [12,16,6,8]).
This is the third paper in a series on the rate of convergence for the CPA; the first two were [19,
20] (see also the earlier papers [32,16,26,18,33]).
In Section 2, we collect some basic facts that will be indispensable to our development. In
Section 3, we show some relationships between the strong CHIP and various regularity properties
that a finite collection of r ≥ 2 convex sets may possess. In particular, it is shown that each of the
regularity properties for a collection of r sets is equivalent to the same regularity property for just
two sets, but in a product space setting. (In the particular case of linear subspaces, this fact was
previously established by Bauschke, Borwein, and Lewis [8, Proposition 3.7.3].) In Section 4,
we show that there is a very strong correlation between the speed of convergence of the CPA and
the linear regularity property as well as the strong CHIP and various other regularity properties
of the sets in question. For example, Theorem 4.5 characterizes linear regularity as the precise
property equivalent to “uniform linear convergence” of the CPA. Moreover, in the case when all
the sets are subspaces, Remark 4.12 shows that there are 44 conditions, each equivalent to the
uniform linear convergence of the CPA.
When the convexity assumption on the sets is relaxed, the theory is much less complete and
is not discussed here. However, we note that some results in this direction have been established
recently by Lewis, Luke, and Malick [27] who discussed local regularity conditions and obtained
some local convergence results.
We conclude this Introduction by describing the CPA in detail. Let H be a real Hilbert space
with inner product 〈x, y〉 and induced norm ‖x‖ = √〈x, x〉. If K is a nonempty closed convex
subset of H , a well-known result of Riesz [31] states that each x ∈ H has a unique best
approximation (or nearest point) PK (x) in K to x . That is,
‖x − PK (x)‖ < ‖x − y‖ for every y ∈ K \ {PK (x)}.
The mapping PK : H → K thus defined is called the metric projection onto K .
Let us now recall the cyclic projections algorithm. Suppose C1,C2, . . . ,Cr are closed convex
subsets of the Hilbert space H with C := ∩r1 Ci 6= ∅, and let Pi := PCi for i = 1, 2, . . . , r . To
determine a point in C , the cyclic projections algorithm (CPA) is an iterative scheme that can be
described as follows. Start with any point x ∈ H , and define the sequence (xn) by
x0 := x and xn := P[n](xn−1) (n = 1, 2, . . .), (1.1)
where [·] : N→ {1, 2, . . . , r} is the “mod r” function with values in {1, 2, . . . , r}. That is,
[n] := {1, 2, . . . , r}
⋂
{n − kr | k = 0, 1, 2, . . .} (n = 1, 2, . . .).
In particular,
xnr = (Pr Pr−1 · · · P1)n(x) (n = 0, 1, 2, . . .).
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Bregman [12] showed that the sequence (xn) generated by the CPA always converges weakly
to some point WC (x) ∈ C . Moreover, in the special case that each of the sets Ci is affine
(i.e., a translate of a linear subspace), then the sequence (xn) actually converges in norm to
PC (x), the best approximation of the initial point. This latter fact was essentially proved by von
Neumann [28] for the case r = 2 and by Halperin [23] for general r . However, Hundal [24] has
recently given an example showing that, in general, the sequence (xn) only converges weakly,
and not always in norm. Finally, it is easy to give examples in R2 of two convex sets in which
(xn) converges in norm to WC (x), but WC (x) 6= PC (x). All these facts can be conveniently
summarized by the following theorem.
Theorem 1.1. The sequence (xn) defined by Eq. (1.1) converges weakly to some point
WC (x) ∈ C:
xn → WC (x) weakly as n→∞. (1.2)
In particular,
(Pr Pr−1 · · · P1)n(x) = xnr → WC (x) weakly as n→∞. (1.3)
If all the sets Ci are affine, then
lim
n
‖xn − PC (x)‖ = 0. (1.4)
In particular, WC (x) = PC (x) and
lim
n
‖(Pr Pr−1 · · · P1)n(x)− PC (x)‖ = 0.
In general, the convergence of (xn) to WC (x) is only weak convergence, not norm
convergence. But even when (xn) converges in norm to WC (x), WC (x) 6= PC (x) in general.
From now on it will be convenient to use the notation of Theorem 1.1 for the weak limit of the
sequence {(PCr PCr−1 · · · PC1)n(x)}; namely,
WC (x) := w- lim
n
(PCr PCr−1 · · · PC1)n(x),
which we know always exists and is in C = ∩n1 Ci .
We should mention that there is a beautiful iterative scheme called Dykstra’s algorithm that
allows one to asymptotically compute the best approximation to any x ∈ H from ∩r1 Ci , by
reducing it to computing best approximations from the individual sets Ci (see [17, Chapter 9]). In
general, however, Dykstra’s algorithm is more complicated than the cyclic projections algorithm,
and we will not consider Dykstra’s algorithm in this paper.
We will be using the same notation as in [19,20]. In particular, a convex cone (respectively,
subspace) is any nonempty set K with the property that λK + ρK ⊂ K for every choice of
λ ≥ 0 and ρ ≥ 0 (respectively, λ and ρ real). The conical hull of a set S, denoted cone S,
is the intersection of all convex cones that contain S. Also, for any set S in H , the interior
(respectively, closure) of S is denoted by int S (respectively, S). We shall also use the abbreviation
cone S := cone S. The (negative) dual cone of a set S is defined by
S◦ := {x ∈ H | 〈x, s〉 ≤ 0 for every s ∈ S}.
Finally, the closed unit ball in H is denoted by
BH := {x ∈ H | ‖x‖ ≤ 1}.
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2. Basic facts
In this paper, we will repeatedly be using some facts that we list here for convenience. A few
are classical, but one is from [20], and the last four seem new.
Fact 2.1 (Characterization of Best Approximations). Let K be a closed convex set in H, x ∈ H,
and x0 ∈ K . Then x0 = PK (x) if and only if x − x0 ∈ (K − x0)◦. That is, if and only if
〈x − x0, y − x0〉 ≤ 0 for every y ∈ K .
Fact 2.2 (Metric Projections are Nonexpansive). If K is a nonempty closed convex subset of H,
then PK is nonexpansive; that is,
‖PK (x)− PK (y)‖ ≤ ‖x − y‖ for all x, y ∈ H.
In particular, if 0 ∈ K , then
‖PK (x)‖ ≤ ‖x‖ for all x ∈ H.
Fact 2.1 goes back at least to Aronszajn [1] (see also [17, Theorem 4.1, p. 43]), while Fact 2.2
is from Phelps [29] (see also, [17, Theorem 5.5, p. 72]).
Fact 2.3 (Strong Uniqueness [20, Fact 1.7]). Let C be closed convex in H, x ∈ H, and x0 ∈ C.
Then the following three statements are equivalent:
(1) x0 = PC (x);
(2) 〈x − x0, c − x0〉 ≤ 0 for all c ∈ C;
(3) ‖x − c‖2 ≥ ‖x − x0‖2 + ‖x0 − c‖2 for all c ∈ C.
Hence we obtain the “strong uniqueness” relation
‖x − c‖2 ≥ ‖x − PC (x)‖2 + ‖PC (x)− c‖2 for all c ∈ C . (2.1)
In particular, if 0 ∈ C, then
‖x‖2 ≥ ‖x − PC (x)‖2 + ‖PC (x)‖2. (2.2)
We will need the following useful consequence of the strong uniqueness relation.
Lemma 2.4. Let C1,C2, . . . ,Cr be closed convex sets and C := ∩r1 Ci 6= ∅. Let Q0 := I and
Qi := PCi PCi−1 · · · PC1 for i ≥ 1. For each i ≥ 1, x ∈ H, and c ∈ C, we have
‖Qi−1(x)− Qi (x)‖2 ≤ ‖Qi−1(x)− c‖2 − ‖Qi (x)− c‖2. (2.3)
In particular, taking c = PC (x) or c = WC (x), there follows
‖Qi−1(x)− Qi (x)‖2 ≤ ‖Qi−1(x)− PC (x)‖2 − ‖Qi (x)− PC (x)‖2 (2.4)
and
‖Qi−1(x)− Qi (x)‖2 ≤ ‖Qi−1(x)−WC (x)‖2 − ‖Qi (x)−WC (x)‖2. (2.5)
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Proof. Using the strong uniqueness relation (2.1), we obtain
‖Qi−1(x)− Qi (x)‖2 = ‖Qi−1(x)− PCi (Qi−1(x))‖2
≤ ‖Qi−1(x)− c‖2 − ‖PCi (Qi−1(x))− c‖2
= ‖Qi−1(x)− c‖2 − ‖Qi (x)− c‖2,
which proves (2.3). 
Lemma 2.5. Let C1,C2, . . . ,Cr be closed convex sets with C := ∩r1 Ci 6= ∅. Then
d(x,C) ≤ ‖x −WC (x)‖ ≤ 2d(x,C). (2.6)
Proof. Let xn := (PCr · · · PC1)n(x) for n = 1, 2, . . .. By Theorem 1.1, (xn) converges weakly to
WC (x) ∈ C . Thus d(x,C) ≤ ‖x −WC (x)‖ holds. We have
‖x − xn‖ ≤ ‖x − PC (x)‖ + ‖PC (x)− xn‖,
and since a product of nonexpansive maps is nonexpansive, we see that
‖xn − PC (x)‖ = ‖(PCr · · · PC1)n(x)− (PCr · · · PC1)n(PC (x))‖ ≤ ‖x − PC (x)‖.
Thus
‖x − xn‖ ≤ 2‖x − PC (x)‖ = 2d(x,C) for each n.
It follows that (see, e.g., [17, Lemma 9.13, p. 206])
‖x −WC (x)‖ ≤ lim inf
n
‖x − xn‖ ≤ 2d(x,C). 
Lemma 2.6. Let C,C1, . . . ,Cn be nonempty closed convex sets. Then for each x, y ∈ H, we
have:
(1) ‖x − PC (y)‖ ≤ ‖x − y‖ + d(x,C).
(2) ‖x − PCn · · · PC1(y)‖ ≤ ‖x − y‖ + n max1≤i≤n d(x,Ci ).
(3) ‖x − PCn · · · PC1(x)‖ ≤ n max1≤i≤n d(x,Ci ).
(4) ‖PCn · · · PC1(x)− PCn−1 · · · PC1(x)‖ ≤ (2n − 1)max1≤i≤n d(x,Ci ).
Proof. (1) By the triangle inequality and Fact 2.2, we obtain
‖x − PC (y)‖ ≤ ‖x − PC (x)‖ + ‖PC (x)− PC (y)‖
= d(x,C)+ ‖PC (x)− PC (y)‖
≤ d(x,C)+ ‖x − y‖.
(2) By induction on n. For n = 1, the result follows by part (1). Assume the result holds when
n = k − 1. Then by part (1) and the induction hypothesis, we obtain
‖x − PCk · · · PC1(y)‖ ≤ ‖x − PCk−1 · · · PC1(y)‖ + d(x,Ck)
≤ (k − 1) max
1≤i≤k−1
d(x,Ci )+ ‖x − y‖ + d(x,Ck)
≤ k max
1≤i≤k
d(x,Ci )+ ‖x − y‖,
which verifies part (2) when n = k, and this completes the induction.
(3) This follows from part (2) by taking y = x .
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(4) Using part (3), we have
‖PCn · · · PC1(x)− PCn−1 · · · PC1(x)‖ ≤ ‖PCn · · · PC1(x)− x‖ + ‖x − PCn−1 · · · PC1(x)‖
≤ n max
1≤i≤n
d(x,Ci )+ (n − 1) max
1≤i≤n−1
d(x,Ci )
≤ (2n − 1) max
1≤i≤n
d(x,Ci ). 
Lemma 2.7. Let C1, . . . ,Cr be nonempty closed convex sets. Then
‖x‖ − r max
i
d(x,Ci ) ≤ ‖PCr · · · PC1(x)‖ for each x ∈ H. (2.7)
Consequently,
‖x − y‖ − r max
i
d(x,Ci ) ≤ ‖PCr · · · PC1(x)− y‖ for each x, y ∈ H . (2.8)
Proof. By the triangle inequality and Lemma 2.6(3), we get
‖PCr · · · PC1(x)‖ ≥ ‖x‖ − ‖x − PCr · · · PC1(x)‖ ≥ ‖x‖ − r maxi d(x,Ci ).
This proves relation (2.7). To prove (2.8), replace x by x − y and Ci by Ci − y in (2.7), and use a
repeated application of the identity PC−y(x − y) = PC (x)− y (see [17, Theorem 2.7(ii), p. 25]).

3. Regularity and strong CHIP
In this section, we discuss the connection between a collection of convex sets having the
strong CHIP or one of several other regularity properties, and how these properties are related to
the rate of convergence for the method of cyclic projections for these sets.
It will sometimes be convenient to work in a product space setting. Recall that the product
space H r is the space of r -tuples of elements in H :
H r := H × H × · · · × H = {(x1, x2, . . . , xr ) | xi ∈ H for each i }. (3.1)
H r is a Hilbert space with the inner product and norm given by
〈(x1, x2, . . . , xr ), (y1, y2, . . . , yr )〉 := 1r
r∑
1
〈xi , yi 〉 (3.2)
and
‖(x1, x2, . . . , xr )‖ =
√√√√1
r
r∑
1
‖xi‖2. (3.3)
More generally, if {C1,C2, . . . ,Cr } is any collection of r sets in H , then the product of these
sets is defined by
C1 × C2 × · · · × Cr := {(x1, x2, . . . , xr ) ∈ H r | xi ∈ Ci for all i}. (3.4)
If Ci = C for each i , we abbreviate Cr := C × C × · · · × C .
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The diagonal in H r is the set
∆ : = ∆(H r ) := {(x1, x2, . . . , xr ) ∈ H r | x1 = x2 = · · · = xr }
= {(x, x, . . . , x) ∈ H r | x ∈ H}. (3.5)
For brevity, we define the diagonal mapping D : H → H r and the averaging mapping
A : H r → H by
D(x) := (x, x, . . . , x) (3.6)
and
A(x1, x2, . . . , xr ) := 1r
r∑
1
xi . (3.7)
It is useful to observe that an element x is in ∩r1 Ci if and only if D(x) is in C1 ×C2 × · · · ×Cr .
The following elementary but important fact shows that D is a linear isometry from H onto
∆(H r ), A is a norm-one linear surjection of H r onto H , and A is the adjoint of D. We omit its
straightforward proof.
Lemma 3.1. (1) D is linear and ‖D‖ = 1.
(2) D is one-to-one and D(H) = ∆(H r ).
(3) 〈D(x), D(y)〉 = 〈x, y〉.
(4) ‖D(x)‖ = ‖x‖.
(5) A is linear and ‖A‖ = 1.
(6) A(H r ) = H, i.e., A is surjective.
(7) A = D∗.
(8) D is unitary; that is, D is invertible and D−1 = D∗ = A.
The next well-known (and easy to prove) fact will prove to be quite useful to us. It tells us
how to compute best approximations from a product of sets as well as from the diagonal in a
product space.
Fact 3.2. Let C1,C2, . . . ,Cr be nonempty closed convex sets in H. Then for each
(x1, x2, . . . , xr ) ∈ H r , the following hold:
(1) P∆ = D A, i.e., P∆(x1, . . . , xr ) =
(
1
r
∑r
1 xi , . . . ,
1
r
∑r
1 xi
)
.
(2) PC1×···×Cr (x1, . . . , xr ) = (PC1(x1), . . . , PCr (xr )).
Statement (1) of this fact is due to Pierra [30, Lemma 1.1(ii)]. A related result is contained in
the following lemma.
Lemma 3.3. Let C1,C2, . . . ,Cr be closed convex sets, C = ∩r1 Ci 6= ∅, and∆ = ∆(H r ). Then:
(1) (C1 × C2 × · · · × Cr ) ∩∆ = Cr ∩∆.
(2) P(C1×···×Cr )∩∆ = D PC A, i.e.,
P(C1×···×Cr )∩∆(x1, x2, . . . , xr ) =
(
PC
(
1
r
r∑
1
xi
)
, . . . , PC
(
1
r
r∑
1
xi
))
.
(3) For each x ∈ H, P(C1×···×Cr )∩∆(D(x)) = D(PC (x)).
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Proof. The proof of (1) is straightforward, while (3) is a special case of (2). To prove (2), it
suffices to show that
PCr∩∆(x1, x2, . . . , xr ) =
(
PC
(
1
r
r∑
1
xi
)
, . . . , PC
(
1
r
r∑
1
xi
))
. (3.8)
Let (z, . . . , z) := PCr∩∆(x1, x2, . . . , xr ). Using Fact 2.1, we see that z ∈ C and
〈(x1, . . . , xr )− (z, . . . , z), (c, . . . , c)− (z, . . . , z)〉 ≤ 0 for all c ∈ C .
This can be rewritten as
1
r
r∑
1
〈xi − z, c − z〉 ≤ 0 for all c ∈ C .
Equivalently,〈
1
r
r∑
1
xi − z, c − z
〉
≤ 0 for all c ∈ C .
It follows from Fact 2.1 again that
z = PC
(
1
r
r∑
1
xi
)
,
and this proves Eq. (3.8). 
The next formula is essential for some later results. We leave the straightforward proof to the
reader.
Lemma 3.4. Let C1,C2, . . . ,Cr be closed convex sets in H with 0 ∈ ∩r1 Ci . Then
[C1 × C2 × · · · × Cr ]◦ = C◦1 × C◦2 · · · × C◦r .
It is easy to verify that
∆◦ = ∆⊥ = A−1{0} =
{
(x1, . . . , xr ) ∈ H r
∣∣∣∣∣ r∑
1
xi = 0
}
. (3.9)
We will use this fact in several places below without explicit mention.
Next it will be useful to record the following set identity.
Lemma 3.5. Let C1, . . . ,Cr be closed convex sets in H and C := ∩r1 Ci 6= ∅. Then, for each
x ∈ C,
(C1 − x)◦ × (C2 − x)◦ × · · · × (Cr − x)◦ +∆⊥ = A−1
[
r∑
1
(Ci − x)◦
]
. (3.10)
Proof. If (z1, . . . , zr ) ∈ (C1− x)◦× · · · × (Cr − x)◦+∆⊥, then (z1, . . . , zr ) = (u1, . . . , ur )+
(v1, . . . , vr ), where ui ∈ (Ci − x)◦ for all i and A(v1, . . . , vr ) = 0. Hence
A(z1, . . . , zr ) = A(u1, . . . , ur )+ A(v1, . . . , vr ) = A(u1, . . . , ur ) ∈
r∑
1
(Ci − x)◦.
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That is, (z1, . . . , zr ) ∈ A−1
(∑r
1(Ci − x)◦
)
. Thus the left side of Eq. (3.10) is contained in the
right side.
Conversely, if (z1, . . . , zr ) ∈ A−1(∑r1(Ci − x)◦), then A(z1, . . . , zr ) ∈ ∑r1(Ci − x)◦. Thus
we may choose xi ∈ (Ci − x)◦ for each i such that 1r
∑r
1 zi = 1r
∑r
1 xi . Set yi := zi − xi for
each i . Then A(y1, . . . , yr ) = A(z1, . . . , zr )− A(x1, . . . , xr ) = 0, so (y1, . . . , yr ) ∈ ∆⊥ and
(z1, . . . , zr ) = (x1, . . . , xr )+ (y1, . . . , yr ) ∈ (C1 − x)◦ × · · · × (Cr − x)◦ +∆⊥.
This proves that the right side of Eq. (3.10) is contained in the left side, and the proof is complete.

Recall [22] that a collection of convex sets {C1,C2, . . . ,Cr } with a nonempty intersection is
said to have the strong CHIP (for strong conical hull intersection property) provided that, for
each x ∈ ∩r1 Ci ,(
r⋂
1
Ci − x
)◦
=
r∑
1
(Ci − x)◦. (3.11)
Theorem 3.6. Let C1,C2, . . . ,Cr be closed convex sets in H with C := ∩r1 Ci not empty. Then
the following statements are equivalent:
(1) {C1,C2, . . . ,Cr } has the strong CHIP (in H);
(2) {C1 × C2 × · · · × Cr ,∆} has the strong CHIP (in H r ).
Proof. For any (x1, . . . , xr ) ∈ C1 × · · · × Cr ∩∆, we have that x := x1 = · · · = xr ∈ C and
[C1 × · · · × Cr ∩∆− (x1, . . . , xr )]◦
= [{C1 × · · · × Cr − (x, . . . , x)} ∩ (∆− (x, . . . , x))]◦
= [(C1 − x)× · · · × (Cr − x) ∩∆]◦ = [(C − x)r ∩∆]◦
= {(z1, . . . , zr ) | 〈(z1, . . . , zr ), (c − x, . . . , c − x)〉 ≤ 0 for all c ∈ C}
=
{
(z1, . . . , zr ) | 1r
r∑
i=1
〈zi , c − x〉 ≤ 0 for all c ∈ C
}
= {(z1, . . . , zr ) | 〈A(z1, . . . , zr ), c − x〉 ≤ 0 for all c ∈ C}
= {(z1, . . . , zr ) | A(z1, . . . , zr ) ∈ (C − x)◦}
= A−1((C − x)◦).
Briefly,
[C1 × · · · × Cr ∩∆− (x1, . . . , xr )]◦ = A−1((C − x)◦). (3.12)
Also, using Lemmas 3.4 and 3.5, we obtain
[C1 × · · · × Cr − (x, . . . , x)]◦ + [∆− (x, . . . , x)]◦
= [(C1 − x)× · · · × (Cr − x)]◦ +∆◦
= (C1 − x)◦ × · · · × (Cr − x)◦ +∆⊥
= A−1
(
r∑
1
(Ci − x)◦
)
.
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Briefly,
[C1 × · · · × Cr − (x, . . . , x)]◦ + [∆− (x, . . . , x)]◦ = A−1
(
r∑
1
(Ci − x)◦
)
. (3.13)
(1)⇒ (2). Suppose {C1,C2, . . . ,Cr } has the strong CHIP, and let (x1, . . . , xr ) ∈ (C1×· · ·×
Cr ) ∩∆. Then x := x1 = · · · = xr ∈ C and (C − x)◦ =∑r1(Ci − x)◦. Combining Eqs. (3.12)
and (3.13), we deduce that
[(C1 × · · · × Cr ) ∩∆− (x1, . . . , xr )]◦
= [C1 × · · · × Cr − (x, . . . , x)]◦ + [∆− (x, . . . , x)]◦.
That is, {C1 × C2 × · · · × Cr ,∆} has the strong CHIP.
(2) ⇒ (1). Now suppose that {C1 × C2 × · · · × Cr ,∆} has the strong CHIP. Let x ∈ C .
By comparing Eqs. (3.12) and (3.13) again, we see that A−1((C − x)◦) = A−1(∑r1(Ci − x)◦).
Using the fact that A is surjective, it follows that AA−1 = I and hence that
(C − x)◦ = AA−1((C − x)◦) = AA−1
(
r∑
1
(Ci − x)◦
)
=
r∑
1
(Ci − x)◦.
That is, {C1,C2, . . . ,Cr } has the strong CHIP. 
The importance of this result is that the general case of r sets may be reduced to the two-set
case (but in a product space setting)! In fact, one of the sets may even be assumed to be a linear
subspace. As we shall see later, this is a very useful idea since we have already established a
number of results in [19,20] for the two-set case that can now be applied to get results in the
general r -set case.
We need the following fact, which was first proved by Bauschke, Borwein, and Li [9,
Proposition 20] (in the particular case when H is finite-dimensional and r = 2, but their proof
has an obvious extension that is valid in the general case), and an alternate proof was given in [3,
Corollary 5.1].
Fact 3.7. Let K1, . . . , Kr be closed convex cones. Then {K1, . . . , Kr } has the strong CHIP if
and only if
∑r
1 K
◦
i is closed.
In [9], the key step in verifying this fact was the observation that
∑r
1(K
◦
i ∩ x⊥) = (
∑r
1 K
◦
i )∩
x⊥ holds for all x ∈ ∩r1 Ki .
Thus we immediately deduce the following consequence of Theorem 3.6 and Fact 3.7.
Corollary 3.8. Let K1, K2, . . . , Kr be closed convex cones. Then the following statements are
equivalent:
(1) {K1, K2, . . . , Kr } has the strong CHIP (in H);
(2) K ◦1 + K ◦2 + · · · + K ◦r is closed (in H);
(3) {K1 × K2 × · · · × Kr , ∆} has the strong CHIP (in H r );
(4) (K1 × K2 × · · · × Kr )◦ +∆⊥ is closed (in H r );
(5) K ◦1 × · · · × K ◦r +∆⊥ is closed (in H r ).
This corollary will now be used to obtain a result concerning closedness of sets that is valid
for a general collection of convex sets, not necessarily cones.
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Theorem 3.9. Let C1,C2, . . . ,Cr be closed convex sets with 0 ∈ ∩r1 Ci . Then the following
statements are equivalent:
(1) C◦1 + C◦2 + · · · + C◦r is closed;
(2) C◦1 × C◦2 × · · · × C◦r +∆⊥ is closed;
(3) [C1 × C2 × · · · × Cr ]◦ +∆⊥ is closed.
Proof. The equivalence of (2) and (3) is a trivial consequence of Lemma 3.4. Let Ki = cone Ci
for each i . Then K ◦i = C◦i for each i .
(1) ⇔ (2). Using the equivalence of statements (2) and (5) in Corollary 3.8, we see that
C◦1 +· · ·+C◦r is closed if and only if K ◦1 +· · ·+K ◦r is closed if and only if K ◦1 ×· · ·×K ◦r +∆⊥
is closed if and only if C◦1 × · · · × C◦r +∆⊥ is closed. 
Definition 3.10. Let C1,C2, . . . ,Cr be closed convex sets in H whose intersection C := ∩r1 Ci
is nonempty. The collection {C1,C2, . . . ,Cr } is said to be:
(a) regular if d(xn,C)→ 0 whenever (xn) is a sequence with maxi d(xn,Ci )→ 0.
(b) boundedly regular if d(xn,C) → 0 whenever (xn) is a bounded sequence with
maxi d(xn,Ci )→ 0.
(c) linearly regular if there exists ρ > 0 such that
d(x,C) ≤ ρmax
i
d(x,Ci )
for each x ∈ H .
(d) boundedly linearly regular if for each bounded set S, there exists ρS > 0 such that
d(x,C) ≤ ρS max
i
d(x,Ci )
for each x ∈ S.
These four notions of regularity were introduced and studied by Bauschke and Borwein [5]
(see also [4,8,3]).
The following lemma relates distances in H with ones in H r .
Lemma 3.11. Let C1,C2, . . . ,Cr be closed convex sets and C = ∩r1 Ci 6= ∅. Then, for each
x ∈ H and (x1, x2, . . . , xr ) ∈ H r , we have
d2((x1, . . . , xr ),∆) = 1r
r∑
i=1
‖xi − A(x1, . . . , xr )‖2, (3.14)
d2((x1, . . . , xr ),C1 × · · · × Cr ) = 1r
r∑
1
d2(xi ,Ci ), (3.15)
d(D(x), (C1 × · · · × Cr ) ∩∆) = d(x,C), (3.16)
and
d2((x1, . . . , xr ), (C1 × · · · × Cr ) ∩∆)
= d2((x1, . . . , xr ),∆)+ d2(A(x1, . . . , xr ),C)
= 1
r
r∑
i=1
‖xi − A(x1, . . . , xr )‖2 + d2(A(x1, . . . , xr ),C). (3.17)
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Proof. Using Fact 3.2(1), we have that
d2((x1, . . . , xr ),∆) = ‖(x1, . . . , xr )− P∆(x1, . . . , xr )‖2
= ‖(x1, . . . , xr )− D A(x1, . . . , xr )‖2
= 1
r
r∑
1
‖xi − A(x1, . . . , xr )‖2,
which verifies Eq. (3.14). Similarly, using Fact 3.2(2), we obtain Eq. (3.15). Using Lemma 3.3(1),
we deduce that
d2(D(x), (C1 × · · · × Cr ) ∩∆) = d2(D(x),Cr ∩∆) = inf
c∈C ‖D(x)− (c, . . . , c)‖
2
= inf
c∈C
1
r
r∑
i=1
‖x − c‖2 = d2(x,C).
This verifies Eq. (3.16).
Since ∆ is a closed subspace in the Hilbert space H r and (C1 × · · · × Cr ) ∩ ∆ is a closed
convex subset of ∆, a direct application of the “reduction principle” ([17, Theorem 5.14, p. 80])
yields
d2((x1, . . . , xr ), (C1 × · · · × Cr ) ∩∆)
= d2((x1, . . . , xr ),∆)+ d2(P∆(x1, . . . , xr ), (C1 × · · · × Cr ) ∩∆).
To complete the proof, we use the last equation along with Eqs. (3.14) and (3.16), and Fact 3.2(1)
to obtain Eq. (3.17). 
The next result shows that, just like for the strong CHIP, a collection of r sets has any one of
these regularity properties (in H ) if and only if two associated sets in the product space have the
same property (in H r ).
Theorem 3.12. Let C1, . . . ,Cr be closed convex sets with C := ∩r1 Ci 6= ∅. Then {C1, . . . ,Cr }
is regular, boundedly regular, linearly regular, or boundedly linearly regular (in H) if and only if
{C1 × · · · × Cr ,∆} has the same property (in H r ).
Proof. Assume {C1, . . . ,Cr } is regular. We will show that {C1 × · · · × Cr ,∆} is regular. Let
((xn1, . . . , xnr ))∞n=1 be a sequence in H r such that
max {d((xn1, . . . xnr ),C1 × · · · × Cr ), d((xn1, . . . , xnr ),∆)} → 0. (3.18)
We must show that
d((xn1, . . . xnr ), (C1 × · · · × Cr ) ∩∆)→ 0. (3.19)
Now Lemma 3.11 implies that
d2((xn1, . . . , xnr ), (C1 × · · · × Cr ) ∩∆)
= d2((xn1, . . . , xnr ),∆)+ d2(A(xn1, . . . , xnr ),C). (3.20)
Using (3.18), it thus suffices to show that
d2(A(xn1, . . . xnr ),C)→ 0. (3.21)
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Using (3.15) and (3.18), we see that
1
r
r∑
i−1
d2(xni ,Ci ) = d2((xn1, . . . , xnr ),C1 × · · · × Cr )→ 0. (3.22)
It follows that
max
i
d(xni ,Ci )→ 0. (3.23)
Using (3.18) and (3.14),we obtain
1
r
r∑
i−1
‖xni − A(xn1, . . . , xnr )‖2 = d2((xn1, . . . , xnr ),∆)→ 0, (3.24)
which implies that
‖xni − A(xn1, . . . , xnr )‖ → 0 for each i . (3.25)
Further, it follows that, for each i ,
d(A(xn1, . . . , xnr ),Ci ) ≤ ‖A(xn1, . . . , xnr )− xni‖ + d(xni ,Ci )→ 0.
By regularity of {C1, . . . ,Cr }, we obtain that
d(A(xn1, . . . , xnr ),C)→ 0;
that is, (3.21) holds.
Conversely, suppose that {C1× · · · ×Cr ,∆} is regular. Let (xn) be a sequence in H such that
max
i
d(xn,Ci )→ 0. (3.26)
We must show that
d(xn,C)→ 0. (3.27)
By (3.15) and (3.26), it follows that
d2(D(xn),C1 × · · · × Cr ) = 1r
r∑
i=1
d2(xn,Ci )→ 0.
Clearly, since D(xn) ∈ ∆, we have d(D(xn),∆) = 0 for all n. By regularity of {C1×· · ·×Cr ,∆}
and (3.16), it follows that
d(xn,C) = d(D(xn), (C1 × · · · × Cr ) ∩∆)→ 0,
which verifies (3.27).
The proof of the statement involving boundedly regular is similar.
Now suppose that {C1, . . . ,Cr } is linearly regular. Then there exists ρ > 0 such that
d(x,C) ≤ ρmax
i
d(x,Ci ) for all x ∈ H . (3.28)
To show that {C1 × · · · × Cr ,∆} is linearly regular, it suffices to show that there is a constant
γ > 0 such that
d2((x1, . . . , xr ), (C1 × · · · × Cr ) ∩∆)
≤ γ max{d2((x1, . . . , xr ),C1 × · · · × Cr ), d2((x1, . . . , xr ),∆)} (3.29)
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for all (x1, . . . , xr ) ∈ H r . For each (x1, . . . , xr ) ∈ H r , we use Eqs. (3.17), (3.28), (3.14) and
(3.15) to deduce the following:
d2((x1, . . . , xr ), (C1 × · · · × Cr ) ∩∆)
= d2((x1, . . . , xr ),∆)+ d2(A(x1, . . . , xr ),C)
≤ d2((x1, . . . , xr ),∆)+ ρ2 max
i
d2(A(x1, . . . , xr ),Ci )
≤ d2((x1, . . . , xr ),∆)+ ρ2
r∑
i=1
d2(A(x1, . . . , xr ),Ci )
≤ d2((x1, . . . , xr ),∆)+ ρ2
r∑
1
[‖A(x1, . . . , xr )− xi‖ + d(xi ,Ci )]2
≤ d2((x1, . . . , xr ),∆)+ 2ρ2
r∑
1
[
‖xi − A(x1, . . . , xr )‖2 + d2(xi ,Ci )
]
= (1+ 2rρ2)d2((x1, . . . , xr ),∆)+ 2rρ2d2((x1, . . . , xr ),C1 × · · · × Cr )
≤ (1+ 4rρ2)max{d2((x1, . . . , xr ),∆), d2((x1, . . . , xr ),C1 × · · · × Cr )}.
Taking γ = 1+ 4rρ2 verifies (3.29).
Now assume that {C1 × · · · × Cr ,∆} is linearly regular. Then there exists a ρ > 0 such that
d((x1, . . . , xr ), (C1 × · · · × Cr ) ∩∆)
≤ ρmax {d((x1, . . . , xr ),C1 × · · · × Cr ), d((x1, . . . , xr ),∆)} (3.30)
holds for each (x1, . . . , xr ) ∈ H r . To show that {C1, . . . ,Cr } is linearly regular, it suffices to
show that, for each x ∈ H ,
d(x,C) ≤ ρmax
i
d(x,Ci ). (3.31)
Using Lemma 3.11 and inequality (3.30), we obtain for each x ∈ H that
d(x,C) = d(D(x), (C1 × · · · × Cr ) ∩∆)
≤ ρmax{d(D(x),C1 × · · · × Cr ), d(D(x),∆)}
= ρd(D(x),C1 × · · · × Cr ) = ρ√
r
[
r∑
1
d2(x,Ci )
]1/2
≤ ρ√
r
[
r max
i
d2(x,Ci )
]1/2
= ρmax
i
d(x,Ci ).
Thus (3.31) holds.
The proof of the statement involving boundedly linearly regular is similar. 
Remark 3.13. Bauschke and Borwein [6, Lemma 5.18 and Theorem 5.19] had proved the
special case of Theorem 3.12 when all the Ci are closed subspaces, by a different method.
For convex cones it is known that three of these regularity conditions are equivalent.
Fact 3.14 ([6], [4, Eq. (5.3.1)]). Let K1, . . . , Kr be closed convex cones. Then the following
three statements are equivalent:
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(1) {K1, . . . , Kr } is linearly regular;
(2) {K1, . . . , Kr } is boundedly linearly regular;
(3) {K1, . . . , Kr } is regular.
Moreover, these statements imply, and when ∩r1 Ki = {0} are implied by, the statement:
(4) {K1, . . . , Kr } is boundedly regular.
Next we give a very useful and important characterization of linear regularity.
Theorem 3.15. Let {C1,C2, . . . ,Cr } be a collection of closed convex sets with C := ∩r1 Ci 6= ∅.
Then the following statements are equivalent:
(1) {C1,C2, . . . ,Cr } is linearly regular;
(2) There exists β ∈ (0, 1) such that
‖PCr PCr−1 · · · PC1(x)− PC (x)‖ ≤ β‖x − PC (x)‖ for each x ∈ H ;
(3) There exists α ∈ (0, 1) such that
‖PCr PCr−1 · · · PC1(x)−WC (x)‖ ≤ α‖x −WC (x)‖ for each x ∈ H ;
(4) There exists α ∈ (0, 1) such that
‖(PCr PCr−1 · · · PC1)n(x)−WC (x)‖ ≤ αn‖x −WC (x)‖ for each x ∈ H, n ∈ N.
Proof. For brevity, let Pi = PCi .
(1)⇒ (2). Suppose that (1) holds. Then there exists a ρ ≥ 1 such that
d(x,C) ≤ ρmax
i
d(x,Ci ) for each x ∈ H. (3.32)
Let Q0 = I and Qi = Pi Pi−1 · · · P1 for i ≥ 1. From relation (2.4), we see that
‖Qi−1(x)− Qi (x)‖2 ≤ ‖Qi−1(x)− PC (x)‖2 − ‖PC (x)− Qi (x)‖2. (3.33)
Choose j = j (x) so that d(x,C j ) = maxi d(x,Ci ). Using (3.32), we deduce that
1
ρ
‖x − PC (x)‖ = 1
ρ
d(x,C) ≤ max
i
d(x,Ci ) = d(x,C j )
= ‖x − Pj (x)‖ ≤ ‖x − Q j (x)‖ =
∥∥∥∥∥
j∑
i=1
(Qi−1(x)− Qi (x))
∥∥∥∥∥
≤
j∑
1
‖Qi−1(x)− Qi (x)‖ ≤
r∑
1
‖Qi−1(x)− Qi (x)‖
≤ √r
[
r∑
1
‖Qi−1(x)− Qi (x)‖2
]1/2
(by Schwarz’s inequality in Rr )
≤ √r
[
r∑
1
{
‖Qi−1(x)− PC (x)‖2 − ‖Qi (x)− PC (x)‖2
}]1/2
(by (3.33))
= √r
[
‖x − PC (x)‖2 − ‖Qr (x)− PC (x)‖2
]1/2
,
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since the sum telescopes. Squaring both sides of this inequality and rearranging terms, we obtain
‖Pr · · · P1(x)− PC (x)‖2 = ‖Qr (x)− PC (x)‖2 ≤
(
1− 1
rρ2
)
‖x − PC (x)‖2.
Taking square roots and letting β := √1− 1/(rρ2), we see that β ∈ (0, 1) and (2) holds.
(2)⇒ (1). If (1) fails, then for each n ∈ N there exists xn ∈ H such that
‖xn − PC (xn)‖ > n max
i
d(xn,Ci ). (3.34)
Putting x = xn and y = PC (xn) into (2.8) yields
‖xn − PC (xn)‖ − r max
i
d(xn,Ci ) ≤ ‖Pr Pr−1 · · · P1(xn)− PC (xn)‖.
Hence
r
n
‖xn − PC (xn)‖ > r max
i
d(xn,Ci ) ≥ ‖xn − PC (xn)‖ − ‖Pr · · · P1(xn)− PC (xn)‖,
which implies that
‖Pr · · · P1(xn)− PC (xn)‖ > (1− r/n)‖xn − PC (xn)‖. (3.35)
Since 1− r/n→ 1 as n→∞, it follows from (3.35) that (2) fails.
(1) ⇒ (3). Arguing just as in the proof of (1) ⇒ (2), except using relation (2.5) instead of
relation (2.4), we deduce that
1
ρ
d(x,C) ≤ √r [‖x −WC (x)‖2 − ‖Qr (x)−WC (x)‖2] 12 . (3.36)
Using Lemma 2.5, we deduce from (3.36) that
1
2ρ
‖x −WC (x)‖ ≤
√
r [‖x −WC (x)‖2 − ‖Qr (x)−WC (x)‖2] 12 . (3.37)
Squaring both sides of this inequality and rearranging terms, we get that
‖Qr (x)−WC (x)‖2 ≤
(
1− 1
4ρ2r
)
‖x −WC (x)‖2.
Taking square roots and letting α := √1− 1/(4ρ2r), we see that α ∈ (0, 1) and (3) holds.
(3)⇒ (1). If (1) fails, then for each n ∈ N, there exists xn ∈ H such that
‖xn −WC (xn)‖ ≥ d(xn,C) > n max
i
d(xn,Ci ),
where the first inequality follows since WC (xn) ∈ C . Putting x = xn and y = WC (xn) into (2.8)
yields
‖xn −WC (xn)‖ − r max
i
d(xn,Ci ) ≤ ‖Pr · · · P1(xn)−WC (xn)‖.
Hence
r
n
‖xn −WC (xn)‖ > r max
i
d(xn,Ci ) ≥ ‖xn −WC (xn)‖ − ‖Pr · · · P1(xn)−WC (xn)‖,
which implies that
‖Pr · · · P1(xn)−WC (xn)‖ > (1− r/n)‖xn −WC (xn)‖. (3.38)
Since 1− r/n→ 1 as n→∞, it follows from (3.38) that (3) fails.
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Thus far, we have shown the equivalence of the first three statements.
(4)⇒ (3). This follows by taking n = 1 in (4).
(3)⇒ (4). Suppose that (3) holds. Then there exists α ∈ (0, 1) such that
‖Pr · · · P1(x)−WC (x)‖ ≤ α‖x −WC (x)‖ for each x ∈ H . (3.39)
We prove (4) by induction on n. For n = 1, the result holds by (3). Assume that (4) holds for
some n = m ∈ N. Then
‖(Pr · · · P1)m(x)−WC (x)‖ ≤ αm‖x −WC (x)‖ for each x ∈ H . (3.40)
Replacing x by Qmr (x) := (Pr · · · P1)m(x) in (3.39), we obtain
‖Pr · · · P1(Qmr (x))−WC (Qmr (x))‖ ≤ α‖Qmr (x)−WC (Qmr (x))‖. (3.41)
But
WC (x) = w- lim
n
Qnr (x) = w- limn Q
n+m
r (x)
= w- lim
n
Qnr (Q
m
r (x)) = WC (Qmr (x)).
Using this fact, (3.41), and the induction hypothesis (3.40), we deduce that
‖(Pr · · · P1)m+1(x)−WC (x)‖ = ‖Pr · · · P1(Qmr (x))−WC (Qmr (x))‖
≤ α‖Qmr (x)−WC (Qr (x))‖ = α‖Qmr (x)−WC (x)‖
≤ ααm‖x −WC (x)‖ = αm+1‖x −WC (x)‖.
That is, (4) holds when n = m + 1. This completes the induction and verifies (4). 
Remark 3.16. (1) The equivalence of (1) and (4) in Theorem 3.15 may be stated in a different
way; namely, that linear regularity is equivalent to the linear convergence of (PCr · · · PC1)n(x)
to WC (x) for each x ∈ H , and the rate α is independent of x . (This property is called uniform
linear convergence in Section 4 where it is studied in more detail.) We note that Bauschke and
Borwein [6, Theorem 5.7] have essentially shown that (1) implies (4) in Theorem 3.15.
(2) We are indebted to an anonymous referee for pointing out that a modification of our proof
of (1)⇒ (2) (respectively, (1)⇒ (3)) yields the sharper constant
β(x) :=
√
1− 1
j (x)ρ2
≤ β :=
√
1− 1
rρ2
(
respectively, α(x) :=
√
1− 1
4 j (x)ρ2
≤ α :=
√
1− 1
4rρ2
)
which depends on x . Here j (x) is the smallest index j such that d(x,C j ) = maxi d(x,Ci ), and
ρ is the constant in the definition of linear regularity.
Indeed, in the proof of the implication (1)⇒ (2) for example, use the sum∑ ji=1 ‖Qi−1(x)−
Qi (x)‖ (instead of the larger sum∑ri=1 ‖Qi−1(x)−Qi (x)‖ that we used) to obtain the inequality‖Q j (x)− PC (x)‖ ≤ β(x)‖x − PC (x)‖. Since Pr · · · Pj+1 is nonexpansive, we see that
‖(Pr · · · P1)(x)− PC (x)‖ = ‖Pr · · · Pj+1(Q j (x))− Pr · · · Pj+1(PC (x))‖
≤ ‖Q j (x)− PC (x)‖ ≤ β(x)‖x − PC (x)‖.
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Similarly, the analogous argument used in the proof of (1)⇒ (3), yields the sharper constant
α(x).
In [20] we defined the norm of an (generally nonlinear) operator F : H → H by
‖F‖ := sup
x 6=0
‖F(x)‖
‖x‖ (in [0,∞]).
Of course, if F is linear, this is just the usual norm of F . Among other things, we observed that
if {C1,C2, . . . ,Cr } is a collection of closed convex sets with 0 ∈ ∩r1 Ci , then
‖PCr PCr−1 · · · PC1‖ ≤ 1. (3.42)
However, when {C1,C2, . . . ,Cr } is linearly regular, we can subtract PC and get an even sharper
result.
Corollary 3.17. Let {C1,C2, . . . ,Cr } be a collection of closed convex sets in H with 0 ∈ C :=
∩r1 Ci . If {C1,C2, . . . ,Cr } is linearly regular, then
‖PCr PCr−1 · · · PC1 − PC‖ < 1. (3.43)
Proof. By Theorem 3.15 and the fact that 0 ∈ C , we have that there exists α ∈ (0, 1) such that
‖PCr PCr−1 · · · PC1(x)− PC (x)‖ ≤ α‖x − PC (x)‖ ≤ α‖x‖ for each x ∈ H .
It follows that
‖PCr PCr−1 · · · PC1 − PC‖ ≤ α < 1. 
While the converse of this corollary is valid when all the Ci are subspaces (see Theorem 3.35),
in general the converse is false. Indeed, we have the following example.
Example 3.18. There exist two closed convex sets C1,C2 in the Euclidean plane H = R2 such
that 0 ∈ C1 ∩C2 and ‖PC2 PC1 − PC1∩C2‖ < 1, but {C1,C2} is NOT boundedly linearly regular,
hence not linearly regular.
Proof. Let e1 = (1, 0), e2 = (0, 1), C1 = span{e1}, C2 be the closed convex hull of the union of
the two closed balls BH + (1, 1) and BH + (−1, 1) and C = C1 ∩C2. In particular, C is the line
segment joining the points e1 and −e1. To see that {C1,C2} is not boundedly linearly regular, it
suffices to show that for each n ∈ N there exists xn ∈ H with ‖xn‖ ≤ 2 such that
d(xn,C) > n max{d(xn,C1), d(xn,C2)}. (3.44)
Let xn = (1+ 1/n)e1. Then xn ∈ C1 (so that d(xn,C1) = 0) and
d(xn,C)
d(xn,C2)
= 1/n√
12 + (1/n)2 − 1 =
1√
n2 + 1− n
=
√
n2 + 1+ n > 2n ≥ n,
so (3.44) holds.
We abbreviate Pi = PCi . To complete the proof, we will show that ‖P2 P1−PC‖ ≤ 1/2 (< 1).
For this it suffices to show that(‖P2 P1(z)− PC (z)‖
‖z‖
)2
≤ 1
4
for all z ∈ H \ {0}. (3.45)
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To this end, let z = (x, y) ∈ H be arbitrary. If |x | ≤ 1, it is easy to verify that P2 P1(z)−PC (z) =
0. Thus we may restrict the verification of (3.45) to only those z with |x | > 1. Using symmetry,
it suffices to verify (3.45) only in the case when x > 1. In this case it is not difficult to verify that
P1(z) = (x, 0), PC (z) = (1, 0), and
P2 P1(z) =
(√
1+ (x − 1)2 − 1+ x√
1+ (x − 1)2 ,
√
1+ (x − 1)2 − 1√
1+ (x − 1)2
)
.
One readily computes that(‖P2 P1(z)− PC (z)‖
‖z‖
)2
= (x − 1)
2 + (√1+ (x − 1)2 − 1)2
[1+ (x − 1)2](x2 + y2)
≤ 2
x2
[
1− 1√
1+ (1− x)2
]
≤ 2
x2
[
1− 1
1+ (1− x)2
]
.
By standard calculus, the maximum of the last expression on the right is 1/4 and occurs when
x = 2. 
Remark 3.19. In the above example, one can also show that
(PC2 PC1)
n(x)→ PC (x) for each x ∈ H .
A result related to Theorem 3.15 characterizes when the norm in (3.42) is actually strictly less
than 1.
Theorem 3.20. Let C1, . . . ,Cr be closed convex sets with 0 ∈ ∩r1 Ci . Then the following
statements are equivalent:
(1) ‖PCr · · · PC1‖ < 1;
(2) {C1, . . . ,Cr } is linearly regular and ∩r1 Ci = {0}.
Proof. For brevity let Pi := PCi and C = ∩r1 Ci .
(1) ⇒ (2). Assume (1) holds. If ∩r1 Ci 6= {0}, choose any x ∈ ∩r1 Ci \ {0}. Then
Pr · · · P1(x) = x implies that ‖Pr · · · P1‖ ≥ 1, which is a contradiction. Thus C = {0} and
sup
x 6∈C
‖Pr Pr−1 · · · P1(x)− PC (x)‖
‖x − PC (x)‖ = supx 6=0
‖Pr Pr−1 · · · P1(x)‖
‖x‖
= ‖Pr Pr−1 · · · P1‖ < 1.
It follows by Theorem 3.15 that {C1, . . . ,Cr } is linearly regular.
(2)⇒ (1). This follows immediately from Theorem 3.15 since PC = 0 in this case. 
Corollary 3.21. Let C1, . . . ,Cr be closed convex sets with ∩r1 Ci = {0}. Then {C1, . . . ,Cr } is
linearly regular if and only if ‖PCr · · · PC1‖ < 1.
Corollary 3.22. Let C1, . . . ,Cr be closed convex sets with 0 ∈ C := ∩r1 Ci . Then the following
statements are equivalent:
(1) {C1 ∩ C◦, . . . ,Cr ∩ C◦} is linearly regular;
(2) ‖PCr∩C◦ · · · PC1∩C◦‖ < 1.
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Proof. Let Di := Ci ∩ C◦ for each i . Then Di is closed convex and ∩r1 Di = C ∩ C◦ = {0}.
Now apply Corollary 3.21 to the collection {D1, . . . , Dr }. 
Recall the following definitions.
Definition 3.23. Let C1, . . . ,Cr be closed convex sets in H that have nonempty intersection.
The collection {C1, . . . ,Cr } is said to be:
(1) weakly normal if for every y ∈ H there exists ε = ε(y) > 0 such that
∩r1(Ci + εBH ) ⊂
(∩r1 Ci )+ {y}pi ,
where {y}pi := {z ∈ H | 〈z, y〉 ≤ 1} is the polar of y.
(2) normal if there exists ε > 0 such that
∩r1(Ci + εBH ) ⊂
(∩r1 Ci )+ BH .
(3) uniformly normal if there exists ε > 0 such that
∩r1(Ci + ηεBH ) ⊂
(∩r1 Ci )+ ηBH for every η > 0.
These properties were defined and studied by Bakan, Deutsch, and Li [3], where the normal
property was seen to be a generalization of Jameson’s property (N) [25]. The following
consequences of [3] will be used.
Fact 3.24 ([3, Theorem 6.1]). Let C1, . . . ,Cr be closed convex sets with nonempty intersection.
Then {C1, . . . ,Cr } is uniformly normal if and only if it is linearly regular.
Fact 3.25 ([3, Theorem 3.1, Corollary 5.1]). Let K1, . . . , Kr be closed convex cones.
(1) If {K1, . . . , Kr } is normal, then {K1, . . . , Kr } is weakly normal.
(2) {K1, . . . , Kr } is weakly normal if and only if it has the strong CHIP.
(3) {K1, . . . , Kr } is normal if and only if it is uniformly normal.
While it is not true in general that weakly normal implies normal (see Remark 3.31(1)), there
is one important case in which this is valid.
Lemma 3.26. Let K1, . . . , Kr be closed convex cones with ∩r1 Ki = {0}. Then {K1, . . . , Kr } is
normal if (and only if) it is weakly normal.
Proof. The “only if” part follows from Fact 3.25(1). For the “if” part, suppose {K1, . . . , Kr }
is weakly normal. This holds ⇔ {K1, . . . , Kr } has the strong CHIP (by Fact 3.25(2)) ⇒
{K1, . . . , Kr } has the CHIP (by definition, see [22]) ⇔ {K1, . . . , Kr } is boundedly linearly
regular (by [9, Theorem 4])⇔ {K1, . . . , Kr } is linearly regular (by Fact 3.14)⇔ {K1, . . . , Kr }
is uniformly normal (by Fact 3.24)⇔ {K1, . . . , Kr } is normal (by Fact 3.25(3)). 
In [19, Definition 4.3], we defined the cosine c1(D1, . . . , Dr ; ε) (respectively, cr (D1, . . . , Dr ;
ε)) of the 1st (respectively, r th) ε-angle of the ordered collection of r closed convex sets
D1, D2, . . . , Dr . In the particular case when all the sets were cones, we showed that the angles
were independent of ε and we established the following.
Fact 3.27 ([20, Theorem 2.7]). Let K1, K2, . . . , Kr be closed convex cones with K := ∩r1 Ki .
Then
c1(K1, . . . , Kr ) := c1(K1, . . . , Kr ; ε) = ‖PKr∩K ◦ PKr−1∩K ◦ · · · PK1∩K ◦‖, and
cr (K1, . . . , Kr ) := cr (K1, . . . , Kr ; ε) = ‖PKr∩K ◦ PKr−1∩K ◦ · · · PK1∩K ◦ PKr∩K ◦‖.
F. Deutsch, H. Hundal / Journal of Approximation Theory 155 (2008) 155–184 175
Theorem 3.28. Let K1, . . . , Kr be closed convex cones and K := ∩r1 Ki . Then the following
statements are equivalent:
(1) ‖PKr∩K ◦ · · · PK1∩K ◦‖ < 1;
(2) ‖PKr∩K ◦ · · · PK1∩K ◦ PKr∩K ◦‖ < 1;
(3) c1(K1, . . . , Kr ) < 1;
(4) cr (K1, . . . , Kr ) < 1;
(5)
∑r
1(Ki ∩ K ◦)◦ is closed;
(6) {K1 ∩ K ◦, . . . , Kr ∩ K ◦} has the strong CHIP;
(7) {K1 ∩ K ◦, . . . , Kr ∩ K ◦} is weakly normal;
(8) {K1 ∩ K ◦, . . . , Kr ∩ K ◦} is normal;
(9) {K1 ∩ K ◦, . . . , Kr ∩ K ◦} is uniformly normal;
(10) {K1 ∩ K ◦, . . . , Kr ∩ K ◦} is (boundedly) (linearly) regular.
Proof. First note that K1 ∩ K ◦, . . . , Kr ∩ K ◦ are closed convex cones with ∩r1(Ki ∩ K ◦) =
K ∩K ◦ = {0}. Fact 3.14 then shows that all the regularity properties are equivalent, so statement
(10) makes sense.
(1)⇔ (3) and (2)⇔ (4) follow from Fact 3.27.
(1) ⇔ (10). The equivalence of (1) and linear regularity follows from Corollary 3.22, while
the equivalence of linear regularity with all the other regularities is Fact 3.14.
(5)⇔ (6). This is Fact 3.7.
(6)⇔ (7). This is Fact 3.25(2).
(7)⇔ (8). This follows from Lemma 3.26.
(8)⇔ (9). This is Fact 3.25(3).
(9)⇔ (10). This is a consequence of Fact 3.24.
(1)⇔ (2). Note that Kr ∩ K ◦ + Kr ∩ K ◦ = Kr ∩ K ◦, and hence
r∑
1
Ki ∩ K ◦ =
r∑
1
Ki ∩ K ◦ + Kr ∩ K ◦.
This implies that
∑r
1 Ki ∩ K ◦ is closed if and only if
∑r
1 Ki ∩ K ◦ + Kr ∩ K ◦ is closed. From
the above, (2)⇔ (1)⇔ (10)⇔ (5), and the proof is complete. 
Remark 3.29. By using Theorems 3.6 and 3.12, we can essentially double the number of
statements in Theorem 3.28.
In the special case when the intersection of all the Ki ’s is {0}, this theorem reduces to
statements about only the collection {K1, . . . , Kr }.
Corollary 3.30. Let K1, . . . , Kr be closed convex cones with ∩r1 Ki = {0}. Then the following
statements are equivalent:
(1) ‖PKr · · · PK1‖ < 1;
(2) ‖PKr · · · PK1 PKr ‖ < 1;
(3) c1(K1, . . . , Kr ) < 1;
(4) cr (K1, . . . , Kr ) < 1;
(5)
∑r
1 K
◦
i is closed;
(6) {K1, . . . , Kr } has the strong CHIP;
(7) {K1, . . . , Kr } is weakly normal;
(8) {K1, . . . , Kr } is normal;
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(9) {K1, . . . , Kr } is uniformly normal;
(10) {K1, . . . , Kr } is (boundedly) (linearly) regular.
Remark 3.31. (1) This corollary is NOT valid in general without the hypothesis that ∩r1 Ki ={0}. In fact, Bauschke, Borwein, and Li [9] showed that bounded linear regularity implies the
strong CHIP, and Bauschke, Borwein, and Tseng [10] gave an example of a pair of closed convex
cones K1, K2 in R4 (with K1 ∩ K2 6= {0}) that had the strong CHIP, but not bounded linear
regularity. Interestingly enough, R4 is the smallest Euclidean space in which such an example
can be constructed. Indeed, Bakan [2] showed that in Rn with n ≤ 3, if K1 and K2 are closed
convex cones, then {K1, K2} has the strong CHIP if and only if {K1, K2} is boundedly linearly
regular. We should note that Bauschke and Borwein [7] gave a simpler example than that in [10],
but in the larger space R7, not R4.
(2) We can also show that normal does NOT imply weakly normal in general, even for convex
cones. To see this, note that the example in (1) of this Remark was a pair of closed convex cones
{K1, K2} that had strong CHIP but not linear regularity. By Facts 3.24 and 3.25, it follows that
{K1, K2} is weakly normal but not normal.
Actually, statement (1) of Corollary 3.30 implies that the intersection must be {0}! Indeed, we
have the following consequence of Corollary 3.30.
Corollary 3.32. Let K1, . . . , Kr be closed convex cones. Then the following statements are
equivalent:
(1) ‖PKr · · · PK1‖ < 1;
(2) {K1, . . . , Kr } has the strong CHIP and ∩r1 Ki = {0};
(3) {K1, . . . , Kr } is weakly normal and ∩r1 Ki = {0};
(4) {K1, . . . , Kr } is normal and ∩r1 Ki = {0};
(5) {K1, . . . , Kr } is uniformly normal and ∩r1 Ki = {0};
(6) {K1, . . . , Kr } is (boundedly) (linearly) regular and ∩r1 Ki = {0}.
Proof. (1)⇔ (6) follows by Fact 3.14 and Theorem 3.20. Using Corollary 3.30, the equivalence
of statements (2) through (6) holds. 
Since subspaces are convex cones, we can certainly apply Theorem 3.28 to this case. However,
there are even stronger results to be obtained in this situation.
For the remainder of this section, let M1,M2, . . . ,Mr denote closed subspaces and M =
∩r1 Mi .
Fact 3.33. The following statements are equivalent:
(1) {M1,M2, . . . ,Mr } has the strong CHIP;
(2)
∑r
1 M
⊥
i is closed;
(3)
∑r
1(Mi ∩ M⊥)⊥ is closed;
(4) {M1 ∩ M⊥,M2 ∩ M⊥, . . . ,Mr ∩ M⊥} has the strong CHIP.
Proof. (1)⇔ (2) and (3)⇔ (4). These follow from Fact 3.7.
(2) ⇔ (3). This follows from the observation (see [4, p. 70]) that ∑r1 M⊥i is closed if and
only
∑r
1 M
⊥
i + M is closed (because it is an orthogonal sum) if and only if
∑r
1(M
⊥
i + M) is
closed if and only if
∑r
1 (M
⊥
i + M) is closed if and only
∑r
1(Mi ∩ M⊥)⊥ is closed. 
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We have a similar result for the regularity conditions.
Fact 3.34. The collection {M1,M2, . . . ,Mr } has one of the properties: regularity, bounded
linear regularity, linear regularity, or bounded linear regularity if and only if the collection
{M1 ∩ M⊥,M2 ∩ M⊥, . . . ,Mr ∩ M⊥} has the same property.
This fact is due to Bauschke, Borwein, and Lewis [8, Proposition 3.7.3] who used a result of
Bauscke and Borwein [6, Theorem 5.19]. In contrast to their proof, it is perhaps worth noting
that a direct elementary proof of this fact can also be given without any appeal to the uniform
boundedness principle.
The main result of this section that concerns subspaces may now be summarized as follows.
Theorem 3.35. Let M1, . . . ,Mr be closed linear subspaces and M = ∩r1 Mi . Then the following
statements are equivalent:
(1) ‖PMr PMr−1 · · · PM1 − PM‖ < 1;
(2) ‖PMr∩M⊥ · · · PM1∩M⊥‖ < 1;
(3) ‖PMr∩M⊥ · · · PM1∩M⊥ PMr∩M⊥‖ < 1;
(4) c1(M1, . . . ,Mr ) < 1;
(5) cr (M1, . . . ,Mr ) < 1;
(6)
∑r
1(Mi ∩ M⊥)⊥ is closed;
(7) {M1 ∩ M⊥, . . . ,Mr ∩ M⊥} has the strong CHIP;
(8) {M1 ∩ M⊥, . . . ,Mr ∩ M⊥} is weakly normal;
(9) {M1 ∩ M⊥, . . . ,Mr ∩ M⊥} is normal;
(10) {M1 ∩ M⊥, . . . ,Mr ∩ M⊥} is uniformly normal;
(11) {M1 ∩ M⊥, . . . ,Mr ∩ M⊥} is (boundedly) (linearly) regular.
(12)
∑r
1 M
⊥
i is closed;
(13) {M1, . . . ,Mr } has the strong CHIP;
(14) {M1, . . . ,Mr } is weakly normal;
(15) {M1, . . . ,Mr } is normal;
(16) {M1, . . . ,Mr } is uniformly normal;
(17) {M1, . . . ,Mr } is (boundedly) (linearly) regular.
Proof. The equivalence of statements (1) and (2) follows from [17, Lemma 9.30, p. 218]. The
equivalence of statements (2)–(11) follows from Theorem 3.28. By Fact 3.33, statements (6),
(7), (12), and (13) are equivalent. Statements (13) and (14) are equivalent by Fact 3.25(2). In
particular, the first fourteen statements are equivalent. By Fact 3.34, statements (11) and (17) are
equivalent. (In particular, all the regularity properties are equivalent for a collection of subspaces
whether or not their intersection is {0}.) Statements (15) and (16) are equivalent by Fact 3.25(3).
By Fact 3.24 and the fact that all regularity properties are equivalent for a collection of subspaces,
we see that (16) and (17) are equivalent. Thus all the statements are equivalent. 
Remark 3.36. (1) The equivalence of statements (1), (11), and (16) in Theorem 3.35 was first
established by Bauschke and Borwein [6, Lemma 5.18 and Theorem 5.19] using a different
approach.
(2) Using Theorems 3.6 and 3.12 we can essentially double the number of statements in
Theorem 3.35.
(3) The theorem also shows that {M1, . . . ,Mr } has any one of the normality properties: normal,
weakly normal, or uniformly normal if and only if {M1 ∩ M⊥, . . . ,Mr ∩ M⊥} has the same
property.
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4. Linear regularity, uniform normality, and the rate of convergence of the CPA
In this section we show that there is a definite connection between linear regularity (or,
equivalently, uniform normality) and the speed of convergence of the cyclic projections algorithm
(CPA). Throughout this section, unless explicitly stated otherwise, {C1,C2, . . . ,Cr } will denote
a collection of closed convex sets in H with C := ∩r1 Ci 6= ∅. Recall that, for each x ∈ H ,
WC (x) is the weak limit of the sequence whose nth term is xn := (PCr PCr−1 · · · PC1)n(x); that
is, WC (x) := w- limn(PCr PCr−1 · · · PC1)n(x) (see Theorem 1.1).
Definition 4.1. The CPA for the collection {C1,C2, . . . ,Cr } is said to converge linearly
provided that for each x ∈ H there exists a constant α(x) ∈ (0, 1) such that
sup
n
‖(PCr PCr−1 · · · PC1)n(x)−WC (x)‖
α(x)n
<∞.
We also need a stronger version of convergence that will play an important role in
characterizing linear regularity.
Definition 4.2. The CPA for the collection {C1,C2, . . . ,Cr } is said to converge uniformly
linearly provided that there exists α ∈ (0, 1) such that
sup
n
‖(PCr PCr−1 · · · PC1)n(x)−WC (x)‖
αn
≤ ‖x −WC (x)‖ for each x ∈ H .
The following lemma is an easy consequence of the definitions involved.
Lemma 4.3. (1) The CPA for the collection {C1,C2, . . . ,Cr } converges linearly if and only if
for each x ∈ H there exist α(x) ∈ (0, 1) and β(x) ∈ R such that
‖(PCr PCr−1 · · · PC1)n(x)−WC (x)‖ ≤ β(x)α(x)n for each n ∈ N.
(2) The CPA for the collection {C1,C2, . . . ,Cr } converges uniformly linearly if and only if there
exists α ∈ (0, 1) such that
‖(PCr PCr−1 · · · PC1)n(x)−WC (x)‖ ≤ αn‖x −WC (x)‖ for each x ∈ H, n ∈ N.
(3) If the CPA for the collection {C1,C2, . . . ,Cr } converges uniformly linearly, then it also
converges linearly.
(4) If the CPA for the collection {C1,C2, . . . ,Cr } converges linearly, then
lim
n
‖(PCr PCr−1 · · · PC1)n(x)−WC (x)‖ = 0 for each x ∈ H.
That is, the sequence of higher iterates actually converges in norm to WC (x), not just weakly.
(5) More generally than (4), if the CPA for the collection {C1,C2, . . . ,Cr } converges linearly,
then for any k = 1, 2, . . . , r ,
lim
n
‖PCk PCk−1 · · · PC1(PCr PCr−1 · · · PC1)n(x)−WC (x)‖ = 0 for each x ∈ H.
Remark 4.4. We shall see below that the converse of Lemma 4.3(3) is false in general.
The main result of this section shows that linear regularity (or uniform normality) is the precise
condition that is equivalent to uniform linear convergence for the cyclic projections algorithm. It
can be stated as follows.
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Theorem 4.5. Let C1,C2, . . .Cr be closed convex sets with nonempty intersection. Then the
following statements are equivalent:
(1) The CPA for {C1,C2, . . . ,Cr } converges uniformly linearly;
(2) {C1,C2, . . . ,Cr } is linearly regular;
(3) {C1,C2, . . . ,Cr } is uniformly normal.
Proof. The equivalence of (1) and (2) follows from Theorem 3.15 and Lemma 4.3(2). The
equivalence of (2) and (3) is just Fact 3.24. 
Corollary 4.6. Let C1,C2, . . . ,Cr be closed convex sets with nonempty intersection. Then the
following statements are equivalent:
(1) The CPA for {C1,C2, . . . ,Cr } converges uniformly linearly;
(2) The CPA for {C1 × C2 × · · · × Cr ,∆} converges uniformly linearly.
Proof. (1) ⇔ {C1, . . . ,Cr } is linear regular (by Theorem 4.5)⇔ {C1 × · · · × Cr ,∆} is linear
regular (by Theorem 3.12)⇔ (2) (by Theorem 4.5). 
We conjecture that the analogue of Corollary 4.6 also holds for linear convergence. That is,
we pose the following conjecture.
Conjecture 4.7. If the adverb “uniformly” is deleted in both statements (1) and (2) of
Corollary 4.6, the Corollary still is valid.
When the intersection of all the sets Ci is the single zero element, we can add three more
equivalent conditions to the statements of Theorem 4.5.
Theorem 4.8. Let C1,C2, . . . ,Cr be closed convex sets with ∩r1 Ci = {0}. Then the following
statements are equivalent:
(1) The CPA for {C1, . . . ,Cr } converges uniformly linearly;
(2) {C1, . . . ,Cr } is linearly regular;
(3) {C1, . . . ,Cr } is uniformly normal;
(4) {C1, . . . ,Cr } has the strong CHIP;
(5) ‖PCr · · · PC1‖ < 1;
(6) There exists α ∈ (0, 1) such that ‖(PCr · · · PC1)n‖ ≤ αn for each n ∈ N.
Proof. The equivalence of the first three statements is just Theorem 4.5, and the equivalence of
(2) and (5) is just Corollary 3.21. For brevity, let Pi := PCi . Note that WC (x) = 0 for each x ∈ H
(since WC (x) ∈ ∩r1 Ci = {0} by Theorem 1.1).
(5) ⇒ (6). If (5) holds, let α := ‖Pr · · · P1‖. Then α ∈ [0, 1) and for each n ∈ N,
‖(Pr · · · P1)n‖ ≤ ‖Pr · · · P1‖n = αn , so (6) holds.
(6)⇒ (5). Take n = 1.
(2)⇒ (4). This follows from a result of Bauschke, Borwein, and Li [9, Theorem 3].
(4) ⇒ (2). If {C1, . . . ,Cr } has the strong CHIP, then it is boundedly linearly regular by [9,
Theorem 4]. Since ∩r1 Ci = {0}, it follows that there exists ρ := ρBH > 0 such that
‖x‖ ≤ ρmax
i
d(x,Ci ) for each x ∈ BH . (4.1)
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If x 6∈ BH , then ‖x‖ > 1 and x/‖x‖ ∈ BH imply that
1 =
∥∥∥∥ x‖x‖
∥∥∥∥ ≤ ρmaxi d
(
x
‖x‖ ,Ci
)
= ρmax
i
d
(
x
‖x‖ ,
‖x‖
‖x‖Ci
)
= ρ‖x‖ maxi d(x, ‖x‖Ci ) ≤
ρ
‖x‖ maxi d(x,Ci ),
where the last inequality follows since Ci ⊂ ‖x‖Ci . This proves that
‖x‖ ≤ ρmax
i
d(x,Ci ) for each x 6∈ BH . (4.2)
Combining (4.1) and (4.2), we see that {C1, . . . ,Cr } is linearly regular. 
As an easy consequence of this theorem, we deduce the following even more general result.
Proposition 4.9. Let C1, . . . ,Cr be closed convex sets with 0 ∈ C := ∩r1 Ci . Then the following
statements are equivalent:
(1) The CPA for {C1 ∩ C◦, . . . ,Cr ∩ C◦} converges uniformly linearly;
(2) {C1 ∩ C◦, . . . ,Cr ∩ C◦} is linearly regular;
(3) {C1 ∩ C◦, . . . ,Cr ∩ C◦} is uniformly normal;
(4) {C1 ∩ C◦, . . . ,Cr ∩ C◦} has the strong CHIP;
(5) ‖PCr∩C◦ · · · PC1∩C◦‖ < 1;
(6) There exists α ∈ (0, 1) such that ‖(PCr∩C◦ · · · PC1∩C◦)n‖ ≤ αn for each n ∈ N.
Proof. Let Di := Ci ∩ C◦ for each i . Then Di is closed convex and ∩r1 Di = C ∩ C◦ = {0}.
Now apply Theorem 4.8 to the collection {D1, . . . , Dr }. 
In the special case of convex cones, Theorem 3.28 yields the following immediate
consequence of Proposition 4.9.
Corollary 4.10. Let K1, K2, . . . , Kr be closed convex cones and K = ∩r1 Ki . Then the following
statements are equivalent:
(1) The CPA for {K1 ∩ K ◦, K2 ∩ K ◦, . . . , Kr ∩ K ◦} converges uniformly linearly;
(2) There exists α ∈ (0, 1) such that ‖(PKr∩K ◦ · · · PK1∩K ◦)n‖ ≤ αn for each n ∈ N;
(3) ‖PKr∩K ◦ · · · PK1∩K ◦‖ < 1;
(4) ‖PKr∩K ◦ · · · PK1∩K ◦ PKr∩K ◦‖ < 1;
(5) c1(K1, . . . , Kr ) < 1;
(6) cr (K1, . . . , Kr ) < 1;
(7)
∑r
1(Ki ∩ K ◦)◦ is closed;
(8) {K1 ∩ K ◦, . . . , Kr ∩ K ◦} has the strong CHIP;
(9) {K1 ∩ K ◦, . . . , Kr ∩ K ◦} is weakly normal;
(10) {K1 ∩ K ◦, . . . , Kr ∩ K ◦} is normal;
(11) {K1 ∩ K ◦, . . . , Kr ∩ K ◦} is uniformly normal;
(12) {K1 ∩ K ◦, . . . , Kr ∩ K ◦} is (boundedly) (linearly) regular.
Finally, in the special case of subspaces, an even stronger result than Corollary 4.10 is
available based on Theorem 3.35.
Corollary 4.11. Let M1, . . . ,Mr be closed subspaces and M = ∩r1 Mi . Then the following
statements are equivalent:
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(1) The CPA for {M1, . . . ,Mr } converges uniformly linearly;
(2) There exists α ∈ (0, 1) such that ‖(PMr · · · PM1)n − PM‖ ≤ αn for each n ∈ N
(in other words, the sequence of operators (PMr · · · PM1)n converges linearly to PM in
the operator norm);
(3) ‖PMr∩M⊥ · · · PM1∩M⊥‖ < 1;
(4) ‖PMr∩M⊥ · · · PM1∩M⊥ PMr∩M⊥‖ < 1;
(5) c1(M1, . . . ,Mr ) < 1;
(6) cr (M1, . . . ,Mr ) < 1;
(7)
∑r
1 M
⊥
i is closed;
(8) {M1, . . . ,Mr } has the strong CHIP;
(9) {M1, . . . ,Mr } is weakly normal;
(10) {M1, . . . ,Mr } is normal;
(11) {M1, . . . ,Mr } is uniformly normal;
(12) {M1, . . . ,Mr } is (boundedly) (linearly) regular.
Proof. For brevity, we write Pi for PMi .
(1)⇒ (2). If (1) holds, there exists α ∈ [0, 1) such that
‖(Pr · · · P1)n x − PM x‖ ≤ αn‖x − PM x‖ ≤ αn‖x‖ for each x ∈ H , n ∈ N. Hence (2) holds.
(2) ⇒ (1). If (2) holds, then there exists α ∈ [0, 1) such that for each x ∈ H and n ∈ N,
‖(Pr · · · P1)n − PM‖ ≤ αn . Hence
‖(Pr · · · P1)n x − PM x‖ ≤ αn‖x‖ for each x ∈ H .
Replacing x by x − PM x in this inequality, we obtain ‖(Pr · · · P1)n x − PM x‖ ≤ αn‖x − PM x‖.
That is, (1) holds.
The equivalence of statements (3)–(12) follows from Theorem 3.35.
Using basic facts about these projections such as, PM⊥ commutes with each PMi and
projections are idempotent (see the details in [17, Lemmas 9.29 and 9.30, p. 218]), we deduce
that (Pr · · · P1)n − PM = (Pr · · · P1)n(I − PM ) = (Pr · · · P1)n PM⊥ = (PMr∩M⊥ · · · PM1∩M⊥)n .
Hence
‖(Pr · · · P1)n − PM‖ = ‖(PMr∩M⊥ · · · PM1∩M⊥)n‖ for all n ∈ N. (4.3)
(2)⇒ (3). If (2) holds, then there exists α ∈ [0, 1) such that
‖(Pr · · · P1)n − PM‖ ≤ αn for each n ∈ N.
Using (4.3) with n = 1, we see that ‖PMr∩M⊥ · · · PM1∩M⊥‖ ≤ α < 1.
(3) ⇒ (2). Assume that (3) holds and let α := ‖PMr∩M⊥ · · · PM1∩M⊥‖. Then α ∈ [0, 1) and
by (4.3) we obtain
‖(Pr · · · P1)n − PM‖ = ‖(PMr∩M⊥ · · · PM1∩M⊥)n‖ ≤ ‖PMr∩M⊥ · · · PM1∩M⊥‖n ≤ αn
for each n. Thus (2) holds. 
Remark 4.12. (a) Owing to Theorem 3.6 (strong CHIP in product space), Theorem 3.12 (the
regularities in product space), and Fact 3.34 (intersections with the orthogonal complement), we
can quadruple the number of statements in Corollary 4.11. For example, these theorems and
lemma imply that the following four statements are equivalent:
(i)
∑r
1 M
⊥
i is closed;
(ii)
∑r
1(Mi ∩ M⊥)⊥ is closed;
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(iii) ∆⊥ + (M1 × · · · × Mr )⊥ is closed;
(iv) (∆∩B⊥)⊥+((M1×· · ·×Mr )∩B⊥)⊥ is closed, where B := ∆∩(M1×· · ·×Mr ) = Mr∩∆.
(b) The statements of Corollary 4.11 are also equivalent to the statements:
(13) The CPA for {∆,M1 × M2 × · · · × Mr } converges uniformly linearly;
(14) ‖P∆∩B⊥ P(M1×···×Mr )∩B⊥‖ < 1, where B is defined as in (iv) above.
In other words, the CPA for {M1,M2, . . . ,Mr } converges uniformly linearly if and only if the
“parallel version” of the CPA converges uniformly linearly.
For other aspects of “parallelism” and many related matters, see the books of Censor and
Zenios [14] and Butnariu, Censor, and Reich [13].
In view of Corollary 4.11, it is natural to ask: What can be said about the rate of convergence
of the CPA when any of the equivalent conditions in Corollary 4.11 fails? In particular, what
can be said when
∑r
1 M
⊥
i is not closed? The next result answers this question in the case when
r = 2.
Theorem 4.13 (Dichotomy). Let M1 and M2 be closed subspaces in H and M := M1 ∩ M2.
Then exactly one of the following alternatives holds.
(1) M⊥1 + M⊥2 is closed. Then the CPA for {M1,M2} converges uniformly linearly.
(2) M⊥1 + M⊥2 is not closed. Then the CPA for {M1,M2} converges “arbitrarily slowly” in the
following sense: if (λn) is any sequence of positive real numbers with λ1 ≥ λ2 ≥ · · · ≥
λn → 0, then there exists xλ ∈ H such that ‖(PM2 PM1)n(xλ) − PM (xλ)‖ ≥ λn for each
n ∈ N.
Statement (1) follows immediately from the equivalence of (1) and (7) in Corollary 4.11. This
had also been established earlier by Bauschke, Borwein, and Lewis [8] by a different method.
Statement (2) was also stated in [8]; however, Bauschke, Deutsch, and Hundal [11] have pointed
out two errors in [8], one of which was critical, that invalidated the proof of statement (2) as
given in [8]. But, by providing an alternative proof, it was shown in [11] that statement (2) is
indeed correct. (After this paper was submitted the dichotomy theorem was shown by us [21] to
be valid for any finite number of subspaces, not just two.)
Finally, we mention that we have also proved the following result concerning the CPA
converging linearly.
Theorem 4.14. Let C1,C2 be two closed convex sets with nonempty intersection, and suppose
that H is finite-dimensional. If {C1,C2} has the strong CHIP, then the CPA for {C1,C2}
converges linearly.
Our proof of Theorem 4.14 is elementary, but rather lengthy, and we have omitted it. We
believe that the following even stronger result is valid.
Conjecture 4.15. Let {C1,C2, . . . ,Cr } be a collection of closed convex sets with nonempty
intersection. Then the following statements are equivalent:
(1) {C1,C2, . . . ,Cr } has the strong CHIP;
(2) The CPA for {C1,C2, . . . ,Cr } converges linearly.
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