Research of the Bit Depth Extension by Super-Resolution by 梅⽥ 聖也
2019 年度  
早稲⽥⼤学⼤学院基幹理⼯学研究科 情報理⼯・情報通信専攻 
修⼠論⽂ 
 
 
超解像を⽤いたビット深度拡張に関する研究 
Research of the Bit Depth Extension by Super-Resolution 
 
 
 
 
梅⽥ 聖也 
(5118F017-4) 
 
 
提出⽇：2020.01.29 
指導教員：渡辺 裕  印 
研究指導名：オーディオビジュアル情報処理研究 
 i 
 
⽬次 
第 1 章 序論 ....................................................................................................................... 1 
1.1 研究背景 .................................................................................................................... 1 
1.2 本研究の⽬的 ............................................................................................................ 2 
1.3 本論⽂の構成 ............................................................................................................ 2 
第 2 章 関連技術 ................................................................................................................ 3 
2.1 はじめに .................................................................................................................... 3 
2.2 Convolutional Neural Network (CNN) .................................................................... 3 
2.3 超解像技術 ................................................................................................................ 4 
2.3.1 技術概要 ............................................................................................................ 4 
2.3.2 分類 .................................................................................................................... 4 
2.3.2.1 超解像技術の分類 ...................................................................................... 4 
2.3.2.2 再構成型超解像 .......................................................................................... 4 
2.3.2.3 学習型超解像 .............................................................................................. 4 
2.3.2.3.1 学習型超解像概要 ...................................................................................... 4 
2.3.2.3.2 PSNR 系超解像 .......................................................................................... 5 
2.3.2.3.3 GAN 系超解像 ............................................................................................ 6 
2.3.2.3.4 問題点 ......................................................................................................... 7 
2.4 ビット深度拡張 ......................................................................................................... 8 
2.4.1 技術概要 ............................................................................................................ 8 
2.4.2 分類 .................................................................................................................... 8 
2.4.2.1 従来的⼿法 ................................................................................................. 8 
2.4.2.2 深層学習的⼿法 .......................................................................................... 8 
2.5 評価指標 .................................................................................................................... 9 
2.5.1 画質評価指標 ..................................................................................................... 9 
2.5.2 完全参照メトリック .......................................................................................... 9 
2.5.3 ⾮参照メトリック ............................................................................................ 10 
2.6 むすび ..................................................................................................................... 10 
第 3 章 予備実験 .............................................................................................................. 11 
3.1 はじめに .................................................................................................................. 11 
3.2 予備実験 概要 ......................................................................................................... 11 
3.3 予備実験 1 ............................................................................................................... 11 
3.3.1 予備実験 1 概要 .............................................................................................. 11 
3.3.2 予備実験 1 結果 .............................................................................................. 12 
 ii 
3.3.3 予備実験 1 考察・結論 ................................................................................... 13 
3.4 予備実験 2 ............................................................................................................... 13 
3.4.1 予備実験 2 概要 .............................................................................................. 13 
3.4.2 予備実験 2 結果 .............................................................................................. 14 
3.4.3 予備実験 2 考察・結論 ................................................................................... 15 
3.5 予備実験 3 ............................................................................................................... 16 
3.5.1 予備実験 3 概要 .............................................................................................. 16 
3.5.2 予備実験 3 結果 .............................................................................................. 17 
3.5.3 予備実験 3 考察・結論 ................................................................................... 21 
3.6 むすび ..................................................................................................................... 21 
第 4 章 提案⼿法 .............................................................................................................. 22 
4.1 まえがき .................................................................................................................. 22 
4.2 提案⼿法概要 .......................................................................................................... 22 
4.3 むすび ..................................................................................................................... 22 
第 5 章 評価実験 .............................................................................................................. 23 
5.1 まえがき .................................................................................................................. 23 
5.2 実験概要 .................................................................................................................. 23 
5.3 実験 1 結果 ............................................................................................................. 26 
5.4 実験 1 考察・結論 .................................................................................................. 30 
5.5 実験 2 結果 ............................................................................................................. 31 
5.6 実験 2 考察・結論 .................................................................................................. 35 
5.7 むすび ..................................................................................................................... 36 
第 6 章 結論・今後の課題 ............................................................................................... 37 
6.1 結論 ......................................................................................................................... 37 
6.2 今後の課題 .............................................................................................................. 37 
謝辞 ........................................................................................................................................ 38 
参考⽂献 ................................................................................................................................ 39 
図⼀覧 .................................................................................................................................... 42 
表⼀覧 .................................................................................................................................... 43 
研究業績 ................................................................................................................................ 44 
 
  
 1 
第1章 序論 
1.1 研究背景 
2020 年現在，総務省のロードマップ[1]に従い，2020 年東京オリンピックに向けて従来
の Full High Definition(フル HD : 1920x1080 画素)映像から次世代の 4K(3840x2160 画素)
や 8K(7680x4320 画素)などの超⾼精細映像への移⾏が始まっている．⼀般社団法⼈電⼦情
報技術産業協会の 2019 年⺠⽣⽤電⼦機器国内出荷統計[2]によれば，4K対応の薄型テレビ
の国内出荷実績は前年⽐で 134.5% となっており，より我々の⽣活に⾝近になってきてい
ることがわかる．これに伴い従来コンテンツを次世代映像に変換したいという需要が⾼ま
っている．また，2018 年 12⽉より NHK の BS4K及び⺠放キー局系列の BS放送各社(但
し，BS ⽇テレを除く)で 4K 放送が始まり，NHK では BS8K において 8K 放送が開始され
ている[3]． 
これらの次世代映像は解像度以外にも，従来の映像と異なる特徴を持っている．⼀つ⽬の
特徴としてあげられるのが多階調表現である．従来の映像では RGBそれぞれに 8-bit が割
当てられ最⼤で 1600 万階調で映像の⾊を表現している．これに対し次世代映像では RGB
それぞれに 10-bit を割当てることで最⼤で約 10億階調の表現を可能とし，より⾃然に近い
⾊や明るさの変化，グラデーションの再現を実現している．⼆つ⽬の特徴として High 
Dynamic Range(HDR)技術を⽤いた輝度範囲の拡⼤が挙げられる．これは従来の輝度範囲
と⽐べて広い範囲を使う技術であり，表現できる明るさの範囲が広がり，暗いところはより
暗く表現されるだけでなく，暗い中でも様々な強弱をつけた表現が可能となる．この他にも
従来の⾊域よりも広⾊域を⽤いることにより再現できる⾊の幅の増加や，フレームレート
を従来の 60fps から 120fps まで上げることによる時間⽅向の解像度の拡⼤などの特徴も持
っている．これらの特徴により次世代映像では従来の映像とは⼀線を画す映像を実現して
いる． 
⼀⽅でそれに伴う弊害もある．その中でも最も顕著であるのがデータ量の増加である．解
像度のみで従来の情報量と⽐較して 4倍から 16倍に増加している．そのため，映像符号化
⽅式 HEVC/H.265[4]で圧縮した場合でも 80~100Mbps[5]の伝送路容量が必要となる．⼀
⽅で現⾏の地上デジタル放送の伝送路容量は付加情報を除くと約 30.9Mbps[6]しかなく，
8K 映像を地上波で放送するための技術開発が求められている． 
近年，深層学習がこれらの問題を解決する可能性があるとして注⽬されている[7]．この
技術では事前に⼤量のデータを⽤いてニューラルネットワークを学習しておくことで想定
される⼊⼒がされた際に学習データに基づいて任意の出⼒を得ることができる．この技術
を映像の圧縮等に応⽤することで⾼い圧縮率を実現する⽅式も報告されている[8]．また，
クライアント側で従来映像を 8K に変換するような製品も発売されている．⼀⽅でこの技術
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を⽤いて⾼い精度を実現するためにはニューラルネットワークの規模を⼤きくする必要が
ある．しかしながら，実際の運⽤を考慮するとあまり⼤きなニューラルネットワーク実⽤に
は難しいという問題がある．また，市販の製品は解像度の変換のみで他の次世代映像の特徴
の変換はされておらず真の意味での次世代映像への変換をできていないという問題などを
抱えている． 
そこで，本研究では，次世代映像の解像度とビット深度に着⽬し，ニューラルネットワー
クのサイズを抑えつつ解像度とビット深度の⼆つの特徴を深層学習を⽤いて従来映像から
次世代映像に変換できる⽅式を提案する．また，実験により提案⼿法の有効性を検証する． 
1.2 本研究の⽬的 
⼀般的に，次世代映像は，膨⼤なデータ量を持っており，従来⽅式で直接扱うことが難し
いという問題を抱えている．また，次世代映像の普及に伴い従来コンテンツを次世代映像に
変換したいという需要がある．解像度を提案⼿法により N 倍にする⽅式では全体データ量
は単純計算で 1/𝑁"に縮⼩することができる．また，ビット深度においてもMビット増加さ
せるとすると(解像度*M*3)-bit 分のデータ量を削減することができると考えられる．また，
提案⼿法による従来映像から次世代映像までの拡張をクライアント側で実⾏すると想定す
ると，それまでの伝送経路では従来の⽅式をそのまま使⽤することができるという利点も
挙げられる． 
これらのことより提案⼿法を実現することで再⽣機器のみを次世代対応のものとすれば
次世代映像を楽しむことができるようになり，より次世代映像の発展・普及につながると考
えられる． 
1.3 本論⽂の構成 
第 1 章は本章であり，本研究における背景，⽬的について述べる． 
第 2 章では，本研究における主要技術である CNN や超解像技術について述べる． 
第 3 章では，超解像における問題点を検証するための実験について述べる． 
第 4 章では，本研究で提案する⼿法について述べる． 
第 5 章では，提案⼿法を評価する実験について述べ，提案⼿法の有効性について述べる． 
第 6 章では，本研究における結論と今後の課題について述べる． 
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第2章 関連技術 
2.1 はじめに 
本章では，本研究で⽤いる主要技術である CNN，超解像技術，ビット深度拡張に加え，
その他関連技術について述べる． 
2.2 Convolutional Neural Network (CNN) 
  CNNとは⼈間の脳の神経細胞(=ニューロン)の構造を参考に構成された Neural Network
に畳み込み層を追加した構造を持つコンピュータアルゴリズムである[9]．⼊⼒に対して⼩
領域ごとに畳み込みを適⽤することでより正確に特徴量を抽出することが可能になり，画
像認識や⾳声分析などのタスクにおいて従来の⼿法を⼤きく上回る精度を実現している．
⼀般的に CNN は図 2.2.1 のような構造からなる． 
 
図 2.2.1 CNN の構造 
CNN は⼊⼒層からの⼊⼒に対し，畳み込み層，プーリング層を適⽤し，これらの層から抽
出した特徴に対し活性化関数をかけたのちに最後の全結合層で任意の出⼒を得ることがで
きるアルゴリズムとなっている[10]．層の数，畳み込みを適⽤するフィルタのサイズなどを
変化させることで画像処理や⾳声分析など様々な分野での適⽤可能となっている． 
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2.3 超解像技術 
2.3.1 技術概要 
超解像技術とは⼊⼒された信号に対してデジタル信号処理を施し，⼊⼒信号よりも⾼い
解像度の出⼒を作り出す技術のことを指す．⼀般的には画像や映像などが⼊⼒され使⽤さ
れることが多い．ビデオカメラや液晶テレビ，DVD の再⽣時に⼊⼒信号が出⼒画⾯の解像
度に満たない際に，⾜りない画素を補う⽬的で超解像技術が⽤いられることもある． 
2.3.2 分類 
2.3.2.1 超解像技術の分類 
  超解像技術は，従来の信号処理・画像処理を使⽤し，⾜りない画素を補間する⼿法とディ
ープラーニングを⽤いて⾜りない画素を推測する⼿法の⼤きく⼆つに分類することができ
る． 
2.3.2.2 再構成型超解像 
  CNN を⽤いない超解像⼿法の⼀つとして再構成型超解像が挙げられる．この⼿法は対象
の画像の他に対象に類似している画像を複数⽤いることで，対象画像の⾜りない画素を補
間し，超解像を実現している．そのため，⼀般的な画像には適⽤が難しく，映像などの容易
に類似画像を得ることができる場合でのみ適⽤することが可能となる．また，位置合わせや
補間処理に多くの時間を必要とし，⼊⼒画像の劣化度合いやノイズ成分に超解像精度が⼤
きく依存しているという問題を抱えている[11]． 
2.3.2.3 学習型超解像 
2.3.2.3.1 学習型超解像概要 
  超解像技術の中で，多階層からなる CNN に対し，事前に⼤量の低解像度画像と⾼解像度
画像のペアを学習させることで未知の低解像度画像が⼊⼒された際に⾼解像度画像を作り
出す⼿法を学習型超解像という．この⼿法では従来のような補間ではなく事前学習に基づ
き⾜りない画素を推定することで超解像を⾏う．そのため，低解像度画像に含まれない⾼周
波成分の推定ができ，画像のボケやジャギーなどのノイズを削減することができる．この
CNN を⽤いた学習型超解像は，2014 年に C.Dong ⽒らが発表した低解像度画像の⼊⼒と
⾼解像度画像の出⼒の関係を end-to-end で機械学習する SRCNN[12]がはじまりとされて
おり，今現在もこの SRCNN のネットワークをベースに，層の数や各フィルタサイズを増
減させ，ネットワーク全体をより深くすることで超解像の精度向上を図るなど，様々な超解
像⼿法が考案されている．SRCNN のネットワークを図 2.3.2.3.1.1 に⽰す．SRCNNでは 3
層のネットワークで超解像を実現している．この学習型超解像は， ネットワークの学習の
⼿法や評価関数の種類によって PSNR 系超解像と GAN 系超解像の⼆つに分けることがで
きる．それぞれの⼿法で超解像した画像を図 2.3.2.3.1.2 に⽰す． 
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図 2.3.2.3.1.1 SRCNN のネットワーク構造 
 
図 2.3.2.3.1.2 各超解像⼿法の⽐較 
2.3.2.3.2 PSNR 系超解像 
  超解像⼿法のうちネットワークを学習する際に使⽤する評価の基準が原画を基にした
MSE ベースのものは PSNR 系超解像に分類される．図 2.3.2.3.2.1 に PSNR 系超解像⼿法
の⼀つである EDSR[13]のネットワーク構造を⽰す．EDSR では Residual な層を追加する
ことで深いネットワークでも最適化を正しく⾏えるようにし，精度の向上を図っている．ま
た，従来の超解像のネットワークに存在した Batch Normalization 層の削除や Pixel 
shuffle[14] によるアップサンプリングなどの⼯夫が取り⼊れられている．この種類の多く
の超解像では，補間された画素が原画に近づくように学習される．そのため，低解像度画像
を⼊⼒した際によりオリジナルに近い⾼解像度画像を得ることができる．⼀⽅で，内部的に
は原画の⾼解像度画像に対し Bicubic 法で任意の解像度まで縮⼩した画像と原画の対応関
係を基に，出⼒画像の画⾯全体での PSNR が⾼くなるように学習されている．そのため，
ネットワーク全体で平均画像を作るように動作してしまい，全体的にぼやけたような画像
を出⼒してしまう傾向がある．実際に図 2.3.2.3.1.2-(b)をみると原画と⽐較すると⼭の雪な
どのテクスチャが潰れていて全体的に少しぼやけているのがわかる．このように PSNR 系
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超解像では⾼周波成分を多く含むような画像や，細かいテクスチャなどは再現されにくい
という問題がある． 
 
図 2.3.2.3.2.1 EDSR のネットワーク構造 
2.3.2.3.3 GAN 系超解像 
超解像⼿法のうち従来の超解像のネットワークの構成に敵対性ネットワーク(GAN)[15]
を加え，評価関数に perceptual loss を使⽤したものは GAN 系超解像に分類される．図
2.3.2.3.3.1 に GAN 系超解像⼿法の⼀つである SRGAN[16]のネットワーク構造を⽰す． 超
解像のネットワークに perceptual loss を加えることで，原画との距離に応じた評価ではな
く，⼈間の知覚に近い画像の品質を基準にした評価を可能にしている．また，GAN 構造を
とることで補間画素を新たに作り出すことができるので，より⾼品質な細かいテクスチャ
や⾼周波成分を作り出すことができる可能性がある．⼀⽅で，この超解像⼿法で出⼒される
⾼解像度画像は低解像度画像を参考に新たに作り出された⾼解像度画像となるので，原画
には存在しないテクスチャが⽣成されることがある．そのため，原画等と⽐較する指標で評
価することができず，参照画像を⽤いない評価指標で評価する必要性がある．また，実際に
図 2.3.2.3.1.2-(c)と(b)を⽐較すると，(c)の⽅が⼭の細かいテクスチャが再現されているこ
とがわかる．⼀⽅で⼭の下の森には原画(a)には存在しないようなテクスチャが現れている
ことも確認できる． 
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図 2.3.2.3.3.1 SRGAN のネットワーク構造 
2.3.2.3.4 問題点 
⼀般的に超解像技術は学習させる際に低解像度画像と⾼解像度画像のペアで学習させ
る．この際，⾼解像度画像のデータセットに対し Bicubic 法を適⽤し縮⼩することで任意の
倍率の低解像度画像を得ている．そのため，超解像のネットワークは Bicubic 法による縮⼩
の劣化過程を学習することになり，画像を⼊⼒する際も Bicubic 法で縮⼩した低解像度画像
を⼊⼒することが前提となる．したがって，超解像には Lanczos などの異なるカーネルで
縮⼩した低解像度画像を⼊⼒した際に⾼い超解像精度が得られない可能性があるという問
題を抱えている．また，上述のような縮⼩過程を挟むことで得られる低解像度画像は⼀般的
な低解像度画像とは異なり少なからず折り返し歪みを含んでいる．そのため，超解像はこの
折り返し歪みを基に⾼解像度画像の⾼周波成分を推定しているのではないかという指摘も
されている．これらの問題は超解像は縮⼩された画像にのみ適⽤することができるという
問題に帰結する．これは実際に適⽤する場合を想定すると，超解像は 8Kカメラで撮影，4K
に縮⼩後に伝送するという⽅式では精度を保証できるが，4K カメラで撮影した映像を 8K
にする場合では精度を保証できないという問題につながる．そのため，超解像を適⽤する⽅
式ではこの問題を考慮する必要がある． 
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2.4 ビット深度拡張 
2.4.1 技術概要 
ビット深度拡張は，⼀般的にデータを扱う際に従来の割り当てられたビット数よりも多
くのビット数を割り当てたい際に増えるビット数を補う⽬的で使⽤される．⾳声や画像な
どのデータの場合，各規格ごとにデータに使⽤するビット数が決定されている．そのため，
規格が異なると各データに割り当てられるビット数が異なることがあり，他規格への変換
の際に不⾜するビット数を補う⽬的としてもビット深度拡張が⽤いられる．この技術は，従
来の画像処理技術を⽤いる⼿法と CNN などの深層学習を⽤いてビット深度拡張する⼿法
の⼤きく⼆つに分けることができる． 
2.4.2 分類 
2.4.2.1 従来的⼿法 
  ビット深度拡張の最も簡単な⼿法の⼀つとして”Zero-padding”と呼ばれる⼿法がある．こ
れは増えたビットにʼ0ʼを⼊れるという⼿法で，処理が⾮常に簡単である⼀⽅で，ビット深度
拡張の精度としてはあまり⾼くない．この他にも Multiplication-by-ideal- gain (MIG), Bit 
Replication (BR) [17], Minimumd Risk based Classification (MRC) [18], Contour Region 
Reconstruction (CRR) [19]といった⼿法も提案されているが，いずれも深層学習的⼿法を
超える精度を実現していない[20]． 
2.4.2.2 深層学習的⼿法 
  従来的な画像処理を⽤いたビット深度拡張より⾼い品質を実現する⼿法として CNN を
⽤いた深層学習的⼿法がある．この⼿法では，ビット深度が⾜りない画像とオリジナル画像
を⼤量に⽤意し，この対応関係を学習することで，従来⼿法より⾼い精度でのビット深度拡
張を実現している．⼀⽅で，ビット深度拡張を実現するためには⼤量のパラメータが必要に
なり，ニューラルネットワークの規模も⼤きくなるため処理に時間がかかってしまうとい
う問題がある．この⼿法の⼀つである Bit-depth Enhancement by Concatenating All Level 
Features of DNN(BE-CALF)[20]では，Zero-padding でビット深度拡張された画像とオリ
ジナルの画像の残差を学習することでビット深度の拡張を実現している．この⼿法では，従
来的⼿法と⽐較して PSNRで平均 3dB以上の品質の向上を実現している．⼀⽅で，実⾏時
間は従来的⼿法の 100倍以上を要する結果となっている． 
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2.5 評価指標 
2.5.1 画質評価指標 
⼀般的に超解像やビット深度拡張などの性能を評価する際には得られた画像から画質評
価指標を算出し⽐較するという⼿法が採られることが多い．この画質評価には完全参照メ
ト リ ッ ク (Full-Reference Metric)と呼ばれるものと⾮ 参 照 メ ト リ ッ ク (No-Reference 
Metric)と呼ばれるものの⼤きく分けて 2種類存在する．これらは，評価対象の画像がどの
ような特徴を持っているか，どのような過程で得られたものなのかなどによって使い分け
られる． 
2.5.2 完全参照メトリック 
完全参照メトリックは評価したい画像と対象画像の原画(=歪みの含まない画像)を⽐較
しその差を数値化することで画質の評価を⾏う指標である．そのため，対象画像は原画と⽐
べてどの程度歪みやノイズを含んでいるかを評価する指標になるので歪みを⽰す指標とも
呼ばれる．この指標の中で最も⼀般的なものとしてMean Square Error(MSE:平均⼆乗誤差)
が挙げられる．MSE は対象画像と参照画像の同じ位置の画素値の差分の 2乗を全ピクセル
で算出し，平均を求めることで得ることができる．解像度が m*n からなる画像 I,K におい
てMSE は次の式(2.1)で表される． 
 
MSE = #$%∑ ∑ [𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)]"%1#234$1#534  (2.1) 
このMSE は 2 画像間の差分を数値化したものであるため，差が⼤きくなると差に鈍くな
るという⼈の知覚特徴が加味されていない．このMSE を⼈の知覚特徴に合わせた画質評
価指標が Peak Signal-to-Noise Ratio(PSNR:ピーク信号対雑⾳⽐)である．PSNR は次の式
(2.2)で定義される．ただし，𝑀𝐴𝑋9は画像がとりうる最⼤の画素値とする． 
 
PSNR = 10 log#4 ?@ABC?DE  (2.2) 
この PSNR を⽤いることで原画とどの程度異なるかを確実に評価することができる．⼀⽅
で，対象画像の全画素が⽔平⽅向に 1 画素ずれた場合に，⼈の⽬では差を感じられない
が，PSNRでは著しく悪い値となってしまう問題がある．また画⾯全体の多くで原画と同
じ画素値を持つがごく⼀部分局所的に⼤きな差を含むような画像と，画⾯全体で少しずつ
異なるような画像がある時に⼈の知覚では前者の⽅が低品質な画像と評価されるのに対
し，PSNRでは同じ値をとなってしまい同程度の品質と評価される可能性があるという問
題がある．この問題を解決するために作られた指標が Structural Similarity(SSIM:構造的類
似性指数)である．SSIMは式(2.3)で定義される． 
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 SSIM= ("FGFHIJK)("LGHIJC)(FGCIFHCIJK)(LGCILHCIJC) (2.3) 𝜇N, 𝜇Oは平均，𝜎N, 𝜎Oは標準偏差, 𝜎NOは共分散を⽰す． 
対象の画素のみでの評価ではなく周囲のピクセルとの相関を取り込むことで PSNRでの問
題の緩和を実現しつつ，⼈の知覚特徴も加味された指標となっている．⼀般的に，超解像
の分野のうち PSNR 系超解像ではここで述べた完全参照メトリックが⽤いられることが多
い． 
2.5.3 ⾮参照メトリック 
⾮参照メトリックは，完全参照メトリックとは異なり，統計的な特徴量や，⼤量の⾃然画
像からなるデータベースを学習したモデルを⽤いることで評価したい画像単体での画質の
評価を実現し，より⼈の知覚特徴に合った評価をすることができる指標となっている．代表
的な指標として，Natural Image Quality Evaluator (NIQE)[21]や Blind/Referenceless Image 
Spatial Quality Evaluator (BRISQUE)[22]などがある．これらの指標の詳細な説明は本稿で
は省略するが NIQEおよび BRISQUE は基本統計量として Natural Scene Statistic(NSS)ベ
ースの特徴量を使⽤している．NIQEでは⼤量の画像からなるデータベースから得られた特
徴と，対象画像から算出した Natural Scene Statistic(NSS)ベースの特徴の距離を算出して
指 標として い る．BRISQUE ではこの特徴量と主観的スコア を Support Vector 
Machine(SVM)を⽤いて学習，指標の算出を⾏っている． 
GAN 系の超解像では出⼒画像は Generator によって作り出されたもののため，原画とは
⼤きく異なるが⼈の⽬で⾒ると品質的に優れていることが多い．⾮参照メトリックではこ
の差を定量的評価することが可能である．そのため，これらの指標は⼀般的に超解像のうち
GAN 系の超解像で多く⽤いられる．PSNR 系の超解像の⼀部でもこれらの指標を⽤いるこ
とで正確に画像の品質評価，超解像の性能評価を⾏える場合も存在する．また，この他にも
Ma[23]や Perceptual score[24]と呼ばれる指標もある． 
2.6 むすび 
本章では，本研究で⽤いる主要技術である CNN や超解像技術，ビット深度拡張，評価指
標における種類や⽤途，問題点について述べた．  
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第3章 予備実験 
3.1 はじめに 
  本章では，本研究の主要技術である，超解像技術の縮⼩過程に依存して品質が変化すると
いう問題点について検証した予備実験について述べる． 
3.2 予備実験 概要 
  前章でも述べたように，超解像技術は縮⼩過程が異なる場合，超解像精度が著しく悪くな
るという問題と折り返し歪みの情報を基に⾼周波成分を推定している可能性があるという
問題を抱えている．そこで，本研究では，この問題を予備実験により検証した． 
3.3 予備実験 1 
3.3.1 予備実験 1 概要 
  予備実験 1 では，超解像のネットワークが学習していない縮⼩⽅法で縮⼩された低解像
度画像が⼊⼒された際に超解像の性能が低下することについて検証実験を⾏う．予備実験 1
の概略図を図 3.3.1.1 に⽰す． 
 
図 3.3.1.1 予備実験 1 概略図 
予備実験 1では，Bicubic 法で作成した低解像度画像と⾼解像度画像を⽤いて学習した超
解像のネットワークに対し，Bicubic 法で縮⼩した低解像度画像と Lanczos フィルタを⽤
いて縮⼩した低解像度画像をそれぞれ⼊⼒し，⾼解像度画像をそれぞれ作成する．ここで
得られた⾼解像度画像に対し，PSNRおよび SSIMをそれぞれ算出し，これを⽐較するこ
とで超解像の性能の変化を検証する．今回は使⽤する超解像ネットワークとして EDSR を
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選択し，DIV2K データセット[25][26]のうち 800枚を学習⽤画像，90枚をテスト画像と
した． 
3.3.2 予備実験 1 結果 
予備実験 1で得られた出⼒画像を図 3.3.2.1，図 3.3.2.2 に⽰す． 
 
図 3.3.2.1 予備実験 1 出⼒画像 1(⼊⼒:Bicubic縮⼩画像)(“DIV2K Dataset”[25][26]) 
 
図 3.3.2.2 予備実験１ 出⼒画像 2(⼊⼒:Lanczos縮⼩画像) (“DIV2K Dataset”[25][26]) 
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この⼆つの画像を⽐較すると，あまり⼤きな差ではないが出⼒画像 2 の⽅がコントラスト
がはっきりしており，より偽輪郭が強調されていることが確認できる．次に算出した評価
指標について表 3.3.2.1 に⽰す．ここでは⼊⼒画像 90枚から得た出⼒画像 90枚に対し
PSNRと SSIMをそれぞれ算出し，それらの値の平均値を⽰す． 
表 3.3.2.1 予備実験 1 の結果 
⼊⼒画像の縮⼩⽅式 PSNR dB SSIM 
Bicubic 24.50 0.8574 
Lanczos 23.97 0.8483 
表 3.3.2.1より，実験 1では，PSNR，SSIMともに超解像のネットワークに学習させた縮
⼩⽅法である Bicubic 法で縮⼩した画像を⼊⼒とした⽅が Lanczos フィルタで縮⼩した画
像を⼊⼒した時よりも平均で+0.53dB品質が向上することが確認できる．また，平均では
なく各画像での⽐較では最⼤で約+1.0dBほど⾼い値をとるということも確認できた． 
3.3.3 予備実験 1 考察・結論 
  予備実験 1 で学習した縮⼩画像を⼊⼒した際に評価指標で⾼い値をとったという結果よ
り，超解像の問題点である縮⼩⽅法に依存した超解像が⾏われていることが確認できた．⼀
⽅で，評価指標では確かな差が⽣じているが視覚的には，あまり⼤きな差が⽣じていないこ
とも確認できた． 
 
3.4 予備実験 2 
3.4.1 予備実験 2 概要 
予備実験 2 では，⼊⼒画像の縮⼩過程を学習したネットワークを適切に選択することで
より⾼い精度で超解像を⾏えることを実験により検証する．予備実験 2 の概要図を図 3.4.1.1
に⽰す．予備実験 1では Bicubic 法による縮⼩を学習した超解像ネットワークを使⽤したが
予備実験 2 ではこれに加えて Lanczos フィルタを⽤いた縮⼩画像で学習した超解像ネット
ワークを⽤いる．この⼆つの超解像ネットワークに Lanczos フィルタを⽤いて縮⼩した低
解像度画像を⼊⼒し，⾼解像度画像を⽣成，これらを指標により評価する．学習に使⽤する
画像および⼊⼒画像は予備実験 1と同じものを使⽤した． 
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図 3.4.1.1 予備実験 2 概要図 
3.4.2 予備実験 2 結果 
予備実験 2 で得られた画像をそれぞれ⽐較したものを図 3.4.2.1 に⽰す．図中左側(a)は
Bicubic 法による縮⼩画像を⼊⼒した際に得られる出⼒画像の⼀部，図中右側(b)は Lanczos
フィルタによる縮⼩画像を⼊⼒した際に得られる出⼒画像の⼀部となっている． 
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図 3.4.2.1 予備実験 2 出⼒画像の⽐較(“DIV2K Dataset”[25][26]) 
図中(a)と(b)を⽐較すると，(a)では鉄柱や階段部分などのエッジ部分に偽輪郭が⽣じ，本
来直線の箇所に階段上のノイズが発⽣してしまっていることが確認できる．⼀⽅で，(b)で
はそれらのノイズが⾒受けられず，スムーズな直線として表現されている．次に，算出し
た指標を表 3.4.2.1 に⽰す． 
表 3.4.2.1 予備実験２の結果 
   ネットワーク 
⼊⼒画像 
Trained by Bicubic Trained by Lanczos 
PSNR dB SSIM PSNR dB SSIM 
Lanczos 23.97 0.8483 28.45 0.9023 
表 3.4.2.1より，Lanczos フィルタにより縮⼩した画像に対し，Lanczos フィルタの縮⼩過
程を学習した超解像を適⽤することで，Bicubic 法の縮⼩過程を学習した超解像を適⽤し
た時より，超解像の精度が PSNRで+4.48dB，SSIMでも 0.054pt 向上することが確認で
きる． 
3.4.3 予備実験 2 考察・結論 
予備実験 2 の結果より，⼊⼒画像の縮⼩過程に合わせて最適な超解像のネットワークを
選択し，適⽤することで，超解像の精度が向上することが確認できた．また，今回使⽤して
いる EDSR という超解像⼿法は Bicubic 法による縮⼩過程を学習することを前提にネット
ワークが最適化されている．そのため，超解像ネットワークのパラメータを Lanczos フィ
ルタによる縮⼩画像に合わせて最適化をすれば超解像精度は更に向上すると考えられる． 
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3.5 予備実験 3 
3.5.1 予備実験 3 概要 
予備実験 3 では，超解像の精度が縮⼩画像に含まれる折り返し歪みにどの程度依存して
いるかの検証をする．予備実験 3 の概略図を図 3.5.1.1 に⽰す． 
 
 
図 3.5.1.1 予備実験 3 概略図 
予備実験 3では，⼊⼒画像および超解像のネットワークの学習で使⽤する低解像度画像
に折り返し歪みを全く含まない画像(図中 No-Aliasing images)を使⽤する．この画像は⾼
解像度画像を⼆次元離散フーリエ変換(2D-discrete Fourier transform(DFT))を⽤いて空間
周波数領域に変換し⾼周波成分を削除，これに対し，⼆次元逆離散フーリエ変換(2D- 
inverse discrete Fourier transform)を適⽤し，空間領域に戻したのちに，2:1サブサンプリ
ングすることで作成する．この No-Aliasing images の作成⼿順を図 3.5.1.2 に⽰す．デー
タセットは予備実験 1，予備実験 2と同じものを使⽤した． 
 
図 3.5.1.2 No-Aliasing images の作成⼿順 
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3.5.2 予備実験 3 結果 
予備実験 3 で算出した各指標を表 3.5.2.1 に⽰す．また，得られた出⼒画像の⽐較を図
3.5.2.1 に⽰す．各指標は予備実験 1と同様に出⼒画像 90枚に対し評価指標をそれぞれ算出
し，それらの値の平均値である．出⼒結果を⽐較するとあまり⼤きな差は⾒受けられないが，
(a),(d)の出⼒画像が(b),(c)それぞれと⽐較すると若⼲ではあるが画像が鮮明にみえ，(b)(c)
はややぼやけていることが確認できる．また，算出した指標をみると，折り返し歪みを含ま
ないような低解像度画像を使⽤しても予備実験 1，予備実験 2と同様に⼊⼒した低解像度画
像と同じ縮⼩過程を学習した超解像のネットワークを使⽤した時の⽅が⾼い精度で超解像
を⾏えており，+1.97dB の超解像精度の向上が得られることが確認できる．⼀⽅で，全体で
⽐較すると Bicubic 法による縮⼩過程を学習した超解像ネットワークを使⽤した際の⽅が
最も良いという結果となっている． 
表 3.5.2.1 予備実験 3 結果 1 
 Trained by bicubic Trained by No-aliasing 
PSNR dB PSNR dB 
Bicubic 31.78 30.60 
No-Aliasing images 27.62 29.59 
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図 3.5.2.1 予備実験 3 出⼒画像の⽐較 1(“DIV2K Dataset”[25][26]) 
次に⾼解像度画像から⾼周波成分を除去した画像と，折り返し歪みを含まない縮⼩画像
を学習した超解像に対応する画像を⼊⼒した際に得られる出⼒画像を⽐較する．算出した
各指標を表 3.5.2.2 に，得られた出⼒画像の⽐較を図 3.5.2.2 にそれぞれ⽰す． 
表 3.5.2.2 予備実験 3 結果 2 
 
No-Aliasing image SR 
by Trained No-aliasing 
images SR 
No-High-frequency HR 
PSNR dB 29.59 32.152 
BRISQUE 32.85 33.72 
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図 3.5.2.2 予備実験 3 出⼒画像の⽐較 2(“DIV2K Dataset”[25][26]) 
表 3.5.2.2 において PSNR を⽐較すると，超解像を適⽤した画像の⽅が-2.5dB ほど PSNR
が低い値となっていることが確認できる．⼀⽅で図 3.5.2.2 の得られた出⼒画像を⽐較する
と PSNR では優れているはずの図中(b)の⽅が(a)よりも全体的にぼやけたものとなってい
る．そこで PSNR に加えて，視覚的な差をより正しく評価できる指標である BRISQUE を
算出した．この指標は画像の品質が⾼いほど低い値を取る．BRISQUEで⽐較をすると，超
解像を適⽤した時の⽅が低い値を取り，画像の品質として優れているという結果となって
いる．次に，この 2枚の画像をそれぞれ周波数領域に変換した際のスペクトルを図 3.5.2.3，
図 3.5.2.4 にそれぞれ⽰す． 
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図 3.5.2.3 No-Aliasing image SR by Trained No-aliasing images SR の周波数スペクトル 
 
図 3.5.2.4 No-High-frequency HR の周波数スペクトル 
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この⼆つの画像を⽐較すると後者は⾼周波成分が除去されているのに対し，前者では折
り返し歪みを含まない縮⼩画像を⼊⼒したにもかかわらず⾼周波成分が含まれていること
が確認できる． 
3.5.3 予備実験 3 考察・結論 
予備実験 3 の結果より，⼊⼒画像が⾼周波成分の折り返し歪みを含まない場合でも，そ
れに対応したデータセットで超解像のネットワークを学習することで精度の⾼い超解像を
⾏うことができることが確認できた．学習型超解像の超解像精度が⼊⼒する縮⼩画像に含
まれる折り返し歪みに完全に依存していると仮定した場合，学習データセットの変更のみ
で+1.97 dBという⾼い利得は得られないと考えられる．このことより学習型超解像におい
て⾏なわれる超解像は折り返し歪みの情報に完全に依存しているわけではないと考えられ
る．  
また，⾼解像度画像から⾼周波成分を除去した画像と，折り返し歪みを含まない縮⼩画像
を対応する超解像のネットワークに⼊⼒した際に得られる出⼒画像を⽐較した際には，後
者の超解像を適⽤した画像は視覚的にも評価指標 BRISQUE においても優れた結果となっ
た．さらに，周波数領域での⽐較においても折り返し歪みを含まない縮⼩画像を⼊⼒したに
もかかわらず出⼒画像は⾼周波成分を含んでいることが確認できた．これらのことより，今
回使⽤した学習型超解像では，折り返し歪みを基に⾼周波成分を推定して⾼解像度画像を
作成しているのではなく，事前に学習したデータセットに基づいて品質が⾼くなるように
⾼周波成分の推定および⾼解像度画像の作成をしていると考えられる． 
また，全体的な品質では Bicubic 法による縮⼩過程を学習した超解像ネットワークを使⽤
した際の⽅が良いという結果となった要因として，EDSRという超解像⼿法が Bicubic 法に
よる縮⼩を学習することを前提にネットワークが最適化されていることに依存していると
考えられる．そのため，この問題も超解像のネットワークのパラメータを実験条件に合わせ
て最適化することで解決できると考えられる．したがって，今回の結果では⾼周波画像を削
減した⾼解像度画像と折り返し歪みを含まない縮⼩画像に対応する超解像を適⽤した時を
⽐較すると後者の⽅が PSNR が低くなっているが，ネットワークのパラメータの最適化で
これは改善できると考えられる． 
3.6 むすび 
本章では，本研究で⽤いる超解像技術における問題点について 3 種類の予備実験を⾏い，
問題の検証をした．  
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第4章 提案⼿法 
4.1 まえがき 
本章では，本研究における提案⼿法について述べる． 
4.2 提案⼿法概要 
本研究では，次世代映像のデータ量が膨⼤になるという問題を解決する⼿法として超解
像技術を⽤いて解像度とビット深度を同時に拡張する⼿法を提案する．提案⼿法の概要図
を図 4.2.1 に⽰す． 
 
図 4.2.1 提案⼿法 概要図 
⼀般的に超解像ネットワークは解像度のみを拡張する⼿法として利⽤されるが根本的に
は低解像度画像と⾼解像度画像のペアの２画像間の関係を学習することで解像度の拡張を
実現している．そのため，学習するデータセットの画像ペアを低解像度-低ビットからなる
画像と⾼解像度-⾼ビットからなる画像のペアに変更することで超解像のネットワークは解
像度とビット深度の⼆つの特徴を学習でき，解像度とビット深度の同時拡張が実現できる
と考えられる．本研究では，この⼿法を⽤いることで超解像のネットワークを⽤いた解像
度とビット深度の同時拡張を試みる． 
4.3 むすび 
本章では，本研究における提案⼿法について述べた．  
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第5章 評価実験 
5.1 まえがき 
本章では，提案⼿法の有効性を検証するための評価実験について説明する． 
5.2 実験概要 
評価実験では，低解像-低ビットと⾼解像度-⾼ビットのペアからなるデータセットで学習
した超解像を⽤いる．この超解像ネットワークに対し，低ビットの低解像度画像を⼊⼒し，
出⼒された⾼ビットの⾼解像度画像から各指標を算出，既存⼿法との⽐較を⾏うことで提
案⼿法の有効性を確認する．本来，次世代映像としてはビット深度が 10-bit または 12-bit
で解像度が 4K または 8K からなる映像が想定される．しかしながら，多くの超解像のネッ
トワークはビット深度が 8-bit を超える画像の⼊⼒に対応・最適化されておらず，この状況
で 8-bit を超える画像での超解像を⾏えるようにネットワークを変更すると問題がより複雑
になってしまい提案⼿法の評価の正当性が損なわれると考えられる．そこで本研究では，よ
り正当に評価を⾏うために低ビットは 6-bit，⾼ビットは 8-bit とすることでより実験環境
を単純にし，他の問題から切り離す．また実際に実験を⾏う際には，より実際に運⽤される
環境に近づけるため低ビット画像は 6-bit 画像を 2-bit シフトして得られる 8-bit 画像とす
る．評価実験の概要を図 5.2.1 に，低ビット画像の例を図 5.2.2 に，⾼ビット画像の例を図
5.2.3 にまたその⽐較を図 5.2.4 にそれぞれ⽰す． 
 
図 5.2.1 評価実験の概要図 
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図 5.2.2 低ビット画像の例(“DIV2K Dataset”[25][26]) 
 
図 5.2.3 ⾼ビット画像の例(“DIV2K Dataset”[25][26]) 
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図 5.2.4 低ビット画像と⾼ビット画像の⽐較(“DIV2K Dataset”[25][26]) 
低ビット画像と⾼ビット画像を⽐較すると，低ビット画像は⾊の移り変わるような箇所
で表現するビット数が⾜りずに段状のノイズが⽣じていることが確認できる．本実験では，
超解像のネットワークとして，PSNR 系の EDSRと GAN 系の SRGAN を使⽤する．また，
提案⼿法より得られる出⼒画像と以下の⼆つの画像において各指標を算出して⽐較する． 
・ビット深度学習をしていない超解像を⽤いて得られる画像 
・提案⼿法の出⼒を 6-bit に変換し，Zero-padding により 8-bit にした画像(以降，提案⼿
法+Zero-padding) 
超解像のネットワークを学習するためのデータセットは予備実験と同様に DIV2K のうち
800枚を使⽤し，テスト画像は DIV2K のうちの⼀部とその他の 4K データセットの⼀部か
らなる画像セットを使⽤する．実験で使⽤した PC の環境を表 5.2.1 に⽰す．  
表 5.2.1 実験環境 
OS Ubuntu16.04 
CPU Intel(R) Core(TM) i7-8700K CPU @ 3.70GHz 
GPU NVIDIA GeForce GTX 1080 Ti  x2 
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5.3 実験 1 結果 
実験 1では，超解像⼿法として SRGAN[16]を使⽤した．SRGAN の実験条件を表 5.3.1 に
⽰す． 
表 5.3.1 SRGAN の実験条件 
使⽤⾔語 Python3.6 
学習⽤データセット
(DIV2K) 
低解像度 0.5K，6-bit-2bit shift，800枚 
⾼解像度 2K，8-bit，800枚 
テスト画像 0.5K, 6-bit-2bit shift，100枚 
Epoch 
Generator 200 
Discriminator 5000 
拡⼤倍率 4倍 
次に⼊⼒したテスト画像を図 5.3.1 に，この画像の原画を図 5.3.2 にそれぞれ⽰す．また，
提案⼿法+Zero-padding によって得られた画像を図 5.3.3 に，従来の超解像で得られた出⼒
画像を図 5.3.4 に，提案⼿法の超解像によって得られた出⼒画像を図 5.3.5 にそれぞれ⽰す．
またこれらの⼀部を切り取り拡⼤して⽐較したものを図 5.3.6 に⽰す． 
 
図 5.3.1 ⼊⼒したテスト画像(“DIV2K Dataset”[25][26]) 
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図 5.3.2 ⼊⼒画像の原画(“DIV2K Dataset”[25][26]) 
 
図 5.3.3 提案⼿法+Zero-padding によって得られた画像(“DIV2K Dataset”[25][26]) 
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図 5.3.4 従来の超解像⼿法によって得られた出⼒画像(“DIV2K Dataset”[25][26]) 
 
図 5.3.5 提案する超解像⼿法によって得られた出⼒画像(“DIV2K Dataset”[25][26]) 
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図 5.3.6各画像の⽐較(“DIV2K Dataset”[25][26]) 
次に算出した各指標のテスト画像 100枚での平均値を表 5.3.2 に⽰す． 
表 5.3.2 実験 1で算出した各指標 
 PSNR dB SSIM BRISQUE 
提案⼿法 + Zero-padding 24.20 0.8335 13.51 
従来の超解像 24.45 0.8480 11.39 
提案⼿法 24.24 0.8397 12.07 
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5.4 実験 1 考察・結論 
はじめに，各⼿法における各指標を⽐較すると，従来の超解像を適⽤して得られる出⼒画
像が全ての指標において最も良い結果となっていることがわかる．また，出⼒された画像を
みると全ての超解像を適⽤した画像において原画には存在しないような雲のようなテクス
チャが新たに⽣じていることが確認できる．これは，GAN 系の超解像の特徴の⼀つで，⼊
⼒された画像の中の情報と学習した情報を紐付けてテクスチャを推定し，画像を作り出し
ているからである．今回の場合は，⼊⼒画像のビット深度が⾜りないことによる段状のノイ
ズを SRGAN が空上に存在している何かしらのテクスチャであると判断し，学習データの
中の空上のテクスチャ=雲と結びづけを⾏い，雲のテクスチャを新たに作り出していると考
えられる． 
提案⼿法+Zero-padding の出⼒と提案⼿法の出⼒画像を⽐較すると，あまり⼤きな差は
⾒受けられないが，提案⼿法の出⼒の⽅が若⼲ではあるが雲のノイズが少ないことが確認
できる．また，PSNR や SSIMでみてもあまり差は⽣じていないが，BRISQUEでは，提案
⼿法の品質が⾼いという値となっている．これは，前述した，雲のテクスチャが提案⼿法の
⽅が薄いことに起因していると考えられる．次に，提案⼿法と従来⼿法の出⼒画像を⽐較す
ると，⾒た⽬では提案⼿法の⽅が雲のテクスチャが少ないことが確認できる．この原因とし
て，提案⼿法ではビット深度も含めたデータセットで学習しているため，空のテクスチャと
判断された⼊⼒画像のビット深度不⾜による段状ノイズの量が減ったからであると考えら
れる．しかしながら，各指標で⽐較すると，全ての指標において従来⼿法の⽅が⾼品質であ
ると⽰している．これは，提案⼿法ではビット深度と解像度の学習を同時に⾏ったことによ
り，SRGAN が推定する問題がより難化していることが原因として考えられる．これにより，
学習の最適化ができず，超解像の精度が悪くなり出⼒画像の品質が低下していると考えら
れる．そのため，実験 1 において提案⼿法の精度を向上させるには，⼤規模なネットワーク
の変更や，パラメータの変更を加える必要があると推測できる．これらのことより，提案⼿
法において 直接GAN 系超解像である SRGAN を⽤いることは適していないと考えられる． 
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5.5 実験 2 結果 
実験 2では，超解像⼿法として EDSR[13]を使⽤した．EDSR の実験条件を表 5.5.1 に⽰
す． 
表 5.5.1 EDSR の実験条件 
使⽤⾔語 Python3.6 
学習⽤データセット
(DIV2K) 
低解像度 0.5K，6-bit-2bit shift，800枚 
⾼解像度 2K，8-bit，800枚 
テスト画像 0.5K，6-bit-2bit shift，100枚 
Epoch 300 
拡⼤倍率 4倍 
次に⼊⼒したテスト画像を図 5.5.1 に，この画像の原画を図 5.5.2 にそれぞれ⽰す．また，
提案⼿法+Zero-padding によって得られた画像を図 5.5.3 に，従来の超解像で得られた出⼒
画像を図 5.5.4 に，提案⼿法の超解像によって得られた出⼒画像を図 5.5.5 にそれぞれ⽰す．
またこれらの⼀部を切り取り拡⼤して⽐較したものを図 5.5.6 に⽰す． 
 
図 5.5.1 ⼊⼒したテスト画像(“DIV2K Dataset”[25][26]) 
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図 5.5.2 ⼊⼒画像の原画(“DIV2K Dataset”[25][26]) 
 
図 5.5.3 提案⼿法+Zero-padding によって得られた画像(“DIV2K Dataset”[25][26]) 
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図 5.5.4 従来の超解像⼿法によって得られた出⼒画像(“DIV2K Dataset”[25][26]) 
 
 
図 5.5.5 提案する超解像⼿法によって得られた出⼒画像(“DIV2K Dataset”[25][26]) 
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図 5.5.6各画像の⽐較(“DIV2K Dataset”[25][26]) 
次に算出した各指標のテスト画像 100枚での平均値を表 5.5.2 に⽰す． 
表 5.5.2 実験２で算出した各指標 
 PSNR dB SSIM BRISQUE 
提案⼿法 + Zero-padding 29.59 0.9074 45.80 
従来の超解像 29.61 0.9081 49.28 
提案⼿法 29.76 0.9101 45.84 
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5.6 実験 2 考察・結論 
はじめに各⼿法における各指標を⽐較すると，PSNR および SSIM では提案⼿法が，
BRISQUE においては 0.04pt差で提案⼿法+Zero-padding が⾼品質を⽰す値となっている．
次に，各出⼒画像を⽐較すると，提案⼿法+Zero-paddingと従来⼿法では，⼊⼒画像に含ま
れるビット深度不⾜による段状のノイズがそのまま残っていることがわかる．⼀⽅で，提案
⼿法では，この段状のノイズは完全に除去されており，ほぼ原画のような滑らかな⾊のグラ
デーションが表現されていることがわかる．このように⾒た⽬では，提案⼿法+Zero-
padding より提案⼿法の⽅が優れていることが確認できるが，BRISQUE では提案⼿法
+Zero-padding低い値となっている．この原因として，グラデーション以外の細かいテクス
チャを持つ領域で⽣じている超解像の補間誤差が Zero-padding において丸められ，
BRISQUE が低い値になるように作⽤したことが考えられる．そこで，テスト画像 100枚の
平均値ではなく提案⼿法と提案⼿法+Zero-padding の各画像における BRISQUE の値を図
5.6.1 に⽰す． 
 
図 5.6.1 提案⼿法と提案⼿法+Zero-padding における各画像の BRISQUE 
この図より，画像の種類によっては提案⼿法(図中オレンジ線)の⽅が優れた値(低い値)を
取っていることがわかる．実際に、提案⼿法+Zero-padding が良い値となっている画像を
みると，空や海などのビット深度不⾜の影響を受ける領域が少なく，森やビル街など細か
いテクスチャを多く含む画像であることが確認できた．そのため，ビット深度をより正確
に補うという点においては提案⼿法の⽅が提案⼿法+Zero-paddingより優れていると考え
られる． 
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これらのことより，提案⼿法において PSNR 系超解像を⽤いることは⾮常に適している
ことが実験により確認できた．また，提案⼿法による解像度とビット深度の同時拡張は
PSNR 系超解像⽤いた場合に有効であると⾔えると考えられる． 
5.7 むすび 
本章では，提案⼿法の有効性を検討する評価実験を⾏い本研究における提案⼿法の有効性
を確認した． 
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第6章 結論・今後の課題 
6.1 結論 
本研究では，解像度を拡張する技術である超解像を⽤いて，解像度とビット深度を同時に
拡張する⼿法を提案した．また，提案⼿法は超解像⼿法として，GAN 系の超解像である
SRGAN を⽤いた際にはうまく適⽤できず悪い精度での超解像となり，PSNR 系の超解像で
ある EDSR を⽤いた際には，視覚的にも指標的にも優れた出⼒を得ることができ，有効で
あることを評価実験により検証した． 
 
6.2 今後の課題 
今後の課題として，GAN 系の超解像での適⽤を実現することと，8-bit以上の画像での適
⽤を可能にすることの⼆つが挙げられる．近年，超解像の分野では PSNR 系の超解像では
補間できる画素とその精度に限界があるとされ，GAN 系超解像が注⽬を浴びている．GAN
系の超解像では，PSNR 系超解像とは異なり，細かいテクスチャを再現でき，視覚的に優れ
た画像を得ることができる．そのため，本研究においても GAN 系超解像において精度を向
上させることは望ましいと考えられる．後者に関しては，次世代映像は 8-bit を超える映像
となっているのに対し，本研究では上限を 8-bitとしている．そのため，実際の運⽤を考慮
すると，8-bit の低解像度から 10-bitあるいは 12-bit の⾼解像度画像を⽣成する⽅式の⽅が
望ましい．したがって，超解像⼿法を 8-bit以上の画像に適⽤できるように調整したのちに，
8-bit の低解像度と 10-bitあるいは 12-bit の⾼解像度画像のペアからなるデータセットを⽤
いて学習をし，提案⼿法の有効性の検証を⾏う必要があると考えられる． 
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