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Abstract
Quantum mechanics has both deepened our understanding of the physi-
cal reality and allowed development of quantum technologies beating their
classical counterparts in efficiency, security, and sensitivity. As a major
downside, the quantum properties behind these technologies are very sensi-
tive to the effects the system’s interaction with its environment. The theory
of open quantum systems describes how such interaction influences the sys-
tem, and as a consequence, how the quantum features are lost, controlled,
and possibly returned by manipulating the environment.
This thesis begins with a short description of the most relevant fea-
tures and results of the open quantum system theory. We continue by
presenting some commonly used measures to quantify the information en-
coded in quantum systems and the correlations between spatially or tem-
porally separated parties. The literature review ends with discussion of
non-Markovianity and memory effects which combine the fields of open
quantum systems and quantum information in a natural way.
The rest of the thesis presents the main results of Publications I – VII.
We study the memory effects and physicality conditions of open system
dynamics described by the vast family of phase-covariant master equations.
We show how the open quantum system picture can be exploited to design
probing protocols to extract information without knowing how the probe
and system interact. Such protocols are considered also from the point-of-
view of efficiently obtaining the information required in the probing, both
in theory and by experimental implementation. The experiment serves also
as evidence for applicability of recently developed geometric tools to design
informationally incomplete measurements for solving so-called membership
problems.
We present and experimentally realize a protocol where control over
intial correlations between polarization and frequency gives full freedom
to implement any dephasing dynamics in the open system polarization,
thus dictating how its information content changes in time. We study the
7
two-qubit memory effects of dephasing dynamics and compare them to the
effect of such noise in the transmission efficiency in superdense coding.
Optimal noise configurations in different situations are found. Finally, we
characterize the families of initial states for which the decay of quantum
correlations depends or does not depend on the noise location.
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Tiivistelmä
Sen lisäksi, että kvanttimekaniikka on valtavasti lisännyt ymmärrystämm-
me havaittavasta todellisuudesta, sen omituiset ilmiöt ovat myös sallineet
klassisia vastineitaan tehokkaampien, turvallisempien ja hellävaraisempien
kvanttiteknologioiden kehittämisen. Suurena haittapuolenaan nämä tekno-
logiat mahdollistavat kvanttiominaisuudet ovat äärimmäisen herkkiä sys-
teemin ja sen ympäristön väliselle vuorovaikutukselle. Avointen kvanttisys-
teemien teoria kuvaa, kuinka tällainen vuorovaikutus vaikuttaa systeemiin,
ja tästä seuraten, kuinka kvanttiominaisuudet katoavat, miten niitä voi-
daan hallita – ja kuinka ne voidaan palauttaa ympäristöä muokkaamalla.
Tämä väitöskirja alkaa lyhyellä yhteenvedolla avointen kvanttisystee-
mien teorian tärkeimmistä ominaisuuksista ja tuloksista. Esittelemme myös
joitakin yleisesti käytettyjä mittoja kvanttisysteemiin koodatun informaa-
tion ja spatiaalisesti tai ajallisesti erotettujen osapuolien välisten korrelaa-
tioiden kuvaamisessa. Kirjallisuuskatsauksen päätteeksi käsittelemme epä-
Markovisuuden ja muisti-ilmiöiden käsitteitä, jotka yhdistävät avoimet kvant-
tisysteemit ja kvantti-informaation luontevalla tavalla.
Väitöskirjan loppuosassa esittelemme julkaisujen I – VII tärkeimmät
tulokset. Tarkastelemme laajan vaihesiirto-kovarianttien master-yhtälöiden
kuvaamien dynaamisten karttojen muisti-ilmiöitä ja fysikaalisuusehtoja.
Näytämme, kuinka avointen kvanttisysteemien teorian avulla voidaan ke-
hittää epäsuoria kvanttiluotausmittausmenetelmiä, joissa luotaimen ja mi-
tattavan systeemin välistä vuorovaikutusta ei tunneta. Tarkastelemme näi-
tä menetelmiä myös mittauksessa tarvittavan informaation saamisen nä-
kökulmasta sekä teoreettisesti että kokeellisesti. Kokeemme osoittaa myös,
kuinka vastikään kehitetyt geometriset työkalut kvanttitilojen jäsenyyson-
gelmia ratkaisevien informatiivisesti epätäydellisten mittausten suunnitte-
luun toimivat myös käytännössä.
Esittelemme ja kokeellisesti toteutamme menetelmän, jossa polarisaa-
tion ja taajuuden alkukorrelaatioita hallitsemalla voidaan täydellisesti halli-
ta sitä, miten polarisaatio avoimena systeeminä muuttuu dephasing-melun
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vaikutuksesta ajassa. Täten myös polarisaatioon koodatun informaation
määrää hallitaan. Tarkastelemme kahden kubitin muisti-ilmiöitä dephasing-
melussa ja vertaamme niitä näiden melujen vaikutuksiin superdense coding
-menetelmän lähetystehokkuuteen. Selvitämme myös suotuisimmat melu-
konfiguraatiot eri tilanteissa. Lopulta luokittelemme ne alkutilajoukot, joi-
den kvanttikorrelaatioiden katoaminen riippuu tai ei riipu melun sijainnis-
ta.
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Chapter 1
Introduction
Since its earliest discoveries, quantum mechanics has revolutionized the
way we understand Nature: A particle can be prepared in superpositions,
allowing it to counter-intuitively interfere with itself [1, 2]. There exist pairs
of observables which are fundamentally incompatible [3, 4] and any non-
trivial measurement changes the system’s state [5–7] – if the path of the
particle can be observed in any way, the interference pattern disappears,
and if the path information is erased the interference reappears [8–10]. In
addition, the total state can never be obtained by any measurement on a
single copy of the system, nor can an unknown state be perfectly copied
[11, 12]. Still, the unknown state can be perfectly copied and encoded
into another system, no matter how far, by quantum teleportation once
the original state has been fully destroyed [13]. The superposition enables
a “super-classical” type of correlation between distant particles, namely
entanglement [14–16]. Bipartite states whose subsystems are entangled can
be used to show that the seemingly intuitive requirement of local realism
for physical theory is violated by quantum mechanics [17, 18]. As the
experimental know-how improved, these bizarre phenomena have passed
thorough testing time after time [19–21].
As our understanding of the quantum world increased, exploiting these
quantum features in new technologies began. Different quantum communi-
cation protocols have been developed, making communication safer [22, 23]
or more efficient [24] than classical and enabling teleportation of unknown
quantum states [13]. Quantum algorithms outperforming their classical
counterparts have been proposed [25–28] and experimentally implemented
[29–31]. Nowadays, there are even satellites on Earth’s orbit for quantum
key distribution, quantum teleportation and distribution of entangled pairs
of qubits [20, 32], and small-scale quantum computers are already freely in
13
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the use of anyone [33, 34].
Despite the apparent and fast progress, quantum technologies face one
fundamental problem: as the number of qubits increases, the device be-
comes more prone to lose its quantum properties as it interacts with the
environment [35, 36]. Generally, we say that a system is open if it interacts
with some other system. Since any realistic system is open, the field of open
quantum systems has attracted a lot of attention [37–40]. Understanding
how open system dynamics influences the system has allowed developing
solutions to the problems it causes: As the information carrier experiences
open system dynamics, it loses information to the environment. Because
the system cannot be perfectly isolated from the environment, reservoir en-
gineering techniques have been studied to minimize the detrimental effects
[36, 41]. Recently, quantifying information back flow and non-Markovian
memory effects has been an active field of research and multiple different
characterizations and measures of quantum non-Markovianity have been
proposed and compared extensively [42–50]. Non-Markovianity has been
shown to improve experimental implementation of noisy superdense coding
[51] and the Deutsch-Jozsa algorithm [52].
Even though environment-induced open system dynamics has harmful
effects on the information carriers, it can be exploited to achieve multiple
tasks: Closely related to reservoir engineering, in processor based quantum
computing different gates can be implemented on the open system infor-
mation carriers by carefully preparing the initial state of the environment
[53]. As simulating complex quantum systems on classical computers is
very demanding, using open quantum systems as quantum simulators has
been studied [54–57]. Direct measurements on the quantum systems, acting
as information carriers, influence their states, which leads to loss of useful
quantum properties such as entanglement and quantum coherence. Even
worse, sometimes direct measurements destroy the whole quantum system.
A less invasive way of measuring a quantum system is by means of an ex-
pendable quantum probe interacting with the system. The system acts
as an environment for the probe and thus induces open system dynamics.
Some properties of the system can then be mapped into the dynamics of
the probe. Via measuring the evolved probe, one can therefore indirectly
infer information on the system, without directly influencing it. Recently,
multiple quantum probing protocols have been proposed [58–63] and some
of them even exploit non-Markovianity of the dynamics [60].
In this thesis, we consider the effects of open quantum system dynamics
Introduction 15
in the context of information theory. We begin with Chapter 2 by recall-
ing the basic definitions and concepts of Hilbert space quantum mechanics
and presenting some of the main results in open quantum system theory.
In chapter 3, we discuss some commonly used information and correlation
measures. We also present some of the proposed definitions of quantum
Markovianity and different memory effects based on the information mea-
sures.
Chapters 4 – 6 are dedicated to the main results of the thesis, reported in
Publications I –VII. In Chapter 4, we concentrate on phase-covariant qubit
master equations and discuss Publications II and V. Phase-covariant qubit
dynamics covers a plethora of dynamical maps, both unital and non-unital,
and includes all of the explicitly studied dynamics in the rest of the thesis.
First, we solve the conditions for the map to be completely positive and
trace preserving, which correspond to physicality of open system dynamics
in the absence of initial system–environment correlations. Then, we solve
and compare the conditions for different memory effects to occur.
We begin Chapter 5 with results of Publication III. We study some im-
plications of the similarity of initial environment states, opening new pos-
sibilities in quantum probing and leading to some restrictions in reservoir
engineering. Under the commonly used assumption of initially uncorrelated
system and environment, we derive an inequality between the similarity of
initial state pairs of the environment and the system, and the similarity
of the pair of evolved open system states. So far, quantum probing proto-
cols have relied on knowledge of the interaction between the probe system
and its environment. We show how our inequality serves as a toolbox for
constructing quantum probing protocols which can be employed in total
ignorance of the interaction. We also point out the restrictions imposed by
our inequality to pure dephasing with unknown time dependence.
Chapter 5 continues with the results of Publication VII. We construct
and experimentally implement an informationally incomplete measurement
which can be used to obtain the required measurement data in our pro-
posed probing protocols. At the same time, our experiment proves that the
recently developed geometric framework of [64] can be used to construct re-
alistic and implementable informationally incomplete measurements which
solve membership problems of the state space.
We end Chapter 5 by discussing the results of Publication VI, where
we go beyond the restrictions of initially uncorrelated system–environment
state. Recently, limited freedom to prepare the initial state of the envi-
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ronment has been shown to allow for controlled transition between Marko-
vian and non-Markovian dephasing dynamics of open system polarization
qubit [65]. We show how full control of the initial frequency state and
polarization–frequency correlations lets us implement any pure dephasing
dynamics of the polarization state. Previously, initial system–environment
correlations have been shown to relax the physicality requirement of com-
plete positivity [66] and violation of positivity has been used to construct
a witness of initial correlations [67]. We show how precise control of initial
correlations permits to engineer dynamics manifesting non-positive behav-
ior. The results are experimentally realized and the measurement results
are discussed.
In the beginning of Chapter 6, we summarize the results of Publica-
tion I. We consider two polarization qubits experiencing pure dephasing
dynamics caused by interactions with their uncorrelated frequency envi-
ronments. First we compare two memory-effect-based definitions of non-
Markovinanity with the increases of transmission efficiency in noisy super-
dense coding. Then we concentrate on noisy superdense coding and show
which choices maximize the mutual information between the sender and
recipient, or the temporal increase of the mutual information. We end
Chapter 6 with Publication IV by studying the decay of entanglement and
non-locality of two-qubit states. We concentrate on the so-called X states
and find the families of initial states whose correlation-decay under depo-
larizing and amplitude damping dynamics depends (or does not depend)
on the location of the noise. We compare these families corresponding to
different dynamics and see whether the location-dependence of different
correlations shows any hierarchy.
In Chapter 7, we conclude by discussing the main results of the thesis
and potential future research questions.
Chapter 2
Open Quantum Systems
2.1 Basic elements of quantum theory
In empirical theories, the system S is characterized by a set of preparations
Π by which S can be prepared. Once the system has been prepared, infor-
mation about S can be extracted by performing a measurement on it and
registering the measurement outcome. Let pi ∈ Π, be a possible preparation
and, Σ be the set of possible measurements on S. Let X = {x1, x2, . . . xn}
be the set of possible outcomes in measurement σ ∈ Σ. The experiment,
defined by the preparation, measurement, and the registered outcomes, is
meaningful only if the distribution of the registered outcomes depends on
the preparation: the preparation pi and measurement σ should produce the
probability pσpi(xi) of each outcome xi so that when the experiment is re-
peated for N >> 1 identical copies of the same preparation, the relative
frequency #(xi)/N approaches pσpi(xi) [68].
In probabilistic theories, such as quantum mechanics, statistically in-
distinguishable preparations, and measurements, are identified with each
other into equivalence classes. The equivalence classes of preparations are
called states of S, whereas the equivalence classes of measurements are
called the physical observables of S. In this thesis, we concentrate on the
Hilbert space representation of quantum mechanics. For brevity, we do not
consider the axiomatic derivation of Hilbert space structure and refer the
reader to [69, 70].
In Hilbert space quantum mechanics, the system S is given a separable
Hilbert space HS with dimension dS , meaning an inner product space of
dS dimensional complex vectors which is complete w.r.t. the norm induced
by the inner product. The state space of S is S(HS) = {ρ ∈ L(HS)|tr[ρ] =
1, ρ ≥ O}, where L(HS) is the set of linear operators acting on HS . Here
17
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tr[A] := ∑dSi=1〈φi|A|φi〉, where {φi}dSi=1 is any orthonormal basis of HS , is
called the trace of operator A and we say that A ≥ O, or equivalently, A
is a positive operator if and only if 〈φ|A|φ〉 ≥ 0∀φ ∈ HS . In what follows,
we omit the labeling superscript of the system where it is obvious.
Pure states are the elements of S(H) which cannot be written as convex
combination of any other states ρ1, ρ2 ∈ S(H) as ρ = p ρ1 + (1− p)ρ2, for
ρ1 6= ρ2, and p ∈ (0, 1). Any pure state ρ can be represented by a vector
φρ ∈ H, such that ρ = |φρ〉〈φρ|, and 〈φρ |φρ 〉 = 1. If state ρ is not pure,
we say that it is mixed. For every operator ρ corresponding to qubit state,
a state in the two-dimensional Hilbert space, there exists a unique Bloch
vector r ∈ R3 such that ρ = 12(1 + r1σ1 + r2σ2 + r3σ3). Here 1 is the
identity operator, and σ1, σ2, and σ3 are the so-called Pauli operators. A
qubit state is pure if and only if the Euclidean norm of its Bloch vector is
one and mixed if the norm is less than one. The points of the unit radius
sphere are one-to-one with the set of qubit states and it is commonly known
as the Bloch sphere.
Systems A and B can be combined into a bipartite system AB by form-
ing their combined Hilbert space as HAB := HA ⊗ HB, where ⊗ denotes
tensor product. By combining more systems in the same way, more com-
plex multi-partite systems can be formed. The subsystems of AB are com-
pletely uncorrelated if the total state can be written as ρAB = ρA ⊗ ρB,
which is a factorized state. Factorized states are a subset of separable states,
which can be written as convex combinations of ρAi ⊗ ρBi ∈ S(HAB) as∑
i pi ρ
A
i ⊗ρBi ,
∑
i pi = 1, pi ∈ [0, 1]∀ i. Unfactorized separable states mani-
fest some correlations but only the subsystems of unseparable states, known
as entangled states, share a stronger type of correlation, namely entan-
glement [12]. Entanglement is such a peculiar property that Schrödinger
himself singled it out as “the characteristic trait of quantum mechanics“
[14].
Measurements in quantum mechanics are described by positive operator
valued measures (POVM). POVM E assigns to each measurement outcome
ei a positive operator Ei ∈ L(H), where the operators Ei form a complete
set, ∑iEi = 1 1. If the system is prepared in state ρ, the probability of
outcome ei can be obtained as pEρ (ei) = tr[Eiρ]. Two states, ρ1 and ρ2 are
distinguished from each other with E if and only if the measurement out-
1Since any realistically implementable measurement cannot register infinitely many
outcomes, we restrict to measurements with discrete outcomes.
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come probabilities pEρ1(ei) and p
E
ρ2(ei) are different for at least one i. More
formally, there is at least one i such that tr[Eiρ1] 6= tr[Eiρ2], or equivalently
tr[Ei(ρ1 − ρ2)] 6= 0. From this follows that E can distinguish any pair of
states if and only if there does not exist a pair ρ1, ρ2 ∈ S(H) such that
ρ1 6= ρ2 and tr[Ei(ρ1 − ρ2)] = 0∀ i. Such POVM’s are called information-
ally complete (or tomographically complete), and since they can distinguish
any state from others, they can be used to perform state tomography to
construct the whole state of the system. If E is not informationally com-
plete, we say that it is informationally incomplete [12].
2.2 Evolution of a quantum system
The only natural requirements for a dynamical map Φt, describing the
system’s time evolution, are convex-linearity Φt(pρ+ (1− p)σ) = pΦt(ρ) +
(1− p)Φt(σ) and physicality 2. The physicality means, that for any initial
state ρ(0) ∈ S(H) the evolved state Φt(ρ(0)) = ρ(t) has to be a state at all
times t ≥ 0. More formally, the dynamics has to be trace preserving (TP),
tr[Φt(A)] = tr[A] ∀A ∈ L(H), and Φt has to be a positive map, meaning
Φt(A) ≥ O ∀A ≥ O [12].
In this chapter, we study the quantum systems’ dynamics in two differ-
ent cases, namely closed system dynamics and open system dynamics.
2.2.1 Closed systems
We call a quantum system closed if it does not interact with any other
system. Dynamics of a pure state ψ(0) ∈ S(H) of a closed system is ruled
by the Schrödinger equation:
i~
d
dt |ψ(t)〉 = H(t)|ψ(t)〉, (2.1)
where H(t) is the Hermitian Hamiltonian operator and ~ is the Planck
constant divided by 2pi. The dynamics of the system state can be solved
from Eq. (2.1) as:
|ψ(t)〉 = e−i~
∫ t
0 H(t
′)dt′ |ψ(0)〉 =: U(t)|ψ(0)〉 (2.2)
2We note that if an open quantum system is initially correlated with its environment,
a dynamical map cannot be written and we refer to the evolution just as dynamics.
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Figure 2.1: Dynamics of the closed system S.
Since H(t) is Hermitian, U(t) is always unitary, meaning U(t)†U(t) =
U(t)U(t)† = 1∀ t ≥ 0.
For mixed initial states ρ = ∑i pi|φρi〉〈φρi |, the time evolution of each
ensemble member state vector |φρi(0)〉 is described by the Schrödinger equa-
tion and thus can be written in the form of Eq. (2.2). The evolution of the
entire ensemble, defining the mixed state, becomes
ρ(t) :=
∑
i
pi U(t)|φρi(0)〉〈φρi(0)|U(t)† = U(t)ρ(0)U(t)† , (2.3)
so the dynamics of any closed system is described by unitary transforma-
tion, as in Fig. 2.1.
Now, using Eq. (2.2) in the time derivative of Eq. (2.3) gives us
d
dtρ(t) = −
i
~
H(t)U(t)ρ(0)U(t)† + i
~
U(t)ρ(0)U(t)†H(t)
= − i
~
[H(t), ρ(t)],
(2.4)
where [X,Y ] := XY − Y X is the commutator of operators X and Y [37].
We conclude by noting that unitarity of U(t) and the cyclicity of trace
operation guarantees that dynamical map of closed system dynamics is
always positive and TP.
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Figure 2.2: Illustration of open system S interacting with its environment
E. The combination SE forms a closed system whose dynamics is governed
by the unitary operator U .
2.2.2 Open systems
Unlike closed systems, open systems interact with some other system which
we call the environment E of the system S, as illustrated in Fig. 2.2. In
reality, no system can be perfectly isolated from the others and the only
closed system is the entire universe. Thus, in practice we always do experi-
ments and build devices with open systems. For this reason, understanding
how open systems evolve during time is crucially important. The open
system S can be considered as a subsystem of the larger closed system SE
which is formed by coupling S and E. When studying the dynamics of S we
are not usually interested in how E evolves. As we will see, by coupling S
and E the states of S and E can become entangled during the total system
dynamics and the open system dynamics is no longer unitary.
Since the dynamics is not unitary, information encoded in quantum sys-
tems usually becomes inaccessible from measurements on the system due to
the interaction with the environment. On the other hand, since the dynam-
ics of the open system depends on the initial state of the environment, open
system dynamics has turned out beneficial for different purposes: Indirect
probing measurements can be performed by making measurements on the
evolved open system to gain information about the environment. High con-
trol of the initial state of the environment can be exploited to engineer the
dynamics of the open system.
But how the environment should be taken into account in the physicality
requirements of the open system dynamics? For the sake of example, let
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us consider the simple transpose map, |φi〉〈φj | T−→ (|φi〉〈φj |)T := |φj〉〈φi|
w.r.t. some fixed orthonormal basis {φi}di=1. Since transpose affects neither
the diagonal elements |φi〉〈φi| nor the eigenvalues, T is a positive and TP
map. On the other hand, any map Φ can be expanded to cover also some
ancillary system E by defining a combined map Φ ⊗ IE where IE is the
identity map of HE . By fixing the dimensions of S and E as dS = dE = 2,
it is easy to find ρSE ∈ S(HAB) such that T ⊗ IE(ρSE) is not a positive
operator, and thus the total dynamics of SE it not physical. So we see,
that positivity and TP are only necessary but not sufficient conditions for
the physicality of dynamics.
Instead of concentrating on the positivity of the output states of S
in the dynamics, we have to guarantee the positivity of output states of
the extended systems SE where E is any ancillary system with arbitrary
dimension k. So, now the physicality of the TP dynamical map Φt is
equivalent to Φt⊗Ik ≥ O, where Ik is the identity map of the k-dimensional
Hilbert space. If Φt ⊗ Ik ≥ O, we say that Φt is k-positive, and if Φt is TP
and k-positive ∀ k, the dynamical map describes physical state evolution
and we say that it is completely positive and trace preserving (CPTP). For
short, we call CPTP maps quantum channels.
If we know how the total closed system SE evolves, we can also find the
reduced dynamics of S. If the initial state of SE is ρSE(0), the dynamics
of the reduced state ρS(0) of S becomes
ρS(t) = trE
[
U(t)ρSE(0)U(t)†
]
=:
dE∑
i=0
〈φEi |U(t)ρSE(0)U(t)†|φEi 〉 , (2.5)
where trK [ · ] is the partial trace w.r.t. system K, and {φEi }d
E
i=0 is any or-
thonormal basis for E.
Suppose that the state of the closed system SE is initially uncorrelated,
ρSE(0) = ρS(0) ⊗ ρE(0). Now we can write the reduced dynamics of the
open system S in Eq. (2.5) as [37]
ρS(t) = Φt(ρS(0)) := trE
[
U(t) ρS(0)⊗ ρE(0)U †(t)]. (2.6)
Next, let us assume that the state of the environment E is initially pure,
ρE = |φE〉〈φE |. If ρ′E is mixed, it can always be purified with an ancillary
system and by expanding its Hilbert space as H′E → H′E ⊗ H′E := HE .
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Using this, we can write
Φt(ρS(0)) =
dE∑
i=1
〈φEi |U(t)|φE〉ρS(0)〈φE |U †(t)|φEi 〉 =
dE∑
i=1
Kiρ
S(0)K†i , (2.7)
where {φEi }d
E
i=1 is an orthonormal basis for HE and we have defined Ki(t) =
〈φEi |U(t)|φE〉.
The representation Φt(ρ(0)) =
∑dE
i=1Kiρ(0)K
†
i is called the Kraus de-
composition of Φt, and the operators Ki are called Kraus operators. Kraus
decomposition is commonly used since it guarantees the physicality of the
dynamical map: A dynamical map Φt is CPTP if and only if it can be
represented by a Kraus decomposition [71]. This immediately tells us that
any unitary map, and thus also closed system dynamics, is CPTP.
For every channel Φt there exists also a complementary channel Φ˜t which
is defined in the following way:
Φ˜t(ρS(0)) := trS
[
U(t) ρS(0)⊗ ρE(0)U †(t)],
where the state of the environment ρE(0) has again been purified as ρE(0) =
|φE〉〈φE |. Physically Φ˜t(ρS(0)) represents how the environment changes in
the channel Φt when the system is initially in state ρS(0). Similarly to the
above consideration, the complementary channel can be decomposed as [72]
Φ˜t(ρS(0)) =
dE∑
k,l=1
|φEk 〉〈φEl |trS
[
ρS(0)K†lKk
]
. (2.8)
In Eq. (2.4), we have written the equation of motion describing the
closed system time evolution. Now, starting from the total closed system
SE, we can write the master equation, the equation of motion for the open
system S.
d
dtρ
S(t) = ddttrE [ρ
SE(t)] = − i
~
trE
[
[HSE(t), ρSE(t)]
]
(2.9)
One popular approach to studying the dynamics of open systems is
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master equations of the following time-local form:
dρ(t)
dt = −
i
~
[H(t), ρ(t)] +
∑
i
γi(t)
(
Aiρ(t)A†i −
1
2
{
A†iAi, ρ(t)
})
. (2.10)
Here, H(t) is the system Hamiltonian, we call Ai the Lindblad or jump
operators, the time-dependent real-valued functions γi(t) are called the de-
cay rates, and {X,Y } := XY + Y X is the anti-commutator of operators
X and Y . The solution of the master equation defines the dynamical map
ρ(t) = Φt(ρ(0)). We say that a dynamical map Φt is CP-divisible if for all
s ∈ [0, t] there exists a completely positive propagator map Vt,s such that
[37]
Φt = Vt,s ◦ Φs . (2.11)
What makes the form of master equations in Eq. (2.10) especially useful
is that specifying the decay rates γi(t) gives immediate information on
the characteristics of Φt: we know that Φt is CP-divisible if and only if
γi(t) ≥ 0 ∀ t ≥ 0, i [39]. Since all CP-divisible maps are also CP, the
positivity of decay rates implies physicality of the evolution. Also, the
dynamical map can be decomposed for all s ∈ [0, t] as
Φt = Φt−s ◦ Φs (2.12)
if and only if the decay rates are constant and positive. We call dynamical
maps satisfying the condition of Eq. (2.12) dynamical semigroups [37, 73,
74].
When CP-divisibility is violated, it is not as straightforward to say if
the solution of Eq. (2.10) is CPTP or not. Is complete positivity, or even
positivity, always necessary for physical evolution? As we will see later,
in the case of high control of initial correlations between the system and
environment the dynamics can go beyond these restrictions.
Chapter 3
Information
Since the days of the first radio, telephone, and computer, different tech-
nologies have changed the lives of entire generations. More recently, devices
and protocols exploiting quantum phenomena have attracted a lot of atten-
tion. Quantum computing, quantum communication, and quantum simu-
lation are often seen as the possible next steps of information technology,
just to name a few.
As different technological applications have different specific require-
ments, it is necessary to have various measures of information in order to
optimize and benchmark each protocol w.r.t. the desired quantity. In this
chapter, we present and discuss some commonly used measures of infor-
mation. In the single-partite case, we consider information in the sense of
storing and reading symbols encoded in a quantum system or the total mes-
sage encoded into an ensemble of quantum states. In the bipartite case, we
consider correlations between two systems. The systems can be separated
either in time, as in the case of sent and received information, or space, as
in entanglement between two spatially separated systems.
3.1 Single-partite systems
3.1.1 Trace distance
Commonly, information is stored, transmitted, and processed in binary
form, as sequences of symbols “0” and “1”. In order to store or send the
information, the symbols have to be encoded in some physical information
carrier. In quantum information, the different symbols can be encoded in
states ρ0 and ρ1 of the system. The encoded information can be extracted
by performing measurements on the system to figure out which symbol it
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represents. So, reading the encoded data is essentially distinguishing the
states ρ0 and ρ1. Thus, the probability of distinguishing the states can be
seen as a measure of information stored in the system.
Since measurements on quantum system generally change the state ir-
reversibly, each information carrier should be measured only once. In the
case where the encoded bit is “0” or “1” with probability of 0.5, the success
probability of distinguishing the states ρ0 and ρ1 in a single optimal mea-
surement is (1 + D(ρ0, ρ1))/2 [75, 76] . Here, D(ρ, σ) is the trace distance
between states ρ and σ, defined as
D(ρ, σ) := 12tr
[
|ρ− σ|
]
, (3.1)
where |X| =
√
X†X is the absolute value of the operator X, and
√
X is the
unique positive operator satisfying
√
X
√
X = X. In addition to its clear
information theoretical interpretation, trace distance is also a proper norm
in the state space.
Since trace distance quantifies the information stored in the system,
increases of D(ρ0, ρ1) indicate revivals of information, or information back
flow. D(ρ, σ) is contractive under positive TP maps, and thus an increase
of D(ρ0, ρ1) implies violation of P-divisibility, and as a consequence, of
CP-divisibility [11]. For qubit systems, the equation of motion for the
corresponding Bloch vector r(t) can be written as dr(t)dt = D(t)r(t) + v(t),
where D(t) is called the damping matrix of the dynamical map, and v(t) the
drift vector. The trace distance between the most sensitive pair of initial
states increases if and only if
λmax[D(t)T +D(t)] > 0 . (3.2)
where λmax[X] is the largest eigenvalue of operator X [77].
3.1.2 Fidelity
The fidelity between a pure quantum state |φ〉〈φ| and a mixed quantum
state σ, defined as
F (|φ〉〈φ|, σ) := |〈φ|σ|φ〉| , (3.3)
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was used as a quantum generalization of the classical fidelity of probability
distributions to quantify the success rate of data transmission in pure state
encoding [78]. Uhlmann called the fidelity “transition probability”, and it
has been commonly used as a measure of how close σ is to |φ〉〈φ| [79]. In
fact, the quantity in Eq. (3.3) is exactly the probability of getting the mea-
surement outcome corresponding to |φ〉〈φ| in a measurement with POVM
elements E1 = |φ〉〈φ| and E2 = 1 − |φ〉〈φ| when the system is in state σ.
In this sense, Eq. (3.3) acts as quantifier of how likely it is to mistake σ for
|φ〉〈φ|.
When generalizing fidelity for mixed states, Jozsa postulated that also
the mixed state fidelity has to satisfy the following axioms:
(F1) 0 ≤ F (ρ, σ) ≤ 1, and F (ρ, σ) = 1 ⇐⇒ ρ = σ ,
(F2) F (ρ, σ) = F (σ, ρ) ,
(F3) Equation (3.3) holds for for ρ = |φ〉〈φ| ,
(F4) F (UρU †, UσU †) = F (ρ, σ) for all unitaries U .
(3.4)
Jozsa showed that the mixed state generalization of fidelity, satisfying
the axioms in Eq. (3.4), for mixed states ρ and σ can be chosen as [80]
F (ρ, σ) = tr
[√√
ρσ
√
ρ
]2
, (3.5)
In addition to satisfying the axioms in Eq. (3.4), F (ρ, σ) = 0 if and only if
the supports of ρ and σ are orthogonal [11].
Even though the generalized form in Eq. (3.5) does not have similar
measurement probability meaning as Eq. (3.3) it can still be given an anal-
ogous interpretation. Let Pρ be the set of purifications of ρ and Pσ be the
set of purifications of σ. Now the fidelity can be written as [80]
F (ρ, σ) = max
φ∈Pρ, ψ∈Pσ
| 〈φ |ψ 〉 |2 . (3.6)
This means that F (ρ, σ) is the maximum probability of mistaking a purifi-
cation of ρ for a purification of σ.
Despite the fact that fidelity is not a proper metric for state space,
it is commonly used to quantify the closeness of quantum states [11]. In
addition, it can be used to define a metric, namely the Bures distance as
DB(ρ, σ) :=
√
2− 2√F (ρ, σ). Despite their apparent differences, fidelity
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and trace distance can be linked by the following inequalities [11]
1−
√
F (ρ, σ) ≤ D(ρ, σ) ≤
√
1− F (ρ, σ) . (3.7)
3.1.3 Bloch volume
Using the generalized Bloch vector representation ofN -level quantum states,
one can also investigate the classical information encoded in an ensemble
of quantum states from the point of view of the dynamically accessible set
of states. The dynamically accessible states are all the states that can be
reached by applying some CPTP map to the current set of states. We call
the volume of dynamically accessible states the Bloch volume.
Now, we follow the reasoning of [43], according to which the Bloch
volume can be linked to classical information encoded in an ensemble of
quantum states. Let us assume a situation, where each symbol i is encoded
at time t = 0 in different quantum state ρ(ri) with Bloch vector ri(0) and
p0(ri(0)) is the probability of state ρ(ri(0)) to appear in the ensemble. The
differential entropy of the total ensemble is
h[p0(r(0))] := −
∫
BN
p0(r(0)) log2(p0(r(0)))dVN , (3.8)
where dVN is the volume element of BN , which is the set of the generalized
Bloch vectors of an N -level system 1.
Let us consider the time-evolved state ensemble with the Bloch vectors
at time t, given by r(t) = A(t)r(0) + q(t). If a state with Bloch vector
ri(0) was encoded with probability p0(ri(0)) at time t = 0, the proba-
bility of ri(t) appearing in the evolved ensemble is given by pt(ri(t)) =
p0(ri(0))/|det(A(t))|: since the volume of the state ensemble changes, the
distribution has to be normalized as pt(r(t)) = p0(r(0))/|det(A(t))|, where
|det(A(t))| describes how the Bloch volume evolves [43]. Now, the change
in differential entropy can be written as [43]
h[pt(r(t))]− h[p0(r(0))] = log2 | det(A(t))| . (3.9)
1We note that, despite its apparent similarity with Shannon entropy, differential en-
tropy should not be used to measure information in the ensemble, since it can become
negative. Nevertheless, we discuss it for the information theoretical motivation of a
geometrical characterization of quantum Markovianity, defined in [43], which will be
discussed in 3.3.2.
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Thus, decreasing and increasing Bloch volume implies loss and revival of
differential entropy, respectively. Since the Bloch volume is contractive
under positive and trace preserving maps, differential entropy can only
decrease when applying CPTP maps to the ensemble [43].
In [77], it was shown that whether the Bloch volume decreases or in-
creases, depends directly on the trace of the damping matrix D(t): the
Bloch volume increases if and only if
tr[D(t)] > 0 . (3.10)
3.1.4 l1- norm measure of coherences
Quantum coherence is an important property in many practical applications
of quantum mechanics: In the BB84 quantum key distribution protocol, the
coherence of elements of multiple mutually unbiased orthonormal bases is
essential for success [22]. Coherence has proven useful in quantum algo-
rithms [81, 82] and metrology [83]. Coherence even seems to be beneficial
for photosynthesis [84]
To quantify the amount of coherences, multiple coherence measures
have been defined [85–87]. By definition, coherence measure has to be
non-increasing under incoherent CPTP maps. Here, incoherent map refers
to maps that preserve diagonal states as diagonal w.r.t. some fixed basis B
[85]. In this thesis, we restrict to a simple coherence measure, namely the
l1-norm of coherences, which is defined as [85]
Cl1(ρ(t)) =
∑
i 6=j
|〈i|ρ(t)|j〉| , (3.11)
where i, j ∈ B in the summation.
3.2 Bipartite systems
3.2.1 Mutual information
The amount of information in a message is often quantified by the proba-
bilities p(x) of symbols x ∈ X appearing. From his intuitive axioms for a
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measure of information, Shannon derived the Shannon entropy [88]
H({p(x)}) := −
∑
x∈X
p(x) log2 p(x) . (3.12)
Shannon entropy tells how much information about the total message we
obtain on average by obtaining one of its symbols, or conversely, the amount
of uncertainty about the message before knowing any of the symbols [11].
According to Shannon’s noiseless channel coding theorem, Shannon entropy
is also the minimum amount of information as bits required in perfect
transmission to encode a symbol in a message sent through a noiseless
classical channel [11].
For two discrete random variables X and Y with a combined probability
distribution p(x, y) the classical mutual information is defined as [11]
I(X : Y ) := H
({p(x)})+H({p(y)})−H({p(x, y)}) . (3.13)
I(X : Y ) is the amount of information that can be deduced about the
contents of X when the contents of Y is known. With the relation for
combined and conditional probabilities, p(x, y) = p(y|x)p(x), we can write
I(X : Y ) =
∑
x∈X
pA(x)
∑
y∈Y
p(y|x) log2
p(y|x)
pB(y)
. (3.14)
To characterize the amount of correlations between the messages sent
by Alice and received by Bob we denote the set of symbols sent by Alice
with X and the set of symbols received by Bob with Y . Here, pA(x) is the
probability that Alice sends the symbol x and pB(y) is the probability of
Bob receiving the symbol y. p(y|x) is the conditional probability of Bob
receiving the symbol y when Alice sent the symbol x. When Alice and
Bob agree to encode symbols x ∈ X in quantum states ρx the conditional
probabilities become
p(y|x) = tr[Eyρx] , (3.15)
where Ey is the POVM element corresponding to the state ρy.
If the symbols are encoded in states with orthogonal supports and the
transmission channel is noiseless, then p(y|x) = δy,x ∀x ∈ X, y ∈ Y which
means error-free communication. In reality, no communication channel is
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perfect so some errors are bound to happen. Different ways of fighting
errors have been examined, for example error correcting codes [11, 89–92]
and engineering of environments to control noise [44, 93, 94]. As we will see,
controlling the environment state carefully and combining different noises
can be used to return information to the system as the interaction time
increases.
While in classical information theory the messages are described by
probability distributions p(x), in quantum information theory the proba-
bilities are obtained from the state ρ of the system. Due to this difference,
we need another measure for information in quantum systems, namely Von
Neumann entropy
S(ρ) := −tr[ρ log ρ] , (3.16)
the quantum generalization of Shannon entropy [11]. For a state ρ with
eigenvalues λi, we get S(ρ) = H({λi}). Thus, the von Neumann entropy
corresponds to the Shannon entropy of measurement outcome probabil-
ity distribution w.r.t. projections on the eigenbasis of the system state. A
quantum equivalent of Shannon’s noiseless channel coding theorem, namely
the Schumacher’s noiseless channel coding theorem, links the von Neumann
entropy of a state ρ = ∑ni=1 pi|φi〉〈φi|, corresponding to the quantum infor-
mation source {pi, φi}ni=1, directly to the amount of qubits that are required
to send its information content faithfully [11]. In this way, von Neumann
entropy is also naturally related to information contained by the system.
For a quantum generalization of classical mutual information, let us
consider the following scheme, illustrated in Fig. 3.1. The system S is
initially in the state ρA ∈ S(HS) which is purified to ρAP by expanding its
Hilbert space to HS⊗HP . The change of the system in the transmission is
described by Φ(ρA) = ρB and the evolved purified state is (Φ⊗ IP )ρAP =
ρBP . Now we can consider the following quantity called the quantum mutual
information [72]
I(ρA,Φ) := S(ρP ) + S(ρB)− S(ρBP ). (3.17)
Equation (3.17) seems to depend essentially on the choice of the purification
P , but turns out that the choice is actually irrelevant.
The dynamics of ρAP can also be described as in Eq. (2.6) by coupling it
with some environment E, initially in a pure state ρE ∈ S(HE). Then, the
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Figure 3.1: Illustration of the purifications and dynamics described by maps
Φ, Φ˜ and U . The state of the auxiliary system P has been chosen so that
the combined state ρAP is pure and the initial state of the environment E
has been chosen as pure.
total closed system APE evolves unitarily, and ρBP = trE
[
U(ρAP⊗ρE)U †
]
.
Similarly, the environment evolves into ρE′ = trAP
[
U(ρAP ⊗ ρE)U †
]
.
The von Neumann entropy is invariant in unitary transformations, and
the dynamics of the total system APE, is unitary. The subsystems of any
bipartite system in pure state have equal von Neumann entropy. Since the
initial states of AP and E are pure, the total state ρAP ⊗ρE is also pure. In
addition, the entropy of the reduced state of the purification P is invariant
in the dynamics. By denoting ρ := ρA, and using the above observations,
we can rewrite Eq. (3.17) as
I(ρ,Φ) = S(ρ) + S
(
Φ(ρ)
)− S(Φ˜(ρ)) . (3.18)
The above expression for the quantum mutual information now depends
only on the channel and the initial state of the system. Thus, we conclude
that the choice of the purifying state ρP is irrelevant. Quantum mutual
information satisfies the data processing inequality [72]:
I(ρ,Φ) ≥ I(ρ,Φ′ ◦ Φ) , (3.19)
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for any channels Φ and Φ′. In other words, concatenating CPTP maps can
never increase quantum mutual information.
3.2.2 Coherent information
Quantum coherent information tells how much quantum information can be
transferred in a noisy quantum channel [95]. For the channel Φ, visualized
in Fig. 3.1, the quantum coherent information is defined as
Ic(ρ,Φ) := S(ρB)− S(ρPB). (3.20)
In the same way as for mutual information, the coherent information
can be written in the form:
Ic(ρ,Φ) = S
(
Φ(ρ)
)− S(Φ˜(ρ)) . (3.21)
For any channels Φ and Φ′, coherent information satisfies the quantum
data processing inequality [95]:
Ic(ρ,Φ) ≥ Ic(ρ,Φ′ ◦ Φ) , (3.22)
which means that the coherent information never increases under CPTP
maps.
3.2.3 Channel capacities
Entanglement-assisted classical capacity
For a given channel Φ the entanglement-assisted classical capacity Cea(Φ)
gives the upper-limit to the rate at which classical information can be sent
through the channel Φ with help of entanglement. It is the average of the
suprema of quantum mutual information in infinite consecutive uses of the
channel. Here, it is assumed that the channel is memoryless, i.e., that
consecutive uses of the channel form a separable map Φ⊗n : ⊗nk=1Hk →⊗n
k=1Hk where each Φk : Hk → Hk acts identically and independently of
the others. Formally, we write
Cea(Φ) = lim
n→∞
[
sup
ρ1,2,...,n
I(ρ1,2,...,n,Φ⊗n)/n
]
. (3.23)
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Here we denote the density matrices in Hilbert space Hk as ρk and density
matrices in the combined Hilbert space ⊗nk=1Hk as ρ1,2,...,n. In [96] it was
shown that for a channel Φ1⊗2 = Φ1⊗Φ2 the maximization over the initial
states can be written as
sup
ρ1,2
I(ρ1,2,Φ1⊗2) = sup
ρ1
I(ρ1,Φ1) + sup
ρ2
I(ρ2,Φ2). (3.24)
Thus, we get supρ1,2,...,n I(ρ1,2,...n,Φ⊗n) =
∑n
k=1 supρk I(ρk,Φk). Since
the channel in consecutive uses is identical, supρj I(ρj ,Φj) = supρk I(ρk,Φk)
for all j and k. With these observations, the entanglement-assisted channel
capacity can be written as
Cea(Φ) = sup
ρ
I(ρ,Φ). (3.25)
Thus, we conclude that it is sufficient to perform the optimization only in
terms of one use of the channel Φ.
Quantum capacity
The quantum capacity Q(Φ) of channel Φ is the maximum amount of quan-
tum information that can be transmitted in a single use of Φ with asymp-
totically vanishing error. Similarly to the entanglement assisted capacity,
the quantum capacity is given by
Q(Φ) = lim
n→∞
[
sup
ρ1,2,...n
Ic(ρ1,2,...n,Φ⊗n)/n
]
, (3.26)
where Ic(ρ1,2,...n,Φ⊗n) is the coherent information calculated for n consec-
utive uses of the channel when sending state ρ1,2,...n. Since the coherent
information is generally not additive, the optimization in Eq. (3.26) be-
comes complicated. For a more useful form, let us restrict to a subclass of
CPTP maps.
Let the complementary channel of Φ be Φ˜. If there exists a CPTP
map Υ, such that Φ˜ = Υ ◦ Φ, we say that Φ is degradable. For degradable
channels Eq. (3.26) can be simplified as [97]
Q(Φ) = sup
ρ
Ic(ρ,Φ), (3.27)
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which is more practical than Eq. (3.26), since optimizing over the set of
initial states for a single use of the channel is sufficient.
3.2.4 Entanglement
A genuinely quantum correlation, namely entanglement between the sub-
systems A and B of a bipartite system AB is a characteristic feature of
quantum mechanics. Entanglement enables counter intuitive quantum phe-
nomena, such as violation of local realism, and it is an essential ingredi-
ent in many quantum information protocols, such as quantum teleporta-
tion, superdense coding, and entanglement based quantum key distribution
[13, 18, 23, 24].
The entanglement of a bipartite pure state |φAB〉 is quantified by entropy
of entanglement [15]
E(φAB) := S(trA[φAB]) = S(trB[φAB]) (3.28)
For bipartite mixed states, entanglement can be quantified by the gener-
alization of entropy of entanglement, namely entanglement of formation
[16]
E(ρAB) := min
{pi,φABi }i
∑
i
piE(φABi ) , (3.29)
where {pi, φABi }i satisfies ρAB =
∑
i piφ
AB
i ,
∑
i pi = 1, pi ∈ [0, 1], and φABi
are pure states, for all i. In other words, entanglement of formation is the
minimum amount of weighted average entanglement required in its pure
state decomposition.
Wootters showed that for a two-qubit state ρAB, entanglement of for-
mation can be calculated as
E(ρAB) = h2
[(
1 +
√
1− C(ρAB)2
)
/2
]
, (3.30)
h2[x] := −x log2(x)− (1− x) log2(1− x) , and (3.31)
C(ρAB) := max{0, λ1 − λ2 − λ3 − λ4} . (3.32)
Here h2[x] is called the binary Shannon entropy and C(ρAB) is the concur-
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rence of ρAB. The λk’s are the eigenvalues of the matrix√√
ρAB(σ2 ⊗ σ2)(ρAB)∗(σ2 ⊗ σ2)
√
ρAB (3.33)
ordered in the decreasing order, and X∗ is an operator whose elements
are given by 〈ij|X∗|kl〉 = 〈ij|X|kl〉∗, where i, j, k, l ∈ {0, 1} [16]. In addi-
tion to entanglement of formation, also concurrence is commonly used as
entanglement measure for two-qubit systems.
3.2.5 Non-locality
In addition to its many practical applications, entanglement also leads to
fundamental differences between the classical and quantum description of
Nature. In their famous paper, Einstein, Podolsky, and Rosen presented
their criticism against the completeness of quantum theory [17]. They pos-
tulated that if, without in any way disturbing a system, we can predict with
certainty the value of a physical quantity, then there exists an element of
physical reality corresponding to this physical quantity. In complete theory,
every element of the physical reality must have a counterpart in the physi-
cal theory. By using entangled states of combined system AB, they showed
that there exist two measurements aˆ and aˆ′ on the subsystem A, measuring
which gives immediately certain prediction of the outcomes of two non-
commuting observables bˆ and bˆ′ of subsystem B, respectively. Thus, to be
a complete theory, the definite outcome of bˆ and bˆ′ should have simultane-
ous counterparts in quantum mechanics, or measurements on A should be
able to disturb system B no matter how far apart they are.
By assuming that hidden-variable theory, containing the elements of the
physical reality, is local Clauser, Horne, Shimony and Holt derived the so-
called CHSH inequality, which can be used to test the compatibility of local
hidden-variable theories with experimental observations [18]. In quantum
mechanics, when the system AB is in state ρ the CHSH inequality implies
BCHSH ≤ 2 , where (3.34)
BCHSH = max
aˆ, aˆ′, bˆ, bˆ′
∣∣tr[ρ(aˆ⊗ (bˆ+ bˆ′) + aˆ′ ⊗ (bˆ− bˆ′))]∣∣ (3.35)
is the Bell function and the subsystems A and B are spacelike separated.
Here aˆ and aˆ′ are some observables of qubit A, and bˆ and bˆ′ are some ob-
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servables of qubit B which all have exactly −1 and +1 as possible outcomes.
Whenever BCHSH > 2, the locality assumption of the hidden variable the-
ories is violated, and we say that the state is non-local. After its inception,
CHSH inequality has been repeatedly violated in experiments, suggesting
that the local hidden variable theories cannot accurately describe the ob-
servable reality [19–21].
For 2-qubit systems the Bell function simplifies to
BCHSH = 2
√
u+ u˜ . (3.36)
Here u and u˜ are the two largest eigenvalues ofMTρ Mρ, andMi,j = tr[ρσi⊗
σj ] for i, j ∈ {1, 2, 3} [98].
3.3 Markovianity
In this section, we’ll concentrate on Markovianity and non-Markovianity,
properties of dynamical maps characterizing the loss and revival of infor-
mation in the information carrier.
3.3.1 Classical Markovianity
Let X be a random variable which has value X(tk) = xk ∈ X at time tk ∈ I
where X is some fixed set and I is some time interval. A classical stochastic
process {X(t), t ∈ I} is Markovian if for all {tn ≥ tn−1 ≥ ... ≥ t0} ⊂ I
P (xn, tn|xn−1, tn−1; ...;x0, t0) = P (xn, tn|xn−1, tn−1) , (3.37)
Here P (xn, tn|xn−1, tn−1; ...;x0, t0) is the probability that X(tn) = xn in
the condition that X(tn−1) = xn−1, X(tn−2) = xn−2, ..., X(t0) = x0 [46]. In
other words, a Markovian stochastic process does not have memory of the
previous values of X(t).
Let us consider the transition matrix T which connects the one-time
probabilities of X(t2) = x2 and X(t1) = x1, where t2 ≥ t1 and t1, t2 ∈ I in
the following way:
P (x2, t2) =
∑
x1∈X
T (x2, t2|x1, t1)P (x1, t1). (3.38)
Since P (x, t2) has to be a probability distribution for any probability dis-
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tribution P (x, t1), T has to be a stochastic matrix, meaning that it must
satisfy
T (x2, t2|x1, t1) ≥ 0 ∀x1, x2 ∈ X , and∑
x2∈X
T (x2, t2|x1, t1) = 1 ∀x1 ∈ X . (3.39)
We call a stochastic process {X(t), t ∈ I} divisible if for all t0, t1, t2, t3 ∈
I such that t0 ≤ t1 ≤ t2 ≤ t3 its transition matrix T satisfies
T (x3, t3|x1, t1) =
∑
x2∈X
T (x3, t3|x2, t2)T (x2, t2|x1, t1) . (3.40)
Any Markovian stochastic process satisfies Eq. (3.40), and thus all
Markovian processes are divisible. On the other hand, there exist divisible
non-Markovian stochastic processes. So, in general for classical stochas-
tic processes, Markovianity and divisibility are not equivalent but in the
case of one-time probabilities P (x, t) divisibility and Markovianity become
equivalent [46].
3.3.2 Quantum Markovianity
Finding a quantum equivalent for the classical definition of Markovianity
turns out to be problematic. This is due to the fact that measurements
on a quantum object at time t1 disturb the state and thus influence the
probabilities of different measurement outcomes at times t2 ≥ t1. This
means that using two different measurement schemes could lead to differ-
ent forms of P (xn, tn|xn−1, tn−1; ...;x0, t0). Thus, any such definition of
quantum Markovianity would depend on the choice of the measurement
sequence while Markovianity should be purely a property of the dynamics.
In this subsection, we will first discuss one of the commonly used defini-
tions for quantum Markovianity, following the terminology and motivation
of [46]. Then, we recall some definitions based on the lack of memory in
the dynamics.
By performing state tomography, the density matrix of the system can
be constructed at all t ∈ I. Thus the one-time probabilities P (x, t) can be
obtained even for a quantum process. This can be done without having
problems caused by the disturbing nature of measurements. Let ρ(t0) be
the density matrix of some state at time t0. We can write it in its eigenbasis
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as
ρ(t0) =
∑
x0∈X
p(x0, t0)|ψx0〉〈ψx0 |, (3.41)
for some countable index set X . Here the eigenvalues p(x0, t0) form a
classical probability distribution and each p(x0, t0) is a probability of ψx0
to appear in the ensemble ρ(t0) at the time t0, P (ψx0 , t0) = p(x0, t0).
Let us suppose that the system experiences some eigenbasis preserving
dynamics ρ(t0)
Φt1,t0−−−−→ ρ(t1) where Φt1,t0 is a CPTP map and
Φt1,t0
(
ρ(t0)
)
= ρ(t1) =
∑
x1∈X
p(x1, t1)|ψx1〉〈ψx1 |, (3.42)
meaning that the eigenstates |ψx〉 don’t change in time but the correspond-
ing eigenvalues p(x, t) can evolve. Here p(x1, t1) is some other classical
probability distribution of the random variable x1 at time t1. On the other
hand the evolution in Eq. (3.42) is also a classical stochastic process of the
random variable x ∈ X . This means we can write the probabilities p(x, t)
by using the transition matrix T :
p(x1, t1) =
∑
x0∈X
T (x1, t1|x0, t0)p(x0, t0). (3.43)
If the classical stochastic process of one-time probabilities is also divisi-
ble, and thus Markovian, we can combine equations (3.42), and (3.43) with
the divisibility condition Eq. (3.40) which gives
Φt2,t0
(
ρ(t0)
)
=
∑
x2∈X
p(x2, t2)|ψx2〉〈ψx2 |
=
∑
x2,x0∈X
T (x2, t2|x0, t0)p(x0, t0)|ψx2〉〈ψx2 |
=
∑
x2,x1,x0∈X
T (x2, t2|x1, t1)T (x1, t1|x0, t0)p(x0, t0)|ψx2〉〈ψx2 |
= Φt2,t1
( ∑
x1,x0∈X
T (x1, t1|x0, t0)p(x0, t0)|ψx1〉〈ψx1 |
)
= Φt2,t1 ◦ Φt1,t0
(
ρ(t0)
)
. (3.44)
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To guarantee physicality of the dynamics, we require that Φt1,t0 and Φt2,t1
are CP maps. Equation (3.44) shows that if the classical process describing
the evolution of the one-time probabilities in the eigenbasis is Markovian,
the CPTP map Φt2,t0 can be decomposed at arbitrary times t1 ∈ [t0, t2]
into Φt2,t0 = Φt2,t1 ◦Φt1,t0 [46]. Such processes were defined in Section 2.2.2
as CP divisible.
More generally, CP divisibility has been suggested as a definition for
Markovianity of quantum dynamical map [46]. If the dynamical map is
not Markovian, we say it is non-Markovian. If the master equation is
written in form of Eq. (2.10), the dynamics is Markovian if and only if
γk(t) ≥ 0 ∀ t ≥ 0 ∀ k [73, 74]. For example, unitary dynamics is always
Markovian since γk(t) = 0 ∀ t ≥ 0 ∀ k.
Since the above construction depends on restricting to one-time prob-
abilities and assumes that the dynamical map preserves the eigenbasis, it
is not a perfect generalization of classical Markovianity. Multiple different
definitions of Markovianity have been developed based on the informa-
tion theoretical interpretation of classical Markovianity, namely the lack of
memory on previous times [47–49, 99]. In such definitions, some informa-
tion measure which is contractive under CPTP maps is fixed and dynamics
is characterized as Markovian if the quantity decreases at all times of the
dynamics. Thus, non-Markovianity corresponding to such definition can
also be seen as indicator of violation of CP divisibility.
Due to their contractivity under CPTP maps, trace distance, Bloch
volume, coherence measures, entanglement-assisted classical capacity and
quantum capacity have been used to define Markovianity as their mono-
tonic behavior [42–45]. If any of these quantities increases at some time,
the information flow w.r.t. the said measure manifests memory effect and
dynamics is non-Markovian in terms of that information measure.
Also non-Markovianity measures quantifying explicitly the information
back-flow in dynamical processes have been defined as the amount of tem-
poral increases of these information measures. The most commonly used
measure of non-Markovianity is the so-called BLP measure, which is defined
as total increases of trace distance [42]:
NBLP (Φt) := max
ρ1(0),ρ2(0)
∫
D˙(ρ1(t),ρ2(t))>0
D˙(ρ1(t), ρ2(t))dt , (3.45)
where the optimization is performed over all initial pairs of states. Also the
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entanglement assisted and quantum channel capacities have been used to
quantify non-Markovianity as temporal increases of transmission efficiency
in terms of the channel capacities with the so-called BCM measures [44]:
N eaBCM (Φt) :=
∫
C˙ea(Φt)>0
C˙ea(Φt)dt , (3.46)
NQBCM (Φt) :=
∫
Q˙(Φt)>0
Q˙(Φt)dt . (3.47)
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Chapter 4
Phase-Covariant Master
Equations
4.1 Phase-covariant qubit dynamics
From now on, we concentrate on the most general class of dynamical maps
describing phase covariant noise. Here phase covariant refers to dynamical
maps Φt that commute with rotations U(t) w.r.t. the z-axis of Bloch sphere,
or more formally Φt◦U(t) = U(t)◦Φt. As shown in [100], all physical master
equations for a single qubit phase covariant dynamics are of the form:
dρ(t)
dt = −i
ω(t)
2 [σ3, ρ(t)] +
3∑
i=1
γi(t)
2
(
Aiρ(t)A†i −
1
2
{
A†iAi, ρ(t)
})
, (4.1)
where
A1 = σ+ := (σ1 + iσ2)/2 , A2 = σ− := (σ1 − iσ2)/2 , A3 = σ3 . (4.2)
Here γ1(t), γ2(t), and γ3(t) correspond to heating, dissipation and pure
dephasing of the qubit, respectively.
The phase covariant family of master equations describes a large variety
of different types of dynamical maps. The dynamics is unital, meaning
Φt(121) =
1
21, if and only if γ1(t) = γ2(t), so the solutions include both
unital and non-unital maps. For example, choosing γ1(t) = γ2(t) = 0 leads
to pure dephasing dynamics, γ1(t) = γ3(t) = 0 to amplitude damping, and
γ1(t) = γ2(t) = 2γ3(t) to depolarizing dynamics. For arbitrary initial qubit
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state ρ(0), the solution of equation (4.1) is given by
Φt(ρ(0)) = ρ(t) =
1− P1(t) α(t)
α∗(t) P1(t)
 , (4.3)
where
P1(t) = e−Γ(t)[G(t) + P1(0)] , α(t) = α(0)eiΩ(t)−Γ(t)/2−Γ˜(t) , (4.4)
and
Γ(t) = 12
∫ t
0
γ1(τ) + γ2(τ)dτ , Γ˜(t) =
∫ t
0
γ3(τ)dτ ,
G(t) = 12
∫ t
0
eΓ(τ)γ2(τ)dτ , Ω(t) =
∫ t
0
2ω(τ)dτ .
(4.5)
Thus, the role of γ1(t), γ2(t), and γ3(t) in dephasing is additive and iden-
tical.
Let us express the dynamics in terms of components of the Bloch vector
as ρ(t) = 12
(
1 +∑3i=1 ri(t)σi). The evolution of the Bloch vector is given
by
r(t) = A(t)r(0) + q(t), (4.6)
where q(t) = (0, 0, q3(t))T ,
q3(t) = −e−Γ(t)[1 + 2G(t)] + 1 , (4.7)
and the eigenvalues of the matrix A(t) are
λ1(t) = λ2(t)∗ = e−Γ(t)/2−Γ˜(t)+iΩ(t) , λ3(t) = e−Γ(t). (4.8)
The dynamical map is CP if and only if all the following conditions are
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satisfied [101, 102] .
|p1(t)|, |p2(t)| ≤ 12 ,
y(t)2 ≤
(1
2 − p1(t)
)(1
2 + p2(t)
)
,
w(t)2 ≤
(1
2 − p2(t)
)(1
2 + p1(t)
)
,
(4.9)
where
p1(t) =
1
2[t3(t) + λ3(t)], p2(t) =
1
2[t3(t)− λ3(t)],
w(t) = 12[λ1(t) + λ2(t)], y(t) =
1
2[λ1(t)− λ2(t)].
(4.10)
By applying these conditions, we see that the phase covariant dynamics
is CP if and only if
0 ≤ e−Γ(t) (G(t) + 1) ≤ 1 , (4.11)
0 ≤ e−Γ(t)G(t) ≤ 1 , (4.12)
−e−Γ(t)−2Γ˜(t)sin2 Ω(t)≤e−Γ(t)G(t)
[
1− e−Γ(t)(G(t) + 1)
]
, and (4.13)
e−Γ(t)−2Γ˜(t)cos2 Ω(t)≤e−Γ(t)
[
1− e−Γ(t)G(t)
]
[G(t) + 1] . (4.14)
We notice that the validity of Eq. (4.11) and (4.12) implies Eq. (4.13), as the
l.h.s. of the inequality is always non-positive and the r.h.s. never negative.
Thus, it suffices to check the conditions of Eq. (4.11), (4.12), and (4.14).
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4.2 Memory effects
4.2.1 Trace distance
For the phase covariant master equation (4.1), the damping matrix D(t),
describing dynamics of the Bloch vector as r˙(t) = D(t)r(t) + v(t), becomes
D(t) =

−γ1(t)4 − γ2(t)4 − γ3(t) −ω(t) 0
ω(t) −γ1(t)4 − γ2(t)4 − γ3(t) 0
0 0 −γ1(t)2 − γ2(t)2
 .
(4.15)
Thus, the eigenvalues of D(t)T +D(t) are
λ1 = λ2 = −[γ1(t) + γ2(t) + 4γ3(t)]/2 , λ3 = −[γ1(t) + γ2(t)] . (4.16)
Now the condition in Eq. (3.2) is equivalent to
γ1(t) + γ2(t) + 4γ3(t) < 0 , or (4.17)
γ1(t) + γ2(t) < 0 . (4.18)
If either of these holds, then for at least one pair of initial states the trace
distance increases. Since increases in trace distance are equivalent to infor-
mation back flow, this means that the dynamics is non-Markovian w.r.t. the
trace distance based BLP measure of non-Markovianity.
We note, that the first condition involves all the decay rates. This
means that the dynamics is not detected as non-Markovian w.r.t. the first
condition in cases where one or two of the decay rates are negative and
others have large enough positive values to compensate the negativity. On
the other hand, the second condition depends on the relation between the
heating and dissipation rate but not on the pure dephasing rate. This
means that there is no information back flow w.r.t. the second condition
if one of the decay rates is positive and large enough to compensate the
possible negativity of the other.
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4.2.2 Bloch volume
In phase covariant dynamics, the Bloch volume increases if and only if
tr[D(t)] > 0 ⇔ γ1(t) + γ2(t) + 2γ3(t) < 0 . (4.19)
This condition is always weaker than the two given by trace distance: If
γ1(t) + γ2(t) < 0 trace distance increases, as seen from Eq. (4.18), but the
Bloch volume might not increase depending on γ3(t). On the other hand,
if the violation of CP divisibility is caused by the negativity of γ3(t), then
condition Eq. (4.17) of trace distance is satisfied before condition Eq. (4.19)
for Bloch volume, since the contribution of γ3(t) is greater in the trace
distance condition.
To conclude the above, trace distance always increases for some pair
of initial states if the Bloch volume increases. The result is as expected,
since Bloch volume can increase only if the distance between some states
increases. Contrary to this, increasing trace distance between some pair
of states does not imply increases in Bloch volume, as other sets of states
may simultaneously contract aggressively, resulting to decreasing Bloch vol-
ume. This means that the BLP measure is more sensitive in detecting non-
Markovianity than the geometric non-Markovianity measure which is based
on increases of Bloch volume.
4.2.3 l1 norm measure of coherences
To study the coherence measure, we use the basis {|0〉, |1〉}. The coherence
measures can be used as all phase covariant dynamical maps are incoherent
in the chosen basis. In this case, we have
d
dtCl1(ρ(t)) = −
(
γ1(t) + γ2(t)
2 + 2γ3(t)
)
|α(0)|e−Γ(t)/2−Γ˜(t) . (4.20)
The dynamics is non-Markovian w.r.t. the l1-norm measure of coherences,
if and only if the coherence measure increases in time. This is equivalent
to
d
dtCl1(ρ(t)) > 0 ⇔ γ1(t) + γ2(t) + 4γ3(t) < 0 . (4.21)
This coincides with the first information back flow condition (4.17) of trace
distance, but does not consider the relation between γ1(t) and γ2(t) inde-
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Table 4.1: Conditions for memory effects occurring w.r.t. different quanti-
ties.
Quantity Memory effect occurs if and only if
Trace distance min{γ1(t) + γ2(t), γ1(t) + γ2(t) + 4γ3(t)} < 0
Bloch volume γ1(t) + γ2(t) + 2γ3(t) < 0
Coherence measure γ1(t) + γ2(t) + 4γ3(t) < 0
pendently of γ3(t). However, this is different than the condition of Bloch
volume increasing, since the weight factor of γ3(t) is smaller in Eq. (4.19).
The l1-norm measure is more sensitive to the negativity of γ3(t), but the
Bloch volume is more prone to increase when γ1(t) + γ2(t) < 0.
In Table 4.1 we collect the conditions for each type of memory effect to
occur and Fig. 4.1 illustrates the relations of the different types of informa-
tion back flows in the (γ1(t) + γ2(t), γ3(t)) space. In the phase-covariant
dynamics, similar results can be obtained for various other measures for
non-Markovianity, namely entropy production, purity, eigenvalues of the
dynamical map, and singular values of the dynamical map. For each of
these, the crossovers of memory effects in the (γ1(t) + γ2(t), γ3(t)) space
are given as combinations of the conditions in Tab. 4.1.
We note that in the lower right region of Fig. 4.1, there exists an area
γ3(t) < 0, γ1(t) + γ2(t) + 4γ3(t) ≥ 0, where the dynamics is not CP di-
visible since one of the decay rates is negative, but none of the memory
effects occur. Equivalently, none of the corresponding non-Markovianity
measures identifies the dynamics as non-Markovian for any such values.
For any bounded γ3(t), the rates γ1(t) and γ2(t) can be chosen so that
γ1(t) + γ2(t) + 4γ3(t) ≥ 0,∀t. This means, that violation of CP-divisibility
caused by γ3(t) of any magnitude will not lead to any of the above men-
tioned memory effets if γ1(t) + γ2(t) is large enough. An example case
of such dynamics is the Eternal non-Markovianity dynamics, which rises
from our master equation (4.1), with the choices γ1(t) = γ2(t) = 2 and
γ3(t) = − tanh(t) [77]. Similarly, the negativity of γ1(t) (or γ2(t)) can be
compensated by choosing large enough γ3(t) and γ2(t) (or γ1(t)). Hence
the potential memory effect enabled by negativity of one decay rate, can
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γ1,2 < 0
γ1,2 + 2γ3 < 0
γ1,2 + 4γ3 < 0
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Figure 4.1: Comparison of the emergence of memory effects in the (γ1(t) +
γ2(t), γ3(t)) space. We have denoted γ1,2 := γ1(t) + γ2(t).
be suppressed by increasing the others.
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Chapter 5
Controlling and Measuring
with Dynamics
Equation (2.6) shows how the dynamics of an open system S depends on the
initial state of the environment E. It is clear that preparing E in different
states ξ1 and ξ2 and coupling it to S with the same unitary U can induce
different channels Φ1 and Φ2 to S. We begin this chapter by constructing a
mathematical tool based on the comparison between the initial environment
states and the dynamical maps they induce. Then we show how the tool
can be used to achieve different tasks.
The connection between the environment state ξ and channel Φ can be
exploited in quantum probing: Since the dynamical map Φt of S depends
on the choice of ξ, measurements on the evolved state Φt(ρ) can be used
to extract information on ξ. Commonly, probing protocols are based on
perfect knowledge of U , but can some information be obtained even in
complete ignorance of the coupling?
Intentionally controlling Φt with suitable choices of inducing state ξ is
known as reservoir engineering. If the analytical solution for Φt is known for
any ξ, also all of its characteristic properties, such as information back flow
and coherence trapping can be directly deduced. What characteristics the
dynamics induced by ξ2 can be guaranteed to have if the solution for only
some other inducing state ξ1 is known? What are the ultimate limitations
of reservoir engineering? If the initial correlations between S and E can be
controlled with high precision, can even the positivity of the dynamics be
violated at will?
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a) b)
Figure 5.1: Open system S interacting with its environment E. In a) and
b), the initial states of S and E are different. Even though in both cases
the unitary coupling U between S and E is the same, the induced channels
Φ1 and Φ2 may be different, since ξ1 6= ξ2.
5.1 Limitations of reservoir engineering and their
implications to probing measurements
We begin by defining the α-fidelity of states as
Fα
(
ρ1, ρ2
)
:= tr
[(
ρ
1−α
2α
2 ρ1 ρ
1−α
2α
2
)α]
. (5.1)
In the special case α = 1/2, we note that (F1/2)2 is the fidelity of states 1.
Let us consider a situation illustrated in Fig. 5.1. The unitary coupling
U between S and E is fixed but in 5.1 a) and b) the initial states of E and
S can be different. Thus, different choices of states ξ1 and ξ2 of E induce
channels Φ1 and Φ2 to S in the interaction, respectively. By exploiting the
properties of the quantum Rényi divergence, defined as [103, 104]
Sα(ρ1||ρ2) :=

1
α− 1 ln
{
tr
[(
ρ
1−α
2α
2 ρ1ρ
1−α
2α
2
)α]}
when ρ1 6⊥ ρ2
∞ otherwise
, (5.2)
and the monotonicity of the logarithm function, we get
Fα
(
ρ1, ρ2
)
Fα
(
ξ1, ξ2
) ≤ Fα(Φ1(ρ1),Φ2(ρ2)) , (5.3)
1Actually, both (F1/2)2 and F1/2 are commonly used as fidelity of states.
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for α ∈ [1/2, 1). It is worth noting that Eq. (5.3) does not explicitly de-
pend on the coupling U , which makes it useful for different applications.
Equation (5.3) can be interpreted as a generalization of the data process-
ing inequality Fα
(
ρ1, ρ2
) ≤ Fα(Φ(ρ1),Φ(ρ2)), for α ∈ [1/2, 1). Motivated
by this inequality, we now define the α-fidelity of channels Φ1 and Φ2 for
α ∈ (0, 1) as
Fα(Φ1,Φ2) := inf
ρ1,ρ2∈S(H)
Fα
(
Φ1(ρ1),Φ2(ρ2)
)
Fα
(
ρ1, ρ2
) . (5.4)
The name is justified, since Fα shares many essential properties of the
fidelity. For all α ∈ (0, 1) and channels Φ1, Φ2 : S(HS)→ S(HS), α-fidelity
of channels Fα(Φ1,Φ2) has the following properties:
Fα(Φ1,Φ2) ∈ [0, 1] ,
Fα(Φ1,Φ2) = Fα(U ◦ Φ1 ◦ V,U ◦ Φ2 ◦ V) , for all unitary channels U and V .
(5.5)
Additionally, for α ∈ [1/2, 1),
Fα(Φ1,Φ2) = 1 ⇐⇒ Φ1 = Φ2 ,
Fα(Φ1,Φ2) ≤ Fα(Φ ◦ Φ1,Φ ◦ Φ2), for all channels Φ : S(HS)→ S(H) ,
Fα(Φ1,Φ2) ≤ Fα(Φ1 ◦ Φ,Φ2 ◦ Φ), for all channels Φ : S(H)→ S(HS) .
(5.6)
5.1.1 Quantum probing
Commonly, probing protocols depend on complete information of the cou-
pling U . Here, we will show that Eq. (5.3) allows us to obtain information
of ξ in quantum probing measurement with no assumption of the coupling.
Such protocols can be constructed in the following way: Assume that E is
prepared in the state ξ(x, y) and our task is to evaluate the value of param-
eter x, and y is some other parameter. The experimenter has control over
the initial state of S and the parameter y. By preparing S in some states
ρ1 and ρ2 which are known, and evolving them with the channels Φ1 and
Φ2, induced by states ξ(x, y1) and ξ(x, y2) of E, respectively, the experi-
menter obtains the values of Fα
(
ρ1, ρ2
)
and Fα
(
Φ1(ρ1),Φ2(ρ2)
)
. When the
x and y dependence of ξ(x, y) is known, different values of x can be tested
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in Fα
(
ξ(x, y1), ξ(x, y2)
)
. The values of x which cause violation of Eq. (5.3)
are immediately known to be incorrect and bounds of the actual x can be
obtained.
For an illustrative example, let us consider E initially in two thermal
states ξ(β1) and ξ(β2) with inverse temperatures β1 = (kBT1)−1, and β2 =
(kBT2)−1,
ξ(βi) = exp(−βiHE)/Z(βi, HE) , for i ∈ {1, 2} . (5.7)
Here, HE is some Hamiltonian of E and Z(βi, HE) := tr[exp(−βiHE)]
is the corresponding partition function for i ∈ {1, 2}. The goal is to gain
information on some parameters of environment HamiltonianHE . By using
Eq. (5.3) in this situation, we get
ln
[
Z(αβ1 + (1− α)β2, HE)
Z(β1, HE)αZ(β2, HE)(1−α)
]
≤ inf
t≥0
 ln[Fα
(
Φ(t)2 ,Φ
(t)
1
)
], for α ∈ (0, 12)
ln[Fα
(
Φ(t)1 ,Φ
(t)
2
)
], for α ∈ [12 , 1)
,
(5.8)
where we have exploited the commutativity of the thermal states to extend
α to cover the whole interval (0, 1).
We assume that the experimenter has control over temperatures β1 and
β2 of E. The values of Fα in the right-hand side of Eq. (5.8) can be obtained
from tomographical measurements on the evolved states Φ1(ρ1) and Φ2(ρ2)
of S. Making a hypothesis about HE determines the left-hand side of
the inequality. If the inequality is violated, the hypothesis of HE can be
ruled out as incompatible with the induced pair of dynamics, without any
information of the coupling between S and E.
We further specify the example by fixing S as a qubit coupled to E
which is a single harmonic oscillator. This corresponds to a two-level atom
passing through an optical cavity with a single electromagnetic quantized
mode. Assume that HE = ω
(
b†b + 121
)
, the coupling is unknown, and the
parameter to be determined is the oscillator frequency ω. By fixing β1 and
β2 and choosing different values for ω we plot the dashed coloured curves
in Fig. 5.2 corresponding to the left-hand side of Eq. (5.8).
To simulate the measurement data on the right-hand-side of Eq. (5.8)
corresponding to the black curve in Fig. 5.2, we consider the total Hamil-
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Figure 5.2: A Harmonic oscillator is prepared in thermal states with tem-
peratures T1 = 0.25ω and T2 = 0.75ω. The dynamics of S gives the
right-hand-side of Eq. (5.8), illustrated by the black curve. The three
colored curves correspond to the left-hand-side of Eq. (5.8) for guesses
ω1 , ω2, and ω3 for the oscillator frequency ω. The choice ω1/ω = 3 satis-
fies Eq. (5.8) while the other guesses violate it. The initial states of S are
ρ1 = ρ2 = |+〉〈+|, where |+〉 = 1√2(|0〉+ |1〉).
tonian
H = HS +HE +HI = ω02 σ3 + ω
(
b†b+ 121
)
+ σ3 ⊗
(
gb† + g∗b
)
(5.9)
which is unknown to the experimenter2. We see from Fig. 5.2 that the
inequality forbids any frequency values greater than 3.1 times the real fre-
quency ω. We also note that none of the colored lines crosses the black
line for α ≤ 0.5. When α increases beyond 0.65, we see that the green line
crosses the black line, implying that it cannot correspond to the correct
value of ω. Further increasing α above 0.8 shows that the frequency corre-
sponding to the blue line is also incorrect. This serves as evidence on how
the freedom in choosing α can lead to increased precision.
2The dynamics for S, induced by the Hamiltonian in Eq. (5.9), is presented in [37].
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5.1.2 Limitations of reservoir engineering of pure dephasing
dynamics
The α-fidelity of the initial environmental states can reveal certain proper-
ties of unsolvable induced dynamics, such as coherence trapping and non-
Markovianity in the sense of revivals of trace distance. We concentrate on
one-qubit dephasing channels arising from interaction between the qubit
and its environment. Pure dephasing is a special case of phase covariant
dynamics where γ1(t) = γ2(t) = 0 and it can be written in the matrix
representation as
Φt(ρ(0)) = ρ(t) =
 ρ00 D∗(t)ρ01
D(t)ρ10 ρ11
 , (5.10)
where D(t) = exp
[∫ t
0 i2ω(τ)− γ3(τ)
]
is the so-called decoherence function.
Let D1(t) and D2(t) be the decoherence functions induced by the envi-
ronment in states ξ1 and ξ2, respectively. If the system is initially in state
ρ1(0) = ρ2(0) = |+〉〈+|, choosing α = 1/2 in Eq. (5.3) gives
F1/2
(
ξ1, ξ2
) ≤12
[√(
1−D1(t)
)(
1−D2(t)
)
+
√(
1 +D1(t)
)(
1 +D2(t)
)]
,
(5.11)
If ξ1 and D1(t) are known, upper and lower bounds for D2(t) corresponding
to any ξ2 can be solved from Eq. (5.11). Thus, the variety of pure dephasing
dynamics induced by ξ2 is limited by D1(t) and the fidelity between ξ1 and
ξ2. On the other hand, these limitations let us make useful conclusions on
the characteristic properties of D2(t) without solving it directly.
Let us consider an example case where the analytical solution for the
qubit dynamics, given by D1(t), is known only for some initial states ξ1 of
the environment, namely a qubit coupled to an Ising chain in a transverse
field. The evolution of the total system is governed by the Hamiltonian
H(J, λ, δ) = −J
∑
j
(
σj3σ
j+1
3 + λσ
j
1 + δ |e〉〈e|σj1
)
, (5.12)
where J , λ, and δ are the strength of the nearest neighbour coupling in
the Ising chain, its coupling to the transverse field, and the qubit–chain
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Figure 5.3: a) and b): The dynamics of the decoherence function induced
by the ground state ξ1 of the environment Hamiltonian for a) λ = 0.01,
and b) λ = 1.8. Here we have chosen J = 1, δ = 0.1, and N = 4000. c)
and d): The bounds of the unknown decoherence function for c) λ = 0.01,
F1/2(ξ1, ξ2) = 0.98, and d) λ = 1.8, F1/2(ξ1, ξ2) = 0.999.
coupling, respectively [105, 106]. It is known, that a pure initial state of
the Ising chain results to pure dephasing dynamics of the qubit. When
ξ1 is chosen as the ground state of the environmental Hamiltonian, the
decoherence function of the qubit can be solved as
D(λ, t) = Πk>0
(
1− sin2(2αk) sin2(εkt)
)
, (5.13)
where, k and αk are the single quasiexcitation energies, and Bogoliubov
angles, respectively. Both of these depend on λ, and thus changing λ affects
the dynamics [105, 106]. In the following, we fix the number of spins in
Ising chain to 4000 and use J = 1 and δ = 0.1.
Equation (5.11) gives an estimate for the decoherence function D2(t) for
any other pure initial state ξ2 of the Ising chain. In Fig. 5.3 a) and b), we
present the qubit dynamics induced by the Ising chain in the ground state
for λ = 0.01 and λ = 1.8, respectively. In Fig. 5.3 c) and d), we present
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the upper and lower bounds for the unknown solutions, analytically solved
by using a) and b), respectively. We note that the lower bounds increase
above the first local minimum of the upper bound. This implies guaranteed
revivals in the decoherence function and thus information back flow in the
sense of increasing trace distance3. In Fig. 5.3 d), we see that also the
coherence trapping property can be guaranteed if the inducing state of
the Ising chain is chosen close enough to the ground state of the chain
Hamiltonian for λ = 1.8.
5.2 Solving fidelity membership problems
In the quantum probing protocols we proposed, the only quantity that has
to be experimentally determined was the α-fidelity of the evolved states
Φ1(ρ1) and Φ2(ρ2). Commonly, this is obtained by performing full tomog-
raphy but if it has to be done for multiple initial state pairs and pairs
of environment’s control parameters, the process becomes quickly very de-
manding. In this section, we propose and experimentally implement a pro-
tocol which allows us to both evaluate upper and lower bounds for the
fidelity between two states and solve so-called membership problems with-
out resorting to full tomography.
For a more abstract problem, let us consider a partition of the state
space S(H) into disjoint subsets Pk of S(H) such that S(H) = ∪kPk.
Membership problem is a task of determining conclusively, which of the seg-
ments Pk contains the unknown state ρ [107]. Even though informationally
complete measurements can solve any membership problem, they should
be avoided, if possible: since the number of parameters to be determined
in tomography increases as d2, it becomes experimentally too demanding
and time-consuming for high-dimensional systems. It is also of founda-
tional interest to understand which membership problems can be solved
with an informationally incomplete measurement. Recently, the necessity
of informationally complete POVM’s in various membership problems has
been studied [64, 107, 108]. We will concentrate on the fidelity membership
problem and solve it experimentally in a two-photon polarization system
with informationally incomplete measurement.
3Actually, this holds for all of the memory effects studied in this thesis, since in the
case of γ1(t) = γ2(t) = 0, meaning pure dephasing, increasing D(t) is equivalent to
γ3(t) < 0.
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5.2.1 Fidelity membership problem
Let us start by fixing a boundary state σ. We use the fidelity between the
reference state σ and the unknown state to form the following membership
problem: The task is to determine, whether the unknown state is at least
as close to σ as some boundary value  with respect to fidelity or not. In
other words, we want to find in which part of the state space partition
S(H) = S≥σ ∪ S<σ the unknown state is. Here, we have denoted
S≥σ = {ρ ∈ S(H) : F (ρ, σ) ≥ } , S<σ = {ρ ∈ S(H) : F (ρ, σ) < } (5.14)
for any  ∈ [0, 1]. Let E be a POVM with the set of so-called perturbation
operators ∆, defined as
XE := {∆ ∈ L(H) : tr[∆Ej ] = 0 ∀j, tr[∆] = 0, ∆† = ∆} . (5.15)
The fidelity membership problem can be solved conclusively by measuring
the POVM E with perturbations ∆ satisfying [107]
√
σ∆
√
σ = 0 . (5.16)
Here, solving the membership problem conclusively means that for any state
ρ ∈ S(H) the measurement outcome distribution can be analyzed to reveal
that ρ belongs exclusively to S≥σ or S<σ . On the other hand, violation of
Eq. (5.16) by any perturbation ∆ ∈ XE′ of POVM E′, implies that there
exists at least one pair of states ρ1 ∈ S≥σ and ρ2 ∈ S<σ such that measuring
E′ on them results to exactly the same outcome probability distribution.
The number of segments in the membership problem can be increased
by using simultaneously multiple reference states. For example, using two
reference states, χ and ξ, and fixing their corresponding fidelity boundary
values, α and β, we can form the four segmented partition of the state
space:
S(H) = P1 ∪ P2 ∪ P3 ∪ P4 , where (5.17)
P1 = S<αχ ∩ S≥βξ , P2 = S≥αχ ∩ S≥βξ ,
P3 = S<αχ ∩ S<βξ , P4 = S≥αχ ∩ S<βξ .
(5.18)
In order to solve the extended membership problem in Eq. (5.17), the
POVM E now has to satisfy the condition of Eq. (5.16) for both σ = χ and
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σ = ξ.
For any pure reference state σ = |ϕσ〉〈ϕσ|, there exists a POVM with
only two elements, namely E1 = σ, E2 = I − σ, which solves the fidelity
membership problem. Now, the definition of the perturbations gives
0 = tr[∆E1] = 〈ϕσ|∆|ϕσ〉 . (5.19)
In this case, the left-hand side of Eq. (5.16) becomes
|ϕσ〉〈ϕσ|∆|ϕσ〉〈ϕσ| = 0 , (5.20)
which shows that each ∆ ∈ XE satisfies Eq. (5.16).
Unfortunately, the projections on all entangled pure states cannot be
performed with simultaneous local measurements on the subsystems of
multi-partite systems. We will show how the fidelity membership prob-
lem of maximally entangled reference states can be experimentally solved
with informationally incomplete set of simultaneous local projections.
We restrict to the two-qubit cases where σ is one of the Bell states
|Ψ−〉 = 1√2(|01〉 − |10〉) or |Ψ+〉 =
1√
2(|01〉 + |10〉) and form the following
four segmented partition of the state space:
S(H) = P1 ∪ P2 ∪ P3 ∪ P4 , where (5.21)
P1 = S<−Ψ− ∩ S≥
+
Ψ+ , P2 = S≥
−
Ψ− ∩ S≥
+
Ψ+ ,
P3 = S<−Ψ− ∩ S<
+
Ψ+ , P4 = S≥
−
Ψ− ∩ S<
+
Ψ+ .
(5.22)
Measuring E solves simultaneously the fidelity membership problem with
respect to Ψ− and Ψ+ if and only if
〈01|∆|01〉+ 〈10|∆|10〉 = Re (〈01|∆|10〉) = 0 ∀∆ ∈ XE . (5.23)
5.2.2 The experimental setup
We solve the fidelity membership problem for the polarization states of two
photons. We fix the matrix representation as |H〉 = (1 0)T, |V 〉 = (0 1)T.
In the experiment, a pair of photons in polarization entangled state |Ψ−〉 =
1√
2(|HV 〉 − |V H〉) is produced in a parametric down-conversion process.
Each of the photons is coupled to a single mode optical fiber and guided
into its respective detection station, illustrated in Fig. 5.4.
Controlling and Measuring with Dynamics 61
W (φ1, pi/2) PBS1W (θ1, pi)
DV1
DH1
|V 〉〈V |
|H〉〈H|
W (φ2, pi/2) PBS2W (θ2, pi)
DV2
DH2
|V 〉〈V |
|H〉〈H|
C. C.
P. S.
Figure 5.4: The experimental setup for performing local projective mea-
surements on the polarization states of photons 1 and 2. Here k ∈ {1, 2}
labels the photon and i ∈ {H, V } is the polarization in the laboratory co-
ordinates. P. S. – the photon source which produces the unknown 2 photon
polarization states. W (φk, pi/2) – quarter-wave plates and W (θk, pi) – half-
wave plates which rotate the measurement bases. PBSk – polarizing beam
splitters and Dik – single-photon detectors which perform the projective
measurements on the rotated bases. C. C. – the coincidence counting elec-
tronics which collects the statistics of the coincidences of photon detections.
In the detection stations, the bases of projective measurements on the
polarization qubits are rotated with half-wave platesW (θk, pi) and quarter-
wave plates W (φk, pi/2), where k ∈ {1, 2}. In the fixed matrix representa-
tion, the action of a wave plate on the one-photon polarization state ρ can
be written as W (µ, ν)ρW (µ, ν)†, where
W (µ, ν) =
cos2(µ) + eiν sin2(µ) 12(1− eiν) sin(2µ)
1
2(1− e−iν) sin(2µ) sin2(µ) + eiν cos2(µ)
 (5.24)
and µ and ν correspond to rotation angle and phase shift of the wave plate,
respectively. This means that the total two-qubit measurement bases can
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be rotated with operators
A1,2(θ1, φ1, θ2, φ2) := A1(θ1, φ1)⊗A2(θ2, φ2), where
Ak(θk, φk) := W (φk, pi/2)†W (θk, pi)†, and k ∈ {1, 2} .
(5.25)
After the wave plate rotations, the projections on the measurement basis
elements, corresponding to our POVM elements, are
Pi,j(θ1, φ1, θ2, φ2)
:= A1,2(θ1, φ1, θ2, φ2)|i〉〈i| ⊗ |j〉〈j|A†1,2(θ1, φ1, θ2, φ2) , i, j ∈ {H,V } .
(5.26)
Finally, each photon goes through a polarizing beam splitter PBSk and
ends up at a detector DV k or DHk. For each rotated polarization basis, the
measurement data consists of coincidence counts in detector combinations
{(H1, H2), (H1, V 2), (V 1, H2), (V 1, V 2)} . (5.27)
5.2.3 POVM to solve the fidelity membership problem
In Table 5.1, we present three combinations of wave plate rotation angles,
corresponding to projective measurements on the elements of the orthonor-
mal bases, B1, B2 and B3, used in the experiment. For each basis, the
measurement is repeated for multiple identical copies of the unknown state
and the probability distribution of the measurement outcomes is collected.
In the measurement, the total set of POVM elements is E = 13B1∪ 13B2∪ 13B3.
Since the dimension of E is 10, and the POVM is informationally complete
if and only if dim(E) = d2 = 16, we conclude that E is informationally
incomplete.
Equation (5.23) shows that E solves the four segmented membership
problem of Eq. (5.21). We note that also choices σ = |ϕσ〉〈ϕσ|, where
|ϕσ〉 = |00〉, |ϕσ〉 = |01〉, |ϕσ〉 = |10〉, |ϕσ〉 = |11〉, |ϕσ〉 = 1√2(|00〉 − |11〉),
and |ϕσ〉 = 1√2(|00〉 + |11〉), satisfy the condition of Eq. (5.16). Thus, all
these reference states can be used to form a 28 partite membership problem
which our POVM E solves.
Keeping, the bases B1 and B2 the same as in Table 5.1 and replacing B3
by seven other bases, one can construct another POVM whose dimension is
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Table 5.1: Three orthonormal bases, B1, B2 and B3, forming a sufficient set
of projective measurements to solve the fidelity membership problem with
respect to Ψ− and Ψ+. Here θk and φk are the rotation angles of half-wave
plate and quarter-wave plate of photon k ∈ {1, 2}, respectively.
B1 B2 B3
φ1 0 pi/4 0
θ1 0 pi/8 pi/8
φ2 0 pi/4 0
θ2 0 pi/8 pi/8
13, but is incapable of solving the membership problem. This serves as an
example of how higher dimension of the POVM does not necessarily mean
that it is more capable of solving a given membership problem.
5.2.4 Measurement results
We solved the membership problem in the experiment for two unknown
states, Preparation 1 and Preparation 2, which were prepared close to the
states Ψ− and Ψ+, respectively. The measured probability distributions
of the three bases are combined into a normalized vector p. The SLSQP
optimization algorithm in the Python method scipy.optimize.minimize
solves numerically the density matrix ρ(b), whose measurement outcome
distribution is closest to the distribution in the experiment. The density
matrix is parametrized with the generalized Bloch vector b ∈ R15 as ρ(b) =
1
4I+b·Γ, where Γi are the 4×4 generalizations of Gell-Mann matrices [109].
The vector b is used as the optimization parameter and the `1-distance
d1(p,q) =
∑
i |pi − qi| is minimized. Here, pi is the probability of outcome
ei in the experiment, and qi = tr[Eiρ(b)]. The positivity of ρ(b) is guar-
anteed by using the positivity of its eigenvalues as optimization constraint.
Applying the constraint ρ(b) ∈ Pk in SLSQP guarantees that d1(p,q) = 0
if and only if ρ ∈ Pk for the unknown state ρ in the experiment.
In Fig. 5.5, we present the results for two unknown state preparations in
the experiment. For both preparations, we show the solution to the fidelity
membership problem for four different partitions. The difference between
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Figure 5.5: The analysis of the membership problems (a) – (d):
for Preparation 1. (e) – (h): for Preparation 2. For both preparations,
the boundary fidelity values, − and +, with respect to the reference states
Ψ− and Ψ+, are changed to form a different partition in each panel. Fixing
the values of − and + forms a partition of the state space into four dis-
joint segments. Here, − and + correspond to the vertical and horizontal
dashed lines, respectively, and the disjoint segments are illustrated with
different colors. For each partition, exactly one of the segments contains
the numerically determined optimal density operator ρ(b) whose outcome
distribution is the same as in the experiment. The segment which contains
the unknown sate is marked by dotting. (a) − =
√
0.5, + =
√
0.5, (b)
− =
√
0.6, + =
√
0.4, (c) − =
√
0.7, + =
√
0.3, (d) − =
√
0.95,
+ =
√
0.2. (e) − =
√
0.5, + =
√
0.5, (f) − =
√
0.4, + =
√
0.6, (g)
− =
√
0.3, + =
√
0.7, (h) − =
√
0.2, + =
√
0.95.
the partitions is the values of the fidelity boundaries − and +, illustrated
by the vertical and horizontal dashed lines, respectively. The area to the
right and left from the vertical dashed line at −, are the sets S≥−Ψ− and
S<−Ψ− , respectively. The areas above and below the horizontal dashed line
at +, are the sets S≥+Ψ+ and S<
+
Ψ+ , respectively. The dotted area denotes
the unique segment of the partition which contains the unknown state.
In each partition and for both state preparations in the experiment,
we find that in exactly one of the segments the optimal density operator
ρ(b) produces the same outcome distribution as measured. Thus, each
membership problem was conclusively solved. Our result serves also as
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experimental evidence for the effectiveness of the geometric approach of
[64] in solving membership problems. The result of [107] can be easily be
generalized to α-fidelities by replacing √ρ with ρ 1−α2α in Eq. (5.16). Thus,
the method can be used to obtain upper and lower bounds for the α-fidelities
of evolved states required in our proposed quantum probing protocol.
5.3 Fully-controllable dephasing dynamics
Previously, we saw what kind of restrictions the known solution of the
decoherence function D1(t), induced by environment in state ξ1, and the
α-fidelity between ξ1 and ξ2 impose on the decoherence function D2(t),
induced by environment state ξ2 when the system and environment are
initially uncorrelated. Now, we go beyond the assumption of uncorrelated
initial states. We show how exploiting the initial correlations between sys-
tem and environment gives us full control over the dynamics described by
pure dephasing channels Φt:
Φt(ρ(0)) = ρ(t) =
 ρ00 D∗(t)ρ01
D(t)ρ10 ρ11
 , (5.28)
We choose the polarization of a photon as the open system and the
frequency degree of freedom of the same photon as the environment. One
and two-photon polarization has been recently used to study open system
dynamics and memory effects [51, 56, 57, 65, 93, 110, 111]. We start with
a pure initial polarization-frequency state for the photon
|Ψ〉 = CV |V 〉
∫
g(ω)|ω〉dω + CH |H〉
∫
eiθ(ω)g(ω)|ω〉dω. (5.29)
Here V and H correspond to vertical and horizontal polarizations with am-
plitudes CV and CH , respectively. ω are the frequency values with ampli-
tude g(ω), and θ(ω) is the frequency dependent phase factor for H polariza-
tion. The state is normalized with |CH |2 + |CV |2 = 1 and
∫ |g(ω)|2dω = 1.
Once the coupling U(t) is fixed, the total initial polarization-frequency
state dictates the polarization dynamics completely, as described by Eq. (2.5).
Polarization and frequency are coupled in birefringent medium, such as
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quartz or calcite. The coupling Hamiltonian is [110]
H = 1
~
(nH |H〉〈H|+ nV |V 〉〈V |)
∫
2piω|ω〉〈ω|dω, (5.30)
where nH and nV are the refractive indices of the medium in the H and
V directions, respectively. By tracing out the frequency degree of freedom,
the reduced polarization dynamics becomes
ρ(t) =
 |CH |2 κ∗(t)CHC∗V
κ(t)CV C∗H |CV |2
 , where
κ(t) =
∫
|g(ω)|2eiθ(ω)ei2pi∆nωtdω ,
(5.31)
∆n = nH − nV and t is the interaction time. We note that κ(t) is inde-
pendent of the choice of the initial state, and the map is linear. Thus the
dynamics of mixed polarization states is also given by Eq. (5.31).
Equation (5.31) reveals that κ(t) is the Fourier transformation of the
distribution |g(ω)|2eiθ(ω). Since Fourier transform is invertible, this connec-
tion tells directly how the distributions g(ω) and θ(ω) should be chosen to
induce any desired polarization dephasing dynamics defined by any com-
plex function κ(t). On the other hand, for each κ(t) the corresponding com-
plex distribution |g(ω)|2eiθ(ω) is unique, and thus implementing non-trivial
θ(ω)’s is necessary for full freedom of choosing the dephasing dynamics.
Since the normalization condition
∫ |g(ω)|2dω = 1 has to be satisfied, im-
plementing any non-trivial phase distribution θ(ω) implies |κ(0)| < 1. We
note from Eq. (5.31) that if |κ(0)| < 1, the initial polarization state is not
pure, unless CV = 0 or CH = 0.
For the evolved total state, the entropy of entanglement between polar-
ization and frequency becomes
E
(
U(t)|Ψ〉〈Ψ|U(t)†
)
= h2
[
1 +
√
1 + 4|CHCV |2(|κ(t)|2 − 1)
2
]
, (5.32)
where h2 is the binary Shannon entropy function. Entanglement of entropy
increases monotonically as the decoherence coefficient |κ(t)| decreases. This
means, that a faithful implementation of the dynamics requires delicate
control of both the initial frequency and the initial correlations between
the polarization and frequency.
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The CP and positivity conditions for single-qubit dephasing channels
in Eq. (5.28) are equivalent, namely |D(t)| ≤ |D(0)|. However, the control
over κ(t) in our setup allows implementing non-positive dynamics: Due to
initial system-environment correlations induced by non-trival distribution
θ(ω), we have cases with |κ(0)| < 1. Therefore, the full control of the
dynamics and exploiting the initial system-environment correlations allows
us to implement non-positive dynamics violating |κ(t)| ≤ |κ(0)|. Even
though the dynamics is non-positive, all physically implementable initial
states ρ(0) are still mapped into positive trace one operators, corresponding
to physical states: Whenever |κ(0)| < 1, the set of all initial states ρ(0) in
Eq. (5.31) is shrunk towards the z axis of the Bloch ball. As these initial
states evolve in time, the radius of the set in the xy plane can increase. The
evolved states will still always be bounded by the original Bloch sphere,
keeping them positive. On the other hand, if we apply the dynamics on
a positive operator initially on the boundary of the Bloch ball, it will be
mapped outside the Bloch sphere whenever |κ(0)| < |κ(t)|, making the
dynamics non-positive.
In the experiment, a photon pair is produced in spontaneous parametric
down conversion process. Each of the photons in the pair is coupled into a
separate single-mode fiber. One of the photons is sent to the experimental
device in Fig. 5.6, and the other is used as a trigger for data collection.
In the device, a half-wave plate (HWP) maximizes the H component
and a polarizing beam splitter (PBS) filters out the V component of po-
larization. Another HWP rotates the polarization from |H〉 to superpo-
sitions 1√2(|H〉 ± |V 〉). A beam displacer directs the V component to a
lower branch, allowing independent manipulation of the polarization com-
ponents. Before the photon goes through three gratings, |V 〉 is rotated to
|H〉 by the HWP core of the composite component GCHWP. This bypasses
errors caused by the polarization dependency of the grating efficiency and
the ability of the SLM to modulate only the H polarization.
Then the photon is diffracted in the horizontal direction with gratings.
This converts the frequency modes into spatial modes. A collimating lens
(PCCL) parallelizes the spatial modes which proceed to the spatial light
modulator (SLM). The SLM can introduce complex phase differences be-
tween the spatial modes and manipulate the reflected intensity distribution
of the frequency. These manipulations can be performed independently for
the upper and lower branches.
From the SLM the photon is reflected back through the PCCL and three
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Figure 5.6: The experimental setup. FC – fiber connector, PBS – polarizing
beam splitter, HWP – half-wave plate, BD – beam displacer, GCHWP–
glass cemented half-wave plate, PCCL – plano convex cylindrical lense,
SLM – spatial light modulator, QP – quartz plate, and QWP – quarter-
wave plate. The inset shows the holograms used in the experiment so that
(i) - (iv) correspond to Fig. 3 (a)-(d).
gratings, collimating and recombining the spatial modes into one mode
in each branch. The branches pass through the same GCHWP rotating
the polarization of the upper branch from |H〉 to |V 〉. A mirror guides
both branches through another BD combining them back into one. In
this way, the total polarization–frequency state in the shape of Eq. (5.29)
has been prepared. Controlling the reflected intensity and complex phase
distributions with SLM allows us to fully control the distributions g(ω) and
θ(ω) in Eq. (5.29), respectively. Thus, the setup allows for full control of
the dephasing dynamics of the polarization state as shown in Eq. (5.31).
The recombined photon passes through a combination of quartz plates
(QP) which couple the polarization with frequency according to interaction
Hamiltonian (5.30). The total interaction time is controlled by changing
the thickness of the QP combination. For each selected interaction time
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Figure 5.7: Goal dynamics and their implementation. (a–c): The deco-
herence function D(t) in the qubit–Ising chain model as function of time
in seconds. (a), (b), and (c) correspond to λ = 0.01, λ = 0.9, and λ = 1.8,
respectively. (d): The dynamics of D(t) for a non-positive example of
dephasing. (e–g): Experimentally implemented dynamics of |κ(t)| corre-
sponding to panels (a)-(c) as function of effective path difference in units
of 800 nm. The black dots correspond to measurement data. The solid
curves are theoretical fits for the measurement data. (h): The measured
dynamics of |κ(t)| in the non-positive dynamics of panel (d). The results
clearly show high control and violation of |κ(t)| ≤ |κ(0)|.
t, a combination of a quarter-wave plate, HWP, and PBS is used to run
a tomographic measurement to determine the density matrix ρ(t) of the
polarization qubit. In this way, we obtain the values of |κ(t)|.
For an experimental demonstration, we implement in the polarization
the dynamics of a qubit interacting with Ising chain in transverse field
[105, 106]. As before, we fix J = 1 and δ = 0.1, and the number of Ising
chain spins as 4000. Using different choices of λ results to very different and
exotic dephasing dynamics, which makes the model a good example to test
our protocol. The Ising chain ground state exhibits a quantum phase transi-
tion when λ+δ = 1 from paramagnetic to ferromagnetic phase, and results
to monotonic decay of coherences exclusively in the phase transition point.
Figures 5.7(a), (b), and (c) display the dynamics of the decoherence func-
tion for parameters λ = 0.01, λ = 0.9 and λ = 1.8, corresponding to para-
magnetic, phase transition point, and ferromagnetic phase, respectively. In
Fig. 5.7(a) the decoherence function decreases quickly destroying the co-
herences which later revive almost completely indicating non-Markovianity
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Figure 5.8: Implemented photon frequency and phase distributions. (a-d):
Intensity distributions |g(ω)|2 of the photon frequency. (a-c) correspond to
implementation of the spin-Ising chain dynamics and (d) corresponds to a
non-positive dephasing dynamics. Inset in panel (c) shows the experimen-
tally measured distribution after the SLM implementation. (e-h): Phase
distributions θ(ω) of the photon frequency corresponding to (a-d).
w.r.t. increases of trace distance. In Fig. 5.7(b), coherences decay quickly
and in Fig. 5.7(c), the magnitude of coherences oscillates and displays trap-
ping. In Fig. 5.7(d), we present an example goal dynamics of non-positive
dephasing whose decoherence function increases high above its initial value.
To implement the dephasing dynamics of Fig. 5.7 (a)-(d) in the po-
larization qubit, we use the inverse of the transformation in Eq. (5.31) to
produce the distributions |g(ω)|2 and θ(ω) which are then experimentally
realized to prepare the total initial polarization–frequency state. The cor-
responding distributions for |g(ω)|2 are shown in Fig. 5.8 (a)-(d) and for
θ(ω) in Fig. 5.8 (e)-(h). We used CH = 1/
√
2 and CV = ±1/
√
2 as the
initial values for polarization.
The experimental results for the dephasing dynamics are displayed in
Fig. 5.7 (e)-(g). Comparison of the spin-Ising model dephasing dynamics
of the Fig. 5.7 (a)-(c) with their experimental implementations in Fig. 5.7
(e)-(g) shows that the polarization dynamics is faithful to the dynamics
of the qubit in the Ising model in all of the example cases. In addition,
the correspondence between the experimental implementation and the goal
dynamics of the non-positive dephasing is nearly perfect.
Chapter 6
Dynamics of Correlations
Now, we concentrate on how local noises on qubits influence the total two-
qubit state from the point-of-view of correlations between the sender and
recipient of a message or between the qubits. First, we study the effects
of local dephasing noises on the transmission efficiency of the superdense
coding protocol. We compare the behavior of mutual information between
the sender and recipient with two definitions of non-Markovianity and find
optimal noise configurations. Then, we find the families of initial states
for whom the decay of entanglement or non-locality depends or does not
depend on the location of the noise.
6.1 Memory Effects of Two-qubit Dephasing in
Superdense Coding
In this section, we study memory effects in terms of revivals of trace distance
and channel capacities. We consider a two-qubit system AB whose qubits
experience independent and uncorrelated dephasing dynamics, meaning
ΦABt = ΦAt ⊗ ΦBt , (6.1)
where ΦAt and ΦBt are pure dephasing dynamical maps as in Eq. (5.28) for
qubits A and B, respectively. We denote the local decoherence functions
in ΦAt and ΦBt with κA(t) and κB(t). Before, we saw how the basic inter-
pretations of memory effect based definitions of non-Markovianity differ.
In this more specific case, we aim to further compare the properties of two
definitions of non-Markovianity.
For a practical example of the influence of environment-induced noise,
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we consider a well-known quantum communication protocol. We imple-
ment the local dephasing dynamics in the qubits used in so-called super-
dense coding. In this situation, multiple questions arise: How the revivals
of transmission efficiency compare with the two memory effects? What
should be done to maximize the information back-flow in terms of mutual
information between the sender and the recipient? What can we do to
maximize the transmission efficiency under local dephasing noises?
6.1.1 Memory effects
For pairs of factorized initial states of the form, ρA1 (0)⊗ρB1 (0), ρA2 (0)⊗ρB1 (0),
trace distance of the evolved bipartite states simplifies to
D
(
ρA1 (t)⊗ ρB1 (t), ρA2 (t)⊗ ρB1 (t)
)
= D
(
ρA1 (t), ρA2 (t)
)
. (6.2)
Thus, for this kind of pairs of initial states, trace distance is sensitive only
to what happens on Alice’s side. Let the initial states be
ρAB1 =
1
2
1 1
1 1
⊗ ρB , ρAB2 = 12
 1 −1
−1 1
⊗ ρB . (6.3)
For this choice, the trace distance becomes
D
(
ρAB1 (t), ρAB2 (t)
)
=|κA(t)| . (6.4)
Since the BLP measure of non-Markovianity is defined as a maximiza-
tion over all initial state pairs, this particular choice gives a lower bound
for the BLP measure of ΦABt . Oscillations of |κA(t)| mean revivals of trace
distance, and thus, non-Markovian dynamics w.r.t. BLP measure. By swap-
ping the qubits in Eq. (6.3), the same holds for oscillations of |κB(t)| which
means that the revivals of either of the local decoherence functions is always
detected by the BLP measure.
We solve the entanglement assisted channel capacity for the dynamical
maps in Eq. (6.1) to be
Cea(ΦABt ) = 4− h2
[
1 + |κA(t)|
2
]
− h2
[
1 + |κB(t)|
2
]
. (6.5)
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Since one-qubit pure dephasing channels are degradable, we can use Eq. (3.27)
and solve the quantum channel capacity for dynamical maps of Eq. (6.1).
Now we get
Q(ΦABt ) = 2− h2
[
1 + |κA(t)|
2
]
− h2
[
1 + |κB(t)|
2
]
, (6.6)
so we see that the bipartite quantum channel capacity is additive, Q(ΦABt ) =
Q(ΦAt ) + Q(ΦBt ). We note also that Q(ΦABt ) = Cea(ΦABt ) − 2, so the en-
tanglement assisted channel capacity and quantum capacity have revivals
always at the same times.
The additivity property in Eq. (6.5) and (6.6) tells directly that com-
bination of any two local Markovian dephasing channels always leads to
a Markovian global channel. It also implies that using identical non-
Markovian dephasing channels on both Alice’s and Bob’s side always leads
to a global non-Markovian channel. However, we can also combine a
Markovian and a non-Markovian channel to get either Markovian or non-
Markovian global channels, depending on the local dynamical maps. We
note that combining two different non-Markovian local maps may lead to
Markovian global channel in sense of the BCM measure.
These results show that the BLP measure is sensitive to oscillations
of the local decoherence functions. Contrary to this, the BCM measures
quantify more global memory effects in the dephasing dynamics, always
taking into account both local dynamics.
6.1.2 Two-qubit dephasing in superdense coding
In superdense coding, Alice and Bob initially share a pair of particles in
one of the Bell states. Alice applies a unitary transformation to her qubit
to change the overall state to any of the four Bell states. Subsequently, she
sends her qubit to Bob, who performs a measurement to find out the overall
state. Since the Bell states are orthogonal, they can be distinguished per-
fectly and thus four different symbols can be sent from Alice to Bob with
perfect fidelity by transmitting a single qubit. This is the information ca-
pacity of two classical bits with only one qubit and one bit of entanglement
[24].
Suppose Alice and Bob initially share a pair of polarization entangled
photons in the Bell state |Φ+〉, which they use in superdense coding. In
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Figure 6.1: The superdense coding scheme with local dephasing noises on
Alice’s and Bob’s qubits. Initially, Alice and Bob share a two-qubit system
SAB in the Bell state Φ+. Alice’s and Bob’s qubits SA and SB interact
with their local environments EA and EB for time t/2. Then, Alice encodes
the symbol x by performing the unitary Rx(t) on her qubit. The qubits SA
and SB interact again with the same environments EA and EB for time
t/2. Bob obtains the total two-qubit system SAB in the state ρx(t) and
performs a Bell state measurement to extract the symbol y.
addition to the encoding operation on Alice’s side, both photons experience
local, independent dephasing dynamics caused by unitary coupling between
the polarization and frequency degrees of freedom. The frequency state is
characterized by the distribution gA(ωA)gB(ωB) which is normalized so
that
∫ |gj(ωj)|2dωj = 1 for j ∈ {A,B}. The state of the total system is
|Φ+〉|ξ〉 = 1√
2
(|HH〉+ |V V 〉)
∫
gA(ωA)gB(ωB)|ωAωB〉dωAdωB , (6.7)
and the couplings to local environments are given by the same Hamiltonian
as in Eq. (5.30).
The channel structure is illustrated in Fig. 6.1. First, local polarization–
frequency couplings UA(t/2) and UB(t/2) act on Alice’s and Bob’s photons,
respectively. Then, Alice encodes the symbol x by performing a local uni-
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Table 6.1: Alice’s encoding unitaries and Bob’s measurement outcomes
corresponding to the encoded and decoded symbols, respectively.
Input x Alice’s encoding Bob’s outcome Output y
0 R0(t) |Φ+〉 0
1 R1(t) |Ψ+〉 1
2 R2(t) |Ψ−〉 2
3 R3(t) |Φ−〉 3
tary Rx(t) on her photon. Each unitary Rx(t) is a modified Pauli operator,
used to compensate for the complex phase of the decoherence functions.
We choose the encoding operators Rx(t) of the four possible symbols as
R0(t) = α∗(t)β∗(t)|H〉〈H|+ α(t)β(t)|V 〉〈V |,
R1(t) = β∗(t)|H〉〈V |+ β(t)|V 〉〈H|,
R2(t) = −iβ∗(t)|H〉〈V |+ iβ(t)|V 〉〈H|,
R3(t) = α∗(t)β∗(t)|H〉〈H| − α(t)β(t)|V 〉〈V |. (6.8)
Here, α(t) and β(t) are time dependent complex functions satisfying |α(t)| =
|β(t)| = 1 ∀t. Applying each Rx(t) to the initial system state |Φ+〉 creates
four orthogonal states. The different symbols and corresponding measure-
ments are listed in Table 6.1.
After Alice’s encoding, local polarization–frequency couplings UA(t/2)
and UB(t/2) act on Alice’s and Bob’s qubit, respectively. For a given
encoding operator Rx(t), the total change of the closed system is given by
Ux = UA(t/2)Rx(t)UA(t/2)⊗ UB(t/2)UB(t/2). (6.9)
For different encoding operations, the reduced polarization state becomes
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ρ0(t) =
1
2
(|HH〉〈HH|+ α∗(t)2β∗(t)2κA(t)κB(t)|HH〉〈V V |
+ α(t)2β(t)2(κA(t)κB(t))∗|V V 〉〈HH|+ |V V 〉〈V V |),
ρ1(t) =
1
2
(|HV 〉〈HV |+ β∗(t)2κB(t)|HV 〉〈V H|
+ β(t)2(κB(t))∗|V H〉〈HV |+ |V H〉〈V H|),
ρ2(t) =
1
2
(|HV 〉〈HV | − β∗(t)2κB(t)|HV 〉〈V H|
− β(t)2(κB(t))∗|V H〉〈HV |+ |V H〉〈V H|),
ρ3(t) =
1
2
(|HH〉〈HH| − α∗(t)2β∗(t)2κA(t)κB(t)|HH〉〈V V |
− α(t)2β(t)2(κA(t)κB(t))∗|V V 〉〈HH|+ |V V 〉〈V V |),
(6.10)
where ρx means that Rx was used in encoding and
κA(t) =
∫
ei2pi∆nω
At|gA(ωA)|2dωA ,
κB(t) =
∫
ei2pi∆nω
Bt|gB(ωB)|2dωB ,
(6.11)
as before.
Since mutual information quantifies correlations between two random
variables X and Y , it is a natural measure of success in a situation where
Alice wants to send a message formed of symbols x ∈ X to Bob who
receives a sequence of symbols y ∈ Y . For simplicity, we assume here a
uniform distribution for Alice’s symbols, meaning pA(x) = pB(y) = 14 . By
using the reduced density matrices ρx(t), corresponding to encoded symbols
x ∈ {0, 1, 2, 3}, we calculate the mutual information to be
I(X : Y ) =
3∑
x=0
1
4
3∑
y=0
p(y|x) log2
p(y|x)
1/4
= 2− 12
{
h2
[
1 + |κA(t)κB(t)|
2
]
+ h2
[
1 + |κB(t)|
2
]}
.
(6.12)
The form of mutual information is similar to the channel capacities in
Eq. (6.5) and (6.6): the presence or absence of revivals of neither measure
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can be deduced directly from the local dynamics. If both |κA(t)κB(t)|
and |κB(t)| are monotonic, so is the mutual information. On the other
hand if |κA(t)κB(t)| and |κB(t)| have simultaneous revivals, also the mutual
information increases at those times. Unlike the BLP measure of non-
Markovianity, mutual information takes both local noises into account, as
expected, since both qubits are needed for superdense coding.
Let us consider a situation when there is no noise on Bob’s qubit and
the duration of Alice’s noise before and after encoding is equal. Now,
|κB(t)| = 1 and Eq. (6.10) shows how the states ρ1(t) and ρ2(t) are fully
recovered by implementing the latter noise on qubit A. The states ρ0(t) and
ρ3(t) still dephase, as they depend on |κA(t)|. Equation (6.12) shows that
even in the worst case when |κA(t)| = 0, this would mean that the mutual
information never decreases below 1.5. On the other hand, if Alice’s qubit is
affected by the noise only before encoding, |κA(t)| = 0 makes ρ0(t) indistin-
guishable from ρ3(t), and ρ1(t) indistinguishable from ρ2(t). Still, the pair
{ρ0(t), ρ3(t)} remains fully distinguishable from the pair {ρ1(t), ρ2(t)}, and
thus I(X : Y ) = 1. Comparison between these two situations shows that
adding the second noise can lead up to 50 percent increase in transmission
efficiency in terms of mutual information.
Unlike the quantum channel capacity, mutual information is not sym-
metric w.r.t. the local dehasing noises. This is a consequence of the asym-
metric roles of the sender and the recipient in the superdense coding pro-
tocol. We note that swapping the initial states of the local frequency en-
vironments has immediate effect in the mutual information: Let κ1(t) and
κ2(t) be two decoherence functions such that |κ1(t)| < |κ2(t)| at some fixed
interaction time t. In the mutual information, both decoherence functions
appear in the first binary enropy, but only Bob’s noise appears in the lat-
ter one. Thus, swapping the local noises makes no difference for the first
binary entropy, so maximizing the second one maximizes I(X : Y ). Since
h2[p] is monotonically decreasing when p ∈
[
1
2 , 1
]
, choosing κA(t) = κ2(t)
and κB(t) = κ1(t) leads to higher mutual information than choosing the
opposite. Interestingly, this means that applying noise on Bob’s ancillary
qubit is more harmful for superdense coding than the same noise on Alice’s
qubit which the encoding unitary is applied to. Similarly, if one wants to
maximize the non-Markovian oscillations in mutual information, the deco-
herence function with more intense oscillations should be affecting Bob’s
qubit.
78 Dynamics of Correlations
6.2 Asymmetry of correlation decay for X states
In the previous section we saw how swapping the locations of local noises has
significant effect on the mutual information between the sent and received
messages in superdense coding. There, the initial state was symmetric
but asymmetry between the roles of Alice and Bob in the protocol led
to different effects for their local noises. Now, we take a complementary
approach to the symmetry of roles of the local noises: we characterize the
symmetric and asymmetric initial two-qubit states leading to symmetric
and asymmetric decay of quantum correlations. We consider entanglement
in terms of concurrence and non-locality in terms of the CHSH Bell function.
We concentrate on a subfamily of two-qubit states known as X states.
The family of X states is all statesX, whose matrix representation w.r.t. the
basis B := {|00〉, |01〉, |10〉, |11〉} is of the form
X =

ρ11 0 0 ρ14
0 ρ22 ρ23 0
0 ρ∗23 ρ33 0
ρ∗14 0 0 ρ44
 . (6.13)
In the vector notation of basis B, we label the first qubit as U and the
latter one as L corresponding to the upper and lower qubit in Fig. 6.2,
respectively.
We say, that a state is swap symmetric if the corresponding density
matrix is invariant under swapping the qubits according to the rule |ij〉 →
|ji〉 for i, j ∈ {0, 1}. An X state X in Eq. (6.13) is symmetric if and only if
ρ22 = ρ33 ∧ ρ23 ∈ R . (6.14)
The conditions in Eq. (6.14) are satisfied for instance by all elements of two
important subclasses of X states, namely Bell-diagonal and Werner states.
We concentrate on one-sided channels, which means that the channel
influences only one of the local qubit states at a time as in Fig. 6.2. We
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(a)
U
L
Φ
(b)
U
L Φ
Figure 6.2: The different noise configurations. Alice sends a two-qubit
system to Bob. Qubits U and L are transmitted through the upper and
lower path, respectively. In (a) and (b) the local noise influences the qubit
U and L, respectively.
denote the one-sided channels affecting qubits U and L by
ΦU (ρ) :=
∑
i
(K ′i ⊗ 1L)ρ(K ′†i ⊗ 1L) , (6.15)
ΦL(ρ) :=
∑
i
(1U ⊗K ′i)ρ(1U ⊗K ′†i ) , (6.16)
respectively. We say that the dynamics of a state ρ is symmetric if ΦU (ρ) =
ΦL(ρ). For pure dephasing channel, given by Kraus operators
√
1− p1, and√
pσ3, we notice that ΦUp (X) = ΦLp (X) for all initial X states X. Thus all
the properties of the system, such as entanglement and Bell function evolve
symmetrically with respect to the location of the noise.
Next we study the conditions leading to symmetric and asymmetric
state dynamics, entanglement decay, and decay of non-locality under the
effects of depolarizing and amplitude damping channels.
6.2.1 Asymmetry in entanglement decay
It has been shown that, for all X states, concurrence can be obtained di-
rectly from the matrix elements as [112]:
C(X) = 2 max
{
0, |ρ23| − √ρ11ρ44, |ρ14| − √ρ22ρ33
}
. (6.17)
One set of Kraus operators for depolarizing channel are K ′1 =
√
p
2 σ1,
K ′2 =
√
p
2 σ2, K
′
3 =
√
p
2 σ3, and K ′4 =
√
1− 3p4 1. Here, the parameter p ∈
[0, 1] quantifies the strength of the channel: if p = 0, the state is not changed
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at all and if p = 1, the channel influences the state as much as it is allowed.
By comparing ΦUp (X) and ΦLp (X) for depolarizing channel Φp with strength
parameter p, it is evident, that the dynamics of a state is symmetric if and
only if ρ11 = ρ44 and ρ22 = ρ33. We note that the symmetry of the state
dynamics is independent of the phase of ρ23, unlike the symmetry of the
initial state, but it requires ρ11 = ρ44 instead. By using Eq. (6.17) we get
the concurrences of the output states as
C(ΦUp (X)) = 2 max
{
0, q|ρ23| − 12
√
(2ρ11 + r31p)(2ρ44 + r24p),
q|ρ14| − 12
√
(2ρ33 + r13p)(2ρ22 + r42p)
}
,
C(ΦLp (X)) = 2 max
{
0, q|ρ23| − 12
√
(2ρ11 + r21p)(2ρ44 + r34p),
q|ρ14| − 12
√
(2ρ22 + r12p)(2ρ33 + r43p)
}
,
(6.18)
where we have denoted
rjk := ρjj − ρkk, q := 1− p . (6.19)
Entanglement decays symmetrically, i.e. C(ΦUp (X)) = C(ΦLp (X)) ∀p ∈
[0, 1], if and only if ρ33 = ρ22 or ρ11 = ρ44. The first condition is necessary
for the symmetry of the initial state, as formulated in Eq. (6.14). Instead
the second one, ρ11 = ρ44, is not. So, the symmetry of entanglement decay
requires neither swap symmetry of the initial state nor symmetry in the
dynamics of the state.
For amplitude damping channels, the Kraus operators can be chosen as
K ′1 =
√
p
2 σ+, and K ′2 =
1+
√
1−p
2 1 +
1−√1−p
2 σ3. Comparison of ΦUp (X) and
ΦLp (X) for amplitude damping channel Φp shows, that the dynamics of a
state is symmetric if and only if X = |11〉〈11|, which is invariant. This
means that the amplitude damping dynamics is symmetric only for one
initial state which is swap symmetric, unlike in the case of depolarizing
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channel. By (6.17), we get the concurrences of the output states as
C(ΦUp (X)) = 2 max
{
0,√q
(
|ρ23| −
√
ρ44(ρ11 + ρ33p)
)
,
√
q
(
|ρ14| −
√
ρ33(ρ22 + ρ44p)
)}
,
C(ΦLp (X)) = 2 max
{
0,√q
(
|ρ23| −
√
ρ44(ρ11 + ρ22p)
)
,
√
q
(
|ρ14| −
√
ρ22(ρ33 + ρ44p)
)}
.
(6.20)
Now entanglement decay is symmetric if and only if ρ33 = ρ22 or ρ44 =
0. The first condition is necessary for the symmetry of the initial state
but the second one, ρ44 = 0, is not related to it. So again, an initially
asymmetric state can lead to symmetric decay of entanglement. Also, initial
states leading to asymmetric state dynamics can have symmetric decay for
entanglement.
6.2.2 Asymmetry in decay of non-locality
For X states, the Bell function BCHSH in Eq. (3.36) becomes
BjCHSH = 2
√
uj1 + max{uj2, uj3} , where
uj1 = 4(|ρ14|+ |ρ23|)2 , uj2 = (r12 + r43)2 , uj3 = 4(|ρ14| − |ρ23|)2 ,
(6.21)
and the superscript j ∈ {U,L} corresponds to the noise location. For short,
we denote BjCHSH,1 = 2
√
uj1 + u
j
2 and B
j
CHSH,2 = 2
√
uj1 + u
j
3.
Next we study the behavior of BCHSH under local depolarizing and
amplitude damping channels and their combinations. As in the case of en-
tanglement, also here we are interested in whether the dynamics of BCHSH
depends on the location of the noise.
For one-sided depolarizing channel, we see that
BUCHSH,1 = BLCHSH,1 = 2q
√
4(ρ14 + ρ23)2 + (r12 + r43)2 ,
BUCHSH,2 = BLCHSH,2 = 4q
√
2(|ρ14|2 + |ρ23|2) .
(6.22)
This means that the effect of depolarizing noise on non-locality of the state
is independent of the location for all X states. Since certain initial states
lead to asymmetric entanglement decay in depolarizing channel, this implies
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Table 6.2: Behavior of entanglement decay (ED) and decay of non-locality
(ND) for different families of initial states.
(a) Depolarizing channel.
ρ22 = ρ33 ρ22 6= ρ33 ∧ ρ22 6= ρ33 ∧ ρ22 6= ρ33 ∧
ρ11 = ρ44 6= 0 ρ11 = ρ44 = 0 ρ11 6= ρ44 = 0
ED Symmetric Symmetric Symmetric Asymmetric
ND Symmetric Symmetric Symmetric Symmetric
(b) Amplitude damping channel.
ρ22 = ρ33 ρ22 6= ρ33 ∧ ρ22 6= ρ33 ∧ ρ22 6= ρ33 ∧
ρ11 = ρ44 6= 0 ρ11 = ρ44 = 0 ρ11 6= ρ44 = 0
ED Symmetric Asymmetric Symmetric Symmetric
ND Symmetric Asymmetric Asymmetric Asymmetric
that non-locality and entanglement behave in different way in terms of
location of the noise.
For one-sided amplitude damping channel, we see that
BUCHSH,1 =2
√
4q(|ρ14|+ |ρ23|)2 +
[
r12 + (2p− 1)r34
]2
, (6.23)
BUCHSH,2 = BLCHSH,2 = 4
√
2q(|ρ14|2 + |ρ23|2) , (6.24)
BLCHSH,1 =2
√
4q(|ρ14|+ |ρ23|)2 +
[
r13 + (2p− 1)r24
]2
. (6.25)
Comparison of Eq. (6.23) and (6.25) shows that whenBCHSH,1 > BCHSH,2,
the location of the noise makes a difference, unlike in the case of depolarizing
channel. We see that BUCHSH,1 = BLCHSH,1 ∀p ∈ [0, 1] if and only if ρ22 =
ρ33 or ρ11 = ρ44 = (ρ22 +ρ33)/2 = 1/4. The first condition is satisfied by all
symmetric initial states, so, as in the case of concurrence, also symmetric
decay of non-locality follows always from symmetric initial state. On the
other hand, the second condition does not require symmetric initial state.
For all initial X states satisfying the second condition, the value of BCHSH
is maximized with the choice ρ11 = ρ22 = ρ33 = ρ44 = |ρ14| = |ρ23| = 1/4.
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For this state we get BCHSH = 2, which is not interesting in the context
of decay of non-locality, since such state is initially local.
In Table 6.2, we summarize our results concerning the symmetry con-
ditions of entanglement and non-locality decay for depolarizing and ampli-
tude damping dynamics. We note, that there are families of initial X states
whose entanglement, or non-locality decay is symmetric or asymmetric for
both channels. There are also some families for which the entanglement
and non-locality have both symmetric or asymmetric decay. The most in-
teresting family of initial states shows absolute lack of hierarchy in the
symmetries of the studied correlation measures: For depolarizing dynam-
ics, the decay of entanglement is asymmetric and the decay of Bell function
is symmetric. Contrary to this, the decay of concurrence is symmetric and
the decay of Bell function asymmetric for the same states in depolarizing
dynamics.
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Chapter 7
Conclusions
This thesis focused on quantum information-centered approaches to open
quantum systems. These two fields coexist in a symbiotic relationship: As
the information carrier in any realistic implementation of quantum infor-
mation protocol interacts with some kind of environment, research of open
quantum systems is essential to minimize the loss of information. On the
other hand, quantifying information has turned out to be fruitful to the
theory of open quantum systems: since memory effects can be interpreted
as information back flow, they can be used to construct more physical def-
initions to quantum Markovianity and non-Markovianity.
In this thesis, we studied the effects of system-environment interac-
tion in open quantum systems as well as information exchange from many
different but complementary perspectives: We studied the conditions of
physicality and memory effects – and how to experimentally implement
non-positive dynamics, often considered non-physical. We derived restric-
tions in reservoir engineering – and showed how to gain full control of the
dynamics. We quantified the information-destroying effect of environment-
induced noise – and explained how to exploit it to gain information about
the environment. We analyzed the damages caused by noise in a quan-
tum communication protocol – and how noise can sometimes be fought
by adding more noise. We showed how loss of information from quantum
system prepared in a symmetric state is sensitive to the noise location in
asymmetric configuration – and when the decay of correlations of asymmet-
ric states is independent of the noise location. Some of these considerations
were purely theoretical, but some could be experimentally implemented
with existing technologies. In two cases, the results were experimentally
tested and verified.
In Chapter 2, we started by recalling some important mathematical def-
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initions and basic structures of Hilbert space quantum mechanics. We also
presented some of the main results in the theory of open quantum systems
concerning the dynamical maps of the system state. In Chapter 3, we dis-
cussed the required information measures and the concept of classical and
quantum Markovianity, connecting open system dynamics to information
in a natural way.
In Chapter 4, we summarized some results of Publications II and V,
characterizing the physicality and memory effects of phase-covariant single
qubit master equations. The phase covariant family contains a large vari-
ety of dynamical maps including both unital, for example pure dephasing
and depolarizing dynamics, and non-unital, such as amplitude damping dy-
namics. We derived the explicit conditions for complete positivity in terms
of the time-dependent decay rates for this complicated class of dynamical
maps. We also derived the necessary and sufficient conditions for different
memory effects to occur. Together, these results allow one to conclude di-
rectly from the decay rates whether the resulting dynamical map will be
completely positive or not and which of the memory effects will occur with-
out explicitly solving the dynamical map or performing the optimizations
for each memory effect. Alternatively, these results give tools to construct
dynamical maps which manifest exactly the desired memory effects at the
wanted times and whose physicality is guaranteed.
Chapter 5 concentrated on probing measurements and reservoir engi-
neering results of Publications III,VII, andVI. We started by defining the
family of α-fidelities for states, which contains the commonly used fidelity
function. We derived an inequality between α-fidelities of pairs of initial
states of the system and environment and the α-fidelity of the evolved sys-
tem states in the open quantum system picture with no initial correlations.
The derived inequality was proven powerful in different applications.
First, we showed how it can be used to develop quantum probing pro-
tocols in situations where the coupling between the probe and the sys-
tem of interest is completely unknown. We demonstrated how the probing
works in an example case of probe qubit interacting with harmonic oscil-
lator in thermal state with unknown frequency and tunable temperature.
This example also showed that the freedom in α-parameter leads to higher
accuracy in probing. We presented and experimentally implemented an in-
formationally incomplete measurement which solves so-called membership
problems w.r.t. α-fidelities. The successful experiment proved two things:
First, experimentally determining the values of α-fidelity needed in our
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probing protocols does not require full tomography. Secondly, it showed
that multi-partite membership problems can be experimentally solved with
informationally incomplete measurements by using the geometric approach
of [64].
Then, we saw how the inequality of α-fidelities can be used to see what
kind of restrictions the closeness of initial environment states corresponding
to known and unknown dephasing dynamics set to the unknown dynamics
as a function of the known decoherence function. If the fidelity between
the environmental states is large enough, these restrictions can be used to
guarantee characteristic properties of the unknown decoherence functions,
namely occurrence of memory effects and coherence trapping. We contin-
ued with dephasing dynamics but went beyond the assumption of initially
uncorrelated system and environment. We showed how precise control of
the initial correlations and the state of the environment gives us full control
over the dephasing dynamics of the polarization qubit and the entanglement
between polarization and frequency. We demonstrated how exploiting the
initial correlations lets us implement and control even non-positive dynam-
ics. These results were experimentally realized and the measurement results
were in good agreement with the theoretical predictions.
Finally, Chapter 6 presented the results of Publications I and IV, con-
sidering memory effects and dynamics of correlations in bipartite systems.
We compared the memory effects in terms of trace distance and channel
capacities in local and independent dephasing dynamics for two qubits.
Then, we studied the effect of polarization dephasing dynamics of Chapter
5 in the mutual information of superdense coding protocol. We noted that
the mutual information depended explicitly on both of the local noises in a
similar way as the channel capacities. Contrary to this, the trace distance
based BLP measure was sensitive to local dynamics and it could detect the
non-Markovianity rising from each of the local maps separately.
We compared the effect of noises on Alice’s and Bob’s qubits in super-
dense coding. When Alice performs the unitary encoding, surprisingly the
noise on Bob’s qubit is more harmful to the transmission efficiency. We
also concluded that if the goal is to maximize oscillations of mutual in-
formation, the more intensively oscillating local dephasing noise should be
implemented on Bob’s qubit. In cases where Bob’s qubit does not expe-
rience any noise, and dephasing noise affects Alice’s qubit only before the
encoding, we notice that implementing identical noise on Alice’s qubit after
the encoding increases the mutual information: even in the worst case of
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complete decoherence, Alice can send 1.5 bits of information in each qubit
transmitted to Bob.
To complete our study of symmetric and asymmetric roles of local
noises, we characterized the classes of so-called X states whose state dy-
namics, loss of entanglement, or decay of non-locality does or does not
depend on the choice of which qubit is exposed to the the noise. We no-
ticed that for any X state the dephasing dynamics does not depend on the
location of the noise, and as a consequence, loss of the studied correlation
measures is independent of the noise location. Contrary to this, the set
of states leading to symmetric or asymmetric dynamics of correlations is
non-trivial for depolarizing and amplitude damping channels. The most
interesting family shows that there cannot exist any hierarchy between the
symmetries of decay of entanglement and non-locality: Under depolarizing
dynamics entanglement decays asymmetrically but non-locality has sym-
metric dynamics w.r.t. the noise location. On the other hand, the results
are completely opposite for amplitude damping channels.
To conclude, we have studied the harmful effects of open system dynam-
ics and how to control or exploit them in many scenarios and for different
purposes. The research can be continued in many directions: Recently,
the BLP non-Markovianity was linked directly to the quantum speed limit
time of amplitude damping channels [113]. It is an open question, if similar
connection exists to other dynamical maps or is BLP the only measure of
non-Markovianity with such link. With our classification of memory effects,
the connection between the quantum speed limit time and different mem-
ory effects of more general phase-covariant dynamics could be studied. In
addition to our α-fidelity, other functions can be used to derive inequalities
which are similar to the one we exploited in quantum probing. Thus, it is
worth studying if other functions would perform better in probing or could
they be easier to handle than α-fidelity. In the probing example, we chose a
single qubit as our probe. Recently, quantum correlated probes have been
proven to be useful in quantum estimation [114]. A natural question rises:
can entangling our probe qubit with some ancillary system lead to tighter
bounds for the unknown parameter?
When controlling the polarization dephasing dynamics, we acquired
very precise control of the system-environment correlations and the initial
environment state. This opens new possibilities to structured and con-
trolled interference. We concentrated on dephasing w.r.t. a fixed direction.
It is left to see how high control of dynamics can be achieved when the de-
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phasing direction is rotated in time. The control of dephasing dynamics can
be extended to multi-photon situations with initial correlations between the
polarization states and frequency states of different photons. Combining
this with rotated dephasing axes could result to versatile control of dy-
namics. Also the dynamics of correlations between different system pairs
could be studied and controlled, as we did for the correlations between
polarization and frequency.
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