The level to which genes are expressed can vary significantly between cell types, developmental time points or disease states. Transcription, the conversion of DNA into RNA, is considered to be the major determinant of gene expression [1] . In general, a gene locus features two key transcriptional regulatory elements: firstly, a core promoter at the transcriptional start site, which recruits RNA polymerase II (Pol II) and initiates transcription [2] . Secondly, one or more enhancers, which can activate their target core promoter from proximal or distal positions and carry most of the regulatory information about transcription levels in different cells [3] .
How enhancers of different strengths activate low or high transcription levels by triggering the production of different numbers of transcripts per minute is still unknown -despite its fundamental importance for gene expression. While there is variation in transcription elongation rates between genes and even within a gene, this cannot account for the vast differences in gene expression levels [4] . Hence, such different production rates must stem from more Pol II molecules initiating transcription. The gene body of highly expressed genes would therefore be densely packed with elongating Pol II in ever more closely spaced intervals. This could be compared to an escalator running at a constant speed yet transporting a different number of people depending on how many step on per minute and how closely they stand together. However, the naïve picture of nicely lined up Pol II molecules that are spaced equidistantly is known to be wrong. Instead, it has become clear that transcription is sporadic, rather than continuous, resulting in bursts of several minutes of mRNA production followed by refractory periods with little or no activity [5] . In our analogy, transcription would rather correspond to an elevator that transports groups of people at one time, followed by times of seeming inactivity.
The role of bursting in transcription regulation has, however, remained less clear. Are bursts mere byproducts of topological stress arising during transcription [5] ? Or do they instead play a more active role in determining gene expression levels? In a recent study reported in Cell [6] , Fukaya, Lim and Levine set out to investigate the relationship between transcription levels and bursting, and how enhancers modulate transcriptional bursts. To measure the influence of enhancer strength on transcriptional bursts, the authors visualized the rate of mRNA production in live Drosophila embryos through the use of reporter mRNAs containing viral RNA hairpins. When combined in vivo with hairpin-binding proteins fused to green fluorescent protein, nascent transcripts and thus transcriptional activity can be observed in real time. The authors show that instead of modulating the total number of transcripts during a singular burst (the burst amplitude), enhancers appear to regulate the burst frequency ( Figure 1 ). Compared to weak enhancers, strong ones cause a target promoter to burst more often, yet with similar amplitudes of the individual bursts, which explained the increase in transcript levels. What is more, the authors show that many aspects of transcription, such as cell-type specificity, enhancer-blocking insulator activity, and different transcription levels resulting from different enhancer-core-promoter distances, seem to be modulated at the level of burst frequency rather than amplitude.
A study published in parallel by Tantale et al. in Nature Communications [7] describes how recruitment of cofactors and general transcription factors (GTFs) might relate to transcriptional bursting. Using a similar approach in human cells, they observe that during transcription of an HIV-1 reporter RNA, convoys of Pol II molecules are released from a promoter, followed by what the authors call nonpermissive periods. Curiously, if the authors deplete subunits of the Mediator, a large protein complex that connects enhancers with Pol II at core promoters, they observe fewer Pol II molecules per convoy, while the time between individual convoys (i.e., the burst frequency) remains constant. This seeming discrepancy between Mediator inhibition [7] and using enhancers of different strengths [6] might reflect different regulatory steps being affected, i.e. Pol II recruitment and initiation versus e.g. Pol II pause release. Even though at much longer time scales, Tantale et al. observe a decrease in burst frequency if they mutate the binding sites for the TFIID subunit TBP. The mutation should deplete TBP and TBP-interacting proteins at the core promoter and thus alter its function to affect the frequency of bursts.
The molecular cause of bursting and how exactly enhancers modulate bursting frequencies remain unknown. The timescales at which bursting occur suggest that the local concentrations of activating and repressing factors might be involved. These concentrations could fluctuate more passively via the residence times of DNA binding proteins [7] or by active protein turnover according to a 'transcription clock' that can create periodic behavior [8] . The propensity of transcription factors to contain proteasome-targeting sequences within their transactivation domains [9] could potentially mediate their turnover. Furthermore, DNA topoisomerase I also localizes to sites of active transcription [10] , where it might modulate transcriptional bursting by releasing the torsional stress introduced during elongation [11] . If the recruitment of topoisomerases was regulated, i.e. if strong enhancers favored their recruitment to active core promoters, torsional stress could be released more frequently, resulting in increased burst frequencies and more effective transcription [11]; or topoisomerases might potentially aid pre-initiation complex assembly [10] . Together, the two papers suggest that bursting is not just passively accompanying transcription but appears actively modulated to achieve different transcription levels. The papers, however, also indicate that bursting cannot be uniquely attributed to either core promoters or enhancers alone, but that it arises from the communication between these elements during active transcription. One data point supporting this notion is that burst frequencies change with transcription levels even in constructs that harbor the same enhancer either upstream or downstream of the same core promoter.
The results discussed so far are intriguing yet all consistent with a long established model of enhancer-corepromoter communication. According to this model enhancer-bound proteins directly contact proteins at target core promoters via DNA looping [3] . Although originally based on experiments done in bacteria [12] , this model has gained further support in Drosophila and other organisms from chromosome conformation capture experiments that find active enhancers in close proximity to potential target promoters [13] . According to this model, transcriptional bursts could stem from unstable interactions in which enhancers dynamically contact and engage with target core promoters and then disengage, leading to the observed alternating pattern of bursts and refractory periods.
This idea, however, is challenged by Fukaya, Lim and Levine's next experiment: they place an enhancer between two convergently transcribed reporter genes that contain the same core promoters, yet can simultaneously be imaged individually. According to a model that involves dynamic looping and direct protein-protein contacts, the authors expected the enhancer to only activate one of the two core promoters at a time (Figure 2A ). This would result in an alternating burst pattern in which the two reporter genes should become active at mutually exclusive times. Surprisingly, the authors observe exactly the opposite: both promoters are typically activated simultaneously, as evidenced by highly coordinated bursting ( Figure 2B ). This suggests that unstable physical contacts Schematic view of genes activated by a weak and a strong enhancer, respectively, and the corresponding transcriptional activity profiles. Fukaya, Lim and Levine [6] report that the overall transcription rates set by different developmental enhancers in the Drosophila embryo correlate with the frequency of transcriptional bursts but not with the burst amplitudes. The number of transcripts per burst is visualized here by the number of Pol II molecules (termed Pol II convoys in Tantale et al. [7] ). Note that Fukaya, Lim and Levine tested enhancers downstream of the reporter genes, leading to a situation in which they are likely traversed by the polymerase convoys. Nonetheless, bursting is equivalently observed when weaker enhancers are placed upstream of the core promoter (Michael Levine, personal communication).
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Dispatches of enhancers and core promoters that dynamically engage and disengage are unlikely the cause of transcriptional bursting.
What if such direct protein-protein contacts are dispensable for productive enhancer-core-promoter communication more generally? The authors propose a model in which higher-order chromatin domains might define regulatory neighborhoods in which enhancers will be in close enough proximity to their target core promoters to influence them. Interestingly, forcing enhancers and core promoters into close proximity indeed increases the frequency of transcriptional bursts in a mammalian system [14] . Such domains could correspond to topologically associating domains (TADs), within which chromatin contacts are more frequent than elsewhere, as for example assessed by chromosome conformation capture (3C) and its variants (e.g. [15] ). Within such domains, transcriptional activation is promiscuous and does not require more specific enhancer-core-promoter contacts [16] and a simple model of diffusion of activating factors could explain the simultaneous activation of two or more target core promoters by a shared enhancer -if the factors are biochemically compatible [17] . The role of the enhancer in this scenario would be to create a high local concentration of activators, likely DNA-binding transcription factors, which in turn would recruit cofactors such as the co-activator p300. It is interesting to speculate whether the local concentrations of transcription regulatory proteins at active enhancers and core promoters are high enough to support the transition of such domains to a liquid-like state resembling non-membrane-bound organelles. Although at a much larger scale, such transitions have been observed for ribonucleoprotein bodies in the cytoplasm [18, 19] and for the nucleolus [20] . Interestingly, transcription factors often harbor repeat-like sequences that might favor aggregation and are typical for proteins involved in such phase transitions, as does Pol II.
In conclusion, the work by Fukaya, Lim and Levine and Tantale et al. highlights how an approach that is different from the methods that are so commonly used to study transcription can challenge established models and allow important insights into fundamental aspects of gene regulation. Probably not: they know quite well that their fear is irrational. And yet, even a simple picture can make them shudder. Knowledge does not help in this case; knowing that the fear is irrational does not make the fear go away. Previous work has pointed at the crucial role of the amygdala in this conflict [1] . Although we know that the fear is irrational, this might not be evident to the amygdala, and thus a person with spider-phobia will avoid spiders at any cost. And the price is high: excessive fear will disrupt their daily routines, limit their work efficiency, and lower their self-esteem [2] . A new study [3] reported in this issue of Current Biology demonstrates a behavioral intervention that may successfully diminish these stubborn fears.
Specific phobias are common and relate to specific objects or situations. They include, but are not limited to, animals, insects, germs, heights, and even medical procedures. About thirteen out of every hundred adults in America will struggle with a phobia at some point in their life [4] . Most phobias are acquired unexpectedly and unconsciously at some point during adolescence or early adulthood. Once acquired, the fear that these memories trigger is remarkably difficult to alter, not least because the neural mechanisms underlying phobia are only partly understood. Exposure therapy, for example, the standard treatment for phobias, works through repeated presentations of the feared object in a safe setting. Rather than erasing the original memory of fear, however, exposure therapy seems to help acquiring a new safe memory alongside the old unsafe memory. Exposure therapy is far from perfect as it cannot entirely prevent the return of the original fear, a phenomenon that Ivan Pavlov [5] discovered decades ago and termed spontaneous recovery. Behavioral therapy would thus benefit immensely from better understanding how to alter acquired fear memories and prevent spontaneous fear recovery.
The act of remembering may render fear memories vulnerable to interference by triggering reconsolidation, whereby memories are in a labile state until their restorage is complete [6] . Pharmacological interventions blocking or interfering with reconsolidation may therefore prevent the return of fear by altering the original memory [7] . Reconsolidation could also be harnessed to strengthen memories [8] and update them with new information [9] [10] [11] . Research in the last two decades has scrutinized the reconsolidation of laboratory-made memories [12] , but can we use reconsolidation to target real-life 
