Abstract: Sum of ratios problem occurs frequently in various areas of engineering practice and management science, but most solution methods for this kind of problem are often designed for determining local solutions. In this paper, we develop a reduced space branch and bound algorithm for globally solving sum of convex-concave ratios problem. By introducing some auxiliary variables, the initial problem is converted into an equivalent problem where the objective function is linear. Then the convex relaxation problem of the equivalent problem is established by relaxing auxiliary variables only in the outcome space. By integrating some acceleration and reduction techniques into branch and bound scheme, the presented global optimization algorithm is developed for solving these kind of problems. Convergence and optimality of the algorithm are presented and numerical examples taken from some recent literature and MINLPLib are carried out to validate the performance of the proposed algorithm.
Introduction
Fractional programming occurs frequently in a variety of economic, industrial and engineering problems [1] . It is one of the most topical and useful elds in nonconvex optimization and many intensive and systematical researches have been done on fractional programming since the seminal works by Charnes and Cooper [2, 3] . Sum of ratios problem SRP is a special case of optimization among fractional programming [4, 5] , as a generalization of linear fractional programming which optimizes sum of linear ratios, the SRP has a broad range of applications. Included among those, are clustering problems [6] , transportation planning [7] , multistage stochastic shipping [8] , nance and investment [9] , and layered manufacturing problems [10, 11] , to name but a few. The reader is referred to a survey [12] and a bibliography [13] to nd many other applications. In this paper, we focus on the following sum of ratios problem:
where each coe cient δ i is a real number, functions φ i (x), −ψ i (x), i = , , . . . , p, h j (x), j = , , . . . , m are all convex (hence continuous). Furthermore, we assume that ψ i (x) ≠ , ∀x ∈ X. By the continuity of the denominators, we know that ψ i (x) must satisfy ψ i (x) > or ψ i (x) < . Based on the discussion in [14] and for the sake of simplicity, we only need to consider a special case of the SRP, that is, the numerator and the denominator of each ratio in the objective function of the SRP satis es the following condition:
The SRP has attracted the interest of quite a lot of researchers and practitioners for many years which is at least in part due to the di culty associated with the existence of multiple local solution that are not optimally global. Actually, Charnes and Cooper have proved that the optimization of a single linear ratio is equivalent to a linear program and hence it can be solved in polynomial time [2, 15] . But this is not true for the SRP where the objective function is a sum of p (p ≥ ) nonlinear (even linear) ratios, due to some inherent di culties, there are many theoretical and computational challenge for nding the global optimizer of the SRP. During the past several years, some feasible algorithms have already been proposed for the SRP and its special forms, for instance, Konno et al. presented a parametric simplex method and an e cient heuristic algorithm for globally solving the sum of linear fractional problems and its special case [17, 18] , but their algorithm can only solve sum of linear ratios, and the problem must have three ratios. Falk and Palocasy put forward an approach based on the image space analysis for globally solving sum of a ne ratios problem [19] , wherein they identify classes of nonconvex problems involving either sums or products of ratios of linear terms which may be treated by analysis in a transformed space. In each class, the image space is de ned by a mapping which associates a new variable with each original ratio of linear terms. In the image space, optimization is easy in certain directions, and the overall solution may be realized by sequentially optimizing in these directions, this algorithm has good performance, but the problem they considered can only have linear constraints; Pei and Zhu present a branch and bound algorithm by converting it into a D.C programming [20] , their algorithm performs well when the number of variables is not so big. In addition to this, Shen and Wang developed two kinds of branch-reduction-bound algorithms for sum of linear ratios problem [21, 22] , both of these branch and bound algorithms branch in the variable space, with the increase of the number of variables, the performance of the algorithm will decline sharply; Jiao and Liu presented a practical outcome space branch and bound algorithm for globally maximizing sum of linear ratios problem [14] , this algorithm can e ectively solve the sum of linear ratios problem with quite a lot of variables, but the branch operation occurs in the outcome space of the reciprocal of the denominator. Despite these various contributions, however, there is still no decisive method for globally solving general sum of ratios problem and thus e cient solution method for SRP is still an open issue. In this study, we will present a reduced space branch and bound algorithm with practical accelerating techniques according to some properties (concavity, convexity and continuity) of the objective and constraint functions in SRP. The attractive properties of this algorithm is mainly embodied in the following three aspects. First, the problem we considered is more general and extensive than that in most of the above literatures. Second, the relaxation operation we used is quite concise and practical, the adapted subdivision and range reduction technique carried out in the outcome space can sharply reduce the number of nodes in the branching tree so as the execution e ciency of the algorithm is signi cantly improved. Finally, the global convergence property is proved and some numerical experiment and a random test is performed to illustrate the feasibility and robust property.
The remainder of this paper is organized in the following way. The next section shows how to construct the equivalent problem EP and the convex relaxation programming of the EP according to the concavity and convexity of the objective and constraint functions in SRP. The condensing, branching and bounding operations of the new algorithm are established in Section 3. The detailed statement and the global convergence property of the presented algorithm is put forward in Section 4. Section 5 is devoted to a report of computational comparison between our algorithm and some of the other algorithms that exist in the literature. Some concluding remarks are proposed in the last section.
Equivalent problem and relaxation programming
In this section, we will rst transform the problem SRP into an equivalent problemEP by associating each ratio in the objective function in SRP with an additional variable which we call the outcome variable, and then our focus will be shifted to nd the global optimal solution of the EP. By utilizing the special structure of the EP, a concise convex relaxation programming for the EP will be introduced with which we only need to branch in a reduced outcome space and at the same time, a new upper bound and lower bound of the optimal value will be obtained simultaneously at each iteration, so as to greatly reduce the workload of the calculation.
. Equivalent problem
To solve the problem, we will rst transform the SRP into an equivalent problem EP, where the objective function is linear and the constraint functions possess a special structure which is bene cial for constructing convex relaxing programming problems. To explain how such a reformulation is possible, we rst introduce p auxiliary variables t i , i = , ⋯, p, and for de niteness and without loss of generality, we assume that i)
note that we can obtain the values of d i , l i and u i easily by utilizing the convexity and concavity of the numerators and denominators and clearly we know that ≤ l i ≤ u i . Next, we consider the following equivalent problem EP:
where
. . , p} is called an outcome space corresponding to the feasible region of SRP, and soon we will show that problems SRP and EP are equivalent in the sense of the following theorem. 
Proof. Assume x * ∈ R n is a global optimal solution for the SRP, let
) ∈ R n+p is a feasible solution for the EP, according the optimality of x * in the SRP, we know that, for each
In addition, if (x, t) is a feasible solution to the EP, we can obtain
From the above conclusion (2) and (3), we know that (x * , t * ) ∈ R n+p is a global optimal solution for the EP.
Conversely, if (x * , t * ) ∈ R n+p is a global optimal solution for the EP, we rst prove that
If otherwise, according the feasibility of (x * , t * ), one of the following two conclusions
), it is a contradiction to the optimality of (x * , t * ), hence we have
and by the optimality of (x * , t * ), we have
that is to say, x * is the global optimal solution of SRP, and this completes the proof.
For solving problem SRP, according to the conclusion of Theorem 2.1, we only need to consider how to solve problem EP. To this end, we will make full use of the structure of the EP to establish the convex or linear relaxation problem of the EP for designing the presented algorithm. To keep things simple, we only consider the linear situation (case ii)), it can be easily extended to the nonlinear circumstances that satisfy condition i).
. Relaxation technique
In this part, we concentrate on how to construct the linear relaxation programming problem of the EP on assumption that all functions appeared in the SRP are linear. Note that the objective function of problem EP is already a linear function, so we only need to consider the bilinear constraints. For simplicity, we denote D as the rectangle region generated by the branching operation, where
and F is a subset of the feasible region which appears in the branch operation, then we can put forward an approach for generating a linear underestimating function of the constraint function for problem EP, which is given by the following Theorem 2.1.
then we have: (i) The functionc i (t) is a lower bounding function for c i (t) over the region F × D. (ii) Functionc i (t) will approximate each c i
So the conclusion (i) holds.
(ii) For any (x, t) ∈ F × D, by the de nition of c i (t) andc i (t), we have (5), it is easy to see that
Thus the proof is complete.
Therefore, according to the above discussion, we can obtain the linear relaxation programming problem REP D corresponding to the outcome space D of EP D as follows:
wherec i (t) is de ned by (5), and from now on, we will use the symbol EP D to express the problem EP corresponding to the outcome space D, and in the rest of this paper, any symbol similar to this should be understood in the same meaning. Based on the construct process of the REP D , it is not hard to nd that every feasible solution for EP D is also a feasible solution of the REP D , but its optimal value is not less than that of the REP D , thus the REP D can provide a valid lower bound for the optimal value of problem EP D and problem REP D will approximate the EP D as max 
Key operations for algorithm design
To present the reduced space branch and bound algorithm for solving the SRP, we will describe three fundamental operations: branching, condensing and bounding, in this section.
. Branching operation
In this paper, we adopt the so-called adapted partition technique to subdivide the initial box D into subboxes. The adapted partition operation performs in a reduced outcome space associated with problem EP other than n−dimensional variable space, this is the place where is di erent from the general branch and bound algorithm performed in variable space. For any subset D = {t ∈ R p l i ≤ t i ≤ u i } ⊂ D , the speci c division procedure is given as follows. 
Partition regulation
and
Thus, region D is divided into two new hyper-rectangles D ′ and D ′′ . It can be seen from the above partition regulation that only the p−dimensional outcome space is partitioned in the algorithm, the n−dimensional variable space was never divided, this is just the place where our algorithm is di erent from the usual branch and bound algorithm, and immediately, we will see that this operation will make the algorithm quite e cient for special scaled problem where the number of the ratios in the objective function is far less than that of the variables.
. Condensing and bounding technique
For any rectangle D k ⊂ D generated by the branching operation in the k-th iteration, the condensing operation consists in reducing the current partition still of interest by incising the part which does not contain the global optimal solution for problem SARP D ; The bounding operation aims at estimating an upper and (or) lower bound of the optimal objective value of the EP and removing the subregion which doesn't have further research value.
In the k-th iteration, rst, we solve the linear relaxation programming problem REP D k , assume the optimal
, we can obtain a feasible solution (x k ,t k ) for problem (EP D ), and of course, the objective value of (x k ,t k ) is an upper bound for the optimal value of the (EP D ); Further more, the optimal value of the REP D k is a lower bound of the objective value of (EP D k ), and the smallest optimal value of all subproblem in the k-th iteration is a lower bound for the optimal value of the (EP D ). Assume that f is the best upper bound of the optimum of the REP D known so far, then the condensing technique can be described in the form of the following theorem: 
Proof. (i)The conclusion is obvious, here is omitted.
(ii) For simplicity's sake, we denote
Since f k min ≤ f , then for each j ∈ { , , ⋯, T}, and (x, t) ∈ M k , we have
therefore, D k doesn't contain the global optimal solution for the (EP D ), and it can be incised.
In the same way, when j ∈ {T + , T + , ⋯, p}, we have
doesn't contain the global optimal solution of the (EP D ), and it will be incised in the algorithm.
By Theorem 3.1, the condensing operation can cut away a large part of current region in which the optimal solution doesn't exist, so the rapid growth of the branching node can be suppressed from iteration to iteration. Additionally, unlike a normal branch and bound algorithm, the branching method used in this study can adjust the ratio of the partitions measurement by adopting di erent ratios, and thus the convergent speed of the algorithm can be enhanced.
Algorithm statement and convergence analysis
Based upon the above results and technique, the basic steps of the reduced space branch and bound algorithm associated with e cient accelerating techniques for globally solving the SRP will be summarized in this section.
. Algorithm statement
By integrating the condensing technique and partition skills into the reduced space branch and bound scheme, the presented algorithm for the SRP can be described as follows.
Step 0 (Initialization). Set the convergence precision ≥ , iteration counter k = and the partition ratio α ∈ [ , ] . Compute the values of l i , u i , for each i = , , ⋯, p, then detemine the optimal solution (x , t ) and optimal value f min by solving the linear relaxation programming problem REP D . Let
, and x * , f are the optimal solution and the optimal vale of the SRP, respectively; otherwise, set F = φ, k = , D = D , the set of all partitions still of interest Θ k = {D }, then turn to step 1.
Step 1 (Condensing). For each rectangle D k ⊂ D, incising the invalid part by the condensing technique described in section 3.2, substitute D k with the remaining partition.
Step 2 (Branching). Subdivide region D k into two new regions D k and D k according to the ratio partition rule, express the collection of new partitions asD k .
Step 3 (Bounding). Obtain optimal solutions (x kν , t kν ) and optimal values f kν max , with ν ∈ { , }, respectively, by solving problems REP D k . Then let
and update the upper bound by setting f = min{f , g(t * ν )}, and let x * be the feasible solution with the best objective value currently known. If f kν min > f , delete the node associated with
x * , f are the optimal solution and the optimal vale of the SRP, respectively; else, update the lower bound by setting f min = min{f kν min }.
Step 4 (Optimality test). If f − f ≤ , the algorithm can stop, at the same time, we can conclude that x * and f are the −global minimizer and minimum for the SRP, respectively. Otherwise, let k = k + and return to step 1.
. Convergence analysis
In this section, we illustrate the convergence property of the algorithm by the following theorem. Proof. If the algorithm terminates at the k-th iteration, upon termination criteria, it follows that f − f ≤ . From step 0 and step 3 in the algorithm, a feasible solution x k can be found to satisfy the following relation
, where f opt is the optimal value for the (EP D ). Thus, taken the above relations together, it implies that
we can conclude that x k is the optimal solution for the (EP D ), and of course also for the SRP.
If the algorithm is in nite and via solving the REP D k , generates an in nite feasible solution sequence 
by the continuity of φ i (x) and ψ i (x). Also, according to the branching regulation described before, we know that
by (6) and (7), therefore (x * , t * ) is also a feasible solution for the (EP D ). Further more, since the lower bound sequence f k for the optimal value is increasing and lower bounded by the optimal value f opt in the algorithm, so combining the continuity of g(t), we have
).
That is, (x * , t * ) is an optimal solution for the (EP D ), and of course x * is an optimal solution for the SRP according to the equality of problems SRP and (EP D ), therefore completing the proof.
Numerical experiments
To test the proposed algorithm in e ciency and solution quality, we performed some computational examples on a personal computer containing an Intel Core i5 processor of 2.40 GHz and 4GB of RAM. The code base is written in Matlab 2014a and interfaces LINPROG for the linear relaxation subproblems and CVX for the convex relaxation subproblems.
We consider some numerical examples in recent literatures [14, [20] [21] [22] [23] [24] [25] [26] , and a randomly generated test problem to verify the performance of the algorithm. The numerical test and results are listed as follows.
Example 5.1 ([23]).
max
Example 5.2 ([14, 22, 23] ).
Example 5.4 ([21])
.
Example 5.5 ([14, 24] ).
Example 5.6 ([20, 23] ).
Example 5.7 ([14, 24] ).
where b = ( . , . , − . , . , . , . , . , . , . , − . , − . , − . , . , − . , . )
, . , . , . , − . , . , − . , . , . , − . ), r = . c = ( . , . , . , . , . , − . , − . , − . , − . , . , . , . ), r = . c = (− . , . , . , . − . , . , . , − . , . , . , . , . ), r = . c = (− . , . , . , . − . , − . , . , . , . , . , − . , . ), r = . c = ( . , − . , . , . − . , − . , . , − . , − . , . , . , − . ), r = . d = (− . , − . , − . , − . , . , . , . , − . , . , . , − . , . ), s = . d = ( . , . , − . , . , . − . , . , . , − . , . , − . , . ), s = . d = ( . , − . , . , − . , − . , . , − . , − . , . , . , − . , . ), s = . d = ( . , . , − . , . , . , . , . , − . , − . , − . , . , − . ), s = . d = ( . , . , − . , . , . , − . , . , − . , − . , . , − . , − . ), s = .
Example 5.8 ([25]).
⎧
Example 5.10 (Random test).
where the elements of the matrix = ( . , . , . , .
The computational results in Table 2 and Table 3 indicate that our algorithm has good performance, and is e ective for special relatively large-scale optimization problems where the number of ratios in the objective function is not so large. Meanwhile, we nd that, the average number of iterations and subproblems that need to be solved by the algorithm and the average CPU time do not substantially increase as the size of the problem becomes large. Based on the result of the above numerical examples, our algorithm is quite robust and e cient and so it can be used successfully to solve the sum of a ne ratios problem SRP. , ) . ( , , ) . ( , , ) . ( , , ) . ( , , ) . ( , , ) . ( , , ) . ( , , ) . ( , , ) . ( , , ) .
Concluding remarks
In this paper, a new kind of branch and bound optimization algorithm is presented for globally solving a class of sum of ratios problem. The algorithm is divided into three steps. First, the original problem is tactfully reformulated into an equivalent problem coupled with an outcome space, then the convex relaxation programming is established by utilizing the lower and upper bound of the auxiliary variables. At last, a new condensing operation based on the lower bound of the optimal value is presented for inciting the whole or a 
