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Resumen: Este art´ıculo presenta un nuevo me´todo totalmente automa´tico de
construccio´n de bases de conocimiento muy densas y precisas a partir de recur-
sos sema´nticos preexistentes. Ba´sicamente, el me´todo usa un algoritmo de Inter-
pretacio´n Sema´ntica de las palabras preciso y de amplia cobertura para asignar el
sentido ma´s apropiado a grandes conjuntos de palabras de un mismo to´pico que han
sido obtenidas de la web. KnowNet, la base de conocimiento resultante que conecta
grandes conjuntos de conceptos sema´nticamente relacionados es un paso importante
hacia la adquisicio´n automa´tica de conocimiento a partir de corpus. De hecho,
KnowNet es varias veces ma´s grande que cualquier otro recurso de conocimiento
disponible que codifique relaciones entre sentidos, y el conocimiento que KnowNet
contiene supera cualquier otro recurso cuando es emp´ıricamente evaluado en un
marco multilingu¨e comu´n.
Palabras clave: Bases de Conocimiento de amplia cobertura, Interpretacio´n
Sema´ntica de las Palabras, Adquisicio´n de Conocimiento.
Abstract: This paper presents a new fully automatic method for building highly
dense and accurate knowledge bases from existing semantic resources. Basically,
the method uses a wide-coverage and accurate knowledge-based Word Sense Dis-
ambiguation algorithm to assign the most appropriate senses to large sets of topi-
cally related words acquired from the web. KnowNet, the resulting knowledge-base
which connects large sets of semantically-related concepts is a major step towards
the autonomous acquisition of knowledge from raw corpora. In fact, KnowNet is
several times larger than any available knowledge resource encoding relations be-
tween synsets, and the knowledge KnowNet contains outperform any other resource
when is empirically evaluated in a common multilingual framework.
Keywords: Large-Scale Knowledge Resources, Word Sense Disambiguation,
Knowledge Acquisition
1 Introduction
Using large-scale knowledge bases, such as
WordNet (Fellbaum, 1998), has become a
usual, often necessary, practice for most cur-
rent Natural Language Processing (NLP)
systems. Even now, building large and rich
enough knowledge bases for broad–coverage
semantic processing takes a great deal of
expensive manual effort involving large re-
search groups during long periods of de-
velopment. In fact, hundreds of person-
years have been invested in the development
of wordnets for various languages (Vossen,
1998). For example, in more than ten years
of manual construction (from 1995 to 2006,
that is from version 1.5 to 3.0), WordNet
grew from 103,445 to 235,402 semantic re-
lations(Symmetric relations are counted only
once). But this data does not seems to be
rich enough to support advanced concept-
based NLP applications directly. It seems
that applications will not scale up to work-
ing in open domains without more detailed
and rich general-purpose (and also domain-
specific) semantic knowledge built by au-
tomatic means. Obviously, this fact has
severely hampered the state-of-the-art of ad-
vanced NLP applications.
However, the Princeton WordNet (WN) is
by far the most widely-used knowledge base
(Fellbaum, 1998). In fact, WordNet is be-
ing used world-wide for anchoring different
types of semantic knowledge including word-
nets for languages other than English (Atse-
rias et al., 2004), domain knowledge (Magnini
and Cavaglia`, 2000) or ontologies like SUMO
(Niles and Pease, 2001) or the EuroWord-
Net Top Concept Ontology (A´lvez et al.,
Procesamiento del lenguaje Natural, nº 41 (2008), pp. 121-128 recibido 7-05-2008; aceptado 16-06-2008
ISSN: 1135-5948 © 2008 Sociedad Española para el procesamiento del Lenguaje Natural
2008). It contains manually coded informa-
tion about English nouns, verbs, adjectives
and adverbs and is organized around the no-
tion of a synset. A synset is a set of words
with the same part-of-speech that can be in-
terchanged in a certain context. For exam-
ple, <party, political party> form a synset
because they can be used to refer to the same
concept. A synset is often further described
by a gloss, in this case: “an organization to
gain political power” and by explicit seman-
tic relations to other synsets.
Fortunately, during the last years the re-
search community has devised a large set of
innovative methods and tools for large-scale
automatic acquisition of lexical knowledge
from structured and unstructured corpora.
Among others we can mention eXtended
WordNet (Mihalcea and Moldovan, 2001),
large collections of semantic preferences ac-
quired from SemCor (Agirre and Martinez,
2001; Agirre and Martinez, 2002) or acquired
from British National Corpus (BNC) (Mc-
Carthy, 2001), large-scale Topic Signatures
for each synset acquired from the web (Agirre
and de Lacalle, 2004) or knowledge about
individuals from Wikipedia (Suchanek, Kas-
neci, and Weikum, 2007). Obviously, all
these semantic resources have been acquired
using a very different set of processes, tools
and corpora. As expected, each semantic
resource has different volume and accuracy
figures when evaluated in a common and
controlled framework (Cuadros and Rigau,
2006).
However, not all these large-scale re-
sources encode semantic relations between
synsets. In some cases, only relations
between synsets and words have been
acquired. This is the case of the Topic
Signatures acquired from the web (Agirre
and de Lacalle, 2004). This is one of the
largest semantic resources ever build with
around one hundred million relations be-
tween synsets and semantically related words
(http://ixa.si.ehu.es/Ixa/resources/sensecorpus).
A knowledge net or KnowNet (KN), is
an extensible, large and accurate knowledge
base, which has been derived by semanti-
cally disambiguating small portions of the
Topic Signatures acquired from the web. Ba-
sically, the method uses a robust and ac-
curate knowledge-based Word Sense Disam-
biguation algorithm to assign the most ap-
propriate senses to the topic words associ-
Knowledge Resources #relations
Princeton WN3.0 235,402
Selectional Preferences from SemCor 203,546
eXtended WN 550,922
Co-occurring relations from SemCor 932,008
New KnowNet-5 231,163
New KnowNet-10 689,610
New KnowNet-15 1,378,286
New KnowNet-20 2,358,927
New KnowNet-5 (es) 144,493
New KnowNet-10 (es) 447,317
New KnowNet-15 (es) 922,256
New KnowNet-20 (es) 1,606,893
Table 1: Number of synset relations
ated to a particular synset. The resulting
knowledge-base which connects large sets of
topically-related concepts is a major step to-
wards the autonomous acquisition of knowl-
edge from raw text.
Table 1 compares the different vol-
umes of semantic relations between synset
pairs of available knowledge bases and
the newly created KnowNets in En-
glish and its ported relations to Spanish
(es)(These KnowNet versions are available
at http://adimen.si.ehu.es).
Variying from five to twenty the number
of processed words from each Topic Signa-
ture, we created automatically four different
KnowNets with millions of new semantic re-
lations between synsets. In fact, KnowNet is
several times larger than WordNet, and when
evaluated empirically across languages, the
knowledge it contains outperforms any other
semantic resource.
After this introduction, section 2 describes
the Topic Signatures acquired from the web.
Section 3 presents the approach we followed
for building highly dense and accurate knowl-
edge bases from the Topic Signatures. In sec-
tion 4, we present the evaluation framework
used in this study and we describe the re-
sults when evaluating in a multilingual frame-
work different versions of KnowNet for En-
glish and Spanish. Finally, section 5 presents
some concluding remarks and future work.
2 Topic Signatures
Topic Signatures (TS) are word vectors re-
lated to a particular topic (Lin and Hovy,
2000). Topic Signatures are built by re-
trieving context words of a target topic from
large corpora. In our case, we consider word
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tammany#n 0.0319
federalist#n 0.0315
whig#n 0.0300
missionary#j 0.0229
Democratic#n 0.0218
nazi#j 0.0202
republican#n 0.0189
constitutional#n 0.0186
conservative#j 0.0148
socialist#n 0.0140
Table 2: TS of party#n#1 (first 10 out of
12,890 total words)
senses as topics. Basically, the acquisition of
TS consists of a) acquiring the best possible
corpus examples for a particular word sense
(usually characterizing each word sense as a
query and performing a search on the cor-
pus for those examples that best match the
queries), and then, b) building the TS by se-
lecting the context words that best represent
the word sense from the selected corpora.
The Topic Signatures acquired from the
web (hereinafter TSWEB) constitutes one of
the largest semantic resource available with
around 100 million relations (between synsets
and words) (Agirre and de Lacalle, 2004). In-
spired by the work of (Leacock, Chodorow,
and Miller, 1998), TSWEB was constructed
using monosemous relatives from WN (syn-
onyms, hypernyms, direct and indirect hy-
ponyms, and siblings), querying Google and
retrieving up to one thousand snippets per
query (that is, a word sense), extracting the
salient words with distinctive frequency us-
ing TFIDF. Thus, TSWEB consist of a large
ordered list of words with weights associated
to each of the polysemous nouns of WN1.6.
The number of constructed topic signatures
is 35,250 with an average size per signature of
6,877 words. When evaluating TSWEB, we
used at maximum the first 700 words while
for building KnowNet we used at maximum
the first 20 words.
For example, table 2 presents the first
words (lemmas and part-of-speech) and
weights of the Topic Signature acquired
for party#n#1(This format stands for
word#pos#sense).
3 Building highly connected and
dense knowledge bases
We acquired by fully automatic means highly
connected and dense knowledge bases by dis-
ambiguating small portions of the Topic Sig-
natures obtained from the web, increasing the
total number of semantic relations from less
than one million (the current number of avail-
able relations) to millions of new and accu-
rate semantic relations between synsets. We
applied a knowledge–based all–words Word
Sense Disambiguation algorithm to the Topic
Signatures for deriving a sense vector from
each word vector.
3.1 SSI-Dijkstra
We have implemented a version of the Struc-
tural Semantic Interconnections algorithm
(SSI), a knowledge-based iterative approach
to Word Sense Disambiguation (Cuadros and
Rigau, to appear 2008). The SSI algorithm
is very simple and consists of an initialization
step and a set of iterative steps (Navigli and
Velardi, 2005).
Given W, an ordered list of words to be
disambiguated, the SSI algorithm performs
as follows. During the initialization step, all
monosemous words are included into the set
I of already interpreted words, and the poly-
semous words are included in P (all of them
pending to be disambiguated). At each step,
the set I is used to disambiguate one word
of P, selecting the word sense which is closer
to the set I of already disambiguated words.
Once a sense is selected, the word sense is re-
moved from P and included into I. The algo-
rithm finishes when no more pending words
remain in P.
Initially, the list I of interpreted words
should include the senses of the monosemous
words in W, or a fixed set of word senses (If
no monosemous words are found or if no ini-
tial senses are provided, the algorithm could
make an initial guess based on the most prob-
able sense of the less ambiguous word of W).
However, when disambiguating a TS of a
word sense s (for instance party#n#1), the
list I already includes s.
In order to measure the proximity of
one synset to the rest of synsets of I, we
use part of the knowledge already avail-
able to build a very large connected graph
with 99,635 nodes (synsets) and 636,077
edges. This graph includes the set of di-
rect relations between synsets gathered from
WordNet and eXtended WordNet. On that
graph, we used a very efficient graph library,
BoostGraph(http://www.boost.org) to com-
pute the Dijkstra algorithm. The Dijkstra al-
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gorithm is a greedy algorithm for computing
the shortest path distance between one node
an the rest of nodes of a graph. In that way,
we can compute very efficiently the shortest
distance between any two given nodes of a
graph. We call this version of the SSI algo-
rithm, SSI-Dijkstra.
SSI-Dijkstra has very interesting proper-
ties. For instance, always provides the min-
imum distance between two synsets. That
is, the algorithm always provides an answer
being the minimum distance close or far. In
contrast, the original SSI algorithm not al-
ways provides a path distance because it de-
pends on a predefined grammar of semantic
relations. In fact, the SSI-Dijkstra algorithm
compares the distances between the synsets
of a word and all the synsets already inter-
preted in I. At each step, the SSI-Dijkstra
algorithm selects the synset which is closer
to I (the set of already interpreted words).
Furthermore, this approach is completely
language independent. It could be repeated
for any language having words connected to
WordNet (for instance, Spanish).
3.2 Building KnowNet
We developed KnowNet (KN), a large-scale
and extensible knowledge base by applying
SSI-Dijkstra to each topic signature from
TSWEB.
We have generated four different versions
of KnowNet applying SSI-Dijkstra to only
the first 5, 10, 15 and 20 words for each TS.
SSI-Dijkstra used only the knowledge present
in WordNet and eXtended WordNet which
consist of a very large connected graph with
99,635 nodes (synsets) and 636,077 edges (se-
mantic relations).
We generated each KN by applying the
SSI-Dijkstra algorithm to the whole TSWEB
(processing the first words of each of the
35,250 topic signatures). For each TS, we
obtained the direct relations from the topic
(a word sense) to the disambiguated word
senses of the TS (for instance, party#n#1 –
> federalist#n#1), but also the indirect rela-
tions between disambiguated words from the
TS (for instance, federalist#n#1 –> repub-
lican#n#1). Finally, we removed symmetric
and repeated relations.
Table 3 shows the percentage of the over-
laping between each KnowNet with respect
the knowledge contained into WordNet and
eXtended WordNet, the total number of re-
KB WN+XWN #relations #synsets
KN-5 3.2% 231,164 39,837
KN-10 5.4% 689,610 45,770
KN-15 7.0% 1,378,286 48,461
KN-20 8.6% 2,358,927 50,705
Table 3: Size and percentage of overlap-
ping relations between KnowNet versions and
WN+XWN
lations and synsets of each resource. For in-
stance, only an 8,5% of the total relations
included into WN+XWN are also present in
KnowNet-20. This means that the rest of re-
lations from KnowNet-20 are new. As ex-
pected, each KnowNet is very large, rang-
ing from hundreds of thousands to millions
of new semantic relations among increasing
sets of synsets.
4 Evaluation framework
In order to empirically establish the rela-
tive quality of these new semantic resources,
we used the evaluation framework of task 16
of SemEval-2007: Evaluation of wide cover-
age knowledge resources (Cuadros and Rigau,
2007).
All knowledge resources are evaluated on
a WSD task. In particular, in section 4.5 we
used the noun-set of Senseval-3 English Lex-
ical Sample task which consists of 20 nouns
and in section 4.6 we used the noun-set of
the Senseval-3 Spanish Lexical Sample task
which consists of 21 nouns. For Spanish, the
MiniDir dictionary was specially developed
for the task. Most of the MiniDir word senses
have links to WN1.5 (which in turn are linked
by the MCR to the Spanish WordNet (Atse-
rias et al., 2004)). All performances are eval-
uated on the test data using the fine-grained
scoring system provided by the organizers.
We use the noun-set only because TSWEB
is available only for nouns, and the English
Lexical Sample uses the WordSmyth dictio-
nary (Mihalcea, T.Chlovski, and A.Killgariff,
2004) as a sense repository for verbs instead
of WordNet.
Furthermore, trying to be as neutral as
possible with respect to the resources studied,
we applied systematically the same disam-
biguation method to all of them. Recall that
our main goal is to establish a fair compar-
ison of the knowledge resources rather than
providing the best disambiguation technique
for a particular knowledge base. All knowl-
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edge bases are evaluated as topic signatures.
That is, word vectors with weights associated
to a particular synset which are obtained by
collecting those word senses appearing in the
synsets directly related to the topics. This
simple representation tries to be as neutral as
possible with respect to the resources used.
A common WSD method has been ap-
plied to all knowledge resources. A simple
word overlapping counting is performed be-
tween the topic signature representing a word
sense and the test example (We also consider
those multiword terms appearing in WN).
The synset having higher overlapping word
counts is selected. In fact, this is a very sim-
ple WSD method which only considers the
topical information around the word to be
disambiguated. Finally, we should remark
that the results are not skewed (for instance,
for resolving ties) by the most frequent sense
in WN or any other statistically predicted
knowledge.
4.1 KnowNet Evaluation
We evaluated KnowNet using the same
framework explained in section 4. That is,
the noun part of the test set from the En-
glish and Spanish Senseval-3 lexical sample
tasks.
4.2 English Baselines
We have designed a number of baselines in or-
der to establish a complete evaluation frame-
work for comparing the performance of each
semantic resource when evaluated on the En-
glish WSD task.
RANDOM: For each target word, this
method selects a random sense. This baseline
can be considered as a lower-bound.
SEMCOR-MFS: This baseline selects
the most frequent sense of the target word
in SemCor.
WN-MFS: This baseline is obtained by
selecting the most frequent sense (the first
sense in WN1.6) of the target word. WordNet
word-senses were ranked using SemCor and
other sense-annotated corpora. Thus, WN-
MFS and SemCor-MFS are similar, but not
equal.
TRAIN-MFS: This baseline selects the
most frequent sense in the training corpus of
the target word.
TRAIN: This baseline uses the training
corpus to directly build a Topic Signature us-
ing TFIDF measure for each word sense and
selecting at maximum the first 450 words.
Note that in WSD evaluation frameworks,
this is a very basic baseline. However, in our
evaluation framework, this ”WSD baseline”
could be considered as an upper-bound. We
do not expect to obtain better topic signa-
tures for a particular sense than from his own
annotated corpus.
4.3 Spanish Baselines
As well as for English, we have designed
a number of baselines in order to establish
a complete evaluation framework for com-
paring the performance of each semantic re-
source when evaluated on the Spanish WSD
task.
RANDOM: For each target word, this
method selects a random sense. Again, this
baseline can be considered as a lower-bound.
Minidir-MFS: This method selects the
most frequent sense (the first sense in Mini-
dir) of the target word. Since Minidir is
a special dictionary built for the task, the
word-sense ordering corresponds to their fre-
quency in the training data. Thus, for Span-
ish, Minidir-MFS is equal to TRAIN-MFS.
TRAIN: This baseline uses the training
corpus to directly build a Topic Signature us-
ing TFIDF measure for each word sense. As
for English, this baseline can be considered
as an upper-bound of our evaluation.
Note that the Spanish WN do not en-
codes word-sense frequency information and
for Spanish there is no all-words sense tagged
corpora available of the style of Italian
(http://multisemcor.itc.it/).
In the Spanish evaluation only sense–
disambiguated relations can be ported with-
out introducing extra noise. For instance,
TSWEB has not been tested on the Spanish
side. TSWEB relate synsets to words, not
synsets to synsets. As this resource is not
word-sense disambiguated, when translating
the English words to Spanish, a large amount
of noise would be introduced (Spanish words
not related to the original synset).
4.4 Other Large-scale Knowledge
Resources
In order to measure the relative quality of the
new resources, we include in the evaluation a
wide range of large-scale knowledge resources
connected to WordNet.
WN (Fellbaum, 1998): This resource
uses the different direct relations encoded in
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WN1.6 and WN2.0. We also tested WN2 us-
ing relations at distance 1 and 2, WN3 using
relations at distances 1 to 3 and WN4 using
relations at distances 1 to 4.
XWN (Mihalcea and Moldovan, 2001):
This resource uses the direct relations en-
coded in eXtended WN.
spBNC (McCarthy, 2001): This resource
contains 707,618 selectional preferences ac-
quired for subjects and objects from BNC.
spSemCor (Agirre and Martinez, 2002):
This resource contains the selectional prefer-
ences acquired for subjects and objects from
SemCor.
MCR (Atserias et al., 2004): This re-
source integrates the direct relations of WN,
XWN and spSemCor.
TSSEM (Cuadros, Rigau, and Castillo,
2007): These Topic Signatures have been
constructed using SemCor. For each word-
sense appearing in SemCor, we gather all sen-
tences for that word sense, building a TS us-
ing TFIDF for all word-senses co-occurring
in those sentences.
4.5 Evaluating each resource in
English
Table 4 presents ordered by F1 measure, the
performance in terms of precision (P), re-
call (R) and F1 measure (F1, harmonic mean
of recall and precision) of each knowledge
resource on Senseval-3 and its average size
of the TS per word-sense. The different
KnowNet versions appear marked in bold and
the baselines appear in italics.
In this table, TRAIN has been calculated
with a vector size of at maximum 450 words.
As expected, RANDOM baseline obtains the
poorest result. The most frequent senses ob-
tained from SemCor (SEMCOR-MFS) and
WN (WN-MFS) are both below the most fre-
quent sense of the training corpus (TRAIN-
MFS). However, all of them are far below
to the Topic Signatures acquired using the
training corpus (TRAIN).
The best resources would be those obtain-
ing better performances with a smaller num-
ber of related words per synset. The best
results are obtained by TSSEM (with F1 of
52.4). The lowest result is obtained by the
knowledge directly gathered fromWNmainly
because of its poor coverage (R of 18.4 and
F1 of 26.1). Interestingly, the knowledge in-
tegrated in theMCR although partly derived
by automatic means performs much better in
KB P R F1 Av. Size
TRAIN 65.1 65.1 65.1 450
TRAIN-MFS 54.5 54.5 54.5
WN-MFS 53.0 53.0 53.0
TSSEM 52.5 52.4 52.4 103
SEMCOR-MFS 49.0 49.1 49.0
MCR2 45.1 45.1 45.1 26,429
MCR 45.3 43.7 44.5 129
KnowNet-20 44.1 44.1 44.1 610
KnowNet-15 43.9 43.9 43.9 339
spSemCor 43.1 38.7 40.8 56
KnowNet-10 40.1 40.0 40.0 154
(WN+XWN)2 38.5 38.0 38.3 5,730
WN+XWN 40.0 34.2 36.8 74
TSWEB 36.1 35.9 36.0 1,721
XWN 38.8 32.5 35.4 69
KnowNet-5 35.0 35.0 35.0 44
WN3 35.0 34.7 34.8 503
WN4 33.2 33.1 33.2 2,346
WN2 33.1 27.5 30.0 105
spBNC 36.3 25.4 29.9 128
WN 44.9 18.4 26.1 14
RANDOM 19.1 19.1 19.1
Table 4: P, R and F1 fine-grained results
for the resources evaluated at Senseval-3, En-
glish Lexical Sample Task.
terms of precision, recall and F1 measures
than using them separately (F1 with 18.4
points higher than WN, 9.1 than XWN and
3.7 than spSemCor).
Despite its small size, the resources de-
rived from SemCor obtain better results than
its counterparts using much larger corpora
(TSSEM vs. TSWEB and spSemCor vs.
spBNC).
Regarding the baselines, all knowledge re-
sources surpass RANDOM, but none achieves
neither WN-MFS, TRAIN-MFS nor TRAIN.
Only TSSEM obtains better results than
SEMCOR-MFS and is very close to the most
frequent sense of WN (WN-MFS) and the
training (TRAIN-MFS).
The different versions of KnowNet consis-
tently obtain better performances when in-
creasing the window size of processed words
of TSWEB. As expected, KnowNet-5 ob-
tains the lower results. However, it per-
forms better than WN (and all its extensions)
and spBNC. Interestingly, from KnowNet-10,
all KnowNet versions surpass the knowledge
resources used for their construction (WN,
XWN, TSWEB and WN+XWN).
These initial results seem to be very
promising. If we do not consider the re-
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KB P R F1 Av. S
TRAIN 81.8 68.0 74.3 450
MiniDir-MFS 67.1 52.7 59.2
KnowNet-15 54.7 48.9 51.6 176
KnowNet-20 51.8 49.6 50.7 319
KnowNet-10 53.5 43.1 47.7 81
MCR 46.1 41.1 43.5 66
WN2 56.0 29.0 42.5 51
(WN+XWN)2 41.3 41.2 41.3 1,892
KnowNet-5 58.5 26.9 36.8 22
TSSEM 33.6 33.2 33.4 208
XWN 42.6 27.1 33.1 24
WN 65.5 13.6 22.5 8
RANDOM 21.3 21.3 21.3
Table 5: P, R and F1 fine-grained results for
the resources evaluated individually on Span-
ish.
sources derived from manually sense anno-
tated data (spSemCor, MCR, TSSEM, etc.),
KnowNet-10 performs better that any knowl-
edge resource derived by manual or auto-
matic means. In fact, KnowNet-15 and
KnowNet-20 outperforms spSemCor which
was derived from manually annotated cor-
pora. This is a very interesting result since
these KnowNet versions have been derived
only with the knowledge coming from WN
and the web (that is, TSWEB), and WN and
XWN as a knowledge source for SSI-Dijkstra
(eXtended WordNet only has 17,185 manu-
ally labeled senses).
4.6 Evaluating each resource on
Spanish
Table 5 presents ordered by F1 measure, the
performance of each knowledge resource on
the Senseval-3 Spanish Lexical Sample task
and its average size of the TS per word-sense.
Obviously, the average size in this case is
also different with respect the English eval-
uations. The best results for precision, re-
call and F1 measures are shown in bold. We
also mark in italics the results of the different
baselines.
As for English, TRAIN has been calcu-
lated with a vector size of at maximum 450
words. As expected, RANDOM baseline ob-
tains the poorest result and the most frequent
sense obtained from Minidir (Minidir-MFS,
and also TRAIN-MFS) is far below the Topic
Signatures acquired using the training corpus
(TRAIN).
In bold appear the best results for pre-
cision, recall and F1 measures. WN ob-
tains the highest precision (P of 65.5) but
due to its poor coverage (R of 13.6), the
lowest result (F1 of 22.5). Also interest-
ing, is that the knowledge integrated in the
MCR outperforms in terms of precision, re-
call and F1 measures the results of TSSEM,
possibly indicating that the knowledge cur-
rently uploaded in the MCR is more robust
than TSSEM and that the topical knowledge
gathered from a sense-annotated corpus of
one language can not be directly ported to
another language. Possible explanations of
these low results could be the smaller size of
the resources (approximately a half size), the
differences in the evaluation frameworks, in-
cluding the dictionary (sense distinctions and
mappings), etc.
Regarding the baselines, all knowledge re-
sources surpass RANDOM, but none achieves
neither Minidir-MFS (equal to TRAIN-MFS)
nor TRAIN.
Interestingly, the knowledge contained
into the MCR (F1 of 43.5), partially derived
by automatic means and ported from English
resources, almost doubles the results of the
original Spanish WN (F1 of 22.5).
Regarding the KnowNet versions ported
to Spanish, KnowNet-5 performs better than
WN, XWN and the TS acquired from
SemCor. Starting from KnowNet-10, all
KnowNet versions perform better than any
other knowledge resource on Spanish de-
rived by manual or automatic means (in-
cluding the MCR). Interestingly, the best re-
sult is obtained by the ported relations of
KnowNet-15 which performs slightly better
than KnowNet-20 (while having much less re-
lations).
5 Conclusions and future
research
It is our belief, that accurate semantic pro-
cessing (such as WSD) would rely not only on
sophisticated algorithms but on knowledge
intensive approaches. The results presented
in this report suggests that much more re-
search on acquiring and using large-scale se-
mantic resources should be addressed.
The initial results obtained for the differ-
ent versions of KnowNet seem to be a major
step towards the autonomous acquisition of
knowledge from raw corpora, since they are
several times larger than the available knowl-
edge resources which encode relations be-
tween synsets, and the knowledge they con-
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tain outperform any other resource when is
empirically evaluated in a common multilin-
gual framework. In fact, when comparing the
ranking of the different knowledge resources,
the different versions of KnowNet seem to be
more robust and stable across languages.
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