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(SMD)Abstract A novel adaptive neural control strategy is exploited for the longitudinal dynamics of a
generic ﬂexible air-breathing hypersonic vehicle (FAHV). By utilizing functional decomposition
method, the dynamics of FAHV is decomposed into the velocity subsystem and the altitude subsys-
tem. For each subsystem, only one neural network is employed for the unknown function approx-
imation. To further reduce the computational burden, minimal-learning parameter (MLP)
technology is used to estimate the norm of ideal weight vectors rather than their elements. By intro-
ducing sliding mode differentiator (SMD) to estimate the newly deﬁned variables, there is no need
for the strict-feedback form and virtual controller. Hence the developed control law is considerably
simpler than the ones derived from back-stepping scheme. Finally, simulation studies are made to
illustrate the effectiveness of the proposed control approach in spite of the ﬂexible effects, system
uncertainties and varying disturbances.
ª 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Air-breathing hypersonic vehicle (AHV) is regarded as a reli-
able and cost-effective access to space for both civilian and
military applications.1–5 Recently, though a considerable
efforts have been made by NASA and U.S. Air Force, theﬂight control of AHV is still an open challenge owing to the
peculiarity of its aerodynamics. There exist strong couplings
between the propulsive system and the aerodynamic forces
due to the integration of the scramjet engine, which makes
the characteristics of AHV’s aerodynamics quite variable and
very difﬁcult to be estimated and measured.6,7 Therefore, the
vehicle model contains signiﬁcant uncertainties. In addition,
the slender geometries and light structures cause notably ﬂex-
ible effects, which may in return affect the aerodynamic
forces.6,8,9 Thus the vehicle must be viewed as a ﬂexible struc-
ture and the control system has to be extremely robust against
model uncertainties and disturbances.
In the past decades, a variety of different control methods
have been presented for AHV. A multi-input/multi-output
adaptive sliding mode controller is developed for a rigid-body
1210 X. Bu et al.dynamic model of AHV.10 To eliminate the undesirable chat-
tering phenomenon encountered in Ref.,10 an improved sliding
mode control approach11 containing nonlinear disturbance
observer (NDO) and a high order sliding mode controller12
are proposed for the longitudinal dynamics of a ﬂexible AHV
(FAHV) to provide a stable tracking of velocity and altitude
commands. Also the robust trajectory linearization control is
studied for FAHV subject to uncertainties.13 Utilizing the T-S
fuzzy modeling method to approach the vehicle dynamics, a
fuzzy model with parameter uncertainties and disturbance is
addressed for the output tracking problem of FAHV.14 For
the longitudinal dynamic model of an FAHV subject to system
parametric uncertainties and unknown additive time-varying
disturbances, a nonlinear controller with robust performance
is constructed based on high-gain observers.15 Taking into
account actuator faults, the fault detection and isolation
methodology is investigated for an FAHV.16 Different from
Ref.17 in which the ﬂexible effects are ignored, a non-fragile
switching control strategy is designed for an FAHV based on
a newly designed linear parameter varying (LPV) model.18
Back-stepping control is recognized as a very effective tool
for the control of strict-feedback systems or pure-feedback
ones subject to mismatched uncertainties. By decomposing
the dynamics of FAHV into the velocity subsystem and the
altitude subsystem that is further converted into the strict-
feedback form, back-stepping control scheme is studied exten-
sively.19 In order to handle the problem of ‘‘explosion of
terms’’ caused by the repeated differentiations of virtual con-
trol laws, dynamic surface control20 and command ﬁlter21
are employed to estimate the derivatives of virtual controllers.
Another shortcoming of back-stepping control is that its
robustness is poor and needs to be further improved. Thus
the Kriging system22 and NDO23,24 are applied to estimating
the system uncertainties. By introducing parameter projection
estimation method, the robust back-stepping control strategy
is proposed based on dynamic inversion.8 Noticing that the
vehicle dynamics cannot be measured exactly, novel back-
stepping control approaches that incorporate neural network
(NN)20,25–28 are addressed for hypersonic ﬂight control.
Though good results in terms of command tracking can be
obtained by the previous studies, there is still a considerable
lack of effort in reducing the complexity especially the compu-
tational burden of control scheme.
Motivated by the above reasons, the focus of this paper is
on the design of a novel adaptive neural controller with low
computational load for FAHV. Based on functional decompo-
sition method, the adopted dynamic model is converted into
the velocity subsystem and the altitude subsystem. For each
subsystem, only one NN is needed to approximate the
unknown system nonlinearity. Specially, by applying sliding
mode differentiator (SMD) to estimate the newly deﬁned
states, the dynamics of the altitude subsystem are transformed
into the normal output-feedback formulation to be convenient
for the unknown function approximation. Different from
back-stepping design, there is no need of complex strict-
feedback form and virtual controller. Minimal-learning
parameter (MLP) technique is introduced to estimate the norm
of ideal weight vectors instead of their elements. In this way,
only two parameters are needed to be adjusted online in the
NN approximation. Hence the computational burden is
reduced greatly. Finally, the simulation results are presented
to validate the efﬁcacy of the proposed control strategy.2. Model description and preliminaries
2.1. FAHV model
The model considered in this study is developed by Bolender
and Doman29 for the longitudinal dynamics of an FAHV.
The equations of motion include the ﬂexible effects by
modeling the vehicle as a single ﬂexible structure with
mass-normalized mode shapes. The nonlinear equations of
the longitudinal motion are formulated as30
_V ¼ T cos h cð Þ D
m
 g sin c
_h ¼ V sin c
_c ¼ Lþ T sin h cð Þ
mV
 g
V
cos c
_h ¼ Q
_Q ¼ Mþ
~w1€g1 þ ~w2€g2
Iyy
k1€g1 ¼ 2f1x1 _g1  x21g1 þN1  ~w1
M
Iyy

~w1~w2€g2
Iyy
k2€g2 ¼ 2f2x2 _g2  x22g2 þN2  ~w2
M
Iyy

~w2~w1€g1
Iyy
8>>>>>>>>>>>><
>>>>>>>>>>>:
ð1Þ
where the rigid-body states V; h; c; h and Q represent velocity,
altitude, ﬂight-path angle, pitch angle and pitch rate, respec-
tively; the ﬂexible states g1; _g1; g2 and _g2 denote the ﬁrst two
bending modes of the fuselage; Iyy and m stand for the moment
of inertia and the vehicle mass, respectively; g is the accelera-
tion owing to gravity; fi and xi i ¼ 1; 2ð Þ mean the damping
ratio and natural frequency of the mass-normalized general-
ized coordinates of the ﬂexible structure; k1 and k2 are con-
stants; the approximations of thrust T, drag D, lift L,
pitching moment M and the generalized forces Ni i ¼ 1; 2ð Þ
are expressed as30
T  Ca3T a3 þ Ca
2
T a
2 þ CaTaþ C0T
D  qS Ca2D a2 þ CaDaþ Cd
2
e
D d
2
e þ CdeD de þ C0D
 
L  qS CaLaþ CdeL de þ C0L
 
M  zTTþ qSc Ca2M;aa2 þ CaM;aaþ C0M;a þ cede
 
N1 ¼ Na21 a2 þNa1aþN01
N2 ¼ Na22 a2 þNa2aþNde2 de þN02
8>>>>>><
>>>>>>:
with
q ¼ 1
2
qV2
q ¼ q0 exp 
h h0
hs
 
Ca
3
T ¼ b1 h; qð ÞUþ b2 h; qð Þ
Ca
2
T ¼ b3 h; qð ÞUþ b4 h; qð Þ
CaT ¼ b5 h; qð ÞUþ b6 h; qð Þ
C0T ¼ b7 h; qð ÞUþ b8 h; qð Þ
8>>>>>>><
>>>>>>>:
where the control inputs U and de are the fuel equivalence ratio
and elevator angular deﬂection, and they do not occur explicitly
in Eq. (1) but appear through T;D;L;M;N1 and N2; the angle
of attack is deﬁned as a ¼ h c; q; q;S; c and zT denote
Novel adaptive neural control of ﬂexible air-breathing hypersonic vehicles based on sliding mode differentiator 1211dynamical pressure, air density, reference area, aerodynamic
chord and thrust moment arm, respectively; h0 means a certain
altitude; q0 is air density at the altitude h0; 1=hs denotes air den-
sity decay rate;Ni and N
a j
i ði ¼ 1; 2; j ¼ 1; 2Þ are the ith gen-
eralized force and the jth order contribution of a to Ni;N
0
1 and
N02 the constant term in Ni;N
de
2 the contribution of
de to N2;C
a j
D ;C
d je
D ðj ¼ 1; 2Þ and C0D represent the ith order coef-
ﬁcient of a in D, the ith order coefﬁcient of de in D and constant
coefﬁcient inD, respectively;CaL;C
de
L and C
0
L denote coefﬁcients
of a in L, coefﬁcient of de contribution in L and constant coef-
ﬁcient in L, respectively; Ca
j
M;a ðj ¼ 1; 2Þ and C0M;a are the ith
order coefﬁcient of a in M and constant coefﬁcient inM, respec-
tively; Ca
j
T ðj ¼ 1; 2; 3Þ and C0T stand for the ith order coefﬁcient
of a in T and constant coefﬁcient in T, respectively;
bi h; qð Þ ði ¼ 1; 2; . . . ; 8Þmeans the ith trust ﬁt parameter.
2.2. Output-feedback formulation
According to Ref.31 we know that the dynamic model Eq. (1)
can be decomposed into the velocity subsystem and the alti-
tude subsystem since the velocity V is mainly related to U
and the altitude h is mainly affected by de.
For the simplicity of controller design, the velocity subsys-
tem can be rewritten as
_V ¼ FV þ U
yV ¼ V
(
ð2Þ
where FV ¼ T cos h cð Þ D
m
 g sin c U is assumed to be
completely unknown and will be estimated online by NN; yV
is the output signal of system Eq. (2).
The control goal of velocity subsystem Eq. (2) is to steer V
to track its command Vref by designing an adaptive neural con-
troller U. Similarly, the control objective of altitude subsystem
is to develop an adaptive neural controller de to make h track
its reference trajectory href. Deﬁne altitude tracking error as
~h ¼ h href. The reference trajectory of c is chosen as
cd ¼ arcsin
k~h kI
R t
0
~h dsþ _href
V
 !
ð3Þ
If the design parameters k > 0; kI > 0 and c ! cd, then ~h can
be regulated to zero exponentially.31 Deﬁne x1 ¼ c; x2 ¼
h and x3 ¼ Q. Then the rest of the altitude subsystem can be
formulated as
_x1 ¼ f1 x1; x2ð Þ þ x2
_x2 ¼ x3
_x3 ¼ f2 x1; x2; x3ð Þ þ de
yh ¼ x1
8>><
>>:
ð4Þ
where yh is the output signal of system Eq. (4); the functions
f1 x1; x2ð Þ and f2 x1; x2; x3ð Þ are formulated as
f1 x1; x2ð Þ ¼
Lþ T sin h cð Þ
mV
 g
V
cos c h
f2 x1; x2; x3ð Þ ¼
Mþ ~w1€g1 þ ~w2€g2
Iyy
 de
8><
>:Then the control purpose of system Eq. (4) is to let c ! cd.
In order to achieve the normal output-feedback formulation,
the following transformation is made.
Deﬁne yh ¼ z1 and z2 ¼ _z1 ¼ f1 x1; x2ð Þ þ x2. Then the time
derivative of z2 can be formulated as (in what follows, the
function arguments are removed in brief for the simplicity of
writing)
_z2 ¼ @f1
@x1
_x1 þ @f1
@x2
_x2 þ _x2 ¼ @f1
@x1
f1 þ x2ð Þ þ
@f1
@x2
x3 þ x3
¼ F1 x1; x2; x3ð Þ þ x3 ð5Þ
with
F1 x1; x2; x3ð Þ ¼ @f1
@x1
f1 þ x2ð Þ þ
@f1
@x2
x3
Similarly, deﬁne z3 ¼ _z2 ¼ F1 x1; x2; x3ð Þ þ x3. Then the
time derivative of z3 is derived as
_z3 ¼ @F1
@x1
_x1 þ @F1
@x2
_x2 þ @F1
@x3
_x3 þ _x3 ¼ F2 x1; x2; x3ð Þ þ de ð6Þ
with
F2 x1; x2; x3ð Þ ¼ @F1
@x1
f1 þ x2ð Þ þ
@F1
@x2
x3 þ @F1
@x3
f2 þ deð Þ þ f2
Therefore, system Eq. (4) can be converted into the follow-
ing output-feedback formulation:
_z1 ¼ z2
_z2 ¼ z3
_z3 ¼ F2 þ de
yh ¼ z1
8>><
>>:
ð7Þ
It is easy to note that F2 is unknown and needs to be
approached by NN in the subsequent developments. For the
newly deﬁned states z1; z2 and z3, an SMD will be introduced
to estimate them.
2.3. Radial basis function NN
In this paper, the radial basis function NN (RBFNN) is
employed to approach the unknown functions FV and F2.
RBFNN can be formulated as WThðXÞ with the input vector
X 2 Rn, the input number n, the weight vector W 2 Rm, the
basis function vector hðXÞ ¼ hjðXÞ
 	T 2 Rm and the node num-
ber m. By choosing sufﬁciently large m;WThðXÞ can estimate
any continuous function to any desired accuracy. The basis
function is selected as Gaussian function, described as
hjðXÞ ¼ exp 
X cj


 

2
2b2j
 !
j ¼ 1; 2; . . . ;m ð8Þ
where cj ¼ cj1; cj2; . . . ; cjn
 	T
and bj are the center and width of
Gaussian function, respectively.
We utilize RBFNN to approximate the unknown functions
FV and F2:
FV ¼WT1 h1ðX1Þ þ e1 e1j j 6 e1M
F2 ¼WT2 h2ðX2Þ þ e2 e2j j 6 e2M
(
ð9Þ
where W1 and W

2 are the ideal weight vectors; e1 and e2
denote the approach errors; e1M and e2M mean the upper
bounds of e1 and e2, respectively; X1 and X2 are the inputs
1212 X. Bu et al.of RBFNNs; h1ðX1Þ ¼ h1jðX1Þ
 	T 2 Rm and h2ðX2Þ ¼
h2jðX2Þ
 	T 2 Rm are the basis function vectors, with
h1jðX1Þ and h2jðX2Þ ðj ¼ 1; 2; . . . ;mÞ Gaussian functions simi-
lar to Eq. (8).
Deﬁning u1 ¼ W1


 

2 and u2 ¼ W2

 

2, we use the MLP32
method to estimate u1 and u2 instead of the elements of W

1
andW2. Herein the computational load is low since less online
parameters are needed to be regulated.
2.4. SMD description
A third-order SMD33 that will be used in the following devel-
opments is formulated as
_v0 ¼ r0-1=4 v0  f0 tð Þj j3=4 sign v0  f0 tð Þð Þ þ v1
_v1 ¼ r1-1=3 v1  _v0j j2=3 sign v1  _v0ð Þ þ v2
_v2 ¼ r2-1=2 v2  _v1j j1=2 sign v2  _v1ð Þ þ v3
_v3 ¼ r3- sign v3  _v2ð Þ
8>>>><
>>>>:
ð10Þ
where r0 ¼ 12; r1 ¼ 8; r2 ¼ 5; r3 ¼ 3; f0 is the input signal;
v0; v1; v2 and v3 are the estimations of f0; _f0; €f0 and f
v
0; - > 0
is a design parameter.
3. Adaptive neural controller design
3.1. Controller design for velocity subsystem
Deﬁne velocity tracking error as
~V ¼ V Vref ð11Þ
Taking time derivative along Eq. (11) and using Eq. (2)
yield
_~V ¼ FV þ U _Vref ð12Þ
Based on the MLP method, the neural controller U is cho-
sen as
U ¼ kV;1 ~V kV;2
Z t
0
~V ds 1
2
~Vu^1h
T
1 ðX1Þh1ðX1Þ þ _Vref ð13Þ
where kV;1 > 0 and kV;2 > 0 are design parameters; u^1 is the
estimation of u1 with the regulating law of Eq. (14).
_^u1 ¼ k1
2
~V2hT1 ðX1Þh1ðX1Þ  2kV;1u^1 ð14Þ
where k1 is a positive constant to be designed.
3.2. Controller design for altitude subsystem
Deﬁne tracking error e and error function E as
e ¼ c cd ¼ z1  cd ð15Þ
E ¼ d
dt
þ l
 3 Z t
0
e ds ð16Þ
where l > 0 is a design parameter.
The time derivative of E can be expressed as
_E ¼ evþ3l€eþ 3l2 _eþ l3e ð17ÞAccording to Eq. (7), we obtain
_e ¼ _z1  _cd ¼ z2  _cd
€e ¼ _z2  €cd ¼ z3  €cd
e
 ¼ _z3  cd ¼ F2 þ de  cd
8><
>>: ð18Þ
Substituting Eq. (18) into Eq. (17) leads to
_E ¼ F2 þ de  cd þ 3l z3  €cdð Þ þ 3l2 z2  _cdð Þ þ l3e ð19Þ
By assuming that z1; z2 and z3 are known, the ideal con-
troller de is designed as
de ¼ khE
1
2
Eu^2h
T
2 ðX2Þh2ðX2Þ  3l z3  €cdð Þ
 3l2 z2  _cdð Þ  l3eþ cd ð20Þ
where kh > 0 is a design parameter; u^2 is the estimation of u2.
In fact, the newly deﬁned states z1; z2 and z3 are totally
unknown. According to the deﬁnition of z1 and Eq. (7), it is
easy to ﬁnd that z1 ¼ c; z2 ¼ _c and z3 ¼ €c. Thus the SMD
described before in Subsection 2.4 can be utilized to estimate
the values of z1; z2 and z3. Let c be the input signal of SMD
and we have
_v0 ¼ r0-1=4 v0  cj j3=4 sign v0  cð Þ þ v1
_v1 ¼ r1-1=3 v1  _v0j j2=3 sign v1  _v0ð Þ þ v2
_v2 ¼ r2-1=2 v2  _v1j j1=2 sign v2  _v1ð Þ þ v3
_v3 ¼ r3- sign v3  _v2ð Þ
8>>><
>>>:
ð21Þ
where v0; v1; v2 and v3 are the estimations of z1; z2; z3 and cv,
respectively.
Deﬁne the corresponding estimation errors as
e1 ¼ v0  z1; e2 ¼ v1  z2; e3 ¼ v2  z3 ð22Þ
From the discussion in Ref.33, we easily have that there
exist positive constants ii ði ¼ 1; 2; 3Þ such that
e1j j 6 i1; e2j j 6 i2; e3j j 6 i3 ð23Þ
By choosing appropriate design parameter -, these upper
bounds i1; i2 and i3 can be arbitrarily small.
Therefore, Eqs. (15) and (16) can be modiﬁed as
~e ¼ v0  cd ð24Þ
~E ¼ d
dt
þ l
 3 Z t
0
~e ds ð25Þ
Furthermore, Eq. (19) is rewritten as
_~E ¼ F2 þ de  cd þ 3l v2  €cdð Þ þ 3l2 v1  _cdð Þ þ l3~e ð26Þ
Hence the modiﬁed controller de is selected as
de ¼ kh ~E 1
2
~Eu^2h
T
2 ðX2Þh2ðX2Þ  3l v2  €cdð Þ
 3l2 v1  _cdð Þ  l3~eþ cd ð27Þ
The adaptive law of u^2 is given by
_^u2 ¼ k2
2
~E2hT2 ðX2Þh2ðX2Þ  2khu^2 ð28Þ
where k2 is a positive constant to be designed.
Novel adaptive neural control of ﬂexible air-breathing hypersonic vehicles based on sliding mode differentiator 12133.3. Stability analysisTable 1 Initial trim conditions.
Item Value
V (m/s) 2346.96
h (m) 25,908
c () 0
h () 1.6325
Q (()/s) 0
g1 0.9700
_g1 0
g2 0.8349
_g2 0Theorem 1. Consider the closed-loop system consisting of
plants Eqs. (2) and (7) with controllers Eqs. (13) and (27),
adaptive laws Eqs. (14) and (28), and SMD Eq. (21). Then all
the signals involved in Eq. (33) are bounded.
Proof. Substituting Eqs. (9) and (13) into Eq. (12), we get
_~V ¼ kV;1 ~V kV;2
Z t
0
~V dsþWT1 h1ðX1Þ
 1
2
~Vu^1h
T
1 ðX1Þh1ðX1Þ þ e1 ð29Þ
Substituting Eqs. (9) and (27) into Eq. (26) yields
_~E ¼ kh ~EþWT2 h2ðX2Þ 
1
2
~Eu^2h
T
2 ðX2Þh2ðX2Þ þ e2 ð30Þ
Deﬁne the estimation errors of u1 and u2 as
~u1 ¼ u^1  u1
~u2 ¼ u^2  u2

ð31Þ
Taking time derivative along Eq. (31) and invoking
Eqs. (14) and (28), we have
_~u1 ¼ k1
2
~V2hT1 ðX1Þh1ðX1Þ  2kV;1u^1
_~u2 ¼ k2
2
~E2hT2 ðX2Þh2ðX2Þ  2khu^2
8><
>: ð32Þ
Choose the following Lyapunov functions:
WV ¼ 1
2
~V2 þ 1
2
kV;2
Z t
0
~V ds
 2
þ ~u
2
1
2k1
Wh ¼ 1
2
~E2 þ ~u
2
2
2k2
8>><
>>:
ð33Þ
Taking time derivative along Eq. (33) and combining
Eqs. (29), (30) and (32), we obtain
_WV ¼ ~V _~Vþ kV;2 ~V
Z t
0
~V dsþ ~u1
_~u1
k1
¼ kV;1 ~V2 þ ~VWT1 h1ðX1Þ 
1
2
~V2u1h
T
1 ðX1Þh1ðX1Þ
þ ~Ve1  2kV;1~u1u^1k1
_Wh ¼ ~E _~Eþ ~u2
_~u2
k2
¼ kh ~E2 þ ~EWT2 h2ðX2Þ  12 ~E2u2hT2 ðX2Þh2ðX2Þ
þ ~Ee2  2kh~u2u^2k2
8>>>>>>>>><
>>>>>>>>>:
ð34Þ
Note that
~VWT1 h1ðX1Þ 6
1
2
~V2u1h
T
1 ðX1Þh1ðX1Þ þ
1
2
~EWT2 h2ðX2Þ 6
1
2
~E2u2h
T
2 ðX2Þh2ðX2Þ þ
1
2
2kV;1~u1u^1
k1
P
kV;1
k1
~u21  u21
 
P  kV;1u
2
1
k1
2kh~u2u^2
k2
P
kh
k2
~u22  u22
 
P  khu
2
2
k2
~Ve1 6
1
2
~V2e21M þ
1
2
~Ee2 6
1
2
~E2e22M þ
1
2
8>>>>>>>>>><
>>>>>>>>>>:
;Hence Eq. (35) holds:
_WV 6  kV;1  e
2
1M
2
 
~V2 þ kV;1u
2
1
k1
þ 1
_Wh 6  kh  e
2
2M
2
 
~E2 þ khu
2
2
k2
þ 1
8>><
>>:
ð35Þ
Let kV;1 >
e21M
2
and kh >
e22M
2
, then the tracking error ~V and
error function ~E are invariant to the following sets of
Eqs. (36) and (37).
X ~V ¼ ~V ~V
  6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kV;1u21
k1
þ 1
 
kV;1  e
2
1M
2
 s
( )
ð36Þ
X ~E ¼ ~E ~E
  6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
khu22
k2
þ 1
 
kh  e
2
2M
2
 s
( )
ð37Þ
The radiuses of X ~V and X ~E can be made arbitrarily small by
choosing sufﬁciently large kV;1; kh and sufﬁciently small
kV;1=k1; kh=k2. Also the tracking error ~V and error function ~E
can be arbitrarily small. h
Remark 1. According to Theorem 1 and Eq. (25), it is easy to
conclude that the modiﬁed error ~e can also be arbitrarily small
since l > 0. Moreover, substituting Eqs. (22) and (24) into
Eq. (15) yields
ej j ¼ ~e e1j j 6 ~ej j þ i1
The tracking error e is also bounded. Therefore, the proposed
controllers can make V! Vref and c ! cd. Furthermore, we
have h ! href.
Remark 2. Compared with Refs.28,31, the computational bur-
den is lower since there are only two parameters that need to
be regulated online in the function approximation.4. Simulation results
The proposed controllers Eqs. (13) and (27) with adaptive laws
Eqs. (14) and (28), and SMD Eq. (21) are tested for the
dynamic model Eq. (1). The aerodynamic coefﬁcients and
model parameters are the same as in Ref.30. Choose ~w1 ¼
4223:44; ~w2 ¼ 4223:55;x1 ¼ 16:021 rad=s;x2 ¼ 19:582 rad=s;
f1 ¼ f2 ¼ 0:02; k1 ¼ k2 ¼ 1:0084. The vehicle is assumed to
climb a maneuver from the initial trim conditions, provided
in Table 1, to ﬁnal values h= 26822.4 m and V= 2651.76 m/s.
Fig. 2 Variation curves of ﬂight-path angle, pitch angle and
pitch rate.
1214 X. Bu et al.The commands of velocity Vc and altitude hc are generated
via the following ﬁlters of Eqs. (38) and (39).
Vref
Vc
¼ 0:03
2
s2 þ 2 0:95 0:03 sþ 0:032 ð38Þ
href
hc
¼ 0:03
2
s2 þ 2 0:95 0:03 sþ 0:032 ð39Þ
The inputs of NNs are selected as X1 ¼ V;
X2¼ V; c; h; Q; v1; v2½ T with V2 2346:96;2651:76½ m= s;c2
½1;1ðÞ;h2 0;5½ ðÞ;Q2½5;5ððÞ=sÞ;v12½2104;4104
rad=s;v22½2105;104 rad=s2. The centers c1 andc2 are
evenly spaced in their bounds. The node number is chosen as
m= 20. The widths of the Gaussian functions are selected
as b1 ¼ 33:33; b2 ¼ 33:33; 0:0012; 0:0029; 0:0058; 2  105;

4 106. The design parameters are chosen as kV;1 ¼ 0:2;
kV;2 ¼ 0:5;k ¼ 2;kI ¼ 0:5;kh ¼ 120;l ¼ 7;k1 ¼ 0:05;k2 ¼ 0:005;
- ¼ 106. The initial values of u^1 and u^2 are chosen as zero. In
order to validate the efﬁciency of the proposed control strategy,
three cases are considered in the simulation study.
Case I. There is not any variation in the aerodynamic coef-
ﬁcients in model Eq. (1). However, when the simu-
lation time t >150 s, the following disturbances
0.61sin(0.05pt) m/s and 1.15sin(0.05pt) ()/s are
added into the respective V-subsystem and Q-
subsystem in model Eq. (1).Fig. 1 Velocity and altitude tracking performance. Fig. 4 Variation curves of ﬂexible states.
Fig. 3 Variation curves of control inputs.
Fig. 5 Estimations of u1 and u2.
Novel adaptive neural control of ﬂexible air-breathing hypersonic vehicles based on sliding mode differentiator 1215Case II. All the aerodynamic coefﬁcients in model Eq. (1)
are assumed to vary 20% of their normal values.
Case III. All the aerodynamic coefﬁcients in model Eq. (1)
are assumed to vary +40% of their normal values.
The obtained simulation results are shown in Figs. 1–5. It is
obvious that the proposed control method can provide a
robust tracking of the velocity and altitude reference com-
mands in spite of severe model uncertainties and external dis-
turbances. From Fig. 1, it can be seen that the tracking errors
of velocity and altitude keep very small and can converge to
zero in ﬁnite time. It is observed from Figs. 2 and 3 that the
ﬂight-path angle, pitch angle, pitch rate and the control inputs
are within their reasonable bounds during the entire maneuver.
Also the ﬂexible states, as presented in Fig. 4, are bounded and
restrained. Fig. 5 shows the estimations of u1 and u2, and we
could see the boundedness of u^1 and u^2.
5. Conclusions
(1) A novel adaptive neural controller is explored for an
FAHV in this paper. By applying SMD to estimate the
newly deﬁned states, there is no need of complex
strict-feedback formulation. Moreover, only two NNs
with two adaptive parameters are needed to approxi-
mate the unknown functions. Thus the computational
cost is quite low.
(2) Simulation results demonstrate that the proposed con-
trol strategy can provide satisfactory tracking perfor-
mance. The controller is robust to both the variations
of aerodynamic coefﬁcients and external disturbances.
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