Abstract. We introduce λµ →∧∨⊥ , an extension of Parigot's λµ-calculus where disjunction is taken as a primitive. The associated reduction relation, which includes the permutative conversions related to disjunction, is Church-Rosser, strongly normalizing, and such that the normal deductions satisfy the subformula property. From a computer science point of view, λµ →∧∨⊥ may be seen as the core of a typed cbn functional language featuring product, coproduct, and control operators.
Introduction
During this last decade, several authors have investigated the relation existing between functional control operators, on the one hand, and normalization procedures for classical logic, on the other hand. This research originated in Griffin's observation [13] that Felleisen's control operator C [8, 9] may be typed with the classical tautology ¬¬α → α.
Griffin's discovery resulted in lot of work aiming at extending the CurryHoward correspondance [14] to the case of classical logic [1, 2, 4, 6, 11, 15, [17] [18] [19] 26] . On the proof-theoretic side, the problem consists in defining a classical natural deduction system together with an appropriate proof normalization procedure such that the resulting normal deductions satisfy the subformula property. This ensures that proof normalization may be interpreted as an evaluation process.
In fact, it appears a posteriori that the line of research opened by Griffin may be traced back to Prawitz [23] who shows how to normalize deductions in the presence of the following classical absurdity rule:
[ ¬α ] ⊥ (⊥ c ) α In order to obtain the subformula property, Prawitz restricts the use of Rule ⊥ c to the case where α is atomic. Then he shows how to transform any deduction in order to fulfill this requirement. For instance, any application of Rule ⊥ c whose conclusion is an implication may be transformed as follows:
reduces to (1) ¬β (2) α → β
It is worth noting that this reduction, which dates back to 1965, is strongly related to Felleisen's operator C . Indeed it corresponds precisely to the following rewriting rule:
which is reminiscent of one of Felleisen's rules [9] .
Prawitz gives similar rules for conjunction and the universal quantifier. For disjunction, however, there is a problem. Indeed, restricting the application of Rule ⊥ c to the case where its conclusion is atomic would imply, in the presence of disjunction, the existence of a universal decision procedure. A similar problem arises with the existential quantifier. Consequently Prawitz does not take disjunction and existential quantification as primitives.
A way of circumventing this problem is to observe that reductions akin to (1) are only needed when the conclusion of Rule ⊥ c is the principal formula of an elimination rule. In the case of implication, this idea gives rise to the following reduction scheme:
which is used by both [30] and [26] , and which amounts, modulo some additional β-contraction steps, to Parigot's µ-reduction [19] . Applying the same idea to the case of disjunction yields the following figure:
which corresponds precisely to one of the reduction rules proposed in [26] . Reduction (3), however, is not sufficient to solve the problems related to disjunction. Indeed, in order to obtain the subformula property, one also needs the so-called permutative conversions [31] . Consequently, normalization procedures for full classical logic [29, 30] might be rather intricate since they involve three kinds of reduction steps:
-the usual detour conversions of intuitionistic natural deduction, -conversions related to Rule ⊥ c , -permutative conversions related to disjunction.
In the present paper, we revisit this problem from a type-theoretic point of view. Our main contribution is the definition of an extension of the λµ-calculus (λµ →∧∨⊥ ) such that:
(a) intuitionistic disjunction-i.e., coproduct-is taken as a primitive; (b) normal deductions satisfy the subformula property; (c) the reduction relation is defined by means of local reduction steps; 1 (d) the reduction relation is proven to be strongly normalizing; (e) the reduction relation is Church-Rosser; (f) the reduction relation is defined at the untyped level; 2 (g) the reduction relation satisfies the subject reduction property.
Properties (e), (f), and (g) are of special interest from a programming language perspective. Property (e) ensures the unicity of the normal forms, which allows the reduction relation to be considered as the core of an operational semantics. Properties (f) and (g), on the other hand, allow the typing information to be ignored at run time.
To the best of our knowledge, there is no classical extension of the simply typed λ-calculus (or equivalently, no normalisation procedure for classical natural deduction) that enjoys all of the above properties. In particular, neither (d) nor (e) are satisfied by [29] . The handling of the permutative conversions in [30] does not satisfy (c) and (e), while the handling of classical negation does not satisfy (f). Finally, in [26] , the extension of λ ∆ that satifies (a) does not satisfy (b).
In a series of paper [25, 27, 28] , Ritter, Pym, and Wallen introduce an extension of the λµ-calculus that also features disjunction as a primitive. Their system is rather different from ours because they take as primitive a classical form of disjunction that amounts to ¬A → B. Nevertheless, in [25] , Pym and Ritter give a brief account of another extension of the λµ-calculus with an intuitionistic disjunction. However, the reduction rules they give are not sufficient to guarantee that the normal proofs satisfy the subformula property.
In order to prove that our system is strongly normalizable, we use the method that we have introduced in [7] . This yields several auxiliary results that have independent interest: -We reduce, by finitary means, the strong normalization of classical logic to the strong normalization of intuitionistic implicative logic. Consequently, when combined with an arithmetizable proof of the strong normalization of the simply typed λ-calculus, our method yields a completely arithmetizable proof of the strong normalization of classical propositional logic. -We prove the strong normalization of Parigot's µ-reduction (together with similar reduction relations) on the untyped terms. This result confirms that the reduction relations related to the classical absurdity rule are structural reductions, akin to permutative conversions, which do not carry any real computational content. -We provide λµ →∧∨⊥ with a continuation passing style semantics that may be used to construct denotational models of classical logic with disjunction as a primitive.
-Our CPS-translation, since it is defined on the untyped λµ-terms, may be raised to the second order as in [5] . This yields a new proof of the strong normalization of Parigot's original second-order λµ-calculus. In contrast to [20, 21] , this proof does not require any extension of the reducibility candidate method since it consists in reducing the problem to the strong normalization of Girard's system F [12] .
Classical propositional logic as an extension of the λµ-calculus
The types of λµ →∧∨⊥ are the formulas of propositional logic built upon a finite set of atomic types, using the connectives →, ∨, and ∧. The set of atomic types contains the constant ⊥ that stands for absurdity, and negation is defined in the usual way: ¬α ≡ α → ⊥.
The untyped terms of λµ →∧∨⊥ (that we will call λµ-terms, for short) are built upon two disjoint alphabets of variables X and A , according to the following grammar:
The elements of X are called λ-variables, and these of A are called µ-variables. We let letters from the end of the alphabet (x, y, z) range over X , and letters from the beginning of the alphabet (a, b, c) range over A . δ and µ are binding operators. Any free occurrence of x in N and any free occurrence of y in O is bound in the term δ(M, x. N, y. O). Similarly, any free occurrence of a in M is bound in µa. M . We consider that some implicit convention (e.g., [3, p. 26] ) prevents clashes between free and bound variables. We write "=", without subscript, for the relation of α-conversion, and we let M [x:=N ] denote the usual capture-avoiding substitution.
We define an antecedent to be a set of declarations of the form x:α where x is a λ-variable, α is a type, and where all the declared variables are distinct. Similarly, we define a succedent to be a set of declarations of µ-variables obeying the same constraints. The typing system of λµ →∧∨⊥ is given by means of sequents of the form Γ − M : α ; ∆, where Γ is an antecedent, M is a λµ-term, α is a type, and ∆ is a succedent. The typing rules are the following:
The one-step reduction relation of λµ →∧∨⊥ is defined as the union of three different one-step reduction relations: the relation of detour-reduction (→ D ), which corresponds to the usual detour conversions of intuitionistic logic; the relation of δ-reduction (→ δ ), which corresponds to the permutative conversions related to the elimination rule of disjunction; the relation of µ-reduction (→ µ ), which corresponds to conversions that are proper to classical logic. Following Barendregt [3] , we write " + → X " and "→ → X " to denote, repectively, the transitive closure and the transitive, reflexive closure of a reduction relation "→ X ".
In order to define the different basic µ-reduction steps, we must first introduce a notion of structural substitution. Let C[ ] be a context, (i.e., a λµ-term with a hole). The structural substitution M [a * := C[ * ]] is inductively defined as follows:
where
where a ∈ FV(M ).
In the above definition, we stipulate that a must occur free in M . Nevertheless, the above reductions also make sense when the µ-abstraction is vacuous. In this case, they correspond to the ⊥-reductions of intuitionistic logic [31] , which are also needed for the subformula property. These ⊥-reductions may therefore be seen as particular cases of µ-reductions. However, for technical reasons, we prefer to keep them separate.
The next proposition ensures that the above relations of reduction, which are defined at the untyped level, correspond indeed to proof-theoretic conversions. We end this section by giving a characterization of the normal terms, from which we derive the subformula property. Consider the following grammar:
we say that a λµ-term that conforms to P is P -canonical (or simply, canonical). Similarly, a λµ-term that conforms to Q is said to be Q-canonical. Lemma 1. Let M , α, Γ , and ∆ be such that
and let Π be the derivation of ( * ).
(a) If M is Q-canonical then every type occurring in Π is either ⊥, or a subformula of a type occurring in Γ or ∆. (b) If M is P -canonical then every type occurring in Π is either ⊥, or a subformula of a type occurring in Γ or ∆, or a subformula of α.
Lemma 2. Let M , α, Γ , and ∆ be such that
We get the subformula property as a direct consequence of these two lemmas.
Proposition 2. Let M , α, Γ , and ∆ be such that
If M is Dδµ⊥-normal then every type occurring in the derivation of ( * ) is either ⊥, or a subformula of a type occurring in Γ or ∆, or a subformula of α.
In this section, we prove that the untyped λµ-terms are strongly normalizable with respect to the reduction relation induced by the structural reduction steps (i.e., δ, µ, and ⊥). To this end, we provide the λµ-terms with a norm that strictly decreases under the relation of δµ⊥-reduction. This norm is adapted from the norm that we introduced in [7] . Nevertheless it is more involved because we have to accommodate the structural substitutions of the µ-reductions.
Definition 5. The norm | · | assigned to the λµ-terms is inductively defined as follows:
where:
and where:
This norm is strictly positive and compatible with the term formation rules.
The next proposition may be easily established by adapting the proof given in [7] .
We end this section by sketching the proof that the norm of Definition 5 decreases under the relation of µ⊥-reduction.
Lemma 4. Let M, N be λµ-terms and let
Lemma 5. Let S, T be λµ-terms. If S → µ⊥ T then:
Proof. We establish the property as a consequence of Lemma 3 (b), by proving Inequations (a) and (b) for each basic reduction step. We give only the first case, and leave the other ones to the reader.
Proof. We establish the property as a consequence of Lemma 3 (a) and Lemma 5, by proving it for each basic reduction step. We give only the first case, and leave the other ones to the reader.
As a direct consequence of Propositions 3 and 4, we obtain that any λµ-term is strongly δµ⊥-normalizable.
Postponement of the ⊥-reductions
All the right-hand sides of the rules of Definition 4 are of the same form: µa. M , where a ∈ FV(M ). One easily checks that there is no critical pair between this form and any left-hand side of the rules of Definitions 1, 2 and 3. Consequently, the following proposition may be established easily.
Proposition 5. Let R ∈ {D, δ, µ}, and let L, M and N be three λµ-terms.
As a consequence of this proposition together with the strong normalization of the ⊥-reductions, we have that any infinite sequence of Dδµ⊥-reduction steps may be turned into an infinite sequence of Dδµ-reduction steps.
The next two lemmas concern the simulation of the relations of detour-and δ-reduction. Their proofs may be found in [7] Lemma 10. Let S and T be two λµ-terms.
Lemma 11. Let S and T be two λµ-terms. If S → δ T then S = T .
It remains to prove that the µ-reductions are interpreted as equality.
Lemma 12. Let S and T be two λµ-terms such that S → µ T . Then S = T .
Proof. We prove that, for any simple λ-term K,
from which the property follows. Equation ( * ) may be established as a consequence of Lemma 9 (b) by proving that it holds for each basic reduction step. We give only the first case, and leave the other ones to the reader. 
Strong normalization
We are now in a position of proving the main proposition of this paper. Proof. Suppose it is not the case. Then, by Proposition 4 and 5, there would exist an infinite sequence of D-and δµ-reduction steps starting from a typable term (say, M ) of λµ →∧∨⊥ . If this infinite sequence contains infinitely many Dreduction steps, there must exist, by Lemmas 10, 11 and 12 an infinite sequence of β-reduction steps starting from M . But this, by Proposition 7, would contradict the strong normalization of the simply typed λ-calculus. Hence the infinite sequence may contain only a finite number of D-reduction steps. But then, it would contain an infinite sequence of consecutive δµ-reduction steps, which is impossible by Propositions 3 and 4.
