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Abstract
We study the weak approximate and complete controllability properties of semilinear stochastic
systems assuming controllability of the associated linear systems. The results are obtained by using
the Banach fixed point theorem. Applications to stochastic heat equation are given.
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1. Introduction
We are given a probability space (Ω,F ,P) together with a normal filtration Ft , t  0.
We consider three Hilbert spaces E, H and U, and a Q-Wiener process on (Ω,F ,P)
with the covariance operator Q ∈ L(E) such that trQ<∞. We assume that there exists a
complete orthonormal system {ek} in E, a bounded sequence of nonnegative real numbers
λk such that Qek = λkek, k = 1,2, . . . , and a sequence {βk} of independent Brownian
motions such that
〈
w(t), e
〉= ∞∑
k=1
√
λk 〈ek, e〉βk(t), e ∈E, t ∈ I = [0, T ],
and Ft = Fwt , where Fwt is the σ -algebra generated by {w(s): 0  s  t}. Let L02 =
L2(Q
1/2E,H) be the space of all Hilbert–Schmidt operators from Q1/2E to H with
the inner product 〈Ψ,Φ〉L02 = tr[ΨQΦ
∗]. L2(FT ,H) is the Hilbert space of all FT -
E-mail address: nazim.mahmudov@emu.edu.tr.0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-247X(03)00592-4
198 N.I. Mahmudov / J. Math. Anal. Appl. 288 (2003) 197–211measurable square integrable variables with values in a Hilbert space H . LF2 (I,H) is
the Hilbert space of all square integrable and Ft -adapted processes with values in H.
We recall that f is said to be Ft -adapted if f (t, ·) :Ω → H is Ft -measurable, a.e.
t ∈ I . Let C(I,L2(Ω,F ,P;H)) be the Banach space of continuous maps from I into
L2(Ω,F ,P;H) satisfying the condition sup{E‖ϕ(t)‖2: t ∈ I }<∞.H2 (U2) is the closed
subspace of C(I,L2(Ω,F ,P;H)) consisting of measurable and Ft -adapted H -valued
(U -valued) processes ϕ(·) ∈ C(I,L2(Ω,F ,P;H)) (ϕ(·) ∈ C(I,L2(Ω,F ,P;U))) en-
dowed with the norm, see [1,6],
‖ϕ‖2 = sup{E∥∥ϕ(t)∥∥2: t ∈ I}.
L(X,Y ) is the space of all linear bounded operators from a Hilbert space X to a Hilbert
space Y .
Consider the following linear stochastic system:
dx(t)= [Ax(t)+Bu(t)]dt +Σ(t) dw(t),
x(0)= x0, t ∈ I = [0, T ], (1)
where A :D(A)⊂H → H generates a strongly continuous semigroup of bounded linear
operators S(t), B is a bounded linear operator from a Hilbert space U into H, w is a
Q-Wiener process and Σ(·) ∈LF2 (I,L02).
Controllability of linear stochastic systems in finite dimensional spaces have been stud-
ied by Dubov and Mordukhovich [7], Zabczyk [16], Ehrhardt and Kliemann [9], Mahmu-
dov and Denker [12], Mahmudov [13].
Various type of controllability concepts for linear stochastic evolution equations of the
form (1) have been studied by Dubov and Mordukhovich [8], Bashirov and Mahmudov [4],
and Mahmudov [13,14].
The controllability of nonlinear deterministic systems in finite dimensional space have
been extensively studied by several authors, see [3,10] and references therein. Several au-
thors have extended the concept to infinite dimensional systems and established sufficient
conditions for controllability of nonlinear systems in infinite dimensional spaces (see [10]
and references therein). There are few works about controllability of nonlinear stochastic
systems. In [15] the authors present a definition of stochastic ε-controllability and control-
lability with probability and establish sufficient conditions for stochastic controllability of
a class of nonlinear systems. In [11] using a stochastic Lyapunov-like approach, the suffi-
cient conditions for the stochastic ε-controllability are formulated. In [2] authors studied
weak and strong (in probabilistic sense) controllability properties of the class of stochastic
nonlinear systems perturbed by bounded and uniformly Lipschitz nonlinearity.
Among the various methods to the study of the controllability concepts for abstract
nonlinear systems, fixed point principles (the Banach theorem, the Schauder theorem, the
Schaefer theorem) have been extensively used for these systems. In these methods, the
controllability problem is transformed into fixed point problem for an appropriate nonlinear
operator equation in a function space. An essential stage of this method is to guarantee the
existence of fixed points for the appropriate operator.
In this paper we study the weak approximate and the complete controllability of the
following semilinear stochastic system:
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+Σ(t, x(t), u(t)) dw(t),
x(0)= x0, t ∈ I = [0, T ], (2)
where A :H → H is an infinitesimal generator of strongly continuous semigroup S(·),
B ∈ L(U,H), F : [0, T ] ×H ×U →H, Σ : [0, T ] ×H ×U →L02.
Next section gives definitions and some preliminary results. We introduce the weak ap-
proximate controllability concept for stochastic systems which is a weaker concept than
the usual ones, i.e., approximate controllability and complete controllability. In Section 3
we study the weak approximate and complete controllability of semilinear stochastic sys-
tems in Hilbert spaces. We derive sufficient conditions for the weak approximate and the
complete controllability of system (2). In particular, we show that if the semigroup S(·)
generated by A is analytic then the approximate controllability of the linear deterministic
system corresponding to system (2) implies the weak approximate controllability of the
semilinear system (2). In nonanalytic case, small time complete controllability of the lin-
ear deterministic system corresponding to system (2) implies the complete controllability
of the semilinear system (2). In Section 4 we give examples.
2. Preliminaries
Now let us introduce the controllability operator ΠTs associated with (1),
ΠTs {·} =
T∫
s
S(T−t)BB∗S∗(T − t)E{· |Ft }dt,
which belongs to L(L2(FT ,H),L2(FT ,H)) and the controllability operator Γ Ts ∈
L(H,H),
Γ Ts =
T∫
s
S(T − t)BB∗S∗(T − t) dt.
By a solution of system (2), we mean a solution of the following nonlinear integral
equation:
x(t)= S(t)x0 +
t∫
0
S(t − s)[Bu(s)+ F (s, x(s), u(s))]ds
+
t∫
0
S(t − s)Σ(s, x(s), u(s)) dw(s), (3)
where u ∈Uad := U2.
In what follows, we will use the following definitions.
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RT (x0)= L2(FT ,H),
where
Rt (x0)=
{
x(t;x0, u): u ∈LF2 (I,H)
}
.
Definition 2. System (2) is said to be weak approximately controllable on [0, T ] if for any
xT ∈ L2(FT ,H), any ε > 0 and any y ∈ L2(FT ,H) there exists a control u ∈ Uad such
that E〈y, x(T )− xT 〉< ε.
We recall now the following Hilbert space version of the representation theorem
(see [14]).
Lemma 3. For any h ∈ L2(FT ,H) there exists a unique ϕ(·) ∈ LF2 (I,L02) such that
h= Eh+
T∫
0
ϕ(s) dw(s). (4)
The following lemma gives a formula for a control transferring the state x0 to an ε-
neighborhood of an arbitrary state h ∈L2(FT ,H).
Lemma 4. For arbitrary h ∈ L2(FT ,H), f (·) ∈ LF2 (I,H), σ (·) ∈ LF2 (I,L02), the control
u(t)= B∗S∗(T − t)(α + Γ T0 )−1(Eh− S(T )x0)
−B∗S∗(T − t)
t∫
0
(
α + Γ Ts
)−1S(T − s)f (s) ds
−B∗S∗(T − t)
t∫
0
(
α + Γ Ts
)−1[S(T − s)σ (s)− ϕ(s)]dw(s) (5)
transfers the system
x(t)= S(t)x0 +
t∫
0
S(t − s)[Bu(s)+ f (s)]ds +
t∫
0
S(t − s)σ (s) dw(s) (6)
from x0 ∈H to
x(T )= h− α(α + Γ T0 )−1(Eh− S(T )x0)− α
T∫
0
(
α + Γ Tr
)−1S(T − r)f (r) dr
− α
T∫
0
(
α + Γ Tr
)−1[S(T − r)σ (r)− ϕ(r)]dw(r) (7)
at time T . Here ϕ(·) ∈LF (I,L0) comes from representation (4).2 2
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x(t)= S(t)x0 +
t∫
0
S(t − s)BB∗S∗(t − s)S∗(T − t)(α + Γ T0 )−1(Eh− S(T )x0)ds
−
t∫
0
S(t − r)BB∗S∗(t − r)S∗(T − t)
r∫
0
(
α + Γ Ts
)−1S(T − s)f (s) ds dr
−
t∫
0
S(t − r)BB∗S∗(t − r)S∗(T − t)
×
r∫
0
(
α + Γ Ts
)−1[S(T − s)σ (s)− ϕ(s)]dw(s) dr
= S(t)x0 + Γ t0S∗(T − t)
(
α + Γ T0
)−1(Eh− S(T )x0)
−
t∫
0
t∫
s
S(t − r)BB∗S∗(t − r)S∗(T − t)(α + Γ Ts )−1S(T − s)f (s) dr ds
−
t∫
0
t∫
s
S(t − r)BB∗S∗(t − r)S∗(T − t)
× (α + Γ Ts )−1[S(T − s)σ (s)− ϕ(s)]dr dw(s)
= S(t)x0 + Γ t0S∗(T − t)
(
α + Γ T0
)−1(Eh− S(T )x0)
−
t∫
0
Γ ts S∗(T − t)
(
α +Γ Ts
)−1S(T − s)f (s) ds
−
t∫
0
Γ ts S∗(T − t)
(
α +Γ Ts
)−1[S(T − s)σ (s)− ϕ(s)]dw(s).
Writing the last equation at t = T we obtain (7). ✷
Remark 5. In [12,13] it is shown that approximate (complete) controllability of system (1)
is equivalent to convergence of α(α +ΠT0 )−1 :L2(FT ,H)→ L2(FT ,H) to the zero op-
erator in the strong (uniform) operator topology as α→ 0+.
According to this remark and formula (7) the control defined by (5) steers the linear
system (1) form x0 ∈H to an ε-neighborhood of an arbitrary point h ∈L2(FT ,H).
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In this section, we derive controllability conditions for the semilinear stochastic sys-
tem (2) using the Banach fixed point theorem.
We impose the following conditions on data of the problem:
(A1) (F,Σ) : [0, T ] ×H ×U →H ×L02 satisfies the Lipschitz condition with respect to
(x,u) for all t ∈ [0, T ],∥∥F(t, x1, u1)− F(t, x2, u2)∥∥2 + ∥∥Σ(t, x1, u1)−Σ(t, x2, u2)∥∥2
L
(‖x1 − x2‖2 + ‖u1 − u2‖2).
(A2) (F,Σ) is continuous on [0, T ] ×H ×U and satisfies∥∥F(t, x,u)∥∥2 + ∥∥Σ(t, x,u)∥∥2  L.
(A2′) (F,Σ) is continuous on [0, T ] ×H ×U and satisfies∥∥F(t, x,u)∥∥2 + ∥∥Σ(t, x,u)∥∥2  L(1+ ‖x‖2 + ‖u‖2).
(AC) The linear system (1) is approximately controllable on [0, T ], that is, the linear
deterministic system corresponding to (1) is approximately controllable on every
[s, T ], 0 s < T (see [14]).
(CC) The linear system (1) is completely controllable on [0, T ], that is there exists γ > 0
such that
E
〈
ΠT0 z, z
〉
 γE‖z‖2 for all z ∈ L2(FT ,H).
It is obvious that, under conditions (A1) and (A2), for every u(·) ∈ Uad the integral
equation (3) has a unique solution in H2 (see [6]). Now we define the nonlinear operator
Φα from H2 ×Uad to H2 ×Uad as follows:(
zα(t), vα(t)
)=Φα(x,u)(t), (8)
where
zα(t)= S(t)x0 +
t∫
0
S(t − s)[Bvα(s)+ F (s, x(s), u(s))]ds
+
t∫
0
S(t − s)Σ(s, x(s), u(s)) dw(s)
= S(t)x0 +Φ1(x, vα)(t)+Φ2(x,u)(t)+Φ3(x,u)(t),
vα(t)= B∗S∗(T − t)(α + Γ T0 )−1(Eh− S(T )x0)
−B∗S∗(T − t)
t∫ (
α + Γ Ts
)−1S(T − s)F (s, x(s), u(s))ds
0
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t∫
0
(
α + Γ Ts
)−1[S(T − s)Σ(s, x(s), u(s))− ϕ(s)]dw(s).
(9)
Taking into account assumptions one obtains that the operator Φα is well defined. We will
show that complete and approximate controllability of system (3) can be proved if the
operator Φα has a fixed point.
Now for convenience, let us introduce the notations
M = ‖B‖2, l = max{∥∥S(t)∥∥2: t ∈ I}.
Theorem 6. Assume that assumptions (A1) and (A2′) hold. Then for any α > 0 the opera-
tor Φα has a unique fixed point in H2 ×Uad.
Proof. The proof is based on the classical Banach fixed point theorem for contractions.
First we show that Φα mapsH2×Uad into itself. Indeed, using Lemma 4, assumption (A2)
and notations one can show that there exists C1 > 0 such that
E
∥∥vα(t)∥∥2  5
α
lM
(
‖Eh‖2 + l‖x0‖2 + T lE
T∫
0
∥∥F (s, x(s), u(s))∥∥2 ds
+ lE
T∫
0
∥∥Σ(s, x(s), u(s))∥∥2 ds + lE
T∫
0
∥∥ϕ(s)∥∥2 ds
)
 C1
(
1+ sup
t∈I
E
∥∥x(t)∥∥2 + sup
t∈I
E
∥∥u(t)∥∥2). (10)
So
E
∥∥Φ1(x, vα)(t)∥∥2  T 2lMC1(1+ sup
t∈I
E
∥∥x(t)∥∥2 + sup
t∈I
E
∥∥u(t)∥∥2). (11)
Φ1 maps H2 ×Uad into H2 ×Uad. To show the same property for Φ2 and Φ3 we use the
same technique.
E
∥∥Φ2(x,u)(t)∥∥2  lE
( t∫
0
∥∥F (s, x(s), u(s))∥∥ds
)2
 T lE
t∫
0
∥∥F (s, x(s), u(s))∥∥2 ds
 TLlE
t∫
0
(
1+ ∥∥x(s)∥∥2 + ∥∥u(s)∥∥2)ds
 C2
(
1+ sup E∥∥x(s)∥∥2 + sup E∥∥u(t)∥∥2). (12)
s∈I t∈I
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E
∥∥Φ3(x,u)(t)∥∥2  Ll(1+ sup
s∈I
E
∥∥x(s)∥∥2 + sup
s∈I
E
∥∥u(t)∥∥2). (13)
Therefore, from (10)–(13) we deduce that there exists C3 > 0 such that∥∥Φα(x,u)∥∥2 = ‖vα‖2 + ‖zα‖2  C3(1+ ‖x‖2 + ‖u‖2).
So Φα maps H2 ×Uad into itself.
Secondly, we show that there exists a natural number n such that Φnα is a contraction
mapping. Let now (x1, u1) and (x2, u2) be arbitrary processes from H2 ×Uad. Then
E
∥∥Φα(x1, u1)(t)−Φα(x2, u2)(t)∥∥2
 E
∥∥vα1 (t)− vα2 (t)∥∥2 +E∥∥zα1 (t)− zα2 (t)∥∥2
 E
∥∥vα1 (t)− vα2 (t)∥∥2 + 4E∥∥Φ1(x1, u1)(t)−Φ1(x2, u2)(t)∥∥2
+ 4E∥∥Φ2(x1, u1)(t)−Φ2(x2, u2)(t)∥∥2 + 4E∥∥Φ3(x1, u1)(t)−Φ3(x2, u2)(t)∥∥2
= E∥∥vα1 (t)− vα2 (t)∥∥2 + 4I1(t)+ 4I2(t)+ 4I3(t)
and
E
∥∥vα1 (t)− vα2 (t)∥∥2
= E
∥∥∥∥∥B∗S∗(T − t)
T∫
0
(
α + Γ Ts
)−1S(T − s)
× (F (s, x2(s), u2(s))− F (s, x1(s), u1(s)))ds
+B∗S∗(T − t)
T∫
0
(
α + Γ Ts
)−1S(T − s)
× (Σ(s, x2(s), u2(s))−Σ(s, x1(s), u1(s)))dw(s)
∥∥∥∥∥
2
 2
α
lM
(
ltE
t∫
0
∥∥F (s, x2(s), u2(s))− F (s, x1(s), u1(s))∥∥2 ds
+ lE
t∫
0
∥∥Σ(s, x2(s), u2(s))−Σ(s, x1(s), u1(s))∥∥2 ds
)
 2
α
l2M(t + 1)LE
t∫
0
(∥∥x1(s)− x2(s)∥∥2 + ∥∥u1(s)− u2(s)∥∥2)ds
 2 l2M(t + 1)Lt(‖x1 − x2‖2 + ‖u1 − u2‖2). (14)
α
N.I. Mahmudov / J. Math. Anal. Appl. 288 (2003) 197–211 205In a similar way, we have
I1(t)= E
∥∥∥∥∥
t∫
0
S(t − s)B(vα1 (s)− vα2 (s))ds
∥∥∥∥∥
2
 lMt
∥∥vα1 − vα2 ∥∥2  2α l3M2(t + 1)Lt2
(‖x1 − x2‖2 + ‖u1 − u2‖2), (15)
I2(t)= E
∥∥∥∥∥
t∫
0
S(t − s)(F (s, x1(s), u1(s))−F (s, x2(s), u2(s)))ds
∥∥∥∥∥
2
 ltE
t∫
0
∥∥F (s, x1(s), u1(s))− F (s, x2(s), u2(s))∥∥2 ds
 lt2L
(‖x1 − x2‖2 + ‖u1 − u2‖2), (16)
and
I3(t)= E
∥∥∥∥∥
t∫
0
S(t − s)(Σ(s, x1(s), u1(s))−Σ(s, x2(s), u2(s)))dw(s)
∥∥∥∥∥
2
 lE
T∫
0
∥∥Σ(s, x1(s), u1(s))−Σ(s, x2(s), u2(s))∥∥2 ds
 lLt
(‖x1 − x2‖2 + ‖u1 − u2‖2). (17)
Summing up the obtained estimates (14)–(17) we get
E
∥∥Φα(x1, u1)(t)−Φα(x2, u2)(t)∥∥2

(
2
α
l2M(t + 1)+ 8
α
l3M2(t + 1)t + 4l1t + 4l1
)
tL
(‖x1 − x2‖2 + ‖u1 − u2‖2)
= C(α)tL(‖x1 − x2‖2 + ‖u1 − u2‖2)
for all (x1, u1), (x2, u2) ∈H2 ×Uad. Similarly
E
∥∥Φ2α(x1, u1)(t)−Φ2α(x2, u2)(t)∥∥2
 C(α)L
t∫
0
E
∥∥Φ2α(x1, u1)(s)−Φ2α(x2, u2)(s)∥∥2 ds
 C2(α)L2
t∫
0
s∫
0
(
E
∥∥x1(r)− x2(r)∥∥2 +E∥∥u1(r)− u2(r)∥∥2)dr ds
 C2(α)L2 t
2 (‖x1 − x2‖2 +‖u1 − u2‖2).2!
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sup
t∈[0,T ]
E
∥∥Φnα(x1, u1)(t)−Φnα(x2, u2)(t)∥∥2
 Cn(α)Ln T
n
n!
(‖x1 − x2‖2 + ‖u1 − u2‖2).
It is known that Cn(α)LnT n/n!< 1 for sufficiently large n. This results that Φnα is a con-
traction mapping for sufficiently large n. Then the mapping Φα has a unique fixed point
(x,u)(·) in H2 ×Uad which is the solution of Eq. (2). The theorem is proved. ✷
Theorem 7. Under assumptions (A1), (A2) and (AC) system (2) is weak approximately
controllable on [0, T ].
Proof. Let (xα,uα) be a fixed point of operator (8). Then from Lemma 4 we get
xα(T )= xT − α
(
α + Γ T0
)−1(Eh− S(T )x0)
− α
T∫
0
(
α + Γ Tr
)−1S(T − r)F (r, xα(r), uα(r))dr
− α
T∫
0
(
α + Γ Tr
)−1[
Σ
(
r, xα(r), uα(r)
)− ϕ(r)]dw(r). (18)
By Remark 5 and (CC) system (1) is approximately controllable if and only if ‖α(α +
Γ Ts )
−1z‖2 → 0 as α→ 0+ for all z ∈H , 0 s < T . By Lemma 3 for any y ∈ L2(FT ,H)
there exists ψ(·) ∈ LF2 (I,L02) such that
y = Ey +
T∫
0
ψ(s) dw(s).
Now from (18) there exist constants C1 > 0, C2 > 0 such that for all y ∈ L2(FT ,H),∣∣E〈y, xα(T )− h〉∣∣
=
∣∣∣∣∣E〈α(α + Γ T0 )−1y,S(T )x0 −Eh〉
+E
T∫
0
〈S(T − r)F (r, xα(r), uα(r)), α(α + Γ Tr )−1y〉dr
+E
〈 T∫
0
α
(
α + Γ Tr
)−1S(T − r)[Σ(r, xα(r), uα(r))− ϕ(r)]dw(r), y
〉∣∣∣∣∣

∥∥α(α + Γ T0 )−1Ey∥∥∥∥S(T )x0 −Eh∥∥
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T∫
0
E
∥∥α(α+ Γ Tr )−1y∥∥2 dr +C2
T∫
0
E
∥∥α(α + Γ Tr )−1ψ(r)∥∥2 dr.
By the Lebesgue dominated convergence theorem the right hand side of the above inequal-
ity goes to zero as α→ 0+. Consequently xα(T ) ⇀ h weakly in L2(FT ,H) as α→ 0+.
Thus the system is weak approximately controllable on [0, T ]. The theorem is proved. ✷
Corollary 8. Assume the assumptions (A1) and (A2) hold. If the semigroup S(t) is analytic
and the deterministic linear system corresponding to (2) is approximately controllable
on [0, T ] then system (2) is weak approximately controllable on [0, T ].
Proof. It is known that, see [14, Theorem 4.3], when the semigroup S(t) is analytic the
linear stochastic system (1) is approximately controllable on [0, T ] if and only if the cor-
responding deterministic linear system is approximately controllable on [0, T ]. Then by
Theorem 7 system (2) is weak approximately controllable. The corollary is proved. ✷
Now to study the complete controllability we define the nonlinear operator Φ0 from
H2 ×Uad to H2 ×Uad as follows:(
z(t), v(t)
)=Φ0(x,u)(t),
where
z(t)= S(t)x0 +
t∫
0
S(t − s)[Bv(s)+ F (s, x(s), u(s))]ds
+
t∫
0
S(t − s)Σ(s, x(s), u(s))dw(s),
v(t)= B∗S∗(T − t)E
{(
ΠT0
)−1
(h− S(T )x0
−
T∫
0
S(T − s)F (s, x(s), u(s))ds
−
T∫
0
S(T − s)Σ(s, x(s), u(s))dw(s) ∣∣Ft
}
.
We will show that complete controllability of system (3) can be proved if the operator Φ0
has a fixed point. To do this we assume that(
2
γ
l2M(T + 1)+ 4
γ
l3M2(T + 1)T + 4lT + 4l
)
T L< 1. (19)
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Φ0 has a unique fixed point in H2 ×Uad.
Proof. The proof goes along the same lines as that of Theorem 6 with some changes. We
use invertibility of the controllability operator ΠT0 in the proof. ✷
Theorem 10. Under assumptions (A1), (A2′), (19) and (CC) system (2) is completely
controllable on [0, T ].
Proof. If (x0, u0)(·) is a fixed point of an operator Φ0 then it is easy to see that x0T = h
for arbitrary h in L2(FT ,H). Thus system (2) is completely controllable. The theorem is
proved. ✷
Corollary 11. Assume assumptions (A1), (A2′) and (19) hold. If the deterministic linear
system corresponding to (2) is completely controllable on all [0, t], t > 0, then system (2)
is completely controllable on [0, T ].
Proof. By Theorem 3.2 in [14] the linear stochastic system (1) is completely control-
lable on [0, T ] if and only if the corresponding deterministic linear system is small time
completely controllable, that is, completely controllably on all [0, t], t > 0. Then by The-
orem 10 system (2) is completely controllable on [0, T ]. The corollary is proved. ✷
4. Applications
Example 1. Consider the controlled wave equation with a distributed control u(t, ·) ∈
L2(0,1),
d
(
∂y(t, θ)
∂t
)
=
[
∂2y(t, θ)
∂θ2
+ u(t, θ)+ f (t, y(t, θ))]dt + dw(t),
y(t,0)= y(t,1)= 0,
y(0, θ)= f (θ), (∂/∂t)y(0, θ)= g(θ), (20)
where w(·) is one dimensional Wiener process. By proceeding in a similar way to that
in [5] we introduce the Hilbert space H = D(A1/20 )⊕ L2(0,1), endowed with the inner
product
〈w,v〉 =
〈[
w1
w2
]
,
[
v1
v2
]〉
=
∞∑
n=1
{
n2π2〈w1, en〉〈en, v1〉 + 〈w2, en〉〈en, v2〉
}
,
where en(θ)=
√
2 sin(nπθ). Setting
x =
[
y
(∂/∂t)y
]
, x(0)=
[
f
g
]
, B =
[
0
I
]
, D =
[
0
I
]
,
we write problem (20) as
dx(t)= (Ax(t)+Bu(t)+ f (t, x(t)))dt +Ddw, x(0)= [f
g
]
,
N.I. Mahmudov / J. Math. Anal. Appl. 288 (2003) 197–211 209where
A=
[
0 I
−A0 0
]
, A0h=−(d2/dθ2)h
with domain
D(A0)=
{
h ∈ L2(0,1) | h, (d/dθ)h are absolutely continuous
(d2/dθ2)h ∈ L2(0,1) and h(0)= 0 = h(1)
}
,
and A is the infinitesimal generator of a contraction semigroup S(t) on X given by
S(t)
[
x1
x2
]
=
∞∑
n=1
[
cos(nπt) (nπ)−1 sin(nπt)
−nπ sin(nπt) cos(nπt)
][
xn1
xn2
]
en.
It is known that the linear system corresponding to (20) is completely controllable on
all [0, t], t > 0; see [5]. If (19) holds then by Corollary 11, system (20) is completely
controllable on [0, T ] provided that f satisfies assumptions (A1) and (A2′).
Example 2. Consider a control system governed by the semilinear heat equation
dx(t, θ)= [xθθ (t, θ)+Bu(t, θ)+ f (t, x(t, θ))]dt + dw(t),
x(t,0)= x(t,π)= 0, 0 t  T , 0< θ < π. (21)
Let H = L2[0,π] and let A :H →H be an operator defined by
Az= z′′
with domain
D(A)= {z ∈X | z, z′ are absolutely continuous, z′′ ∈X, z(0)= z(π)= 0}.
Then
Az=
∞∑
n=1
(−n2)(z, zn)zn, z ∈D(A),
where zn(θ) = √2/π sinnθ, 0  x  π, n = 1,2, . . . . It is known that A generates an
analytic semigroup S(t), t > 0, in H and is given by
S(t)z=
∞∑
n=1
e−n2t (z, zn)zn, z ∈X.
Define an infinite dimensional space U by
U =
{ ∞∑
n=2
unen
∣∣∣∣
∞∑
n=2
u2n <∞
}
.
The norm in U is defined by ‖u‖V = (∑∞n=2 u2n)1/2. Now define a linear continuous map-
ping from U to X as follows:
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∞∑
n=2
unen
for u=∑∞n=2 unen ∈ U.
It is easy to see that
B∗v = (2v1 + v2)e2 +
∞∑
n=3
vnen,
B∗S∗(t)x = (2x1e−t + x2e−4t )e2 +
∞∑
n=3
xne
−n2t en,
∥∥B∗S∗(t)x∥∥= 0, t ∈ [0, T ],
⇒ ‖2x1e−t + x2e−4t‖2 +
∞∑
n=3
‖xne−n2t‖2 = 0, t ∈ [0, T ],
⇒ xn = 0, n= 1,2, . . . , ⇒ x = 0.
Thus the deterministic linear system corresponding to (21) is approximately controllable
on [0, T ] and by Corollary 8, system (21) is weak approximately controllable on [0, T ]
provided that f satisfies assumptions (A1) and (A2).
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