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Abstract
Let Σ be an alphabet of size t , let f : Σ∗ → Σ∗ be a non-erasing morphism, let w be an infinite fixed point of f , and let E(w)
be the critical exponent of w. We prove that if E(w) is finite, then for a uniform f it is rational, and for a non-uniform f it lies
in the field extension Q[r, λ1, . . . , λ`], where r, λ1, . . . , λ` are the eigenvalues of the incidence matrix of f . In particular, E(w) is
algebraic of degree at most t . Under certain conditions, our proof implies an algorithm for computing E(w).
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1. Introduction
A non-empty finite word z over a finite alphabet Σ is a fractional power if it has the form z = x · · · xy, where x
is a non-empty word and y is a prefix of x . If r = |z|/|x |, we say that z is a power with exponent r , or an r-power.
Let α be a positive real number. A right-infinite word w over Σ is said to be α-power-free if no subword of it is an
r -power for any rational r ≥ α. Otherwise, w contains an α-power. The critical exponent of w, denoted by E(w), is
the supremum of the set of exponents r ∈ Q≥1, such that w contains an r -power. If w is an arbitrary infinite word,
E(w) can be any real number greater than 1 [13]. In this work, we are interested in the critical exponents of a more
restricted set of words, namely, words generated by iterating a morphism, also known as pure morphic sequences or
D0L-words.
Examples of infinite words for which the critical exponent has been computed include the Thue–Morse word t,
proved by Thue in 1912 to have E(t) = 2 [19,2], and the Fibonacci word f, proved by Mignosi and Pirillo in 1992
to have E(f) = 2 + ϕ, where ϕ = (1 + √5)/2 is the golden mean [15]. Both words are fixed points of morphisms
defined over Σ = {0, 1}: t is the fixed point beginning with 0 of the Thue–Morse morphism, defined by µ(0) = 01,
µ(1) = 10; f is the unique fixed point of the Fibonacci morphism, defined by f (0) = 01, f (1) = 0. The Fibonacci
word gives an example of an irrational critical exponent; however, E(f) is algebraic of degree |Σ |. As we shall see,
this is the general case.
In a general setting, critical exponents have been studied mainly in relation to Sturmian words; see [3,5,4,7,10,14,
20]. Let s be a Sturmian word. The main results, proved a few times independently in the papers mentioned above, are
a criterion for E(s) to be bounded, and a formula for computing E(s) when it is bounded. Both results make use of the
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continued fraction expansion of the slope of s. For morphic sequences, most of the research has focused on deciding
whether a given word has bounded critical exponent; see [6,8,11,16,18].
Our goal is to characterize and compute critical exponents of pure morphic sequences. In our previous paper [12],
we completely characterized E(w) for fixed points of binary k-uniform morphisms. In this paper we extend our results
to fixed points of non-erasing morphisms over a finite alphabet. Let Σ = Σt = {0, 1, . . . , t − 1}, let f : Σ ∗ → Σ ∗
be a non-erasing morphism, and let w be an infinite fixed point of f . We show that if E(w) < ∞, then it is rational
for a uniform f , and algebraic of degree at most t for a non-uniform f . More specifically, E(w) ∈ Q[r, λ1, . . . , λ`],
where r, λ1, . . . , λ` are the distinct eigenvalues of the incidence matrix of f (r is the dominant eigenvalue). Under
certain conditions, our proof implies an algorithm for computing E(w). Based on our results, we give a short proof of
the theorem of Mignosi and Pirillo mentioned above: the critical exponent of the Fibonacci word is 2+ ϕ, where ϕ is
the golden mean.
2. Basic definitions and notation
We use Z≥r (and similarly Q≥r ,R≥r ) to denote the integers (similarly rational or real numbers) greater than or
equal to r . If S is a set of numbers, we denote by Mn×m(S) the set of n ×m matrices with entries in S, and by Mn(S)
the set of square n × n matrices with entries in S. Let A ∈ Mn(Z). We denote by Q[A] the field extension over Q
spanned by the eigenvalues of A.
Let Σ = Σt = {0, . . . , t − 1} be a finite alphabet. We use the notation Σ ∗, Σ+ and Σω to denote the sets of finite
words, non-empty finite words, and right-infinite words over Σ . We use  to denote the empty word. A morphism
f : Σ ∗t → Σ ∗s is called non-erasing if f (a) 6=  for all a ∈ Σt . Infinite words are usually denoted by bold letters. For
a finite word w ∈ Σ ∗, |w| is the length of w, and |w|a is the number of occurrences in w of the letter a ∈ Σ . For both
finite and infinite words, wi is the letter at position i , starting from zero; e.g. w = w0w1 · · ·wn , w = w0w1w2 · · ·,
where wi ∈ Σ . The set of subwords of a word w ∈ Σ ∗ ∪ Σω is denoted by S(w).
Let z = a0 · · · an−1 ∈ Σ+. A positive integer q ≤ |z| is a period of z if ai+q = ai for i = 0, 1, . . . , n − 1− q. An
infinite word z = a0a1 · · · ∈ Σω has a period q ∈ Z≥1 if ai+q = ai for all i ≥ 0; in this case, z is periodic, and we
write z = xω, where x = a0 · · · aq−1. We say that z is ultimately periodic if it has a periodic suffix.
A fractional power is a word of the form z = xn y, where n ∈ Z≥1, x ∈ Σ+, and y is a proper prefix of x .
Equivalently, z has a |x |-period and |y| = |z| mod |x |. If |z| = p and |x | = q, we say that z is a p/q-power, or
z = x p/q . Since q stands for both the fraction’s denominator and the period, we use non-reduced fractions to denote
fractional powers: for example, 10101 is a 52 -power (as well as a
5
4 -power), while 1010101010 is a
10
4 -power (as well
as a 102 -power). The word x is referred to as the power block.
Let α be a real number. We say that a word w (finite or not) is α-power-free if no subword of it is an r -power for
any rational r ≥ α; otherwise, w contains an α-power. The critical exponent of an infinite word w is defined by:
E(w) = sup{r ∈ Q≥1 : w contains an r -power}. (1)
By this definition, w contains α-powers for all 1 ≤ α < E(w), but no α-powers for α > E(w); it may or may not
contain E(w)-powers.
Let f be a morphism defined over Σ . If f (a) = ax for some a ∈ Σ and x ∈ Σ+, and furthermore f n(x) 6= 
for all n ≥ 0 ( f is prolongable on a), then f n(a) is a proper prefix of f n+1(a) for all n ≥ 0, and by applying f
successively we get an infinite fixed point of f , f ω(a) = limn→∞ f n(a) = ax f (x) f 2(x) f 3(x) · · ·. Such fixed points
are called pure morphic sequences or D0L words. In this work we consider powers in fixed points of non-erasing
morphisms, and so we assume that f is prolongable on 0.
3. Preliminary results
In this section we introduce the two main tools we need to prove our result: non-negative matrices and circular
D0L languages.
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3.1. The incidence matrix associated with a morphism
Definition 1. Let u ∈ Σ ∗t . The Parikh vector of u, denoted by [u], is a vector [u] ∈ Mt×1(Z≥0), defined by
[u] = (|u|0, |u|1, . . . , |u|t−1)T. (2)
Definition 2. Let f : Σ ∗k → Σ ∗n be a morphism. The incidence matrix associated with f , denoted by F( f ), is a
matrix F( f ) ∈ Mn×k(Z≥0), defined by
F( f ) = (Fi, j )0≤i<n, 0≤ j<k; Fi, j = | f ( j)|i . (3)
In other words, column j of F( f ) is the Parikh vector of f ( j).
The next two propositions follow directly from the two definitions above:
Proposition 1. Let f : Σ ∗t → Σ ∗s be a morphism, and let F = F( f ) be the incidence matrix of f . Then for all
u ∈ Σ ∗t , we have [ f (u)] = F[u].
Proposition 2. Let f : Σ ∗t → Σ ∗t be a morphism, and let F = F( f ) be the incidence matrix of f . Then for all
n ∈ N, we have F( f n) = Fn .
We now state some results regarding the spectral properties of non-negative matrices. For more details, see [17,
Chapters 1, 3].
Definition 3. A nonnegative matrix A ∈ Mn(R≥0) is called reducible if there exists a permutation matrix P such that
PAPT =
(
B C
0 D
)
, (4)
where B and D are square matrices, and C and 0 are rectangular matrices such that all dimensions fit. Otherwise A is
called irreducible. An irreducible matrix A is primitive if there exists an integer k such that all the entries of Ak are
positive.
Theorem 3 (Perron–Frobenius). Let A ∈ Mn(R≥0), and let r be the spectral radius of A, i.e., r = max{|λ| :
λ is an eigenvalue of A}. Then:
(1) r is an eigenvalue of A;
(2) there exists a positive integer h such that any eigenvalue λ of A with |λ| = r satisfies λh = rh;
(3) If A is primitive, then:
(a) r is a simple root of the characteristic polynomial of A;
(b) r is the only eigenvalue of A of modulus r .
Definition 4. The number r described in the above theorem is called the Perron–Frobenius eigenvalue of A. We
denote it by r(A). If f : Σ ∗t → Σ ∗t is a morphism, we denote by r( f ) the Perron–Frobenius eigenvalue of F( f ).
Proposition 4. Let A ∈ Mn(Z≥0). Then either r(A) = 0 or r(A) ≥ 1.
Proof. Let r(A) = r, λ1, . . . , λ` be the distinct eigenvalues of A, and suppose that r < 1. Then limn→∞ rn =
limn→∞ λni = 0 for all i = 1, . . . , `. Since rn, λn1, . . . , λn` are the eigenvalues of An , this implies that limn→∞ An = 0
(the zero matrix). But An ∈ Mn(Z≥0) for all n ∈ N, and the above limit can hold if and only if A is nilpotent, i.e.,
r = λi = 0 for all i = 1, . . . , `. 
Notation 1. Let A ∈ Mn(R≥0) be a non-negative matrix, and letU = (u1, . . . , un)T be a non-negative column vector.
We use the following notation:∑
U :=
n∑
i=1
ui ; (5)
I0(U ) := {1 ≤ i ≤ n : ui = 0}; (6)
I0(A,U ) :=
⋂
m≥0
I0(AmU ). (7)
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Let I ⊆ {1, 2, . . . , n}, and let τ = [i1, i2, . . . , in] be a permutation of the numbers {1, 2, . . . , n}.
• AI is the (n − |I |)× (n − |I |) submatrix of A resulting from deleting rows and columns i ∈ I from A;
• UI is the n − |I | column vector resulting from deleting entries i ∈ I from U ;
• P[τ ] is a permutation matrix of order n, the rows of which form the permutation τ of the rows of the identity
matrix.
Lemma 5. Let A = (ai j )1≤i, j≤n be a non-negative matrix, and let U = (u1, . . . , un)T be a non-negative column
vector. Then
(1) for all I ⊆ I0(A,U ), and for all m ≥ 0, we have∑ AmU =∑ AmI UI ;
(2) if U1, . . . ,Uk are non-negative column vectors of size n and K = ⋂1≤`≤k I0(A,U`), then the eigenvalues of AK
are a subset of the eigenvalues of A.
Proof. To prove the first assertion, let I = I0(A,U ). If I = ∅ the result is trivially true. W.l.o.g., suppose that 1 ∈ I.
For m ≥ 0, denote AmU = Um = (um1 , um2 , . . . , umn )T. By matrix multiplication rules, for all m ≥ 0 we have
Am+1U = A

0
um2
...
umn
 =

a12
a22
...
an2
 um2 +

a13
a23
...
an3
 um3 + · · · +

a1n
a2n
...
ann
 umn =

0
um+12
...
um+1n
 .
Therefore, necessarily a12um2 + a13um3 + · · · + a1numn = 0 for all m ≥ 0. Since A and U are nonnegative, this implies
that a12um2 = a13um3 = · · · = a1numn = 0 for all m ≥ 0. Let j /∈ I. Then there exists some m0 ≥ 0 such that um0j 6= 0.
Since a1 jumj = 0 for all m ≥ 0, necessarily a1 j = 0. We get: a1 j = 0 for all j /∈ I, and in general,
ai j = 0 for all i ∈ I and j ∈ Ic.
Here Ic stands for the complement of I. Therefore, A is reducible: let [Ic I] be the permutation consisting of the
elements of Ic in increasing order, followed by the elements of I in increasing order. Let P = P[Ic I]. Then
PAPT =
(
AI C
0 D
)
,
where AI is the (n − |I|)× (n − |I|) matrix resulting from deleting rows and columns i ∈ I from A, D is an |I| × |I|
matrix, C is an |I| × (n − |I|) matrix, and 0 is an (n − |I|) × |I| zero matrix. Since ui = 0 for all i ∈ I , we get that
PU = (UI, 0)T, where UI is a column vector of size n − |I|.
Clearly,
∑
AmU =∑ P(AmU ) for all m ≥ 0. Also,
P(AmU ) = (PAPT)m(PU ) =
(
AmI C(m)
0 Dm
)(
UI
0
)
,
where C(m) is a |I| × (n− |I|) matrix. Therefore,∑ AmU =∑ AmI UI for all m ≥ 0. Since deleting row and column
i ∈ I from A is equivalent to deleting one of the last |I| rows and columns of PAPT, and these rows and columns don’t
affect the sum, we get that for all I ⊆ I and for all m ≥ 0,∑
AmI UI =
∑
AmI UI =
∑
AmU.
For the second assertion, let I` = I0(A,U`), ` = 1, . . . , k. Then ai j = 0 for all 1 ≤ ` ≤ k and for all i ∈ I` and
j ∈ Ic`. Let K =
⋂
1≤`≤k I`, and let i ∈ K and j ∈ K c. Then i ∈ I` for all 1 ≤ ` ≤ k, and j ∈ I` for at least one of
1 ≤ ` ≤ k. Therefore, ai j = 0 for all i ∈ K and j ∈ K c, and for the permutation matrix P = P[K c K ], we get that
PAPT =
(
AK E
0 F
)
for some |K | × |K | matrix F and some |K | × (n− |K |) matrix E . By the block structure of PAPT, the eigenvalues of
AK form a subset of the eigenvalues of A. 
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Example 1. Let A = (ai j )1≤i, j≤5, let U = (u1, . . . , u5)T, and suppose that I = I0(A,U ) = {2, 4}. Then for all
m ≥ 0:
A

um1
0
um3
0
um5
 =

a11
a21
a31
a41
a51
 um1 +

a13
a23
a33
a43
a53
 um3 +

a15
a25
a35
a45
a55
 um5 =

um+11
0
um+13
0
um+15
 ,
and so necessarily a21 = a23 = a25 = 0, and a41 = a43 = a45 = 0. Therefore:
A =

a11 a12 a13 a14 a15
0 a22 0 a24 0
a31 a32 a33 a34 a35
0 a42 0 a44 0
a51 a52 a53 a54 a55
 , PAPT =

a11 a13 a15 a12 a14
a31 a33 a35 a32 a34
a51 a53 a55 a52 a54
0 0 0 a22 a24
0 0 0 a42 a43
 , PU =

u1
u3
u5
0
0
 ,
where P = P[1, 3, 5, 2, 4]. The matrix
AI =
a11 a13 a15a31 a33 a35
a51 a53 a55

is the principal submatrix derived from A by deleting rows {2, 4} and columns {2, 4}. Its eigenvalues are a subset of
the eigenvalues of A, and for all subsets I ⊆ I and for all m ≥ 0, we have∑ AmI UI =∑ AmI UI.
Notation 2. Let U = (u1, . . . , un)T, V = (v1, . . . , vn)T be two column vectors of size n. In the next theorem, and
throughout the paper, we use the following notation:
U
V
:=
∑
U∑
V
. (8)
Theorem 6. Let A ∈ MN (Z≥0) be a matrix with no zero columns, and let r(A) = r, λ1, . . . , λ` be its distinct
eigenvalues. Let U, V,W ∈ MN×1(Z≥0) be arbitrary vectors with W 6= 0, and let:
F(m) =
AmU +
(
m−1∑
i=0
Ai
)
V
AmW
, m ≥ 0. (9)
Then
(1) {F(m)}m≥0 has finitely many accumulation points.
(2) If α is a finite accumulation point of F , then α ∈ Q[A] = Q[r, λ1, . . . , λ`]. In particular, α is algebraic of degree
at most N .
(3) If A is primitive, then F has one accumulation point.
Proof. First, note that F(m) is well defined for all m: by assumption, A has no zero columns and W 6= 0. Since
both A and W are non-negative and integral, this implies that
∑
AmW ≥ 1 for all m ≥ 1. Note also that r ≥ 1 by
Proposition 4.
We can assume w.l.o.g. that A satisfies the following conditions:
(1) A does not have an eigenvalue λ such that λ 6= r and |λ| = r ;
(2) I0(A,U ) ∩ I0(A,W ) ∩ I0(A, V ) = ∅.
To see that the above assertion holds, assume that A does not satisfy condition (1). By Theorem 3, there exists an
integer h such that λh = rh for all eigenvalues λ that satisfy |λ| = r . Let:
A = Ah, V =
(
h−1∑
i=0
Ai
)
V,
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and for j = 0, 1, . . . , h − 1, let:
U j = A jU +
(
j−1∑
i=0
Ai
)
V, W j = A jW, F j (m) =
AmU j +
(
m−1∑
i=0
Ai
)
V
AmW j
.
Then:
F j (m) =
Amh
(
A jU +
(
j−1∑
i=0
Ai
)
V
)
+
(
m−1∑
k=0
Akh
)(
h−1∑
i=0
Ai
)
V
Amh(A jW )
=
Amh+ jU +
(
mh+ j−1∑
i=0
Ai
)
V
Amh+ jW
= F(mh + j).
Since the eigenvalues of A are rh, λh1, . . . , λ
h
` , we get that A satisfies condition (1), and Q[A] = Q[A]. We have thus
split F into h subsequences, each of which has the same form of (9) but with a matrix that satisfies conditions (1), and
we can consider each subsequence separately.
Now assume that A does not satisfy condition (2). Let
K = I0(A,U ) ∩ I0(A,W ) ∩ I0(A, V ).
By Lemma 5, all the sums remain the same if we replace A,U,W, V by AK ,UK ,WK , VK . The matrix AK and
the vectors UK ,WK , VK are non-negative and integral, and by Lemma 5 the eigenvalues of AK form a subset of
the eigenvalues of A. By induction, we can apply the theorem to AK ,UK ,WK , VK , and still get that the finite
accumulation points belong to Q[A].
We will now show that if A satisfies conditions (1) and (2), then limm→∞ F(m) exists, and is a rational expression
of the eigenvalues of A when finite. Note that a primitive matrix always satisfies conditions (1) and (2).
Let J be the Jordan canonical form of A, i.e. A = SJ S−1, where S is a non-singular matrix, and J is a
diagonal block matrix of Jordan blocks. The convention we use here is to arrange the blocks by the magnitude of
the eigenvalues, and within the same eigenvalue, by the order of the block; thus the top-left block of J is the largest
block associated with r . We call this block (which may appear more than once) the dominating Jordan block of A.
We will use the following notation: Jλ,d is a Jordan block of order d corresponding to eigenvalue λ; Ox,y is a square
matrix, where all entries are zero, except for x at the top-right corner and y at the two entries of the diagonal just
below it; and Ox = Ox,0.
Jλ,d =

λ 1 0
. . .
. . .
λ 1
0 λ

d×d
, Ox,y =

0 · · · 0 y x
0 · · · 0 0 y
...
...
...
...
0 · · · 0 0 0
 , Ox =

0 0 · · · 0 x
0 0 · · · 0 0
...
...
...
...
0 0 · · · 0 0
 .
Let Jr,d be the dominating Jordan block of A. It is easy to verify by induction that
Jmr,d =

rm
(m
1
)
rm−1
(m
2
)
rm−2 · · · ( md−2)rm−d+2 ( md−1)rm−d+1
0 rm
(m
1
)
rm−1 · · · ( md−3)rm−d+3 ( md−2)rm−d+2
...
...
...
...
...
0 0 0 · · · rm (m1)rm−1
0 0 0 · · · 0 rm
 .
Thus the first row of Jmr,d has the form:
rm
[
1
m
r
m(m − 1)
2!r2 · · ·
m(m − 1) · · · (m − (d − 2))
(d − 1)!rd−1
]
,
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and so
lim
m→∞
Jmr,d
md−1rm
= Oα, where α = 1
(d − 1)!rd−1 ∈ Q[A].
Now consider the sum
∑m−1
n=0 J nr,d . The c-th entry of the first row of this sum, where 0 ≤ c < d, has the form:
m−1∑
n=c
(
n
c
)
rn−c = 1
rc
m−1∑
n=0
(
n
c
)
rn . (10)
To estimate (10), we consider two cases: r = 1 and r > 1.
Suppose r = 1. Using upper summation [9], we get that:
m−1∑
n=0
(
n
c
)
=
(
m
c + 1
)
= m
c+1
(c + 1)! + o(m
c+1),
and so
lim
m→∞
m−1∑
n=0
J n1,d
md−1
= O∞,β , where β = 1
(d − 1)! ∈ Q[A].
As for the other Jordan blocks, a block of the form J1,d−1 (if it exists) will converge similarly to an Oβ block; all
other blocks will converge to blocks of zeros. Thus limm→∞ F(m) depends on the vector V : if V has zero entries at
appropriate indices, the limit belongs to Q[A], otherwise it diverges to∞.
Now suppose that r > 1. To estimate (10), we use the following identity:
m−1∑
n=0
(
n
c
)
rn(r − 1) =
(
m − 1
c
)
rm −
m−1∑
n=0
[(
n
c
)
rn −
(
n − 1
c
)
rn
]
=
(
m − 1
c
)
rm −
m−1∑
n=0
(
n − 1
c − 1
)
rn = m
crm
c! + o(m
crm).
Therefore:
1
rc
m−1∑
n=0
(
n
c
)
rn = m
crm
c!rc(r − 1) + o(m
crm),
and so:
lim
m→∞
m−1∑
n=0
J nr,d
md−1rm
= Oγ , where γ = 1
(d − 1)!rd−1(r − 1) ∈ Q[A].
All Jordan blocks other than the dominating block converge to zero blocks. Let
J1 = limm→∞
Jm
md−1rm
, M1 = SJ1S−1 = limm→∞
Am
md−1rm
,
J2 = limm→∞
m−1∑
n=0
J n
md−1rm
, M2 = SJ2S−1 = limm→∞
m−1∑
n=0
An
md−1rm
.
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Note that, since S is composed of generalized eigenvectors of A, the matrices S, S−1 belong to MN (Q[A]) as well
(recall that a vector v is a generalized eigenvector of a matrix A if v ∈ ker(A − λI )k for some eigenvalue λ and
k ∈ N). Therefore, M1,M2 ∈ MN (Q[A]), and
lim
m→∞
AmU +
(
m−1∑
i=0
Ai
)
V
AmW
= M1U + M2V
M1W
∈ Q[A]. (11)
A priori, the above limit might not be defined: since M1,M2 could have zero columns, it might be possible that
M1U = M1W = M2V = 0. To see that this is not the case, let M1 = (E1 E2 · · · EN ) and M2 = (F1 F2 · · · FN ),
where Ei , Fi are column vectors of size N . Let
I = {1 ≤ i ≤ N : Ei 6= 0}, I ′ = {1 ≤ i ≤ N : Fi 6= 0}.
If r > 1, then J2 = 1r−1 J1, and so I = I ′; if r = 1, then I ⊆ I ′.
By matrix multiplication rules,
M1U = E1u1 + E2u2 + · · · + ENuN ,
and similarly for M1W and M2V . Since M1,M2,U, V,W are nonnegative, M1U = M1W = M2V = 0 implies that
u j = w j = v j = 0 for all j ∈ I , where u j , w j , v j are the entries of the vectors U,W, V , respectively (in addition,
v j = 0 for all j ∈ I ′ \ I ). Moreover, the vectors AmU , AmW and (∑m−1i=0 Ai )V must have zero entries at positions
j ∈ I for all m ≥ 0: otherwise, if for some m0 ≥ 0 and j ∈ I entry j is positive in one of the three vectors, set
U ′ = Am0U + (∑m0−1i=0 Ai )V , W ′ = Am0W , and V ′ = V . Then
{F(m)}m≥m0 =

AmU ′ +
(
m−1∑
i=0
Ai
)
V ′
AmW ′

m≥0
,
and
lim
m→∞F(m) =
M1U ′ + M2V ′
M1W ′
.
Since by assumption either U ′ or W ′ must have a non-zero entry at some position j ∈ I , we get by the above that
F(m) has a well defined limit. Therefore, we encounter a problem only if
I ⊆ K = I0(A,U ) ∩ I0(A,W ) ∩ I0(A, V ).
But since A satisfies condition (2), K = ∅, and so I = ∅. We get that M1 is the zero matrix, a contradiction. This
completes the proof of the theorem. 
Example 2. Let
A =
 2 1 12 2 0
2 1 1
 = S
4 1
0
 S−1; S = 1
6
1 2 −31 −4 3
1 2 3
 , S−1 =
 3 2 10 −1 1
−1 0 1
 .
Since A is a primitive matrix and r(A) = 4 > 1, the sequence F converges to a finite limit for any set of vectors
U, V,W with W 6= 0:
M1 = S
1 0
0
 S−1 =
3 2 13 2 1
3 2 1
 ; M2 = S
 13 0
0
 S−1 = 1
3
3 2 13 2 1
3 2 1
 ;
lim
m→∞F(m) =
M1U + M2V
M1W
= 9u1 + 6u2 + 3u3 + 3v1 + 2v2 + v3
9w1 + 6w2 + 3w3 .
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Fig. 1. Synchronization of two interpretations.
3.2. Circular D0L languages
A D0L system is a triple G = (Σ , f, w), where Σ is a finite alphabet, f is a morphism defined over Σ ,
and w ∈ Σ+ is a word known as the system’s axiom. If f is non-erasing then G is called a PD0L system; in
this paper, when referring to a D0L system, we always mean a PD0L system. The system’s language is the set
L(G) = { f n(w) : n ≥ 0}; thus an infinite fixed point of f represents a D0L language for which f is prolongable on
the axiom. A D0L language is α-power-free if all of its elements are α-power-free.
The definition of circular D0L languages we present here is the one used by Mignosi and Se´e´bold in [16], where
they prove that every non-repetitive D0L language is circular; their result is the main tool we use in this paper. For
injective morphisms, the definition coincides with Mosse´’s recognizable substitutions [18] and Cassaigne’s circular
D0L-systems [6].
Roughly speaking, a D0L language L(G) is circular if every sufficiently long word v ∈ S(L(G)) can be
decomposed unambiguously into images under f , except perhaps a prefix and a suffix of bounded length. The bound
on the length of these prefix and suffix is called the synchronization delay. More formally, we have the following
definitions:
Definition 5. Let G = (Σ , f, w) be a D0L system. We say that a word v admits an interpretation by G if there exists
a word v′ = a0a1 · · · anan+1 ∈ S(L(G)), ai ∈ Σ , such that v = y0 f (a1) · · · f (an)xn+1, where y0 is a suffix of f (a0)
and xn+1 is a prefix of f (an+1). The word v′ is called an ancestor of v.
Definition 6. Let v = y0 f (a1) · · · f (an)xn+1 = s0 f (b1) · · · f (bm)rm+1, where
• ai , b j ∈ Σ for 0 ≤ i ≤ n + 1 and 0 ≤ j ≤ m + 1;
• y0, s0 are suffixes of f (a0), f (b0), respectively;
• xn+1, rm+1 are prefixes of f (an+1), f (bm+1).
We say that L(G) is circular with synchronization delay D if whenever we have |y0 f (a1) · · · f (ai−1)| > D and
| f (ai+1) · · · f (an)xn+1| > D for some 1 ≤ i ≤ n, then y0 f (a1) · · · f (ai−1) = s0 f (b1) · · · f (b j−1) for some
0 ≤ j ≤ m, and ai = b j (see Fig. 1).
Theorem 7 (Mignosi and Se´e´bold [16]). If a D0L language is K -power-free for some number K , then it is circular.
As mentioned above, when f is injective, Definition 6 coincides with the definition of circular D0L-systems in [6].
We now present this alternative definition, since it will be more convenient to use when computing E(w) for injective
morphisms.
Definition 7. Let h : Σ ∗ → Σ ∗ be a morphism injective over Σ ∗, and let w ∈ Σ ∗. We say that (w1, w2) is a
synchronization point of w (for h), if w = w1w2, and for all v1, v2, u ∈ Σ ∗,
v1wv2 = h(u)⇒ ∃u1, u2 such that u = u1u2, and v1w1 = h(u1), w2v2 = h(u2).
We denote a synchronization point by w = w1|w2.
Definition 8. Let G = (Σ , h, w) be a D0L system. We say that G is circular with synchronization delay D if h is
injective on S(L(G)), and every word u ∈ S(L(G)) with |u| ≥ D has at least one synchronization point.
Note that if f is injective over S(L(G)) and u ∈ S(L(G)) has at least two synchronization points, then any two
distinct interpretations of u must synchronize.
To prove our main theorem, we will need the following fact: if w = f ω(0), and E(w) <∞, then subwords z of w
satisfying | f (z)| = |z| are of bounded length. To show this fact we need the following definition and lemma.
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Definition 9. Let f be a morphism over Σ . A letter a ∈ Σ has rank zero (with respect to f ) if L(Ga) is finite, where
Ga is the D0L system (Σ , f, a); a word x ∈ Σ ∗ has rank zero if it belongs to Σ ∗0 , where Σ0 ⊆ Σ is the set of
rank-zero letters. A D0L system G = (Σ , f, w) is pushy if S(L(G)) contains rank-zero words of unbounded length.
If G is not pushy, then q(G) denotes max{|v| : v ∈ S(L(G)) ∩ Σ ∗0 }.
Lemma 8 (Ehrenfeucht and Rozenberg [8]). Let G be a D0L system. Then
(1) it is decidable whether or not G is pushy;
(2) if G is pushy, then S(L(G)) contains unbounded powers;
(3) If G is not pushy, then q(G) is effectively computable.
Corollary 9. Let f : Σ ∗ → Σ ∗ be a non-erasing morphism, prolongable on 0, and let w = f ω(0). Suppose
E(w) <∞. Then there exist a non-erasing morphism f ′ : Σ ∗ → Σ ∗, prolongable on 0, and an effectively computable
number c ∈ N, such that w = f ′ω(0), and for all v ∈ S(w) with | f ′(v)| = |v| we have |v| ≤ c.
Proof. Let Σ1 = {a ∈ Σ : | f (a)| = 1} − Σ0. Then there exists n ∈ N such that | f n(a)| ≥ 2 for all a ∈ Σ1, or
L(Ga) would be finite, a contradiction. Let f ′ = f n . Then w = f ′ω(0), and for all a ∈ Σ , if | f ′(a)| = 1 then
a ∈ Σ0. Since E(w) < ∞, by Lemma 8 there exists an effectively computable number c such that |v| ≤ c for all
v ∈ {a ∈ Σ : | f ′(a)| = 1}∗ ∩ S(w). 
4. Algebraicity of E(w) for non-erasing morphisms
In this section we prove our main result, which is the following theorem:
Theorem 10. Let f : Σ ∗t → Σ ∗t be a non-erasing morphism, prolongable on 0, and let w = f ω(0). Let F be the
incidence matrix associated with f , and let Q[F] = Q[r, λ1, . . . , λ`], where r, λ1, . . . , λ` are the eigenvalues of F.
Suppose E(w) <∞. Then E(w) ∈ Q[F]. In particular, E(w) is algebraic of degree at most t .
Though the details are a bit technical, the essential idea of the proof is rather simple. To describe it, we need a few
more definitions. In what follows, Σ = Σt = {0, . . . , t − 1} is a finite alphabet: f : Σ ∗ → Σ ∗ is a non-erasing
morphism, prolongable on 0; w = f ω(0) is an infinite fixed point of f ; F is the incidence matrix associated with f ;
and r, λ1, . . . , λ` are the distinct eigenvalues of F , with r the Perron–Frobenius eigenvalue.
Definition 10. An occurrence of a subword within a word w ∈ Σω is a triple (z, i, j), where z ∈ S(w), 0 ≤ i ≤ j ,
and wi · · ·w j = z. In other words, z occurs in w at positions i, . . . , j . For convenience, we usually omit the indices,
and refer to an occurrence (z, i, j) as z = wi · · ·w j . The set of all occurrences of subwords within w is denoted by
OC(w). We say that an occurrence (z, i, j) contains an occurrence (z′, i ′, j ′), and denote it by z ⊃ z′, if i ≤ i ′ and
j ≥ j ′.
Definition 11. Let z = wi · · ·w j ∈ OC(w) be a p/q-power. We say that (z, q) is left-stretchable (resp. right-
stretchable) if the q-period of z can be stretched left (resp. right), i.e., if wi−1 = wi+q−1 (resp. w j+1 = w j−q+1).
If (z, q) can be stretched left by c > 0 letters and no more, then the left stretch of (z, q) is defined by σ(z, q) =
wi−c · · ·wi−1; otherwise, if (z, q) is not left-stretchable, then σ(z, q) = . Similarly, the right stretch of (z, q) is
given by ρ(z, q) = w j+1 · · ·w j+d if (z, q) can be stretched right by exactly 0 < d < ∞ letters, by ρ(z, q) = 
if (z, q) is not right-stretchable, and by ρ(z, q) = (wm)m> j if (z, q) can be stretched right infinitely (i.e., (wm)m≥i
is periodic with period q). The stretch vector of (z, q), denoted by Λ(z, q), is the Parikh vector of the left and right
stretch combined:
Λ(z, q) = [σ(z, q)ρ(z, q)]. (12)
If ρ(z, q) ∈ Σω, then Λ(z, q) is not defined. Note that the order of stretching (left first or right first) does not matter.
Example 3. Let Σ = {0, 1, 2}, let f : Σ ∗ → Σ ∗ be the morphism defined by f (0) = 012, f (1) = 02 and f (2) = 1,
and let w = f ω(0) = w0w1w2 · · ·. Here are the first 24 terms of w:
i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
wi 0 1 2 0 2 1 0 1 2 1 0 2 0 1 2 0 2 1 0 2 0 1 2 1
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(1) The occurrence z = w2w3w4 = 202 is a 3/2-power. (z, 2) is neither left- nor right-stretchable, since 1 = w1 6=
w3 = 0, and 1 = w5 6= w3 = 0. The left and right stretch are given by σ(z, 2) = ρ(z, 2) = . The stretch vector
is given by Λ(z, 2) = [ ] = (0, 0, 0)T.
(2) The occurrence z′ = w5 · · ·w9 = 10121 is a 5/4-power. (z′, 4) is left-stretchable, since w4 = w8 = 2; it is
right-stretchable, since w10 = w6 = 0. The left stretch is given by σ(z′, 4) = w4, since (z′, 4) can be stretched
left by exactly one character. Similarly, the right stretch is given by ρ(z′, 4) = w10. The stretch vector is given by
Λ(z′, q) = [20] = (1, 0, 1)T. The 7/4-power
σ(z′, 4) z′ ρ(z′, 4) = w4 · · ·w10 = 2101210
is unstretchable.
Outline of proof of Theorem 10: Since E(w) is an upper bound, it is enough to consider unstretchable powers when
computing it. The idea of the proof is as follows:
(1) Take an unstretchable power z ∈ OC(w), apply f to it, and stretch the result to an unstretchable power (Eq. (13)).
Repeat the process to get an infinite sequence of unstretchable powers in OC(w) (Eq. (14)). For reasons that will
be clear shortly, we refer to such sequences as “pi -sequences”.
(2) Show that the resulting sequence of exponents (which is a sequence of rational numbers) has its lim sup in Q[F]
(Lemma 11, Corollaries 12 and 13).
(3) Show that every sufficiently long unstretchable power in OC(w) belongs to one of finitely many pi -sequences
(Lemma 14).
Clearly, the three steps above suffice to prove Theorem 10: if E(w) is attained by some power z ∈ S(w), then
it is rational; otherwise, there exists a sequence of unstretchable powers A = {zi }i≥0 ⊂ OC(w), such that
E(w) = limi→∞(zi ). Since every sufficiently long element of A belongs to one of finitely many pi -sequences, there
must be an infinite subsequence of A which belongs to one pi -sequence, hence its limit must belong to Q[F].
We now turn to proving Theorem 10 in detail. Let z = x p/q = wi · · ·w j ∈ OC(w) be an unstretchable p/q-power.
Let P = [z] and Q = [x]. In order to keep track of the components of P and Q, we introduce the notation “z is a
P/Q-power”, where
P
Q
:=
∑
0≤`<t
|z|`∑
0≤`<t
|x |` =
p
q
.
Let i ′ = | f (w0 · · ·wi−1)|, j ′ = | f (w0 · · ·w j )|−1, and consider the occurrence f (z) = wi ′ · · ·w j ′ ∈ OC(w). Recall
that by Proposition 1, [ f (z)] = FP and [ f (x)] = FQ; thus under this notation, f (z) is an FP/FQ-power. This
power can be stretched by σ( f (z), FQ) on the left and ρ( f (z), FQ) on the right; the result (provided that ρ is finite)
is an unstretchable (FP+Λ)/FQ-power, where Λ = Λ( f (z), FQ) is the stretch vector of ( f (z), FQ). Let us define
a mapping pi : OC(w)×Q → OC(w)×Q by
pi
(
z,
P
Q
)
=
(
σ f (z)ρ,
FP + Λ
FQ
)
. (13)
Here σ = σ( f (z), FQ), ρ = ρ( f (z), FQ), and Λ = Λ( f (z), FQ). In what follows, we use pi(z) and pi(P/Q) to
denote the first and second component, respectively (this is only a shorthand: when we talk of “pi(z)” it should be
understood that z is a P/Q-power, and similarly, when we talk of “pi(P/Q)”, it should be understood that P is the
Parikh vector of an occurrence (z, i, j) of w).
Iterating pi on an initial unstretchable P/Q-power z, we get a sequence of unstretchable powers,
{pim(z, P/Q)}m≥0. We refer to such a sequence as a pi -sequence. A pi -sequence satisfies
pim
(
P
Q
)
=
FmP +
m−1∑
i=0
Fm−1−iΛi
FmQ
, (14)
where Λm is the stretch vector we get at iteration m. The sequence {Λm}m≥0 is the stretch sequence associated with
the pi -sequence. Our aim now is to show that for any pi -sequence, the corresponding stretch sequence is ultimately
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periodic. This will enable us to reduce (14) to an expression of the form of (9), thus enabling us to apply Theorem 6
and show that the pi -sequence has its lim sup in Q[F].
Definition 12. Let z = wi · · ·w j ∈ OC(w) be an unstretchable P/Q-power. The left context of (z, Q) with respect
to f , denoted by η(z, Q), is the shortest occurrence zL ∈ OC(w) to the left of z such that f (zL) contains the left
stretch σ( f (z), FQ). Similarly, the right context, denoted by µ(z, Q), is the shortest occurrence zR ∈ OC(w) to the
right of z such that f (zR) contains the right stretch ρ( f (z), FQ).
More formally, let zL = wi−c · · ·wi−1 and z′L = wi+q−d · · ·wi+q−1, where c, d are the minimal non-negative
integers such that f (zL) and f (z′L) are incomparable in the suffix order (i.e. neither one is a suffix of the other). If
these integers do not exist (i.e. f (w0 · · ·wi−1) and f (wi+q−d · · ·wi+q−1) are comparable for some d), then set c = 0.
If i = 0, set zL = z′L = . Similarly, let zR = w j+1 · · ·w j+r , z′R = w j−q+1 · · ·w j−q+s , where r, s are the minimal
non-negative integers such that f (zR) and f (z′R) are incomparable in the prefix order; if these integers do not exist,
then zR = (wm)m> j . Then η(z, Q) = zL and µ(z, Q) = zR . Note that if E(w) <∞, then µ(z, Q) is always finite.
Example 4. Continuing Example 3, the unstretchable 3/2-power z = w2w3w4 = 202 is mapped by f to the
5/4-power f (z) = w5 · · ·w9 = 10121, which can be stretched left and right by σ( f (z), 4) = w4 = 2 and
ρ( f (z), 4) = w10 = 0. Now, w4 is a suffix of f (w1) = w3w4 = 02; w10 is a prefix of f (w5) = w10w11 = 02.
Therefore, the left context of (z, 2) with respect to f is given by η(z, 2) = w1, and the right context of (z, 2) with
respect to f is given by is µ(z, 2) = w5.
Lemma 11. Suppose E(w) < ∞. Then there exists a constant C = C(w), such that for any unstretchable P/Q-
power z = wi · · ·w j ∈ OC(w), we have:
(1) C ≥ |η(z, Q)| and | f (wi−C · · ·wi−1)| ≥ |σ( f (z), FQ)| + C;
(2) C ≥ |µ(z, Q)| and | f (w j+1 · · ·w j+C )| ≥ |ρ( f (z), FQ)| + C.
In other words, wi−C · · ·wi−1 contains the left context of (z, Q), and f (wi−C · · ·wi−1) contains both the left
stretch and the left context of ( f (z), FQ); similarly, w j+1 · · ·w j+C contains the right context of (z, Q), and
f (w j+1 · · ·w j+C ) contains both the right stretch and the right context of ( f (z), FQ).
Proof. We prove the lemma for the right stretch. The proof for the left stretch is similar.
Let µ = µ(z, Q), ρ = ρ( f (z), FQ). Since E(w) < ∞, µ is finite. Let zR, z′R be as in Definition 12. By
definition, ρ is the longest common prefix of f (zR), f (z′R); this prefix is strictly shorter than both f (zR), f (z′R),
since f (zR) and f (z′R) are incomparable in the prefix order.
Since zR 6= z′R , we get that f (zR) and f (z′R) constitute two different interpretations of ρ by the D0L system
(Σ , f, 0). Since w is circular (Theorem 7), these interpretations must synchronize at a distance of at most D from the
edges of ρ, where D is the synchronization delay. Let M = max{| f (a)| : a ∈ Σ }, and suppose |ρ| ≥ 2D + M . Then
f (zR) and f (z′R) synchronize, and so zR and z′R have the following decomposition:
zR = xuy, x ∈ Σ+, u ∈ Σ+, y ∈ Σ ∗,
z′R = x ′uy′, x ′ ∈ Σ+, u ∈ Σ+, y′ ∈ Σ ∗,
which satisfies
x 6= x ′, f (x) = f (x ′), ρ = f (x) f (u)v, | f (x)| < D, |v| < D.
Here v is the longest common prefix of f (y) and f (y′). The picture is illustrated in Fig. 2.
Consider the FQ period of pi(z) starting D positions to the left of f (x ′) (we can assume that we have D positions
to the left since f is not pushy, and the power blocks get bigger with every application of f ). Suppose | f (u)v| ≥ D.
Then relative to this starting point, f (x ′) is at distance D from the edges, and should therefore synchronize with f (x).
But x 6= x ′, a contradiction. Therefore, we must have | f (u)v| < D, and | f (x) f (u)v| < 2D. Since f is non-erasing,
this implies that |xuy| = |zR | < 2D, and the same holds for z′R .
Recall now that by Corollary 9, E(w) < ∞ implies that there exists a number c ∈ N, such that every word
u ∈ S(w) with |u| > c must contain at least one letter a with | f (a)| ≥ 2. Therefore, for every k ∈ N and u ∈ S(w),
we have:
|u| ≥ k(c + 1)+ c ⇒ | f (u)| ≥ k + |u|.
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Fig. 2. Two interpretations of ρ( f (z), FQ).
Let C = (2D + M)(c + 1)+ c. Then C > |µ(z, Q)|, and
| f (w j+1 · · ·w j+C )| ≥ 2D + M + C > |ρ( f (z), FQ)| + C. 
Corollary 12. Suppose that E(w) < ∞. Let z ∈ OC(w) be an unstretchable P/Q- power, let {pim(z, P/Q)}m≥0
be the pi -sequence generated by z, and let S = {Λm}m≥0 be the associated stretch sequence. Then S is ultimately
periodic.
Proof. Let zm = pim(z) = wim · · ·w jm ∈ OC(w), and let qm = FmQ be the size of the power block of zm . Let
{ρm}m≥0, {µm}m≥0 be the sequences of right stretches and right contexts, where ρ0 =  and µ0 = µ(z, Q). Let C be
the minimal constant which satisfies the conditions of Lemma 11, and let x0 = w j0+1 · · ·w j0+C . Then by Lemma 11,
f (x0) contains both the next stretch ρ1 and the next context µ1.
Now let x1 = w j1+1 · · ·w j1+C . Note that f (x0) contains x1, since | f (x0)| ≥ |ρ1| + |x1|. Similar arguments show
that f (x1) contains the next stretch ρ2 and the next context µ2. Continuing this way, we get a sequence of occurrences,
(xm)m≥0 ⊆ OC(w), where for all m,
• |xm | = C ;
• f (xm) ⊃ xm+1 (Definition 10);
• f (xm) ⊃ σm+1µm+1.
Thus the sequence (xm)m≥0 must be ultimately periodic: each word depends only on the previous word, and since
there is only a finite number of different words of length C , we get a period once a word is repeated. This, in turn,
implies that {ρm}m≥0 is ultimately periodic. Similar arguments show that the sequence of left stretches is ultimately
periodic as well. Put together, we get that S is ultimately periodic. 
Example 5. Continuing Example 4, for f : 0 → 012, 1 → 02, 2 → 1, the set { f (0), f (1), f (2)} is a biprefix code,
that is, a set of words such that no word is a prefix or a suffix of another. Therefore, if z = wi · · ·w j ∈ OC(w) is an
unstretchable P/Q-power, necessarily |η(z, Q)| = |µ(z, Q)| = 1, that is, η(z, Q) = wi−1 and µ(z, Q) = w j+1.
Consider the stretch of ( f (z), FQ): suppose that wi−1 = 2. Since (z, Q) is unstretchable, wi+q−1 6= 2,
therefore f (wi−1) and f (wi+q−1) have no common suffix, and ( f (z), FQ) cannot be stretched left. We get that
η( f (z), FQ) = f (wi−1). Now suppose that wi−1 6= 2. Then | f (wi−1)| ≥ 1. Since for any pair of letters
a 6= b ∈ {0, 1, 2} the words f (a) and f (b) have at most one letter as a common suffix, necessarily |σ( f (z), FQ)| ≤ 1,
and so f (wi−1) contains both σ( f (z), FQ) and η( f (z), FQ). Similar reasoning shows that f (w j+1) contains both
ρ( f (z), FQ) and µ( f (z), FQ). Thus in this case, C = 1.
Here is a specific stretch sequence. Recall the first 24 terms of w:
i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
wi 0 1 2 0 2 1 0 1 2 1 0 2 0 1 2 0 2 1 0 2 0 1 2 1
Let z0 = w2w3w4 = 202 be the initial power of a pi -sequence. As we have seen, the left and right contexts of
(z0, 2) are w1 and w5 respectively; pi(z0, 3/2) = (z1, 7/4), where z1 = w4 · · ·w10 = 2101210; and the stretch vector
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of ( f (z0), 2) is Λ0 = (1, 0, 1)T. The left and right contexts of z1 are w3 and w11, respectively, since f (w3) and
f (w11) contain the left and right stretch of ( f (z1), 4), respectively:
f (0 2101|210 2) = 012 10201202|102012 1 = 01 21020120|2102012 1.
Therefore, pi(z1, 7/4) = (z2, 15/8), where z2 = w8 · · ·w22 = (21020120)15/8. The stretch vector of ( f (z1), 8))
is Λ1 = (0, 0, 1)T. The left and right contexts of (z2, 8) are w7 and w23, respectively. Since w7 = w1 = 1 and
w23 = w5 = 1, we get a periodic sequence of contexts with period 2; thus the stretch sequence is periodic with period
2:
{Λm}m≥0 =
(
1
0
1
)
,
(
0
0
1
)
,
(
1
0
1
)
,
(
0
0
1
)
, . . . .
Corollary 13. Suppose that E(w) < ∞. Let z = wi · · ·w j ∈ OC(w) be an unstretchable P/Q- power. Then
lim supm→∞ pim(P/Q) ∈ Q[F].
Proof. Let S = {Λm}m≥0 be the sequence of stretch vectors associated with the pi -sequence generated by z. By the
previous lemma, S is ultimately periodic; w.l.o.g., we can assume it is purely periodic. Let h be the period, and let:
F = Fh, Λ =
h−1∑
i=0
Fh−1−iΛi .
Eq. (14) now implies that:
pimh
(
P
Q
)
=
FmP +
(
m−1∑
i=0
Fi
)
Λ
FmQ
.
Note that since F is associated with a non-erasing morphism (namely, f h) it has no zero columns, and that Q is a
non-zero vector. Also, the eigenvalues of F are given by rh, λh1, . . . , λ
h
` ∈ Q[F]. Therefore, by Theorem 6, we get that
{pimh(P/Q)}m≥0 has finitely many limit points, all in Q[F]. In particular,
lim sup
m→∞
pimh
(
P
Q
)
∈ Q[F].
Similar reasoning shows that for 1 ≤ k ≤ h − 1, the subsequence {pimh+k(P/Q)}m≥0 has its lim sup (as well as its
other limit points) in Q[F]. We have thus partitioned {pim(P/Q)}m≥0 into h subsequences, each of which having its
lim sup in Q[F]. The result follows. 
Example 6. Continuing Example 5, we have seen that the pi -sequence generated by the initial power z = w3w4w5
has a purely periodic stretch sequence with period h = 2. Therefore, the pi -sequence can be partitioned into two
subsequences, pi2m(z, Q) and pi2m+1(z, Q) = pi2m(pi(z, Q)).
Let F be the incidence matrix of f . Then
F =
1 1 11 0 1
0 1 0
 ; F2 =
2 1 12 2 0
2 1 1
 .
Let F = F2, Λ = FΛ0 + Λ1 = (1, 2, 2)T, P = [202] = (1, 0, 2)T, Q = [20] = (1, 0, 1)T. By Example 2,
lim
m→∞pi
2m
(
202,
P
Q
)
= lim
m→∞
FmP +
(
m−1∑
i=0
Fi
)
Λ
FmQ
= 9 · 1+ 6 · 0+ 3 · 2+ 3 · 1+ 2 · 2+ 2
9 · 1+ 6 · 0+ 3 · 1 = 2.
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Fig. 3. Interpretation of power blocks.
To compute limm→∞ pi2m+1(z, P/Q), let(
z′, P
′
Q′
)
= pi
(
202,
P
Q
)
=
(
2101210,
FP + Λ0
FQ
)
=
(
2101210,
(2, 3, 2)T
(1, 2, 1)T
)
.
The stretch sequence is given by Λ′ = FΛ1 + Λ0 = (1, 1, 1)T, and altogether we get:
lim
m→∞pi
2m+1
(
202,
P
Q
)
= lim
m→∞pi
2m
(
2101210,
FP + Λ0
FQ
)
= 9 · 2+ 6 · 3+ 3 · 2+ 3 · 1+ 2 · 1+ 1
9 · 1+ 6 · 2+ 3 · 1 = 2.
Corollary 13 completes step 2 of the proof of Theorem 10. The next lemma proves the last step.
Lemma 14. Suppose E(w) <∞. Then
(1) there exists a constant K = K (w), such that every unstretchable power z ∈ OC(w) satisfying |z| ≥ K is an
image under the pi mapping;
(2) OC(w) contains only finitely many different sequences of the form
{pim(z, P/Q)}m≥0, where |z| < K .
Proof. Let e = dE(w)e. Then w is e-power-free, and hence circular. Let D be the synchronization delay, let
M = max{D, {| f (a)| : a ∈ Σ }}, and let K = e(2D + M). Let z = wi · · ·w j ∈ OC(w) be an unstretchable
p/q power, and suppose |z| ≥ K . Since w is e-power-free, we get that e(2D + M) ≤ |z| < eq , i.e. q > 2D + M .
Therefore, all the interpretations of a power block must synchronize at distance D from the edges, i.e. all power blocks
have an unambiguous decomposition into images under f (Fig. 3). Shifting by at most D to the right (the dashed line
in Fig. 3), we get a p′/q-power, z′. Since M ≥ D, the suffix of length D of the power block of z is at distance D from
both edges of the power block of z′, and must have an unambiguous decomposition as well; the same reasoning applies
to the prefix of length D of the power block of z. We get that every power block of z′ has an identical decomposition
into images of f . Let z′′ = f −1(z′). Then z′′ is an r/s-power, and br/sc = bp′/qc. Now, z′ can be stretched to at most
z; on the other hand, z′ = f (z′′), and f (z′′) can be stretched by the pi mapping to an unstretchable power. Therefore,
z = pi(z′′).
For the second assertion, recall that by Lemma 11, a sequence of the form {pim(z, P/Q)}m≥0 is completely
determined by z and by the C letters to the left and to the right of z. Thus every sequence is generated by a word
of length at most K + 2C , and there are only finitely many such words in S(w). 
Lemma 14 completes the proof of Theorem 10 as was outlined in the beginning of this section.
Example 7. Continuing Example 6, let us check what block sizes we need to consider for initial powers of pi -
sequences. It is easy to check that aa /∈ S(w) for all letters a ∈ {0, 1, 2}; thus the block size must be at least
two. We can also verify that (ab)2 /∈ S(w) for all letters a, b ∈ {0, 1, 2}, and so a power with block size two must be a
3
2 -power of the form aba, where a 6= b ∈ {0, 1, 2}. The only words of this form in S(w) are (in order of appearance)
202, 101, 121 and 020.
Consider now powers with block size three. The set of subwords of w of length 3 is given by
S(w) ∩ {0, 1, 2}3 = {012, 120, 202, 021, 210, 101, 121, 102, 020, 201}.
A short case analysis shows that all of these words have at least two synchronization points, namely,
{|012|, |12|0, 2|02|, |02|1|, 2|1|0, |1|01|, |12|1|, |1|02|, |02|0, 2|01|}.
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Thus, in order to compute E(w), it is enough to consider the 32 -powers mentioned above. Moreover, these powers
always occur with the same context: if wiwi+1wi+2 = aba, then necessarily wi−1 = wi+3 = c, where c 6= a, b, or
we would get a subword of the form aa or abab. Therefore, to compute E(w), it is enough to compute the limit points
of the 4 pi -sequences generated by the first occurrences of 202, 101, 121, and 020. Also, in this case it’s not hard to
show that all pi -subsequences are increasing, therefore E(w) is the largest limit point, which is 2.
The result that E(w) = 2 is well known: w can be also characterized as the sequence of differences between
two consecutive 1’s in the Thue–Morse word t (see e.g., [1, Theorem 1.6.2]). This characterization of w implies that
E(w) = 2: since t is overlap-free, w is square-free; since t contains arbitrarily large squares, w contains powers
arbitrarily close to 2. We have just showed how to compute E(w) independently of t’s properties.
4.1. The uniform case
When f is a k-uniform morphism (i.e., | f (a)| = k for all a ∈ Σ ), the pi -sequences have a simpler form: if z is
a p/q-power, then f (z) is a kp/kq-power, and the vector notation we used in the general case is unnecessary. Let
σ = σ( f (z), kq), ρ = ρ( f (z), kq), and let λ = λ( f (z), kq) = |σ | + |ρ| be the stretch size. The pi mapping now has
the form:
pi
(
z,
p
q
)
=
(
σ f (z)ρ,
kp + λ
kq
)
,
and
pim
(
p
q
)
=
km p +
m−1∑
i=0
km−1−iλi
kmq
.
As in the general case, when applying pi successively we get an ultimately periodic sequence of stretch sizes. Let h
be the period, let K = kh and let λ =∑h−1i=0 kh−1−iλi . Then
lim
m→∞pi
mh
(
p
q
)
= lim
m→∞
Km p + λ
m−1∑
i=0
K i
Kmq
= (K − 1)p + λ
(K − 1)q ∈ Q.
Furthermore, it can be shown that for all k ∈ {0, 1, . . . , h − 1}, the subsequence {pimh+k(p/q)}m≥0 converges to
the same limit. We have thus proved the following theorem, which generalizes our result in [12] regarding binary
alphabets:
Theorem 15. Let f be a uniform morphism over Σ = Σt , prolongable on 0, and let w = f ω(0). Then either
E(w) = ∞, or E(w) ∈ Q.
5. Computing critical exponents
When trying to apply Theorem 10 for actually computing E(w), the main problem is that the supremum of the
pi -sequence is not necessarily one of its limit points, and it is not clear how to compute it. However, if for a given
morphism f we can show that the pi -subsequences are increasing, or if we know how to compute their suprema, then
Theorem 10 suggests an algorithm for computing E(w):
Input: A morphism f prolongable on 0.
Algorithm:
(1) Check whether or not E(w) <∞. If E(w) = ∞, return∞.
(2) Compute the number k = 2D + M , where D is the synchronization delay, M = max{D,m}, and m =
max{| f (a)| : a ∈ Σ }.
(3) Compute the set of powers
Sk(w) := {z = x p/q ∈ OC(w) : z is unstretchable and q < k}.
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(4) For every unstretchable power z ∈ Sk(w):
(a) compute the period h of the stretch sequence generated by iterating pi on z;
(b) compute the supremum of each of the subsequences {pimh+ j (z, P/Q)}m≥0, where j = 0, 1, . . . , h − 1.
Output: The maximum of the values computed in (4)(b).
Notes:
(1) It is decidable whether or not E(w) <∞ [8,16,11].
(2) Given that E(w) < ∞, the synchronization delay D is computable as a function of t , m and q(w) (Definition 9)
[16].
(3) Given a fixed integer e, it is decidable whether w is e-power-free [16]. Therefore, given that E(w) < ∞, finding
e := dE(w)e is also decidable. The set Sk(w) can thus be computed by computing the set {z ∈ S(w) : |z| <
ek + 2C}. The 2C factor is added to cover all possible contexts (see Lemma 11).
The complexity of this algorithm is not clear. In particular, we don’t have a bound on D, nor on the prefix of w
which contains Sk(w) (however, if f is a uniform binary morphism, we know by [12] that it is enough to consider
f 4(0)). Also, the complexity of computing Sk(w) is not clear. In some cases, however, computing E(w) becomes very
simple. In particular, if it is easy to show that w is circular with delay D, and the set Sk(w) is easy to compute and is
shown to be finite, step (1) of the algorithm becomes unnecessary, as was shown in Examples 3–7. In the next section
we give another example.
5.1. Computing the critical exponent of the Fibonacci word
Let f be the Fibonacci morphism, f (0) = 01, f (1) = 0, and let f = f ω(0). In [15], Mignosi and Pirillo showed
that E(f) = 2+ ϕ, where ϕ = (1+√5)/2 is the golden mean. We give an alternative proof.
Let z = wi · · ·w j ∈ OC(f) be an unstretchable P/Q-power, z = x p/q . First, observe that if q ≥ 3, then x has
at least 2 synchronization points. If q = 2, then the only possible power block is x = 01, since it is easy to see
that 11 and (00)2 are not subwords of f, and a power of the form (10)r will be left-stretchable. The word 01 has two
synchronization points, 01 = |01|. Since f is injective, this means that in order to compute E(f) it is enough to
start from powers with q = 1. The only such power in f is the square 00. We conclude that k = 2 and Sk(f) = {00}.
Note that we do not need to check separately that E(f) <∞.
Next, let us compute the stretch sequence of pim(z). Assume w.l.o.g that wi−1 = w j+1 = 1, and wi+q−1 =
w j−q+1 = 0. Since f (0) and f (1) don’t have a common suffix, f (z) cannot be stretched left, and σ( f (z), FQ) = .
To the right, we can always stretch by the letter 0, which is the longest common prefix of f (0) and f (1); however,
we cannot stretch by more, since we must have w j+2 = 0, or else we would get 11 ∈ f. Thus f (w j−q+1) = 01,
f (w j+1w j+2) = 001, and ρ( f (z), FQ) = 0. We get that the stretch vector is always
(1
0
)
, and the pi mapping is given
by:
pim(P/Q) =
FmP +
(
m−1∑
i=0
F i
) (1
0
)
FmQ
.
The incidence matrix of the Fibonacci morphism is given by
F =
(
1 1
1 0
)
= S
(
ϕ 0
0 − 1
ϕ
)
S−1; S =
(
ϕ 1
ϕ
1 −1
)
, S−1 = 1
2ϕ − 1
(
1 1
ϕ
1 −ϕ
)
.
The Perron–Frobenius eigenvalue of F is given by r( f ) = ϕ; the size of the dominating Jordan block is d = 1.
Dividing by md−1rm , we get:
lim
m→∞
Fm
ϕm
= S
(
1 0
0 0
)
S−1 = 1
2ϕ − 1
(
ϕ 1
1 1
ϕ
)
;
lim
m→∞
m−1∑
i=0
F i
ϕm
= S
(
ϕ 0
0 0
)
S−1 = 1
2ϕ − 1
(
ϕ2 ϕ
ϕ 1
)
.
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Therefore:
lim
m→∞pi
m(P/Q) =
(
ϕ 1
1 1
ϕ
)(
p0
p1
)
+
(
ϕ2 ϕ
ϕ 1
)(
1
0
)
(
ϕ 1
1 1
ϕ
)(
q0
q1
) = (ϕ + 1)p0 + ϕp1 + 2ϕ + 1
(ϕ + 1)q0 + ϕq1 .
In the case of z = 00, we have p0 = 2, p1 = 0, q0 = 1, q1 = 0, and so
lim
m→∞pi
m
(
00,
(2
0
)(1
0
)) = 2(ϕ + 1)+ 2ϕ + 1
ϕ + 1 = 2+ ϕ.
It remains to show that the pi -sequence generated by 00 is increasing, which in this case can be done easily. Thus:
E(f) = lim
m→∞pi
m
(
00,
(2
0
)(1
0
)) = 2+ ϕ.
6. Some open problems
1. We have shown that given an infinite fixed point w of a non-erasing morphism defined over an alphabet of size t ,
E(w) is either infinite or algebraic of degree at most t . It yet remains to prove the result for erasing morphisms.
Another generalization which seems plausible is morphic sequences, that is, images of pure morphic sequences
under codings. A coding is a 1-uniform morphism τ : Σt → Σs , where typically s < t . If w = f ω(0) and
v = τ(w), then obviously E(v) ≥ E(w). The problem is when the inequality is strict, the relation between
E(v) and E(w) is not clear. There are examples where E(w) is attained and E(v) is not, and vice versa. Proving
Theorem 10 for morphic sequences will cover the erasing case as well, since every word generated by iterating
a morphism is the image under a coding of a word generated by iterating a non-erasing morphism [1, Theorem
7.5.1].
2. Given an algebraic number α of degree d , can we construct a morphism f : Σt → Σt for some t ≥ d such that
E( f ω(0)) = α? For a rational number α ≥ 2, it is easy to construct a uniform morphism f over a finite alphabet,
such that E( f ω(0)) = α and α is attained. The question is much harder when trying to construct a pure morphic
sequence that does not attain the critical exponent, in particular when α is irrational.
Acknowledgements
The author would like to thank Jeffrey Shallit, for his comments and suggestions; Anna Frid, for first mentioning
circularity; Oscar H. Ibarra, for his promptness and helpfulness in editing the paper; and the referees of this paper,
for their contribution to its correctness and clarity. In particular, the author is deeply obliged to Volker Diekert, who
refereed this paper patiently and thoroughly, and contributed a great deal to eliminating errors and simplifying proofs.
References
[1] J.-P. Allouche, J. Shallit, Automatic Sequences: Theory, Applications, Generalizations, Cambridge University Press, 2003.
[2] J. Berstel, Axel Thue’s papers on repetitions in words: A translation, in: Publications du Laboratoire de Combinatoire et d’Informatique
Mathe´matique, vol. 20, Universite´ du Que´bec a` Montre´al, 1995.
[3] J. Berstel, On the index of Sturmian words, in: Jewels are Forever, Springer, Berlin, 1999, pp. 287–294.
[4] W.-T. Cao, Z.-Y. Wen, Some properties of the factors of Sturmian sequences, Theoret. Comput. Sci. 304 (2003) 365–385.
[5] A. Carpi, A. de Luca, Special factors, periodicity, and an application to Sturmian words, Acta Inform. 36 (2000) 983–1006.
[6] J. Cassaigne, An algorithm to test if a given circular HD0L-language avoids a pattern, in: IFIP World Computer Congress’94, vol. 1, Elsevier,
North-Holland, 1994, pp. 459–464.
[7] D. Damanik, D. Lenz, The index of Sturmian sequences, European J. Combin. 23 (2002) 23–29.
[8] A. Ehrenfeucht, G. Rozenberg, Repetition of subwords in D0L languages, Inform. Control 59 (1983) 13–35.
[9] R.L. Graham, D.E. Knuth, O. Patashnik, Concrete Mathematics, Adison-Wesley, 1989.
[10] J. Justin, G. Pirillo, Fractional powers in Sturmian words, Theoret. Comput. Sci. 255 (2001) 363–376.
[11] Y. Kobayashi, F. Otto, Repetitiveness of languages generated by morphisms, Theoret. Comput. Sci. 240 (2000) 337–378.
88 D. Krieger / Theoretical Computer Science 376 (2007) 70–88
[12] D. Krieger, On critical exponents in fixed points of binary k-uniform morphisms, in: STACS’06, in: LNCS, vol. 3884, 2006, pp. 104–114.
[13] D. Krieger, J. Shallit, Every real number greater than 1 is a critical exponent, Preprint.
[14] F. Mignosi, Infinite words with linear subword complexity, Theoret. Comput. Sci. 65 (1989) 221–242.
[15] F. Mignosi, G. Pirillo, Repetitions in the Fibonacci infinite word, RAIRO Inform. The´or. 26 (1992) 199–204.
[16] F. Mignosi, P. Se´e´bold, If a D0L language is k-power free then it is circular, in: ICALP’93, in: LNCS, vol. 700, 1993, pp. 507–518.
[17] H. Minc, Nonnegative Matrices, in: Wiley-Interscience Series in Discrete Mathematics and Optimization, John Wiley and Sons Inc., New
York, 1988.
[18] B. Mosse´, Puissances de mots et reconnaissabilite´ des points fixes d’une substitution, Theoret. Comput. Sci. 99 (1992) 327–334.
[19] A. Thue, U¨ber die gegenseitige Lage gleicher Teile gewisser Zeichenreihen, Norske vid. Selsk. Skr. Mat. Nat. Kl. 1 (1912) 1–67.
[20] D. Vandeth, Sturmian words and words with critical exponent, Theoret. Comput. Sci. 242 (2000) 283–300.
