Finding the zeros of a nonlinear equation f (x) = 0, is a classical problem which has nice applications in various branches of science and engineering. In this paper, we introduce four iterative methods which is based on the central-difference and forward-difference approximations to derivatives. It is proved that three of the four methods have cubic convergence and another method has quadratic convergence. The best property of these methods are that do not need to calculate any derivative. In order to demonstrate convergence properties of the introduced methods, several numerical examples are given.
Introduction
A large number of papers have been written about iterative methods for the solution of the the nonlinear equations [3, 7, 8, 9, 10, 12, 13] . In this paper, we consider the problem of finding a simple root x * of a function f : D ⊂ R → R i.e., f (x * ) = 0 and f (x * ) = 0. The famous Newton's method for finding x * uses the iterative method
starting from some initial value x 0 . The Newton's method is an important and basic method where converges quadratically in some neighborhood of simple root x * . Chun [5] obtained the iterative method with convergence cubically
given by
, where z n+1 = x n + f (x n ) f (x n ) .
(1.1)
Also there is an modification of the Newton's method with third-order convergence as [14] 
, where
It is well-known that the forward-difference approximation for f (x) at x is
If the derivative f (x n ) is replaced by the forward-difference approximation with h = f (x n ) i.e.
the Newton's method becomes
which is the famous Steffensen's method [11] . The Steffensen's method is based on forward-difference approximation to derivative. This method is a tough competitor of Newton's method. Both the methods are of quadratic convergence, both require two functions evaluation per iteration but in contrast to Newton's method, Steffensen's method is derivative free. Chen [4] studied a particular class of these methods which contain the Steffensen's method as a special case. In [1] , a modified Steffensen's method for the numerical solution of the system of nonlinear equations is studied. Amat et al. [2] considered a class of the generalized Steffensen iterations procedures for solving nonlinear equations on Banach space without any derivative.
Sometimes the applications of the iterative methods depending on derivatives are restricted in engineering. In this paper we introduce some methods which are based on the approximations to the derivative f (x n ) in each iteration. These methods are based on the central-difference and forward-difference approximations to the derivatives, respectively. The central-difference approximation for
We know that the leading errors in forward and central-difference formulae are O(h) and O(h 2 ), respectively. It follows that the central-difference approximation is a more efficient than the forward-difference approximation to the derivative f (x). If in (1.1) and (1.2) we replace derivatives f (x n ) by
we obtain two free derivative methods as follows:
where
and
Now we use the forward-difference approximation. If in (1.1) and (1.2), we replace derivatives f (x n ) by
we get two free derivative methods by the following 9) and
In the next section, we derive the convergence results of the iterative methods given by (1.3)-(1.6) and (1.8)-(1.11).
Main results
In this section we give the main results of this paper. We will give here the mathematical proof for the order of convergence of the methods given by (1.3)-(1.6) and (1.8)-(1.11). 
where e n = x n − x * .
Proof. Let e n and e * n+1 be the errors in x n and z n+1 respectively, i.e.
By using Taylor' theorem, we can get
(2.5)
It follows that
Now by substituting (2.3) and (2.6) into (1.4), we have
Again using Taylor's theorem we can write 24 SOME DERIVATIVE FREE QUADRATIC AND CUBIC CONVERGENCE Thus we get
Now it is not difficult to obtain
Now by using all the previous expressions, we obtain
(2.10)
Therefore we get the error equation
The proof is finished.
Theorem 2.2.
Under the assumptions of Theorem 2.1, the method given by (1.5) and (1.6) has cubic convergence, and it verifies the error equation
Proof. Let e * n+1 = y n+1 − x * , by using the obtained equations in the proof of Theorem 2.1, we get 
It is not difficult to get
By some calculations, we can show that
(2.14)
Hence we obtain the error equation
The proof is completed.
In the next theorems, we show that if the derivatives of the methods (1.1) and (1.2) are replaced by the forward-difference approximations, only the rate of convergence (1.8) and (1.9) is decreased and the obtained method has quadratic convergence. But the method defined by (1.10), (1.11) has cubic convergence.
Theorem 2.3.
Under the assumptions of Theorem 2.1, the method defined by (1.8) and (1.9) has quadratic convergence, and it satisfies the error equation
Proof. Let e n = x n − x * and e * n+1 = z n+1 − x * , by substituting (2.3) and (2.4) into (1.9) and some calculations, we obtain
By using Taylor's theorem, we have 26 SOME DERIVATIVE FREE QUADRATIC AND CUBIC CONVERGENCE Also we obtain
Now by some calculations, it is not difficult to obtain
Theorem 2.4.
Under the assumptions of Theorem 2.1, the method given by (1.10) and (1.11) has cubic convergence, and it verifies the error equation
Proof. Let e n = x n − x * and e * n+1 = z n+1 − x * , by substituting (2.3) and (2.4) into (1.11) and some calculations, we have
Hence we obtain
It follows from the above equations that
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Numerical examples
In this section, in order to compare the methods introduced in this paper with Newton's method and Steffensen's method, we present some numerical examples. For this purpose we take two examples from the literature. Consider two nonlinear equations as f (x) = e x − 1.5 − tan −1 x, (3.1)
Tables 1 and 2 demonstrate the comparison of these methods for f (x) and g(x), respectively. All the tests are performed using MATLAB 7 which has a machine precision of around 10 −16 on a Pentium IV. The numerical results indicate that the proposed iterative methods may be very efficient.
Conclusion
The problem of locating roots of nonlinear equations (or zeros of functions) occurs frequently in scientific work. In this paper, we have introduced some techniques for solving nonlinear equations. The techniques were based on the central-difference and forward-difference approximations to derivatives. We have shown that that three of the four methods have cubic convergence and another method has quadratic convergence. The introduced methods can be used for solving nonlinear equations without computing derivatives. Meanwhile, the methods introduced in this paper can be used to more class of nonlinear equations.
The numerical examples shown in this paper illustrated the the efficiency of the new methods. We used the well known software MATLAB 7 to calculate the numerical results obtained from the proposed techniques.
