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Abstract
Morphological information is important for
many sequence labeling tasks in Natural Lan-
guage Processing (NLP). Yet, existing ap-
proaches rely heavily on manual annotations
or external software to capture this informa-
tion. In this study, we propose using subword
contextual embeddings to capture the morpho-
logical information for languages with rich
morphology. In addition, we incorporate these
embeddings in a hierarchical multi-task set-
ting which is not employed before, to the best
of our knowledge. Evaluated on Dependency
Parsing (DEP) and Named Entity Recogni-
tion (NER) tasks, which are shown to benefit
greatly from morphological information, our
final model outperforms previous state-of-the-
art models on both tasks for the Turkish lan-
guage. Besides, we show a net improvement
of 18.86% and 4.61% F-1 over the previously
proposed multi-task learner in the same set-
ting (Akdemir and Gu¨ngo¨r, 2019) for the DEP
and the NER tasks, respectively. Empirical re-
sults for five different MTL settings show that
incorporating subword contextual embeddings
brings significant improvements for both tasks.
In addition, we observed that multi-task learn-
ing consistently improves the performance of
the DEP component.
1 Introduction
Multi-task Learning (MTL) and Language Model-
ing (LM) have both seen remarkable breakthroughs
in recent years. MTL is shown to boost the per-
formance of high-level tasks by leveraging the in-
formation obtained in low level tasks (Collobert
et al., 2011; Hashimoto et al., 2017) and prevent-
ing deep learning models from overfitting a single
domain. Language Models trained on huge unla-
beled datasets such as ELMo (Peters et al., 2018)
and BERT (Devlin et al., 2019) are successfully
applied to many downstream NLP tasks.
Figure 1: Overview of the proposed hierarchical
multitask learning model using BERT representations.
When DEP is considered as the low-level task we input
the dependency prediction to the NER component (the
outgoing arrow from the dependency label predictions).
Rare and unknown words pose an important chal-
lenge for token-level vector representation based
systems (Luong et al., 2013). This is especially a
major problem for languages with rich morphol-
ogy like Turkish (Figures 2 and 3)1. Linguistically
motivated attempts focus on capturing the mor-
phological information by dividing the tokens into
sub-word lexical units and use the vector represen-
1 see Appendix E for details about how the figures are
generated.
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Figure 2: Word occurrences for Turkish, English and
German. Rare words are much more common for Turk-
ish.
tations of these units to represent a token (Luong
et al., 2013). Early approaches mostly use char-
acter n-gram features (Nadeau and Sekine, 2007)
or morphological analyses (Eryig˘it et al., 2008;
Gungor et al., 2018). Recent works make use of
character n-gram embeddings to capture the sub-
word information (Bojanowski et al., 2017; Lample
et al., 2016). ‘
In languages with a rich morphology like Turk-
ish, words with 3-4 suffixes are quite common and
important information is included in these mor-
phological units rather than in the syntax (Gungor
et al., 2018). For instance, the Turkish word ‘geliy-
ordum’, which means ‘I was coming’, contains
three suffixes appended to the root ‘gel’ (to come):
‘(i)yor’ denotes continuous tense, ‘du’ denotes past
tense and ‘m’ denotes first person singular. Con-
sidering that these suffixes can be attached to any
verb, a simple combinatorial calculation reveals
that there would be many rare words in any cor-
pus for such a language. Thus, it is very difficult
to obtain good vector representations for words
containing many suffixes.
The importance of using morphological features
and morpheme embeddings for Turkish language
has been shown in various studies. Specifically,
Gungor et al. (2018); Yeniterzi (2011); Demir and
Ozgur (2014) showed significant performance im-
provements for NER by using either hand-crafted
morphological features or by using morphological
embeddings. Eryig˘it et al. (2008) obtained sig-
nificant gains for DEP by using a lexical-based
rather than token-based approach where the lexical
units are obtained using a morphological analyzer
(see Appendix A for details about each model men-
tioned above). Yet, all models require either a man-
Figure 3: Number of unknown words in the test set for
increasing sizes of the training set.
ually annotated dataset for morphological analysis
or an external analyzer for annotation. Combining
the above observations, we propose a new hier-
archical MTL framework that uses subword con-
textual embeddings shared by both task-specific
components. We claim that contextual subword
representations can be a good replacement for mor-
phological analyses for languages with rich mor-
phology in an MTL setting. In this way, we extend
the previous work on using contextual subword
embeddings on sequence labeling (Heinzerling and
Strube, 2019; Che et al., 2018) and using contextual
subword embeddings with multi-task learning (Liu
et al., 2019).
Unlike Liu et al. (2019) who propose a flat model
sharing only a common layer, we follow Hashimoto
et al. (2017) and implement a hierarchical MTL
framework. The overall architecture is given in
Figure 1. The architecture consists of two task-
specific components that share a common layer
containing three types of embeddings. In the hier-
archical multi-task settings, the output of the low-
level task component is fed into the high-level task,
i.e., the arrows coming out of dependency label
predictions and named entity label predictions in
Figure 1. Only one of these arrows exists in any
single setting.
To test our claim, we pick two NLP tasks for
which morphological information is shown to be
critical (Eryig˘it et al., 2008; Gungor et al., 2018):
Dependency Parsing and Named Entity Recogni-
tion. Previously, Che et al. (2018) proposed a sim-
ilar dependency parser which incorporates word-
level ELMo embeddings (Peters et al., 2018) and
obtained the highest LAS score (overall and for
the Turkish language) on the ‘CoNLL 2018 Shared
Task’. Our final model evaluated on the commonly
Original Text True Segmentation BERT representation
geliyordum gel+iyor+du+m gel+##iy+##ord+##um
altnda alt++nda alt+##+##nda
Table 1: Overview of the sub-word tokens generated by BERT compared to the ideal segmentations. ‘geliyordum’
means ‘I was coming’ and ‘altnda’ means ‘under (something)’.
used benchmarks outperform previous models on
both tasks for Turkish language by using minimal
features. Our main contributions can be listed as
follows:
• We propose a new hierarchical multitask
framework incorporating subword contextual
representations of BERT (Devlin et al., 2019).
• We outperfom the previous state-of-the-art
models on both tasks for Turkish language
by 1) using subword contextual embeddings,
2) implementing more sophisticated neural ar-
chitectures, and 3) incorporating multi-task
learning.
• We bring a net improvement over the previous
work (Akdemir and Gu¨ngo¨r, 2019) on multi-
task learning of DEP and NER for Turkish by
18.86% LAS and 4.61% F-1, respectively.
• We experiment with five different multitask
learning settings and compare their perfor-
mances.
2 Methodology
2.1 Contextual Subword Embeddings
Representing words with pretrained and fixed vec-
tors learned over huge unlabeled datasets (Mikolov
et al., 2013) has been a major breakthrough in NLP
research. However, word-level vector representa-
tions are not capable of capturing the sub-word
level information which is important for many se-
quence labeling tasks such as NER, part-of-speech
(POS) tagging, and DEP (Luong et al., 2013). For
example, having the -(a)tion suffix often denotes
that the word is a noun and a POS tagger can ex-
ploit this idea.
Another main drawback of these approaches,
and of any non-contextual vector representations is
that they are independent of the context once they
are learned. For example, the word ‘bass’ in ‘I like
eating bass’ and ‘I play bass guitar’ would be rep-
resented with the same vector even though the first
one refers to a fish. Recent work on contextual rep-
resentations overcome this by using a Long Short
Term Memory (LSTM) (Hochreiter and Schmidhu-
ber, 1997) or a Transformer model (Vaswani et al.,
2017) to condition the output for a given word to
its surrounding context.
In this study, we use BERT (Devlin et al., 2019)
which is a sub-word level pretrained Transformer-
based language model for multiple languages. We
claim that the information retained in the morpho-
logical units of a Turkish word can be captured
through the contextual sub-word representations
generated by BERT. Table 1 shows some example
sub-word tokens used by BERT. For the word ‘al-
tnda’ (under) we see a perfect alignment between
the true segmentation and the BERT tokenization
(see Appendix C.1.1 for how we obtain and map the
BERT tokens). Even though BERT tokens do not
perfectly align with the true lexical units for many
examples, we claim that the representations are still
relevant as they are dependent on their surrounding
context.
2.2 Common Layer
Common layer, shared by all task-specific compo-
nents, is the concatenation of three vectors. For
each word wj in an input sentence, the output
oj = v
bert
j ⊕ vcasj ⊕ vposj , where vbertj , vcasj , and
vposj correspond to BERT embeddings, casing em-
beddings, and POS tag embeddings, respectively.
To obtain vbertj , we first tokenize the word into its
BERT subtokens. Then for each subtoken we get
the mean of hidden outputs of the final four lay-
ers of BERT following the suggestions of Devlin
et al. (2019). Finally, we take the average over all
subtokens to get the final representation. Lower
casing is a common preprocessing step when using
word embeddings to reduce the vocabulary size. To
retain the casing information which is shown to be
useful for NER task (Heinzerling and Strube, 2019;
Gungor et al., 2018) we use casing embeddings
with five categories. An example to each category
are as follows : ‘Title’, ‘ALLCAPS’, ‘lower’ , ‘con-
tains’apostrophe’ and ‘1234’ (numeric). For POS
embeddings we used the XPOS, Turkish language
specific POS tags defined in the Universal Depen-
dency format (Zeman et al., 2018). XPOS is chosen
primarily because both datasets for NER and DEP
are already annotated for this feature.
2.3 Dependency Parser
We improved the previously proposed dependency
parser for joint learning of the DEP and NER tasks
(see Appendix A for details about the previous
joint learner). The improved architecture (left part
of Figure 1) is heavily influenced by the graph-
based parsers proposed by Qi et al. (2018); Dozat
and Manning (2018). The parsers consist of two
modules to generate scores for arcs and labels on
the dependency graph shown in Figure 4.
Figure 4: We use two modules to generate scores for
arcs (directed edges) and labels on the graph separately.
We first follow Qi et al. (2018) and replace the
LSTM layers with a more sophisticated Highway-
LSTM architecture (HLSTM) (Srivastava et al.,
2015). HLSTM learns adjustable parameters for
controlling the information flow between LSTM
layers (see Appendix C.2 for more details about
Highway LSTM). Given a sequence of n embed-
dings {ot : 1 ≤ t ≤ n},
ht = HLSTM
dep(o1, ..., on; t)
where ht is the hidden representation for ot. Dozat
and Manning (2018) make a key observation that
the vector representation of a word should be differ-
ent when it is considered as a head or a dependent.
Following this idea, these learned representations
are fed into two Fully Connected layers (FCedgehead
and FCedgedep ) to generate representations for each
word as a head and a dependent. In total we get four
representations for each ht. Next we apply deep-
biaffine transformation to these vectors to generate
scores for each arc and each label for each pair i, j.
vhei , v
de
j = FC
edge
head(hi), FC
edge
dep (hj)
sedgei,j = v
de
i U
edgevhej
= DeepBiaffineedge(hi, hj)
where vhei (v
de
i ) is the vector representation of
wi when it is considered as a head (dependent)
of a dependency relation, sedgei,j is the score of
having an arc from wi to wj , and U edge repre-
sents the biaffine transformation matrix for edge
scores. DeepBiaffineedge is the combination of the
FC layer followed by the biaffine transformation.
Similarly, the dependency label scores are gener-
ated using two label-specific FC layers (FC labelhead
and FC labeldep ) as follows:
vhli , v
dl
j = FC
label
head(hi), FC
label
dep (hj)
slabeli,j = v
hl
i U
labelvdlj
= DeepBiaffinelabel(hi, hj)
plabeli,j = argmax
0≤l≤|L|
slabeli,j [l]
where slabeli,j is a vector of length |L| representing
scores for each label type for a dependency relation
where the head is wj and the dependent is wi, L is
the set of all dependency labels, and plabeli,j is the
maximum scoring label for that particular relation
which will be used during the inference step.
Our parser is a simplified version of the previ-
ous graph-based parsers (Qi et al., 2018; Dozat
and Manning, 2018). Unlike Qi et al. (2018) we
do not take into account the distance and relative
ordering between two ends of each arc. Besides,
both models additionally use as input; multiple
pretrained word embeddings, lemma embeddings
and character-level embeddings to boost the perfor-
mance of the parsers. We replace all these inputs
with the BERT embeddings and casing embeddings.
Our parser outperformed both parsers when trained
and tested on the same settings.
2.3.1 Training
During training of the parser, we combine the loss
obtained for both modules of the dependency parser.
The loss for the edge module is calculated as the
cross entropy loss over all possible heads for a
given word wi.
lossedgei =
∑
j 6=i
(yji ∗ log(sedgei,j )
+ (1− yji ) ∗ log(1− sedgei,j ))
lossedge =
∑
i
lossedgei
where yi is the one-hot encoding of the gold label
head index yheadi for word wi,
yij =
{
1 if wj is the head of wi.
0 o.w.
Figure 5: The detailed architecture of the hierarchical
multitask setting when DEP is modeled to be the low-
level task.
Similarly, the loss for the label component uses
cross entropy. First we get the |L| long vector
slabeli,j by using the gold label head index y
head
i for
a given word wi to find the head index. Then we
use the same formulation above to find the loss for
the label component:
y∗labeli = s
label
i,yheadi
losslabeli =
∑
l∈L
(y labelli ∗ log(y∗labeli [l])
+ (1− y labelli) ∗ log(1− y∗labeli [l]))
losslabel =
∑
i
losslabeli
where y labeli is the one-hot encoding of the true
dependency label ylabeli for wi, and y
∗label
i [l] de-
notes the score for the lth label. Finally, we sum
the two loss values to find the total loss for the
dependency parser: lossdep = lossedge+ losslabel.
2.3.2 Inference
During prediction mode, we first pick the high-
est scoring label, plabeli,j , for an arc from i to j.
Then, following Qi et al. (Qi et al., 2018), we
find the highest scoring spanning tree using Chu-
Liu/Edmonds Algorithm (Chu, 1965; Edmonds,
1967). The algorithm takes as input sedgei,j values
and outputs the highest scoring unlabeled depen-
dency tree prediction y∗edge.
2.4 Named Entity Recognizer
The NER-component (right side of Figure 1) con-
sists of three layers: bidirectional LSTM (biLSTM)
layer, Fully Connected layer, and Conditional Ran-
dom Fields (CRF) layer. This combination of
LSTM and CRF is commonly used for the NER
task (Lample et al., 2016; Ma and Hovy, 2016). We
extend the previous work on BiLSTM-CRF based
architectures by replacing the traditional BiLSTM
layer with the Highway-LSTM architecture (Srivas-
tava et al., 2015). The architecture of the Highway-
LSTM is identical with the DEP component.
For the hierarchical MTL framework, we con-
sider three different architectures where the main
difference is the way the task-specific components
communicate. Here we only explain the settings
where NER is considered as the high-level task.
The settings where NER is considered as the low-
level task are defined similarly. The first model,
flat, is similar with the Multi Task Deep Neural
Networks(MT-DNN) framework (Liu et al., 2019).
In this setting, task-specific components only share
the common layer shown in Figure 5 and the arcs
from the parser to the NER component (hier repr
and hier pred) are null. In the second setting, which
we call hier pred as an abbrevation for ‘hierarchi-
cal and prediction’, the higher level component
receives the embedding of the prediction made by
the low level task component. First, the DEP com-
ponent gets the input sentence and generates a de-
pendency label prediction for each word. Next,
we use an embedding layer to generate the vector
representation of the label type. To get the label
representation, we first use a simplistic assumption
and pick the highest scoring label of the highest
scoring arc for each word.
headi = argmax
j∈{1,...,N}
sedgei,j
label maxi = p
label
i,headi
vdepi = DEP EMBED(label maxi)
oi = shared(wi) = v
bert
i ⊕ vcasi ⊕ vposi
vi = oi ⊕ vdepi
where plabeli,headi is the highest scoring label predic-
tion for an arc from wi to wheadi , vi is the input
vector to the NER component, and DEP EMBED
is the function that maps a dependency label to
a fixed-size vector. We refer to this method of
inputting the prediction embedding as ‘hard’. Al-
ternatively, we also used a weighted average of the
embeddings, which we refer to as ‘soft’, for each
dependency label type based on the scores gener-
ated for each of them, also employed by Hashimoto
et al. (2017). In this setting vdepi is defined as
vdepi =
∑
l∈L
DEP EMBED(l)
e
slabeli,headi
[l]∑
l∈L e
slabeli,headi
[l]
=
∑
l∈L
DEP EMBED(l)probi(l)
For the third setting, which we call ‘hier repr’ to
denote ‘hierarchical representation’, we consider
directly concatenating the hidden layer output gen-
erated for the DEP component (arrow denoted as
‘hier repr’ on Figure 5).
hdepi = HLSTM
dep(o1, ..., on; i)
oi = shared(wi) = v
bert
i ⊕ vcasi ⊕ vposi
vi = oi ⊕ hdepi
where hdepi is the final hidden layer output of the
HLSTM of the DEP component for wi. For the
remainder of this paper, when NER is considered
to be the high-level (low-level) task we refer to
it as ‘NER high (low) pred/repr’ to differentiate
between different architectures. The cases for DEP
is symmetric.
2.4.1 Training
During training, we use negative log-likehood as
the objective loss function for minimization.
hnerj = HLSTM
ner(v1, ..., vj , ...vn; j)
sj = FC
ner(hnerj )
S = [s1, ..., sj , ..., sn]
crf loss = forward score(S,T)
− path score(S,T, G)
where S denotes the scoring matrix containing
scores for each label and word pair, and T is the
transition matrix containing transition scores be-
tween each label. forward score(S,T) denotes
the total score of all paths and path score(S,T, G)
is the score of the gold label sequence. Ideally we
want all probabilities to accumulate on the gold-
label path so that these two scores will be identical.
2.4.2 Inference
We find the highest scoring label sequence for
a given sentence using the Viterbi decoding al-
gorithm (Forney, 1973). Formally for a given
sentence s = (w1, ..., wn), the output is P∗ =
(p1, p2, ..., pn) which satisfies
P∗ = argmax
P
path score(S,T, P )
3 Experimental Settings
For all the experiments, we used Tesla V100 GPU’s
with a single thread. The multitask model with the
highest number of parameters trains at a speed of
around 200 sentences/second. During the inference
mode, the model can output predictions with 600
sentences/second.
3.1 Datasets
For both tasks, we used the commonly used bench-
marks for the Turkish language. As the dependency
parsing dataset, we used the ‘tr-imst ud’ dataset
annotated for the ‘CoNLL 2018 Universal Depen-
dencies Shared Task’ (Zeman et al., 2018). The
dataset is annotated in CoNLL-U format and con-
tains XPOS tags in addition to the head and depen-
dency label for each token. Other fields that con-
tain lemmatization, UPOS (language independent
POS tags in Universal Dependency format), and
morphological features are not used in our study
to keep the feature-dependency at minimum. For
evaluation, we report results using the two most
common scoring metrics for the DEP task: La-
beled Attachment Score (LAS) and Unlabeled At-
tachment Score (UAS). LAS considers a prediction
correct only if both the head index and the depen-
dency label are predicted correctly. For UAS the
latter constraint is removed.
As the named entity recognition dataset, we used
the dataset by Tu¨r et al. (2003) which contains
named entity labels for Location (LOC), Organiza-
tion (ORG), and Person (PER) for the NER task.
The annotation is done using the IOB-2 tagging
scheme where the first token of each entity has the
prefix ‘B-’ and the remaining tokens are prefixed
with an ‘I-’. To evaluate the performance of the
NER component we use the micro F-1 score over
all entities.
3.2 Training Details
For all the reported results of our models, we used
a default batch-size of 500 words which roughly
corresponds to 50 sentences on average for both
datasets and define an epoch as 100 steps to have
a roughly equal evaluation interval with the Stan-
fordNLP dependency parser (Dozat and Manning,
2018). We evaluated the performance on the val-
idation datasets and used early stopping to stop
training when we could not observe any improve-
ments on the validation splits. See Appendix C for
more details about the training procedure.
Model LAS UAS
DEP only 67.88 73.80
DEP flat 68.52 74.46
DEP low repr 68.05 73.63
DEP low pred 68.87 74.60
DEP high repr 68.07 73.86
DEP high pred 68.32 74.10
(Akdemir and Gu¨ngo¨r, 2019) 50.01 61.11
(Dozat and Manning, 2018) 64.86 71.55
(Che et al., 2018) 66.44 72.25
Table 2: Dependency Parsing results on the tr imst-ud-
test dataset (F-1 Score (%)). See Appendix A for de-
tails about each work appearing on the table.
3.2.1 Hyperparameter optimization
In deep-learning based MTL settings there are
various hyperparameters and an eager attempt to
exhaustively search over the entire hyperparam-
eter space is almost always infeasible. To find
a good hyperparameter configuration we used a
bayesian optimization-based hyperparameter opti-
mizer (Bergstra et al., 2013). We ran the optimizer
with 50 trials for each task-specific component sep-
arately. The objective function of the optimizer to
minimize is the negative of the evaluation metric
for each task. For each such configuration, training
is done until at most 40 epochs and the maximum
F-1 score attained is used. For all training settings
we used learning rate patience of three epochs and
early stopping with ten epochs (see Appendix Ta-
ble 4 for the final hyperparameter configuration).
4 Results
In this section we evaluate the performance of
each proposed setting. ‘NER’ followed by high
(low) and repr (pred) refers to the setting where
NER component is considered to be the high (low)
level task and the model is as described previ-
ously as hier repr(pred). Observe that these defi-
nitions have symmetric correspondents with the
DEP components as one component being low
denotes the setting where the other is the high-
level as we only have two tasks. For example,
DEP low pred refers to the same architecture set-
ting with NER high pred.
First, we trained each task-specific component
separately (NER/DEP only). This step is necessary
to verify our initial claim on replacing token-level
and morphological embeddings with contextual
subword embeddings. The results (see Tables 2
Model F-1 Score (%)
NER only 93.82
NER flat 92.80
NER low repr 93.72
NER low pred 93.17
NER high repr 93.05
NER high pred 92.68
(?) 88.94
(Akdemir and Gu¨ngo¨r, 2019) 89.21
(Demir and Ozgur, 2014) 91.96
(S¸eker and Eryig˘it, 2012) 91.94
(Gungor et al., 2018) 93.59
(Gu¨nes¸ and TantuG˘, 2018) 93.69
Table 3: NER results. Our proposed model out-
performs previous state-of-the-art models (Gu¨nes¸ and
TantuG˘, 2018; Gungor et al., 2018) both of which re-
quire a separate morphological analyzer and a morpho-
logical disambiguator. We observed improvements in
both single task setting and in a hierarchical multi-task
setting over the previous best results. See Appendix A
for details about each work appearing on the table.
and 3) show that by incorporating contextual sub-
word embeddings and using refined architectures
in both components we see a significant improve-
ment over the previously achieved state-of-the-art
results on both tasks (+1.44% for LAS and +1.55%
for UAS for the DEP task and +0.13% F-1 for
the NER task). The models achieve this by us-
ing minimal features (pos tags and casing features)
compared to the competitive models. We also re-
placed character-level+word-level+morphological
embeddings with a single contextual subword em-
beddings layer and still achieved better results. The
observations support our initial claim about sub-
stituting morphological analysis embeddings with
subword contextual ones. In addition, compared
to the joint learner in the same setting (Akdemir
and Gu¨ngo¨r, 2019), we obtained significant im-
provements for both tasks (+17.87% for LAS and
+12.69% for UAS for the DEP task and +4.61%
F-1 for the NER task).
Training the ‘flat’ model where each task-
specific component update the weights of the com-
mon layer resulted in a further improvement over
training the DEP component separately (+0.64%
for LAS and +0.66% for UAS). This suggests the
information retained from the NER dataset about
the embeddings is useful on the DEP dataset. Con-
sidering that the NER dataset used during this ex-
periment is around 6 times larger than the DEP
dataset (27,465 vs 4,660 sentences) this improve-
ment has a straightforward explanation.
4.1 Hierarchical MTL Results
In the hierarchical settings, our results are in-
line with the observations made by Hashimoto
et al. (2017). We also observed that the low-level
task benefits from the hierarchical settings (+0.35
LAS for hier pred). Yet the performance of the
DEP component decreased for the hier repr setting.
When DEP is considered as the high-level task
we could not observe improvements over the flat
model, yet the results are still better than training
the DEP component separately.
For the NER task we could not observe fur-
ther improvements over the single model by us-
ing any multi-task learning setting. However, we
see that three out of four hierarchical settings have
higher results compared to the previously proposed
flat model (Liu et al., 2019) (+0.92%, +0.37%,
+0.25% and -0.12% F-1). We further observe that
NER low repr is also outperforming the previous
state-of-the-art models which only focus on the
NER task.
4.2 Variations
We also experimented with different variations of
the proposed model. For each variation we fixed
all other hyperparameters and trained ten models
with less number of training steps. Figure 6 gives
the distribution of the results obtained for each
variation for the DEP task.
Figure 6: Performance of the DEP component for dif-
ferent variations.
First we observed the effect of using weighted
embeddings (soft) in the hierarchical settings. Es-
pecially for the setting where we use the embedding
representation of the dependency prediction we ex-
pect a performance improvement over using the em-
bedding of the prediction with highest score (hard).
The best result obtained for LAS is 68% which
means that almost one third of predictions either
have a wrong head index or a wrong label predic-
tion. Inputting the embedding of the highest scor-
ing predictions in this way to the upper-level task
results in updating the wrong connections on the
scoring layer (deep biaffine classifiers). In addition,
this damages the NER-component performance as
it is informed with a misleading information about
the input token. Weighted averaging does not suffer
from these drawbacks. Even though the difference
between the two variations are not conclusive, soft
embeddings help attain higher LAS scores for some
training instances. We also observed that using relu
to the HLSTM outputs (compared to using no acti-
vation) and using warmup parameters bring slight
improvements as well, so we kept both in the final
models.
5 Conclusion
In this study, we proposed a hierarchical multi-task
framework using subword contextual embeddings
for languages with rich morphology. Our empir-
ical results show that using subword contextual
embeddings can be a good replacement for mor-
phological analysis which is costly to obtain. By
refining the task-specific components for each task
and by incorporating the subword contextual em-
beddings we outperformed state-of-the-art models
for both Dependency Parsing and Named Entity
Recognition for the Turkish language. The results
also show that incorporating multi-task learning
brings further improvements.
To further verify our initial claim, we will report
the results for other languages with rich morphol-
ogy. Further gains may be possible by incorpo-
rating character-level embeddings and through ex-
tending the multi-task framework to include more
tasks. To promote future research, we make all the
source-code publicly available2.
2Link to the anonymized version of our reposi-
tory: https://anonymous.4open.science/r/1afb86c7-4340-4c2a-
9f0b-f1145f67eb80/ (check the empty spaces in the url when
copying the anonymous link manually)
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A Related Work
A.1 Using morphological information for
NER and DEP.
Exploiting morphological information for NER and
DEP is widely studied for the Turkish language.
Yet, no previous study investigated the effect of
replacing morphological analyses with subword
contextual representations for NER and DEP tasks
for the Turkish language before. For the NER task,
Yeniterzi (2011) used a CRF-based model that uses
morphological features and showed significant per-
formance gains compared to a standard word-level
model. S¸eker and Eryig˘it (2012) also used a CRF-
based model with hand crafted morphological fea-
tures together with a lexicon to obtain state-of-the-
art results. Demir and Ozgur (2014) proposed lever-
aging word-level embeddings for languages with
rich morphology and outperformed state-of-the-art
for the Czech and Turkish languages. Recently,
Gungor et al. (2018); Gu¨nes¸ and TantuG˘ (2018)
used morphological embeddings with a BiLSTM-
CRF based neural network model to obtain the
current state-of-the-art results. For the DEP task,
Eryig˘it et al. (2008) showed the importance of us-
ing morphological units instead of surface forms
by obtaining significant improvements.
The DEP component proposed in our work is
heavily influenced by the dependency parser of
Dozat and Manning (2018). They use a graph-
based parser and generate label and arc scores using
deep biaffine transformation. Che et al. (2018)
achieved the highest overall LAS and the highest
LAS for the ‘tr imst ud’ treebank on the ‘CoNLL
2018 Shared Task’. Similar to our work, they make
use of ELMo word-level contextual embeddings to
extend the parser proposed by Dozat and Manning
(2018).
A.2 Multi-task learning
Multi-task learning is also well studied in the NLP
domain. Collobert et al. (2011) proposed a neural
network based model to learn multiple tasks at once
using the same level for each task. Søgaard and
Goldberg (2016); Hashimoto et al. (2017) proposed
hierarchical multi-task settings to leverage obtained
from low-level tasks. More related to our work,
Liu et al. (2019) also incorporated subword level
contextual embeddings in a multi-task setting and
obtained state-of-the-art results for various NLP
tasks. Recently, Akdemir and Gu¨ngo¨r (2019) also
proposed learning DEP and NER in a hierarchi-
cal multi-task setting using a BiLSTM-CRF based
neural network for the NER component. The DEP
component of their model is also a graph-based
parser where Fully Connected layers are used to
generate scores for the vector representation ob-
tained from a BiLSTM layer.
A.3 Contextual Embeddings for Sequence
Labeling
Using contextual embeddings at both word-level
and subword level for various sequence label-
ing tasks is also studied previously. Che et al.
(2018) used word-level contextual embedding of
ELMo (Peters et al., 2018) for dependency parsing.
Liu et al. (2019) used subword-level contextual
embeddings for various Natural Language Under-
standing tasks and achieved state-of-the-art results.
Heinzerling and Strube (2019) compared using
contextual and non-contextual embeddings for the
NER task for high-resourced and low-resourced
languages.
B Implementation Details
All models are implemented using Python 3.7.2
programming language and the PyTorch library ver-
sion 1. The source code is publicly available at our
GitHub of which we share the anonymized version
for the blind-review phase ).3 In addition, we share
a Docker image that contains all the requirements
to run the models and replicate the results to ease
the environment setup process on the repository.
C Training details
Following (Dozat and Manning, 2018), We ini-
tialized all embeddings uniformly from the range(
−
√
6
(|L|+ dim) ,+
√
6
(|L|+ dim)
)
where L
denotes the number of categories for a given em-
bedding and dim is the output dimension. BERT
weights are initialized using the pretrained multi-
lingual model weights. For fine-tuning, we use the
hyperparameter setting suggested by Devlin et al.
(2019).
One of the main challenges of MTL is the diffi-
culty of finding the right training setting to achieve
the maximal performance over all tasks. McCann
et al. (2018) previously showed the effect of differ-
ent learning strategies and the sensitivity of deep
3https://anonymous.4open.science/r/1afb86c7-4340-
4c2a-9f0b-f1145f67eb80/ (check the empty spaces in the url
when copying the anonymous link manually)
neural network (DNN) based MTL models to the
changes in those settings. We follow Collobert et al.
(2011) to randomly pick a mini-batch from the two
tasks at each step. For the hierarchical models, we
use a ‘warmup’ parameter to denote the number
of epochs to train the low-level task component
before starting the training on the high-level task.
This allows the low-level component to generate
more meaningful representations (Hashimoto et al.,
2017).
For early stopping, we used a hyperparameter to
determine the patience. For the multi-task settings,
if one of the tasks exceeds the patience parameter
we stopped the training for both components.
C.1 BERT
We used the Transformers library (Wolf et al., 2019)
for fine-tuning the BERT model. The library pro-
vides deploying the multilingual BERT model that
can be used directly for sentence-level tasks. In ad-
dition, the library provides a multilingual tokenizer
to obtain the multilingual BERT tokens for a given
input sentence. In our study, we refrained from
using our own subword vocabulary for the Turk-
ish language as we would like to keep the model
as universal as possible and as we plan to experi-
ment with other languages with rich morphology
in future.
BERT uses multi-layer bidirectional transform-
ers to obtain contextual subword embeddings. Bidi-
rectional transformers make use of the attention
mechanism (Vaswani et al., 2017) to attend to both
the previous and subsequent input information. At-
tention mechanism allows to control the informa-
tion obtained from any surrounding context. For
pre-training, they define two unsupervised learning
tasks: Masked word prediction and next sentence
prediction. For the masked word prediction task,
the model is trained to minimize the loss for pre-
dicting a masked word chosen arbitrarily from a
given input sequence. For the latter task, the model
tries to predict whether the next sentence is a ran-
dom sentence or is the actual next sentence on the
training dataset.
C.1.1 BERT tokenization mapping.
As mentioned previously, we first used the BERT
multilingual tokenizer provided by Wolf et al.
(2019) to obtain the BERT tokens for a given in-
put. In order to increase the tokenization accuracy
we could define our own subword vocabulary. Yet,
this increases the amount of manual human inter-
vention required for each language and makes our
model incompatible with the original multilingual
BERT pretrained model. As we are planning to ap-
ply this proposed architecture in a multilingual set-
ting we refrained from experimenting with our own
subword vocabulary. We take the average of all
subword embeddings for a given actual token. We
observed that using only the representation of the
first subword token as in (Heinzerling and Strube,
2019) or summing performed poorly compared to
our approach in this context. In order to map be-
tween BERT sub-word tokens and real input tokens
we need to apply a two-step procedure in order to
be able to use batching. For sequences of varying
lengths such as sentences, we have input vectors of
different lengths. When batching is used all input
vectors for a given batch should be of same size in
order to form a tensor. To this end, we include an
additional token in the vocabulary ‘[PAD]’ to pad
all vectors up to the length of the maximum vector
of a given batch. To use BERT sub-word tokens
we first apply padding to the real input tokens in a
given batch to match their lengths. Recall that sub-
word tokens of BERT are of varying length unlike
fixed-length n-grams. This causes the sequence
lengths to change after tokenizing the initial sen-
tences with the BERT tokenizer. Thus, we apply a
second padding to the padded sequences to get a
proper batch input for BERT. To give an example,
consider the following simple batch consisting of
two sentences with lengths 1 and 2: ‘Geliyoruz’
and ‘Geldi mi’ which can be translated as , ‘we are
coming’ and ‘did he/she come’, respectively. In
order to give these two input sequences to the task
specific layers, we pad the first sentence to match
length 2: ‘Geliyoruz [PAD]’. Next BERT tokenizer
outputs the following tokens: [’gel’, ’##iy’, ’##or’,
’##uz’, ’[PAD]’] and [’gel’, ’##di’, ’mi’]. Now the
lengths of each sequence became 5 and 3. Next we
need to do a second batching to match the BERT
lengths : [’gel’, ’##iy’, ’##or’, ’##uz’, ’[PAD]’]
and [’gel’, ’##di’, ’mi’, [PAD], [PAD]]. After get-
ting the output vector representations from BERT,
we need to remove only the paddings added for
BERT to obtain the original padded sequences. To
get the vector representation for a given real token
we do the following: First we get the mean of the
final four layers of BERT hidden layers. Next we
take the mean of these mean values of each sub-
word token for a given original token. For instance,
for the original token wj = ‘geliyoruz’, we first get
the mean of all four final hidden outputs for each
sub-word token ‘gel’, ‘##iy’, ‘##or’ and ‘##uz’ sep-
arately. Next we take the mean of these 4 vectors
to get final representation for geliyoruz.
V = {i : vi ∈ BERT tokenize(wj)}
vmeani = 1/4
4∑
l=1
BERT(vi)[−l] ∀vi ∈ V
bertj = 1/|V |
|V |∑
i=1
vmeani
where bertj represents the final output of the BERT
module for a given word wj and [−l] denotes the
lth last element of a vector, following the Python
conventions.
C.2 Highway LSTM
Following the success of the dependency parser
implemented in (Qi et al., 2018) exploiting High-
way LSTM’s, we incorporated Highway LSTM’s
(HLSTM) into both task-specific components. Be-
low we give the formulation of the HLSTM pro-
posed by (Srivastava et al., 2015). One of the major
challenges in training networks is the information
flow between units. LSTM’s are shown to be a
good way of overcoming the problem of condition-
ing neural networks on distant inputs. By using
gating and forget mechanisms LSTM cells allow
networks to learn the information transfer between
sequences of inputs. We can think of this informa-
tion flow as the horizontal flow. Another type of
information flow is the information flow between
consecutive layers of LSTM’s which we can think
of as the vertical flow. Conventionally we input the
hidden representations obtained from the previous
LSTM layer for each token to the next LSTM layer.
Yet, the difficulty of training deep neural networks
with large number of consecutive LSTM layers
is shown in previous studies (Raiko et al., 2012;
Graves, 2013). (Srivastava et al., 2015) propose
a similar mechanism with LSTM’s to control the
information flow between stacks of LSTM layers.
Conventionally, for L layers the feed-forward step
for a sequence of n inputs can be shown as follows:
h1t = LSTM
1(x1, ..., xt, ..., xn; t)
h2t = LSTM
2(h11, ..., x
1
t , ..., x
1
n; t)
...
hit = LSTM
i(hi−11 , ..., x
i−1
t , ..., x
i−1
n ; t)
...
yt = LSTM
L(hi−11 , ..., x
i−1
t , ..., x
i−1
n ; t)
Instead, Highway LSTM’s control the vertical
information flow using a gating function with learn-
able parameters. Additional gating functions are
defined such that for x = (x1, ..., xn)
h1t = T
1(x; t) ∗ LSTM1(x; t) + C1(x; t)
hit = T
i(hi−1; t) ∗ LSTM i(hi−1; t)
+ Ci(hi−1; t)
where T and C control the information flow
from the previous LSTM-layer.In our experiments
we always set Ci(x; t) = 1 − T i(x; t) for sim-
plicity following (Srivastava et al., 2015) and set
T = σ(Wx + b) where W is the transformation
matrix, b is the bias vector and x is the input to
the current layer. Using σ assures C + T = 1 for
all inputs. Observe that for this setting, if we set
T i(hi−1; t) = 1 and 0 the output will be equivalent
to LSTM i(hi−1; t) and hi−1 respectively.
D Hyperparameters
As mentioned on the real text, we used a
bayesian-optimization based hyperparameter op-
timizer (Bergstra et al., 2013) to get a good hyper-
parameter configuration for our multi-task settting.
The list of the hyperparameters together with the
final values are given in Table 4. ‘pos emb.’ refers
to the size of the vector to represent each POS tag
category. ‘casing emb.’, ‘dep emb.’ and ‘ner emb.’
are defined similarly. Bidirectional LSTM units are
used inside HLSTM architecture. Thus, 2*400 on
Table 4 denotes the concatenation of forward and
backward representations (400+400).
E Rare and unknown word graphs
To find the word counts in each dataset, we fixed a
dataset size of 30,000 words. Next we uniformly
sample sentences from each dataset until we reach
Hidden sizes
casing emb. 32
pos emb. 64
dep emb. 128
ner emb. 128
bert 768
lstm hidden units 2*400
biaffine inner 400
lstm layers 3
Dropout
ner lstm dropout 0.43
dep lstm dropout 0.34
bert dropout 0.5
embedding dropout 0.4
Training
optimizer AdamW
learning rate (lr) 0.004
lr decay 0.1286
lr patience 3 epochs
weight decay 0.001
early stop 10 epochs
warmup 5
batchsize 500
Table 4: Hyperparameters of the model and the final
configuration.
the desired dataset size. This is repeated for ten
times and the average counts are reported on the
figure.
Unknown words are defined as the words in the
test set that are not seen previously on the train-
ing set. Similarly, to find the number of unknown
words we uniformly sample sentences from the test
sets until we reach 1000 words. Then for each
n ∈ {5000, 10000, 15000, 20000, 25000, 30000},
where n is the number of words, we sampled sen-
tences from the training set for ten times. We report
the average of unknown words for each training set
size on the figure.
