Trust region methods have been well developed for well-posed problems, but there is little literature available on their applications to ill-posed inverse problems. In this paper, we apply trust region methods for solving nonlinear illposed inverse problems. In particular, we study the convergence and regularity of the standard trust region method when applying it to ill-posed problems. We also show that the trust region method is a regularization. A numerical test on inverse gravimetry is included to demonstrate our theoretical analysis and regularization property of the trust region method.
Introduction
In scientific and engineering computing, it is a key matter to solve nonlinear operator equations
numerically in a stable way, where x is unknown, y is given data or observations and 
where k is a nonlinear kernel about x. Problem (1) is said to be well-posed if: (1) for any data y ∈ Y , there exists a solution x ∈ X such that F (x) = y; (2) the solution x is unique; and (3) the solution x is stable with respect to perturbations in y. However, these conditions are not necessarily satisfied in general, which is known as ill-posed problems. For instance, neither condition (1) nor condition (2) holds if F does not have a closed range. Also it is well known that if x is uniquely determined by y, the mapping y → x may still lack continuity. This gives severe numerical trouble especially when the given data y δ are noisy,
Therefore, for ill-posed problems, a regularization method needs to be used to obtain reasonable approximations to the solution x of equation (1) . After using regularization methods, the ill-posed problem is replaced by a stabilized problem (see [4, 6, 13, 16] ). In particular, one solves the following unconstrained optimization problem:
where α > 0 is called the regularization parameter, (x) serves as the stabilizer which stabilizes the minimization process and also provides a priori information about the solution.
The above method is known as the Tikhonov regularization. The typical selection of the stabilizer is (x) = x 2 . In this case, the solution x α satisfies the first-order necessary condition
but the above problem is still not suitable for numerical computation in general. The numerical solution of the minimization problem (4) requires the linearization of the function F (x). This can be done by Taylor's expansion of F (x) at the kth iteration point x k , thus the minimization problem becomes
where ξ is the search direction, by a proper choice of the parameter α, the new iteration point can be calculated by x k+1 = x k + ξ k . For simplicity, in the following, we assume that (·) = · 2 . Equation (6) can be solved through the first-order necessary condition
This equation is known as the Euler equation, which is the regularization of the linear equation
The key matter in equation (7) is the choice of the regularization parameter α. If α is chosen properly, problem (7) is well-posed, see, e.g., [4, 13] . However, α often has to be chosen a posteriori, and iterative methods for its determination have to be applied. Sometimes, it is difficult to find a posteriori criterion, say, the problems in remote sensing due to too much uncertainty. In such cases, we have to resort to other methods. Apart from the Tikhonov regularization method, the Levenberg-Marquardt method is another stable method for solving nonlinear operator equations. Recently, this method has also been applied for solving the inverse ground water filtration problem and has been proved to be a regularization when the Levenberg-Marquardt parameter satisfies Morozov's discrepancy principle (see [8] ).
Trust region methods have been widely used for solving nonlinear problems. The Levenberg-Marquardt method can be considered as a special case of the trust region method. But trust region methods are more direct in practical computation. In the trust region method, one adjusts the trust region radius instead of the Levenberg-Marquardt parameter. The trust region method is usually generated in the following way: first, we form the minimal least squares problem
Then at each iteration a trial step is calculated by solving the subproblem
where grad(J ) k is the gradient of J at the kth iterate,
Hess(J ) k is the Hessian of J at the kth iterate,
and k is the trust region radius. The trust region subproblem (TRS) (10)- (11) is an approximation to the original optimization problem (9) with a trust region constraint which prevents the trial step being too large. In many cases, the second term of (13) is difficult to compute or the computation is too costly. The easiest way is to ignore the second term. For the Gauss-Newton method, we solve the following problem at the kth iteration:
While for the Levenberg-Marquardt method, we solve the following problem at the kth iteration:
and adjust the Levenberg-Marquardt parameter α k in an appropriate way. For ill-posed problems, a way of adjusting α k is by Morozov's posteriori discrepancy principle, say [4, 6, 8] . Another way is by trust region methods (see sections 2 and 4 for details). In [8] , the author also made tests to compare the two kinds of parameter selection methods. It was concluded that both methods could generate comparable results. However, the author further pointed out that, 'whether the standard trust region implementations of the Levenberg-Marquardt iterations are also a regularization remains a very interesting open problem'. Some concerns about the design of a suitable stopping rule are also included in that paper. This open problem was first addressed in [4] . We will solve the open problem proposed in [4, 8] . Particularly, we give a positive answer that the standard trust region methods are indeed a regularization. Now, we give a detailed interpretation of the standard trust region method. When introducing the Gauss-Newton and Levenberg-Marquardt methods, we ignore the second term of (13) . Accordingly, in the trust region method, the second term of (13) is also ignored. Thus the trust region subproblem (TRS) can be formulated as follows:
where
The trust region algorithm considered in the paper is based on the minimization process TRS (14)- (15) . A trust region algorithm generates a new point which lies in the trust region, and then decides whether it accepts a new point or rejects it. At each iteration, the trial step ξ k is normally calculated by solving the 'trust region subproblem' (14)- (15) . Here k > 0 is a trust region radius. Generally, a trust region algorithm uses
to decide whether the trial step ξ k is acceptable and how the next trust region radius is chosen, where
is the predicted reduction in the approximate model, and
is the actual reduction in the objective functional. Now we give the trust region algorithm for solving nonlinear ill-posed problems. (14)- (15) to give ξ k . STEP 3 Compute r k ;
Choose k+1 that satisfies
STEP 4 Evaluate grad(J ) k and Hess(J ) k ; k: = k + 1; GOTO STEP 2.
In STEP 2, the stopping rule is based on the discrepancy principle which will be addressed in section 3. The detailed implementation of STEP 2 will be explained in section 4.
The constants τ i (i = 0, . . . , 4) can be chosen by users. Typical values are τ 0 = 0, τ 1 = 2, τ 2 = τ 3 = 0.25, τ 4 = 0.5. The parameter τ 0 is usually zero or a small positive constant. The advantage of using zero τ 0 is that a trial step is accepted whenever the objective function is reduced. When the objective function is not easy to compute, it seems that we should not throw away any 'good' point that reduces the objective function (see [17] for details).
For subproblem (14) - (15), we have the following properties (see [9, 12] 
and that
From lemma 1.2, we see if Hess(J ) + α * I is positive definite, ξ * is uniquely defined by
To emphasize the fact that ξ is dependent on the parameter α, we write
The following property has been established in [5, 19] :
The choice of the trust region method for the solution of problem (1) is motivated by the characteristics of many application problems, such as the inverse gravimetry problem (see section 5) and the parameter identification problem (see [15] ), i.e., the ill-posedness of these kinds of problems. The global convergence of trust region methods for well-posed unconstrained problems is well established, see, e.g., [5, 19] . The purpose of this paper is to investigate the convergence and regularity of the trust region method for nonlinear ill-posed problems; meanwhile, the TRS is solved through (14)- (15) .
It is worthwhile to note that in [14] , the author proposed a constrained least squares regularization method for solving nonlinear ill-posed problems. This is perhaps the first paper to combine trust region algorithms with the regularization of ill-posed problems. Instead of the Tikhonov regularization (4), the author first forms a constrained least squares errors (LSE) problem
where β is the regularization parameter, c(x) is a penalty functional whose purpose is to stabilize the minimization and provide a priori information about the solution; hence it is called the 'regularization constraint'. Then under the six assumptions (A1)-(A6) (see [14] ) the author proves the local convergence of the constrained LSE. For the numerical solution of the constrained LSE, the author first applies a Gauss-Newton approximation to the objective functional f (x) := F (x) − y δ 2 and obtains a quadratic approximation to f (x); then retaining the quadratic regularization constraint and imposing an additional quadratic trust region constraint, the author employs the singular value decomposition to find the solutions of the trust region subproblem. Actually, the author only combines trust region algorithms in the numerical test and does not consider the regularization of the trust region algorithms. Moreover, the formulation of the trust region subproblem is not classical because of the imposed regularization constraint.
Let us denote a solution of (1) by x + , ξ
is the difference between the true solution and the iterate x k , and suppose F is Fréchet differentiable. We recall a widely used assumption for analysis of the nonlinear ill-posed problems,
Assumption 1.4. For a certain ball B ⊂ D(F ) around the exact solution x
+ of equation (1) and some 1 > d > 0, F satisfies the local property
If we replace x by x + ,x by x k in (26), then we obtain
The above condition is strong enough to ensure at least local convergence of the iterates to a solution x of (1) in B, cf section 2. Usually, when we deal with a nonlinear problem, we also assume that the Lipschitz conditions for F are satisfied, i.e.,
This yields the usual Fréchet estimate
For ill-posed problems, (28) provides little information about the local behaviour of F around x, because the left-hand side of (28) can be significantly smaller than the right-hand side even for an arbitrarily small x −x . For example, fix x ∈ D(F ) and assume that F is continuous and compact, then F (x) is compact. Hence, for every sequence {x k } with x k − x = ε (ε is arbitrarily small) for all k ∈ N, the left-hand side of (28) tends to 0 as k → ∞ whereas the right-hand side remainsd 2 ε 2 for all k. Now it is clear that assumption 1.4 comes from the remedy of the situation induced by (28). More detailed interpretation and several examples satisfying it can be found in [2, 7] . In their papers, the constant d is restricted to 0, 1 2 for the analysis of the convergence of the nonlinear Landweber iteration. This assumption is helpful for analysing the properties of the trust region algorithm which is presented in this paper.
The paper is organized as follows: in section 2, we analyse the convergence properties of the trust region algorithm when applying to ill-posed inverse problems; in section 3, the regularity of the trust region algorithm is proved; in section 4, the numerical implementation for discrete problems is discussed; in section 5, we use the trust region algorithm for solving the inverse gravimetry problem; finally in section 6, some concluding remarks are presented.
Convergence properties for exact data
For simplicity, we introduce some notation in the situation when the exact data are given. We denote
for the exact data, and
as the trial step in each iteration. Then at the kth step, we solve (29) to get the step ξ k,α k . If ξ k,α k is a solution of equations (22) and (23), then there is a unique α k > 0 that satisfies (22) and (23). From (29), the parameter α k > 0 satisfies
i.e.,
Denote the residual (or the discrepancy) y − F (x k ) by res k . Note that
we have
By spectral analysis,
Therefore,
For ill-posed problems, the norm of the discrepancy, i.e., y − F (x k ) , is widely used to determine whether the iteration process should be carried out or not ( [4, 6] ). For the iteration process of the trust region algorithm for the exact data case, we use the stopping rule as follows:
If y − F (x k ) (the tolerance), then the iteration process is terminated.
According to the local property of the functional F (x), if x + , x k ∈ B, then the inequality (27) is satisfied. Therefore it is reasonable to assume that before the stopping rule is satisfied, the inequality,
holds for c 1 ∈ (d, 1). Thus combining (34) with (33) we conclude that
In the following results, we show that x k + ξ k,α k is a better approximation of x + than x k , while its proof is similar to the one of proposition 2.1 in [8] .
Theorem 2.1. Assume that assumption 1.4 holds and T k T
Proof. From (32) it follows that
Thus we obtain
Recalling the assumption that T k T * k + α k I is positive definite and noting that
By (34),
where c 1 ∈ (d, 1). By assumption 1.4 and (27), we obtain
Combining (36), (37) and (38) yields
This completes the proof.
The following lemma will indicate that the sequence {α k } generated in each iteration is uniformly bounded. 
By (21) and (39), there exists a subsequence {k i } such that
and
The limit property in (41) implies that
This, together with
yields that
for all sufficiently large i, which contradicts (40). This proves that the first assertion is true. By the first assertion, 
Thus x k − x + , k 1 is a monotonically decreasing sequence. Next we show the sequence {x k } converges to a solution of F (x) = y, where we use a similar technique as in [4] and [11] . In particular, we will show the iteration errors e k = x + − x k , k ∈ N form a Cauchy sequence. Given k, l ∈ N with k > l, let j ∈ {l, . . . , k} be chosen so that
Now consider e j − e l 2 = e l 2 − e j 2 + 2(e j , e j − e l ),
and denote
Note that
where e i = x + − x i . Then combining (35) with the above expression, we obtain |(e j , e j − e l )| (1 + 3d)
This, together with (46), yields
where C =
does not depend on j, k, l. Similarly we have
Hence,
= 2( e k − e j 2 + e j − e l 2 )
Recalling the monotonicity of the iteration error x k − x + , the right-hand side approaches zero as k, l → ∞, and hence {x k } is a Cauchy sequence.
Denote the limit of x k by x. Because
and α k is uniformly bounded according to lemma 2.2, we have
where M is the upper bound of α k . This proves that
Recalling that T k is uniformly bounded, we obtain the convergence of
2 from estimate (47). Therefore F (x k ) → y as k → ∞, and x is a solution of F (x) = y.
Regularity for inexact data
We assume that the rhs y is contaminated by noise, i.e., instead of y, we may then have a perturbed version y δ with an error level δ such that
In this case, the solution of the ill-posed problem would be very sensitive to the small perturbations in the rhs y. For algorithm 1.1, the stopping rule we choose is the discrepancy principle (see [4] ), i.e., the iteration should be terminated at the first occurrence of the index k such that
where τ > 1 is the dominant parameter and can be chosen by users. Now we consider the regularity of the trust region algorithm in the perturbed case. Accordingly the corresponding iterates will be denoted by x δ k . We also assume that k(δ) is the smallest iteration index k such that the discrepancy inequality
holds. Proof. We will prove that
with x + a solution of F (x) = y. By assumption 1.4, we can estimate that
By assumption, 0 < 1+d+τ d τ < 1, hence (27) is fulfilled with y replaced by y δ and x k by x δ k . Consequently theorem 2.1 applies and the monotonicity assertion (50) follows as in the proof of theorem 2.1.
Next we show that there is only a finite number of iterations. In fact using the same arguments as in the proof of (47), we have
. By (50) and taking the sum of (51) for
This indicates that k(δ) is a finite number. Now, we consider the case x δ k(δ) as δ → 0, and have the following result. 
Thus given a sufficiently small number > 0 and for some sufficiently large number n, we have that x k(δ n ) − x 
Numerical implementation
To solve (9) numerically, the problem has to be discretized. Let P n denote a projection of X onto an n-dimensional subspace X n , and Q m denote a projection of Y onto an m-dimensional subspace Y m . Hence we can define F mn the finite approximation to the nonlinear operator F:
Since F is differentiable, each F mn is differentiable. For the discrete version (52), we consider the minimal least squares problem in the form
In this case, at each iteration a trial step is calculated by solving the subproblem
in finite spaces X n and Y m . Where, grad(J n )(x) and Hess(J n )(x) can be evaluated respectively by
Hess(J n )(x) = F mn (x) T F mn (x).
For simplicity, we use the same notation T k for F mn (x k ) and g k for −F mn (x k ) T (y m − F mn (x k )). Noted in section 2, the parameter α k can be determined from equation (30) or (31). For solving the parameter α k , we apply Newton's method to the nonlinear equation
The reason for considering (56) instead of the simpler equation
is that k (α k ) is close to a linear function. Thus Newton's method would give a faster convergence. In fact the first-order and second-order derivatives of (α k ) can be easily computed; hence Newton's method can be used to calculate α k (see [17, 18] for details). The iteration formula can be given as
The following algorithm (see [9] ) updates α k by Newton's method applied to (56).
Algorithm 4.1. (Newton's method for computing
In this algorithm, R T R is the Cholesky factorization of the matrix T T k T k + α k I with R ∈ R n×n upper triangular. It is necessary to safeguard α k in order to obtain a positive definite T T k T k +α k I and guarantee convergence. This, in practice, can be satisfied by observing the fact (see [10] ) that the function k (α k ) is concave and strictly increasing. Hence if we choose the initial guess value α k > 0 such that k (α k ) < 0 then at each iteration, the Newton algorithm generates a monotonically increasing sequence converging to the solution of k (α k ) = 0. The tol for choosing the final value of α k should be in (0, 1) . But for fast convergence, tol should not be chosen too small. We choose tol = 0.001 in our test of the next section.
We also remark that for α k solved by algorithm 4.1, T T k T k + α k I is positive definite at each iteration. Hence the assumption that T * k T k + α k I is positive definite in sections 2 and 3 is reasonable.
Remark 4.2.
The finite-dimensional problem (53) can also be solved with any standard nonlinear optimization package, such as those available on NEOS (wwwneos.mcs.anl.gov/neos/). To obtain satisfactory results, we need to use a regularization technique, such as the regularized Gauss-Newton method (see [1] ). This is because the derivative operator F mn (x) is a compact operator, hence the finite-dimensional problem is ill-posed. For ill-posed problems, nonlinear optimization methods cannot be used directly due to the noise and truncation error propagation. k in n 3 + 3k in n 2 . Note that for the inner loop, the gradient grad(J n ) k and Hessian Hess(J n ) k are used only once, which are pre-computed in the outer loop. It requires matrix-matrix computation O(n 3 ) to obtain Hess(J n ) k and matrix-vector computation O(n 2 ) to obtain grad(J n ) k . In theorem 3.1, we have proved that the trust region algorithm terminates after k(δ) < ∞ iterations. So the total computational cost in the outer loop is O(k(δ)n 3 + k(δ)n 2 ). Therefore, upon convergence, the total computational cost (inner loop plus outer loop) is O 1 6 
This computational effort is acceptable in modern computers.
Numerical results
We take a well-known example that appears in inverse gravimetry ( [13] ), which is in the form of the nonlinear Fredholm integral equation of the first kind
with the kernel k(t, s, x(s)) = ln 2 , and y(t) is the measured term. This numerical example is also considered in [14] . Clearly the kernel k is defined on the set 
while the kernel ∂k ∂x (t, s, x(s) ) is evaluated by
To solve (59) numerically, we choose linearly independent basis functions
and then reduce it to a finite-dimensional problem. The integral operator F gives rise to an operator
Similarly the derivative operator F (x) yields an m × n matrix: where φ j (s) are the standard linear basic functions Our true function is x true (s) = 1.3s(1 − s) + 0.2, and it is discretized by evaluating it at the points s i to give the components x i of x. The right-hand side y is generated by integral (59). To simulate the practical problems, the perturbed right-hand side is chosen by
where rand(·) is the Gaussian white noise having the same dimension as that of y true . The numerical results are shown in figures 1-3. In section 3, in the process of proving the monotonicity of the iteration error
. Practically, τ > 1 can be chosen by users. In theory, in order to make the approximation better, τ should be chosen close to 1 (see [4] ). This means d should be close to 0.
First we choose n = m = 30, τ = 1.4, 0 = 0.001, α 0 = 0.01 with a small perturbation δ = 0.005. It needs 83 outer iterations and 300 inner iterations to generate convergence. The discrepancy norm y δ − F (x k=83 ) is 0.0070 and the relative error level
is 0.0014. The recorded total CPU time is 1.25 s. The solution is shown in figure 1(a) , where, the solid line represents the true solution, the dashed line represents the approximations. This interpretation will also be used for the other two graphs in figure 1 .
Then we choose n = m = 60, τ = 1.3, 0 = 0.001, α 0 = 0.01 but with a perturbation δ = 0.01. It needs 20 outer iterations and 90 inner iterations to generate convergence. The discrepancy norm y δ − F (x k=20 ) is 0.0112 and the relative error level
is 0.0015. The recorded CPU time is 1.109 s. The graph of the solution is shown in figure 1(b) .
Finally we choose n = m = 100, 0 = 0.001, α 0 = 0.01 with a large perturbation δ = 0.05 and τ = 1.2 to give a computation. It needs 18 outer iterations and 110 inner iterations to generate convergence. The discrepancy norm y δ − F (x k=18 ) is 0.0540 and the relative error level
is 0.0057. The recorded CPU time is 2.828 s. The graph of the solution is shown in figure 1(c) .
From figure 1 , we see that the computed results are satisfactory. The degree of approximation depends on the mesh-grid density and the noise level δ. It is true that the discretized problem will be a better approximation to the original problem if the discretization points are enormous, but it will be more ill-conditioned. Therefore, due to the ill-posedness of the problem, we cannot expect the computation results to be totally the same.
In our test, we also record the values of α k during each iteration. We find that the values of α k are increasing in each loop of algorithm 4.1, but in general it is decreasing. This is true for our algorithms. In [14] , the author chose another true solution to give a numerical simulation. The true function is based on the linear combination of two Gaussians is 0.0040. The recorded CPU time is 0.359 s. The behaviour of the regularization parameters α is similar to that in the former test. It seems that our algorithms generate comparable results.
We should point out that in both tests, we add another stopping rule, i.e., if Pred ( is the tolerance) then the iteration should also be terminated. Here, the tolerance is chosen as 1.0e − 7. However, Pred is never activated. In fact, if we use Pred as the stopping rule, it will need many iterations. In such case, the reconstruction results are not very reasonable. Perhaps choosing a smaller will work better.
Conclusion
We establish the convergence and regularity of the trust region method for nonlinear illposed inverse problems. The results obtained in this paper are based on the choice of the approximate Hessian Hess(x) = F (x) T F (x) instead of the exact Hessian Hess(x) = F (x) T F (x) + F (x) T (F (x) − y). For the latter, we have not gotten such kinds of results so far. We conjecture that the trust region algorithm with the exact Hessian is also a regularization algorithm provided that some stronger conditions are imposed. However, it is unreasonable to use the exact Hessian in practice due to the difficulty in computing the exact Hessian Hess(x) and the huge expense on it. We can use some other techniques, for instance, in each iteration, F (x k ) is replaced by B k , where B k satisfies the quasi-Newton conditions (see [3] ), but the regularity of such an algorithm is not so clear right now.
