Abstract-In this technical note, the fast alternating minimization algorithm (FAMA) is proposed to solve model predictive control (MPC) problems with polytopic and second-order cone constraints. Two splitting strategies with efficient implementations for MPC problems are presented. We derive computational complexity certificates for both splitting strategies, by providing complexity upper-bounds on the number of iterations required to provide a certain accuracy of the dual function value and, most importantly, of the primal solution. This is of particular relevance in the context of real-time MPC in order to bound the required online computation time. We further address the computation of the complexity bounds, requiring the solution of a nonconvex minimization problem. Finally, we demonstrate the performance of FAMA compared to other splitting methods using a quadrotor example.
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I. INTRODUCTION
Fast numerical solvers for model predictive control (MPC) have attracted significant research attention due to the increasing interest in applying MPC to problems with fast dynamics and the rapidly developing computational power of embedded systems. In this paper, our study investigates the application of splitting methods to MPC problems. Splitting methods, which are also known as alternating direction methods, offer a powerful tool for general mathematical programming and optimization, see, e.g., [5] , [8] , [12] , [13] , and [9] . Their efficiency results from splitting a complex convex minimization problem into simple sub-problems and solving them in an alternating manner. This can significantly reduce computation time, in particular when the objectives have different properties, for instance one being a quadratic function, one an l 1 -norm and one involving indicator functions, which originate from constraints. In practice, splitting methods have shown good performance for solving complex problems in many fields, e.g., signal processing and machine learning. We focus on using these methods to solve control problems. The alternating direction method of multipliers (ADMM) and the fast dual proximal gradient method have been shown to solve linear MPC problems with quadratic cost and polytopic constraints both rapidly and robustly in [15] and [12] .
In this paper, we propose the use of a splitting method called the fast (accelerated) alternating minimization algorithm (FAMA) presented in [13] for solving MPC problems. Compared to previous work, e.g., [15] and [12] , we focus on MPC problems with polytopic and secondorder cone constraints, covering a broad range of MPC problems, e.g., including ellipsoidal constraints and chance constraints. Compared to the authors' previous work [17] , we propose a second splitting strategy, which allows to maintain the states in MPC problems as optimization variables. An efficient implementation is presented that reduces each iteration of FAMA to simple operations. In order to allow for a derivation of real-time guarantees on the online solution, we derive complexity upper-bounds on the number of iterations to achieve a certain solution accuracy both in the dual function value and for the primal iterates for both splitting strategies. This paper further addresses the computation of the convexify bounds, requiring the solution of a non-convex minimization problem. We propose two methods to convexify the problem and compute an approximate bound.
In simulation, we demonstrate the proposed algorithm and compare the performance of the different splitting strategies.
II. PRELIMINARIES

A. Notation
Let f be a strongly convex function. σ f denotes the convexity modulus of f , i.e., p − q, x − y ≥ σ f x − y 2 , where p ∈ ∂f(x), q ∈ ∂f(y), and ∂(·) denotes the set of subgradients of the function at a given point. The operators max, ≤ and ≥ are defined to work on vectors as well as scalars. For vectors, the operators are defined to be element-wise. Let C be a matrix. ρ(C) denotes the largest eigenvalue of C T C. For a positive definite matrix H, λ min (H) denotes the smallest eigenvalue of H. Let K be a convex set. The indicator function I K (σ) on K is defined to be zero if σ ∈ K and infinity otherwise. Let C be a convex cone. The set
B. Fast Alternating Minimization Algorithm (FAMA)
In [13] 
Since in the simulation section, we will compare the performance of FAMA with ADMM and FADMM, we first provide a brief comparison between FAMA and the popular technique ADMM as well as its accelerated variant FADMM (see Algorithm 8 in [13] ) from a theoretical perspective, highlighting the key differences. First, they require different convergence assumptions and have different convergence rates. Note that in this paper, we denote the bound on the worst case convergence rate as the convergence rate for short.
ADMM and FADMM require the objectives to be convex functions, and under this assumption both algorithms guarantee the same theoretical convergence rate O(1/k) in dual function value. If both objectives are strongly convex, ADMM and FADMM provide a linear convergence rate. However, this assumption is rarely satisfied by MPC problems, since MPC problems have constraints, which can be considered as indicator functions and are therefore not strongly convex. FAMA requires one objective to be strongly convex and the other to be convex, which is stronger than the basic assumption of ADMM and FADMM, but in return, it achieves a faster convergence rate O(1/k 2 ) in the dual function value. The second difference is that FAMA provides a complexity upperbound on the number of iterations for a given accuracy (Section II-C) in the dual function value, which allows for a real-time solution guarantee, i.e., a certificate that the problem can be solved in the given fixed amount of time. For ADMM and FADMM, it is not clear how to derive such a complexity bound.
The third difference is that for ADMM and FADMM, the question of how to best tune the step-size in general still remains largely unclear. Theoretically, any positive step-size guarantees convergence, however, not any positive step-size practically results in good performance. This issue has been studied for some special cases, e.g., QP problems in [11] , however not suitable for our problem formulation because of the second-order constraints. FAMA, in contrast, has a clear step-size rule, i.e., it requires the step-size to be smaller than the reciprocal of the Lipschitz constant of the gradient of the dual objectives. This condition simplifies the selection of the step-size, and together with the complexity bound allows for preconditioning the problem to speed up the algorithm [17] .
Another relevant and interesting first-order algorithm is called the fast dual gradient method in [12] . Similar to FAMA, this method also originates from the fast proximal gradient method on the dual. Different from FAMA, it requires the information of the conjugate of the second objective. FAMA directly makes use of the fact that the required information can be deduced from the primal function itself, making it more direct and easy to implement.
C. Theoretical Properties of FAMA
The dual problem of Problem 2.1 is defined in Problem 2.3. Problem 2.3:
.
Theorem 2.4:
Let {λ k } be generated by FAMA. If Assumption 2.2 holds, then for any k ≥ 1 we have
where λ 0 and λ denote the initial and optimal solutions.
Proof: Theorem 1 in [13] shows that applying FAMA to 
D. KKT Conditions for Problem 2.1
In this section, we derive the KKT conditions of Problem 2.1, which will be used in Section V for estimating the complexity bound in (1). The KKT conditions of Problem 2.1 are given by:
T λ , and iii) 0 ∈ ∂g(w ) + B T λ . Condition i) represents the feasibility condition, and ii) and iii) represent optimality conditions. In this paper, we will apply FAMA to MPC problems with polytopic and second-order cone constraints and propose two splitting strategies. In both splitting strategies, the second objective g is considered to be a set of indicator functions on convex constraints given by convex cones. In order to compute the explicit form of Condition iii) for this case, we introduce the subdifferential of the indicator function on a convex cone, which is defined as
where N C (x) denotes the normal cone of C at x. The following proposition states that being in the normal cone N C (x) is equivalent to two conditions: x is in the polar cone of C and the complementary slackness condition holds.
Proposition 2.5 ([1], Proposition 2.51):
Let C be a non-empty closed convex cone. Then, for any pointx ∈ C, x ∈ N C (x) is equivalent to x Tx = 0 and x ∈ C • , where C • denotes the polar cone of C.
III. FAMA FOR MPC
In the following, we show how FAMA can be applied to MPC problems to achieve an efficient online implementation. We consider an MPC problem for a linear dynamical system, state and input constraints in the form of polytopic and/or second-order cone constraints and quadratic stage and terminal costs. We present two splitting strategies.
1) Splitting Strategy 1: As discussed in [17] , by eliminating all state variables and moving the constraints to the cost in the form of indicator functions, MPC problems of this class can be reformulated as Problem 3.1 with one strongly convex and one convex objective, which is suited for the application of FAMA.
Problem 3.1:
N·m denotes the sequence of inputs over the control horizon N and σ = [σ
T ∈ R Nσ are auxiliary variables. C i denote the constraints on the states and inputs. In this paper, it is assumed that C i are given either by the non-negative orthant, i.e., C i := {v|v ≥ 0}, or simple second-order cone (SOC) constraints, i.e.,
Note that these definitions cover all polytopic and second-order cone constraints on u by involving the affine coupling
Assumption 3.2:
A positive definite quadratic cost on the input sequence is chosen in the MPC problem and the linear dynamical system is controllable.
Remark 3.3: If Assumption 3.2 is satisfied, then the matrix H is positive definite, i.e., λ min (H) > 0, and the convexity modulus of f (u) is given by the minimum eigenvalue of the matrix H, i.e., σ f = λ min (H).
We apply FAMA in Algorithm 1 to Problem 3.1, resulting in Algorithm 1 in [17] . The advantage of the splitting strategy in Problem 3.1 is that the two objectives f (u) and g(σ) are very easy to minimize separately. The solution to the minimization problems can be obtained analytically.
2) Splitting Strategy 2:
The second splitting strategy in Problem 3.4 maintains both the states and inputs as optimization variables and involves the dynamics of the system as a constraint on the first objective f . Problem 3.4:
where z = [x; u] contains the state and input sequences over the control horizon. The matrices T and t represent the dynamical constraint. We denote the constraint matrix
Assumption 3.5:
The cost on the states and the inputs in the MPC problem are chosen to be positive definite quadratic functions. Remark 3.6: The first objective f (z) in Problem 3.4 consists of a quadratic function and a convex constraint. If Assumption 3.5 is satisfied, the matrix Q is positive definite. The convex constraint can be considered as an indicator function, which is convex. Due to the fact that the sum of a strongly convex and a convex function is strongly convex, the objective f (z) is strongly convex and Problem 3.4 satisfies Assumption 2.2 with the convexity modulus σ f = λ min (Q).
We apply FAMA to Problem 3.4 resulting in Algorithm 2. Similar to the first splitting strategy, the second splitting Problem 3.4 has the advantage that the solution to the minimization problems can be obtained analytically. The projection steps involve basic projections onto the non-negative orthant and simple second-order cones, which are given in (3) and (4). They reduce to simply a clipping and a scaling operation, which are computationally cheap
Remark 3.7: The projection loop, i.e., Step 4-6 in Algorithm 1 in [17] and Algorithm 2 can be computed in parallel.
Algorithm 2 Fast alternating minimization algorithm (FAMA) for Problem 3.4
Require:
end for end for
Remark 3.8:
Step 2 and 3 in Algorithm 2 are equivalent to the first step of FAMA in Algorithm 1, i.e.,ẑ
By splitting this step into two steps, we can express z k as a function of λ k , which allows us to derive the complexity bound on z k − z in Section IV.
IV. COMPLEXITY BOUNDS OF FAMA FOR MPC
Complexity upper-bounds for optimization algorithms are important for real-time MPC, since they provide a certificate that a solution of pre-specified sub-optimality can be obtained within the available computation time. In this section, we will derive the complexity upperbounds on the number of iterations to achieve a certain solution accuracy in the dual function value and for primal iterates generated by the algorithms in Section III.
A. Complexity Upper-Bounds for Applying FAMA to Problem 3.1
For completeness, we state the complexity upper-bound for both the primal and dual sequences {u k } and {λ k } generated by applying FAMA to Problem 3.1, i.e., Algorithm 1 in [17] .
Theorem (Theorem 3.6 in[17]):
Let {u k } and {λ k } be generated by applying FAMA to Problem 3.1, i.e., Algorithm 1 in [17] ,
T and λ i are the Lagrange multipliers associated with the constraint
where
and λ denote the initial and optimal solutions, respectively. If λ 
B. Complexity Upper-Bounds for Applying FAMA to Problem 3.4
In the following, we will derive the complexity upper-bound for both the primal and dual sequences {z k } and {λ k } generated by applying FAMA to Problem 3.4, i.e., Algorithm 2. To prove Theorem 4.4, we make use of Lemmas 4.2 and 4.3 in [17] . 
where λ 0 and λ denote the starting point and the optimizer, respectively. If λ 
where M 1 is defined as in (9), and I is an identity matrix.
Proof: Since Assumption 3.5 is satisfied, Problem 3.4 satisfies Assumption 2.2. It follows from Theorem 2.4 that the sequence {λ k } generated by Algorithm 2 satisfies the complexity bound in (7). From
Step 4 and 5 in Algorithm 2, we know that λ 
where M 1 ∈ R nz ×nz , M 2 ∈ R nz ×nt are defined as in (9), shown at the bottom of the page. Then we can derive an upper bound on z k − z 2 following the derivations in (10) , shown at the bottom of the page. The dual function of Problem 3.4 is equal to
Since we have shown that λ (10), we obtain
By optimality, we conclude
Remark 4.5: Theorem 4.1 and 4.4can be directly extended to an MPC problem with positive semi-definite cone constraints.
Remark 4.6:
In [17] , we presented a preconditioning technique to improve the performance of FAMA when applied to linear MPC problems with polytopic and ellipsoidal (a special case of secondorder cone) constraints. By minimizing the condition number of the constraint matrices, the method can enlarge the step-size and decrease the complexity bounds of the algorithms.
V. COMPUTATION OF COMPLEXITY BOUNDS Theorem 4.1 and Theorem 4.4 provide complexity bounds on the number of iterations for FAMA applied to Problem 3.1 and 3.4, to reach a suboptimal solution. For a given problem, all quantities in the complexity bounds are known except for λ 0 − λ . This section is devoted to computing or approximating the value of λ 0 − λ . Related work includes [3] and [16] , where the authors consider quadratic programming (QP) problems and estimate λ 0 − λ by solving an offline mixed-integer linear programming problem, which does, however, not cover second-order cone constraints. In this section, we provide two methods for approximating λ 0 − λ . We consider the cold-starting strategy, i.e., λ 0 = 0, in which case the problem reduces to computing the largest value of λ min (x) for a given initial state setx ∈ X 0 , i.e.,
where λ min (x) denotes the minimal l 2 -norm solution
and Λ (x) denotes the set of optimal Lagrange multipliers of Problem 3.1 or Problem 3.4, respectively, for a given initial statex. The constraint λ ∈ Λ (x) represents the KKT conditions on the optimal Lagrange multipliers for Problem 3.1 or Problem 3.4. In the following, we focus on the computation of λ min for a given X 0 for Problem 3.1, and present two methods for its approximation. The methods can be easily extended to Problem 3.4.
A. Upper-Bound of λ min Using Sum of Squares (SOS) Relaxations
From the description above, we know that λ min is the optimal solution of a three-level non-convex optimization problem, i.e., Problem 3.1 and the two problems in (11) and (12) . In this section, we propose a method for constructing a convex approximation and providing an upper bound of λ min . Note that when replacing λ min by its upper bound, the complexity upper bounds in Theorem 4.1 still hold. The idea of the method is the following. We first rewrite the three-level problem as one optimization problem by involving the KKT conditions of the inner problems as constraints, i.e., we solve problem (11) subject to the KKT conditions of Problem 3.1 and those of problem (12) . The KKT conditions include conic constraints originating from the primal and dual feasibility and polynomial constraints originating from the optimality and the complementary slackness conditions. Due to the fact that polynomial constraints are nonconvex, we use sum of squares relaxations to approximate the solution of the problem, resulting in an SDP problem. See, e.g., [10] for previous work on using SOS relaxations for optimization problems with polynomial constraints.
The KKT conditions of Problem 3.1 are obtained from the KKT conditions derived for Problem 2.1 in Section II-D and Proposition 2.5. Since the constraint λ ∈ Λ (x) is equivalent to the KKT conditions of Problem 3.1, problem (12) can be represented by (13) , where C 
Note that problem (13) is defined for one initial statex, since the vectors h and c i are affine functions ofx. We derive the KKT conditions of problem (13) , which can be easily obtained by following the standard rules in [4] and [6] , and introduce these KKT conditions into problem (11) . Due to the non-convexity of the polynomial constraints originating from the optimality and the complementary slackness conditions, we apply SOS relaxations [10] to the problem in order to compute an upper bound of λ min . It is important to notice that according to the results in [10] , SOS relaxations always provide an upper-bound of the optimal solution λ min > λ min , and there exists a sufficiently high-order SOS relaxation such that λ min = λ min . However, this method is limited to small-scale problems.
B. Sample-Based Estimation of λ min
We present a sample-based approach to estimate λ min , which can be easily applied for medium-and large-scale problems. The optimization problem in (11) can be reformulated as Problem 5.1:
where λ min (x) is defined in (12) . We considerx as an uncertainty parameter, and apply the scenario approach in [7] to Problem 5.1. We first introduce some required definitions.
Definition 5.2 (Definition 1 in [7]):
Letγ ∈ R be a candidate solution for Problem 5.1. The probability that a better solution exists is defined as The remaining question is how to solve Problem 5.4, which is still non-convex, as it involves the KKT conditions of the problem in (13) . In the following, we provide a method to compute an upper-bound of λ Ns min , by solving N s convex problems. For a samplex i , an optimal solution λ (x i ) can be computed by applying FAMA to Problem 3.1. Since the solution satisfies λ (x i ) ≥ λ min (x i ) , then, we can easily compute λ Ns min := max 1≤i≤Ns { λ (x i ) }, which satisfies λ Ns min ≥ λ Ns min . The procedure of using the scenario approach to estimate a solution for Problem 5.1 is summarized as follows: Choose and β, and take N s ≥ (1/ β) − 1. Randomly draw N s samples {x 1 , . . . ,x Ns } in X 0 and run FAMA for Problem 3.1 to calculate the corresponding { λ (x 1 ) , . . . , λ (x Ns ) }. Then compute λ Ns min = max 1≤i≤Ns { λ (x i ) }, which is an upper-bound of an optimal solution with -level robust feasibility for Problem 5.1. Note that all computations can be done offline, and therefore a large number of samples can be potentially considered to compute a good approximation of λ min with high probabilistic confidence. 
VI. NUMERICAL EXAMPLE
We consider the model of a quadrotor in [14] , which is driven by four independently controlled rotors. In this experiment, we use a cascaded control structure and design an MPC controller to control the inner-loop, which is in charge of the derivative of the height of the quadroter, the roll, pitch and yaw angles and the derivatives of these angles, i.e., x = [ż, α, β, γ,α,β,γ] T . The state constraints are mainly chosen to ensure validity of the linearized model and have been specified as: |ż| ≤ 1m/s, |α| ≤ 10
• , |β| ≤ 10 • , |α| ≤ 15 • , |β| ≤ 15 • , and |γ| ≤ 60
• . The input constraint is 0 ≤ u ≤ 1. The horizon of the MPC controller is set to N = 25. The terminal state x N is subject to a positively invariant ellipsoidal terminal constraint.
In the simulations shown in Fig. 1 T } and compare the performance of FAMA with ADMM and FADMM for solving Problem 3.1 and 3.4. For FAMA, the step-size is set to 0.99 · λ min (H)/ρ(C) and 0.99 · λ min (Q)/ρ(D) for Problem 3.1 and 3.4, respectively, while for ADMM and FADMM the step-size is set to the best value obtained by manual tuning. Performance is measured by the percentage of samples, for which u k − u / u < and z k − z / z < , with = 10 −4 , after k iterations. In Fig. 1 , it is shown that for this example, FAMA provides faster convergence than ADMM and FADMM. For FAMA, the first splitting strategy in Problem 3.1 requires less iterations than the second one in Problem 3.4, considering the same accuracy for this example. T and the corresponding complexity bounds in Theorem 4.1 and 4.4, respectively. The bounds are computed by setting λ 0 = 0 and assessing λ by the sample-based method in Section V-B using 3000 samples. According to Corollary 5.5, β and are set to be 1.6 × 10 −2 . Fig. 2 shows that for this initial state, FAMA for Problem 3.4 converges more quickly, and the corresponding complexity bound is tighter than applying FAMA to Problem 3.1. As k increases, both the complexity upper-bounds appear to be less tight, and the practical convergence is faster than the bound.
VII. CONCLUSION
FAMA was proposed for solving MPC problems with polytopic and second-order cone constraints. Two efficient splitting strategies were presented, and the complexity upper-bounds on the number of iterations were derived. Finally, convex approximations for computing the corresponding complexity bounds were proposed, offering realtime guarantees on the MPC solution.
