nature neurOSCIenCe t e C h n I C a l r e p O r t S Linking neural microcircuit function to emergent properties of the mammalian brain requires fine-scale manipulation and measurement of neural activity during behavior, where each neuron's coding and dynamics can be characterized. We developed an optical method for simultaneous cellularresolution stimulation and large-scale recording of neuronal activity in behaving mice. Dual-wavelength two-photon excitation allowed largely independent functional imaging with a green fluorescent calcium sensor (GCaMP3, l = 920 ± 6 nm) and single-neuron photostimulation with a red-shifted optogenetic probe (C1V1, l = 1,064 ± 6 nm) in neurons coexpressing the two proteins. We manipulated task-modulated activity in individual hippocampal CA1 place cells during spatial navigation in a virtual reality environment, mimicking natural place-field activity, or 'biasing', to reveal subthreshold dynamics. Notably, manipulating single place-cell activity also affected activity in small groups of other place cells that were active around the same time in the task, suggesting a functional role for local place cell interactions in shaping firing fields.
t e C h n I C a l r e p O r t S Linking neural microcircuit function to emergent properties of the mammalian brain requires fine-scale manipulation and measurement of neural activity during behavior, where each neuron's coding and dynamics can be characterized. We developed an optical method for simultaneous cellularresolution stimulation and large-scale recording of neuronal activity in behaving mice. Dual-wavelength two-photon excitation allowed largely independent functional imaging with a green fluorescent calcium sensor (GCaMP3, l = 920 ± 6 nm) and single-neuron photostimulation with a red-shifted optogenetic probe (C1V1, l = 1,064 ± 6 nm) in neurons coexpressing the two proteins. We manipulated task-modulated activity in individual hippocampal CA1 place cells during spatial navigation in a virtual reality environment, mimicking natural place-field activity, or 'biasing', to reveal subthreshold dynamics. Notably, manipulating single place-cell activity also affected activity in small groups of other place cells that were active around the same time in the task, suggesting a functional role for local place cell interactions in shaping firing fields.
The development of recent optical sensors, probes and methods for imaging or perturbing activity in the behaving mammalian brain is a promising step toward the functional characterization of brain dynamics on a large scale, at high resolution (thousands of individual neurons during a behavior). For example, population dynamics in behaving rodents may be measured at cellular resolution using two-photon excitation (TPE) fluorescence imaging [1] [2] [3] [4] or perturbed on a scale of genetically defined populations using optogenetic stimulation [5] [6] [7] . Combining the different advantages of these two approaches would create a new class of experiments to examine behavioral substrates in neural microcircuits by allowing cell-specific perturbation of activity in neurons on the basis of patterns of natural activity during behavior.
Several experimental challenges have hindered the combined use of cellular-resolution photostimulation and imaging in behaving rodents. The first problem is that existing optogenetic probes, calcium sensors and microscope fluorescence detectors are all sensitive to visible-wavelength light. In practice, this introduces substantial crosstalk in all-optical experiments using visible-light illumination, as imaging light may perturb cellular activity and photostimulation may interrupt fluorescence detection [8] [9] [10] [11] [12] [13] [14] . Second, although wide-field optogenetic stimulation (for example, with unfocused blue light) only requires illuminating enough total membrane area to recruit large photocurrents from many cells, spatially resolved photostimulation also requires confining the illuminated area to the cell(s) of interest. Experimentally, cellular-resolution stimulation can be achieved with low-intensity excitation of a volume around the size of a cell soma in an opsin-photocycle time constant [15] [16] [17] [18] [19] . For visiblewavelength illumination, which is the most commonly adopted approach in optogenetic experiments, this is difficult to achieve in intact brain tissue at depths much below a mean-free light-scattering path (50-100 µm (refs. 20,21) ), after which visible-wavelength light becomes defocused. Moreover, scattered or ballistic visible-light single-photon excitation, which is linearly proportionate to the incident intensity, may also stimulate photocurrents in dendrites, axons or somas of many other cells away from the plane of focus. We developed an approach that addresses these challenges, combining cellularresolution photostimulation and simultaneous imaging in a densely labeled population of neurons in awake mice, and demonstrate how this approach can be used to mimic or modify activity of individual neurons during a behavior.
RESULTS
Our approach is based on the combined application of two spectrally separated infrared TPE sources for both fluorescence imaging and photostimulation, and the use of a green calcium sensor (GCaMP3) 22 and a red-shifted optogenetic probe (C1V1) 18, 23 that are coexpressed in a population of neurons (Fig. 1) . Neurons were visualized in headrestrained, mobile mice through a sealed optical window 3 using TPE fluorescence imaging at sub-micron wavelengths (typically, λ = 920 ± 6 nm) that preferentially excited GCaMP3 fluorescence over C1V1 photocurrents, and wide-field raster-scanning acquisition that did not concentrate imaging light on any one cell. Neurons of interest were selected as targets for photostimulation, which used a second TPE source operating at longer wavelengths (λ = 1,064 ± 6 nm) to preferentially excite C1V1 photocurrents over GCaMP3 fluorescence, and temporal focusing optics 16, 24, 25 to generate an illumination spot patterned after the dimensions of a pyramidal neuron soma (≈10-15 µm t e C h n I C a l r e p O r t S Figure 1 Schematic for simultaneous cellularresolution photostimulation and functional calcium-imaging in awake, behaving mice. (a) Neurons expressing a green calcium sensor (GCaMP3) and a red-shifted optogenetic probe (C1V1(E122T/E162T)-2A-EYFP; red) visualized in awake mice using TPE imaging were selected as targets for TPE photostimulation. Each target cell was stimulated by transient illumination with a temporally focused 'spot' around the size of a soma (10-15 µm). Bottom left, CCD images of TPE fluorescence illustrating in-plane (xy) and projected axial (xz) illumination profiles of the photostimulation spot. Bottom right, image of a patterned photostimulation scan (dwell time of 0.5 ms per location; CCD integration time of 1,000 ms). Arrows indicate the repeat scan trajectory between targets. (b) Two laser-scanning TPE systems (imaging and photostimulation) were combined in a custom microscope to image (λ = 920 nm) and stimulate (λ = 1,064 nm) coexpressing hippocampal CA1 neurons in awake, mobile or behaving mice. ex., excitation path; em., emitted fluorescence detection path; PMTs, photomultiplier tubes; HP, headplate holders. (c) The combined instrument (optical path schematic, left) used a VR system to create a virtual environment in which mice could be trained to perform visually guided behaviors, and large-scale optical recordings were used to characterize neuron population activity. Single neurons of interest were selected and stimulated at designated times in the behavior, synchronized using custom VR software 29 . PC, Pockels cell; TF, temporal focusing path; SF, spatial focusing path; DG, diffraction grating; A, aperture; SM, scanning mirrors; LL, liquid lens; DC, dichroic mirror; aam, angular amplification mirror.
diameter, ≈6 µm depth) that concentrated TPE on single target neurons (Fig. 1) . Scanning mirrors allowed rapid repositioning of the stimulation spot across different target locations on a physiological timescale (1-2 kHz; Fig. 1a) . By combining the system with an apparatus for virtual reality (VR)-based training and behavior, where neuronal activity can be observed and characterized during behavior, single neurons or groups of neurons with behavior-correlated activity could be optically stimulated while we simultaneously measured evoked changes in dynamics of those neurons and others in the population.
Coexpression, separable detection, and independent optical excitation of an optogenetic probe and a calcium sensor in awake mice As a first step toward realizing this approach, we screened combinations of genetically encoded optogenetic probes and calcium sensors to identify a probe-sensor pair that could be independently excited, separably detected and functionally coexpressed in a high density of neurons in vivo. We identified one pair (C1V1 and GCaMP3) with well-separated absorption properties under infrared TPE in vitro (Supplementary Fig. 1 ) that could also be coexpressed in a population of neurons in vivo through virus-mediated expression of the probe (adeno-associated virus, AAV2/5-Camk2aøC1V1(E122T/ E162T)-p2A-EYFP-WPRE 18 ) and transgenic expression of the sensor (transgenic strain gp2.11; Janelia Research Campus, Howard Hughes Medical Institute). Beginning 2 weeks after virus injection and optical window implantation 3 , neurons expressing the probe (visualized using the volume-filling EYFP fluorescence), the sensor (GCaMP3, primarily in the cytoplasm) or both (Fig. 2) were readily distinguished using TPE fluorescence imaging and spectral unmixing 26 in awake mice. A high density of neurons expressed both the probe and the sensor (Fig. 2a) and exhibited stable morphology and expression profiles over the duration of these experiments (2-4 weeks post-injection).
To test whether activity in neurons could be both stimulated and detected optically, we selected coexpressing neurons as targets and then stimulated them: in awake mice, 1,064-nm TPE stimulation of targeted CA1 neurons evoked somatic GCaMP3 transients that were detectable using simultaneous 920-nm TPE imaging (Fig. 2b,c) . TPE-evoked transients were similar to responses evoked using conventional visible-light single-photon excitation (SPE, λ = 473 nm; Fig. 3a and Supplementary Fig. 2 ), required coexpression of C1V1 and GCaMP3 (Fig. 2d) , and reached peak amplitudes that increased with TPE scanning rate using a diffraction-limited focus or with pulse number in short stimulus trains (Supplementary Fig. 3 ). These observations are consistent with the time-dependent molecular properties of C1V1 depolarizing currents 23, 27 and GCaMP3 fluorescence transients reporting accumulating calcium during electrically evoked trains of action potentials (APs) in vivo 22 . These photostimulationtriggered fluorescence transients therefore likely represent optically evoked trains of APs, demonstrating that this approach allows alloptical stimulation and simultaneous detection of activity in neurons in awake mice.
Signal fluorescence (GCaMP3) was well-isolated from optical artifacts during stimulation (Fig. 2c) : 1,064-nm light was completely shielded from photodetectors using infrared light-blocking filters (Online Methods) and excited negligible GCaMP3 fluorescence ( Fig. 2c and Supplementary Fig. 1 ). Although 1,064-nm excitation produced low-intensity EYFP fluorescence during stimulation pulses, this EYFP background (associated with cellular opsin expression) was readily separated from GCaMP3 signal fluorescence (Fig. 2c) , making it unnecessary to omit stimulation blocks [8] [9] [10] [11] [12] [13] or estimate and subtract 8, 14 optical stimulation artifacts from recordings. It was therefore possible to record neural activity continuously during stimulation.
Because neurons expressing light-sensitive optogenetic probes may respond to imaging illumination, in effect perturbing activity by observation, we next sought to determine whether 920-nm imaging under typical conditions (≈200 × 100 µm field of view, ≈15-Hz frame acquisition rate) affected spontaneous activity levels in coexpressing populations of neurons. This form of crosstalk should be most apparent in neurons with high opsin-EYFP expression levels when imaging npg t e C h n I C a l r e p O r t S at high laser power. To define a regime for low-crosstalk imaging, we measured how the rate of spontaneous activity in neuron populations varied as a function of laser power and opsin expression level (estimated using cellular EYFP intensity; 220 neurons across 4 fields of view were analyzed). As expected, when imaging at high laser power (≈60-70 mW), neurons with high probe expression showed slightly elevated levels of spontaneous activity compared with imaging the same neurons at lower power (≤40 mW) or compared with other neurons expressing the probe at lower levels (Fig. 2d) . This helped to define a range for imaging in our experiments (≈30-40 mW) where this effect was small (<1 additional calcium event in total from 50 coexpressing neurons during 3 min of imaging; Fig. 2d ). Using this approach, neural activity can be measured in a population of cells expressing both a light-sensitive probe and a sensor without substantially changing underlying activity (see Discussion).
Cellular-resolution stimulation of neurons in awake mice
The main anticipated advantage of infrared TPE over visible-light SPE photostimulation was the ability to stimulate nearby cells separably in densely labeled tissue. To test this, we first compared the response profiles of single cells targeted for photostimulation using either focused visible-light SPE or patterned TPE. SPE produced responses that were broad in space (Fig. 3b) , exciting other nearby cells as well as the targeted cell (N = 5 targeted cells, both in-plane and along the optical axis). By contrast, TPE-stimulated responses were limited to the independently responsive cells that were targeted in 99% of cell-cell pairs tested (101 neurons in total, 1,237 of 1,248 pairwise combinations of independently responsive neurons, median separation of 56 µm between targeted somas). In most cases in which photostimulation of one targeted cell also evoked activity in another independently responsive cell (≈1%; 11 of 1,248), those cells were very close in space and had some spatial overlap between the photostimulation intensity pattern and the non-targeted cell soma (median separation 11 µm; Fig. 3c ).
Optogenetic stimulation can also occur through light focused away from a neuron soma (for example, through out-of-focus excitation 15 or illumination of neuronal processes 18, 19, 28 ), potentially causing diffuse responses that limit the separability of single-cell stimulation.
We therefore asked, in a separate analysis, what fraction of experiments produced a response in any cell that was not targeted (regardless of that cell's ability to respond when targeted) using stimulation that produced robust responses in target neurons. In 82% of experiments targeting one soma, no single other neuron in the same field of view (FOV) responded (16 FOVs, 37-123 neurons per FOV, including 101 responsive target neurons of 182 tested). We also estimated outof-plane activation in a subset of these experiments (5 FOVs, including 36 responsive target neurons), repeating stimulation after refocusing the 1,064-nm path by 15 or 25 µm to target locations directly above or below the original target neurons (≈1-2 cell body separation). At most of these out-of-focus locations, stimulation elicited no detectable responses in any neurons (83 and 86%, 79 of 95 locations at 15 µm out of focus, 95 of 110 at 25 µm).
The spatial resolution of this approach, as defined using the halfwidth extinction distance of excited fluorescence amplitudes in targeted neurons, was approximately 10 µm (along optical axis; Fig. 3b ) and <10 µm (lateral). It was therefore possible, using TPE at low power (typically <100 mW) and subsaturating exposure trains (illumination periods shorter than, and separated by intervals longer than, the C1V1 integration time constant of ≈50 ms), to evoke activity in single neurons without activating other, immediately adjacent neurons.
Optical perturbation of hippocampal place cells
We next trained mice expressing the probe-sensor pair to perform a visually guided spatial behavior in a VR environment, navigating a virtual linear track (Fig. 4a) , to determine whether it was possible to measure and then manipulate patterns of task-modulated activity in single neurons. In these experiments, task-modulated activity in CA1 pyramidal neuron populations was optically mapped using GCaMP3 imaging and neurons were classified as either place cells or silent cells (firing fields at specific locations on the track, or no place-specific firing fields; Online Methods). Then, using custom VR software to compute 'gate' signals in real time 29 , we stimulated neurons of interest npg t e C h n I C a l r e p O r t S at designated times in the behavior while simultaneously recording evoked and task-driven dynamics in the local neuron population (Online Methods). Using this approach, it was possible to impose spatially defined activity that matched the overall width and amplitude of natural place field activity by stimulating single place cells or silent cells as mice traversed a designated part of the VR environment (Fig. 4) . Illuminating a place cell with stimulation pulses in one region of the track (75-125 cm on a 400-cm-long track) that preceded the cell's natural firing field (centered around 225 cm) robustly produced place field-like activity in that region of the track (similar responses were observed in three other experiments in two mice; Fig. 4a) . Notably, stimulation trials that produced 'imposed field' activity in this example also suppressed activity in the natural place field of that cell (traversed 1.4 ± 0.2 s later). These results indicate that simultaneous imaging and photostimulation can be used to impose patterns of activity in single cells that mimic natural patterns of activity observed during the same task.
Although stimulation of this type typically did not evoke activity in closely neighboring cells, a small number of other, anatomically distributed place cells showed significantly elevated or suppressed activity during stimulation trials (range = 1-4 other neurons in 4 experiments, using bootstrap resampling and a threshold of P = 0.05; Fig. 4c and Online Methods). To quantify the effects of this perturbation on the local microcircuit, we analyzed the activity of the placecell population, excluding the target cell, as a neural circuit trajectory through a state space describing all traversals. In one example (Fig. 4) , a population activity vector consisting of trial-to-trial activity in 41 place cells was identified (using factor analysis to reduce the relevant state space to three dimensions) that described the circuit trajectory during both stimulation and control (no stimulation) traversals. At each point in VR space, the Euclidean distance between the mean trajectory in control trials and stimulation trials was computed to identify periods in stimulation trials in which population activity deviated substantially from control trials. Because this analysis excluded the target cell, the trajectory reported secondary (indirect) effects of stimulation on the network. Stimulation trials that evoked activity in this place cell produced a significant change in the taskmodulated activity of other cells, both during the stimulation epoch and later in the trial (just beyond the target cell's natural place field, P = 0.004; Fig. 4d ).
Low-power optical stimulation
Beyond artificially controlling the activity of individual neurons, we reasoned that illuminating single cells with low-power stimulation pulses could function as a strategy to bias and detect subthreshold activity. In this application, a neuron or a group of neurons is illuminated with a very low-intensity pulse train throughout a behavior trial. The goal is to generate a train of small depolarizing pulses in the target cell(s), which act to amplify existing membrane potential depolarizations or excitatory inputs and make them visible as fluorescence transients, allowing all-optical probing of otherwise concealed properties of active neural circuits.
For example (Fig. 5a ), an optical bias should drive a neuron above AP threshold during periods of natural membrane potential elevation (for example, during increased excitatory input), producing fluorescence transients in that cell that can be detected optically. Averaged across trials, a cell's activity profile during optical bias stimulation should differ from the receptive field profile (as seen in imagingonly trials) in that it should reflect the membrane potential profile. We tested this approach by attempting to form an all-optical estimate of membrane potential in place cells, illuminating these cells with targeted, low-power trains during full traversals of the track. In three of four different cells tested, the optical bias of a single place cell (8-10 Hz × 0.01-0.05-s duration, <50 mW) produced an asymmetric increase in fluorescence leading up to the natural firing field compared with imaging-only runs (shift in field center of mass, 9.2 ± 5.8 cm, P = 0.007; Fig. 5b ). The emergence of this asymmetric ramp in fluorescence is consistent with CA1 place cell membrane potential recordings under similar behavior conditions, which have reported that an asymmetric depolarization (a ramp) leading up to a typically symmetric firing field is a subthreshold signature of place cells 30 . This illustrates that calcium imaging, combined with low-power optical stimulation, can be used to estimate membrane potential dynamics in neurons during an ongoing behavior. Similarly, other recent reports using intracellular techniques have observed that injecting small somatic depolarizing currents can cause a step-like emergence of spatially tuned fields in CA1 neurons 31 . Here, optical bias stimulation of silent cells similarly yielded spatially modulated activity fields (N = 2 cells; Fig. 5c ). This illustrates that lowpower stimulation may also reveal subthreshold dynamics in neurons, possibly by gating or amplifying distal inputs through perisomatic depolarization 31 . Notably, optically biasing place cells or silent cells (either individually or in groups, 1-12 neurons per experiment) led to an increased probability of in-field activity on a run-by-run basis compared with imaging-only trials (Fig. 5d) . This suggests that one source of the trial-to-trial variability in CA1 firing patterns during stereotyped running trajectories, a phenomenon reported previously with extracellular electrode recordings (excess variance) 32 , is variability in the degree of subthreshold membrane depolarization during specific behavior epochs, rather than the complete absence of spatially modulated inputs.
To our surprise, optically biasing single place cells also led to substantial changes in the activity of other, anatomically distributed cells (Fig. 5e-g ). These secondary responses, which included cells with either elevation or suppression of in-field activity, occurred primarily in cells with place fields correlated with the place field of the targeted neuron (for example, correlation coefficient of 0.40-0.89 versus 0.19-0.30 for all other neurons, in imaging-only trials; Fig. 5e ). Secondary responses occurred in neurons distributed over large distances (Fig. 5e,f) compared with the spatial resolution of this method (≈10 µm; Fig. 3) , whereas affected firing fields of these cells were narrowly distributed (Fig. 5f,g ). This suggests that these responses were not a result of collateral stimulation (such as afferent or efferent axons, or dendrites), which might be expected to cause more diffuse effects. Using multiple-cell biasing to drive increased in-field activity in three place cells (Fig. 5g) , we found that deviations of the population from the normal sequence of activity (excluding targeted neurons) approximately followed the largest perturbations in targeted neurons. npg t e C h n I C a l r e p O r t S Across six experiments (four biasing and two directly stimulating cells in a location in the environment), secondary responses were observed in an average of five non-targeted place cells for each directly targeted place cell (range = 2-8 cells per targeted cell; 43 cells in total, ≈750 visualized neurons).
DISCUSSION
Our results demonstrate that mammalian neuronal activity can be characterized and then perturbed during a behavior at cellular resolution. Our approach combines genetic expression of an optogenetic probe and a calcium sensor; to the best of our knowledge, this is the first use of combined probe-sensor expression in intact mammalian tissue. GCaMP3 and C1V1-2A-EYFP may be separably detected and near-independently excited in a densely dual-labeled neuron population using spatially patterned and spectrally separated near-infrared sources providing TPE. The success of this approach corroborates and builds on an existing framework 15 in which the high two-photon absorption cross-section 15 and long integration time constant of many opsin-based ion channels (approximately tens of milliseconds) are conducive to single-neuron stimulation using fast 15, 18, 19 or patterned 16, 17 illumination of the soma in this interval. Because the opsin photocycle time constant is very long (on the millisecond scale) compared with the excited-state lifetime of a fluorophore (nanoseconds), the combined use of these different types of molecular probes in a single preparation represents a fundamental advance over existing approaches that require either omission or estimation of stimulation artifacts [8] [9] [10] [11] [12] [13] . Our approach instead allows continuous optical recording of activity during arbitrary patterns of photostimulation.
As in previous functional imaging studies of CA1 3,33-35 , we inferred changes in neural activity from changes in somatic calcium-dependent npg t e C h n I C a l r e p O r t S fluorescence. These changes were reported using GCaMP3, a calcium sensor that has been applied widely, but which also has a relatively high detection threshold in vivo 8, 22 . Naturally, this limited our ability to identify, at any instant in a time-series recording, very small changes in neural activity (such as subthreshold membrane depolarization or isolated APs) because such changes are unlikely to produce instantaneous increases in GCaMP3 fluorescence intensity. We anticipate that other, improved sensors reporting calcium 36 or membrane potential 37 will be compatible with this method and should be explored as additional molecular strategies are developed to achieve functional and stable coexpression with optogenetic probes.
Physiological effects of the imaging beam
The imaging laser could bias the membrane potential of coexpressing neurons; in an intracellular recording, this might appear as small depolarizing pulses from frame-to-frame. Although GCaMP3 does not report subthreshold membrane potential changes, we reasoned that such a depolarizing bias might be estimated and then reduced to acceptable levels by recording changes in the time-averaged rates of spontaneous neuronal activity induced at different imaging laser powers. Increasing the imaging laser power monotonically increased detectable baseline activity of neurons expressing both GCaMP3 and C1V1 as compared with GCaMP3-only neurons (which should not be affected by the imaging beam; Fig. 2d) . At low imaging power, these changes became very small (<1 additional spontaneous event in total for every 3 min of imaging 50 coexpressing neurons). Because GCaMP3 does not typically report single APs 8, 22 , we cannot rule out the possibility that a depolarizing bias from the imaging laser increases the rate of spontaneous isolated APs more rapidly than detectable multiple-AP events; this idea could be tested using improved calcium sensors 36 . However, given that CA1 pyramidal neurons have low average firing rates and, when active, often fire APs in temporally correlated groups (for example, high-frequency theta bursts) 30 , it is possible that this analysis, even in the absence of single AP detection, captures most of the changes in neuronal activity caused by a bias from the imaging laser. It has also been shown that CA1 pyramidal neurons respond to subthreshold current injections (that is, a depolarizing bias) with monotonically increasing rates of spontaneous AP bursts 38 . This effect may explain the small increase in the rate of spontaneous events at high laser power (Fig. 2d) . On the basis of the reported relationship between membrane potential depolarization and spontaneous bursting rate 38 (≈0.025 additional complex spikes mV −1 s −1 ), we estimate that high-power imaging (60- 70 mW; Fig. 2d ) may have depolarized some high-opsin expression neurons by as much as 3 mV, whereas the low-power imaging (<40 mW) used in our subsequent proof-of-principle applications would have produced, on average, <1 mV of depolarization.
Spatial resolution in densely labeled tissue TPE allows single CA1 pyramidal neuron somas to be stimulated at cellular resolution in awake mice (Fig. 3) . We demonstrated this under conditions commonly used for large-scale, cellular-resolution optical recordings in awake, behaving rodents: namely, where brain motion, variable background activity, neuromodulatory state and the orientation of principal cell major dendrites (along the microscope axis) are qualitatively different from preparations in culture 15 or physiological slices [16] [17] [18] [19] 39, 40 . The favorable performance of this approach in a region of very densely packed somas is promising for applications in other brain regions (such as neocortex) where somas are generally separated by larger distances.
We used trains of closely spaced light pulses designed to stimulate trains of closely spaced APs that could be detected using GCaMP3. Consistent with this idea, ∆F/F amplitude scaled with the number of pulses in short stimulus trains (Supplementary Fig. 3a) . Given that GCaMP3 does not report all APs reliably, it is possible that some stimulation experiments also produced smaller changes (such as single APs) in nearby neurons. For studies seeking to manipulate activity on the single-AP scale, such potential effects could be characterized using improved calcium indicators with higher sensitivity 41 . However, we anticipate that, because saturating conditions (such as higher power or increased AP number) tend to degrade rather than improve the spatial resolution of stimulation 15 , experiments to stimulate even lower numbers of APs (for example, using only one or two illumination pulses) will achieve similarly well-resolved stimulation.
Behavior-based stimulation experiments
Perturbation of hippocampal CA1 place cell activity (Figs. 4 and 5) provides experimental proof-of-concept that activity in single neurons associated with an ongoing behavior can be optically measured and manipulated. In these experiments, we used two stimulation procedures: direct stimulation and low-power optical bias stimulation. Direct stimulation can be used to mimic neural activity (for example, spatial receptive fields), imposing new patterns of activity as perturbations to the natural patterns exhibited during a behavior. In these experiments, to mimic place-cell activity during navigation, we repeatedly activated single neurons in association with a place in the VR environment. In principle, these experiments might be extended to test models of potentiation (for example, through Hebbian plasticity) by pairing stimulation with periods in a behavior. Although no lasting changes were observed in the natural firing fields of neurons stimulated repeatedly in our experiments (>25 times in a session, 3 cells), other conditions (such as synchronizing stimulation epochs with measurements of the theta cycle) could be explored.
Although the GCaMP3 signal alone may not provide the exact number of APs induced in these experiments, it is possible to estimate the range of AP firing changes by reference to independent electrical recordings of APs from the same cell population, during the same behavior (CA1 place cells during VR linear track navigation 30 ). For example, around an imposed place field (Fig. 4) , optogenetic stimulation drove spatially defined activity similar in overall width and amplitude to the cell's natural place field activity (width of 60 cm versus 45 cm; trial-averaged peak ∆F/F = 0.37 versus 0.42), and in the range reported using the same calcium sensor for typical CA1 place cells on a VR linear track (width 50 ± 19 cm; mean peak ∆F/F = 0.35 ± 0.29) 3 . Thus, these responses are typical of full place field responses, which, for mice running on a VR linear track, correspond to average firing rates of 7.3 ± 1.4 Hz 30 . If a 50-cm field is traversed at a typical running speed of ≈30 cm s −1 in 1.7 s, this should correspond to an average activity of 7.3 × 1.7 = 12 spikes per traversal (range of 10-15 spikes). We therefore estimate the optogeneticinduced spikes shown in Figure 4 to be in this range (10-15 spikes). In the same experiment, stimulation trials also reduced activity in the target cell's natural place field. For the low number of APs expected in the brief interval of each field traversal (around ten APs in 1-2 s), the peak ∆F/F amplitude of GCaMP3 transients should increase roughly linearly with AP number 22 (Supplementary Fig. 3a) . As such, for this cell's natural place field (45-cm width or around 9-13 spikes per traversal; Fig. 4) , the observed reduction in peak ∆F/F value (0.45 times the value in control trials) should correspond to an altered AP number of around 4-6 spikes per traversal. This approach could also provide the range of induced (or suppressed (Fig. 5) , although future studies with improved calcium sensors may be able to visualize these AP changes directly.
We also found that the second type of manipulation (low-power optical bias) could be used to detect subthreshold activity in single neurons, consistent with results obtained with intracellular electrode recordings or manipulations (such as asymmetric membrane potential ramps 30 or masked firing fields 31 ). Although optical biasing does not provide the high temporal bandwidth of intracellular electrical recordings, it does confer certain advantages, such as advance knowledge of anatomical location and functional cell type and the ability to repeat measurements in a specific cell across multiple days or to perform recordings from multiple cells simultaneously (Fig. 5f,g) . Future experiments might use this approach to further examine the anatomical distribution of spatial information in these cells 3 or to map both firing fields and subthreshold inputs 31 that may contribute to long-term changes 33 in receptive fields.
Secondary-cell responses CA1 is classically viewed as a region of low auto-associative computation 42 . It was therefore surprising that both direct stimulation and biasing, when used to perturb single place cell activity during a behavior, also perturbed the spatial firing fields of other place cells. Our interpretation of these effects as functional properties of this brain region, as opposed to optical artifacts (for example, from spatially diffuse stimulation), was based on the following observations. First, although spatially diffuse optogenetic stimulation could depolarize afferent inputs 28 or processes 18, 19 of non-targeted neurons, stimulating one targeted neuron sometimes suppressed activity in other neurons (an effect that was visible around those neurons' normal receptive fields). This sign flip is inconsistent with diffuse stimulation and it is also unlikely to be a result of photoactivation of inhibitory interneurons, as Camk2a-driven expression of the optogenetic probe should be limited to excitatory neurons. Second, biasing single target neurons drove population activity changes that were largest when biasing also drove the largest changes in the target neurons themselves. Even if these secondary effects had been purely excitatory (for example, through diffuse stimulation), it is likely that they would have been distributed across cells with different place fields, rather than concentrated in the places where the target neurons had fields.
For each stimulated place cell, the firing fields of two to eight other place cells were affected (five on average). In these experiments, which included recordings from around 100 neurons per field of view, this value represents approximately 5% of the local population of principal cells. Given that these experiments sampled only cells in a TPE optical section and reported only changes above the GCaMP3 detection threshold, it is possible that the fraction of local place cells affected by single-cell stimulation estimated here (5%) represents a lower bound on the actual effects. Based on excitatory connectivity alone, the fraction of CA1 principal cells that might be expected to be affected by additional drive to a single place cell is much lower (1 in 100) 43 than the fraction observed here (at least 5 in 100). This discrepancy, and the observation of suppressed in-field activity, suggest that place cell-to-place cell interactions in CA1 during a behavior involve more than one synapse. For example, stimulating a single CA1 pyramidal neuron could potentially drive fast or asynchronous changes in firing patterns of one or more interneurons [44] [45] [46] , which in turn might either suppress 47 or elevate 46 activity in other place cells. It should be possible to test such ideas by augmenting our methods with targeted expression of probes or sensors in different genetically defined populations 35 . Secondary effects of single-cell stimulation may be even more prevalent in brain regions with higher recurrent connectivity 48 .
Broadly, our proof-of-principle results with stimulation of place cells adds to the growing evidence that local circuit interactions not only affect properties of a place cell's firing around its field (such as the precise spike timing 49 ), but may also define the place fields themselves, determining which cells show firing fields and where they are located. Further applications of this approach to probe interactions among single cells while the brain is in its normal operating regime (that is, during a behavior) could contribute to a more complete description of functional connectivity than is currently possible. For example, single-cell stimulation could be combined with methods to identify structural correlates 50 between individual cells to reveal multi-synaptic interactions among groups of functionally related neurons.
METhODS
Methods and any associated references are available in the online version of the paper. For experiments in behaving mice (during VR environment interaction), stimulation and imaging time series were synchronized with behavior by recording the imaging path shutter sync signals (as file markers) and scanning mirror command signals (acquisition end markers) along with current VR environment position, traversal number, running speed, reward timing and the gate signal used to modulate stimulation exposure epochs in ViRMEn software (see below). In experiments using ScanImage for image acquisition, an analog voltage signal encoding position in the VR environment was recorded on the third channel in the imaging time series. Photostimulation trials targeting single cells during VR navigation used 10-Hz pulses (50-ms duration), and were performed in an alternating sequence with imaging-only trials (trials were traversals of the environment; reward delivery toggled between trial-types) during periods when the mouse was running in the environment (instantaneous ball velocity >0.5 cm s −1 ). In VR location-specific stimulation trials (Fig. 4) , ViRMEn software was used to enable the pulse train controlling stimulation exposures only when the mouse's position in the VR environment was in the designated region (Fig. 4) . For optical bias stimulation (Fig. 5) , the stimulation pulse train was enabled at all locations in the environment. mouse surgical procedures and behavior training. All experiments were performed in compliance with the Guide for the Care and Use of Laboratory Animals, and protocols approved by the Princeton University Institutional Animal Care and Use Committee. Heterozygous male Thy1-GCaMP3-WPRE transgenic mice (strain GP2.11; provided by D.S. Kim, Genetically Encoded Neuronal Indicator and Effector Project, Janelia Research Campus) were used in all experiments unless otherwise noted. Surgical procedures for virus injection and chronic implantation of a headplate and optical imaging window used methods described previously 3 , but were modified in the following ways: the viral vector used for injections was rAAV5 carrying the Camk2aøC1V1(t/t)-TS-P2A-EYFP expression cassette (1.6 × 10 13 GC ml −1 ; Gene Therapy Center, University of North Carolina at Chapel Hill), 500-650 nl of virus solution was injected over a period of 10-15 min, and headplate implantation occurred in the same surgical procedure as injection. Mice were 8-10 weeks old at the time of surgery and were housed in groups (3-4 mice per cage) in a vivarium on a reverse light-dark cycle.
Mice were trained during the day to run on a linear track in a visual VR environment using a VR projection system and behavior training procedures (including water scheduling) described previously 3, 30, 55 , but modified in the following ways. First, animal handling, acclimation to the treadmill and water scheduling (1 ml/day) began >3-4 d after the optical window implantation surgery and VR training began around 7 d after surgery. Second, mice were trained to run along a unidirectional 400-cm-long virtual linear track as described 55 , but using an airsupported styrofoam treadmill constrained to rotate about one axis (pitch) and an optical mouse to detect movements 56 . Mice adapted quickly to this approach, running for many rewards (>100 per h) within 1-2 weeks of initiating training. Third, VR-based behavior experiments were designed and executed using a general-purpose software system (Virtual Reality Matlab Engine, or ViRMEn 29 ). Using ViRMEn, properties of ongoing behavior (such as environment position or reward number) were used to compute custom gate signals, which were written as high or low voltages to a NI-DAQ analog output channel with each environment update cycle (~30-35 ms) and used to synchronize stimulation with specific epochs in the behavior. Finally, environment projection used a blue bandpass filter (455/110, Chroma) and a toroidal projection surface as described 3, 30 , but which was machined from expanded polystyrene (1.5 eps; Global Manufacturing Solutions) and coated with reflective paint to increase environment brightness. The screen was also constructed of 3 90-degree segments joined by hinges to allow experimental access to the stage without moving the microscope. data analysis. Data were analyzed using toolboxes and custom scripts written in Matlab (R2012a; Mathworks). For all experiments, two-channel imaging time series acquisitions were first separated into estimated GCaMP and YFP time series using linear unmixing adapted from a method that has been described 57 . In twochannel linear unmixing, two detectors with different spectral bandpass filters are used to measure the combined fluorescence from two types of fluorophore with overlapping emission spectra, using the unique ratio of detector signals for each fluorophore alone (its spectral signature) to estimate the ratio of fluorophore concentrations 26 . Here, the spectral signatures of GCaMP and EYFP were measured using the same imaging preparation (hippocampal window) in wild-type C57/BL6 mice (Jackson Laboratories) with virally mediated expression of either GCaMP6 (ref. 36) (AAV1-SynøGCaMP6s-WPRE-SV40, 3 × 10 13 GC ml −1 , 100-nl injection volume; University of Pennsylvania Vector Core) or C1V1(t/t)-2A-EYFP. These detector signal ratios (0.33:1 and 1:150, with this filter set) were then used to unmix time series acquisitions by file (that is, as a time-independent block of pixels) after subtracting the measured PMT pre-amplifier offset for each channel. This yielded two time series, GCaMP and YFP, for each acquisition. In principle, differences in background between the reference measurement and data sets could cause errors in unmixing, but in practice, cells in the unmixed GCaMP data sets appeared nuclearly excluded and showed normal calcium-dependent fluorescence transients (Supplementary Fig. 3 ), whereas cells in the unmixed YFP data sets appeared volume-filled and did not show fluorescence transients (Fig. 2) . The same offset and detector ratios were used for all data sets.
GCaMP and YFP time series were motion-corrected together, using one set of full-frame centroid-shifts computed by cross-correlation 58 of the GCaMP time series. Slow changes in full-frame fluorescence over long recordings were compensated by computing the distribution of all pixel intensities in 15-s blocks and subtracting the eighth percentile value from those frames. Regions of interest (ROIs) in motion-corrected GCaMP data sets were identified manually 56 or by using an automated approach 59 (µ = 0.5-1) 3 , and ∆F/F traces were computed for each ROI. In a few cases where specific cells of interest were not identified by the automated algorithm, ∆F/F traces were computed from manually selected ROIs and appended to the population data set. For experiments using SPE stimulation, where blue-light pulses were synchronized with periods of transient detector saturation (bright groups of lines in the image), lines in stimulation frames that exceeded the median line-by-line fluorescence across all epochs (at the time in the stimulation epoch) by >1% of the s.d. were excluded from calculation of ∆F/F values. Significant transients were identified in baseline-corrected traces as periods where ∆F/F values increased to cross a threshold value of 3 σ s above the median value and remained continuously above a value of 0.5 σ s for at least 0.5 s. Here, σ s is the median of all s.d. computed for the full ∆F/F trace in 1-2-s bins; this approach gave reasonable estimates of baseline fluorescence even under conditions of large and/or frequent transients. In significant transient-only traces, the significant transients were unmodified, and the values at time points between significant transients were set to zero 3, 56, 60 . ∆F/F traces were used for further analysis in experiments, except where indicated.
YFP traces marking 1,064-nm stimulation epochs (as in Fig. 2c ) were computed using YFP data sets that were analyzed as a time series of pixels in the order that they were acquired (rather than as frames) during stimulation trials. These traces represent whole field-detected YFP fluorescence in time, smoothed using a first-order Savitsky-Golay filter (16-ms window) and averaged across three or more stimulation trials. YFP/GCaMP fluorescence ratios (as in Fig. 2d ) represent the ratio of unmixed YFP fluorescence in each cell to unmixed resting GCaMP fluorescence in all cells in that field of view. For each cell in a given field of view, the YFP/GCaMP fluorescence ratio was computed as the mean YFP fluorescence across all pixels in the ROI for that cell and all frames in the acquisition (after excluding frames where the cell had significant GCaMP transients) divided by the GCaMP fluorescence in all cells (full-field median) from the same frames, at the same input laser power. A spontaneous event (as in Fig. 2d ) was defined as a significant transient detected in a neuron-ROI during 920-nm imaging with the 1,064-nm laser blocked. Rates of spontaneous events were calculated for each ROI by summing the number of significant transients observed across all recordings at each laser power, and then dividing that number by the total recording time (in seconds) at that laser power. Spontaneous event rates for all ROIs were then averaged across groups of cells binned by YFP/GCaMP ratios.
In single-cell stimulation spatial resolution measurements (as in Fig. 3a-c) , ∆F/F traces were calculated for all cells in each field of view that were selected as targets for stimulation. Those cells were considered responsive to stimulation if a significant transient occurred in a 1-s interval around stimulation onset, using a value of 4 σ s for the threshold change at onset to classify transient changes as significant, the peak transient amplitude in that interval was >25% ∆F/F, and significant transients occurred at least twice across all trial intervals (trials were typically repeated 5-10 times). To determine the fraction of experiments in which any neuron other than the targeted neuron responded to stimulation, additional ROIs were defined (947 in total, across 16 FOVs) and the analysis above was repeated to compute additional ∆F/F traces and then identify stimulation-triggered responses in all ROIs (in addition to stimulation-targeted cells). Two additional steps were npg
