Nonlinear propagation of sound has been exploited in the last 15 years in medical ultrasound imaging through tissue harmonic imaging (THI). THI creates an image by filtering the received ultrasound echo around the second harmonic frequency band. This technique produces images of enhanced quality due to reduced body wall reverberation, lower perturbations from off-axis echoes, and multiple scattering of reduced amplitude. In order to optimize the image quality it is essential to be able to predict the amplitude level and spatial distribution of the propagating ultrasound pulse. A method based on the quasi-linear approximation has been developed to quickly provide an estimate of the ultrasound pulse. This method does not need to propagate the pulse stepwise from the source plane to the desired depth; it directly computes a transverse profile at any depth from the definitions of the transducer and the pulse. The computation handles three spatial dimensions which allows for any transducer geometry. A comparison of pulse forms, transverse profiles, as well as axial profiles obtained by this method and state-of-the-art simulators, the KZKTexas code, and Abersim, shows a satisfactory match. The computation time for the quasi-linear method is also smaller than the time required by the other methods.
I. INTRODUCTION
Nonlinear propagation of sound has, for the last 15 years, proved to be crucial for enhancing image quality in medical ultrasound imaging. A consequence of nonlinearity is the appearance of energy around the harmonic frequency bands as the signal propagates. In tissue harmonic imaging (THI), the image reconstruction is made from receiving signals in the second harmonic frequency band. In many clinical applications, THI results in enhanced image quality compared to reconstructing the image from echoes in the transmitted frequency band. THI has been shown to improve endocardial border definition 1, 2 and measurements of heart functions. 3 THI has also shown promising image improvements for, e.g., liver 4 and kidney 5 examination. Duck 6 presents a comprehensive review explaining why THI allows for better image quality.
A number of simulators have been developed to model nonlinear propagation of sound. Christopher and Parker 7, 8 developed a method based on an angular spectrum approach. But simulation of short pulses as the one used in medical ultrasound imaging requires a large number of harmonics rendering the computation time prohibitive. The KZKTexas code 9, 10 does not have this limitation because it solves the propagation in the time domain. However, it uses multiple relaxation processes to simulate power law attenuation as in biological tissue. This requires a number of parameters (typically five when using two relaxation processes) increasing the complexity of the method. Both methods use the operator splitting approach and therefore require stepwise propagation from the source to the depth of interest. In this article, the focus is on fast simulators.
The quasi-linear theory has been used previously to attempt a more computational effective solution. Yan and Hamilton 11 recently presented a method based on the quasilinear assumption that allows one to model body wall aberrations by use of phase screens. The method is presented in the case of continuous wave excitation and can propagate the wave from phase screen to phase screen. In 2011, Du and Jensen 12 published their findings on a possible nonlinear a) Author to whom correspondence should be addressed. extension to the Field II simulator. 13, 14 They use the quasilinear theory and consider pulsed excitation. However, they dismiss interactions between the temporal frequency components of the transmitted pulse and propagate each of them individually. This puts a limitation on the pulse bandwidth for which the method is valid. A work worth mentioning, though not exactly based on the quasi-linear theory, is the article from Jing et al. 15 where they present an improvement to the classical angular approach methods by finding an implicit solution for the nonlinear term. Though continuous wave is often assumed in their paper, the method includes the case of pulsed excitation. Of special interest is the approximation made to this implicit solution that corresponds to neglecting back propagation. Finally, the work of Varray et al. 16 also shows an application of the quasi-linear approximation by finding a solution to the Westervelt equation. They use what they define as the generalized angular spectrum approach to simulate the second harmonic signal in a medium where the nonlinear parameter varies. Unlike in Refs. 11 and 12, they neglect the terms due to back propagation as in Ref. 15 . This method uses stepwise propagation since the medium is inhomogeneous.
In this article, we present a method for nonlinear pulsed wave propagation based on the quasi-linear theory. It does not require stepwise propagation and simulates the pulse in the frequency domain allowing a trivial modeling of attenuation. Some theory of the described method as well as simulation results were previously presented in conference proceedings papers. 17, 18 This article brings additional explanations on the physics behind the solution and on the implementation details of the simulator. It also compares a new implementation of the solutions with recognized simulators and measurements by establishing lateral and axial pressure profiles. The main advantage of the method is that it allows a fast estimation of the amplitude of the pulse at any depth. The objective of the algorithm is that it should be fast enough to allow a medical scanner to adjust its setup parameters as the user adjusts imaging parameters, without noticeable delay for the user. This is important in all harmonic imaging modes, but in particular those where several transmit focus zones are used to create an image using a montage process. 19 In that case an approximation to dynamically focused transmission is performed by acquiring several sub-images at individual transmission focal points. Each sub-image is only used around its focal point and mounted next to the other sub-images to form a new image with improved transmit focusing. It is imperative that the user does not notice any gain variation across the cuts, thus rendering the montage process invisible. As the user adjusts setup parameters, e.g., for increasing the frame rate by using fewer sub-images, the ultrasound scanner needs to estimate the proper transmit level and receive gain to use as a function of depth. The fast pressure amplitude estimate provided by the presented method is therefore an adapted solution to this problem.
The first part of this article presents theoretical solutions to a nonlinear wave equation using quasi-linearity and their formulations in our simulator. In the second part, we describe the implementation of the simulator and quantify its computational requirements. In the third part, the performance of the simulator are evaluated and compared to well-established simulators both in terms of accuracy and speed. In the last part of the article, the limitations of the simulator are discussed and some conclusions are drawn.
II. THEORY A. Wave equation and quasi-linearity
The nonlinear propagation of sound in an absorbing fluid can be described by the following wave equation
where r 2 is the Laplacian operator, p, c 0 , q 0 , and b represent the acoustic pressure, the sound speed, the medium density, and the coefficient of nonlinearity, respectively. The first two terms on the left-hand side of Eq. (1) (1) is the Westervelt equation 20 and the loss operator describes thermo-viscous losses proportional to the square of the frequency. Attenuation in complex media like biological tissues obeys a frequency power law. In that case, LðpÞ can be described by a convolution between p and a kernel function 21 or equivalently, by fractional derivatives. 22 The use of fractional derivatives to describe attenuation in complex media has recently been shown to be linked to the use of multiple relaxation processes. 23 The term on the right-hand side of Eq. (1) represents the nonlinearity of propagation. In the quasi-linear theory, it is considered as a small correction to the linear equation. The acoustic pressure is written p ¼ p 1 þ p 2 . The pressure p 1 represents the sound pressure at the fundamental frequency f 0 . While p 2 is the sound pressure of the second harmonic signal at frequency 2f 0 and the harmonic signals of higher order are neglected. The fundamental signal pressure p 1 satisfies the linear propagation equation and the second harmonic signal pressure p 2 satisfies the nonlinear propagation equation, where p is approximated to p 1 in the nonlinear term
The right-hand side of Eq. (3) appears as a perturbation term and can be understood as a source term for p 2 originating from p 1 .
B. Angular spectrum approach
When transmitting a pulse of frequency f 0 , an angular spectrum approach which decomposes the pulse into monochromatic plane waves is used. This allows the definition of the complex pressure Pðx; y; zÞ as a sum of complex exponential functions pðx; y; z; tÞ ¼ 1 2 Pðx; y; z; tÞ þ c:c:; 
In these equations,P 1 andP 2 are the Fourier transforms of the complex pressure P 1 and P 2 , respectively, and the symbol represents a convolution along the three dimensions of k. The imaginary part of KðkÞ represents the attenuation and is the formulation of the loss operator L in the frequency domain. Knowing that attenuation in biological tissue obeys a frequency power law proportional to f b with 1 b < 2, we can write
where a is the attenuation factor in neper for a wave of 1 MHz traveling 1 m. The imaginary part of KðkÞ can be appended ad hoc to reflect measured attenuation for a given medium. 7 A more fundamental way to obtain it is to model losses in complex media using fractional derivatives as explained in Ref. 22 . Doing so also gives an expression for the dispersion of the phase velocity that always accompanies a frequency power law attenuation as shown in Eq. (48) of the same reference. In medical ultrasound, the variations of the phase velocity with frequency are very small, 25 and the effects of dispersion are therefore neglected in the simulations.
In the very near field, the transverse components of the wave numbers k x and k y can have large values leading to
y which translates as the presence of evanescent waves. In that case, K is imaginary and those waves are quickly attenuated.
C. Solutions for the angular spectrum approach
A solution of Eq. (6) iŝ
Note that the sign convention in the exponential in Eq. (9) was chosen in conjunction with the sign convention for the imaginary part of KðkÞ in Eq. (8) to avoid divergence when z ! 1.
The solution of Eq. (7) is the sum of the solution when the right side of the equation is set to zero,P 2h , and a particular solution,P 2p . The homogeneous solutionP 2h has the same form as Eq. (9). To findP 2p , one can express Eq. (7) in terms of an integral equation using one-dimensional Green's functions. As shown by Jing et al. in the appendix of Ref. 15 , taking into account that they use the opposite sign convention for KðkÞ, the Green's functions in the case of a half space defined by the source plane can be written as
Gðz;z 0 ; kÞ ¼ e ÀjKðkÞðz þ z 0 Þ À e ÀjKðkÞðz 0 À zÞ
This gives forP 2p P 2p ðk; zÞ ¼ jM 2KðkÞ
where M ¼ bx 2 =ð2q 0 c 4 0 Þ and FðP 1 Þ ¼P 1 ðk; z 0 Þ P 1 ðk; z 0 Þ. Jing et al. 15 verified numerically that in the weakly nonlinear case the three last integrals in Eq. (12) could be neglected. We can give a physical explanation for this. The first integral represents the local sources situated between the source plane and the observation point z propagating forward (path 1 in Fig. 1 ). It is the dominant contribution. The third integral represents the local sources situated beyond the observation point and back propagating (path 3 in Fig. 1 ). The second and fourth integrals represent, respectively, the local sources situated between the source and the observation point z, and the sources beyond the observation point. Radiation from both reach the observation point z due to back propagation and reflection on the source plane (paths 2 and 4 in Fig. 1 ). Neglecting back propagation giveŝ P 2p ðk; zÞ % jM 2KðkÞ
Given thatP 2p ðk; 0Þ ¼ 0, and assuming that P 2 ðk; 0Þ ¼P 2h ðk; 0Þ þP 2p ðk; 0Þ ¼ 0;
we getP 2h ðk; zÞ ¼ 0. The solution to Eq. (7) therefore reduces to its particular solution,P 2 ðk; zÞ ¼P 2p ðk; zÞ.
Let us now use the expression forP 1 ðk; zÞ, given by Eq. (9), to expressP 2 as a function of the linear fieldP 1 at depth z 0 ,
Following an integration along z 0 from the source plane to the point z of interest, we get 17 P 2 ðk; zÞ ¼ jM 2KðkÞ
where
and
sincðxÞ ¼ sinðpxÞ px :
Equations (16)- (19) show that the pressure P 2 can be evaluated at any depth from the expression ofP 1 ðk; z 0 Þ. This allows for a fast simulation of lateral profiles or pulse shape at any depth without the need for stepwise propagation. The conditions of application for this method are a quasi-linear propagation with p 1 ) p 2 , and a homogeneous medium.
D. Linear field evaluation in the focal plane
The Fraunhofer approximation
Although Eq. (9) is correct for any z 0 , numerical evaluation is simplified when z 0 is taken as the focal depth. Indeed, in the focal plane of a focused two-dimensional (2D) array the spatial Fourier transform of the wave is proportional to the transducer's aperture function Aðx; yÞ. This can be seen when looking at the Fraunhofer approximation of the Huygens principle. The Fraunhofer approximation is valid in the far field of an unfocused transducer or at the focal depth d of a focused transducer and is written for a monochromatic wave of frequency f according to Ref. 26 ,
which can be re-arranged as
e jðk x xþk y yÞ dk x dk y (21) with k x ¼ Àx 0 x=ðc 0 dÞ and k y ¼ Ày 0 x=ðc 0 dÞ. The integral can be seen as the inverse Fourier transform of the aperture function AðÀk x dc 0 =x; Àk y dc 0 =xÞ. The phase term dependent on x and y in front of the integral indicates that AðÀk x dc 0 =x; Àk y dc 0 =xÞ represents the pressure field on a paraboloid with z as its symmetry axis, and that a phase correction is needed to get the field in a transverse plane. Neglecting the proportionality factor and the phase factor which is independent of x and y, a spatial Fourier transform givesP
where F designates the 2D spatial Fourier transform in the transverse plane ðx; yÞ. Generalizing to the case of a pulse, and assuming the aperture is symmetric along x and y directions giving AðÀx; ÀyÞ ¼ Aðx; yÞ, we get the result
wherePðxÞ is the temporal Fourier transform of the transmitted pulse.
When azimuth and elevation focal distances differ
In the case of transducers with a different focal point in azimuth and elevation as in one-dimensional (1D) arrays for medical imaging, 27 the correction is slightly different. We define d x and d y the focal distances in azimuth and elevation directions, respectively, as shown in Fig. 2 d as focus distance. The aperture function of such a transducer is equivalent to the aperture function of the aperture phase shifted to remove the delays responsible for the azimuth and elevation foci to d x and d y and replace them with a delay corresponding to a 2D array focused at distance d as described in the previous section. The corresponding delays s x , s y , and s xy are defined as
The phase shifted aperture function is A 0 ðx; yÞ ¼ Aðx; yÞe ÀjxDðx;yÞ=c 0 ;
where Dðx; yÞ ¼ s xy ðx; yÞ À s x ðxÞ À s y ðyÞ. Applying the theory described in the previous section, we can write the Fourier transform of the pressure field of a 1D array aŝ 
Since both the fundamental and second harmonic fields can be treated as a monofrequency wave modulated by an envelope characterized by the pulse bandwidth B, the maximum frequency can be taken equal to B when working in the temporal frequency domain. The pulse bandwidth B is approximated equal for the fundamental and harmonic fields.
For the spatial frequencies, as shown in Fig. 3 , the maximum radial frequencies are approximated to
for x and y spatial directions, respectively, where x m is the maximum temporal radial frequency, and D x and D y are the aperture dimensions along x and y, respectively. For the fundamental and harmonic fields, respectively, x m should be set to 2pðf 0 þ B=2Þ and 2pð2f 0 þ B=2Þ, in Eqs. (30) and (31) . The number of samples for temporal and spatial frequencies are determined by the spatial extent for the simulation set by the user. If L x , L y , and L z define the spatial extent in x, y, and z directions, respectively, we have
where N x , N y , and N t are the number of samples in the spatial and temporal frequency domains, respectively. The simulation domain characterized by L x and L y has to be taken large enough to avoid perturbations at large depths from source replica that appear due to spatial aliasing when using the discrete Fourier transform. 28 Using Eqs. (32)-(34), it is easy to see that the sample counts and computational burden will be directly linked to the temporal bandwidth of the transmitted pulse B as well as the ratios of the aperture size to the focal distance D x =d and D y =d. A short pulse with a large bandwidth and a large aperture strongly focused are therefore expected to require a relatively long simulation time.
B. Harmonic field computation
While the computation of the fundamental field P 1 is straightforward, the convolution in Eq. (16) is the most computer intensive operation in the evaluation of the harmonic field P 2 . If the simulated aperture is assumed symmetric along the x and y axis, the field needs only to be calculated in one quadrant of the transverse plane of interest. The field in the three other quadrants can be deduced by symmetry. In that case, the convolution is estimated using N x =2 Á N y =2 Á N t sums involving matrices whose size increases by one for each sum. The number of operations is therefore of the order of N 
when c 0 ¼ 1500 m=s. This gives a number of operations for the convolution of the order of 466 Â 10 6 .
IV. PERFORMANCE OF THE METHOD
In this section we check the accuracy of the described method, from here on referred to as the quasi-linear (QL) method, for the case of an annular array and a rectangular phased array. For the annular array, the results are compared against the output of the KZKTexas code and a simulation package for three-dimensional (3D) nonlinear wave propagation of wide band pulses from arbitrary transducers called Abersim. [29] [30] [31] For the rectangular array, the results are compared against Abersim and measurements. We then compare the time requirements when using each method.
A. Results accuracy
Annular array
An annular array of radius 10 mm and focal distance 60 mm was simulated using the QL method. The results were compared to the results of the KZKTexas code and Abersim. The transmitted pulse had a frequency of 2.2 MHz and a duration of approximately 2 ls. The propagation medium was water, and losses due to thermo-viscous effects were neglected. The pulse generated by the QL method in the source plane was used as an input to the KZKTexas code and Abersim. Its maximum input pressure was 92 kPa. Figure 4 compares the lateral distribution of the pulse normalized root mean square (RMS) obtained by all methods for the fundamental and second harmonic signals at depths 30 mm and 60 mm. The RMS values were computed over the time range À6 ls t 6 ls, and the pulses were centered at t ¼ 0 ls.
Axial profiles for the fundamental and second harmonic signals were also computed using all three methods and are shown in Fig. 5 .
The pulse at focus distance (z ¼ 60 mm) using all three methods is shown in Fig. 6 . It is built by adding the components of the pulse around the fundamental and second harmonic frequency bands.
The pulse RMS fields obtained using the QL simulator for the fundamental and the second harmonic signals can be compared to the results given by the KZKTexas code and Abersim in Fig. 7 . The differences between the profiles obtained by the QL simulator and the other methods are displayed in Fig. 8 and never exceed 8 dB over the displayed area.
The lateral profiles show a good match between the QL method, Abersim, and the KZKTexas code. At 30 mm depth the mismatch averaged over the lateral extent À10 mm r 10 mm is below 1.5 dB for the fundamental signal and 3.5 dB for the second harmonic signal. At the focal point at 60 mm the averaged mismatch is below 1 dB and 2.2 dB for the fundamental and second harmonic signal, respectively. The axial profiles show an average mismatch below 1.1 dB and 1.5 dB for the fundamental and second harmonic signal, respectively. The pulse shapes at focus can hardly be distinguished from each other. When considering pressure levels above 50 kPa, the mismatch averaged over the time range À1 ls t 1 ls between the QL method and the other methods is below 16 kPa or 14%. This shows that the quasi-linear approximation is valid in this case and that the energy contained outside the fundamental and second harmonic frequency bands can be neglected. Finally, the pulse RMS fields show that the axial and lateral matches are similar away from the propagation axis or at other depths.
Rectangular array
Measurements were done using a M3S phased array connected to a Vivid 7 scanner (GE Vingmed Ultrasound AS, Horten, Norway). The transmitted field was recorded in a water tank by a HGL-0085 hydrophone (Onda, Sunnyvale, CA) connected to a digital oscilloscope of type 42 XS (LeCroy, Chestnut Ridge, NY). The fixed focal distance in elevation was 70 mm and the focal distance in azimuth was set to 50 mm. The center frequency of the transmitted pulse was 2.1 MHz. To compare the measurements with the QL method and Abersim, simulations were run considering a rectangular array of dimensions 18 mm in azimuth (x) and 11.5 mm in elevation (y) with the same focus distances as the M3S phase array. In this case, in order to guarantee proper modeling of the pulse, the measurements of the transmitted pulse at depth z ¼ 60 mm were used as an input to the QL method. The pulse back propagated to the source plane by the QL method was then used as an input to Abersim. Its maximum input pressure was 147 kPa. The propagation medium was water, and losses due to thermo-viscous effects were neglected.
Lateral profiles for the fundamental and second harmonic signals obtained by the QL method and Abersim at both focus depths are compared against the measurements in Fig. 9 . As in the case of the annular array, the RMS values were computed over the time range À1:6 ls t 1:6 ls, and the pulses were centered around t ¼ 0 ls. Figure 10 compares the axial profiles and Fig. 11 compares the on-axis pulses at both focal depths obtained by the three methods. As in the case of the circular array, the on-axis pulses are built by adding the components of the pulses around the fundamental and second harmonic frequency bands.
The comparison of the lateral profiles show a good agreement. The average mismatch at 50 mm depth when the QL method is compared to the measurements and Abersim is below 3.5 dB and 2.3 dB, respectively. At 70 mm, the mismatch with the measurements and Abersim is below 1.3 dB and 1.4 dB, respectively. The average mismatch for the axial profiles is below 0.7 kPa or 0.7% for the fundamental signal and below 1.6 kPa or 2% for the second harmonic signal. The observant reader will notice that the maximum pressure levels are reached at slightly larger depth in the case of the measurements compared to what the simulations give. This mismatch of approximately 2 mm can be explained by the positioning uncertainty of the measurement setup. The simulation results for the pulse shape at focus depths also match well with the measurements. When considering pressure levels above 100 kPa, the relative mismatch at 50 mm depth averaged over the time range À1:6 ls t 1:6 ls is below 6% and 25% when comparing the QL method to Abersim or to the measurements, respectively. At 70 mm depth, the averaged mismatch is below 3% and 19% when comparing to Abersim and to the measurements, respectively.
B. Speed evaluation
We compared the execution time of the QL simulator, the KZKTexas code, and Abersim. The time required for each method to produce a lateral profile for different depths was recorded and is shown in Fig. 12 . The transducer and pulse used in the simulations were the same as described in Sec. IV A 1 for the case of the annular array with a focal distance of 60 mm. The machine used to run the simulations had 8 GB of memory and ran on an Intel (Intel, Santa Clara, CA) eight core 64-bit processor at 2.9 GHz clock frequency under the operating system Linux Red Hat (Red Hat, Raleigh, NC) release 5.7. We used version R2008b of MATLAB. For this comparison, the spatial extent of the simulations was set to the minimum size required to avoid perturbations from source replicas generated by the discrete spatial Fourier transform. The spatial extent of the simulations therefore increased with depth beyond the focus depth. This is the reason why the simulation time increases for the QL method for depth beyond the focus depth (z > 60 mm) although no stepwise propagation from the source is required. The simulation spatial extent for the QL method and KZKTexas code were taken equal for each depth.
C. Limitations of the method
Since the quasi-linear assumption is valid only in the case of weak nonlinearity, it is expected that the QL method should give less accurate results in the case of strong linearity. Figure 13 shows the maximum negative pressure of the on-axis pulse at focus as a function of the maximum pressure of the pulse at transmission given by measurements and the QL simulator. The measurements were done with the same setup as described in Sec. IV A 2 with the azimuth focus set to 70 mm instead of 50 mm. The comparison is done for the fundamental and the second harmonic signals. Figure 13 shows that the maximum negative pressure level estimated by the QL method is linearly proportional to the input pressure for the fundamental signal while for the second harmonic signal it is proportional to the input pressure level squared. This is predicted by the quasi-linear theory as shown by Eqs. (9) and (16) .
V. DISCUSSION
The results given by the QL simulator appear to be comparable to the results given by recognized simulators such as the KZKTexas code and Abersim. It is quite difficult to compare the speed of each method due to the differences in their way of operating. The KZKTexas code and Abersim propagate the field stepwise from the source plane to the desired depth while the QL method estimates the field at any depth without stepwise propagation. While Abersim and the QL method propagate the field in 3D allowing for any transducer geometry, the KZKTexas code propagates the field in 2D limiting its use to axisymmetric transducers. The KZKTexas code is written in FORTRAN and compiled, Abersim is a mix of compiled C routines and MATLAB code, and the QL method is written in MATLAB code only. In addition, the parameter values used in each method like the propagation step size or the spatial extent of the simulation influence the execution time. For the QL method and the KZKTexas code, one can define the spatial extent of the simulation. An increase of the simulation's spatial extent has a greater impact on the execution time of the QL method compared to the KZKTexas code since it applies to both the elevation and azimuth directions while it only affects the lateral direction for the KZKTexas code. This explains why the increase in execution time with depth is greater for the QL method than for the KZKTexas code.
Despite all these differences, Fig. 12 gives an indication of the relative speed performance of our implementation of the QL method. It is clearly the fastest way to estimate a lateral profile for depths below the focus point. The QL method is up to 1000 times faster than Abersim for simulation depths below focus depth, and around 100 times faster beyond focus depth. The speed performance degrades if the spatial extent of the simulation becomes increasingly large. It should be mentioned that no particular effort was made to optimize the execution speed of the QL method. To further improve its speed, the code could be translated to C language and compiled or a faster 2D version could be written for axisymmetric transducers.
The quasi-linear theory neglects the harmonic signals of order greater than two. This is where the method encounters some limitations. In practice, the energy transferred to harmonic signals of order greater than two increases with the input pressure level. The consequences of this is that the QL method over-estimates the levels of the fundamental and second harmonic signals at high input pressure level as shown in Fig. 13 . In this particular case, the fundamental signal starts to get over-estimated for input pressure levels larger than about 350 kPa while the second harmonic signal starts to get over-estimated for input pressure levels larger than about 160 kPa. These maximum input pressure values are only representative of the chosen model and can also vary with parameters such as the aperture apodization, the focal distance, or the attenuation in the medium. Beyond these levels the harmonic signals of order greater than two cannot be neglected and the quasi-linear method is less adapted. This limitation on the input pressure level can be somewhat relaxed if one is only interested in the lateral pressure profiles as their shape is less affected by the over-estimation previously mentioned.
If the limitation on the input power imposed by the quasi-linear assumption can be satisfied in many cases in medical ultrasound imaging, the assumption that the pulse propagates in a homogeneous medium however is rarely satisfied. It is a drawback that the method cannot model reverberation as well as phase and amplitude aberrations. However, if the simulator is used to predict the pulse pressure level in the case when several focal depths are used in order to build an image from partial images, the presented model assuming a propagation in a homogeneous media might give sufficient precision.
VI. CONCLUSION
In this work, we have explained the theory and the physics that allow us to quickly estimate at any depth the pressure pulse transmitted by a transducer of arbitrary geometry. The solution is based on the quasi-linear theory and approximates the pulse by the sum of its components around the fundamental and the second harmonic frequency bands. The method does not require a stepwise propagation from the source plane and provides a full 3D estimate of the pulse in a transverse plane. The only inputs to the simulator are the aperture geometry with its weighting and the pulse shape and amplitude at focus depth. An obvious potential application for this simulator is medical ultrasound imaging. For this purpose, the simulator can model 1D arrays with different azimuth and elevation focus depths.
The accuracy and speed performance of the simulator has been compared to recognized state-of-the-art simulators: the KZKTexas code for axisymmetric transducers and Abersim for transducers of arbitrary geometry. Measurements were also compared to the results given by our method. These comparisons showed a relative mismatch between pulse shape estimates below 14% and allow us to conclude that the presented method is faster than the other methods, up to 1000 times faster than Abersim for moderate depth, and around 100 times faster at large depths.
The method encounters limitations in speed performance for depths well beyond the focal depth. In that case, the full 3D computation in a large discretization plane increases the computation time. The input pressure must also be kept below an upper limit otherwise the method over-estimates the pressure levels.
The implementation of the method that has been tested is not optimized for computation time. It is written in MAT-LAB code and is interpreted, not compiled. Some further work could consist of optimizing the method and possibly implementing it using graphical processing units. Another interesting future test would be to compare the results of the simulator with measurements of sound propagation in a medium resembling biological tissue.
