Abstract. For the study of dynamic dependence structures, we introduce the concept of pseudo-copulas, extending Patton's (2001a) definition of conditional copulas, and state the equivalent of Sklar's theorem for pseudo-copulas. We establish asymptotic normality of nonparametric estimators of the pseudo-copulas under strong mixing assumptions, and discuss applications to specification tests. We complement the theory with a small simulation study of the power of the proposed tests.
Conditional copulas and pseudo-copulas
In practice, conditional distributions with respect to past observations are crucial to specify the underlying model. Most of the time, they prove to be more useful than the joint or marginal unconditional distributions themselves. For instance, in the case of a Markov process (X n ) n∈Z , the laws of X n conditionally on X n−1 define the process itself. They can be stated in an explicit and sometimes simple way, contrary to the joint laws of (X n , . . . , X 0 ) for arbitrary indices n. Dependence structures, or copulas, can be considered similarly. Introduced in the statistical literature by Sklar (1959) Nonetheless, the research on relevant specifications for copulas and on their time dependence is still in its infancy. Patton (2001a Patton ( , 2001b ) has introduced so-called conditional copulas, which are associated with conditional laws in a particular way. In this note we extend his definition to cover a much larger scope of situations. First, we introduce the concept of pseudo-copula. Therefore, a pseudo-copula satisfies all the properties of a copula except that C(u) is not necessarily u k when all coordinates of u except u k are one. Invoking the same type of arguments as in Sklar's theorem [see, for instance, Nelsen (1999) ], we get: Theorem 2. Let H be a cdf on R d , and let F 1 , . . . , F d be d univariate cdf 's on R. Assume that for every x = (x 1 , . . . , x d ),x = (x 1 , . . . ,
Then there exists a pseudo-copula C such that Note that the pseudo-copula C in Theorem 2 is a (true) copula if and only if
Proof of Theorem 2. We prove the result for d = 2 only as the extension to higher dimensions is relatively straightforward. Consider the function C :
where
It is easy to check that C is a pseudo-copula and we need to prove is that C satisfies (1.2).
• F 2 (x 2 )) and
Thus, the existence of a pseudo-copula is obtained.
Moreover, when C is unique, C = C. From equation (1.2) , it is obvious that C is uniquely defined on Ran F 1 × . . . × RanF d and must be equal to C.
The converse result is straightforward.
Let X be a d-dimensional random vector from (Ω, A 0 , IP) to R d . Consider some arbitrary sub-σ-algebras A 1 , . . . , A d and B. For instance, B could be the σ-algebra induced by the A i , i = 1, . . . , d, but it is not a requirement. The only restriction on these sub-σ-algebras is the following assumption:
This technical assumption is satisfied if the conditional cdf's of X 1 , . . . , X d are strictly increasing. It also holds if
The latter claim follows, assuming for convenience that x ≤x, from the inequality
For convenience, we denote
by applying Theorem 2, we obtain the following result:
is a pseudo-copula and is uniquely defined on the product of the values taken by
If C is unique, we will refer to it as the conditional (A, B)-pseudo copula associated with X and denoted it by C(·|A, B). In general C(·| A, B) or rather C(·| A, B)(ω) are not copulas.
Rewriting condition (1.3), C(·|A, B) is a true copula if and only if
for all j = 1, . . . , d and x = (x 1 , . . . , x d ) ∈ R d . This means that B cannot provide more information about X j than A j , for every j. We prefer to use the term conditional copula if C is a true copula only (viz. if (1.5) is satisfied). Patton's conditional copula corresponds to our particular case B = A 1 = . . . , A d . Observe that knowledge of the conditional pseudo-copula C(·|A, B) and of the marginal conditional laws F j (·|A j ) is not equivalent to knowledge of the law of X conditionally on B. Indeed, even under assumption (S), the law of X conditionally on B does not provide information on the conditional marginal laws, except when
In general, some additional information 1 is needed to infer the marginal A j -conditional laws from the joint B-conditional law.
Moreover, even when (S) is not satisfied, it is always possible to define a conditional (A, B)-
Nonetheless, in such a case, relation (1.4) only holds on a subset in R d (which may be different
Typically, when we consider a stationary d-dimensional process (X n ) n∈Z , the previous considered σ-algebras are indexed by n. In general, we have to assume assume they depend on the past values of the process 2 . For instance, we may set A i,n = σ(X i,n−1 , X i,n−2 , . . .) and B n = σ(X n−1 , . . .). Thus, in general, conditional copulas and pseudo-copulas depend on some index n and on the past values X n−1 , X n−2 , . . . of X, and we are dealing with sequences of such functions. When the process X is Markov, these conditional pseudo-copulas depend on the last observed value only 3 .
Obviously, the most common choices for the sub-σ-algebras are A j,n = σ(X j,n−1 = x j ) for every j = 1, . . . , d and B n = σ(X n−1 = x). We will study in depth such a case hereafter 4 .
More generally, we could consider A j,n = (X j,n−1 ∈ I j,n ) for some or every j = 1, . . . , d
and B n = (X n−1 ∈ T n ), where the I j,n (resp. T n ) denote some measurable subsets in R (R d , respectively). For example, the latter quantities may be some intervals or product of 1 For instance, information on the (unconditional) marginal laws when B is larger than the Aj. 2 even if we could consider theoretically future values or both past and future values in the conditioning subsets 3 Another copula approach for Markov processes has been proposed by Chen and Fan (2002) , who study univariate stationary Markov processes (Xn) by specifying the copula of the vector (Xn, Xn+1). In this particular case, the marginal cdf's are those of the stationary law, that is A1 = A2 = B = {∅, Ω}, as in the independent case. 4 Note that our purpose does not depend on any Markov property, even if, in the latter case, such a choice for (An, Bn) is natural.
intervals as in Doukhan et al. (2004) . The conditioning subsets could be related to several lagged values. All these cases may be mixed yielding a large scope of possibilities concerning the choice of (A n , B n ).
Even in the most natural cases, generally speaking, conditional pseudo copulas are not copulas. Consider, for instance, the bivariate process
for every n ∈ Z, where the sequences of residuals (ε n ) n∈Z and (ν n ) n∈Z are independent Gaussian white noises. Set
. After some calculations, it can be shown that
for some messy function ψ. Thus it is impossible to get the equality between IP{Y n < y | B n } and C(1, IP{Y n ≤ y | A n,2 }) for all triplets (x n−1 , y n−1 , y).
Invoking relation (1.6), it is easy to exhibit pseudo-copulas that are not copulas. For instance, consider the Gaussian pseudo-copula family:
where Φ denotes the cdf of a standard be the pseudo-inverse of φ [see Nelsen (1999) ]. An archimedean pseudo-copula with generator φ is defined by
for some positive function η.
Marginal processes are usually better known than the dependence structures themselves. In practice, these marginal models are implemented in information systems, where users would like to take them as inputs of (more complicated) multivariate models. This is a common problem in finance: The pricing and hedging of basket derivatives, the joint behavior of several market factors (like stock indices, exchange rates, interest rates), the joint default of several counterparties in portfolio credit risk models, and so forth. The main issue is now related to the specification and the estimation of dependence structures (conditional pseudo-copulas).
Estimation of conditional pseudo-copulas and application to GOF tests
One key issue is to state if these "copulas" really depend on the past values, i.e., to test In this section, we estimate conditional pseudo copulas to test its constancy with respect to n. For a stationary process (X n ) n∈Z , we restrict ourselves to conditional sub-algebras A j,n = σ(X j,n−1 = y j ) and B n = σ(X n−1 = y), and their generalizations to take into account several lagged values 5 . In such cases, the sub-indices n is irrelevant. This specification is the most obvious and common choice in practice. The dependence of A and B with respect to past values y will be implicit hereafter.
More formally, we would like to test the null hypothesis 
0 : There exists a parameter θ 0 such that C(·|A, B) = C θ 0 ∈ C, for every y, 5 We will often identify the random variables and their realizations.
where C = {C θ , θ ∈ Θ} denotes some known parametric family of pseudo-copulas. We may extend this assumption by allowing the parameter θ to depend on past values of the process, to test, say,
0 : For some function θ(y) = θ(A, B) we have C(·|A, B) = C θ(y) ∈ C, for every y,
where C = {C θ , θ ∈ Θ} denotes a family of pseudo-copulas. The latter assumption says that the conditional pseudo-copulas stay inside the same pre-specified parametric family of pseudo-copulas. These three null hypotheses are nested and may be easily rewritten when the conditioning subsets contain more than one past observation.
To our knowledge, only parametric copula families C whose parameters depend on past values of the underlying process are considered in the literature. We propose a nonparametric estimator of the conditional pseudo-copulas, and derive its (normal) limiting distribution.
This allows us to build some GOF test statistics.
We use the short-hand notation X n m for the vector (X m , X m+1 , . . . , X n ). Similarly, we write X n m,j = (X m,j , . . . , X n,j ). Assume that every conditioning set A j,n contains the past values of X n−1 n−p,j and that B n = A n . Specifically, we set B n = (X n−1 n−p = y * ) with y * = (y 1 , . . . , y p ) and A j,n = (X n−1 n−p,j = y * j ) with y * j = (y 1j , . . . , y pj ).
We use the following set of assumptions:
Assumption (M). The sequence (X n ) n∈Z is stationary and strongly mixing, i.e., there exists a function α(n) defined on N with α(n) ↓ 0 as n → ∞ and
for all A ∈ σ(X 1 , . . . , X k ) and B ∈ σ(X k+n , X k+n+1 , . . .) and n is a positive integer. In addition, we assume that for some 0 < δ < 1,
Assumption (R1). The random vector (X 1 , . . . , X p+1 ) has a bounded density with respect to the Lebesgue measure. The density of (X 1 , . . . , X p ) is bounded away from zero in some open neighborhood of y * ∈ R pd . The vector (X y 11 ), . . . , F d (y 1d ), F 1 (y 21 ), . . . , F d (y 2d ), . . . , F 1 (y p1 ) , . . . , F d (y pd )), and max 1≤i,j≤pd
Assumption (K). K (resp. K) is a probability kernel function on R pd (R p , respectively), twice continuously differentiable, vanishing outside a compact interval and satisfying
Assumption (B)
. The sequence of bandwidths h n satisfies 0 < h n → 0, nh Let F nj be the marginal empirical distribution function of X j and set
For every x ∈ R d and y * ∈ R pd , we can estimate the conditional distribution
Similarly, for all x j ∈ R and y * j ∈ R p , the conditional marginal cdf's
can be estimated in a nonparametric way by
We propose to estimate the conditional pseudo-copula by
Theorem 4. Assume that the assumptions (S), (M), (R1), (R2), (K) and (B) hold. Then, under H
0 , for all u ∈ [0, 1] d and y * = (y 1 , . . . , y p ) ∈ R dp ,
This result can be extended to finite dimensional random vectors. We can consider the null-hypotheses H
0 and H
0 , provided we have an estimator of the true parameter that tends to the true value (in probability) faster than the estimators m n and m n,j .
Corollary 5. Assume that the above assumptions hold for q vectors y * k ∈ R dp , k = 1, . . . , q. Then, under H 
for some consistent estimatorsθ k such that
Each k-th term on the diagonal of Σ can be consistently estimated bŷ
Proof of theorem 4. Under the above assumptions, Mehra et al. (1991) proved that, for every
x ∈ R d and every real number t, we have
where Φ(t) is the cdf of the standard normal distribution, and
Similarly, it follows that
converges to a normal limit. Since K ≥ 0 (K is a probability density), m n is monotone increasing. Consequently, the convergence in (2.5) holds uniformly in the argument t.
Careful inspection of the proofs of Lemma 3.1 and 3.2 in Mehra et al. (1991) reveals that
in probability, as n → ∞, where we used F nj (x j ) → F j (x j ), in probability, as n → ∞, (2.6) in probability, as n → ∞. The theorem follows immediately from the weak convergence (2.5), the convergence in probability (2.6) and the continuity of the normal distribution.
As in Fermanian (2003) , a simple test procedure may be based on the statistics
for different choices of u and conditioning values y * k . The term on the right tends to a Chisquare distribution with q-degrees of freedom under the null-hypothesis.
A small simulation study
We evaluate the power of our test statistics T (·) in the case of bivariate distributions for the data (d = 2). We restrict ourselves to p = 1, i.e., only the last observed value is assumed to influence the dynamics of the dependence between X 1t and X 2t . The null hypothesis states that the bivariate copula of (X 1t , X 2t ) is independent of the past values (X 1,t−1 , X 2,t−1 ), and equals the independent copula:
The data is generated from the following bivariate auto-regressive process
where the residuals are correlated standard white noise with Corr(ε 1t , ε 2t ) = ρδ tt for all t and t . We set ρ = 0.5 and X 10 = ε 10 , X 20 = ε 20 . We choose a set of past observed values for the so-called arguments y * :
This provides a 9-points grid (q = 9 in the notation of the previous section). Moreover, to assess the sensitivity with respect to the choice for u, we set nine different values for the bivariate vector u = (u 1 , u 2 ): u 1 ∈ {0.1, 0.5, 0.9}, u 2 ∈ {0.2, 0.5, 0.8}. The bandwidths h and h have been chosen roughly as if we are dealing with the densities of the sample (F n1 (X 1t ), F n2 (X 2t )) t=1,...,n . Since the empirical standard deviationσ of the two previous marginal distributions are the same, we set
Here,σ 0.577, h * 0.1824 and h * 0.0724.
In each case, we calculate the test statistics T (u, y * ) and compare it with the 0.95 quantile of a chi-square distribution with 9 degrees of freedom. Table 1 provides the proportion of acceptance of this test. We note that the test is a bit conservative. Nevertheless, it rejects almost always the alternative models if one of the coefficients a and b is larger than 0.5. If both coefficients are non zero, the power of the test procedure increases tremendously.
Unfortunately, as usual in such specification tests, the results depend largely on the bandwidth choices. For instance, by doing the same simulation study with h = h * /2 according to Scott's rule [Scott (1992) ], the previous null hypothesis is almost always accepted under every alternative (or the discriminatory power is very weak). In contrast, larger bandwidths produce too many rejections of H 0 in case H 0 is true, see the last row in table 1. Nonetheless, Table 1 . Percentages of acceptance of H 0 at 5% level with n = 1000 and 100 replications (test statistic T ).
in the latter case, the null hypothesis is never accepted under the alternative when a or b is larger than 0.3.
In practice, we advise to perform the test T (u, y * ) for several values u and several band- 
