We consider the quantum Sherrington-Kirkpatrick (SK) spin-glass model with transverse field and provide a formula for its free energy in the thermodynamic limit, valid for all inverse temperatures β > 0. To characterize the free energy, we use the path integral representation of the partition function and approximate the model by a sequence of finite-dimensional vector-spin glasses with R d -valued spins. This enables us to use results of Panchenko who generalized in [18, 19] the Parisi formula to classical vector-spin glasses. As a consequence, we can express the thermodynamic limit of the free energy of the quantum SK model as the d → ∞ limit of the free energies of the d-dimensional approximations of the model.
Introduction
In this note, we consider systems of N spin-1 2 particles, interacting through i.i.d. standard Gaussian couplings (g ij ) 1≤i,j≤N . The Hilbert space describing the system is H N = N i=1 C 2 and the Hamiltonian H N : H N → H N reads
The inverse temperature is denoted by β > 0 and the transverse field strength is denoted by h > 0. By σ α , α ∈ {x, y, z}, we denote the standard Pauli matrices. In the canonical basis of C 2 , they are represented by σ x = 0 1 1 0 , σ y = 0 −i i 0 , σ z = 1 0 0 −1 .
For i ∈ {1, . . . , N }, the operator σ α i acts on the i-th particle as σ α and as the identity operator on the remaining particles. The partition function Z N and the specific free energy f N of the system are defined by
Gibbs expectations will be denoted by · = · β,h = Z −1 N tr (·)e H N . By setting h = 0 in (1.1), H N is diagonal in the standard basis of H N = N i=1 C 2 and we recover the classical SK model [23] . In the thermodynamic limit N → ∞, the free energy of this model is given by the minimum of the Parisi functional, predicted by Parisi in [20, 21] . At high temperature, the system is in the so called replica symmetric phase and the formula for the free energy is quite explicit (in fact, for zero external field the limit f (β) of the free energy is f (β) = β 2 /2 as long as √ 2β < 1). This has been established rigorously, among other properties of the SK model, by Aizenman-Lebowitz-Ruelle in [1] . At low temperature, the system undergoes a phase transition into the replica symmetry breaking phase and understanding the free energy becomes more delicate. Based on a crucial result of Guerra [8] , the validity of the Parisi formula for all temperatures was proved by Talagrand in [25] (in fact, for more general, even pspin interaction models) and by Panchenko in [17] , based on his work [15] (for all mixed p-spin interaction models). For a thorough discussion of the classical SK and related spin-glass models, we refer the reader to the standard works [12, 16, 26, 27] .
In the quantum setting, there are relatively few results available compared to the classical setting, both in the physics, let us mention here only [4, 9, 24, 29] and refer to the review article [28] for further references, as well as the mathematics literature [5, 11, 13, 14] . Most important for this note is the work of Crawford [5] that deals with the existence and universality of the free energy in the thermodynamic limit. [5] proves in particular that the thermodynamic limit of the free energy exists for all β > 0 and is equal to the limit of the quenched free energy, the average of the free energy over the Gaussian disorder of the system. More precisely, it follows from [5, Theorem 2] 
Here and in the following, E denotes the expectation w.r.t. the Gaussian disorder. Although [5] proves the existence of the specific free energy in the thermodynamic limit for all temperatures β > 0, it does not provide an explicit formula for it. The recent results by Leschke-Rothlauf-Ruder-Spitzer [11] and by Manai-Warzel [13, 14] , on the other hand, deal with the free energy of the quantum SK model with transverse field at high temperature and, respectively, the phase diagram of a quantum generalization of the classical REM model [6, 7] . More precisely, [11] provides an analysis of the so called annealed free energy f ann N = N −1 log(EZ N ) and proves, among other properties, that at sufficiently high temperature it is equal to the quenched free energy Ef N in the thermodynamic limit. This is analogous to the classical setting [1] , where the equality holds true if and only if √ 2β < 1. The quantum behaviour in [13, 14] is also modeled, similarly as in H N in (1.1), through a transverse field. Moreover, by the results of [14] , the quantum REM model can be viewed as the p → ∞ limit of the p-spin interaction quantum model with transverse field. In contrast to that, the quantum SK model with H N as defined in (1.1) corresponds to the p-spin interaction model with p = 2 and is quite different from the quantum REM model.
While [13, 14] deal with the quantum REM model and [11] with a high temperature region of the quantum SK model, the goal of this paper is to provide a formula for the specific free energy of the quantum SK model in the thermodynamic limit, valid for all inverse temperatures β > 0. To achieve this goal, we first use the path integral representation of the partition function Z N to interpret the model as a classical vectorspin model, similarly as in [5, 11] . The free energy of classical vector-spin models has been analyzed by Panchenko who generalized the Parisi formula in [18, 19] to the Potts spin glass and more general mixed p-spin interaction models with vector-spins that are distributed according to a compactly supported measure in R d , for any fixed dimension d ∈ N. Through its path-integral representation, the quantum SK model corresponds to a vector-spin model with the spins taking values in the space of {−1, 1}-valued càdlàgpaths and Panchenko's results are not directly applicable. The goal of this work is therefore to approximate the free energy of the quantum model by that of a sequence of finite d-dimensional models whose limiting free energies can be determined using the results of [18, 19] . The errors of our approximation are uniform in the particle number N and vanish in the limit d → ∞. The thermodynamic limit of the free energy of the quantum SK model can therefore be described as the d → ∞ limit of the limiting free energies of the finite-dimensional approximations.
Path Integral Formulation and Main Result
To state our main result, we will first translate the quantum model to a classical vectorspin model. We follow here [5, Section 4] and [11, Remark A.2 (ii) & Appendix B]. We denote by Ω the space of {−1, 1}-valued càdlàg-paths on the unit interval [0; 1] ⊂ R. The set Ω can be turned into a separable, complete metric space and in the following we equip it with the induced Borel σ-algebra that turns it into a measurable space. We refer to [3, Chapter 3, Section 12] for the details and for basic properties of Ω.
In view of the path integral representation of Z N , let η i , i ∈ {1, . . . , N }, denote N independent Poisson point processes (see, for instance, [10, Chapter 3]) on the measurable space [0; ∞), B([0; ∞)) with intensity measure hλ 1 , where λ 1 denotes the Lebesgue measure on [0; ∞). For definiteness, let η be a Poisson point process defined on some probability space (X , A, ν) and let η i correspond to the i-th independent copy of η in the product space
Each σ i is a random variable with values in the space of {−1, 1}-valued càdlàg-paths Ω and its (random) number of flips η i ([0; t]) ∈ N up to time t ∈ [0; 1] is Poisson distributed with mean ht ≥ 0. In the following, we will denote the number of flips of the path σ i up to time t ∈ [0; 1] by N i (t) = η i ([0; t]), for all i ∈ {1, . . . , N }.
Given an initial configuration τ = (τ 1 , . . . , τ N ) ∈ {−1, 1} N , we denote by P ⊗N τ the push-forward measure on Ω N that is obtained from µ under the map
where σ τ ∈ Ω N denotes the N -particle spin path with (non-random) initial condition (σ τ ) i (0) = τ i σ i (0) = τ i , for all i ∈ {1, . . . , N }. Then, it can be shown that the partition function Z N = tr e H N takes the form
where the energies H N : Ω N → R in (2.1) are given by
and where here and in the following, ·, · 2 denotes the inner product on L 2 ([0; 1]). One way to prove the identity (2.1) is to use the Lie product formula for the exponential of a sum of two finite-dimensional matrices (see, for instance, [22, Theorem VIII.29] ). Within this approach, one computes Z N with the canonical basis of
. . , N }, are diagonal and notices that σ x i acts as a spin-flip operator that flips the eigenvector of σ z i with eigenvalue ±1 to that with eigenvalue ∓1. This is explained in [5, Section 4] , in particular [5, eq. (4.2)-(4.4)] and thereafter. An alternative proof of the identity (2.1) is explained in [11, Appendix B] .
Neglecting constant factors, let us define the probability measure P ⊗N through
and study from now on the partition function Z N = (C N e N h ) −1 Z N , that is
Moreover, since Ω ⊂ L 2 ([0; 1]) with continuous embedding, we will identify P ⊗N in the following with its push-forward under the map Ω N ∋ σ → σ ∈ (L 2 ([0; 1])) N . That is, we view P ⊗N as a measure on (L 2 ([0; 1])) N . Since σ 1 2 = 1 for all σ 1 ∈ Ω, we have that
The Gibbs measure induced by (2.3) will be denoted by G N and it has density
Gibbs expectations w.r.t. G N will still be denoted by · . We will also denote Gibbs expectations w.r.t. the product measures G ⊗j N by · , for j ∈ N ∪ ∞. As common in the literature, replicas of spin-configurations will be indicated by a super-index. For example, we write σ 1 and σ 2 for replicas in the product space (Ω N ) 2 with measure G ⊗2 N . Having translated the quantum model to a classical vector-spin model, let us now turn to the description of our main result. In the classical SK model, the thermodynamic limit of the free energy is given by the infimum of the Parisi functional (see, for instance, [16, Chapter 3]), with the infimum being taken over the set of cumulative distribution functions ζ on [0; 1]. Loosely speaking, the unique minimizer (see [2] ) of the functional should be thought of as the asymptotic distribution of the so called overlap, the functional order parameter of the system. If the minimizer, that depends on the inverse temperature β > 0, corresponds to the distribution function of a Dirac δ-measure, the system is in the so called replica symmetric phase (this happens at sufficiently high temperature) and otherwise it is in the so called replica symmetry breaking phase (which happens at low enough temperature). In the works [18, 19] , Panchenko generalized the Parisi formula to classical mixed p-spin interaction models with vector-spins that are distributed according to a compactly supported measure in R d , for d ∈ N (see also [26, Section 1.12 ] for a hightemperature region). To state our main result, we will first need to recall and slightly extend some of the definitions from [18, 19] to the infinite dimensional quantum setting.
First of all, the overlap Q : Ω 2 → J 1 is an operator-valued map from (Ω N ) 2 to the set of trace class operators J 1 on L 2 ([0; 1]) and defined through its kernel by
Here, we introduced in the last equality the usual bra-ket notation for rank-one projections on L 2 ([0; 1]). Let us notice that for all σ 1 , σ 2 ∈ Ω N , we have that
The importance of the overlap Q can already be seen from the fact that it determines the covariance of the Gaussian process (H N (σ)) σ∈Ω N . More precisely, we have that
where here and in the following, ·, · HS and · HS denote the Hilbert-Schmidt inner product and, respectively, the Hilbert-Schmidt norm of bounded operators on L 2 ([0; 1]). In analogy to the classical SK model, it has been proved in [18, 19] that the role of the functional order parameter of finite-dimensional vector-spin glasses is played by the asymptotic distribution of the overlap Q, namely by the asymptotic distribution
Roughly speaking, it follows from [18, 19] that one should think of the limiting overlap as taking values in the set of positive semi-definite, symmetric matrices and, as in the classical SK model, it then enters the generalized Parisi functional as a variational parameter through its cumulative distribution function.
A complication in the derivation of the Parisi formula in [18, 19] , compared to the derivation in case of the classical SK model, is the fact that for vector-spin glasses the so called self-overlap is in general not constant. The self-overlap R : Ω → J 1 corresponds to the diagonal of the overlap Q. That is, for σ ∈ Ω N , R(σ) is defined by
We remark that for every σ ∈ Ω N , R(σ) = R(σ) * is self-adjoint and that
Obviously, the operator kernel of the self-overlap R(σ) is in general not constant. This is also true in the finite-dimensional setting of [18, 19] , in contrast to the classical SK model. A consequence is that the generalized Parisi formula for vector-spin glasses also contains the self-overlap as a variational parameter. In fact, in [18, 19] , the thermodynamic limit of the free energy is found by computing it as the supremum over all free energies with fixed self-overlap. This can be motivated by the Potts spin glass model [18] , for instance, where the free energy is asymptotically indeed equal to the maximum over all free energies with fixed self-overlap by classical Gaussian concentration results.
Let us now make the above heuristic picture more precise and define the generalized Parisi functional in close analogy to the finite dimensional vector-spin case [18, 19] . First of all, we will model the self-overlap by elements of the set Γ ⊂ J 1 , defined by
Given a fixed self-overlap ρ ∈ Γ, the distribution of the overlap is modeled as follows.
We denote by Π be the set of monotonically increasing, left-continuous paths from [0; 1] to {ρ ∈ J 1 : ρ = ρ * ≥ 0}, equipped with the norm topology in J 1 . For fixed ρ ∈ Γ, we define Π ρ as the set of paths with endpoint ρ, i.e.
Monotonicity refers here, of course, to monotonicity in the sense of operators. To model the distribution of the overlap, we approximate the overlap by discrete paths in Π ρ (the Parisi functional turns out to be continuous in the paths π ρ ). Hence, let π ρ ∈ Π ρ be s.t.
One should think of the positive operators γ j as the possible values of the asymptotic overlap and that they are obtained with probablity m j − m j−1 ≥ 0, for j ∈ {0, . . . , r}.
For a discrete path π ρ ∈ Π ρ as above, we construct next an independent sequence of Gaussian processes X j = (X j (s)) s∈[0;1] , j ∈ {0, . . . , r}, such that Finally, in addition to the self-overlap and the overlap distribution, the generalized Parisi functional still contains a third parameter. The latter corresponds to a Lagrange multiplier which ensures that the spin configurations have fixed self-overlap. We model the multiplier by elements in L s , the set of bounded, self-adjoint operators on L 2 ([0; 1]).
With these preparations, consider a self-overlap ρ ∈ Γ, a discrete path π ρ ∈ Π ρ and the processes X j as above, and let λ ∈ L s . We then define the random variable Y r by
and the random variables Y j , for j = 0, . . . , r − 1, inductively through
Here, E j+1 denotes the expectation w.r.t. the process X j+1 only. Finally, setting
which is non-random, the generalized Parisi functional F is defined by
As in the finite-dimensional vector-spin case, the functional F(ρ, π ρ , λ) is jointly Lipschitz continuous in (ρ, π ρ , λ) (see Lemma A.1 below). For fixed ρ ∈ Γ and λ ∈ L s , we can thus extend F uniquely to any, not necessarily discrete path π ρ ∈ Π ρ . Our main result, stated as Theorem 2.1 below, describes the thermodynamic limit of the free energy of the quantum SK model as the d → ∞ limit of the free energies of suitable d-dimensional vector-spin models, with d ∈ N. The limiting free energies of the d-dimensional vector-spin glasses are described through a variational formula that involves the generalized Parisi functional (2.11) restricted to suitable d-dependent subsets of the sets Γ of self-overlaps as well as L s of Lagrange multipliers, introduced above. To state this precisely, denote by (e k ) k∈N the standard Fourier basis of L 2 ([0, 1]), given by e 1 (t) = 1, e 2k (t) = √ 2 sin(2πkt), e 2k+1 (t) = √ 2 cos(2πkt) (2.12)
for t ∈ [0; 1] and k ∈ N. In the following section, we will see that the basis (e k ) k∈N is useful for a finite-dimensional reduction of the quantum model, because it allows us to control the number of flips of the random paths σ ∈ Ω N in a suitable way. Using the basis (e k ) k∈N , we define for d ∈ N the sets Γ d and L d s by
The closure in the definition of Γ d is taken in J 1 . Notice also that L d s consists of the subset of linear maps in L s that map the vector space V d = span(e 1 , . . . , e d ) to itself and vanish on its orthogonal complement in L 2 ([0; 1]). Our main result reads as follows.
Theorem 2.1. For any β > 0, the quenched free energy N −1 E log Z N satisfies
The next section is devoted to the proof of Theorem 2.1. Using the basis (e k ) k∈N , we reduce the computation of the thermodynamic limit of the free energy of the quantum model to the computation of a sequence of free energies of finite dimensional vectorspin models to which we can apply the results of [18, 19] . We remark that it would be desirable to write the r.h.s. in (2.13) independently of the dimension d ∈ N, by finding the correct d-independent domains of the self-overlap ρ ∈ Γ and the Lagrange multiplier λ ∈ L s for the quantum model (notice that Π ρ depends implicitly also on d ∈ N if the self-overlap lies in ρ ∈ Γ d ). This is related to the continuity properties of the map (ρ, π ρ , λ) → F(ρ, π ρ , λ) and we hope to clarify this point in the future.
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Finite Dimensional Reduction and Proof of Theorem 2.1
The goal of this section is to explain the reduction of the quantum model to a suitable sequence of finite dimensional vector-spin models which leads together with the results of [18, 19] to a proof of Theorem 2.1. To this end, recall first that we view the path measure P ⊗N as a measure on (L 2 ([0; 1])) N with support in {ϕ ∈ L 2 ([0; 1]) : ϕ 2 = 1} N . We will abbreviate in the following Σ N = (L 2 ([0; 1])) N . Now, consider the basis (e k ) k∈N defined in (2.12) and fix a dimension d ∈ N. Given a path σ ∈ Σ N , we associate to it a new path σ(d) = (σ 1 (d), . . . , σ N (d)) through and we denote by f N : Σ N → Σ N the map that reduces σ to σ(d), that is
Loosely speaking, the finite dimensional reduction consists simply of considering the vector-spin glass that is obtained from the quantum model by considering the reduced spins σ(d) instead of the full spins σ ∈ Ω N . We will use several interpolations to make this precise and to this end, we need to introduce a little further notation. First, define the dimension reduced overlap Q d : (Σ N ) 2 → J 1 as well as the dimension reduced Hamiltonian H d N :
and
In the following, we will need to consider partition functions with a restricted domain of integration. For a subset S ⊂ Σ N , denote by Z N (S) and Z d N (S) the partition functions
Our first lemma is similar to [5, Lemma 6] . Given ε > 0 and setting
4)
our first goal is to show that the quenched free energy N −1 E log Z N is asymptotically equal to the restricted free energy N −1 E log Z N (S d ε ) if we choose ε √ d sufficiently large. 
Proof. We proceed in two steps. First, we show that lim N →∞ P ⊗N ((S d ε ) c ) = 0 whenever ε √ d is large enough. To prove this, we compare S d ε with the set
where N i denotes the number of flips of the path σ i in [0; 1], for i ∈ {1, . . . , N }. Since the N i are independent Poisson variables with mean h and since the probability measure P is supported in the set of paths with an even number of flips, we find that
In fact, let σ = (σ 1 , . . . , σ N ) ∈ Ω N , let k ∈ N with k ≥ 2 and recall the definition of the basis (e k ) k∈N in (2.12). We split [0; 1] into the k intervals I jk = [ j k , j+1 k ] for j ∈ {0, 1, . . . , k − 1} and consider two cases. If σ i does not have a flip in I jk , then by periodicity of e 2k and e 2k+1 , we find that
As a consequence, we obtain that
and therefore, by Cauchy-Schwarz and the fact that σ i 2 = 1, we have that
In particular, if σ ∈ S ε , then by the previous bound and the definition (3.4), we see that σ ∈ S d ε . As mentioned already, this implies with the arguments from above that lim N →∞
In the second step, we will estimate the difference of 1
Here, we argue similarly as in [5, Lemma 6] . Observe first that
.
Applying Jensen's inequality w.r.t. the measure P ⊗N (S d ε ) −1 dP ⊗N (·) |S d ε and the fact that (H N (σ)) σ∈Ω N is a Gaussian process with covariance bounded by
By the first step, if ε √ d > 8(e − 1)h + 4β 2 , the previous estimates imply that
We notice that, with the same arguments as in the previous proof, it follows that
Indeed, the only property of the energies (H N (σ)) σ∈Ω N that we used in the previous proof is that their covariance is uniformly bounded by N β 2 . Looking at the definition (3.2), this is also the case for H d N , independently of d ∈ N. The next lemma compares the energies N −1 E log Z d N (S d ε ) and N −1 E log Z N (S d ε ).
Lemma 3.2. Let S d ε be defined as in (3.4) . For any ε and any d ∈ N, we have that
Proof. The proof follows by interpolation. Consider the Gaussian process
with H N (σ) as in (2.2) and where H d N (σ) is defined as in (3.2), but with Gaussian disorder ( g ij ) 1≤i,j≤N independent of the disorder (g ij ) 1≤i,j≤N in H N (σ). We denote by Z d N,t (S d ε ) the restricted partition function that is defined as in (3.3), but with the Hamiltonian H N replaced by the Hamiltonian H d N,t . Below, we also denote by · t Gibbs expectations corresponding to the Hamiltonian H d N,t .
Differentiating in t and applying Gaussian integration by parts, we find that
(3.7)
To estimate the r.h.s. in the last equation, we will use the fact that in S d ε , the differences between the covariances of H N and H d N are small. For σ 1 , σ 2 ∈ S d ε , we bound
Hence, the r.h.s. in (3.7) is bounded by 4N β 2 √ ε and integrating over t ∈ [0; 1] yields In the next step, we show that the latter computation can be done with the help of [18, 19] that deals with finite-dimensional vector-spin glasses. To this end, let P d denote the push-forward measure on R d that is obtained from the path measure P under the map
A first important observation is that supp(P d ) is a compact subset of R d . In fact, e 1 , σ 1 2 , . . . , e d , σ 1 2
for every σ 1 ∈ L 2 ([0; 1]) and since supp(P) ⊂ {ϕ ∈ L 2 ([0; 1]) : ϕ 2 = 1}, it follows that
Let's denote from now on the compact support of P d by supp(P d ) = S d . Furthermore, if we denote by ι : V d = span(e 1 , . . . , e d ) → R d the linear isometry that sends
let's record that P d is the push-forward obtained from P under the map
Similarly, the push-forward obtained from P ⊗N under the map ι N • f N : Σ N → R dN , with f N : Σ N → Σ N defined in (3.1) and ι N : Σ N → (R d ) N acting in each of the N components as ι :
. Now, define the overlap matrix of two N -tuple collections σ 1 = (σ 1 1 , . . . , σ 1 N ) and σ 2 = (σ 2 1 , . . . , σ 2 N ) of vectors in R d as in (2.4) by
with the Euclidean inner product σ i , σ j R d on R d and i.i.d. standard Gaussian couplings (g ij ) 1≤i,j≤N . After these preparations, the key observation is that But the latter are the free energies of classical vector-spin models with R d -valued spins, distributed according to the compactly supported measure P d on R d . Such models have been analyzed in [18, 19] . In the notation of [19] , the Hamiltonian H d N can also be written as a mixed p-spin interaction Hamiltonian with vector-spins as in [19, eq. (5) ] with κ = d, β 2 (k) = β for k ≤ d and β p (k) = 0 for p ≥ 3. To determine the N → ∞ limit of the free energy in the last line of (3.10), we apply [19, Theorems 1 & 2] .
Proof of Theorem 2.1. Combining (3.8), (3.10) and [19, Theorems 1 & 2] , the proof of Theorem 2.1 is now straight-forward. In the notation of [19] , we first recall [19, Theorems 1 & 2] that determine the thermodynamic limit of the quenched free energy in the last line of (3.10) . After that, we explain how this implies Theorem 2.1.
Let Π d ρ d denote the set of left-continuous, monotone paths from [0; 1] to the space of R d×d positive semi-definite, symmetric matrices with endpoint ρ d . As in equation (2.6), consider a discrete path π d ρ d ∈ Π d ρ d which is determined by the parameters
for (s, t) ∈ {1, . . . , d} 2 and let λ d = (λ d ) * ∈ R d×d be a symmetric matrix. Define Y d r by
and, inductively for j = 0, . . . r − 1, set
We define Φ d (π d ρ d , λ d ) = Y d 0 and the Parisi functional F d by
the main result of [19] states that (see [19, Theorems 1 & 2] )
To finish the proof of Theorem 2.1, we express the r.h.s. in (3.12) through the generalized Parisi functional F, defined in (2.11) . To this end, we recall the definitions (2.5) to (2.11) from the previous section and we identify a given self-overlap ρ d ∈ D d , discrete path π d ρ d ∈ Π d ρ d , the Gaussian vectors X d j , j ∈ {1, . . . , r} and Lagrange multiplier λ d ∈ R d×d with a corresponding self-overlap ρ ∈ Γ d , discrete path π ρ ∈ Π ρ , Gaussian processes X j = (X j (s)) s∈[0;1] and Lagrange multiplier λ ∈ L d s (and vice versa) such that
Apparently, this will imply Theorem 2.1. First of all, we define ρ ∈ Γ d , γ j ∈ Γ d for j ∈ {0, . . . , r} and λ ∈ L d s , by
The discrete path π ρ ∈ Π ρ is then constructed analogously to (3.11) through π ρ (t) |(m j−1 ;m j ] = γ j , j = 0, . . . , r.
Since V d ≃ R d are isometrically isomorphic, we observe at this point already that
It thus only remains to define appropriate random variables Y j , j ∈ {0, . . . , r}, corresponding to the random variables Y d j in the finite-dimensional setting, as defined above, such that Y d 0 = Y 0 . Here, we define the Gaussian processes X j = X j (s) s∈[0;1] through
We then have for all s, t ∈ [0; 1] and all σ 1 ∈ Ω that
where we recall the defintion of the isometry ι : V d → R d from (3.9). Thus, by the change of variables formula for push-forward measures, we conclude that
. Combining this with (3.8), (3.10) and (3.12), we find that
This concludes the proof of Theorem 2.1.
A Auxiliary Results
In this appendix, we recall the proof of the Lipschitz continuity of the Parisi functional, defined in (2.11) . For λ ∈ L s , we denote by λ its operator norm.
Lemma A.1. There exists a constant C = C β > 0 such that for any ρ 0 , ρ 1 ∈ Γ, λ 0 , λ 1 ∈ L s and discrete π ρ 0 ∈ Π ρ 0 , π ρ 1 ∈ Π ρ 1 , it holds true that
Proof. The proof follows closely [18, Lemma 7] . We apply Gaussian interpolation and use a representation of the functional Φ, defined in (2.10), in terms of the Ruelle probability cascades (see [16, Section 2.3] , [27, Section 13 .1] for their definition and basic properties). Let ρ 0 , ρ 1 ∈ Γ, let λ 0 , λ 1 ∈ L s and let π ρ 0 ∈ Π ρ 0 , π ρ 1 ∈ Π ρ 1 be discrete paths, as in (2.6). Without loss of generality, we can assume that the paths are defined in terms of the same sequence (m j ) −1≤j≤r with m −1 = 0 and m r = 1. We denote the overlap parameters of π ρ i (for i = 0, 1) by 0 = γ 0,i ≤ γ 1,i ≤ . . . ≤ γ r,i = ρ i and we associate to (γ j,i ) 0≤j≤r Gaussian processes (X i,j ) 0≤j≤r as in (2.7) s.t. X i,j has covariance γ i,j − γ i,j−1 ≥ 0 (here and in the following, we assume that the processes for i = 0 are independent from the processes for i = 1). Furthermore, we denote by (ν α ) α∈N r the weights of the Ruelle probability cascades corresponding to the sequence m −1 = 0 < m 1 < . . . < m r = 1 and, indexed by α ∈ N r , we construct (for i = 0, 1) a sequence of Gaussian processes Z α,i = (Z α,i (s)) s∈[0;1] α∈N r with covariance
where we set
We remark that, using independent copies of the processes (X j,i (s)) s∈[0;1] as above, it is straightforward to construct the Gaussian processes (Z α,i ) α∈N r explicitly (see, for instance, [16, Sections 2.3 and 3.1]). We skip the details to avoid further notation. A basic property of the weights (ν α ) α∈N r (see [16, Theorem 2.9] ) is that Φ(π ρ i , λ i ) = E log α∈N r ν α Ω dP(σ 1 ) exp β σ 1 , Z α,i 2 + tr λ i |σ 1 σ 1 | which enables us to interpolate between Φ(π ρ 0 , λ 0 ) and Φ(π ρ 1 , λ 1 ). To this end, for t ∈ [0; 1] and α ∈ N r , let's denote by (Z α,t ) α∈N r the family of processes Z α,t = √ tZ α,0 + √ 1 − tZ α,1 .
The covariance between Z α 1 ,t and Z α 2 ,t is consequently γ α 1 ∧α 2 ,t = tγ α 1 ∧α 2 ,0 + (1 − t)γ α 1 ∧α 2 ,1 ≥ 0.
To interpolate between Φ(π ρ 0 , λ 0 ) and Φ(π ρ 1 , λ 1 ), we finally define Ξ : [0; 1] → R by Ξ(t) = E log α∈N r ν α Ω dP(σ 1 ) exp β σ 1 , Z α,t 2 + tr (tλ 0 + (1 − t)λ 1 )|σ 1 σ 1 | .
Looking at the definition of Ξ, we notice Ξ(0) = Φ(π ρ 0 , λ 0 ) while Ξ(1) = Φ(π ρ 1 , λ 1 ). Now, let's compute ∂ t Ξ. Applying Gaussian integration by parts, we find that
where we set · t to be the time-dependent Gibbs measure on Ω × N r with density ν α dP(σ 1 ) exp β σ 1 , Z α,t 2 + tr (tλ 0 + (1 − t)λ 1 )|σ 1 σ 1 | and where σ 1 1 , σ 2 1 denote as usual two replicas of the system. In particular, we obtain sup t∈[0;1]
To evaluate the r.h.s. of the last bound further, we note that it follows from general properties of the Ruelle probability cascades (see [16, eq dt tr (π ρ 0 − π ρ 1 )(t) .
Thus, summarizing the steps from above, we conclude that |Φ(π ρ 0 , λ 0 ) − Φ(π ρ 1 , λ 1 )| ≤ C λ 0 − λ 1 + tr |ρ 0 − ρ 1 | + 1 0 dt tr (π ρ 0 − π ρ 1 )(t) ,
where C = C β = 1 + β 2 /2, as desired.
It follows as a corollary that for fixed ρ ∈ Γ and λ ∈ L s , we can extend F(ρ, π ρ , λ) to any path π ρ ∈ Π ρ . Notice that F was defined in (2.11) initially only for discrete paths. To extend F(ρ, ·, λ), let π ρ ∈ Π ρ . Since π ρ is monotone, it is clear that also tr π ρ is a monotonically increasing function in [0; 1]. By standard arguments, we can approximate t → tr π ρ (t) in L 1 ([0; 1]) monotonically from below by a sequence of monotonically increasing simple functions, which, by monotonicity of π ρ itself, can be associated to a monotonically increasing sequence of discrete paths in Π ρ . If we denote this monotone sequence by (π ρ,n ) n∈N , the previous lemma implies together with the fact that 0 ≤ tr |π ρ,n − π ρ,m | = tr (π ρ,n − π ρ,m ) = |tr π ρ,n − tr π ρ,m | whenever n ≥ m, that lim n,m→∞ |F(ρ, π ρ,n , λ) − F(ρ, π ρ,m , λ)| = 0.
We denote its limit by F(ρ, π ρ , λ) and, for fixed ρ ∈ Γ, the map (π ρ , λ) → F(ρ, π ρ , λ) is jointly Lipschitz continuous w.r.t. the metric (π ρ , λ), (π ′ ρ , λ ′ ) → λ − λ ′ + 1 0 dt tr (π ρ − π ′ ρ )(t) .
