The sub-Doppler analysis of the ( 
I. INTRODUCTION
Owing to its simplicity, the LiH molecule presents a great interest in many areas of research, such as fundamental molecular spectroscopy, quantum chemistry, and astrophysics. However, in spite of numerous experimental and theoretical studies, its spectroscopy is still limited to the four lowest electronic states, namely the X 1 ⌺ ϩ , A 1 ⌺ ϩ , B 1 ⌸ (1), and C 1 ⌺ ϩ (2) states. Furthermore, experimental studies were performed by use of cell or heat-pipe Doppler-broadened light sources at low resolution. To our knowledge, only one experiment used a beam source of LiH and a pulsed tunable laser to perform the spectroscopy of the A 1 ⌺ ϩ -X 1 ⌺ ϩ system with a resolution limited to 0.3 cm Ϫ1 typically (3). To perform high-resolution studies of this molecule, we set up an effusive beam of LiH crossed at right angle by a cw tunable laser beam around 375 nm and we recorded the A-X sub-Doppler absorption spectrum through collection of the laser-induced fluorescence (LIF). The wavenumbers of 384 lines belonging to the A-X system were measured to an accuracy of 5 ϫ 10 Ϫ3 cm Ϫ1 and assigned to 6 LiH and 7 LiH. From the combination of several previously published data (4 -6) and these new ones, and according to LeRoy's procedure (7), we performed a global Dunham analysis of the A 1 ⌺ ϩ state of both isotopomers. Accurate Dunham parameters as well as their mass-dependent corrections are determined for this state.
II. EXPERIMENTAL
The experiment was already described in some detail since it was used to analyze the sub-Doppler spectra of TiO and Li 2 molecules in the visible (8, 9) . It mainly includes an effusive beam of LiH crossed at right angle by a cw tunable laser beam. The laser beam is provided by a Ti-Sa laser oscillating around 750 nm and frequency-doubled in an external cavity. Collection of LIF versus laser frequency leads to the recording of narrow absorption profiles whose frequency is measured with respect to absorption lines of the iodine molecule and to reference fringes provided by a spherical Fabry-Perot étalon.
The LiH Beam
Various configurations have been tried to obtain a stable and dense beam of LiH. First, heating a tungsten crucible filled with commercial LiH powder at 900 K was unsuccessful, with no LiH molecules in the beam but just Li and Li 2 particles. The alternative, mixing Li and H 2 vapors in the crucible, was realized in a first step by sending the vapor of hydrogen to the bottom of the crucible according to the technique developed by Dagdigian (10) . Then, at 900 K, hydrogen bubbles in liquid lithium and small quantities of LiH are produced in the beam, but with nonreproducible and nonstable proportions. Furthermore, the crucible could be used only once, due to clogging of the bubbling device. Another solution was tried, mixing the vapors by sending hydrogen to the top of the crucible. This device led to a first spectroscopic characterization of two LiH lines (11) , but the beam was not stable enough to allow extensive measurements. To improve the density and stability of the beam, we tried a new device with a large volume of interaction between the two vapors, i.e., a long and horizontal molybdenum crucible radiatively heated at 1000 K (l ϭ 15 cm, ϭ 2 cm, see Fig. 1 ). The hydrogen vapor is sent to the end of the crucible through a stainless steel grid whose role is to limit the rear penetration of lithium inside the hydrogen tubing. The beam effusing through a molybdenum nozzle ( ϭ 0.3 mm) is measured with a quartz balance located 15 cm downstream from the valve between the beam chamber and the interaction chamber. However, the quartz balance only measures the total deposit of metal versus time (see Fig. 2 ), with no indication about the proportions of Li, Li 2 , and LiH particles in the beam. The beam can operate for 30 h without refilling, with an initial charge of 1 g of metal.
During the course of the present measurements, the crucible was filled with various mixtures of 6 Li and 7 Li in order to get comparable fluorescence intensities for both isotopomers.
The Laser Beam
The cw laser beam in the UV is provided by a commercial Ti-Sa laser whose frequency is doubled in an external cavity. It is chopped at 750 Hz and tuned between 357 and 385 nm, with a maximum power of 40 mW at the center of the crystal fluorescence band. Each frequency scan (over 1 cm Ϫ1 in the infrared and 2 cm Ϫ1 in the UV) is calibrated from the simultaneous recording of the iodine absorption spectrum (in the infrared (12) ) and of Fabry-Perot reference fringes 25 ϫ 10 Ϫ3 cm Ϫ1 apart (in the infrared). LIF collected by a large-angle parabolic mirror ( ϭ 70 mm) whose focus ( f ϭ 28 mm) coincides with the interaction volume is sent to a photomultiplier tube (Hamamatsu R955A) through a high-pass spectral filter. The corresponding signal is transmitted to a lock-in amplifier at 750 Hz. Under these conditions, parasitic signals due to laser stray light and to blackbody radiation at 1000 K are eliminated, allowing rather high signal-to-noise ratios. The LIF signal and the two reference ones are transmitted to a PC for data storage and analysis. A typical recording is shown in Fig. 3 , with several lines assigned to 6 LiH and 7 LiH. Note the width of sub-Doppler profiles.
Analysis of the Spectrum
Each recorded spectrum was analyzed as follows. First, the étalon fringes are treated to provide a ruler over 1 cm Ϫ1 , this procedure being used to correct the nonlinearity of the frequency scan and to get rid of possible mode hops of the laser. Second, the iodine spectrum (12) (4) . A simulated spectrum is first built from the known Hönl-London factors for a ⌺-⌺ transition and from squared dipole matrix elements ͉D vЈvЉ ͉ 2 at J ϭ 0 (14). Then, assignation of the main lines allows one to improve the Dunham parameters and to calculate a new simulated spectrum. This procedure is achieved several times, increasing the range of assigned transitions and reducing the rms error. For 6 LiH, the same treatment was done, the corresponding energy transitions being calculated by use of scaled Dunham parameters as described later. The wavenumbers of 384 lines assigned to 7 LiH and 6 LiH are displayed in Tables 1 and 2 .
III. DETERMINATION OF MOLECULAR CONSTANTS
The energies between (vЈ, JЈ) and (vЉ, JЉ) rovibrational levels are The term values T(v, J) can be expressed, as recommended by LeRoy (7), by a generalization of the Dunham level energy expansion, which is valuable for all isotopomers of the same species. For a diatomic AB molecule,
where ␣ specifies the isotopomer (␣ ϭ 1 for the isotopomer of reference) and ␣ is the usual reduced mass. the term values of a given isotopomer from the known Dunham coefficients of the reference isotopomer. As pointed out by LeRoy, since mass-dependent correction terms are additive in this expression, they may be determined directly by linear least-square fits, like the Dunham coefficients.
The description of the X 1 ⌺ ϩ state is assumed to be wellknown since accurate data (typical accuracy 0.5 ϫ 10 Ϫ3 cm Ϫ1 ) concerning rotation-vibration and rotation-rotation transitions in the ground state of both isotopomers were already published by Maki (5) and by Dulick (6) . Therefore, for our fit, we have used the 19 Dunham coefficients of X 1 ⌺ ϩ relative to 7 LiH of Dulick, and the mass-dependent correction coefficients obtained from a fit that we carried out from the data of Dulick and Maki relative to both isotopomers. Only one coefficient, ␦ 10 , is enough to define ground state term values of both isotopomers within experimental errors. The value of ␦ 10 (standard error in parentheses) is
A set of Dunham coefficients for the A 1 ⌺ ϩ state and their mass-dependent corrections is presented in the following. The ( A 1 ⌺ ϩ -X 1 ⌺ ϩ ) system of both isotopomers is fully described by using these coefficients and the ones relative to X 1 ⌺ ϩ . Our data used in the global least-squares fit are marked in Fig. 4 as squares for 7 LiH and triangles for 6 LiH. As this set is limited, we have used 87 previous data for 7 LiH (4) relative to low vibrational levels of the A state (vЈ ϭ 0 and 1, marked as empty circles on Fig. 4) . To use these data, we have assumed a larger error, 50 ϫ 10 Ϫ3 cm Ϫ1 and performed weighted least-squares fits.
Finally, to fit our line wavenumbers and the ones of Orth and Stwalley, the only adjustable coefficients are those relative to the A 1 ⌺ ϩ state. The best set of coefficients generated from this fit is presented in Table 3 . Each coefficient is given with its standard deviation Sd and the ratio R between the coefficient and its Sd value. The larger the R, the better determined is the coefficient. The ␦ lm coefficients allow us, as explained before, to deduce the 6 LiH Y lm coefficients from the straightforward expression:
The mass of 1 H, 6 Li, and 7 Li atoms have been taken from (15 Note. Sd is the standard deviation. R is the ratio between the coefficient and its standard deviation. These values are given in cm Ϫ1 . For each constant, three digits are given in addition to the significant ones. They are necessary to reproduce the wavenumbers to experimental accuracy.
IV. CONCLUSION
The realization of a LiH beam has allowed us to perform the high-resolution spectroscopic study of the A-X system. Combining the X state coefficients already published and our new data, we have been able to deduce accurate Dunham coefficients and their mass-dependent corrections to characterize the A state of both isotopomers.
