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Abstract. In this paper, we present new results on the Riemannian geometry of symmetric positive semi-definite
(SPSD) matrices. First, based on an existing approximation of the geodesic path, we introduce ap-
proximations of the logarithmic and exponential maps. Second, we present a closed-form expression
for Parallel Transport (PT). Third, we derive a canonical representation for a set of SPSD matrices.
Based on these results, we propose an algorithm for Domain Adaptation (DA) and demonstrate its
performance in two applications: fusion of hyper-spectral images and motion identification.
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1. Introduction. Recent technological advances give rise to the collection and storage
of massive complex datasets. These datasets are often high dimensional and multimodal,
calling for the development of informative representations. Since such complex data typically
do not live in a Euclidean space, standard linear analysis techniques applied directly to the
data are inappropriate. Consequently, analysis techniques based on Riemannian geometry
have attracted significant research attention. While the basic mathematical operations used
for data analysis, e.g., addition, subtraction, and comparison, are straight-forward in the
Euclidean space, they are often non-trivial or intractable in particular Riemannian spaces.
A considerable amount of literature has been published on the Riemannian geometry of
Symmetric Positive Definite (SPD) matrices, where it was shown to be useful for various
applications, e.g., in computer vision, medical data analysis, and machine learning [26, 3,
18, 16, 2, 27, 28, 4]. For example, in [26], Pennec et al. introduced the use of the affine-
invariant metric, facilitating closed-form expressions of the exponential and logarithmic maps,
in medical imaging. In [3], Barachant et al. proposed an algorithm based on the Riemannian
distance and the estimation of the Riemannian mean [23] of SPD matrices for brain computer
interface (BCI). The PT on the SPD manifold, which has a closed-form expression, was used
in [32] for DA. Similar geometric operations in other Riemannian spaces have been developed
as well, e.g., on the Grassmann manifold [1] and on the Stiefel manifold [12], and were shown
to be beneficial for a wide variety of data analysis tasks, e.g. [29].
In this paper, we consider the Riemannian geometry of symmetric positive semi-definite
(SPSD) matrices. Formally, let S+d,r denote the set of d × d SPSD matrices with a fixed
rank r < d. Based on the eigenvalue decomposition, it can be shown that any SPSD matrix
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C ∈ S+d,r can be represented by:
C = GPGT
where G ∈ Rd×r has orthonormal columns representing a point on the Grassmann manifold
and P ∈ Rr×r is an SPD matrix. This geometry extends the Riemannian geometry of SPD
matrices. In addition, it facilitates the analysis of a larger pool of data features. For example,
the SPD geometry supports the analysis of only full-rank covariance matrices. However, it is
well known that in many real-world problems, this is not the case. Often, high-dimensional
data such as gene expression data [20] and hyper-spectral imaging data [15, 25] have an
intrinsic low-rank structure, and therefore, the associated covariance matrices are not full-rank.
In addition to supporting low-rank covariance matrices, in contrast to the SPD geometry, the
SPSD geometry applies to a wide variety of kernels, graph Laplacians, and similarity matrices,
which are common data features in contemporary data analysis.
Despite the high relevance to many data analysis techniques, the usage of the Riemannian
geometry of SPSD matrices has thus far been limited, since it lacks several pivotal components.
First, there is no available explicit expression for the geodesic path in S+d,r connecting two SPSD
matrices. As a consequence, there is no definitive expression for the Riemannian distance
between two SPSD matrices, which is typically defined as the arc length of the geodesic path.
In addition, basic operations such as the logarithmic and the exponential maps, which are
derived from the geodesic path, are undefined. Second, the representation of C ∈ S+d,r by a
pair (G,P ) is not unique, posing challenges when jointly analyzing multiple SPSD matrices.
These missing components led to an avenue of research, where full-rank structure is imposed
by adding a scalar matrix to each of the given low-rank matrices [30, 13]. Essentially, this
approach “artificially” transforms the SPSD geometry into the SPD geometry by introducing
a component that does not stem from the data.
Instead, here we propose to extend the Riemannian geometry of SPSD matrices head-
on. Our developments largely rely on the work of Bonnabel and Sepulchre [7], where an
approximation of the geodesic path on the SPSD manifold was presented, giving rise to a
meaningful measure of proximity between two SPSD matrices, and on the work of Bonnabel et
al. [6], where a rank-preserving mean of a set of fixed-rank SPSD matrices was defined. First,
based on the approximation of the geodesic path in S+d,r [7], we introduce an approximation
of the logarithmic and exponential maps. Second, we present a closed-form expression for the
PT on S+d,r. Finally, using the mean of SPSD matrices proposed in [6], we derive a canonical
representation for a set of SPSD matrices.
Based on the developed mathematical infrastructure for the analysis of SPSD matrices with
a fixed rank, we address the problem of DA. Often, due to the inherent heterogeneity of many
types of datasets, useful representations usually cannot be achieved simply by considering the
union of multiple datasets. We present an algorithm for DA, which is based on the PT on S+d,r
and facilitates an informative representation of multiple heterogeneous datasets. We showcase
the performance of our algorithm in two applications. First, we demonstrate fusion of hyper-
spectral images collected by airborne sensors, which allows high-quality categorization of land-
covers in one image by training a classifier on another image. Second, we show accurate motion
identification based on recordings of motions, which is actor-independent, i.e., independent of
the actor executing these motions.
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The remainder of the paper is organized as follows. In section 2 we present preliminaries
on the Riemannian manifolds which are relevant to our work: the manifold of SPD matrices
Pd, the Grassman manifold Gd,r and the manifold of SPSD matrices with a fixed rank S+d,r.
In section 3, we describe a particular transportation map on Pd and Gd,r that is derived
from PT. Section 4 presents our approximations for the logarithmic and exponential maps
on S+d,r, the PT-driven transportation map on S+d,r, and a canonical representation for a set
of SPSD matrices. Next, we propose a new DA algorithm in section 5. Section 6 consists of
two applications of the proposed DA algorithm to real data. Finally, section 7 concludes the
paper.
2. Preliminaries. In this section, we briefly describe several known properties of the man-
ifold of SPD matrices Pd, the Grassman manifold Gd,r, and the manifold of SPSD matrices
S+d,r, which will be extensively used throughout the paper. First, we formally denote the
following sets:
• Pd – The set of d× d SPD matrices.
• S+d,r – The set of d× d SPSD matrices with rank r ≤ d.
• Gd,r – The set of r-dimensional subspaces of Rd.
• Vd,r – The set of d× r matrices with orthonormal columns: UTU = Ir for U ∈ Vd,r.
• Od – The set of d× d orthogonal matrices Od ∼= Vd,d.
In addition, given a manifold M with its Riemannian geodesic distance dR, we denote the
Fre´chet (Karcher) mean x of the set {xi ∈M}i by:
x = M ({xi}) := arg min
x∈M
∑
i
d2R (x, xi)
2.1. The manifold of SPD matrices Pd. The matrix P ∈ Rd×d is an SPD matrix if it
is symmetric and all of its eigenvalues are strictly positive. Denote the set of all d × d SPD
matrices by:
Pd =
{
P ∈ Rd×d : P = P T ,P  0
}
The set Pd can be embedded in a 12d (d+ 1) dimensional space, that is:
dim (Pd) = 1
2
d (d+ 1)
The tangent space TPPd at any point P ∈ Pd is the set of all symmetric matrices:
TPPd =
{
S ∈ Rd×d : S = ST
}
The affine invariant metric (inner product) in the tangent space TPPd is given by:
(2.1) 〈S1,S2〉P =
〈
P−
1
2S1P
− 1
2 ,P−
1
2S2P
− 1
2
〉
for any S1,S2 ∈ TPPd, where 〈·, ·〉 is the standard Euclidean inner product given by 〈A,B〉 =
Tr
{
ATB
}
.
The set Pd equipped with the affine invariant metric (2.1) gives rise to a Riemannian
manifold. Below, we outline the main properties of this manifold. For more details, we refer
the readers to [5].
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• The geodesic path from P 1 ∈ Pd to P 2 ∈ Pd can be parametrized by:
(2.2) γPP 1→P 2 (t) = P
1
2
1
(
P
− 1
2
1 P 2P
− 1
2
1
)t
P
1
2
1 , t ∈ [0, 1]
• The arc length of the geodesic path defines an affine invariant distance and is explicitly
given by:
d2P (P 1,P 2) =
∥∥∥∥log(P− 121 P 2P− 121 )∥∥∥∥2
F
=
d∑
i=1
log2
(
λi
(
P−11 P 2
))
where λi (A) is the ith eigenvalue of the matrix A, and ‖·‖F is the Frobenius norm.
• The exponential map from the point P ∈ Pd at the direction S ∈ TPPd is given by:
(2.3) Pd 3 ExpP (S) = P
1
2 exp
(
P−
1
2SP−
1
2
)
P
1
2
• The logarithmic map, which is the inverse of the exponential map, is given by:
(2.4) TPPd 3 LogP (P 0) = P
1
2 log
(
P−
1
2P 0P
− 1
2
)
P
1
2
for any P ,P 0 ∈ Pd.
• The PT ΓP 1→P 2 : TP 1Pd → TP 2Pd of the tangent vector S ∈ TP 1Pd to TP 2Pd, is
given by:
ΓP 1→P 2 (S) = ESE
T , E =
(
P 2P
−1
1
) 1
2
• Given a set of SPD matrices {P i ∈ Pd}i, a useful Euclidean vector approximation in
the tangent space TPP, where P = M ({P i}), is given by:
dP (P i,P j) ≈≥
∥∥∥Ŝi − Ŝj∥∥∥
F
where Ŝi = P
− 1
2 LogP (P i)P
− 1
2 = log
(
P
− 1
2P iP
− 1
2
)
Given a set of SPD matrices {P i ∈ Pd}i, Algorithm 2.1 can be used to obtain the Rie-
mannian SPD mean P = M ({P i}).
Algorithm 2.1 SPD Mean
Input: A set of SPD matrices {P i ∈ Pd}Ni=1
Output: The Riemannian mean P = M ({P i})
1. set P ← 1N
∑N
i P i
2. do
(a) S ← 1N
∑N
i=1 LogP (P i) B using (2.4)
(b) P ← ExpP
(
S
)
B using (2.3)
while
∥∥S∥∥
F
> 
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2.2. The Grassman manifold Gd,r. Let
(2.5) [Q] :=
{
Q
[
Qr 0
0 Qd−r
] ∣∣∣∣Q ∈ Od,Qr ∈ Or,Qd−r ∈ Od−r}
be the equivalence class of all orthogonal matrices such that their r leftmost columns span
the same subspace. If Q1,Q2 ∈ [Q], that is, the r leftmost columns have the same span, we
denote the equivalence relation by:
(2.6) Q1,Q2 ∈ [Q] ⇐⇒ Q1 ∼ Q2.
For convenience, when considering only the r leftmost columns of Q ∈ Od we sometimes
use G ∈ Vd,r (and similarly [G]) instead of Q (and [Q]), and we will state the dimensions
explicitly when necessary. This “thin representation”, using G instead of Q, gives rise to
economic implementations of most of the operations detailed below.
Let Gd,r = {[Q]} be the set of all r-dimensional subspaces of Rd, where [Q] represents any
unique r-dimensional span as in (2.5). It can also be viewed as the quotient space
Gd,r = Od
/
(Or ×Od−r)
Following [12], for computational purposes, we usually consider a single matrix, either
G ∈ Vd,r or Q ∈ Od, to represent the entire equivalence class [Q]. Throughout the paper,
when considering multiple points (subspaces) on the Grassman manifold, we assume that the
principal angels between those subspaces are strictly smaller than pi2 .
The set Gd,r can be embedded in a r (d− r) dimensional space, that is:
dim (Gd,r) = r (d− r)
The tangent space TQGd,r at [Q] ∈ Gd,r, represented by the orthogonal matrix Q ∈ Od, is
given by:
TQGd,r =
{
∆ ∈ Rd×d
∣∣∣∣∆ = QBskew}
where Bskew =
[
0 −BT
B 0
]
for any B ∈ R(d−r)×r. For simplicity, the tangent space TQGd,r
can be equivalently written as
TGGd,r =
{
G⊥B ∈ Rd×r
∣∣∣∣B ∈ R(d−r)×r}
where Q =
[
G G⊥
]
, G ∈ Vd,r, and G⊥ ∈ Vd,d−r is the orthogonal complement of G. The
inner product in TQGd,r is given by:
(2.7) 〈∆1,∆2〉Q =
1
2
〈∆1,∆2〉 = 〈B1,B2〉
where ∆i = QB
skew
i ∈ TQGd,r.
The set Gd,r and the inner product (2.7) form the Grassman manifold. Below, we outline
its main properties. For more details, we refer the readers to [12].
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• The exponential map from the point Q ∈ Od, which represents the point [Q] ∈ Gd,r,
at the direction ∆ = QBskew ∈ TQGd,r is given by:
(2.8) ExpQ (∆) = Q exp
(
Bskew
)
where
[
ExpQ (∆)
] ∈ Gd,r. For small values of t, the curve [ExpQ (t∆)] is a geodesic.
Similarly, the exponential map from the point G ∈ Vd,r, which represents the point
[G] ∈ Gd,r, at the direction G⊥B ∈ TGGd,r is given by:
(2.9) ExpG (G⊥B) = (GV cos (Σ) +U sin (Σ))V
T
where G⊥B = UΣV is a compact SVD.
• Given two points G,G0 ∈ Vd,r, representing the two points [G] , [G0] ∈ Gd,r, the
logarithmic map, which is the inverse of the exponential map, is given by:
(2.10) TGGd,r 3 LogG (G0) = U arctan (Σ)V T
where (
I −GGT )G0 (GTG0)−1 = UΣV T
is a compact SVD decomposition. Let Q =
[
G G⊥
]
and Q0 = [G0,G0,⊥]. The
tangent vector in (2.10) can be recast as
(2.11) TQGd,r 3 LogQ (Q0) = ∆ = QBskew0
where Bskew0 =
[
0 −BT0
B0 0
]
and LogG (G0) = G⊥B0.
• Given G1,G2 ∈ Vd,r, the geodesic between the two points can be computed by:
(2.12) γGG1→G2 (t) = ExpG1
(
tLogG1 (G2)
)
, t ∈ [0, 1]
Note that in general γGG1→G2 (1) ∼ G2 but not necessarily γGG1→G2 (1) = G2. We note
that the expression in (2.12) is well defined if all the principal angels between the two
subspaces [G1] and [G2] are strictly smaller than
pi
2 .
• The arc length of the geodesic path between the points [G1] ∈ Gd,r and [G2] ∈ Gd,r is
given by:
dG (G1,G2) = ‖Θ‖F
whereGT1G2 = O1 (cos Θ)O
T
2 is an SVD decomposition,O1,O2 ∈ Or, Θ = diag ([θ1, θ2, . . . , θr]),
and {θi} are known as the principal angles between the two subspaces [G1] and [G2].
• The PT of the tangent vector ∆ = QBskew ∈ TQGd,r along the geodesic ExpQ
(
t∆˜
)
where ∆˜ = QB˜
skew ∈ TQGd,r is given by:
ΓQ→ExpQ(t∆) (∆) = ExpQ
(
t∆˜
)
QT∆
= Q exp
(
tB˜
skew
)
Bskew ∈ TExpQ(t∆)Gd,r
(2.13)
Specifically, if Q˜ = ExpQ
(
∆˜
)
= Q exp
(
B˜
skew
)
we have:
Γ
Q→Q˜ (∆) = Q˜B
skew
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Figure 1: Illustration of the computation of the closest point in [Q2] to Q1 in (2.14).
Given a set of matrices {Qi ∈ Od}i, where each represents a point [Qi] ∈ Gd,r, Algo-
rithm 2.2 can be used to obtain the Riemannian mean on the Grassman manifold Q =
M ({Qi}).
LetQ1 ∈ Od andQ2 ∈ Od represent two points on Gd,r, and letG1 ∈ Vd,r andG2 ∈ Vd,r be
their r leftmost columns, respectively. When considering the Stiefel manifold Vd,r = Od/Od−r,
the closest point Q˜2 in [Q2] to Q1 is given by:
(2.14) Q˜2 = ΠQ1 (Q2) := ExpQ1
(
LogQ1 (Q2)
)
= ExpQ1
(
Q1B
skew
2
)
= Q1 exp
(
Bskew2
)
where the logarithmic map is computed using (2.10) and (2.11), and the exponential map is
computed using (2.8). See Figure 1 for illustration. Using the compact representations G1
and G2, (2.14) can be simply recast as
(2.15) G˜2 = ΠG1 (G2) := ExpG1
(
LogG1 (G2)
)
= G2O2O
T
1
where GT1G2 = O1ΣO
T
2 is an SVD decomposition. This result will be heavily used in re-
mainder of the paper.
Algorithm 2.2 Grassman Mean
Input: A set of matrices {Gi ∈ Vd,r}i, each represents a point [Gi] ∈ Gd,r
Output: The Grassman mean G = M ({Gi})
1. set G← G1
2. do
(a) ∆← 1N
∑N
i=1 LogG (Qi) B using (2.10)
(b) G← ExpG
(
∆
)
B using (2.9)
while
∥∥∆∥∥
F
> 
2.3. The manifold of SPSD S+d,r. The set of all d × d SPSD matrices with a fixed rank
r < d is given by
S+d,r =
{
C ∈ Rd×d : C = CT ,C  0, rank (C) = r
}
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Since any C ∈ S+d,r can be represented by:
C = GPGT
where G ∈ Vd,r and P ∈ Pr, Bonnabel and Sepulchre [7] proposed the following structure
space representation
C ∼= (G,P )
We note that this representation is not unique since
C = GPGT = (GO)
(
OTPO
)
(GO)T
and therefore
C ∼= (GO,OTPO)
for any O ∈ Or. In other words, the set S+d,r can be written as the quotient manifold
S+d,r ∼= (Vd,r × Pr)
/Or
Using the structure space, the set S+d,r can be embedded in rd− 12r (r − 1) dimensional space,
that is:
dim
(
S+d,r
)
= rd− 1
2
r (r − 1)
The tangent space T(G,P )S+d,r in the structure space is given by:
T(G,P )S+d,r = {(∆,S) : ∆ ∈ TGGd,r,S ∈ TPPr}
The inner product in the tangent space T(G,P )S+d,r is given by:
(2.16) 〈(∆1,S1) , (∆2,S2)〉(G,P ) = 〈∆1,∆2〉G + k 〈S1,S2〉P , k > 0
where (∆i,Si) ∈ T(G,P )S+d,r.
There is no definitive expression for the geodesic path between two points on the manifold.
Bonnabel and Sepulchre [7] proposed the following approximation in the structure space. Let
C1 ∼= (G1,P 1) and C2 ∼= (G2,P 2) be two points on S+d,r such that G2 := ΠG1 (G2). Then,
the approximate geodesic path between C1 and C2 is given by:
(2.17) γ˜C1→C2 (t) = G (t)P (t)G
T (t) , t ∈ [0, 1]
where G (t) = γGG1→G2 (t) and P (t) = γ
P
P 1→P 2 (t) as in (2.2) and (2.12). In addition, the
length of the curve γ˜C1→C2 is given by:
(2.18) l2 (γ˜C1→C2) = d
2
G (G1,G2) + kd
2
P (P 1,P 2) , k > 0
We note that this is not a distance on S+d,r, since it does not satisfy the triangle inequality.
For more details on the SPSD manifold, we refer the readers to [7].
Given a set of SPSD matrices
{
Ci ∈ S+d,r
}
i
, an algorithm to compute a point which
admits the desirable property of the geometric mean was proposed in [6]. The algorithm is
summarized in Algorithm 2.3.
We remark that the lack of definitive expression for the geodesic path entails that there
is also no definitive expression for the logarithmic and exponential maps.
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Algorithm 2.3 Riemannian Mean of SPSD matrices as proposed in [6]
Input: A set of SPSD matrices
{
Ci ∈ S+d,r
}N
i=1
Output: The proposed mean C = GPG
T
1. Obtain the Grassman mean G:
(a) Obtain Gi ∈ Vd,r, the range of Ci (e.g., by using SVD)
(b) Compute G ∈ Vd,r, the Grassman mean of {Gi}Ni=1 B using Algorithm 2.2
2. Obtain the SPD mean P :
(a) Compute Oi and Oi using SVD:
GTi G = OiΣiOi
(b) Set P i = OiO
T
i G
T
i CiGiOiO
T
i ∈ Pr
(c) Compute P = M ({P i}), the SPD mean of {P i}Ni=1 B using Algorithm 2.1
3. Set C = GTG
T
3. Transportation on a Riemannian manifold. In this section, we study a transport
map of a set of points with respect to two reference points on a Riemannian manifold. This
transportation gives the foundation to the proposed DA, as we will show in the sequel. We
begin with a general definition.
Definition 3.1. Consider a set of points X = {xi ∈M}Nxi=1 on a Riemmanian manifold M.
Let x = M (X ) be the Riemannian mean of the set, and let y ∈M be a target mean.
We call a transport map ϕx→y : M→M an isometric transport of X from x to y, if it
satisfies the following two properties.
1. ϕx→y preserves pairwise distances: d (xi, xj) = d (ϕx→y (xi) , ϕx→y (xj)).
2. The mean of the transported set is y, that is M ({ϕx→y (X )}) = y.
By the above definition, given such a transport map ϕx→y, any composition of “rotation”
about y (in the Riemannian sense) applied to ϕx→y (X ) also satisfied Definition 3.1.
In order to resolve this degree of freedom, we focus on transport maps defined as follows.
Let Γx→y : TxM→TyM be the PT from TxM to TyM on the manifold M. Based on Γx→y,
we define the transport map Γ+x→y :M→M as follows
x˜i = Γ
+
x→y (xi) := Expy (Γx→y (Logx (xi))) ,
for any xi ∈ X . Namely, the map Γ+x→y is a composition of three steps:
1. Applying the logarithmic map to xi and obtaining the corresponding vector ξi ∈ TxM:
ξi = Logx (xi) .
2. Applying PT to ξi from TxM to TyM:
ξ˜i = Γx→y (ξi) .
3. Applying the exponential map to ξ˜i and obtaining the point x˜i ∈M:
x˜i = Expy
(
ξ˜i
)
.
10 O. YAIR, A. LAHAV, R. TALMON
This transport is derived from PT with one important distinction: while PT maps points from
tangent space to tangent space, this transport maps points from the manifold to the manifold.
The extra degree of freedom associated with Definition 3.1 is resolved by considering the
map Γ+x→y, because the parallel transports Γx→y we consider on the specific manifolds of
interest are with respect to the Levi-Civita connection. The Levi-Civita connection is the
unique torsion-free metric connection. As a result, such parallel transports along a curve are
torsion-free, i.e., they preserve the inner products on the various tangent spaces, circumventing
the “screw around the curve”.
In the following, we will show that the specifications of Γ+x→y to the manifolds Pd and Gd,r
satisfy Definition 3.1. In addition, we will provide compact and closed-form expressions for
these transports.
3.1. Γ+ on Pd. Let X = {P i ∈ Pd}Nxi=1 be a set of points on Pd with mean M (X ) = P ∈
Pd, and let R ∈ Pd be a target mean. In [32], it was shown that Γ+P→R : Pd → Pd can be
written in a compact (linear) form:
(3.1) Γ+
P→R (P i) = EP iE
T ,
where
(3.2) E =
(
RP
−1) 12
= P
1
2
(
P
− 1
2RP
− 1
2
) 1
2
P
− 1
2 .
Direct computation yields that Γ+
P→R admits the properties of Definition 3.1. First, Γ
+
P→R
is isometric, i.e., it preserves the pairwise distances; for any P 1,P 2 ∈ Pd
dPd
(
Γ+
P→R (P 1) ,Γ
+
P→R (P 2)
)
= dPd
(
EP 1E
T ,EP 2E
T
)
= dPd (P 1,P 2) ,
where the latter transition is because dPd is affine invariant. Second, the mean of the trans-
ported set coincides with the target mean, that is
M
(
Γ+
P→R (X )
)
= M
(
EXET ) =
(∗)
EM (X )ET
= EPET =
(∗∗)
P
1
2
(
P
− 1
2RP
− 1
2
)
P
1
2 = R
(3.3)
where in (∗) we use the congruence invariance property of geometric mean (see [5]), and in
(∗∗) we plug (3.2).
Suppose that R is the Riemannian mean of another set Y = {Ri ∈ Pd}Nxi=1. In addition to
satisfying Definition 3.1, the transported set {Γ+
P→R (P i) |P i ∈ X}
Nx
i=1 coincides with Y under
the conditions specified in the following statement.
Proposition 3.2. Let {P i}i be a set of points on Pd with the Riemannian mean P . Consider
the map t : Pd → Pd defined by
Ri = t(P i) = TP iT
T
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where T ∈ GLd. Let R be the Riemannian mean of the resulting set {Ri}i. The following
holds
Γ+
P→R (P i) = Ri, ∀i
if and only if T is of the form T = P
1
2BP
− 1
2 where either B  0 or B ≺ 0.
See the proof in the Supplementary Material (SM).
Note that on Pd, one can overload the PT operator ΓP→R with the manifold transportation
Γ+
P→R, that is
(3.4) Γ+
P→R (P i) = ΓP→R (P i) = EP iE
T .
3.2. Γ+ on Gd,r. Let X = {[Q]i ∈ Gd,r}Nxi=1 be a set of points on Gd,r with mean M (X ) =[
Q
]
, and let
[
V
] ∈ Gd,r be a target mean. On the Grassman manifold, we have an equivalent
result to (3.4), giving rise to a closed-form expression of Γ+
Q→V .
Proposition 3.3. Let Q ∈ [Q] and V ∈ [V ] be two points in Od, such that V = ΠQ (V ).
Define Γ+
Q→V : Gd,r → Gd,r by
(3.5) Γ+
Q→V (Qi) = ExpV
(
ΓQ→V
(
LogQ (Qi)
))
Then
(3.6) Γ+
Q→V (Qi) ∼ ΓQ→V (Qi) = V Q
T
Qi
where ∼ is the equivalent class as in (2.6), and if Qi is chosen such that Qi = ΠQ (Qi), then
the equivalence becomes equality:
(3.7) Γ+
Q→V (Qi) = ΓQ→V (Qi) = V Q
T
Qi
See the proof in the SM. We remark that in (3.5), we apply the map Γ+
Q→V to a matrix
Qi ∈ Od in [Qi], rather than to [Qi]. Similarly, the range of the map is also written as if
it is in Od rather than in Gd,r. For simplicity, we continue with this slight abuse of notation
throughout the paper.
Using Proposition 3.3, we show that Γ+
Q→V satisfies the properties of Definition 3.1. First,
from (3.6), since Q,V ∈ Od, Γ+Q→V is a unitary transformation, and therefore it preserves
the pairwise distances. That is
dG
(
Γ+
Q→V (Q1) ,Γ
+
Q→V (Q2)
)
= dG (Q1,Q2) .
Second, the mean of the transported set coincides with the target mean. Namely
(3.8) M
(
Γ+
Q→V (X )
)
= M
(
V Q
TX
)
=
(∗)
V Q
T
M (X ) = V QTQ = V
where (∗) is due to the fact that the mean of a rotated set is the rotated mean (see [6]).
12 O. YAIR, A. LAHAV, R. TALMON
In the spirit of the three steps comprising Γ+, the maps Γ+
P→R on the Pd and Γ
+
Q→V
on Gd,r can be recast as three steps defined on the respective manifolds rather than via the
tangent planes. On P, using (3.1) and (3.2) we can write
(3.9) Γ+
P→R = f
−1
P ◦ gP ◦ fP
where
fP (P i) = P
− 1
2P iP
− 1
2
and
gP (P i) =
(
P
− 1
2RP
− 1
2
) 1
2
P i
(
P
− 1
2RP
− 1
2
) 1
2
Similarly on G, using (2.13) we can write
(3.10) Γ+
Q→V = f
−1
G ◦ gG ◦ fG
where
fG (Qi) = Q
T
Qi
and
gG (Qi) = Q
T
V Qi
On both manifolds, the map f transports the cloud of points to the identity (so the new
mean is I), and the map g transports the cloud from the identity to “R over P ”, namely(
P
− 1
2RP
− 1
2
) 1
2
, on Pd, and to “V over Q”, namely Q−1V = QTV (since Q ∈ Od), on Gd,r.
Finally, f−1 maps the cloud to R (on Pd) and V (on Gd,r).
4. Transportation on S+d,r. In this section we derive a transportation Γ˜+ : S+d,r → S+d,r in a
similar manner to Γ+ on Pd and Gd,r, which are presented in subsection 3.1 and subsection 3.2,
respectively. Given two points C,Y ∈ S+d,r, let Γ˜+ : S+d,r → S+d,r be a composition of three
steps: (i) projection to the tangent space TCS+d,r, (ii) transportation between the two tangent
spaces TCS+d,r → TY S+d,r, and (iii) projection back from TY S+d,r to the manifold S+d,r. The
implementation used in subsection 3.1 and subsection 3.2 comprises the logarithmic map, PT
and the exponential map. However, the logarithmic and the exponential maps in S+d,r have no
explicit expressions, and there are no existing numerical methods to compute these operators.
Therefore, here we propose approximations of these operators, which in turn facilitate the
construction of a transportation Γ˜+ : S+d,r → S+d,r, which could be viewed as the counterpart
of Γ+ from section 3 on S+d,r. However, in contrast to Γ+, since there is no known method to
compute the geodesic distance on S+d,r, Γ˜+ is not guaranteed to admit the isometry property
in Definition 3.1. Nevertheless, we will show that Γ˜+ is useful for DA, similarly to Γ+ on Pd
[32].
SPSD RIEMMANIAN GEOMETRY WITH APPLICATION TO DA 13
4.1. Operations on S+d,r. The maps Γ+ on Pd and Gd,r require the exponential and the
logarithmic maps as well as PT, which are derived from the geodesics. Here, we present
approximations to the logarithmic map and to the exponential map on S+d,r based on the
approximation of the geodesic given in (2.17). The presented approximations make use of
the structure space representation introduced in subsection 2.3, that is, any SPSD matrix
Ci ∈ S+d,r can be represented as Ci ∼= (Gi,P i) where Gi ∈ Vd,r and P i ∈ Pr.
Formally, given the curve γ˜(G1,P 1)→(G2,P 2) (t) between the two points (G1,P 1) and (G2,P 2)
such that G2 = ΠG1 (G2) as in (2.17), we define an approximate of the logarithmic map
L˜(G1,P 1) : S+d,r → T(G1,P 1)S+d,r using the derivative of γ˜ (rather than the geodesic):
L˜(G1,P 1) (G2,P 2) =
˙˜γ(G1,P 1)→(G2,P 2) (0)
=
(
γ˙GG1→G2 (0) , γ˙
P
P 1→P 2 (0)
)
=
(
LogG1 (G2) ,LogP 1 (P 2)
)(4.1)
Accordingly, an approximate of the exponential map E˜(G1,P 1) : T(G1,P 1)S+d,r → S+d,r, which is
the inverse map of the approximate logarithmic map, is given by:
(4.2) E˜(G1,P 1) (∆,S) = L˜
−1
(∆,S) =
(
ExpG1 (∆) ,ExpP 1 (S)
)
where (∆,S) ∈ T(G1,P 1)S+d,r.
Lastly, the PT, denoted by Γ(G1,P 1)→(G2,P 2) : T(G1,P 1)S+d,r → T(G2,P 2)S+d,r, can be ex-
pressed explicitly without any approximation:
(4.3) Γ(G1,P 1)→(G2,P 2) (∆,S) = (ΓG1→G2 (∆) ,ΓP 1→P 2 (S))
for any (∆,S) ∈ T(G1,P 1)S+d,r.
Seemingly, equipped with the three operations defined above, we are ready for the con-
struction of the transportation Γ˜+ on S+d,r. However, the expression in (4.1) is true only when
G2 = ΠG1 (G2). Therefore, in subsection 4.2 we verify that this condition is met, and in
subsection 4.3 we present the construction of Γ˜+.
4.2. Canonical representation. Let C =
{
Ci ∈ S+d,r
∣∣∣∣Ci ∼= (U i,T i)}N
i=1
be a set of SPSD
matrices with some arbitrary structure space representation Ci ∼= (U i,T i). Recall that the
structure space representation is not unique, that is Ci ∼= (U i,T i) ∼=
(
U iO
T
i ,OiT iO
T
i
)
for
any Oi ∈ Or. Let
[
G
]
= M ({[U i]}) be the Grassman mean of the ranges of the SPSD
matrices {Ci}. In this subsection, we reduce the number of degrees of freedom stemming
from the possible arbitrary choice of {Oi}Ni=1 by fixing a representative matrix G ∈
[
G
]
(any
representative will do) and deriving a structure space representation Ci ∼= (Gi,P i) such that
Gi = ΠG (Gi). This particular structure space representation allows us to apply (4.1) to the
set C.
Formally, let C ∈ S+d,r be the Riemannian mean of C on S+d,r, and let G ∈
[
G
]
where both
means can be obtained by Algorithm 2.3. Set P = G
T
CG ∈ Pr such that C ∼=
(
G,P
)
, and
consider the following canonical representation
(4.4) Ci ∼= (Gi,P i)
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Figure 2: Illustration of the canonical representation.
[
G
]
is the mean of the set {[U i]}.
We peak a representative G (red point) and rotate each U i to Gi (green points) such that
Gi = ΠG (Gi) = ΠG (U i).
where Gi = ΠG (U i), and P i = G
T
i CiGi. This ‘alignment’ procedure is illustrated in Fig-
ure 2.
The proposed canonical representation (4.4) admits the following properties. First, since
Gi ∼ U i for all i, the mean G of {U i}i coincides with the mean of {Gi}i, namely,
[
G
]
=
M ({[U i]}) = M ({[Gi]}). Second, as shown in [6], it follows from Algorithm 2.3 that the
mean of {P i} is indeed P = M ({P i}i).
In addition, after applying the approximate logarithmic map L˜ (4.1) to the set C, the
vectors in the tangent space T(G,P )S+d,r are centered around the origin. This stems from the
above two properties. Specifically, taking the arithmetic mean of vectors obtained by applying
L˜ to the canonical representations {(Gi,P i)i} results in
(4.5)
1
N
N∑
i=1
L˜(G,P ) (Gi,P i) =
1
N
(
N∑
i=1
logG (Gi) ,
N∑
i=1
logP (P i)
)
= (0,0)
since the arithmetic means of the vectors in TGGd,r and TPPr, namely
∑N
i=1 logG (Gi) and∑N
i=1 logP (P i), lie at the origin, because G = M ({[Gi]}) and P = M ({Pi}), respectively.
Importantly, since the obtained vectors are centered at the origin, they can provide an ap-
proximation of the points (Gi,P i) in a linear vector space.
4.3. Γ˜+ on S+d,r. Let Γ˜+C→Y (Ci) denote a transport of the set C from its mean C ∼=(
G,P
)
to a new center of mass Y ∼= (V ,R). Suppose C ∼= (G,P ) is the canonical repre-
sentation and suppose that V = ΠG
(
V
)
and R = V
T
Y V .
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With the above preparation, define:
Γ˜+
C→Y (Ci)
∼= Γ˜+
(G,P )→(V ,R) (Gi,P i)
:=
(
Γ+
G→V (Gi) ,Γ
+
P→R (P i)
)
=
(
OQ
T
Gi,EP iE
T
)
∼= OQTGiEP iETGTi QOT
(4.6)
where Ci ∼= (Gi,P i) is the canonical representation (see (4.4)), Q is an orthogonal completion
of G, O is an orthogonal completion of V such that O = ΠQ
(
O
)
(see (2.14)), and E =(
RP
−1) 12
.
Since M ({OGi}i) = V and M
({
EP iE
T
}
i
)
= R (see (3.3) and (3.8), respectively), the
mean of the transported set Γ˜+ (C) is indeed M
(
Γ˜+ (C)
)
= Y ∼= (V ,R) satisfying property
2 in Definition 3.1.
5. Domain adaptation on S+d,r. Consider two sets X = {xi ∈M}Nxi=1 and Y = {yj ∈M}Nyj=1,
on a Riemannian manifold M. Suppose the two sets are intrinsically homogeneous but con-
centrated on different parts of the manifold, and thus, the two sets can be viewed as if they
live in different domains. To concur with the literature on DA, we will call X the source
domain and Y the target domain. Multiple factors can contribute to this nuisance difference
between the sets, such as different acquisition systems, sensing equipment, environments, and
configurations, to name but a few. The goal of DA is to mitigate the difference between
the two sets and to provide a new representation of their union, such that any subsequent
processing and analysis applied to the union could be unaware of their original partition and
could treat them as one homogeneous set.
For this purpose of DA, when the data lie on Pd, it was shown that applying Γ+ to one
set, transporting the data from its Riemannian mean to the Riemannian mean of the other
set, gives rise to the desired outcome [32]. Analogously, when the data lie on Gd,r, one could
apply Γ+ on Gd,r in a similar manner, and arguably, could expect similar performance as Γ+
on Pd, since the two variants of Γ+ satisfy the two properties of Definition 3.1, making them
useful for DA. Namely, on Pd and on Gd,r, the transportation is “rigid”, that is, Γ+ preserves
pairwise distances and “matches” the means.
Here, we propose to utilize Γ˜+ derived in subsection 4.3 for DA on S+d,r. As discussed in
section 4, there is no definitive way to compute the pairwise distances on S+d,r, and therefore,
Γ˜+ is not guaranteed to admit property 1 of Definition 3.1. Nevertheless, it does satisfy
property 2, and, as we show in section 6, it indeed facilitates a useful DA on the manifold of
SPSD matrices.
LetX and Y be the Riemannian means of X =
{
Xi ∈ S+d,r
}Nx
i=1
and Y =
{
Y j ∈ S+d,r
}Ny
j=1
,
respectively. Let X ∼= (G,P ) and Xi ∼= (Gi,P i) be the canonical representation of the mean
and the SPSD matrices in X in the structure space as in (4.4). In addition, let V ∈ Vd,r be
16 O. YAIR, A. LAHAV, R. TALMON
the Grassman mean of the ranges of the SPSD matrices in Y such that V = ΠG
(
V
)
. Denote
R := V
T
Y V
so that
Y ∼= (V ,R)
These representations led in (4.6) to the following explicit form of Γ˜+
X→Y
Γ˜+
X→Y (Xi) = OQ
T
GiEP iE
TGTi QO
T
With the above preparation, the proposed DA algorithm culminates in the application of
Γ˜+
X→Y to every SPSD matrix Xi in X , obtaining a new representation X˜i. The complete
DA algorithm is given in Algorithm 5.1.
The proposed algorithm has several important features for DA. (i) The algorithm does not
require many data points, because the computation of Γ˜+ only depends on coarse estimates
of the two means X = M (X ) and Y = M (Y). (ii) Once Γ˜+ is computed, it can be applied
to new unseen data. Let X? be a new (unseen) point obtained from the source domain, then
X˜
?
= Γ˜+
X→Y (X
?) is the corresponding out of sample extension. (iii) The extension of the
algorithm to multiple data sets is straight-forward. When more than two sets are given, one
set can be designated as a reference (target) set, and then, all the remaining (source) sets are
transported (one-by-one) to that reference set. Recall that Γ˜+ is completely unsupervised,
namely, no labels are required. Hence, any set can be chosen as the reference set.
One shortcoming of the algorithm is that it makes use only of the first order statistics.
Namely, if two source sets X1 and X2 have different high order statistics but share the same
mean X1 = X2, the transportations Γ˜
+
X1→Y and Γ˜
+
X2→Y (to Y ) are identical. For large
data sets, where higher order statistics can be accurately estimated, we outline two possible
modifications. First, based on [22], the proposed algorithm can be supplemented with a
second moments alignment step. Specifically, recall that Γ˜+ is a composition of three steps:
(i) projection to the tangent space, (ii) application of PT, and (iii) projection back to the
manifold. Let
{(
∆˜i, S˜i
)
∈ T(V ,R)S+d,r
}Nx
i=1
be the tangent vectors obtained after step (ii).
Instead of projecting back to the manifold at step (iii), we propose to project the target set Y
to T(V ,R)S+d,r as well. Now, the sets (the transported source set and the projected target set)
are points in a vector space. This allow us to rotate the source set
{(
∆˜i, S˜i
)
∈ T(V ,R)S+d,r
}Nx
i=1
such that its second moments are aligned with the second moments of the target set. In order
to overcome the ambiguity in the orientation of the rotation, in [22], it was proposed to rotate
each axis according to the smaller angle.
The second modification is based on [10] and [33], where DA is carried out by solving a
regularized optimal transport problem [9]. There, the cost is based on the (squared) length
of the curve γ˜Xi→Y j , and the transportation is applied using a weighted mean. Since the
length of the curve γ˜ is not a metric and the weighted mean on S+d,r needs to be developed,
we postpone the development of this transportation to future work. We note that such a
transformation does not aim to preserve pairwise distances, but rather, to align the respective
distributions of the two sets X and Y.
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Algorithm 5.1 DA on S+d,r
Input: Two sets of SPSD matrices X =
{
Xi ∈ S+d,r
}Nx
i=1
and Y =
{
Y i ∈ S+d,r
}Ny
i=1
.
Output: The set X˜ =
{
X˜i ∈ S+d,r
}Nx
i=1
adapted to the domain of Y.
1. Obtain the means of X and Y:
(a) Compute the SPSD and Grassman means of X and Y B using Algorithm 2.3
i. X ∈ S+d,r and G ∈ Vd,r for X
ii. Y ∈ S+d,r and V ∈ Vd,r for Y
(b) Set V ← ΠG
(
V
)
B using (2.15)
(c) Set P = G
T
XG and R = V
T
Y V
2. For i = 1, 2 . . . , Nx:
(a) Compute the canonical representation: Xi ∼= (Gi,P i) such thatGi = ΠG (Gi)
B see (4.4)
(b) Compute (B see (4.6)):(
G˜i, P˜ i
)
= Γ˜+
(G,P )→(V ,R) (Gi,P i) =
(
OQ
T
Gi,EP iE
T
)
where Q is an orthogonal completion of G, O is an orthogonal completion of
V such that O = ΠQ
(
O
)
(see (2.14)), and E =
(
RP
−1) 12
.
(c) Set:
X˜i = G˜iP˜ iG˜
T
i
6. Experimental study.
6.1. Hyper-spectral imaging. To demonstrate our proposed algorithm for DA we apply
it to a real hyper-spectral dataset. Hyper-Spectral Imaging (HSI) measures multiple spectral
bands of the light reflected from a spatial area. Recent technological advances allow for the
acquisition of hundreds of spectral bands which encode rich information on the captured scene.
Therefore, a large and growing number of studies have addressed the challenge of analyzing
and processing hyper-spectral images for various purposes, such as classification [11, 13, 14],
change detection [31] and target detection [19].
A well known problem in analyzing two or more hyper-spectral images is the inherent
diversity between different images. This diversity could be the result of differences in illumi-
nation, viewing angle, sensor configuration, and even the type of sensors. In order to analyze
two different images, or to exploit the model learned from one image, say, I(1), for analysis
tasks in another image, say, I(2), DA is required. We next explain how we apply our approach
to this purpose.
Consider a hyper-spectral image organized in a 3D cube I ∈ Rnx×ny×nb , which is also
referred as the hyper-spectral cube, where nx and ny are the spatial dimensions and nb is the
number of spectral bands. Let pi ∈ Rnb , i = 1, 2, . . . , nxny, be the ith pixel of I representing
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a local spectral signature. Recently, it was shown in [13] that a good spatial-spectral feature
of pi, which expresses the relations between the spectral bands, is the local covariance matrix
Xi ∈ Rnb×nb , given by:
(6.1) Xi =
1
|Ni| − 1
∑
pj∈Ni
(
pj − µi
) (
pj − µi
)T
where Ni are the J nearest neighbors of pi from all the pixels in a patch of size W × W
centered at pi, and µi =
1
|Ni|
∑
pj∈Ni pj . The nearest neighbors are chosen with respect to
the angular (cosine) similarity:
θij = arccos
(
pTi pj
‖pi‖2
∥∥pj∥∥2
)
A common assumption in HSI is that the spectral signature pi is a linear combination of a
small number r < nb of spectral profiles [34, 17]. According to this assumption, Xi is an
SPSD matrix with rank r. Therefore, we can use our approach to adapt two (or more) hyper-
spectral images I(1) ∈ Rn(1)x ×n(1)y ×nb and I(2) ∈ Rn(2)x ×n(2)y ×nb as follows: (i) Compute the local
covariance matrices X (1) = {X(1)i ∈ S+nb,r}
n
(1)
x n
(1)
y
i=1 , of pixels from I
(1) and the local covariance
matrices X (2) = {X(2)i ∈ S+nb,r}
n
(2)
x n
(2)
y
i=1 , of pixels from I
(2). (ii) Transport X (1) to the domain
of X (2) by applying Algorithm 5.1 (giving rise to X˜ (1)).
We apply our method for the purpose of adapting hyper-spectral images of the same scene
but with different time of acquisition, taken from the Greding dataset [14]. After removing
rows and columns with non-valid pixels, the dimensions of the images are nx = 626, ny = 591
and nb = 127. Figure 3 shows an RGB representation (3 channels) of two images from the
Greding dataset: Greding Village1 refl, denoted by I(1), and Greding Village3 refl,
denoted by I(2). It can be visually observed that at least the illumination in these two images
is different.
For the local covariance computation in (6.1), we use the same parameters as in [13]:
patch size W = 25, number of neighbor pixels J = 220, and we set the rank to be r = 40
because empirically it attains good performance. A similar rank was reported in [13]. To
reduce the computational load of Algorithm 5.1, we use subsets of 500 matrices X (1)s ⊂ X (1)
and X (2)s ⊂ X (2) chosen randomly for the mean computation in step 1(a), instead of the entire
sets.
In order to use a feasible amount of memory, after applying Algorithm 5.1 we represent
each SPSD matrix only by its 40 principal components computed as follows: (i) compute
the logarithmic map approximation in (4.1) for each X ∈ X (1) ∪ X (2) , (ii) compute the 40
principal directions of X (1)s ∪ X (2)s in the tangent space, and (iii) project each vector in the
tangent space on the obtained principal directions.
The obtained DA is evaluated by using 6 land-cover labels from the Greding dataset: dark
roof, red roof, concrete, soil, grass and tree. We denote the set of local covariance matrices in
I(1) after applying Algorithm 5.1 by X˜ (1). Figure 4(a) and Figure 4(b) show the two principal
components (PC) of 400 matrices from X (1) ∪X (2) and X˜ (1) ∪X (2) respectively, where points
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(a) (b)
Figure 3: RGB representation (3 channels) of the two hyperspectral images I(1) and I(2),
from the Greding dataset [14].
are colored according to the land-cover labels. As can be seen in Figure 4(a), points from
X (1), marked by circles, and points from X (2), marked by asterisks, with the same label (color)
reside in different regions. Conversely, in Figure 4(b), after applying Algorithm 5.1, we observe
that points both from X˜ (1) and from X (2) with the same label lie at the same region.
To evaluate our method numerically, we repeat the experiment reported in [14]. We
train an SVM classifier on 10% of the local covariance matrices in X˜ (1) and test it on X (2).
We remark that pixels at the boundaries and pixels without enough valid neighbors for the
covariance estimation are ignored. We consider only pixels with at least 500 valid neighbors,
which applies to 95% of the labeled pixels. Figure 5 illustrates the classification results in the
image plain, where pixels are colored according to their predicted class. We use the following
Cohen’s kappa [8] to objectively evaluate the classification results:
κ =
po − pe
1− pe
where po is the classification accuracy and pe is given by:
pe =
1
N2
∑
k
n
(T )
k n
(P )
k
where N is the number of observations to be classified, n
(T )
k and n
(P )
k is the true and predicted
number of observation in class k, respectively. After applying Algorithm 5.1, the obtained
Cohen’s kappa of the SVM classifier is κ = 0.923, while without DA it is only κ = 0.550.
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Table 1: Comparison of the classification results after applying different DA algorithms. The
column “Unsupervised” indicates that the algorithm does not require labels. The column
“Unpaired” indicates that the algorithm is not restricted to images which are defined on a
common grid. The column “Generic” indicates that the algorithm could be used for different
datasets and is not specifically-tailored for HSI.
Algorithm Unsupervised Unpaired Generic κ (SVM)
NFNalign
√
0.975
re-normalization
√ √
0.942
STCA
√
0.901
KEMA
√ √
0.932
GFK
√ √ √
0.920
Proposed
√ √ √
0.923
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(a)
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(b)
Figure 4: First 2 PC of 400 covariance matrices. Matrices computed in image I(1) marked by
circles, and matrices computed in image I(2) marked by asterisks: (a) before DA, (b) after
DA using Algorithm 5.1 .Points are colored according to the land-cover classes.
Table 1 compares our results to other DA algorithms reported in [14]. We note that according
to the reported setting in [14], the STCA, KEMA, GFK and NFNalign algorithms used the
reflectance mode for image I(1) and the radiance mode for I(2), while the re-normalization
and our algorithm used the reflectance mode for both images.
6.2. Motion recognition. In this experiment, we use the proposed method to apply do-
main adaption to the motion capture database HDM05 which is described in [24]. The HDM05
dataset contains more than 70 motion classes in 10 to 50 realizations executed by various ac-
tors. Some motions for example are: a cartwheel (left hand start), a clap (1 repetition), and a
clap above head (1 repetition). The dataset contains recordings from five different actors that
we denote for simplicity by Actor #1 to Actor #5. The data are acquired from 31 markers
SPSD RIEMMANIAN GEOMETRY WITH APPLICATION TO DA 21
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Figure 5: Classification results. Labeled pixels are colored according to the predicted land-
cover classes: (a) before DA, (b) after DA using Algorithm 5.1 and (c) ground truth.
that are attached to the actor’s body throughout the motion, see Figure 6(a). Specifically,
each marker provides a 3D position at each time frame, see Figure 6(b). A single motion is
about 3 second long recorded at 120Hz sampling rate. Overall, we write the ith motion of the
kth actor as
m
(k)
i = R
31×3×T (k)i
where the first dimension represents a specific marker, the second dimension represents the
x, y, z coordinates, and T
(k)
i ≈ 360 is the number of frames in the motion. From each motion
m
(k)
i , we compute the X
(k)
i ∈ R93×93 covariance matrix (by flattening the first two dimensions
of m
(k)
i into a column stack vector). Empirically, we found that only four eigenvalues are
consistently greater than zero for most X
(k)
i . Thus, we set the fixed rank to r = 4, and as a
consequence, we view the covariance matrices as points on S+93,4.
To demonstrate the need for domain adaption between different actors, we take Actors
#1 and #3 and consider all motions with more than 20 repetitions (combined). This provides
us with the two sets
{
X
(1)
i
}48
i=1
and
{
X
(3)
i
}42
i=1
. Figure 7(a) presents the 2D representation
obtained by projecting the union
{
X
(1)
i
}48
i=1
∪
{
X
(3)
i
}42
i=1
to the tangent plane TCS+d,r where
C is the mean of the union using (4.1). Next, we apply tSNE [21] to the obtained vectors and
using the induced metric by the inner product (2.16) with k = 1. Motions corresponding to
Actor #1 are marked by circles (with black edges) and motions corresponding to Actor #3 are
marked by asterisks. Different colors correspond to different motion types. We observe that
the same motions by different actors do not reside in the same vicinity. To circumvent this
undesired discrepancy we apply Algorithm 5.1 to
{
X
(1)
i
}48
i=1
and
{
X
(3)
i
}42
i=1
and obtain the
new SPSD representation
{
X˜
(1)
i
}48
i=1
. Figure 7(b) presents the 2D representation obtained
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Figure 6: (a) The 31 markers attached to the actor’s body. (b) A frame from a cartwheel
motion. Both images were taken from [24].
by applying tSNE to the union
{
X˜
(1)
i
}48
i=1
∪
{
X
(3)
i
}42
i=1
. We now observe that the same type
of motions recorded from different actors reside in the same vicinity, thereby implying that we
have achieved a meaningful DA between the two actors. Figure 8 is similar to Figure 7 but with
Actors #2 and #3 (instead of #1 and #3). To provide quantitative results, we train linear
SVM classifiers using the SPSD matrices of each actor and test the classification accuracy
on all other actors. Specifically, given the two sets of SPSD matrices matrices
{
X
(k1)
i
}
i
and{
X
(k2)
i
}
i
, the classifiers were trained in the tangent space TXS93,4 where X is the mean of the
union X = M
({
X
(k1)
i
}
∪
{
X
(k2)
i
})
. We repeat this experiment twice, once before applying
Algorithm 5.1 that is, we use
{
X
(k1)
i
}
i
and
{
X
(k2)
i
}
i
, and once after applying Algorithm 5.1,
that is, we use
{
X˜
(k1)
i
}
i
and
{
X
(k2)
i
}
i
. We note that we omit Actor #4 since the number
of common motions between this actor and all other actors is too small. Table 2(a) presents
the classification accuracy obtained before applying Algorithm 5.1. Table 2(b) presents the
classification accuracy obtained after applying Algorithm 5.1. We observe that in all cases
(except one) applying Algorithm 5.1 indeed improve the classification accuracy significantly.
7. Conclusions. Data analysis techniques using Riemannian geometry have proven to be
useful in a broad range of fields. In this work, we extend existing results on the Riemannian
geometry of SPSD matrices and establish a convenient framework for developing data analysis
methods that rely on SPSD matrices as the data features. Notable examples for such fea-
tures are (low rank) covariance matrices, various kernel matrices, and graph Laplacians. We
demonstrate the usefulness of this framework and propose an algorithm for DA using PT on
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Figure 7: (a) 2D tSNE representation of the SPSD matrices
{
X
(1)
i
}48
i=1
∪
{
X
(3)
i
}42
i=1
(b) 2D
tSNE representation of the SPSD matrices
{
X˜
(1)
i
}48
i=1
∪
{
X
(3)
i
}42
i=1
, where X˜
(1)
i are the SPSD
matrics obtained by Algorithm 5.1
Figure 8: (a) 2D tSNE representation of the SPSD matrices
{
X
(2)
i
}48
i=1
∪
{
X
(3)
i
}42
i=1
(b) 2D
tSNE representation of the SPSD matrices
{
X˜
(2)
i
}48
i=1
∪
{
X
(3)
i
}42
i=1
, where X˜
(2)
i are the SPSD
matrices obtained by Algorithm 5.1.
the manifold of SPSD matrices. We test the algorithm on two applications, hyper-spectral
image fusion and motion identification, and observe good performance.
While the present work follows common practice and the experimental study focuses on
covariance matrices, we intend in future work to examine other SPSD matrices. Perhaps the
most significant future direction is the examination of graph Laplacians, which are inherently
fixed-rank SPSD matrices and facilitate the representation of entire graphs as data features.
Acknowledgments. The data used in this project was obtained from HDM05 [24]. We
thank Wolfgang Gross for making the data from [14] available.
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Table 2: Motion recognition classification accuracy. (a) Classification without DA. Overall
accuracy is 75.91% (b) Classification using Algorithm 5.1. Overall accuracy is 96.73%.
XXXXXXXXXTrain
Test
#1 #2 #3 #5
#1 92.36 45.83 96.00
#2 97.62 95.83 95.83
#3 29.17 91.67 87.50
#5 98.75 95.83 83.33
(a)
XXXXXXXXXTrain
Test
#1 #2 #3 #5
#1 97.92 86.11 96.00
#2 100 95.83 100
#3 100 100 100
#5 85.00 100 100
(b)
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8. Supplementary materials.
Proposition 8.1. Let X = {P i}i be a set of points on Pd with the Riemannian mean P .
Consider the map t : Pd → Pd defined by
Ri = t(P i) = TP iT
T
where T ∈ GLd. Let R be the Riemannian mean of the resulting set {Ri}i . The following
holds
Γ+
P→R (P i) = Ri, ∀i
if and only if T is of the form T = P
1
2BP
− 1
2 where either B  0 or B ≺ 0.
Proof. Using the congruence invariance property of the geometric mean (see [5]), we have:
R = TPT T
Note that
E =
(
RP
−1) 12
=
(
TPT TP
−1) 12
=
(
P
1
2P
− 1
2TPT TP
− 1
2P
− 1
2
) 1
2
= P
1
2
(
P
− 1
2TPT TP
− 1
2
) 1
2
P
− 1
2
First direction. Assume T = P
1
2BP
− 1
2 , then:
E = P
1
2
(
P
− 1
2TPT TP
− 1
2
) 1
2
P
− 1
2
= P
1
2
(
P
− 1
2P
1
2BP
− 1
2PP
− 1
2BP
1
2P
− 1
2
) 1
2
P
− 1
2
= P
1
2 (BB)
1
2 P
− 1
2
= ±T
There will be a + sign if B  0 and a − sign if B ≺ 0. Hence:
Γ+
P→R (P i) = EP iE
T = (±T )P i (±T )T = Ri
Second direction. First, recall that
E = P
1
2
(
P
− 1
2TPT TP
− 1
2
) 1
2
P
− 1
2
and let B :=
(
P
− 1
2TPT TP
− 1
2
) 1
2  0 thus:
E = P
1
2BP
− 1
2 .
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Hence, it is enough to show that
T = ±E = P
1
2 (±B)P−
1
2 .
Assume the mapping is exact, that is:
EP iE
T = TP iT
T , ∀P i ∈ X
then, without loss of generality, we consider P i = I ∈ X for some i, and thus:
EET = TT T
leading to
I = E−1TT TE−T =
(
E−1T
) (
E−1T
)T
which implies that E−1 T = U is unitary. Now, from
EP iE
T = TP iT
T , ∀P i ∈ X
we have
P i =
(
E−1T
)
P i
(
E−1T
)T
= UP iU
T , ∀P i ∈ X
Again, without loss of generality, assume there exists P j ∈ X with unique eigenvalues, and
thus, also with unique eigenvectors (up to a sign). Let v and λ be an eigenvector and its
corresponding eigenvalue, such that:
P jv = λv
Since P i = UP iU
T for all P i ∈ X we have
=⇒ UP jUTv = λv
and thus:
P jU
Tv = λUTv
Since, the eigenvectors are unique, we have:
v = ±UTv
Since this is true for the all the eigenvectors of P j we have:
U = ±I
So that
E−1 T = ±I
which can be recast as
T = ±E
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Proposition 8.2. Let Q ∈ [Q] and V ∈ [V ] be two points in Od, such that V = ΠQ (V ).
Define Γ+
Q→V : Gd,r → Gd,r by
(8.1) Γ+
Q→V (Qi) = ExpV
(
ΓQ→V
(
LogQ (Qi)
))
Then
(8.2) Γ+
Q→V (Qi) ∼ ΓQ→V (Qi) = V Q
T
Qi
where ∼ is the equivalent class, and if Qi is chosen such that Qi = ΠQ (Qi), then the equiva-
lence become equality:
(8.3) Γ+
Q→V (Qi) = ΓQ→V (Qi) = V Q
T
Qi
Proof. Let
QBskew = LogQ (Qi) ∈ TQGd,r
Thus
Γ+
Q→V (Qi) = ExpV
(
ΓQ→V
(
LogQ (Qi)
))
= ExpV
(
ΓQ→V
(
QBskew
))
= ExpV
(
V Bskew
)
= V exp
(
Bskew
)
= V Q
T
Qexp
(
Bskew
)
︸ ︷︷ ︸
∼Qi
∼ V QTQi
