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properties of the Fourier transformation of its elements. ‘1 1991 Academic Press. Inc. 
1. INTRODUCTION AND MAIN RESULT 
Generalized Brownian functionals have been studied by many authors, 
e.g., [AHP90, Ch89a, FK89, Hi75, Hi85, HKPS, HPS88, HPS 89, 
KU 90, Kr 83, KT 80, KY 89, Kuo 83, Le 89, Me 83, MY 87, MY 89, 
NZ 89, PO 87, PO 88, PY 89, SH 83, Su 85, Su 88, Wa 83, Yo 903. Roughly 
speaking, the spaces of such functionals fall into two classes, which are 
described as follows. 
Let (E) be a space of smooth Brownian functionals, and let (E)* be its 
dual-a space of generalized Brownian functionals. Let n E N and assume 
that f’“’ E y* ), where : denotes symmetrization. Suppose furthermore 
that the n-fold Wiener integral Z,,(f”“) of f(“’ belongs to (E) (this is the 
case for all spaces studied in the above quoted papers). Let @E (E)* and 
set 
F’“‘(f’“‘) : = $ (@, In(p))), (1.1) 
where (., .) denotes the dual pairing between (E)* and (E). Obviously, 
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F”” is a linear functional on y+), and suppose furthermore that it is 
continuous. Again, this is true for the all the spaces discussed in the 
papers mentioned above. Then two classes of spaces (E)* are distinguished 
according to whether F (” belongs to L*( [Wn) (cf. [Kr 83, Me 83, PO 87, 
PO 88, Su 85, Su 88, Wa 831 for such spaces) or whether F’“’ is more 
singular. The last class has been introduced by Hida in [Hi 751, and we 
call elements in such spaces henceforth Hida distributions. 
Hida distributions were used in many domains of applications, such as 
quantum mechanics (in particular for “Feynman integrals”) [FPS 91, 
SH 82, SH 831, quantum field theory [AHP 89, AHP 903, stochastic partial 
differential equations [Ch 89, NZ 893, anticipating stochastic differential 
equations [KP 891. 
There is one particular space of Hida distributions, denoted by (Y)*, 
which recently played a quite dominant role-as well in more theoretical 
investigations (cf., e.g., [HPS 88, KT 80, KY 89, Le 89b, MY 89, PY 89, 
KU 90, Yo 903) as in applications [AHP 89, AHP 90, HPS 88, PR 90, 
PY 891. The purpose of this note is to give a characterization of the 
elements in (Y)*. 
Let us quickly review the construction of (9 )*, at the same time setting 
up some notation. Throughout this paper, we shall work in the framework 
of white noise analysis (cf., e.g., [Hi 75, Hi 80, HKPS, KT 80, Kuo 83b], 
and references quoted therein). For notational simplicity we shall use in 
this and the next section white noise with one-dimensional time parameter. 
However, all notions and results are readily generalized to higher dimen- 
sional time parameters. This will be used in some of the examples in 
Section 3. 
(sP’(rW), g’, p) denotes the probability space of white noise. Here Y’(R) 
is the Schwartz space of tempered istributions, $!I the a-algebra generated 
by the weak topology, and ~1 is the standard Gaussian measure determined 
by the scalar product of L’( [w), i.e., if < E Y( [w) and we denote the pairing 
between Y’(R) and y(R) by ( ., ), then 
s exP(i (x, 5 > 1 dp(.v) = exp( - 4 I< 1 i). Y’(R) (1.2) 
In the last equation 1 .I2 denotes the norm of L*(rW). 
As is well known, (L*)=L*(Y’(Iw), dp) is isomorphic to the symmetric 
Fock space over L’(R) (cf., e.g., [Hi 70, Ne 73, Si 743). Therefore, each 
cp E (~5~) is in one-to-one correspondence with a sequence (f’“‘, no tVO) 
n 
of elements in ,5*(/V), where N, denotes the non-negative integers. 
Furthermore 
(1.3) 
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The isomorphism between (L’) and the symmetric Fock space can be 
implemented with the aid of either of the following transformations [Hi 80, 
KT SO]: 
Yd5) := i‘,,,, d-u+ 5) M-~)* (1.4) 
Fcp(() := J exp(iCsh 5: > 1 CP(~Y) 4dM~), (1.5) 
Y’(R) 
where 5 E Y( R). Note that both transformations are closely related since 
the translation formula for Gaussian measures (e.g., [Kuo 7.51) yields 
.Yq(x)=exp(-$14:) jexp((.\-,S))cp(x)~~(.u). (1.6) 
Let A denote the self-adjoint extension in L’(R) of 
/q”(u)= -f’“(u)+ (1 +u’jJ‘(u), .fEWR). 
For p E R + , the (completed) ,C’( R)-domain of AP will be denoted by Y,(R). 
It is a Hilbert space with Hilbertian norm 1 .]Z,P. The second quantization 
f(A) of A (e.g., [Ne 73, Si 741) can be defined as the self-adjoint extension 
(in (I,‘)) of the operator 
(f(A) : exp( ( , 5)) :)(s) =: exp( (x, A[)):, XEY’(R), j’EY(R), 
(1.7) 
where we have used the notation 
:exp(A(.,r)):=exp(i(.,<)-$.‘)51:), E”EC. (1.8) 
Note that T(A ) > 1. 
By B we will denote the algebra of polynomials over Y’(R), i.e., an 
element P in 9 is of the form 
Pb)=P((-?5,),“‘, (-%r,)). x E Y’(R), (1.9) 
where 5,) . . . . r,, E Y(R) and p is a polynomial on R”. It is not hard to see 
that 9 belongs to the domain of f(A)P for every p E R. Define the following 
family of norms on 9: 
IIPII,,, := II~(~)PPllr~ PER (1.10) 
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the last norm being the one of (L’). (y),, p E R,, denotes the completion 
of B under the norm 11 .]12,pr (Y)), denotes the dual of (y)p. Define 
(9) := proj -lim(Y),, 
PEN 
(1.11) 
and let (Y)* denote its dual. 
(Y) is a nuclear Frechet algebra (e.g., [HPS 88, KT 80, KY 89, PY 891) 
and 
(1.12) 
If @ is an element of (Y )*, then the sequence (F’“‘, n E N, ), where F’“’ 
is defined as in (1.1 ), satisfies 
f n! I(ApP)@nF’“JIf<~, forsome peNO. (1.13) 
,I = 0 
The sum in (1.13) is by the definition the square of the (Yj-,-norm, 
II Q, II 2, --p’ of @ and the norm under the sum in ( 1.13) is denoted by 
I F@)12. -,,. Conversely, given a sequence of symmetric distributions F’“’ 
admitting (1.13), then it defines a unique element in (Y)*. This is so 
because from (1.1) one can construct the action of @ on 9 and the 
convergence property (1.13) allows the continuous linear extension to (9) 
(in fact to (y)p). 
It is not hard to check that for all < E y( W) and all 1 E C, the functional 
x H exp(l ( X, 5 ) ) is an element in (Y ). Therefore, the transformations Y
and y defined in (1.4) and (1.5) extend to (y)* as 
Y@(5) = (@, :exp((., 4:)) :>, (1.14) 
S@(t)= <@,exp(i (., 5))). (1.15) 
In order to state our main results, let us make the following definition. 
DEFINITION 1.1. Let F be a complex-valued functional on Y(R). We 
call F a U-functional, if and only if the following conditions are satisfied: 
C.l. For all 5, rl E Y(R), the mapping A H F(r] + 20, 1 E R, has an 
entire analytic extension, which will be denoted as F(q + At ), z E C; 
C.2. There exists a PE N,, so that the entire function ZH F(zt) is of 
order less than 2, uniformly on the unit ball in yp(R); i.e., there exist p E N, 
and C > 0 so that for all t E Y(R) with 14 Iz,p d 1 and all sufficiently large 
r > 0, 
sup ( F(z<)( <e=“. (1.16) 
ZEC,IZl<I 
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Remark. Conditions C. 1 and C.2 are equivalent to conditions C. 1 and 
C.2’. There exist p E N, and C,, C, > 0, so that for all z E C, 
5 E Y(R), 
I F(=4)1 dc, exp(C, 1=12 Itli.,). (1.17) 
Spaces of analytic functions on infinite dimensional spaces have been 
investigated by a number of authors. We would like to mention in par- 
ticular the works of Bargmann [ Ba 611, Dwyer [Dw 711, Kondrat’ev 
[Ko SO], P. Kree [Kr 72, Kr 73. Kr 793, and Segal [Se 62, Se 783. In a 
recent paper [ Le 89b], Lee has independently considered spaces of analytic 
functions which arise as the Y-transforms of spaces of white noise 
functionals. He studied the BargmannSegal spaces of such functions over 
$40,(R), p E Z. His results and ours complement each other (see also below). 
Our main result is the following theorem. 
THEOREM 1.2. If @E (9’ )* then Y@ is a U-functional. Conversely,, lf F 
is a U-functional, then there is a unique @ in (Y)*, so that Y@ = F. 
Remark. Lee shows that @ E (9 ),, p E Z, if and only if its Y-transform 
belongs to the Bargmann-Segal space K[Xp(R), n,!2] [Le 89b, 
Corollary 2.121. Hence it follows that the space of U-functionals is the 
union of the spaces K[$( R), n,:,], p E N, which provides another charac- 
terization of (y)* in terms of the analytic properties of its Y-transform. 
Due to relations (1.8), (1.14), and (1.15) we have as an immediate 
consequence the following result. 
COROLLARY 1.3. If @ E (9 )* then T@ is a U-functional. Conversely: l/ 
F is a U-functional, then there is a unique @ in (9’)*, so that T@ = F. 
In [PY 891 it is shown that the space (y)* includes the space g* of 
generalized Brownian functionals introduced by Meyer [Me 831 (cf. also 
[Kr 83, Wa 831). Therefore 
COROLLARY 1.4. Whenever @ E 9’*, then its Y and Y--transforms are 
U-functionals. 
It would be interesting to see if it is possible to sharpen the bounds in 
Section 2 in such a way that one can characterize the elements in Q* 
similarly as in Theorem 1.2. 
Here are two other consequences of Theorem 1.2 and Corollary 1.3 
which are based on the trivial observation that the space of U-functionals 
is an algebra under pointwise multiplication. 
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COROLLARY 1.5. Assume that @ and Y are elements in (Y)*. Then there 
exists an element @ 0 Y in (Y)*, called the Wick product of @ and ul, so 
that for every 5 E Y( R ) 
Y(@ 0 Y)(~)=Y@(~).YY(;‘). (1.18) 
In other words, (Y)* is an algebra under the Wick product. 
The last result has also been proved in [MY 891. 
COROLLARY 1.6. Assume that V, and Ye are two measures on 8, which 
are represented by positive elements in (9’ )*. Then so is their convolution. 
Proof The convolution v, * \r2 has Fourier transformation given by the 
product of the Fourier transformations of v, and \fz, respectively. By our 
assumption, the latter are U-functionals (namely the y-transforms of the 
corresponding representants in (9 )*), and so is their product. 1 
Another proof of Corollary 1.6 can be found in [PY 891. 
Theorem 1.2, Corollary 1.3, and Theorem 2.7 (see Section 2) have 
already found various applications. In [KP 891 these results were used to 
establish existence and uniqueness of weak solutions for a class of 
anticipating stochastic differential equations. In [PS 90a] Theorem 1.2 was 
applied to random or quantum fields satisfying a so-called d-bound. As a 
result, such fields have invariant states (“vacua”) which are represented by 
positive Hida distributions. In particular it is shown there that this is so for 
the (physical) vacua of P(d),-theories. Also, the discussion of the Feynman 
integral as a Hida distribution in [FPS 911 relies on our results here. 
Finally, we want to mention an application to the Cameron-Martin theory 
of affme transformations on Y’(R): every measure on (Y’(R), a) which 
is represented in (Y)* (cf. [Yo 903) has under strongly continuous 
affine transformations a generalized Radon-Nikodym derivative in (Y)* 
[ PS 90b]. 
A result analogous to Theorem 1.2 concerning the characterization of the 
space (9) of test functionals has been given by Kondrat’ev in [Ko SO] and 
independently this result was proved (and applied) in [KPS 911. 
The proof of Theorem 1.2 is contained in Section 2. Also, we prove there 
a result about how one can conclude strong convergence of elements in 
(Y)* from (pointwise) convergence of the corresponding U-functionals. 
Section 3 is devoted to the study of examples. 
2. PROOF OF THEOREM 1.2 
We prove Theorem 1.2 in several steps. 
LEMMA 2.1. Assume that @ E (9’ )*. Then Y@ is a U-functional. 
218 POTTHOFF AND STREIT 
Proof: Q, E (Y)* implies that there exists p E N, so that @ E (Y) --p. 
Moreover, @ is in one-to-one correspondence with a sequence (Fen’, 
n~fY4,), F’“l~YGnl, so that (1.1) holds and 
Equation (2.1) follows from a simple direct computation. 
Put 
L. 
Note that 
f(z; <) := c ?(F’“‘, {@‘I), ZEC. 
PI = 0 
Therefore for r > 0, 
cc 
( -r. 1 6 n;o;(‘.z IWf.,)” )I:‘( f n! IF(‘q, J’ n=O 
= Il@l12.-pexp(!jr2 It I:.,). 
The last estimate proves at the same time that f( .; 5) is entire analytic for 
every 5 E Y(R), and that its order is bounded by 2, uniformly on the unit ball 
of $40,(R). It remains to show that L H Y@(q + A{) has an entire extension 
for all q, 5 E Y(R). To this end write 
where aV= @: e(“qj : E (Y)*, since (Y) is an algebra. By the preceding 
argument we have that Y@J@) has an entire analytic extension in 2, and 
the proof is finished. i 
Remark. The bound 2 of the order is optimal as explicit examples (e.g., 
in [AHP 90a]) show. 
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LEMMA 2.2. Assume that F: Y(R) + @ is a U-functional. Then there 
exists 0 E (Y)* so that Y@ = F, 
We break the proof into a sequence of propositions. We shall use the 
following notations: 
f(z;5,rl):=F(q+,-t) 
f(2; 0 :=f(z; t, 0). 
PROPOSITION 2.3. Assume that F is as above. Then F is everywhere 
infinitely often Griteaux differentiable in every direction of Y(R), and for 
every n E N and all 4, q E Y(W) the following holds: 
(0; L rl)= (QY(vl), 
where D, denotes the GSteaux derivative in direction 5. In particular, 
(0; t)=(D;F)(W 
Proof: Let l, q E Y(R). For n = 1 we have 
( 1 pr (0;8,II)=fi_m,1~‘(f(1;r,rl)-f(O:5,s)) z 
= (D;FNrl). 
The statement follows now by iteration. 1 
Due to Proposition 2.3 we may write the power series expansion of 
f (z; cl ) around z = 0 as follows. 
f(z; t)= f z’If’“‘(~) (2.2a) 
rr = 0 
= f zn; (D;F)(O). 
n=O n. 
(2.2b) 
Since F is everywhere Gateaux differentiable with respect to 5 E Y( R), 
the mapping r H D,F(O), from Y(R) into @ is linear. Consequently, it 
follows from (2.2) that f (n) has an extension to an n-multilinear form F’“’ 
on Y(R) via the polarization identity: for 5,) . . . . 5, E Y(R), we set 
F’“‘( 5, , . . . . en,=; i (-l)“-” 1 f’“‘(&,+ ... +t,,). (2.3) 
‘k=l /,< ... </k 
580.101 l-15 
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PROPOSWION 2.4. Assume thut F is us aboae, There exist p E N, and a 
constant C > 0, so that -for all mfficientljv large n E N, and ail r E 9’( I&!) 
l.f’“‘(()1 <(n!)-“‘C,, /{I:,‘.,. (2.4) 
ProoJ: Assume for the moment that 5 is such that / c 1 l,p = 1. Cauchy’s 
inequality gives the bound 
for any r > 0. It follows from ( 1.16) that 1 ,f’“‘( <)I 6 r II exp( Cr’). Choosing 
r=v & and using Stirling’s theorem we obtain the estimate (2.4) for the 
case l<\z,p= 1. In the general case, (2.4) follows because f”” is 
homogeneous of degree n (cf. (2.2)). 1 
By polarization an analogous bound holds for F’“’ considered as an 
n-multilinear form. 
PROPOSITION 2.5. There exist p E N, and C > 0 so that for all sufficientl~~ 
large n E N and all <, , . . . . 4, E Y( l%) 
1 F’“‘( r,, . . . . (,,)I d (n!)-‘,‘C” fi 15kIz.p. (2.5) 
k=l 
Proof: Again, let first ) rk I 2,p = 1 for all k = 1, 2, . . . . n. The polarization 
identity (2.3) and the bound from Proposition 2.4 yield 
lF’“‘(5,, . .. . r,)I <f ‘k=, ,,,“,, If’“‘(5~~+ i ... + <,,)I 
1. 
Now estimate x1,< CC 16 (k!)-’ n“. Then C;=, x1,< <,k 1 Ge”. Using 
Stirling’s theorem we thus obtain the bound 
I F(‘*)( {, , . . . . (,,)I <(n!)-’ ’ c”, 
for some constant C> 0. Finally, multilinearity of F(“’ shows that the 
bound (2.5) holds for general <,, . . . . [,EY([W). 1 
FROWSITION 2.6. There exists a q E N, and a p, 0 < p < 1, so that for all 
neN, 
IF’“‘12,~,b(n!)-“Zpn. (2.6) 
HIDA DISTRIBUTIONS 221 
Proof: Choose C large enough so that the bound of Proposition 2.5 
holds for all n E IV,,. Let (ek, k E N) be a complete orthonormal system in 
L’(R) which lies in Y(R). Then 
IF’“)If,-q= C IF”“(ApYek,,.. 
k,, ../ k? 
<(n!)-’ C2” 1 I) 
k,. x-2 j= I 
/ T. 
=@!)- p 
LC 
IA (4-Plekl; n 
k-0 > 
=(n!)-‘(c211A-‘-q~.S,)H. 
Now observe that II A-’ )I = l/2 and that for every CI > l/2, A e-Z has finite 
Hilbert-Schmidt norm. Thus, if we choose q large enough, we obtain 
p=c IIA-(“-“‘I/,,,< 1. a 
Proof of Lemma2.2. For 5 ,,..., <,EY(R), let :(.,<,)...(.,5,z): be 
the polynomial defined by 
:(x, (, ) ... (x, 5,): 
= dA, . . . ?A,, “’ :exp((sy$‘kik)):/ *,=,,- zi,=o. (2.7) 
Note that every element in d maybe written as a finite sum of polynomials 
of the type (2.7). Thus, if we put 
(~,:(.,5,)...(.,5,):)=n!F’“)(5 ,,..., (,), (2.8) 
and extend this definition linearly to 9, we have defined @ on 9. In order 
to show that DE (Y)* we only need to check that for some q E No, 
f,n! IF’“‘If,/,<rn. 
But this is obvious by the estimate of Proposition 2.6. Furthermore, an 
elementary computation (using, for example, (2.7)) shows that 
Y@(() = f F’“‘((, . ..) 5) 
?I=0 
= f f’“‘(5) 
n = 0 
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=.f(l; 0 
= F(:), 
which completes the proof. 1 
It is clear that we have proved Theorem 1.2. 
The following result is an easy consequence of Theorem 1.2 and its proof. 
It turns out to be very useful in applications. 
THEOREM 2.1. Assume that F,l, n E N, and F are U-functionals and let 
@,,, n E N, and @, respecticel~~, denote the associated Hida distributions in 
(9’)*. Then the following are equitjalent: 
(a) The sequence (@,, , b E N ) comerges strongly to @. 
(b) The sequence (F,,, n E N ) converges pointwise to F andfor all large 
enough n E N, the order-estimate ( 1.16) ho1d.y for eLlerJ! F,, uniformly in n. 
Proof. To show that (a) implies (b) is a simple exercise along the lines 
of the proof of Lemma 2.1, which is left to the interested reader. 
Let us show that (b) implies (a). Since (9) is nuclear, it is sufficient to 
show weak convergence of the sequence (@,,, n E N). 
Next we have to observe that the algebra ,d of exponential functionals, 
generated by {exp(/L( ., 5)); 2 E R, 5 E Y(R)), is dense in (Y). A simple 
argument to see this can be based on Theorem 1.2: Let @E(Y)* and 
assume that for all AER, (E.??(R), we have (@,exp(A(.,l))=O. This 
implies that the entire analytic function f (z; 5) is zero on the reals for every 
5 E Y(R). Therefore f (z; 5) must be identically zero and consequently 
@ = 0. Since (Y) is a Frechet space we may apply the Hahn-Banach 
Theorem to conclude that .d is dense. 
Hence, our hypothesis implies that the sequence (@,, n E N) converges to 
@ on a total, and therefore on a dense subset. It remains to argue that the 
sequence (@,,, n E N) is bounded in some (Y)),. But this follows 
immediately from the estimate of Proposition 2.6 and the proof of 
Lemma 2.2. 1 
Remarks. It would be desirable to sharpen the bound of Proposi- 
tion 2.6 in order to make a precise statement about the degree of the Hida 
distribution defined by a U-functional. This would also localize the 
convergence result of the last theorem. 
Lee has a result [Le 89b, Corollary 3.41 which compares (equivalently) 
the norm of (Y’), with a certain norm defined for the Y-transforms of its 
elements. Clearly one can get also from this an equivalence between strong 
convergence in (Y)* and convergence of the sequence of Y-transforms. 
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3. EXAMPLES 
In this section we consider a number of examples. Many of them have 
been constructed and discussed elsewhere before. However, the application 
of Theorem 1.2 provides much easier proofs. In fact, in most of the 
following examples a glance at the expressions is sufficient to decide 
whether or not one has an element in (9’)* at hand. 
Since some time the authors of the present paper have been curious 
whether the measures of other Levy-Khintchin type processes-par- 
ticularly the noise of the Poisson process-are represented by a positive 
element in (Y)*. These measures have a characteristic functional given by 
(cf., e.g., [Hi 701 or [GV 641) 
> 1 dv(u)dr . (3.1) 
where 5 E Y(R), and v is an appropriate positive measure on R 
(cf. [GV 64, 111.4.31). From the results in [LO 77, II. Sect. 6, Corollary 21 
it is clear that the only admissible choice of \I is zero: otherwise C(5) can 
not be a U-functional. In particular, it is impossible to represent the 
measure of Poisson white noise via an element in (Y)*-its characteristic 
functional is given by 
C,(t) = exp iR (e’:“‘- 1 - it(r)) dt], 9EY([w), 
and is obviously of infinite order. 
EXAMPLE 3.1. Let rr E N and p be a polynomial on R”. Choose 
)I,, . . . . J,, E 9”(R) and set 
Clearly, F is a U-functional. Slightly informally we denote the corre- 
sponding element in (Y)* by 
:A(-~, J’I >, . ..7 <XT j’,, >)I, XEY’(R). 
In particular, we may consider 
F(5) = C(t)“, tER. 
224 POTTHOFF AND STREIT 
In this case we write : X(I)” : for the corresponding Hida distribution. 
Generalized white noise functionals of this kind were among the examples 
discussed in [Hi 751. 
EXAMPLE 3.2. Let ~9 EY’( I&!), nE @, and set 
F(O=exp(i(.v,<)), <E.Y’(R). 
It is obvious that F is a U-functional. The respective Hida distribution is 
denoted by :exp( A ( ., J* ) ) :. For further discussion of this example see also 
[Kuo 83b]. 
EXAMPLE 3.3. Let Q be a quadratic form on Y(R) and assume that 
there exist C > 0 and p E N, so that 
IP( ~cl~l;.,. 
Let A E @ and put 
F(t) =exp(@(S)). 
Again it is obvious that F is a U-functional and therefore it is the Y 
(respectively Y)-transform of an element in (Y)*. Of special importance is 
the case where Q is determined by a self-adjoint operator on L’(R). 
Examples of this type have been studied in [AHP 90b, HPS 88, Kuo 83b, 
SH 831. 
EXAMPLE 3.4. Let f’be an entire analytic function of order less or equal 
to two (cf. [Ti 391). Let J’E.Y’(R) and set 
F(t)=f((.~, i’)j. 
The assumption on f’ implies (cf. [Ti 39, 8.31) that the power series coef- 
ficients f, of f satisfy I .f, ( d Cn! - “2, for some C> 0 and all sufficiently 
large n E N. Therefore, for some n, E N and some p E N, 
Consequently, F is a U-functional and the above construction provides a 
HIDA DISTRIBUTIONS 225 
large class of new Hida distributions in (Y)*. Furthermore, if .f‘ above is 
positive definite, then so is the U-functional F: 
Yokoi’s theorem [Yo 901 implies, that F is the r-transform of a positive 
element in (y)*. Again by a theorem in [Yo 901, we know that this 
positive Hida distribution represents a finite measure on 2. 
EXAMPLE 3.5. Consider Donsker’s delta function 6(a - B(t)), where a, 
t E [w and B(r) is a one-dimensional Brownian motion. It is not hard to 
compute informally the Y-transform of this expression (cf. also [Hi 831). 
It is given by 
which is obvious a U-functional, showing that Donsker’s delta function is 
an element in (y)*. For other proofs we refer to [Hi 83, Kuo 83, SY 891. 
EXAMPLE 3.6. Let YE Y’(R) and consider the evaluation mapping 
6, : cp H cp( u), e.g., for cp belonging to the algebra spanned by functionals 
of the form (1.8). Then 6,. has an Y-transform given by the U-functional 
expC-+ I#+ (r, t)]. 
Thus we know, that 6, extends to a continuous linear functional on (Y ). 
This example was first discussed in [KY 901. 
Now we turn our attention to examples stemming from quantum field 
theory. We refer the interested reader to [AH 77, GJ 81, Ne 73, Si 741 and 
references quoted there for the necessary background. 
EXAMPLE 3.7. Consider the ground state and Gibbs state measures of 
the Sine-Gordon and Hoegh-Krohn models in two space-time dimensions. 
The correlation inequalities given in [AH 77, Gi 861 show that each of 
these four measures has a characteristic functional with absolute value 
dominated by C,exp(C, ) Sri:.,), r~y”(rW~), for some PE N, C,, C2 >O. 
Here, we have to choose d = 1 for the ground state measures and d = 2 for 
the Gibbs states. Consequently, these measures are represented by elements 
in (y)*. These examples were studied in [AHP 89, AHP 901. 
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EXAMPLE 3.8. Take a Euclidean P(4)? measure v as constructed in 
[Fr 771. Frohlich proves the bound [Fr 77, Theorem 4.61 
where m is the degree ( > 2) of the polynomial P, and 5 E Y( R’ ). It is now 
straightforward to show that the characteristic functional of 11 is a U-func- 
tional. We prove the necessary estimate only for the norm I I,~+,z ~, ), 
m > 2, the other cases follow by the same argument. Let 4 E Y(R’) and 
p < 2. Put fjl(u) = (1 + I u I ‘)‘, u E R’, and choose x > 0 large enough. Then 
we have the estimation 
where 4-l + l/2 =p- ‘. Thus we may now conclude that the measure v is 
represented by an element in (Y)*. Also this class of examples has been 
considered in [ AHP 901. 
In [PS 90a] we have shown how to use so-called &bounds (e.g., 
[He 761) to prove that also the ground state measures of P(4),-models are 
represented by Hida distributions. It is important to consider the ground 
state measures of quantum field theories, since their associated Dirichlet 
forms define the physical Hamilton operator of the theory, mathematically 
the generator of a (“Euclidean”) Markov field. 
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