1. Introduction. Let / and X be positive integers and p a positive odd prime. Suppose further that P is an ideal of norm p f in a finite extension F of the rational field. In (2), which will also be referred to as I in the present paper, we obtained the number of solutions N s (m) of the quadratic congruence, ( where m and n are arbitrary integers of F, and the a t and 13 1 are integers of F prime to P.
As in I we make use of the theory of exponential sums in algebraic number fields. However, the method of the paper requires only the most elementary properties of the generalized Cauchy-Gauss sums ( §2). The function N s (m, n) is completely and explicitly evaluated in Theorem 1 ( §3), and on the basis of this result, precise solvability criteria for the congruences (1.2) are deduced in §4 (Theorem 2). In contrast with the three cases of insolvability of (1.1) obtained in I (see the Remark at the end of the present paper), there are thirteen cases in which the simultaneous congruences (1.2) may have no solutions (Theorem 2). Another striking difference between the results for the two problems lies in the fact that (1.1) is always solvable for s > 3, while the minimal value of 5 such that the pair of congruences (1.2) is always solvable is 5 = 5 (Corollary (2.1)).
In the special case X = 1, the congruences in (1.2) may be interpreted as simultaneous equations in the Galois field GF(p f ). The problem of determining N s (m, n) in this case was solved in [3] , with comparatively simple results. In that paper it was shown that N\(m, n) > 0 in case X = 1. By contrast, if X > 1, two distinct cases of insolvability may occur in (1.2) when 5 = 4 (see Theorem 2) . In addition, there exist only four insolvable cases of (1.2) in case X = 1, as compared with thirteen in the case of arbitrary X.
Another important special case arises when/ = 1, in which case (1.2) may be viewed as a simultaneous pair of rational congruences (mod £ x ). This problem was considered by O'Connor, using a quite different method, in connection with a more general investigation (4). However, his results were fragmentary except in the case X = 1. The results of the present paper can therefore be viewed as a completion and extension of some of O'Connor's results on rational congruences.
Exponential sums.
Let us choose an ideal C of F, not divisible by the prime ideal P, such that 6 = PC is principal. Any integer p of F has a representation (mod P x ) of the form p == 0'f where X > t > 0 and (£, P) = 1. In this representation t is uniquely determined and, in addition, £ is uniquely determined Suppose that X > & > 0 and let a and 6 be integers of F. The notation ^(a) will be used to denote the Legendre symbol (a/P) in F. We now introduce several trigonometric sums which will be needed in our discussion: 
For a more detailed discussion of these sums we refer to I. The function S k (a, b) has the following reduction property (cf. Carlitz (1, Lemma 3) in the rational case). LEMMA 
If k > 0 and a is defined as in (2.6) then for P odd
(2.12) S*(a,V)=p ft e^t{-r 2 /p)G*-t (M) or 0
according as b is or is not divisible by P , r being defined by b
Proof. A complete residue system (mod P k ) is given by x = 6 k~l + z where y and z range over complete residue systems modulo P l and P k~l respectively. Hence, by the elementary properties of e k (p) y we have
But since s + r//x and z range together over complete residue systems (mod P k~l ), the Lemma follows immediately.
Evaluation of N s {m, n).
In the remainder of the paper/, X, and s will denote positive integers. As in the Introduction, P will represent an odd prime ideal of F with norm p f , p being a rational odd prime. The letters a u /3* (i = 1, . . . , s) will denote integers of F prime to P, while m and n will represent arbitrary integers of F. In addition, we define it being understood that rj = 6 if h is undefined. Also we put
Let Z denote any one of the integers a, ô, A, X. Then we place
where [x] denotes the greatest integer < x, and l t = a i} of, hi or \ t according as / = a, 8, h, or X (i = 0, 1, 2). We also write
and define for integers u, v,
If a > -1, we define further 1(7 + 1 (r = 2), (r = 1).
The final formulas for N s {m, n) will be expressed in terms of the following functions:
+ ^'«^((-DVH'ti, X),
We are now in a position to state and prove our first main result. 
= f i S\(a t u, p t v).
Placing u = U6^~k (k = 0, 1, . . . , X) and summing over ( E S^atUd^, M) .
By Lemma 1 it follows that S\(aiUd*~k, (5$) = 0, unless z; can be expressed (mod P k ) in the form v = 0 x-*7, in which case, using (2.9),
Substituting in (3.10) and summing over ^(mod P*), one obtains, on the basis of the definitions of a, /3, and S k , 
Also, by (3.13) and the definition of 7, one obtains |0 or U /(X( -2)+ V(-l8') E ^V(-^')^(l)G w (l). which becomes by (2.7)
By (2.8) and. (2.11),
so that by (2.7) which becomes, on applying (2.7),
By (2.8) and (2.11) we have
and hence on the basis of (2.6), (2.10), and (2.11), where & = 2j in £31 and k = 2j + 1 in £32.
Caw 1(5 = 2r, d = 2D). In this case by (2.8)
and hence on the basis of (2.7) (3.24) E = /^Mr-i) +D 
By (2.8) and (2.11) 
so that by (2.6), (2.10), and (2.11)
Applying (2.8) and (2.11), we have
which becomes by (2.7) and hence on the basis of (2.7)
Applying (2.8) and (2.11), one obtains
and thus by (2.7)
Case 4 (5 = 2r + 1, d = 2D + 1). In this case by (2.8)
which by (2.6), (2.10), and (2.11) gives
/r^+ 1 fe).
32 Jfc=D+l \P / and hence by (2.6), (2.10), and (2.11),
.
32
This completes the evaluation of £3 in case d < rj.
Part IV. We now combine the results of the preceding parts. We also have by (3.17) (3.38) Z =0 (d>n).
3
The theorem follows on combining the following formulas: (3.14), (3.32), (3.38) in case d > rj, s even; (3.14), (3.33), (3.38) Although the formulas for N s {m, n) are quite complicated in the general case, they simplify remarkably in certain special cases. For example, by taking X = 1 in Theorem 1, one obtains the compact results already proved in (3). We also note the following simple corollaries which result easily from the theorem.
Qr according as s = 2r or 2r + 1. 4. Solvability criteria. Theorem 1 presents a means for determining directly all cases for which (2.1) is insolvable. To accomplish this, one must first simplify the formulas for N s (m, n) for small values of s(s < 5). In obtaining these simplifications, it is useful to observe that \l/( -a) = 1 in case 5 = 2, d > 0, and that the condition d < 77 always implies that d < a. However, we omit the simplified formulas, since they involve numerous subcases and, moreover, are of little interest beyond the verification of our second main result, which we now state. It will be observed that conditions (12) and (13), under which N±(m, n) = 0, fail to arise in case X = 1. We therefore have a result proved previously (3, §3).
) is insolvable) if and only if < one of the following sets of conditions is satisfied:
COROLLARY 2.2. If\ = 1, then N±{m, n) > 0.
We also note COROLLARY 2.3. If ^{a) = 1, then N±{m, n) > 0.
Finally, it will be observed that the only cases of insolvability which can occur when X = 1 arise from cases (1), (2), (3), and (7) of Theorem 2 (3, Theorem 2).
Remark. By I, in contrast with Theorem 2, the congruence (1.1) is insolvable (N s (m) = 0), if and only if one of these three sets of conditions is satisfied: (1) s = 1, a < X, a odd; (2) s = 1, a < X, a even, \p(aM) = -1; (3) s = 2, a < X, a odd, \p( -a) = -1. This result is not stated explicitly in I but follows immediately from (2; (8.4), (8.5), (8.8)).
