Kernel based methods such as Support Vector Machine (SVM) have provided successful tools for solving many recognition problems. One of the reason of this success is the use of kernels. Positive definitenesshas to be checked for kernels to be suitable for most of these methods. For instance for SVM, the use of a positive definitekernel insures that the optimized problem is convex and thus the obtained solution is unique. Alternative class of kernels called conditionally positive definitehave been studied for a long time from the theoretical point of view and have drawn attention from the community only in the last decade. We propose a new kernel, named log kernel, which seems particularly interesting for images. Moreover, we prove that this new kernel is a conditionally positive definitekernel as well as the power kernel. Finally, we show from experimentations that using conditionally positive definite kernels allows us to outperform classical positive definitekernels.
INTRODUCTION
Support Vector Machine (SVM) [1] is one of the latest and most successful algorithm in computer vision. It is providing good solutions to many image recognition problems. SVM has a solid theoretical framework [2] which helps to analyze and understand why it works so well. The basic idea behind SVM is to build a classifierthat maximizes the margin between positive and negative examples. Large margin classifiers have proved to yield to good generalization capacity which means a good ability to discover the true underlying data distribution. Formally, SVM algorithm boils down to minimize quadratic problem:
with respect to Kuhn-Tucker coefficients £ , under the equilibrium constraint : 4 ' § 6 5 (2) Thanks to Muscle NoE for funding. where
is the training set. The SVM decision function achieved at a unique minimum. It has been proved that for any positive definite kernel, there exists a mapping function such as the kernel can be written as dot product, i.e. 
is thus positive definite,since it can be written as a dot product on y . Generally, the mapping v is used implicitly which means that the kernel computation does not require the explicit expression of v . Only definitepositiveness of the kernel must be checked. This is called the kernel trick [3] . The SVM classifieris in fact only a linear classifieron the mapped space, see Fig. 2 . Now, let us recall the ¤ 
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CONDITIONALLY POSITIVE DEFINITE KERNELS
We reviewed in the introduction how positive definitekernels are suitable for SVM. Looking at the equilibrium constraint (2), it is clear that the domain to which the vector o belongs can be restrained. This remark leads to definethe family of conditionally positive definitekernels [4] . In the following, we review the main properties of this family and its connections with positive definitefamily. .
We now give a basic example of conditionally positive definitekernel which will be of importance in the following, and we recall the proof of its definitepositiveness from [4] , page 69. Example:
, and we have:
This proves that minus of the square of the Euclidean distance is conditionally positive definite.
In [3] , conditionally positive definite kernels are used with SVM algorithm. In the following, we explain why conditionally positive definite kernels are also suitable for SVM algorithm. We firstlyrecall, from [4] This Proposition 1 presents a strong and interesting link between positive and conditionally positive definitefamilies since it gives a necessary and sufficientcondition. It can be used with advantages when designing new kernels for SVM.
From that, let us show how conditionally positive definite kernels are suitable for SVM. Assume that 0 and 0 are two kernels satisfying the Proposition 1. We consider the SVM problem (1) using a conditionally positive definite kernel:
Therefore, only the term corresponding to 0 ¡ ¤ 2 3 2 % ¥ remains, and we obtain:
is rewritten with respect to the associated positive definitekernel 0 only. Thus with SVM, the use a conditionally positive definitekernel is equivalent to the use of the associated positive definitekernel. This also proves that conditionally positive definitekernels can be used for SVM algorithm.
POWER AND LOG KERNELS
In this section, we investigate properties of conditionally positive definitefamily. We focus on two particular kernels:
x Power distance kernel introduced firstin [3] :
This kernel leads to scale invariant SVM classifier , as it can be shown by direct extension of [?].
x New kernel we named Log kernel:
To prove that the above kernels are conditionally positive definite,we recall from [4] 
EXPERIMENTS
We compared performances of Power and Log kernels, for image recognition tasks. The tests have been carried on an image database containing 5 classes from Corel database, with an additional texture class of grasses, as shown in Fig. 3 . Each class contains 100 images. Images are described using an RBG color histogram with a size of § À bins. A 3-fold cross validation is applied to estimate the errors rates. We considered the recognition problem of one class-vs-the others. Comparisons are performed with Fig. 3 . Each row presents one of the 6 classes used for experiments (castles, sun rises, grasses, mountains, birds, water falls).
respect to the following kernels: RBF kernel
, Power and Log kernels. Tab. 1 summarizes the average performances of the different kernels. We tuned two parameters to obtain the best validation error: 1) the SVM regularization coefficientand the kernel hyper-parameter ( Table 2 . Best class confusion matrix using the Log kernel. Ê is the SVM regularization coefficient.
CONCLUSION
We have summarized, mainly from [4] , several of the important properties of conditionally positive definitekernels. In particular, conditionally positive definite kernels have been proved to be suitable for SVM algorithm. Moreover, conditionally positive definite kernels have many interesting properties related with positive definitekernels. These properties provides very powerful tools to design both new conditionally positive definitekernels and new positive definite kernels. We proposed in particular a new kernel in the context of SVM, we named the Log kernel which seems to perform particularly well in our image recognition tests.
