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Abstract 
Cignoli, R., Quantifiers on distributive lattices, Discrete Mathematics 96 (1991) 183-197. 
A Q-distributive lattice is an algebra (L, v, A, V, 0, 1) of type (2,2,1,0,0) such that 
(L, v r A, 0, 1) is a bounded distributive lattice and V satisfies the equations: (1) VO = 0, (2) 
x~Vx=x, (3)V(xAVy)=VxAVyand(J)V(xvy)=V x v Vy. The opposite of the category 
of Q-distributive lattices is described in terms of Priestly spaces endowed with an equivalence 
relation. The simple and the sub-directly irreducible Q-distributive lattices are determined and 
it is shown that the lattice of equational classes of Q-distributive lattices is a chain of type 
fiJ+ 1. 
Introduction 
The notion of a quantifier on a Boolean algebra was introduced by Halmos in 
the fifties (see [6]) as an algebraic counterpart of the logical notion of an 
existential quantifier. Since then quantifiers have been considered by several 
authors in different contexts (see, for instance, [7,8,10-15,20,23]). 
Halmos [S] (see also [20]) established a duality between quantifiers on a 
Boolean algebra A and some equivalence relations on the Stone space of A. We 
show in this paper that this duality depends on the lattice structure of Boolean 
algebras rather than on the existence of complements. More precisely, we show 
that there is a duality between quantifiers on a bounded distributive lattice L and 
certain equivalence relations on the Priestley space of L, and that this duality 
reduces to that discovered by Halmos when restricted to Boolean algebras. 
A quantifier on a Boolean algebra A can be c.Qnsidered as a new unary 
operation on A, and the algebras obtained in this way were cal!ed by Halmos 
.~on~&k Boolean algebras. In this paper we consider bounded distributive lattices 
endowed with a quantifier as algebras, which we name Q-dis~ibrrtiive lattices. The 
class of Q-distributive lattices form a variety, denoted by 3. We determine the 
simple and the subdirectly irreducible algebras in 3, and we show that the lattice 
of subvarieties of 9 is a chain of type o + 1, 
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The main tool we use in the proofs of the results mentioned above is the duality 
between bounded distributive lattices and certam ordered topological spaces 
developed by Priestley [17-B] (see also the survey [Is]). The main definitions 
and the results of this duality theory needed in this paper are summarized in 
Section 1. In Section 1 we also give the definition of a quantifier on a bounded 
lattice and, for the sake of completeness, we consider briefly some relations 
between quantifiers and closure operators on lattices. A more detailed treatment 
of closure operators on lattices and their relations with quantifiers can be found in 
[23]. Some results for the special case of Heyting algebras were announced in 
[14], See also [7-g]. 
In Section 2, which is the core of this paper, we investigate the relations 
between quantifiers on bounded distributive lattices and equivalence relations on 
Priestley spaces. The already mentioned duality between quantifiers and equiv- 
alence relations is formally expressed in the language of category theory. The 
results of Section 2 are applied in Sections 3 and 4 to investigate the properties of 
the variety Z!. 
General references for the concepts and results on distributive lattices, category 
theory and universal algebra used in this paper are the books [l] and [3]. 
We wish to express our gratitude to the referees for their helpful comments on 
the original version of this paper. In particular, one of them detected some 
mistakes in Section 2 and suggested Lemma 2.5 and its proof. 
1. Quantifiers 
Through this paper 2 will denote the category of bounded distributive lattices 
and O-l-preserving lattice homomorphisms. 
If X is a poset (i.e. partially ordered set) and YE X, then we shall denote by 
(Y] ([Y)) the set of all x in X such that x c y (y d x) for some y E Y, and we shall 
say that Y is increasing (decreasing) if Y = [Y) (Y = (Y]). We shall write [y) ((y 1) 
instead of NY 1) (({Y >I)* 
A total[y order-disconnected topological space is a triple (X, 6, t) such that 
(X, G) is a poset) (X, t) is a topological space and given x, y in X, x $ y, there is 
a clopen (=closed and open) increasing set U such that x E U and y $ U. A 
compact totally order-disconnected topological space is called a Priestley space. 
The category of Priestley spaces and order-preserving continuous functions will 
be denoted by 5. As usual, we are going to denote an object in 9 by its 
underlying set X. 
Priestley [17-N] (see also the survey [ 191) has defined contravariant functors 
D : T-, 2’ and X : 2’-* 3 as follows. If X is an object in 9, then D(X) is the 
lattice of clopen increasing subsets of X, and for each f E 9(X, Xi), D(fj is 
defined by the prescription D(f)( L’) =f-‘(U) for each U E D(X’). If L is an 
obj’ect in 9, then X(L) is the set of prime filters of L, ordered l?y set inclusion 
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and with the topolcgy having as a sub-basis the sets of the form o,(a) = 
{PEX(L): a E P} and X(L)\a,(a), for each a E L. If h E Z(L, L’), then 
X(h)(P) = h-‘(P) for each P E X(L’). It follows that aL: L+D(X(L)) is a lattice 
isomorphism, and that the mapping &x :X +X@(X)) defined by the formula 
E&) = {U E D(X): x E U) is an isomorphism in 3, i.e. ex is a homeomorphism 
and an order isomorphism. Thus the functors D and X establish a full duality 
between the categories 2 and Y. 
Let L be a lattice and a, b elements of L. If the relative pseudocomplement of 
a with respect to b exists in L, it will be denoted by a + b (i.e. a =$ b is 
characterized by the following two properties: (i) a A a + b s b, and (ii) for each 
6: E L, if a A c s b then c G a + b). An object L in 2 such that a 3 b exists for 
each pair a, b of its elements is called a Heyting algebra [l]. 
Definition 1.1. Let L be a lattice with 0 and 1. A quantifier is a unary operator V 
on L which satisfies the following equations, where a, b denote variables on L: 
(Q,) VO = 0; 
(Q,)aAVa=a; 
(Q,) V(a A Vb) = Va A Vb; 
(Q3) V(a v b) = Va v Vb. 
Each quantifier V is an additive closure operator as defined in [ 1, p. 471. 
Indeed, it follows at once from (QJ that 01 = 1, and hence from (Q,) we obtain 
that VVa = V(Va A 1) = Va A Vl = Va. In particular, we have that a quantifier V is 
determined by its range V(L). More precisely, we have the following. 
Proposition 1.2. Let V be a quantifier on a bounded lattice L. Then the range of 
V, V(L), is a 0-I-sublattice of L and the following conditions hold: 
(i) a E V(L) if and only if a = Va. 
(ii) For each a E L, Va is the smallest element in the set [a) n V(L). 
(iii) If a, b are in V(L) and a =$ b exists in L, then a + b E V(L). 
Proof. Since V is an additive closure operator, it follows from [l; Theorem 
II.4.11] that V(L) is a 0-1-sublattice of L and that (i) and (ii) hold true. To provie 
(iii), suppose that a, b are in V(L) and that a 3 b exists in L. Since V is 
monotonic from (i) and (Q,) we have that 
b=Vb>V(aAa+b)=V(VaAa+b) 
=VaAV(a*b)=aAV(a*b), 
and this inequality implies that V(a 3 b) - =a 3 6. Now by (Q,) and (i) we obtain 
that a + b E V(L). q 
The following is a partial converse of Proposition 1.2. 
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position 1.3. Let L be a bounded lattice and K’ a 0-1-sublattice satisfying the 
following conditions : 
(i) For each a E L, the set [a) n K has a smallest element. 
(ii) Foreacha,bin K,a$bexistsin Landa+bEK. 
If for each a E L we define Va as the smallest element in [a) (7 K, then V is a 
quantifier and “(L) = K. 
Roof. It follows again from Theorem 11.4.11 in [ 11 that V is an additive closure 
operator on L and that V(L) = K. Therefore to complete the proof we need to 
show that V also satisfies (Q2). Suppose a A Vb s k E K. Then a s Vb + k E K, 
which implies that Va < Vb +k, i.e. Va A Vb G k. By taking k = V(a A Vb) we 
obtain that Va A Vb = V(a A Vb). 0 
The following result, announced by Monteiro and Varsavsky [ 141, is an 
iminediate consequence of Propositions 1.2 and 1.3. 
Corollary 1.4 (Monteiro and Varsavsky). Let A be a Heyting algebra. Then the 
correspondence V H V(L) establishes a bijection from the quantifiers on L, the 
underlying O-l-lattice of A, onto the subalgebras of A which satisfy condition (i) of 
ProposSon 1.3. 
When A is a Boolean algebra, we obtain the well-known correspondence 
between quantifiers and relatively complete subalgebras of A due to Halmos [5]. 
On each bounded lattice we can detine two special quantifiers, namely the 
discrete quantifier which is the identity map, and the indiscrete or simple quantifier 
given by the prescriptions VO = 0 and Va = 1 for each a # 0. 
Since each bounded lattice is the range of the discrete quantifier, we see that 
condition (ii) in Proposition 1.3 is too strong to characterize quantifiers among 
additive closure operators. However, Proposition 1.3 has some interest. For 
u,-tance, it can be applied to show that each Boolean sublattice of the center of a 
bo.&nded lattice L which satisfies condition (i) in Proposition 1.3 is the range of a 
quantifier (cf. [8; Ex. (iv), p. 6601). 
The following example will play an important role in the next section. To each 
equivalence relation on a set X we can associate a quantifier E on the Boolean 
algebra 2x as follows: for each a E X, Ea is the union of all the equivalence 
classes to contain an element of a (see [5,20]). If L is a Cb-X-sublattice of 2x such 
that Ea E L for each a E L, then the restriction of E to L is a quantifier on L, 
which we will denote by the same symbol E. f4 subset u E X is said to be 
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2. Q-distributive lattices 
etinition 2.1. A Q-distributive lattice is an algebra (L, v, A, V, 0, 1) of type 
(2,2,1,0,0) such that (L, v, A, 0, 1) is an object in 5’ and V is a quantifier on 
L. 
The variety of all Q-distributive lattices will be denoted by 9. As usual we are 
going to denote the elements of 9 simply by L or by (L, V) in case we want to 
specify the quantifier. 
Our first result is a characterization of quantifiers among additive closure 
operators on distributive lattices in terms of prime filters. 
TheoFern 2.2. Let L be in 2, let V be an additive closure on L and E = E(V) = 
((P, Q) E X(L) x X(L): P n V(L) = Q n V(L)}. Then E in an equivalence relation 
on X = X(L), the equivalence classes for E are closed in X, and the following are 
equivalent properties : 
(i) Given P, Q in X such that P h V(L) s Q n V(L), there is R in X such that 
(R,Q)EEand PcR. 
(ii) If P E X, a E L and Va E P, then there is Q in X such that (Q, P) E E and 
a E Q. 
(iii) For each a E L, or-(Va) = E&(a)). 
(iv) V is a quantifier on L. 
Proof. Let i : V(L)+ L be the inclusion map. It is ea,.sy to check that E is the 
kernel of the onto map X(i) : X(Lj + X(V(L)). Therefore the equivalence classes 
for E are the sets X(i)-‘( { P}) for P c X(V(L)). 
(i) implies (ii). Let P E X, a E L ah?d Va c P. If a E P, then (ii) holds with 
Q = P. Suppose that a $ P. Note that if F is the principal filter of L generated by 
a and J is the ideal of L generated by V(L)\P, then F n 3 = 8. Indeed, if 
x E F fl J, then we would have that there is k E V(L)\P such that a s x s k, and 
from these inequalities we would obtain that Va < Vk = k, a contradiction. 
Consequently, by the well known Birkhoff-Stone theorem there is R E X such that 
F c R and R n J = 0, which imply that a E R and R n V(L) c P n V(L). Now we 
can apply (i) to obtain a Q in X such that a E Q and (Q, P) E E. 
(ii) implies (iii). Let P E Es,(a). By the definition of E, there is Q in X such 
that (Q, P) E E and a E Q. Since a s Va, we have that Va E Q n V(L) = P n V(L). 
Therefore P E oL(Va), and we have shown that Eat.(a) c ot_(Va). Suppose now 
that P E oJVa). By (ii), there is Q in X such that Q E a,(a) and (Q, P) E E, 
which mean that P E Es,(a). Therefore we also have aI_ c 
(iii) implies (ivj. If (iii) holds, then we have for each a, b in 
ol,(V(a A VW) = E( o&0 n o[_(Vb)) = E(o&) n 
= Eo,_(a) Cl Eat_(b) = ar_(Va) n a,_(Vb ), 
and since ul, is a lattice isomorphism, we obtain (iv). 
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(iv) implies (i). S u pp ose V is a quantifier and that P n V(L) E Q n V(L). Let F 
be the filter of L generated by P U (Q n V(L)) and J the ideal of L generated by 
V(L)\Q. We have that F n J = 8. Indeed, if x E F n J, then there would be 
elements p E P and 4 E Q such that p A Vq s x and an element k E V(L)\Q such 
that x s k. From these conditions we would obtain Vp A Vq = V(p A Vq) 6 Vk = 
k, and since P n V(L) c Q n V(L) and Q n V(L) is a filter of the lattice V(L), it 
would follow that k E Q n V(L), a contradiction. Consequently, by the Birkhoff- 
Stone theorem there is R in X such that F E R and R n J = 0. Hence P c R and 
RnV(L)=QnV(L). 0 
Corollary 2.3. Let (L, V) E 9, X =X(L) and 
E = E(V) = ((P, Q) EX xX: P r-I V(L) = Q t-7 V(L)}. 
Then (D(X), E) E 9 and oL: L-D(X) is a %-isomorphism. 
Proof. According to the example given at the end of Section 1, to prove that 
(D(X), E) E 9 we need to show that EU E D(X) for each U E D(X). But this 
follows at once from (iii) in Theorem 2.2, and this property also shows that aL is 
a %isomorphism. q 
Let X be a Priestley space and E an equivalence relation on X. We shall denote 
by D,(X) the set of clopen, increasing and saturated subsets of X, i.e. 
DE(X) = {U ED(X): EU = U}. Note that 8 and X always belong to DE(X). 
Definition 2.4. A Q-space is a pair (X, E) such that X is a Priestley space and E 
is an equivalence relation on X which satisfies the following two conditions: 
(E,) EC/E D(X) for each U E D(X), i.e. DE(X) = {EU: U E D(X)}, and 
(E2) The equivalence classes for E are closed in X. 
Halmos showed in [5] that conditions (E,) and (E2) are independent of each 
other, even in the case of Boolean spaces (i.e. Priestley spaces such that the order 
relation is the equality). 
Lemma 2.5. Let (X, E) be a Q-space. Then the relation E satisfies the condition : 
(E,) Non-equivalent elements of X can be separated by sets in D,(X), i.e. if 
(x, y) $ E there is W, E DE(X) such that x E W, and y $ W, or there is W2 in C_ (X) 
such that x $ W2 and y E W2. 
Proof. Let x, y be elements of K such that (x, y) $ E. Suppose we can find 
elements zl, . . . , z,, in X fulfilling the following properties: (1) z1 < t2 < l l l c z,“, 
(2) Z~ Ey/E for i odd, and (3) zi EX/E for i even. If n is even and [z,,) n y/E #:8 
or n is odd and [z,) n x/E # 0, then there is z,, I such that zl, . . . , z,,, z,, I also 
satisfies properties (l)-(3). Since X is compact, the sequence zI , z2, . . . must 
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terminate, because if not J-/E and y/E would have a cluster point in common, in 
contradiction with (E,). Let z,, be the last term of the sequence. Suppose n is 
even. Then [r,) ny/E = 8, and for each t ~yi&’ there is U, E D(X) such that 
z, E UI and t E X \ U*. Since (I!$) implies that y/E is compact in X, there is 
U ED(X) such that z, E U and U n y/E = 8. Now (E,) implies that W, = EU E 
I&-(X), and we have that x E W, and y $ WI. In case n is odd, an analogous 
argument shows that there is W2 E DE(X) such that x $ W2 and y E W2. •1 
Let E be an equivalence relation on a Priestley space X. It is plain that if E 
satisfies (E3) then it also satisfies (E2). On the other hand, it is shown in [21, 
Lemma 1.61 that E satisfies (E,) if and only if the quotient X/E admits a Priestley 
space structure such that the natural map n :X+ X/E is continuous and order 
preserving. By taking into account this result it is easy to construct examples of 
equivalence relations on finite Priestley spaces which do not satisfy (E3). Since 
the topology of a finite Priestley space is discrete, we have that (E3) is a condition 
stronger than (EJ. It is also easy to construct examples of equivalence relations 
on (even finite) Priestley spaces which satisfy (E,) but do not satisfy (E,). 
Now we are going to consider the relations between Q-spaces and Q- 
distributive lattices. We begin by the following. 
Theorem 2.6. Let (X, E) be a Q-space. Then (D(X), E) E 9 and the home- 
omorphism and order isomorphism ex :X * X(D(X)) also satisjies the condition: 
(I) (x, y ) E E if and only if 
(&x(x), EX(Y 1) E E(E) = 
{(P, Q) EX(D(X)) x X(D(X)): P r7 ED(X) = Q f-I ED(X)}. 
Proof. By condition (E,) and the example given at the end of Section 1 we have 
that (D(X), E) E 2. Property (I) follows at once from the definition of cx and 
from condition ( E3). Cl 
Definition 2.7. Let (X, E) and (Y, F) be Q-spaces. A Q-mapping from (X, E) 
into (Y, F) is a continuous and order-preserving function f :X-, Y such that 
E(f-‘( V)) =f-‘(FV) for each V E D(Y). 
The category of Q-spaces and Q-mappings will be denoted by 9*. 
Our next task will be to characterize the isomorphisms in the category .5?*. 
Lemma 2.8. Let (X, E) and (Y, F) be Q-spaces. Then the following are 
equivalent conditions for each continuous and monotonic function f : X + Y: 
(9 V” (x, y) E E, then (f W, f(y)) E F. 
(ii) E(f -‘(F’S)) = f -‘(FS) for each S E Y. 
(iii) Ef -‘(V) s f -‘( (V)) for each V E 
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Proof. (i) impZies (ii). Take S E Y and let y E Ef-‘(43). Then there is x E 
f-‘(FS) such that y/E =x/E. Since f-‘(4%) = {x E X: f(x)/F fl S # 8) and by (i) 
f (x)/F =f (y)lF, we have that y E f -‘(FS). Therefore Ef -‘(FS) c f -‘(FS) and 
(ii) holds. 
(ii) implies (iii). Let V E D(Y). B y ii we have that f-‘(V) sf-‘(FV) = ( ) 
Ef-‘(FV), and this implies (iii). 
(iii) implies (i) . Supp ose x, y are elements in X such that (f(x), f(y)) $ F. By 
condition (E3) we can assume that there is W E D,(Y) such that f(x) E W and 
f(Y) $ W* BY (“‘) 111 we then have that x E f -‘( W) 2 Ef -‘(FW). Hence if (x, y) E E, 
we would have that y E f -‘( W), a contradiction. Therefore (x, y) cannot be in E, 
and we have shown that (iii) inlplies (i). 0 
Corollary 2.9. Let (X, E) and (Y, F) be Q-spaces. A function f :X-, Y is an 
komorphism in 2” if and only if f is a homeomorphism, an order komorphism 
and satisfies the condition : (x, y ) E E if and only if (f(x), f (y )) E F. 
Proof. A function f :X + 1’ is an isomorphism in 5!* if and only if there exists the 
inverse function f -’ : Y + X and both f and f -’ are Q-mappings. These conditions 
imply that each isomorphism f is a homeomorphism and an order isomorphism. 
Moreover, since Ef -l(V) = f -‘(FV) for each V E D(Y) and Ff (U) = f (EU) for 
each U E D(X), it follows from lemma 2.8 that (x, y) E E if and only if 
(f(x), f (y )) E F. Converseiy , suppose f : X * Y is a homeomorphism and an 
order isomorphism which sttisfy (x, y) E E if and only if (f(x), f(y)) E F. The first 
two conditions imply that there exists f -‘: Y+ X and that f -’ is also a 
homeomorphism and an order isomorphism and from the third condition and the 
above lemma we have that (1) Ef-‘(V) cf-‘(FV) for each V E D(Y) and (2) 
Ff (U) Cf (EU) f or each U E D(X). By taking U = f -l(V) in (2), we obtain that 
FV = F(f (f -l(V))) c_ f (Ef -l(V)) and ‘.snce that f -‘(FV) s E(f -l(V)). 
Analogously we can shorJ that f (EU) G Ff (U). Therefore f and f -’ are both 
Q-mappings. Cl 
By an abuse of notation, we shall denote by 2 also the cateogry of 
Q-distributive lattices and Q-homoqtorphisms and we are going to define functors 
Q*:g+4* and Q:5?*+4 as follows. 
~_ -. For each object (L, V) in .5! we defme Q*(L, V) = (X(L), E(V)), where E(V) is 
the equivalence relation on X(L) defined in Theorem 2.2. It follows from this 
theorem that (X(L), E(V)) E Q*. If (L, V) and (M, V’) are objects in 2 and 
h : L+ M is a Q-homomorphism, we define Q*(h) =X(h). That is, Q*(h) is the 
function from X(M) into X(L) defined by Q*(h)(P) = h-‘(P) for each P E X(M). 
By the Priestley results quoted in Section 1 Q*(h) is continuous and 
order-preserving. Moreover, we have that for each a E L, Q*(h)-‘(o,_(a)) - 
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a&h(a). Then since h(Va) = V’h(a) we have 
E(V’)Q*(h)-‘(a,(a)) = E(V’)(a,(h(a)) = u,@‘(W)) = a,(h(Va)) 
= Q*(h)-‘(dva)) = Q*(h)-'(E(V)(a,(a))). 
Therefore Q*(h) is a Q-mapping. Now it is easy to check that Q* is a 
contravariant functor from .5! into %*. 
For each object (X, E) in s* we define Q(X, E) = (D(X), E). It was proved in 
Theorem 2.6 that Q(X, E) is an object in Z!!. If (X, E) and (Y, F) are objects in 
s* and f :X+ Y is a Q-mapping, we define Q(f) = D(f). That is Q(f) is the 
function from D(Y) into D(X) defined for each V E D(Y) by Q(f)(V) =f-‘( V), 
and it follows at once from the definition of q-mappings that Q(f) is a 
Q-homomorphism. Therefore Q is a contravariant functor from 5?* into 2. 
From Priestley’s results on the duality between the categories Z’ and 3 and 
from Corollary 2.3 we can easily obtain that the isomorphisms a,_ define a natural 
equivalence from the identity functor of the category % into the composition 
Q*Q. Analogously, we obtain from Theorem 2.6 and Corollary 2.9 that the 
isomorphisms cx define a natural equivalence from the identity funcror of ?I* into 
the composition QQ*. Consequently we have the following theorem. 
Theorem 2.10. The contravariant functors Q : .9* -+ 9 and Q* : 22 + ?I* define a 
natural equivalence between the category 2!!* and the opposite of the category 9. 
Note that the duality between monadic Boolean algebras and Boolean spaces 
endowed with a Boolean equivalence relation due to Halmos [5] can ue obtained 
from Theorem 2.10 by restricting the functors Q and Q*. 
3, Simple and subdirectly irreducible algebras in 9 
Let L be in 2 and X =X(L). If Y is a closed subset of X, then O(Y) = 
((a, b) E L x L: uL(a) f7 Y = at,(b) n Y} is a congruence on L, and the cor- 
respondznc, p Y I+ e(Y) establishes an anti-isomorphism from the lattice of closed 
sets of X onto the congruence lattice of L (see [ 171, [l& Section 61 and [19]). 
Lemma 3.1. Let (L, V) E ?I and (X, E) = Q*(L, V). If Y is a closed subset of X 
such that EY = Y, then the lattice congruence 0 = 0(Y) preserves the operarion 
V: uL(a) n Y = a,(b) n Y implies at_(Va) n Y = a,(Vb) n Y. 
Proof. By taking into account Theorem 2.2 we have that 
oL(Va) n Y = Eat_(a) t7 EY = E&(a) tl EY) = E@_(a) n Y), 
which obviously implies the result. 0 
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3.2. Let (L, V) E 22. If (L, V) is subdirectly irreducible, then V is the 
simple quantifier. 
proof. Let (X, E) = Q*(L, V). If V(L) # (0, 1}, then the lattice V(L) has at least 
two different prime filters and consequently E has at least two equivalence 
classes. Let {Ei: i E I) be the partition corresponding to E. Since each Ei is closed 
and obviously EEi = Ei and 0 # Ei # X, we have by the above lemma that 0(Ei) 
is a nontrivial congruence on (. ,, l V) for each i E 1. If a # b there is a prime filter P 
such that a E P and b $ P, and if P E Ei we have that (a, b) $ 0(Ei). Therefore 
n { 0(Ei): i E I} is the equality relation. and this means that (L, V) is not 
subdirectly irreducible. q 
Lemma 3.3. Let V be the simple quantifier on L, X = X(L) and Y a closed subset 
of X, Y # 0. Then the lattice congruence 6(Y) preserves V if and only if 
max X 5 Y, where max X denotes the set of maximal elements in X. 
Proof. Note first that a proper lattice congurence 8 (i.e. 0 # L X L) preserves 
the simple quantifier V if and only if (a, 0) E 0 implies a = 0. Indeed, since VO = 0 
and Va = 1 for a # 0, if (a, 0) E 0 and a # 0 and 0 preserves V, we should have 
(1,O) E 0, i.e. 0 = L x L. Conversely, suppose (a, 0) E 8 implies a = 0. If (a, 6) E 
0anda#O, thenb#OandVa=Vb=l. Ifa=O,thenb=OandVa=Vb=O. In 
both cases (Va, Vb) E 8. 
Suppose now that Y is a closed subset of X such that maxX E Y. If 
a E L, a #O, then there is a maximal (proper) filter M of L such that a E M. 
Therefore M E oL(a) n Y # 0. This’ means that (a, 0) E 0(Y) implies a = 0, and 
then that 0(Y) preserves V. 
Let Y be a closed subset of n”, Y #U, and suppose there is M E max X such that 
M $ Y. If P E Y, then M $ f and there is ap E L so that M E a,(a,) and 
f $ u,(ar). A compactness argument shows that there is a E L such that a E M 
and at(a) n Y = 0, which implies that (a, 0) E e(Y). Since a E M, we must have 
a # 0. Consequently e(Y) does not preserve 0. Cl 
Theorem 3.4. Let (L, V) E 22 and X = X(L). Then we have: 
(i) (L, V) is simple if and only if V is the simple quantifier and Cl(max X) = X 
(where CI( Y) denotes the closure of Y c X). 
(ii) (L, V) is subdirectly irreducible but not simple if and only if V is simple and 
there is a prime filter f $ CI( max X) such that X = Cl( max X) U { f } . 
Proof. (i) Suppose first that (L, V) is a simple Q-distributive lattice. Since it 
is subdirectly irreducible, from Proposition 3.2 we have that V is the simple 
quantifier. Let Y = Cl(maxX). It follows from Lemma 3.3 that O(Y) is a 
congruence on (L, V), and since Y + 8, we must have e(Y) = O(X), which 
implies Cl(max X) = X. Suppose now that V is simple and Cl(max X) =X. Then X 
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is the only non-emptv closed subset of X containing max X. Hence, by Lemma 3.3 
we have that the only congruences on (L, 0) are e(0) and o(X). 
(ii) Suppose (L, V) is subdirectly irreducible but not simple. By Proposition 3.2 
V is the simple quantifier, and by part (i), Y = Cl(maxX) #X. If PE X\ 
Cl(maxX), then Yp =: Y \J {P} is a closed subset of X containing max X, and if 
Pfe, Yp$Yu and Y&Y,. Since (15, V) is subdirectly irreducible, X\ 
Cl(maxX) must be a singleton. Conversely, suppose now that V is the simple 
quantifier on iJ ;nd that X = Cl(maxX) U E {P}, with P $ Cl(maxX). Then 
Cl(max X) is the greatest proper closed subset of X which contains max X, and by 
Lemma 3.3 it follows that (L, V) is subdirectly irreducible. Note that (L, V) is not 
simple because CI(max X) +X. Cl 
Recall that a lattice L with 0 is said to be disjurrctive (Wallman 122)) if given 
cl,&inL,a$b, thenthereiscELsuchthatcrr6=OandcAa#O. 
Lemma 3.5. Let L E 2 and X = X(L). Then L is disjunctive if and only if 
Ci(max X) = X. 
Proof. Each of the following conditions is equivalent to the next one: (1) 
Cl(max X) =X; (2) For each a, 6 in L, if a # b then there is M E max X such that 
a E M and b $ M, and (3) L is disjunctive. 
The equivalence between (1) and (2) follows from the fact that the non-empty 
basic open seis of X are of the form o,_(a)\ U&I), with a 8 h. The equivalence 
between (2) and (3) is a well known result of Wallman [22]. 0 
Corollary 3.6. A finite distributive lattice is disjunctive if and only if it is a Boolean 
algebra. 
Proof. Let L be a finite distributive lattice and X = X(L). Since the topology of X 
is discrete, Cl(maxX) = maxX. Therefore I, is disjunctive if and only if 
X = max X, and by Nachbin’l Theorem [ 16. i j this equality holds if and only if L 
is a Boolean algebra. 0 
From the above results we have that part (i) of Theorem 3.4 can be 
reformulated as follows. 
Theorem 3.7. (L, V) E Z? is simple if and only if V is the simple quantiJ and L is 
disjunctive. 
Corollary 3.8. The finite simple algebras in 9 ure the fir&- Boolean ul~ab=us 
endowed with the simple quantifier. 
Remark 3.9. Since each Boolean algebra is a disjunctive lattice. we have that 
each nontrivial Boolean algebra cndowcd with the simple quanfiticr is simple in 
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2. If X is a ir; topological space, and L(X) denotes the lattice of closed subsets of 
X, then it is a well known result of Wallman that L(X) is a disjunctive 
distributive lattice. Hence we can construct examples of simples in 9 such that 
their underlying lattices are not Boolean algebras. 
For each finite distributive lattice L the poset of join-irreducibles in L and the 
set of atoms of L will be denoted by J(L) and A(L) respectively. The 
correspondence Jo [i, establishes an anti-isomorphism from J(L) onto X(L), 
which transforms A(L) onto max X(L). 
Suppose L is a finite distributive lattice endowed with the simple quantifier V. 
It follows from the above remarks that part (ii) of Theorem 3.4 can be rephrased 
by saying that (k, V) is sub-directly irreducible but not simple if and only if 
J(L)\A(L) = {j}. Suppose this condition holds and let Ai = {a EA(L): a ~j}. 
We can have two possible cases: (1) Ai = A(L) and (2) A(L)\ A, # 0. In case (1) 
L is a Boolean algebra with a new 1 added, and in case (2) L is the direct 
product of a Boolean algebra and a Boolean algebra with a new 1 added. Hence 
we have shown the following. 
Theorem 3.10. The finite subdirectly irreducible but not simple algebras in 22 are 
the lattices of the form B’ x B, where B’ is a finite Boolean algebra with a new I 
added and B is a finite Boolean algebra (possible trivial), endowed with the simple 
quantifier. 
4. Subvarieties of 9 
The following notations will be used throughout this section: for each p E tr), B,) 
will denote the Boolean algebra with p atoms endowed with the simple quantifier, 
and CP the lattice B,, with a new 1 added endowed with the simple quantifier 
provided p 2 1, and Co= B,,. For each (p, q) E cc) x w, D,,(/ will denote the lattice 
BP ): C4 endowed with the simple quantifier. Note that Dtn, is a one-element 
algebra in 9, D,,,, is Q-isomorphic to C(, and D,,,, is Q-isomorphic to B,,. The 
subvariety of 9 generated by the algebra D,,‘, will be denoted by 9&,. 
Lemma 4.1. Let L, M be in 2, both of them with the simple quantifier and let 
X =X(L) and Y = X(M). Then the following properties hold: 
(i) Each O-I-sublattice of L is a Q-subulgebra (i.e., is closed under V). 
(ii) Each O-l-preserving luttice homomorphism h : L ---, M such that h(u) = 0 
implies a = 0 is a Q-homomorphism (i.e. h(k) = Vh(a)). 
(iii) Each continuous and order-preserving f : Y-X such thut j--‘(U) = 0 
implies U = 0 for each U E D(X) is a Q-mapping. 
(iv) Each continuous, order-preserving and surjective f : Y* X is Q ~Qmupping 
(f) : L-+ M is II Q-m~~rtamnr~hi,~m. 
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Proof. Properties (i) and (ii) are obvious. Property (iii) is just the dual statement 
of (ii). Property (iv) follows from (iii) and the following result of Priestley [ 181: an 
order-preserving and continuous f : Y + X is surjectivc if and only if o(f) : L + M 
is a lattice monomorphism. Cl 
Lemma 4.2. If 0 < r + s < p, then DrF is isomorphic to a Q-subalgebra of BP. 
roof. Since X(B,J is an antichain with p elements and the discrete topology, any 
function from X(BJ into X(D,,) is order-preserving and continuous. Moreover, 
since X(0,) has at most r + s + 1 elements, there is a surjective function 
f :X(B,) + X( D,,), and by (iv) in the lemma above D,, is isomorphic to 
Q(f )(DA which is a subalgebra of B,,. 0 
Lemma 4.3. For each p E w, BP is a Q-homomorphic image of Cr. 
Proof. Since X(C,,) is finite, max X(C,) is closed. Hence it follows from Lemma 
3.3 that 9 = 0 (max X(C,)) is a congruence on Cn, and it is plain that C’i0 is 
Q-isomorphic to BP’ 0 
Lemma 4.4. For each p E W, p > 1, DifP -;) is isomorphic to a subalgebra of 
Dti+,)tP -i-l), for 0~ i sp - I. 
Proof. X(Di(r_i)) is a finite poset which is a cardinal sum of the form Xi @ y,_i, 
where Xi is an antichain with i elements, Xii, x,~, . . . , x,, arid Yp_, is a poset with a 
least element Ui and p - i maximal elements _y,, , . . . , yicp-,) (cf. with the remark 
preceding Theorem 3.10). Define 
f :X(D~i+l)(p-i-l))jX(D,(p-r)) 
by the fmnuhs: f(x(i+lH)=Xii for 1 sjsi; f(Xti+I)(i+I))=y,~; f(y~,+~~,)=Y,(,+~) 
for 1 si up - i - 1 and f (ui+l) = Ui. It is easy to check that f is order-preserving 
and surjective (and trivially continuous). Hence it follows from (iv) in Lemma 4.1 
that Di(r,-i) is isomorphic to Q(f)(Di~~~_,,)~ which is a 
D(i+l)(p-r-l). Cl 
Proposition 4.5. The varieties 9,,(/, ( p, q ) E (0 X w, form a chain 
Proof. Note first that if L E 2, then the congruence lattice of L 
the lattice of lattice congruences of L, which is distributive 131. 
su balge bra of 
of type (0. 
is a su,...ittice of 
Therefore 9 is a 
congruence distributive variety and since if follows from Corollary 3.8 and 
Theorem 3.10 that the D,,(, are subdirectly irreducible finite algebras. WC’ can 
apply the well-known results of B. Ionsson 13.91 to obtain that (p, q) P (r, s) 
implies 9 ,,,, # 9 ,.,. Now take distinct (/I, q) and (r, s) in (11 x w. If p + q < r + s, 
then by Lemmas 4,2, 4.3 and 4.4 WC have that 9J,,,( c 9,, + ,,!, c 9ti(i+,) c Y,,. If 
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p + 4 = r + S, s #O and p < r, then by Lemma 4.4 we have that spy c Br.Y. 
Finally, if p + q = r + s and s =O, then by Lemmas 4.3 and 4.4 we have 
%0 c % c spq* Therefore we have shown that g,,s c g,, or gd, c gpy. 
Consequently the varieties %Jp4 form a discrete infinite chain having gtw, as a first 
element and without greatest element. Cl 
Remark 4.6. An explicit order isomorphism from the chain of varieties 
{ $&: (p, q) E o x cr) onto o is given by the mapping 
(Pl4) H ((P + 4)(P + 4 + 1) + 2(P + W(q))/2, 
where cu(q) = 0 for q =Oanda(q)=l ifq#O. 
Theorem 4.7. The lattice of subvarieties of 9 is a chain of type w + 1. 
Proof. Let 7f be a subvariety of .Z!. Since each variety is generated by the finitely 
generated subdirectly irreducibles which it contains (see [2]) and since it follows 
from Proposition 3.2 and (i) in Lemma 4.1 that each finitely generated subdirectly 
irreducible algebra in % is finite (cf. [15, Corollaire 1.31) we have that Y is 
determined by the algebras Dp4 which belong to 7r. Then we have two possible 
cases: (1) v contains a finite number of algebras D,,4. In this case cl’ = $$,ncl,,, 
where D,,wo is the greatest among the algebras DP4 in r/. (2) Y contains infinitely 
many algebras DPs. Then it follows from Proposition 4.5 that all the algebras D,.,* 
are in “v”, and “I’= 2. Therefore the only proper subvarieties of 2 are the 
varieties gp4, and the proof is completed by applying Proposition 4.5. Cl 
It is easy to check that the equation Vx = x holds in the algebra Dps if and only 
ifpcl andq = 0. Therefore the variety &j is characterized, relatively to 2, by 
the equation VX =x. Analogously, we can see that the variety ?&,, is charac- 
terized, relatively to 2, by the equation V(X A y) = VX A Vy. Therefore 5!&, 
coincides with the class of bounded distributive lattices endowed with an additive 
and multiplicative closure operator, as considered in [4]. 
Recall that an algebra is said to be semisimple provided it is a subdirect product 
of simple algebras. It follows from Theorem 3.4 that Blo is the only subvariety of 
2 formed by semisimple algebras, and that there are semisimple algebras in 
5? \ 5&-,. Hence the semisimple algebras in 2 do not form a variety. 
Note also that since each Boolean algebra endowed with the simple quantifier 
produces a simple algebra (see Remark 3.9) we can prove as in the case of 
monadic Boolean algebras, that there are no injective algebras in $2. 
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