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An improved understanding of the processes controlling the dynamics of the Greenland Ice
Sheet is needed to enable more accurate determination of the response of the ice sheet to
projected climate change. Meltwater produced on the ice sheet surface can penetrate to
the bed and cause ice motion to speed up through enhanced basal sliding. However, the
importance of coupled hydro-dynamics both to current ice sheet motion and future stability
over the coming century is unclear.
This thesis presents observations from the south-west Greenland Ice Sheet which improve
our understanding of coupled hydro-dynamics. It commences with an investigation of the
response of ice motion to exceptional meltwater forcing during summer 2012. Simultaneous
field observations of ice motion (by GPS) and proglacial discharge show that, despite two
extreme melt events during July 2012 and summer ice sheet runoff 3.9 s.d. above the 1958–
2011 mean which resulted in faster summer motion, net annual motion was slower than in
the average melt year of 2009. This suggests that surface melt-induced acceleration of land-
terminating regions of the ice sheet will remain insignificant even under extreme melting
scenarios.
The thesis then examines spatial variability in ice motion, in relation to an inferred subglacial
drainage axis, using GPS and satellite radar observations from a land-terminating margin
up to 20 km inland where ice is 800 m thick. Whilst spatial variability in subglacial drainage
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system configuration is found to control ice motion at short timescales, the proportional
contribution of summer motion to annual motion is almost invariant. The structure of
the subglacial drainage system does not therefore appear to significantly influence spatial
variations in net summer speedup.
Lastly, observations are made by applying feature tracking to 30 years of optical satellite
imagery in a ∼170 by 50 km area along the ice sheet margin (where ice reaches ∼850
m thick) to examine whether coupled hydrology-dynamics affects inter-annual ice motion.
Hydro-dynamic coupling resulted in net ice motion slowdown during a period of clear climate
warming. Further increases in meltwater production may therefore reduce ice sheet motion.
The thesis concludes that at land-terminating margins of the Greenland Ice Sheet, (1) larger
annual meltwater volumes do not result in faster annual ice motion; (2) the detailed structure
of the subglacial drainage network appears unimportant to the role of summer motion in
determining annual motion; and (3) atmospheric warming over several decades has been
accompanied by a slowdown in ice motion. As such, hydro-dynamic coupling is unlikely to
form a significant positive feedback between surface melting and ice motion in response




In the last two decades summer air temperatures over the Greenland Ice Sheet have increased,
causing more ice to melt and be lost to the oceans, raising global sea level. Surface meltwater
gathers in lakes and rivers, before abruptly draining to the bed of the ice sheet and then out
to the ice-sheet edge.
The drainage of surface meltwater to the bed of the ice sheet can also change the speed at
which the ice flows, termed ‘hydro-dynamic coupling’. Previously, observations made during
the summer melt season have shown that the ice speeds up when more surface meltwater
drains to the ice-sheet bed, as the meltwater lubricates the bottom of the ice sheet which
reduces the friction, allowing the ice to slide more quickly over its bed. These observations
led to suggestions that the Greenland Ice Sheet will flow more quickly as the climate warms
during the 21st century, increasing mass losses both by melting (as more ice is pulled down
to lower, warmer elevations) and iceberg calving (as glaciers finishing in the sea speed up)
and in turn causing more sea level rise. However, meltwater at the ice-sheet bed also melts
out subglacial channels which allow the water to drain away to the margins of the ice sheet
more quickly, in turn reducing lubrication, and this means that the overall impact of surface
melting on ice flow is unclear.
This thesis presents observations of hydro-dynamic coupling from the south-west Greenland
Ice Sheet over annual and decadal periods. Firstly, it examines the response of ice flow
vii
to exceptional melting which occurred during summer 2012. It shows that, although two
extreme melt events during July 2012 and the highest surface melting on record caused
slightly faster ice flow than during the average summer of 2009, total annual ice flow in
2012 was slightly slower than in 2009. This suggests that hydro-dynamic coupling in areas
which finish on land will not cause ice speed-up even under future extreme melting.
The thesis then examines spatial variability in ice flow in relation to inferred locations of
drainage channels beneath the ice where meltwater is concentrated. While the locations of
these drainage channels control spatial variability in ice flow over short hours to days, they
make almost no impact on spatial variability in annual ice flow.
Lastly, observations of ice flow in the melt zone of the ice sheet are made from 30 years
of satellite images to examine whether surface meltwater can affect ice flow over decadal
timescales. The observations show that a 50 % rise in surface melting over the last twenty
years has led to a slow-down in ice flow. This is likely to be because, each summer, the initial
increase in sliding caused by more melting is then more than offset by the quicker drainage
of meltwater from the ice-sheet bed, resulting in higher friction and less sliding during the
following winter than if there had been less summer melting.
These findings therefore suggest that hydro-dynamic coupling is unlikely to cause land-
terminating margins of the ice sheet to speed up in response to 21st century climate warming.
The wider relevance of these findings to ocean-terminating glaciers, and at high elevations
of the ice sheet, requires further investigation.
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To many the Greenland Ice Sheet is simply a vast, frozen expanse. High above it, air travellers
close their window blinds against the the glare of the sun’s rays reflected off the snow and
ice below. But in recent years the Greenland Ice Sheet has become increasingly difficult to
ignore. Warmer air temperatures in summer cause the surface of the ice sheet to melt. These
meltwaters gather in strikingly blue lakes and rivers, before abruptly pouring into the dark
depths of the ice below, not to be seen again until they emerge at the edge of the ice sheet
hours to days later and discharge to the oceans, reducing the mass of the ice sheet. During
the last two decades summer air temperatures over the ice sheet have increased, causing
more ice to melt and be lost as runoff to the oceans, raising global sea level.
What is less clear, however, is the impact of these vast volumes of meltwater upon ice motion
as they make their journey from surface to sea. Dynamic coupling between surface melting
and ice motion enables changing air temperatures to influence the flow of the Greenland
Ice Sheet by altering the ‘slipperiness’ of the interface between the base of the ice and its
bed. If the flow of the ice sheet speeds up in response to additional meltwater at the ice-bed
interface then mass losses may accelerate. This thesis seeks to improve our understanding
of coupled hydrology-dynamics of the Greenland Ice Sheet, in order that the sensitivity of
1
2 CHAPTER 1. INTRODUCTION
ice sheet motion to climate changes projected to occur during the 21st century may be better
constrained.
1.1 The Greenland Ice Sheet and climate change
Together with the atmosphere, oceans, continental surface and biosphere, ice sheets and the
rest of the cryosphere compose the Earth system, an interlocked set of processes ultimately
driven by solar energy (Cuffey and Paterson, 2010). Over long (1,000 year plus) timescales,
changes to the Earth system are driven by changes in the seasonality and location of solar
energy inputs around the Earth, which is determined by Milankovitch cycles — variations
in the Earth’s eccentricity, axial tilt and precession (Alley, 2000). Changes in the extent
and mass of the Earth’s ice sheets controlled by Milankovitch cycles have been particularly
dramatic during the Quaternary (the last 2.5 million years). During this time, ‘cold’ glacial
maximum periods of approximately 100,000 years have been interspersed with warmer inter-
glacial periods of around 10,000 years during which ice sheets and glaciers have retreated
(Cuffey and Paterson, 2010).
Today, in the warm inter-glacial Holocene period, the landscapes of deglaciated areas such as
North America (previously covered by the Laurentide Ice Sheet) and the Scottish Highlands
are rich in geomorphological evidence that can offer glimpses of the extent of ice masses
during the Last Glacial Maximum approximately 18,000 years ago and during subsequent
still-stands and retreat (e.g. Benn and Evans, 2010). Some previous inter-glacial periods
were warmer than the present. For instance, sedimentological evidence indicates that during
Marine Isotope Stage 11 (420,000-400,000 years ago), global sea level was 6–13 m higher
than present, suggesting that the Greenland Ice Sheet crossed a climate/ice-sheet stability
threshold that may have been only several degrees warmer than pre-industrial temperatures
(Reyes et al., 2014).
The present distribution of the Earth’s ice sheets is essentially a function of orbital forcing
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and Earth’s topography. However, ice masses also respond to changes in the Earth system
over much shorter timescales. Human activity has resulted in significant changes in the
Earth system, principally through the emission of greenhouse gases to the atmosphere, for
instance through the burning of fossil fuels, which causes more solar energy to be trapped
in the Earth system (Stocker et al., 2013). As a result, since 1970 the Earth has been in
radiative imbalance, with more energy from the sun entering than exiting the top of the
atmosphere, causing rising global air and ocean temperatures and associated changes in
global circulation patterns and land surface cover (Stocker et al., 2013). In 1750 the mean
atmospheric carbon dioxide concentration was 278 ppm but by 2010 it was >390 ppm, and
it continues to rise by approximately 2 ppm yr-2, a rate which is unprecedented in the last
22,000 years (Stocker et al., 2013). Changes to the Earth system are likely to be irreversible
and catastrophic over societal timescales if atmospheric carbon dioxide remains over 350
ppm for longer than a few decades (Hansen et al., 2008).
Ice sheets constitute some of the most sensitive components of the Earth system to climate
change. They gain mass from snowfall, and lose it through two broad processes: (i) surface
melting and runoff, and (ii) outlet glacier flow dynamics leading to iceberg calving from
marine-terminating margins (Figure 1.1). Ice flow provides a transport mechanism to move
ice in the accumulation zone down to lower, warmer elevations, into the ablation zone of
the ice sheet where it will melt. If over the course of a full melt-year the mass gained equals
the mass lost then the ice sheet is ‘in balance’. However, if more mass is lost than gained
each year then the ice sheet will have a negative mass balance. Observations indicate that
the Greenland Ice Sheet, the West Antarctic Ice Sheet and many mountain glaciers and ice
caps presently have an overall negative mass balance (Vaughan et al., 2013).
The present-day Greenland Ice Sheet contains ∼2.9 million km3 of ice, equivalent to 7.4
m of global sea level rise (Bamber et al., 2013). Until recently it had been widely assumed
that the mass balance of the Greenland and Antarctic Ice Sheets took thousands of years to
respond to climate forcing, but observations in the last two decades have revealed that major
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Figure 1.1: Components of the Greenland Ice Sheet mass budget.
changes in the flow dynamics of the ice sheet can occur over timescales of years (Bamber
et al., 2007). The 4th Assessment Report (AR4) by the Intergovernmental Panel on Climate
Change (IPCC) released in 2007 was unable to quantify the impact of dynamic changes to
ice sheets as the models available at the time did not incorporate the processes responsible
(Meehl et al., 2007).
Overall mass losses from the Greenland Ice Sheet have increased substantially since the
early 1990s (Rignot and Kanagaratnam, 2006; Velicogna and Wahr, 2006; Rignot et al.,
2011; Shepherd et al., 2012) with concomitant increases in global sea level (Pritchard et al.,
2009; Vaughan et al., 2013). One recent estimate suggests that the Greenland Ice Sheet lost
142 ± 49 gigatonnes (Gt) more mass than it gained each year on average between 1992
and 2011 (Shepherd et al., 2012). Mass losses during this period increased by 21.9 ± 1
Gt yr−2 (Rignot et al., 2011), despite slight thickening at higher elevations (Thomas et al.,
2009; Pritchard et al., 2009). The IPCC’s 5th Assessment Report (AR5) estimated that the
average rate of mass loss increased from 34 Gt yr-1 during 1992–2001 to 215 Gt yr-1 during
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Figure 1.2: Rates of ice sheet mass loss in sea level equivalent averaged over 5-year periods between
1992 and 2011. Figure reproduced from Vaughan et al. (2013).
2002-2011, equivalent to a sea level rise contribution of 0.59 mm yr-1 (Vaughan et al., 2013,
and Figure 1.2). In recent years mass losses from the Greenland Ice Sheet have contributed
∼1 mm yr-1 to global sea levels (Vaughan et al., 2013). The impact of fluctuations in the
mass of ice sheets is therefore of enormous societal importance (Shepherd et al., 2012).
During the 2000s mass losses from the Greenland Ice Sheet were split approximately equally
between surface melting and ice discharge (Hanna et al., 2008; van den Broeke et al., 2009;
Vaughan et al., 2013). However, between 2009 and 2012 the relative contribution of ice
discharge to total loss decreased from ∼50% to 32% and as a result, 84% of the increase
in mass loss after 2009 was due to surface runoff rather than ice discharge (Enderlin et al.,
2014). Surface melting and runoff have increased over the last two decades (Hanna et al.,
2005; Mote, 2007; Mernild et al., 2010) coincident with a global warming signal (Hanna
et al., 2008). During 1995–2007 the average freshwater flux to the ocean was 786 km3
yr−1 (Mernild et al., 2009) compared to 1953–2003 rates of 281 km3 yr−1 (Janssens and
Huybrechts, 2000); high summer melt rates have intensified further since 2006 (Mote, 2007;
van den Broeke et al., 2009; Fettweis et al., 2013).
Dynamic thinning (caused by changes in ice flow, rather than simply by increased ablation
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and/or reduced accumulation) of marine-terminating margins has been observed at lati-
tudes south of 70◦N (Rignot and Kanagaratnam, 2006) and, more recently, at all latitudes
penetrating up to 120 km into the ice sheet interior (Pritchard et al., 2009). Most fast flow
(>400 m y-1) is limited to narrow, well-defined trunks of outlet glaciers, likely determined
by subglacial topography (Joughin et al., 2010). The four largest outlet glaciers (Jakob-
shavn Isbrae in the west; Petermann Glacier in the north; and Kangerdlussuaq and Helheim
Glaciers in the east) are marine-terminating and collectively drain about 22% of the area of
the Greenland Ice Sheet and are projected to contribute 19–30 mm of sea level rise by 2200
through changes in their dynamics (Nick et al., 2013). Between 2000–2012 these four outlet
glaciers accounted for ∼50% of ice lost due to flow acceleration (Enderlin et al., 2014).
Various dynamic mechanisms of mass loss from marine-terminating margins have been
identified. These include (a) the warming of fjord waters associated with atmospheric forcing
and modifications to fjord circulation patterns driven by enhanced submarine melt rates
(Murray et al., 2010; Straneo et al., 2011; Christoffersen et al., 2011); (b) the disintegration
of buttressing floating ice tongues and sikkusak (mélange), resulting in reduced back-stress
(Thomas et al., 2009; Howat et al., 2010); (c) enhanced submarine melt rates associated
with subglacial discharge from the glacier terminus which upwells in a turbulent plume
against the glacier front (Jenkins, 2011); and (d) iceberg calving due to fracture (crevasse)
propagation, which is in turn inseparably coupled to glacier dynamics (Benn et al., 2007).
The relative importance of each of these mechanisms and the ways in which they interact are
presently poorly understood but, given their significant role in recent mass losses, tidewater
glaciers are a major area of ongoing research (Straneo et al., 2013).
The Greenland Ice Sheet flows not only under its own weight due to gravity, but also by
sliding along its bed. Ice motion has been observed to accelerate coincident with increases in
meltwater inputs to the subglacial environment which enhance sliding of the ice sheet along
its bed, predominantly in land-terminating regions (Zwally et al., 2002; Bartholomaus et
al., 2008; van de Wal et al., 2008; Shepherd et al., 2009; Bartholomew et al., 2010, 2011a,
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2012; Palmer et al., 2011) but also at marine-terminating glaciers including Helheim Glacier,
east Greenland (Andersen et al., 2010) and Kangiata Nunata Sermia, south-west Greenland
(Sole et al., 2011). The mechanism enables changing air temperature to perturb the speed
at which the margins of the Greenland Ice Sheet flows by changing rates of surface melting.
Initially it was suggested that enhanced surface meltwater production could lead to faster net
annual ice flow (Zwally et al., 2002), accelerating dynamic mass losses in a warming climate
as more ice would be drawn down to lower elevations resulting in higher ablation rates,
additional thinning and marginal retreat (Parizek and Alley, 2004), threatening the ‘loss’
of the Greenland Ice Sheet (Gregory, 2004). Theoretical considerations and observations
in south-west Greenland revealed that supraglacial lakes could drain suddenly by hydro-
fracture, providing a mechanism to initiate surface-to-bed hydrological connections (Alley
et al., 2005b; Das et al., 2008). However, some recent studies have suggested that, over
annual timescales, the ice sheet might instead flow more slowly in response to increasing
summer meltwater volumes (van de Wal et al., 2008; Sundal et al., 2011).
The overall relationship between surface meltwater volume and ice motion is elusive because
the ice-bed interface changes in response both to varying meltwater inputs and to sliding,
and it is difficult to make direct observations of the ice-bed interface. Transient periods
of faster ice motion occur when subglacial water pressure rises enough to ‘lift’ the ice up,
causing ice-bed separation over a wide enough area to reduce basal traction and enable slip
(Iken and Bindschadler, 1986). During such periods, ice velocities can increase by ∼200-
300% of their winter velocities (e.g. Bartholomew et al., 2010). However, as the ice slides
over its bed, cavity spaces open up, increasing the capacity of the subglacial drainage system
and lowering water pressure which in turn increases basal traction and reduces slip (Iken
and Truffer, 1997). Moreover, the morphology of the subglacial drainage system adapts to
evacuate larger fluxes of water at lower pressure as water incises channels into the overlying
ice and/or into the substrate (Hubbard and Nienow, 1997). Thus, whilst meltwater inputs to
the ice sheet bed initially cause transient acceleration, negative feedbacks then act to reduce
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ice motion by lowering water pressure and increasing basal traction (Iken and Truffer, 1997).
In order to understand the net impact of surface meltwater production on ice motion it is
therefore necessary to consider how short-term variability aggregates to control ice motion
over seasonal, annual and longer timescales. Only then can we begin to identify where the
balance in a warming climate lies between (1) meltwater inputs and water pressure, (2) the
impact of subglacial drainage system evolution upon water pressure, and (3) the effect of
water pressure upon ice motion.
1.2 Outline of thesis
This thesis aims to improve our understanding of the coupling between hydrology and
dynamics along land-terminating margins of the south-west Greenland Ice Sheet. It uses
both field and remotely sensed observations to understand the potential hydro-dynamic
responses of the Greenland Ice Sheet to Earth’s changing climate, and specifically seeks to
establish whether enhanced melting is able to generate spatially significant ice motion speed-
up over annual and longer timescales. The thesis is organised into three complementary
research themes:
1. The impact of extreme meltwater supply rates and extreme meltwater volumes
on ice motion. Contrasting hypotheses have been developed to address which of
meltwater supply rates versus volumes is most important to generating ice motion. In
the first key study to examine the coupled hydrology-dynamics of the Greenland Ice
Sheet, Zwally et al. (2002) suggested that ice motion could be faster in years when
meltwater volumes were larger. In contrast, van de Wal et al. (2008) and Sundal et
al. (2011) suggested that larger seasonal meltwater volumes result in slower annual
ice motion due to the development of efficient subglacial drainage earlier in summer,
resulting in lower velocities during the remainder of the melt season. Conversely,
some field-based (Bartholomew et al., 2011a) and theoretical (Schoof, 2010) studies
have shown that rapid increases in the rate of meltwater supply to the ice sheet bed
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can cause spikes in subglacial water pressure, leading to transient ice acceleration.
Bartholomew et al. (2011a) therefore proposed that net annual ice motion is likely to
be faster in a warmer climate as a consequence of higher meltwater supply rates.
A major reason for these continuing uncertainties is that few observations have been
made over complete melt-years (i.e., spring to the end of the following winter) when
the net impact of coupled hydrology-dynamics upon annual ice motion becomes
apparent. This theme aims to identify whether more melting results in faster net
annual ice motion by utilising observations made over the two complete melt-years of
2009 and 2012. During 2012 there were two melt events which resulted in extreme
rates of meltwater supply (unprecedented since 1889 (Nghiem et al., 2012)) and total
Greenland-wide runoff was 3.9 σ above the 1958–2011 mean (Tedesco et al., 2013a).
Conversely, 2009 was an ‘average’ melt-year in which extreme melt events did not
occur. These two melt-years are therefore ideal candidates for testing the impact of
varying meltwater volumes and supply rates on annual ice motion.
2. The impact of subglacial drainage system structure on ice motion. Field studies
of alpine glaciers have revealed significant spatial hetereogeneity in the morphology
of the subglacial drainage system, with associated spatial variability in ice surface
motion (e.g. Nienow et al., 2005). Similarly, interferometric synthetic aperture radar
(InSAR) observations of ice motion over a section of the south-west Greenland Ice
Sheet during late summer show that faster ice motion is coincident with supraglacial
meltwater input points, indicating that routing of meltwater at the ice sheet bed closely
resembles routing at the surface (Palmer et al., 2011). This theme aims to identify the
magnitude of spatial variations in ice motion driven by water pressure variability in the
underlying subglacial drainage system through two approaches. Firstly, it uses detailed
field observations to examine transient variations in ice motion adjacent to and distal
from an inferred subglacial channel during the 2012 melt season. Secondly, it uses
satellite synthetic aperture radar and GPS observations to examine net ice motion
during summer and over the full 2012–2013 melt-year, in order to examine spatial
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variations in the proportion of annual ice motion attributable to hydrologically-forced
ice motion.
3. Coupled hydrology-dynamics over decadal timescales. Air temperatures over the
south-west Greenland Ice Sheet have warmed during the last two decades (Box et
al., 2009; Hanna et al., 2012), leading to the production of more surface meltwater
(Fettweis et al., 2013). However, for reasons outlined above, it remains unclear whether
increasing meltwater production will cause ice sheet motion to increase over decadal
timescales. Utilising feature tracking of the Landsat Program archive of satellite
imagery, this theme quantifies changes in annual ice motion from 1985 to 2014 over an
8000 km2 area along the margins of the south-west Greenland Ice Sheet. Examining
ice motion at unprecedented combined temporal and spatial resolution, this theme
investigates how decadal changes in surface melting have impacted upon ice motion.
This thesis specifically addresses the land-terminating margins of the Greenland Ice Sheet.
This is because these are the margins at which proglacial discharge can be measured to
help understand links between melting, runoff and ice motion, and the impact of coupled
hydrology-dynamics can be separated from the other numerous and complex dynamic
mechanisms which perturb the flow of marine-terminating glaciers.
Chapter 2 provides a more detailed review of subglacial hydrology and the role of water at
the ice-bed interface in controlling ice motion. It summarises findings made both at alpine
glaciers and on the Greenland Ice Sheet. Chapter 3 introduces the study areas and the
methods used to collect field observations and to analyse remotely sensed data.
Chapters 4, 5 and 6 examine each of the three research themes outlined above. Chapter
7 summarises and synthesises these findings in the context of other research undertaken
on the Greenland Ice Sheet, and highlights a number of critical outstanding issues which
need to be addressed to reduce the errors on predictions of the stability of the Greenland
Ice Sheet in a warming world.
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1.3 Format of thesis
Chapters 4, 5 and 6 have been written in the format of standalone papers to facilitate rapid
dissemination of their findings to the research community. Chapters 4 and 5 have already
been published, whilst Chapter 6 is in review. Each of these chapters lists a number of co-
authors, along with a summary of their contributions. In addition, I am a co-author on three
further published papers related to my doctoral studies. All of these papers are included in
their published format as appendixes at the end of this thesis.
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Chapter 2
Background
During the second half of the 20th century the field of glaciology began to grow dramatically.
Initially many studies were numerical and theoretical in approach, concerning themselves
with physical formulations to describe glacier flow, basal slip and subglacial drainage chan-
nels. From around the 1970s a number of field campaigns began to record complementary
observational data both in the European Alps and further afield. However, it was only at the
turn of the 21st century that the hydrology and dynamics of the Greenland Ice Sheet started
to receive substantial research attention.
Much of the existing body of glaciological knowledge derived from alpine glaciers is appli-
cable to the Greenland Ice Sheet. This chapter therefore first briefly reviews some essential
theoretical aspects of glacier hydrology and ice motion. It then examines observations of
hydrologically-controlled ice flow variability made at alpine glaciers before moving on to
summarise the current state of knowledge of coupled hydrology-dynamics of the Green-
land Ice Sheet gained from field observations, remote sensing measurements and modelling
approaches.
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Figure 2.1: Elements of the glacier water system, reproduced with modifications from Figure 6.1,
Cuffey and Paterson (2010).
2.1 The glacier hydrological system
The hydrological system of a glacier has three main elements: meltwater production on
the surface of the glacier (supraglacial hydrology), routing of surface meltwater through
the ice to the glacier bed (englacial hydrology), and the drainage of water beneath the ice
(subglacial hydrology). Each element has a number of features, as shown in Figure 2.1.
2.1.1 Surface meltwater production
Meltwater is produced on the glacier surface in quantities largely determined by the energy
balance at the glacier-atmosphere interface (Hock, 2005). For the same amount of radiation
input, snow-covered surfaces produce less melt per unit of radiation input than bare-ice
surfaces as they have a higher albedo, resulting in a higher proportion of the shortwave
radiation being reflected.
Melting is more rapid during the daytime when more radiation reaches the ice sheet surface.
The flux of meltwater is greater in the ablation zone than the accumulation zone as the
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lower albedo and warmer temperatures at lower elevations act to increase the melt rate
(Fountain and Walder, 1998).
2.1.2 Routing to the glacier bed
The processes controlling the routing of surface meltwater to the subglacial environment
govern the rate at which surface meltwater reaches the bed. Routing pathways evolve in
response to supraglacial meltwater production. Broadly, they may be characterised as ‘slow’,
where meltwater percolates through snowpack, or ‘fast’, where meltwater flows across bare
ice surfaces.
Mediation by snowpack facies
Meltwater produced where snow and/or firn is present has to percolate through the
snowpack/firn in order to reach the impermeable ice surface. Transmission through the
interstitial pores introduces significant lags in discharge (Fountain, 1996; Fox et al., 2008).
Early in the melt season, when the snowpack is cold, meltwater will refreeze in the interstitial
structure, reducing the meltwater flux. Snowpack/firn temperature and porosity control the
percolation rate (Jezek et al., 1994). As meltwater passes through the snowpack/firn, it
causes the surrounding snowpack/firn to warm, thus the transmission efficiency of the
snowpack/firn increases with surface melting (Campbell et al., 2006).
Supraglacial streams
Water percolates through the snow and firn to the impermeable ice interface, where it begins
to flow downslope. As water from the melting of snow/firn and ice flows into topographic
lows, it coalesces, and supraglacial channel incision by frictional melting occurs (Isenko et
al., 2005). The width of supraglacial channels is proportional to the square root of their
discharge (Ferguson, 1973). Near the ice sheet margin, these streams may discharge directly
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to the proglacial environment, but further inland they either drain to the glacier bed via
crevasses and moulins, or pond into supraglacial lakes.
Hydro-fracture
Unlike alpine valley glaciers, which are usually at the melting point throughout their depth,
the ice of glaciers in the High Arctic and Greenland tends to be either cold apart from a
basal layer of finite thickness at the melting point, or cold throughout the vertical profile
and frozen to the underlying bed (Cuffey and Paterson, 2010). Englacial conduits therefore
cannot propagate down towards the bed by the melting of their walls through heat generated
by viscous dissipation as the surrounding ice is too cold (Shreve, 1972; Röthlisberger, 1972).
In principle this has the potential to limit hydrological connections from the surface to the
bed (Boon and Sharp, 2003). However, crevasses can propagate from the glacier surface to
the bed via hydro-fracture. Water has a slightly greater density than ice. Provided the crevasse
is water-filled, the weight of the water can overcome the lithostatic stress of the ice, enabling
the crevasse to propagate to the glacier bed (van der Veen, 2007). Such a mechanism appears
to explain surface-bed connectivity in the polythermal John Evans Glacier, Ellesmere Island
(Boon and Sharp, 2003).
The locations of crevasse formation are governed by ice tensile stress and mechanical
strength (i.e. fracture toughness), but once hydro-fracture is initiated then propagation
proceeds independently of these initial conditions (van der Veen, 2007). Modelling has
suggested that the crevasse must fracture quickly enough that the water inside is not able
to refreeze, which requires that the crevasse be deeply filled with water initially (Alley et
al., 2005b), although observations in the High Arctic suggest that the process proceeds by
multiple small fracture events, each halted by re-freezing (Boon and Sharp, 2003). If the
crack is large enough it propagates easily; hydro-fracture to the bed is thus likely to be
most successful when the initial crevasse depth is on the order of tens of metres (Alley et
al., 2005a). The supply of water to the crevasse must continue during propagation, and
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Figure 2.2: Idealized elements of the subglacial drainage system, grouped into ‘fast’, ‘efficient‘ or
‘channelised’ drainage, versus ‘slow’, ‘inefficient’ or ‘distributed’ drainage. Canals may be classified
either way. Reproduced from Flowers (2015).
forms the chief control on the rate at which propagation proceeds (van der Veen, 2007). If
a crevasse subsequently develops into a moulin then the lag time between surface melting
and delivery to the bed will decrease (Colgan et al., 2011).
2.1.3 Subglacial hydrology
Surface meltwater travels through englacial pathways to the glacier bed where it meets
relatively impermeable bedrock or unconsolidated sediments (Hubbard and Nienow, 1997).
The glacier bed may be frozen, such as beneath the ice divide region of the Greenland
Ice Sheet (Parizek and Alley, 2004), or it may be temperate — maintained at the pressure
melting point as is the case at most alpine glaciers and also for the margins of the south-west
Greenland Ice Sheet (Parizek and Alley, 2004). When the ice-bed interface is at the pressure
melting point, liquid water will be present. In water-filled, ice-bounded channels this water
will flow in the direction of the hydraulic gradient, which is a function of both the bed slope
and the overlying ice mass (Shreve, 1972). The morphology of the subglacial drainage system
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Figure 2.3: Idealised plan view of (a) an arborescent hydraulic system composed of channels and
(b) a non-arborescent inefficient hydraulic system. Reproduced from Fountain and Walder (1998).
evolves in response to meltwater supply rates. Frictional viscous melting by water flowing
under pressure must counteract the rate of ice deformation if an ice-incised passage is to
remain open (Shreve, 1972). Water flow also erodes, mobilises and transports sediments,
resulting in an ever-changing subglacial drainage system. Various elements composing the
subglacial drainage system have been proposed, broadly grouped by their hydraulic efficiency
and/or speed of water routing (Figure 2.2; Hubbard and Nienow, 1997; Fountain and Walder,
1998).
Early in the melt season drainage is thought to occur primarily via a distributed system
with low hydraulic efficiency (Hubbard and Nienow, 1997, and Figure 2.3b). As a result,
water pressure (hereafter Pw) is high even though the meltwater flux is small. As surface
melting intensifies, Pw will increase if the rate of meltwater supply is faster than the
rate at which the subglacial drainage system can grow and/or increase its efficiency to
accommodate the increased meltwater inputs. Beyond a critical Pw-size threshold, elements
of the distributed system become unstable and collapse (Kamb, 1987), resulting in the
development of channelised structures which evolve into an arborescent system (Fountain
and Walder, 1998, and Figure 2.3a). These channels could operate as central variable
pressure axes characterised by low minimum diurnal Pw and high diurnal Pw variations
in a narrow zone, transitioning over several tens of metres to more stable Pw in adjacent
distributed drainage areas (Hubbard et al., 1995). This hydraulically efficient arborescent
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system expands up-glacier at the expense of the widespread inefficient drainage system as
the snow-line retreats and surface-to-bed connections are established which enable diurnally
varying inputs of surface meltwater (Nienow et al., 1998). As melt fluxes reduce towards the
end of the summer, ice deformation will cause the gradual closure of channelised drainage
structures until ice overburden pressure (Pi) is balanced by Pw.
The foregoing description of the subglacial drainage system concentrates on its evolution
over the full length of the melt season as a function of seasonal variations in meltwater supply.
Over diurnal timescales, meltwater supply rates vary substantially, resulting in transient
periods of over-pressurisation and, conversely, periods during which elements of the system
may be at atmospheric pressure (Fountain and Walder, 1998).
2.2 Subglacial hydrology and ice motion
The presence of water at the glacier bed plays a critical role in controlling spatial and
temporal variations in ice motion. It influences the stress distribution at the ice-bed interface
by modifying the degree of contact between the bed and overlying ice, thereby controlling
basal traction and thus the rate at which ice slips over the bed (Fountain and Walder, 1998;
Cuffey and Paterson, 2010). Particularly important to the control of basal slip is Pw, with high
Pw providing the potential to initiate slipping (Clarke, 2005). However, Pw in turn depends
on meltwater supply and subglacial drainage system structure, which complicates the specific
relationship between surface melting and ice motion. Changes in system morphology and
meltwater supply can induce variations in ice motion over diurnal to seasonal timescales
(e.g. Willis, 1995).
2.2.1 Basal slip
The theory of ice sliding over a hard bed has its origins in the mechanisms of regelation
(pressure melting) and enhanced ice creep proposed by Weertman (1957). Both assume a
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Figure 2.4: A model of linked cavity drainage, reproduced from Kamb (1987). Large black arrows
indicate the direction of ice flow. Left: Map view of the glacier bed. Areas of ice contact with the bed
are shaded. Vertical cross-sections along AA’ and BB’ are shown in the right-hand panel. Directions of
water flow through the system are identified with small black arrows. Right: Vertical cross-sections
through AA’ and BB’.
temperate ice mass overlying impermeable hard bedrock with irregular topography where a
widespread uniform film of water, produced by pressure and geothermal melting, separates
the ice from its bed. With this theory, it is simple to understand that if meltwater is present
at the glacier bed in quantities greater than can immediately be drained, the water film
will thicken, resulting in more bed separation as more bed obstacles are submerged. The
reduction in ice-bed contact reduces friction and drives increases in sliding.
The mechanism proposed by Weertman is unlikely to be physically realistic as it fails to
account for the role of bed topography in promoting the development of cavities — pockets
where water concentrates. This led to the development of a model of sliding based on cavities
(Figure 2.4; Lliboutry, 1968, 1979; Kamb, 1987) in which water concentrates in cavities
which form in the lee of bedrock bumps, where the pressure exerted by the overlying ice is
lowest. Simple channels provide links between the cavities.
Under increased Pw the cavities become enlarged, which reduces the degree of contact
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Figure 2.5: Conceptual process of transient cavity growth and its effect on ice motion, as envisaged
by Iken (1981). Red arrows indicate the direction and magnitude of ice motion. As the cavity grows
(1), ice velocities increase in the horizontal direction, and ice uplift occurs. When the cavity stops
growing (2), horizontal ice velocities decrease and become bed-parallel.
between the ice and bed, concentrating the stresses onto the remaining points of contact
(Lliboutry, 1979). For enhanced rates of sliding to occur, the effective pressure N (the
difference between Pi and Pw in the cavity) must tend to 0, enabling flotation. The minimum
value at which this occurs is termed the separation pressure Ps. As Pw increases above Ps it
reaches a critical point Pc (< Pi) at which sliding becomes unstable (Iken, 1981; Cuffey and
Paterson, 2010). Thus, when Pw < Ps, sliding is constant and depends on Weertman-derived
processes of regelation and enhanced creep. As Pw approaches Ps, water-filled cavities begin
to form, reducing ice-bed contact and causing glacier surface uplift when Pw > Ps. At Pw = Pc
sliding becomes unstable and non-linear acceleration may occur (Iken, 1981). Water supply
to the ice-bed interface, together with the drainage system that it encounters, are therefore
the key controls on the contribution of cavity growth to enhanced ice motion (Fowler, 1987).
The foregoing mechanism fails to explain why peak horizontal velocities are often observed
to occur while the rate of surface uplift is greatest, rather than when the upward motion of
the ice has reached the maximum elevation (Iken, 1981). Iken therefore suggests that the
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greatest sliding velocities occur at the beginning of cavity growth, when Pw is between Ps
and Pc. After initial separation, the cavity grows (Figure 2.5:1), increasing the area of the
ice supported by Pw. Ice at the down-glacier edge of the cavity moves further along the bed
than that at the up-glacier edge. Only when the cavity reaches the steady-state size for the
given water pressure does the ice at the ceiling move parallel to the bed, resulting in slower
sliding velocities and the cessation of surface uplift (Figure 2.5:2). This mechanism in turn
explains why glaciers slide faster during periods when Pw is increasing rather than decreasing.
However, it is important to note that this mechanism assumes steady-state conditions. In
reality, cavity growth increases the capacity of the subglacial drainage system, which acts to
reduce Pw and in turn reduce ice motion.
Unlike sliding over a hard bed, sliding over a soft bed introduces a dynamic role for
underlying sediments at the ice-bed interface (Fowler, 2003). Whereas hard beds promote
enhanced ice motion by flotation when sufficient water is present, glaciers underlain by soft
sediments theoretically undergo elevated ice motion as a consequence of bed deformation.
Water-saturated till can deform at high pore water pressure (Boulton and Jones, 1979). High
pore water pressure occurs when drainage of water is slower than the rate of meltwater input
into the till. Effective stress (N) is reduced as high Pw reduces the force per area given by
grain-to-grain contact (Cuffey and Paterson, 2010). Thus, as Pw approaches Pi , subglacial till
becomes weaker than the overlying ice. The more readily the sediments deform, the smaller
the resisting forces, so the faster the ice will be transported by the deforming substrate.
However, elevated Pw does not necessarily lead to deformation (and consequent ice motion),
as at low N the ice is nearly afloat so transmits very little shear stress to the sediment (Clarke,
2005). This negative feedback reduces the propensity for sliding by sediment deformation
and instead tends to favour sliding by decoupling of the ice from the bed. At Storgläciaren,
Sweden, a reduction in N was observed to correspond to an increase in ice motion but a
decrease in the strain rate in the subglacial sediment as the decoupling reduced shearing
(Iverson et al., 1995). Surface uplift during ice speed-up events is also consistent with ice-bed
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decoupling rather than sediment deformation. Iverson et al. (1995) therefore suggested that
the most important aspect of sediment deformation could be in providing a smooth surface
over which the ice can slide by ice-bed decoupling. Overall, it is possible that the importance
of sliding caused by bed deformation has been overstated (Piotrowski et al., 2001).
2.2.2 Temporal variability in hydrology and dynamics
Variability in ice motion is associated both with variations in the rate of meltwater supply and
the evolution of an increasingly efficient channelised subglacial drainage system, resulting
in variable Pw. Coupled hydrology-dynamics has been observed at alpine glaciers such as
the Haut Glacier d’Arolla, Switzerland (Mair et al., 2002) and at High Arctic glaciers such as
John Evans Glacier, Ellesmere Island (Bingham et al., 2003) and Midre Lovénbreen, Svalbard
(Rippin et al., 2005).
A subglacial drainage system consisting of cavities and/or patches of porous sediment is
hydraulically inefficient and is therefore unable to route meltwater quickly (Figure 2.6:1).
Once surface melting commences at the start of the melt season and meltwater reaches
the glacier bed, high velocity events occur, commonly termed ‘spring events’ (Mair et al.,
2003). They are associated with the initiation of surface-to-bed connections, large increases
in proglacial discharge and high subglacial Pw, resulting in widespread decoupling of the ice
from its bed (Mair et al., 2003; Bingham et al., 2006) (Figure 2.6:2). During these spring
events Pw in the existing ‘distributed’ drainage system rises and hydraulic jacking occurs as
cavities grow in response to rising Pw, causing ice motion to speed up (Figure 2.6 box a).
Beyond Pc , cavities become unstable and the morphology of the subglacial drainage system
therefore adapts to improve the efficiency of water routing. Channels form as the flowing
water melts the walls of the surrounding ice by friction (Figure 2.6:3). For a given meltwater
supply rate, the increasing capacity of the subglacial drainage system works to lower
Pw and hydraulic jacking therefore becomes less widespread, causing ice velocity to fall
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Figure 2.6: A cartoon of coupled hydrology-dynamics, after Iken and Bindschadler (1986); Bingham
et al. (2003); Bartholomew et al. (2010). Steps 1–5 occur over the course of the summer. Steps 3–5,
outlined in orange, can additionally occur each time there is a step increase in the rate of meltwater
supply to the ice sheet bed. Arrows in steps 4 and 5 show the direction of diurnal Pw gradients. Boxes
(a) and (b) refer to specific periods discussed in the text.
(Figure 2.6:4). Over diurnal timescales, varying surface meltwater inputs cause pressure
gradients between the efficient channelised system and the surrounding distributed system to
oscillate (Figure 2.6:4). During high rates of meltwater supply in the daytime, water is forced
out of channels to the surrounding bed, whilst at night when melting decreases, water drains
out of the surrounding bed into the channelised drainage system (Hubbard et al., 1995). This
causes diurnal oscillations in ice motion, which are strongest in amplitude directly above the
subglacial channel (Nienow et al., 2005). As the meltwater supply rate falls towards the end
of the melt season, the pressure in the efficient channelised regions of the drainage system
falls to become lower than surrounding areas of the inefficient unchannelised glacier bed,
and water from these areas is drained into the channelised system (Figure 2.6:5), much as
over diurnal timescales. Ice velocities therefore drop as basal traction increases. Steps 3 and
4 in Figure 2.6 occur each time there is a step increase in the rate of meltwater supply to the
ice sheet bed that overwhelms the routing capacity of the existing drainage system, resulting
in transient over-pressurisation and ice speedup akin to that illustrated in Figure 2.6, box b.
Upglacier expansion of an efficient subglacial drainage system is broadly synchronous with
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the expanding melt area (Nienow et al., 1998; Bingham et al., 2003). The evolution of
a more hydraulically efficient subglacial drainage system in response to meltwater inputs
has an important negative feedback on ice flow, reducing the sensitivity of basal sliding to
meltwater inputs. This has a number of ramifications for spatial variability in ice motion, on
timescales from sub-diurnal to inter-annual.
2.2.3 Spatial variability in hydrology and dynamics
Initially, investigations of spatial variability in ice motion largely ignored the role of hydrology.
One of the first examples of numerical modelling in glaciology, by Nye (1965), investigated ice
flow through idealized glacier cross-sections of different geometries, examining the impact
that factors such as drag on the valley sides have on velocities at the bed and the surface.
However, Nye neglected basal slip, primarily due to inadequate constraints from field data.
Motivated by Nye, Raymond (1971) measured ice deformation at the surface and at depth
through a cross-section of Athabasca Glacier in the Canadian Rockies. His observations
differed significantly from the theoretical predictions of Nye (1965) due primarily to the
identification of a spatially variable slip component, rather than a constant sliding velocity for
which Nye’s analysis would have held. Basal sliding was found to contribute proportionally
more motion towards the centre line than at the margins, rather than to occur uniformly
throughout the cross-section.
To investigate the amount of basal sliding that would be expected at the ice surface, Balise and
Raymond (1985) modelled the impact of different length scales of basal velocity anomalies
on the distribution of ice surface motion. They found that over length scales >10 ice
thicknesses (10H) the velocity anomaly at the surface is essentially the same as the anomaly
at the bed. However, at length scales <10H, the velocity anomaly expressed at the surface
becomes different to that at the bed. The propagation of the basal perturbation in ice
motion is smoothed and dampened as it propagates upwards, resulting in a smaller surface
expression of the original basal perturbation. At <5H the position of velocity peak at the
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surface shifts away from the peak perturbation at the bed and additional surface peaks may
also be introduced. At very short spatial scales of basal perturbation (<1H) there is no
corresponding change in the surface velocity field. The theoretical findings of Balise and
Raymond (1985) highlight the difficulties associated with inferring basal conditions from
surface properties.
During the 1980s and 1990s a number of field campaigns on alpine glaciers seeked to
elucidate the mechanisms by which hydrology and ice motion might be linked. Dense grids
of boreholes were drilled at glaciers such as Findelengletscher (Iken and Truffer, 1997)
and Haut Glacier d’Arolla (Harbor et al., 1997; Gordon et al., 1998) in the European Alps,
Storglaciären in Sweden (Hooke et al., 1989), South Cascade Glacier in the USA (Fountain,
1994) and Trapridge Glacier in the Yukon Territory, Canada (Murray and Clarke, 1995).
Water levels measured in the boreholes were used as proxies for subglacial Pw. The spatial
relationships between water levels across the borehole grids were seen to change both
over the course of a melt season and from one hour to the next. Critically, the borehole
observations suggested that glacier beds are spatially non-uniform in their hydrology and
their substrate over length scales from less than one to several ice thicknesses (e.g. Harbor et
al., 1997). Observations at the Haut Glacier d’Arolla revealed that diurnally variable water
pressures tended to be restricted to an area relatively narrow in cross-glacier direction,
and associated with an efficient subglacial Röthlisberger channel (e.g. Figure 2.2, top-left),
forming variable pressure axes (VPAs; see also Section 2.1.3) (Hubbard et al., 1995). Away
from these zones water pressures tended to be higher and less variable, implying that at any
one time some areas of the glacier bed are more hydrologically connected than others.
Spatio-temporal patterns in borehole water levels show relatively close correspondence to
surface ice motion (within a distance <= 1 ice thickness). Increasing Pw leads to more
spatially extensive ice-bed decoupling, with ice uplift likely to occur once the meltwater
supply rate is large enough to raise Pw in the adjacent unchannelised regions of the subglacial
drainage system (Murray and Clarke, 1995). The greatest diurnal variability and highest
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peak velocities tend to occur over the VPA and attenuate with distance from the VPA as the
impact of the VPA on Pw decreases (Hubbard et al., 1995; Nienow et al., 2005).
Stake networks used to observe ice surface strain rates have provided further insights into
how basal motion perturbations are expressed at the glacier surface. Mair et al. (2001)
observed that during spring events on Haut Glacier d’Arolla, enhanced glacier motion was
dependent on a change in the spatial distribution of areas of high drag across the glacier.
Specifically, they concluded that ‘sticky spots’ would have to be removed over length scales
>4 ice thicknesses before a high velocity event could occur. The pattern of ‘sticky’ and
‘slippery’ spots was spatially and temporally variable. Moreover, at horizontal scales <1 ice
thickness, ice coupling to surrounding areas obfuscated any local relationship between basal
drag and glacier motion.
The importance of ‘sticky’ spots for regulating ice surface motion implicates stick-slip motion
at the glacier bed (e.g. Fischer and Clarke, 1997; Kavanaugh and Clarke, 2001; Nienow et al.,
2005). Stick-slip motion assumes a network of water-filled cavities at the ice-bed interface
which can grow and shrink; sliding velocity is greatest when cavities are growing in response
to rising Pw, rather than when they reach a steady-state size (Iken, 1981). However, stick-
slip also incorporates cyclic momentary speed-up as the accumulated local elastic strain
associated with increasing Pw is released (Fischer and Clarke, 1997).
Combining observations of proxy Pw from boreholes with records of ice surface motion yields
a complex picture in which variable Pw is clearly responsible for some variability in ice motion,
yet the extent to which Pw can directly explain ice surface motion is somewhat spatially and
temporally discontinuous. Much of this uncertainty arises from how the configuration of
the subglacial drainage system at any point in time is able to drive fluctuations in Pw both
locally and further away, together with the flux of water delivered to the system (Kamb,
1987 in Nienow et al., 2005). Building on the suite of observations collected at Haut Glacier
d’Arolla, Nienow et al. (2005) modelled the observed diurnal velocity field. They found that
reductions in basal shear traction were required over a substantially larger area of the bed
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than just in the vicinity of the subglacial channel and VPA to explain the observed velocity
patterns. They therefore suggested that Pw needed to act over length scales of at least several
ice thicknesses to produce the observed surface expression of ice motion.
As variations in subglacial hydrological conditions affect rates of basal motion, in turn
creating longitudinal and transeverse stress gradients in the ice (Harbor et al., 1997), the
surface expression of basal motion will be modified and attenuated. There was some evidence
of faster surface motion in the vicinity of the VPA during the summer season at Haut Glacier
d’Arolla, but over the course of a full year, compensating ice deformation via transverse
coupling appeared to suppress surface expression of the VPA (Harbor et al., 1997).
2.3 Hydrology and dynamics of the Greenland Ice Sheet
One of the first indications that surface melting could influence the ice motion of the
Greenland Ice Sheet came from satellite radar interferometry data of Ryder Glacier, north
Greenland, which sped up around three-fold during a period when lakes on the surface of the
ice sheet were inferred to have drained, somehow influencing basal Pw (Joughin et al., 1998).
This was followed by observations made at Swiss Camp, west Greenland during the 1990s
which showed near-coincidence of ice acceleration with the duration of summer melting, and
deceleration upon the cessation of melting (Zwally et al., 2002). With the realisation that
coupled surface melting and ice motion might provide a dynamic mechanism by which the
ice sheet could respond rapidly to climate warming, the investigation of coupled hydrology-
dynamics in the Greenland Ice Sheet has become a key research priority.
To date most research into coupled hydrology-dynamics has focused on understanding the
behaviour of land-terminating margins of the ice sheet. Marine-terminating margins are
sensitive to a number of other potential dynamic thinning mechanisms, including iceberg
calving (e.g. Benn et al., 2007) and submarine melting of the terminus (e.g. Chauché et al.,
2014), making it difficult to discern signatures of hydrologically-forced ice motion.
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Figure 2.7: Response of land-terminating margins of the Greenland Ice Sheet to coupled hydrology-
dynamics. Red bars show the size of the ablation zone. a: the margins in their present state. b: under
projected climate change, the equilibrium line will rise and the interior of the ice sheet will thicken
by accumulation while the margins will thin (e.g. Stocker et al., 2013; Shepherd et al., 2012). c: if
coupled hydrology-dynamics has a positive feedback effect, ice will be moved more quickly from
higher elevations into the ablation zone, causing melting over larger areas of the ice surface.
The speed at which land-terminating margins flow relative to up-glacier regions is important
because it acts to determine the size of the ablation zone (Figure 2.7a). Climate change is
predicted to result in more accumulation at higher elevations but also to cause thinning at
lower elevations (Vaughan et al., 2013), which may cause the ablation zone to steepen and
get smaller over time (Figure 2.7b). However, if coupled hydrology-dynamics has a positive
feedback effect such that enhanced melting of the ice sheet results in faster ice motion, it
will lead to faster ice drawdown from higher elevations, likely causing the ablation zone of
the ice sheet to expand despite increased accumulation at higher elevations (Figure 2.7c;
Parizek and Alley, 2004).
Research into the coupled hydrology-dynamics of the Greenland Ice Sheet has two major
elements. The first element is to understand how meltwater generated on the ice sheet
surface can force its way through thick ice to reach the ice sheet bed. Previous research
on John Evans Glacier in the High Arctic has shown that ponded meltwater can initiate
hydro-fracture through ice 150 m thick (Boon and Sharp, 2003). Further into the interior
of the Greenland Ice Sheet, ice is over a kilometre thick, which has led to several major
investigations into how the drainage of supraglacial lakes drives hydro-fracture to the ice
sheet bed. The second element is to understand how variations in the rate of meltwater
supply to the ice sheet bed change ice motion in both time and space, which is the focus of
this thesis.
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2.3.1 Supraglacial lake drainage and moulins
During the melt season many supraglacial lakes form in the ablation zone, with dimensions
on the order of kilometres and depths in the region of tens of metres (e.g. Das et al., 2008;
Sundal et al., 2009). Low surface gradients and back-slopes provide topographic depressions
conducive to lake formation (Lüthje et al., 2006; Sundal et al., 2009), often spatially fixing
the position of lakes (Box and Ski, 2007; Fitzpatrick et al., 2014). Lakes are more common
higher in the ablation zone as longitudinal stretching nearer the ice sheet margin increases
the likelihood of bed-connected crevasses and steeper margins provide less potential for
ponding of meltwater in back-slope areas (Sneed and Hamilton, 2007), thereby allowing
water to drain away without ponding. The number and size of supraglacial lakes have
increased substantially at higher elevations during the last 40 years, closely following the
mass balance equilibrium line (Howat et al., 2013).
Hydro-fracture models (e.g. Alley et al., 2005a; van der Veen, 2007; Krawczynski et al.,
2009) suggest that large quantities of water are required to initiate penetration of a pathway
to the ice sheet bed. Supraglacial lakes coalesce and store meltwater generated over days to
weeks, which enables them to provide the quantities of meltwater required for hydro-fracture
through ice as much as ∼2 km thick.
Lake drainage events have been widely observed both in the field (Boon and Sharp, 2003;
Das et al., 2008; Doyle et al., 2013) and via remote sensing (McMillan et al., 2007; Box
and Ski, 2007; Sneed and Hamilton, 2007; Sundal et al., 2009; Liang et al., 2012). The
evolution and subsequent rapid drainage of supraglacial lakes is particularly common in the
south-west of the ice sheet (Selmes et al., 2011). Lakes at lower elevations drain earlier in
the melt season whilst those located further inland tend to drain later (Sundal et al., 2009),
a pattern which is strongly correlated with air temperatures (Fitzpatrick et al., 2014).
Models indicate that successful hydro-fracture to the bed through ∼1 km of ice requires
supraglacial lakes of dimensions ∼250–800 m across and ∼2–5 m deep in order to supply
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sufficient meltwater to keep the crack full (Krawczynski et al., 2009). Complete drainage
usually occurs in a matter of hours, rapidly introducing a large pulse of meltwater to the
subglacial environment. Field observations show that during this time ice uplift occurs,
causing widespread hydraulic separation and enhanced basal motion followed by subsidence
within hours (Das et al., 2008; Doyle et al., 2013; Hoffman et al., 2011; Bartholomew et
al., 2011a). Often, clusters of lakes drain at the same time, forcing extensive ice motion
speedup over wider areas (Joughin et al., 2013; Fitzpatrick et al., 2014). If supraglacial
meltwater continues to drain to the bed via the newly opened drainage pathway then a
seasonally persistent moulin is likely to form. Lakes at higher elevations sometimes fill and
drain multiple times during a melt season, suggesting that hydro-fracture by supraglacial
lake drainage does not always result in persistent moulins in locations where ice is thicker
and the hydraulic gradient shallower (Fitzpatrick et al., 2014).
Ice-penetrating radar surveys suggest that moulin locations are more correlated with areas
of elevated along-flow tension (which promotes surface crevassing, providing an entry
point for meltwater) than with the locations of supraglacial lakes (Catania et al., 2008).
Furthermore, annually persistent moulins route a greater volume of water than one lake
drainage (Catania et al., 2008). As evidence from south-west Greenland indicates that
lakes delay the transmission of 7–14% of surface-generated meltwater (Fitzpatrick et al.,
2014), the most important role of supraglacial lake drainage is therefore in controlling
the timing of when many surface-to-bed connections are first established (Joughin et al.,
2013), particularly further inland where ice is much thicker and it is therefore less likely
that crevasses and persistent moulins are present. Subsequently, meltwater inputs to the ice
sheet bed are controlled mainly by continuous supraglacial stream discharge into moulins.
Aerial photography and satellite imagery have shown that moulins in the western ablation
zone of the Greenland Ice Sheet tend to persist in the same locations from one year to the next
and may contribute to an established network of englacial channels (Chu, 2013). Between
300 m asl and 800 m asl they are present with a density of ∼12 moulins km-2 (Phillips et al.,
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Figure 2.8: Late summer speedup in south-west Greenland. Supraglacial hydrological catchments
(white lines) superimposed on late-summer minus winter-average velocity change (colour scale),
together with supraglacial streams (black lines), topographic sinks (coloured black) and K-transect
sites (white stars). The Leverett Glacier catchment is denoted ‘RG’. Reproduced from Palmer et al.
(2011).
2011). This is much greater than the density of supraglacial lakes (e.g. Sundal et al., 2009),
which suggests that moulins drain the volumetric equivalent of multiple supraglacial lakes
each year (Catania and Neumann, 2010).
2.3.2 Hydrologically-forced ice motion
The ablation zone of land-terminating regions of the Greenland Ice Sheet responds dynami-
cally to meltwater in a similar way to alpine glaciers. The coincidence of enhanced surface
melting with transient increases in ice motion is widespread amongst land-terminating out-
let glaciers along the western margin of the ice sheet (Joughin et al., 2008). Observations
of individual Greenland outlet glaciers indicate that meltwater can cause variability in ice
motion from sub-diurnal to inter-annual timescales. Volumes of surface melting in individual
supraglacial catchments are positively correlated with speedup observed during late summer
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compared to winter and correspond closely with the locations of supraglacial sinks including
lakes (Palmer et al., 2011, and Figure 2.8).
Over short timescales, Shepherd et al. (2009) found that Russell Glacier in south-west
Greenland accelerated to peak daily velocity within∼1–2 hours of peak melting as calculated
by a positive degree day model. Surface uplift (1–4 cm) was consistent with hydraulic jacking,
implying a role for transient cavity growth. Ice speedup was most pronounced after a cycle
of lake drainage and thereafter was sustained at lower magnitude by continued routing of
surface meltwater to the bed.
Episodic inputs of meltwater and coincident variations in proglacial discharge point to the
timing and rate of meltwater supply as key controls upon the subglacial drainage system and
thus hydrologically-controlled ice motion (Bartholomew et al., 2011a). Meltwater volume is
of secondary importance. Thus, although the sensitivity of the subglacial drainage system to
absolute meltwater inputs decreases over the ‘’course of the melt season as the system
increases its capacity and becomes more efficient, sufficiently large transient inputs of
meltwater can still overfill the system, causing transient increases in Pw (Bartholomew et
al., 2012; Cowton et al., 2013). Cyclical diurnal meltwater inputs related to air temperature
produce a coincident response in ice motion, where diurnal melt maxima are associated with
diurnal motion maxima (Bartholomew et al., 2011a). Similarly, short-term increases in the
proglacial runoff hydrograph coincide with enhanced ice motion at nearby observation sites
(Bartholomew et al., 2011a). Peak horizontal velocities occur when the rate of surface uplift is
greatest, implicating ‘stick-slip’ motion. Stresses built up in the ice as the subglacial drainage
system accommodates additional meltwater by raising Pw are released through transient
decoupling of the ice from its bed (Bartholomew et al., 2012). This agrees with conclusions
reached 30 years ago, that horizontal velocities are greatest during cavity growth (Iken,
1981). Moreover, the foregoing mechanism suggests that seasonal changes in ice motion are
caused by the cumulative effect of varying meltwater supply rates over diurnal timescales
(Bartholomew et al., 2012).
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Working on the assumption that coupled hydro-dynamics is only active during the summer
melt season when there is a meltwater supply, Sundal et al. (2011) seeked to quantify the net
annual impact of hydrologically-forced ice motion by observing ice motion at sub-seasonal
timescales, using 35-day mean velocities captured by satellite radar over multiple years.
They found that in years of stronger melting the ice sheet appeared to flow more slowly
— late-summer velocities were 39 ± 14% above mean winter ‘background’ values in years
of higher melting but 102 ± 9% above mean winter ‘background’ values in years of lower
melting along the south-west Greenland margin. Drawing on Schoof (2010), these findings
led them to suggest that there was a critical runoff threshold beyond which the subglacial
drainage system would switch to an efficient channelised system, resulting in overall slower
motion during warmer years as the drainage system would transition to an efficient state
earlier in the melt season due to larger meltwater inputs.
Observations made at high temporal resolution over the duration of several years show that
the mechanism proposed by Sundal et al. (2011) to explain the lack of ice motion sensitivity
to meltwater supply is incorrect. Seasonal ice acceleration is predominantly a function of
locally-forced shorter-term speedup events of 1 day to 1 week in duration (Bartholomew et
al., 2012). Ice acceleration as meltwater accesses the unchannelised, inefficient subglacial
drainage system for the first time in the melt season is similar to ‘spring events’ observed on
alpine and polythermal glaciers which are typically of a few days duration (Mair et al., 2003;
Copland et al., 2003; Bingham et al., 2008). At Leverett Glacier, the magnitude of these
events is greatest nearer the ice margin as ice motion increases by 300–400% above pre-
summer velocities with significant uplift (implicating local hydrological forcing), compared
to further inland where the spring events occur progressively later in the melt season, with
velocity increases of 50–100% above pre-summer velocities and more subdued surface uplift
(Bartholomew et al., 2012). Multi-day speedup events are widespread up to ∼50 km inland,
likely associated with increased meltwater delivery from increased ablation or drainage of
stored water which overwhelms the subglacial drainage system (Das et al., 2008).
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Figure 2.9: Seasonal relationships between melting and ice motion reproduced from Sole et al.
(2013). Absolute differences in the magnitude of ice displacement and water equivalent melt between
sites were normalized by dividing each value by the mean of values for all years at a particular site. (b)
Relationship between normalized water equivalent melt and normalized summer ice displacement.
(c) Relationship between normalized late summer positive degree days and normalized winter ice
displacement.
After the spring event has occurred, ice motion tends to slow down from the spring event
peak velocity, even if meltwater continues to be supplied to the the ice sheet bed at the
same rate as during the spring event. Hydrological and tracing investigations undertaken at
Leverett Glacier show that the subglacial drainage system quickly develops efficient drainage
pathways and expands upglacier in response to melt onset (Bartholomew et al., 2011b;
Cowton et al., 2013), which increases the capacity of the subglacial drainage system and
enables meltwater to be evacuated more quickly. These efficient drainage pathways develop
to at least 40 km inland, where the ice is 1 km thick (Chandler et al., 2013). Subsequent
periods of faster ice motion will only occur when the rate of meltwater supply exceeds the
routing capacity of the subglacial drainage system, causing Pw to increase and leading to
transient ice-bed separation and enhanced basal sliding until the drainage system adapts to
the increased rate of meltwater supply (Bartholomew et al., 2012; Cowton et al., 2013).
These observations show that an increase in the rate of meltwater supply which overwhelms
the routing capacity of the drainage system — channelised or not — will always lead to
transient periods of faster ice motion during summer compared to if the increase in the rate
of meltwater supply had not occurred. Longer melt seasons are therefore likely to result in
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more ice flow during summer (Sole et al., 2013). The subglacial drainage system does not
become so efficient that it reduces ice flow during summer as has been posited previously
(van de Wal et al., 2008; Sundal et al., 2011). Three years of data from Leverett Glacier show
that warmer summers result in more summer ice flow (Figure 2.9b), but less ice flow during
the subsequent winter (Figure 2.9c) compared to the ‘average’ melt-year of 2009, such that
over the course of a full melt-year there is no significant correlation between summer melting
and annual ice flow (Sole et al., 2013). Flow during the winter is therefore a function of
the preceding summer, in terms of the duration and volume of melting and the subglacial
drainage system morphology which evolved in response.
Andrews et al. (2014) made simultaneous observations of hydraulic head in both moulins
and boreholes in the ablation zone of the western Greenland Ice Sheet. They found that as
the melt season progressed, moulin hydraulic head underwent large diurnal oscillations, but
neither the minimum nor maximum daily moulin hydraulic head decreased, leading them
to suggest that Pw decreases in the efficient, channelised system do not control decreases in
ice motion later in the melt season. Meanwhile, hydraulic head in the boreholes oscillated
at much lower amplitude, and was anti-correlated with diurnal velocity maxima, suggesting
that they were connected to hydrologically isolated areas of the ice sheet bed. Andrews et al.
(2014) proposed that pressurisation of hydrologically connected areas of the bed induces
sliding in those areas, which is transmitted to hydraulically isolated areas by stress transfer
laterally through the ice. The consequent sliding of hydraulically isolated areas increases
the volume of cavities, reducing Pw, which in turn acts to limit sliding. Andrews et al. (2014)
therefore suggested that decreases in Pw in the isolated areas of the bed over the course of
the melt season may explain the winter mediation of summer acceleration as identified by
Sole et al. (2013) and Tedstone et al. (2013).
Over inter-annual timescales the net impact of coupled hydrology-dynamics is unclear. Few
observations of ice motion over inter-annual and decadal timescales have been made. The
K-transect, consisting of 8 GPS stations on the south-west Greenland Ice Sheet, showed an
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average 10% decrease from 1991 to 2007 (van de Wal et al., 2008); the slow-down trend
at lower sites continued into 2012 (van de Wal et al., 2012) but small acceleration signals
(2% net increase in annual flow over 2009–2012) were identified above the equilibrium line
(Doyle et al., 2014). Using a combination of boreholes and modelling, some studies have
proposed that shallow bed gradients coupled with >1 km thick ice prevent the evolution of
channelised subglacial drainage systems further into the ice sheet interior. They therefore
suggest that higher elevations may be sensitive to enhanced meltwater inputs in a warming
climate as drainage system morphology cannot easily evolve to reduce Pw (Dow et al., 2014;
Meierbachtol et al., 2013).
Remote sensing campaigns undertaken over inter-annual timescales have concentrated on
seasonal and sub-seasonal snapshots of ice motion. Moon et al. (2012) compiled winter
velocity maps for 2000/2001 and then every winter from 2005/6 to 2010/11. In the land-
terminating regions of the south-west Greenland Ice Sheet, they found that in winter 70% of
surveyed glaciers with a notable trend slowed down from 2005 to 2010. However, because
they were unable to capture observations of summer ice motion, annual ice motion is
unknown. Fitzpatrick et al. (2013) used sub-seasonal snapshots of summer and winter
motion to show that 48% of their study catchment slowed down to less than the winter
flow mean by the end of summer, but they did not have observations with which to examine
variability in ice motion during the subsequent winter.
Theoretical and modelling studies provide a complementary perspective to observations of
coupled hydrology-dynamics. The recent observations made over the Greenland Ice Sheet
have renewed community interest in modelling subglacial drainage and its impact on ice
motion (Flowers, 2015). Modelling enables the impact of future climate scenarios upon ice
sheet dynamics to be estimated, and the sensitivity of different processes and parameters to
be tested, with the ultimate aim of improving sea level rise projections for the next century.
There have been some important specific advances since the IPCC’s 4th Assessment Report
(Meehl et al., 2007), which omitted dynamic responses of the ice sheet to climate change.
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Figure 2.10: Steady-state effective pressure (N) versus discharge (Q) in a conduit. Below the critical
discharge Qc the conduit remains a cavity (solid line). A conduit becomes a channel (dashed line) at
the point Qc is exceeded (circle). Reproduced from Schoof (2010), Figure 1d.
Schoof (2010) developed a model which captures for the first time the dynamic switching
between ‘distributed’ (cavity) and ‘efficient’ (channelised) subglacial drainage over seasonal
timescales based on effective pressure (Figure 2.10). It accommodates short-term fluctua-
tions in Pw as conduit size evolves slowly in response to rising melt inputs, such that large
but short-lived pulses of meltwater supply can only be accommodated by increased Pw rather
than by channel growth. This is presumed to lead to hydraulic jacking and transiently faster
ice motion. Schoof (2010) proposed that over longer timescales, however, higher rates of
steady water supply should suppress rather than enhance ice motion, due to expanding
channelisation of the drainage system. This does not agree with observations which show
that ice motion is faster during warmer summers, when the subglacial drainage system is
challenged to evacuate larger rates of meltwater supply for longer, resulting in longer periods
of over-pressurisation (Sole et al., 2013).
Subglacial drainage modelling by Werder et al. (2013) showed that water can flow in and
out of channels over diurnal timescales, resulting in complex spatio-temporal patterns of Pw
across the subglacial drainage system. However, the evolution of a modelled efficient sub-
glacial drainage system takes months, as opposed to days, according to tracer observations
from the ice sheet margin (Cowton et al., 2013).
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Models which physically link hydrology and ice motion are in a state of rapid development
and while they now capture a number of essential aspects of the coupled system, calibration
tends to remain out of reach, particularly as direct observations of the ice sheet bed remain a
significant challenge (Flowers, 2015). For example, Pimentel and Flowers (2011) found that
over seasonal timescales they could generate results that qualitatively compared well with
observations made by Shepherd et al. (2009) but, despite driving the model with diurnally
varying meltwater inputs, they were unable to reproduce corresponding diurnal variability in
ice motion. Hewitt (2013), using the same essential hydrology formulation as Schoof (2010),
suggested that increased melting associated with future climate scenarios will result in faster
summer ice motion despite the establishment of an efficient channelised drainage system,
particularly further inland where the drainage system capacity is overwhelmed, leading to
higher Pw all summer. Meanwhile, Mayaud et al. (2014) applied a model originally designed
to simulate sewage pipe systems to simulate Pw in response to projected runoff during the
21st century. This model, previously used in the Swiss Alps, is inherently channelised — the
interaction of channelised drainage with surrounding areas of distributed drainage is not
accounted for (Arnold et al., 1998; Banwell et al., 2013). They concluded that in years of
more melting, channelization will occur earlier, leading to slower summer ice motion. Thus,
the choice of model physics can strongly affect the overall conclusion reached.
Nevertheless, the diagnostic capabilities of models are beginning to provide useful con-
straints on dynamic sensitivities. Hoffman and Price (2014) found that the dominant feed-
back between subglacial hydrology and dynamics is negative: sliding over bedrock bumps
opens additional cavity space, lowering Pw and in turn reducing ice motion, which is similar
to the slowdown mechanism proposed by Andrews et al. (2014). The positive feedbacks
of (1) increasing Pw through frictional melting during sliding and (2) strain softening of
basal ice during localized speedup causing cavities to close more quickly, are less important
(Hoffman and Price, 2014). Moreover, the results of Hoffman and Price (2014) also indicate
that sustained input to the distributed drainage system leads to the gradual decay of ice
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motion even in the absence of channelisation, due to the aforementioned increases in cavity
capacity which causes Pw to decrease.
While the precise physics of coupled hydrology-dynamics remains a significant topic of
research, useful progress is being made via the parameterisation of basal lubrication in
higher-order ice sheet models. Shannon et al. (2013) calculated a best-fit parameterisation
using observations of melting and ice motion from south-west Greenland. Like the selection
of observations presently available, the parameterisation is equivocal as to whether subglacial
hydrology will limit the potential for speedup of flow. Shannon et al. (2013) applied the
best-fit parameterisation to higher-order ice sheet models forced by climate projections for
the coming century and found that whilst basal lubrication will change the form and flow
of the ice sheet, the mechanism is unlikely to increase the contribution of the ice sheet to
sea level rise by more than 5% of the contribution expected from the negative surface mass
budget alone.
2.4 Research at Leverett Glacier
The research presented in this thesis has been undertaken as part of a broader collaborative
project investigating the hydrology and dynamics of Leverett Glacier, a land-terminating
glacier in south-west Greenland. The project was initiated in 2008 by Peter Nienow
(University of Edinburgh), Doug Mair (University of Aberdeen) and Jemma Wadham
(University of Bristol) and has been principally funded by two Natural Environment Research
Council grants. The fieldwork programme ran from 2008 to 2012. The project has resulted
in a significant range of published findings, ranging from subglacial drainage system
morphology (Bartholomew et al., 2011b; Cowton et al., 2013; Chandler et al., 2013) and
coupled hydrology-dynamics (Bartholomew et al., 2010, 2011a, 2012; Sole et al., 2013)
which are summarised below, to subglacial erosion rates (Cowton et al., 2012), nitrogen
fixation by microbial communities (Telling et al., 2012) and the export of labile carbon
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Figure 2.11: (a) Location of the Leverett Glacier study region on the western margin of the Greenland
Ice Sheet. (b) Ice surface and bed elevation along the transect of sites 1–7. Main panel: location of
GPS sites. Contours at 100 m intervals. The bold contour represents the approximate equilibrium
line altitude estimated by van de Wal et al. (2008). The Leverett Glacier hydrological catchment is
shown in red. Figure reproduced from Sole et al. (2013).
(Lawson et al., 2014) and iron (Hawkings et al., 2014) to the ocean — potentially with
important ramifications for marine productivity and carbon cycling.
During the first season of fieldwork in 2008, observations of melting and ice motion were
made at four transect sites on Russell Glacier, the land-terminating glacier immediately to
the north of Leverett Glacier. These observations showed that surface meltwater inputs to
the glacier bed cause seasonal acceleration of ice motion, but that the relationship between
melt and ice motion varies both through the melt season and according to the distance from
the glacier margin. Greater increases in melting are required to sustain higher velocities
as the melt season continues, suggesting that the drainage system becomes more efficient
and expands up-glacier during the melt season in a manner similar to alpine glacier systems
(Bartholomew et al., 2010).
Work at Russell Glacier was to become a pilot project for the following four years of work at
Leverett Glacier, commencing in 2009. Leverett Glacier (Figure 2.11) drains a much larger
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hydrologic catchment than Russell Glacier. An ice-marginal camp was established to enable
the collection of hydrological data throughout the melt season. On the ice sheet, the transect
of observation sites established on Russell Glacier in 2008 was extended to 115 km inland,
thereby extending above the equilibrium line estimated by van de Wal et al. (2008).
The more extensive observations from Leverett Glacier showed that seasonal upglacier ex-
pansion of an efficient subglacial drainage system occurred across a catchment of>600 km2,
beyond 50 km from the ice sheet margin, in response to surface meltwater inputs access-
ing previously unchannelised regions of the bed (Bartholomew et al., 2011b). Coincident
measurements of ice motion showed that in the lower ablation zone, the evolution of the
subglacial drainage system limited the contribution that enhanced motion due to coupled
hydrology-dynamics could make to annual motion, while in the upper ablation zone the
key limitation on enhanced ice motion was the short timeframe during which meltwater
was able to access the ice sheet bed (Bartholomew et al., 2011a). Comparison of dynamics
data collected over two melt seasons — 2009 and 2010 — showed that seasonal changes
in ice velocity were dominated by rapid variations in meltwater inputs from the glacier
surface. Together with subglacial conduit modelling, this led Bartholomew et al. (2012) to
conclude that the duration and rate, rather than absolute volume of meltwater delivery to
the subglacial drainage system, are critical to controlling seasonal ice velocity variations.
Up to this stage conclusions pertaining to the structure of the subglacial drainage system
had been made only by reference to observations of surface melting, proglacial runoff
characteristics (discharge, suspended sediments and electrical conductivity) and ice motion.
No detailed investigations of the subglacial drainage system structure had been made.
Cowton et al. (2013) deployed pressure sensors in moulins, and undertook multiple dye
tracer investigations along the lower 14 km of Leverett Glacier. They found that following
melt onset in spring, the englacial water table regularly rose, indicating that local inputs to the
drainage system were exceeding the drainage capacity, causing Pw to rise. Transition from the
winter distributed drainage morphology to channelised drainage occurred rapidly following
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Figure 2.12: Percentage change in mean annual ice velocity vs. total surface ablation (m w.e.) at
Leverett Glacier GPS sites during 2009. The increase in annual ice velocity is calculated as the
percentage by which the observed annual displacement exceeds that which would occur if the
ice moved at a steady winter rate (net displacement from 1 September to 30 April of following
year) all year round. Figure reproduced from (Bartholomew et al., 2011a), Figure 6. Note that the
interpretation of this figure in Bartholomew et al. (2011a) is no longer considered to be correct.
melt onset, although high velocity events continued to occur, indicating that hydrological
forcing of ice motion by transient increases in Pw is possible even in a channelized drainage
system. Further upglacier, tracer investigations using sulfur hexafluoride (SF6) revealed the
evolution of a fast, efficient channelised drainage system to at least 41 km from the ice
margin, where the ice is approximately 1 km thick (Chandler et al., 2013).
Data collection at Leverett Glacier was initially intended to yield two summer seasons of
observations during 2009 and 2010 plus observations of the intervening winter. These were
two very different melt seasons: 2009 was ‘average’ compared to the last fifty years of
melting, whilst 2010 saw melt volumes unprecedented in the previous few decades. A story
of warmer summers forcing faster annual ice motion started to emerge — suggesting that
coupled hydrology-dynamics could have a runaway, positive feedback effect on ice motion in
a warming climate (Figure 2.12 and Sole et al., 2010). However, an opportunity to continue
the campaign into 2011 enabled additional observations of summer and winter ice motion
to be made. Comparison of these three years of data revealed a very different story: whilst
larger melt volumes were positively correlated with summer motion, they were negatively
correlated with net winter motion (Sole et al., 2013), whereas winter motion had previously
been assumed to occur at a constant rate (Figure 2.12 and Bartholomew et al., 2011a). As
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a result, melting was found to not be correlated with annual ice motion. Increased summer
melting preconditions the subglacial drainage system for reduced winter motion as larger,
more extensive subglacial channels drain high basal water pressure regions, resulting in
limited dynamic sensitivity to inter-annual variations in surface melting (Sole et al., 2013).
Research at Leverett Glacier has therefore shown that many of the previous findings
undertaken at alpine and High Arctic glaciers are applicable to the margins of the Greenland
Ice Sheet. The body of literature which addresses the hydro-dynamics of the Greenland
Ice Sheet has grown rapidly during the last decade in particular, with many significant
findings made at Leverett Glacier. However, considerable uncertainties remain. These include
(1) which of meltwater supply rates versus volumes is most important to generating ice
motion; (2) the impact of a spatially heterogeneous subglacial drainage system upon ice
motion; (3) the net impact of coupled hydrology-dynamics upon ice motion over timescales
commensurate with climate change; and (4) the role of coupled hydrology-dynamics at
higher elevations where water does not often reach the ice sheet bed. In the rest of this thesis
various aspects of these uncertainties are explored, with the overall aim of constraining more




The research presented in this thesis utilises data from the south-western Greenland Ice
Sheet. Most of the field data presented in this thesis were collected during the 2012 melt
season at Leverett Glacier, west Greenland (Figure 3.1 box A). Data presented from previous
field campaigns at Leverett Glacier were collected by other researchers and many of the
findings from those earlier field campaigns are summarised in Chapter 2. Satellite remote
sensing was used to examine ice motion across the lower ablation zone of Leverett Glacier
(box B) and across the neighbouring 170 km stretch of ice sheet margin which continues
northwards to Jakobshavn Isbrae (box C). The region corresponding to box C was chosen
to take advantage of an extensive archive of satellite data, yielding significantly finer spatio-
temporal resolution than is possible in the region centred on Leverett Glacier.
The results chapters 4–6 which follow each have their own Methods section which detail
the most relevant information for that chapter. This chapter provides a broader overview
and context together with more detailed descriptions of all the methods used.
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Figure 3.1: Location of study areas along the south-west margin of the Greenland Ice Sheet, with
True Marble 500 m background derived from Landsat 7 ETM+ data (copyright Unearthed Outdoors
LLC). Red boxes indicate approximate bounds of study areas used in chapters 4 (A), 5 (B) and 6
(C). Leverett Glacier’s surface hydrological catchment (shaded blue) derived from a surface digital
elevation model (Palmer et al., 2011). Names of selected outlet glaciers (yellow). Ice surface contours
(grey) derived from Howat et al. (2014).
3.1 Field area
Leverett Glacier (67◦03’N, 50◦07’W) is a land-terminating glacier on the western margin of
the Greenland Ice Sheet (Figure 3.2). Its tongue lies directly to the south of the neighbouring
Russell Glacier (Figure 3.3), and it has a potential hydrological catchment of ∼1200 km2
defined by the supraglacial topography (Palmer et al., 2011). During summer months,
Leverett Glacier has an order of magnitude more proglacial meltwater discharge than Russell
Glacier (I.D. Bartholomew, pers. comm.). Hydraulic potential analysis suggests that subglacial
water pressure must rise towards ice overburden pressure near to the margin in order to
enable water to flow through a basal over-deepening located a few kilometres upglacier
3.1. FIELD AREA 47
Figure 3.2: Leverett Glacier and the surrounding area, on the western margin of the Greenland Ice
Sheet. Crosses indicate sites where ice motion, air temperature and total seasonal surface melting
were measured. The triangle indicates where proglacial discharge was measured and the GPS base
station and field camp were located. Contours (metres) are from a digital elevation model (DEM) of
the ice sheet surface produced from InSAR (Palmer et al., 2011). The inferred hydrological catchment
of Leverett Glacier, delineated in light grey, was calculated from the ice sheet surface DEM. Inset:
surface and bed elevation along our transect measured by IceBridge ATM (ILATM2) and MCoRDS
(IRMCR2) in 2010 and 2011 respectively (Allen, 2011).
(Figure 3.2 inset, as identified by airborne geophysical surveys; see Section 5.2 for more
information) before draining from the portal at the snout of Leverett Glacier (Figure 3.4).
Most of the field data presented in this thesis were collected during the 2012 melt season.
The data presented from previous years were collected by other researchers and many of
the findings from those earlier field campaigns are summarised in Chapter 2.
There were two components to the 2012 field campaign. The first involved the use of Global
Navigation Satellite Systems (GNSS) to measure ice motion at diurnal, seasonal and annual
timescales at nine sites up to 120 km from Leverett Glacier’s tongue into the ice sheet interior.
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Figure 3.3: An oblique view of Leverett Glacier, with Russell Glacier and Isunguata Sermia to the
north. Water exits Leverett Glacier below the orange circle. The stable bedrock section approximately
2 km downstream through which proglacial discharge is gauged is below the red circle. Photograph
taken in August 2012.
The second field component monitored the hydrology of the meltwaters draining from the
Leverett Glacier portal (Figure 3.4). The methods used for these components are described
in more detail in the following sections.
3.2 Sites S1 to S7
Seven on-ice transect sites (Figure 3.2) operated for the full duration of the 2009–2013
field campaign. The sites were deployed along Leverett Glacier’s flow-line (S. Palmer,
pers. comm.) which, beyond ∼35 km inland, diverges from the supraglacial hydrological
catchment. Dynamics records collected at sites further inland than S3 therefore cannot be
directly compared with bulk proglacial runoff records. Two further sites were installed for
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Figure 3.4: The single meltwater discharge portal at Leverett Glacier’s terminus in September 2012,
located at the orange circle in Figure 3.3. The portal is ∼30 m wide. Note the ice surface depression
up-ice of the portal, which is evidence of a large subglacial channel draining from the ice sheet
interior.
the research conducted in this thesis: S3N (June 2011–May 2013) and S3M (May 2012–
May 2013), to provide observations of ice surface velocity transverse to an inferred efficient
subglacial drainage axis within Leverett Glacier’s supraglacial hydrological catchment.
Each transect site recorded ice motion, near-surface air temperature and total seasonal
melt, whilst selected sites also measured melt rates at 15 minute intervals and observed
supraglacial lake filling and drainage using hourly photos from time-lapse cameras. An
example of the data collection set-up at a transect site is shown in Figure 3.5. Sensors and
solar panels were mounted on a support pole drilled up to 6 m into the ice which froze in
subsequently. Data loggers and batteries were installed in enclosures tethered to the support
pole, allowing the enclosures to move with surface melting.
All transect sites were visited by helicopter at the beginning and end of the melt season
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Figure 3.5: Instrumentation deployed at transect observation site S4. Photo: P. Nienow.
each year to download data and undertake essential maintenance including redrilling of the
support poles (due to exposure by surface melting) and replacing batteries. Sites S1 and
S2 were accessible on foot from the field camp near to the ice sheet margin and therefore
received maintenance visits more frequently during the melt season.
3.2.1 Air temperature, accumulation and melting
Leverett Glacier is situated in a semi-arid region of the ice sheet (Ohmura and Reeh, 1991).
During 2001–2012, average annual precipitation at Kangerlussuaq (∼20 km away from
the glacier margin) was 258 ±63 mm w.e. y-1 (Mernild et al., 2014). The majority of the
annual precipitation falls as snow during the winter season, whilst during the summer model
findings indicate that runoff is dominated by melting of the ice sheet surface (Mernild et al.,
2010). As a result, measurements of snow accumulation are necessary but measurements
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of rainfall are not, apart from on rare occasions such as at the end of the 2011 melt season
(Sole et al., 2013). Near-surface air temperatures, surface melting and snow accumulation
immediately prior to the onset of the melt season were measured at each transect site to
constrain the hydrological forcing of ice motion by surface melting.
At S1, S3 and S6, air temperatures were measured using shielded Campbell Scientific
(CS) T107 temperature sensors and melt rates were measured using CS SR50A ultrasonic
ranging devices. Both sensors were connected to CS CR800 data loggers. At all other sites
air temperatures were measured using shielded HOBO U21-004 temperature sensors. All
sensors sampled once per minute and stored a mean value every 15 minutes.
Net seasonal melting was measured at each site apart from S1 using ablation stakes. Snow
accumulation since the end of the previous melt season was measured shortly prior to melt
onset each year by using a probe to measure the depth to the previous summer’s surface in
order to split subsequent melting into snow and ice components and subsequently into water
equivalent totals. In conjunction with the snow accumulation measurements, at transect
sites with ultrasonic ranging devices the date of the transition from snow to bare ice could
be identified, enabling calculation of melt rates specific to the snow and ice components.
Lastly, the observations of wind speed used in Chapter 4 were obtained from several
Programme for Monitoring of the Greenland Ice Sheet (PROMICE)/Greenland Analogue
Project (GAP) sites (www.promice.org), the locations of which are shown in Figure 4.1.
Automatic weather station are maintained at each of these sites by the Geological Survey
of Denmark and Greenland (GEUS) and measure wind speed as well as several other
meteorological parameters once per hour.
3.2.2 Ice surface motion
Global Navigation Satellite Systems (GNSS) were used to observe ice surface motion at
each transect site. GNSS has a number of benefits over the traditional surveying techniques
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commonly employed at alpine glaciers. Receivers can be deployed out of view of stable
reference points and will operate autonomously with infrequent manual intervention.
Temporal resolution is much higher and uncertainties can be reduced to millimetres if
processed appropriately (King, 2004). However, the expense of deploying GNSS receivers
limits their spatial coverage to only a few locations on the ice sheet surface, unlike
satellites which can observe velocities over wide areas but at lower temporal resolution
(see Section 3.4).
A GNSS receiver calculates the position of its antenna by measuring the apparent trans-
mission time of timing signals broadcast from GNSS satellites in the L1 band. The two
operational GNSS constellations, GPS and GLONASS, each provide continuous global cov-
erage, enabling position calculations to be made anywhere on Earth. The number of GNSS
satellites visible in the sky from any one point on the Earth varies through time. A receiver
must acquire signals from at least four satellites to calculate its position using a form of tri-
lateration (the process of determining location using measurements of the distance between
the antenna and each receiver). The accuracy of the position fix increases with the number
of satellites visible to the antenna.
Unlike ordinary GNSS receivers, which only receive a single-frequency (the timing signal),
dual-frequency receivers also receive a signal transmitted in band L2 containing the satellite
ephemeris data (location and health). This enables the position of the receiver to be
determined more accurately than by L1 signals alone and ‘bad’ satellites to be removed
from the location solution calculated by the receiver.
Precision of the position fix can be further improved by use of a static, stable ground reference
station. This correction signal can either be applied in real-time or during post-processing.
In the first year of the campaign (2009) post-processing utilised the International GNSS
Service (IGS) reference station located at Kelyville, ∼40 km west from S1. However, the
quality of the correction signal decays with distance from the reference station, and Kelyville
only records observations every 30 seconds, which resulted in two thirds of the recorded
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data from the several transect sites that recorded every 10 seconds being discarded. During
2010–2013, we therefore maintained our own GNSS reference station at the ice-marginal
field camp, ∼4 km from S1, which recorded an observation every 10 seconds.
At each transect site a dual-frequency GNSS receiver, either a Leica System 500 or Leica
System 1200, was mounted on a pole drilled and frozen into the ice, providing measurements
of movement independent of ablation. Both receiver types utilised the GPS constellation of
satellites. Each receiver was powered by a lead acid or dry cell battery charged by a solar
panel mounted on the same pole, with sufficient capacity for observations to be made every
10 seconds or 30 seconds (determined during system configuration at the start of the 2009
field campaign) throughout the melt season. Power supplies were configured to maximise
data acquisition during autumn as the sun’s position in the sky progressively lowered. Data
acquisition stopped during the dark polar winter as power supplies were depleted, and in
most cases did not re-start until the sites were visited prior to the start of the following melt
season. However, it was still possible to calculate net winter ice motion by recording the
absolute position of the support pole in spring prior to melt onset.
During post-processing, data from each receiver were first converted to the RINEX format
using TEQC (Estey and Meertens, 1999). Position observations from each site were then
corrected using TRACK 1.27 (Chen, 1999), which first applies the correction signal from
a static reference station and then computes the kinematic trajectory of the corrected
data. Processing utilised the Final Orbit solutions produced by the International GNSS
Service, in which satellite orbits have a stated accuracy of ∼2.5 cm. Observations were
split into overlapping 28 h windows to negate edge effects when the windows of data were
subsequently spliced back together. Each window of data was processed individually using
a semi-automated, quality-controlled processing chain developed for this thesis (based on
the existing chain created by M. King, I. Bartholomew and A. Sole, pers. comm.). A-priori
coordinates for each window were taken from the solution for the previous window, or from
Precise Point Positioning (PPP) if the window was the first in the time series.
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The windowed approach enabled immediate isolation during processing of windows of
data in which many ambiguities remained unresolved, as data in the 28-h window would
display high scatter. These ambiguities are often due to ionosphere effects which alter
the propagation of the L1 and L2 signals, for instance by range errors (varying total
electron content changes the effective path length of the signal) or scintillation (small scale
irregularities in electron density cause cycle slippage or loss of signal lock) (Klobuchar,
1991). Ambiguous windows of data were therefore reprocessed using modified ionosphere
correction parameters, specifically (1) increasing the ion delay period allowed before flagging
data biases; (2) reducing the weighting given in the solution to the deviation of the
Melbourne-Wubbena wide lane (which gives the difference between the biases in the L1 and
L2 signal frequencies) and (3) reducing the weight given to the deviation of the ionospheric
delay from zero. Windows of data which remained ambiguous despite re-processing were
discarded. Once post-processed, the first and last two hours of each window were discarded
and the whole time-series was spliced back together.
Post-processed observations were converted to maximum along-track and cross-track dis-
placements, filtered using a high-pass Gaussian filter and then differenced every 24 hours
to calculate daily velocities. Shorter-term variations in ice velocities were obtained by differ-
encing positions observed 6 hours apart. Horizontal velocity uncertainties are approximately
±1 cm at each epoch and 5.2 m yr-1 for daily velocities (Bartholomew et al., 2011a). Verti-
cal displacements were estimated from the elevation observations by removing the linear
trend attributable to down- or up-slope movement, retaining just the signal attributable to
dynamic ice motion. The uncertainty in vertical displacement is <1 cm (Bartholomew et al.,
2012).
3.3 Proglacial hydrology
Meltwater from Leverett Glacier’s hydrological catchment drains through a single portal
at the glacier terminus. After ∼2 km of slightly braided river system (Figure 3.3) all the
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Figure 3.6: Gauging through the stable bedrock section. In the foreground (but submerged below
the water), a pressure transducer, turbidity sensor and electrical conductivity sensor logged by a
Campbell Scientific CR800 data logger were deployed on a metal support which was re-positioned as
the water level rose and fell. On the far side of the channel a permanent gauging station (inaccessible
during the melt season) recorded the same parameters using a Campbell Scientific CR1000 logger
until it was destroyed in July 2012 by record water levels.
water coalesces into a single stable bedrock section located above a waterfall (Figure 3.6).
The short distance between the portal and the single stable bedrock section make Leverett
Glacier an ideal candidate for research which requires gauging of proglacial discharge.
In 2012, pressure transducers deployed at fixed locations in the stable bedrock section
recorded variations in river water level (stage) throughout the melt season. Two Druck
pressure transducers were deployed at the top of the stable bedrock section (Figure 3.6)
and two further Onset HOBO U20-001-03 autonomous pressure transducers were bolted
to the bedrock at the base of the section prior to melt onset to be retrieved at the end of
the melt season. An Onset HOBO U20-001-04 pressure transducer recorded barometric
pressure at the top of the stable bedrock section for correction of the HOBO stage records.
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In post-processing the best (i.e. least noisy) segments of each stage record were identified
and spliced together.
Stage was converted into discharge using rating curves calculated from repeat Rhodamine
dye dilution injections conducted through the stable bedrock section across the full range
of observed river discharge. Dye was injected at the top of the stable bedrock section (e.g.
Figure 3.7) and allowed to disperse until mixed uniformly in the rapids prior to detection
using a Turner Designs Cyclops 7 fluorometer logged once per second by a Campbell Scientific
CR800 data logger.
Discharge gauging during the 2012 season was made particularly difficult by (1) the extreme
melt event on 12 July (Nghiem et al., 2012) and (2) the record melt volumes recorded over
the full season, both at Leverett and from the whole ice sheet (Tedesco et al., 2013a). Peak
discharge of over 800 m3s-1, double that seen in previous years and similar to the discharge
shown in Figure 3.8, made selection of safe dye injection and detection sites difficult. As
discharge peaked on 12 July, detection sites were established on the floodplain, ∼1 km
downstream of the injection point, as access to the normal detection sites located in the
stable bedrock section directly above the lower waterfall (Figure 3.8) became too dangerous.
The extreme peak discharge exhausted camp’s supplies of Rhodamine WT (aqueous),
necessitating the use of Rhodamine B (solid) for the three discharge estimates above 800
m3s-1 (Figure 3.9b). In principle Rhodamine B is susceptible to adsorption, where the dye
bonds to freshly weathered sediment, thereby reducing recorded fluorescence, which in
turn will erroneously increase estimates of discharge. Lab experiments undertaken with
Rhodamine B and sediment collected from the proglacial sediment after the 2012 melt
season were inconclusive because the fluorescence decayed over time whether the sample
was made up with river sediment or only de-ionised water. However, the fit of the final
rating curve (Figure 3.9b) is determined primarily by the Rhodamine WT estimates of
discharge, making the estimates of discharge at peak stage significantly lower than the
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Figure 3.7: Injecting Rhodamine WT at the top of the stable bedrock section on 18 July 2012. The
river was flowing at approximately 350 m3s-1. Photo: B. Linhoff.
discharge values obtained by Rhodamine B injection, and so it is unlikely that total runoff
has been over-estimated as would be expected if relying solely on Rhodamine B.
Unprocessed dye return curves all had a non-zero and usually non-constant background.
This background was removed from the curve using linear interpolation through the curve
based on smoothed background values recorded at least 10 minutes before and after the dye
return curve. Corrected readings were then converted to Rhodamine concentration using
calibration gradients derived from in situ calibration tests undertaken with each batch of
Rhodamine. Specific calibration gradients for each dye batch are important; the gradient
can vary by as much as a factor of two between batches, strongly affecting the accuracy of
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Figure 3.8: Discharge through the lower waterfall of the stable bedrock section on 10 July 2012,
∼600 m3s-1.
the discharge estimates. Finally, the discharge was calculated by dividing the amount of dye
injected by the area under the return curve.
The rating curves are of the form Q = aSb, where Q is discharge, S is stage, and a and b
are parameters determined by iterative non-linear regression. One curve was designed for
discharge from the start of the melt season to 29 May (Figure 3.9a) in order to sensitively
capture small variations in discharge at low stage, while another was designed for discharge
after 29 May (Figure 3.9b). Following Bartholomew et al. (2011b) the uncertainty related
to the rating curve is represented by the (Normalised) Root Mean Squared Deviation
([N]RMSD) between discharge measured by dye injections compared to discharge estimated
from the rating curve using stage observations. For the 2012 discharge record, the RMSD is
96.2 m3s-1 and the NRMSD is 10.7%. The overall discharge error is ±10%.
In addition to discharge, suspended sediment concentration (SSC) and electrical conductivity
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(a) Rating curve from the start of the melt
season on 13 May 2012 to 29 May 2012. a =
0.0024, b = 0.9494, R2 = 0.87, P < 0.01.
(b) Rating curve from 29 May 2012 onwards.
a = 82.5393, b = 2.2297, R2 = 0.87, P <
0.01.
Figure 3.9: Discharge rating curves for 2012 melt season.
(EC) in water flowing through the stable bedrock section were recorded using Partech IR15C
and Campbell CS547A sensors respectively, to aid identification of varying meltwater routing
through the subglacial drainage system. SSC was calibrated using manual gulp samples
collected with a USDH-48 depth-integrated water sampler and filtered under vacuum
through 0.45µm papers which were dried and weighed in the laboratory. Previous work
at Leverett Glacier has established that SSC remains broadly constant once the meltwater
exits the glacier portal (Cowton, 2013). The EC and SSC records are not utilised directly
in this thesis but are integral to hydro-chemical research findings made by others (see e.g.
Appendix D Hawkings et al., 2014).
3.4 Remote sensing of ice motion
Ice motion measurements made using GNSS during the field campaign are of very high
temporal resolution, yielding crucial insights into the short-term ice dynamics which
aggregate into longer-term ice motion. However, they are also logistically and financially
constrained to only 9 locations over a study area that extends 120 km into the ice sheet
interior. Satellite-based remote sensing provides a means of acquiring complementary,
spatially extensive observations of ice motion at the expense of temporal resolution.
60 CHAPTER 3. METHODS
In this thesis, two sources of satellite data are used: Synthetic Aperture Radar to advance
our understanding of spatial variations in hydro-dynamic coupling over seasonal and annual
timescales, and images acquired in the visible spectrum by the Landsat Program to explore
decadal trends in ice motion using an unprecedented combination of spatial resolution and
time series duration.
3.4.1 Synthetic Aperture Radar
The TerraSAR-X and TanDEM-X (TSX/TDX) satellites are Synthetic Aperture Radar (SAR)
Earth observation satellites which acquire radar images with up to 1 m ground resolution.
The satellites are tasked to acquire data for specific regions. TSX/TDX were tasked to acquire
data over the lower Leverett Glacier area every 11 days from June 2011 and data for this
thesis were available into summer 2013. These data were processed using feature tracking
(Paul et al., 2013) to yield ice displacement maps. This thesis does not discuss the data
acquisition and processing further as the ice displacement maps were processed by Noel
Gourmelen (University of Edinburgh) and provided in a format ready for interpretation.
The 11-day repeat period of the ice displacement maps derived from TSX/TDX makes
it possible to sub-divide annual motion into seasonal components, enabling exploration
of the contribution of differing ice motion during the summer melt season versus the
subsequent winter. The displacement maps have a nominal spatial resolution of 60 m,
enabling identification of changes in the spatial pattern of ice motion at scales less than one
ice thickness (∼400–1000 m).
3.4.2 Landsat program
The Landsat program captures optical satellite imagery over a number of spectral bands.
The first satellite, Landsat 1, was launched in 1972, and observations have been captured
ever since. Landsat 8 is currently in orbit. Whilst the design of the imaging sensors onboard
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Figure 3.10: Processing strategy to derive glacier velocities from a complete multispectral satellite
archive such as the Landsat program. Reproduced from Dehecq et al. (2015), Figure 1.
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each successive satellite has changed over time, the overall characteristics of these data
(e.g. 30 m resolution, multi-spectral acquisition, 16 day temporal resolution) have remained
the same. Until recently, many of these data were unavailable to end users, preventing
full exploitation of one of the longest time records of environmental change. However,
major data re-processing and archival programs are now being undertaken by the United
States Geological Survey (USGS) and the European Space Agency (ESA), delivering an
unprecedented volume of observations in both time and space, captured during a period of
rapid climate change (e.g. Stocker et al., 2013).
This enlarged archive of optical (i.e. visible) observations of the Earth’s surface makes
it possible to measure a wide variety of parameters of environmental change. One of
these parameters is ice flow velocity, which may be obtained over seasonal to inter-annual
timescales through tracking of surface feature motion in optical images of the same
geographic area but separated in time, yielding a spatial resolution on the order of hundreds
of metres (Paul et al., 2013). The technique itself is not new: Scambos et al. (1992) used
feature tracking of Landsat TM images to obtain velocities of regions of the Antarctic Ice
Sheets. However, the release of new data, coupled with significant advances in computational
power, have substantially enhanced the scope of the technique.
Development of the processing chain used to extract the ice velocity fields from the Landsat
images was initiated by A. Dehecq (Université de Savoie, France) for use with data from the
Himalayas. Dehecq et al. (2015) contains a detailed description of the chain methodology.
The overall processing strategy builds individual, approximately annual velocity fields from
feature tracking of Landsat pairs, overlapping in time and space. These velocity fields are
then combined over inter-annual time periods in order to increase the robustness of the
velocity estimates and to enable statistical determination of uncertainties.
I made collaborative changes to improve the usability, portability and speed of the chain for
super-computer deployment and to enable the chain’s use for the Greenland Ice Sheet. We
used the Git distributed version control system with Bitbucket to keep track of changes. For
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the research presented in this thesis the processing chain was deployed on the Edinburgh
Compute and Data Facility super-computer, Eddie.
There are a number of steps required to extract ice velocities from Landsat imagery
(Figure 3.10). Firstly, pairs of images must be identified based on the desired temporal
baseline separation, which in this thesis is one year, in order to minimize the impact of
seasonal flow variability upon inter-annual trends in ice velocity. Then, the images are
imported and cropped to uniform geographic extents. Next, the first Principal Component
from the optimum combination of spectral bands is calculated (see ‘Determination of
processing parameters’ below). Sobel kernels are used to compute the intensity gradient in
the x and y directions, enhancing surface features such as crevasses. Then, the motion of
surface features over the temporal baseline between the two images is tracked (Figure 3.11)
using a coherence tracking function that tracks the gradient orientation contained in the
phase of the orientation image (Strozzi et al., 2002) to extract displacement from the
intensity gradients, resulting in a field of velocity estimates for the baseline duration.
All the pairs of images in the desired study area are processed, which yields multiple estimates
of ice motion at any one location over the∼annual baseline period separating the two images.
Then, the redundancy offered by these multiple spatio-temporal estimates of ice velocity
is exploited by calculating spatio-temporal neighbourhood medians to efficiently remove
outliers and produce robust fused velocity fields on a common polar stereographic grid
projection with little user interaction. Each velocity field presented in Chapter 6 is therefore a
composite created from several individual annual velocity estimates. Thus, annual composite
velocity fields, such as 2013–2014, are created from individual velocity estimates, some of
which have baselines as early as May 2013–May 2014, and others as late as September
2013–September 2014. A full discussion of of the approach used to remove outliers in the
composite velocity fields, and to calculate uncertainties, can be found in Chapter 6.
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Figure 3.11: Schematic of feature-tracking methodology (not to scale). Red squares mark each
sampling point at which a displacement estimate is calculated, defined by the ‘spacing’ parameter.
The reference window is centred over each of the sampling points in turn. The search area over
which the reference window may move to track surface features is defined by the ‘x search offset’
and ‘y search offset’ parameters.
Determination of processing parameters
‘Annual’ pairs cannot be created from images acquired exactly 1 year apart. Rather, the
Landsat satellites acquire images of the same location every 16 days, which yields pairs of
images with temporal baselines of 336–400 days, but ideally 352 or 368 days. The precision
of the ‘annual’ baseline therefore determines which images can be paired together: the more
precise the baseline, the fewer the number of pairs of images are generated.
The most appropriate spectral bands to enable identification of ice surface features need to
be picked. Radiation is reflected, and emitted from, the ice sheet surface over a wide range of
wavelengths. The wavelengths that the Landsat sensors observe and which are most useful
to the identification of surface features fall within the range ∼0.45-0.90 µm. The precise
wavelength ranges of each spectral band designation vary by Landsat sensor but are broadly
equivalent between the Thematic Mapper (TM), Enhanced Thematic Mapper Plus (ETM+)
and Operational Land Imager (OLI) sensors. Thus, the most appropriate bands are 2–4. In
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older Multi Spectral Scanner (MSS) images, the most appropriate bands are 4–5, but we
are unable to utilise MSS images in this study as insufficient acquisitions are available from
which to form pairs.
Whilst feature tracking could utilise just one spectral band, it is possible to extract more
information for tracking from the available observations by calculating the first Principal
Component (PC) of a combination of spectral bands. The optimum combination of spectral
bands is identified by running PC analysis with a number of different spectral band
combinations, calculating the velocity fields, then computing the success rate (the percentage
of velocity estimates in a defined area which have a signal-to-noise value calculated by the
feature tracking algorithm greater than a user-prescribed threshold) of velocity extraction
in both stable (off-ice) and glaciated regions. Testing showed that, on average, the first
PC of bands 2 and 3 yielded the highest success rates, based on inter-comparison of four
cloud-free annual image pairs acquired in the study area examined in Chapter 6 of this thesis
(Figure 3.1 box C).
The feature tracking algorithm itself has a number of parameters which are determined
based on the characteristics of the study area. Figure 3.11 provides a pictorial overview of
the relationship between the parameters.
Reference Window The reference window defines the ‘chip size’ of the area centred around
the sampling pixel in the master image to treat as the reference pattern to be matched
in the search area of the slave image. The dimensions of the reference window
therefore characterize the spatial scale of patterns which will be matched by the
algorithm. It is desirable to identify the smallest possible reference window which
yields an acceptable success rate without compromising the spatial precision lost at
larger window sizes or capturing deformation of objects within the window.
Identification of the optimum reference window size is complicated because the
quality product of the feature tracking algorithm — the signal-to-noise-ratio (SNR) —
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(a) 85th Percentile of stable (off-ice) area
velocities at signal-to-noise-ratio thresholds
from 0 to 10 across a range of reference
window sizes from 14 to 128 pixels.


























(b) 1st derivative of velocities shown in (a).
Coloured squares indicate the chosen SNR
threshold for each reference window size.
















(c) Success rate in stable (off-ice) and ice
regions for different reference window sizes
(pixels), after bad data have been masked out
using the SNR threshold identified in (b).
Figure 3.12: Example determination of optimum reference window size, using Landsat 5 images
acquired on day 239, 1990 and day 242, 1991 in PR(008,012). I use the term ‘stable’ to describe
off-ice regions after Dehecq et al. (2015).
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increases with reference window size, preventing application of a fixed SNR threshold
to calculate the success rates at different reference window sizes. Thus, a more
sophisticated approach to picking the optimum reference window size is required.
First, the feature tracking algorithm is run for an image pair at a variety of reference
window sizes. Figure 3.12a shows the value of the 85th percentile velocities estimated
in stable (off-ice, i.e. non-moving areas) areas for different SNR thresholds. In all
cases there is a clear step-change in the value of the 85th percentile at a certain SNR
threshold; however, the optimum SNR threshold varies by reference window size. It
is therefore necessary to first identify the most appropriate SNR threshold for each
reference window size by finding the break in slope of the first derivative of the
85th percentile velocities (Figure 3.12b). Then, the SNR threshold identified for each
reference window size is applied and the success rate of remaining observations is
calculated; the final choice of reference window is based on when the increase in
stable ground success rate becomes asymptotic (Figure 3.12c), corresponding to an
average of 44 pixels.
Search Windows The range and azimuth search windows define the region in which the
reference window ‘chip’ searches for matching offsets. The size of each window is
set to correspond to the maximum expected displacement over the baseline between
the two images based on previous observations (e.g. Joughin et al., 2010), plus three
pixels (90 m). Larger search windows increase the computation time required for
feature tracking. In the land-terminating sector of west Greenland under examination
here, the ice moves slowly enough (∼100 m yr-1) to allow feature tracking of images
acquired approximately one year apart within an acceptable amount of computational
time, but, for faster-moving tidewater glaciers, pairs of images with shorter baselines
would be necessary.
Spacing This parameter essentially defines the spatial resolution of the calculated velocity
field, by setting the grid spacing at which offsets are calculated (Figure 3.11). Higher
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Figure 3.13: Median Absolute Deviation (MAD) of the x and y velocity components in stable areas
(plain lines), and the success rate (black dots), for different SNR thresholds. This example is for all
the velocity fields extracted from Landsat 5 TM imagery.
spacing values decrease computation time at the expense of spatial resolution. How-
ever, very small values of spacing are also undesirable, not only because computation
times increase dramatically, but also because there is an inherent limit on the spatial
resolution that can be achieved with a reference window on the order of 40 pixels and
a search window of ∼15 pixels. Spacing is therefore set to 8 pixels as a compromise
between these considerations.
Further parameters define the way in which the velocity fields calculated from individual
image pairs are fused into annual composite velocity fields.
SNR Threshold Velocities below a minimum SNR value are removed prior to merging.
Figure 3.13 shows that the median absolute deviation of velocities decreases to
become asymptotic above a certain SNR threshold, in this case SNR≈3. However,
it is undesirable to use too high a SNR threshold because the success rate decreases as
more of the velocity field is removed. The most appropriate SNR threshold is therefore
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a compromise between retaining the maximum number of velocity estimates versus
enhancing certainty (expressed through the Median Absolute Deviation) in those
retained velocity estimates.
Fusion Baseline This parameter determines the period over which velocity estimates from
individual pairs are selected from. As the individual pairs have essentially annual
baselines, annual baselines are also used during fusion. Inter-annual reference velocity
fields were also computed; see Chapter 6 for more details.
Search Radius Fusion utilises a ‘k-d tree’ which organises data points for quick nearest-
neighbour look-up in order to find velocity estimates within a specified radius of each
common grid coordinate. The median velocity is then calculated from all the retrieved
estimates. The minimum search radius corresponds to the pixel size of the individual
velocity fields. At 8 pixel spacing and 30 m resolution this yields a search radius of 340
m. Larger search radiuses tend to simply spatially smooth the velocity field without
adding information, so 340 m was chosen.
For the first time, therefore, it is possible, data quality permitting, to retrieve a 40-year
record of seasonal, annual and inter-annual ice motion from the Landsat Program archive
for almost any glaciated region on the globe, at relatively fine (∼km) resolution. In practice,
poor image quality from Landsat missions 1–3 means that the record of ice motion retrieved
here begins in 1985.
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Changes to the dynamics of the Greenland Ice Sheet can be forced by various mechanisms
including surface-melt-induced ice acceleration and oceanic forcing of marine-terminating
glaciers. We use observations of ice motion to examine the surface melt-induced dynamic
response of a land-terminating outlet glacier in south-west Greenland to the exceptional
melting observed in 2012. During summer, meltwater generated on the Greenland Ice Sheet
(GrIS) surface accesses the ice sheet bed, lubricating basal motion and resulting in periods
of faster ice flow. However, the net impact of varying meltwater volumes upon seasonal and
annual ice flow, and thus sea level rise, remains unclear. We show that two extreme melt
events (98.6% of the GrIS surface experienced melting on 12 July — the most significant melt
event since 1889 — and 79.2% on 29 July) and summer ice sheet runoff ∼3.9σ above the
1958–2011 mean resulted in enhanced summer ice motion relative to the average melt year
of 2009. However, despite record summer melting, subsequent reduced winter ice motion
resulted in 6% less net annual ice motion in 2012 than in 2009. Our findings suggest that
surface melt-induced acceleration of land-terminating regions of the ice sheet will remain
insignificant even under extreme melting scenarios.
Significance Statement
During summer, meltwater generated on the Greenland Ice Sheet (GrIS) surface accesses the
ice sheet bed, lubricating basal motion and resulting in periods of faster ice flow. However,
the net impact of varying meltwater volumes upon seasonal and annual ice flow, and thus sea
level rise, remains unclear. In 2012, despite record ice sheet runoff including two extreme
melt events, ice at a land-terminating margin flowed more slowly than in the ‘average’
melt year of 2009, due principally to slower winter flow following faster summer flow. Our
findings suggest that annual motion of land-terminating margins of the ice sheet, and thus
the projected dynamic contribution of these margins to sea level rise, is insensitive to melt
volumes commensurate with temperature projections for 2100.
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Surface melting and runoff from the Greenland Ice Sheet (GrIS) have increased during the
last 30 years (Rignot et al., 2011; Shepherd et al., 2012; Sasgen et al., 2012) coincident
with northern hemisphere warming (Hanna et al., 2011, 2012) resulting in unprecedented
melt extents (Fettweis et al., 2011), and with widespread dynamic thinning which has
penetrated up to 120 km into the ice sheet interior (Pritchard et al., 2009). One potential
dynamic thinning mechanism is surface melt-induced acceleration of ice sheet motion
(termed hydro-dynamic coupling) during summer (Zwally et al., 2002; Andersen et al.,
2010; Bartholomew et al., 2011a; Sole et al., 2011). Observations of GrIS ice motion during
the summer show considerable variability over a range of timescales (Bartholomew et al.,
2012). Rapid variations in meltwater input from the ice sheet surface to the glacier bed
result in periods when the subglacial drainage system is more highly pressurised, leading to
an increase in basal sliding (Iken and Bindschadler, 1986; Bartholomew et al., 2010). This
mechanism explains both multi-day increases in ice motion at the beginning of the melt
season, analogous to the ‘spring events’ observed at alpine glaciers (Röthlisberger and Lang,
1987), and increases in velocity at other times when meltwater is delivered to the bed at a
rate faster than the subglacial drainage system can expand to accommodate.
However, as the drainage system capacity gradually expands in response to increased melting,
the subglacial water pressure falls and higher velocities can therefore only be caused by much
larger meltwater pulses than earlier in the melt season (Cowton et al., 2013). This feedback
mechanism has been invoked previously to suggest that net annual ice flow could be slower
in warmer years, but observations have either been limited to close to the ice sheet margin
(Sundal et al., 2011) or have been unable to resolve the seasonal behaviour responsible for
the velocity variations (van de Wal et al., 2008). A recent study — incorporating seasonal ice
flow and melt observations extending beyond the equilibrium line — showed that summer
velocity enhancement is negated by subsequent reductions in winter flow rates (Sole et al.,
2013), but the bounding conditions of the study have since been exceeded by the exceptional
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melting observed in 2012 (Nghiem et al., 2012). Moreover, the current paucity of field
observations is a significant impediment to modelling the impact of coupled hydro-dynamics
on net ice mass loss (Shannon et al., 2013).
The recent trend of warmer summers in Greenland is related to an increase in the frequency
of anticyclonic conditions (Fettweis et al., 2013). Persistent anticyclonic conditions during
summer 2012 resulted in extreme runoff volumes from the Greenland Ice Sheet (Tedesco et
al., 2013a), compounded by unprecedented melt extent in July 2012 associated with low-
level liquid clouds (Bennartz et al., 2013), which led to flood damage such as the destruction
of the Watson River bridge in Kangerlussuaq, west Greenland. These conditions resulted
in a year during which ice-sheet-wide runoff set a new record at ∼3.9σ above the 1958–
2011 mean (Tedesco et al., 2013a). NCEP/NCAR reanalysis 1000 mb temperature anomalies
above Kangerlussuaq (25 km west of our site 1) relative to the 1981-2010 mean were+2.2oC
during May–August 2012, compared to ±0.3oC during May–August 2009. The 2012 melt
season is therefore a surrogate for potential future melting and forms a natural test for
quantifying the effect of extreme meltwater supply on ice motion compared to the ‘average’
melt year of 2009.
We used Global Positioning System (GPS) records to observe ice motion during 2009
and 2012 at seven sites along a transect on a land-terminating margin of the GrIS, at
∼67oN (Figure 4.1). Air temperature and annual ablation were also measured at each
site. The lowest three sites on the transect are located within Leverett Glacier’s inferred
hydrological catchment, from which we measured bulk runoff (Bartholomew et al., 2011b).
Transect dynamics during 2012 (Figure 4.2) had similar characteristics to previous years
(Bartholomew et al., 2011a; Sole et al., 2013): initiation of meltwater-induced acceleration
during multi-day ‘spring’ speed-up events, followed by shorter duration spikes in velocity
superimposed on gradually declining background seasonal velocities which fell below pre-
melt season velocities by the end of summer.
76 CHAPTER 4. ICE MOTION INSENSITIVE TO EXCEPTIONAL MELTING
Figure 4.1: Location of the transect on the western margin of the GrIS. Stars indicate sites where ice
motion, temperature and seasonal melting were measured. The triangle indicates where proglacial
discharge was measured and the GPS base station located. Circles indicate locations of ‘KAN’
PROMICE/GAP weather stations along the K-transect. Contours (metres) are from a digital elevation
model (DEM) of the ice sheet surface produced from interferometric synthetic aperture radar (Palmer
et al., 2011). The inferred hydrological catchment of Leverett Glacier, delineated in light grey, was
calculated from the ice sheet surface DEM. Inset plot shows surface and bed elevation along our
transect as measured by IceBridge ATM (ILATM2) and MCoRDS (IRMCR2) respectively in 2010 and
2011 (Allen, 2011).
Here we concentrate on two specific aspects of hydro-dynamic coupling during 2012 to give
insight into the likely dynamic behaviour of the ice sheet in a warming climate. We examine
(1) the ice flow response to the extreme melt events of 12 July and 29 July (Nghiem et al.,
2012), and (2) the impact of unprecedented melt volumes (Tedesco et al., 2013a) on total
annual ice motion.
Enhanced ice flow lasting approximately 2 days was associated with both extreme melt
events (shaded periods in Figures 4.2, 4.3 and 4.4), with several characteristics common to
both events. Firstly, peak velocities occurred in advance of satellite-observed peak ice sheet














































































Figure 4.2: Transect observations during 2012. a–e. Daily (24-hour) along-track ice velocities
(stepped black lines) and positive degree days (grey bars) for each transect site at which daily
measurements were made. f. Discharge hydrograph for Leverett Glacier (m3s−1), with cumulative
discharge between 7 May and 27 August (marked by grey box). The associated catchment is shown
on Figure 1. a–f. Grey shading defines peak velocity response to 12 July and 29 July melt events (see
text).
advance of 12 July, and 1 day in advance of 29 July. Secondly, velocities increased at every
site at which daily observations were made along the transect during the enhanced ice flow
period. Thirdly, at the majority of sites, velocities were lower after the enhanced ice flow
period than before it (Figure 4.2).
Prior to the 12 July melt event, sites up to 1482 m a.s.l (site 6) experienced positive air
temperatures every day from 10 June (Figure 4.2). Peak velocities during 9–10 July were
coincident with a 2.3oC increase in mean air temperature at our transect sites and a 73%
increase in mean wind speed at PROMICE/GAP K-transect sites (Figure 4.1) compared to the
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Figure 4.3: Observations around 12 July melt event. a–e. Near-surface air temperatures (dashed
lines), daily (24-hour) along-track ice velocities (stepped black lines) and short-term along-track ice
velocities (grey lines) for each site at which daily measurements were made. Periods with inadequate
quality observations removed. f. Discharge hydrograph for Leverett Glacier (m3s−1). a–f. Grey shading
defines the peak velocity response to the melt event (see text).
previous 8 days. The mean daily transect velocity during 9–10 July was 61% greater than
during the preceding 8 days, with sites 3 and 4 (794 m a.s.l and 1061 m a.s.l) experiencing
the highest peak velocities of 103% and 77% greater respectively than the previous 8 days
(Figure 4.3). By 12 July, ice velocities were falling despite peaks in both ice-sheet-wide
melting and proglacial river discharge (∼800 m3s-1; in excess of double that observed both
at the start of the melt event and in previous years (Sole et al., 2013)). Sites 1 and 2 returned
to daily velocities within 10 m yr-1 of 1–8 July mean velocities, and sites 3, 4 and 6 decreased
to velocities at least 30 m yr-1 slower than 1–8 July mean velocities.
In contrast to the 12 July melt event, a period of falling air temperatures in the previous 15
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Figure 4.4: Observations around 29 July melt event. See A-F in Fig. 4.3 for details.
to a minimum of 240 m3s-1 on 25 July, the lowest since 18 June (Figure 4.2). During 27–28
July the mean transect air temperature rose by 4.4oC compared to the previous 8 days,
with associated — though lagged — increases in discharge and velocity (Figure 4.4). Mean
transect ice velocity on 27–28 July was 116% greater than during the preceding 8 days. At
sites 2, 3 and 4 the velocity perturbation was short-lived, lasting ∼2 days before an abrupt
drop in velocities which returned to within 20 m yr-1 of pre-event velocities. Site 6 slowed
down more gradually after the 28 July peak. Unlike the 12 July melt event, river discharge
remained close to its event peak of ∼400 m3s-1 for 8 days following the 29 July melt event
(Figure 4.2f).
Increased ice velocities in the lead-up to the 12 and 29 July melt events were clearly caused
by a rapid increase in the rate of meltwater supply to the ice sheet bed forced by changes
in the rate of surface melting. While antecedent melt conditions and the absolute volumes
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of meltwater associated with each event were different, the nature and style of meltwater
forcing, overwhelming the capacity of the hydrological system and leading to ice acceleration,
were very similar, replicating responses observed previously (Bartholomew et al., 2012;
Cowton et al., 2013).
We estimated the potential contribution of each melt event to summer ice displacement
by comparison to estimates of the projected ice displacement that would have occurred in
the absence of the melt events. We used mean ice velocities at each site during the 8 days
preceding each 2-day period of enhanced ice flow to estimate what the total displacement
would likely have been through the 2-day enhanced ice flow period and the following 8
days in the absence of the enhanced ice flow period (see Materials and Methods for more
information). Observations during the corresponding time periods are shown in Figures 4.3
and 4.4. On average the 12 July melt event forced only 7% more ice displacement over the
10-day period, while the 29 July melt event, which was preceded by lower melt rates than the
12 July event, forced 34% more ice displacement over the equivalent 10-day period. These
findings reinforce the importance of antecedent melt rates (as opposed to simply meltwater
volume) and thus drainage system efficiency in controlling the short-term dynamic response
to variations in meltwater supply (Schoof, 2010).
The second exceptional characteristic of 2012 was ice-sheet-wide runoff of∼3.9σ above the
1958–2011 mean (Tedesco et al., 2013a). For comparison, Figure 4.5 shows observations
collected along our transect in the ‘average’ melt year of 2009. Exceptional melting during
2012 resulted in a mean of 117% more ablation relative to 2009 along our transect
(Figure 4.5a) with bulk runoff from the local ice sheet margin (2.20 x 109 m3) 113% greater
than 2009 (Sole et al., 2013). Summer velocities (Figure 4.5b) at all but the lowest two
sites were also higher in 2012 than in 2009. However, winter velocities at all sites were on
average 11% lower in 2012 than 2009, resulting in 6% less net annual ice motion along
the transect in 2012–2013 than in 2009–2010 (Figure 4.5). These observations support
previous findings that stronger melting results in faster summers, but that faster summers
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Figure 4.5: a. Annual (1 May–30 April) ablation in water equivalent metres for sites 2–7 in 2009
and 2012. b. Summer (Sum., 1 May–31 August), winter (Win., 1 September–30 April) and annual
(Ann., 1 May–30 April) velocities for each site in 2009 and 2012.
are then offset by subsequent slower winter ice flow due to the evolution of a larger, more
extensive subglacial drainage system which drains high basal water pressure regions (Sole
et al., 2013). Our findings also support ice-sheet modelling results (Shannon et al., 2013)
which suggest that enhanced basal lubrication will not cause substantial net mass loss from
the ice sheet, and provide the observations which Shannon et al (Shannon et al., 2013) had
stated were currently ‘insufficient to determine whether changes in subglacial hydraulics
will limit the potential for the speedup of flow’.
Our findings demonstrate that despite the exceptional melting observed in 2012, annual
ice motion along our transect was not enhanced relative to an ‘average’ melt year (2009).
These findings suggest that while hydrologically forced ice motion influences short-term and
seasonal ice dynamics, land terminating margins of the Greenland Ice Sheet ice sheet are
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insensitive dynamically over annual timescales to melt volumes that are commensurate with
temperature projections for 2100 (Meehl et al., 2007). Furthermore, our data demonstrate
that the importance of hydrologically forced ice motion over annual timescales can only
be understood with reference both to summer and winter seasonal velocities due to their
significant inter-annual variability. We also note that the effects of surface melt and oceanic
forcing mechanisms on the dynamics of marine terminating glaciers in a warming climate
remain unclear and should be a priority for future research.
4.1 Materials and Methods
Ice motion was recorded at seven sites, up to 1716 m a.s.l elevation and 113 km from the ice
sheet margin (Figure 4.1). Dual-frequency GPS receivers mounted on poles frozen into the
ice recorded position at 10 second intervals. Data were subsequently processed kinematically
in overlapping 28-hour windows using Track 1.21 (Chen, 1999) utilising International GNSS
(Global Navigation Satellite System) Service precise orbits relative to an off-ice base station
(Figure 4.1), apart from 12–29 August 2012 when the Kellyville global GPS network station
was used. Positions were filtered using a high-pass Gaussian filter to suppress high frequency
noise without distorting the long-term signal and then differenced every 24 hours to calculate
daily velocities (Sole et al., 2013). Short-term velocities were calculated at 1 minute intervals
and smoothed with a 6-hour mean sliding window. Horizontal velocity uncertainties are
approximately ± 1 cm at each epoch and 5.2 m yr−1 for daily velocities (Bartholomew et
al., 2011a). Power failure prevented continuous recording of ice velocities at sites 5 and 7
during summer 2012 and at sites 1–3 in late summer. The absolute displacements during
these periods of power failure were still obtained at each site.
The enhanced ice flow periods were defined in whole days for clarity and in order to make
inter-comparisons between sites more objective. Each enhanced ice flow period started when
most sites showed a substantial increase in velocity on the previous day and ended on the last
day before velocities at all sites decreased. We chose 8-day baseline periods for examining
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the ice displacement associated with each peak melt event as these represented the longest
periods over which we could compare velocities without overlapping the periods associated
with each melt event. The variability associated with choosing different lengths in baseline
and enhanced ice flow period was insignificant in the context of the large differences in
displacement exhibited by each event.
Air temperatures were measured at sites 1, 3 and 6 using shielded Campbell Scientific T107
temperature sensors connected to Campbell Scientific CR800 data loggers, and at sites 2 and
4 using shielded HOBO U21-004 temperature sensors, situated ∼2 m above the ice sheet
surface. Sensors sampled once per minute and recorded a mean value every 15 minutes. Air
temperatures were then converted to positive degree days (PDDs) by calculating the mean
of all positive values each day. Snow depths were measured at sites 2–7 just prior to the
onset of the melt season, and seasonal ablation water equivalent totals were determined
from ablation stakes at sites 2–7. To compare measurements of ice velocities and ablation
made in 2009 and 2012, we calculated the percentage difference between the years at each
site and then took the mean of those values to derive a transect average.
The volume of meltwater draining from Leverett Glacier’s inferred hydrological catchment
(Figure 4.1) was measured using continuous water stage monitoring through a stable bedrock
section. Stage was converted to discharge with a continuous stage-discharge curve obtained
from repeat Rhodamine WT and Rhodamine B dye dilution injections undertaken throughout
both melt seasons, following methods described previously (Bartholomew et al., 2011b). The
normalised root mean squared deviation of the discharge record is estimated to be ±10%.
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Chapter 5
Greenland Ice Sheet annual motion
insensitive to spatial variations in
subglacial hydraulic structure
In the previous chapter, coupled hydrology-dynamics during two contrasting melt years was
examined. Rather than a positive feedback between melting and net annual ice motion as
was initially hypothesised (Zwally et al., 2002; Parizek and Alley, 2004), the observations
showed that, relative to an average melt year, extreme melting during summer results in
faster summer motion but slower winter motion, resulting in slower annual ice motion overall.
Together with previous observations (Sole et al., 2013) the chapter therefore supports the
hypothesis that projected melting will not cause annual ice flow to speed up, and may even
cause it to slow down.
The observations in the previous chapter only addressed spatial variability in annual ice
motion along a longitudinal transect corresponding approximately to the glacier flowline
(Palmer et al., 2011). Meanwhile, observations on alpine glaciers have revealed that over
diurnal timescales, surface ice motion is greatest and most variable above inferred subglacial
channels, and becomes less variable further away (e.g. Nienow et al., 2005). Sub-seasonal
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observations of ice motion in south-west Greenland show substantial spatial variability, for
instance during winter (Joughin et al., 2010) and summer (Sundal et al., 2011), with striking
resemblance to patterns of supraglacial drainage features (Palmer et al., 2011; Joughin et
al., 2013). However, it is unclear whether summer melting and hydro-dynamic coupling
causes some areas to flow faster than others over the course of a full melt-year.
This chapter therefore examines whether spatial variability in subglacial drainage system
structure has an impact on spatial variations in net annual ice motion across a ∼300 km2
area of the ice sheet, using (1) detailed GPS measurements of ice motion collected above and
transverse to an inferred subglacial channel, and (2) observations of seasonal and annual
ice motion acquired by the TerraSAR-X/TanDEM-X radar satellites.
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Abstract
We present ice velocities observed with global positioning systems and TerraSAR-X/TanDEM-
X in a land-terminating region of the south-west Greenland Ice Sheet (GrIS) during the
melt-year 2012–2013, to examine the spatial pattern of seasonal and annual ice motion.
We find that whilst spatial variability in the configuration of the subglacial drainage system
controls ice motion at short timescales, this configuration has negligible impact on the spatial
pattern of the proportion of annual motion which occurs during summer. Whilst absolute
annual velocities vary substantially, the proportional contribution of summer motion to
annual motion does not. These observations suggest that in land-terminating margins of the
GrIS, subglacial hydrology does not significantly influence spatial variations in net summer
speedup. Furthermore, our findings imply that not every feature of the subglacial drainage
system needs to be resolved in ice sheet models.
5.1 Introduction
One potential dynamic thinning mechanism of the Greenland Ice Sheet (GrIS) is surface melt-
induced acceleration of ice motion (Zwally et al., 2002; Parizek and Alley, 2004; Andersen
et al., 2010). During summer, rapid increases in meltwater input from the ice sheet surface
result in periods when the subglacial drainage system is more highly pressurized, leading to
transient increases in basal sliding (Bartholomew et al., 2011a; Sole et al., 2011). However,
drainage system capacity changes in response (Röthlisberger, 1972; Schoof, 2010; Hoffman
and Price, 2014), introducing a negative feedback which acts to lower the water pressure of
the drainage system and reduce basal sliding, such that subsequent increases in basal sliding
require either (a) larger meltwater pulses or (b) reductions in drainage system capacity,
decreasing the quantity of meltwater required to over-pressurize the system (Cowton et al.,
2013).
Remotely sensed observations of ice motion of a land-terminating portion of the south-west
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GrIS made on a single day in late summer have revealed spatially distinct flow enhancements
of up to 300% relative to winter (Palmer et al., 2011). The spatial coincidence of faster
flowing areas with surface drainage routing suggests that localised meltwater input to the
ice bed, and the associated changes in subglacial water pressure, is the likely cause of the
flow enhancement. However, point-based observations from the same region have shown
that net annual ice motion is insensitive to these short-term variations in ice flow (van de
Wal et al., 2008; Sole et al., 2013; Tedstone et al., 2013, Chapter 4), except possibly at high
elevations well above the equilibrium line altitude (Doyle et al., 2014). Similarly, spatially
extensive satellite observations at lower elevations have identified slower late summer flow
in warmer summers, but were not able to capture ice motion over a full melt-year (Sundal
et al., 2011; Fitzpatrick et al., 2013). No study to date has therefore combined the required
spatial and temporal coverage and resolution to investigate whether the insensitivity of net
annual ice motion to short-term variations in ice flow holds across broader spatial scales, so
the impact of spatially variable subglacial drainage and potential related flow enhancement
on net annual regional ice motion remains unquantified.
Two specific aspects of surface melt-induced ice acceleration of the GrIS remain unexplored.
Firstly, whilst recent observations in south-west Greenland suggest that the subglacial
drainage system is channelized to at least 40 km inland during summer (Chandler et al.,
2013), the spatial extent of surface melt-induced velocity perturbations forced by water
pressure variability in these subglacial channels (e.g. Nienow et al., 2005) is unknown.
Secondly, over annual timescales it is unclear whether areas of ice close to surface meltwater
input points and/or underlain by a channelized subglacial drainage system flow at a
disproportionately faster rate than less hydrologically active areas. It is essential to identify
whether surface-melt induced ice acceleration has an impact on annual regional ice motion
because surface melting of the ice sheet is projected to increase during the next century
(Stocker et al., 2013).
Here, we present measurements of ice motion made during 2012–13 at Leverett Glacier, a
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land-terminating glacier in the south-west of the GrIS at ∼ 67oN (Figure 5.1). We measured
ice motion continously by global positioning systems (GPS) at 5 survey sites to examine
spatial variability in the hydrological forcing of ice motion, and by the TerraSAR-X/TanDEM-
X (TSX/TDX) satellites over a ∼20 by ∼15 km area of the ice sheet margin to examine the
spatial structure of seasonal and annual ice motion.
5.2 Data and Methods
5.2.1 Field measurements
We used GPS records to observe ice motion during 2012 at three sites along a longitudinal
transect (S1, S2 and S3) and at two locations transverse to the longitudinal transect ∼18
km from the ice sheet margin, at ∼800 metres above sea level: S3M, 2.8 km and S3N, 4.7
km north of S3 respectively (Figure 5.1). Details of the GPS processing undertaken and
longitudinal transect observations during 2012 have been described previously (Tedstone
et al., 2013, (Chapter 4)). GPS receiver malfunction at S3N resulted in noisy pseudo-range
data, preventing accurate determination of sub-weekly variability in ice motion, but seasonal
displacements were recorded. Additionally, power failure prevented continuous recording of
ice motion at S3M between 1 July 2012 and late August 2012, restricting detailed analysis
of ice motion to early summer, but absolute summer displacement was obtained. Along-
track velocity uncertainties are approximately ±1 cm at each epoch and 5.2 m y-1 for
daily velocities (Bartholomew et al., 2011a). Seasonal trends in vertical and across-track
displacement were removed by linear regression.
Air temperatures at S3 were logged every 15 minutes using a Campbell CR800 logger with
a Campbell C107 shielded temperature probe. Discharge draining from the Leverett Glacier
hydrological catchment was measured using continuous water stage monitoring through a
stable bedrock section and converted to discharge by calibration with repeat Rhodamine
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Figure 5.1: (a): Ice velocity (m yr-1) measured by TSX/TDX during 1 May 2012 – 30 April 2013;
inset: ice surface (dotted) and bed (solid) profiles through the GPS transect; outset: location of
study area. (b): Summer (1 May 2012 – 31 August 2012) proportion of annual (1 May 2012 – 30
April 2013) displacement, with white line marking 2 km from the ice margin; inset: all observations
further than 2 km from the ice margin as a histogram. (a,b): GPS sites denoted by circles, with
arrows indicating along-track flow direction; contours (in metres) from a digital elevation model
derived from Operation IceBridge altimetry data (Morlighem et al., 2013); thick dashed line indicates
approximate location of main subglacial channel from hydraulic potential analysis (Figure 5.2).
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dye dilution injections, following methods described previously (Bartholomew et al., 2011b,
and Section 3.3).
5.2.2 Remote sensing of ice motion
We processed synthetic aperture radar (SAR) data acquired between 26 April 2012 and 11
May 2013 by TSX/TDX into 23 ice displacement maps by applying feature tracking (Paul et
al., 2013) (Table S1). Our use of two tracks yields near-continuous temporal coverage but
restricts spatial coverage to ∼20 km inland from the ice margin. The two gaps in temporal
coverage of 17 and 28 days occurred during winter (Table S1) and were filled by calculating
the mean displacement of the immediately preceding and subsequent displacement maps.
Steady trends in winter GPS velocities, where available (e.g. Joughin et al., 2010) show
that this limited averaging should not produce significant errors in ice motion estimates.
Azimuth and range displacement maps were used to compute summer (1 May 2012 – 31
August 2012) and winter (1 September 2012 – 30 April 2013) displacements.
5.2.3 Hydraulic potential analysis
We used digital elevation models (DEMs) of the ice sheet surface and bed derived from
Operation IceBridge altimetry and ice penetrating radar data (Morlighem et al., 2013) to
produce a theoretical reconstruction of the subglacial drainage network (Shreve, 1972) to
complement analyses of our ice motion data. The dense radar survey in this section of the
ice sheet has an average flight spacing of ∼500 m and a nominal precision of 10 m for ice
thickness (Morlighem et al., 2013). Calculations followed procedures outlined by Sharp et al.
(1993). Field observations of proglacial discharge, dye and SF6 tracer experiments show that
most meltwater from our study area exits the ice sheet through the Leverett Glacier terminus
rather than through Russell Glacier (Figure 5.1) (Bartholomew et al., 2011a; Chandler et
al., 2013). Theoretical reconstructions suggest that meltwaters from the catchment will only
drain through the correct Leverett outlet when subglacial water pressure Pw is equal to ice
































Figure 5.2: Ice thickness from Operation IceBridge (Morlighem et al., 2013). Subglacial hydraulic
potential contours (red every 500 kPA) and major drainage pathways predicted by subglacial
hydraulic potential analysis where water pressure equals ice overburden. Channel shading defined
by the quantity of Upstream Contributing Cells (UCC) (values >50 UCC shown, with >1000 UCC in
dark blue). Crosses denote GPS sites.
overburden pressure (Pi) (i.e., Pw = Pi) (Figure 5.2); at lower water pressures, the meltwater
exits the catchment via Russell Glacier. Despite this sensitivity, all hydraulic reconstructions
predict the presence of a major drainage pathway less than 200 m north of S3, an invariance
controlled primarily by the ice surface topography (Figure 5.1).
5.3 Results
5.3.1 Diurnal motion at S3 and S3M
Detailed data from S3 and S3M enable us to examine the impact that spatial variability
in the configuration of the subglacial drainage system has on ice motion. During the
period of observation there were three clear speed-up events when ice motion increased by
>100% compared to the previous two days (Figure 5.3, E1-3). These pronounced speed-ups








































































Figure 5.3: Time series at S3 and S3M of (a) along-track velocity, and positive degree days (PDD,
oC) at S3, (b) de-trended vertical displacement and (c) detrended across-track displacement. (d):
proglacial discharge hydrograph for Leverett Glacier (m3s-1.)
previous studies (e.g. Iken and Bindschadler, 1986; Mair et al., 2003; Bartholomew et al.,
2011a).
During each event, along-track velocity at S3 increased rapidly (Figure 5.3a), accompanied
by ice surface uplift of 5–10 cm (Figure 5.3b) and across-track displacement (perpendicular
to the flow direction at each site shown in Figure 5.1) of 2–4 cm south-east (Figure 5.3c).
While S3M’s along-track velocity was 9% slower than S3 during the summer (Table 5.1),
cross-correlation of their continuous velocity records (Figure 5.4) shows that during each
event and over the full observation period, the sites were most highly correlated at zero
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Figure 5.4: Cross-correlation functions between S3 and S3M during 28 May – 1 July and for events
1–3 (Figure 5.3), S3 as primary variable.
lag (r > 0.8). However, S3M only moved upward and across-flow during E1, subsequently
showing no resolvable signals in vertical or cross-track displacement.
After E1, S3 continued to show clear uplift and subsidence of ∼2–5 cm over diurnal cycles
for the remainder of the observation period, but without any corresponding variability in
cross-track displacement except during E2 and E3. Meanwhile, S3M did not display any
systematic variability in either vertical or across-track displacement (Figure 5.3b,c).
5.3.2 Seasonal and annual displacement
To identify whether spatially variable subglacial drainage during summer has an impact
on ice motion over annual timescales, we examined net displacement at S3, S3M and S3N
(Table 5.1) during summer (1 May – 31 August 2012) and over a full year (1 May 2012 –
30 April 2013). During summer, S3 flowed fastest, with S3M and S3N flowing at 91% and
64% of horizontal speed at S3 respectively. Similarly, during the full year, S3 flowed fastest,
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with S3M and S3N displaced by 93% and 64% of S3 respectively. However, the proportion
of annual displacement attributable to motion during summer varied by just 2% between
the three sites. S1 and S2 (∼2 km and ∼8 km from the ice margin respectively) displayed
equivalent behaviour (Table 5.1) such that summer motion at all sites accounted for 43.4%
to 45.4% of annual motion.
Observations of ice motion from TSX/TDX complement the GPS observations, providing
much greater spatial coverage of seasonal and annual ice displacement. Over the full
year, absolute ice displacement observed by TSX/TDX varied by ±2% on average of the
observations recorded at each GPS site, a close agreement which validates the observations
made by TSX/TDX over the rest of the study area.
The ice motion observed by TSX/TDX over the melt-year (Figure 5.1a) reveals clear spatial
variability both along and across flow, with areas of faster ice motion broadly co-located
with thicker ice (Figure 5.2). However, there is very little variability in the proportion of
annual ice displacement attributable to summer motion beyond ∼2 km from the ice sheet
margin (Figure 5.1b). There is a ∼3 km wide flow zone of slightly faster (∼2%) summer
motion between S3 and S3M, the location of which is coincident with the subglacial drainage
channel predicted by hydraulic potential analysis (Figure 5.2).
The homogeneous behaviour of this area of the ice sheet in terms of the proportionality of
summer speed-up, particularly away from the thin ice margin, is clear in Figure 5.1b (inset).
Summer displacement of 43.9–49.7% of total annual displacement, corresponding to x̄±1σ,
accounted for 81% of variability in the study area further than 2 km from the ice margin.
Areas where ice flowed proportionally faster (white in Figure 1b) or slower (dark blue in
Figure 1b) during summer are restricted to marginal ice thinner than ∼200 m in the former
case and a steep ice fall (Sundal et al., 2011) in the latter case.
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Table 5.1: Ice displacement at observation sites during 2012. Annual (Ann., metres, 1 May 2012 –
30 April 2013), Summer (Summ., metres, 1 May – 31 August), Summer % (Summ. %, proportion of
annual motion attributable to Summer).
Ice displacement, 2012
Ann. m Summ. m Summ. %
S1 52.1 23.3 44.7
S2 110.1 50 45.4
S3 105.4 47.9 45.4
S3M 98.2 43.6 44.4
S3N 70.5 30.6 43.4
5.4 Discussion
5.4.1 Drivers of diurnal ice motion
Observations of alpine glaciers have revealed Variable Pressure Axes (VPAs) tens of metres
wide centered on a hydraulically efficient channel, in which subglacial water pressures (Pw)
vary substantially over diurnal melt cycles, in constrast to adjacent areas of the bed where
Pw becomes progressively higher and less variable as the influence of the VPA declines with
distance (e.g. Hubbard et al., 1995; Harbor et al., 1997). At Haut Glacier d’Arolla (Swiss
Alps), the highest diurnal ice surface velocities occur over the VPA. However, the wide area
over which ice velocities increase in phase with VPA Pw can only be explained by reductions
in basal shear traction over a much wider (∼560 m) area of the bed, requiring either an
inefficient drainage system or a channelized system with many channels that hydraulically
connect large areas of the bed (Nienow et al., 2005).
Previous studies at Leverett Glacier have inferred the presence of an efficient, channelized
subglacial drainage system to at least 40 km into the ice sheet interior during summer
(Bartholomew et al., 2011a; Chandler et al., 2013). The hydro-dynamical behaviour observed
at S3 and S3M is explicable both by the alpine VPA framework and by hydrological modelling
of the interaction between channelized and distributed subglacial drainage systems (Werder
et al., 2013). S3, inferred to be in the vicinity of a major drainage pathway (Figure 5.2),
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experiences large oscillations in diurnal along-track velocity and vertical displacement,
consistent with oscillatory variability in Pw. Furthermore, Sugiyama et al. (2010) observe
that vertical ice displacement over a basal perturbation can induce a cross-track displacement
at some distance away from the basal perturbation; the south-easterly displacement of S3
during the speed-up periods E1–3 mimics this behaviour and places S3 to the south of the
VPA, in agreement with the hydraulic potential analysis.
Without additional survey sites or coupled hydro-dynamic modeling (e.g. Hoffman and Price,
2014), it is not possible to identify whether the fluctuations in stress regime which force
synchronous along-track motion at S3 and S3M, most likely through fluctuating Pw, originate
from (a) local meltwater input points or (b) fluctuations in VPA Pw forced by upglacier
surface meltwater inputs. As a result, it is not possible to elucidate the relative importance
of transverse stresses or the coupling lengths over which local VPA ice-bed decoupling could
propagate enhanced motion away from the VPA. Nevertheless, Werder et al. (2013) model
pressure variations up to ∼ 2 km away from a subglacial channel, which would fit with our
observations of a dynamic response at S3M driven by pressure variations within the inferred
subglacial channel.
5.4.2 Seasonal and annual ice motion
Our continuous observations of ice motion at S3 and S3M during 2012 confirm that, as
suggested by Palmer et al. (2011) at the broader catchment scale, surface melt-induced ice
acceleration is spatially variable over diurnal timescales. At annual timescales there is also
substantial spatial variability in absolute ice motion (Figure 5.1a). However, it is variability
in driving stress caused primarily by differing ice thickness, rather than a spatially variable
drainage system, which is the cause of this variability in our study area.
Despite clear evidence for distinct subglacial channels (both from the ice motion data
presented here and previous tracer studies, e.g. Chandler et al. (2013)) which induce
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complex diurnal flow patterns, the structure of the subglacial drainage system does not
appear to have a significant impact on the overall extent to which summer motion contributes
to annual motion. Instead, in 81% of the area further than 2 km from the ice margin,
the contribution of summer motion to annual motion falls within the narrow range of
∼44–50%, irrespective of proximity to underlying subglacial channels. This suggests that
the surrounding regions of distributed drainage readily connect to and interact with
channelized drainage features, smoothing spatial variations in velocity forced by water
pressure fluctuations in the channels. Thus, the existence of channels constitutes an
important control on regional subglacial water pressure, but the precise location of each
channel is less important because they interact readily with the surrounding distributed
drainage system rather than acting in isolation.
Our finding, that an essentially spatially invariant proportion of annual motion occurs
during the melt season, may be explicable both by recent field observations from the
GrIS and modeling. Using observations of ice velocity, moulin water levels and borehole
water pressures, Andrews et al. (2014) concluded that decreasing water pressures in
the unchannelized (or ‘distributed’) regions of the subglacial drainage system, not the
channelized areas, were responsible for their observed late summer slowdown in ice
velocities. Such hydro-dynamic coupling in unchannelized regions, which underlie the
majority of our study area, in contrast to narrow, discrete channelized drainage features
(or VPAs), may therefore provide a plausible explanation for the spatial invariance in the
proportion of annual motion which we observe during summer.
Furthermore, these observations qualitiatively agree with modeling results (Hoffman and
Price, 2014) which suggest that upon the delivery of meltwater to the ice sheet bed, ice
velocity transiently increases, but a negative feedback then dominates the subsequent
velocity response whereby sliding over bedrock bumps increases cavity space, lowering
water pressure and in turn sliding. This negative feedback occurs even in the absence of
channelization, acting to limit the magnitude of any surface melt-driven velocity increase.
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Thus, the coupled hydrology-dynamics of the spatially extensive unchannelized regions of
the ice sheet bed may explain our observation that the summer proportion of annual ice
motion is spatially invariant.
5.5 Conclusions
We have examined spatial variability in surface melt-induced ice motion in a land-
terminating region of the south-west GrIS. We have shown that whilst spatial variability
in the configuration of subglacial drainage controls ice motion at short timescales, these
variations have negligible impact on the proportion of annual motion which occurs during
summer as a result of surface meltwater inputs to the ice sheet bed. Whilst absolute annual
velocities vary substantially across the study area (due to variations in driving stress), the
proportional contribution of summer motion to annual ice motion does not.
This observation is important because it implies that, for land-terminating regions of the
GrIS, (1) it may not be necessary to include complex representations of subglacial hydrology
in ice sheet models for simulating ice flow and (2) the placement of GPS relative to subglacial
channels should only affect the detailed pattern of ice velocities over short timescales and not
the relative seasonal displacement resulting from hydraulic forcing. Nevertheless, additional
research needs to determine the extent to which our findings are applicable to the wider ice
sheet and in particular (1) whether the invariance of ice motion to the configuration of the
subglacial drainage system over annual timescales extends further inland where the extent
of channelization remains equivocal (Chandler et al., 2013; Meierbachtol et al., 2013) and
(2) the applicability of our findings to other land-terminating margins of the ice sheet and
to marine-terminating margins, where hydro-dynamic coupling remains poorly understood.
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5.6 Supplementary Information
Table 5.2 For each TSX/TDX acquisition:
Column "Start date", date that TSX/TDX acquisition begins (year, month, day).
Column "End date", date that TSX/TDX acquisition ends (year, month, day).
Column "Time", Universal Time Coordinated (UTC) time of TSX/TDX overpass time on "Start
date" and "End date" of each acquisition.
Column "Days", duration of acquisition in days.
Column "Relative orbit", relative orbit angle of TSX/TDX in degrees.
Column "Incidence", incidence angle of TSX/TDX in degrees.
Column "Heading", heading angle of TSX/TDX in degrees.
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Start date End date Time Days Relative orbit Incidence Heading
20120426 20120518 09:57:27 22 96 37 193
20120518 20120529 09:57:27 11 96 37 193
20120529 20120609 09:57:27 11 96 37 193
20120609 20120620 09:57:27 11 96 37 193
20120620 20120701 09:57:27 11 96 37 193
20120701 20120723 09:57:27 22 96 37 193
20120723 20120803 09:57:27 11 96 37 193
20120803 20120814 09:57:27 11 96 37 193
20120814 20120825 09:57:27 11 96 37 193
20120825 20120905 09:57:27 11 96 37 193
20120905 20121008 09:57:27 33 96 37 193
20121008 20121030 09:57:27 22 96 37 193
20121030 20121110 09:57:27 11 96 37 193
20121110 20121121 09:57:27 11 96 37 193
20121121 20121202 09:57:27 11 96 37 193
20121202 20121213 09:57:27 11 96 37 193
20121213 20121224 09:57:27 11 96 37 193
20121224 20130104 09:57:27 11 96 37 193
20130104 20130115 09:57:27 11 96 37 193
20130228 20130311 09:57:27 11 96 37 193
20130311 20130322 09:57:27 11 96 37 193
20130419 20130511 20:40:57 22 27 35 346
Table 5.2: TerraSAR-X/TanDEM-X acquisitions utilised in study.
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Chapter 6
Decadal slowdown of a
land-terminating sector of the
Greenland Ice Sheet despite warming
Chapter 4 demonstrated that ‘extreme’ melting can result in slower annual ice motion than
‘average’ melting, up to at least 70 km inland. Chapter 5 presented complementary evidence
showing that over the course of a melt-year, the proportion of net annual motion which occurs
during the melt season is spatially invariant. These chapters therefore paint an emerging
picture in which coupled hydrology-dynamics is essentially self-regulating: temporally
transient speedups are negated by subsequent slowdown due to increasing drainage system
efficiency, and, despite the evolution of a subglacial drainage system with discrete efficient
drainage features, there are no significant spatial variations in the proportion of annual
motion which occurs during summer.
However, the importance of coupled hydrology-dynamics over inter-annual to decadal
timescales remains unclear as very few observations of requisite duration exist. This chapter
takes advantage of the recent release of unprecedented volumes of historical Landsat
program satellite imagery by using feature tracking between successive images to extract
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ice motion over an 8000 km2 area (Figure 3.1) from 1985 to 2014, in order to assess the
impact of surface meltwater production on ice motion over the last three decades.
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Ice flow along land-terminating margins of the Greenland Ice Sheet (GrIS) varies
considerably in response to fluctuating surface meltwater inputs to the ice-sheet bed
which lubricate the ice-bed interface, resulting in periods of faster ice motion (Zwally
et al., 2002; Sole et al., 2013). Stronger melting results in faster ice motion during
summer, but slower motion over the subsequent winter due to the evolution of a more
extensive drainage system at the ice-sheet bed, which drains high-pressure regions
more efficiently (Sole et al., 2013; Tedstone et al., 2013). However, the impact of hydro-
dynamic coupling on ice motion over decadal timescales remains poorly constrained.
Here we show that annual ice motion across an 8000 km2 land-terminating region of
the west GrIS margin extending to 1100 m asl was 12% slower in 2007–2014 compared
to 1985–1994, despite a corresponding 50% increase in surface meltwater production.
Our findings suggest that hydro-dynamic coupling in this section of the ablation
zone resulted in net ice motion slowdown over decadal timescales — not speedup
as previously postulated (Zwally et al., 2002). Increases in meltwater production
from projected climate warming may therefore further reduce the motion of land-
terminating margins of the GrIS, which suggests that these sectors of the ice sheet
are more resilient to the dynamic impacts of enhanced meltwater production than
previously thought.
The Greenland Ice Sheet (GrIS) is losing mass at an accelerating rate (Shepherd et al., 2012;
Enderlin et al., 2014) as a result both of increased surface melting (Hanna et al., 2013)
and enhanced ice discharge from accelerating marine-terminating glaciers (Enderlin et al.,
2014). Enhanced melting accounts for ∼60% of GrIS mass loss since 2000 (Enderlin et
al., 2014); summer air temperatures over the south-west GrIS warmed by 0.9oC during
1994–2007 (Box et al., 2009) and meltwater production during the summers of 2007–2012
(except 2009) is without precedent in the last 50 years of reanalysis-forced reconstructions
(Fettweis et al., 2013). During 1993–2012 the average annual melt doubled from that which
occurred during 1961–1990 (Fettweis et al., 2013).
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While the acceleration of marine-terminating glaciers is believed to be driven primarily by
processes operating at the ice-ocean interface, atmospheric forcing can change ice motion at
both land- and marine-terminating glaciers through the delivery of surface meltwater to the
ice-sheet bed (Zwally et al., 2002; Howat et al., 2010). Surface meltwaters can drain rapidly
to the ice-sheet bed via moulins and supraglacial lake drainage events which provide direct
surface-to-bed connectivity and a mechanism by which surface meltwater can influence basal
motion (Das et al., 2008; Chandler et al., 2013; Andrews et al., 2014). It was hypothesised
that this mechanism could lead to a positive feedback between enhanced surface meltwater
production and ice-sheet motion as ice would move more quickly to lower elevations where
temperatures are warmer (Zwally et al., 2002; Parizek and Alley, 2004).
More recent studies have highlighted the importance of the subglacial drainage system in
controlling the relationship between surface melting and ice motion through changes in
system capacity and morphology (Schoof, 2010; Bartholomew et al., 2011a; Cowton et al.,
2013). During summer, rapid increases in meltwater from the ice-sheet surface result in
periods when the subglacial drainage system is more highly pressurised, leading to transient
periods when water pressure exceeds ice overburden pressure, resulting in enhanced basal
sliding (Bartholomew et al., 2011a). However, subglacial drainage system capacity increases
in response (Röthlisberger, 1972; Schoof, 2010), introducing a negative feedback which
lowers the water pressure and reduces basal sliding (Cowton et al., 2013; Hoffman and
Price, 2014). By the end of summer, an efficient drainage system has evolved upglacier
(Bartholomew et al., 2011a; Cowton et al., 2013) which drains surrounding regions of the
ice-sheet bed that were previously hydraulically isolated. This reduces basal lubrication
during the subsequent winter, counteracting summer speed-up and making net annual ice
motion relatively insensitive to summer melting (Sole et al., 2013; Tedstone et al., 2013).
Despite these advances in understanding coupled hydro-dynamics, it remains unclear
whether enhanced surface melting has a long-term impact on annual ice motion. Eight























































Figure 6.1: Study area in the ablation zone of the western GrIS. Colour shows percentage change
of ice velocities in 2007–2014 reference period compared to 1985–1994 reference period (see main
text). Transects correspond to Figure 6.3. Ice surface contours from Howat et al. (Howat et al., 2014).
Grey denotes areas where ice velocities cannot be resolved; green denotes land areas; light blue
denotes inland and coastal waters. Inset (a): percentage change of ice velocities in 4% bins. Inset (b):
Median percentage change in each 100 m elevation band between 400–1100 m asl and associated
uncertainties (see Methods).
south-west GrIS showed an average 10% decrease from 1991 to 2007, during a period when
surface melt increased significantly, but with considerable spatial variability (van de Wal et
al., 2008), and the slowdown trend at lower sites continued into 2012 (van de Wal et al.,
2015). Meanwhile from 2009 to 2012 a small acceleration signal was observed above the
∼1500 m asl equilibrium line altitude (Doyle et al., 2014). The parametrization of basal
lubrication in higher-order ice-sheet models, using observations from south-west Greenland,
suggests that basal lubrication is unlikely to increase the contribution of the ice sheet to
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sea level rise by more than 5% of the contribution expected from a negative surface mass
budget alone, and could conceivably act as a negative feedback upon ice motion (Shannon
et al., 2013).
Here we present observations of annual motion spanning three decades, which extend
back to 1985. Our ∼8000 km2 study area extends along ∼170 km of predominantly land-
terminating margin of the west GrIS to ∼50 km inland and ∼1100 m asl (Figure 6.1).
We apply feature tracking (see Methods) to 475 pairs of remotely-sensed optical Landsat
imagery separated by approximately one year (Dehecq et al., 2015). Next, we derive robust
ice motion and uncertainty estimates over∼1–2 year periods from 1985 to 2014 (Figure 6.2b
and Figure 6.8), and over multi-year reference periods spanning (a) 1985–1994, capturing
the period before air temperatures began to warm (Box et al., 2009), and (b) 2007–2014,
corresponding to the recent series of record melt summers (Fettweis et al., 2013).
Ice motion shows a clear regional slow down (Figure 6.1) with 84% of the study area flowing
more slowly in 2007–2014 than in 1985–1994 (Figure 6.1a). On average ice motion slowed
by 12% across the study area. Slowdown was strongest (∼15-20%) at elevations below
∼800 m asl (Figure 6.1b). Isolated areas experienced speedup in 2007–2014 compared to
1985–1994. In the far north-east, the speedup can likely be attributed to the dynamics of
the neighbouring marine-terminating Jakobshavn Isbrae (Figure 3.1), which like many of
Greenland’s marine-terminating glaciers has accelerated since the mid 1990s (Enderlin et
al., 2014).
The ice motion record can be divided into two statistically significant periods (see Methods).
Segmented linear regression (R2 = 0.79) shows that there was no significant trend in ice
motion during 1985–2002 ( p = 0.85). Ice motion slowdown likely began around 2002
and despite inter-annual variability, there was a robust overall trend of -1.5 m yr-2 during
2002–2014 ( p < 0.01). Meanwhile, surface meltwater production (Figure 6.2a) can be
divided into three statistically significant periods (see Methods): sustained ‘low’ melt of
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Figure 6.2: Surface melting and ice motion averaged over the study area. (a) Annual mean
modelled surface melt (grey), smoothed with a 5-year moving mean (black), both in water equivalent
(w.e.) m per year (see Methods). (b) Median ice velocities during each period (black boxes) calculated
using the common sampling pixels across the time series, ± 1σp. The width of each box corresponds
to the total timespan of the pairs of Landsat images acquired during each period. The height of
each box corresponds to ± σp (see Methods). Blue and red lines illustrate the trends in ice velocity
computed by segmented linear regression weighted by σp. (c) The altitudinal distribution of the
common sampling pixels used to compute the velocities in (b).
sustained high melt of 3.2 w.e. m yr-1 during 2002–2014 coincident with when ice motion
began to slow down. Overall there was a 49.8% rise in surface meltwater production across
our study area between 1985–1994 and 2007–2014.
We explored temporal variability in ice motion along three transects (Figure 6.1) selected
to represent different ice-marginal conditions. Transect A (Figure 6.3a) extends 80 km
inland from Nordenskjöld glacier, which has a lacustrine-terminating margin; transect B
(Figure 6.3b) extends ∼30 km inland from a land-terminating margin; and transect C
(Figure 6.3c) extends ∼30 km inland from the marine-terminating Alangordliup sermia.
Transects A and B slowed down during 2000–2014 to attain velocities averaged along the
transect 19% and 18% lower in 2013/14 than during the 1985–1994 reference period
respectively. Ice motion characteristics at the marine-terminating transect C were more
complex. The transect slowed on average from the mid 2000s to 2014 although ice motion
within 10 km of the margin sped up in the late 2000s following earlier slowdown and by
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Figure 6.3: Ice velocities along three transects in the study area. The transects correspond to
those shown in Figure 6.1. Only periods in which ice velocities are observed along at least 60%
of each transect are shown. Velocities during the 1985-1994 reference period are also shown. (a)
Transect A, (b) Transect B, (c) Transect C.
2013–2014 was flowing up to ∼ 50 m yr-1 faster than during the 1985–1994 reference
period. Such behaviour is in line with other tidewater glaciers that have recently accelerated
(Enderlin et al., 2014).
The slowdown signal across our predominantly land-terminating region extends up to∼1100
m asl (Figure 6.1) where the mean ice thickness is ∼850 m (Morlighem et al., 2014). The
clear deceleration in ice motion requires a decrease in rates of either internal ice deformation,
basal motion or a combination of both mechanisms. Melting has caused marginal thinning
of the GrIS (Sole et al., 2008; Pritchard et al., 2009; Helm et al., 2014). During 1993–1998
land-terminating glaciers on the west GrIS margin thinned by 0.02-0.23 m yr-1 below 1000 m
asl (Sole et al., 2008). Our study area thinned by ∼0.2 m yr-1 during 2003–2007 (Pritchard
et al., 2009) and this rate increased to 1–1.5 m yr-1 during 2011–2014 (Helm et al., 2014).
We modelled the velocity change that would be caused by 10–20 m of ice thinning (and
the associated gradient changes) along transect A over the 1985–2014 study period (see
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Methods), corresponding to a maximum thinning rate of ∼0.6 m yr-1. The resulting change
in driving stress can explain only ∼17-33% of the observed overall 12% slowdown signal
beyond 10 km from the ice sheet margin and can explain none of the slowdown beyond 50
km from the margin (Figure 6.7c). Thus, while a component of the observed slowdown can
be explained by changes in driving stress through ice thinning, the majority of the slowdown
(i.e. the remaining 67–83%) must be the result of processes operating at the ice-bed interface
causing a reduction in basal motion.
Previous studies have suggested that the coupling between surface melting and basal motion
is self-regulating, such that there is no significant relationship between melting and ice
motion over annual timescales (Sole et al., 2013; van de Wal et al., 2015). In agreement with
these studies we find no relationship between annual melt volume and annual ice motion
(R2 = 0.08). There is however a strong relationship between antecedent melt volumes and
ice motion (Table 6.1). The mean melt volume from each observation period and previous
year combined explain 23% of observed ice motion (p < 0.05), increasing to 44% when the
previous four years of melt are included. Moreover, melt volumes explain 50% of observed
ice motion when the mean melt volume is calculated using only the previous three years
(p < 0.01).
We therefore hypothesise that sustained high surface meltwater production (Figure 6.2a) is
responsible for the observed slowdown. Observations from the GrIS show that during the
melt season, the large cumulative increase in the rate of meltwater supply to the ice-sheet
bed results in the expansion of a channelized subglacial drainage system (Cowton et al.,
2013), even beneath ice ∼1 km thick (Chandler et al., 2013). As air temperatures warm,
more meltwater at higher elevations allows an efficient drainage system to evolve which
extends further into the ice sheet. Summers of extreme melt result in a higher-capacity,
more extensive channelized drainage system which stays open at atmospheric pressure
for longer after cessation of melt (Sole et al., 2013; Tedstone et al., 2013). Dye tracing of
alpine glaciers (Richards et al., 1996) indicates that transit speeds through unchannelized
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drainage systems are ∼0.01 m s-1 (∼850 m d-1). Thus, while channels at atmospheric
pressure beneath∼1 km thick ice close within hours to days (Chandler et al., 2013), channels
which stay open, for example for just two days as opposed to one, have the capacity to
evacuate significantly more water from surrounding unchannelized regions of the ice-sheet
bed, causing more widespread dewatering of the ice-bed interface. Sources of meltwater,
including frictional melting by basal slip and geothermal heat, will enable water pressure
(Pw) to recover gradually through the subsequent winter, but may be insufficient to replace
the stored waters evacuated during the previous melt season.
Previous observations have illustrated the importance of changing connectivity between
channelized and unchannelized regions of the ice-sheet bed in controlling ice velocities late
in the melt season (Andrews et al., 2014). We postulate that these unchannelized drainage
regions and their connectivity to the channelized drainage system govern ice motion not only
late in the melt season but also during the following winter and spring. We hypothesise that
if increases in drainage efficiency occur year-on-year, gradual net drainage of water stored
in unchannelized regions of the ice-sheet bed will result in reduced basal lubrication and net
ice slowdown. Additional field observations, such as borehole arrays transverse to subglacial
channels recording water pressure gradients (e.g. Hubbard et al., 1995), in conjunction
with hydrological modelling (e.g. Schoof, 2010) are required to test the robustness of
our hypothesis. Furthermore, while melt-driven seasonal evolution in subglacial drainage
can impact the flow of tidewater glaciers (Howat et al., 2010), their ongoing acceleration
(Enderlin et al., 2014) during a period of warming, in contrast to our observations, suggests
that other processes are controlling their dynamics.
Our observations of GrIS ice motion made over three decades provide conclusive evidence
that a 50% rise in meltwater production has not led to ice speedup along a land-terminating
margin; instead average annual ice motion at elevations below 800 m asl slowed by >15%
and likely by at least 5% up to 1100 m asl. Only∼17-33% of the slowdown can be explained
by reduced internal deformation caused by ice thinning, and we therefore hypothesise that
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since 2002, increases in subglacial drainage efficiency associated with sustained larger melt
volumes have reduced basal lubrication, resulting in slower ice flow. It remains unclear
whether the observed slowdown occurs at elevations above 1100 m asl and whether the
slowdown will migrate inland as enhanced melting extends to higher elevations and allows
a more extensive efficient subglacial drainage system to evolve. Furthermore, while our
findings relate to land-terminating margins, the forcing mechanisms which have driven the
recent speedup of many tidewater glaciers remain poorly understood (Enderlin et al., 2014;
Pritchard et al., 2009) and require a similar examination of annual ice motion over decadal
timescales.
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6.1 Methods
6.1.1 Remote sensing of ice motion
We applied feature tracking techniques to extract ice motion from Landsat Program im-
agery. Landsat images were obtained from the U.S. Geological Survey (via the earthex-
plorer.usgs.gov catalogue) and the European Space Agency (via the EOLI-SA catalogue).
Here we provide an outline of the processing strategy and the specific parameters used in
this study. A detailed description of the processing strategy is available elsewhere (Dehecq
et al., 2015). Our approach builds individual annual velocity fields from feature tracking of
Landsat pairs, overlapping in time and space. These velocity fields are then combined over
inter-annual time periods in order to increase the robustness of the velocity estimates and
to enable statistical determination of uncertainties.
We used images from the Landsat 5, 7 and 8 missions; the quality and quantity of images from
Landsat missions 1–3 were insufficient to permit their inclusion in this study. We identified
475 image pairs with temporal baselines between 352–400 days acquired during April–
October over the 1985–2014 study period (see pair list in Supplementary Information). The
temporal baseline of ∼1 year was chosen to minimize the impact of seasonal flow variability
upon inter-annual trends in ice velocity, as we are specifically interested in long-term changes
in ice motion.
To enhance the images prior to feature tracking we used Principal Component Analysis
to combine the optimum spectral bands, identified during testing as bands 2 and 3 for
each satellite mission. A high pass filter (utilising Sobel kernels) was used to compute the
intensity gradients of each image, enhancing surface features such as crevasses and reducing
the impact of basal topography related features which by definition are temporally stable.
We then used the gradients as features to be tracked. The tracking (used to extract ice
displacement) was performed on matching windows of 44 pixels (1320 m) and a grid
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spacing of 8 pixels (240 m), whilst the search window was set automatically to correspond
to the maximum expected displacement over the baseline duration between the two images
based on previous velocity observations (Joughin et al., 2010).
The processing strategy exploits the redundancy offered by multiple, spatio-temporally
overlapping pairs to efficiently remove velocity outliers and produce robust velocity fields.
Firstly, we filter low quality velocity estimates by applying a threshold to the signal-to-noise
ratio returned during the feature tracking. The threshold value was determined by examining
all velocity pairs to identify the value beyond which the Median Absolute Deviation (MAD)
of stable area velocities became asymptotic. We use a median based approach to minimize
the impact of outliers and because the distribution of velocity tends not to follow a normal
distribution (Dehecq et al., 2015). Next, for the period 2000–2014, velocities were grouped
into 1-year time periods, while for the period 1985–2000, velocities were grouped into
2-year time periods due to the lower number of Landsat pairs available. This provides spatio-
temporal redundancy in the velocity estimates at each pixel and enables us to quantify
uncertainties. To produce the final velocity field for each period we compute the median of
all the available velocity estimates at each pixel. Lists of the Landsat pairs which contribute
to each period are available in the Supplementary Information. Finally we compute the 1σ








where N is the number of velocities used to compute the median velocity, σ is the 1-
σ confidence interval and k and α are the parameters to be determined. k and α were
determined for each time period from the velocity estimates made over stable land areas
whose true value is known and equal to 0. Uncertainty of the final ice velocity of each pixel
at each time period is then obtained by extrapolating this relationship to on-ice areas with
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the appropriate values of MAD and N for a given pixel. Considering N and MAD at the
pixel level allows the surface characteristics at the location of the pixel considered (e.g.
surface conditions, variability of velocity during the time period considered) to be taken
into account. Pixels with σ >60 m yr-1 are discarded in the subsequent analysis.
We computed the percentage change in ice velocities between 1985–1994 and 2007–2014 at
all of the pixels which are common to both periods (Fig 6.1) and then computed the median
percentage change, both over the whole study area and in 100 m asl elevation bands. For
each elevation band in Figure 6.1b we calculated the uncertainty of the percentage change






i /N , and then computing
p
e12 + e22. Residual striping patterns in
Figure 6.1 are caused by lines of missing data in the Landsat 5 imagery.
To compute inter-annual median velocities (Figure 6.2b), firstly periods in which less than
30% of the study area have observations were discarded. Then, the pixels common to all the
retained periods (shown in Figure 6.8) were selected so as to avoid temporal variation caused
by spatial bias. For each period we calculated the median of the 8025 temporally common





i /N . The altitudinal
distribution of the common sampling pixels is shown in Fig 6.2c.
The decision to discard periods in which less than 30% of the study area has observations
is a compromise between calculating the median velocity of each period using the greatest
possible number of pixels common to all periods, versus retaining the maximum possible
temporal resolution. We examined the sensitivity of the ice motion time series (Figure 6.2b)
to 40% and 50% thresholds. At 40%, there are 5970 more common sampling pixels than at
30%, but temporal resolution decreases as ice velocities observed in 2003–2006 are no longer
retained. The R2 of the two-trend model decreases to 0.65. The rate of slowdown during
2002–2014 increases from 1.5 m yr-2 to 1.9 m yr-2 ( p < 0.01). At 50%, there are 8397 more
common sampling pixels than at 30%. Velocities observed during the 1995–1997 period
are also discarded. The R2 of the two-trend model is 0.63. The rate of slowdown during
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Figure 6.4: Statistical significance of three different periods of surface meltwater production.
Hypothesis test of the Wilcoxon rank sum test at 95% confidence, showing that three periods of
surface melt separated by the specified dates have statistically different medians (outlined white
region). The shading shows the residuals of a 3-trend linear segmented regression model fitted to
melting at each possible combination of break dates, expressed as the root-mean-square error.
2002–2014 remains the same as at 40% ( p < 0.01). There is no statistically significant
trend in ice motion from 1985 to 2002 (p > 0.05) at either of the tested thresholds. From
this sensitivity analysis we conclude that our 30% threshold case yields the highest temporal
resolution and also the most conservative trend in ice motion during 2002–2014.
6.1.2 Identification of trends in melting and ice motion
For both time series we test whether they can be divided into temporally distinct populations
separated by break dates. We therefore apply the Mann-Whitney-Wilcoxon (MWW) rank
sum test in order to investigate the effect of prescribing different break dates. We chose
the MWW test over the t-test as we do not know whether the dataset follows a normal
distribution. The test computes the probability that the populations, separated by prescribed
break dates, are similar.
The melt time series (Figure 6.2a) consists of several years of sustained low melt, followed
118 CHAPTER 6. ICE MOTION SLOWDOWN DESPITE WARMING
Figure 6.5: Statistical significance of two different periods of ice motion. (a) Wilcoxon rank sum
test for equal medians, showing the probability of the two populations separated by the specified
date to be similar. (b) Hypothesis test of the Wilcoxon rank sum test at the 0.05 significance level. 0
signifies that the hypothesis of equal medians cannot be rejected and 1 signifies that the hypothesis
of equal medians can be rejected. (c) Residuals shown as the sum-of-squares (m yr-1)2 of a 2-trend
model fitted to velocities at each possible break date.
by a period of rising melt and then several years of sustained higher melt. We therefore test
whether the melt time series can be split into three statistically different populations, with
two break dates separating the periods of sustained low, rising and sustained high melt. We
find that the break date combinations of (i) 1992 and 2001, (ii) 1993 and 2001, and (ii)
1993 and 2002 are all significant with 95% confidence (Figure6.4). To find the best possible
combination of break dates, we then compute the root-mean-squared error, or residuals,
of the best fitting 3-trend segmented linear regression model (Figure 6.4). We observe the
lowest residuals for break dates of 1991–1993 and 2001–2004. The combination of break
dates which satisfy the MWW test and have the lowest residuals is 1993 and 2002. With
this chosen combination of break dates, the probability that (i) 1985–1993 is similar to
2002–2013 is 0.02%, (ii) 1985–1993 is similar to 1994–2001 is 2%, and (iii) 1994–2001 is
similar to 2002–2013 is 3%.
For the ice motion time series, we first test whether it can be divided into two temporally
distinct populations, in order to justify the use of segmented linear regression (Figure 6.2).
We apply the MWW test as previously. We find that for break dates beyond mid 2001, the
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Table 6.1: Statistical relationship between melting and ice motion. The results of linear regres-
sion analysis carried out between all periods of ice motion in Fig 6.2b and different estimates of
temporally coincident(1) and antecedent meltwater production (see Methods).
Years preceding period (N )
Period and preceding N years Preceding N years only
R2 p R2 p
0 0.08(1) 0.23 - -
1 0.23 0.04 0.28 0.02
2 0.35 < 0.01 0.48 < 0.01
3 0.41 < 0.01 0.5 < 0.01
4 0.44 < 0.01 0.5 < 0.01
null hypothesis (equal median) can be statistically rejected (Figure 6.5b), meaning that the
pre- and post- 2001 populations are statistically different with 95% confidence. To test the
ability of two distinct periods separated by a given break date to represent the velocity time
series we then compute the residuals of the best fitting 2-trend segmented linear regression
model for a set of break dates spanning the time period of the dataset (Figure 6.5c). We
observe a minimum for a break date in 2002 but with a region of low residuals spanning
the period 1998 to 2004. We conclude from these tests that there are two distinct temporal
populations of ice motion in our dataset and that the break point occurs during 1998–2004.
For our analysis (Figure 6.2) we select a break date of 2002, which corresponds both with
the lowest residuals and the MWW test suggesting that the pre- and post-2002 populations
are statistically different.
We then examine whether there is a statistically significant relationship between meltwater
production and ice motion by applying linear regression analysis to investigate the extent
to which variability in ice motion can be explained by (a) temporally coincident and (b)
antecedent meltwater production (Table 6.1). In (b) we quantify antecedent meltwater
production in two different ways. In one scenario we calculate the mean during the period
of observed ice motion and the preceding N years. In the other scenario we calculate the
mean of only the preceding N years.
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Figure 6.6: Sensitivity of extracted ice motion to variations in baseline duration. For each period
(a) the average start Day-Of-Year of all pairs used in the period; (b) the average baseline duration
of all pairs used in the period; (c) the proportion of the baseline duration attributable to summer,
which is defined as 1 May to 31 August; and (d) the annual velocity which would be expected in the
ablation zone of the Leverett glacier catchment based on the average proportion of summer versus
winter and the average baseline duration for each year.
6.1.3 Impact of varying baseline durations on annual velocity
Images separated by baseline durations of 352–400 days duration were paired together for
feature tracking. Here we examine the impact that the variable baseline duration has on the
velocity field of each period.
The average start day-of-year of the pairs which comprise each period are shown in
Figure 6.6a. The start day becomes less variable once imagery from Landsat 7 comes online
in 1999. The average baseline duration increases by ∼15 days after 1999 (Figure 6.6b),
increasing the proportion of the baseline attributable to summer motion (defined as 1 May
to 31 August in common with previous studies (Sole et al., 2013; Tedstone et al., 2013)) by
∼ 2% (Figure 6.6c).
We use mean summer and winter velocities from Leverett Glacier sites S1 to S4 during 2009
to 2012 (Sole et al., 2013; Tedstone et al., 2013) to test the sensitivity of annual velocities
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to the varying baseline duration. Winter days in each period are ascribed velocities of 81.6
m yr-1 and summer days are ascribed velocities of 127.6 m yr-1. We then estimate the mean
annual velocity that would be expected for each period (Figure 6.6d). Variations in the
baseline duration between periods are estimated to impact extracted annual ice motion
by <2 m yr-1. Furthermore, according to this analysis, increased baseline durations during
the 2000s leads to an small artificial increase in ice motion caused by the feature tracking
method. This is in the opposite direction to the inter-annual slowdown signal which we
observe in our study area and leads us to conclude that our slowdown trend is robust to
varying baseline durations.
6.1.4 Impact of changing ice geometry on velocity
During the last 30 years, the Greenland ice sheet (GrIS) has thinned along its margins
(Krabill et al., 2000; Pritchard et al., 2009; Helm et al., 2014), changing the geometry of the
ice mass. It is likely that these changes will have affected ice velocity by modifying driving
stress. Here we evaluate the impact that thinning may have had on velocity along transect
A (see Figure 6.1), in order to bound the extent to which our observed slowdown could be
the result of geometric changes.
We characterize the surface velocity us as a sum of a basal sliding (ub) and vertical shear
deformation (ud) contributions (Cuffey and Paterson, 2010):







where A is a temperature-dependent Glen’s flow parameter, ρi is the density of ice, g is
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gravitational acceleration, S is the surface slope (positive where the surface lowers toward
the margin), H is the ice thickness, and Cb and m are parameters related to basal sliding. A,
Cb and m are in general poorly-constrained, and are likely to vary spatially; however, the only
assumptions we make in our analysis regarding these parameters are that they do not change
significantly over the time interval of interest, and further that m is less than or equal to 3.
Note that our model allows for either the power-law rheological model of Weertman (1957)
(Weertman, 1957) or the Newtonian till model of Alley (1987) (Alley et al., 1987). Thus
the maximum deceleration predicted by the above model bounds the slowdown that can be
explained by geometric changes alone. Below, we estimate this maximum deceleration to
first order.
We introduce the variable λ, which represents the fraction of surface velocity explained by
vertical shear, i.e.
ud = λus, ub = (1−λ)us.
If we consider a small change δS in slope (δS S), and a small change δH in ice thickness

























where the O -notation is employed to signify terms which are of order δH2 and δS2 or higher
and thus negligibly small. Again, we make no assumption regarding the spatial variability
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of λ other than the fact that it is between 0 and 1, as our aim is to find the conditions











Eqn. 6.3, then at any point along the transect, and for any m≤ 3, the change to us cannot
be more negative than when the flow is due to vertical shear, i.e. when λ is equal to 1. The








We use Expression 6.4 to estimate the maximal impact of these thinning scenarios on ice
velocity, solving every 240 m along transect A. To estimate the total ice thinning during
1985–2014, δH = 10,20 are prescribed at the ice sheet margin and linearly interpolated
along the transect to δH = 0 m at 100 km inland (equivalent to the equilibrium line altitude,
∼1500 m asl (van de Wal et al., 2012)) (Figure 6.7a). We add δH to current ice thickness
along the transect (Morlighem et al., 2014) to set H to values appropriate for 1985. We
prescribe the initial slope S as the mean slope in our study area, 0.02 m/m. The change
in slope, δS, is calculated from the prescribed linear change in ice thickness over distance
inland.
In Figure 6.7b we plot Expression (6.4) corresponding to the two thinning scenarios
described above. These profiles represent the largest (i.e. most negative) percentage changes
in velocity associated with the prescribed geometric change. We then convert these profiles
to the predicted reductions in velocity and remove them from the observed 1985–1994
velocities (Figure 6.7c), generating a lower bound for the 2007–2014 velocities under the
assumption that the observed slowdown was geometrically induced. Between ∼0-5 km
from the ice margin for the δH = 20m scenario, the observed slowdown is within the range
predicted by Expression 6.4, and we cannot reject the possibility that the thinning here
was responsible for the slowdown. However, between 10–50 km inland, at most 17–33% of
the observed slowdown can be attributed to changing ice sheet geometry depending on the
124 CHAPTER 6. ICE MOTION SLOWDOWN DESPITE WARMING
Figure 6.7: Impact of changing ice geometry on ice motion. Ice thinning of 10 m (purple) and
20 m (blue) at the ice margin through to 0 m at 100 km inland were applied to Transect A. (a)
Prescribed change in ice thickness over transect length. (b) The ratio of velocity change calculated
by Eqn. 6.4. (c) Left axis: Observed ice velocity during 1985–1994 (dotted green) and 2007–2014
(dotted red). Modelled velocities in 2014 (solid lines) for the prescribed ice thicknesses. Right axis:
ice thickness (dashed grey) (Morlighem et al., 2014).
prescribed δH. By 60 km inland, there is essentially no net change in ice velocity attributable
to geometrical changes.
It remains to consider our assumption that the Glen’s law parameter A can be treated as
constant in time. Phillips et al (Phillips et al., 2010) demonstrated that latent heat transferred
to the ice from surface melt could warm glacial ice at depth, thereby leading to an increase
in A. However, this process would result in acceleration rather than deceleration. Thus our
decision not to consider temporal changes in A in our analysis of maximal geometrically-
induced slowdown is justified. We conclude that the slowdown which we have observed
during 1985–2014 is not explicable by geometrical changes to the ice sheet alone and instead
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must be dominated, at distances greater than ∼5 km from the margin, by other processes
impacting basal motion.
6.1.5 Surface melting
GrIS annual melting was output from a runoff/retention model applied to downscaled ERA-I
data on an equal-area 5x5 km polar stereographic grid for the Greenland region (Hanna
et al., 2011). We calculated mean annual melt rates for the study area (67.45oN, 51.5oW
to 69.2oN, 49.2oW). Inter-annual fluctuations and trends from several independent melt
models show good agreement (Vernon et al., 2013), including with the methodology used
in this study.
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Figure 6.8: Ice velocities during each period. The velocities have uncertainties < 60 m yr-1 and
were observed across at least 30% of the study area in each period (see Methods).
Chapter 7
Conclusions
The overall aim of this thesis has been to improve our understanding of one of the processes
controlling the motion of the Greenland Ice Sheet: coupled hydrology-dynamics. This has
been motivated by the need to determine more accurately the response of the ice sheet to
projected climate change (Meehl et al., 2007). Under projected climate scenarios, surface
melting of the Greenland Ice Sheet is expected to increase. Studies prior to this thesis have
already shown that meltwater produced on the ice sheet surface can penetrate to the ice
sheet bed and cause ice motion to speed up transiently through enhanced basal sliding (e.g.
Zwally et al., 2002; Alley et al., 2005b; Das et al., 2008; Catania et al., 2008; Shepherd et
al., 2009; Bartholomew et al., 2010, 2011a). The importance however of coupled hydrology-
dynamics both to current ice sheet motion and to the stability of the Greenland Ice Sheet
over the coming century has been unclear.
The first section of these conclusions summarises the main findings of this thesis. The second
highlights the recurring themes of this thesis in comparison to other studies. The final section
identifies some of the areas which should form priorities for future research.
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7.1 Summary of findings
A key shortcoming of many previous studies has been their concentration upon sub-seasonal
measurements of ice motion (see Section 2.3.2), rather than over full melt-years when the
net impact of coupled hydro-dynamics upon ice motion begins to emerge. Across three
complementary studies this thesis has elucidated, at unprecedented spatial and temporal
resolution, the net impact of coupled hydrology-dynamics over a section of the south-western
Greenland Ice Sheet. It has used a suite of high temporal resolution in situ measurements of
ice motion and associated records of air temperatures and proglacial discharge, combined
with spatially extensive observations of ice motion made by satellite remote sensing. These
records have enabled this thesis to examine the net effect of coupled hydrology-dynamics
over temporal intervals ranging from diurnal transient ice speedup, to seasonal, annual and
decadal variability in ice motion. Furthermore, rapidly changing climate conditions over
the last three decades have resulted in contrasting melt-years which are analogues for the
climate changes projected by the end of the 21st century: (a) extreme melting during 2012
(Nghiem et al., 2012), and (b) the 50% rise in surface meltwater production from 1985–1994
to 2007–2014 (Chapter 6). These analogues were used in this thesis to examine the likely
future hydro-dynamic sensitivity of the Greenland Ice Sheet in a world which continues to
warm.
The research presented in Chapters 4 and 5 of this thesis drew on field observations of
coupled hydrology-dynamics made at Leverett Glacier, a land-terminating outlet glacier
situated at∼67oN on the western margin of the Greenland Ice Sheet. These field observations
enabled detailed examinations of the relationship between surface melting, the subglacial
drainage system structure and ice motion to be made.
Chapter 4 (Tedstone et al., 2013) explored the importance of meltwater volume versus
supply rate in generating ice motion. The impact of meltwater supply rates on ice motion
was assessed using in-situ GPS records of ice motion obtained during the two extreme melt
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events which occurred during July 2012, one of which was the most significant melt event
since 1889 (Nghiem et al., 2012). During the 10-day periods centred over the melt events,
the July 12 event forced 7% additional ice displacement, whilst the less extreme July 29
event forced 34% more ice displacement relative to the displacement estimated to have
occurred in the absence of the melt events. Nevertheless, the additional contribution of each
melt event to net summer motion was <2.1 m at all transect sites, equivalent to at most
∼2% of net annual ice motion.
To examine the impact of varying meltwater volumes, Chapter 4 compared GPS records
of ice motion made during two contrasting melt-years: the ‘average’ melt-year of 2009,
versus the ‘extreme’ melt-year of 2012. ice-sheet-wide runoff during summer 2012 was
3.9σ above the 1958-2011 mean (Tedesco et al., 2013a). Relative to the 1981–2010 mean,
the 2012 May-August 1000 mb temperature anomalies 25 km west of field Site 1 were
+2.2oC, corresponding approximately to the rise in air temperatures projected for the end
of the century (Stocker et al., 2013), compared to ±0.3oC during May-August 2009. 2012 is
therefore a surrogate for addressing the potential role of future melt volumes on ice motion.
The warmer summer led to stronger melting, resulting in faster summer ice motion in 2012
than during 2009 at all sites except the two lowest within 7 km of the ice margin. However,
on average all sites moved 11% slower during winter 2012–2013 than winter 2009–2010,
negating the summer speedup caused by the individual melt events and record meltwater
volumes. On average, net ice motion across all transect sites was 6% less during 2012–2013
compared to 2009–2010.
These observations of coupled hydrology-dynamics reinforce conclusions reached previously
at Leverett Glacier based on observations from 2009 to 2011: that in warmer summers the
ice generally flows faster but then flows more slowly during the subsequent winter (Sole
et al., 2013). During warmer summers, a more efficient and extensive subglacial drainage
system is expected to evolve that drains more high basal water pressure regions for longer
at the end of summer. This will increase net basal traction and result in slower winter ice
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motion. The observations in Chapter 4, in conjunction with Sole et al. (2013), suggest that
hydro-dynamic coupling at land-terminating margins is largely insensitive to the projected
rises in melt volumes during the rest of this century, up to at least the equilibrium line
altitude estimated by van de Wal et al. (2015).
Chapter 5 (Tedstone et al., 2014) built on the findings reached in Chapter 4 by investigating
whether the insensitivity of net annual ice motion to short-term variations in ice flow holds
across broader spatial scales. Specifically, it examined the dynamic response to meltwater
inputs in the vicinity of, and distal to a major subglacial drainage axis. The presence of
this axis was inferred from hydraulic potential analysis (Chapter 5) and previous drainage
system tracing campaigns (Cowton et al., 2013; Chandler et al., 2013).
Detailed in-situ observations of ice motion indicated the seasonal presence of a variable
pressure axis (VPA) within 14 km of the margin of Leverett Glacier. Site S3, inferred to be
located above or very near to the VPA, experienced large oscillations in diurnal ice motion
and vertical displacement, consistent with oscillatory variability in Pw in a VPA (Hubbard
et al., 1995). Meanwhile, a site (S3M) located 2.5 km away from S3 transverse to ice flow
experienced damped diurnal ice motion oscillations and minimal vertical ice displacement,
consistent with less variable Pw in the increasingly inefficient, unchannelized regions of
bed further away from a VPA (e.g. Nienow et al., 2005). Secondly, observations made by
TerraSAR-X satellite radar of total summer and winter ice motion over a 300 km2 region
of the lower ablation zone showed that whilst annual ice motion is spatially variable, this
is attributable primarily to differing ice thickness, rather than a spatially variable drainage
system. During 2012–2013, across 81% of the area further than 2 km from the ice margin, the
contribution of summer motion to annual motion was within the range 44-50%, irrespective
of proximity to the inferred underlying subglacial drainage axis. It is plausible that declining
Pw in the widespread hydraulically isolated and inefficient regions of the ice sheet over the
course of the melt season, as observed by Andrews et al. (2014), may provide an explanation
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for the spatial invariance in the proportion of annual motion which we observe during
summer.
The results from Chapters 4 and 5 therefore suggest that across land-terminating sections of
the Greenland Ice Sheet, hydro-dynamic coupling controls transient spatial variability in ice
motion over diurnal to weekly timescales, but that over annual timescales this coupling has
only a minimal impact on net ice motion. However, other observations, whilst being spatially
limited, indicate inter-annual slow-down of this region of the ice sheet since 1991 (van de
Wal et al., 2008). The observations in Chapter 6 were therefore used to investigate the
evidence for hydro-dynamic coupling over decadal timescales and the impact of long term
temperature changes on ice motion. The findings in Chapter 6 utilised the recent release of
unprecedented volumes of satellite optical imagery from the Landsat Program to observe
annual ice motion from 1985 to 2014, across an 8000 km2 area of the land-terminating
margin to the north of Leverett Glacier, extending up to 1100 m asl and ∼50 km inland.
Between 1985–1994 and 2007–2014, meltwater production in the region increased by 50%,
yet on average the annual ice motion during 2007–2014 was 12% slower than during 1985–
1994, substantially (∼70%) more than can be attributed to velocity changes caused by
changes in ice geometry alone. These findings indicate that hydro-dynamic coupling has
resulted in spatially extensive net slowdown of ice motion over decadal timescales at a time
of substantial climate warming. This represents perhaps the clearest illustration yet that it is
essential to capture ice motion over annual timescales, not just seasonal and sub-seasonal,
in order to reveal the full relationship between hydrology and dynamics in response to
projected climate change. Through doing so, this thesis has conclusively shown that, in the
study region in south-west Greenland, more melt has not generated more ice motion over
decadal timescales. Thus, the ‘Zwally effect’ (Zwally et al., 2002) proposed previously, in
which larger surface meltwater volumes lead to ice acceleration, appears not to hold for land-
terminating margins of the south-west Greenland Ice Sheet, up to at least the approximate
equilibrium line.
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7.2 Synthesis of findings
The findings presented in this thesis build upon the conceptual framework of coupled
hydrology-dynamics which has emerged from other studies, both at alpine glaciers and
land-terminating margins of the Greenland Ice Sheet. Prior to this thesis it was already clear
that surface meltwaters could gain access to the bed of the Greenland Ice Sheet (Alley et al.,
2005b; Das et al., 2008; Catania et al., 2008) and force transient speedups in ice motion of up
to ∼300% over diurnal timescales (Joughin et al., 1998; Zwally et al., 2002; Shepherd et al.,
2009). High-velocity ‘spring events’, as meltwater first gains access to the glacier bed, occur
progressively further inland with increasing melt extent, and an efficient subglacial drainage
system expands upglacier over the course of the melt season, such that late summer velocities
tend to be substantially less than during early summer (Bartholomew et al., 2010; Sundal
et al., 2011; Bartholomew et al., 2011b,a; Hoffman et al., 2011; Bartholomew et al., 2012;
Cowton et al., 2013; Chandler et al., 2013; van de Wal et al., 2015). After the cessation of
surface meltwater inputs, early winter velocities are typically lower than immediately before
the start of the melt season but gradually rise in the absence of surface meltwater inputs,
until melting re-starts the following spring.
This thesis has endeavoured to enhance the clarity of a number of aspects of the foregoing
conceptual framework, in order to identify whether land-terminating margins of the Green-
land Ice Sheet will speed up or slow down in a warming world. These aspects include the net
impact on annual and decadal ice motion of (a) transient periods of exceptionally high rates
of meltwater supply to the ice sheet bed; (b) a spatially hetereogeneous subglacial drainage
system; and (c) melt volumes commensurate with expected meltwater production by the
end of the 21st century. The following discussion is limited to the ablation zone. Dynamics
above the equilibrium line are discussed later.
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7.2.1 Rate of meltwater supply
Field observations made during 2012 captured the velocity response to two extreme melt
events which supplied very large quantities of meltwater to the ice sheet bed (Chapter 4).
However, the transient velocity response did not scale with the absolute volume of meltwater
delivered. Instead, the velocity responses to each melt event were at least partly a function
of meltwater supply rates to the ice sheet bed over the preceding weeks. The smaller of the
two melt events, on 29 July 2012, forced a larger dynamic response than the event on 12
July 2012 because it had been preceded by around two weeks of freezing temperatures at
higher elevations, presumably causing the morphology of the subglacial drainage system to
adapt to smaller meltwater fluxes. A smaller rate of meltwater supply entering a relatively
inefficient subglacial drainage system was therefore able to force a larger transient peak
in Pw and thus ice velocity compared with the larger rate of meltwater supply entering a
relatively efficient high-capacity drainage system during the 12 July melt event.
Transient peaks in Pw are not just a function of surface melt rates against drainage system
capacity. The nature of the englacial pathways that route surface meltwater to the ice sheet
bed determines the rate at which water is delivered. Tedesco et al. (2013b) observed ‘fast’
and ‘slow’ lake drainage events, corresponding to water delivery by hydro-fracture and lake
overspill to a nearby moulin, respectively. ‘Fast’ drainage forced a larger transient velocity
response than ‘slow’ drainage, but ‘fast’ drainage only caused faster ice motion for a few
hours. On the other hand, meltwater delivery to the ice sheet bed via persistent moulins
may continue all summer if surface meltwater is generated quickly enough to keep the
moulin open in the absence of supraglacial lake overspill. This suggests that Pw fluctuations
associated with meltwater supplied via moulins dominate the net seasonal dynamic response
to surface melting, as moulins deliver meltwater to the glacier bed over timescales of weeks
to months, and not just over hours, as is the case for ‘fast’ lake drainage by hydro-fracture.
The consideration of coupled hydrology-dynamics in terms of the rate of meltwater supply
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is not new to this thesis (e.g. Mair et al., 2002; Bingham et al., 2006; Schoof, 2010;
Bartholomew et al., 2012). However, the observations presented here highlight some
shortcomings in recent subglacial hydrology models. For example, models do not agree
on the net impact of meltwater supply rates upon ice motion. As introduced in Section 2.3.2,
Mayaud et al. (2014) used the SWMM EXTRAN model previously deployed at Haut Glacier
d’Arolla, Switzerland (Arnold et al., 1998) to model subglacial hydrology in the Paakitsoq
region, just to the north of Jakobshavn Isbrae, over the 21st century using runoff forcing
based on The IPCC 5th Assessment Report’s Representative Concentration Pathways (RCPs).
They scaled up the total volume of sample proglacial hydrographs collected during the
2000s, which had the implicit effect of also increasing the meltwater supply rate on the
rising limbs. They found that there would be an earlier transition to efficient subglacial
drainage as bulk seasonal runoff increases through the 21st century, and therefore suggested
that correspondingly lower Pw will lead to slower summer, and therefore annual, ice motion
— despite observations in Chapter 4 and Sole et al. (2013) which show that summer ice
motion is faster in warmer years because the drainage system remains pressurised for longer.
In contrast, coupled hydro-dynamic modelling (Bougamont et al., 2014) which represented
ice flow over a soft bed of porous deformable sediment linked to a laminar distributed
water film suggested that projected increases in melting will result in a greater number of
high magnitude (or ‘extreme’) melt events, leading to faster annual ice motion. However,
Bougamont et al. (2014) did not explicitly treat efficient modes of water drainage, so in
the model larger volumes of meltwater may not be routed quickly enough to the margin,
causing higher Pw to persist and forcing faster ice motion for longer than may be physically
realistic.
A key issue to be resolved amongst subglacial hydrology models — which may be responsible
for the conflicting findings outlined above — is the temporal response of the subglacial
drainage system morphology in response to varying meltwater supply rates. Chapter 4
showed that even in the presence of an efficient subglacial drainage system, if the rate of
meltwater supply is sufficiently large to raise Pw, it will cause a transient increase in ice
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velocity regardless. Moreover, if meltwater supply falls substantially over days to weeks, any
subsequent increase in meltwater supply will not need to be as large to produce a transient
velocity response as it will enter a drainage system that has adapted its morphology to drain
smaller volumes of water.
Whilst the latest subglacial hydrology modelling captures the physics of cavity growth and
their transition to conduits (Schoof, 2010), the timescales of evolution in models remain slow
compared to observations of hydrology and dynamics. For instance, Werder et al. (2013)
qualitatively reproduced many of the features observed in study areas such as Leverett
Glacier, but the evolution of an efficient drainage system occurred over the order of months,
not days as indicated by tracer observations (Cowton et al., 2013; Chandler et al., 2013).
There could be several reasons why present models of channel/conduit growth evolve at
different rates to those expected by observations. Firstly, the physics of channel initiation,
when channel growth occurs very slowly unlike at larger channel sizes, remains debatable
(Hewitt, 2013). The spatial extent, and magnitude of, hydraulic jacking could be important
here in determining the size of cavities which then evolve into channels, along with pre-
existing basal topographic lows. Secondly, Glen’s flow law parameter A varies significantly
between studies. The larger the value of A, the more quickly the overlying ice will deform and
close the channel, therefore making it more difficult to maintain an open channel. However,
it is unclear how determination of A could be improved, particularly as it could vary on the
scale of several metres.
The temporal response of the subglacial drainage system may not be adequately represented
until models couple hydrology and ice motion together. Ice motion is able to change the
capacity of the subglacial drainage system. Hoffman and Price (2014) found that the
dominant feedback of ice motion on the subglacial drainage system is negative: sliding
opens cavity space which lowers water pressure and in turn sliding. However, the choice
of sliding law strongly affects the speed of ice motion, which in turn determines the rate
of cavity opening and therefore the rate at which transient peaks in Pw are reduced via
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increasing the capacity of the subglacial drainage system (Hewitt, 2013). Thus, to improve
physical models of subglacial hydrology, the timescales over which the system evolves in
response to short-term variability in the rate of meltwater supply need to be considered in
more detail, along with the impact that ice motion makes upon the capacity of the subglacial
drainage system.
7.2.2 Spatial heterogeneity in subglacial drainage
Here we are concerned with spatial variations in ice motion driven by the subglacial drainage
system. Chapter 5 focussed on observations collected in the ablation zone transverse to
longitudinal ice flow. The key question is whether the morphology and structure of the
subglacial drainage system is manifest in patterns of ice motion at the surface.
Studies of alpine glaciers have revealed variable pressure axes (VPAs) in which Pw oscillates
rapidly over diurnal timescales in response to surface meltwater inputs. Large increases
in the rate of meltwater supply to the ice sheet bed can over-pressurise the VPA, causing
local reductions in basal traction and transient ice motion speedup. At increasing distance
from the VPA, it is inferred that drainage through the slow, inefficient unchannelized system
attenuates variability in Pw, resulting in more diurnally stable ice velocities (Hubbard et al.,
1995; Nienow et al., 2005). With such a system one might expect there to be inset units of
faster ice flow associated with the position of VPAs. The detailed GPS observations made
in Chapter 5 showed that ice motion in the immediate vicinity of an inferred subglacial
drainage axis (site S3) was faster and more variable over diurnal timescales when forced
with surface meltwater inputs compared to a site (S3M) located 2.5 km away transverse
to ice flow. Moreover, remotely sensed observations from a single day in late summer show
spatially distinct flow enhancements of up to 300% relative to winter, including in the vicinity
of S3 (Palmer et al., 2011). In conjunction with Chapter 5, the results of Palmer et al. (2011)
suggest that several VPAs together form an arborescent drainage system beneath this region
of the ice sheet (Figure 2.8).
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Figure 7.1: Schematic of potential drivers of synchronous ice motion at S3 and S3M (see Figure 5.1).
In all three scenarios a VPA is inferred to be immediately adjacent to S3. (a) An efficient subglacial
drainage system rapidly transmits Pw variations to/from the VPA. (b) Pw variations and thus basal
motion are driven by local meltwater input points. (c) Synchronous motion between S3 and S3M is
driven by transverse coupling through the ice.
Despite faster peak diurnal ice velocities at S3 during the observation period, the proportion
of annual motion which occurred during summer was essentially the same at both S3 and
S3M. This may be explicable by variations in diurnal ice motion beyond the end of the
observation period, as during the final few days of observations in late June, diurnal velocity
minima at S3 were lower than at S3M. If this pattern continued through July and August
the larger diurnal velocity maxima experienced by S3 earlier in the melt season would be
cancelled out by correspondingly lower minima. In contrast, further upglacier, where there
are fewer meltwater input points (Chu, 2013) and melt rates are lower (Bartholomew et
al., 2011b), ice velocity responses to surface meltwater inputs may be more localised and
able to cause significant spatial variability in ice motion. However, this thesis lacks the
observations to investigate this possibility further. Thus, whilst the satellite observations in
Chapter 5 make it clear that the significant diurnal spatial variability in ice motion identified
by Palmer et al. (2011) is not manifested at lower elevations over annual timescales, it is
unclear whether this is also the case at higher elevations.
Similar findings have been made at alpine glaciers. At Haut Glacier d’Arolla, Switzerland, the
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enhanced diurnal motion which occurred over the VPA during summer was barely discernible
in the spatial pattern of annual velocity. It was therefore proposed that transverse coupling
to adjacent ice suppressed the basal motion discontinuity (Harbor et al., 1997). Observations
in Chapter 5 showed that over diurnal timescales, ice motion at S3 was synchronous with
ice motion at S3M. However, it is not possible to identify the mechanism(s) responsible.
Figure 7.1 illustrates three possible mechanisms. In scenario (a), an efficient drainage system
underlies both S3 and S3M and is able to rapidly transmit Pw fluctuations, in turn causing
synchronous velocity responses at both sites, even if fluctuating Pw originates from upglacier
surface meltwater inputs. In scenario (b), multiple surface input points enable the rapid
local delivery of meltwater to the ice sheet bed, causing widespread synchronous increases
in Pw even in the absence of an efficient subglacial drainage system. Finally, in scenario (c),
ice motion forced by Pw fluctuations in the VPA adjacent to S3 is transmitted to S3M via
transverse coupling through the ice. However, without additional observations or modelling
is it not possible to elucidate the relative importance of transverse stresses or the coupling
lengths over which local VPA ice-bed decoupling could propagate enhanced ice motion away
from the VPA.
Regardless of the mechanism responsible for synchronous ice motion between S3 and S3M,
drawing on hydraulic potential analysis (Chapter 5), observations of ice motion (Chapter 5)
and tracer evidence (Cowton et al., 2013) in conjunction with existing remote sensing
observations (Palmer et al., 2011) provide strong evidence that a major subglacial drainage
axis exhibiting VPA characteristics underlies the lower Leverett Glacier catchment. However,
in the lower ablation zone at least, the presence of this axis makes little difference to spatial
variability in hydrologically-forced ice motion over the course of a melt-year.
The drilling of boreholes enables more direct observations of Pw to be made. Borehole
campaigns on the south-west Greenland Ice Sheet have not generally been able to intersect
with VPAs and/or other efficient drainage elements beyond a few kilometres from the margin.
Meierbachtol et al. (2013) drilled a total of 23 boreholes at four sites up to 34 km into the
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interior where ice is >800 m thick, both above and adjacent to an inferred subglacial trough.
However, unlike nearer the margin, their boreholes beyond 17 km inland remained at high
water pressures throughout the summer melt season and did not experience large diurnal
fluctuations, which led them to suggest that water pressures further into the ice sheet interior
beneath deep ice are likely to be unfavourable to the development of efficient subglacial
drainage.
The data on which Meierbachtol et al. (2013) based their conclusions may not be fully
representative of the subglacial drainage system. Firstly, previous borehole campaigns (e.g.
Hubbard et al., 1995) showed that pressure fluctuations originating from the efficient
drainage system are spatially discrete and attenuate by a few hundred metres away from
the VPA. The boreholes which Meierbachtol et al. (2013) drilled on the tongue of the outlet
glacier Isunguata Sermia were inferred to connect to efficient drainage elements. This is
relatively unsurprising as all the water from higher in the catchment is routed beneath
the relatively narrow (∼7 km) outlet glacier. However, further inland, boreholes are much
more likely to sample elements of distributed inefficient drainage simply because efficient
drainage elements are narrow. Boreholes are therefore much less likely to connect to efficient
drainage features further inland, even if drilled above a bedrock trough. Secondly, tracer
evidence shows that water entering the ice sheet up to 40 km inland can exit the ice sheet
within ∼12 hours, which can only be explained by recourse to efficient drainage (Cowton et
al., 2013; Chandler et al., 2013). Thus, on borehole evidence alone, one cannot confidently
conclude that subglacial conditions further inland prevent the evolution of efficient drainage
features.
Recent simultaneous observations of ice motion, borehole and moulin water levels (Andrews
et al., 2014) go a significant way towards reconciling the foregoing inconsistencies and are
complementary to the findings of Chapter 5. Andrews et al. (2014) measured hydraulic head
in moulins and boreholes located hundreds of metres apart where ice was ∼600 m thick,
∼22 km from the ice sheet margin in south-west Greenland. Water pressure records from
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moulins displayed diurnal oscillatory behaviour coincident with diurnal velocity maxima,
reminiscent of VPA behaviour on alpine glaciers (e.g. Hubbard et al., 1995). Meanwhile,
the water pressure of adjacent boreholes was less variable and was anti-correlated with
local diurnal velocity maxima. However, over seasonal timescales, neither the maximum
nor minimum daily moulin water head was observed to decrease as would be expected
with increasing drainage efficiency. This led Andrews et al. (2014) to suggest that slower
ice velocities observed later in the melt season were driven not by pressure decreases in
the efficient drainage system but instead by gradually declining water pressures in isolated,
hydraulically inefficient regions of the ice sheet bed.
The findings of Andrews et al. (2014) go some way to supporting the observations made
in Chapters 4 and 5 and by Sole et al. (2013). Andrews et al. (2014) suggested that over-
pressurisation of hydrologically connected areas of the ice sheet bed would cause ice motion
that would be transferred laterally through the ice to hydraulically isolated areas, causing
cavities to open, reducing Pw and resulting in ice motion slowdown as summer progresses.
They proposed that this mechanism could explain winter mediation of summer acceleration.
However, it is unclear how Pw in hydraulically isolated areas of the bed will remain low if the
volume of water present in the cavities does not change, as according to cavitation theory
(e.g. Iken, 1981), one would expect cavities beneath thick ice to rapidly collapse until ice
overburden pressure is balanced by Pw, meaning that cavities will rapidly return to high Pw
and their previous extent once sliding slows down.
These considerations suggest that increasing connectivity and drainage of previously hy-
draulically isolated, inefficient regions to the efficient drainage system are required in order
that Pw is reduced sufficiently to decrease the extent of cavities present at the ice sheet
bed, thereby raising basal traction over wide areas by the start of winter. Following Sole et
al. (2013), I postulate that during a warmer summer, more meltwater will drain through
the efficient subglacial drainage system, which will lead to more times when the system
is over-pressurised. During these times, pressure fluctuations will be transmitted laterally
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away from the efficient drainage system, resulting in progressively greater connectivity of
previously isolated inefficient regions of drainage and their consequent drainage as summer
progresses. This will more substantially increase basal traction, which in turn explains slower
winter ice motion after summers of stronger melting.
If spatial variability in the structure of the subglacial drainage system is important for spatial
variability in ice motion over annual and longer timescales, the surface expression of major
subglacial drainage pathways ought to be apparent in decadal records of annual ice motion
(Chapter 6). Over these timescales, much as over a single melt-year (Chapter 5), most
spatial variability in ice motion appears to be controlled by surface and basal topography
(Morlighem et al., 2014). There does not appear to be any surface velocity manifestation
of arborescent subglacial drainage (e.g. Figure 2.3) such as that predicted by models (e.g.
Werder et al., 2013).
Observations thus indicate a scale discontinuity between the strong spatial variability in
hydrologically-forced ice motion observed over diurnal timescales, versus the suppression
of the surface expression of this variability over seasonal and annual timescales (Chapter 5).
One perhaps provocative conclusion which could be drawn from Chapter 5 is that the
representation of hydrology in ice sheet models may be simplified through higher order
parameterisations (e.g. Shannon et al., 2013), as it appears that detailed treatment of spatial
variability in coupled hydrology-dynamics (e.g. Schoof, 2010; Hewitt, 2013) is not critical
to the ice motion variability of land-terminating margins over annual timescales. However,
observations of decadal ice motion slowdown (Chapter 6) suggest that very small changes in
subglacial hydrology over annual timescales aggregate to drive longer-term changes in ice
motion. Thus, to understand observed variability, theoretical developments are still required
in order to evaluate the role of the subglacial drainage system in driving the observed
slowdown.
The slowdown mechanism proposed by Sole et al. (2013) and in this thesis postulates
that stronger melt years lead to the evolution of a more widespread efficient channelized
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drainage system, which hydraulically connects a greater proportion of the remaining
inefficient unchannelized drainage system. This leads to widespread net Pw reduction by
the end of summer and consequently slower winter ice motion. Modelling may support
such a mechanism: Hewitt (2013) found that with certain parameter choices, water in
the unchannelized (‘sheet’) regions of the bed may be drained by the growth of channels,
thereby containing less water by the end of summer than if the melt season had not occurred.
However, under different parameter choices, Hewitt (2013) found that sheet regions could
instead retain summer meltwater, becoming more pressurized and resulting in higher ice
velocities for longer following the cessation of melt. Thus, it is clear that the value of
parameters used in subglacial hydrology models requires further attention.
Following on from previous studies (Röthlisberger, 1972; Nienow et al., 1998; Bartholomew
et al., 2012; Cowton et al., 2013; Chandler et al., 2013) this thesis has tended to implicitly
assume subglacial drainage over a hard bed in order to explain observed variability in ice
motion. However, it is unlikely that the whole study region is underlain by a hard bed. A
seismic reflection line acquired 13 km inland on Russell Glacier was interpreted as indicative
of weak sediments of ∼30% porosity (Dow et al., 2013). These observations led Bougamont
et al. (2014) to investigate the sensitivity of ice motion to surface melt drainage assuming
a spatially uniform soft, hydro-mechanically deformable bed of sediment (study introduced
previously in Section 7.2.1). While the study by Bougamont et al. (2014) represents a
valuable effort to examine the importance of previously neglected mechanisms linking
hydrology and dynamics, in doing so the authors disregarded physical representation of
efficient subglacial drainage. Given that field evidence indicates the existence of efficient
subglacial drainage (Cowton et al., 2013; Chandler et al., 2013), and that these efficient
drainage pathways strongly influence ice velocity over diurnal timescales (Chapter 5), an
ideal study would consider the combined influence both of efficient drainage pathways and
deformable sediments upon ice motion.
Finally, in recent years a number of studies have investigated the role of supraglacial
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lake (SGL) drainage in forming a spatial control on hydrologically-forced ice motion. The
observations presented in Chapter 5 did not extend far enough inland (20 km, ∼800 m
asl) for it to be possible to consider the impact that SGL drainage has on spatial variability
in annual ice motion. Transient speed-ups have been observed locally within hundreds of
metres of SGLs in the hours and days during and after SGL drainage (Das et al., 2008;
Bartholomew et al., 2011a; Doyle et al., 2013; Joughin et al., 2013), but do not appear in
ice motion records collected further away (Hoffman et al., 2011) which instead reflect bulk
variations in meltwater input to the ice sheet bed (Bartholomew et al., 2011a). Moreover,
Joughin et al. (2013) found that after regional lake drainage during early summer, ice
velocities gradually declined over the remainder of summer. However, from the observations
of Joughin et al. (2013) it is not clear (a) whether the subsequently lower velocities ‘cancel
out’ the initial transient speedups, or (b) whether the proportion of annual motion which
occurs during summer is spatially invariant where lakes are present, as has been observed
lower in the ablation zone where lakes are absent (Chapter 5). The observations made by
Joughin et al. (2013) did not span the full annual melt cycle. Thus, although SGL drainage
clearly controls where hydro-fracture is able to occur and deliver meltwater to the bed, it is
unclear whether SGL drainage has an impact on spatial variability in hydrologically-forced
ice motion in the ablation zone over longer timescales. Seasonal and annual measurements
of ice motion higher in the ablation zone would be required to clarify these uncertainties.
7.2.3 Dynamic impact of increasing meltwater volumes
Enhanced surface melting of the ice sheet is projected to occur under climate warming
(Vaughan et al., 2013). However, understanding the impact of projected climate warming
upon coupled hydrology-dynamics remains one of the greatest remaining challenges, even
at land-terminating margins which experience a much smaller range of external forcings
than their marine-terminating counterparts. The primary difficulty has been the collection
of observational evidence over sufficiently long periods to draw conclusions that are
commensurate with climate change timescales.
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Sole et al. (2013) and Chapter 4 provided snapshots of how annual ice motion might be
expected to change under enhanced melting. They concluded that increased summer melting
preconditions the ice-bed interface for reduced winter motion resulting in limited dynamic
sensitivity to inter-annual variations in surface melting, and that annual ice flow in the
exceptional melt-year of 2012 was not enhanced relative to the average melt-year of 2009.
Thus, there is no significant correlation between annual meltwater volume and annual ice
flow (Sole et al., 2013), a conclusion supported by 20 years of complementary observations
made by van de Wal et al. (2015).
The synthesis of four consecutive years of observations of melting and ice flow at Leverett
Glacier enhances these conclusions. This is presented in Figure 7.2 and captures contrasting
melt-years. The focus here is on sites S1–S6; dynamics at S7 are discussed separately in
Section 7.3. There is no inter-annual trend in net surface ablation (Figure 7.2a). Most sites
flowed further during summers of more melting (Figure 7.2b), as already established for
the 2009–2011 period by Sole et al. (2013). However, net annual ice flow at sites S1–S6
was lower in 2012 than in 2009 and, moreover, at sites S4–S6 ice flow decreased in each
successive melt-year. The slow-down observed from 2009 to 2012 is attributable to declining
winter flow (Figure 7.2), which at sites S4–S6 decreased in each successive melt-year despite
the large inter-annual variability in surface melting. This suggests that falling annual ice
flow observed over the study period is forced by more complex coupled hydrology-dynamics
as opposed to just annual meltwater volumes.
The relationship between meltwater supply rate and volume is likely to lie in the capacity
of efficient features of the subglacial drainage system. Whilst rapid increases in the rate
of meltwater supply cause transient velocity responses in the ablation zone even during
late summer (e.g. Bartholomew et al., 2012, and Chapter 4), observations indicate that
surface mass balance and ice velocity are negatively correlated during late summer, compared
to positively correlated during early summer (van de Wal et al., 2015), even though the
net summer relationship is positive (Sole et al., 2013; van de Wal et al., 2015). Some
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Figure 7.2: Surface melting and seasonal ice flow on Leverett Glacier from 2009 to 2012. (a) Total
annual ablation (melting) in metres water equivalent (w.e. m) at each site. (b) Displacement at each
site for early summer (1 May–30 June) and late summer (1 July–31 August) or summer (1 May–31
August), and winter (1 September–30 April). Missing late summer and annual data at S1 in 2011,
and early and late summer data for S4 in 2010 and S5 and S7 in 2012, are due to several power
failures.
have suggested that larger meltwater volumes will cause an earlier transition to efficient
drainage during warmer summers (e.g. Sundal et al., 2011; Mayaud et al., 2014). However,
observations show that the system becomes efficient very early in the season (Cowton et al.,
2013), so the difference in ice motion between early and late summer is not explicable by
some ‘binary’ transition to efficient drainage. Rather, the increasing capacity of the efficient
drainage system in response to increasing meltwater volumes makes it increasingly difficult
to over-pressurise the system over durations long enough to cause significant increases in
ice motion during high melt years (Bartholomew et al., 2012), hence late summer is slower
than early summer, but net summer ice motion is still greater in higher melt-years (Sole et
al., 2013).
It is only over inter-annual to decadal timescales that the importance of meltwater volume in
modulating ice motion begins to emerge. Observations presented in Chapter 6 represent the
146 CHAPTER 7. CONCLUSIONS
first known study to examine decadal variability in annual ice motion of a land-terminating
margin across such an extensive spatial area, and show that ice motion slowed down by
12% from 1985–1994 to 2007–2014. Unlike the field observations made at Leverett Glacier,
in these complementary satellite-based observations it is not possible to resolve seasonal
variability in ice flow. However, declining annual ice flow observed at just a few locations
over four years at Leverett Glacier is replicated in the observations made in Chapter 6,
which suggests that the detailed hydro-dynamic processes identified in the Leverett Glacier
catchment are applicable over wider areas. Although in neither Figure 7.2 nor Chapter 6
is there evidence of a significant relationship of ∼annual ice motion with annual melt
volumes, there is a significant relationship of ∼annual ice motion with antecdent melt
volumes. This suggests that the slowdown observed during 2002–2014 occurred in response
to several years of high sustained meltwater volumes. I hypothesise that this is because,
as outlined above, summers of higher melting result in a higher-capacity, more extensive
efficient subglacial drainage system which stays open for longer after the cessation of melting,
enabling the drainage of stored meltwater. Several consecutive years of sustained high
meltwater volumes are thus likely to enable the gradual net drainage of water stored in
surrounding inefficient regions of the bed, resulting in reduced basal lubrication, greater
basal traction and a net slowdown in ice motion.
The ice motion slowdown observed over the last twenty years occurred during a 50% increase
in surface meltwater production. It is therefore difficult to envisage how further increases in
runoff volumes could result in future speedup of land-terminating margins. As discussed in
Section 7.2.1, Mayaud et al. (2014) applied IPCC representative concentration pathways to
sample hydrographs from the last decade in order to model the impact of projected runoff
volumes on effective pressure. They found that Pw is likely to decline in response to rising
meltwater volumes and therefore postulate that ice motion along land-terminating margins
will likely decrease. Whilst it is a little simplistic to assume that the temporal distribution of
melting over the course of the melt season will remain the same as during the last decade,
there is currently no evidence to suggest that climate change will bring episodic periods of
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warming and cooling which would be needed to force enhanced transient dynamic responses
similar to that observed in response to the 29 July 2012 melt event (Chapter 4). Rather, in
light of the slowdown observed during 2002–2014 which occurred in response to sustained
high meltwater volumes (Chapter 6), it appears that theoretical developments should now
seek to determine the lowest annual ice velocities which could occur in response to the high
sustained meltwater volumes projected for rest of the 21st century.
7.3 Future research
A number of challenges remain if we are to fully understand the response of the Greenland
Ice Sheet to projected warming. In the context of the research presented in this thesis, these
challenges range from improving the representation of subglacial hydrology in ice sheet
models, to elucidating the likely response of ice motion at higher elevations to increased
melting, and identifying the role of coupled hydrology-dynamics in controlling the flow of
marine-terminating catchments.
The primary limitation of the research presented in this thesis only S7 (1700 m asl), presented
in Chapter 4, provided observations of ice motion in the accumulation zone of the ice sheet.
Observations from S7 during 2009–2011 have been discussed elsewhere (Sole et al., 2013)
and during 2012–13 in Chapter 5. Observations from the full study period are summarised
in Figure 7.3 together with the only other known annual record of ice motion at higher
elevations, made by Doyle et al. (2014) at their S10 site at 1840 m asl. Comparison of the
two records serves to illustrate that the trend in annual ice flow in the accumulation zone is
currently difficult to interpret. Net annual motion at S10 increased by 2.2% over the period
2009–2012, flowing slightly faster year-on-year by∼0.05 ±0.03 m yr-2, whilst S7 was slower
in 2012–2013 than in 2011–2012. These sites are located 30 km away from one another
(∼20 km in the along-flow direction) and less than 100 m asl apart, where surface slopes
are relatively constant (e.g. Howat et al., 2014).
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Figure 7.3: Comparison of ice motion records in the accumulation zone. a: Annual ice motion at
transect site S7, 1715 m asl. b: Annual ice motion at S10 (1840 m asl, 30 km south-west of S7)
(Doyle et al., 2014)
.
There are thus two major challenges at higher elevations. The first is to identify the overall
long-term trend in annual ice motion above the ELA, which is difficult because the current
generation of remote sensing technology is unable to track ice motion in these areas due to
lack of coherence between images with few discernible surface features (e.g. Joughin et al.,
2010). The second is to understand the mechanisms causing the annual variability observed
during 2009–2013 as reported by Doyle et al. (2013). For instance, evolution of efficient
drainage might limit annual motion at S7 but not at S10. Ice thickness at S7 is estimated
to be 1390 ±114 m (Morlighem et al., 2014), and at S10 is 1590 ± 17 m (Doyle et al.,
2014). It is plausible, if unlikely, that these relatively small differences in ice thickness could
be sufficient to hinder the development of sufficiently efficient drainage at S10 in order to
cause year-on-year speedup but not at S7, as higher overburden pressure forces channels to
close more rapidly (e.g. Hooke et al., 1990; Chandler et al., 2013). In this scenario, higher
Pw and lower basal traction would therefore be maintained at S10, leading to faster sliding.
Longitudinal coupling (Price et al., 2008) has previously been invoked to explain acceleration
at higher elevations even in the absence of local surface meltwater inputs (Bartholomew et
al., 2012; Hewitt, 2013), but this would require lower elevations to show signals of speedup,
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not slowdown as observed (Sole et al., 2013). In addition, the propagation of melting further
into the ice sheet interior may cause cryo-hydrologic warming of the inland ice mass, which
over decadal timescales might result in ice flow acceleration owing to the dependency of
ice deformation on ice mass temperature (Phillips et al., 2010).
Supraglacial Lakes (SGLs) have expanded inland to higher elevations since 2000, and in
the south-west of Greenland now regularly form and drain above 2000 m asl (Howat et al.,
2013), enabling meltwater to reach the ice sheet bed further inland. In a warming climate,
if SGLs form and drain further inland, they could accelerate ice flow at higher elevations
by delivering water to previously frozen areas of the ice sheet bed (Howat et al., 2013) or
through afore-mentioned cryo-hydrologic warming (Phillips et al., 2010). Some SGLs at
higher elevations have been observed to fill and drain multiple times in one melt season,
suggesting that either englacial and/or subglacial drainage pathways do not remain open
for long (Fitzpatrick et al., 2014). However, there may be physical limits on the inland extent
of supraglacial lakes in south-west Greenland. Poinar et al. (2015) examined surface strain
rates. They found that crevasses (and therefore moulins) are unlikely to form above 1600
m asl, which is also roughly the elevation above which lakes do not drain completely, and
lower than the wet-frozen basal transition inferred to lie at ∼2000 m asl. If future melting
extends to higher elevations, meltwater is more likely to flow via supraglacial streams into
SGLs and moulins further down-glacier, which is in turn likely to have a limiting effect on
the inland expansion of melt-induced ice acceleration (Poinar et al., 2015).
Further uncertainties remain about how the subglacial drainage system evolves under ice
>1000 m thick in order to route the meltwater away towards the ice sheet margin. Towards
the interior of the ice sheet, the surface and bed gradients are shallower and the ice thicker.
Some numerical simulations of low-pressure R-channels (Röthlisberger, 1972) suggest that
they do not grow significantly in response to SGL drainage, and subsequently grow only if
Pw is sustained above overburden, otherwise closing rapidly at lower pressures (Dow et al.,
2014). Similarly, Meierbachtol et al. (2013) used observational constraints from boreholes
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drilled up to 35 km inland and which were inferred to access distributed regions of drainage
in order to model R-channels, and found that shallow hydraulic gradients further away from
the ice sheet margin are the chief limitation on the evolution of persistent channels, rather
than rapid closure by creep. By contrast, a separate study which combined tracer evidence
and R-channel creep closure modelling concluded that the drainage system can sustain
low-pressure channels as far as 40 km inland beneath ice ∼1 km thick but that beyond this
channels remain at high pressure (Chandler et al., 2013). As Hewitt (2013) notes, the physics
of how small channels initiate remains debatable. Furthermore, meltwater flowing along
the ice sheet bed is likely to erode, mobilise and re-work the substrate, which could lead
to preferred flow paths through, for instance, highly sorted till (Gulley et al., 2012) which
persist inter-annually. These issues, together with widely varying choices of overburden
pressures, may provide more reasons to explain why studies modelling the evolution of
R-channels do not tend to agree on timescales of channel growth, persistence and closure,
nor indeed the hydraulic conditions under which they can exist.
It may be that inconsistencies in nomenclature have stymied agreement between studies.
Some recent studies have examined whether R-channels are able to evolve beneath thick
ice (e.g. Meierbachtol et al., 2013; Dow et al., 2014). Their conclusions, based on borehole
observations and modelling, suggest that channelized drainage morphologies cannot be
sustained beneath the thick ice that characterises the interior of the Greenland Ice Sheet.
Conversely, observations made at Leverett Glacier all point to the rapid evolution of an
efficient subglacial drainage system. Tracer evidence indicates that shortly after surface-bed
drainage pathways are established, meltwater transits to the glacier margin within several
hours (Cowton et al., 2013; Chandler et al., 2013), even 40 km inland below 1 km thick ice
(D. Chandler, tracer injections during 2012, pers. comm.). Moreover, after the first spring
event, most speed-up events caused by greater rates of meltwater supply are transient and
short-lived, tending to cessate within hours to two days (e.g. Bartholomew et al., 2012). Thus,
the observed speed of meltwater routing dictates that, if channelized drainage morphologies
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cannot evolve beneath km-thick ice, some other efficient drainage morphology must exist
instead to route meltwater rapidly to the glacier margin.
In common with the findings made at alpine glaciers, the efficient drainage system inferred
to underlie Leverett Glacier has primarily been attributed to channelized drainage morpholo-
gies (e.g. Chapters 4 and 5, Cowton et al., 2013; Chandler et al., 2013; Sole et al., 2013). If,
as other studies suggest, this is not the case, then progress needs to be made in defining the
physics of alternative drainage morphologies. For instance, Meierbachtol et al. (2013) sur-
mise that ‘towards the interior a network of efficient distributed pathways develops in contrast
to large melt channels’ (p. 779). A key test for the physics behind this proposed morphology
is whether it is efficient enough to route large meltwater fluxes to the ice sheet margin over
timescales which agree with observations. Moreover, the development of these physics needs
to capture the coupled hydrology-dynamics which explain the observed winter ice flow. At
Leverett Glacier slower winter velocities following a warmer summer have been explained
through the evacuation of surrounding inefficient (unchannelized) regions of the bed by
efficient (channelized) drainage pathways. Dow et al. (2014) propose a similar mechanism
that could explain the observations made at Leverett Glacier: ‘the cessation of surface water
input at the end of the melt season would cause a local paucity of water along drainage pathways
that would be recharged slowly by the more distant distributed system’ (p. 1050). This mecha-
nism invokes ‘drainage pathways’, which one could further imply as being efficient, but this
then brings one back around to the question of, if not an R-channel, then what alternative
morphology of efficient drainage pathway is realistic within the initial constraints already
provided by field evidence.
A full understanding of the role of the subglacial drainage system beyond 1700 m asl,
where ice thickness and elevation may be important constraints upon system evolution,
remains out of reach. The observations in this thesis (Chapter 4 and Figure 7.3) do
not preclude the evolution of efficient subglacial drainage further inland. However, the
few observations already available from contrasting melt-years (Figure 7.3) suggest that,
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realistically, significant changes in ice motion at these elevations in response to projected
warming are unlikely.
More broadly, the community understanding of coupled hydrology-dynamics at marine-
terminating margins is extremely poor. Observations of sediment plumes rising from
tidewater termini have been observed in remote sensing imagery (Chu et al., 2009; Tedstone
and Arnold, 2012) and with time-lapse cameras (Sole et al., 2011), and indicate the likely
presence of large subglacial channels delivering water originating from up-glacier into the
fjord. However, marine-terminating margins present a number of extra and considerable
challenges to the elucidation of subglacial drainage. Firstly, surface crevassing makes
it difficult to deploy instrumentation on the ice sheet surface, iceberg calving makes it
dangerous to approach the glacier terminus, and mélange in the fjord limits the deployment
of oceanographic sensors. Secondly, it is not possible to observe bulk proglacial runoff, as
meltwater discharges from the subglacial drainage system directly into the ocean. Thirdly,
marine-terminating margins are subject also to oceanic forcing mechanisms (e.g. Straneo et
al., 2013), which makes it difficult to disentangle the precise dynamic response to a specific
external perturbation.
Despite the challenges which tidewater margins present, the continuing acceleration of
major tidewater termini such as Jakobshavn Isbrae (Joughin et al., 2014) means that it
is essential to identify the key mechanisms which control tidewater glacier dynamics. The
IPCC 5th Assessment Report (Stocker et al., 2013) concluded that there is high confidence
that basal lubrication does not explain recent dramatic speed ups that have resulted in rapid
increases in ice loss from calving glaciers. However, observations show that beyond 35 km
from the calving margin, surface melting is able to control diurnal to seasonal variability in
ice motion (Sole et al., 2011), so hydro-dynamic coupling may yet play an important role
in determining decadal scale ice flow variability inland from marine-terminating margins.
Subglacial hydrology may have other impacts at marine-terminating margins besides basal
lubrication. Delivery of surface runoff to the glacier grounding line enhances submarine
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melting along the ice front (Jenkins, 2011). Modelled submarine melt rates are much
stronger if the subglacial drainage system delivers water to the terminus via a distributed
system discharging along the length of the calving front as opposed to a few channels which
only result in melt over a localised area (Slater et al., 2015). Thus, it is important to constrain
the morphology of the subglacial drainage system near the terminus of tidewater glaciers
in order to identify the rate at which mass is lost by submarine melting. Furthermore, the
distribution of melt rate across the calving front may have ramifications for the style and
quantity of calving (Chauché et al., 2014; Slater et al., 2015).
Lastly, there is clearly a wider need to continue the monitoring and analysis of melting,
surface mass balance and ice motion as projected climate changes unfold. The impact
of future extreme melt events on long-term surface mass balance and on hydro-dynamic
coupling may require attention, as warming temperatures coupled with increasing quantities
of black carbon from higher frequency forest fires (reducing ice albedo) are likely to result
in near-annual extreme melt events by the end of the 21st century (Keegan et al., 2014).
Moreover, whilst the evidence presented in Chapter 6 makes it clear that flow of land-
terminating margins of the ice sheet has slowed in response to warming over the last 20
years, the melting which has occurred is nevertheless a very significant mass loss, which
requires continued attention in order to quantify projected future mass losses from the ice
sheet.
7.4 Concluding remarks
The research presented in this thesis has contributed to a rapidly emerging picture of
coupled hydrology-dynamics along land-terminating margins of the Greenland Ice Sheet. It
has shown that substantial transient ice motion variability occurs both due to temporally
varying meltwater inputs (Chapter 4) and the configuration of the subglacial drainage system
(Chapter 5), but that over the course of full melt-years the impact of coupled hydrology-
dynamics on net annual ice motion, even during extreme melt-years, is minimal (Chapters 4
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and 5). These findings are placed in longer-term context by examination of decadal trends in
ice motion (Chapter 6), which show that even though surface melt production has increased
by 50% in the last twenty years, hydro-dynamic coupling has led to an overall slowdown in
ice flow up to at least 1100 m asl. These findings substantiate the overall conclusion of the
IPCC’s 5th Assessment Report and Shannon et al. (2013) that surface meltwater, although
abundant, does not seem to be driving significant changes in basal lubrication that impact
on annual ice sheet flow, and further suggest that ice motion might continue to slow down
in response to the rising meltwater volumes projected for the 21st century.
There are now two major challenges. Firstly, at marine-terminating margins our under-
standing of all dynamic mechanisms — including coupled hydrology-dynamics — remains
exceptionally poor. Secondly, at both land- and marine- terminating margins we need to iden-
tify whether coupled hydrology-dynamics may become an important mechanism at higher
elevations in a warming climate. Observations of ice motion over decadal timescales, cou-
pled with further improvements in hydrology and ice sheet models, are likely to be critical
to improving our understanding of these areas in the context of projected climate change.
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Winter motion mediates dynamic response of the Greenland Ice Sheet
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[1] We present ice velocities from a land-terminating
transect extending >115 km into the western Greenland Ice
Sheet during three contrasting melt years (2009–2011) to
determine whether enhanced melting accelerates dynamic
mass loss. We find no significant correlation between
surface melt and annual ice flow. There is however a positive
correlation between melt and summer ice displacement, but a
negative correlation with winter displacement. This response
is consistent with hydro-dynamic coupling; enhanced summer
ice flow results from longer periods of increasing surface
melting and greater duration ice surface to bed connections,
while reduced winter motion is explicable by drainage of high
basal water pressure regions by larger more extensive
subglacial channels. Despite mean interannual surface melt
variability of up to 70%, mean annual ice velocities changed
by <7.5%. Increased summer melting thereby preconditions
the ice-bed interface for reduced winter motion resulting in
limited dynamic sensitivity to interannual variations in
surface melting. Citation: Sole, A., P. Nienow, I. Bartholomew,
D. Mair, T. Cowton, A. Tedstone, and M. A. King (2013), Winter
motion mediates dynamic response of the Greenland Ice Sheet to warmer
summers, Geophys. Res. Lett., 40, 3940–3944, doi:10.1002/grl.50764.
1. Introduction
[2] Meltwater generated at the surface of the Greenland Ice
Sheet (GrIS) drains through the ice into the subglacial
hydraulic system and influences rates of basal motion by
altering effective pressure at the ice-bed interface, defined
as ice overburden minus subglacial water pressure. Lower
effective pressure (i.e., higher water pressure) encourages
faster sliding by reducing friction between the ice and its
bed [Iken and Bindschadler, 1986]. Ice velocities in marginal
areas of the GrIS are consequently greater in summer than
winter [Bartholomew et al., 2010, 2012; Joughin et al.,
2008; Sundal et al., 2011; Van de Wal et al., 2008; Zwally
et al., 2002], and if the long-term relationship between
meltwater production and ice motion is positive [Zwally et al.,
2002], this mechanism could increase significantly GrIS mass
loss under climate warming [Parizek and Alley, 2004].
[3] In response to sustained inputs of surface meltwater,
however, theory and data suggest that subglacial drainage
systems develop from hydraulically inefficient structures into
efficient channels, which operate at lower pressures for a
given discharge [Kamb, 1987; Röthlisberger, 1972; Schoof,
2010, Cowton et al., 2013], thereby reducing the lubrication
effect of further meltwater inputs. This reasoning can explain
why GrIS ice velocities in late summer are lower than those
in early summer [Bartholomew et al., 2010; Sundal et al.,
2011]. Recent theoretical [Pimentel and Flowers, 2011;
Schoof, 2010], remote sensing, and field [Sundal et al.,
2011; Van de Wal et al., 2008] studies have proposed that
marginal ice will flow more slowly in higher melt years since
subglacial channelization will occur more quickly in response
to increased inputs of meltwater, thereby reducing the dynamic
sensitivity of the GrIS to climate warming. However, these
studies have been limited to areas close to the ice sheet margin
[Sundal et al., 2011] or utilize measurements which cannot
resolve the seasonal behavior that determines the observed
interannual velocity variations [Van de Wal et al., 2008].
The dynamic behavior of the whole ablation zone in differ-
ent melt seasons and the resulting impact on annual ice
motion therefore remain uncertain.
2. Data and Methods
[4] We present data between May 2009 and May 2012
from seven sites along a land-terminating transect in west
Greenland at ~67°N that extends 115 km from the ice margin
to 1715m elevation (Figure 1). At each site, we measured
continuous site position and air temperature and annual
ablation (see supporting information for details). Meltwater
discharge was recorded from the Leverett Glacier hydrological
catchment, incorporating our lowest three sites [Bartholomew
et al., 2011b] (Figure 1). In the following analysis, mean win-
ter velocities (MWV) for each site represent its average dis-
placement over the 2009–2010, 2010–2011, and 2011–2012
winters (1 September–30 April).
3. Results and Discussion
[5] Mean summer (May–August) temperatures measured
at our sites in 2010 and 2011 were 2.3°C and 1.1°C warmer,
respectively, than in 2009. Catchment runoff was 92% and
19% greater in 2010 and 2011, respectively, than 2009, while
mean surface melt increased by 70% and 34%, respectively
(Figure 2b). National Centers for Environmental Prediction/
National Center for Atmospheric Research reanalysis data
show that May–August 1000 mb temperature anomalies in
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west Greenland near to Kangerlussuaq (approximately 25 km
west of site 1) were between 0.3 and +0.3°C in 2009 and
2011, and +2.4°C in 2010 (relative to the 1981–2010 mean).
These contrasting melt characteristics provide an opportu-
nity to evaluate the effect that increased summer tempera-
tures, commensurate with predictions for climate warming
over the next century [Meehl et al., 2007], will have on
GrIS ice motion.
[6] Along our transect, we measured daily summer veloci-
ties up to 300% aboveMWV. In each year, ice accelerated first
near the ice sheet margin and then at progressively higher ele-
vations (Figures 2c–2i) [Bartholomew et al., 2010, 2011a;
Sundal et al., 2011]. We also observed end-of-melt-season
slow-downs below MWV at sites 2 and 4 in 2009, 1–7 in
2010 and 1–6 in 2011 when daily velocities were up to 44%
below MWV. While such minima have been observed in this
region previously [Bartholomew et al., 2010] and elsewhere in
Greenland [Colgan et al., 2011, 2012; Joughin et al., 2008;
Zwally et al., 2002], their effect on interannual ice displace-
ment variations has not been quantified.
[7] Mean annual ice velocity for sites 2–7 was 105.8my1
in 2009, 104.7 my1 in 2010 (1.0% cf. 2009), and 97.8
my1 in 2011 (7.5% cf. 2009) (Table S2). Site 1 is not
included in this comparison because power failure in 2011
disrupted data collection. We found no statistically signifi-
cant relationship (r = 0.1, p = 0.9) between annual ice dis-
placement and surface melt at individual sites (Figure S1).
In order to explain both the limited interannual ice flow
variability and lack of a statistically significant relationship
between annual ice flow and surface melt, we divided each
year into “seasons.” Summer is defined as 1 May to 31
August subdivided into early and late summer on 1 July; winter
as 1 September to 30 April; and annual as 1 May to 30 April.
[8] Our summer data describe a significant positive
correlation between normalized ice motion (see supporting
information for details of normalization method) and surface
melt (r = 0.79, p< 0.05) with most sites flowing faster in the
warmer summers (Figure 3b). While additional sources of
water, such as rainfall and geothermal and basal melting also
contribute to the basal hydraulic system, they are typically
small relative to surface melting, so we do not incorporate
them into our analysis. There was however an exceptional
rainfall event in 2011 which we discuss later. Each summer,
the lowest sites showed the greatest speed-up above MWV
with the effect attenuating inland (Figures 2c–2i, 3a and 3f).
Sites 1–3, below 1000m, recorded mean summer velocities
45.9 to 65.7% above MWV, while sites 5–7, above 1200m,
displayed mean increases of <34% (Figure 3f). The summer
speed-up at our lowest sites started 20 and 35 days earlier
in 2010 (2 May) than 2009 and 2011, respectively
(Figures 2c–2i). Comparisons between the Leverett Glacier
hydrographs and ice velocities at sites 1–3 (Figures 2b–2e)
reveal that ice velocities were greatest while catchment
discharge was rising, between 2 June and 17 July (45 days) in
2009, 8 May and 1 July (54 days) in 2010, and 9 June and 15
July (36 days) in 2011, and became subdued once discharge
stabilized or declined. While meltwater inputs are consistently
rising, our data suggest that steady state hydrological condi-
tions do not apply, even once the subglacial drainage system
has become channelized [Bartholomew et al., 2012,
Röthlisberger, 1972]. Instead, enhanced ice velocities are
sustained by constantly challenging the drainage system to ac-
commodate larger volumes of water [Bartholomaus et al.,
2008; Bartholomew et al., 2012].
[9] In summer 2009, site 7 did not speed-up appreciably
above MWV (1.6%) and delimited approximately the
Figure 1. (a) Location of the study region on the western margin of the GrIS. (b) Ice surface and bed elevation along our
transect as measured by IceBridge ATM (ILATM2) and MCoRDS (IRMCR2), respectively, in 2010 and 2011 [Allen,
2011]; main panel, location of GPS sites. Contours (100m intervals) from a digital elevation model are derived from
InSAR [Palmer et al., 2011]. The bold contour (1500m) represents the approximate equilibrium line altitude [van de Wal
et al., 2008]. The Leverett Glacier hydrological catchment is shown in red [Bartholomew et al., 2011b].
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inland extent of hydrologically forced velocity variations
[Bartholomew et al., 2011a]. In 2010 and 2011, when the
May–August mean temperatures at site 7 were 2.9°C and
2.7°C warmer than in 2009, increases in summer motion rel-
ative to MWV were 7.2% and 6.9%, respectively, indicating
that ice flow variations propagate further into the ice sheet in
warmer years (Figure 3a).
[10] The summer flow enhancement does not however
typically result in increased annual ice displacement
(Figure 3d) because warmer summers are generally followed
by reduced winter ice flow. This is demonstrated by a signif-
icant negative correlation (r =0.55, p< 0.05; Figure 3c)
between normalized winter ice velocity and late summer melt
(as characterized by Positive Degree Days (PDD)). Ice
velocity typically reaches a minimum in early winter before
recovering to within a few percent of MWV by the start of
the next melt season (e.g., Figure 2f, 2011). This pattern of
ice motion can also be explained by hydrodynamic coupling.
The reduced sensitivity of ice flow to variations in meltwater
input toward the end of each melt season, shown by our data
and observed previously [e.g., Bartholomew et al., 2011a],
indicates that efficient channels extended beneath much of
our transect during the late summer of each year. Such
channels are however likely to be spatially limited to areas
downstream from surface meltwater sources, with ineffi-
cient drainage elsewhere [Hewitt, 2011]. Once surface
melting ceases at the end of the summer, the subglacial
channels will operate at low pressure. We postulate that
the resulting hydraulic gradient will drain water from
adjacent areas of higher water pressure to the low pressure
subglacial channels as observed over diurnal timescales at
Alpine glaciers [Hubbard et al., 1995], leading to a net
reduction in basal water pressure and consequent decline
in ice velocity [Hewitt, 2011]. By the end of each winter,
measured ice velocities return to within a few percent of
MWV at all our sites, presumably due to gradual
repressurization of the subglacial hydraulic system from
basal melting and channel creep closure [Zwally et al.,
2002]. We suggest that enhanced surface melting associ-
ated with warmer conditions in late summer is able to sus-
tain larger and more widespread low-pressure subglacial
channels. This in turn promotes more extensive and
prolonged drainage of high pressure water from adjacent
regions resulting in a greater drop in net basal water
pressure and reduced displacement over the subsequent
winter (Figure 3c).
Figure 2. (a) Cumulative PDD at site 1 showing summer PDD sums (PDD calculated as described in the supporting infor-
mation). (b) Discharge hydrograph for Leverett Glacier catchment with the cumulative discharge between 7 May and 27
August (delimited by the hollow grey box) for each year. (c–i) 24 h horizontal velocity at sites 1–7 for 2009, 2010, 2011,
and the early part of 2012. Mean 2009–2010, 2010–2011, and 2011–2012 winter velocities for each site (MWV = grey dashed
line) are also shown.
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[11] The net response is a general pattern of faster summer
but slower winter ice flow in warmer years relative to cooler
years (Figures 3d and 3e) with the opposing effects of
enhanced summer and reduced winter velocity in warmer
years acting to limit the effect of hydrodynamic forcing on
annual ice motion. That ice displacements were further
reduced in 2011, despite less extreme surface melt rates than
in 2010 can be explained by the timing of runoff variations,
and specifically a late summer event when annual discharge
reached its maximum (Figure 2b). Sites 3–6 display a sharp
increase in ice flow rate at the end of August, concurrent with
the increase in runoff, indicating that the effect on the subgla-
cial drainage system was widespread and not limited to the
Leverett Glacier catchment. This unseasonal late summer
runoff event was driven by exceptional rainfall (cumulative
precipitation of 29.4mm from 23 August to 2 September
measured at the Danish Meteorological Institute meteorolog-
ical station at Kangerlussuaq airport http://www.dmi.dk/dmi/
tr13-11.zip) which is why it is not evident in the PDD record
(Figure 2a). The rainfall-derived runoff would have reopened
or enlarged existing subglacial channels leading to slower
overwinter repressurization of the subglacial drainage system
(e.g., Figure 2f) resulting in 2011 winter velocities across all
sites that were on average 12.5% lower than in 2009.
Interannual variations in winter velocity are thus as important
as those in summer for determining annual ice displacement,
and the prescription of a mean winter velocity based on
combining several years’ data precludes accurate comparison
of ice displacement from one year to the next.
4. Conclusions
[12] We find no statistically significant correlation between
normalized surface melt and annual ice flow. Splitting the
data into “summer” and “winter” periods reveals that, while
in warmer years, the ice generally flows faster in summer, it
Figure 3. (a) Increase in summer ice velocity relative to MWV for all sites in 2009, 2010, and sites 2–7 in 2011. The extrap-
olated intercepts of zero percent (i.e., no difference with respect to MWV) and the respective best-fit lines represent estimates
of the inland extent of summer ice flow variations. (b) Relationship between normalized water equivalent melt and normalized
summer ice displacement. (c) Relationship between normalized late summer PDD and normalized winter ice displacement.
Not all sites could be included in these statistical analyses due to GPS power failure in 2011 at site 1 and missing temperature
data at sites 2 and 3. (d) Displacement at each site in 2009, 2010, and 2011 for early summer (dark grey), late summer
(medium grey), and winter (light grey). (e) Difference in early summer, late summer, summer, winter, and annual ice displace-
ment between 2009, 2010, and 2011 as a percentage of the 2009 value (same color scheme as above). (f) Difference between
measured early summer, late summer, summer, winter, and annual ice displacement in 2009, 2010, and 2011 as a percentage
of equivalent MWV (same color scheme as above). Missing late summer and annual data at site 1 in 2011, and early and late
summer data for site 4 in 2010 (shown by the white bar) are due to several power failures as described in supporting informa-
tion. Data contributing to this figure are included in Tables S1, S2, and S3.
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also moves slower the following winter. Our results do not
therefore support the hypothesis that increased surface melt-
ing will reduce summer ice flow due to earlier channelization
of the subglacial drainage system [Pimentel and Flowers,
2011; Sundal et al., 2011; Van de Wal et al., 2008].
Instead, our data suggest that summer velocities will increase
due to both longer melt-seasons and more prevalent unsteady
conditions in subglacial channels. This annual pattern of ice
motion is consistent with coupling to glacier hydrology;
enhanced summer ice motion is caused by longer periods of
consistently increasing surface melting and greater duration
ice surface to bed connections, while reduced winter motion
is induced via drainage of high basal water pressure regions
by larger and more extensive subglacial channels.
[13] The net result is that despite interannual variations in
mean surface melt of up to 70%, mean annual ice velocities
changed by less than 7.5%. Increased summer melting may
therefore precondition the ice-bed interface for reduced
winter velocity limiting the ice sheet’s dynamic sensitivity
to interannual variations in surface temperature and melt.
This self-regulating behavior can explain previous, appar-
ently contradictory observations which show that (a) summer
velocity enhancement scales with summer temperatures
[Bartholomew et al., 2011a; Zwally et al., 2002]; while (b)
over longer time periods, ice velocities decrease slightly,
despite generally increasing surface melt [Van de Wal
et al., 2008].
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Changes to the dynamics of the Greenland ice sheet can be forced
by various mechanisms including surface-melt–induced ice acceler-
ation and oceanic forcing of marine-terminating glaciers. We use
observations of ice motion to examine the surface melt–induced
dynamic response of a land-terminating outlet glacier in south-
west Greenland to the exceptional melting observed in 2012. Dur-
ing summer, meltwater generated on the Greenland ice sheet
surface accesses the ice sheet bed, lubricating basal motion and
resulting in periods of faster ice flow. However, the net impact of
varying meltwater volumes upon seasonal and annual ice flow,
and thus sea level rise, remains unclear. We show that two ex-
treme melt events (98.6% of the Greenland ice sheet surface ex-
perienced melting on July 12, the most significant melt event since
1889, and 79.2% on July 29) and summer ice sheet runoff ∼3.9σ
above the 1958–2011 mean resulted in enhanced summer ice mo-
tion relative to the average melt year of 2009. However, despite
record summer melting, subsequent reduced winter ice motion
resulted in 6% less net annual ice motion in 2012 than in 2009.
Our findings suggest that surface melt–induced acceleration of
land-terminating regions of the ice sheet will remain insignificant
even under extreme melting scenarios.
ice sheet dynamics | ice sheet hydrology | ice sheet melt |
global positioning systems
Surface melting and runoff from the Greenland ice sheet(GrIS) has increased during the last 30 y (1–3) coincident
with Northern Hemisphere warming (4, 5) resulting in un-
precedented melt extents (6) and widespread dynamic thinning,
which has penetrated up to 120 km into the ice sheet interior (7).
One potential dynamic thinning mechanism is surface melt–
induced acceleration of ice sheet motion (termed hydrodynamic
coupling) during summer (8–11). Observations of GrIS ice motion
during the summer show considerable variability over a range of
timescales (12). Rapid variations in meltwater input from the ice
sheet surface to the glacier bed result in periods when the sub-
glacial drainage system is more highly pressurized, leading to an
increase in basal sliding (13, 14). This mechanism explains both
multiday increases in ice motion at the beginning of the melt
season, analogous to the “spring events” observed at alpine gla-
ciers (15), and increases in velocity at other times when meltwater
is delivered to the bed at a rate faster than the subglacial drainage
system can expand to accommodate.
However, as the drainage-system capacity gradually expands in
response to increased melting, the subglacial water pressure falls
and higher velocities can therefore only be caused by much
larger meltwater pulses than earlier in the melt season (16). This
feedback mechanism has been invoked previously to suggest that
the ice sheet could flow more slowly in a warmer year, but
observations have either been limited to close to the ice sheet
margin (17) or have been unable to resolve the seasonal behavior
responsible for the velocity variations (18). A recent study, which
incorporated seasonal ice flow and melt observations extending
beyond the equilibrium line, showed that summer velocity en-
hancement is negated by subsequent reductions in winter flow
rates (19), but the bounding conditions of the study have since
been exceeded by the exceptional melting observed in 2012 (20).
Moreover, the current paucity of field observations is a signifi-
cant impediment to modeling the impact of coupled hydrody-
namics on net ice-mass loss (21).
The recent trend of warmer summers in Greenland is related to
an increase in the frequency of anticyclonic conditions (22). Per-
sistent anticyclonic conditions during summer 2012 resulted in ex-
treme runoff volumes from the Greenland ice sheet (23), com-
pounded by unprecedented melt extent in July 2012 associated with
low-level liquid clouds (24), which led to flood damage such as the
destruction of the Watson River bridge in Kangerlussuaq, west
Greenland. These conditions resulted in a year during which ice
sheet–wide runoff set a new record at ∼3.9σ above the 1958–2011
mean (23). National Centers for Environmental Prediction/National
Center for Atmospheric Research reanalysis 1,000-mb temper-
ature anomalies above Kangerlussuaq (25 km west of our site 1)
relative to the 1981–2010 mean were +2.2 °C during May–August
2012, compared with ±0.3 °C during May–August 2009. The 2012
melt season is therefore a surrogate for potential future melting
and forms a natural test for quantifying the effect of extreme
meltwater supply on ice motion compared with the “average”
melt year of 2009.
We used global positioning system (GPS) records to observe
ice motion during 2009 and 2012 at seven sites along a transect
on a land-terminating margin of the GrIS, at ∼67°N (Fig. 1). Air
temperature and annual ablation were also measured at each
site. The lowest three sites on the transect are located within
Significance
During summer, meltwater generated on the Greenland ice
sheet surface accesses the ice sheet bed, lubricating basal
motion and resulting in periods of faster ice flow. However,
the net impact of varying meltwater volumes upon seasonal
and annual ice flow, and thus sea level rise, remains unclear. In
2012, despite record ice sheet runoff, including two extreme
melt events, ice at a land-terminating margin flowed more
slowly than in the average melt year of 2009, due principally to
slower winter flow following faster summer flow. Our findings
suggest that annual motion of land-terminating margins of the
ice sheet, and thus the projected dynamic contribution of these
margins to sea level rise, is insensitive to melt volumes com-
mensurate with temperature projections for 2100.
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Leverett Glacier’s inferred hydrological catchment, from which
we measured bulk runoff (25). Transect dynamics during 2012
(Fig. 2) had similar characteristics to previous years (10, 19):
initiation of meltwater-induced acceleration during multiday
“spring” speed-up events, followed by shorter duration spikes in
velocity superimposed on gradually declining background sea-
sonal velocities, which fell below premelt season velocities by the
end of summer.
Here we concentrate on two specific aspects of hydrodynamic
coupling during 2012 to give insight into the likely dynamic be-
havior of the ice sheet in a warming climate. We examine (i) the
ice flow response to the extreme melt events of July 12 and July
29 (20), and (ii) the impact of unprecedented melt volumes (23)
on total annual ice motion.
Enhanced ice flow lasting ∼2 d was associated with both ex-
treme melt events (shaded periods in Figs. 2–4), with several
characteristics common to both events. First, peak velocities
occurred in advance of satellite-observed peak ice sheet melt
extent (20), while proglacial discharge was still rising—2 d in
advance of July 12, and 1 d in advance of July 29. Second, ve-
locities increased at every site along the transect during the en-
hanced ice flow period. Third, at the majority of sites, velocities
were lower after the enhanced ice flow period than before it
(Fig. 2).
Before the July 12 melt event, sites up to 1,482 m above sea
level (site 6) experienced positive air temperatures every day
from June 10 (Fig. 2). Peak velocities during July 9–10 were
coincident with a 2.3 °C increase in mean air temperature at our
transect sites and a 73% increase in mean wind speed at Pro-
gramme for Monitoring the Greenland Ice Sheet (PROMICE)/
Greenland Analogue Project (GAP) K-transect sites (Fig. 1)
compared with the previous 8 d. The mean daily transect velocity
during July 9–10 was 61% greater than during the preceding 8 d,
with sites 3 and 4 (794 and 1,061 m a.s.l, respectively) experi-
encing the highest peak velocities of 103 and 77% greater, re-
spectively, than the previous 8 d (Fig. 3). By July 12, ice velocities
were falling despite peaks in both ice sheet–wide melting and
proglacial river discharge (∼800 m3 s−1; in excess of double that
observed both at the start of the melt event and in previous years;
ref. 19). Sites 1 and 2 returned to daily velocities within 10 m y−1
of July 1–8 mean velocities; and sites 3, 4, and 6 decreased to
velocities at least 30 m y−1 slower than July 1–8 mean velocities.
In contrast to the July 12 melt event, a period of falling air
temperatures in the previous 15 d leading up to the July 29 melt
event (as low as −7 °C at site 6) resulted in falling discharge to
a minimum of 240 m3 s−1 on July 25, the lowest since June 18
(Fig. 2). During July 27–28, the mean transect air temperature
rose by 4.4 °C compared with the previous 8 d, with associated,
although lagged, increases in discharge and velocity (Fig. 4).
Fig. 1. Location of the transect on the western margin of the GrIS. Stars indicate sites where ice motion, temperature, and seasonal melting were measured.
The triangle indicates where proglacial discharge was measured and the GPS base station located. Circles indicate locations of ‘KAN’ PROMICE/GAP weather
stations along the K transect. Contours (in meters) are from a digital elevation model (DEM) of the ice sheet surface produced from interferometric synthetic
aperture radar (InSAR) (29). The inferred hydrological catchment of Leverett Glacier, delineated in light gray, was calculated from the ice sheet surface DEM.
Inset shows surface and bed elevation along our transect as measured by IceBridge ATM (ILATM2) and MCoRDS (IRMCR2) in 2010 and 2011, respectively (30).
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Mean transect ice velocity on July 27–28 was 116% greater than
during the preceding 8 d. At sites 2, 3, and 4, the velocity per-
turbation was short-lived, lasting ∼2 d before an abrupt drop in
velocities that returned to within 20 m y−1 of preevent velocities.
Site 6 slowed down more gradually after the July 28 peak. Unlike
the July 12 melt event, river discharge remained close to its event
peak of ∼400 m3 s−1 for 8 d following the July 29 melt event
(Fig. 2F).
Increased ice velocities in the lead up to the July 12 and 29
melt events were clearly caused by a rapid increase in the rate of
meltwater supply to the ice sheet bed forced by changes in the
rate of surface melting. Although antecedent melt conditions
and the absolute volumes of meltwater associated with each
event were different, the nature and style of meltwater forcing,
overwhelming the capacity of the hydrological system and lead-
ing to ice acceleration, were very similar, replicating responses
observed previously (12, 16).
We estimated the potential contribution of each melt event to
summer ice displacement by comparison with estimates of the
projected ice displacement that would have occurred in the ab-
sence of the melt events. We used mean ice velocities at each site
during the 8 d preceding each 2-d period of enhanced ice flow to
estimate what the total displacement would likely have been
through the 2-d enhanced ice flow period and the following 8 d in
the absence of the enhanced ice flow period (see Materials and
Methods for more information). Observations during the corre-
sponding time periods are shown in Figs. 3 and 4. On average,
the July 12 melt event forced only 7% more ice displacement
over the 10-d period, and the July 29 melt event, which was
preceded by lower melt rates than the July 12 event, forced 34%
more ice displacement over the equivalent 10-d period. These
findings reinforce the importance of antecedent melt rates (as
opposed to simply meltwater volume) and thus drainage system
efficiency in controlling the short-term dynamic response to
variations in meltwater supply (26).
The second exceptional characteristic of 2012 was ice
sheet–wide runoff of ∼3.9σ above the 1958–2011 mean (23).
For comparison, Fig. 5 shows observations collected along our
transect in the average melt year of 2009. Exceptional melting
during 2012 resulted in a mean of 117% more ablation relative
to 2009 along our transect (Fig. 5A) with bulk runoff from the
local ice sheet margin (2.20 × 109 m3) 113% greater than 2009
(19). Summer velocities (Fig. 5B) at all but the lowest two sites
were also higher in 2012 than in 2009. However, winter ve-
locities at all sites were on average 11% lower in 2012 than in







Fig. 2. Transect observations during 2012. (A–E). Daily (24 h) along-track ice velocities (stepped black lines) and positive degree days (gray bars) for each
transect site at which daily measurements were made. (F ) Discharge hydrograph for Leverett Glacier (in cubic meters per second), with cumulative dis-
charge between May 7 and August 27 (marked by gray box). The associated catchment is shown on Fig. 1. (A–F) Gray shading defines peak velocity response
to July 12 and July 29 melt events (see text).


























transect in 2012–2013 than in 2009–2010 (Fig. 5). These
observations support previous findings that stronger melting
results in faster summers, but that faster summers are then
offset by subsequent slower winter ice flow due to the evolu-
tion of a larger, more extensive subglacial drainage system
that drains high basal water pressure regions (19). Our find-
ings also support ice sheet modeling results (21), which sug-
gest that enhanced basal lubrication will not cause substantial
net mass loss from the ice sheet, and provide the observations
which Shannon et al. (21) had stated were currently “in-
sufficient to determine whether changes in subglacial hy-
draulics will limit the potential for the speedup of flow.”
Our findings demonstrate that despite the exceptional melting
observed in 2012, annual ice motion along our transect was not
enhanced relative to an average melt year (2009). These findings
suggest that although hydrologically forced ice motion influences
short-term and seasonal ice dynamics, land-terminating margins
of the Greenland ice sheet are insensitive dynamically over an-
nual timescales to melt volumes that are commensurate with
temperature projections for 2100 (27). Furthermore, our data
demonstrate that the importance of hydrologically forced ice
motion over annual timescales can only be understood with re-
ference to both summer and winter seasonal velocities due to
their significant interannual variability. We also note that the
effects of surface melt and oceanic forcing mechanisms on the
dynamics of marine terminating glaciers in a warming climate
remain unclear and should be a priority for future research.
Materials and Methods
Ice motion was recorded at seven sites, up to 1,716 m a.s.l elevation and 113
km from the ice sheet margin (Fig. 1). Dual-frequency GPS receivers mounted
on poles frozen into the ice recorded position at 10-s intervals. Data were
subsequently processed kinematically in overlapping 28-h windows using
Track 1.21 (28) using International GNSS (Global Navigation Satellite System)
Service precise orbits relative to an off-ice base station (Fig. 1), apart from
August 12 to 29, 2012, when the Kellyville global GPS network station was
used. Positions were filtered using a high-pass Gaussian filter to suppress
high-frequency noise without distorting the long-term signal and then dif-
ferenced every 24 h to calculate daily velocities (19). Short-term velocities
were calculated at 1-min intervals and smoothed with a 6-h mean sliding
window. Horizontal velocity uncertainties are approximately ±1 cm at each
epoch and 5.2 m y−1 for daily velocities (10). Power failure prevented con-
tinuous recording of ice velocities at sites 5 and 7 during summer 2012 and at
sites 1–3 in late summer (Fig. 1). The absolute displacements during these
periods of power failure were still obtained at each site. The enhanced ice
flow periods were defined in whole days for clarity and to make inter-
comparisons between sites more objective. Each enhanced ice flow period
started when most sites showed a substantial increase in velocity on the
previous day and ended on the last day before velocities at all sites decreased.
We chose 8-d baseline periods for examining the ice displacement associated
with each peak melt event as these represented the longest periods over
which we could compare velocities without overlapping the periods associ-
ated with each melt event. The variability associated with choosing different
lengths in baseline and enhanced ice flow period was insignificant in the
context of the large differences in displacement exhibited by each event. Air
temperatures were measured at sites 1, 3, and 6 using shielded Campbell
Scientific T107 temperature sensors connected to Campbell Scientific CR800
data loggers, and at sites 2 and 4 using shielded HOBO U21-004 temperature
sensors, situated ∼2 m above the ice sheet surface. Sensors sampled once per
minute and recorded a mean value every 15 min. Air temperatures were then
converted to positive degree days by calculating the mean of all positive
values each day. Snow depths were measured at sites 2–7 just before the
onset of the melt season, and seasonal ablation water equivalent totals were







Fig. 3. Observations around July 12 melt event. (A–E) Near-surface air
temperatures (dashed lines), daily (24 h) along-track ice velocities (stepped
black lines) and short-term along-track ice velocities (gray lines) for each site
at which daily measurements were made. Periods with inadequate quality
observations removed. (F) Discharge hydrograph for Leverett Glacier (in
cubic meters per second).(A–F) Gray shading defines the peak velocity re-







Fig. 4. Observations around July 29 melt event. See A–F in Fig. 3 for details.
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ice velocities and ablation made in 2009 and 2012, we calculated the per-
centage difference between the years at each site and then took the mean of
those values to derive a transect average. The volume of meltwater draining
from Leverett Glacier’s inferred hydrological catchment (Fig. 1) was measured
using continuous water stage monitoring through a stable bedrock section.
Stage was converted to discharge with a continuous stage–discharge curve
obtained from repeat Rhodamine WT and Rhodamine B dye dilution
injections undertaken throughout both melt seasons, following methods
described previously (25). The normalized root mean squared deviation of
the discharge record is estimated to be ±10%.
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Abstract We present ice velocities observed with global positioning systems and TerraSAR-X/TanDEM-X
in a land-terminating region of the southwest Greenland ice sheet (GrIS) during the melt year 2012–2013, to
examine the spatial pattern of seasonal and annual ice motion. We find that while spatial variability in the
configuration of the subglacial drainage system controls ice motion at short timescales, this configuration
has negligible impact on the spatial pattern of the proportion of annual motion which occurs during
summer. While absolute annual velocities vary substantially, the proportional contribution of summer
motion to annual motion does not. These observations suggest that in land-terminating margins of the GrIS,
subglacial hydrology does not significantly influence spatial variations in net summer speedup.
Furthermore, our findings imply that not every feature of the subglacial drainage system needs to be
resolved in ice sheet models.
1. Introduction
One potential dynamic thinning mechanism of the Greenland ice sheet (GrIS) is surface melt-induced
acceleration of ice motion [Zwally et al., 2002; Parizek and Alley, 2004; Andersen et al., 2010]. During summer,
rapid increases in meltwater input from the ice sheet surface result in periods when the subglacial drainage
system is more highly pressurized, leading to transient increases in basal sliding [Bartholomew et al., 2011a;
Sole et al., 2011]. However, drainage system capacity changes in response [Röthlisberger, 1972; Schoof, 2010;
Hoffman and Price, 2014], introducing a negative feedback which acts to lower the water pressure of the
drainage system and reduce basal sliding, such that subsequent increases in basal sliding require either
(a) larger meltwater pulses or (b) reductions in drainage system capacity, decreasing the quantity of
meltwater required to overpressurize the system [Cowton et al., 2013].
Remotely sensed observations of ice motion of a land-terminating portion of the southwest GrIS made on
a single day in late summer have revealed spatially distinct flow enhancements of up to 300% relative to
winter [Palmer et al., 2011]. The spatial coincidence of faster flowing areas with surface drainage routing
suggests that localized meltwater input to the ice bed, and the associated changes in subglacial water
pressure, is the likely cause of the flow enhancement. However, point-based observations from the same
region have shown that net annual ice motion is insensitive to these short-term variations in ice flow
[van de Wal et al., 2008; Sole et al., 2013; Tedstone et al., 2013], except possibly at high elevations well above
the equilibrium line altitude [Doyle et al., 2014]. Similarly, spatially extensive satellite observations at lower
elevations have identified slower late summer flow in warmer summers but were not able to capture ice
motion over a full melt year [Sundal et al., 2011; Fitzpatrick et al., 2013]. No study to date has therefore
combined the required spatial and temporal coverage and resolution to investigate whether the
insensitivity of net annual ice motion to short-term variations in ice flow holds across broader spatial scales,
so the impact of spatially variable subglacial drainage and potential related flow enhancement on net
annual regional ice motion remains unquantified.
Two specific aspects of surface melt-induced ice acceleration of the GrIS remain unexplored. First, while
recent observations in southwest Greenland suggest that the subglacial drainage system is channelized
to at least 40 km inland during summer [Chandler et al., 2013], the spatial extent of surface melt-induced
velocity perturbations forced by water pressure variability in these subglacial channels [e.g., Nienow
et al., 2005] is unknown. Second, over annual timescales it is unclear whether areas of ice close to surface
meltwater input points and/or underlain by a channelized subglacial drainage system flow at a
disproportionately faster rate than less hydrologically active areas. It is essential to identify whether surface
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Figure 1. (a) Ice velocity (m yr−1) measured by TSX/TDX during 1 May 2012 to 30 April 2013; inset: ice surface (dotted)
and bed (solid) profiles through the GPS transect; outset: location of study area. (b) Summer (1 May 2012 to 31 August
2012) proportion of annual (1 May 2012 to 30 April 2013) displacement, with white line marking 2 km from the ice
margin; inset: all observations further than 2 km from the ice margin as a histogram. GPS sites denoted by circles, with
arrows indicating along-track flow direction; contours (in meters) from a digital elevation model derived from
Operation IceBridge altimetry data [Morlighem et al., 2013]; thick dashed line indicates approximate location of main
subglacial channel from hydraulic potential analysis (Figure 2).
melt-induced ice acceleration has an impact on annual regional ice motion because surface melting of the
ice sheet is projected to increase during the next century [Stocker et al., 2013].
Here we present measurements of ice motion made during 2012–2013 at Leverett Glacier, a
land-terminating glacier in the southwest of the GrIS at ∼67◦N (Figure 1). We measured ice motion
continuously by global positioning systems (GPS) at five survey sites to examine spatial variability in the
hydrological forcing of ice motion and by the TerraSAR-X/TanDEM-X (TSX/TDX) satellites over a ∼20 by
∼15 km area of the ice sheet margin to examine the spatial structure of seasonal and annual ice motion.
2. Data and Methods
2.1. Field Measurements
We used GPS records to observe ice motion during 2012 at three sites along a longitudinal transect
(S1, S2, and S3) and at two locations transverse to the longitudinal transect ∼18 km from the ice sheet
margin, at ∼800 m above sea level: S3M, 2.8 km and S3N, 4.7 km north of S3, respectively (Figure 1). Details
of the GPS processing undertaken and longitudinal transect observations during 2012 have been described
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Figure 2. Ice thickness from Operation IceBridge [Morlighem et al., 2013]. Subglacial hydraulic potential contours
(red every 500 kPA) and major drainage pathways predicted by subglacial hydraulic potential analysis where water
pressure equals ice overburden. Channel shading defined by the quantity of Upstream Contributing Cells (UCC)
(values >50 UCC shown, with >1000 UCC in dark blue). Crosses denote GPS sites.
previously [Tedstone et al., 2013]. GPS receiver malfunction at S3N resulted in noisy pseudo-range data,
preventing accurate determination of subweekly variability in ice motion, but seasonal displacements were
recorded. Additionally, power failure prevented continuous recording of ice motion at S3M between
1 July 2012 and late August 2012, restricting detailed analysis of ice motion to early summer, but absolute
summer displacement was obtained. Along-track velocity uncertainties are approximately ±1 cm at
each epoch and 5.2 m yr−1 for daily velocities [Bartholomew et al., 2011a]. Seasonal trends in vertical and
across-track displacement were removed by linear regression.
Air temperatures at S3 were logged every 15 min using a Campbell CR800 logger with a Campbell C107
shielded temperature probe. Discharge draining from the Leverett glacier hydrological catchment was
measured using continuous water stage monitoring through a stable bedrock section and converted to
discharge by calibration with repeat Rhodamine dye dilution injections, following methods described
previously [Bartholomew et al., 2011b].
2.2. Remote Sensing of Ice Motion
We processed synthetic aperture radar (SAR) data acquired between 26 April 2012 and 11 May 2013 by
TSX/TDX into 23 ice displacement maps by applying feature tracking [Paul et al., 2013] (Table S1). Our use of
two tracks yields near-continuous temporal coverage but restricts spatial coverage to ∼20 km inland from
the ice margin. The two gaps in temporal coverage of 17 and 28 days occurred during winter (Table S1) and
were filled by calculating the mean displacement of the immediately preceding and subsequent
displacement maps. Steady trends in winter GPS velocities, where available [e.g., Joughin et al., 2010], show
that this limited averaging should not produce significant errors in ice motion estimates. Azimuth and
range displacement maps were used to compute summer (1 May 2012 to 31 August 2012) and winter
(1 September 2012 to 30 April 2013) displacements.
2.3. Hydraulic Potential Analysis
We used digital elevation models of the ice sheet surface and bed derived from Operation IceBridge
altimetry and ice penetrating radar data [Morlighem et al., 2013] to produce a theoretical reconstruction of
the subglacial drainage network [Shreve, 1972] to complement analyses of our ice motion data. The dense
radar survey in this section of the ice sheet has an average flight spacing of ∼500 m and a nominal
precision of 10 m for ice thickness [Morlighem et al., 2013]. Calculations followed procedures outlined by
Sharp et al. [1993]. Field observations of proglacial discharge, dye, and SF6 tracer experiments show that
most meltwater from our study area exits the ice sheet through the Leverett Glacier terminus rather than
through Russell Glacier (Figure 1) [Bartholomew et al., 2011a; Chandler et al., 2013]. Theoretical
reconstructions suggest that meltwaters from the catchment will only drain through the correct Leverett
outlet when subglacial water pressure Pw is equal to ice overburden pressure (Pi) (i.e., Pw = Pi) (Figure 2);
at lower water pressures, the meltwater exits the catchment via Russell Glacier. Despite this sensitivity, all
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Figure 3. Time series at S3 and S3M of (a) along-track velocity and positive degree days (PDD, ◦C) at S3, (b) detrended
vertical displacement, and (c) detrended across-track displacement. (d) Proglacial discharge hydrograph for Leverett
Glacier (m3 s−1).
hydraulic reconstructions predict the presence of a major drainage pathway less than 200 m north of S3, an
invariance controlled primarily by the ice surface topography (Figure 1).
3. Results
3.1. Diurnal Motion at S3 and S3M
Detailed data from S3 and S3M enable us to examine the impact that spatial variability in the configuration
of the subglacial drainage system has on ice motion. During the period of observation there were three clear
speedup events when ice motion increased by >100% compared to the previous 2 days (Figure 3, E1–3).
These pronounced speedups coincided with increasing air temperatures and rising proglacial discharge as
observed in previous studies [e.g., Iken and Bindschadler, 1986; Mair et al., 2003; Bartholomew et al., 2011a].
During each event, along-track velocity at S3 increased rapidly (Figure 3a), accompanied by ice surface
uplift of 5–10 cm (Figure 3b) and across-track displacement (perpendicular to the flow direction at each site
shown in Figure 1) of 2–4 cm southeast (Figure 3c). While S3M’s along-track velocity was 9% slower than
S3 during the summer (Table 1), cross correlation of their continuous velocity records (Figure 4) shows that
during each event and over the full observation period, the sites were most highly correlated at zero lag
(r > 0.8). However, S3M only moved upward and across flow during E1, subsequently showing no resolvable
signals in vertical or cross-track displacement.
After E1, S3 continued to show clear uplift and subsidence of ∼2–5 cm over diurnal cycles for the remainder
of the observation period but without any corresponding variability in cross-track displacement except
during E2 and E3. Meanwhile, S3M did not display any systematic variability in either vertical or across-track
displacement (Figures 3b and 3c).
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Table 1. Ice Displacement at Observation Sites During 2012a
Ice Displacement, 2012
Ann. (m) Summ. (m) Summ. %
S1 52.1 23.3 44.7
S2 110.1 50 45.4
S3 105.4 47.9 45.4
S3M 98.2 43.6 44.4
S3N 70.5 30.6 43.4
aAnnual (Ann., meters, 1 May 2012 to 30 April 2013), Summer
(Summ., meters, 1 May to 31 August), and Summer % (Summ. %,
proportion of annual motion attributable to summer).
3.2. Seasonal and Annual
Displacement
To identify whether spatially variable
subglacial drainage during summer
has an impact on ice motion over
annual timescales, we examined net
displacement at S3, S3M, and S3N
(Table 1) during summer (1 May to
31 August 2012) and over a full year
(1 May 2012 to 30 April 2013). During
summer, S3 flowed fastest, with S3M
and S3N flowing at 91% and 64% of
motion at S3, respectively. Similarly, during the full year, S3 flowed fastest, with S3M and S3N displaced by
93% and 64% of S3, respectively. However, the proportion of annual displacement attributable to motion
during summer varied by just 2% between the three sites. S1 and S2 (∼2 km and ∼8 km from the ice
margin respectively) displayed equivalent behavior (Table 1) such that summer motion at all sites accounted
for 43.4% to 45.4% of annual motion.
Observations of ice motion from TSX/TDX complement the GPS observations, providing much greater
spatial coverage of seasonal and annual ice displacement. Over the full year, absolute ice displacement
observed by TSX/TDX varied by ±2% on average of the observations recorded at each GPS site, a close
agreement which validates the observations made by TSX/TDX over the rest of the study area.
The ice motion observed by TSX/TDX over the melt year (Figure 1a) reveals clear spatial variability both
along and across flow, with areas of faster ice motion broadly colocated with thicker ice (Figure 2). However,
there is very little variability in the proportion of annual ice displacement attributable to summer motion
beyond ∼2 km from the ice sheet margin (Figure 1b). There is a ∼3 km wide flow zone of slightly faster (∼2%)
summer motion between S3 and S3M, the location of which is coincident with the subglacial drainage
channel predicted by hydraulic potential analysis (Figure 2).
The homogeneous behavior of this area of the ice sheet in terms of the proportionality of summer speedup,
particularly away from the thin ice margin, is clear in Figure 1b (inset). Summer displacement of 43.9–49.7%
of total annual displacement, corresponding to x̄ ± 1𝜎, accounted for 81% of variability in the study area
further than 2 km from the ice margin. Areas where ice flowed proportionally faster (white in Figure 1b) or
Figure 4. Cross-correlation functions between S3 and S3M during
28 May to 1 July and for events 1–3 (Figure 3), S3 as primary variable.
slower (dark blue in Figure 1b) during
summer are restricted to marginal ice
thinner than ∼200 m in the former case
and a steep ice fall [Sundal et al., 2011]
in the latter case.
4. Discussion
4.1. Drivers of Diurnal Ice Motion
Observations of alpine glaciers have
revealed variable pressure axes (VPAs)
tens of meters wide centered on a
hydraulically efficient channel, in which
subglacial water pressures (Pw) vary
substantially over diurnal melt cycles,
in constrast to adjacent areas of the
bed where Pw becomes progressively
higher and less variable as the
influence of the VPA declines with
distance [e.g., Hubbard et al., 1995;
Harbor et al., 1997]. At Haut Glacier
d’Arolla (Swiss Alps), the highest diurnal
ice surface velocities occur over the
TEDSTONE ET AL. ©2014. The Authors. 8914
Geophysical Research Letters 10.1002/2014GL062386
VPA. However, the wide area over which ice velocities increase in phase with VPA Pw can only be explained
by reductions in basal shear traction over a much wider (∼560 m) area of the bed, requiring either an
inefficient drainage system or a channelized system with many channels that hydraulically connect large
areas of the bed [Nienow et al., 2005].
Previous studies at Leverett Glacier have inferred the presence of an efficient, channelized subglacial
drainage system to at least 40 km into the ice sheet interior during summer [Bartholomew et al., 2011a;
Chandler et al., 2013]. The hydro-dynamical behavior observed at S3 and S3M is explicable both by
the Alpine VPA framework and by hydrological modeling of the interaction between channelized and
distributed subglacial drainage systems [Werder et al., 2013]. S3, inferred to be in the vicinity of a major
drainage pathway (Figure 2), experiences large oscillations in diurnal along-track velocity and vertical
displacement, consistent with oscillatory variability in Pw . Furthermore, Sugiyama et al. [2010] observe
that vertical ice displacement over a basal perturbation can induce a cross-track displacement at some
distance away from the basal perturbation; the southeasterly displacement of S3 during the speedup
periods E1–3 mimics this behavior and places S3 to the south of the VPA, in agreement with the hydraulic
potential analysis.
Without additional survey sites or coupled hydro-dynamic modeling [e.g., Hoffman and Price, 2014], it is not
possible to identify whether the fluctuations in stress regime which force synchronous along-track motion
at S3 and S3M, most likely through fluctuating Pw , originate from (a) local meltwater input points or
(b) fluctuations in VPA Pw forced by upglacier surface meltwater inputs. As a result, it is not possible to
elucidate the relative importance of transverse stresses or the coupling lengths over which local VPA ice-bed
decoupling could propagate enhanced motion away from the VPA. Nevertheless, Werder et al. [2013] model
pressure variations up to ∼ 2 km away from a subglacial channel, which would fit with our observations of a
dynamic response at S3M driven by pressure variations within the inferred subglacial channel.
4.2. Seasonal and Annual Ice Motion
Our continuous observations of ice motion at S3 and S3M during 2012 confirm that, as suggested by Palmer
et al. [2011] at the broader catchment scale, surface melt-induced ice acceleration is spatially variable over
diurnal timescales. At annual timescales there is also substantial spatial variability in absolute ice motion
(Figure 1a). However, it is variability in driving stress caused primarily by differing ice thickness, rather than a
spatially variable drainage system, which is the cause of this variability in our study area.
Despite clear evidence for distinct subglacial channels (both from the ice motion data presented here and
previous tracer studies, e.g., Chandler et al. [2013]) which induce complex diurnal flow patterns, the
structure of the subglacial drainage system does not appear to have a significant impact on the overall
extent to which summer motion contributes to annual motion. Instead, in 81% of the area further than 2 km
from the ice margin, the contribution of summer motion to annual motion falls within the narrow range of
∼44–50%, irrespective of proximity to underlying subglacial channels. This suggests that the surrounding
regions of distributed drainage readily connect to and interact with channelized drainage features,
smoothing spatial variations in velocity forced by water pressure fluctuations in the channels. Thus, the
existence of channels constitutes an important control on regional subglacial water pressure, but the precise
location of each channel is less important because they interact readily with the surrounding distributed
drainage system rather than acting in isolation.
Our finding that an essentially spatially invariant proportion of annual motion occurs during the melt season
may be explicable by both recent field observations from the GrIS and modeling. Using observations of ice
velocity, moulin water levels, and borehole water pressures, Andrews et al. [2014] concluded that decreasing
water pressures in the unchannelized (or “distributed”) regions of the subglacial drainage system, not
the channelized areas, were responsible for their observed late summer slowdown in ice velocities. Such
hydro-dynamic coupling in unchannelized regions which underlie the majority of our study area, in contrast
to narrow, discrete channelized drainage features (or VPAs), may therefore provide a plausible explanation
for the spatial invariance in the proportion of annual motion which we observe during summer.
Furthermore, these observations qualitatively agree with modeling results [Hoffman and Price, 2014] which
suggest that upon the delivery of meltwater to the ice sheet bed, ice velocity transiently increases, but a
negative feedback then dominates the subsequent velocity response whereby sliding over bedrock bumps
increases cavity space, lowering water pressure and in turn sliding. This negative feedback occurs even in
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the absence of channelization, acting to limit the magnitude of any surface melt-driven velocity increase.
Thus, the coupled hydrology dynamics of the spatially extensive unchannelized regions of the ice sheet bed
may explain our observation that the summer proportion of annual ice motion is spatially invariant.
5. Conclusions
We have examined spatial variability in surface melt-induced ice motion in a land-terminating region of
the southwest GrIS. We have shown that while spatial variability in the configuration of subglacial drainage
controls ice motion at short timescales, these variations have negligible impact on the proportion of annual
motion which occurs during summer as a result of surface meltwater inputs to the ice sheet bed. While
absolute annual velocities vary substantially across the study area (due to variations in driving stress), the
proportional contribution of summer motion to annual ice motion does not.
This observation is important because it implies that, for land-terminating regions of the GrIS, (1) it may
not be necessary to include complex representations of subglacial hydrology in ice sheet models for
simulating ice flow and (2) the placement of GPS relative to subglacial channels should only affect the
detailed pattern of ice velocities over short timescales and not the relative seasonal displacement resulting
from hydraulic forcing. Nevertheless, additional research needs to determine the extent to which our
findings are applicable to the wider ice sheet and in particular (1) whether the invariance of ice motion to
the configuration of the subglacial drainage system over annual timescales extends further inland where
the extent of channelization remains equivocal [Chandler et al., 2013; Meierbachtol et al., 2013] and (2) the
applicability of our findings to other land-terminating margins of the ice sheet and to marine-terminating
margins, where hydro-dynamic coupling remains poorly understood.
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I
ron limitation of primary producers is prevalent in large
sectors of the world’s oceans, most notably the Southern
Ocean (SO), the Pacific Northwest and minor parts of the
North Atlantic (NA), all areas proximal to significant glacial
activity1,2. These iron (Fe) limited oceans are believed to have an
impact on the global climate as they play a role in regulating
concentrations of atmospheric CO2 via their influence upon the
strength of the biological pump3,4. Past studies of oceanic Fe
inputs have focussed upon aeolian dust5,6, riverine discharge7,
benthic recycling7 and sea ice8. Each source delivers Fe in a
variety of phases, the solubilities (and bioavailabilities) of which
are currently poorly understood, as are their transformations to
more bioavailable forms7. More recently, ice sheets have also been
hypothesized as contributors of iron to the oceans via icebergs9,10
and subglacial meltwaters11,12. Icebergs have been relatively well-
studied in terms of their fertilization potential of the SO9,10,13, but
both Fe concentrations and phase speciation in glacial runoff
remain poorly constrained14. Glacial runoff accounts for around
half of the freshwater exported from the Greenland Ice Sheet
(GrIS) and recent observational evidence suggests that subglacial
meltwaters are exported from the Antarctic Ice Sheet (AntIS) via
channels beneath the margins of major ice streams15. We contend
that a consideration of meltwater Fe fluxes, which supplements
iron from icebergs, is critical for understanding oceanic iron
cycling and primary productivity in polar waters14.
While there have been a few studies of Fe export in runoff from
small valley glaciers in the Arctic11,12,16, there are currently no
representive data on fluxes from large ice sheet catchments.
There may be fundamental differences in subglacial chemical
weathering between large ice sheet catchments and valley glaciers
as a result of prolonged water residence times, greater anoxia and
elevated physical erosion rates under the former17–19. Subglacial
meltwater from the AntIS exits via ice streams, which terminate
in large ice shelves, hindering direct sampling owing to logistical
difficulties. The GrIS provides a more accessible ice sheet system,
with large, land-terminating glaciers allowing direct sampling of
subglacial waters at the ice margin. Additionally, meltwater stored
over-winter at the bed is released episodically in summer via
outburst events20. These present an opportunity to improve
understanding of potential iron release during similar outbursts
events observed around the continental margins in Antarctica21,
linked to subglacial lake drainage events22,23, which may
discharge large volumes of meltwater24.
Here we present the first dataset of iron fluxes from a large
land-terminating catchment on the GrIS over a full-melt season,
incorporating the release of long residence time waters from both
early season runoff and subglacial outburst events. The under-
lying debris and morphology of the catchment is representative of
475% of the West Greenland ice margin25, and bedrock geology
is predominantly Neoproterozoic gneiss/granitic, which is typical
of large areas of the crystalline rocks that dominate the
Precambrian Shield on which Greenland lies26. These data
provide the most comprehensive, and therefore, most useful
dataset to enable estimates of Fe input to polar waters. We
propose that ice sheets provide a large and previously
unconsidered source of highly reactive and potentially
bioavailable subglacially derived iron to the Polar oceans, likely
to sustain oceanic primary production.
Results
Iron phase speciation. Fe is known to exist in a spectrum of
labile phases7, including ‘truly dissolved’ Fe (DFe), colloidal/
nanoparticulate Fe (CNFe) and sediment-bound nanoparticulate
Fe (SSFe), which fundamentally impact its subsequent transport
and bioavailability. Hence, we measure two filterable phases in
addition to the labile suspended sediment phase. Of the filterable
phases, DFe is defined as Fe that passed through a 0.02 mm
membrane, and CNFe is interpreted as that which passes through
a 0.45 mm membrane minus DFe. SSFe is that extractable in an
ascorbate solution, which preferentially dissolves labile (‘highly
reactive’ ferrihydrite) iron, the most bioavailable form of iron
oxyhydroxides27. These phases allow direct comparison with
previous studies, by Statham et al.11 for DFe/CNFe, and the study
by Raiswell et al.10 for SSFe.
Samples were collected at least once a day during the 2012
Greenland melt season from the subglacial channel draining
Leverett Glacier (LG), South-West Greenland (Fig. 1). The glacier
is B85 km long, has a catchment of 4600 km2 and mean
summer discharge of 4200 m3 s 1. It overlies predominantly
Precambrian crystalline rocks, typical of large areas of Greenland.
Over a melt season, the subglacial drainage system beneath LG
evolves from a slow-inefficient drainage system to a fast-efficient
channelized system28. Seasonal drainage evolution is
accompanied by a number of substantial ‘outburst’ events (‘P’
events; Fig. 2), believed to be triggered by supra-glacial lake
drainage events which force out solute enriched, long-term stored
meltwater from the glacier bed20. Previous research indicates that
these outburst events occur annually19,20.
By far the most significant source of labile Fe in meltwaters was
SSFe. Mean ascorbate-extractable Fe was 0.15% (dry weight;
Table 1), equating to 29.0 mM of potentially bioavailable Fe. TEM
microphotographs, spectral elemental analyses and nanodiffrac-
tion measurements of sediments confirmed that nanoparticulates
were a mixture of clays and poorly ordered ferrihydrite around 5–
10 nm diameter (Fig. 3). Ferrihydrite, a labile Fe nanoparticle, is
indicative of recent Fe weathering and forms by the rapid
oxidation of Fe2þ in solution. Fe2þ is expected to be generated
in anoxic subglacial environments by microbially mediated
sulphide oxidation17,29, and potentially via microbial Fe
reduction30, although the latter is yet to be demonstrated.
The second most significant Fe phase is CNFe (Fig. 2b,
middle). Discharge-weighted CNFe concentrations (mean Fe
weighted for discharge at the time the sample was taken) were
two orders of magnitude higher than DFe (699 nM; Table 1). Our
CNFe concentrations spanned an order of magnitude, with a
maximum concentration of 4,701 nM and a minimum concen-
tration of 232 nM. The four highest measured CNFe concentra-
tions were all closely associated with outburst events (Fig. 2; P1,
P4, P5 and P6). High-suspended sediment loads were often
associated with elevated CNFe concentrations (Fig. 2), as has been
observed in riverine environments31.
In contrast to SSFe and CNFe, mean DFe concentrations in the
bulk runoff were low (7 nM; Table 1), and comparable with
studies of smaller catchments11. DFe concentrations generally
decreased throughout the season as pH rose from B7 to 49, and
supra-glacial meltwater input increased (Fig. 2a). Higher early
season concentrations of DFe are indicative of the release of
concentrated meltwaters from distributed drainage systems, when
supra-glacial input was low, as were suspended sediment
concentrations.
Ice sheet iron fluxes. To estimate an Fe budget for the entire GrIS
we scale up our LG data (Fig. 2; Table 1). We use mean modelled
runoff (418 km3 a 1) from 2000–2011 (ref. 32) as our
representative runoff water flux, and modelled runoff (665 km3
a 1) for 201232 as an indicator of possible future water fluxes in a
warmer climate (2012 was a record melt year; Table 2)32,33. Based
on 2000–2011 mean discharge, this generates a mean flux of
0.71 Tg Fe a 1 (0.40–2.54), of which 0.70 Tg (0.40–2.43) is SSFe,
and 0.01 Tg (0.01–0.11) is DFe/CNFe (Table 2).
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Figure 2 | Time series from LG proglacial river. (a) Summed major ion concentration (Kþ , Naþ ,Ca2þ ,Mg2þ , SO42 , Cl , HCO3 ), Electrical
conductivity (EC), suspended sediment concentrations and bulk discharge, and (b) of Fe fractions – SSFe, CNFe and DFe. The approximate timing of
outburst events (P) is marked on a and b by shading. The range of ascorbate-extractable Fe concentrations found in aeolian dust is horizontally shaded




































Figure 1 | Location of Leverett catchment. A catchment boundary is shown, deduced from data published in Cowton et al.19 The glacier drains an
area B600 km2 of the Greenland Ice Sheet. Adapated from 1:100,000 map. The approximate sampling location is marked with a black dot in the main
image.
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Antarctic subglacial waters are not diluted by supra-glacial
meltwater. They may be anoxic, with rock: water contact times
likely an order of magnitude greater than in Greenland18. As a
result, solute concentrations have been measured in the
millimolar range, compared with a micromolar range from the
GrIS18,34. We therefore postulate that our Fe concentrations
might be conservative estimates for the AntIS. Hence, we employ
the maximum concentrations of DFe (0.04 mM) and CNFe
(4.70 mM) from our dataset to calculate Antarctic fluxes
(Table 2). This produces a filterable phase meltwater flux range
of 8.6–25.8 Gg a 1, assuming a meltwater discharge of 32.5–
97.5 km3 a 1 (ref. 35). Although little is known of suspended
sediment concentrations in Antarctic subglacial meltwater,
evidence exists in sub-marine core records36 for the release of
sediment-rich meltwater plumes, and from first hand
observations21. Using a lower order estimate of suspended
sediment concentrations from Arctic glaciers (1 g l 1)20 and
assuming an ascorbate-extractable fraction of 0.15%, the AntIS
SSFe flux is 48.8–146.3 Gg a 1, which is of a similar order of
magnitude to previous estimates18.
Discussion
The data presented indicates that the potential for glacial iron
export is large, driven primarily through SSFe and to a lesser
extent CNFe. There appears to be no discernible trend in the
SSFe concentrations through time (Fig. 2b, top: ±12.4%),
suggesting subglacial sediment exported from the catchment is
largely compositionally uniform. Ascorbate-extractable SSFe is
significantly higher than values reported from aeolian dust
(0.02–0.09%)37, and is close to those reported in Antarctic
icebergs from Seymour Island (0.09–0.12%)10, and the Weddell
Sea (0.04–0.4%; Table 1)13, indicating that glacial material is likely
more bioavailable than aeolian dust. Culturing studies have
already demonstrated the bioavailability of glacially derived
Table 1 | Meltwater and suspended sediment Fe concentrations from Leverett Glacier and comparative studies.
Fe source Mean Fe concentrations s.d. Fe range n Source
Filtered iron source (nM)
Greenland
o0.02mm 7 9 od1–37 66 DFe—this study
0.02–0.45mm 699 650 232–4,701 63 CNFe—this study
o0.03 mm—GrIS 22 6–59 15 11
0.03–0.4mm—GrIS 30.8 2–117 15 11
o0.2 mm—GrIS 3,700 2,200–9,310 13 12
Antarctica
o0.2 mm—Blood Falls, AntIS 4 106 1 41
o0.45 mm—Dry Valleys, AntIS 335 82–1,146 11 58
Ascorbate-extractable sediments (% dw)
Glacial meltwater—GrIS 0.15 0.02 0.11–0.18 33 SSFe—this study
Icebergs—AntIS 0.15 0.12 0.06–0.36 10 10
Icebergs—AntIS 0.19 0.18 0.04–0.49 4 13
Aoelian dust—East Med. 0.03 1 37
Aoelian dust—West Med. 0.08 1 37
Aoelian dust—Sahara 0.02 2 37
Aoelian dust—Sahel 0.02 2 37
Aoelian dust—Beijing 0.06 1 37
AntIS, Antarctic ice sheet; CNFe, colloidal/nanoparticulate Fe; DFe, dissolved Fe; GrIS, Greenland ice sheet.



















Figure 3 | Photomicrographs of LG subglacial suspended sediment.
Nanoparticulate ferrihyrite B5–10 nm in diameter has been identified.
Images (b) and (c) are enlargements of (a), as indicated. The diffraction
signal (d) shows some crystalline structure owing to possible impact of
nano-clay particles, and potentially nano-hematite, but also the
characteristic diffuse ferrihydrite rings are identifiable. EDS (e) analysis of
the area further confirms Fe-dominated material.
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sediment, with the addition of only 10 mg l 1 sediment
increasing phytoplankton productivity in trace metal depleted
waters9.
Despite being of less importance than SSFe, CNFe concentra-
tions are more than an order of magnitude greater than those
previously reported from a smaller Greenlandic catchment
(B10 km in length), located B30 km to the north in a catchment
with a similar bedrock type11. This suggests that catchment size,
and hence meltwater residence times, are important in
determining CNFe concentrations where geology remains
relatively uniform17. In comparison, a smaller catchment in
Greenland, of different lithology, yielded mean CNFe values
nearly an order of magnitude higher than those reported here12,
indicating bedrock composition may be important in determining
filterable iron concentrations. The periodic increase in the
concentration of CNFe with outburst events (Fig. 2) is
significant and suggests that the mode of subglacial meltwater
release influences CNFe concentrations in meltwaters. It is
hypothesized that dissolved (DFe) Fe(II) is formed in situ in
isolated distributed systems within the subglacial environment,
either in anoxic microcosms, or in more widespread anoxic
systems29,38. Furthermore, observational evidence exists to
suggest Fe(II) reservoirs may exist under the GrIS39,40. During
outburst events (with elevated CNFe concentrations) Fe(II) from
these more isolated parts of the drainage bed (long-term stored
waters) may be oxidized in situ by injected O2 saturated supra-
glacial waters. The exported CNFe may therefore partly reflect
oxidation of a large-subglacial Fe(II) pool. This has implications
when considering Antarctic subglacial Fe discharge, as there are
no oxygenated supra-glacial inputs to the subglacial system18 and
the ice sheet bed is thought to be anoxic41,42, suggesting that Fe
released in meltwater may be predominantly as Fe(II). One recent
study has demonstrated that particulate Fe in marine waters
around the Antarctic coastline, near the Jutulstarmen ice stream,
has distinctive Fe(II) dominated mineralogy43, which may suggest
a subglacial source for the Fe(II). Hence, our data from outburst
events at LG have clear relevance for Antarctica, where a
substantial proportion of subglacial meltwater may be exported
via subglacial lake drainage events21–24. Based upon these
findings, we would anticipate Antarctic subglacial outbursts
associated with lake drainage to also yield high concentrations of
filterable Fe (CNFeþDFe).
DFe appears to be the least important component of glacial Fe
export in bulk runoff. Although DFe concentrations rose during
outburst events P5 and P6 (Fig. 2b), elevated levels were not
consistent during all outburst events. Modification of DFe to
CNFe fractions via oxidation and subsequent coagulation is likely
to have occurred along the subglacial flowpath. Oxidation of DFe
to CNFe (see discussion above) and eventual SSFe attachment,
means that in Greenlandic catchments, DFe is likely less
important than in Antarctica, where suboxic subglacial meltwater
may directly enter oceanic waters18.
Table 2 | Fe fluxes from Leverett Glacier and scaled up estimates for the Greenland Ice Sheet and Antarctic Ice Sheet.
Source Mass flux Fe flux a 1
Minimum Mean Maximum
Leverett catchment (Mg)
DFe* 2.20 km3 a 1 0.0 0.9 4.5
CNFe* 2.20 km3 a 1 28.5 85.8 578
SSFew 2.31 Tg a 1 2,540 3,470 4,160
Total labile Fe 2,570 3,560 4,740
Greenland Ice Sheet (Gg)
2000–2011 mean Q
DFez 418 km3 a 1 0.0 0.2 0.9
CNFez 418 km3 a 1 5.4 16.3 110
SSFey 0.3–1.6 Pg a 1 403 695 2,430
Total labile Fe 409 712 2,540
2012 Q (Gg)
DFez 665 km3 a 1 0.0 0.3 1.4
CNFez 665 km3 a 1 8.6 26.0 175
SSFey 0.4–2.6 Pg a 1 642 1,110 3,870
Total labile Fe 651 1,140 4,050
Antarctic Ice Sheet (Gg)
DFe|| 32.5–97.5 km3 a 1 0.1 0.1 0.2
CNFe|| 32.5–97.5 km3 a 1 8.5 17.1 25.6
SSFez 0.03–0.10 Pg a 1 48.8 97.5 146
Iceberg Fe# 1.25 Pg a 1 600 900 1,200
Total labile Fe 657 1,010 1,370
CNFe, colloidal/nanoparticulate Fe; DFe, dissolved Fe; SSFe, sediment-bound nanoparticulate Fe.
Results presented to three significant figures.
Q indicates meltwater discharge.
*Calculated from minimum discharge-weighted mean and maximum Fe concentrations multiplied by the Leverett meltwater flux.
wCalculated using minimum (0.11%) discharge-weighted mean (0.15%) and maximum (0.18%) FeA concentrations, multiplied by the suspended sediment flux.
zCalculated from minimum discharge-weighted mean and maximum recorded concentrations from Leverett catchment, multiplied by the Greenland meltwater flux.
yCalculated using minimum (0.643 g l 1), discharge-weighted mean (1.109 g l 1) and maximum (3.876 g l 1) suspended sediment concentrations recorded from Leverett catchment, and the discharge
weight mean Leverett FeA of 0.15%. We decided to use this method of calculation owing to the uncertainty surrounding mean suspended sediment concentrations in Greenlandic meltwaters, compared
with the low standard deviation of FeA in samples.
||Estimated using minimum (50% of mean), mean and maximum (150% of mean) meltwater fluxes from the study by Pattyn35 coupled with maximum DFe and CNFe concentrations recorded from
Leverett catchment.
zEstimated using minimum (50% of mean), mean and maximum (150% of mean) meltwater fluxes from the study by Pattyn35, a suspended sediment load of 1 g l 1 and mean Leverett FeA of 0.15%.
#From the study by Raiswell et al.10
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The glacial impact on ocean productivity in iron-limited areas
will depend on the magnitude of the glacial flux and the
bioavailability of the exported Fe. High rates of physical erosion
beneath ice sheets19, combined with a suite of biogeochemical
weathering processes that include sulphide oxidation18,29,
indicates that ice sheets are a globally significant source of
labile Fe nanoparticles. Given the representative bedrock type and
large catchment size, we believe our values are typical of the large
outlet glaciers, which dominate water fluxes from the GrIS44.
Leverett catchment is more than an order of magnitude larger
than previously studied Greenlandic catchments, with a mean
discharge of 212 m3 s 1 (2009–2012) compared with
B15 m3 s 1 in the study by Statham et al.11 and o2 m3 s 1
in the study by Bhatia et al.12
The global significance of subglacial Fe depends not only on
the mass delivered but also on its behaviour following deposition
in seawater. This is true for all sources of Fe. Behaviour is
complex; iron may be dissolved (inorganically, photochemically
and/or by complexation) and can be precipitated or lost by
aggregation, sinking and scavenging7. A detailed consideration of
these effects is beyond the scope of the present paper and we
therefore present only a simple flux comparison between
potentially bioavailable Fe from subglacial sources, icebergs and
aeolian dust.
The iron flux calculated for the GrIS is significant. It is greater
than the estimated input of labile Fe nanoparticles into the NA by
icebergs (0.25 Tg SSFe a 1, assuming similar reactivity and
sediment content to AntIS icebergs)7, and comparable with
aeolian dust input into the NA (0.04–0.16 Tg a 1, assuming Fe
ascorbate solubility ranging from 0.02–0.085%)5,37, but with more
localized input, and less efficient transport to the open ocean45. If
we consider that only B10% of Fe may reach the open ocean
(that is, B90% is removed in the estuarine zone and coastal
waters)7, a conservative estimate of the GrIS meltwater Fe flux
would be 0.07 Tg Fe a 1 (0.04–0.25), similar to aeolian dust
input. We believe that the data presented here is a truly
conservative estimate of the labile Fe flux from the GrIS to the
surrounding ocean owing to a number of reasons: Leverett
suspended sediment load has been reported to be higher in
previous years, and as high as 10 g l 1 in other glacial
catchments19; this does not include iron fluxes from
Greenlandic icebergs (mean 497±50 km3 a 1 from 1958 to
2010)44, which have the potential for off-shelf fertilization;
meltwater flux is predicted to increase in a warming climate
(B60% higher based on preliminary 2012 GrIS meltwater flux;
Table 1); and lastly, a number of Greenlandic glaciers discharge
directly into the ocean44, avoiding estuarine processing7. There is
also an increasing body of evidence for medium to long-range
transport (B100–900 km) of Fe bearing particles away from
shelf/terrestrial sources to HNLC waters, with subsequent
interactions with biota46–48. However, unlike aeolian dust,
medium to long-range transport may require the additional
process of recycling from shelf sediments, and its effect is
currently poorly understood. Although Fe limitation is not
commonly observed in oceans around Greenland (potentially
owing to subglacial and aeolian dust inputs) parts of the south-
western coastal margin are postulated to be iron limited49–51,
with large-annual blooms observed in this region strongly
correlated to ice sheet meltwater input52.
Our estimated AntIS iron flux is significantly higher than the
estimated flux of labile Fe from dust to the SO (5.3–23.0 Gg a 1,
assuming Fe ascorbate solubility of 0.02–0.085%)5,37, although
the input of meltwater-derived Fe will likely have a more localized
impact than that of aeolian dust and iceberg-rafted Fe. Although
meltwater fluxes of iron are an order of magnitude lower than the
iceberg flux (600–1,200 Gg Fe a 1), recent work has demon-
strated that subglacially derived Fe from ice streams may
be able to travel up to 150 km offshore, fuelling productive
phytoplankton blooms in the Amundsen Sea46. Significant lateral
export of Fe, fuelling plankton blooms, has also been observed off
other coastal areas of Antarctica53,54, and meltwater input has
been correlated to large-annual phytoplankton blooms off the
Antarctic Peninsula, located both locally to the source location
and over 100 km offshore55. Furthermore, a recent study found a
unique Fe(II) signature downstream of the Jutulstraumen Ice
Stream in Antarctica43. However, the source and mechanism of
delivery wasn’t known and the link to glacial input of bioavailable
Fe is yet to be firmly established.
We conclude that ice sheets are likely to play a more significant
role in the global iron cycle than previously recognized, via fresh
subglacial weathering of Fe bearing minerals. SSFe and CNFe
fluxes from the Antarctic and Greenland Ice Sheets are
comparable, if not larger, than aeolian dust input to their
respective regions (NA and SO), but may have a more localized
impact owing to point source input. Our iron flux estimates for
the AntIS demonstrate that meltwater discharge may supplement
bioavailable Fe delivery to the SO from icebergs and aeolian dust,
and thus, should be considered in future climate models. The
impact of global warming on these iron budgets is unknown.
However, it is likely that ice sheets will provide a greater flux of
bioavailable Fe to coastal regions as larger quantities of meltwater
are exported to the oceans in a warmer climate.
Methods
Water sample collection and filtration. Bulk meltwater samples were taken
throughout main melt period (May June and July 2012) around B1 km down-
stream from the glacier terminus (Fig. 1). For the majority of the sampling period,
samples were collected at least once a day, always at 10:00 h, and on occasion at
18:00 h to observe diurnal variation. We know these waters were representative of
bulk discharge as LG drains from a single portal on the northern side of the
terminus20, and point samples taken at the portal were of similar concentration to
those taken downstream. Suspended sediment samples (SSFe) were collected by
filtering B200 ml of meltwater onto a 0.45 mm cellulose nitrate filter (Whatman).
In accordance with studies of iron (oxy)hydroxide stability7,27,56 samples were
stored damp on the filter papers in a refrigerated 25 ml polypropylene bottle until
analysis at the University of Leeds, B3–4 months after collection. Little aging of
freshly precipitated (oxy)hydroxides was therefore expected as the half life of
transformation to more crystalline forms is 4500 days at this temperature.
DFe and CNFe were collected according to trace metal procedures adopted by
Schroth et al.16, from methods developed by Shiller31, and by using the trace metal
sampling practices of Howard and Statham57, with subsequent improvements for
glacial meltwaters (Statham, personal communication). Briefly, all sampling
equipment was sequentially soaked in a 6 M HCl acid bath (24 h), washed  3 with
ultrapure 18.2 MO cm Milli-Q water (Millipore), soaked in a 6 M HNO3 acid bath
(24 h), with a final  6 wash with Milli-Q water before drying in a laminar flow
hood. All sampling bottles were trace metal grade Nalgene LDPE (Thermo
Scientific). Filters were cleaned with trace metal grade HCl in accordance with the
study by Shiller31. CNFe was defined by using a 0.45 mm Whatman GD/XP syringe
filter with polypropylene pre-filters and a polyethersulfone final filter (designed for
trace metal analysis, high-particulate load samples). DFe was defined by using
Whatman Anotop 0.02 mm syringe filters. Samples filtered for 0.02 mm used a
0.45 mm GD/XP filter as a pre-filter. Filtration was always conducted in a
designated ‘clean’ lab tent, within a labmade box (low-density polyethylene sheet
plastic covering a polycarbonate piping frame), thus minimizing any
contamination with dust. Samples were preserved in the field by acidifying with
Optima HNO3 (Fisher) to a pHo2. Field procedural blanks were taken using
transported Milli-Q water, using the same procedures that had been applied to
glacial samples.
SSFe extractions. Sediment extractions were carried out according to the study by
Raiswell et al.27, with sequential extractions for amorphous ferrihydrite (ascorbate),
and crystalline Fe (oxy)hydroxides (dithionite–data not presented in this study).
Total Fe was analyzed by atomic absorption spectroscopy using an Analytik Jena
High-Resolution Continuum Source, ContrAA 700 instrument at the School of
Earth and Environment, University of Leeds. A procedural blank was below the
detection limit of the instrument, while replicates showed a standard deviation of
±1.5%.
DFe and CNFe determination. DFe and CNFe were determined at the National
Oceanography Centre (Southampton) Mass Spectrometer Lab, using a Thermo
ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/ncomms4929
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Scientific XSERIES 2 quadrupole ICP-MS, with Be, In and Re as internal standards.
CNFe blanks were 1.2±0.7% of the lowest recorded concentration. DFe blanks
were at or below the machine’s detection limit of B1 nM—sample values lower
than this were recorded as od1.
Microspectroscopic and nanodiffraction analyses. The morphology, structure
and crystallinity of all phases but with particular focus on Fe (oxy)hydroxides were
determined using Field Emission Gun Transmission Electron Microscopy (FEG-
TEM; Tecnai) operating at 200 kV. Samples were dispersed in ethanol using an
ultrasonic bath for B1 min, and then a drop was pipetted onto an Agar standard
holey carbon support films. Low fluency and high-resolution images of nano-
particles were complemented by energy dispersive spectra (acquired with an
Oxford Instrument EDS analyses system) and selected area electron diffraction
patterns that were recorded to determine elemental characteristics of identified Fe
nanophases.
Mass flux for leverett catchment. Total-meltwater flux from Leverett catchment
was calculated from a season long record of meltwater discharge as in the study by
Cowton et al.19 (Fig. 2). Briefly, the meltwater river was monitored in a stable
bedrock section B2.2 km downstream of the terminus. Stage was logged every
5 min until July, when it was logged every 10 min. This was converted to discharge
using a rating curve of rhodamine dye-dilution experiments.
Suspended sediment flux was calculated from suspended sediment
concentrations19, which were multiplied by discharge at each logged time point.
Suspended sediment concentration was derived from a season long logged turbidity
sensor. The turbidity sensor was calibrated using manual sediment collections.
Briefly, 300 ml of meltwater was filtered through a 0.45 mm cellulose nitrate filter,
oven dried overnight at 40 C and weighed. Suspended sediment flux was
calculated from the combined discharge and suspended sediment concentration
time series.
Mass fluxes for the greenland and AntISs. Mean modelled GrIS runoff from the
study by Tedesco et al.32 for the period 2000–2011 is used, alongside the modelled
2012 runoff, a record melt year that may provide an indication of future meltwater
flux. Suspended sediment flux was calculated from minimum (0.643 g l 1)
discharge-weighted mean (1.109 g l 1) and maximum (3.876 g l 1) recorded
concentrations from Leverett catchment, multiplied by the Greenland meltwater
flux.
For Antarctic meltwater flux, modelled basal melt rates from the study by
Pattyn35, of 65 km3, with a standard deviation of ±50% for minimum and
maximum estimates were used to calculate meltwater flux from the Ice Sheet.
Suspended sediment flux was estimated using a 1 g l 1 suspended sediment
concentration, as in the study by Wadham et al.18
References
1. Martin, J. H., Fitzwater, S. E. & Gordon, R. M. Iron deficiency limits
phytoplankton growth in Antarctic waters. Glob. Biogeochem. Cycles 4, 5–12
(1990).
2. Nielsdottir, M. C., Moore, C. M., Sanders, R., Hinz, D. J. & Achterberg, E. P.
Iron limitation of the postbloom phytoplankton communities in the Iceland
Basin. Glob. Biogeochem. Cycles 23, GB3001 (2009).
3. de Baar, H. J. W., Gerringa, L. J. A., Laan, P. & Timmermans, K. R. Efficiency of
carbon removal per added iron in ocean iron fertilization. Mar. Ecol. Prog. Ser.
364, 269–282 (2008).
4. Laws, E. A., Falkowski, P. G., Smith, W. O., Ducklow, H. & McCarthy, J. J.
Temperature effects on export production in the open ocean. Glob. Biogeochem.
Cycles 14, 1231–1246 (2000).
5. Jickells, T. D. et al. Global iron connections between desert dust, ocean
biogeochemistry, and climate. Science 308, 67–71 (2005).
6. Fan, S. M., Moxim, W. J. & Levy, H. Aeolian input of bioavailable iron to the
ocean. Geophys. Res. Lett. 33, L07602 (2006).
7. Raiswell, R. & Canfield, D. E. The iron biogeochemical cycle past and present.
Geochem. Perspect. 1, 1–220 (2012).
8. Lannuzel, D., Schoemann, V., de Jong, J., Tison, J. L. & Chou, L. Distribution
and biogeochemical behaviour of iron in the East Antarctic sea ice. Mar. Chem.
106, 18–32 (2007).
9. Smith, K. L. et al. Free-drifting icebergs: Hot spots of chemical and biological
enrichment in the Weddell Sea. Science 317, 478–482 (2007).
10. Raiswell, R., Benning, L. G., Tranter, M. & Tulaczyk, S. Bioavailable iron in the
Southern Ocean: the significance of the iceberg conveyor belt. Geochem. Trans.
9, 7 (2008).
11. Statham, P. J., Skidmore, M. & Tranter, M. Inputs of glacially derived dissolved
and colloidal iron to the coastal ocean and implications for primary
productivity. Glob. Biogeochem. Cycles 22, GB3013 (2008).
12. Bhatia, M. P. et al. Greenland meltwater as a significant and potentially
bioavailable source of iron to the ocean. Nat. Geosci. 6, 274–278 (2013).
13. Shaw, T. J. et al. Input, composition, and potential impact of terrigenous
material from free-drifting icebergs in the Weddell Sea. Deep-Sea Res. II 58,
1376–1383 (2011).
14. Death, R. et al. Antarctic Ice Sheet fertilises the Southern Ocean. Biogeosciences
Discuss. 10, 12551–12570 (2013).
15. Le Brocq, A. et al. Evidence from ice shelves for channelized meltwater flow
beneath the Antarctic Ice Sheet. Nat. Geosci. 6, 945–948 (2013).
16. Schroth, A. W., Crusius, J., Chever, F., Bostick, B. C. & Rouxel, O. J. Glacial
influence on the geochemistry of riverine iron fluxes to the Gulf of Alaska and
effects of deglaciation. Geophys. Res. Lett. 38, L16605 (2011).
17. Wadham, J. L. et al. Biogeochemical weathering under ice: size matters. Glob.
Biogeochem. Cycles 24, GB3025 (2010).
18. Wadham, J. et al. The potential role of the Antarctic Ice Sheet in global
biogeochemical cycles. Earth Environ. Sci. Trans. R. Soc. Edinb. 104, 55–67
(2013).
19. Cowton, T., Nienow, P., Bartholomew, I., Sole, A. & Mair, D. Rapid erosion
beneath the Greenland ice sheet. Geology 40, 343–346 (2012).
20. Bartholomew, I. et al. Supraglacial forcing of subglacial drainage in
the ablation zone of the Greenland ice sheet. Geophys. Res. Lett. 38, L08502
(2011).
21. Goodwin, L. The nature and origin of a jokulhlaup near Casey Station,
Antarctica. J. Glaciol. 34, 95–101 (1988).
22. Wingham, D. J., Siegert, M. J., Shepherd, A. & Muir, A. S. Rapid discharge
connects Antarctic subglacial lakes. Nature 440, 1033–1036 (2006).
23. Fricker, H. A., Scambos, T., Bindschadler, R. & Padman, L. An active subglacial
water system in West Antarctica mapped from space. Science 315, 1544–1548
(2007).
24. McMillan, M. et al. Three-dimensional mapping by CryoSat-2 of subglacial lake
volume changes. Geophys. Res. Lett. 40, 4321–4327 (2013).
25. Knight, P. G., Waller, R. I., Patterson, C. J., Jones, A. P. & Robinson, Z. P.
Discharge of debris from ice at the margin of the Greenland ice sheet. J. Glaciol.
48, 192–198 (2002).
26. Kalsbeek, F. The evolution of the Precambrian Shield of Greenland. Geol.
Rundsch. 71, 38–60 (1982).
27. Raiswell, R., Vu, H. P., Brinza, L. & Benning, L. G. The determination of
labile Fe in ferrihydrite by ascorbic acid extraction: methodology, dissolution
kinetics and loss of solubility with age and de-watering. Chem. Geol. 278, 70–79
(2010).
28. Chandler, D. M. et al. Evolution of the subglacial drainage system
beneath the Greenland Ice Sheet revealed by tracers. Nat. Geosci. 6, 195–198
(2013).
29. Tranter, M., Sharp, M., Lamb, H., Brown, G., Hubbard, B. & Willis, I.
Geochemical weathering at the bed of Haut Glacier d’Arolla, Switzerland, a new
model. Hydrol. Process. 16, 959–993 (2002).
30. Lovley, D. R. Dissimilatory Fe(III) and Mn(IV) reduction. Microbiol. Rev. 55,
259–287 (1991).
31. Shiller, A. M. Syringe filtration methods for examining dissolved and colloidal
trace element distributions in remote field locations. Environ. Sci. Technol. 37,
3953–3957 (2003).
32. Tedesco, M. et al. Evidence and analysis of 2012 Greenland records from
spaceborne observations, a regional climate model and reanalysis data.
Cryosphere 7, 615–630 (2013).
33. Nghiem, S. V. et al. The extreme melt across the Greenland ice sheet in 2012.
Geophys. Res. Lett. 39, L20502 (2012).
34. Skidmore, M., Tranter, M., Tulaczyk, S. & Lanoil, B. Hydrochemistry of ice
stream beds - evaporitic or microbial effects? Hydrol. Process. 24, 517–523
(2010).
35. Pattyn, F. Antarctic subglacial conditions inferred from a hybrid ice sheet/ice
stream model. Earth Planet. Sci. Lett. 295, 451–461 (2010).
36. Lowe, A. L. & Anderson, J. B. Reconstruction of the West Antarctic Ice Sheet in
Pine Island Bay during the last glacial maximum and its subsequent retreat
history. Quat. Sci. Rev. 21, 1879–1897 (2002).
37. Shi, Z. B. et al. Impacts on iron solubility in the mineral dust by processes
in the source region and the atmosphere: A review. Aeolian Res. 5, 21–42
(2012).
38. Bottrell, S. H. & Tranter, M. Sulphide oxidation under partially anoxic
conditions at the bed of the Haut Glacier d’Arolla, Switzerland. Hydrol. Process.
16, 2363–2368 (2002).
39. Yde, J. C. et al. Basal ice microbiology at the margin of the Greenland ice sheet.
Ann. Glaciol. 51, 71–79 (2010).
40. Christner, B. C., Montross, G. G. & Priscu, J. C. Dissolved gases in
frozen basal water from the NGRIP borehole: implications for
biogeochemical processes beneath the Greenland Ice Sheet. Polar Biol. 35,
1735–1741 (2012).
41. Mikucki, J. A. et al. A contemporary microbially maintained subglacial ferrous
‘ocean’. Science 324, 397–400 (2009).
42. Wadham, J. L. et al. Potential methane reservoirs beneath Antarctica. Nature
488, 633–637 (2012).
NATURE COMMUNICATIONS | DOI: 10.1038/ncomms4929 ARTICLE
NATURE COMMUNICATIONS | 5:3929 | DOI: 10.1038/ncomms4929 | www.nature.com/naturecommunications 7
& 2014 Macmillan Publishers Limited. All rights reserved.
43. von der Heyden, B. P., Roychoudhury, A. N., Mtshali, T. N., Tyliszczak, T. &
Myneni, S. C. B. Chemically and geographically distinct solid-phase iron pools
in the Southern Ocean. Science 338, 1199–1201 (2012).
44. Bamber, J., van den Broeke, M., Ettema, J., Lenaerts, J. & Rignot, E. Recent large
increases in freshwater fluxes from Greenland into the North Atlantic. Geophys.
Res. Lett. 39, L19501 (2012).
45. Li, F., Ginoux, P. & Ramaswamy, V. Distribution, transport, and deposition of
mineral dust in the Southern Ocean and Antarctica: contribution of major
sources. J. Geophys. Res. Atmos. 113, D10207 (2008).
46. Gerringa, L. J. A. et al. Iron from melting glaciers fuels the phytoplankton
blooms in Amundsen Sea (Southern Ocean): iron biogeochemistry. Deep-Sea
Res. II 71-76, 16–31 (2012).
47. Lam, P. J. et al. Wintertime phytoplankton bloom in the subarctic Pacific
supported by continental margin iron. Glob. Biogeochem. Cycles 20, GB1006
(2006).
48. Planquette, H., Sanders, R. R., Statham, P. J., Morris, P. J. & Fones, G. R. Fluxes
of particulate iron from the upper ocean around the Crozet Islands: A naturally
iron-fertilized environment in the Southern Ocean. Glob. Biogeochem. Cycles
25, GB2011 (2011).
49. Tagliabue, A., Bopp, L. & Aumont, O. Ocean biogeochemistry exhibits
contrasting responses to a large scale reduction in dust deposition.
Biogeosciences 5, 11–24 (2008).
50. Moore, J. K., Doney, S. C., Glover, D. M. & Fung, I. Y. Iron cycling and
nutrient-limitation patterns in surface waters of the World Ocean. Deep-Sea
Res. II 49, 463–507 (2002).
51. Saba, V. S. et al. An evaluation of ocean color model estimates of marine
primary productivity in coastal and pelagic regions across the globe.
Biogeosciences 8, 489–503 (2011).
52. Frajka-Williams, E. & Rhines, P. B. Physical controls and interannual variability
of the Labrador Sea spring phytoplankton bloom in distinct regions. Deep-Sea
Res. II 57, 541–552 (2010).
53. Charette, M. A. et al. Radium isotopes as tracers of iron sources fueling a
Southern Ocean phytoplankton bloom. Deep-Sea Res. II 54, 1989–1998 (2007).
54. Dulaiova, H., Ardelan, M. V., Henderson, P. B. & Charette, M. A. Shelf-derived
iron inputs drive biological productivity in the southern Drake Passage. Glob.
Biogeochem. Cycles 23, GB4014 (2009).
55. Dierssen, H. M., Smith, R. C. & Vernet, M. Glacial meltwater dynamics in
coastal waters west of the Antarctic peninsula. Proc. Natl Acad. Sci. USA 99,
1790–1795 (2002).
56. Schwertmann, U., Stanjek, H. & Becher, H. H. Long-term in vitro
transformation of 2-line ferrihydrite to goethite/hematite at 4, 10, 15 and 25
degrees C. Clay Miner. 39, 433–438 (2004).
57. Howard, A. G. & Statham, P. Inorganic Trace Analysis: Philosophy and Practice
(Wiley, 1993).
58. Green, W. J., Stage, B. R., Preston, A., Wagers, S., Shacat, J. & Newell, S.
Geochemical processes in the Onyx River, Wright Valley, Antarctica:
major ions, nutrients, trace metals. Geochim. Cosmochim. Acta 69, 839–850
(2005).
Acknowledgements
This research is part of the UK Natural Environment Research Council, NERC funded
DELVE (NERC grant NE/I008845/1) and associated NERC PhD studentship to JH, and
Weathering Science Consortium (NE/C004566/1) projects. AT was funded by a NERC
studentship and MOSS scholarship. PN was supported by grants from the Carnegie Trust
for University of Scotland and The University of Edinburgh Development Trust.
Additional support was provided by the Leverhulme Trust, via a Leverhulme research
fellowship to JLW. We thank all of those assisted with fieldwork at LG. We would also
like to thank Dr Mike Ward, Dr Adriana Matamoros Veloza and Dr Samuel Allshorn at
the University of Leeds for their help in laboratory analysis, and Dr Matthew Cooper and
Dr Andy Milton for help at the NOC Plasma Mass Spectrometry lab.
Author contributions
All authors made significant contributions to the research presented here. J.L.W. and
M.T. conceived the project. J.R.H., R.R., A.T., P.N., K.L., J.T. and J.L.W. collected the field
data. J.R.H. and J.L.W. wrote the manuscript. J.R.H. undertook lab analysis. L.G.B.
provided significant help and invaluable advice in lab analysis. P.S. and R.R. aided in
developing the field methods.
Additional information
Supplementary Information accompanies this paper at http://www.nature.com/
naturecommunications
Competing financial interests: The authors declare no competing financial interests.
Reprints and permission information is available online at http://npg.nature.com/
reprintsandpermissions/
How to cite this article: Hawkings, J. R. et al. Ice sheets as a significant source
of highly reactive nanoparticulate iron to the oceans. Nat. Commun. 5:3929
doi: 10.1038/ncomms4929 (2014).
This work is licensed under a Creative Commons Attribution 3.0
Unported License. The images or other third party material in this
article are included in the article’s Creative Commons license, unless indicated otherwise
in the credit line; if the material is not included under the Creative Commons license,
users will need to obtain permission from the license holder to reproduce the material.
To view a copy of this license, visit http://creativecommons.org/licenses/by/3.0/
ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/ncomms4929
8 NATURE COMMUNICATIONS | 5:3929 | DOI: 10.1038/ncomms4929 | www.nature.com/naturecommunications
& 2014 Macmillan Publishers Limited. All rights reserved.
206 APPENDIX D. Hawkings et al., 2014 (Nat. Commun.)
Appendix E



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Dehecq et al., 2015 (Remote Sens.
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This paper provides further context to the ice motion methodology used in Chapter 6.
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Mountain glaciers are pertinent indicators of climate change and their dynamics, in particular surface velocity
change, is an essential climate variable. In order to retrieve the climatic signature from surface velocity, large-
scale study of temporal trends spanning multiple decades is required. Satellite image feature-tracking has been
successfully used to derive mountain glacier surface velocities, but most studies rely on manually selected
pairs of images,which is not adequate for large datasets. In this paper, we propose a processing strategy to exploit
complete satellite archives in a semi-automated way in order to derive robust and spatially complete glacier ve-
locities and their uncertainties on a large spatial scale. In this approach, all available pairs within a defined time
span are analysed, preprocessed to improve image quality and features are tracked to produce a velocity stack;
the final velocity is obtained by selectingmeasures from the stackwith the statistically higher level of confidence.
This approach allows to compute statistical uncertainty level associated with each measured image pixel.
This strategy is applied to 1536 pairs of Landsat 5 and 7 images covering the 3000 km long Pamir–Karakoram–
Himalaya range for the period of 1999–2001 to produce glacier annual velocity fields. We obtain a velocity esti-
mate for 76,000 km2 or 92% of the glacierized areas of this region. We then discuss the impact of coregistration
errors and variability of glacier flow on the final velocity. The median 95% confidence interval ranges from
2.0 m/year on the average in stable areas and 4.4 m/year on the average over glaciers with variability related
to data density, surface conditions and strain rate. These performances highlight the benefits of processing of a
complete satellite archive to produce glacier velocity fields and to analyse glacier dynamics at regional scales.
© 2015 Elsevier Inc. All rights reserved.
1. Introduction
Mountain glaciers have a high societal impact; first on a local scale as
they influence the water resources (Immerzeel, Beek, & Bierkens, 2010)
and economical activity (Barros et al., 2014) of a region, but also at
a global scale by contributing to changes in the global sea level
(Gardner et al., 2013). Moreover, mountain glaciers are sensitive to cli-
mate forcing andare thus relevant indicators of past andpresent climate
changes (IPCC, 2013). Satellite imagery, with its global coverage and
repeated acquisition, represents a unique opportunity to quantify the
spatial and temporal changes affecting mountain glaciers. In particular,
feature-tracking using repeated images allows us to construct velocity
fieldswhich are valuable information to understand dynamical process-
es such as the response to climate changes, glacier surges or develop-
ment of glacial lakes and associated hazards (Paul et al., 2013).
Many studies have proven the capabilities of feature-tracking applied
to repeated satellite images to measure glacier velocities. Scambos,
Dutkiewicz, Wilson, and Bindschadler (1992) applied normalized
cross-correlation of Landsat TM images to measure the velocity of ice
streams in Antarctica. Kääb (2002) and Berthier et al. (2005) show
that it is possible to apply this method to mountain glaciers, using
respectively ASTER and SPOT images. High resolution images as well
as an improved algorithm, that determines the position of the correla-
tion maximum from 1/2nd to 1/20th of a pixel (Strozzi, Luckman,
Murray, Wegmuller, & Werner, 2002), allow the tracking of much
smaller surface features with a precision in yearly velocity of a few
cm/year, equivalent to the precision obtained by synthetic aperture
radar interferometry (InSAR) (Goldstein, Engelhardt, Kamb, & Frolich,
1993) andmultiple aperture InSAR (MAI) (Gourmelen et al., 2011). Par-
ticular attention has been given to improving the techniques of feature-
tracking. Preprocessing steps to enhance and improve theperformances
of the tracking include principal component analysis, high-pass filters
(Scambos et al., 1992; Berthier et al., 2005) or edge-detection (Ahn &
Howat, 2011). Several studies focused on the choice of the feature-
tracking algorithm (Heid & Kääb, 2012a; Strozzi et al., 2002), reduction
of the orthorectification errors (Scherler, Leprince, & Strecker, 2008) or
on optimizing the parameters for the feature-tracking (Debella-Gilo &
Kääb, 2012). However, automatation of the processing in order to
reduce user interaction remains a challenge (Ahn & Howat, 2011;
Debella-Gilo & Kääb, 2012; Heid & Kääb, 2012a).
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The large amount of currently available and future remote sensing
data has led to a large variety of applications. Copland et al. (2009)
produced velocity fields on a regional scale, for all glaciers within the
central Karakoram region for the period of 2006–2007, thereby giving
an instantaneous picture of the glacier velocity in this region. This tech-
nique has also been applied to SAR images, to study specific areas such
as the Mont-Blanc glaciers (Fallourd et al., 2011), the Everest region
(Luckman, Quincey, & Bevan, 2007) and the Baltoro glacier (Quincey
et al., 2009). Heid and Kääb (2012b) exploit the long time span of
Landsat images to investigate the link between variations in mass bal-
ance and velocity over the period of 1985–2011 for 6 selected regions
across the globe. However, they also outline the problem of the repre-
sentativeness of the selected regions and the need to increase the efforts
at a regional scale. Several studies have processed larger number of
images to produce velocity fields at a regional scale. Willis, Melkonian,
Pritchard, and Ramage (2012) processed 124 manually selected ASTER
images to produce a velocity field for the 3593 km2Northern Patagonian
Icefield and the period of 2000–2011. They obtain a composite velocity
by averaging the stack of velocities weighted by the uncertainty of each
velocity. Burgess, Forster, and Larsen (2013) apply feature-tracking to
344 pairs of ALOS images acquired between 2007 and 2010 but only
60 pairs are manually retained to produce a final mosaic velocity of
the Alaska range glaciers. Scherler, Bookhagen, and Strecker (2011b)
produce centre flow line velocities for several parts of the Himalayan
range by computing the mean of a stack of velocities obtained from
feature-tracking of 657 ASTER and SPOT images for the period of
2000–2008. Nevertheless, all of these studies always rely on manually
selected images and the repetivity of the satellite imagery archive has
not been exploited yet.
In this paper, we present a processing strategy to derive a robust and
spatially dense velocity field over an extended region from a complete
satellite archive. First, we give a broad outline of the method, we then
apply this strategy to the Landsat 5 and 7 archive to produce glacier an-
nual velocity fields over the Pamir–Karakoram–Himalaya (PKH) over a
three-year period. This allows us to assess the performance and uncer-
tainties of the strategy.
2. Data and methods
In this section, we describe the processing strategy including the
selection of image pairs, the preprocessing steps to reduce the dimen-
sionality of the problem and enhance the useful information, the
feature-tracking algorithm and the fusion of the multi-temporal results
(Fig. 1). Themethod can be applied to any satellite imagery archivewith
sufficient repetition in the acquisition as for example ASTER, SPOT or the
upcoming Sentinel 1 and 2 missions of the European Space Agency that
will provide repeated images of the Earth surface. In this paper we focus
on the Landsat series that represents the longest continuous satellite
archive, with acquisitions of the Earth surface from 1972 to nowadays
and a repeat-cycle of 16 to 18 days at medium-resolution (15 to
60 m) and a quasi-global coverage.
2.1. Selection of image pairs
The main idea of the method is to process all available data without
manual selection for several reasons. First, selecting the images before-
handwith consideration of the quality of the scene is very time consum-
ing and subjective and could lead to a loss of valuable information. Here
we propose to process all data and to filter the results based on the
quality of the feature-tracking. Secondly, a single pair rarely gives an
spatially complete result due to shadows, clouds or sensor saturation
that induce outliers or gaps in the resulting data. But several pairs
might be complementary, allowing a more spatially complete estimate
of the velocity field. Thirdly, we can exploit data redundancy to reduce
the uncertainty in the results.
Thus images are selected solely based on the date and time of acqui-
sition and location. Pairs are then formed with a specific time span. In
order to produce, for example, annual velocity fields, we select pairs
separated by one year, or multiples of a year, to minimize the effects
of the seasonal variability. It also increases the chances that the two im-
ages have a similar surface condition (linked to snow cover) which will
improve the performance of the feature-tracking. Finally, the time span
has to be large enough so that the displacement is significantwith refer-
ence to the pixel size. Here, we obtain an annual velocity for year T by
selecting all pairs of the form (T − 1; T) and (T; T + 1), as well as
(T − 1; T + 1), so that all velocity measured are centred around year
T. For example, the Landsat 5/7 repeat cycle is 16 days, and 23 cycles
represent 368 days, so not exactly one year, so we process pairs that
have temporal baselines of 368 − 16, 368 and 368 + 16 days for one
year and 736 − 16, 736 and 736 + 16 days for 2 years. Thus each
image is pairedwith up to 6 other images. This allows us to compensate
for some missing or poor quality images.
2.2. Preprocessing
2.2.1. Image coregistration
We assume that the images are corrected for topographic distortion,
i.e. that the displacement observed between two images is actual hori-
zontal motion and not influenced by topography. But as some images
are not exactly georeferenced, they are first coregistered to a reference
image. We chose to use the Global Land Survey as a reference data set
that has a positional accuracy better than 50 m (Tucker, Grant, &
Dykstra, 2004). Coregistration consists the following: computing the
offsets on a regular grid (typically 100 × 100 estimates), fitting a degree
2 polynomial and resampling to the reference image grid using Sinc in-
terpolation. The resampling is done only if more than 10% of the pixels
have offsets higher than 0.5 pixels in order to preserve the actual radi-
ometry of images that are alreadywell coregistered. Higher order offsets
may still appear, mainly due to instrumental uncertainties that cannot
be corrected due to the whiskbroom Landsat acquisition system
(Scherler et al., 2008), but as long as they are not coherent between im-
ages, they will be efficiently filtered out by the proposed strategy. All
images of the same frame are then cropped to a common region to en-
sure that the correlationwindows are the same frompair to pair and the
measurement always corresponds to the same region.We use the coor-
dinates of the frame corners provided by the USGS in shapefile format
(https://landsat.usgs.gov/tools_wrs-2_shapefile.php) to consistently
crop the images.
2.2.2. Principal component analysis
Images are then enhanced in order to improve the quality of the
feature-tracking algorithm. Different steps have been proposed as fol-
lows: principal component analysis (PCA) to reduce the dimensionality
of multi-spectral images, edge filters to enhance crevasse contours and
high-pass filters for removing larger scale variations (Ahn & Howat,
2011; Berthier, Raup, & Scambos, 2003; Scambos et al., 1992).
The PCA is the procedure of projecting a set of different observations
of the same variable, possibly correlated, into a new set of uncorrelated
observations. It is constructed so that the first component maximizes
the variance of the variable, then the second component maximizes
the variance while being orthogonal to the first etc. It is interesting as
it enhances the signal into a single value but the choice of the bands
to be merged is a difficult task as it depends on the gain of the acquisi-
tion, the surface conditions of the glacier (e.g. clean or debris-covered)
and the sensor. Heid and Kääb (2012a) use the Landsat panchromatic
band because of its higher resolution whereas Scambos et al. (1992)
and Berthier et al. (2003) apply a principal component analysis (PCA)
on near-infrared and visible bands (1–5 for TM and ETM+) and use
the first component, but this method does not explore the choice of
the bands. Necsoiu et al. (2009) produce a combination of ASTER
bands 1 and 2 to improve the performance of the correlation with
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Fig. 1. Processing strategy to derive glacier velocities from a complete multispectral satellite archive.
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SPOT panchromatic images. Redpath, Sirguey, Fitzsimons, and Kääb
(2013) determine the best band or band combination by comparing
the result of the feature-tracking of ASTER images with ground truths.
Aswe are seeking amethod that canbe exploited globally, we decide
not to rely on ground truth for this step but rather on the performance of
the feature-tracking itself. First, a few representative scenes of the stud-
ied region are selected. For each of these scenes, the feature-tracking is
run for each band individually and the performance assessed using the
success rate as defined in Section 2.5. Once the best band or bands
according to this criteria are determined, several band combinations
can be considered. Every combination is then compared to the others
using the same criteria and eventually an optimal band or band combi-
nation can be chosen. The results of this method for our study case are
detailed in Section 3.
Finally, we noticed that the result of the PCA can vary much from
image to image, mostly due to changes in snow cover. In order to
avoid correlating different band combinations, we perform the PCA on
a concatenation of the 2 images of the pair instead of performing it for
each image individually. This choice ensures that the same physical
signal (same combination of spectral bands) is introduced in the corre-
lation step. The PCA has thus to be applied for each pair specifically.
2.2.3. Intensity gradient
Two Sobel kernels of size 3 × 3 are applied to compute the intensity
gradient in the x and y directions, which enhances surface features such
as crevasses and serac or debris cover. The gradients are normalized in
order to produce an orientation image, which is the input for the
feature-tracking algorithmdescribed below. The different enhancement
steps are illustrated in Fig. 2.
2.3. Feature-tracking
Feature-tracking is a method that allows the estimation of a dis-
placement between a first image called reference image and a second
image or search image. First, a window Ωr is chosen in the reference
image centred around pixel (i, j). Then awindow of same size is extract-
ed from the search image but translated by (p, q) pixels within a speci-
fied search window Ωs and compared to Ωr using a function of
similarity. This operation is repeated for different values of (p, q) and
the position of the maximum of similarity, interpolated to a fraction of
pixel, is a measure of the displacement.
2.3.1. Algorithm
After a comparison between 6 different methods, Heid and Kääb
(2012a) showed that the method called “orientation correlation”
proposed in Fitch, Kadyrov, Christmas, and Kittler (2002) has the best
performance over mountain glaciers. Thus we focus only on this algo-
rithm that is fast, illumination invariant and not sensitive to uniform
areas such as in the saturated accumulation zones or the null-stripes
that appear in the Landsat 7 ETM+ images after May 2003. In this algo-
rithm, a synthetic complex image, called orientation image, is formed by
setting the real and imaginary parts to the gradients in the x and y direc-
tions of the image intensity (I), respectively, and normalizing the quan-










∂x ; gy ¼
∂I
∂y : ð2Þ
Because the input images are complex, we perform a complex cross-
correlation between the two orientation images. The similarity function
is given for each pixel (p, q) by:





f r i; jð Þ fs iþ p; jþ qð Þ
 ð3Þ
where n is the number of points in the reference window Ωr, fr (fs) the
orientation image of the reference (search) image and f s⁎ is the complex
conjugate of fs (this formula is simplified by the fact that the images
being correlated are already normalized). Concretely, wematch the ori-
entation of the intensity gradient that is contained in the phase of the
orientation image (see Fig. 2 right).We use the coherence tracking func-
tion proposed by Strozzi et al. (2002) that allows to track the gradient
orientation which is contained in the phase of the orientation image.
The coherence is computed in the Fourier domain and the maximum
interpolated to a fraction of a pixel. The program also returns the
signal-to-noise ratio (SNR) i.e. the ratio between the correlation maxi-
mum and the average value in the searchwindowwhich is a commonly
used proxy for the confidence of thematching (Quincey, Copland, et al.,
2009; Strozzi et al., 2002).
2.3.2. Parameter setting
The optimum parameters for the feature-tracking, i.e. the reference
and search window sizes must then be chosen. The choice of the refer-
ence window size is complex since it must be large enough to avoid
correlating only noise but small enough to avoid deformation of the
Fig. 2. Example of enhancement procedure for Landsat images over northern tributaries of the Baltoro glacier (Karakoram): Landsatmid-infrared band 5 (left) has the best performance in
the Karakoram (see Section 3.2.2), selecting the first component of a PCA of bands 4 & 5 results in brightening of the accumulation zones (middle), the gradient orientation displays
enhanced glacier features (right).
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matched objects inside the window.We perform the offset-tracking for
a few selected pairs and different reference window sizes γr and choose
the lowest value thatminimizes the errors in stable areas. It ensures that
the window is large enough with respect to the image resolution while
retaining the highest possible spatial resolution. This choice might not
be optimal for all glaciers because it depends on the texture and size
of the glaciers, but more sophisticatedmethods such as locally adaptive
referencewindow sizes (Debella-Gilo & Kääb, 2012) are computational-
ly too expensive for processing a large number of images.
The search window is chosen to be larger than the expected maxi-
mum displacement but small enough not to increase unnecessarily
the computation time. For an expected maximum velocity Vmax and a
time span Δt between two images of pixel size R, the search window
size is set to γs = 2VmaxΔt/R + γr.
2.4. Postprocessing
After processing all the selected pairs, it is important to filter the
displacement vectors and to merge all results into a single value. In
the following sections, we propose a method to exploit the redundancy
in the series of pairs in order to efficiently remove outliers and produce a
more robust velocity field with very little user interaction.
2.4.1. Outliers removal
Mismatches or outliers are identified and removed using a threshold
value of SNR. The choice of the threshold is a compromise between
removingmost of the mismatches while retaining the interesting infor-
mation. The threshold can be easily determined by looking at the resid-
uals in stable areas (see MAD in Section 2.5). We show in Section 3.2.3
that the residuals are high for low thresholds and drop dramatically to
reach an asymptote in the range of the coregistration errors. Thus, we
recommend to compute the MAD in stable areas for different SNR
thresholds and select the lowest threshold that approaches the
asymptote.
2.4.2. Fusion into a single velocity
At this stage, we have a set of displacement fields that may contain
gaps but also redundant values. The idea is to exploit the redundancy
of information and physical properties of the glaciers to merge this set
into a single, more robust velocity. We propose to compute a median
of all neighbouring values both in a spatial and temporal neighbourhood,
for each x and y component of the velocity. To ensure that themedian is
statistically significant and in order to remove spatially isolated pixels,
we do not retain the value of the velocity if the number of points used
to compute the median is less than a certain value Nmin. This method
relies on two assumptions. First, because pairs were selected with sim-
ilar time spans within a specified period, we assume that the measured
velocity does not varymuch from pair to pair. Secondly, we assume that
the shear of the ice is low and that adjacent pixels on a glacier do not
have large velocity differences. This is arguable at the edge of the gla-
ciers where the moving ice is adjacent to the stable moraine and there
might be a strong gradient. Nevertheless, a median filter preserves
edges and thus glacier contours. The size of the spatial window for the
median filtering depends on the image resolution and the number of
pairs available (the more points we have, the smaller the window can
be) and the size of the glaciers. For mountain glaciers, this spatial
window should not exceed a few hundred metres.
Thismethod offers several advantages. First, themedian is not sensi-
tive to isolated outliers and thus is able to filter out aberrant values that
were not removed in the first stage. The use of a median filter to discard
aberrant values is common in glaciology (Ahn & Howat, 2011; Copland
et al., 2009; Heid & Kääb, 2012a), but this method still requires supervi-
sion by an expert to select the threshold and is region-dependent (Heid
& Kääb, 2012a). By addingmore information with a set of displacement
fields, we canminimize the expert interaction. Secondly, several factors
(orthorectification errors, shadows, clouds) can induce matches with
high confidence, because the features actually match between the two
images, but are not related to actual terrain motion. This is often the
main source of errors when applying feature-tracking to satellite
images. But because these errors are not coherent from pair to pair,
the median is not affected and the result of the fusion is still robust.
At last, in order to merge together velocity fields over a large region,
with possible overlap and different projections (for example, different
Landsat frames are projected on different UTM zones), we recommend
to set a global grid and tomerge the velocity fields by taking themedian
value of neighbour estimates, both spatially and in the stack of pairs, at
each node of the grid.
2.5. Performance assessment indices
In this section, we define the indices that are used throughout the
study to evaluate the velocity fields. As noted by Burgess et al. (2013),
the presence of mismatches in the velocity fields tends to stretch the
tails of the velocity distribution. It is thus important to use robust statis-
tical estimators (Rousseeuw & Hubert, 2011). It is the reason why we
suggest to use the median and median absolute deviation (MAD)
instead of the mean and standard deviation.
In the following, velocity estimates are considered as valid after
applying the SNR threshold. Glaciers are delimited using version 3.2 of
the Randolph Glaciers Inventory outlines (Pfeffer et al., 2014) except
for some parts of the Karakoram where we used manually edited out-
lines due to a misalignment between the outlines and the actual glacier
location. The performance assessment indices we retained are the
following:
• The success rate SR,which is the percentage of valid velocity estimates
on glaciers.
• The normalizedmedian absolute deviation (MAD) of the velocity is as
follows:
MAD ¼ 1:483med V−med Vð Þj jð Þ ð4Þ
which is a robust equivalent of the standard deviation. When not
mentioned, it is computed for the velocity magnitude V, or for each
component of the velocity when a different behaviour is expected
for the two components. In particular, in stable areas, i.e. off glaciers,
where the velocity V is supposed to be null, the MAD is as follows:
MADoff ¼ 1:483med i; jð Þ∈Ωoff V i; jð Þj jð Þ ð5Þ
whereΩoff is the ensemble of points off glaciers. This is a proxy for the
uncertainty of the measurement.
Table 1
Selected test pairs for the choice of the preprocessing and feature-tracking parameters.
Area Path/row Sensor First date Second date Image 1 Image 2
Karakoram 148/35 LE7 25/02/2000 27/02/2001 LE71480352000056SGS01 LE71480352001058SGS00
Everest 140/41 LE7 30/10/2000 17/10/2001 LE71400412000304SGS00 LE71400412001290SGS00
Kunlun Shan 145/35 LT5 10/08/2007 15/08/2009 LT51450352007222IKR00 LT51450352009227KHC00
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• The dispersion: during the fusion step, the MAD can be calculated at
each velocity location.
σ i; jð Þ ¼ 1:483medt∈T V i; j; tð Þ−V i; jð Þ
   ð6Þ
where T is the set of N velocity estimates V(i,j,t) merged to obtain the
median velocity V i; jð Þ at pixel (i,j). This is indicative of the variability
between the different velocity estimates.
• The coherence of the velocity vectors that contributed to the median,
i.e. if they point in the same direction. We define the velocity vector
coherence (VVC) as follows:






i; j; tð Þjj
X
t∈T
jjV! i; j; tð Þjj:
ð7Þ
According to the triangle inequality, VCC is in the interval [0,1], equal
to 1 if all vectors are perfectly aligned and tend to 0 if they point in
random directions.
2.6. Uncertainty
Uncertainties of the single-pair velocity fields are dominated by the
precision of the feature-tracking algorithm, the image to image registra-
tion and the temporal variability of glacier flow. But the uncertainty of
the final, i.e. the median velocity over the considered period, is known
to decrease with the number of estimates. Suppose a sample of size N
drawn from a normally distributed population with variance σn, the
sample median converges asymptotically to a normal distribution







p (Chu, 1955). Here, we cannot
make thehypothesis of a normal distributed velocity because of thepos-
sible presence of outliers, but because the different measurements are
independent and symmetrically distributed, we assume that the 95%






where σ is theMAD of the N velocities used to compute themedian ve-
locity, t95 the 95% confidence interval, i.e. the difference between the
97.5th quantile and the 2.5th quantile of the final velocity distribution,
and k and α parameters to be determined. Applying a logarithm to





¼ p0 þ p1 log Nð Þ: ð9Þ
We propose to compute the 95% confidence interval in the stable
areas, where the true velocity is known to be null, for each value of N.
The relationship between t95, σ and N is then fitted to Eq. (9) using a
least-square regression. This relationship is extrapolated to glacier




We assess the ability of the processing strategy to produce glacier
annual velocity fields over a large region. We thus process all Landsat
pairs available between 1999 and 2001 over the Pamir–Karakoram–
Himalaya (PKH) extending over 3000 km. As mentioned earlier, we
process all pairs of images with a time span in the list 368 − 16, 368,
368+ 16, 736− 16, 736 and 736+ 16 days. It represents 1382 images,
1536 pairs, covering 68 Landsat frames. The location of the studied
region and the processed frames is shown in Fig. 5. We use the Level
1T images, which are already terrain corrected using ground control
points (GCPs) and digital elevation models (DEMs) and available at no
cost on the USGS website in GeoTIFF format in UTM projection. We
Fig. 4.MADof each component of the velocity in stable areas (plain lines) and success rate
(black dots) for different SNR thresholds.
Fig. 3.MAD of the velocity in stable areas as a function of the referencewindow size γr for
the three test pairs and an SNR threshold of 5.
Table 2
Success rate of the feature-tracking over glaciers for each individual Landsat band (upper
part) or different PCA combinations and component (lower part). The best value for each
column is highlighted in bold. For the 15 m band 8, the reference window has been set to
16 × 16 and 32 × 32 pixels to keep an identical window size in pixels and metres
respectively.
Everest Karakoram Kunlun
Band 1 8 7 4
Band 2 10 13 10
Band 3 9 8 8
Band 4 24 9 15
Band 5 42 40 9
Band 8 (r16) 19 14
Band 8 (r32) 25 17
1,2,3,4,5 37 48 15
1,2,3,4 24 14 15
4,5 44 48 15
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downloaded the images using the Bulk Download Application available
on the USGSwebsite (https://lta.cr.usgs.gov/BulkDownloadApplication)
that allows downloading a large set of images at once. Each image is
roughly 8000 × 7000 pixels (or 16,000 × 14,000 for the panchromatic)
and each scene is over 600 MB in size. The processing of a pair takes
approximately 15 min on an 8 cores desktop computer and the entire
processing took 16 days.
3.2. Parameter setting
Because it would be time-consuming to define specific parameters
for each of the available pairs, a few representative test pairs with a
low cloud cover and good contrast have been selected to set the param-
eters that will be applied to all scenes. We selected three test pairs that
are representative of different glacier types in the PKH (Table 1). A first
frame covering a large part of the Karakoram, north-west of the
Himalaya is selected because it hosts some of the largest mountain gla-
ciers. The second frame covers the Everest region that features smaller
glacierswith an important debris cover which is an interesting property
for feature tracking. The last frame over the Kunlun Shan featuresmost-
ly clean-ice glaciers. Two different sensors, LE7 and LT5 have also been
selected to account for possible differences.
3.2.1. Feature-tracking parameters
Themost critical parameter for the feature-tracking is the size of the
reference window γr. Fig. 3 shows theMAD in stable areas as a function
of the reference window size for the three test pairs and an SNR thresh-
old of 5. It clearly shows that for values of γr below 12, the measured
offsets are noisy, which is likely due to the small window size. Choosing
higher values of γr would reduce the noise evenmore, but it would also
decrease the resolution of the results and increase the risk of deforma-




Fig. 5.Mapof the studied region: blue polygons showprocessed Landsat frames, red squares highlight theposition of the inserts a to e (a:Hindu-Kush, b: Karakoram, c: Jammu-Kashmir, d:
Everest, e: Bhutan). Inserts show annual glacier velocity fields for the year 2000 within the RGI masks (blue colour scale). Red points are region without velocity estimate. (For interpre-
tation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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We thus set the referencewindow to 16 × 16 pixels (480m× 480m)
that approaches a minimum in MAD while not being excessively large.
Although not necessary, using a power of 2 optimizes the computation
of the feature-tracking algorithm in Fourier domain. The searchwindow
is set to allow tracking displacements that are below 300m/year, which
is the case for most of the studied glaciers with the exception of the
surging glaciers (Quincey et al., 2011). So it varies from 30 to 48 pixels
depending on the pair time span. Images time span and searchwindow
are tuned to maximize precision and long-term trend, for study aimed
at the study of glaciers with rapidly changing dynamics (e.g. surging
glaciers) these parameters can be adapted; e.g. the inclusion of pairs
with shorter time span or larger search windows. We set the spacing
between 2 correlation patches to half the reference window, so 8 pixels.
3.2.2. Band selection
We select the best band or band combination following the method
described in Section 2.2, for the three test pairs. The success rate for each
pair and band 1 to 5 (and panchromatic when available) are shown in
Table 2, upper part, for an SNR threshold of 5. We observe that the
visible bands 1 to 3 have low performance, this is due to saturation on
snow and clean-ice. Then, band 5 gives the best results for the Everest
and Karakoram region whereas band 4 is more interesting for the
Kunlun region. The panchromatic band has better performances than
the bands 1 to 3 but is still very saturated and doesn't give the best
results on snow and ice. This ranking is not affected by the choice of
the SNR threshold. This difference comes from differences in glacier
types. The Kunlun scene contains essentially clean-ice glaciers, which
have a very low and almost uniform signal in band 5 (mid-infrared)
and explain the poor performance for this band. On the contrary, the
Everest and Karakoram regions contain many debris-covered glaciers
which have a more homogenous response between all bands, but
band 5 has a higher contrast in accumulation zones. In summary, band
5 has overall best performance in the accumulation areas where all
others are saturated, except in shadows and over clean-ice where
band 5 captures a very low signal (Fig. 2). In those areas, band 4 has a
higher contrast, thus band 4 and 5 seem to be complementary.
We then perform the same tests for the first component of different
PCA combinations as follows: the 1–5 combination that is used by
Scambos et al. (1992) or Berthier et al. (2003), a combination that
excludes band 5 and a combination of only bands 4–5. Results are
shown in Table 2 lower part.
They show that the combination of bands 4–5 has the best perfor-
mance in all regions and it consistently performs better than any of
the single bands. It seems to profit from the complementarity of bands
4 and 5. This is not the case for the PCA (1, 2, 3, 4, 5) that has sometimes
worse performances than the best band, as for example the Everest pair.
So this band combination is not the best choice for studying mountain
glaciers of different cover types. The results for PCA (1, 2, 3, 4) confirm
that band 5 brings valuable information and shouldn't be excluded. In
fact, it is the only band that differs significantly from all others on
snow and ice and allows to increase the variance of the PCA. Again,
these are robust conclusions for different choices of the SNR threshold
(we tested 3, 5 and 7).
In conclusion, the first component of PCA (4,5) is the band combina-
tion that has the most robust performance over mountain glaciers.
3.2.3. SNR threshold
Once the feature-tracking parameters and the preprocessing steps
are chosen, we can run the feature-tracking for each available pair to
compute velocity fields and an associated SNR. These intermediate re-
sults allow us to set the SNR threshold used to remove residuals. Fig. 4
shows the MAD in stable areas for each component of the velocity and
the success rate for different SNR thresholds for all processed pairs.
Low values of SNR mean that the reference and matching window
don'tmatch and the associated offsets are very noisy. But it is interesting
to note that the MAD drops suddenly for SNR threshold higher than 3
and reaches an asymptote. The value of the asymptote represents the
mean residuals for single pairs velocities, here it is in the range of
1–2 m/year and is slightly different for the x and y component. They
are due to remaining orthorectification errors but thanks to the
coregistration step they are reduced compared to estimated uncertainty
in Landsat image to image registration (Lee, Storey, Choate, & Hayes,
2004; Storey & Choate, 2004). The success rate drops in the same way
but continues to decrease for higher SNR threshold. Thus, we choose
an SNR threshold of 4 that allows to substantially filter outliers while
not removing too many interesting points.
3.2.4. Fusion
The individual velocity fields are then merged together using a me-
dian filter. The median velocity of each component is computed within
all velocity fields and a spatial neighbourhood. Because the Landsat
frames over this large region are projected on different UTM zones,
the median velocity is computed on a 240 m Lambert conformal conic




 240 ¼ 340 m is
then included in themedian, whichmeans up to the nine closest neigh-
bours are retained. Finally, if the number of data points used to compute
the median is lower than Nmin = 5, we discard the measurement
because the median is not robust enough.
3.3. Final velocity fields
The final velocity estimated for the PKH and the year 2000 (period
of 1999–2001) is presented in Fig. 5 for several subregions. A velocity
has been estimated for 76,000 km2 or 92% of the total glacierized
areas within this region. Main gaps (red patches) correspond to the
accumulation zoneswith low texture and specific glaciers flowing faster
than 300m/year, especially in the Karakoram. The pattern of the veloc-
ity fields are in good agreement with previous works, in particular
Copland et al. (2009), Heid and Kääb (2012a) and Rankl, Kienholz,
and Braun (2014) in the Karakoram (insert b), Quincey, Luckman, and
Benn (2009) and Scherler et al. (2011b) in the Everest region (insert d),
Kääb (2005) in Bhutan (insert e).
4. Discussion
4.1. Contribution of the fusion versus single pairs
In this section, we assess the performance of the processing of the
complete archive compared to the results of single pairs for the frame
148/35 (East Karakoram) and the year 2000 (pairs within the period
of 1999–2001). The data set is 26 images and 29 pairs. Fig. 6 represents
Fig. 6.Velocity profiles along the Baltoro glacier (35°42′29″N, 76°23′21″E) for the 29 avail-
able pairs for the years 1999 to 2001: unfiltered (grey), after selecting values with an SNR
higher than 4 (red) and applying the spatio-temporal median (black).
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the effect of each step of the postprocessing for a velocity profile along
the Baltoro glacier. The raw velocity fields (in grey) contain many aber-
rant values due to clouds and shadows in the images that need to be
filtered out. Applying an SNR threshold of 4 removes most of them,
but some outliers still remain and it does not ensure that the displace-
ments are physically acceptable. By including more information, the
spatio-temporal filtering method has several advantages as follows: it
efficiently removes outliers, it fills most gaps that may appear and
gives a robust single value for each location.
More quantitatively, Fig. 7 (left) shows the success rate for each sin-
gle pair and the fusion. The best single pair or optimumpair (i.e. the pair
with the highest success rate) allows an estimate of the velocity of 71%
of the glacierized regions, main gaps are due to saturation in accumula-
tion areas. Meanwhile, the result of the fusion returns a velocity esti-
mate for 94% of the points. The fusion outperforms all individual pairs
by exploiting the complementarity between different pairs.
Fig. 7 (right) shows theMAD in stable areas for each pair individual-
ly and for the result of the fusion. The MAD for the optimum pair is
5.5 m/year and the mean MAD for all single pairs 5.4 m/year, mainly
due to orthorectification errors. The fusion has the advantage of reduc-
ing this noise that is not correlated between successive pairs. As a con-
sequence, the MAD for the fusion is 1.4 m/year, gaining a factor of
almost 4 on the optimum pair.
4.2. Uncertainties
In this section we show how the fusion approach allows to reduce
the uncertainty of the final velocity fields with the example of the
Karakoramsubregion (74–78°E, 34.5–37°N). Fig. 8 shows the dispersion
of the single velocities around the median (cf. Eq. 6). It highlights the
two main sources of uncertainties. The first source of uncertainty is
coregistration errors that are visible in the shape of large rectangles
displaying the contours of the Landsat frames or correlated with the to-
pography. Despite the coregistrationwith theGLS images, themean dis-
persion over stable areas is 4.1m/year. The second source of uncertainty
is the variability in glacier flow over the three year period. Glaciers are
clearly visible in the figure in the shape of yellow or red tongues. In par-
ticular, a large variability is observed on the central Rimo glacier (as
noted with an *) of approximately 40 m/year. This is coherent with
the reported surging behaviour of this glacier during that period
(Bhambri et al., 2013). The mean dispersion over glaciers is 6.4 m/year.
The uncertainty of the final velocity, i.e. the median velocity, is im-
pacted by the dispersion of the velocities but is reducedwith an increas-
ing number of observations. Fig. 9 (left) shows the 95% confidence
interval t95 of the final velocity in stable areas as a function of the num-
ber of points used to compute themedian.When few velocity estimates
are available, i.e. themeasurement is spatially isolated or very few pairs
Fig. 8. Dispersion of the velocities estimated from all pairs for the Karakoram and the period of 1999–2001.
Fig. 7. Left: Success rate for each individual pair, in ascending order and for the result of the fusion (red). Right: MAD in stable areas for same pairs in same order. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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allows for ameasurement, the residuals reach over 20m/year but as the
number of merged velocity estimates increases, the confidence in the
measurements reaches a few m/year. Fig. 9 (right) shows the linear
relationship between log(t95/σ) and log(N). The relationship is strong
except for N below 5 (log(N) ≤ 0.7). Actually, for a low number of
samples, the median and MAD are more difficult to estimate and their
distributions diverge from the normal distribution. For these values,
our method underestimate the uncertainty and we recommend to
remove these points. For N ≥ 5, the parameters of the regression are
summarized in Table 3.
This allows us to compute a 95% confidence interval as a function of
σ and N. Fig. 10 shows the result for the Karakoram region. The uncer-
tainty map has a similar shape as σ (Fig. 8), but is weighted by N; in
particular, on stable grounds where there are generally more measure-
ments (less problems of saturation), the uncertainty is reducedwhereas
in snow covered areas, the low contrast reduces the number of mea-
surements and uncertainty remains relatively high. The median
uncertainty is 2.0 m/year in stable areas. Over glaciers, the median
uncertainty is 4.4 m/year, from a few m/year on some glacier tongues
to 10m/year in some accumulation zones. The uncertainty is also higher
on glacier edges (as visible in the inset of Fig. 10), due to higher strain
rates and thus a more variable velocity within the reference window.
Some grid patterns are also visible: they are due to the fact that the
UTM and Lambert conic grids are not superposed and the number of
neighbours varies periodically.
At last, the velocity vector coherence is illustrated in Fig. 11 for the
Karakoram region. Frame patterns or features correlated with topogra-
phy remain in stable areas and are indicative of coregistration errors.
Nevertheless, the coherence is much higher on glaciers which mean
that the merged velocity vectors are well aligned and that we can be
confident in the direction of the velocity field.
5. Conclusions
In this paper, we present a processing strategy to estimatemountain
glacier velocities from a complete satellite archive.We select all possible
pairs for a specific time span, avoiding the lengthy task of manually
selecting the best available images. The pairs are then submitted to
the same preprocessing steps and a feature-tracking algorithm is per-
formed to produce surface velocity fields. Successful measurements
are selected solely based on the quality of the correlation, and merged
together. First, the most aberrant displacement values are rejected
based on the confidence function returned by the feature-tracking
algorithm; all points below a certain threshold are removed. Secondly,
the results are filtered based on the spatial and temporal consistency
of the displacement. A median filter is applied to the resulting stack
of velocities on a pixel by pixel basis within a spatio-temporal
neighbourhood to obtain the final glacier velocity field.
This strategy has been applied to produce glacier annual velocity
fields from a data set of 1536 pairs of Landsat 5 and 7 images acquired
within a 3 year period and covering the Pamir–Karakoram–Himalaya re-
gion extending over 3000 km. Results on a single Landsat frame shows
that the percentage of successful measurements increases from 71% of
glacierized area for the best available pair, to 94% for themerged results.
In overall, it allows us to obtain a velocity estimate for 76,000 km2 or 92%
of the glacierized areas of this region.We then estimate the impact of the
coregistration errors and variability of glacier flow on the final velocity
over the Karakoram region (300 × 200 km). Themedian 95% confidence
interval is reduced to 2.0 m/year in stable areas and 4.4 m/year over
glaciers thanks to the redundancy in the measurements.
The strategy has been applied to Landsat images but is flexible
and could easily be applied to various sensors with different pixel
resolution or wavelength, including radar. This would be particularly
valuable for the upcoming Sentinel 1–2 missions of the European
Space Agency that will provide repeated images of the Earth surface.
This strategy can also be applied to derive not only annual but sea-
sonal velocities using set of pairs with shorter time span. More com-
plex postprocessing strategy as for example time series inversion
(Lanari et al., 2007) to select the coherent displacements along the
time series could be implemented, potentially allowing to derive
the seasonal velocity variations.
The analysis of complete satellite archives open newperspectives for
the study of glacier's dynamics against physical parameters such as
length, slope and debris cover, for the study of glacier response to cli-
mate changes, glacial geomorphology, erosion (Scherler, Bookhagen, &
Strecker, 2011a), glacial hazards (Bolch, Buchroithner, Peters, Baessler,
& Bajracharya, 2008) and the estimation of the contribution of surface
mass balance and ice fluxes to the observed glacier thinning/thickening
(Berthier & Vincent, 2012).
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