By using variational methods we prove that a class of critical semilinear problems with a sublinear term at the origin possesses at least two positive solutions under conditions which allow the primitive of the sublinear term to assume negative values and it does not need to be convex. These problems are treated on bounded domains in R N , N ≥ 2. October, 2004 ICMC-USP 
INTRODUCTION
In this paper we first prove the existence of two positive solutions for the problem
where Ω is a smooth bounded domain in
N −2 is the critical Sobolev exponent, λ > 0 is a real parameter, and the nonlinearity f ∈ C(Ω × R, R) satisfies f (x, 0) ≡ 0 and the conditions: We recall that the conditions (f 1 ) − (f 4 ) allow f (x, s) to have an oscillatory behavior with respect to the variable s, the primitive F (x, s) may assume negative values and does not need to be convex on the interval (0, ∞). Theorem 1.1 establishes, in particular, the existence of two positive solutions for the following model problem
where 0 < ε and 0 < q < 1.
In the seminal work [3] , Ambrosetti-Brezis-Cerami considered problem (1) when f (x, s) ≡ s q , 0 < q < 1, and proved that there is Λ > 0 such that (1) has at least two positive solutions for every λ ∈ (0, Λ), one positive solution for λ = Λ and no one for λ > Λ. Since then related results have been obtained, most of them for the p-Laplacian operator, as can be seen in [5, 6, 8, 12, 15, 16, 23] , and references therein.
When Ω is a bounded domain in R 2 with smooth boundary ∂Ω, we consider the class of problems −∆u = h(x, u) + λf (x, u) in Ω, u = 0 on ∂Ω,
where λ > 0 is a real parameter. The natural growth restriction on the functions f and h is given by the inequality of Trudinger and Moser [18, 22] . More precisely (see [1, 14, 21] ), we say that a function g has a critical growth (subcritical growth) if there is
For problem (3) we assume that h ∈ C(Ω×R, R) has critical growth and f ∈ C(Ω×R, R) a subcritical one; h(
→ R is nondecreasing with respect to the second variable. Now we are ready to state our existence result for the case N = 2. We observe that this last result guarantees the existence of two positive solutions for the problem
with 0 < ε, 0 < µ < λ 1 and 0 < q < 1.
Related results about problems with exponential growth can be seen in [1, 2, 7, 14, 21] and the references therein.
In [21] , Silva and Soares showed that problem (3) with critical growth possesses at least two nontrivial solutions provided the nonlinearity H + λF satisfies a condition of convexity with respect to variable s. We observe that Theorem 1.2 improves this result when N = 2, since (h 1 ) − (h 3 ) and (f 2 ) − (f 4 ) allow g(x, s) = h(x, s) + λf (x, s) to have an oscillatory behavior on the variable s.
In order to prove Theorems 1.1 and 1.2, we first establish the existence of a nontrivial local minimum for the associated functional. Then we use an argument of Brezis and Nirenberg [10] to verify that the associated functional satisfies the Palais-Smale condition on a given interval of the real line, under the assumption that the functional has only the zero and the local minimum as critical points. Since now the primitive F (x, s) may not be convex on the interval (0, ∞), we first get an estimate from below for the term F (x, s + t) − F (x, s) − g(x, s)t, when s and t are small (see Lemma 2.2) . Then this estimate is used to prove that the level associated with the Mountain Pass Theorem belongs to that interval; then we use the celebrated Theorem of Ambrosetti and Rabinowitz [4] to find the second nontrivial solution.
PROOF OF THEOREM 1.1
Here we consider the Sobolev space H 1 0 (Ω) with its usual norm. We assume that f (x, s) ≡ 0 when s ≤ 0 without changing the symbols f and F . I order to prove Theorem 1.1 it suffices to show that there is λ * such that the problem
possesses at least two nontrivial solutions for each λ ∈ (0, λ * ). The critical points of the associated
are precisely the solutions of problem (4) . If u denotes one of these solutions, then I λ (u)(u − ) = 0; thus u ≥ 0. To see that u > 0 in Ω by the strong maximum principle, we observe that u is also a solution of the problem
where c ≥ 0 is such that the term on the right is nonnegative for x in Ω; the existence of this c follows from (f 1 ) − (f 2 ), p > max (1, σ) and the continuity of (s
The next result gives the first solution for problem (4). Proof: By (f 1 ), the functional J :
where S denotes the best Sobolev constant. Let ρ ∈ (0, ρ 1 ) be such that
Setting λ * = ρ 2 /8ε we obtain
for every 0 < λ < λ * . Let c λ stands for the infimum of
Therefore, by Ekeland's variational principle [13] , there is a sequence (u n ) ⊂ int (A) such that
As (u n ) is bounded and A is a closed convex set, we can suppose that there exist u λ ∈ A ⊂ H 1 0 (Ω) and a subsequence of (u n ), still denoted by (u n ), such that
Moreover, the sequence (f (x, u n (x))) converges to f (x, u λ (x)) a.e. in Ω and by (f 1 ) one deduces it is bounded in L p+1 p . Hence this sequence converges weakly to f (x, u λ ); similarly, (u
p . Consequently, passing to the limit in
and thus u λ is a critical point of the functional I λ . On the other hand, from (f 1 ) and Fatou's Lemma, we have
Thus, I λ (u λ ) = c λ < 0. Therefore, by (7), the function u λ is a nontrivial solution of (4) and is in the interior of B ρ . This completes the proof of the proposition. Now we prove that I λ satisfies (PS) c below a given level, whenever we suppose that zero and u λ are the unique critical points (see [3, 10] ). Proof: Let (u n ) be a sequence in
We observe that g(x, s) ≡ (s
and for some µ > 2. Therefore, the sequence (u n ) is bounded in H 1 0 (Ω) (see [4, 20] ). Thus, just as in Proposition 2.1, there exists a subsequence of (u n ), still denoted by (u n ), which converges to a weak solution of problem (4). Next we use an argument due to Brezis-Nirenberg [10] to show the convergence of a subsequence of (u n ) in H 1 0 (Ω). We set v n = u n − u, then apply a result of Brezis-Lieb [9] to the sequence (u + n ) p+1 and use the condition (f 1 ) and the fact that u is a solution of (4) to obtain
Hence, for a subsequence of (v n ) one gets
It follows from Sobolev imbedding that k ≥ Sk 2/(p+1) , which imply either
respectively. Hence the condition (PS) c holds for each c <c.
In order to find the appropriate level to the use of Mountain Pass Theorem we follow the method of [10] (see also [3] ). However, under our assumptions the lower order perturbation need not be increasing, so we start by proving an elementary estimate which will play a significant role in the sequel.
and (f 4 ). Then, given γ > 0 there exist constants C > 0 and r > 0 such that
for every x ∈ Ω, 0 ≤ s ≤ r, t ≥ 0.
Proof: By (f 3 ), we have s 0 > ρ such that
Now, invoking f (x, 0) ≡ 0 and f ∈ C(Ω × R, R), we find r ∈ (0, ρ/2) such that
Hence, for every x ∈ Ω, s ≤ r, we get
where K denotes the maximum of |f (x, s)| for x inΩ and 0 ≤ s ≤ s 0 . Consequently, by (11)- (13), we have
Therefore, there exists R > 0 such that
On the other hand, given x ∈ Ω and 0 ≤ s, t ≤ r, we find θ ∈ (0, 1) such that
Thus, by r < ρ/2 and (f 2 ), we get
Next, we use f ∈ C(Ω × R, R) to obtain M > 0 such that
Finally, choosing C > 0 such that Cr γ ≥ M , we invoke (14)- (16) to conclude that (10) holds. The lemma is proved.
The next auxiliary lemma is in [16] . Lemma 2.3. If r > 2, then for any σ ∈ (1, r − 1), there exists a constant C > 0 such that
In order to use the Mountain Pass Theorem we need the following estimate.
Proof Let r > 0 be given by Lemma 2.2 for γ = (N + 1)/(N − 2). Since u λ > 0 and
(Ω), we obtain x 0 ∈ Ω and R, r 0 > 0 such that B 2R (x 0 ) ⊂ Ω and
Without loss of generality we may assume that x 0 = 0 and we take φ ∈ D(B 2R (0)) such that 0 ≤ φ(x) ≤ 1 in B 2R (0) and φ(x) ≡ 1 on B R (0). Set
Then, v ε satisfies as ε → 0 (see [10, 12] )
We first apply Lemma 2.3 to the term
N −2 , then we use I λ (u λ )(tv ε ) = 0, to obtain
Using Lemma 2.2 with γ = N +1
N −2 and (17) in the last term, one has
By (18)- (19), there exist ε 0 > 0 and positive constants C 1 and C 2 such that
Since Ψ ε (t) → 0, as t → 0 + , and Ψ ε (t) → −∞, as t → +∞, there exists t ε > 0 such that Ψ ε (t ε ) = max{Ψ ε (t); t ≥ 0}. It follows from (6) that
Now, we claim that there are T 1 , T 2 > 0 such that t ε ∈ [T 1 , T 2 ] for every ε ∈ (0, ε 0 ). In fact, the lower estimate for t ε follows from (20) since Ψ ε (t) → 0 as t → 0 + . For the upper estimate, we assume by contradiction that there is a sequence (ε n ), with ε n → 0, such that t εn → +∞, as n → ∞. By Ψ ε (t εn ) = 0, it follows that
n , which can not happen for t ε n sufficiently large. This proves the claim. Now, observing that the maximum of p(t) = 
for every t ≥ 0. Since the expression inside the braces is negative for ε > 0 sufficiently small, one has
provided ε is sufficiently small. This concludes the proof of Lemma 2.4. Now we are ready to complete the proof of Theorem 1.1. In fact, if I λ possesses two nontrivial critical points there is nothing to prove. Otherwise, we use (9) to choose u 1 such that I λ (u 1 ) < 0 and u 1 > ρ , then we consider the family Γ of all continuous paths γ joining u λ to u 1 (see (6) and the proof of Proposition 2.1), and define
By Lemmas 2.2 and 2.5, one can apply the Mountain Pass Theorem [4] to obtain a second nontrivial critical point of I λ at the level c λ . The proof of Theorem 1.1 is complete.
PROOF OF THEOREM 1.2
In order to treat problem (3) variationally in H 1 0 (Ω), we use the inequalities of Trudinger and Moser (see [18] , [22] ), which provide
and
Under condition (c) α 0 , given β > α 0 , there exists C = C(β) > 0 such that
for every x ∈ Ω and s ≥ 0. Using these estimates, it can be proved that the critical points of the
are the solutions of (3). Actually, by regularity argument it can be proved that u ∈ C 1 (Ω) (see [11, 17] ). We assume f (x, s) = h(x, s) = 0, for every x ∈ Ω, s ≤ 0. We also observe that conditions (h 1 ), (f 1 ), and the argument described in Section 2 imply that u > 0 in Ω.
The next auxiliary lemma is a result due to Lions [19] , which will be essential to verify, via contradiction, that functional I λ satisfies (P S) c , for c below a given level. 
In our first result in this section, we establish the existence of a solution for (3) when λ is sufficiently small. 
Now using that h is continuous and satisfies (h 1 ), we can choose 0 < µ < λ 1 such that
where C is a positive constant. Combining this with Hölder's inequality we get
where r and s are positive and 1/r + 1/s = 1. Moreover, the functional
is continuous at u = 0 , thus for ε > 0 there exists δ > 0 such that |J(u)| < ε for u < δ. Taking σ > 0 sufficiently small so that βrσ 2 < 4π, σ ≤ δ, by (22), (24) and Sobolev embedding we have
Since q > 2, we can diminish σ if necessary and then choose a > 0 and λ * > 0 such that
for every 0 < λ < λ * . Let c λ be the infimum of
Applying the Ekeland's variational principle, as in the proof of Proposition 2.1, there is a sequence (u n ) ⊂ int (A) such that
Since (u n ) is bounded and A is a closed convex set, we can assume that there exist u ∈ A and a subsequence of (u n ), still denoted by (u n ), converging weakly in H 1 0 (Ω) to a solution u λ of (3). Moreover, we may assume that u n (x) → u λ (x), for almost every x ∈ Ω, and that there exists a function
for all x in Ω and p ≥ 1. Now we will show that u n → u as n → ∞. By condition (c) α 0 , the inequality
holds for x in Ω and s in R. As in (24), we use (22) and Hölder's inequality to obtain
where E is any measurable subset of Ω. Thus, the set {h(x, u n )u n } is uniformly integrable and Vitali's theorem imply that the sequence (h(
as n → ∞. Now we use (27) and the fact that u λ is a critical point of I λ to conclude that u n → u λ as n → ∞; hence, the sequence (u n ) converges to u λ in H 1 0 (Ω) and I λ (u λ ) = c λ . Therefore, from (26), I λ possesses a nontrivial local minimum u λ ∈ int (A). This completes the proof of Proposition 3.1.
Considering the solution u λ given by Proposition 3.1, we shall verify that I λ satisfies (P S) c condition below the level I λ (u λ ) + 2π α 0 , whenever we suppose that zero and u λ are the unique critical points of I λ . 
We observe that g(x, s) ≡ h(x, s) + λf (x, s) satisfies the conditions (h 2 ) and (c) α 0 . Thus, we may apply Lemma 6.1 from [21] to obtain a subsequence (u nj ) converging weakly in
where
Moreover, we may assume that u n j (x) → u(x), for almost every x ∈ Ω. Then, either u = 0 or u = u λ . If u = 0, using that I λ (u λ ) < 0, by (29) and (28) we have
Thus, we can choose q > 1 such that qα 0 u n j 2 < 4π, for every j ≥ j 0 , for some j 0 ∈ N. Consequently, from (23) and Trudinger-Moser inequality, we find
Since u n j (x) → u(x), for almost every x ∈ Ω, by Egoroff's Theorem, given > 0 there exists E ⊂ Ω such that |E| < and u n j (x) → u(x), uniformly on x ∈ Ω \ E. Observing that
by Hölder's inequality and (30), we get
As > 0 can be chosen arbitrarily small and h(x, u n j ) → h(x, u) uniformly on Ω \ E, we have
Since f has subcritical growth, a similar and more direct argument implies that
Thus, from (28), we have
Hence u nj → u = 0 strongly in H 1 0 (Ω). Now, we suppose that u = u λ . In this case, by (29),
Consider β > α 0 such that
From (c) α0 , we find q > 1 and a constant C > 0 so that
Thus, for every j,
On the other hand,
2(c + d) .
Consequently, there exists p > 0 such that
Hence, by Lemma 3.1 and (31), there exists M > 0 such that
Applying Egoroff's Theorem one more time, the above inequality and the argument employed in the previous case, we obtain
as j → ∞. Therefore, by (29) and using that u λ is a critical point of I λ , we get
The lemma is proved.
In order to find the appropriate level to the use of Mountain Pass Theorem we follow the method used in [1, 2, 14, 21] . Before to state our estimate, we define the Moser functions (see [18] ). Let x 0 ∈ Ω and R > 0 such that B R (x 0 ) ⊂ Ω. The Moser functions are defined for 0 < r < R by 
We Consider the Moser sequence M n = M R n , for every n ∈ N. Taking λ * > 0 and u λ , for 0 < λ < λ * , given in the proof of Proposition 2.1, we have The proof of Proposition 3.2 will be carried out through the verification of several steps. First, we suppose by contradiction that, for every n ∈ N, we have
