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SUMMARY 
 
The Hartmann screen test (HST) is a well-known technique that has been used for many years 
in optical metrology, particularly in testing the quality of telescope lenses and mirrors.  This 
thesis describes how the technique has been adapted to create a system for continuous in situ 
monitoring of the internal stress in thin films during plasma deposition.   
 
Stress is almost always present in thin films.  Stress can affect the physical properties of film, 
and also influence phenomena which are important in the technology of thin film manufacture 
such as adhesion and crystallographic defects.  For these reasons, it is very important to 
control and manage the film stress during manufacture of devices based on thin films. 
 
The commonest way to infer stress is to measure the change in substrate curvature that it 
produces.  Changes in curvature are related to internal stress in the film through Stoney’s 
equation.  This is often done by comparison of substrate curvatures before and after 
deposition with surface profilometry, or interferometry.  However, these methods are 
unsuitable for implementing during film deposition in the vacuum chamber.   
 
A novel method for measuring changes in curvature of the thin film substrate in situ has been 
developed, making use of the HST.  An expanded laser beam is passed through a screen 
containing a number of small apertures, which breaks it up into several rays.  After reflecting 
from the surface of the thin film wafer, the rays are received on an array detector as a spot 
pattern.  Image processing is performed on the recorded spot images to determine the 
positions of spots accurately.  Spot centre positions are recorded at start of deposition as a 
reference, then their displacement is tracked with time during deposition.  The spot 
deflections are fitted to a theoretical model, in which the change in sample profile is described 
by a second-order surface.  The principal axes of curvature of this surface and their 
orientation are obtained by a least–squares fitting procedure.  From this, the thin film stress 
can be inferred and monitored in real time. 
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Equipment using this technique has been designed and developed in prototype form for 
eventual use in the RMIT cathodic arc deposition facility.  First experiments with a classic 
Hartmann screen configuration proved that the technique gave good results, but precision was 
limited by diffraction and interference effects in the recorded image which made 
determination of spot centres more difficult.  A modified configuration was developed, in 
which a camera is focused on the Hartmann screen, giving much sharper spot patterns and 
improved resolution.   
 
Tests on the prototype system and comparison with other techniques have shown that it is 
possible to determine changes in sample curvature with a precision of approximately 0.01 m-1.  
This corresponds to stress changes of around 0.5 GPa for typical wafer and film thicknesses 
used in practice. 
 
The Hartmann screen test is straightforward to use and to interpret.  Image processing and 
analysis of the recorded spot patterns can be automated and performed continuously in real 
time during thin film deposition.  All the additional components required can be mounted 
outside the vacuum chamber.  The system promises to be very useful for monitoring stress 
and thus controlling the deposition process for improved quality of thin film manufacture. 
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1.  INTRODUCTION 
 
Thin films are surface coatings which can be anywhere from fractions of a nanometre to 
several micrometres in thickness.  Some of their main applications are in the manufacture of 
electronic semiconductor devices, and as coatings on optical components.  Ferromagnetic thin 
films are used in computer memory.  Ceramic thin films are used widely in technology;  
because they have high hardness and inertness they may be used for protection of substrate 
materials against corrosion, oxidation and wear.  The advantage of such coatings is to increase 
the life of the coated items by several orders of magnitude. 
 
Thin-film deposition is any technique for depositing a thin film of material onto a substrate or 
onto previously deposited layers.  Most deposition techniques permit layer thickness to be 
controlled within a few tens of nanometres, and some (such as molecular beam epitaxy ) 
allow single layers of atoms to be deposited at a time. 
 
Deposition techniques can be classified as [1]: 
 
A.  Chemical vapour deposition (CVD)  
 
This process produces high-purity films on a substrate by chemical reaction of 
materials near the substrate surface.  It is widely used in the semiconductor industry to 
produce thin films. Deposition often takes place at high temperatures.  There are 
several modifications and variations, such as plasma-enhanced chemical vapour 
deposition (PECVD) and metal organic chemical vapour deposition (MOCVD).  
 
B.  Physical vapour deposition (PVD)  
 
PVD uses mechanical or thermodynamic means to deposit atoms or ions onto the 
substrate, usually by condensation of a vaporized form of material onto the surface. 
This method does not involve a chemical reaction, and can be done at lower 
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temperature than chemical deposition.  The vapour material can be produced by 
various means such as thermal evaporation and sputtering. 
 
C.  Other deposition processes 
 
There are other techniques which are combinations of physical and chemical 
techniques, such as reactive sputtering, molecular beam epitaxy (MBE) and topotaxy. 
 
In this thesis, we will be dealing with the cathodic arc deposition process, which is a PVD 
system currently used at RMIT.  In this technique, a plasma is produced in a low voltage, high 
current electrical discharge between two electrodes in a vacuum or low pressure.  The cathode 
provides the ionized material for the plasma, which is directed towards the surface of the 
substrate.  The plasma deposition technique can be combined with an ion implantation 
technique, where the sample is biased with a pulsed high-voltage power supply [2], but this is 
not used in the RMIT facility. 
 
Stress is almost always present in thin films.  It can alter the properties and behaviour of the 
ideal thin film, and can lead to cracking at the film edge and mechanical bending in 
micromechanical formations such as cantilevers, bridges, and membranes.  To solve those 
problems it is essential to be aware of stress causes and consequences.   
 
Being able to carry out real-time stress measurements during deposition is valuable for 
gaining an understanding of the thermodynamic processes that occur during film formation 
[3] and for improving knowledge of film-growth methods.  However, measuring the internal 
stress in a substrate in-situ has always been difficult [3, 4, 5, 6].  Surface profilometry [7] 
cannot be performed in situ due to the physical limitations of the deposition chamber.  
Techniques such as Michelson interferometry can in theory be used [8], but the mechanical 
vibration and the turbulent environment of the deposition chamber makes interferometric 
techniques extremely difficult to implement due to their high sensitivity.  
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Researchers at RMIT have been keen to develop a technique to measure internal stress of the 
thin film during deposition.  The aim of this project was to develop a precise method to 
measure stress in-situ and to demonstrate its application. 
 
As a result, a novel method for determining the internal stresses in a silicon substrate has been 
developed.  It makes use of an established technique called the Hartmann Screen Test (HST) 
[9].  The HST was invented a century ago as a tool for optical metrology [10].  Since then it 
has been customized for a broad selection of applications including adaptive optics, 
ophthalmology, and laser wavefront classification.  In this thesis the principle of the 
Hartmann screen test is introduced and an examination of it is given. 
 
The HST can be implemented in situ, enabling an accurate evaluation of the stress induced in 
a silicon substrate while undergoing thin film deposition, or it can be used post deposition.  
HST technology enables real-time monitoring and recording of the stress throughout the 
treatment process, through measurement of changes in the film curvature during film 
deposition.  The advantage of real time measurement is the ability to control the deposition 
rate to ensure that the ideal levels of internal stress are maintained as the film is deposited. 
This technique therefore has the potential to increase the efficiency with which films can be 
created. 
 
The content of this thesis is summarized below: 
 
Chapter 2:  Background  
The background of the project is explained, with references to the literature. An 
outline of thin film deposition, plasma deposition, stress in thin films and its 
measurement is given.  The Hartmann screen test and some of its implementations are 
described. 
 
Chapter 3:  Hartmann Screen Test – Classic configuration 
The apparatus that was designed to implement the HST and the theory of its operation 
are described.  Results obtained with a prototype apparatus are presented. 
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Chapter 4:  Hartmann Screen Test – Modified configuration 
A modified version of the classical Hartman screen test was developed to overcome 
some of the disadvantages of the classical configuration.  The theory is presented, and 
results are discussed.  
 
Chapter 5:  Prototype evaluation 
The prototype equipment was used to monitor curvature changes during the heating 
and cooling of a thin film sample, to illustrate the capabilities of the system.  The 
results are discussed and advantages and disadvantages of the system are analysed. 
 
Chapter 6:  Conclusions 
The project is summarised and work needed for further improvement of the technique 
is outlined.  
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2.  BACKGROUND 
 
2.1) Thin film deposition 
 
There exists a huge variety of thin film deposition technologies which originate from purely 
physical or purely chemical processes.  The more important of these are based on liquid phase 
chemical techniques, gas phase chemical processes, glow discharge processes and evaporation 
methods.  Recently, a considerable number of novel techniques that utilize a combination of 
different processes have been developed. This combination allows a more defined control and 
tailoring of the microstructure and properties of thin films.  Examples of such processes are 
ion beam assisted deposition (IBAD) [11,] and plasma enhanced chemical vapour deposition 
(PECVD) [12]. Examples for novel thin film processing techniques that are still under 
development are pulsed laser ablation (PLA) [13] and chemical solution deposition (CSD) 
[14].  Both these techniques enable the synthesis of complex thin film materials.  
 
Research into the science of thin film deposition dates back at least as far as 1857 when 
Michael Faraday created thin metallic films by exploding metal wires in a vacuum vessel.  
Thin film deposition techniques have developed in this order: thermally induced evaporation 
(by electrical resistance heating, induction heating, and electron beam heating), sputtering 
(diode, triode, magnetron, ion beam), arc processes, and most recently, laser ablation.   
 
There are three steps in any physical vapour deposition (PVD) process.  First, an evaporant is 
created from the source material. Second, the evaporant is transported from the source to the 
substrate (item to be coated). Third, condensation of the evaporant onto the substrate occurs to 
form the thin film deposit.  
 
This process is best conducted under vacuum because: 
1. There are amounts of heat created in the process of evaporation, and in the presence of 
oxygen, any reactive metal would form oxides;  and 
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2. Collisions with gas molecules during the transport of evaporant from source to 
substrate would reduce the net deposition rate significantly, and would also prevent 
growth of dense films. 
 
 
2.1.1) Cathodic vacuum arc deposition 
 
Cathodic arc deposition is a particular type of PVD in which an electrical arc is created that 
blasts ions from a cathode to provide the evaporant.  Cathodic arc deposition has the 
advantage that the plasma contains a large proportion of excited and energetic ions, and 
deposition can occur at a much lower temperature and pressure than is required for chemical 
vapour deposition.  It can be used for a variety of coatings, such as C, TiN, TiAlN, CrN, ZrN, 
etc., according to the cathode material and the presence of a background gas.  
 
 
Figure 2.1:  Schematic diagram of the cathodic vacuum arc deposition system 
in use at RMIT, courtesy of Dr J.G. Partridge [15]. 
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A diagram of the cathodic vacuum arc deposition system used at RMIT is shown in Fig. 2.1.  
An electrical arc is ignited by a mechanical striker hitting the cathode.  The arc forms into 
cathode spots of a few micrometres in dimension, with current densities of 106 – 108 A cm-2 
[16].  A plasma plume is created in the cathode spot, as the high pressure gradient produces a 
stream of plasma away from the cathode surface and towards the positive anode. 
 
The function of the anode is to complete the circuit for the arc discharge, and to maintain the 
arc current.  The plasma ions pass through a double-bend tube wound with coils which carry a 
current, generating a magnetic field in the tube.  This field guides the ions towards the sample 
chamber.  Unwanted macroparticles, which might otherwise contaminate the film, are 
undeflected by the field since they are uncharged, and are deposited on the walls of the filter. 
 
 
B 
A 
C 
D 
E 
 
Figure 2.2:  A photograph of the RMIT cathodic arc vacuum deposition 
system.  A: cathode source;  B: double-bend filter;  C: chamber containing 
substrate holder;  D:  control electronics;  E: cabinet containing vacuum 
system.   
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In the deposition chamber, a gas inlet allows the introduction of a gas, which combines with 
the plasma to define the type of the film deposited on the surface. For example, a titanium 
cathode could be used with nitrogen gas to create a titanium nitride film, or a carbon cathode 
could be used with either no background gas or an inert gas such as argon to create a carbon 
film.  
 
An additional feature of the deposition system is the capability to apply a negative voltage 
bias to the substrate.  Due to the high proportion of ionised species in the plasma stream, the 
presence of a bias alters the average energy of the depositing ions.  There are several 
advantages to this; the most important one for this project is that using a bias can change the 
level of stress in the deposited film considerably [17].    
 
A photograph of the deposition system is shown in Fig. 2.2.  The cathode is at the lower right 
corner of the picture, and the deposition chamber is at upper centre. 
 
 
2.2) Stress in thin films 
 
Thin film coatings are commonly in a state of stress when they are deposited.  The stress can 
be separated into two types [1, 18]. The first, called intrinsic stress, is created throughout the 
process of growth of the film, and the second, called extrinsic stress, arises due to the 
difference in thermal expansion between film and substrate over the temperature range 
involved in the deposition process. 
 
The stress in the film may be much higher than in bulk material.  Stress can affect the physical 
properties of film, and also influence phenomena which are important in the technology of 
thin film manufacture such as adhesion and crystallographic defects.  As film stress is 
increased, the film may crack and the substrate becomes exposed, as the stresses result in 
buckling and breaking away of the film layer. 
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Stress can cause a change in the optical, electrical, acoustic, magnetic and mechanical 
properties of a film.  Film stresses also influence the critical temperature in superconductors, 
band-gap shifts in semi-conductors, and magnetic anisotropy [19].  In the fabrication of 
integrated circuitry, bending of the substrate due to film stresses can affect the accurate 
tolerances that are required. 
 
For these reasons, it is very important to control and manage the film stress during 
manufacture of devices based on thin films, and there has been much study and calculation of 
stress in films. 
 
Shear stresses occur at the boundary between film and substrate, and therefore this boundary 
region is important in coating technology.  A growing film tends to expand the substrate and 
the substrate compresses the film.  Provided that the elastic energy accumulated in the film 
does not exceed the adhesion energy, the film does not desquamate.  As soon as the elastic 
energy reaches a critical value, the film suffers a collapse.  This will normally occur at a 
specific film thickness, as determined by Griffith’s Law [20]:  
 γ
σ
2
2
2
≤
f
ff
E
h
 (2.1) 
 
Here fσ  is the compressive stress in the film, which is directly related to the elastic energy 
stored in the film, fh  and fE  are the thickness and elastic modulus of the film respectively, 
and γ  is the energy per unit area necessary to break the interface.  Film failure occurs when 
the left side of Eq. 2.1 equals the right side. 
 
There are two possible ways to increase the maximum possible film thickness before 
delamination: (1) by increasing the adhesion energy, and (2) by lowering the compressive 
stress in the film. 
 
Using continuum mechanics, the Cauchy stress at a point in a material is defined in terms of a 
resolved force on an area containing the point as the area tends to zero.  Such a mechanical 
definition of stress breaks down at the atomic scale.  One of the generally used definitions of 
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stress for molecular systems is the virial stress.  This definition is based on a simplification of 
the virial theorem of Clausius [21] for gas pressure.  For a detailed treatment of stress, see 
reference [22]. 
 
 
2.3) Measurement of stress 
 
2.3.1) General methods 
 
Various techniques [23] have been adapted to assess thin-film stress through its effects on 
other film properties.  X-Ray diffraction and neutron diffraction methods [24, 25], nano-
indentation [26], Raman [27] and infrared [28] spectroscopy are generally used, ex situ, for 
the measurement of stresses. Other methods include measurements of shape by laser 
interferometry [29, 30], crystallinity by X-ray diffraction, refractive index by ellipsometry 
[31] and by fitting the reflectance spectrum, composition by electron spectroscopy and 
morphology by atomic force microscopy.   
 
However, the commonest way to calculate stress is to measure the change in substrate 
curvature that it produces.  Stress can be measured by an ex situ process which determines the 
curvature of the wafer before and after deposition, or by an in situ [8, 32, 33] technique.  
Surface profilometry with a contacting stylus [2] is widely used ex situ [34] for this purpose.   
 
For in situ measurement, various curvature measurement techniques have been engaged.  
Generally, cantilevers, clamped at one end, are used and their bending is measured either 
electrically or optically.  Optical methods are preferable in ion beam-assisted or plasma 
deposition systems, as they are not affected by electric and magnetic fields, or charging up of 
the substrate [4].   
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2.3.2) Stoney’s equation 
 
As mentioned above, internal stresses in thin films manufactured by plasma deposition are 
commonly calculated from measurements of the curvature of the substrate, typically a silicon 
wafer, performed before and after deposition of the film. In 1909, Stoney [35] published a 
plate model composed of a stress bearing thin film, of uniform thickness hf, deposited on a 
relatively thick substrate of uniform thickness hS, and derived a simple relation between the 
curvature of the system and stress σf of the film as follows: 
 
 





−
−
=
12
2 11
)1(6 RRhv
hE
fS
SS
fσ  (2.2) 
 
where ES and νS are Young’s modulus and Poisson’s ratio for the substrate, and R1 and R2 are 
the radius of curvature of the film-substrate system before and after deposition.  Eq. 2.2 is 
called the Stoney formula, and it has been broadly used in the literature to infer changes in 
film stress from experimental measurement of system curvature change [18, 35, 36, 37, 38].  
The Stoney formula involves the following assumptions [39]: 
(a) Both the film thickness hf and substrate thickness hS are uniform, the film and 
substrate have the same radius of curvature, and  hf << hS << R1, R2 ; 
(b) The strains and rotations of the plate system are infinitesimal; 
(c) Both the film and substrate are homogeneous, isotropic, and linearly elastic: 
(d) The film stress states are in-plane isotropic or equi-biaxial (two equal stress 
components in any two, mutually orthogonal in-plane directions) while the out-of-
plane direct stress and all shear stresses vanish; 
(e) The system’s curvature components are equi-biaxial (two equal direct curvatures) 
while the twist curvature vanishes in all directions; and  
(f) All stress and curvature components are spatially constant over the plate system’s 
surface, a situation which is often violated in practice. 
 
The following sections describe common methods for measuring small curvatures, and hence 
determining stress in samples. 
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2.3.3) Surface Profilometry 
 
Surface profilometry is a technique that can measure minute physical surface height variations 
as a function of position.  A diamond stylus is moved over the surface in contact with it, and 
its height accurately measured.  This instrument has the capability of measuring step height 
down to a few nanometres. 
 
 
Figure 2.3:  The Tencor P-16+ surface profilometer, with controlling PC. 
 
A KLA Tencor P-16+ Profilometer is currently used at RMIT to measure curvatures of thin 
film samples.  Fig. 2.3 is a photograph of the apparatus.  The profilometer has two available 
stylii, 2.5 and 12.5 micrometre radius, and has a force variable between 1-40 mg weight  
(10-400 mN) giving it the capability to profile a wide variety of materials.  The profilometer 
is controlled by a PC running Windows, making the system very easy to use.  The software 
offers several data processing functions as well as image capture and storage.  The data can be 
easily converted to ASCII format and stored on a diskette for additional processing if 
required. 
  2.  Background 
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The sample (a thin film on silicon wafer) is put on the stage of the profilometer, the stylus is 
lowered to its surface, and traced across the sample.  Information on the variation of the stylus 
height is collected and analysed by a graph in the excel and this graph represent a curvature of 
the sample under test.  Usually traces are acquired across two perpendicular diameters. 
  
Assuming that the sample has a uniform curvature C, then the maximum departure from a 
plane surface across a trace of length d will be h where: 
 2
8
d
hC =  (2.3) 
 
 
2.3.4) Interferometry Techniques 
 
Interferometry is the technique of measuring interference fringes.  It is an important tool in 
the fields of assessment, testing, and measurement for the optical industry and scientific 
purposes [40].  It relies on the principle that the result of combining two waves of the same 
frequency depends on the value of the phase of the waves at the point at which the waves are 
combined.  The phase of a wave depends in turn on the distance it has travelled.  
 
In an interferometer, interference fringes are produced which map out the height contours of 
the sample, and these can be analysed to give a measurement of the curvature of the sample.  
Theoretically the contour spacing is n/λ , where λ  is the wavelength of light used for testing 
and n is the number of times the system is traversed by the test beam.   
 
A Michelson interferometer system has been used in this project and in previous work at 
RMIT [41] to measure curvature of samples ex situ, before and after deposition. 
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Figure 2.4:  Michelson interferometer setup for measuring sample curvature 
[42]. 
 
Fig 2.4 shows the optical setup used.  A helium-neon laser beam was expanded and 
collimated, then divided into two beams, one going to a flat reference mirror and the other to 
the sample.  The path difference between the two beams after recombination creates a fringe 
pattern which is a contour map of the curvature of the sample under test.  The contour spacing 
is λ/2 where λ is the laser wavelength (633 nm). 
 
Fig. 2.5 shows typical images acquired by the CCD camera.  If the difference in surface 
height between the centre of the fringe pattern and the mth fringe out from the centre is h, then 
as in Eq. 2.3 the curvature of the sample can be calculated from 2
8
d
hC = , where d is the 
diameter of the mth fringe, and: 
 h = mλ/2  (2.4) 
 
The samples in Fig 2.5 are thin films of titanium nitride on silicon.  The calculated curvature 
in Fig 2.5(a) is 0.0402 m-1, and in Fig 2.5(b) is 0.118 m-1.  The curvature is closely spherical 
in both cases. 
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Figure 2.5:  Examples of Michelson interferograms of thin film samples: (a) 
small curvature;  (b) larger curvature. 
 
 
The Michelson interferometer method is a quantitative test, it has very high sensitivity, and it 
gives detailed information about the shape of the sample.  However, it usually fails when the 
medium between the system under test and the testing station is turbulent or changing rapidly, 
or where there are mechanical drifts or vibrations in the optical setup.  Air turbulence can be 
eliminated if the system is tested in a partially evacuated chamber, and vibrations can be 
reduced to a tolerable level through the use of vibration isolation devices.  As the main aim of 
this project is to implement a technique inside the vacuum deposition chamber, where plasma 
turbulence and mechanical vibrations are very difficult to control, no further attempts were 
made to adapt this technique for in situ testing.  
 
Another disadvantage of interferometric techniques is that the analysis of fringe patterns is 
laborious.  Automated methods of exposure and analysis of fringe patterns do exist [43], but 
they are not simple. 
 
Michelson interferometry is nevertheless a good way to check the results of the profilometer 
and other tests ex situ.  This has been done in studies at RMIT [41], and good agreement 
obtained.  
 
(a) (b) 
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2.3.5) Ray deflection methods 
 
Other optical methods, not involving interferometry, have been used by some workers to 
measure substrate curvature.  These are based on geometric optics, and measure the deflection 
of light rays reflected from the surface of the sample due to changes in its curvature.  
 
A test that has been commonly used in the inspection of optical components such as lenses is 
the Foucault knife edge test [44].  By this test, longitudinal and transverse aberrations can be 
determined, but it is relatively insensitive.  A closely related technique is the wire test;  this 
gives information only on the radial components of surface deviations across one diameter at 
a time, but it has an advantage compared to the knife edge test in that it provides more 
quantitative data.  By combining different tests an estimate of the shape of the surface can be 
achieved.  This test has not been used in the thin film stress application because of the 
difficulties in the optical setup and alignment, and also it is difficult to automate. 
 
 
Figure 2.6:  Showing the principle of the optical cantilever method for 
measuring stress in a sample [45]. 
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Several workers have used the deflection of one or more laser beams reflected from the 
surface of the sample to track changes in curvature during deposition.  Moulard et al [45] used 
a very basic cantilever system as shown in Fig. 2.6.  A laser beam is reflected from the sample 
onto a screen.  The displacement of the laser spot on the screen during the deposition process 
was followed using a CCD camera focused on the screen, and image processing its output.  
The main advantage of this technique was that the detection equipment could be placed 
outside the vacuum chamber, and the spatial resolution could be adjusted by changing the 
distance to the screen and the focal length of the camera lens. 
 
Honda et al [32], and Fitz et al [4] have used similar methods, with position-sensitive 
detectors to measure the displacement of the reflected spot.  More recently, Delplancke-
Ogletree & Monteiro [3] also measured the internal stress in a substrate undergoing thin film 
deposition, using a reflected laser beam.  They point out that their stress calculations are 
largely dependant on estimations of the thickness of the deposited film, and that the errors 
associated with this estimation are expected to increase as the deposition time increases.  This 
difficulty applies to any stress measurement derived from curvature measurements. 
 
Flinn et al. [46] have described a similar method in which a single laser beam was reflected 
from a thin film sample and a position-sensitive detector recorded the position of the reflected 
beam.  However, in this case the laser beam was scanned across the sample, and by analysing 
the motion of the reflected beam, the curvature of the thin film was calculated.  This method 
was applied in air to measure stress in metal films as a function of temperature.  Pienkos et. al 
[47, 6, 48] have adapted this method, using a CCD camera, and applied it to samples in a 
vacuum chamber to study stress changes during deposition and ion implantation.   
 
Chowdhury & Laugier [49] used a slightly different stress measurement instrument based on 
the bending beam method together with a sensitive non-contact fibre optical displacement 
sensor.  An optical fibre probe close to surface of the sample directly measured the 
displacement of the surface, rather than the change in angle of a reflected beam. 
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As reported in this thesis, we have designed an extension of the ray deflection approach, using 
an array of light pencils reflected from the sample to gain a more complete picture of the 
surface profile. 
 
2.4) Hartmann Screen Test 
 
The Hartmann screen test was originally developed by Johannes Hartmann [10] to investigate 
the quality of an astronomical telescope.  Hartmann created a screen full of holes, which he 
put on the aperture of the telescope as a mask for the telescope.  Photographic plates were 
then put on either side of the focus of the telescope and exposed.  The screen passed light in 
the form of a set of rays which produced spot patterns on the plates.  By relating correlated 
spots from two plates and knowing the distance between the plates, the path of rays through 
the focal point could be determined, and so aberrations in the telescope could be studied.  The 
principle is illustrated in Fig. 2.7. 
 
Figure 2.7:  Diagram illustrating the principles of the Hartmann Screen test.  
Examples of spot patterns on photographic plates 1 and 2 are shown, for the 
case of a focusing system [50]. 
 
The Hartmann screen is therefore a plane sheet screen that has uniform apertures which can 
be used to create arrays of light beams on the sample being tested. It is a well established 
technique [9] that is used in many different applications. 
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The light source in these systems is usually a HeNe or diode laser which provides a uniform 
and coherent point source.  The light from the source is expanded by using a pin-hole aperture 
and is then passed through a collimating lens to obtain parallel light rays. Once parallel light 
rays are obtained, the rays pass through the Hartmann screen which produces an array of 
parallel light sources which originate from an identical plane of reference (Fig (2.7)).  The 
function of a Hartmann screen is to transform a continuous plane of light to a discrete array of 
parallel beams of light. 
 
A similar device, known as the Shack-Hartmann screen [9] is also widely used in technology 
[51, 52, 53, 54, 55].  The Shack-Hartmann experimental equipment (Fig. 2.8) utilizes a tiny 
lens in place of each aperture in the Hartmann screen.  A laser beam passes through the 
optical system to be tested, then through the lenslet array.  Each lens produces a focused spot 
whose position depends on the tilt of the wavefront at the plane of the lens.  The spot pattern 
is received on a CCD camera, and the pattern is analysed to study aberrations.  The advantage 
of the Shack-Hartmann sensor is that it improves the light throughput, but its disadvantage is 
that the lenslet array is quite expensive. 
 
Figure 2.8:  The Shack- Hartmann Screen Test system.  In the example shown, 
the lenslet array is being used to test the collimation of the wavefront after 
passing through a telescope/collimator system [56]. 
 
Since their development, these techniques have been employed in many areas including 
measurement of astigmatism in human vision [53, 54].  
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2.4.1) Classical Hartmann radial pattern 
 
The radial pattern Hartmann screen has been implemented since 1900 [9]. Geometrically, the 
radial pattern consists of a series of holes aligned on concentric circles (Fig. 2.9). 
 
Figure 2.9:  Classical Hartmann radial pattern [9]. 
 
Traditionally the radial pattern Hartmann screen was used to evaluate the quality of concave 
mirrors such as telescope mirrors in collimated light, by detecting imperfections produced 
from the manufacturing processes.  Radial pattern Hartmann screens have the advantage that 
their circular geometry makes mathematical analysis easy to achieve in polar co-ordinates.  A 
disadvantage is that holes in the screen that are far from the centre are more widely spaced 
than the holes closer to the centre, and so the surface is not uniformly sampled [9].  In 
addition, the circular design of this type of Hartmann screen means that it is particularly 
insensitive to defects that are circular in nature [9].  Due to these disadvantages, we did not 
choose this screen. 
 
 
2.4.2) Helical Hartmann Screen 
 
A helical Hartmann screen is a variation on the classical Hartmann radial pattern, in which 
holes along any radius are shifted radially relative to adjacent radii so as to give the 
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appearance of a helix (Fig. 2.10).  This pattern improves the detection of some defects that 
may go hidden with a classical screen having a similar hole spacing.  On the other hand, it 
still suffers from asymmetrical area sampling, in that the outside areas of the mirror that will 
collect a greater percentage of the light in practical use are the ones which are most poorly 
sampled.  
 
Figure 2.10:  A helical Hartmann screen, showing the staggering of the holes in 
the radial arms of the screen [9]. 
 
 
2.4.3) Square Hartmann screen 
 
The square Hartmann screen (Fig. 2.11) overcomes all the disadvantages of the radial and 
helical screens.  Firstly, the sample pattern cuts across the generally occurring circular zonal 
features and is less likely to miss these features.  Secondly, the square array gives uniform 
sampling across the surface, and a higher sampling frequency can be achieved with this 
method than is possible with radial or helical screens.  Thirdly, if the screen is made as a rigid 
solid unit, the hole spacing can be controlled accurately, and the characteristics of the screen 
are easily obtained.  A similar screen was used to test the 4-m primary mirror at the Kitt Peak 
National Observatory (USA) [57]. 
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Figure 2.11:  The square array Hartmann test screen.   
 
A disadvantage of the Hartmann test methods is that it is not possible to detect small scale 
surface changes taking place between holes in the screen. However, these changes are 
detected easily with tests such as the knife-edge test.  Consequently the square array test must 
be used in conjunction with a method capable of detecting small scale defects if these are 
important.  Also, use of the square Hartmann screen with many holes requires high speed 
electronic computers to analyse the results. 
 
Because of the advantages and simplicity of construction of the square Hartmann screen, it 
was the one chosen for use in this project. 
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3.  HARTMANN SCREEN TEST – CLASSIC 
CONFIGURATION 
 
3.1) Design considerations 
 
 
B 
A 
C 
D 
E 
F 
G 
H 
 
Figure 3.1  The vacuum deposition chamber is shown in this photograph. The 
sample is located in the centre of the cylindrical chamber, and the plasma beam 
enters from the right.  The optical instrument to measure curvature of the thin 
film during deposition is to be attached to the top and bottom ports of the 
chamber.  A:  vacuum chamber;  B:  double-bend filter;  C:  sample exchange 
port;  D:  top port;  E:  shutter control;  F:  bottom port (not visible);  G:  
vacuum guages;  H:  connection to vacuum system. 
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The aim of this project was to design an instrument to be attached to the cathodic arc vacuum 
deposition chamber described in Section 2.1.1, using the HST to measure curvature of 
samples in situ in the chamber.  This requires a laser light source to be mounted on one side of 
the chamber and a digital camera on the other side.  A photograph of the sample chamber is 
shown in Fig. 3.1.   
 
Unused ports are available on the top and bottom of the chamber.  The sample must be under 
vacuum during deposition, so the ports have to have glass windows through which the light 
beams can pass when the chamber is evacuated.   
 
The dimensions of the chamber create boundaries that the HST components must be designed 
to fit around.  The distance from the sample to the glass ports on each side is approximately 
200 mm.  The chamber is designed to deposit onto wafers that are 20 mm square.  Because of 
the shape of the chamber and the position of the sample inside it, the angle of incidence of the 
laser beam cannot be less than about 70°.  Digital cameras of the type to be used in the system 
typically have a CCD detector with a sensitive area of around 5 mm wide.  The array of spots 
created by the Hartmann screen must fit inside the area of the sample and the area of the CCD 
detector. 
 
Figure 3.2.  Layout of the proposed system in the vacuum deposition chamber.  
Diagram is rotated for convenience: entry port is actually at top of chamber. 
 
The system proposed to measure the stress during thin film deposition inside the deposition 
chamber is shown in Fig. 3.2.  This figure shows the vacuum deposition chamber, with the 
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laser beam entering the top port, reflecting from the sample, and creating a spot pattern on the 
CCD detector after passing through the bottom port.  The laser beam is first expanded, then 
focused by a lens placed just before the Hartmann screen.  After reflection at the sample, the 
beam comes to a focus between the sample and the CCD detector.  The advantage of using a 
lens before the Hartmann screen is that it makes it possible to have a larger Hartmann screen 
which is easier to make, while decreasing the size of the beam to fit into the area of the 
sample and the CCD detector.  The important part of the theory is how the beam paths from 
the sample to the detector depend on the change in curvature of the sample.  This will be 
discussed in Section 3.3. 
 
3.2) Apparatus 
 
To test the proposed system, a prototype arrangement for determining the curvature of a thin 
film sample was set up on an optical bench, as shown in Fig. 3.3. 
 
L 
E F 
C 
S 
H 
 
Figure 3.3.  Prototype experimental set up for measuring curvature of thin 
films with Hartmann screen technique.  L:  He-Ne laser;  E:  beam expander 
and spatial filter;  F:  focusing lenses;  H:  Hartmann screen;  S:  sample 
holder;  C:  digital camera. 
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The light source used in this experiment was a 10 mW helium neon laser.  The laser beam was 
passed through attenuating filters, then expanded with a spatial filter.  The diverging beam 
was focused with two collimating lenses in series (focal length 350 mm).  The Hartmann 
screen was placed just after these lenses. 
 
The Hartmann screen was made from thin copper plate.  A series of 25 holes of 0.8 mm 
diameter were drilled in this plate, in a square 5 × 5 array, with a grid spacing of 3 mm.  The 
pattern had an overall size of 12 mm × 12 mm. 
 
The sample was mounted on a mirror holder which could be rotated and tilted to set the angle 
of incidence of the beam. 
 
The first camera used was an Electrim EDC-1000N computer camera, with a CCD detector 
consisting of a 652 × 494 array of pixels on a 7.4 µm square grid.  The camera was used 
without a lens attached.  Images were captured, stored and analysed on a personal computer. 
 
Figure 3.4.  Schematic diagram of analysis of spot patterns. 
 
Figure 3.4 illustrates the concept of the analysis of the data.  An incident wavefront from the 
laser passes through the Hartmann screen and is split into 24 separate rays (one hole was 
blocked to help identify the orientation of the captured image).  After reflection from the 
  3.  HST – Classic Configuration 
 29 
sample, a spot pattern is created on the detector and stored as a reference pattern, shown by 
the full circles.  When the sample deforms, the spot pattern changes, creating a sample pattern 
as shown by the open circles.  The difference between the two patterns contains information 
on the change in curvature of the sample under test.  The spot patterns are investigated by an 
image processing procedure which enhances the spot images and determines the centre 
coordinates of each point.  The changes in coordinates, xd and yd, are then determined for each 
ray. 
 
 
3.3) Theory 
 
A summary of the theory connecting the spot displacements to the changes in curvature of the 
sample is given here.  The complete theory is presented in Appendix 1. 
 
 
Figure 3.5.  Coordinate system and definition of quantities used in the theory.  
The optical axis is unfolded about its reflection in the sample. 
 
In Fig. 3.5, the optical axis (z axis) is drawn as a straight line, although in reality it is reflected 
in the sample.  A ray from one of the holes in the Hartmann screen is shown.  Suppose the 
illuminating beam comes to a focus at a distance zf from the Hartmann screen, and the sample 
intersects the optical axis at a distance of zs from the screen.  The sample is rotated about an 
axis perpendicular to the diagram (the y axis) so that its normal makes an angle of α with the z 
0 zs 
α 
xS 
zD 
Hartmann 
screen 
sample 
detector plane 
zf z 
xD 
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axis, that is, the plane of the sample is at an angle of α to the x axis.  The detector plane is a 
distance zD from the centre of the sample.  Let the ray strike the detector at coordinates (xD , 
yD) in the plane of the detector, in the case of the reference image. 
 
We now assume that the surface of the sample deforms so that its perpendicular displacement 
from the original surface is given as a function of coordinates (xS, yS) in the plane of the 
sample by: 
 SySxSSxySyySxx ybxbyxayaxah ++++= 2
22
 (3.1) 
Here the second-order terms in xS and yS correspond to curvature of the sample, and the first-
order terms correspond to any rigid-body tilt of the sample. 
 
Then it is shown in Appendix 1 that the displacements (xd , yd) of the spot are given by: 
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where Kz is a dimensionless constant given by: 
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The unknown parameters are axx, ayy and axy, which describe the shape of the reflecting 
surface, and bx and by which describe any remaining tilt.  These unknowns can be found by 
measuring the displacements (xd , yd) for a number of different reference beam spots (xD , yD), 
then using an iterative technique to determine the set of parameters that minimises the sum of 
the squares of the differences between the calculated and measured values of xd and yd. 
 
Finally, the curvature of the surface can be expressed more conveniently in terms of its 
principal curvatures, which are the maximum and minimum curvatures of the surface, given 
by: 
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These curvatures are equal to the reciprocal of the radius of curvature of the surface in two 
perpendicular planes.  These planes define the principal axes which are oriented at an angle θ 
to the original xS axis, where: 
 
yyxx
xy
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a
−
=
2
2tan θ  (3.5) 
 
 
3.4) Measurements 
 
A typical measurement was done by setting up a sample on the sample holder, and aligning 
the laser beam on to the sample through the Hartmann screen.  The distance from the 
Hartmann screen to the focus was set to be 300 mm, the distance from the Hartmann screen to 
the sample was 200 mm, and from the sample to the camera was 200 mm.  The angle of 
incidence of the beam was adjusted to be 70°.  The reflected pattern was received by the 
camera.  For a reference image, the sample was replaced with a flat front-surfaced mirror. 
 
Fig. 3.6(a) shows the pattern of spots received by the detector.  One of the holes in the 
Hartmann screen was blocked off to help identify the orientation of the image.  Diffraction 
rings surrounding each spot, and interference features between the spots are apparent in the 
image.  Before locating the central position of each spot, the pattern must first be tidied up 
using image processing techniques. 
 
Patterns were analysed with the image processing packages Scion Image (from Scion 
Corporation, http://www.scioncorp.com) or ImageJ (from Research Services Branch, National 
Institutes of Health, http://rsb.info.nih.gov/ij/).  The original images were 256-level grey scale 
images.  These were first thresholded and converted to binary format, as in Fig. 3.6(b).  Then 
the “open” and “close” morphological operations were used to tidy up the boundaries of the 
spots, as in Fig. 3.6(c).  Finally, the spots were identified and numbered by the image 
processing package, as in Fig. 3.6(d), and the coordinates of their centroids were determined.   
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Figure 3.6.  Example of image processing of recorded spot pattern:   
(a) Original image;  (b) Binary thresholded image;  (c)  After opening and 
closing operations;  (d)  Spot areas are identified and numbered.  One hole was 
blocked to identify orientation. 
 
 
These coordinates were transferred to an Excel spread sheet, for both sample and reference 
images.  The displacements xd and yd were calculated for each spot.  Then the Excel Solver 
program was used to find the best fit values of the curvature parameters, by minimizing the 
sum of the squares of the differences between the measured displacements and the calculated 
displacements, using equation 3.2.  The principal curvatures, which are the maximum and 
minimum curvatures of the surface, were then determined from equation 3.4, and also the 
angle of the principal axes was determined from equation 3.5. 
 
(a) (b) 
(c) (d) 
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Figure 3.7 shows an example of a recorded spot patterns.  The reference spots are shown with 
full circles, and the sample spots with open circles.  The coordinate origins for the two spot 
patterns are shifted to coincide at the centre spot.  The sample in this case was a 25 nm film of 
carbon on a silicon wafer, and the reference was a flat front-surfaced mirror.  The angle of 
incidence was 60°.  The difference between the reference and sample spot positions is due to 
the curvature of the sample. 
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Figure 3.7.  Diagram demonstrating spot patterns of the reference and sample.  
The curvature of the sample under test is measured from the difference 
between the sample and reference spot positions. 
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Figure 3.8 compares the experimentally measured spot displacements with the theoretical 
fitted values, both with respect to the reference image.  Reference and measured spot 
positions are shown with full and open circles again, and the theoretical best fit positions are 
shown as crosses.  In this figure, the displacements between the reference spot positions and 
the measured and calculated positions are magnified by a factor of 5 for clarity.   
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Figure 3.8.  Illustration of the analysis of the spot patterns in Fig. 3.7.  Fitted 
spot positions are shown with crosses.  The displacements between the 
reference spot positions and the measured and calculated positions are 
magnified by a factor of 5 for clarity. 
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The analysis gives results of 0.023 m-1 and 0.032 m-1 for the two principal curvatures.  The 
sample is concave.  The rms displacement error between measured and fitted spots is 1.8 
pixel.  For comparison, the average rms displacement between the measured and reference 
spots is 4.7 pixel.  An earlier measurement of curvature of this sample using surface 
profilometry gave values of 0.020 m-1 and 0.025 m-1 in perpendicular directions, and the 
calculated average stress was 4.4 ± 0.5 GPa [M. Taylor, personal communication]. 
 
A difficulty in the analysis is determining accurate coordinates for the centres of the spots, 
because of the interference and diffraction features.  An approximate estimate of the 
experimental uncertainty can be made starting from Eq. 3.2.  For simplicity, assume that the 
sample has spherical curvature, so that axx = ayy and axy = 0.  Then, ignoring tilt, the curvature 
is related to the spot displacement by: 
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Taking zs = zD = (200 ± 1) mm and  zf = (300 ± 2) mm gives Kz = −1.00 ± 0.07.  Assuming  α 
= (70 ± 0.5)°, the relative error in the constant coefficients on the right-hand side of these 
equations is about 0.10.  Spot positions can typically be determined to within ± 2 pixel, and 
the initial coordinates xD and yD are of the order of 100 pixels, so the relative uncertainty in 
the ratio xd/xD or yd/yD is around 0.04.  The total relative uncertainty in the a coefficients is 
therefore about 0.14, as a conservative estimate, including both random and systematic errors. 
 
When the curvature is close to zero, the absolute uncertainty is more relevant.  Putting in the 
above numbers with xD = 100 pixel and xd = (0 ± 4) pixel gives axx = 0 ± 0.017 m-1.  The 
random error is therefore of the order of 0.02 m-1. 
 
The absolute accuracy of the technique only depends on accurate measurement of α, zs, zD and 
zf.  Since xd, yd, xD and yD are all measured in pixel units, the actual size of the camera pixels 
does not enter into the calculation of the curvature. 
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3.5) Comparison with other methods 
 
A series of comparison measurements was made using the surface profilometry, 
interferometry, and Hartmann screen methods for measuring curvature on a set of thin film 
samples.  The samples were a set of deposited (Ti,V)N films on silicon with various 
proportions of Ti to V.  These samples had been prepared for a previous study of the 
correlation between stress and hardness in titanium/vanadium nitride alloys [58], where it was 
shown that changes in the Ti:V ratio produce changes in stress in the thin films.  Curvature 
measurements had already been done on these samples using surface profilometry and 
interferometry.  The estimated experimental uncertainties in these results were ± 0.008 m-1 for 
profilometry and 0.036 m-1 for interferometry [M. Taylor, personal communication]. 
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Figure 3.9:  Measurements of curvature of (Ti,V)N thin film samples made 
with three different systems: surface profilometry, interferometry, and 
Hartmann screen test.  Error bars show the typical experimental uncertainties 
for each technique. 
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Fig. 3.9 is a comparison of these measurements with HST measurements.  The curvatures are 
an average of the two principal curvatures.  It can be seen that the HST measurements are in 
good general agreement with the other methods. 
 
Fig. 3.10 shows the same measurements plotted in a different way, with the profilometry 
measurements on the vertical axis and HST measurements on the horizontal axis.  The graph 
shows that there is agreement to within about 0.02 m-1, generally within the expected 
uncertainties. 
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Figure 3.10.  Comparison of Hartmann screen and profilometric measurements 
of curvature of (Ti,V)N thin film samples.  The line labelled “ideal” indicates 
what would be exact agreement between the two techniques. 
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3.6) Discussion 
 
It has been shown that the Hartmann Screen Test can be used successfully to measure 
curvature of thin film samples, and it gives good agreement with other techniques.  It only 
needs simple equipment, and it is easy to build around the deposition chamber for 
implementation in situ.  Calibration is simple, as the only inputs required are the angle of 
incidence, the distance from screen to beam focus, the distance from screen to sample, and the 
distance from sample to the detector plane. 
 
The main problem with the technique is the poor quality of the spots in the image, because of 
diffraction and interference features (Fig. 3.6(a)).  More image processing is required to clean 
up the spot images, creating more uncertainty and decreased sensitivity in the determination 
of the centre coordinates of the spots.  There is a need to develop a technique which gives 
improved quality of the spot pattern.  Therefore another system, a modified Hartmann screen 
technique, was developed as described in the next chapter. 
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4.  HARTMANN SCREEN TEST – MODIFIED 
CONFIGURATION 
 
4.1) Principle and Apparatus 
 
As mentioned in the last chapter, the Hartmann screen test system in its simplest form has the 
disadvantage that the recorded spot pattern is affected by diffraction and interference effects 
which make determination of spot positions more difficult.  To overcome this disadvantage, 
we added a lens in front of the camera, forming a sharp image of the Hartmann screen on the 
detector plane.  We called this improved system the ‘Modified Hartmann Screen Technique’ 
(MHST).  Results from the MHST have been found to have superior accuracy compared to 
the simple HST. 
 
The modified optical configuration is shown in Fig. 4.1.  The difference compared to the 
previous configuration (Fig. 3.2) is that a lens is added between the sample and the CCD 
detector.  The lens and the detector may be combined in the form of a standard digital camera.  
It is now an advantage to focus the laser beam into the entrance aperture of the camera.  The 
focal length of the lens, and its distance from the CCD detector, are such that an image of the 
Hartmann screen is formed on the detector. 
 
 
Figure 4.1:  Optical layout for modified Hartmann screen technique.  
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Again, a prototype apparatus was set up on an optical bench to test the technique (Fig. 4.2).  A 
laser beam was produced by a semiconductor diode laser (VAST Technologies model VDL 
3V).  The laser was used without a collimating lens.  The output beam was highly divergent, 
with a wavelength of 677 nm.  It was passed into a camera lens (focal length 80 mm) through 
the Hartmann screen to the sample, and from the sample it was reflected to the camera.  The 
sample was mounted on a prism spectrometer turntable so that the angle of incidence could be 
set accurately.  The camera used in this case was a Mightex MCE-BO13-U CMOS USB 
camera, with 1280 × 1024 pixels on a 5.2 µm square grid.  This camera had more pixels and a 
smaller pixel size than the Electrim camera used previously (Section 3.2).  It was fitted with a 
100 mm focal length lens.  The spot pattern was recorded by a personal computer and 
analysed as before. 
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Figure 4.2: Experimental set up for the modified Hartmann screen technique. 
L:  semiconductor diode laser;  F:  focusing lens;  H:  Hartmann screen holder;  
S:  sample holder mounted on turntable;  C:  digital camera. 
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Fig. 4.3 shows the principle of the data recording and analysis.  The displacements xd and yd 
between reference and sample frames are measured to determine sample curvature. 
 
 
Figure 4.3 Analysis of spot patterns of modified Hartmann sensor. 
 
 
4.2) Theory 
 
The complete theory for the modified Hartmann screen test is again presented in Appendix 1.  
The results are summarised here.  Fig. 4.4 shows the geometry of the system. 
 
As before (Section 3.3), zf is the distance from screen to focus of the beam, and zs is the 
distance from the screen to the centre of the sample.  The sample is tilted at an angle α.  A ray 
from coordinates (xH, yH) on the Hartmann screen strikes the detector at position (xD, yD) in 
the reference image.  In the sample image, the corresponding ray is displaced by distances  
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(xd, yd) from the original position, and appears to have come from (x’H, y’H).  The sample 
curvature and tilt are assumed to be described by equation (3.1). 
 
 
Figure 4.4:  Coordinate system and definition of quantities for the modified 
Hartmann screen test.  The optical axis is unfolded about its reflection in the 
sample. 
 
Let the magnification of the image be:  
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Then the spot displacements are given by: 
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These equations are similar to the simple HST case (Eq. (3.2)), but with the replacement of zD 
by zs and Kz by Jz.  The magnification M appears in the tilt terms, but not in the curvature 
terms.  It does not need to be known accurately, because it can be determined in the fitting 
process.  The unknown parameters are now axx, ayy and axy, which describe the shape of the 
reflecting surface, and Mbx and Mby which describe any remaining tilt.  They can again be 
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found by a least-squares fitting routine.  The magnitudes and orientation of the principal 
curvatures are given by Eq. (3.4) as before. 
 
The sensitivity of curvature measurement now depends on the product zs Jz,  whereas in the 
previous case the corresponding factor is zD Kz.  In practice, zs ≈ zD, (one is the distance from 
sample to screen, the other is sample to detector).  Jz will typically be about 0.5, assuming zc 
to be about 200 mm and zf about 400 mm.  Kz is about 1.0.  Hence the sensitivity of the 
modified system will be about half that of the original.  However, there is increased precision 
in the measurement of the centroids of the focused spots. 
 
An estimate of uncertainty can again be made from Eq. 4.3, using the same procedure as in 
Section 3.4.  Assuming that the sample has spherical curvature and ignoring tilt, the curvature 
is now related to the spot displacement by: 
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yy
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xx Jzy
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Jzx
x
a ==  (4.4) 
 
Taking zS = (200 ± 2) mm and  zf = (400 ± 4) mm gives Jz = 0.5 ± 0.01.  Assuming  α = (70 ± 
0.5)°, the relative error in the constant coefficients on the right-hand side of these equations is 
about 0.06.  Spot positions are easily determined to within ± 1 pixel in this case, and the initial 
coordinates xD and yD are of the order of 100, so the relative uncertainty in the ratio xd/xD or 
yd/yD is around 0.02.  The total relative uncertainty in the a coefficients is therefore no more 
than 0.08. 
 
As before (Section 3.4), the absolute uncertainty when the curvature is close to zero is found 
by putting xD = 100 pixel and xd = (0 ± 1) pixel, giving axx = 0 ± 0.009 m-1.  The expected 
random error is therefore of the order of 0.01 m-1.  The modified Hartmann configuration is 
therefore expected to give smaller systematic and random errors than the configuration 
considered in Chapter 3. 
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4.3) Measurements 
 
Fig. 4.5 shows typical spot patterns recorded with the classical configuration and the modified 
configuration.  The diffraction and interference effects that appear in the classical case are not 
present in the modified case, and the spot boundaries are much sharper.  Fewer opening and 
closing operations were required in the image processing step in order to give easily 
identifiable spots. 
 
 
Figure 4.5:  Comparison of recorded spot patterns from (a) classical Hartmann 
configuration (b) modified Hartmann configuration.  It can be seen that the 
sharpness of the spot pattern is much improved in (b). 
 
 
Experiments were done to prove that the method of analysis was giving correct results.  A 
number of different thin film samples were measured by surface profilometry, and also with 
the classic technique and the modified technique.  Fig. 4.6 is a summary of these 
measurements.  The squares represent measurements with the original HST, and the diamonds 
represent the modified HST measurements.  It can be seen that both methods give results 
which agree in general with profilometer measurements, to within the expected uncertainty. 
 
(a) (b) 
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Figure 4.6:  Comparison of curvature measurements made with the two sub-
techniques, Hartmann Screen and Modified Hartmann Screen, with 
profilometer measurements.  The line labelled “ideal” is the line of exact 
agreement between the profilometer and Hartmann methods. 
 
Another test was conducted to check whether the accuracy of curvature measurement 
depended on the angle of incidence of the beam.  For this, a long focal length biconvex 
converging lens was used as the sample, and the curvature of its front surface was measured.  
A flat mirror was used as the reference.  The lens surface was also measured with the 
profilometer.  Ten independent profilometer measurements were taken across two 
perpendicular diameters of the lens surface.  The mean curvature was found to be 1.206 m-1, 
with a standard deviation of 0.013 m-1.  This curvature is much greater than the curvature 
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expected from thin film samples, but it was chosen in order to test the accuracy of the system 
for large curvatures. 
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Figure 4.7:  Spot positions and displacements for measurement of surface of 
lens, at angle of incidence of 70°. 
 
Fig. 4.7 shows the spot pattern and the spot displacements at an angle of incidence of α = 70°.  
Only 14 spots could be used because some rays were obstructed.  There is an obvious 
difference in the displacements of the spots in the horizontal (x) direction and the vertical (y) 
direction.  The reason for this can be seen in Eq. 4.3, where there the xd displacements are 
divided by a factor of cosα, but the yd displacements are multiplied by cosα.  The quality of 
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the best fit of the calculated displacements is very good.  The rms error between measured and 
fitted spot positions is 1.0 pixel in this case. 
 
To get another estimate of the statistical uncertainty in the results, the “jackknife” method for 
estimating parametric curve fitting error was used [59, 60].  In this method, least-squares 
fitting of the data set with a theoretical curvature model is done as usual, but with each one of 
the data points omitted in turn from the complete set.  In the example of Fig. 4.7, there were 
14 recorded spots in the Hartmann pattern.  The Solver fit was performed 14 times, with a 
different one of the spots omitted each time.  This gave 14 slightly different sets of results for 
the curvature parameters.  The means of these results, and their standard deviations, were 
calculated.  The standard error in the mean of each curvature parameter is then given by 
mutiplying its standard deviation by (n – 1)/√n, where n is the number of data points, equal to 
14 in this case. 
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Figure 4.8: Measurements of curvature of surface of spherical lens.  Squares 
represent curvature in plane of incidence, diamonds represent curvature in 
perpendicular plane.  Error bars show standard errors as described in text. 
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Fig. 4.8 shows the derived curvature measurements as a function of angle of incidence of the 
measuring beam, compared with the profilometer measurement of the lens.  The error bars on 
the Hartmann screen measurements are the random uncertainties as determined by the 
jackknife analysis of the spot fits.  The error on the profilometer measurement is the standard 
deviation from the set of profilometer traces of the lens.  It was found that there was a small 
but significant difference between the curvature measured in the plane of incidence of the 
laser beam, and perpendicular to the plane.  Measurements in the plane of incidence give 
results larger than the expected value, but measurements in the perpendicular plane gave 
results which were smaller.  Both curvatures should be the same, since the lens was spherical.  
The discrepancy becomes larger as the angle increases.  It could be due to the approximations 
made in the theory, which assumes small curvatures.  The error is still less than 10% at 70°.  
This discrepancy needs further investigation. 
 
 
4.4) Discussion 
 
A number of improvements have been made between the classical HST system (Chapter 3) 
and the modified HST (Chapter 4).  The main advantage of the modified system is the sharper 
spot images, which make determination of spot positions less uncertain.  Calibration of the 
system is even simpler than for the first configuration.  The only distances that need to be 
known accurately are the distance from the Hartmann screen to the focus, and the distance 
from the Hartmann screen to the sample.  The distance to the camera and the focal length of 
the camera lens are not important in the theory. 
 
In testing this system, other equipment improvements were also made.  The output power of 
the semiconductor laser was easier to control than the power of the helium-neon laser, making 
it simple to get the right exposure for the camera images.  The Mightex camera had more 
pixels and smaller pixel size than the Electrim CCD detector, giving higher resolution in 
measuring spot position.  The uncertainty in curvature determination for the modified HST 
was found to be about half of that for the classical configuration. 
 
  4.  HST – Modified Configuration 
 49 
The modified Hartmann screen technique has a number of advantages which make it the most 
promising system to be used with the vacuum deposition chamber. 
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5.  PROTOTYPE EVALUATION 
 
If a thin film is deposited onto a thin substrate like a wafer at high temperatures, then the 
substrate cools down, the difference in thermal expansion coefficients between the film and 
the substrate can cause mechanical stress and changes in the curvature of the wafer.  
Alternatively, the properties and quality of thin films can sometimes be improved by heat 
treatment or annealing [61, 62].  It is useful to be able to track stress levels as a function of 
temperature and time during such heat treatment. 
 
An experiment was conducted to investigate the performance and demonstrate the capabilities 
of the HST in an application like this.  Because time constraints did not allow the construction 
of the mechanical systems needed to integrate the HST components with the vacuum 
deposition chamber, a prototype system was set up on an optical bench.  The dimensions and 
configuration were chosen to be similar to the geometry that would apply in the vacuum 
deposition chamber.  A thin film specimen was mounted on a heating stage, the film was 
heated slowly, and the curvature of the sample was measured at various temperatures.  
 
5.1) Equipment and Procedure 
 
The configuration used was similar to that in Fig. 4.1, with an angle of incidence of 70°.  The 
specimen was placed on a heating stage, and clamped at one point near its edge (see Fig. 5.2), 
so that mechanical constraints imposed on the specimen were minimum.  This was to 
eliminate any uncertainties due to the force applied.  The heating stage had an inbuilt 
thermocouple, and a controlled power supply to allow its temperature to be set and maintained 
at any given level. 
 
The sample was a 20 mm square silicon wafer with a carbon film of thickness 29 nm, created 
by cathodic arc plasma deposition.  This sample had previously been measured to have an 
internal stress of 9.6 GPa. [M.B. Taylor, personal communication]. 
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Figure 5.1 (a) and (b).  Two views of the apparatus used in measuring 
curvature of thin film during heating processes.  L:  semiconductor diode laser;  
F:  focusing lens;  H:  Hartmann screen;  S:  heated sample holder mounted on 
turntable;  C:  digital camera. 
 
The laser beam from the 677 nm laser diode was passed through a lens and the Hartmann 
screen (Figure 5.1(b)). The beam was reflected from the thin film, and then entered the 
Mightex CMOS camera, fitted with a 100 mm focal length lens (Fig. 5.1(a)).  Distances from 
the Hartmann screen to the sample (200 mm), and from the sample to the camera (200 mm) 
were chosen to be similar to the distances for the equipment to be used in the chamber.   
 
Two sets of measurements were done.  In the first, the temperature of the heater was increased 
from room temperature up to 55°C, 100°C, 200°C, then 300°C.  At each of these 
temperatures, the sample was allowed to equilibrate for a few minutes before the spot pattern 
was recorded by the camera.  The heater temperature was then reduced, and images were 
recorded at 200°C, 100°C and 50°C, again allowing time for settling.  In the second set, the 
temperature was increased from room temperature up to 800°C, with measurements taken at 
200°C, 400°C, 600°C and 800°C.   
 
Fig. 5.2(a) shows the sample mounted on the heating stage, with the recorded spot pattern on 
the monitor in the background.  In Fig 5.2(b) the stage temperature is 800°C.  The thermal 
(a) (b) 
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radiation from the heater can be seen on the monitor, but the spot pattern is still easily 
distinguishable. 
 
 
Figure 5.2:  Sample holder and computer monitor showing camera image.  (a) 
moderate temperature  (b)  high temperature 
 
Spot patterns were analyzed by the image processing technique described in Section 3.4 to 
determine the change in curvature of the sample relative to a reference pattern recorded at the 
start of each set. 
 
5.2) Results 
 
Figure 5.3 shows examples of recorded spot patterns.  Figure 5.3(a) was taken at the start of 
the heating procedure in the first set of measurements, at a temperature of 55°C.  This pattern 
was used as the reference for analysis of the other images in this set.  Figure 5.3(b) was taken 
at the end of the second set, at a temperature of 800°C.  A clip held the sample to the sample 
holder at the top of the pattern in Figure 5.3, also seen at the bottom of the sample holder in 
Figure 5.2.  Because of this obstruction, and because some of the spots fell outside the edge of 
the sample, only 18 of the 25 Hartmann screen spots were used in the analysis. 
 
(a) (b) 
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   (a)          (b) 
Figure 5.3:  Recorded spot patterns  (a) reference pattern recorded at start of 
first run;  (b) pattern recorded with heater temperature at 800°C. 
 
Examples of the analysis of spot patterns are shown in Fig. 5.4.  The positions of the spots in 
the reference image are shown as solid circles, the spot positions for the measurement in 
progress are shown as open circles, and the spot positions of best fit from the fitting routine 
are shown as crosses.  Reference and measured patterns are overlaid so that they have a 
common origin at the second spot in the middle row.  The displacements of the measured and 
fitted spots from their corresponding reference positions are magnified by a scaling factor of 
5, for better clarity.  Fig. 5.4(a) shows the analysis of the 200°C pattern in the first set, and 
Fig. 5.4(b) shows the analysis of the 800°C pattern in the second set, which is the same 
pattern as shown in Fig 5.3(b). 
 
Figures 5.5 and 5.6 show the fitted curvature results for the sample under test.  These 
diagrams show the magnitudes of the principal curvatures, and their orientation with respect 
to the vertical and horizontal directions.  Principal curvatures are plotted as two perpendicular 
lines, centred on the origin, showing the directions of the principal axes.  The length of each 
line, measured from the origin, gives the magnitude of the corresponding principal curvature 
in units of m-1.  Concave curvature is represented as a solid line, and convex curvature is a 
dotted line.  The data is plotted in this way to help visualise the shape of the surface.  For 
instance, two solid perpendicular lines of equal length would represent a concave spherical 
surface.  If the lines were dotted, the surface would be convex.  A cylindrical surface would 
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have one of the curvatures equal to zero.  For a flat surface, both lines approach zero length.  
A saddle-shaped surface is represented by one concave and one convex curvature. 
 
Figs 5.5(a) – (f) show the sequence of measurements in the first set, and Fig. 5.6(a) – (d) is for 
the second set. 
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   (a)         (b) 
Figure 5.4:  Spot patterns for the measurements at (a) 200°C in the first set of 
measurements and (b) 800°C in the second set.  The displacements of 
measured and fitted spots from their corresponding reference spots are 
magnified by a factor of 5. 
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Figure 5.5:  Variations in sample curvature as temperature is changed from 
55°C to 300°C and back (anticlockwise from top left).  Plots show directions 
and magnitudes of principal curvatures (units of m-1); solid line represents 
concave curvature, dotted line convex. 
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Figure 5.6:  Variations in curvature of sample as its temperature is changed 
from room temperature up to 800°C.  Lines show directions and magnitudes 
(units of m-1) of principal curvatures; solid line represents concave curvature, 
dotted line convex. 
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5.3) Discussion 
 
As the temperature of the sample was changed, variations in the spot pattern were seen, and 
changes in the curvature were observed.  At high temperature, the change in the curvature was 
more obvious;  however the change was not uniform over the temperature range.   
 
Estimates of uncertainties in the results were also calculated with the jackknife technique 
described in Section 4.3.  The standard error in the curvature measurements was usually less 
than 0.01 m-1, and was about 0.007 m-1 on average. 
 
In Fig 5.5, the temperature was increased from a starting value of 55°C up to a maximum of 
300°C and then reduced back to 50°C.  The spot pattern recorded at 55°C was used as the 
reference.  In Fig 5.5(a), at 100°C, there is very little change in the curvature; it is less than 
0.005 m-1, and comparable with the uncertainty of measurement.  At 200°C (Fig. 5.5(b)), a 
much bigger value is seen, and it is concave in the x direction but convex in the y direction, 
that is, saddle-shaped.  However, the quality of the fit, shown in Fig. 5.4(a),  is not very good 
in this case.  The residual differences between the measured and fitted spot displacements 
have an rms value of 2.2 pixel.  The differences also show a consistent trend across the 
pattern, rather than being random.  This means that the actual shape of the surface is not well 
approximated by the simple second-order curvature model.  At 300°C, the curvature is 
smaller, but still saddle-shaped.  As the temperature is decreased, at 200°C a larger curvature 
is again seen, and after that it reduces as the temperature is lowered back to 50°C. There is a 
difference between the value of the curvature at the start and at the end of the sequence (Fig. 
5.5(f)), showing that there is a permanent distortion of the shape of the sample.  
 
It was decided to cover a larger temperature range to see if the changes in curvature were 
consistent with the first run, and also to see if the total change would be larger for the larger 
range.  Fig 5.6 shows that in this case there was an increase in curvature up to 600°C, but a 
rotation of principal axes and a change from saddle-shaped to concave in both directions at 
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800°C.  Comparison between Figs 5.5(c) and 5.6(b) shows a similarity in the magnitude and 
orientation of the curvature between 300°C and 400°C in the two runs.   
 
It is apparent that the method of mounting of the sample is not very satisfactory.  In most of 
the images, there is a distortion evident in the area of the retaining clip.  This can be seen at 
the left hand side of the top row of spot displacements in Fig. 5.4.  The pressure of the clip in 
the region of the missing spot is creating something like a dimple-shaped irregularity around 
this area. This is one of the causes of the poor quality of fit in Fig. 5.4(b).  Also, the surface of 
the heater stage was not very flat, and it could put extra force on the sample, particularly if the 
sample has convex curvature. 
 
The sample mounting technique therefore needs improvement.  This could be done by making 
a double-jaw clip that holds the sample at just one point, rather than holding it against a 
surface.  However, there was not enough time to investigate this further. 
 
With change in the surface curvature, there will be a small change in the quality of focus of 
the spots as well.  This can be seen by comparing Figs. 5.3(a) and (b).  This should not affect 
results, since it is only the centroid of the spot that is important. 
 
At the higher temperatures the sample changed in color, glowing red as it emitted thermal 
radiation. This can be seen as background illumination in Fig. 5.3(b).  Nevertheless, the spot 
pattern could still be analysed successfully. 
 
These experiments show that the changes in curvature are not simple in nature.  Heating the 
film can cause differential expansion of the film and the substrate, and therefore change its 
curvature.  It would be expected that this change would be symmetrical about both axes, and 
it would reverse when the temperature is reduced, and the sample would return to its original 
curvature.  However, heating can also alter the structure of the thin film and thereby change 
its internal stress.  If this change is not reversible, then the sample will have a different 
curvature when it returns to room temperature.  The measurements show that internal stress 
changes are probably occurring. 
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In summary, it was found that the changes in curvature were not well approximated by the 
simple second order surface model.  This could be due to a number of factors including the 
method of mounting.  Nevertheless, the HST was successful in detecting and measuring the 
surface distortion, and giving some information on the departure from simple curvature.   
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6.  CONCLUSIONS 
 
6.1) Evaluation of technique 
 
The main aim of this project was to develop a technique that could determine internal stress 
changes in thin films during deposition inside the RMIT cathodic arc vacuum deposition 
chamber.  A common way to calculate stress is to measure changes in curvature of the thin 
film wafer.  Optical techniques were investigated for this purpose because they have high 
sensitivity and there is no need for contact with the sample during deposition.  The Hartmann 
screen test was found to be very suitable for this application.  It was chosen instead of 
interferometric methods because it is simple in principle, it is cheap to provide and it can 
work successfully in the environment inside the deposition chamber. 
 
A prototype apparatus was constructed to test the system, and to compare results with a 
theoretical model and with other techniques.  The classic HST, where rays reflected from the 
sample fall directly onto an array detector, was found to suffer from interference and 
diffraction effects which made it more difficult to determine spot positions precisely.  A 
modified system was developed, using a camera focused on the Hartmann screen.  This gave 
much sharper spots and improved precision in determining their centre positions.   
 
Curvatures of thin film samples under test were found by investigating differences between 
spot patterns reflected from the samples and from a flat reference mirror.  Changes in 
curvature were also investigated in an experiment in which a thin film sample was heated 
during measurements.  It was shown that the system was very sensitive to any change of the 
curvature as a function of time even under changing environmental conditions.  Under typical 
conditions, the method is capable of giving measurements of curvature accurate to within 8%, 
or to within ± 0.01 m-1, whichever is greater. 
 
Compared with other in situ techniques, the HST has the advantage that it probes the whole 
surface of the sample rather than only one or two points.  It detects the presence of and gives 
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information on non-spherical curvature.  The image analysis could be extended to measure 
differences of the profile from a second-order surface.  The system can be automated and 
promises to be useful for real-time control of the deposition process and improved quality of 
thin film manufacture.  
 
 
6.2) Future work 
 
The next steps in this project are to build the apparatus to incorporate the HST into the 
deposition chamber, and to test it in situ.  An improved sample holder will need to be 
designed to minimise external forces and mechanical distortion of the sample.  Computer 
programs to automate the recording of data, analysis of spot patterns and calculation of 
curvature in real time need to be developed.  Also further investigation is needed into the 
reason for the small difference between curvature measurements in two perpendicular 
directions that were noticed for the case of high curvature (Fig. 4.8).   The theory may need to 
be refined to remove some of the approximations in it. 
 
The present methodology assumes that curvature and stress are uniform over the whole 
film/substrate system. Lately [63] there have been investigations of the relation between non-
uniform film stresses and system curvature, and Stoney’s Formula has been extended to the 
case of non-uniform temperature distributions in the thin film wafer.  The case of radial 
symmetry has been studied [64] and methods for treating these non-uniform systems have 
been established. The film stresses were found to depend on the full-field curvatures rather 
than just the local system curvatures.  Since the HST is capable of analysing the surface 
profile in greater detail than second-order curvature, it could be very useful in investigating 
conditions of non-uniform stress. 
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APPENDIX 
Theory for determining curvature from Hartmann 
screen test 
 
The following derivations are due to P.A. Wilksch [personal communication]. 
 
Classical Hartmann configuration 
 
Let the Hartmann screen consist of a number of holes illuminated by light of wavelength λ.  
Let the optical axis of the system be the z axis, and let the coordinates of a particular hole be 
xH, yH, as in Fig. A.1.  In this figure, the optical axis is drawn as a straight line, although in 
reality it is reflected from the sample.  The rays to the right of the sample may be thought of 
as the images of the actual reflected rays. 
 
 
Figure A.1:  Coordinate system and definition of quantities used in the theory.  
The optical axis is unfolded about its reflection in the sample. 
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Suppose the illuminating beam comes to a focus at a distance zf from the Hartmann screen, 
and the sample intersects the optical axis at a distance of zs from the screen.  The sample is 
rotated about the y axis so that its normal makes an angle of α with the z axis, that is, the 
plane of the sample is at an angle of α to the x axis. 
 
A ray of light from the hole at xH intersects the sample at z coordinate zs − za, where 
 za = xs tan α   and   
f
asf
H
s
z
zzz
x
x +−
=  (A.1) 
Combining these,   

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

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Similarly, in the y direction,  


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In the plane of the sample, let the coordinates be xS and yS, where  xS = xs/cosα  and  yS =  ys . 
 
Then    
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If  xH  <<  zf cot α, we may ignore the terms involving xH, obtaining simply 
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In this work, the maximum value of  xH is  ≈ 6 mm,  α ≈ 70°, and zf ≈ 300 mm, giving  
zf cot α  ≈  110 mm.  The approximation is therefore reasonable. 
 
The rays of light are reflected from the sample, and reach the detector which is assumed to be 
at a distance zD from the centre of the sample. 
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For a perfectly flat sample, the ray from xH, yH on the Hartmann screen will intercept the 
detector at coordinates xD, yD on the detector, measured from the optical axis again, where 
 
 
f
Dsf
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D
H
D
z
zzz
y
y
x
x −−
==  (A.6) 
(This ratio will be negative if the rays come to a focus before the detector, as assumed here). 
 
Figure A.2:  Angular displacement of ray reflected from sample, due to tilt of 
sample surface. 
 
Figure A.2 shows the reflection of a ray from the sample.  If the normal to the surface of the 
sample where the ray hits it is tilted at small angles βx in the plane of incidence, and βy 
perpendicular to the plane of incidence respectively, then the reflected ray will be deflected 
through corresponding angles of 2βx, and 2βy cosα. 
 
As a result, the point of interception of the ray with the detector plane will be displaced by 
distances xd and yd.  Provided that the angle γ between the undisplaced ray and the optical axis 
is small (i.e., xH << zf as previously assumed), then the length of the ray from the sample to 
the detector is approximately zD, and so the displacements will be equal to 
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 xd = 2βx zD     and     yd = 2βy zD cosα. (A.7) 
 
To proceed, we need to relate the angles βx and βy to the coordinates xS, yS of the reflection 
point on the surface of the sample, and the curvature of the sample. 
 
Surface curvature model 
 
The surface profile can be represented by a function h = f(xS, yS), which gives the height of the 
surface above a reference plane which is a tangent to the surface at (xS, yS)  =  (0, 0),  Then βx 
and βy are the local slopes (partial derivatives) of this function along the xS and yS directions, 
since for the very small departures from flatness that we will be concerned with, we can 
approximate tan β ≅ β.  A flat plane would have h = 0. 
 
We approximate the shape of the sample to a second-order surface given by: 
 
 SySxSSxySyySxx ybxbyxayaxah ++++= 2
22
 (A.8) 
 
Here the second-order terms in xS and yS correspond to curvature of the sample, and the first-
order terms correspond to any rigid-body tilt of the sample. 
 
The partial derivatives are:   
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Substitution into Eq. A.7 gives  
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 (A.10) 
  Appendix 
 74 
 
We can express the sample-plane coordinates xS and yS in terms of the corresponding detector-
plane coordinates xD and yD using Eqs. A.5 and A.6, from which: 
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and similarly 
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For simplicity, define the dimensionless factor 
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Then  DzSDzS yKy
xK
x ≈≈ ,
cosα
 (A.14) 
 
Finally, substitution into Eq. (A.1.10) gives 
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cos24cos4
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yDDxyzDDyyzDd
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 (A.15) 
 
The parameters zD, Kz, and cosα are constants which are determined by the dimensions of the 
experimental setup.  The coordinates (xd, yd) give the displacement of a particular ray reaching 
the detector from its undisplaced (reference) position (xD, yD), which would correspond to 
reflection from a flat sample. 
 
The unknown parameters are axx, ayy and axy, which describe the shape of the reflecting 
surface, and bx and by which describe any remaining tilt.  They can be found by measuring xd 
and yd  for a number of different values of xS and yS, then using using an iterative technique 
(e.g, Solver in Microsoft Excel) to determine the set of parameters that minimises the sum of 
the squares of the differences between the calculated and measured values of xd and yd. 
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Reduction to principal curvatures 
 
Eq. A.8 expresses the shape of the surface as a second-order ellipsoid.  Such a surface has two 
orthogonal principal axes of symmetry, along which the curvature is a maximum and a 
minimum respectively.  It is convenient to express the surface shape in terms of these 
principal curvatures. 
 
The coefficients in Eq. A.8 can be arranged as a matrix: 
   A = 





yyxy
xyxx
aa
aa
. (A.16) 
 
The eigenvalues of this matrix are  
 
  
( ) ( ) 22 4½½ xyyyxxyyxx aaaaa +−±+  (A.17) 
 
The principal curvatures of the surface are then given by  
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and the principal axes are oriented at an angle θ to the original xS axis, where  
 
 
yyxx
xy
aa
a
−
=
2
2tan θ  (A.19) 
 
The radius of curvature R, as used in Stoney’s equation, is just the reciprocal of the curvature 
C as defined in Eq. A.18. 
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Modified Hartmann configuration 
 
A disadvantage of the classical Hartmann configuration is that the unfocused rays from the 
Hartmann screen produce diffraction and interference fringes on the detector, which can make 
the determination of their exact positions difficult. 
 
If a lens is placed between the sample and detector, an image of the Hartmann apertures may 
be formed on the detector.  The positions of the sharp-edged image spots can then be 
measured more precisely.   
 
 
Figure A.3:  Modified Hartmann configuration.  The optical axis is unfolded 
about its reflection in the sample. 
 
As shown in Fig. A.3, a lens with focal length fl is placed at a distance zl from the centre of 
the sample.  An image of the screen is then formed on the detector plane at a distance zc 
behind the lens.  The ray from xH is imaged at xD.  By simple lens theory, the magnification M 
is: 
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Now ( ) ( )
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If the sample is not flat, the ray through the point xs is deflected through an angle 2βx as 
before, and so appears to have come from x’H, where: 
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Using small-angle and binomial approximations, this becomes: 
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Subtraction of Eq. (A.1.21) from (A.1.24) gives 
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2 x
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Therefore, the deflection of the image is  
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If γ is small, and if za << zs,  this becomes   
 sxd Mzx β2=  (A.27) 
 
Similarly, in the y direction, 
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As before, for a surface with second-order curvature plus tilt we can substitute the relations 
from Eq. A.9 for the angles βx and βy.  In this case, the coordinates in the sample surface, xS 
and yS, are given by: 
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Define the dimensionless factor  
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Then 
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Substitution into Eqs. A.27 and A.28 gives 
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These equations are similar in form to Eq. A.15 for the classic configuration, but with a 
change in the constant coefficients.  The sensitivity of measurement of curvature now depends 
on the product zs Jz,  whereas in the previous case the corresponding factor was zD Kz.  In 
practice, zs ≈ zD, (one is the distance from sample to screen, the other is sample to detector).  
Jz will typically be about 0.5, assuming zs to be about 200 mm and zf about 400 mm.  |Kz| is 
typically about 1.0.  Hence the sensitivity of the modified system will be about half that of the 
original.  The increased precision in measurement of xd and yd is expected to be enough to 
compensate for the reduction in sensitivity. 
 
 
