To confirm associations with a large number of single nucleotide polymorphisms (SNPs), each with only a small effect sizes, as hypothesized in the polygenic theory for schizophrenia, the International Schizophrenia Consortium (2009, Nature 460:748-752) proposed a polygenic risk score (PRS) test and demonstrated its effectiveness when applied to psychiatric disorders. The basic idea of the PRS test is to use a half of the sample to select and up-weight those more likely to be associated SNPs, and then use the other half of the sample to test for aggregated effects of the selected SNPs. Intrigued by the novelty and increasing use of the PRS test, we aimed to evaluate and improve its performance for GWAS data. First, by an analysis of the PRS test, we point out its connection with the Sum test [Chapman and Whittaker, 2008, Genet Epidemiol, 32:560-566; Pan, 2009, Genet Epidemiol, 33:497-507]; given the known advantages and disadvantages of the Sum test, this connection motivated the development of several other polygenic tests, some of which may be more powerful than the PRS test under certain situations. Second, more importantly, to overcome the low statistical efficiency of the data-splitting strategy as adopted in the PRS test, we reformulate and thus modify the PRS test, obtaining several adaptive tests, which are closely related to the adaptive sum of powered score (SPU) test studied in the context of rare variant analysis [Pan et al., 2014 , Genetics 197:1081-1095. We use both simulated data and a real GWAS dataset of alcohol dependence to show dramatically improved power of the new tests over the PRS test; due to its superior performance and simplicity, we recommend the whole sample-based adaptive SPU test for polygenic testing. We hope to raise the awareness of the limitations of the PRS test and potential power gain of the adaptive SPU test.
Introduction
Genome-wide association studies (GWASs) have been successful in identifying genetic variants, mostly single nucleotide polymorphisms (SNPs), associated with complex diseases and other traits (Hindorff et al 2010) . The most popular statistical method is univariate testing on each individual SNP separately. Univariate testing is powerful in detecting few associations with large effect sizes. However, if there are a large number of associations, each with only a small effect size, univariate testing will not be powerful, as to be confirmed later. This latter case arises as predicted by Fisher's (1918) polygenic theory, which in particular is adopted to account for unexplained genetic variations contributing to the risk of psychiatric disorders [Gottesman and Shields, 1967] and other complex diseases. When failing to identify any or a sufficient number of associated SNPs based on univariate testing, one would question whether it is due to polygenic effects, which may shed light on the underlying genetic architecture, such as the common variants-common disease hypothesis stating that common diseases are caused by many common genetic variants. The International Schizophrenia Consortium (ISC) (2009) proposed a polygenic risk score (PRS) test to detect the possible existence of small individual effects from a large number of SNPs. When applied to a GWAS dataset with trait schizophrenia, univariate testing only identified several strongly associated loci that could not explain a substantial genetic component; however, the PRS test did find strong evidence of associations of many SNPs with schizophrenia, presumably each with only a small effect that cannot be detected by univariate testing on each individual SNP. Interestingly, when applied to the WTCCC samples [The Welcome Trust Case Control Consortium, 2007] with a large number of SNPs selected and their effect sizes estimated based on the ISC schizophrenia sample, the PRS test also detected statistically significant polygenic effects on bipolar disorder (BD), but not on six other non-psychiatric diseases. On the other hand, for traits such as breast cancer and prostate cancer [Machiela et al., 2011] and the Framingham Coronary Heart Disease Risk Score [Simonson et al., 2011] , the PRS test either did not identify significant polygenic effects or only detected marginally significant polygenic effects.
In a motivating example we were interested in the possible polygenic effects of alcohol dependence, a mental disorder characterized by tolerance, withdrawal, uncontrollable drive to drink, and repeated use of alcohol despite serious psychological or physiological problems [Bierut et al., 2010] . Alcohol dependence is the third leading cause of preventable death in the United States [Mokdad et al., 2004] . Both genetic and environmental factors contribute to the liability to alcohol dependence. Previous twin and family-based studies estimated that 50% to 60% of the individual differences in liability to alcohol dependence can be explained by genetic factors [Gelernter and Kranzle, 2009] . However, few susceptibility SNPs for alcohol dependence have been identified by GWAS in spite of its relatively high heritability and the success of GWAS for other diseases. For example, in the "Study of Addiction: Genetics and Environment"(SAGE), one of the first large-scale casecontrol GWAS of alcohol dependence with 2,544 European American and 1,104 African American individuals, did not identify any genome-wide significant SNP by the conventional single SNP analysis [Bierut et al., 2010] . We, however, hypothesized that there might be polygenic effects of alcohol dependence captured by the genome-wide SNPs, and therefore applied the PRS test as well as some new and more powerful tests to be introduced later to analyze the SAGE GWAS data.
In light of the novelty and importance of the PRS test, it is desirable to learn more of its properties, such as: why/when it works (or does not work)? how is it related to other existing tests? Through some simple algebra, we establish a strong connection between the PRS test and the Sum test [Chapman and Whittaker, 2008; Pan, 2009] . Naturally one can also construct a polygenic version of the Sum test, called Poly-Sum, which is shown to be essentially the same as the PRS test. More importantly, since it is known that the Sum test may not perform well in the presence of many non-associated SNPs [Basu and Pan, 2011] , which is expected to be the norm in any polygenic analysis with thousands or more of SNPs, this connection motivates modifications to the PRS test, leading to other versions of the polygenic testing, such as Poly-SSU based on a more robust and often more powerful sum of squared score (SSU) test [Pan, 2009] . This analysis also sheds light on why the PRS test is powerful in the presence of differing association directions of SNPs, deviating from the common problem of the usual Sum test [Pan, 2009] .
Among others, our analysis also suggests a severe shortcoming of the PRS test: its datasplitting strategy. The PRS test uses a half of the original sample to select and over-weight more promising (i.e. more likely to be associated) SNPs, and then uses the other half of the sample to test their aggregated association with the trait/disease. As to be shown in more details later, although selection and weighting of SNPs are desirable, the main reason of data-splitting is for the applicability of the usual statistical theory for the final test; it is straightforward to use the whole sample to select and weight SNPs, which however complicates the derivation of the null distribution of the resulting test. As discussed in other contexts, e.g. in the two-stage design of GWAS [Skol et al., 2006] , in spite of its simplicity and wide applications (e.g. , data-splitting is generally less efficient than its counterpart based on the whole sample. Hence, our new formulation of the PRS test naturally suggests its modifications with the use of the whole sample to select and weight SNPs, leading to two adaptive tests, called adaptive thresholded variance-weighted sum of squared score (atSSUw) test and adaptive thresholded sum of squared score (atSSU) test, which are variants of the adaptive SSUw and adaptive SSU tests studied in the context of rare variant (RV) analysis [Pan and Shen, 2011] . These two tests are in turn closely related to some special cases of the adaptive sum of powered score (aSPU) test and its weighted version aSPUw test originally proposed for analysis of small sets of RVs [Pan et al., 2014] . With both simulated and real GWAS data, we demonstrate that the two new atSSUw and atSSU tests performed similarly, both much more powerful than the PRS test; most importantly, it turns out that the aSPU test was most powerful across a wide range of scenarios and thus is recommended.
Besides the issue of sample splitting, our results also support the importance of adaptive weighting in practice. In contrast to a fixed set of weights as used in PRS, the powerful aSPU test is built on the idea of assigning multiple sets of weights to SNPs, from which the most effective set of weights is selected and adopted. The idea of adaptive weighting can be broadly applicable, not only to association testing as focused here. For example, we envision that adaptive weighting on SNPs might be able to improve the performance for risk prediction based on one's genome-wide genotypes, as to be elaborated in the final section. Another issue we touch on is SNP selection versus SNP weighting. Our conclusion is the same as those in other applications [Newton et al., 2007] and the theory of model selection versus model averaging [Yuan and Yang, 2005; Shen and Huang, 2006] : in the presence of many weak signals, such as weak associations of many SNPs, accurate selection will be too difficult to outperform weighting, as demonstrated by relative performance of SNP selection (via p-value thresholding as adopted in a thresholded SSU test) and SNP weighting (as used in the aSPU test) to be shown later. In summary, we feel that our results obtained here may prove useful to not only genetic association testing but also other problems in practice.
Methods

Data and some existing tests
We consider the case-control study design, though the methods may be easily extended to other study designs, e.g. with a quantitative or survival trait. Suppose that for subject i, i = 1, …,n, Y i = 0 or 1 is a binary trait, e.g. an indicator of disease, and X i = (X i1 , …, X ik ) ′ is the genotype score at k SNP loci. We use additive coding for each SNP; that is, X ij is the count of the minor allele at SNP j for subject i. It is straightforward to include covariates, but for simplicity of presentation we ignore them. We consider a logistic regression model: (1) We'd like to test the null hypothesis H 0 : β = (β 1 , …, β k ) ′ = 0; that is, there is no association between any SNPs and the trait under H 0 .
The score vector U = (U 1 , …, U k ) ′ for β in model (1) and V = Cov(U) are simply where Y¯ and X¯ are the sample means of Y i 's and X i 's respectively. Five global multilocus tests [Pan, 2009] can be constructed as where V jj = Var(U j ) is the jth diagonal element of V. The score test is classical, while the SSU test ignores the covariance matrix of the score vector U. As discussed in Pan (2009 Pan ( , 2011 , the SSU test is closely related to an empirical Bayes test for high-dimensional data [Goeman et al., 2006] and a variance-component score test in kernel machine regression ; the SSUw test is a weighted version of the SSU test that accounts for varying variances of the score components. The UminP test is a representative univariate test based on minimum p-value of all the SNPs. The Sum test can be interpreted as the score test under the working (and in general incorrect) assumption β 1 = β 2 = … = β k , under which the general logistic regression model (1) reduces to , which regresses the trait (Y i ) on the sum of the genotype scores .
In the current context, even after selecting some nearly independent SNPs (without using trait Y i 's), we have a large k (and a large n); both k and n are typically larger than thousands. If we apply the standard score test (or its asymptotically equivalent Wald or likelihood ratio test), the power will be low. In fact, as shown theoretically in Fan (1996) and to be shown empirically later, as the dimension k increases, the power of the score test gradually diminishes, tending to the Type I error rate α. Similarly, if we have many small |β j | /= 0, the most popular single SNP-based UminP test in GWAS is also low-powered. As a response, the PRS test was recently proposed by the ISC.
Next we review the PRS test, then reformulate it in two ways to illuminate its connections with some existing tests, motivating the development of several other tests. A summary of the two sets of results is presented in Tables 1 and 2 respectively so that one may choose to skip technical details in the remaining sections.
The PRS test and its connection with other tests
Recognizing that many SNPs may have only small effects on the trait while many others (called null SNPs) are not at all associated with the trait, the PRS test aims to look at the overall or collective effects of those non-null SNPs without singling out their identities.
Since it is unknown which SNPs are null, and considering null SNPs simply adds noise into the resulting test and thus may reduce its statistical power, the PRS test selects and overweights those more promising (i.e. more likely non-null) SNPs. To avoid adjusting for complicated effects of SNP selection, the PRS test takes a two-step procedure with data splitting. The original sample D = {(Y i , X i ) : i = 1, …, n}, possibly conditional on some covariates (e.g. gender), is randomly split into two (almost) equal parts, called the discovery sample D 1 and target sample D 2 respectively. Without loss of generality, suppose that the first n 1 = |D 1 | ≈ n/2 observations are in the discovery sample, while the remaining ones are in the target sampleof size n 2 = |D 2 |. First, the discovery sample D 1 is used to fit a univariate logistic regression model for each SNP j: (2) with i = 1, …, n 1 , to obtain a maximum likelihood estimate (MLE) and its p-value p j = p j (D 1 ), for j = 1, …, k. Note that, i) we use β M ,j to distinguish it in the marginal model (2) from β j in the joint model (1); ii) if necessary, we use, e.g. , to show the explicit dependence of an estimate on the data being used. Second, using weights for a given threshold P T based on the discovery sample, one constructs a new "score" for each subject in the target sample:
. Note that only those SNPs with their p-values p j < P T will have non-zero weights and thus be used. Then one would test whether there is any difference in the mean scores (i.e. E(s i )) between the cases and controls by a ttest. The numerator of the t-statistic is where n 2,1 and n 2,0 are the numbers of the cases and controls in the target sample D 2 respectively. As shown by Clayton et al (2004) , is the score function for β j in the joint model (1) or for β M ,j in the marginal model (2) with the target sample D 2 . Accordingly, it is easy to verify that the numerator of the t-statistic is the same as the score statistic in the logistic regression model:
corresponding to the Sum test for H ′ : α 1 = 0 with the new genotype scores w j X ij . In other words, the ISC polygenic test uses a half of the sample (i.e. discovery sample) to construct weights for the SNPs, then uses the remaining half of the sample (i.e. target sample) to conduct a Sum test with the weighted genotype scores. Since under some situations, the Sum test may not perform better than some other tests, especially than the UminP and SSU tests in the context with a small k [Chapman and Whittaker, 2008; Pan, 2009] , it may be better to use some other tests. In particular, Basu and Pan (2011) found that the performance of the Sum test deteriorated quickly as more nonassociated SNPs were added in, which is expected to be the case in the current context with more than thousands of the SNPs to be tested. Hence, if we apply the SSU, SSUw and UminP tests [Pan, 2009] to the target sample with the weighted genotype scores (i.e. replacing X ij by w j X ij ), we obtain the polygenic versions of these tests, called Poly-SSU, Poly-SSUw and Poly-UminP respectively. It is noted that both the SSUw and UminP tests are invariant to non-zero weighting on genotype scores, but do depend on SNP selection through thresholding, hence the two tests and their polygenic versions will operate differently. In our simulations, we did find improved performance of these tests over the PRS test under some situations; however, since these tests were still lower powered than other adaptive tests to be presented next, we will only briefly discuss their performance in simulations.
Although the weighting is expected to be effective in boosting the power of the polygenic tests while the sample splitting allows treating the weights as fixed and thus applying the usual statistical theory (e.g. for the t-test here), the practice of sample splitting can be too costly as shown in other contexts [Faraway, 1992; Skol et al., 2006] and in our later simulations. Hence, we would pursue strategies without sample splitting while mimicking the PRS test, motivating the development of other tests.
Another formulation of the PRS test and two adaptive tests
To yield a test that is data-adaptive while maintaining the advantages of weighting SNPs and avoiding data splitting, we first have a careful look at the weights in the PRS test. As shown in Pan (2009) ,
is a diagonal matrix with diagonal elements of I M , and I M = −∂U/∂β M | βM =0 is the (observed) Fisher information matrix based on the marginal logistic regression model (2). It is easy to verify that in the current case, the jth diagonal element of is . Hence, we have Accordingly, the PRS test statistic is where v 1 is the (estimated) variance of the numerator of T PRS(PT) .
We propose modifying the above reformulated PRS test such that all the quantities are obtained from the whole sample without data splitting, leading to which is exactly the variance-weighted sum of squared score (SSUw) test [Pan, 2009] being applied only to the set of the SNPs with their p-values less than the threshold P T ; we call it a thresholded SSUw (tSSUw) test. Of course, due to SNP selection, we cannot use the usual statistical theory for the SSUw test (e.g. its null distribution as a mixture of chi-squared distributions with degrees of freedom 1). We propose using the permutation [Churchill and Doerge, 1994] , or the parametric bootstrap [Buzkova et al., 2011] in the presence of covariates, to obtain its p-value, say P tS S U w(PT) ; more details are to be given later. Since the result of the tSSUw(P T ) test depends on the choice of the threshold P T , it is natural to try a few possible values of P T before combining their results. Hence, we propose an adaptive tSSUw (atSSUw) test
where Ω is a set of possible threshold values. The atSSUw test is a variant of the adaptive SSUw test as studied in Pan and Shen (2011) . Differing from the adaptive SSUw test therein, rather than using all possible threshold values, the current test only uses those specified in Ω, largely reducing the computing demand.
Analogous to using the SSUw test to define the atSSUw test, we can similarly define an adaptive test based on the sum of squared score (SSU) test. In some situations, the SSU test was found to perform better than the SSUw test (as shown in our later simulations). Furthermore, as discussed in Pan (2009 Pan ( , 2011 , the SSU test is closely related to an empirical Bayes test for high-dimensional data [Goeman et al., 2006] , a variance component test in kernel machine regression (KMR) [Tzeng and Zhang, 2007; Kwee et al., 2008; , and a pseudo-F test in genomic distance-based regression (GDBR) [Wessel and Schork, 2006] ; see Schaid (2010a Schaid ( , 2010b for more reviews and discussions. Specifically, a new adaptive thresholded SSU (atSSU) test is defined as where P tSSU(PT) is the p-value of the thresholded SSU (tSSU) test
We recourse to the permutation [Churchill and Doerge, 1994] , or the parametric bootstrap [Buzkova et al., 2011] 
Further generalizations and connections
For analysis of relatively small sets of RVs, Pan et al (2014) proposed a class of sum of powered score (SPU) tests:
indexed by a parameter γ ≥ 1. Note that T SPU is based on the whole sample D (without datasplitting). The SPU tests cover the Sum and SSU tests as two special cases with a corresponding γ = 1 and γ = 2 respectively. Importantly, as γ → ∞ (and as an even integer), then the SPU test would approach the UminP test if the variances of the score components are a constant (or if their varying variances are ignored, which may be advantageous in certain cases as to be shown); the reason is simple:
As compared to the use of weight w j ≈ U j (D 1 )I(p j (D 1 ) < P T )/Var(U j (D 1 )) in the PRS test and weight w j = U j (D)I(p j (D) < P T ) in the tSSU or tSSUw test, the SPU(γ) test uses weight w j = U j (D) γ −1 . Aside from using the whole sample versus a half of the sample, the SPU tests differ from other tests in the following key aspect: rather than using a fixed set of weights, the parameter γ in the SPU tests indexes varying sets of weights, allowing more flexibility and adaptivity to the unknown truth. For example, as to be shown, in the presence of many non-associated SNPs, a larger value of γ would perform better than a smaller γ of the SPU test; that is, either PRS or tSSU might not be sufficiently adaptive to the situation with a huge number of non-associated SNPs, and thus would suffer from loss of power. Note that there is no thresholding or SNP selection in the SPU tests; one may argue that among a large number of candidate SNPs, it will always be too difficult to correctly select out those causal SNPs with only weak effects. As to be shown later, depending on the unknown underlying genetic architecture, we may need use different values of γ and associated weights U j (D) γ−1 to yield high power. For example, if most SNPs are almost equally associated with a trait, then a γ ≈ 1 may be optimal; on the other hand, if only few SNPs are associated with large effect sizes, then a larger γ would give higher power.
For a given dataset, to adaptively choose the value of γ for the SPU tests, an adaptive SPU (aSPU) test was proposed to combine the results of multiple SPU tests. and thus define an adaptive thresholded SPU (atSPU) test:
where P tSPU (γ,P T ) is the p-value of the tSPU (γ, P T ) test. We can similarly define the tSPUw and atSPUw tests.
Again we use the permutation or parametric bootstrap procedure as for the tSSUw and atSSUw tests to obtain the p-value for the above tests. As to be shown in simulations, it turns out that thresholding for SNP selection has minimal effects on performance in the atSPU test, presumably because the aSPU test has effectively incorporated SNP weighting.
Results
Simulation set-ups
We conducted extensive simulation studies to evaluate and compare the performance of various tests. The simulated data were generated as in Wang and Elston (2008) . First, we generated a latent vector Z = (Z 1 , …, Z k ) ′ from a multivariate Normal distribution with a first-order auto-regressive (AR1) covariance structure: Corr(Z i , Z j ) = ρ |i−j| between any latent components i and j; we used ρ = 0 and ρ = 0.2 to generate (neighboring) SNPs in linkage equilibrium and in (weak) linkage disequilibrium (LD) respectively. Second, the latent vector was dichotomized to yield a haplotype with MAFs each randomly selected uniformly between 0.05 and 0.5. Third, we combined two independent haplotypes and obtained genotype data: X i = (X i1 , …, X ik ) ′ for subject i. Fourth, for a non-null case we randomly chose k 1 causal SNPs with their corresponding β j /= 0 (specifically, OR j = exp(β j ) ~ U (1, a) or U (1/a, a) with a > 1), while all other β j = 0; for a null case, all β j = 0. Fifth, the disease status Y i of subject i was generated from the logistic regression model (1). We used β 0 = − log(0.05/0.95) for a 5% background disease probability; that is, Pr(Y i = 1|X i = 0) = 0.05. Sixth, as in a case-control study, we sampled n/2 cases and n/2 controls in each dataset.
We considered several set-ups with various values of ρ = 0 or 0.2, k 1 = 20, 50 or 100, k fromThroughout the simulations, we fixed the test significance level at α = 0.05. The results were based on 1000 independent replicates for each set-up. For the tSSU and tSSUw tests, we used two sets of the thresholds for P T ∈ Ω = {0.05, 0.1, 0.2, 0.3, 0.4, 0.6} or Ω = {0.005, 0.01, 0.05, 0.1, 0.2, …, 0.9, 1}; for the γ in the SPU and aSPU tests, we used Γ = {1, 2, 4, 6, 8, 16, 32, ∞} for k = 1000 and Γ = {1, 2, 3, …, 8, ∞} for others; for the atSPU and atSPUw tests, we used Ω = {0.005, 0.01, 0.05, 0.1, 0.2, …, 0.9, 1} and Γ = {1, 2, 3, 4, 6, 8, 16, 32}.
Simulation results
We fixed the sample size n = 2000. We first investigated the cases with k = 1000 independent SNPs; we gradually increased the number of causal SNPs from k 1 = 20 to 100. Since the results were similar, while in the current context it is more of interest to investigate a denser set of associated SNPs with weak effects, we focused on k 1 = 100.
All the tests could control the Type I error rates satisfactorily (not shown). For power comparison (Figure 1 ), it is noteworthy that, as expected from our earlier analysis, the PRS test was much less powerful than the tSSUw and tSSU tests, whereas the latter two performed similarly. Hence, in the sequel we will only discuss the tSSU and atSSU tests. It is noted that the atSSU test could maintain the high power of the tSSU tests while avoiding the difficult choice of a single threshold P T and the multiple testing problem with the use of several values of P T .
As shown in Figure 1 , the asymptotics-based Score, SSU and SSUw tests could be conservative, due to the relatively small ratio of n/k. It is interesting to see that the Sum test was or nearly was the most powerful if the non-zero associations were in the same direction.
Comparing the SPUw and SPU tests, they gave similar results if the same γ was used, hence we will skip the SPUw and aSPUw tests. Among the SPU tests, it seems that the SPU(4) test was most powerful, though the SPU(2), i.e. SSU, test also performed similarly. It is noteworthy that the aSPU test maintained high power across all the situations, as a useful summary on all the SPU tests. We also note that the tSPU tests' applying thresholding on the SPU tests barely gained; the atSPU and atSPUw tests were almost equally powerful as the aSPU test. Hence, for simplicity, we would not need to apply thresholding, and will focus on the aSPU test. Overall, we claim that the aSPU test was the winner; in particular, the aSPU test was much more powerful than the PRS test.
We note that, although the SPU(1) and SPU(2) test statistics are equal to that of the Sum and SSU tests respectively, due to different methods used in calculating their p-values (i.e. permutation-based versus asymptotic approximations to the null distributions of the test statistics), their results were close but not exactly the same. For a larger number of SNPs with k > 1000, we will no longer consider the asymptotics-based tests due to their questionable application of asymptotics.
If the SNPs were weakly correlated (in LD) (with ρ = 0.2), we obtained similar results (not shown).
Now we gradually increased the number of SNPs from k = 1000 to 2000, 5000, 10000 and finally 20000, while fixing other parameters (Tables 3 and 4 ). The previous conclusions held. Here we emphasize a few major points. First, again we see that the aSPU test was the overall winner; in particular, the power difference between the PRS and aSPU test could be dramatic. Second, as k increased, we do see the advantage of the PRS test over the global Sum, i.e. SPU(1), test, and that of the tSSU over the SSU, i.e. SPU(2), test, e.g. for k = 20000. It confirms the intuition of applying p-value thresholding to select SNPs to gain power for a large k. Nevertheless, as compared to the aSPU test, thresholding in the PRS and tSSU tests, and the weighting scheme in PRS, were still much less effective than using the weighted score vector in the SPU tests as summarized by the aSPU test. Third, as k increased, an SPU(γ) test with a larger, but not the largest, γ would be most powerful. For example, for a = 1.25 and k = 20000, the power of Sum=SPU (1), SSU=SPU(2) and SPU(∞) tests was 0.148, 0.418 and 0.533 respectively, much lower than 0.819 of the SPU(6) test; as a comparison, the aSPU test was most powerful at 0.822. This confirms the adaptivity and thus its power advantage of the aSPU test. At the same time, it also demonstrates the severe limitation of using any test with a fixed set of weights, e.g. the Sum or SSU test. In particular, due to the close connection between the SSU test and KMR and GDBR, we expect that the KMR and GDBR would share the same drawback as the SSU test.
While we fixed the number of causal variants in Figure 1 and Tables 3-4, we also investigated the performance of various tests as the number of causal SNPs increased for a fixed total number of SNPs. Table 5 shows the results for k = 1000 independent SNPs with the number of causal SNPs, k 1 , increasing from 20 to 100. For easy comparison, we also include some previous results for k 1 = 100 (e.g. in Figure 1 for PRS). First of all, it is clear that the aSPU test (without sample splitting) was substantially more powerful than the various polygenic tests (with sample splitting), including the PRS test. Among the SPU(γ) tests, it is clear that as the number of causal SNPs, k 1 , increased, a smaller γ would give higher power, demonstrating again the importance of adaptive weighting. Second, it was confirmed that the PRS and Poly-Sum tests were essentially the same. Third, among the polygenic tests, when the number of causal SNPs was relatively small to medium with k 1 = 20 or 50, Poly-SSU test was much more powerful than the PRS (or Poly-Sum) test, while they performed similarly when there was a high proportion of causal SNPs with k 1 = 100. This phenomenon can be explained by the relative performance of the SSU(1) and SSU (2) tests (due to their equivalence to the Sum and SSU tests respectively). Fourth, although less powerful than Poly-SSU, both Poly-SSUw and Poly-UminP might or might not outperform the PRS test, again depending on the number of causal SNPs.
Application to an alcohol dependence GWAS dataset
We applied the PRS test as well as our proposed aSPU test to analyze the aforementioned GWAS of alcohol dependence. We obtained the "Study of Addiction: Genetics and Environment"(SAGE) GWAS data from the database of Genotypes and Phenotypes (dbGaP) through accession number phs000092.v1.p1. Case subjects were identified as having a lifetime history of alcohol dependence using DSM-IV (Diagnostic and Statistical Manual of Mental Disorders, edition 4) criteria; control subjects were individuals who reported a history of drinking, but did not meet the DSM-IV criteria. Genotyping was performed using Illumina Human1Mv1 CBeadChips on 2,544 European American individuals (1,165 cases and 1,379 controls). A total of 948,658 SNPs were available from dbGaP. We followed the same quality control procedure as in the original SAGE GWAS paper (Bierut et al 2010) . We selected autosomal SNPs with a sample MAF of 2% or greater, Hardy-Weinberg equilibrium (HWE) test p-value > 1 × 10 −4 , and genotyping rate of at least 99%. The final genotype data after quality control consisted of 607,033 SNPs. As a further quality control step, we performed conventional single SNP-based association analyses and found no genome-wide significant SNPs, consistent with that reported in the original SAGE GWAS. In addition, the genomic control factor λ was 1.05, suggesting no noticeable population stratification [Devlin and Roeder, 1999] .
To obtain a set of SNPs in approximate linkage equilibrium as done in the ISC paper [The International Schizophrenia Consortium 2009], we applied PLINK [Purcell et al., 2007] to prune the SNPs with a sliding window of 200 SNPs (with a moving step of 20 SNPs) and a criterion of LD r 2 ≤ 0.1, leading to 62,801 SNPs remaining.
Due to the consistently good performance of the aSPU test in simulations, here we focus on contrasting the results from the PRS and aSPU tests. When the PRS test was applied to the SAGE samples, it yielded highly significant p-values of 5.04 × 10 −5 and 1.23 × 10 −6 with the threshold P T = 0.1 and P T = 0.5 respectively (Table 6 ). Taking into account the multiple testing issue entailed by the multiple thresholds, the Bonferroni-adjusted overall p-value for the PRS test was 1.23 × 10 −6 × 7 = 8.64 × 10 −6 .
Although a p-value < 0.05 is sufficient to reject the null hypothesis of no polygenic effects, we performed 10 million permutations for the aSPU test to demonstrate possible power differences between the aSPU and PRS tests. The aSPU p-value was 9 × 10 −7 , more significant than the PRS test. As shown in Table 6 , none of the test statistics for SPU(2) and SPU(4) in the 10 million permutated datasets was larger than those observed in the real dataset, leading to both p-values less than 1 × 10 −7 . A larger number of permutations might result in a even smaller p-value for the aSPU test. Although both tests strongly suggested polygenic effects of alcohol dependence, the aSPU test appeared to be more powerful than the PRS test, consistent with the conclusions from our extensive simulation studies. A closer look at the individual SPU tests revealed some interesting insights. First, SPU(1), i.e., the Sum test, had a small p-value of 5.12 × 10 −4 , suggesting that most of the polygenic effects were likely in the same direction (either protective or increasing risk). Second, SPU of higher odd powers, i.e., SPU(3), SPU(5) and SPU (7), led to larger p-values; so did SPU(6) and SPU(8) compared with SPU(2) and SPU(4). The relative performance within the SPU test family in the real data appeared to be more consistent with simulations in Table 3 than those in Table 4 , i.e., a larger proportion of causal SNPs, each with smaller effect size (a = 1.1). Finally, SPU(∞), i.e., the UminP test, had an insignificant p-value of 0.3383, in agreement with the single SNP-based association analysis result. In summary, the polygenic effects of alcohol dependence as identified by both of the aSPU and PRS tests suggested that increasing the sample size of the GWAS for alcohol dependence in future studies might lead to the identification of genome-wide significant individual SNPs. In fact, a more recent GWAS of alcohol dependence with much larger sample size (16,087 subjects in the combined discovery and replication samples of both European American and African American individuals), including the SAGE samples as a subset, identified a number of genome-wide significant SNPs [Gelernter et al., 2014] , which in turn supported the polygenic effects of alcohol dependence we identified here.
For the permutation-based SPU and aSPU tests, we used B = 10 8 permutations. We split the job into 10 runs on a Texas Advanced Computing Center (TACC) HPC cluster, each run with B = 10 7 permutations requested on 30 nodes (and three cores on each node); it took about 21 hours to finish. Then it took less than an hour to assemble the results across the 10 runs. The total time was close to (but less than) one day.
We also analyzed 1104 African American samples (625 cases and 476 controls) in the SAGE GWAS; however, neither the PRS nor the aSPU test identified significant polygenic effects (all p-values > 0.1) based on 119,494 SNPs in approximate linkage equilibrium. Given the polygenic effects of alcohol dependence in the African American population suggested by the more recent GWAS [Gelernter et al., 2014] , the insignificant results of both the PRS and aSPU tests were likely due to the smaller sample size than that of the European American samples and thus insufficient power, motivating the development of perhaps even more powerful tests in the future.
Conclusions and Discussion
We have carefully analyzed and reformulated the PGS test proposed by the ISC, pointing out its many connections with existing tests, serving to both highlight its limitations and motivate the development of new tests. In particular, we have stressed the low efficiency of the sample-splitting strategy adopted in the PRS test, which was also pointed out by other authors [Dudbridge, 2013] ; without sample splitting, however, the usual asymptotics and some theoretical results of Dudbridge (2013) may no longer be used.
Nevertheless, modifying the PRS test with the use of the whole sample leads to a thresholded version of the existing SSUw test. We further generalize the thresholded SSUw test to the thresholded SPU and SPUw tests. Although our numerical studies confirmed the higher power of some adaptive tests over the PRS test, we found that thresholding with the univariate analysis p-values had minimal effects on the performance of the atSPU test as compared to the aSPU test. Application to the SAGE GWAS of alcohol dependence demonstrated the higher power of the aSPU test. Due to its consistently superior performance and simplicity, we recommend the use of the whole sample-based aSPU test.
It is noted that the PRS test can be used to test for shared polygenic effects between different diseases, where sample splitting is not needed. For example, the training sample is a GWAS dataset for schizophrenia while the test sample is another GWAS dataset for bipolar disorder [ISC, 2009] . Although not pursued here, our results may prove useful in this new context. First, as shown in Table 5 , depending on the genetic architecture of the disease, including the proportion of the causal SNPs, other versions of the polygenic tests, such as Poly-SSU, could be more powerful than the PRS (or Poly-Sum) test, and thus can be used. Second, based on our important observation of the necessity and effectiveness of adaptive weighting, rather than using the fixed weight w j ∝ U j for each SNP j, we may apply the adaptive weight w j (γ) ∝ U γ −1 with a suitably chosen γ ≥ 1 to obtain the polygenic scores before applying a global test, which does not have to be the Sum test as in PRS, and could be a more powerful and robust test like SSU or aSPU.
While we have here focused on testing polygenic effects of complex disease, the polygenic score in the PRS test has also been used to predict disease risk, which, however, needs much larger sample size than that for testing polygenic effects [Dudbridge, 2013; Chatterjee et al., 2013] . Specifically, a training sample, say D 1 , is used to obtain weight for each SNP j. Then for any subject i ∈ D 2 in a new test sample, its polygenic risk score is used for outcome prediction. One of our main results on the necessity and effectiveness of adaptive weighting on SNPs for association testing may be borrowed for risk prediction. As for the aSPU test, rather than using the weight w j ∝ U j (D 1 ), we may use adaptive weight w j (γ) = U j (D 1 ) γ −1 (with or without thresholding), where γ ≥ 1 is a tuning parameter to be determined (e.g. by crossvalidation or another model selection criterion), and thus construct an adaptive risk score for each subject i as ),j w j (γ)X ij . Further studies are needed to evaluate this approach.
Finally, we point out that polygenic testing may be conducted on just a subset of the genome, which is related to but still differs from the usual gene-or SNP-set analysis, in which the number of the SNPs to be tested is often much smaller. In light of its robust power in the presence of thousands of neutral SNPs, the aSPU test might be promising in gene-set association analysis of GWAS data Torkamani et al., 2008; Schaid et al., 2012; Wei et al., 2012] , where hundreds to thousands of SNPs grouped by biological functions are tested simultaneously. However, some modifications may be needed to account for special features in pathway analysis, such as different gene sizes (i.e. with different numbers of SNPs), overlapping SNPs in multiple genes, and how to assign SNPs in inter-genic regions to genes. This could be a direction of future investigation. R code will be posted at http://www.biostat.umn.edu/~weip/prog.html Table 1 A summary of the PRS test and its modifications based on sample splitting.
Pan et al. Page 20 Table 2 A summary of the PRS test and its modifications without sample splitting. T is for a test statistic and P is for its p-value.
T atSSU (Ω) = min P T ∊Ω P tSSU ( P T )
.
T atSPU (Γ,Ω) = min γ∊Γ,P T ∊Ω P tSPU ( γ,P T )
Pan et al. Page 21 Table 3 Empirical Type I error rate (for a = 1) and power (for a > 1) for various tests. There are k 1 = 100 causal SNPs with ORj ~ U(1, a) and all other k -k 1 SNPs with ORj = 1. The highest power is in boldface. Table 4 Empirical Type I error rate (for a = 1) and power (for a > 1) for various tests. There are k 1 = 100 causal SNPs with ORj ~ U(1, a) and all other k -k 1 SNPs with OR j = 1. The highest power is in boldface. Table 5 Empirical Type I error rate (for OR = 1) and power (for a > 1) for polygenic tests (with sample splitting) and SPU/aSPU tests (without sample splitting)
for 1000 independent SNPs, including k 1 causal SNPs with ORj's ~ U(1, a). The highest power is in boldface. 
