Abstract. This paper is motivated by a sterilization operation in a professional waste disposal services, and models the operation as the problem of single batch-processing machine (BPM) scheduling with the objectives of minimizing the makespan and the total weighted number of tardy orders that has not been considered in the literature. The considered problem is NP-hard such that two simulated annealing algorithms (SA1 and SA2) are developed in this work. SA1 uses multi-search directions to find Pareto-optimal solutions by eleven combinations of weights, as to SA2 applied the SMOSA of Suman to solve the considered problem. A computational experiment is conducted and the solutions for each instance obtained by SA1 and SA2 respectively are compared. Computational results reveal that SA1 is significantly better than SA2 because SA1 changes different search directions by two parameters.
Introduction
This paper focuses on a sterilization operation found in professional disinfection, sterilization and waste disposal services. The sterilization machine could be modeled as a batch-processing machine. Each job has non-identical job sizes, dictated by size of device and quantities, and a number of jobs can be processed as a batch in the machine as long as the total sizes of jobs do not exceed the capacity of the machine. Once processing of a batch has been started, no jobs can be removed or added to the batch.
Many researchers have addressed BPM problems recently. Mathirajan and Sivakumar [1] have done a quite complete survey on scheduling with BPM. However, there has been little reported research on bi-objective scheduling problem for a single BPM. Liu et al. [2] considered a variety of bicriterion scheduling problems for a static single BPM in which the processing time are all equal. Qi and Tu [3] considered the earliness and tardiness (E/T) minimization problem on a single BPM in which all jobs have the same processing time and proposed a dynamic programming method to solve it. Sung et al. [4] and Mӧnch et al. [5] considered the same problem by Qi and Tu [3] where all jobs have unit job size. Li et al. [6] extended the problem of Mӧnch et al. to the case of non-identical job sizes. They addressed heuristic algorithms based on some properties and developed a hybrid genetic algorithm. Kashan et al. [7] attempted minimizing makespan and maximum tardiness simultaneously for a single BPM problem with non-identical job sizes. They proposed two multi-objective genetic algorithms based on different representation schemes.
For the considered BPM problem, we adopted two objective functions of minimizing the makespan and total weighted number of tardy orders due to bi-or multi-objective decision-making is an essence of real-world problems, and these two objectives are respectively represented as machine's throughput and customer's satisfaction, both are equally important to a company. With the inherent complexity of the considered problem, we develop two simulated annealing (SA) methods to find all pareto-optimal solutions as possible because considerable volume of work in single and multiobjective algorithm based on SA has been proposed and solved successfully for NP-hard problems in the last two decades (Suppapitnarm et al. [8] , Suresh and Sahu [9] ).
Bi-criterion simulated annealing methods
In this paper, we develop two SA algorithms called SA1 and SA2 for the considered problem. In SA1 the search space tries to be covered by changing the weights of makespan and total weighted number of tardy orders. As to SA2, it essentially applied SMOSA proposed by Suppapitnarm et al. [8] for the considered problem. The step-by-step procedure for SA1 algorithm is described as follow, while the procedure of SA2 could referred to the studies of Suppapitnarm et al. [8] , and Suman and Kumar [10] . The step-by-step procedure of SA1 Step1: Generated an initial sequence randomly, and calculate the weighted objective value for the initial sequence by α and β where β 1 α and α increases by 0.1, that is, α 0.0 0.1x.
Step 
Results and discussion
We generated a test-bed problems randomly to examine the two SAs. For each job, the release time, processing times and sizes have been generated from a discrete uniform distribution within [0, 24], [8, 15] and [10, 30] . The weights of jobs are within [1, 5] . The due dates of jobs are defined as 0,0.5 where U indicates a uniform distribution within [a, b]. All proposed SA algorithms are implemented in C++, running on a on a PC Xeon E5-1620 CPU with 3.6 GHz and 12 GB memory. Two performance measures are adopted as following: (1) A quality performance for A(B) can be defined as
where A P and B P denotes the number of Pareto-solutions obtained by algorithms A and B, respectively. Let C P be the number of non-dominated solutions obtained by the enumeration method. (Hyun et al. [11] ). (2) Efficiency of approximating Pareto front (EAPF) addressed by Smutinicki et al. [12] . For a fair comparison, a bounded ratio is calculated by ⁄ where denotes the bounded area calculated by algorithm A and B, respectively.
is the bounded area calculated by non-dominated solutions obtained by the enumeration method. To be fair for this comparison, the computation time limit is set to 10 ⁄ for both SA1 and SA2.
In Table 1 , all Pareto solutions could be found by the enumeration method, SA1 found all Pareto solutions for 45 instances over 50 while SA2 found all Pareto solutions only for 30 instances. In terms of efficiency, SA1 is also better than SA2. This results exhibit that SA1 is significantly better than SA2 due to SA1 could find more non-dominate solutions by changing different search directions while SA2 did not. Remark: EM means enumeration method
Conclusions
In this paper, we addressed the single BPM scheduling problem with dynamic job release time. This problem is motivated by scheduling of the sterilization operation in a professional waste disposal services, and the objectives of minimizing the makespan and the total weighted number of tardy orders that has not been considered for BPM problems to date. For the considered problem, we proposed two SA algorithms to obtain Pareto-optimal solutions. A test-beds are examined the performances for the proposed SA algorithms, the results reveal that SA1 outperformed SA2 because SA1 could search a large-scale solution space by changing the weights of α and β.
Summary
If you follow the "checklist" your paper will conform to the requirements of the publisher and facilitate a problem-free publication process.
