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Abstract—This paper addresses channel estimation and data
equalization on frequency-selective 1-bit quantized Multiple
Input-Multiple Output (MIMO) systems. No joint processing
or Channel State Information is assumed at the transmitter,
and therefore our findings are also applicable to the uplink of
Multi-User MIMO systems. System models for both Orthogonal
Division Frequency Multiplexing (OFDM) and single-carrier
schemes are developed. A Crame´r-Rao Lower Bound for the
estimation problems is derived. The two nonlinear algorithms
Expectation Maximization (EM) and Generalized Approximate
Message Passing (GAMP) are adapted to the problems, and a
linear method based on the Bussgang theorem is proposed. In
the OFDM case, the linear method enables subcarrier-wise esti-
mation, greatly reducing computational complexity. Simulations
are carried out to compare the algorithms with different settings.
The results turn out to be close to the Crame´r-Rao bound in the
low Signal to Noise Ratio (SNR) region. The OFDM setting is
more suitable for the nonlinear algorithms, and that the linear
methods incur a performance loss with respect to the nonlinear
approaches. In the relevant low and medium SNR regions, the
loss amounts to 2-3 dB and might well be justified in exchange for
the reduced computational effort, especially in Massive MIMO
settings.
Index Terms—quantization, Multiple Input-Multiple Output
(MIMO), Orthogonal Frequency Division Multiplexing (OFDM),
Cramer-Rao bound, frequency-selective channel
I. INTRODUCTION
THE fifth generation (5G) of mobile communications isexpected to increase spectral and energy efficiency by
several orders of magnitude [1]. To fulfill this requirement,
among other technologies, Multiple Input-Multiple Output
(MIMO) systems with large numbers of antennas [2] are
being considered. They which would considerably increase
array gain. Higher frequency bands [3], (6-100 GHz) are also
being investigated. These would allow for larger bandwidth.
These changes place stringent requirements on the receiver-
side analog-to-digital converters (ADCs). Due to the high
frequency and large bandwidth, the ADCs need to operate at
high sampling rate, which leads to high power consumption.
This problem is increased in a Massive MIMO setting, which
requires a large amount of ADCs.
The power consumption of the ADCs grows exponentially
with the number of bits, as shown in [4] and [5]. Therefore,
the low-resolution (1 to 3 bits) ADCs have been proposed as
a way to address the power consumption problem. We focus
on the 1-bit quantization case.
Various aspects of the 1-bit quantized MIMO channel have
been analyzed in recent work. An analysis in [6] and [7] shows
that, if the number of antennas of the 1-bit quantized system
is increased to the point in which it consumes the same power
as the unquantized one, the capacity of the quantized system
can beat that of the unquantized one at the low and medium
SNR regions.
Different channel estimation algorithms are discussed in [8].
They obtain good results but are iterative and nonlinear.
Furthermore, convergence is not guaranteed, especially if the
channel taps are not i.i.d. Gaussian, which is the case in
practical scenarios.
A linear MMSE receiver for equalization of quantized
MIMO channels is proposed in [9], and an iterative nonlinear
one in [10]. The nonlinear equalizer achieves better BER per-
formance at the cost of increased computational complexity.
Finally, the problem of joint channel and data estimation
(JCD) is treated in [11]. The authors show that this approach
greatly improves the results, and requires fewer pilots.
One of the main shortcomings of the mentioned contribu-
tions is that they consider only flat-fading channels. With un-
quantized systems, this assumption can be justified by the use
of multi-carrier modulations, such as Orthogonal Frequency
Division Multiplexing (OFDM), because then the channel in
each subcarrier is flat. However, in the quantized case, the
subcarriers can no longer be separated without loss. We note
that OFDM is still attractive in this case because it allows for
uplink multiplexing with optimal channel allocation.
To the best of our knowledge, very little work has been
done on quantized frequency-selective MIMO channels or
on the loss incurred by using multi-carrier modulations. A
model for channel estimation and equalization in quantized
MIMO OFDM systems is proposed in [12]. However, it
relies on convex optimization algorithms, which, for the large-
dimensional problems at hand, have high computational cost.
In this paper, we develop a model for channel estimation and
for equalization of both single-carrier and OFDM quantized
MIMO systems. We derive a Crame´r-Rao lower bound for
the estimation problem, that can be used as a benchmark for
algorithm performance comparison. We adapt the existing non-
linear iterative algorithms Expectation Maximization (EM) and
Generalized Approximate Message Passing (GAMP) to solve
these estimation problems in the minimum mean square error
(MMSE) sense. Additionally, we develop a linear estimator
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Fig. 1. Quantized frequency-selective MIMO channel
based on the Bussgang theorem, which greatly reduces the
computational complexity in the OFDM case because it allows
for per-subcarrier equalization. Through simulations, we then
compare the performance of all the estimation methods in
different scenarios, and draw some important conclusions.
We note that all our analysis does not assume any joint
processing or Channel State Information (CSI) at the transmit-
ter. Therefore, our findings are also applicable to Multi-User
MIMO uplink channels, by considering each transmit antenna
(or group of them) as a separate user.
The paper is organized as follows. In Section II, the esti-
mation problem formulation for both OFDM and single-carrier
quantized MIMO is developed. Section III derives the Crame´r-
Rao Lower Bound for this problem and presents the nonlinear
and linear algorithms to solve it. This section also analyzes the
computational complexity of the methods. In Section IV, the
algorithms are compared with the use of simulations. Finally,
Section V summarizes the most important results and identifies
some areas for future work.
II. SYSTEM MODEL
A. OFDM System Model
We consider a MIMO system with Nr receive antennas, Nt
transmit antennas, and receiver-side 1-bit quantization (Fig. 1).
First, we will develop a system model for the OFDM [13]
case, with N subcarriers. No CSI is assumed at the transmitter.
At each transmit antenna nt ∈ {1, . . . , Nt}, a different
sequence of M OFDM symbols, Xnt ∈ CN×M is generated.
We consider an arbitrary frequency-selective MIMO chan-
nel. Each pair of transmit antenna nt ∈ {1, . . . , Nt} and
receive antenna nr ∈ {1, . . . , Nr} has a channel impulse
response of L taps, denoted by hnrnt ∈ CL.
Due to the use of a cyclic prefix (CP), each pair of antennas
(nr, nt) ∈ {1, . . .Nr} × {1, . . . , Nt} has an equivalent circu-
lant channel convolution matrix Hnrnt ∈ CN×N whose first
column is
[
hTnrnt0
T
(N−L)×1
]T
.
After the application of an IFFT and the channel, the
unquantized received signals Znr ∈ CN×M (where nr ∈
{1, . . . , Nr} is the receive antenna) are:
Znr =
Nt∑
nt=1
HnrntF
HXnt +Wnr . (1)
Here, F denotes a unitary N × N DFT matrix. The noise
Wnr ∈ CN×M is additive Gaussian and spatially and tempo-
rally uncorrelated. Its samples have variances σ2nrnm.
The receiver then applies 1-bit quantization to Znr , and
obtains the observations Ynr ∈ CN×M :
Ynr = Q
(
Nt∑
nt=1
HnrntF
HXnt +Wnr
)
, (2)
where the operator Q (·) is applied element-wise, and takes
the sign of the real and imaginary parts of the argument:
Q (x) , sign {ℜ {x}}+ j sign {ℑ {x}} . (3)
The circulant channel convolution matrices Hnrnt are diag-
onalized by DFT matrices, and the resulting diagonal matrix
is the N -point DFT of the channel impulse response:
FHnrntF
H = Λnrnt = diag {FN×Lhnrnt} , (4)
where FN×L contains the L first columns of an N -point DFT
matrix with unit-magnitude entries. This lets us rewrite (2) as:
Ynr = Q
(
Nt∑
nt=1
FHΛnrntXnt +Wnr
)
, (5)
.
1) Problem Formulation for OFDM Channel Estimation:
With orthogonal pilots, the channel estimation problem is
independent across receive antennas. Consider a sequence of T
pilot blocksXnt ∈ CN×T , with nt ∈ {1, . . . , Nt}. Vectorizing
the signal Ynr at each receive antenna in (5) gives:
ynr = Q
(
Nt∑
nt=1
(
XTnt ⋄ FH
)
FN×Lhnrnt +wnr
)
, (6)
where ynr , vec (Ynr), and wnr , vec (Wnr ), and
⋄ denotes the Khatri-Rao product (column-wise Kronecker
product). Here, we have used the following property of the
vectorization operator:
vec (Bdiag {c}D) = (DT ⋄B) c. (7)
We define the vector hnr ∈ CLNt×1 as:
hnr ,


hnr1
hnr2
.
.
.
hnrNt

 . (8)
Furthermore, we define the matrix A ∈ CNT×LNt as:
A =
[ (
XT1 ⋄ FH
)
FN×L, · · · ,
(
XTNt ⋄ FH
)
FN×L
]
.
(9)
We can now write (6) as:
ynr = Q (Ahnr +wnr) , nr ∈ {1, . . . , Nr} , (10)
where wnr = vec (Wnr ) ∈ CNT×1 contains uncorrelated
Gaussian samples with variances σ2ntnr .
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2) Problem Formulation for OFDM Data Equalization:
Consider again the model in (5). The problem is now inde-
pendent across the M transmitted symbols. For symbol m ∈
{1, . . . ,M} we define the vector of unknowns xm ∈ CNNt×1:
xm =


X1m·
.
.
.
XNtm·

 , (11)
the sensing matrix A ∈ CNNr×NNt :
A =


FHΛ11 · · · FHΛ1Nt
.
.
.
.
.
.
.
.
.
FHΛNr1 · · · FHΛNrNt

 , (12)
and the observation vector ym ∈ CNNr×1:
ym =


Y1m·
.
.
.
YNrm·

 . (13)
Then the model for data equalization is given by:
ym = Q (Axm +wm) , (14)
where wm is defined in the same way as ym, and contains
uncorrelated complex Gaussian samples with variance σ2nrnm.
B. Single-Carrier System Model
To enable block processing, a cyclic prefix is also added
in the single-carrier (SC) case. The block size is N , and the
cyclic prefix has length L. The received signal at antenna nr ∈
{1, . . . , Nr} can be written as:
Ynr = Q
(
Nt∑
nt=1
HnrntXnt +Wnr
)
, (15)
where Xnt ∈ CN×M horizontally stacks M blocks of trans-
mitted symbols, and Hnrnt ∈ CN×N is defined in the same
way as in the OFDM case.
1) Problem Formulation for SC Channel Estimation: For
channel estimation, each transmit antenna sends T consecutive
orthogonal blocks as pilots. We denote the pilot vector at
transmit antenna nt ∈ {1, . . . , Nt} and block t ∈ {1, . . . , T }
as xntt ∈ CN×1. We further define the partial circulant
convolution matrix Xntt ∈ CN×L in the following way:
[Xntt]nℓ , xntt[n− ℓ], (16)
i.e. the first L columns of a circulant matrix whose first column
is xntt. With this definition, we can express the channel
estimation problem for single-carrier as:
ynr = Q (Ahnr +wnr ) , (17)
where
A =


X11 · · · XNt1
.
.
.
.
.
.
.
.
.
X1T · · · XNtT

 ∈ CNT×LNt , (18)
ynr = vec (Ynr ) , (19)
and hnr is given by (8).
2) Problem Formulation for SC Data Equalization: From
(15), we can directly write the model:
ym = Q (Axm +wm) , (20)
where
A =


H11 · · · H1Nt
.
.
.
.
.
.
.
.
.
HNr1 · · · HNrNt

 , (21)
and xm and ym are given by (11) and (13) respectively.
III. THEORETICAL DERIVATIONS
A. Crame´r Rao Bound
In this section, we derive the Crame´r-Rao Lower Bound
(CRLB) of the four estimation problems in Section II. This
will provide a theoretical limit on the estimation accuracy,
which can be used as a benchmark.
The four considered problems (10), (14), (17) and (20) can
be expressed with the following generic model:
y = Q (Ah+w) . (22)
To compute the CRLB, first we make the problem real-valued:
y˜ = Q
(
A˜h˜+ w˜
)
, (23)
where
h˜ =
( ℜ{h}
ℑ {h}
)
; A˜ =
( ℜ{A} −ℑ{A}
ℑ {A} ℜ {A}
)
; (24)
and y˜ and w˜ are defined in a similar way as h˜.
The Crame´r-Rao bound is then given by:
Cˆ˜
h
ˆ˜
h
 I˜
(
h˜
)−1
, (25)
where C  D indicates that C −D is positive semidefinite.
The real-valued Fisher information matrix is computed as:
I˜
(
h˜
)
= A˜T diag
{
1
σ˜2k
φ (µk)
2
Φ (µk) (1− Φ (µk))
}K
k=1
A˜, (26)
where
µk =
1
σ˜k
P∑
p=1
a˜kph˜p. (27)
The derivation of I˜
(
h˜
)
is given in Appendix A. To transform
it back to the complex domain, we apply the chain rule to get:
I (θ) =
1
4
([
I˜
(
θ˜
)]
ℜℜ
+
[
I˜
(
θ˜
)]
ℑℑ
)
+
j
4
([
I˜
(
θ˜
)]
ℜℑ
−
[
I˜
(
θ˜
)]
ℑℜ
)
. (28)
The trace of I (h)−1 will be used in our simulations as the
variance of the estimation error.
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Fig. 2. Expectation Maximization-MMSE (EM-MMSE) algorithm
B. Algorithms for Channel Estimation and Data Equalization
In this section, we will introduce some algorithms that can
be used to solve the models (10), (14), (17) and (20). Again,
we express the model generically as:
y = Q (Ah+w) , (29)
where we denote the dimensions of A as K × P .
There are two broad classes of algorithms. The joint estima-
tion algorithms take the whole model into account. They pro-
vide near optimal results, but are iterative and need to operate
with large matrices. The subcarrier-wise estimation algorithms
linearize the problem. This leads to a loss in performance, but
enables independent processing of each subcarrier, drastically
reducing complexity in the OFDM case.
C. Expectation Maximization (EM) Algorithm
The Expectation Maximization (EM) approach [14] is iter-
ative and alternately applies two steps at each iteration i:
1) Expectation step:: obtain the expected value of the
unquantized observations z = Ah + w, given the quantized
output y and the current estimate hˆ(i−1):
zˆ(i) = E
(
z | y, hˆ(i−1)
)
. (30)
A closed form expression for this expectation is derived in
Appendix B. The result is:
zˆ(i) = Ahˆ(i−1) + wˆ, (31)
where the components of wˆ are given by:
wˆk =
σk√
2
(ℜ{yk}φ (η˜k)
Φ (η˜k)
+ j
ℑ{yk}φ (ηk)
Φ (ηk)
)
, (32)
where
η˜k =
ℜ{yk}ℜ
{
P∑
p=1
akphp
}
σk/
√
2
; ηk =
ℑ{yk}ℑ
{
P∑
p=1
akphp
}
σk/
√
2
.
(33)
2) Maximization Step: In the maximization step, the ob-
tained zˆ(i) , E
{
z | y, hˆ(i−1)
}
(32) is used as observation
vector in an unquantized problem:
zˆ(i) = Ah+w. (34)
In [8], a maximum likelihood (ML) estimator is used, but we
propose an MMSE estimator as an alternative:
hˆ(i) =
(
AHR−1wwA+R
−1
hh
)−1
AHR−1wwzˆ
(i); (35)
This solution (EM-MMSE) gives better performance, as it
takes into account prior information. The program flow of the
full EM-MMSE method is graphically depicted in Fig. 2, and
an implementation in pseudo-code is given in Algorithm 1.
The initialization of hˆ(0) in the first step is the Least Squares
solution that ignores quantization, which provides an accept-
able starting point for the optimization.
Algorithm 1 Expectation Maximization (EM)
Input: A, y
Initialize: hˆ(0) =
(
AHA
)−1
AHy, i = 1
while i ≤ imax and
∥∥∥hˆ(i) − hˆ(i−1)∥∥∥2
F
≥ ǫ ∥∥h(i)∥∥2
F
do
zˆ = E
(
z | y, hˆ(i−1)
)
from (31)
hˆ(i) from (35)
i = i+ 1
end while
Output: hˆ(i)
D. Generalized Approximate Message Passing (GAMP)
px A py | z
x z y
Fig. 3. Problem formulation of GAMP: the unknown signals to estimate are
shaded in gray
The Generalized Approximate Message Passing method,
developed in [15], can also be applied to the quantized esti-
mation problem. This is a very general method for estimation
in coupled nonlinear channels with the structure depicted in
Figure 3. An input signal x ∈ CP with known prior px (x)
goes through a linear transformation z = Ax ∈ CK , and then
through the output channel py | z, giving the observed output
y. GAMP estimates the input signal x and the intermediate
signal z from the knowledge of A ∈ CK×P , y, px, and py | z
by using a loopy belief propagation approach. The details of
the algorithm are explained in [15], and a listing is provided
in Algorithm 2 (where ⊙ denotes elementwise product).
The scalar estimation functions gin and gout for our quan-
tized estimation problems, as well as their derivatives, are
given in the following (we provide a detailed derivation of
these results in Appendix C):
• Input nonlinear step for Gaussian input (estimation):
gin (i, r, τ
r) =
σ2x
σ2x + τ
r
r, (36)
τr
∂
∂r
gin (i, r, τ
r) =
σ2xτ
r
σ2x + τ
r
, (37)
• Input nonlinear step for discrete input (equalization):
gin (i, r, τ
r) =
A∑
a=1
Paxae
− |r−xa|2
τr
A∑
a=1
Pae−
|r−xa|2
τr
, (38)
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Algorithm 2 Generalized Approximate Message Passing
(GAMP)
Input: A, y, px, and py | z
Compute: A2 = |A|2 (elementwise)
Initialize: i = 0, s = 0P×1, x, τ x
while i < imax and ‖x− x(i − 1)‖22 ≥ ǫ ‖x‖22 do
xold = x
Output linear step:
τ p = A2τ
x
p = Ax− 12τ p ⊙ s
z = Ax
Output nonlinear step:
for ℓ = 1 : K do
sℓ = gout (i, pℓ, yℓ, τ
p
ℓ )
τsℓ = − ∂∂pgout (i, pℓ, yℓ, τpℓ )
end for
Input linear step:
τ r = 4/
(
AH2 τ
s
) (elementwise inverse)
r = x+ 12τ
r ⊙ (AT s)
Input nonlinear step:
for ℓ = 1 : P do
xℓ = gin (i, rℓ, τ
r
ℓ )
τxℓ = τ
r ∂
∂rgin (i, rℓτ
r
ℓ )
end for
Increment loop index: i = i+ 1
end while
Output: x, z
τr
∂
∂r
gin (i, r, τ
r)
=
A∑
a=1
Pa |xa|2 e− |r−xa|
2
τr
A∑
a=1
Pae−
|r−xa|2
τr
− |gin (i, r, τr)|2 , (39)
where xa, a ∈ {1, . . . , A} are the constellation symbols,
and Pa are their corresponding probabilities.
• Output nonlinear step for 1-bit quantization: for this
step, the functions are applied separately to the real and
imaginary parts:
gout,ℜ (i, p, y, τp) =
y
√
2√
σ2w + τ
p
φ (η)
Φ (η)
(40)
− ∂
∂p
gout,ℜ (i, p, y, τp) =
2
σ2w + τ
p
(
η
φ (η)
Φ (η)
+
φ (η)
2
Φ (η)2
)
,
(41)
where
η =
yp
√
2√
σ2w + τ
p
. (42)
The complex-valued output nonlinear step is given by:
gout (i, p, y, τ
p)
= gout,ℜ (i, pℜ, yℜ, τp) + jgout,ℜ (i, pℑ, yℑ, τp) , (43)
− ∂
∂p
gout,ℜ (i, p, y, τp)
= − ∂
∂p
gout,ℜ (i, pℜ, yℜ, τp)− ∂
∂p
gout,ℜ (i, pℑ, yℑ, τp) ,
(44)
with pℜ , ℜ{p}, pℑ , ℑ{p}.
E. Subcarrier-Wise Estimation with Bussgang Theorem
Both EM and GAMP have very high complexity, and are not
practical for Massive MIMO scenarios, or for high numbers
of subcarriers. In this section, a linear estimator based on the
Bussgang theorem is proposed. This theorem [16] states that
a nonlinear distortion of a Gaussian signal can be expressed
as a linear transformation plus uncorrelated noise.
Let us consider the real-valued version of the problem, y˜ =
Q
(
A˜h˜+ w˜
)
, as given by (24). By the Bussgang theorem,
(23) can be modeled as:
y˜ = K˜z˜+ e˜, (45)
and K˜ ∈ R2K×2K can be chosen such that:
E
{
z˜e˜H
}
= 0. (46)
Using e˜ = y˜− K˜z˜, it is easy to derive K˜ and the covariance
matrix of the quantization noise, Re˜e˜:
K˜ = Ry˜z˜R
−1
z˜z˜ ; (47)
Re˜e˜ = Ry˜y˜ −Ry˜z˜R−1z˜z˜ Rz˜y˜. (48)
For our problem, we have:
Rz˜z˜ = A˜Rh˜h˜A˜
H +Rw˜w˜. (49)
The Bussgang gain and noise covariance are easily adapted
from the results in [17]:
K˜ =
√
2
π
diag {Rz˜z˜}−1/2 ; (50)
Re˜e˜ = Ry˜y˜ − 2
π
diag {Rz˜z˜}−1/2Rz˜z˜diag {Rz˜z˜}−1/2 , (51)
where
Ry˜y˜ =
2
π
arcsin
(
diag {Rz˜z˜}−1/2Rz˜z˜diag {Rz˜z˜}−1/2
)
.
(52)
Using (45), we can now model our quantized system (29)
as an unquantized one:
y˜ = B˜h˜+ η˜, (53)
where B˜ = K˜A˜, and Rη˜η˜ = K˜Rw˜w˜K˜H + Re˜e˜. Note that
the quantization noise e˜ is not Gaussian, and therefore this
approach is suboptimal. If Rz˜z˜ is assumed to be diagonal
(which holds if Rh˜h˜ is diagonal, the pilots are orthogonal
and the number of transmit antennas is large), the problem
can be decoupled and Rη˜η˜ reduces to:
Rη˜η˜ =
2
π
diag {Rz˜z˜}−1 diag {Rw˜w˜}+ 2
(
1− 2
π
)
IM .
(54)
If, additionally, Rz˜z˜ and Rw˜w˜ are scaled identities (which,
if diagonality is already assumed, only requires that the noise
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and pilots do not change their variance over time), then the
problem simplifies even further. In this case, the Bussgang
decomposition reduces to a scalar factor and i.i.d. noise, and
from (5), we have:
Ynr = Q
(
Nt∑
nt=1
FHΛnrntXnt +Wnr
)
, (55)
Ynr = k
Nt∑
nt=1
FHΛnrntXnt + W˜nr , (56)
with k = 1σz
√
2
π , and σ
2
w˜ =
2
π
σ2w
σ2z
+
(
1− 2π
)
. This allows to
use standard OFDM techniques: apply an FFT to Y, and then
estimate H subcarrier-wise:
Ynr = FYnr = k
Nt∑
nt=1
diag {Hnrnt·}Xnt + W˜nr , (57)
Yn = kHnXn + W˜n, (58)
where Yn ∈ CNr×T , Hn ∈ CNr×Nt , Xn ∈ CNt×T ,
and W˜n ∈ CNr×T are respectively the frequency-domain
observations, channel, pilots and noise at subcarrier n. Then,
the frequency-domain channel estimation at each subcarrier
can be done, for example, using a linear MMSE algorithm:
Hˆn =
1
k
YnX
H
n
(
XnX
H
n +
σ2w˜
σ2h
INt
)−1
. (59)
F. Computational Complexity
In this section, we compare the computational complexity
(number of complex multiplications) of the presented algo-
rithms. We define K and P such that A ∈ CK×P in (29), and
R = Nr for estimation and R = M for equalization.
1) Computational Complexity of EM:
• Expectation step: E
{
z | y, hˆ(i)
}
. This amounts to R
computations of (31), each one having a complexity
dominated by the product Ahˆ, yielding O (KPR).
• Maximization step: this multiplies B =(
AHRwwA+Rhh
)−1
ARww ∈ CP×K by the
expectation zˆ ∈ CK×1. Note that B only needs to
be calculated once in each channel coherence period.
The maximization step amounts to a matrix-vector
multiplication By, which is done R times. The
complexity of this step is: O (KPR).
These two steps are done for I iterations, until the algorithm
converges. This results in an overall complexity of EM of:
TEM = O (2IKPR) . (60)
2) Computational Complexity of GAMP: The most com-
putationally expensive step of each iteration of GAMP are
two matrix-vector multiplications involvingA and another two
involving A2. All of them have complexity KP . Taking into
account R runs with I iterations:
TGAMP−MMSE = O (4IKPR) . (61)
3) Computational Complexity of the Bussgang estimator:
In the single-carrier case, the linear estimator needs to compute
an MMSE solution with the whole matrix K˜A˜ ∈ R2K×2P and
observation Y˜ ∈ R2K×2P . Again, note that the computation
of the matrices K˜A˜ and Rη˜η˜ only needs to be performed once
every channel realization, and the same applies to the MMSE
multiplier matrix G˜ =
(
A˜HK˜HR−1
η˜η˜
K˜A˜+Rh˜h˜
)−1
A˜HK˜H
The complexity of the Bussgang estimator then reduces to
a real-valued matrix-vector multiplication of G˜ ∈ R2P×2K
with y˜, which is done R times. An additional factor of 1/4
is applied to the complexity because we are measuring it in
terms of complex-valued multiplications:
TBuss.−SC = O (KPR) . (62)
In an OFDM system, the Bussgang estimator allows
subcarrier-wise equalization, which amounts to N MMSE
calculations of (59), where again the matrix inversion only
needs to be performed once per channel realization.
All the complexity results for channel estimation and equal-
ization are summarized in Table I, where MC stands for multi-
carrier (OFDM).
TABLE I
COMPUTATIONAL COMPLEXITY OF THE PRESENTED ALGORITHMS
Algorithm Estimation Equalization
EM 2INrNtNLT 2INrNtN2M
GAMP 4INrNtNLT 4INrNtN2M
Buss. (SC) NrNtNLT NrNtN2M
Buss. (MC) NrNtNT NrNtNM
IV. SIMULATION RESULTS
This section presents simulation results that validate the
channel estimation and data equalization models proposed in
this paper, and compare the presented algorithms.
All experiments simulate a system with block size of N =
32 and QPSK modulation, unless otherwise stated. The noise is
AWGN with variance σ2w = 1. A punctured convolutional code
(CC) of rate 3/4 is used in all systems for the transmission
of the data bits. The channel length is L = 4, and its taps
are i.i.d. Gaussian in all experiments except for the last. The
signal to noise ratio (SNR) is defined as Pt/Nt, where Pt
is the transmitted power. The Normalized Mean Square Error
(NMSE) of the channel estimate is defined as:
NMSEH =
1
NrNtLσ2h
Nr∑
nr=1
Nt∑
nt=1
∥∥∥hˆnrnt − hnrnt∥∥∥2
2
. (63)
The coherence time of the channels is set to M = 64 symbols,
and the results are averaged over 4096 channel realizations,
which corresponds to 2.5 · 107 data bits.
A. Comparison of Algorithms for Channel Estimation
In the first experiment, systems with Nr = 10 receive and
Nt = 2 transmit antennas were simulated. Using T = 4 or-
thogonal pilot blocks, different methods for channel estimation
were compared, both in the OFDM multi-carrier (MC) case
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Fig. 4. NMSE comparison of channel estimation techniques with EM
equalization (Nr ×Nt = 10× 2, N = 32 subcarriers, T = 4 pilot blocks)
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Fig. 5. Coded BER of channel estimation techniques with EM equalization
(Nr ×Nt = 10× 2, N = 32 subcarriers, T = 4 pilot blocks, CC rate 3/4)
and in the single carrier (SC) one. The compared methods are
EM, GAMP, Bussgang and Ignoring (which performs linear
estimation as if there were no quantizer). All the systems use
Expectation Maximization (EM) for equalization. Fig. 4 shows
the estimation error. The Crame´r-Rao bound derived in (25)
is also given. The bound is tight at low SNR, but there might
still be room for improvement in the high SNR region.
Fig. 5 shows the coded BER results for the same systems.
Important conclusions can be drawn from these two figures.
First, all methods saturate at a certain finite SNR, above which
no further improvement in performance is obtained. This is due
to the well-known dithering effect: some amount of noise is
actually beneficial for quantized measurements.
The iterative nonlinear methods (EM and GAMP) clearly
outperform the linear techniques, and saturate at a better
performance. In the OFDM case, this comes at the cost of
computational complexity, as the linear estimators can perform
equalization efficiently in a subcarrier-wise fashion (59).
The OFDM systems (solid curves) perform slightly worse
than the single-carrier ones (dashed curves). The higher Peak-
to-Average Power Ratio (PAPR) of the OFDM modulation
makes the quantization noise more severe in this setting.
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Fig. 6. Coded BER comparison of equalization techniques with perfect CSI
(Nr ×Nt = 10× 2, N = 32 subcarriers, CC rate 3/4)
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Fig. 7. Number of pilot blocks required for SC estimation and equalization
(Nr ×Nt = 10× 2, N = 32 subcarriers, SNR = −3 dB, CC rate 3/4)
B. Comparison of Algorithms for Data Equalization
The same methods for OFDM and SC were compared for
the equalization task in an 10 × 2 system, assuming perfect
CSI. The results are plotted in Fig. 6. Again, SC beats MC,
and the nonlinear methods perform better than the linear ones.
C. Number of Pilots
In the third experiment, the SNR was fixed at −3 dB,
and the EM and Bussgang methods were compared in terms
of BER vs number of pilot blocks. In the two cases, both
equalization and channel estimation were performed with the
corresponding method in an SC system. The curves were
compared with the perfect CSI case. The results in Fig. 7
show that, the Bussgang saturates at a worse performance than
EM. Additionally, it is seen that 4 pilot blocks are enough to
perform reasonably close to saturation.
D. Higher Order Modulation
The fourth experiment aimed at assessing the viability
of using higher order modulations at the transmitter, while
keeping 1-bit quantization at the receiver. For this purpose, an
SC system with more receive antennas (24×2) was simulated,
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Fig. 8. Coded BER comparison of modulation schemes. The legend entries
give the method for both channel estimation and equalization (Nr × Nt =
24× 2, N = 32 subcarriers, T = 4 pilot blocks, CC rate=3/4)
and the BER with 8-QAM and 8-PSK was compared with
the EM and the Bussgang estimators (the estimators are used
for both channel estimation and equalization). The results are
shown in Fig. 8. If 3 bits per symbol are required, 8-PSK is
more effective for the 1-bit quantized systems than 8-QAM.
This is because 1-bit quantization causes more damage to the
signal amplitude that to its phase. For low modulation orders,
therefore, it is better to use PSK modulations that only store
information in the phase.
E. Full System with 3GPP Channel Model
The estimation methods discussed in this paper all assume
Gaussian i.i.d. channel taps. In the last experiment, the al-
gorithms were tested using a more realistic channel model:
the Extended Pedestrian A model from 3GPP TS 36.101 [18].
The results for the four methods with both OFDM and SC are
given in Fig. 9, where again each algorithm is used both for
channel estimation and equalization. It is seen that the GAMP
algorithm suffers slightly more degradation in the SC case.
This is because it relies on the assumption that the transform
matrix A has i.i.d. Gaussian entries (see Section III.A of [15]).
The channel models for the OFDM case (9) and (12) are
closer to this assumption than the convolution matrices for
the single-carrier model. For OFDM, however, it gives the
best performance at a lower complexity than EM.
The other methods are also seen to degrade with respect to
the results with i.i.d. Gaussian channels (Figs. 4-7), but they
turn out to be much more robust than GAMP.
V. CONCLUSIONS
An analysis and comparison of different channel estimation
and data equalization techniques for a frequency-selective
MIMO system with 1-bit quantization at the receiver was
carried out. Channel models were derived for both single-
carrier and multi-carrier schemes. A Crame´r-Rao bound for
the estimator variance was obtained. Two existing nonlinear
iterative algorithms were adapted to the estimation problem. A
linear estimator based on the Bussgang theorem was proposed,
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Fig. 9. Coded BER comparison with 3GPP channel model. The legend entries
give the method for both channel estimation and equalization (Nr × Nt =
10× 2, N = 32 subcarriers, T = 4 pilot blocks, CC rate=3/4)
which greatly reduces complexity in the multi-carrier case and
outperforms the quantization-ignoring linear estimator.
Through simulations, it was shown that all algorithms have
a performance peak at a finite SNR value. The nonlinear
methods have an unavoidable advantage over the linear ones at
high SNR. Single Carrier performs better than OFDM, but an
OFDM system with Bussgang estimation is the best solution
for medium SNR if computational complexity is an issue.
It was also seen that 8-PSK outperforms 8-QAM if 3 bits
per symbol are required. This still requires an increase in the
number of receive antennas.
There are still numerous open challenges for frequency-
selective MIMO channels. The application of joint channel and
data estimation (JCD) [11] to the frequency-selective case, the
derivation of a Crame´r-Rao bound for this problem, the design
of pilot sequences, and the adaptation of the algorithms to
correlated channel models, are left for future work.
APPENDIX A
DERIVATION OF THE FISHER INFORMATION MATRIX (26)
Let us denote the dimensions of A˜ in (23) by K and P ,
so that A˜ ∈ CK×P . For the case in which Q (·) applies 1-
bit quantization (3) and w has uncorrelated Gaussian samples
with variances σ2k, k ∈ {1, . . . ,K}, we have:
py˜ | h˜
(
y˜ | h˜
)
=
K∏
k=1
Φ


y˜k
P∑
p=1
a˜kph˜p
σk

 =
K∏
k=1
Φ (ηk) ,
(64)
where Φ (x) ,
∫ x
−∞
1√
2π
e−v
2/2 dv denotes the standard
cumulative Gaussian distribution function, and we define ηk as
the content of the parenthesis to simplify notation. The Fisher
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information matrix then yields:
I˜
(
h˜
)
= E
{
− ∂
2
∂h˜T∂h˜
ln py˜ | h˜
(
y˜ | h˜
)}
= E

A˜Tdiag
{
1
σ2k
(
ηkφ (ηk)
Φ (ηk)
+
(
φ (ηk)
Φ (ηk)
)2)}K
k=1
A˜

 ,
(65)
where φ (x) , 1√
2π
e−x
2/2 is the standard Gaussian density
function. Now, we take the expectation over y˜ | h˜:
I˜(h˜) = A˜Tdiag

 1σ2k
∑
y˜∈{−1,1}K
[(
ηkφ (ηk)
Φ (ηk)
+
+
(
φ (ηk)
Φ (ηk)
)2) K∏
k′=1
Φ (ηk′)
]}K
k=1
A˜. (66)
Note that
(
ηkφ(ηk)
Φ(ηk)
+
(
φ(ηk)
Φ(ηk)
)2)
depends on y˜k (through ηk),
but not on any other component of y˜. After reorganizing the
sum of products as a product of sums, this implies that all the
sums corresponding to the other components equal 1, and (66)
reduces to (26).
APPENDIX B
DERIVATION OF THE EXPECTATION STEP IN EM (31)
In the following, we drop the iteration index i for clarity.
Using Bayes rule, we obtain the distribution of z | y, hˆ:
p
z | y,hˆ
(
z | y, hˆ
)
=
p
z | hˆ(z | hˆ)py | z,hˆ(y | z, hˆ)
p
y | hˆ(y | hˆ)
=
pw
(
z−Ahˆ
)
1
{
z ∈ Q−1 (y)}∫
w∈Q−1(y)−Ahˆ
pw(w)dw
, (67)
where 1 {s} is an indicator function with value 1 if s is true,
and 0 otherwise. The set Q−1 (y) is defined as:
Q−1 (y) , {z ∈ CK : Q (z) = y} , (68)
and Q−1 (y)−Ahˆ is the translation of Q−1 (y) by −Ahˆ.
Now, we apply the expectation operator to (67):
E
(
z | y, hˆ
)
=
∫
z∈Q−1(y)
z pw
(
z−Ahˆ
)
dz
∫
w∈Q−1(y)−Ahˆ
pw(w)dw
= Ahˆ+
∫
w∈Q−1(y)−Ahˆ
wpw (w) dw
∫
w∈Q−1(y)−Ahˆ
pw(w)dw
= Ahˆ+ wˆ. (69)
Assuming that the noise w is Gaussian and uncorrelated with
variances σ2k, k ∈ {1, . . . ,K}, we have:
pw (w) =
K∏
k=1
(
1
σk
√
π
e
−ℜ{wk}
2
σ2
k
1
σk
√
π
e
−ℑ{wk}
2
σ2
k
)
, (70)
where wk denotes the k-th element of w.
The integral in the numerator of (69) is vector-valued. Note
that pw (w) is separable. Therefore, for the k-th component
of the numerator, all dimensions will cancel out except for the
k-th one, yielding (31).
APPENDIX C
DERIVATION OF THE NONLINEAR STEPS OF
GAMP-MMSE
The nonlinear steps of GAMP are elementwise independent,
and therefore we will derive them for an individual sample xi
(input) or yj (output). We drop the sample index for clarity.
A. Gaussian Input Step
For channel estimation, the input is assumed to be Gaussian
uncorrelated with variance σ2x (possibly different for each
sample). The inner variable r of GAMP is defined as a noisy
estimate of the input variable x, with Gaussian-distributed
uncorrelated noise v [15]:
r = x+ v, with v ∼ NC (0, τr) . (71)
The input nonlinear function gin is then given by:
gin (i, r, τ
r) = E {x | r} . (72)
In our problem, we have x ∼ NC
(
0, σ2x
)
. Using Bayes’ Rule,
we obtain:
px | r (x | r) =
px (x) pr | x (r | x)
pr (r)
(73)
=
1
σ2xπ
e
− |x|2
σ2x
1
πτr e
− |r−x|2
τr
1
π(σ2x+τ
r)e
− |r|2
(σ2x+τr)
=
1
πσ2x | r
e
− |x−µx | r|
2
σ2
x | r , (74)
where
µx | r =
σ2xr
σ2x + τ
r
, (75)
σ2x | r =
σ2xτr
σ2x + τ
r
. (76)
The PDF in (74) is Gaussian with mean µx | r and variance
σ2x | r. From (72), gin is equal to µx | r, which results in the
input nonlinear functions (36) and (37).
B. Constellation Input Step
In the equalization problems, the constellation of the input
x is known. Let us denote the constellation points by xa, a ∈
{1, . . . , A}, where A is the constellation order. The probability
of xa is denoted by Pa. By applying (71) and (73), we obtain:
px | r (xa | r) =
Pa
1
τrπ e
− |r−xa|2
τr
A∑
a=1
Pa
1
τrπ e
− |r−xa|2
τr
, (77)
The expectation E {x | r} is computed by averaging over x,
yielding (38) and (39).
IEEE TRANSACTIONS ON SIGNAL PROCESSING 10
C. Quantized Output Step
Let us turn now to the output steps. In this case, the relevant
inner variable is p, which is defined such that:
z = p+ u, with u ∼ NC (0, τp) , (78)
where u is independent from p. The output nonlinear function
gout is then defined as:
gout (i, p, y, τ
p) =
2
τp
(E {z | p, y} − p) = 2
τp
E {u | p, y} .
(79)
In our 1-bit quantized case, the real and imaginary parts of
the problem are independent. Therefore, the expectation can be
taken separately for the two components, and we only derive
the result for the real part:
y = Q (z + w) = Q (p+ u+ w) , (80)
where u ∼ N (0, τp/2). The real-valued noise w ∼
N (0, σ2w/2) is uncorrelated with p and u. Now, we can use
Bayes’ rule again to obtain the joint PDF of u,w | p, y:
pu,w | p,y (u,w | p, y) =
pu,w | p (u,w | p) py | u,w,p (y | u,w, p)
py | p (y | p)
=
1
πσw
√
τp
e
−u2
τp
− w2
σ2w 1 {(p+ u+ w) y ≥ 0}
Φ
(
yp
√
2√
τp+σ2w
) . (81)
Now, we marginalize over w and average over u:
E {u | p, y} = 1
Φ (η)
∫ ∞
−∞
∫ ∞
−∞
upu,w | p,y (u,w | p, y) du dw.
(82)
where η = yp
√
2/ (τp + σ2w). By appropriately expressing the
indicator function, (82) can be written as:
E {u | p, y}
=
1
Φ (η)
∫ ∞
−∞
1
σw
√
π
e
−w2
σ2w y
∫ ∞
−p−w
u√
πτp
e−
u2
τp du dw.
(83)
The integral along u has the limits corresponding to y = 1 (see
the indicator function 1 {. . .} in (81)). For the case y = −1,
we have used the property that the integrand f(u) is an odd
function, and therefore
∫∞
−p−w f(u) du = −
∫ −p−w
−∞ f(u) du,
which accounts for the pre-multiplying term y. The solution
to (83) is:
E {u | p, y} = 1
Φ (η)
∫ ∞
−∞
1
σw
√
π
e
−w2
σ2w y
√
τp√
π
e−
(p+w)2
τp dw
=
yτp√
2 (σ2w + τ
p)
φ (η)
Φ (η)
, (84)
which, plugged into (79), gives the output nonlinear step
functions (40) and (41).
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