Electronic structure of defects in the Thomas-Fermi-von-Weizsäcker model of crystals by Nazar, Faizan Q.
 warwick.ac.uk/lib-publications  
 
 
 
 
 
 
A Thesis Submitted for the Degree of PhD at the University of Warwick 
 
Permanent WRAP URL: 
http://wrap.warwick.ac.uk/91552  
 
Copyright and reuse:                     
This thesis is made available online and is protected by original copyright.  
Please scroll down to view the document itself.  
Please refer to the repository record for this item for information to help you to cite it. 
Our policy information is available from the repository home page.  
 
For more information, please contact the WRAP Team at: wrap@warwick.ac.uk  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
M A
OD C
S
Electronic Structure of Defects in
the Thomas–Fermi–von Weizsa¨cker
Model of Crystals
by
Faizan Nazar
Thesis
Submitted for the degree of
Doctor of Philosophy in
Mathematics
Mathematics Institute
The University of Warwick
March 2017
Contents
Acknowledgements iii
Declarations iv
Abstract v
Chapter 1 Introduction 1
1.1 Main results of the thesis . . . . . . . . . . . . . . . . . . . . . 5
1.2 Outline of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Chapter 2 The Thomas–Fermi–von Weizsa¨cker Model 12
2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Coulomb existence and uniqueness . . . . . . . . . . . 16
2.2.2 Yukawa existence and uniqueness . . . . . . . . . . . . 17
2.3 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 Proof of Coulomb existence and uniqueness . . . . . . . . . . . 22
2.5 Proof of Yukawa existence and uniqueness . . . . . . . . . . . 47
Chapter 3 Locality Estimates 67
3.1 Outline of locality argument . . . . . . . . . . . . . . . . . . . 67
3.2 General pointwise estimates . . . . . . . . . . . . . . . . . . . 69
3.2.1 Coulomb locality . . . . . . . . . . . . . . . . . . . . . 69
3.2.2 Yukawa locality . . . . . . . . . . . . . . . . . . . . . . 70
3.3 Proofs of Theorems 3.1 and 3.2 . . . . . . . . . . . . . . . . . 71
3.4 Proofs of Theorems 3.3 and 3.4 . . . . . . . . . . . . . . . . . 88
3.5 Application - locality of the charge response . . . . . . . . . . 95
i
Chapter 4 Further Applications 100
4.1 Thermodynamic limit estimates . . . . . . . . . . . . . . . . . 100
4.2 Neutrality of defects . . . . . . . . . . . . . . . . . . . . . . . 102
4.3 Impurity screening . . . . . . . . . . . . . . . . . . . . . . . . 107
4.4 Convergence from Yukawa to Coulomb . . . . . . . . . . . . . 109
Chapter 5 Energy and Force Locality 111
5.1 Construction of site energies . . . . . . . . . . . . . . . . . . . 112
5.2 Convergence of Yukawa forces . . . . . . . . . . . . . . . . . . 116
5.3 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4 Linear response of the TFW equations . . . . . . . . . . . . . 121
5.5 Higher variations of the TFW equations . . . . . . . . . . . . 130
5.6 Proofs and generalisation of Theorem 5.1 . . . . . . . . . . . . 142
Chapter 6 The Lattice Relaxation Problem 154
6.1 Modelling point defects . . . . . . . . . . . . . . . . . . . . . . 155
6.2 Site energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.3 Site potential . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.4 Energy difference functionals . . . . . . . . . . . . . . . . . . . 162
6.5 Variational problem for point defects . . . . . . . . . . . . . . 163
6.6 Preliminary results . . . . . . . . . . . . . . . . . . . . . . . . 165
6.6.1 Path counting lemmas . . . . . . . . . . . . . . . . . . 165
6.6.2 Equivalent norms . . . . . . . . . . . . . . . . . . . . . 171
6.6.3 Interpolation between Λ and Λhom . . . . . . . . . . . . 174
6.7 Proof of site energy results . . . . . . . . . . . . . . . . . . . . 178
6.8 Proof of site potential results . . . . . . . . . . . . . . . . . . 189
6.9 Proof of energy difference functional results . . . . . . . . . . 191
6.10 Proof of decay of minimisers . . . . . . . . . . . . . . . . . . . 203
6.10.1 Homogeneous difference equation . . . . . . . . . . . . 203
6.10.2 Proof of Theorem 6.5 . . . . . . . . . . . . . . . . . . . 208
Chapter 7 Conclusion 210
Appendix A Proof of Proposition 2.15 213
ii
Acknowledgements
I would first like to thank my supervisor Christoph Ortner for his time, ad-
vice and support over the past four years, as well as for being an exceptional
supervisor. I am grateful for the many opportunities I have been provided.
I would also like to thank Huajie Chen for an enjoyable and ongoing
collaboration, and for many discussions about our experiences in research.
Thanks to everyone involved in the MASDOC program, in particular
Charlie Elliott and Bjo¨rn Stinner. My PhD has been funded by EPSRC grant
EP/HO23364/1.
I also wish to thank my colleagues in the department including Chin,
Alex, Amal, Simon, Elena, Huan, Daniel, Wojciech, Matt E, Jack and Ol-
lie. Also, to the people I’ve met at conferences including Andrew, Daniel,
Matthias, Carlos, Raj, Sam and Kody.
To my friend outside of Warwick, I wish to thank Julie, Naomi, Saadaan,
Najia, Amir, Joe, Hazell, Anthony, Alex A, Alex H, Sarah and Ryan.
Special thanks to my parents, Talha and to Felipey, Andy, Manuel,
Andre´s, Jo and Kat.
iii
Declarations
The majority of the work presented in this thesis was done in collaboration
with my supervisor Christoph Ortner.
• Results in Chapters 2,3,4,5 regarding the existence, uniqueness and lo-
cality of the TFW Coulomb ground states and the construction of site
energies can be found in Nazar, Ortner (Arxiv preprint, 2015).
• Similarly, the analogous results for TFW Yukawa systems, also presented
in Chapters 2,3,4,5, can be found in Nazar (Arxiv preprint, 2016).
• In addition, the content presented in Chapter 6 is mostly a simplified
version of joint work with Christoph Ortner and Huajie Chen [2], which
is in preparation.
I declare that to the best of my knowledge, the material contained in
this thesis is original and my own work except where otherwise stated. This
thesis has not been submitted for a degree at any other university.
iv
Abstract
In this thesis, we establish a locality property for solutions to the Thomas–
Fermi–von Weizsa¨cker (TFW) equations. This is a system of coupled PDEs
that models the ground state electron density corresponding to a given nuclear
arrangement. The locality property is a pointwise stability estimate for the
TFW equations, that demonstrates the exponential response of the electron
density to a perturbation of the nuclei. We show that this result holds for the
TFW when using either the Coulomb or the Yukawa potential to treat the
interaction of charged particles.
We then use the locality result to prove several consequences for the
TFW ground state, which includes generalising results from [14] regarding
the neutrality of infinite systems and also showing the uniform convergence
of ground states when passing to the limit from the Yukawa to the Coulomb
model.
Our main application is the construction of site energies from the TFW
energy. The locality result implies that the response of each site energy decays
exponentially with respect to a perturbation of the nuclear arrangement. Using
these site energies, we then formulate the lattice relaxation problem, that was
initially formulated in [23], to consider the response of a perfect crystal lattice
to the introduction of a point defect. The site energies allow us to formulate
a variational problem over a space of deformations of the lattice, show this
problem is well-posed and finally establish the decay properties of minimisers.
v
Chapter 1
Introduction
Crystalline solids are commonly found in both nature and everyday life. Some
familiar examples include table salt (sodium chloride) and quartz crystals,
which are used in timekeeping devices. The physical structure of crystals
are characterised by periodic arrangement of atoms or molecules. However,
imperfections, or defects exist in most crystals, which can affect the physical
properties of the material. Line defects called dislocations affect the plastic
deformation of the material [32], while large concentrations of point defects
can alter the conductivity of the crystal. The latter property is used in the
manufacture of semiconductor devices in a process known as doping [31].
Our interest is in studying the effects of introducing defects1 into crys-
tals at the atomic scale, where it becomes necessary to consider atoms in terms
of their constituent nuclei and electrons. At this scale, quantum effects be-
come significant, which includes the charge interaction of nuclei and electrons
via the long-ranged Coulomb potential. Our aim is to find the equilibrium
configuration of the defective crystal, by investigating an associated energy
minimisation problem.
A significant challenge stems from dealing with the high-dimensional na-
ture of such problems, when formulated at the quantum level. For this reason,
it becomes necessary to reduce the complexity of the problem, such as ap-
plying the Born–Oppenheimer approximation [11, 40]. It is a well-established
technique that allows for the separation the electronic and nuclear behaviour
1A detailed introduction to the mathematical modelling of point defect in crystals can
be found in [13].
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under the assumption that the electrons lie in equilibrium with respect to the
nuclear configuration, due to the large relative mass of a nucleus compared
to an electron. Hence, one can first fix a trial nuclear arrangement, solve for
the corresponding electron ground state and then optimise over the nuclear
configurations to find an approximate equilibrium and total energy for the
full system. In the literature, this final step is called geometry optimisation
[10, 13].
To obtain the electron ground state for a fixed nuclear configuration,
one could in-principle solve the full time-independent Schro¨dinger equation for
the electron wavefunction. However, as this quickly becomes intractable as the
number of particles in the system grows, Density Functional Theory (DFT) is
commonly used instead. The key idea of DFT is that the electron minimisation
problem can be formulated solely in terms of the electron density, as opposed
to the full wavefunction. This theory was first introduced by Hohenberg and
Kohn [30] and developed further by Lieb [48] and Levy [44].
In DFT, one finds the electron ground state by minimising an energy
functional over a space of trial electron densities. Its main drawback is that
an exact form for the functional is unknown. Instead, for both numerical
and theoretical purposes, there are many approximate mean-field energy func-
tionals used in the DFT setting, such as the Thomas–Fermi–von Weizsa¨cker
(TFW), Hartree–Fock (HF) and Kohn–Sham (KS) models [22]. The TFW
model describes the electron behaviour in terms of a density function defined
on R3, whereas both HF and KS are defined using density matrices and incor-
porate the antisymmetry constraint imposed by Pauli’s Exclusion Principle,
since electrons are classified as fermions. As the TFW model is constructed
using only the electron density, it is called an orbital-free model. Due to this,
it also fails to take antisymmetry into account. For these reasons, the TFW
model is simpler, but less accurate than either the HF or KS models.
Consequently the TFW model is less commonly used in electronic struc-
ture calculations, however many aspects of its mathematical analysis are still
relevant for more advanced models.
The TFW model belongs to a family of orbital-free models that predate
DFT. The original model, the Thomas–Fermi (TF) model, introduced inde-
pendently by Thomas [64] and Fermi [25] in 1927, describes the electrons as a
2
homogeneous gas. It was later studied in a mathematical setting by Lieb and
Simon [46]. A significant shortcoming of TF theory is that binding of atoms to
form molecules does not occur in this model, a result known in the literature
as Teller’s No Binding Theorem [63].
In 1935, von Weizsa¨cker introduced a inhomogeneity correction term [65]
to the kinetic energy, which allows binding to occur in the TFW model [6].
Given a sufficiently regular nuclear charge density m : R3 → R≥0, the TFW
energy is given by
ETFW(
√
ρ,m) = CW
∫
R3
|∇√ρ|2 + CTF
∫
R3
ρ5/3
+
1
2
∫ ∫
R3×R3
(m− ρ)(x)(m− ρ)(y)
|x− y| dx dy, (1.1)
where ρ : R3 → R≥0 corresponds to the electron density. Several values have
been proposed for the nonnegative constant CW [22], while the TF model
corresponds to choosing CW = 0. This form of the TFW energy is strictly
convex in ρ.
As neither of the TF and TFW models consider antisymmetry of elec-
trons, to compensate for this, in 1928 Dirac proposed adding an exchange
term of the form −CD
∫
R3 ρ
4/3 to (1.1), which gives rise to the Thomas–Fermi–
Dirac–von Weizsa¨cker (TFDW) model [20]. Unfortunately, the introduction
of the exchange term removes the strict convexity of the energy functional. As
a result, the potential lack of uniqueness of minimisers becomes a significant
technical issue [49, 43]. Moreover, a result on the non-existence of minimisers
has also been shown for this model [50].
By comparison, in the TFW setting, the uniqueness of minimisers for
finite systems is an immediate consequence of the strict convexity of the func-
tional. As the TFW energy per unit volume remains bounded with system
size, one can not identify the ground state for infinite systems as the min-
imiser of a variational problem. Instead, ground states for infinite systems are
constructed using a thermodynamic limit argument [16]. In particular, this is
used to find the ground state corresponding to a perfect crystal lattice.
The supercell method is one such procedure to compute the electronic
structure of a perfect crystal with a local defect. This approach has the advan-
3
tage of utilising the periodicity of the reference crystal, hence Bloch–Floquet
theory is applicable [58]. By constructing a supercell, that is a large domain
with periodic boundary conditions chosen to match the periodicity of the per-
fect lattice, one can find the electronic structure of a crystal with a local
defect by sending the size of the supercell to infinity. This procedure has been
applied to study defects in both the TFW and the restricted Hartree–Fock2
(rHF) models [14, 15]. It has also been shown that the local defects are charge-
neutral in the TFW setting, whereas local defects may introduce a charge in
the rHF model.
Alternatively, for infinite nuclear configurations that do not possess any
underlying symmetry, a general approach to constructing the corresponding
ground state is possible in the TFW setting. Consider a suitable nuclear
distribution m : R3 → R≥0 corresponding to an infinite collection of nuclei
and define for each R > 0 the truncation mR = m · χBR . Then, one can find a
unique minimiser uR to the corresponding variational problem
3
ITFW(mR) = inf
{
ETFW(v,mR)
∣∣∣∣ v ∈ H1(R3), v ≥ 0,∫
R3
v2 =
∫
R3
mR
}
.
(1.2)
Passing to the limit as R→∞ yields the infinite ground state u = limR→∞ uR.
This technique holds for a broad range of nuclear distributions for the TFW
model. In comparison to the supercell method, the uniform estimates required
to pass to the limit in the more general setting are significantly more challeng-
ing to show for more advanced models. This general approach is considered in
depth in [16].
As a significant challenge in finding electron ground states comes from
dealing with the interaction of charged particles via the long-ranged Coulomb
potential 1|x| , the short-ranged Yukawa potential Ya(x) =
e−a|x|
|x| , with parameter
2The rHF model is defined by removing the exchange term from the HF functional,
which ensures that the resulting functional is strictly convex. While existence results for
finite systems have been shown in the full HF setting [49], the rHF model avoids the technical
issue of nonconvexity of the energy functional and allows one to pass to the thermodynamic
limit to study infinite systems.
3The constraint in (1.2) ensures that the total system is charge neutral and is a convenient
assumption. Existence and uniqueness has also been shown for finite non-neutral systems
and allows for positively charged ions to exists in the TFW setting [6, 62].
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a > 0, is a commonly used approximation. The parameter a is interpreted in
the physical setting as the screening length [38]. When considering Ya as
a Green’s function, it can also be viewed as a regularisation of the Poisson
equation to give the screened Poisson equation [60]. The TFW model with
Yukawa potential is also considered in detail in [16], and the convergence of
the energy per unit volume is shown for periodic systems, when passing from
the Yukawa to the Coulomb potential by sending a→ 0.4
1.1 Main results of the thesis
Broadly speaking, in the mathematical literature, considerable progress has
been made on studying electrons ground states corresponding to local defects
in crystals, whereas much less is understood about the related geometry opti-
misation problem [26], which we refer to as the lattice relaxation problem.
The primary goal of this work is to explore the lattice relaxation prob-
lem, which investigates the rearrangement caused by the introduction of a
local defect into a perfect crystal, using the TFW model. We consider the
static zero temperature problem, so we search for equilibrium configurations
once relaxation has completed. The challenge of this problem is that lattice
relaxation is a mechanical process involving the rearrangement of nuclei.
Figure 1.1: A diagram showing a lattice containing a point defect before and
after relaxation.
4The rHF model with Yukawa interaction has also been studied in [42], which establishes
the response of the rHF electron density and mean-field potential to a local defect in an
otherwise perfect crystal.
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We remark that geometry optimisation in the TFW model has been
studied in [10], which introduces a variational problem that minimises the
TFW energy over a class of nuclear arrangements. However, the variational
problem in [10] exclusively considered periodic systems, whereas in the lattice
relaxation problem, the introduction of a local defect breaks the periodicity of
the crystal.
In recent work, local defects in crystals have been studied for electronic
structure models using the supercell method [13]. In these problems, once
the defect is introduced, the perturbed nuclear arrangement is fixed in the
analysis.
To study the lattice relaxation problem, it is necessary to consider
large deformations that affect the entire lattice. This requires treating nuclear
configurations that differ everywhere from the periodic arrangement. Conse-
quently, the supercell approach is no longer applicable. Instead, we apply the
more general thermodynamic limit argument (1.2), presented in [16] to define
the electron density corresponding to a nuclear configuration, for a general
condensed phase.
While the lattice relaxation problem is open for electronic structure
models, it has been studied using energies constructed from classical inter-
atomic potentials [23]. Moreover, both point defects and straight line dislo-
cations have been treated in this setting. For our purposes, the significant
contributions of [23] are to formulate the lattice relaxation problem as a varia-
tional problem, show it is well-posed and establish decay results for minimising
lattice arrangements.
A key issue is that the form of the TFW energy differs considerably
from the energy used in [23], which are defined as the sum of site energies
that depend only on nearby particles: given a countable collection of nuclei
Y = (Yk)k∈N ⊂ R3, let
EMMj (Y ) =
∑
|Yi−Yj |≤rcut
V
(|Yi − Yj|), (1.3)
where V : R → R is a smooth interatomic potential and rcut > 0 imposes a
finite radius of interaction. In comparison, recall that the TFW energy (1.1) is
given by an integral over R3 that depends on the entire nuclear configuration
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Y = (Yk)k∈N. Consequently, in order to apply the ideas from [23], we must
first show that the TFW energy can be decomposed into energy contributions
that have a local dependence on the surrounding nuclei.
As the TFW energy (1.1) depends on both the nuclear configuration
and the corresponding electron density, it is necessary to understand how the
electron density responds to a perturbation of the nuclear arrangement. For
example, given a nuclear arrangement with a well-behaved electron ground
state, consider the effect of applying a small perturbation to one nucleus in
the arrangement, while keeping the other nuclei fixed. Due to the long-ranged
Coulomb interaction, it is plausible that the resulting response of the electron
ground state may be long-ranged. We show the following result, which justifies
that this is not the case and rather the response of the ground state decays
exponentially with distance from the nuclear perturbation.
In Chapter 3, we show a general locality estimate for the TFW model,
which can be thought of as a pointwise stability estimate for the TFW equa-
tions (1.4). This comes from adapting and generalising the uniqueness result
proof from [16].
Theorem. For i = 1, 2, let mi ∈ L∞(R3) represent nuclear charge distribu-
tions satisfying
mi ≥ 0 and lim
R→∞
1
R
inf
x∈R3
∫
BR(x)
mi(z) dz = +∞.
Let the corresponding ground state electron densities and electrostatic poten-
tials, denoted by ui, φi : R3 → R, satisfy the TFW equations,
−∆ui + 5
3
u
7/3
i − φiui = 0,
−∆φi = 4pi(mi − u2i ),
Then there exists C, γ > 0 such that for all y ∈ R3
|(u1 − u2)(y)|+ |(φ1 − φ2)(y)| ≤ C
(∫
R3
|(m1 −m2)(x)|2e−2γ|x−y| dx
)1/2
.
(1.5)
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The locality estimate (1.5) can be interpreted as a screening result for
the TFW model, which explains the exponential decay of the electron response
despite the long-ranged Coulomb interaction. This is discussed in detail in
Chapter 4.
Additionally, locality properties of electronic structure models are a key
premise in certain state of the art numerical algorithms. A well-established
example is near-sightedness, a locality property of the density matrix which
gives rise to linear scaling algorithms for KS type models [33, 57, 29, 7]. A
stronger notion is the locality of the mechanical response, which is a funda-
mental premise underpinning the construction of interatomic potentials and of
multi-scale algorithms such as hybrid QM/MM schemes [19] (here, it is called
strong locality). The estimate (1.5) falls under the latter category, which is
less well studied as the only result in this direction is the locality of non-
selfconsistent tight binding models [17].
Using (1.5), in Chapter 5 we decompose the TFW energy for an infinite
system into individual site energies for each nucleus. The key property is that
the response of each site energy to a nuclear perturbation decays exponentially
with their distance, in the following sense.
Given a countable collection of nuclei Y = (Yk)k∈N ⊂ R3 we construct
an energy density E(Y ;x), as follows. Using Y we define a nuclear charge
density m = mY , then find the corresponding ground state (u, φ) by solving
the TFW equations. One possible choice of energy density is given by
E(Y ; ·) = |∇u|2 + u10/3 + 1
2
φ
(
m− u2) .
This allows us to define the TFW energy
∫
Ω
E(Y ;x) dx of an arbitrary volume
Ω ⊂ R3 in a meaningful way and motivates us to define site energies
Ej(Y ) :=
∫
R3
ϕj(x)E(Y ;x) dx, (1.6)
where (ϕj)j∈N is a smooth partition of unity of R3, which can be constructed in
such a way that Ej are permutation and isometry invariant and most crucially,
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Ej are local in the sense that∣∣∣∣∂Ej(Y )∂Yk
∣∣∣∣ ≤ Ce−γ|Yj−Yk|, (1.7)
for some C, γ > 0. We also show similar estimates for higher derivatives of the
site energies, which requires showing the existence, uniqueness and locality of
the higher variations of the TFW equations. Solutions of the linearised TFW
equations have been shown to exist and be unique in [8] and we extend this
to all variations of the TFW equations.
The site energy construction (1.6) allows us to treat the TFW model as
a classical interatomic potential (for example the Lennard–Jones interatomic
potential [34]) and in particular enables us to extend the analysis of the lat-
tice relaxation problem [23] to the TFW model. In [23], it is assumed that
site energy potentials (1.3) have finite interaction range, i.e. the site energy
potential depends only on particles within a fixed radius. This does not hold
for the TFW model, as (1.7) demonstrates that the site energy Ej(Y ) depends
on the entire nuclear configuration Y = (Yk)k∈N. Therefore careful analysis is
required to show that the variational framework detailed in [23] supports the
TFW model.
To this end, we define a variational problem for nuclear deformations
using the TFW energy. In Chapter 6, we define an admissible space W˙ 1,2(Λ)
of nuclear perturbations of the defective lattice, where W˙ 1,2(Λ) is a canonical
discrete variant of the homogeneous Sobolev space H˙1(R3). Then using the
TFW site energies, we assign an energy E (U) to each U ∈ W˙ 1,2(Λ) using
(1.6). Let Y0 represent the nuclear arrangement of the defective lattice before
relaxation, then define
E (U) =
∞∑
j=1
(
Ej(Y0 + U)− Ej(Y0)
)
. (1.8)
This associates an energy difference to each U ∈ W˙ 1,2(Λ) by comparing the
energy at Y0 + U to the reference configuration Y0. Using estimates similar
to (1.7), we show that the energy difference (1.8) is well-defined hence we are
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able to identify the thermodynamic limit variational problem:
Find U¯ ∈ arg min
{
E (U)
∣∣∣U ∈ W˙ 1,2(Λ)} . (1.9)
We then show that any minimiser possesses the decay property
∣∣U¯(`)∣∣ ≤ C(1 + |`|)−2. (1.10)
To our knowledge, this is the first result incorporating both electronic
structure theory and lattice mechanics in a mathematical setting. As the
tight-binding and rHF with Yukawa interaction models have also been shown
to satisfy locality properties [17, 42], once estimates of the form (1.7) have been
established, the framework presented in Chapter 6 for the lattice relaxation
problem can be immediately applied to these models, though we do not pursue
this here.
We now briefly mention further applications of the locality estimates (1.5)
which are discussed in Chapter 4. A significant application of (1.5) is to com-
pare TFW ground states defined by the Coulomb and Yukawa potential. For a
fixed nuclear distribution m, suppose (u, φ) and (ua, φa) are the corresponding
Coulomb and Yukawa ground states, for a > 0. Then, we show the uniform
convergence of ground states, in terms of the Yukawa parameter a,
‖ua − u‖L∞(R3) + ‖φa − φ‖L∞(R3) ≤ Ca2. (1.11)
To the best of our knowledge, this is the first result to show pointwise conver-
gence of ground states from Yukawa to Coulomb for any electronic structure
model. The closest existing result to (4.13) we have found in the literature is
[16, Proposition 2.30], which shows ua → u strongly in H1loc(R3) as a→ 0, for
periodic and neutral TFW systems, but does not estimate the rate.
An additional application extends the neutrality estimate presented
in [14] to non-periodic nuclear configurations. Moreover, the decay rate of
minimising displacements (1.10) is sufficient to show that after the defective
system has reached equilibrium after undergoing relaxation, the system re-
mains charge-neutral.
Also, in Section 4.1, we establish the exponential convergence of ground
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states over compact sets via the thermodynamic limit procedure, which gen-
eralises and strengthens results shown for thin films in the TFW model [9] to
general nuclear configurations.
1.2 Outline of thesis
Chapter 2 - In this chapter, we provide an overview of the TFW model, with
both Coulomb and Yukawa interaction. We give an overview of the existence
and uniqueness of ground states of the associated system of Euler–Lagrange
equations, which we refer to as the TFW equations. While existence and
uniqueness of the TFW equations for infinite nuclear configurations has been
covered in detail in [16], we revisit the proofs in order to establish uniform reg-
ularity estimates for the ground states, which will be used readily throughout
this work.
Chapter 3 - Once uniform regularity estimates have been established,
we turn our attention to establishing locality estimates such as (1.5), for both
the Coulomb and Yukawa systems. These are the main technical results of
the thesis. As an application, we show how the electron response inherits the
decay properties of the nuclear perturbations.
Chapter 4 - Here we collect the further applications of (1.5), discussed
in the previous section.
In the subsequent chapters, we work entirely in the Coulomb setting,
though we remark that the entire analysis holds verbatim in the Yukawa set-
ting.
Chapter 5 - The next chapter is devoted to constructing the site energies
and showing their exponential decay with respect to nuclear perturbations.
This involves solving higher variations of the TFW equations, so we also show
existence, uniqueness and locality results for all variations.
Chapter 6 - In the final chapter, we introduce the lattice relaxation
problem for point defects in the TFW model. We apply the site energy results
from Chapter 5 to show the minimisation problem (1.9) is well-defined and
establish the decay of minimisers.
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Chapter 2
The Thomas–Fermi–von
Weizsa¨cker Model
2.1 Background
Throughout the thesis, C will be used to denote a positive constant, whose
value may increase from line to line. The dependence of the constant C on
other parameters will be made clear in the statement of each individual result.
For p ∈ [1,∞] define the function spaces
Lploc(R
3) := { f : R3 → R | ∀K ⊂ R3 compact, f ∈ Lp(K) } and
Lpunif(R
3) := { f ∈ Lploc(R3) | sup
x∈R3
‖f‖Lp(B1(x)) <∞}.
For k ∈ N, Hkloc(R3), Hkunif(R3) are defined analogously. For a multi-index
α = (α1, α2, α3), define the partial derivative ∂
α = ∂α11 ∂
α2
2 ∂
α3
3 . Throughout
this paper, α, β denote three-dimensional multi-indices.
The Coulomb interaction, for f, g ∈ L6/5(R3), is given by
D0(f, g) =
∫
R3
∫
R3
f(x)g(y)
|x− y| dx dy =
∫
R3
(
f ∗ 1|·|
)
(y)g(y) dy.
and is finite due to the Hardy–Littlewood–Sobolev estimate [4]
|D0(f, g)| ≤
∫
R3
∫
R3
|f(x)||g(y)|
|x− y| dx dy ≤ C‖f‖L6/5(R3)‖g‖L6/5(R3).
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The Yukawa interaction is a short-range approximation to the Coulomb in-
teraction, with the Yukawa potential Ya(x) =
e−a|x|
|x| , for a > 0, replacing the
Coulomb potential 1|x| . The parameter a > 0 controls the range of the interac-
tion, in particular one formally recovers the long-ranged Coulomb interaction
as a→ 0. The Yukawa interaction, for a > 0 and f, g ∈ L2(R3), is given by
Da(f, g) =
∫
R3
∫
R3
f(x)e−a|x−y|g(y)
|x− y| dx dy =
∫
R3
(f ∗ Ya) (y)g(y) dy,
which is finite as the Cauchy-Schwarz and Young inequalities for convolutions
imply
|Da(f, g)| ≤ ‖Ya‖L1(R3)‖f‖L2(R3)‖g‖L2(R3) ≤ Ca−2‖f‖L2(R3)‖g‖L2(R3).
Let m ∈ L6/5(R3),m ≥ 0 denote the charge density of a finite nuclear
cluster, then the corresponding TFW Coulomb energy functional is defined,
for v ∈ H1(R3), by
ETFW(v,m) = CW
∫
R3
|∇v|2 + CTF
∫
R3
v10/3 +
1
2
D0(m− v2,m− v2). (2.1)
The function v corresponds to the positive square root of the electron density.
The first two terms of ETFW(v,m) model the kinetic energy of the electrons
while the third term models the Coulomb energy. We remark that this defini-
tion of the Coulomb energy is only valid for smeared nuclei1. We can rescale
the energy to ensure CW = CTF = 1, while leaving the constant appearing in
front of the Coulomb interaction term unchanged.
Also, let a > 0 and m ∈ L2(R3),m ≥ 0, denote the charge density of a
finite nuclear cluster, then the corresponding TFW Yukawa energy functional
1In electronic structure theory, nuclei are modelled either by a smeared or point de-
scription. Consider a collection of M nuclei with positive charges (zk)1≤k≤M , located at
(Rk)1≤k≤M ⊂ R3. In the smeared nuclei setting, the nuclear charge distributions is mod-
elled by
∑M
k=1 zkδ(x−Rk), where δ is the Dirac measure at 0. In comparison, the smeared
nuclear setting replaces δ with η ∈ C∞c (R3) satisfying η ≥ 0, radial, centred at 0 and∫
R3 η = 1. This removes the singularity at each nucleus, which simplifies the analysis of the
TFW equations [16].
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is defined, for v ∈ H1(R3), by
ETFWa (v,m) = CW
∫
R3
|∇v|2 + CTF
∫
R3
v10/3 +
1
2
Da(m− v2,m− v2),
which replaces the Coulomb interaction term in (2.1) with a Yukawa interac-
tion term.
To construct the electronic ground state for an infinite arrangement
of nuclei (e.g., crystals), it is necessary to restrict admissible nuclear charge
densities to m ∈ L1unif(R3),m ≥ 0, satisfying
sup
x∈R3
∫
B1(x)
m(z) dz <∞, (H1)
lim
R→∞
inf
x∈R3
1
R
∫
BR(x)
m(z) dz =∞. (H2)
The property (H1) guarantees that no clustering of infinitely many nuclei
occurs at any point in space whereas (H2) ensures that there are no large
regions that are devoid of nuclei.
Now consider the system: u ≥ 0 and
−∆u+ 5
3
u7/3 − φu = 0, (2.2a)
−∆φ = 4pi(m− u2). (2.2b)
We refer to (u, φ) as a ground state corresponding to m. The existence and
uniqueness of ground states is guaranteed by [16, Theorem 6.10]. Similarly,
for a > 0, consider the alternative system: ua ≥ 0 and
−∆ua + 5
3
u7/3a − φaua = 0, (2.3a)
−∆φa + a2φa = 4pi(m− u2a). (2.3b)
We refer to (ua, φa) as a Yukawa ground state corresponding tom. As remarked
in [16, Chapter 6], it also follows that for sufficiently small a > 0, the existence
and uniqueness of the Yukawa ground state (ua, φa) is also guaranteed.
The equation (2.2b) arises from the Coulomb interaction, as 1
4pi|·| is the
Green’s function for the Laplacian on R3, while (2.3b) is obtained for the
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Yukawa problem, as 1
4pi
Ya is the Green’s function for −∆ + a2 on R3, a > 0.
Definition 1. For any nuclear configuration m satisfying (H1)–(H2), the
Coulomb ground state corresponding to m refers to the unique solution (u, φ)
to (2.2) satisfying u ≥ 0. For a > 0, the Yukawa ground state corresponding to
m refers to the unique solution (ua, φa) solving (2.3) and satisfying ua ≥ 0.
2.2 Main results
The aim of this chapter is to review the existence and uniqueness of the TFW
equations and to prove uniform regularity estimates for the solutions. These
results rely on uniform variants of (H1)–(H2), which we describe using the
following spaces. Given M,ω0, ω1 > 0, let ω = (ω0, ω1) and define the class of
nuclear configurations
ML2(M,ω) =
{
m ∈ L2unif(R3)
∣∣∣∣ ‖m‖L2unif(R3) ≤M,
∀R > 0 inf
x∈R3
∫
BR(x)
m(z) dz ≥ ω0R3 − ω1
}
.
(2.4)
Clearly, as L2unif(R3) ⊂ L1unif(R3), any m ∈ ML2(M,ω) satisfies (H1). More-
over, in Lemma 2.8, we show an equivalence between the second condition of
(2.4) and (H2). As each nuclear distribution m ∈ ML2(M,ω) satisfies (H1)–
(H2) [16, Theorem 6.10] guarantees the existence of corresponding Coulomb
(u, φ) and Yukawa (ua, φa) ground states, for sufficiently small a.
We also introduce the following spaces, as assuming higher regularity
of the nuclear distributions implies higher regularity of the ground state. For
k ∈ N0, define
MHk(M,ω) =
{
m ∈ Hkunif(R3)
∣∣∣∣ ‖m‖Hkunif(R3) ≤M,
∀R > 0 inf
x∈R3
∫
BR(x)
m(z) dz ≥ ω0R3 − ω1
}
.
Remark 1. We have chosen our spaces ML2 ,MHk to ensure that
m ∈ L2unif(R3), which allows us to apply L2-regularity theory for elliptic partial
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differential equations. However, the proof of [16, Theorem 6.10] holds for
m ∈ L1unif(R3) satisfying (H2). Consequently, we believe that the analysis
presented in this chapter will continue to hold if one instead m belonging to
ML1(M,ω) =
{
m ∈ L1unif(R3)
∣∣∣∣ ‖m‖L1unif(R3) ≤M,
∀R > 0 inf
x∈R3
∫
BR(x)
m(z) dz ≥ ω0R3 − ω1
}
.
We give the general existence and uniqueness results for both the Coulomb
and Yukawa settings.
2.2.1 Coulomb existence and uniqueness
Proposition 2.1. For any nuclear distribution m : R3 → R≥0, satisfying
‖m‖L2unif(R3) ≤M,
there exists (u, φ) solving (2.2) and satisfying u ≥ 0 and
‖u‖H4unif(R3) ≤ C(1 +M15/4), (2.5)
‖φ‖H2unif(R3) ≤ C(1 +M3/2). (2.6)
We now state the uniqueness result for Coulomb ground states. This
relies on showing lower bounds for the electron density, so we also generalise
the argument presented in [16, Lemma 5.3, Theorem 6.10] to ensure these
estimates are uniform for ground states corresponding to m ∈ML2(M,ω).
Proposition 2.2. There exists cM,ω > 0 such that for all m ∈ML2(M,ω) the
corresponding ground state (u, φ) ∈ H4unif(R3) × H2unif(R3) is unique and the
electron density u satisfies
inf
x∈R3
u(x) ≥ cM,ω > 0.
Assuming higher regularity of the nuclear configuration yields additional
regularity estimates for the corresponding ground state. The following result
16
makes use of the uniform lower bound established in Proposition 2.2.
Corollary 2.3. Suppose k ∈ N0 and m ∈MHk(M,ω), then the corresponding
solution (u, φ) to (2.2) satisfies
‖u‖Hk+4unif (R3) + ‖φ‖Hk+2unif (R3) ≤ C(k,M, ω).
Remark 2. The existence and uniqueness for Coulomb systems has been
shown in detail in [16, Theorem 6.10], whereas the uniform regularity estimates
presented in Propositions 2.1, 2.2 and Corollary 2.3 are new results. The
uniformity of these upper and lower bounds are significant as they directly
control the rate of exponential decay in the locality results we will establish in
Chapter 3.
2.2.2 Yukawa existence and uniqueness
In the Coulomb setting, Proposition 2.1 gives the existence and regularity
estimates for any m ∈ L2unif(R3). In comparison, to show existence of solu-
tions in the Yukawa setting, it is necessary to differentiate between nuclear
arrangements m ∈ L2unif(R3),m 6≡ 0 and those satisfying the stronger con-
dition m ∈ ML2(M,ω). When m ∈ ML2(M,ω), we can show the Yukawa
ground state (ua, φa) exists for all a > 0, whereas in the former case, we only
show the existence of a ground state for sufficiently small a > 0.
Proposition 2.4. For any nuclear distribution m : R3 → R≥0, satisfying
‖m‖L2unif(R3) ≤M,
there exists a0 = a0(m) > 0 such that for all 0 < a ≤ a0, there exists (ua, φa)
solving (2.3), satisfying ua ≥ 0 and
‖ua‖H4unif(R3) + ‖φa‖H2unif(R3) ≤ C(M).
If
∫
BR0 (x)
m ≥ c0 > 0 for some x ∈ R3 and R0, c0 > 0, then a0 = a0(R0, c0) > 0.
Proposition 2.4 will be used in the proof of Proposition 4.2, which com-
pares the Yukawa ground state with its finite approximation.
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Proposition 2.5. Let a0 > 0 and m ∈ ML2(M,ω), then for any 0 < a ≤ a0
there exists (ua, φa) solving (2.3), satisfying ua ≥ 0 and
‖ua‖H4unif(R3) + ‖φa‖H2unif(R3) ≤ C(a0,M), (2.7)
where the constant C(a0,M) is increasing in both a0 and M .
We now state the uniqueness result for Yukawa ground states. The only
difference between uniqueness in the Coulomb and Yukawa models is that the
uniform lower bound for Yukawa ground state electron density depends on the
value of the screening parameter, a > 0.
A formal justification gives that as a grows, the term a2φa dominates
the left-hand side of (2.3b), so one may expect that φa → 0 as a→∞. In this
case, sending a → ∞ in (2.3a) gives −∆u + 5
3
u7/3 = 0, which has the trivial
solution u ≡ 0.
Proposition 2.6. Let a0 > 0 and m ∈ML2(M,ω), then for all 0 < a ≤ a0 the
corresponding Yukawa ground state (ua, φa) ∈ H4unif(R3)×H2unif(R3) is unique
and there exists ca0,M,ω > 0 such that the electron density ua satisfies
inf
x∈R3
ua(x) ≥ ca0,M,ω > 0.
When the nuclear configuration possesses additional regularity, we also
obtain additional regularity estimates for the corresponding Yukawa ground
state.
Corollary 2.7. Let a0 > 0, k ∈ N0 and m ∈ MHk(M,ω), then for all 0 <
a ≤ a0 the corresponding Yukawa ground state (ua, φa) satisfies
‖ua‖Hk+4unif (R3) + ‖φa‖Hk+2unif (R3) ≤ C(a0, k,M, ω).
Remark 3. The existence and uniqueness of the TFW Yukawa ground state is
discussed in detail for periodic systems in [16, Chapters 2,4] while the discus-
sion in [16, Chapter 6] asserts that the main existence and uniqueness result for
general nuclear configurations [16, Theorem 6.10] follows verbatim for Yukawa
systems. However, the proof of this result makes use of earlier arguments [16,
Proposition 2.2, Corollary 4.22] that rely on the screening parameter a being
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sufficiently small. Consequently, Propositions 2.5 and 2.6 are novel results as
they guarantee the existence and uniqueness of the TFW Yukawa ground state
for arbitrary values of a.
2.3 Preliminary results
The remainder of this chapter is dedicated to proving the main results on
existence and uniqueness. We begin by showing several technical results which
we will use make use of throughout the thesis.
Lemma 2.8. Suppose m : R3 → R≥0 and m ∈ L1loc(R3), then (H2) is equiva-
lent to the following statement: there exist ω0, ω1 > 0 such that for all R > 0
inf
x∈R3
∫
BR(x)
m(z) dz ≥ ω0R3 − ω1. (2.8)
Proof of Lemma 2.8. Clearly, (2.8) implies (H2), so suppose m satisfies (H2),
then there exists R′ > 0 such that
inf
x∈R3
∫
BR′ (x)
m(z) dz ≥ 1.
For R > 0 and x′ ∈ R3, let QR(x′) ⊂ R3 denote the cube of side length 2R
centred at x′, which contains BR(x′). Also, let R0 =
√
3
2
R′ and R = kR0, for
k ≥ 1. Then
inf
x∈R3
∫
BR(x)
m(z) dz ≥ inf
x∈R3
∫
QkR′ (x)
m(z) dz ≥ bkc3 inf
x′∈R3
∫
QR′ (x′)
m(z) dz ≥ bkc3
≥
(
k
2
)3
=
R3
3
√
3(R′)3
=: ω0R
3. (2.9)
Now define ω1 := ω0R
3
0 ≥ 0, then it follows from (2.9) that (2.8) holds for all
R > 0.
The following lemma features in the proofs of both the existence and
uniqueness of the TFW equations and is found in [16, Page 93].
Lemma 2.9. Let f ∈ H1loc(R3) ∩ L∞(R3), then define the elliptic operator
L = −∆ + f . Suppose that there exists u ∈ H1loc(R3) satisfying u > 0 and
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Lu = 0 in the case of distributions. Then, the operator L is non-negative, that
is
〈ϕ,Lϕ〉 ≥ 0 for all ϕ ∈ H1(R3). (2.10)
The proof is shown in [16, Page 93] but is included here for completeness.
Proof of Lemma 2.9. Let R > 0, define Ω = BR(0) and consider L = −∆ + f
as an operator acting on H1(Ω) with Dirichlet boundary conditions. Then,
since f ∈ H1loc(R3) it follows that the smallest eigenvalue λ1(Ω) is simple and
has a positive eigenfunction vΩ ∈ H10 (Ω) [28, Theorem 8.38]. In addition,
by standard elliptic regularity vΩ ∈ H3(Ω) ↪→ C1,1/2(Ω) [24, Section 5.6.3,
Theorem 6 and Section 6.3.2, Theorem 5] and solves
(−∆ + f) vΩ = λ1(Ω)vΩ.
Testing this equation with u and using integration by parts, we obtain
−
∫
∂Ω
∂vΩ
∂n
u = λ1(Ω)
∫
Ω
vΩu. (2.11)
As vΩ > 0 on Ω and vΩ vanishes over ∂Ω, it follows that
∂vΩ
∂n
≤ 0. It follows
that the left-hand side of (2.11) is non-negative, hence λ1(Ω) ≥ 0. As this
holds for Ω = BR(0), for any R > 0, we deduce that for all ϕ ∈ C1c (R3)
〈ϕ,Lϕ〉 ≥ 0. Using that f ∈ L∞(R3) and the density of C1c (R3) in H1(R3), it
follows that for all ϕ ∈ H1(R3), 〈ϕ,Lϕ〉 ≥ 0.
The following technical lemma is used in the proofs of both existence
and uniqueness for the Yukawa model.
Lemma 2.10. Let 0 < a1 ≤ a2 and m ∈ ML2(M,ω), then for Rn > 0 define
mRn = m · χBRn (0) and ψRn ∈ C∞c (B4Rn(0)) satisfying ψRn ≥ 0, ψRn = 1 on
B2Rn(0) and |∇ψRn| ≤ CR−1n . Then there exists C0 = C0(a1, a2, ω) > 0 and
R0 = R0(a1, a2, ω) > 0 such that for all a1 ≤ a ≤ a2 and Rn ≥ R0∫
R3
|∇ψRn|2 −Da(mRn , ψ2Rn) ≤ −C0R3n. (2.12)
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Proof of Lemma 2.10. Let a1 ≤ a ≤ a2. By the construction of ψRn∫
R3
|∇ψRn|2 =
∫
B4Rn (0)rB2Rn (0)
|∇ψRn|2 ≤ C
∫
B4Rn (0)rB2Rn (0)
R−2n ≤ C1Rn.
(2.13)
Additionally, it follows that
Da(mRn , ψ
2
Rn) =
∫
R3
(mRn ∗ Ya)ψ2Rn ≥
∫
B2Rn (0)
(mRn ∗ Ya) (x) dx
=
∫
R3
(∫
B2Rn (0)∩BRn (y)
mRn(x− y) dx
)
e−a|y|
|y| dy
=
∫
R3
(∫
B2Rn (−y)∩BRn (0)
mRn(x) dx
)
e−a|y|
|y| dy. (2.14)
First consider for R′ > 0∫
BR′ (0)
e−a|y|
|y| dy = 4pi
∫ R′
0
re−ar dr =
4pi
a2
(
1− e−aR′(1 + aR′)
)
,
hence choosing R′ = (4a)−1 ensures that∫
B1/4a(0)
e−a|y|
|y| dy =
4pi
a2
(
1− 5
4
e−1/4
)
=: C2a
−2,
where C2 > 0. Now choose Rn ≥ (4a)−1, then the triangle inequality implies
for |y| ≤ (4a)−1, B2Rn(−y) ⊃ BRn(0), hence as m ∈ML2(M,ω)∫
B2Rn (−y)∩BRn (0)
mRn(x) dx ≥
∫
BRn (0)
m(x) dx ≥ ω0R3n − ω1. (2.15)
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Combining the inequalities (2.14)–(2.15) gives
Da(mRn , ψ
2
Rn) =
∫
R3
(∫
B2Rn (−y)∩BRn (0)
mRn(x) dx
)
e−a|y|
|y| dy
≥
∫
B1/4a(0)
(∫
B2Rn (−y)∩BRn (0)
mRn(x) dx
)
e−a|y|
|y| dy
≥
∫
B1/4a(0)
(∫
BRn (0)
mRn(x) dx
)
e−a|y|
|y| dy
≥ C2a−2(ω0R3n − ω1). (2.16)
Now define C0 =
C2ω0
2a22
> 0 and Rn ≥ R0 := max{1, (4a1)−1, (C1+C2ω1a
−2
1
C0
)1/2},
then combining (2.13) and (2.16) yields the desired estimate (2.12) for any
a1 ≤ a ≤ a2 and Rn ≥ R0∫
|∇ψRn|2 −Da(mRn , ψ2Rn) ≤
(
C1Rn + C2ω1a
−2)− 2C0R3n
≤ C0R3n − 2C0R3n = −C0R3n.
2.4 Proof of Coulomb existence and unique-
ness
Our aim is to show Propositions 2.1, 2.2 and Corollary 2.3. The proof of
Proposition 2.1 uses a thermodynamic limit argument, which involves show-
ing uniform estimates for finite systems corresponding to nuclear distributions
that are truncated over BR(0), then passing to the limit as R→∞. The fol-
lowing result is essentially [16, Proposition 3.5], however as we require uniform
regularity estimates in the following chapters, we provide a complete proof.
Proposition 2.11. Let m : R→ R≥0 satisfy
‖m‖L2unif(R3) ≤M, (2.17)
then for R > 0 define the truncated nuclear distribution mR = m · χBR(0).
There exists R0 > 0 such that for all R ≥ R0, the unique solution to the
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minimisation problem
ITFW(mR) = inf
{
ETFW(v,mR)
∣∣∣∣ v ∈ H1(R3), v ≥ 0,∫
R3
v2 =
∫
R3
mR
}
(2.18)
yields the unique solution (uR, φR) to
−∆uR + 5
3
u
7/3
R − φRuR = 0, (2.19a)
−∆φR = 4pi(mR − u2R), (2.19b)
which satisfy the following estimates, with constant C independent of R:
‖uR‖H4unif(R3) ≤ C(1 +M15/4), (2.20)
‖φR‖H2unif(R3) ≤ C(1 +M3/2). (2.21)
The charge constraint
∫
R3 u
2
R =
∫
R3 mR in (2.18) ensures that when
mR 6≡ 0, the corresponding electron density satisfies uR > 0. It is also possible
to consider the minimisation problem without imposing a charge constraint
[47, Theorem 7.8].
Proof of Proposition 2.11. If m ≡ 0, then for all R > 0, clearly uR = φR = 0,
mR = 0 satisfy (2.19) and (2.20)–(2.21).
If m 6≡ 0, then there exists a constant R0 ≥ 0 such that choosing R ≥ R0
ensures that
∫
R3 mR > 0. Recall
ETFW(v,mR) =
∫
R3
|∇v|2 +
∫
R3
v10/3 +
1
2
D(mR − v2,mR − v2),
and the minimisation problem (2.18)
ITFW(mR) = inf
{
ETFW(v,mR)
∣∣∣∣ v ∈ H1(R3), v ≥ 0,∫
R3
v2 =
∫
R3
mR > 0
}
.
The constraint
∫
R3 v
2 =
∫
R3 mR > 0 ensures the system is charge neutral, and
by [47, Theorem 7.19] there exists a unique non-negative minimiser
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uR ∈ H1(R3) to ITFW(mR) solving
−∆uR + 5
3
u
7/3
R −
(
(mR − u2R) ∗ 1|·|
)
uR = −θRuR, (2.22)∫
R3
u2R =
∫
R3
mR=: Z > 0. (2.23)
Here θR∈ R is the Lagrange multiplier associated with the charge constraint
(2.23).
We also consider the minimisation problem with the general charge
constraint, for λ ≥ 0
ITFW(mR;λ) = inf
{
ETFW(v,mR)
∣∣∣∣ v ∈ H1(R3), v ≥ 0,∫
R3
v2 = λ
}
. (2.24)
By [47, Theorems 7.7, 7.8, 7.19], there exists a constant λc > Z such that
ITFW(mR;λ) has a unique minimiser uR,λ if and only if 0 ≤ λ ≤ λc. When the
minimiser uR,λ exists, it solves
−∆uR,λ + 5
3
u
7/3
R,λ −
(
(mR − u2R,λ) ∗ 1|·|
)
uR,λ = −θR,λuR,λ, (2.25)
where θR,λ is the associated Lagrange multiplier. In addition, I
TFW(mR;λ)
is decreasing in λ, θR,λ = −dITFW(mR;λ′)dλ′ |λ′=λ and λ 7→ θR,λ is continuous.
Consequently, for λ ∈ [0, λc) it follows that θR,λ > 0, hence θR = θR,Z > 0.
Observe that uR = uR,Z is the unique solution to (2.22).
For λ ∈ [0, λc), define φR,λ : R3 → R by
φR,λ =
(
(mR − u2R,λ) ∗ 1|·|
)
− θR,λ, (2.26)
so we can express (2.25) as the Schro¨dinger–Poisson system (2.19)
−∆uR,λ + 5
3
u
7/3
R,λ − φR,λuR,λ = 0,
−∆φR,λ = 4pi(mR − u2R,λ).
Decompose
(mR − u2R,λ) ∗ 1|·| = (mR − u2R,λ) ∗
(
1
|·|χB1(0)
)
+ (mR − u2R,λ) ∗
(
1
|·|χB1(0)c
)
,
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then by the Gagliardo–Nirenberg–Sobolev estimate [55, Theorem 2.2]
uR,λ ∈ H1(R3) ↪→ L6(R3) and as m ∈ L2unif(R3), applying the Young inequality
for convolutions gives∥∥∥(mR − u2R,λ) ∗ 1|·|∥∥∥
L∞(R3)
≤ ‖(mR − u2R,λ)‖L5/3(R3)
∥∥∥ 1|·|χB1(0)∥∥∥
L5/2(R3)
+ ‖(mR − u2R,λ)‖L7/5(R3)
∥∥∥ 1|·|χB1(0)c∥∥∥
L7/2(R3)
≤ C
(
(R3/10 +R9/14)‖mR‖L2(R3) + ‖uR,λ‖2H1(R3)
)
≤ C
(
(R9/5 +R15/7)‖m‖L2unif(R3) + ‖uR,λ‖2H1(R3)
)
≤ C
(
(R9/5 +R15/7)M + ‖uR,λ‖2H1(R3)
)
.
We make used of [46, Lemma II.25], which states that if p, q ∈ (1,∞) satisfy
1
p
+ 1
q
= 1 and f ∈ Lp(R3), g ∈ Lq(R3), then f ∗ g is a continuous function that
converges to zero at infinity. Consequently, by applying [46, Lemma II.25] and
the previous estimate, we deduce that (mR−u2R,λ)∗ 1|·| is a continuous function
vanishing at infinity. It follows that φR,λ ∈ L∞(R3) and is also continuous.
Also, |∇φR,λ| ∈ L2(R3),
1
8pi
∫
R3
|∇φR,λ|2 = 1
8pi
∫
R3
φR,λ (−∆φR,λ)
=
1
2
∫
R3
φR,λ(mR − u2R,λ)
=
1
2
∫
R3
φR,λ(mR − u2R,λ) +
θR,λ
2
∫
R3
(mR − u2R,λ)
=
1
2
∫
R3
(φR,λ + θR,λ) (mR − u2R,λ)
=
1
2
∫
R3
(
(mR − u2R,λ) ∗ 1|·|
)
(mR − u2R,λ), (2.27)
hence φR,λ ∈ H1unif(R3). Moreover, as φR,λ solves −∆φR,λ = 4pi(mR − u2R)
weakly and mR − u2R ∈ L2(R3), it follows from [24, Section 6.3.1, Theorem 1]
that φR,λ ∈ H2unif(R3). Now, consider uR,λ ∈ H1(R3), which solves
−∆uR,λ = −5
3
u
7/3
R,λ + φR,λuR,λ. (2.28)
25
The right-hand side can be estimated in L2(R3) by∥∥∥53u7/3R,λ − φR,λuR,λ∥∥∥
L2(R3)
≤ 5
3
∥∥∥u7/3R,λ∥∥∥
L2(R3)
+ ‖φR,λ‖L∞(R3)‖uR,λ‖L2(R3)
≤ C‖uR,λ‖7/3H1(R3) + ‖φR,λ‖L∞(R3)‖uR,λ‖H1(R3),
which implies uR,λ ∈ H2(R3) as ∆uR,λ ∈ L2(R3). By the Sobolev Embedding
Theorem [24, Section 5.6.3, Theorem 6] uR,λ ∈ H2(R3) ↪→ C0,1/2(R3), thus
uR,λ is continuous. We now justify that uR,λ decays at infinity by following
the argument presented in [6, Lemma 9]. Recall (2.28) and since uR,λ ≥ 0,
we have −∆uR,λ ≤ φR,λuR,λ, hence
−∆uR,λ + uR,λ ≤ (1 + φR,λ)uR,λ.
As φR,λ ∈ L∞(R3) and uR,λ ∈ H1(R3), the right-hand side belongs to L2(R3)
hence by the Lax-Milgram theorem there exists a unique gR,λ ∈ H1(R3) satis-
fying
−∆gR,λ + gR,λ = (1 + φR,λ)uR,λ.
Moreover, using the Green’s function gR,λ =
e−|·|
|·| ∗ (1 + φR,λ)uR,λ and since
e−|·|
|·| , (1 + φR,λ)uR,λ ∈ L2(R3), by [46, Lemma II.25], gR,λ is a continuous
function that decays at infinity, hence gR,λ ∈ L∞(R3). It follows from the
comparison principle that 0 ≤uR,λ ≤ gR,λ, so uR,λ ∈ L∞(R3) and decays at
infinity.
We now follow the argument of [62, Proposition 8] verbatim to show
the Solovej estimate for (uR, φR) = (uR,Z , φR,Z),
10
9
u
4/3
R ≤ φR + CS. (2.29)
For convenience, in the following argument uR,λ, φR,λ,mR, θR,λ will be denoted
as u, φ,m, θ. As u solves (2.19a)
−∆u+ 5
3
u7/3 − φu = 0,
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following the proof of [62, Proposition 8], w = u4/3 is non-negative and satisfies
−∆w + 4
3
(
5
3
w − φ)w ≤ 0. (2.30)
Let α ∈ (0, 5
3
) and define
v = αu4/3 − φ− θ − (C(λ)− θ)+,
where C(α) = (9/4)pi2α−2(5
3
−α)−1 > 0. The equation (2.19b) can be written
as
−∆φ = 4pi(m− w3/2). (2.31)
Combining (2.30) and (2.31), it follows that
∆v ≥ 4α
3
(
5
3
w − φ)w − 4piw3/2 + 4pim.
The aim is to prove that v ≤ 0 by showing that S = {x | v(x) > 0} is empty.
As u and φ+ θ are continuous functions that decay at infinity, it follows that
v is continuous and converges to −θ − (C(α) − θ)+ < 0 at infinity, thus S is
bounded, open and v = 0 on ∂S. Over S, using that v > 0, we deduce
∆v ≥ 4α
3
(
v + 5
3
w − αw + θ + (C(α)− θ)+
)
w − 4piw3/2 + 4pim
≥ 4α
3
(
5
3
w − αw + C(α))w − 4piw3/2 + 4pim
=
(
4α(5
3
− α)
3
w − 4piw1/2 + 4α
3
C(α)
)
w + 4pim.
The value of C(α) is chosen to ensure that
4α(5
3
− α)
3
w − 4piw1/2 + 4α
3
C(α) ≥ 0,
hence as m is non-negative and v > 0 in S
∆v ≥ 4pim ≥ 0.
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As v satisfies
−∆v ≤ 0 in S,
v = 0 on ∂S,
it follows that both v ≤ 0 and v > 0 on S, hence S is empty and v ≤ 0 on R3.
So for all λ ∈ [0, λc), α ∈ (0, 53) and all x ∈ R3
αu
4/3
R,λ(x) ≤ φR,λ(x) + θR,λ + (C(α)− θR,λ)+.
The right-hand side is minimised by choosing α = 10
9
and defining CS := C(
10
9
),
which gives
10
9
u
4/3
R,λ(x) ≤ φR,λ(x) + θR,λ + (CS − θR,λ)+. (2.32)
In order to obtain the desired estimate (2.29), it remains to show that for
λ ∈ [Z, λc], we have θR,λ ≤ CS.
We argue by contradiction, so first suppose that there exists λ ∈ (Z, λc]
such that θR,λ ≥ CS, hence (2.32) implies
0 ≤ 10
9
u
4/3
R,λ ≤ φR,λ + θR,λ = (mR − u2R,λ) ∗ 1|·| .
Observe that the minimiser uR,λ to I
TFW(mR;λ) (2.24), satisfies∫
R3 u
2
R,λ = λ > Z, hence there exists R0 ≥ R such that∫
BR0 (0)
u2R,λ − Z =: ε > 0. (2.33)
Now let |x| > R0, and recall that mR is supported on BR(0) ⊂ BR0(0), so by
applying the triangle inequality, we deduce(
mR ∗ 1|·|
)
(x) =
∫
BR0 (0)
mR(y)
|x− y| dy ≤
∫
BR0 (0)
mR(y)
|x| −R0 dy =
Z
|x| −R0 . (2.34)
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Similarly, using (2.33) we infer
(
u2R,λ ∗ 1|·|
)
(x) =
∫
R3
u2R,λ(y)
|x− y| dy ≥
∫
BR0 (0)
u2(y)
|x|+R0 dy =
Z + ε
|x|+R0 . (2.35)
Combining the estimates (2.34)–(2.35) gives
(
(mR − u2R,λ) ∗ 1|·|
)
(x) ≤ Z|x| −R0 −
Z + ε
|x|+R0 =
(2Z + ε)R0 − ε|x|
|x|2 −R20
,
hence choosing |x| > max{R0, (2Z + ε)ε−1R0} gives the contradiction
0 ≤
(
(mR − u2R,λ) ∗ 1|·|
)
(x) < 0,
therefore, for all λ ∈ (Z, λc], θR,λ < CS, hence as λ 7→ θR,λ is continuous, it
follows by sending λ ↘ Z that θR = θR,Z ≤ CS, hence the desired estimate
(2.32) holds.
As uR ≥ 0, from the Solovej estimate (2.29) we obtain the uniform lower
bound
φR ≥ −CS. (2.36)
We aim to show a uniform upper bound for φR, which together with (2.29)
will yield the uniform estimate
‖uR‖4/3L∞(R3) + ‖φR‖L∞(R3) ≤ C(M), (2.37)
which is independent of R.
If φR is non-positive, then (2.37) holds as
‖uR‖4/3L∞(R3) + ‖φR‖L∞(R3) ≤ 2CS.
Instead, suppose that φ+R:= max{φR, 0} is non-zero at some point in R3. By
(2.26) φR is a continuous function that converges to a negative limit at infinity,
φ+R ∈ Cc(R3), hence there exists a point xR ∈ R3 such that
φ+R(xR) = ‖φ+R‖L∞(R3) > 0.
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Without loss of generality, we assume xR = 0, by translating m if necessary.
We now show that uR > 0 on R3, arguing by contradiction. Suppose
that there exists z ∈ R3 such that uR(z) = 0. Since uR is a non-negative,
continuous function decaying at infinity, there exists y ∈ R3 such that
uR(y) = sup
x∈R3
uR(x),
so let R′ > |y− z|. As uR ≥ 0 solves LRuR = 0, where LR = −∆ + 53u4/3R −φR,
where 5
3
u
4/3
R −φR ∈ L∞(R3) and uR ∈ H1(R3), then by the Harnack inequality
[28, Theorem 8.20], we deduce
0 ≤ uR(y) = sup
x∈BR′ (y)
uR(x) ≤ C(R′) inf
x∈BR′ (y)
uR(x) = uR(z) = 0, (2.38)
so uR ≡ 0. This contradicts the charge constraint (2.23)
∫
R3 u
2
R =
∫
R3 mR > 0,
hence uR > 0 on R3.
Consequently, as uR ∈ H1(R3)∩L∞(R3), φR ∈ H1unif(R3)∩L∞(R3) and
uR > 0, Lemma 2.9 implies that LR = −∆ + 53u4/3R − φR is a non-negative
operator.
Choose ϕ ∈ C∞c (B1(0)) satisfying 0 ≤ ϕ ≤ 1, ϕ = 1 on B1/2(0),∫
R3 ϕ
2 = 1 and
∫
R3 |∇ϕ|2 = cϕ, then for y ∈ R3, define ϕy ∈ C∞c (B1(y))
by ϕy = ϕ(· − y). As LR is non-negative (2.10) implies
〈ϕy, LRϕy〉 =
∫
R3
|∇ϕy|2 +
∫
R3
(
5
3
u
4/3
R − φR
)
ϕ2y ≥ 0,
which can be re-arranged and expressed using convolutions as
5
3
(
u
4/3
R ∗ ϕ2
)
≥
(
φR ∗ ϕ2 −
∫
R3
|∇ϕ|2
)
+
=
(
φR ∗ ϕ2 − cϕ
)
+
. (2.39)
Observe that φR ∗ ϕ2 solves
−∆ (φR ∗ ϕ2) = 4pi (mR ∗ ϕ2 − u2R ∗ ϕ2) . (2.40)
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We estimate the first term using (2.17)
4pi
(
mR ∗ ϕ2
)
(x) = 4pi
∫
B1(x)
mR(y)ϕ
2(x− y) dy
≤ 4pi
∫
B1(x)
m(y) dy ≤ C0‖m‖L2unif(R3) ≤ C0M.
For the second term, observe that as
∫
R3 ϕ
2 = 1, one can define the probability
measure for Borel sets A ⊂ R3 by µ(A) = ∫
A
ϕ2. Using the convexity of
t 7→ t3/2 and applying (2.39) and Jensen’s inequality with µ, we deduce
4pi u2R ∗ ϕ2(x) ≥ 4piu2R ∗ ϕ2(x)
= 4pi
∫
R3
u2R(x− y)ϕ2(y) dy
= 4pi
∫
R3
(
u
4/3
R (x− y)
)3/2
ϕ2(y) dy
≥ 4pi
(∫
R3
u
4/3
R (x− y)ϕ2(y) dy
)3/2
= 4pi(u
4/3
R ∗ ϕ2)3/2
≥ 4pi
(
3
5
)3/2 (
φR ∗ ϕ2 − cϕ
)3/2
+
≥ (φR ∗ ϕ2 − cϕ)3/2+ . (2.41)
Combining the estimates (2.40)–(2.41) we conclude that
−∆ (φR ∗ ϕ2)+ (φR ∗ ϕ2 − cϕ)3/2+ ≤ C0M.
By (2.26), as φR is a continuous function that converges to a negative limit
at infinity, φR ∗ ϕ2 also shares these properties. Define f := φR ∗ ϕ2 − cϕ and
consider the set
S = {x ∈ R3 | f(x) > 0 }.
It follows that S is open and bounded and further that f satisfies
−∆f + f 3/2 ≤ C0M on S, (2.42)
f = 0 in ∂S.
31
Observe that the non-negative, constant function g = (C0M)
2/3 satisfies
−∆g + g3/2 = C0M on S, (2.43)
f ≤ g in ∂S ∪ Sc. (2.44)
We now show that f ≤ g almost everywhere by a comparison principle argu-
ment. Consider the difference (2.42)–(2.43)
−∆(f − g) + f 3/2 − g3/2 ≤ 0 on S, (2.45)
define A := {f > g} ∩ S ⊆ S and then test (2.45) by (f − g)+ to obtain∫
A
∇(f − g) · ∇(f − g)+ + (f 3/2 − g3/2) (f − g)+ ≤ 0.
On A, it follows that ∇(f − g) = ∇(f − g)+ and also by monotonicity f 3/2 −
g3/2 > 0, which implies
0 ≤
∫
A
|∇(f − g)|2 + (f 3/2 − g3/2) (f − g) ≤ 0.
Consequently, as
(
f 3/2 − g3/2) (f − g) > 0 on A, it follows that A is empty, so
f ≤ g almost everywhere on S, and also on Sc by (2.44), hence
φR ∗ ϕ2 ≤ cϕ + (C0M)2/3 ≤ C(1 +M2/3). (2.46)
We now use (2.46) to construct an upper bound for φ+R, by applying the
comparison principle once again. First, we require the following notation.
For a function f : R3 → R, define
sgn(f)(x) =

f(x)
|f(x)| , when f(x) 6= 0,
0, otherwise,
then as φR ∈ H2unif(R3), Kato’s inequality [37, Lemma A] implies that
−∆|φR| ≤ sgn(φR) (−∆φR) in distribution.
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We now show a similar estimate, that
−∆φ+R ≤ −∆φRχ{φR>0} in distribution, (2.47)
i.e. for all ϕ ∈ C∞c (R3) satisfying ϕ ≥ 0, we have∫
R3
φ+R(−∆ϕ) ≤
∫
{φR>0}
(−∆φR)ϕ.
We provide a justification of (2.47), following the proof of [37, Lemma A].
For f : R3 → R and ε > 0, let fε = (f 3 + ε3)1/2 and f+ε = max{fε − ε, 0}.
As f ∈ C2(R3) implies f+ε := (fε)+ ∈ C2(R3), a direct calculation shows that
over {f > 0}
∆f+ε =
f 2
(fε)2
∆f + 2ε3
f |∇f |2
(fε)5
≥ f
2
(fε)2
∆f.
It follows that
∆f+ε ≥

f2
(fε)2
∆f on {f > 0},
0 otherwise,
hence ∆(fε)
+ ≥ f2
(fε)2
(∆f)χ{f>0}.
For f ∈ H2unif(R3), choose η ∈ C∞c (B1(0)) satisfying η ≥ 0 and
∫
η = 1,
then for δ > 0, define η(x) = δ−3η(x
δ
) and f δ := f ∗ ηδ. It follows that f δ → f
in H2unif(R3) and pointwise almost everywhere.
Now for ε, δ > 0, define f δε := (fε)
δ which satisfies f δε → fε in H2unif(R3)
and pointwise almost everywhere. In particular ∆(f δε )
+ ≥ (fδ)2
(fδε )
2 (∆f
δ)χ{fδ>0},
so we pass to the limit in distribution as δ → 0, for fixed ε. As ∆f δε → ∆fε
in L2unif(R3), it follows that ∆f δε → ∆fε in distribution as δ → 0. Since
spt(ηδ) ⊂ Bδ(0), it follows that χ{fδ>0} → χ{f>0} pointwise almost everywhere,
so (f
δ)2
(fδε )
2χ{fδ>0} → f
2
(fε)2
χ{f>0} pointwise almost everywhere as δ → 0. For
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ϕ ∈ C∞c (R3) satisfying ϕ ≥ 0,∣∣∣∣∫
R3
(
(f δ)2
(f δε )
2
χ{fδ>0}(∆f
δ)− f
2
(fε)2
χ{f>0}(∆f)
)
ϕ
∣∣∣∣
≤
∫
R3
∣∣∣∣(f δ)2(f δε )2χ{fδ>0} − f
2
(fε)2
χ{f>0}
∣∣∣∣ |∆f ||ϕ|
+
∫
R3
∣∣∣∣(f δ)2(f δε )2χ{fδ>0}
∣∣∣∣ |∆f δ −∆f ||ϕ|
≤
∫
R3
∣∣∣∣(f δ)2(f δε )2χ{fδ>0} − f
2
(fε)2
χ{f>0}
∣∣∣∣ |∆f ||ϕ|+ ∫
R3
|∆f δ −∆f ||ϕ|,
which tends to 0 as δ → 0 by applying the Dominated Convergence Theorem.
It follows that
∆f+ε ≥
f 2
(fε)2
(∆f)χ{f>0} in distribution. (2.48)
We now pass to the limit in (2.48) by sending ε → 0. As fε converges
absolutely to f+ and f
fε
χ{f>0} → χ{f>0} pointwise almost everywhere as ε→ 0,
it follows that ∆f+ε → ∆f+ and f
2
(fε)2
(∆f)χ{f>0} → (∆f)χ{f>0} in distribution,
hence sending ε→ 0 in (2.48) yields the desired estimate
∆f+ ≥ (∆f)χ{f>0} in distribution,
which proves (2.47).
Now recall (2.19b), that −∆φR = 4pi(mR − u2R), we then deduce that
−∆φ+R ≤ (−∆φR)χ{φR>0} = 4pi
(
mR − u2R
)
χ{φR>0} ≤ 4pimR ≤ 4pim, (2.49)
in distribution. We now show that (2.49) can be extended to show that for all
v ∈ H1(K), where K ⊂ R3 is bounded, satisfying v ≥ 0, we have∫
K
∇φ+R · ∇v ≤ 4pi
∫
K
mv. (2.50)
This is required to show a maximum principle estimate for φ+R. Given
v ∈ H1(K), where v ≥ 0 and K ⊂ R3 is bounded, for δ > 0 define the smooth
approximation vδ using the construction specified on Page 34, which ensures
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that vδ ≥ 0 for all δ > 0. Let K ′ ⊃ K, there exists δ0 > 0 such that for all
0 < δ ≤ δ0, we have vδ ∈ C∞c (K ′) and further vδ → v in H1(K ′) as δ → 0.
As φR ∈ H2unif(R3), applying [45, Theorem 6.17] gives that φ+R ∈ H1unif(R3) and
∇φ+R = ∇φRχ{φR>0}. For 0 < δ ≤ δ0, applying (2.49) gives∫
K′
∇φ+R · ∇vδ =
∫
K′
φ+R(−∆vδ) ≤ 4pi
∫
K′
mvδ, (2.51)
then using that m ∈ L2unif(R3) and vδ → v in H1(K ′), passing to the limit in
(2.51) as δ → 0 yields the desired estimate (2.50)∫
K
∇φ+R · ∇v ≤ 4pi
∫
K
mv.
We now apply (2.46) and the lower bound (2.36), φR ≥ −CS, to show
φ+R ∗ ϕ2 = φ−R ∗ ϕ2 + φR ∗ ϕ2 ≤ CS + C(1 +M2/3) = C(1 +M2/3),
using that
∫
R3 ϕ
2 = 1. As 0 ≤ ϕ ≤ 1 and ϕ = 1 on B1/2(0), then∫
B1/2(0)
φ+R(x) dx ≤
(
φ+R ∗ ϕ2
)
(0) ≤ C(1 +M2/3). (2.52)
For r > 0, let dσr denote the spherical measure over the sphere Sr := ∂Br(0),
then using a change of variables, (2.52) can be expressed as∫
B1/2(0)
φ+R(x) dx =
∫ 1/2
0
r2
∫
S1
φ+R(rz) dσ1(z) dr
=
∫ 1/2
0
∫
Sr
φ+R(y) dσr(y) dr.
Define f : (0, 1/2]→ R by
f(r) =
∫
Sr
φ+R(y) dσr(y).
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We suppose that for all r ∈ (1/4, 1/2)
f(r) > 4
∫
B1/2(0)
φ+R(x) dx > 0,
then∫
B1/2(0)
φ+R(x) dx =
∫ 1/2
0
f(r) dr ≥
∫ 1/2
1/4
f(r) dr >
∫
B1/2(0)
φ+R(x) dx,
which gives a contradiction, hence for some r0 ∈ (1/4, 1/2)
f(r0) =
∫
Sr0
φ+R(y) dσr0(y) ≤ 4
∫
B1/2(0)
φ+R(x) dx ≤ C(1 +M2/3). (2.53)
Since r0 > 1/4, (2.53) implies
−
∫
Sr0
φ+R(y) dσr0(y) =
1
|Sr0|
∫
Sr0
φ+R(y) dσr0(y)
≤ C(1 +M
2/3)
|S1/4| =: C1(M).
We now construct an upper bound for φ+R as follows. Let φ1 satisfy
−∆φ1 = 0 in Br0(0),
φ1 = φ
+
R on Sr0 .
As φ1 is harmonic, it satisfies the mean value property
φ1(0)= −
∫
Sr
φ1(y) dσr0(y) =−
∫
Sr
φ+R(y) dσr0(y) ≤ C1(M). (2.54)
Then consider the Dirichlet problem
−∆φ2 = 4pim in Br0(0),
φ2 = 0 on Sr0 .
By Lax-Milgram, this has a unique weak solution φ2 ∈ H10 (Br0(0)). By
standard elliptic regularity theory [24, Section 5.6.3, Theorem 6], we have
36
φ2 ∈ H2(Br0(0)) ↪→ C0,1/2(Br0(0)) and
‖φ2‖C0,1/2(Br0 (0)) ≤ C‖φ2‖H2(Br0 (0)) ≤ C‖m‖L2(Br0 (0))
≤ Cr3/20 ‖m‖L2unif(R3) ≤ CM. (2.55)
The constructed functions φ1, φ2 satisfy
−∆φ+R ≤ −∆(φ1 + φ2) in Bt(0),
φ+R = φ1 + φ2 on St(0),
hence applying (2.50) and the maximum principle argument shown on Page
32, we deduce φ+R ≤ φ1 + φ2, in particular (2.54)–(2.55) imply
‖φ+R‖L∞(R3) = φ+R(0) ≤ φ1(0) + φ2(0) ≤ C(1 +M),
where the right-hand side is independent of R. Combining this with the lower
bound (2.36) and the Solovej estimate (2.29), we obtain the estimate (2.37)
‖uR‖4/3L∞(R3) + ‖φR‖L∞(R3) ≤ C(1 +M).
It follows immediately that for all x ∈ R3 and p ∈ [1,∞]
‖uR‖Lp(B2(x)) ≤ C(1 +M3/4), (2.56)
independently of both x, p and R. Using (2.37) and (2.56), we now obtain
uniform local estimates for the right-hand side of (2.28)
−∆uR = −5
3
u
7/3
R + φRuR
by
‖5
3
u
7/3
R − φRuR‖L2(B2(x)) ≤ C‖53u7/3R − φRuR‖L∞(R3)
≤ C(‖uR‖7/3L∞(R3) + ‖φR‖L∞(R3)‖uR‖L∞(R3))
≤ C(1 +M7/4).
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Consequently, for any x ∈ R3, the elliptic regularity estimate [24, Section 6.3.1,
Theorem 1] gives
‖uR‖H2(B1(x)) ≤ C(‖53u7/3R − φRuR‖L2(B2(x)) + ‖uR‖L2(B2(x)))
≤ C(1 +M7/4) + C(1 +M1/2) ≤ C(1 +M7/4). (2.57)
As (2.57) is independent of x ∈ R3, we obtain
‖uR‖H2unif(R3) ≤ C(1 +M7/4). (2.58)
Applying a similar argument to estimate the right-hand side of (2.19b)
−∆φR = 4pi(mR − u2R)
yields (2.21),
‖φR‖H2unif(R3) ≤ C(1 +M3/2).
Using that φR ∈ H2unif(R3) and arguing as in (2.58), we obtain the desired
estimate (2.20)
‖uR‖H4unif(R3) ≤ C(1 +M15/4).
We now prove Proposition 2.1 by passing to the limit in (2.19).
Proof of Proposition 2.1. First suppose that spt(m) is bounded, then for suf-
ficiently large Rn, m = mRn and hence by Proposition 2.11 (u, φ) = (uRn , φRn)
solves (2.2) and satisfies the desired estimates (2.5)–(2.6).
Now suppose spt(m) is unbounded, then the estimates (2.20)–(2.21) of
Proposition 2.11 guarantee that the sequences uRn , φRn are bounded uniformly
in H2unif(R3). Consequently, there exist u, φ ∈ H2unif(R3) ∩ L∞(R3) such that
along a subsequence uRn , φRn converges to u, φ, weakly in H
2(BR(0)), strongly
in H1(BR(0)) for all R > 0 and pointwise almost everywhere. It follows from
the pointwise convergence that u ≥ 0 and
‖u‖L∞(R3) ≤ C(1 +M3/4), (2.59)
‖φ‖L∞(R3) ≤ C(1 +M). (2.60)
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We now show that passing to the limit of the equations (2.19) in the sense of
distributions yields
−∆u+ 5
3
u7/3 − φu = 0,
−∆φ = 4pi(m− u2).
Let ϕ ∈ C∞c (R3), hence there exists R′ > 0 such that spt(ϕ) ⊂ BR′(0). For
p ≥ 1, applying Mean Value Theorem and (2.37), (2.59) implies there exists
θ ∈ (0, 1)
|upRn − up| = p| (θuRn + (1− θ)u)p−1 ||uRn − u|
≤ p (‖uRn‖L∞(R3) + ‖u‖L∞(R3))p−1 |uRn − u| ≤ C|uRn − u|.
It follows that∣∣∣∣∫
R3
(
upRn − up
)
ϕ
∣∣∣∣ ≤ ∫
BR′ (0)
|upRn − up||ϕ| ≤ C
∫
BR′ (0)
|uRn − u||ϕ|
≤ ‖uRn − u‖L2(BR′ (0))‖ϕ‖L2(BR′ (0)) → 0 as Rn →∞.
Similarly, by applying (2.37) and (2.59)–(2.60), we deduce∣∣∣∣∫
R3
(φRnuRn − φu)ϕ
∣∣∣∣ ≤ ∫
BR′ (0)
|φRn − φ||uRn||ϕ|+
∫
BR′ (0)
|uRn − u||φ||ϕ|
≤ (‖uRn‖L∞(R3)‖φRn − φ‖L2(BR′ (0)) + ‖φ‖L∞(R3)‖uRn − u‖L2(BR′ (0))) ‖ϕ‖L2(BR′ (0))
≤ C (‖φRn − φ‖L2(BR′ (0)) + ‖uRn − u‖L2(BR′ (0)))→ 0 as Rn →∞.
In addition, choosing Rn ≥ R′ ensures that∫
BR′ (0)
mRnϕ =
∫
BR′ (0)
mϕ,
and a straightforwards application of integration by parts shows that
limRn→∞
∫
R3 −∆uRnϕ =
∫
R3 −∆uϕ, limRn→∞
∫
R3 −∆φ, hence (u, φ) solves (2.2)
in the sense of distributions. Arguing as in (2.20)–(2.21), we deduce that the
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desired estimates (2.5)–(2.6) hold
‖u‖H4unif(R3) ≤ C(1 +M15/4),
‖φ‖H2unif(R3) ≤ C(1 +M3/2).
Next, we prove the uniqueness result Proposition 2.2.
Proof of Proposition 2.2. As m ∈ML2(M,ω), it satisfies (H1)–(H2), hence by
[16, Theorem 6.10], the solution (u, φ) of (2.2) defined in Proposition 2.1 is
unique and satisfies inf u > 0. Now suppose
inf
m∈ML2 (M,ω)
inf
x∈R3
u(x) = 0. (2.61)
We will show that this contradicts the assumption that for all m ∈ML2(M,ω)
and R > 0
inf
x∈R3
∫
BR(x)
m(z) dz ≥ ω0R3 − ω1.
It follows from (2.61) that there exists mn ∈ ML2(M,ω) with corresponding
solution (un, φn) and xn ∈ R3 such that for all n ∈ N
un(xn) ≤ 1
n
.
Recall the uniform estimates (2.20)–(2.21) from Proposition 2.1
‖un‖H4unif(R3) ≤ C(1 +M15/4),
‖φn‖H2unif(R3) ≤ C(1 +M3/2).
It follows that∥∥∥53u4/3n − φnun∥∥∥
L∞(R3)
≤ C‖un‖4/3L∞(R3) + ‖φn‖L∞(R3) ≤ C(M), (2.62)
where the constant is independent of n ∈ N. As 5
3
u
4/3
n − φn ∈ L∞(R3),
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un ∈ H1unif(R3) and un > 0 solves
Lnun :=
(
−∆ + 5
3
u4/3n − φn
)
un = 0,
applying the Harnack inequality [28, Theorem 8.20], and observing that the
coefficients of Ln are uniformly estimated by (2.62), we deduce that for all
R > 0, there exists C = C(R,M) > 0, independent of n ∈ N, such that
sup
x∈BR(xn)
un(x) ≤ C inf
x∈BR(xn)
un(x) ≤ C
n
.
It follows that the sequence of functions un(· + xn) converges uniformly to
zero on compact sets. Consider the ground state (un, φn) corresponding to the
nuclear distribution mn.
Recall that φn solves the following equation in the sense of distributions
−∆φn = 4pi
(
mn − u2n
)
. (2.63)
We translate the system and then pass to the limit in (2.63) as n tends to
infinity. To do this, we use the following estimates, which are translation
invariant:
‖mn(·+ xn)‖L2unif(R3) ≤M,
‖φn(·+ xn)‖H2unif(R3) ≤ C(M).
It follows that, up to a subsequence, φn(· + xn) converges to φ˜, weakly in
H2(BR(0)), strongly in H
1(BR(0)) for all R > 0 and pointwise almost ev-
erywhere. Moreover, mn(· + xn) converges to m˜, weakly in L2(BR(0)) for all
R > 0. It follows that
‖m˜‖L2unif(R3) = sup
x∈R3
‖m˜‖L2(B1(x)) ≤ sup
x∈R3
lim inf
n→∞
‖mn‖L2(B1(x)) ≤M, (2.64)
and for all R > 0 and x ∈ R3∫
BR(x)
m˜(z) dz = lim
n→∞
∫
BR(x)
mn(z) dz ≥ ω0R3 − ω1, (2.65)
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hence m˜ ∈ML2(M,ω). Passing to the limit in
−∆φn(·+ xn) = 4pi
(
mn(·+ xn)− u2n(·+ xn)
)
,
it follows that φ˜ is a distributional solution of
−∆φ˜ = 4pim˜. (2.66)
We now show that (2.66) leads to a contradiction, as it implies for all R > 0∫
BR(0)
m˜(z) dz ≤ CR. (2.67)
As m˜ ∈ML2(M,ω), this leads to the contradiction that for all R > 0
ω0R
3 − ω1 ≤
∫
BR(0)
m˜(z) dz ≤ CR.
To show (2.67) choose ϕ ∈ C∞c (B2(0)) such that 0 ≤ ϕ ≤ 1 and ϕ = 1 on
B1(0). Let R > 0, then testing (2.66) with ϕ(·/R) gives
− 1
R2
∫
B2R(0)
φ˜(z)(∆ϕ)(z/R) dz = 4pi
∫
B2R(0)
m˜(z)ϕ(z/R) dz. (2.68)
The left-hand side can be estimated by
1
R2
∣∣∣∣ ∫
B2R(0)
φ˜(z)(∆ϕ)(z/R) dz
∣∣∣∣ ≤ ‖φ˜‖L∞(R3)‖∆ϕ‖L∞(R3) |B2R(0)|R2 ≤ CR,
where the constant C > 0 is independent of R. As m˜ ≥ 0, from (2.68) we
obtain (2.67) ∫
BR(0)
m˜(z) dz ≤
∫
B2R(0)
m˜(z)ϕ(z/R) dz ≤ CR.
The contradiction ensures that there exists a constant cM,ω > 0 such that for
all m ∈ML2(M,ω), the corresponding electron density u satisfies
inf
x∈R3
u(x) ≥ cM,ω > 0.
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Proof of Corollary 2.3. Our aim is to show by induction that for all k ∈ N0,
if m ∈MHk(M,ω) then the corresponding solution (u, φ) to (2.2) satisfies
‖u‖Hk+4unif (R3) + ‖φ‖Hk+2unif (R3) ≤ C(k,M, ω). (2.69)
In Proposition 2.1, by combining the estimates (2.5) and (2.6), it follows
that (2.69) holds for the case k = 0: for all m ∈ML2(M,ω) the corresponding
solution (u, φ) satisfies
‖u‖H4unif(R3) + ‖φ‖H2unif(R3) ≤ C(M,ω).
We now show the induction step. Suppose the result is true for k ∈ N0, then
consider m ∈ MHk+1(M,ω) ⊂ MHk(M,ω), so by the induction hypothesis
the corresponding solution (u, φ) satisfies
‖u‖Hk+4unif (R3) + ‖φ‖Hk+2unif (R3) ≤ C
(
k, ‖m‖Hkunif(R3), ω
)
.
Applying Propositions 2.1 and 2.2 we obtain that 0 < cM,ω ≤ u ≤ C(M),
hence for all r ∈ R
‖ur‖L∞(R3) ≤ c−rM,ωχ{r<0} + χ{r=0} + C(M)rχ{r>0} =: C˜(r,M, ω)
We now show that for all p ∈ R, up ∈ Hk+3unif (R3). For a multi-index |α| ≤ k+3,
we have for p ∈ R \ N0
∂α(up) =
|α|∑
j=1
( ∏
0≤i≤j−1
(p− i)
)
up−j
∑
α1,...,αj
α1+...+αj=α
∏
1≤i≤j
∂αiu, (2.70)
and for p ∈ N
∂α(up) =
min{|α|,p}∑
j=1
( ∏
0≤i≤j−1
(p− i)
)
up−j
∑
α1,...,αj
α1+...+αj=α
∏
1≤i≤j
∂αiu. (2.71)
Clearly, when p = 0, we have ∂α(up) = ∂α1 = 0. Let 1 ≤ j ≤ |α| and
if p ∈ N0 also let j ≤ p, then suppose α1, . . . , αj are multi-indices satisfying
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α1 + · · ·+ αj = α. Without loss of generality, we suppose that
|α1| ≥ · · · ≥ |αj|. Let x ∈ R3 and consider the case |α1| ≤ k + 2, then using
the Sobolev embedding Hk+4(B1(x)) ↪→ Ck+2,1/2(B1(x)) [24, Section 5.6.3,
Theorem 6], we deduce∥∥∥up−j ∏
1≤i≤j
∂αiu
∥∥∥
L2(B1(x))
≤ |B1(x)|‖up−j‖L∞(R3)
∏
1≤i≤j
‖∂αiu‖L∞(R3)
≤ CC˜(p− j,M, ω)
∏
1≤i≤j
‖u‖Ck+2,1/2(B1(x))
≤ CC˜(p− j,M, ω)‖u‖j
Hk+4(B1(x))
≤ CC˜(p− j,M, ω)‖m‖j
Hkunif(R3)
≤ CC˜(p− j,M, ω)
(
1 + ‖m‖|α|
Hkunif(R3)
)
. (2.72)
Similarly, when |α1| = k + 3, then it follows that j = 1 and α1 = α, hence∥∥∥up−j ∏
1≤i≤j
∂αiu
∥∥∥
L2(B1(x))
=
∥∥up−1∂α1u∥∥
L2(B1(x))
≤ |B1(x)|‖up−1‖L∞(R3) ‖∂α1u‖L2(B1(x))
≤ CC˜(p− 1,M, ω)‖u‖Hk+3(B1(x))
≤ CC˜(p− 1,M, ω)‖u‖Hk+4unif (R3)
≤ CC˜(p− 1,M, ω)‖m‖Hkunif(R3). (2.73)
As the constants appearing in (2.72)–(2.73) are independent of x ∈ R3, com-
bining (2.72)–(2.73) with either (2.70) or (2.71) gives
‖up‖Hk+3unif (R3) =
( ∑
|α|≤k+3
‖∂α(up)‖2L2unif(R3)
)1/2
≤ C
(
1 + ‖m‖k+3
Hkunif(R3)
)
, (2.74)
hence up ∈ Hk+3unif (R3) for all p ∈ R.
We now apply (2.74) to show that φ ∈ Hk+3unif (R3). As (u, φ) solve (2.2)
−∆u = −5
3
u7/3 + φu,
−∆φ = 4pi(m− u2),
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by (2.74) and standard elliptic regularity theory [24, Section 6.3.1, Theorem
2], for any x ∈ R3
‖φ‖Hk+3(B1(x)) ≤ C
(‖m− u2‖Hk+1(B2(x)) + ‖φ‖L2(B2(x)))
≤ C (‖m‖Hk+1(B2(x)) + ‖u2‖Hk+1(B2(x)) + ‖φ‖L2(B2(x)))
≤ C
(
‖m‖Hk+1unif (R3) + ‖u
2‖Hk+1unif (R3) + ‖φ‖L2unif(R3)
)
≤ C
(
1 + ‖m‖Hk+1unif (R3) + ‖m‖
k+3
Hk+1unif (R3)
)
≤ C
(
1 + ‖m‖k+3
Hk+1unif (R3)
)
.
hence
‖φ‖Hk+3unif (R3) = sup
x∈R3
‖φ‖Hk+3(B1(x)) ≤ C
(
1 + ‖m‖k+3
Hk+1unif (R3)
)
. (2.75)
We use a similar argument and apply the estimate (2.75) to deduce that
u ∈ Hk+5unif (R3) by first establishing that φu ∈ Hk+3unif (R3). For a multi-index α
satisfying |α| ≤ k + 3, the Leibniz rule states
∂α(φu) =
∑
β≤α
(
α
β
)
∂α−βφ ∂βu. (2.76)
Let x ∈ R3 and first consider the case β ≤ α and |β| ≤ k + 2,, then using
the Sobolev embedding Hk+4(B1(x)) ↪→ Ck+2,1/2(B1(x)) [24, Section 5.6.3,
Theorem 6], we deduce
‖∂α−βφ ∂βu‖L2(B1(x)) ≤ ‖∂α−βφ‖L2(B1(x))‖∂βu‖L∞(R3)
≤ ‖φ‖Hk+3unif (R3)‖u‖Ck+2unif (R3)
≤ C‖φ‖Hk+3unif (R3)‖u‖Hk+4unif (R3)
≤ C
(
1 + ‖m‖k+3
Hk+1unif (R3)
)
C(k, ‖m‖Hkunif(R3), ω). (2.77)
Similarly, when |β| = k + 3, then α = β, so we infer
‖∂α−βφ ∂βu‖L2(B1(x)) = ‖∂βu‖L2(B1(x)) ≤ ‖u‖Hk+3unif (R3)
≤ C(k, ‖m‖Hkunif(R3), ω). (2.78)
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As the constants appearing in (2.77)–(2.78) are independent of x ∈ R3, com-
bining (2.77)–(2.78) with (2.76) gives
‖φu‖Hk+3unif (R3) = sup
x∈R3
‖φu‖Hk+3(B1(x))
≤ C
(
1 + ‖m‖k+3
Hk+1unif (R3)
)
C(k, ‖m‖Hkunif(R3), ω). (2.79)
Using that u solves (2.2a), −∆u = −5
3
u7/3+φu, applying the elliptic regularity
estimate [24, Section 6.3.1, Theorem 2] together with the estimates (2.74) and
(2.79), we deduce that for any x ∈ R3
‖u‖Hk+5(B1(x)) ≤ C
(‖5
3
u7/3 − φu‖Hk+3(B2(x)) + ‖u‖L2(B2(x))
)
≤ C (‖u7/3‖Hk+3(B2(x)) + ‖φu‖Hk+3(B2(x)) + ‖u‖L2(B2(x)))
≤ C
(
‖u7/3‖Hk+3unif (R3) + ‖φu‖Hk+3unif (R3) + ‖u‖L2unif(R3)
)
≤ C
(
1 + ‖m‖L2unif(R3) + ‖m‖k+3Hk+1unif (R3)
)
+ C
(
1 + ‖m‖k+3
Hk+1unif (R3)
)
C(k, ‖m‖Hkunif(R3), ω)
≤ C
(
1 + ‖m‖k+3
Hk+1unif (R3)
)
C(k, ‖m‖Hkunif(R3), ω),
hence
‖u‖Hk+5unif (R3) = sup
x∈R3
‖u‖Hk+5(B1(x))
≤ C
(
1 + ‖m‖k+3
Hk+1unif (R3)
)
C(k, ‖m‖Hkunif(R3), ω). (2.80)
Combining (2.75) and (2.80) we obtain the desired estimate
‖u‖Hk+5unif (R3) + ‖φ‖Hk+3unif (R3)
≤ C
(
1 + ‖m‖k+3
Hk+1unif (R3)
)
C(k, ‖m‖Hkunif(R3), ω) =: C(k + 1, ‖m‖Hk+1unif (R3), ω),
which completes the proof of (2.69) by induction.
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2.5 Proof of Yukawa existence and uniqueness
We now show Propositions 2.4, 2.5, 2.6 and Corollary 2.7. The proofs of Propo-
sitions 2.4 and 2.5 both closely follow the proof of Proposition 2.1, though they
employ different scaling arguments, which may depend on the Yukawa screen-
ing parameter. We require the following uniform regularity estimates to prove
Propositions 2.4 and 2.5. The following result is essentially [16, Proposition
2.2], however as we require uniform regularity estimates in the following chap-
ters, we provide a complete proof.
Proposition 2.12. Let m : R→ R≥0 satisfy
‖m‖L2unif(R3) ≤M,
then for R > 0 define the truncated nuclear distribution mRn = m · χBRn (0).
There exist R0 = R0(m), a0 = a0(m) > 0 such that for all R ≥ R0 and
0 < a ≤ a0, the unique solution to the minimisation problem
ITFWa (mR) = inf
{
ETFWa (v,mR)
∣∣∣∣∇v ∈ L2(R3), v ∈ L10/3(R3), v ≥ 0}
(2.81)
yields the unique solution (ua,R, φa) to
−∆ua,R + 5
3
u
7/3
a,R − φa,Rua,R = 0, (2.82a)
−∆φa,R + a2φa,R = 4pi
(
mR − u2a,R
)
. (2.82b)
which satisfy the following estimates, with constant C independent of R:
‖ua,R‖H4unif(R3) ≤ C(M), (2.83)
‖φa,R‖H2unif(R3) ≤ C(M), (2.84)
and ua,R > 0 on R3 whenever mR 6≡ 0. In particular, if
∫
BR0 (x)
m ≥ c0 > 0 for
some x ∈ R3 and R0, c0 > 0, then a0 = a0(R0, c0) > 0.
In the case m ∈ ML2(M,ω), Proposition 2.12 can be extended to all
a > 0. The following result will be used to prove Proposition 2.5.
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Proposition 2.13. Let a0 > 0, m ∈ ML2(M,ω) and for R > 0, define
mR := m · χBR. There exists R0 = R0(a0, ω) > 0 such that for all
0 < a ≤ a0 and R ≥ R0, the minimisation problem (2.81) yields the unique
solution (ua,R, φa,R) to (2.82) which satisfy the following estimates, with con-
stants independent of a and R:
‖ua,R‖H4unif(R3) ≤ C(a0,M),
‖φa,R‖H2unif(R3) ≤ C(a0,M).
Remark 4. The Coulomb minimisation problem Proposition 2.11 imposes
a charge neutrality condition, which is essential in constructing the Coulomb
ground state (u, φ). Imposing a neutrality condition for the finite Yukawa prob-
lem introduces a Lagrange multiplier into (2.82) that weakens Theorems 3.3
and 3.4 significantly. Due to the additional regularity of the Yukawa potential,
it is not necessary to include a charge neutrality constraint in (2.81). Moreover,
Proposition 2.13 will be used to construct the Yukawa ground states (ua, φa).
Later, in Theorem 4.4 from Chapter 4, we will show that (ua, φa) → (u, φ)
as a → ∞ for a fixed nuclear configuration m ∈ ML2(M,ω), hence we can
recover the Coulomb ground state from the Yukawa ground states, despite not
imposing charge neutrality in (2.81).
We first prove Propositions 2.12 and 2.13, then use these results to
prove Propositions 2.4 and 2.5. The proof of Proposition 2.12 largely follows
the proof of Proposition 2.11; it is shown in four steps.
In Step 1, the minimisation problem (2.81) is shown to be well-posed and
defines a unique solution (ua,R, φa,R) to (2.82), where ua,R, φa,R are continuous
and decay at infinity. The argument in Step 2 adapts the Solovej estimate to
Yukawa systems to show: there exists CS > 0 that for all m ∈ ML2(M,ω)
and a,R > 0
10
9
u
4/3
a,R ≤ φa,R + CS + a2. (2.85)
The aim of Step 3 is to show that there exists a0 = a0(ω), R0 = R0(ω) > 0
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such that for all 0 < a ≤ a0 ≤ 1 and R ≥ R0
ua,R > 0 on R3.
Finally, in Step 4, the following estimate is established
‖ua,R‖4/3L∞(R3) + ‖φa,R‖L∞(R3) ≤ C(M) + a2 ≤ C(M) + 1, (2.86)
where the final constant is independent of a, a0 and R. The desired estimates
(2.83)-(2.84) then follow from standard elliptic regularity.
Proof of Proposition 2.12. If m ≡ 0, then for all a > 0 and R > 0, clearly
ua,R = φa,R = mR = 0 satisfies (2.82) and (2.83)–(2.84).
If m 6≡ 0, then ∫
BR0 (x)
m ≥ c0 > 0 for some x ∈ R3 and R0, c0 > 0.
Without loss of generality suppose x = 0, otherwise translate m.
Step 1 For each n ∈ N define
mR(x) = m(x) · χBR(x),
and choosing R ≥ R0 ensures that
∫
R3 mR ≥ c0 > 0, hence mR 6≡ 0. Recall
ETFWa (v,mR) =
∫
|∇v|2 +
∫
v10/3 +
1
2
Da(mR − v2,mR − v2) ≥ 0.
For each R and a > 0, recall the minimisation problem (2.81)
ITFWa (mR) = inf
{
ETFWa (v,mR)
∣∣∣∣∇v ∈ L2(R3), v ∈ L10/3(R3), v ≥ 0} .
By the Gagliardo–Nirenberg–Sobolev embedding [55, Theorem 2.2], v ∈ L6(R3)
and ‖v‖L6(R3) ≤ C‖∇v‖L2(R3), moreover v ∈ Lp(R3) for p ∈ [10/3, 6]. Conse-
quently
0 ≤ Da(v2, v2) ≤ ‖Ya‖L1(R3)‖v‖4L4(R3) ≤ C‖v‖5/2L10/3(R3)‖v‖
3/2
L6(R3)
≤ C‖v‖5/2
L10/3(R3)‖∇v‖
3/2
L2(R3).
Observe that there are no charge constraints on the electron density as in
general v 6∈ L2(R3). This is chosen to ensure that no Lagrange multipliers
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appear in (2.82).
As mR ∈ Lp1(R3), Ya ∈ Lp2(R3) for all p1 ∈ [1, 2], p2 ∈ [1, 3), applying
Young’s inequality yields
Da(mR, v
2) ≤ ‖Ya‖L5/2(R3)‖mR‖L1(R3)‖v2‖L5/3(R3) ≤ C‖v‖2L10/3(R3)
≤ C + 1
2
‖v‖10/3
L10/3(R3),
it follows that
ETFWa (v,mR) ≥
1
2
(
‖∇v‖2L2(R3) + ‖v‖10/3L10/3(R3) +Da(v2, v2)
)
+
1
2
Da(mR,mR)− C.
As the energy is bounded below, there exists a minimising sequence vk satis-
fying
‖∇v‖2L2(R3) + ‖v‖10/3L10/3(R3) +Da(v2, v2) ≤ C,
hence there exists ua,R such that ∇ua,R ∈ L2(R3), ua,R ∈ L10/3(R3). Moreover,
along a subsequence ∇vk converges to ∇ua,R weakly in L2(R3), vk converges to
ua,R, weakly in L
6(R3) and L10/3(R3), strongly in Lp(BR(0)) for all p ∈ [1, 6)
and R > 0 and pointwise almost everywhere. Consequently,
ETFWa (ua,R,mR) ≤ lim inf
k→∞
ETFWa (vk,mR) = I
TFW
a (mR),
hence ua,R is a minimiser of (2.81). Define the alternate minimisation problem
inf
{
ETFWa (
√
ρ,mR)
∣∣∣∣∇√ρ ∈ L2(R3), ρ ∈ L5/3(R3), ρ ≥ 0} . (2.87)
Due to the strict convexity of ρ 7→ ETFWa (
√
ρ,mR), it follows that ρa,R = u
2
a,R
is the unique minimiser of (2.87), hence ua,R is the unique minimiser of (2.81).
Define
φa,R =
(
mR − u2a,R
) ∗ Ya,
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then it follows that (ua,R, φa,R) is the unique distributional solution to (2.82)
−∆ua,R + 5
3
u
7/3
a,R − φa,Rua,R = 0,
−∆φa,R + a2φa,R = 4pi
(
mR − u2a,R
)
.
Moreover, as mR−u2a,R ∈ L2(R3) and the Fourier transform of Ya, Ŷa, satisfies
Ŷa(k) =
1
a2 + |k|2 ,
it follows that∫
R3
|φ̂a,R(k)|2(a2 + |k|2) dk =
∫
R3
| ̂(mR − u2a,R)(k)|2|Ŷa(k)|2(a2 + |k|2) dk
=
∫
R3
| ̂(mR − u2a,R)(k)|2
(a2 + |k|2) dk
=
∫
R3
((
mR − u2a,R
) ∗ Ya) (mR − u2a,R)
= Da(mR − u2a,R,mR − u2a,R).
It follows that φa,R ∈ H1(R3) and∫
R3
|∇φa,R|2 + a2
∫
R3
φ2a,R = Da(mR − u2a,R,mR − u2a,R).
Additionally, by applying Young’s inequality yields
‖φa,R‖L∞(R3) ≤ ‖mR‖L2(R3)‖Ya‖L2(R3)+ ≤ ‖u2a,R‖L3(R3)‖Ya‖L3/2(R3)
≤ ‖mR‖L2(R3)‖Ya‖L2(R3)+ ≤ ‖ua,R‖2L6(R3)‖Ya‖L3/2(R3),
hence by [46, Lemma II.25], φa,R is a bounded, continuous function that decays
uniformly at infinity. Moreover, as φa,R solves
−∆φa,R = −a2φa,R + 4pi(mR − u2a,R),
weakly and mR, φa,R, u
2
a,R ∈ L2unif(R3), it follows from [24, Section 6.3.1, The-
orem 1] that φa,R ∈ H2unif(R3). In addition, as mR ∈ Lp(R3) for all
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p ∈ [1, 2], Ya ∈ L1(R3) and ua,R ∈ L10/3(R3), it follows that
‖φa,R‖L5/3(R3) ≤ ‖mR − u2a,R‖L5/3(R3)‖Ya‖L1(R3)
≤ C (‖mR‖L5/3(R3) + ‖u2a,R‖L5/3(R3))
≤ C
(
‖mR‖L5/3(R3) + ‖ua,R‖2L10/3(R3)
)
.
To bound ua,R above, recall that ua,R solves
−∆ua,R = −5
3
u
7/3
a,R + φa,Rua,R, (2.88)
and ua,R ∈ L10/3(R3) ∩ L6(R3), φa,R ∈ L5/3(R3) ∩ L∞(R3). It follows that the
right-hand side of (2.88) belongs to L2(R3) and
‖ − 5
3
u
7/3
a,R + φa,Rua,R‖L2(R3)
≤ 5
3
‖u7/3a,R‖L2(R3) + ‖φa,Rua,R‖L2(R3)
≤ 5
3
‖ua,R‖7/3L14/3(R3) + ‖φa,R‖L5(R3)‖ua,R‖L10/3(R3)
≤ 5
3
‖ua,R‖5/6L10/3(R3)‖ua,R‖
3/2
L6(R3) + ‖φa,R‖L5(R3)‖ua,R‖L10/3(R3).
Then for any x ∈ R3 applying the elliptic regularity estimate [24, Section 6.3.1,
Theorem 1] yields
‖ua,R‖H2(B1(x)) ≤ C(‖53u7/3a,R − φa,Rua,R‖L2(B2(x)) + ‖ua,R‖L2(B2(x)))
≤ C(‖5
3
u
7/3
a,R − φa,Rua,R‖L2(R3) + ‖ua,R‖L10/3(B2(x)))
≤ C(‖5
3
u
7/3
a,R − φa,Rua,R‖L2(R3) + ‖ua,R‖L10/3(R3)),
where the constant is independent of x ∈ R3. The Sobolev embedding [24,
Section 5.6.3, Theorem 6] H2(B1(x)) ↪→ C0,1/2(B1(x)) implies that ua,R is
continuous and bounded as
‖ua,R‖L∞(B1(x)) ≤ ‖ua,R‖C0,1/2(B1(x)) ≤ C‖ua,R‖H2(B1(x)),
hence
‖ua,R‖L∞(R3) = sup
x∈R3
‖ua,R‖L∞(B1(x)) ≤ sup
x∈R3
C‖ua,R‖H2(B1(x)) <∞.
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It remains to show that ua,R decays at infinity. Recall that ua,R solves (2.88)
−∆uR = −5
3
u
7/3
R + φRuR
and also that ua,R ∈ L10/3(R3) ∩ L∞(R3), φa,R ∈ L5/3(R3) ∩ L∞(R3). Define
ga,R :=
(
−5
3
u
7/3
a,R + φa,Rua,R
)
∗ 1|·| .
Observe that u
7/3
a,R ∈ L10/7(R3)∩L∞(R3) and applying Ho¨lder’s inequality gives
‖φa,Rua,R‖L10/9(R3) ≤ ‖φa,R‖L5/3(R3)‖ua,R‖L10/3(R3),
hence φa,Rua,R ∈ L10/9(R3) ∩ L∞(R3). It then follows that
−5
3
u
7/3
R + φRuR ∈ L10/7(R3) ∩ L∞(R3). Decompose
ga,R =
(
−5
3
u
7/3
a,R + φa,Rua,R
)
∗
(
1
|·|χB1(0)
)
+
(
−5
3
u
7/3
a,R + φa,Rua,R
)
∗
(
1
|·|χB1(0)c
)
,
then as 1|·|χB1(0) ∈ Lp1(R3) for all
p1 ∈ [1, 3), 1|·|χBc1(0) ∈ Lp2(R3) for all p2 ∈ (3,∞] applying Young’s inequality
yields
‖ga,R‖L∞(R3) ≤ ‖53u7/3a,R − φa,Rua,R‖L2(R3)
∥∥∥ 1|·|χB1(0)∥∥∥
L2(R3)
+ ‖5
3
u
7/3
a,R − φa,Rua,R‖L10/7(R3)
∥∥∥ 1|·|χB1(0)c∥∥∥
L10/3(R3)
,
hence [46, Lemma II.25] implies that ga,R is a continuous, bounded function
vanishing at infinity. In addition, ga,R solves
−∆ga,R = −5
3
u
7/3
a,R + φa,Rua,R (2.89)
in the sense of distributions. Combining (2.88) and (2.89), it follows that
−∆(ua,R − ga,R) = 0,
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in the sense of distributions, so Weyl’s Lemma implies that ua,R − ga,R is
harmonic [28]. Moreover, as ua,R−ga,R ∈ L∞(R3), Liouville’s Theorem implies
ua,R − ga,R is constant [28]. Suppose that ua,R − ga,R = c 6= 0, then as ga,R
decays at infinity
lim
x→∞
ua,R(x) = c 6= 0,
which contradicts ua,R ∈ L10/3(R3). It follows that ua,R = ga,R hence ua,R
decays uniformly at infinity.
Step 2 We now adapt the argument in [62] that was used to show (2.29)
in order to prove the Solovej estimate for Yukawa systems (2.85)
10
9
u
4/3
a,R ≤ φa,R + CS + a2.
For convenience, in the following argument ua,R, φa,R,ma,R will be denoted as
u, φ,m. As u solves (2.82a)
−∆u+ 5
3
u7/3 − φu = 0,
following the proof of [62, Proposition 8], w = u4/3 is non-negative and satisfies
−∆w + 4
3
(
5
3
w − φ)w ≤ 0. (2.90)
Let α ∈ (0, 5
3
) and define
v(x) = αu4/3 − φ− (C(α) + a2),
where C(α) = (9/4)pi2α−2(5
3
−α)−1 > 0. The expression (2.82b) can be written
as
−∆φ+ a2φ = 4pi(m− w3/2). (2.91)
Combining (2.90) and (2.91), it follows that
∆v(x) ≥ 4α
3
(
5
3
w − φ)w − 4piw3/2 + 4pim− a2φ.
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The aim is to prove that v ≤ 0 by showing that S = {x | v(x) > 0} is empty.
As u, φ are continuous functions decaying at infinity, it follows that v is con-
tinuous, S is bounded, open and v = 0 on ∂S. Over S,
∆v ≥ 4α
3
(
v + 5
3
w − αw + (C(α) + a2))w − 4piw3/2 + 4pim− a2φ
≥ 4α
3
(
5
3
w − αw + C(α) + a2)w − 4piw3/2 + 4pim− a2φ
=
(
4α(5
3
− α)
3
w − 4piw1/2 + 4α
3
C(α)
)
w +
4α
3
a2w + 4pim− a2φ.
The value of C(α) is chosen to ensure that
4α(5
3
− α)
3
w − 4piw1/2 + 4α
3
C(α) ≥ 0,
hence as m is non-negative and v ≥ 0 in S
∆v ≥ 4α
3
a2w + 4pim− a2φ
≥ a2(αw − φ) = a2(v + (C(α) + a2)) ≥ a2(C(α) + a2) ≥ 0.
As v satisfies
−∆v ≤ 0 in S,
v = 0 on ∂S,
it follows that both v ≤ 0 and v > 0 on S, hence S is empty and v ≤ 0 on R3.
So for all α ∈ (0, 5
3
) and all x ∈ R3
αu4/3(x) ≤ φ(x) + C(α) + a2.
The right-hand side is minimised by choosing α = 10
9
, which yields the desired
estimate (2.85).
Step 3 The aim is to show that there exists a0 = a0(ω), R0 = R0(ω) > 0
such that for all 0 < a ≤ a0 and R ≥ R0, ua,R > 0 on R3, by following the
argument used in [16, Proposition 2.2].
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First recall the energy minimisation problem (2.81)
ITFWa (mR) = inf
{
ETFWa (v,mR)
∣∣∣∣∇v ∈ L2(R3), v ∈ L10/3(R3), v ≥ 0}
where
ETFWa (v,mR) =
∫
R3
|∇v|2 +
∫
R3
v10/3 +
1
2
Da(mR − v2,mR − v2).
By showing that for large R and small a > 0
ITFWa (mR) = E
TFW
a (ua,R,mR) < E
TFW
a (0,mR), (2.92)
it follows that ua,R ≥ 0 and ua,R 6≡ 0. Applying the argument used in the
Coulomb setting (2.38) verbatim, the Harnack inequality implies ua,R > 0 on
R3 [28, Theorem 8.20]. An admissible test function ϕa is constructed to satisfy:
for sufficiently large R
ITFWa (mR) ≤ ETFWa (ϕa0 ,mR) < ETFWa (0,mR) =
1
2
Da(mR,mR).
For ε > 0, let ϕa = εψa and consider the difference
ETFWa (εψa,mR)− ETFWa (0,mR)
= ε2
(∫
|∇ψa|2 −Da(mR, ψ2a)
)
+
ε4
2
Da(ψ
2
a, ψ
2
a) + ε
10/3
∫
ψ10/3a .
(2.93)
For small ε > 0, the right-hand side of (2.93) is shown to be negative by first
proving that there exists a0, C0 > 0 such that for all 0 < a ≤ a0∫
R3
|∇ψa|2 −Da(mR, ψ2a) ≤ −
C0
2
a < 0. (2.94)
Let ψ0 ∈ C∞c (B1(0)) satisfy ψ0 ≥ 0, and ψ0 = 1 on B1/2(0), then define
ψa(x) = a
3/2ψ0(ax), for a ∈ (0, 1].
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Using the definition of ψa gives
Da(mR, ψ
2
a) =
∫
R3
(mR ∗ Ya)ψ2a ≥
a3
4
∫
B1/2a(0)
(mR ∗ Ya) (x) dx
= a3
∫
R3
(∫
B1/2a(0)∩BR(y)
mR(x− y) dx
)
e−a|y|
|y| dy
= a3
∫
R3
(∫
B1/2a(−y)∩BR(0)
mR(x) dx
)
e−a|y|
|y| dy. (2.95)
First consider for R′ > 0∫
BR′ (0)
e−a|y|
|y| dy = 4pi
∫ R′
0
re−ar dr =
4pi
a2
(
1− e−aR′(1 + aR′)
)
,
hence choosing R′ = (4a)−1 ensures that∫
B1/4a(0)
e−a|y|
|y| dy =
4pi
a2
(
1− 5
4
e−1/4
) ≥ pi
10a2
. (2.96)
Now choose a∗ = min{1, (4R0)−1} and suppose R ≥ R0, then for all
y ∈ B1/4a(0), it follows from the triangle inequality that
BR0(0) ⊂ B1/2a(−y) ∩BR(0), hence∫
B1/2a(−y)∩BR(0)
mR(x) dx ≥
∫
BR0 (0)
m(x) dx ≥ c0 > 0. (2.97)
Applying (2.96)–(2.97) to (2.95), it follows that for all 0 < a ≤ a∗ and R ≥ R0
Da(mR, ψ
2
a) =
∫
R3
(mR ∗ Ya)ψ2a
≥ a3
∫
R3
(∫
B1/2a(−y)∩BR(0)
mR(x) dx
)
e−a|y|
|y| dy
= c0a
3
∫
B1/4a(0)
e−a|y|
|y| dy ≥
c0pi
10
a =: C0 a. (2.98)
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Using a change of variables∫
B1/a(0)
|∇ψa|2 = a2
∫
B1(0)
|∇ψ0|2 =: C1a2. (2.99)
Now define a0 = min{a∗, C02C1}, then for any 0 < a ≤ a0 and R ≥ R0, combining
(2.98)–(2.99) yields (2.94)∫
|∇ψa|2 −Da(mR, ψ2a) ≤ C1a2 − C0a ≤
C0
2
a− C0 a = −C0
2
a < 0.
Using that a0, ε ∈ (0, 1], the remaining terms in (2.93) can be estimated using
a change of variables
ε4
2
Da(ψ
2
a0
, ψ2a0) + ε
10/3
∫
ψ10/3a0 =
ε4a0
2
D0(ψ
2
0, ψ
2
0) + ε
10/3a70
∫
ψ
10/3
0
≤
(
1
2
D0(ψ
2
0, ψ
2
0) +
∫
ψ
10/3
0
)
ε4a0 =: C2ε
4a0. (2.100)
Applying the estimates (2.94)-(2.100) to (2.93) and choosing
0 < ε ≤ min{1, ( C0
3C2
)1/2} yields the desired result (2.92)
ETFWa (εψa,mR)− ETFWa (0,mR) ≤
(
C2ε
2 − C0
2
)
ε2a0 < 0.
Step 4 The aim is to show a uniform upper bound for φa,R, which together
with (2.85) yields the uniform estimate (2.86)
‖ua,R‖4/3L∞(R3) + ‖φa,R‖L∞(R3) ≤ C(M) + a2 ≤ C(M) + 1,
where the constant is independent of a and R. This will be proved by adapting
the argument used to show uniform regularity for finite systems with Coulomb
interaction [16].
As ua,R ≥ 0, re-arranging the Solovej estimate (2.85) gives the uniform
lower bound
φa,R ≥ −(CS + a2). (2.101)
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If φa,R is non-positive, then (2.86) holds as
‖ua,R‖4/3L∞(R3) + ‖φa,R‖L∞(R3) ≤ 2(CS + a2) ≤ 2(CS + 1).
Instead, suppose that φ+a,R is non-zero at some point in R3. As shown in
Step 1, φa,R is a continuous function that decays at infinity, hence there exists
xa,R ∈ R3 such that
φ+a,R(xa,R) = ‖φ+a,R‖L∞(R3) > 0.
Without loss of generality, assume that xa,R = 0.
In Step 1, it was shown that ua,R, φa,R ∈ L∞(R3),∇ua,R ∈ L2(R3) and
φa,R ∈ H1(R3). Consequently, applying Lemma 2.9 implies that
La,R = −∆ + 53u4/3a,R − φa,R is a non-negative operator.
Choose ϕ ∈ C∞c (B1(0)) satisfying 0 ≤ ϕ ≤ 1, ϕ = 1 on B1/2(0),∫
R3 ϕ
2 = 1 and
∫
R3 |∇ϕ|2 = cϕ, then for y ∈ R3, define ϕy ∈ C∞c (B1(y)) by
ϕy = ϕ(· − y). As La,R is non-negative
〈ϕy, La,Rϕy〉 =
∫
R3
|∇ϕy|2 +
∫
R3
(
5
3
u
4/3
a,R − φa,R
)
ϕ2y ≥ 0,
which can be re-arranged and expressed using convolutions as
5
3
(
u
4/3
a,R ∗ ϕ2
)
≥
(
φa,R ∗ ϕ2 −
∫
R3
|∇ϕ|2
)
+
=
(
φa,R ∗ ϕ2 − cϕ
)
+
Observe that φa,R ∗ ϕ2 solves
−∆ (φa,R ∗ ϕ2)+ a2 (φa,R ∗ ϕ2) = 4pi (mR ∗ ϕ2 − u2a,R ∗ ϕ2) . (2.102)
The first term can be estimated uniformly
4pi
(
mR ∗ ϕ2
)
(x) = 4pi
∫
B1(x)
mR(y)ϕ
2(x− y) dy
≤ 4pi
∫
B1(x)
m(y) dy ≤ C0‖m‖L2unif(R3) ≤ C0M.
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For the second term, observe that as
∫
R3 ϕ
2 = 1, one can define the probability
measure for Borel sets A ⊂ R3 by µ(A) = ∫
A
ϕ2. Using the convexity of
t 7→ t3/2 and applying (2.39) and Jensen’s inequality with µ, we deduce
4pi u2a,R ∗ ϕ2(x) ≥ 4piu2a,R ∗ ϕ2(x)
= 4pi
∫
R3
u2a,R(x− y)ϕ2(y) dy
= 4pi
∫
R3
(
u
4/3
a,R(x− y)
)3/2
ϕ2(y) dy
≥ 4pi
(∫
R3
u
4/3
a,R(x− y)ϕ2(y) dy
)3/2
= 4pi(u
4/3
a,R ∗ ϕ2)3/2
≥ 4pi
(
3
5
)3/2 (
φa,R ∗ ϕ2 − cϕ
)3/2
+
≥ (φa,R ∗ ϕ2 − cϕ)3/2+ .
(2.103)
Combining the estimates (2.102)–(2.103) yields
−∆ (φa,R ∗ ϕ2)+ a2 (φa,R ∗ ϕ2)+ (φa,R ∗ ϕ2 − cϕ)3/2+ ≤ C0M.
Observe that as φa,R is a continuous function that decays at infinity, φa,R ∗ϕ2
also shares these properties. Define f := φR ∗ ϕ2 − cϕ and consider the set
S = {x ∈ R3 | f(x) > 0 }.
It follows that S is open and bounded and further that f satisfies
−∆f + a2(f + cϕ) + f 3/2 ≤ C0M on S,
f = 0 in ∂S.
Observe that the non-negative, constant function g = (C0M)
2/3 satisfies
−∆g + a2(g + cϕ) + g3/2 ≥ g3/2 = C0M on S,
f ≤ g in ∂S ∪ Sc.
Following the comparison principle argument (2.45) verbatim gives that
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f ≤ g, hence
φa,R ∗ ϕ2 ≤ cϕ + (C0M)2/3 ≤ C(1 +M2/3).
Applying (2.101), it follows that
φ+a,R ∗ ϕ2 = φ−a,R ∗ ϕ2 + φa,R ∗ ϕ2 ≤ CS + a2 + C(1 +M2/3)
= C(1 +M2/3) + a2. (2.104)
Additionally, following the argument used to show (2.47) verbatim gives
−∆φ+a,R ≤ (−∆φa,R)χ{φa,R>0} in distribution.
Recall (2.82b), that −∆φa,R + a2φa,R = 4pi(mR − u2a,R), we then deduce that
−∆φ+a,R ≤ −∆φ+a,R + a2φ+a,R ≤ (−∆φa,R + a2φa,R)χ{φa,R>0}
= 4pi
(
mR − u2a,R
)
χ{φa,R>0} ≤ 4pimR ≤ 4pim, (2.105)
in distribution.
From this point onwards, following the proof of Proposition 2.11 verba-
tim with the estimates (2.104)–(2.105) gives
‖φ+a,R‖L∞(R3) ≤ C(1 +M) + a2. (2.106)
Combining (2.101)–(2.106) with the Solovej estimate (2.85), yields the desired
estimate (2.86)
‖ua,R‖4/3L∞(R3) + ‖φa,R‖L∞(R3) ≤ C(1 +M) + a2 ≤ C(1 +M).
Then, as in the proof of Proposition 2.11, applying elliptic regularity estimates
to the system (2.82) yields the desired estimates (2.83)–(2.84).
‖ua,R‖H4unif(R3) ≤ C(M),
‖φa,R‖H2unif(R3) ≤ C(M).
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Proof of Proposition 2.13. The proof follows the steps used to show Proposi-
tion 2.12. Steps 1, 2 and 4 hold verbatim and Step 3 is modified to instead
show that for any a0 > 0 and m ∈ML2(M,ω), there exists R0 = R0(a0, ω) > 0
such that for any 0 < a ≤ a0 and R ≥ R0, the unique minimiser ua,R of (2.81)
satisfies
ua,R > 0 on R3. (2.107)
Recall the energy minimisation problem (2.81)
ITFWa (mR) = inf
{
ETFWa (v,mR)
∣∣∣∣∇v ∈ L2(R3), v ∈ L10/3(R3), v ≥ 0}
where
ETFWa (v,mR) =
∫
R3
|∇v|2 +
∫
R3
v10/3 +
1
2
Da(mR − v2,mR − v2).
A family of test functions ϕR is now constructed to satisfy: for large R
ITFWa (mR) ≤ ETFWa (ϕR,mR) < ETFWa (0,mR) =
1
2
Da(mR,mR). (2.108)
It follows from (2.108) that
ITFWa (mR) = E
TFW
a (ua,R,mR) < E
TFW
a (0,mR),
which implies that ua,R ≥ 0 and ua,R 6≡ 0. Applying the argument used in the
Coulomb setting (2.38) verbatim, the Harnack inequality implies that ua,R > 0
on R3 [28, Theorem 8.20], hence (2.107) holds.
Let ψR ∈ C∞c (B4R(0)) satisfy ψR ≥ 0 and ψR = 1 on B2R(0). Then let
ε > 0 and consider the difference
ETFWa (εψR,mR)− ETFWa (0,mR)
= ε2
(∫
|∇ψR|2 −Da(mR, ψ2R)
)
+
ε4
2
Da(ψ
2
R, ψ
2
R) + ε
10/3
∫
ψ
10/3
R .
(2.109)
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Applying (2.12) of Lemma 2.10, there exists R0 > 0 such that for any R ≥ R0∫
R3
|∇ψR|2 −Da(mR, ψ2R) ≤ −C0R3. (2.110)
The remaining terms in (2.109) can be estimated for 0 < ε ≤ 1, using
Young’s inequality for convolutions and Cauchy-Schwarz, by
ε4
2
Da(ψ
2
R, ψ
2
R) + ε
4
∫
ψ
10/3
R
≤ ε
4
2
Da(χB2R(0), χB2R(0)) + ε
4
∫
B2R(0)
1
≤
(
1
2
‖Ya‖L1(R3)‖χB2R(0)‖2L2(R3) + ‖χB2R(0)‖L1(R3)
)
ε4
≤ C(1 + a−2)R3ε4 =: C3ε4R3. (2.111)
Combining the estimates (2.110)–(2.111) and choosing 0 < ε ≤ min{1, ( C0
2C3
)1/2}
ensures that
ETFWa (εψR,mR)− ETFWa (0,mR) ≤
(−C0 + C3ε2) ε2R3 < 0,
hence the desired estimate (2.108) holds.
Proof of Proposition 2.4. This follows from applying Proposition 2.12, in par-
ticular using the value of a0 given by Proposition 2.12, then following the proof
of Proposition 2.1 verbatim.
Proof of Proposition 2.5. This holds from applying Proposition 2.13 and fol-
lowing the proof of Proposition 2.4 in the unbounded case verbatim.
Next, we prove the uniqueness result Proposition 2.6 by separating the
result into the two following statements.
Proposition 2.14. There exist ac = ac(M,ω) > 0 and cac,M,ω > 0 such that
for all m ∈ML2(M,ω) and 0 < a ≤ ac the corresponding Yukawa ground state
(ua, φa) ∈ H4unif(R3)×H2unif(R3) is unique and the electron density ua satisfies
inf
x∈R3
ua(x) ≥ cac,M,ω > 0. (2.112)
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Proposition 2.15. Let a0 > ac > 0 and m ∈ ML2(M,ω), then for all 0 <
a ≤ a0 the corresponding Yukawa ground state (ua, φa) ∈ H4unif(R3)×H2unif(R3)
is unique and there exists ca0,M,ω > 0 such that the electron density ua satisfies
inf
x∈R3
ua(x) ≥ ca0,M,ω > 0. (2.113)
Remark 5. The proof of Proposition 2.14 closely follows the proof of Propo-
sition 2.2 and [16, Theorem 6.10], whereas proving Proposition 2.15 is consid-
erably more involved as it requires an argument based on [16, Lemma 4.14].
Due to the nature of the argument, in particular the techniques involved, the
proof of Proposition 2.15 is presented in full in Appendix A.
Proof of Proposition 2.14. The estimate (2.112) is shown by contradiction, so
suppose that for any ac > 0
inf
0<a≤ac
inf
m∈ML2 (M,ω)
inf
x∈R3
ua(x) = 0,
hence there exists sequences an ↓ 0 satisfying an ≤ a1 for all n ∈ N,
(mn) ⊂ ML2(M,ω) and (xn) ⊂ R3 such that for all n ∈ N the ground state
(un, φn), corresponding to mn with Yukawa parameter an, satisfies
un(xn) ≤ 1
n
.
Recall the uniform estimate (2.7) from Proposition 2.5
‖ua‖H4unif(R3) + ‖φa‖H2unif(R3) ≤ C(a1,M),
It follows that∥∥∥53u4/3n − φn∥∥∥
L∞(R3)
≤ 5
3
‖un‖4/3L∞(R3) + ‖φn‖L∞(R3) ≤ C(a1,M), (2.114)
where the constant is independent of n ∈ N. As 5
3
u
4/3
n − φn ∈ L∞(R3),
un ∈ H1unif(R3) and un > 0 solves
Lnun :=
(
−∆ + 5
3
u4/3n − φn
)
un = 0,
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applying the Harnack inequality [28, Theorem 8.20], and observing that the
coefficients of Ln are uniformly estimated by (2.114), we deduce that for all
R > 0, there exists C = C(R, a1,M) > 0, independent of n ∈ N, such that for
all n ∈ N
sup
x∈BR(xn)
un(x) ≤ C inf
x∈BR(xn)
un(x) ≤ C
n
. (2.115)
It follows that the sequence of functions un(· + xn) converges uniformly to
zero on compact sets. Consider the ground state (un, φn) corresponding to the
nuclear distribution mn.
Recall that φn satisfies
−∆φn + a2nφn = 4pi(mn − u2n)
in the sense of distributions. In addition, φn and mn satisfy
‖mn(·+ xn)‖L2unif(R3) + ‖φn(·+ xn)‖H2unif(R3) ≤ C(a1,M).
It follows that along a subsequence φn(· + xn) converges to φ˜, weakly in
H2(BR(0)), strongly in H
1(BR(0)) for all R > 0 and pointwise almost ev-
erywhere. Applying the estimates (2.64)–(2.65) verbatim, it follows that
m˜ ∈ML2(M,ω). As an ↓ 0, passing to the limit of
−∆φn(·+ xn) + a2nφn(·+ xn) = 4pi
(
mn(·+ xn)− u2n(·+ xn)
)
shows that φ˜ is a distributional solution of
−∆φ˜ = 4pim˜. (2.116)
Observe that (2.116) is identical to the equation (2.66) from the proof of
Coulomb uniqueness Proposition 2.2 and recall that (2.66) leads to the con-
tradiction m˜ /∈ ML2(M,ω). Applying this argument verbatim using (2.116)
gives an identical contradiction, thus there exists ac > 0 and cac,M,ω > 0 such
that for all m ∈ ML2(M,ω) and 0 < a ≤ ac, the corresponding Yukawa
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electron density ua satisfies
inf
x∈R3
ua(x) ≥ cac,M,ω > 0.
Consequently, for 0 < a ≤ ac, the electron density satisfies inf ua > 0, hence
the arguments of [16, Chapter 6] can be applied verbatim to guarantee the
uniqueness of the ground state (ua, φa).
Proof of Proposition 2.15. The proof of Proposition 2.15 can be found in Ap-
pendix A.
Proof of Proposition 2.6. Combining Propositions 2.14 and 2.15 yields the de-
sired result.
Proof of Corollary 2.7. This is identical to the proof of Corollary 2.3, using
the estimate (2.7) from Proposition 2.5 to provide the initial regularity and
applying the uniform lower bound inf ua ≥ ca0,M,ω > 0 from Proposition 2.6.
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Chapter 3
Locality Estimates
The aim of this chapter is to establish locality estimates for both the TFW
Coulomb and Yukawa models that characterise the response of the ground
state to a perturbation of the nuclear configuration.
3.1 Outline of locality argument
We adapt the proof of uniqueness of the TFW equations in [16, 8] to obtain
a pointwise stability estimate for the TFW equations. We first motivate our
locality results by formally demonstrating how the arguments used to prove
[16, Lemma 5.3] and [8, Theorem 2.1] can be strengthened.
To begin, we state the estimate [16, (5.33)] that appears in the proof
of [16, Lemma 5.3]. Given a nuclear configuration m satisfying (H1)–(H2),
suppose (u1, φ1) and (u2, φ2) both solve (2.2) and define w = u1 − u2 and
ψ = φ1−φ2. Also, let ξ(x) = (1+ |x|)−m/2, for m > 1/2, then for ε > 0, define
ξε(x) = ξ(εx). Following the proof of [16, Lemma 5.3] up to equation (5.33)
gives ∫
R3
w2 ξ2ε ≤ C
∫
R3
(w2 + ψ2)|∇ξε|2, for all ε > 0, (3.1)
where C > 0 is independent of ε. It follows from sending ε → 0 in (3.1) that
w = ψ = 0, hence the TFW equations are unique. We remark that (3.1) also
appears in the proof of [8, Theorem 2.1].
The function ξ has been chosen as it satisfies |∇ξ(x)| ≤ Cξ(x) for all
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x ∈ R3 and also appears in the proof of the uniqueness result [16, Theorem
4.14]. Motivated by this choice, we introduce the specialised class of test
functions
H1γ =
{
ξ ∈ H1(R3)
∣∣∣∣ |∇ξ(x)| ≤ γ|ξ(x)| ∀x ∈ R3} (3.2)
for γ > 0. Observe that e−γ˜|·−y| ∈ H1γ for any 0 < γ˜ ≤ γ and y ∈ R3.
To establish our locality estimate, we consider two nuclear configura-
tions m1,m2 ∈ ML2(M,ω) with corresponding ground states (u1, φ1) and
(u2, φ2). Similarly, define w = u1 − u2, ψ = φ1 − φ2 and Tm = m1 − m2.
Following the argument used to show (3.1) yields∫
R3
(w2 + ψ2) ξ2 ≤ C∗
(∫
R3
(w2 + ψ2)|∇ξ|2 +
∫
R3
Tm
2 ξ2
)
, (3.3)
for all ξ ∈ H1(R3), where C∗ > 0. Now let γ = (2C∗)−1/2 > 0, then for each
ξ ∈ H1γ , applying that |∇ξ| ≤ γ|ξ| to (3.3), we deduce∫
R3
(w2 + ψ2) ξ2 ≤ 1
2
∫
R3
(w2 + ψ2)|∇ξ|2 + C∗
∫
R3
Tm
2 ξ2,
hence ∫
R3
(w2 + ψ2) ξ2 ≤ C
∫
R3
Tm
2 ξ2. (3.4)
We generalise the estimate (3.4) to derivatives of w,ψ, then applying Sobolev
estimates, we obtain by choosing ξ(x) = e−γ|x−y| for y ∈ R3
|w(y)|2 + |ψ(y)|2 ≤ C
∫
R3
Tm
2(x) e−2γ|x−y| dx (3.5)
for all y ∈ R3. The final estimate (3.5) characterises the local response of the
electron density to a perturbation of the nuclear arrangement. Moreover, due
to the uniform regularity estimates established in Chapter 2, the constants
C, γ > 0 are uniform for any m1,m2 ∈ML2(M,ω).
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3.2 General pointwise estimates
We now state the main results of this chapter.
3.2.1 Coulomb locality
Theorem 3.1. Let m1 ∈ML2(M,ω), and let (u1, φ1) denote the corresponding
ground state. Furthermore, let m2 : R3 → R≥0 satisfy
‖m2‖L2unif(R3) ≤M ′,
then there exists a solution (u2, φ2) to (2.2) with m = m2, satisfying u2 ≥ 0
and
‖u2‖H4unif(R3) + ‖φ2‖H2unif(R3) ≤ C(M ′). (3.6)
Further, there exist C = C(M,M ′, ω), γ = γ(M,M ′, ω) > 0 such that
for any ξ ∈ H1γ∫
R3
( ∑
|α1|≤4
|∂α1(u1 − u2)|2 +
∑
|α2|≤2
|∂α2(φ1 − φ2)|2
)
ξ2 ≤ C
∫
R3
(m1 −m2)2ξ2.
(3.7)
In particular, for any y ∈ R3,
∑
|α|≤2
|∂α(u1 − u2)(y)|2 + |(φ1 − φ2)(y)|2 ≤ C
∫
R3
|(m1 −m2)(x)|2e−2γ|x−y| dx.
(3.8)
Remark 6. Since Theorem 3.2 does not assume that m2 ∈ML2(M ′, ω′), the
corresponding solution (u2, φ2) is not necessarily unique. Instead, Theorem 3.1
holds for any (u2, φ2) solving (2.2), that satisfies (3.6) and u2 ≥ 0.
We can generalise Theorem 3.1 to obtain higher-order pointwise es-
timates, but this requires both inf u1, inf u2 > 0, hence we need to assume
m1,m2 ∈MHk(M,ω) for some k ∈ N0.
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Theorem 3.2. Let k ∈ N0 and m1,m2 ∈ MHk(M,ω). Consider the corre-
sponding ground states (u1, φ1), (u2, φ2) and define
w = u1 − u2, ψ = φ1 − φ2, Tm = 4pi(m1 −m2).
Then, there exist C = C(k,M, ω), γ = γ(M,ω) > 0 such that for any ξ ∈ H1γ∫
R3
( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k+2
|∂α2ψ|2
)
ξ2 ≤ C
∫
R3
∑
|β|≤k
|∂βTm|2ξ2. (3.9)
In particular, for any y ∈ R3,
∑
|α1|≤k+2
|∂α1w(y)|2 +
∑
|α2|≤k
|∂α2ψ(y)|2 ≤ C
∫
R3
∑
|β|≤k
|∂βTm(x)|2e−2γ|x−y| dx.
(3.10)
3.2.2 Yukawa locality
The following results extend Theorems 3.1 and 3.2 to the Yukawa model.
Theorem 3.3. Let m1 ∈ML2(M,ω), and let m2 : R3 → R≥0 satisfy
‖m2‖L2unif(R3) ≤M ′,
then there exists a1 = a1(ω,m2) > 0 such that for all 0 < a ≤ a1 there exist
solutions (u1,a, φ1,a) and (u2,a, φ2,a) to (2.3) corresponding to m1,m2, where
(u2,a, φ2,a) satisfies u2,a ≥ 0 and
‖u2,a‖H4unif(R3) + ‖φ2,a‖H2unif(R3) ≤ C(M ′), (3.11)
independently of a. Define
w = u1,a − u2,a, ψ = φ1,a − φ2,a, Tm = 4pi(m1 −m2),
then there exist C = C(M,M ′, ω), γ = γ(M,M ′, ω) > 0, such that for any
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ξ ∈ H1γ ∫
R3
( ∑
|α1|≤4
|∂α1w|2 +
∑
|α2|≤2
|∂α2ψ|2
)
ξ2 ≤ C
∫
R3
Tmξ
2. (3.12)
In particular, for any y ∈ R3,
∑
|α|≤2
|∂αw(y)|2 + |ψ(y)|2 ≤ C
∫
R3
|Tm(x)|2e−2γ|x−y| dx. (3.13)
In order to generalise Theorem 3.3 to obtain higher-order pointwise
estimates, we assume that m1,m2 ∈ MHk(M,ω) for some k ∈ N0 to ensure
that both inf u1, inf u2 > 0.
Theorem 3.4. Let a0 > 0, k ∈ N0, m1,m2 ∈ MHk(M,ω) and for 0 < a ≤
a0, let (u1,a, φ1,a), (u2,a, φ2,a) denote the corresponding Yukawa ground states.
Define
w = u1,a − u2,a, ψ = φ1,a − φ2,a, Tm = 4pi(m1 −m2),
then there exist C = C(a0, k,M, ω), γ = γ(a0,M, ω) > 0, independent of a,
such that for any ξ ∈ H1γ∫
R3
( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k+2
|∂α2ψ|2
)
ξ2 ≤ C
∫
R3
∑
|β|≤k
|∂βTm|2ξ2. (3.14)
In particular, for any y ∈ R3,
∑
|α1|≤k+2
|∂α1w(y)|2 +
∑
|α2|≤k
|∂α2ψ(y)|2 ≤ C
∫
R3
∑
|β|≤k
|∂βTm(x)|2e−2γ|x−y| dx.
3.3 Proofs of Theorems 3.1 and 3.2
To prove Theorems 3.1 and 3.2, we adapt the proof of uniqueness of the TFW
equations, shown in [16, 8]. Due to the length of the argument, we shall
seperate it into several intermediate results. Before proving these results, we
outline the structure of the proof.
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First, we state two alternative sets of assumptions on nuclear distribu-
tions m1,m2:
(A) Let k = 0, m1 ∈ ML2(M,ω), and let (u1, φ1) denote the corresponding
ground state. Also, suppose m2 : R3 → R≥0 satisfies
‖m2‖L2unif(R3) ≤M ′,
then by Proposition 3.1 there exists (u2, φ2) solving (2.2) corresponding
to m2, satisfying u2 ≥ 0 and
‖u2‖H4unif(R3) + ‖φ2‖H2unif(R3) ≤ C(M ′). (3.15)
In addition, we assume that either m2 6≡ 0 and u2 > 0, or m2 = u2 =
φ2 = 0.
We point out that in (A) we assume u2 > 0, while in Theorem 3.1
we only require u2 ≥ 0. The restriction u2 > 0 allows us to directly
use results from [16], in particular Lemma 2.9, and will be lifted via a
thermodynamic limit argument in the third part of its proof on page 87.
(B) Let k ∈ N0, m1,m2 ∈ MHk(M,ω) and let (u1, φ1), (u2, φ2) denote the
corresponding ground states. (Note that (B) implies (A), with M ′ =
C(M).)
Throughout the remainder of the chapter we use the notation
w = u1 − u2, ψ = φ1 − φ2, Tm = 4pi(m1 −m2).
By treating the coupled system of equations as a linear system and by
exploiting the coupling between the electron density and electrostatic potential
arising from the Coulomb energy term of the TFW functional, we obtain the
following initial estimates
Lemma 3.5. Suppose (A) holds, then there exists C = C(M,M ′, ω) > 0 such
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that for any ξ ∈ H1(R3)∫
R3
(
w2 + |∇w|2 + |∇ψ|2) ξ2 ≤ C (∫
R3
Tmψξ
2 +
∫
R3
(w2 + ψ2)|∇ξ|2
)
.
(3.16)
To control the ψ-dependence on the right-hand side of (3.16), we require
an estimate of the form∫
R3
ψ2ξ2 ≤ C
(∫
R3
Tmψξ
2 +
∫
R3
(w2 + ψ2)|∇ξ|2
)
. (3.17)
Suppose (3.17) holds, then applying Ho¨lder’s inequality and (3.16) yields∫
R3
(w2 + ψ2)ξ2 ≤ C ′
(∫
R3
Tm
2ξ2 +
∫
R3
(w2 + ψ2)|∇ξ|2
)
.
To remove the term
∫
(w2 +ψ2)|∇ξ|2 on the right-hand side, we simply restrict
from ξ ∈ H1 to a narrower class of test functions,
H1γ = { ξ ∈ H1(R3) | |∇ξ(x)| ≤ γ|ξ(x)| ∀x ∈ R3 },
where γ = min{1, (2C ′)−1/2} > 0, to show∫
R3
(w2 + |∇w|2 + ψ2 + |∇ψ|2)ξ2 ≤ 2C ′
∫
R3
Tm
2ξ2.
In order to show (3.17), we apply the argument used to show [8, (2.10)]. At the
same time, since the equations for (w,ψ) hold pointwise, we obtain additional
estimates for ∆w,∆ψ.
Lemma 3.6. Suppose (A) holds, then there exists C = C(M,M ′, ω), γ =
γ(M,M ′, ω) > 0 such that for any ξ ∈ H1γ∫
R3
(
w2 + |∇w|2 + |∆w|2 + ψ2 + |∇ψ|2 + |∆ψ|2
)
ξ2 ≤ C
∫
R3
Tm
2ξ2. (3.18)
Clearly Lemmas 3.5 and 3.6 hold also under the assumption (B) since
(B) implies (A), with M ′ = C(M). In the case (B) where m1,m2 are both uni-
formly bounded below and have higher regularity, arguing as in Corollary 2.3
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and Lemma 3.6, we obtain improved estimates for w and ψ.
Observe that in Case (B), M ′ = C(M). Due to this, we omit the depen-
dence of M ′ in the constants that appear in the following lemmas, whenever
we assume (B) holds.
Lemma 3.7. Suppose that either (A) or (B) holds, then there exist C =
CA(M,M
′, ω), γ = γA(M,M ′, ω) > 0 or C = CB(k,M, ω), γ = γB(M,ω) > 0,
where γB independent of k, such that for any ξ ∈ H1γ∫
R3
( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k+2
|∂α2ψ|2
)
ξ2 ≤ C
∫
R3
∑
|β|≤k
|∂βTm|2ξ2. (3.19)
In particular, for any y ∈ R3,
∑
|α1|≤k+2
|∂α1w(y)|2 +
∑
|α2|≤k
|∂α2ψ(y)|2 ≤ C
∫
R3
∑
|β|≤k
|∂βTm(x)|2e−2γ|x−y| dx.
(3.20)
We remark that in the following proofs, all integrals are taken over R3,
unless stated otherwise.
Proof of Lemma 3.5. Case 1. First suppose that m2 6≡ 0 and u2 > 0. Recall
that m1 ∈ML2(M,ω), hence by Propositions 2.1, 2.2 and (3.15)
‖u1‖H4unif(R3) + ‖φ1‖H2unif(R3) ≤ C(M),
‖u2‖H4unif(R3) + ‖φ2‖H2unif(R3) ≤ C(M ′),
inf
x∈R3
u1(x) ≥ cM,ω > 0.
By the Sobolev embedding: for all k ∈ N0 and x ∈ R3,
Hk+2(B1(x)) ↪→ Ck,1/2(B1(x)) [24, Section 5.6.3, Theorem 6], so it follows that
‖u1‖W 2,∞(R3) + ‖φ1‖L∞(R3) ≤ C(M), (3.21)
‖u2‖W 2,∞(R3) + ‖φ2‖L∞(R3) ≤ C(M ′), (3.22)
hence w = u1−u2 ∈ H4unif(R3)∩W 2,∞(R3), ψ = φ1−φ2 ∈ H2unif(R3)∩L∞(R3),
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and solve
−∆w = 5
3
(
u2
7/3 − u7/31
)
+ φ1u1 − φ2u2, (3.23a)
−∆ψ = 4pi (u22 − u21)+ Tm, (3.23b)
pointwise. Let ξ ∈ H1(R3) then test (3.23a) with wξ2 to obtain∫
∇w · ∇(wξ2) + 5
3
∫
(u
7/3
1 − u7/32 )wξ2 −
∫
(φ1u1 − φ2u2)wξ2 = 0. (3.24)
We will use the following rearrangements
φ1u1 − φ2u2 = φ1 + φ2
2
w +
u1 + u2
2
ψ,∫
∇w · ∇(wξ2) =
∫
|∇(wξ)|2 −
∫
w2|∇ξ|2, (3.25)∫
∇ψ · ∇(ψξ2) =
∫
|∇(ψξ)|2 −
∫
ψ2|∇ξ|2. (3.26)
To estimate the second term of (3.24), by Proposition 2.2 and (A),
inf u1 ≥ cM,ω > 0 and u2 > 0. It follows that for
ν = 5
6
inf(u
4/3
1 + u
4/3
2 ) ≥ 56c4/3M,ω > 0,
(u
7/3
1 − u7/32 )(u1 − u2) = (u4/31 + u4/32 )w2 + u1u2(u1/31 − u1/32 )w
≥ (u4/31 + u4/32 )w2
≥ 1
2
(u
4/3
1 + u
4/3
2 )w
2 +
3
5
νw2. (3.27)
Combining the estimates (3.24)–(3.25) and (3.27), we obtain∫
|∇(wξ)|2 + 5
6
∫
(u
4/3
1 + u
4/3
2 )w
2ξ2 − 1
2
∫
(φ1 + φ2)w
2ξ2 + ν
∫
w2ξ2
≤
∫
w2|∇ξ|2 + 1
2
∫
ψ(u21 − u22)ξ2. (3.28)
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We define the following operators
L1 = −∆ + 5
3
u
4/3
1 − φ1,
L2 = −∆ + 5
3
u
4/3
2 − φ2,
L =
1
2
L1 +
1
2
L2 = −∆ + 5
6
(u
4/3
1 + u
4/3
2 )−
1
2
(φ1 + φ2).
As u1, u2 > 0, Lemma 2.9 implies that L1, L2 are non-negative operators, hence
for any ϕ ∈ H1(R3)
〈ϕ,Lϕ〉 = 1
2
〈ϕ,L1ϕ〉+ 1
2
〈ϕ,L2ϕ〉 ≥ 0. (3.29)
Observe that as w ∈ W 2,∞(R3) and ξ ∈ H1(R3), wξ ∈ H1(R3). We can express
(3.28) as
〈wξ, L(wξ)〉+ ν
∫
w2ξ2 ≤
∫
w2|∇ξ|2 + 1
2
∫
ψ(u21 − u22)ξ2. (3.30)
To control the final term of (3.30), we begin by testing (3.23b) with ψξ2 to
obtain ∫
∇ψ · ∇(ψξ2) = 4pi
∫
ψ(u22 − u21)ξ2 +
∫
Tmψξ
2. (3.31)
Rearranging (3.31) and applying (3.26) yields
1
2
∫
ψ(u21 − u22)ξ2 =
1
8pi
∫
Tmψξ
2 − 1
8pi
∫
∇ψ · ∇(ψξ2)
=
1
8pi
∫
Tmψξ
2 − 1
8pi
∫
|∇(ψξ)|2 + 1
8pi
∫
ψ2|∇ξ|2. (3.32)
Combining (3.30) and (3.32) yields
〈wξ, L(wξ)〉+ ν
∫
w2ξ2 +
1
8pi
∫
|∇(ψξ)|2
≤ 1
8pi
∫
Tmψξ
2 +
∫
w2|∇ξ|2 + 1
8pi
∫
ψ2|∇ξ|2. (3.33)
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As ξ∇ψ = ∇(ψξ)− ψ∇ξ, we have∫
|∇ψ|2ξ2 ≤ C
(∫
|∇(ψξ)|2 +
∫
ψ2|∇ξ|2
)
≤ C
(∫
Tmψξ
2 +
∫
(w2 + ψ2)|∇ξ|2
)
. (3.34)
Combining the estimates (3.33)–(3.34), we obtain
〈wξ, L(wξ)〉+ ν
∫
w2ξ2 +
∫
|∇ψ|2ξ2
≤ C
(∫
Tmψξ
2 +
∫
(w2 + ψ2)|∇ξ|2
)
. (3.35)
Next we obtain an estimate for
∫ |∇w|2ξ2, using the fact that L is a non-
negative operator. We can express L as
L = −∆ + f, where f = 5(u
4/3
1 + u
4/3
2 )
6
− φ1 + φ2
2
∈ L∞(R3),
and ‖f‖L∞(R3) ≤ C(M,M ′) by (3.21)–(3.22). From (3.29), we have shown that
L = −∆ + f ≥ 0 in the sense that 〈ϕ,Lϕ〉 ≥ 0 for every ϕ ∈ H1(R3). So for
every ε ∈ (0, 1) and ϕ ∈ H1(R3)
〈ϕ,Lϕ〉 = (1− ε)〈ϕ,Lϕ〉+ ε〈ϕ, (−∆ + f)ϕ〉 ≥ ε〈ϕ, (−∆ + f)ϕ〉
= ε
(∫
R3
|∇ϕ|2 +
∫
R3
fϕ2
)
≥ ε
(∫
R3
|∇ϕ|2 − ‖f‖L∞(R3)
∫
R3
ϕ2
)
.
Applying this to (3.35) gives
ε
∫
|∇(wξ)|2 + (ν − ε‖f‖L∞(R3))
∫
w2ξ2
≤ C
(∫
Tmψξ
2 +
∫
(w2 + ψ2)|∇ξ|2
)
,
so choosing ε = ν
2(‖f‖L∞+1) , we deduce∫
|∇(wξ)|2 ≤ C
(∫
Tmψξ
2 +
∫
(w2 + ψ2)|∇ξ|2
)
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and since ξ∇w = ∇(wξ)− w∇ξ, we deduce∫
|∇w|2ξ2 ≤ C
(∫
Tmψξ
2 +
∫
(w2 + ψ2)|∇ξ|2
)
. (3.36)
We combine the estimates (3.35) and (3.36) to obtain the desired estimate
(3.16)∫
w2ξ2 +
∫
|∇w|2ξ2 +
∫
|∇ψ|2ξ2 ≤ C
(∫
Tmψξ
2 +
∫
(w2 + ψ2)|∇ξ|2
)
and observe that this estimate is valid for any ξ ∈ H1(R3).
Case 2. Suppose now that m2 = u2 = φ2 = 0, then the argument used
to show (3.28) holds to give∫
|∇(wξ)|2 + 5
6
∫
u
4/3
1 w
2ξ2 − 1
2
∫
φ1w
2ξ2 + ν
∫
w2ξ2
≤
∫
w2|∇ξ|2 + 1
2
∫
ψu21ξ
2.
Now using that L1 is a non-negative operator, we obtain
1
2
∫
|∇(wξ)|2 + ν
∫
w2ξ2
≤ 1
2
〈ϕ,L1ϕ〉+ 1
2
∫
|∇(wξ)|2 + ν
∫
w2ξ2
=
∫
|∇(wξ)|2 + 5
6
∫
u
4/3
1 w
2ξ2 − 1
2
∫
φ1w
2ξ2 + ν
∫
w2ξ2
≤
∫
w2|∇ξ|2 + 1
2
∫
ψu21ξ
2.
Then applying the estimates (3.31)–(3.35) yields the desired estimate (3.16):
for all ξ ∈ H1(R3)∫
w2ξ2 +
∫
|∇w|2ξ2 +
∫
|∇ψ|2ξ2 ≤ C
(∫
Tmψξ
2 +
∫
(w2 + ψ2)|∇ξ|2
)
.
Proof of Lemma 3.6. To obtain an integral estimate for ψ, first recall (3.23a),
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that w solves
−∆w + 5
3
(
u
7/3
1 − u7/32
)
− φ1 + φ2
2
w =
u1 + u2
2
ψ,
then testing this equation with ψξ2, for ξ ∈ H1(R3), yields∫
u1 + u2
2
ψ2ξ2 = −
∫
∆wψξ2 +
5
3
∫ (
u
7/3
1 − u7/32
)
ψξ2 −
∫
φ1 + φ2
2
wψξ2.
(3.37)
The first term of the right-hand side can be estimated using integration by
parts∣∣∣∣ ∫ ∆wψξ2∣∣∣∣ = ∣∣∣∣ ∫ ∇w · ∇ (ψξ2) ∣∣∣∣ ≤ ∣∣∣∣ ∫ ∇w · ∇ψξ2∣∣∣∣+ 2∣∣∣∣ ∫ ∇w · ∇ξψξ∣∣∣∣
≤
(∫
|∇w|2ξ2
)1/2(∫
|∇ψ|2ξ2
)1/2
+ 2
(∫
|∇w|2|∇ξ|2
)1/2(∫
ψ2ξ2
)1/2
.
By restricting ξ ∈ H11 , we have |∇ξ| ≤ |ξ| hence∣∣∣∣ ∫ ∆wψξ2∣∣∣∣ ≤ 2(∫ |∇w|2ξ2)1/2(∫ ψ2ξ2)1/2 + ∫ (|∇w|2 + |∇ψ|2) ξ2.
(3.38)
By the Mean Value Theorem and (3.21)–(3.22), for each x ∈ R3, there exists
0 < cM,ω ≤ θ(x) ≤ C(M) such that for all x ∈ R3
|u7/31 (x)− u7/32 | ≤
7
3
θ(x)4/3|u1(x)− u2(x)| ≤ C(M)|w(x)|,
hence we can estimate the remaining terms on the right-hand side of (3.37) by∣∣∣∣53
∫ (
u
7/3
1 − u7/32
)
ψξ2 −
∫
φ1 + φ2
2
wψξ2
∣∣∣∣
≤ C
∫
|w||ψ|ξ2 ≤ C
(∫
w2ξ2
)1/2(∫
ψ2ξ2
)1/2
. (3.39)
Combining the estimates (3.38)–(3.39) with (3.37) and using that
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inf u1 ≥ cM,ω > 0 and u2 ≥ 0, we obtain∫
ψ2ξ2 ≤ 2
cM,ω
∫
u1 + u2
2
ψ2ξ2
≤ C
[(∫
|∇w|2ξ2
)1/2
+
(∫
w2ξ2
)1/2](∫
ψ2ξ2
)1/2
+
∫ (|∇w|2 + |∇ψ|2) ξ2.
Applying Young’s inequality twice and using (3.16) of Lemma 3.5 yields∫
ψ2ξ2 ≤ 1
2
∫
ψ2ξ2 + C
∫ (
w2 + |∇w|2 + |∇ψ|2) ξ2
≤ 1
2
∫
ψ2ξ2 + C
(∫
Tmψξ
2 +
∫ (
w2 + ψ2
) |∇ξ|2)
≤ 3
4
∫
ψ2ξ2 + C
(∫
Tm
2ξ2 +
∫ (
w2 + ψ2
) |∇ξ|2) ,
hence we obtain∫ (
w2 + |∇w|2 + ψ2 + |∇ψ|2) ξ2 ≤ C0(∫ Tm2ξ2 + ∫ (w2 + ψ2) |∇ξ|2) .
(3.40)
We further restrict the choice of the test function ξ, to remove the terms
depending on w and ψ from the right-hand side. Using C0 = C0(M
′,M, ω) > 0,
define γ = min{1, (2C0)−1/2} > 0. First note that H1γ ⊆ H11 , so for any ξ ∈ H1γ ,
the estimate (3.40) continues to hold. In addition, |∇ξ| ≤ γ|ξ|, hence∫ (
w2 + |∇w|2 + ψ2 + |∇ψ|2) ξ2 ≤ C0(∫ Tm2ξ2 + ∫ (w2 + ψ2)|∇ξ|2)
≤ C0
(∫
Tm
2ξ2 + γ2
∫
(w2 + ψ2)ξ2
)
≤ C0
∫
Tm
2ξ2 +
1
2
∫
(w2 + ψ2)ξ2.
After re-arranging, it follows that for any ξ ∈ H1γ∫ (
w2 + |∇w|2 + ψ2 + |∇ψ|2) ξ2 ≤ C ∫ Tm2ξ2.
Finally, as the equations (3.23) hold pointwise, squaring each equation and
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integrating them against ξ2 yields∫
|∆w|2ξ2 ≤ C
∫ (
w2 + ψ2
)
ξ2∫
|∆ψ|2ξ2 ≤ C
∫ (
Tm
2 + w2
)
ξ2.
Combining these estimates with (3.40), we obtain the desired result (3.18)∫ (
w2 + |∇w|2 + |∆w|2 + ψ2 + |∇ψ|2 + |∆ψ|2)ξ2 ≤ C ∫ Tm2ξ2.
Proof of Lemma 3.7. Case 1. Suppose (B) holds, so mi ∈ MHk(M,ω) for
some k ∈ N0. By Corollary 2.3, for i ∈ {1, 2}
‖ui‖Hk+4unif (R3) + ‖φi‖Hk+2unif (R3) ≤ C(k,M, ω). (3.41)
Using integration by parts, we shall obtain integral estimates for derivatives
of w in terms of derivatives of ∆w. We will use the Einstein summation
convention throughout this proof.
To begin, we approximate w ∈ Hk+4unif (R3) by smooth functions
wh ∈ C∞(R3) such that for all |β| ≤ k + 4, ∂βwh converges to ∂βw pointwise,
which follows as an application of [35, Lemma A.3]. This approximation is
necessary in order to obtain estimates for ∂αw when |α| = k + 4.
Fix ξ ∈ H1γ and let |β| = k′ ≤ k + 2. Then using integration by parts
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gives ∫
|∆∂βwh|2ξ2 =
∫
(∂ii∂
βwh)(∂jj∂
βwh)ξ
2
= −
∫
(∂i∂
βwh)(∂ijj∂
βwh)ξ
2 − 2
∫
(∂i∂
βwh)(∂jj∂
βwh)(∂iξ)ξ
=
∫
(∂ij∂
βwh)(∂ij∂
βwh)ξ
2 + 2
∫
(∂i∂
βwh)(∂ij∂
βwh)(∂jξ)ξ
− 2
∫
(∂i∂
βwh)(∂jjwh)(∂iξ)ξ
=
∫ ∑
|α|=2
|∂α+βw|2ξ2 + 2
∫
(∂i∂
βwh)(∂ij∂
βwh)(∂jξ)ξ
− 2
∫
(∂i∂
βwh)(∂jj∂
βwh)(∂iξ)ξ.
Summing over |β| = k′ and rearranging yields∫ ∑
|α|=k′+2
|∂αwh|2ξ2 =
∫ ∑
|β|=k′
|∆∂βwh|2ξ2
+ 2
∑
|β|=k′
3∑
i,j=1
(∫
(∂i∂
βwh)(∂ij∂
βwh)(∂jξ)ξ −
∫
(∂i∂
βwh)(∂jj∂
βwh)(∂iξ)ξ
)
.
Then, using that ξ ∈ H1γ ⊆ H11 , hence |∇ξ| ≤ |ξ|, we can estimate the
right-hand side using Ho¨lder’s inequality,∫ ∑
|α|=k′+2
|∂αwh|2ξ2 ≤
∫ ∑
|β|=k′
|∆∂βwh|2ξ2
+ C
∑
|β|=k′
3∑
i,j=1
(∫
|∂i∂βwh||∂ij∂βwh|ξ2 +
∫
|∂i∂βwh||∂jj∂βwh|ξ2
)
≤ 1
2
∫ ∑
|α|=k′+2
|∂αwh|2ξ2 + C
(∫ ∑
|β1|=k′
|∆∂β1wh|2ξ2 +
∫ ∑
|β2|=k′+1
|∂β2wh|2ξ2
)
.
Re-arranging this and letting h→ 0, we obtain
∑
|α|=k′+2
∫
|∂αw|2ξ2 ≤ C
(∫ ∑
|β1|=k′
|∂β1∆w|2ξ2 +
∫ ∑
|β2|=k′+1
|∂β2w|2ξ2
)
.
(3.42)
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Using an identical argument, we obtain similar estimates for ψ, for k′ ≤ k,
∑
|α|=k′+2
∫
|∂αψ|2ξ2 ≤ C
(∫ ∑
|β1|=k′
|∂β1∆ψ|2ξ2 +
∫ ∑
|β2|=k′+1
|∂β2ψ|2ξ2
)
.
(3.43)
In the case k′ = 0, combining (3.42), (3.43) and (3.18) yields∫ ∑
|α|=2
(|∂αw|2 + |∂αψ|2)ξ2
≤ C
∫ (|∇w|2 + |∆w|2 + |∇ψ|2 + |∆ψ|2) ξ2 ≤ C ∫ Tm2ξ2.
We will now provide estimates for the right-hand terms of the form
∂β∆w, ∂β∆ψ. Recall (3.23)
−∆w = 5
3
(
u2
7/3 − u7/31
)
+
φ1 + φ2
2
w +
u1 + u2
2
ψ =: f1,
−∆ψ = 4pi (u22 − u21)+ Tm =: f2.
From (3.41) it follows that f1 ∈ Hk+2unif (R3), f2 ∈ Hkunif(R3). Let
|α1| = j1 ≤ k+2, |α2| = j2 ≤ k, then differentiating (3.23) yields the governing
equations
|∂α1∆w| ≤ C(j1,M, ω)
∑
|β1|≤j1
(|∂β1w|+ |∂β1ψ|) , (3.44)
|∂α2∆ψ| ≤ C(j2,M, ω)
∑
|β2|≤j2
(|∂β2Tm|+ |∂β2w|) . (3.45)
Squaring (3.44)–(3.45), summing over partial derivatives and integrating against
ξ2 we deduce∫ ∑
|α1|=j1
|∂α1∆w|2ξ2 ≤ C
∫ ∑
|β1|≤j1
(|∂β1w|2 + |∂β1ψ|2) ξ2, (3.46)∫ ∑
|α2|=j2
|∂α2∆ψ|2ξ2 ≤ C
∫ ∑
|β2|≤j2
(|∂β2Tm|2 + |∂β2w|2) ξ2. (3.47)
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Substituting (3.46) into (3.42) gives for i1 ≤ k + 4∫ ∑
|α|=i1
|∂αw|2ξ2 ≤ C
∫ ( ∑
|β1|=i1−1
|∂β1w|2 +
∑
|β2|=i1−2
|∂β2∆w|2
)
ξ2
≤ C
∫ ( ∑
|β1|=i1−1
|∂β1w|2 +
∑
|β1|≤i1−2
(|∂β1w|2 + |∂β1ψ|2))ξ2. (3.48)
Similarly, substituting (3.47) into (3.43) gives for i2 ≤ k + 2∫ ∑
|α|=i2
|∂αψ|2ξ2 ≤ C
∫ ( ∑
|β1|=i2−1
|∂β1ψ|2 +
∑
|β2|=i2−2
|∂β2∆ψ|2
)
ξ2
≤ C
∫ ( ∑
|β1|=i2−1
|∂β1ψ|2 +
∑
|β2|≤i2−2
(|∂β2Tm|2 + |∂β2w|2))ξ2. (3.49)
Using (3.48) and (3.49), arguing by induction over i1, i2 simultaneously gives∫ ∑
|α|≤k+2
(|∂αw|2 + |∂αψ|2) ξ2 ≤ C ∫ ∑
|β|≤k
|∂βTm|2ξ2.
To show the remaining estimate for the derivatives of w, applying (3.48) with
i1 = k + 3, k + 4 yields the estimate (3.19)∫ ( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k+2
|∂α2ψ|2
)
ξ2 ≤ C
∫ ∑
|β|≤k
|∂βTm|2ξ2.
Now fix y ∈ R3 and choose ξ(x) = e−γ|x−y|. We will now show the lower
pointwise lower bound for w and ψ∑
|α1|≤k+2
|∂α1w(y)|2 +
∑
|α2|≤k
|∂α2ψ(y)|2
≤ C
∫ ( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k+2
|∂α2ψ|2
)
e−2γ|x−y| dx, (3.50)
where the constant C is independent of y and γ.
By Corollary 2.3, w ∈ Hk+4(B1(y)), ψ ∈ Hk+2(B1(y)), hence by the
Sobolev embedding theorem [24, Section 5.6.3, Theorem 6] w ∈ Ck+2,1/2(B1(y)),
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ψ ∈ Ck,1/2(B1(y)) and
‖w‖Ck+2(B1(y)) ≤ C‖w‖Hk+4(B1(y)),
‖ψ‖Ck(B1(y)) ≤ C‖ψ‖Hk+2(B1(y)).
We use these estimates to show (3.50)∑
|α1|≤k+2
|∂α1w(y)|2 +
∑
|α2|≤k
|∂α2ψ(y)|2
≤ ‖w‖2Ck+2,1/2(B1(y)) + ‖ψ‖2Ck,1/2(B1(y))
≤ C
(
‖w‖2Hk+4(B1(y)) + ‖ψ‖2Hk+2(B1(y))
)
= C
∫
B1(y)
( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k+2
|∂α2ψ|2
)
≤ C
∫
R3
( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k+2
|∂α2ψ|2
)
e−2γ|x−y| dx.
Combining (3.19) and (3.50), we obtain the desired estimate (3.20)
∑
|α1|≤k+2
|∂α1w(y)|2 +
∑
|α2|≤k
|∂α2ψ(y)|2 ≤ C
∫ ∑
|β|≤k
|∂βTm(x)|2e−2γ|x−y| dx.
Case 2. Suppose (A) holds, then as m1 ∈ ML2(M,ω), by Proposition
2.1 and (3.15),
‖u1‖H4unif(R3) + ‖φ1‖H2unif(R3) ≤ C(M),
‖u2‖H4unif(R3) + ‖φ2‖H2unif(R3) ≤ C(M ′).
The argument used to show (3.42) holds for k′ ≤ 2, so for ξ ∈ H11∑
|α1|≤4
∫
|∂α1w|2ξ2 ≤ C
(∫ ∑
|β1|≤2
|∂β1∆w|2ξ2 +
∫ ∑
|β2|≤2
|∂β2w|2ξ2
)
.
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Then, as (3.46) holds with j1 ≤ 2, applying this and (3.42) for k′ = 0 yields∑
|α1|≤4
∫
|∂α1w|2ξ2 ≤ C
∫ ∑
|β1|≤2
(|∂β1w|2 + |∂β1ψ|2) ξ2
≤ C
(∫
|∆w|2ξ2 +
∫ ∑
|β1|≤1
|∂β1w|2ξ2 +
∑
|β2|≤2
|∂β2w|2ξ2
)
.
(3.51)
Similarly, the argument used to show (3.43) holds for k′ = 0, to give
∑
|α2|≤2
∫
|∂α2ψ|2ξ2 ≤ C
(∫
|∆ψ|2ξ2 +
∫ ∑
|β2|≤1
|∂β2ψ|2ξ2
)
. (3.52)
Finally, combining (3.51)–(3.52) and applying (3.18) from Lemma 3.6, we ob-
tain the desired estimate (3.19) with k = 0
∑
|α1|≤4
∫
|∂α1w|2ξ2 +
∑
|α2|≤2
∫
|∂α2ψ|2ξ2
≤ C
(∫ (|∆w|2 + |∆ψ|2) ξ2 + ∫ ∑
|β1|≤1
(|∂β1w|2 + |∂β1ψ|2)ξ2)
≤ C
∫
Tm
2ξ2.
The argument used in Case 1 holds for k = 0 to show the desired estimate
(3.20) ∑
|α1|≤2
|∂α1w(y)|2 + |ψ(y)|2 ≤ C
∫
|Tm(x)|2e−2γ|x−y| dx.
We have now established all technical prerequisites to prove Theorems
3.1 and 3.2.
Proof of Theorem 3.2. Applying Lemmas 3.5 – 3.7 with the assumption (B)
yields the desired estimates (3.9)–(3.10).
Proof of Theorem 3.1. Case 1. Suppose spt(m2) is bounded and m2 6≡ 0. We
show assumption (A) is satisfied, so by applying Lemmas 3.5 – 3.7 we obtain
the desired estimates (3.7)–(3.8).
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Since m2 ∈ L2unif(R3), it follows that m2 ∈ L1(R3) and since m2 ≥ 0
and m2 6≡ 0, it follows that
∫
m2 > 0. Then, define the minimisation problem
ITFW(m2) = inf
{
ETFW(v,m2)
∣∣∣∣ v ∈ H1(R3), v ≥ 0,∫
R3
v2 =
∫
R3
m2 > 0
}
,
which yields a unique solution (u2, φ2) to (2.19), satisfying u2 > 0, using [47,
Theorem 7.19]. Applying Proposition 6.2, we obtain the uniform estimates
‖u2‖H4unif(R3) + ‖φ2‖H2unif(R3) ≤ C(M ′).
Case 2. Suppose m2 = u2 = φ2 = 0, then by definition (u2, φ2) solve (2.2) and
(A) is satisfied, so Lemmas 3.5 – 3.7 imply (3.7)–(3.8).
Case 3. Suppose spt(m2) is unbounded. By Proposition 2.11, there
exists (u2, φ2) solving (2.2) corresponding to m2 and satisfying u2 ≥ 0. As we
can not guarantee that u2 > 0, we can not apply Lemmas 3.5 – 3.7 directly to
compare (u1, φ1) with (u2, φ2). Instead we follow the proof of Proposition 2.11
and use a thermodynamic limit argument to construct a sequence of func-
tions (u2,Rn , φ2,Rn) that satisfy (A) for sufficiently large Rn, which converges
to (u2, φ2).
Let Rn ↑ ∞ and define m2,Rn := m2 · χBRn (0), then as m2 ∈ L2unif(R3),
m2 ≥ 0 and m2 6≡ 0, it follows that m2,Rn ∈ L1(R3) and for sufficiently large
Rn,
∫
m2,Rn > 0. By Proposition 2.11, the minimisation problem
ITFW(m2,Rn) = inf
{
ETFW(v,m2,Rn)
∣∣∣∣ v ∈ H1(R3), v ≥ 0,∫
R3
v2 =
∫
R3
m2,Rn
}
,
defines a unique solution (u2,Rn , φ2,Rn) to (2.19), satisfying u2,Rn > 0 and
‖u2,Rn‖H4unif(R3) + ‖φ2,Rn‖H2unif(R3) ≤ C(M ′), (3.53)
where the constant is independent of Rn. Passing to the limit in (3.53), there
exist u2 ∈ H4unif(R3), φ2 ∈ H2unif(R3) such that, respectively, along a subse-
quence u2,Rn , φ2,Rn converges to u2, φ2, weakly in H
4(BR(0)) and H
2(BR(0)),
strongly in H2(BR(0)) and L
2(BR(0)) for all R > 0 and for all |α| ≤ 2,
∂αu2,Rn , φ2,Rn converges to ∂
αu2, φ2 pointwise. It follows that (u2, φ2) is a
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solution of (2.2) corresponding to m2, satisfying u2 ≥ 0 and (3.6)
‖u2‖H4unif(R3) + ‖φ2‖H2unif(R3) ≤ C(M ′).
In addition, (u′1, φ
′
1) = (u1, φ1) and (u
′
2, φ
′
2) = (u2,Rn , φ2,Rn) satisfy assumption
(A) for large Rn, so by Lemmas 3.5 – 3.7 that there exist C, γ > 0, independent
of Rn, such that for large Rn and any ξ ∈ H1γ∫
R3
( ∑
|α1|≤4
|∂α1(u1 − u2,Rn)|2 +
∑
|α2|≤2
|∂α2(φ1 − φ2,Rn)|2
)
ξ2
≤ C
∫
R3
(m1 −m2,Rn)2ξ2, (3.54)
and for any y ∈ R3,∑
|α1|≤2
|∂α1(u1 − u2,Rn)(y)|2 + |(φ1 − φ2,Rn)(y)|2
≤ C
∫
R3
|(m1 −m2,Rn)(x)|2e−2γ|x−y| dx. (3.55)
Using the pointwise convergence of (u2,Rn , φ2,Rn) to (u2, φ2), applying the Dom-
inated Convergence Theorem and sending Rn →∞ in (3.54)–(3.55) we obtain
the desired estimates (3.7)–(3.8).
3.4 Proofs of Theorems 3.3 and 3.4
The proofs of Theorems 3.3 and 3.4 closely follow the proofs of Theorems 3.1
and 3.2.
First, two alternative sets of assumptions on nuclear distributionsm1,m2
are given. In the following, (u0, φ0) denotes the corresponding Coulomb ground
state solving (2.2), i.e the ground state with Yukawa parameter a = 0.
(A) Let k = 0, m1 ∈ML2(M,ω), m2 : R3 → R≥0 satisfy
‖m2‖L2unif(R3) ≤M ′,
then by Proposition 2.4 there exist a′ = a′(ω,m2) > 0 such that for all
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0 ≤ a1 ≤ a2 ≤ a′ there exists (u1, φ1) = (u1,a1 , φ1,a1), and
(u2, φ2) = (u2,a2 , φ2,a2) solving either (2.2) or (2.3) corresponding to m2,
satisfying inf u1 > 0, u2 ≥ 0 and
‖u2‖H4unif(R3) + ‖φ2‖H2unif(R3) ≤ C(M ′).
In addition, assume either m2 6≡ 0 and u2 > 0 or m2 = u2 = φ2 = 0.
Observe that (A) assumes that u2 > 0, while Theorem 3.3 only requires
either ua ≥ 0 or u2,a ≥ 0. The restriction u2 > 0 will be lifted via a
thermodynamic limit argument in the third part of its proof on page 93.
(B) Let a0 > 0, k ∈ N0, m1,m2 ∈ MHk(M,ω), 0 ≤ a1 ≤ a2 ≤ a0
and let (u1, φ1) = (u1,a1 , φ1,a1), (u2, φ2) = (u2,a2 , φ2,a2) denote the cor-
responding ground states. (Note that (B) implies (A), with a′ = a0 and
M ′ = C(a0,M).)
In addition, for both (A) and (B), define
w = u1 − u2, ψ = φ1 − φ2,
and suppose that there exists T ∈ Hk′unif(R3), where k′ ∈ {k, k + 2}, such that
(w,ψ) solves
−∆w + 5
3
(
u1
7/3 − u7/32
)
− φ1u1 + φ2u2 = 0, (3.56a)
−∆ψ + a21ψ = 4pi
(
u22 − u21
)
+ T . (3.56b)
Lemma 3.8. Suppose that either (A) or (B) holds, then there exist
C = CA(M,M
′, ω), γ = γA(M,M ′, ω) > 0 or C = CB(a0, k′,M, ω) > 0,
γ = γB(a0,M, ω) > 0, independent of both a1, a2, such that for any ξ ∈ H1γ∫
R3
( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k′+2
|∂α2ψ|2
)
ξ2 ≤ C
∫
R3
∑
|β|≤k′
|∂βT |2ξ2. (3.57)
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In particular, for any y ∈ R3,
∑
|α1|≤k+2
|∂α1w(y)|2 +
∑
|α2|≤k′
|∂α2ψ(y)|2 ≤ C
∫
R3
∑
|β|≤k′
|∂βT (x)|2e−2γ|x−y| dx.
(3.58)
Further, if both a1 = a2 = 0, then C = CB(k
′,M, ω), γ = γB(M,ω).
One of the key steps in proving Lemma 3.8 is showing∫
R3
ψ2ξ2 ≤ C
(∫
R3
Tψξ2 +
∫
R3
(w2 + ψ2)|∇ξ|2
)
, (3.59)
where the constant C is independent of a1, a2. However, due to the presence
of the additional term in (3.56b), the argument in Lemma 3.5 directly yields
a21
∫
R3
ψ2ξ2 ≤ C
(∫
R3
Tψξ2 +
∫
R3
(w2 + ψ2)|∇ξ|2
)
,
where the left-hand constant tends to 0 as a1 → 0. Instead, (3.59) is obtained
by closely following the proof in the Coulomb setting.
In the following proof, all integrals are taken over R3.
Proof of Lemma 3.8. The argument closely follows the proof of Lemma 3.7.
This proof describes the key steps of the argument.
Case 1. Suppose (B) holds, so m1,m2 ∈ MHk(M,ω), so by Corol-
lary 2.7 (or Corollary 2.3 if either ai = 0) for i ∈ {1, 2}
‖ui‖Hk+4unif (R3) + ‖φi‖Hk+2unif (R3) ≤ C(a0, k,M, ω)
and by Proposition 2.14 inf u1, inf u2 ≥ cac,M,ω > 0 (if for i ∈ {1, 2} ai = 0 then
by Proposition 2.2 inf ui ≥ cM,ω > 0). Let ξ ∈ H1(R3), then testing (3.56a)
with wξ2 and re-arranging yields∫
|∇(wξ)|2 + 5
6
∫
(u
4/3
1 + u
4/3
2 )w
2ξ2 − 1
2
∫
(φ1 + φ2)w
2ξ2 + ν
∫
w2ξ2
≤
∫
w2|∇ξ|2 + 1
2
∫
ψ(u21 − u22)ξ2, (3.60)
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where ν = 5
6
c
4/3
ac,M,ω
> 0 (or ν ≥ 5
6
c
4/3
M,ω > 0 when a1 = a2 = 0). As u1, u2 > 0,
Lemma 2.9 implies that
L = −∆ + 5
6
(u
4/3
1 + u
4/3
2 )− 12(φ1 + φ2)
is a non-negative operator, hence (3.60) can be expressed as
〈wξ, L(wξ)〉+ ν
∫
w2ξ2 ≤
∫
w2|∇ξ|2 + 1
2
∫
ψ(u21 − u22)ξ2, (3.61)
Then, testing (3.56b) with ψξ2 and re-arranging and using a1 ≥ 0 gives∫
|∇(ψξ)|2 ≤
∫
|∇(ψξ)|2 + a21
∫
ψ2ξ2 ≤
∫
Tψξ2 + 4pi
∫
ψ(u22 − u21)ξ2.
(3.62)
Combining (3.61) and (3.62) and further re-arrangement yields
〈wξ, L(wξ)〉+ ν
∫
w2ξ2 +
1
8pi
∫
|∇ψ|2ξ2 ≤ C
(∫
Tψξ2 +
∫
(w2 + ψ2)|∇ξ|2
)
.
From this point, the proof of Lemma 3.7 follows verbatim to show the estimate:
there exists C, γ > 0 such that for all ξ ∈ H1γ∫
R3
( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k+2
|∂α2ψ|2
)
ξ2 ≤ C
∫
R3
∑
|β|≤k
|∂βT |2ξ2. (3.63)
If k′ = k, then this is the desired estimate (3.57). Alternatively, if k′ = k + 2,
the remaining estimate is shown by adapting the proof of Lemma 3.7. Recall
(3.56b), that ψ solves
−∆ψ = −a21ψ + 4pi
(
u22 − u21
)
+ T ∈ Hk+2unif (R3),
hence by standard elliptic regularity [24, Section 6.3.1, Theorem 2] ψ ∈ Hk+4unif (R3).
It follows that∫ ∑
|α|≤k+2
|∂α∆ψ|2ξ2 ≤ C(k′,M, ω)
∫ ∑
|β|≤k+2
(|∂βψ|2 + |∂βT |2 + |∂βw|2) ξ2.
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In addition, applying integration by parts, for any k1 ≤ k + 2
∑
|α|=k1+2
∫
|∂αψ|2ξ2 ≤ C
(∫ ∑
|β1|=k1
|∂β1∆ψ|2ξ2 +
∫ ∑
|β2|=k1+1
|∂β2ψ|2ξ2
)
,
(3.64)
hence combining (3.63)–(3.64) for k1 = k + 2 gives
∑
|α|=k+4
∫
|∂αψ|2ξ2 ≤ C
(∫ ∑
|β1|=k+2
|∂β1∆ψ|2ξ2 +
∫ ∑
|β2|=k+3
|∂β2ψ|2ξ2
)
≤ C
(∫ ∑
|β1|=k+2
|∂β1∆ψ|2ξ2 +
∫ ∑
|β2|=k+2
|∂β2ψ|2ξ2
)
≤ C
∫ ∑
|β|≤k+2
(|∂βψ|2 + |∂βT |2 + |∂βw|2) ξ2
≤ C
∫
R3
∑
|β|≤k+2
|∂βT |2ξ2. (3.65)
Inserting (3.65) into (3.63) yields the desired estimate (3.57)∫
R3
( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k′
|∂α2ψ|2
)
ξ2 ≤ C
∫
R3
∑
|β|≤k′
|∂βT |2ξ2.
Let y ∈ R3, then applying (3.63) with ξ(x) = e−γ|x−y| ∈ H1γ and following the
proof of Lemma 3.7 yields the remaining estimate (3.58).
Case 2. Suppose (A) holds, then by Proposition 2.12
‖u1‖H4unif(R3) + ‖φ1‖H2unif(R3) ≤ C(M),
‖u2‖H4unif(R3) + ‖φ2‖H2unif(R3) ≤ C(M ′),
and inf u1 ≥ ca′,M,ω > 0 (if a1 = 0 then inf u1 ≥ cM,ω > 0) and u2 ≥ 0. Other
than this, the argument of Case 1 holds verbatim to obtain (3.57)–(3.58).
Proof of Theorem 3.4. Let 0 < a ≤ a0, then as m1,m2 ∈ MHk(M,ω) for
k ∈ N0, applying Lemma 3.8(B) with a1 = a2 = a and
T = 4pi(m1 −m2) ∈ Hkunif(R3) yields the desired estimate (3.14).
Proof of Theorem 3.3. The proof closely follows and adapts the argument used
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to show Theorem 3.1.
As m1 ∈ ML2(M,ω), by Proposition 2.5 for all a > 0 there exists a
ground state (u1,a, φ1,a) corresponding to m1. It remains to show that m2 and
its corresponding solution satisfy the conditions of Lemma 3.8(A).
Case 1. Suppose spt(m2) is bounded and m2 6≡ 0. Since m2 ∈ L2unif(R3),
it follows that m2 ∈ L1(R3) and since m2 ≥ 0 and m2 6≡ 0, it follows that∫
m2 > 0. For a > 0, consider the minimisation problem
ITFWa (m2) = inf
{
ETFWa (v,m2)
∣∣∣∣ v ∈ H1(R3), v ≥ 0} .
By Proposition 2.12, there exists a0 = a0(m2) > 0 such that for all
0 < a ≤ a0, the minimisation problem yields a unique solution (u2,a, φ2,a) of
(2.3), satisfying u2,a > 0 and (3.11)
‖u2,a‖H4unif(R3) + ‖φ2,a‖H2unif(R3) ≤ C(M ′),
independently of a. Consequently, applying Lemma 3.8(A) with
0 < a1 = a2 ≤ a′ ≤ 1 and T = 4pi(m1 − m2) ∈ Hkunif(R3) yields the desired
estimate (3.12).
Case 2. Suppose m2 = u2 = φ2 = 0, then by definition (u2, φ2) solve
(2.2) and (A) is satisfied, so applying Lemma 3.8(A) with 0 < a1 = a2 ≤ a′ = 1
and T = 4pi(m1 −m2) ∈ Hkunif(R3) yields the desired estimate (3.12).
Case 3. Suppose spt(m2) is unbounded. By Proposition 2.12, there ex-
ists a0 = a0(m2) > 0 such that for all 0 < a ≤ a0, there exists (u2,a, φ2,a) solving
(2.3) and satisfying u2,a ≥ 0. As it is not guaranteed that u2,a > 0, it is not pos-
sible to apply Lemma 3.8(A) directly to compare (u1,a, φ1,a) with (u2,a, φ2,a).
Instead, by following the proof of Proposition 2.12, a thermodynamic limit
argument is used to construct a sequence of functions (u2,a,Rn , φ2,a,Rn) which
satisfy (A) for sufficiently large Rn and converge to (u2,a, φ2,a) as Rn →∞.
Let Rn ↑ ∞ and define m2,Rn := m2 · χBRn (0), then as m2 ∈ L2unif(R3),
m2 ≥ 0 and m2 6≡ 0, it follows that m2,Rn ∈ L1(R3) and for sufficiently
large Rn,
∫
m2,Rn > 0. By Proposition 2.12, there exists R0 = R0(m2) > 0,
a0 = a0(m2) > 0 such that for all Rn ≥ R0 and 0 < a ≤ a0 the minimisation
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problem
ITFWa (m2,Rn) = inf
{
ETFWa (v,m2,Rn)
∣∣∣∣ v ∈ H1(R3), v ≥ 0,∫
R3
v2 =
∫
R3
m2,Rn
}
,
defines a unique solution (u2,a,Rn , φ2,a,Rn) to (2.3), satisfying u2,a,Rn > 0 and
‖u2,a,Rn‖H4unif(R3) + ‖φ2,a,Rn‖H2unif(R3) ≤ C(M ′), (3.66)
where the constant is independent of a, a0 and Rn. Passing to the limit
in (3.66), there exist u2,a ∈ H4unif(R3), φ2,a ∈ H2unif(R3) such that, respectively,
along a subsequence u2,a,Rn , φ2,a,Rn converges to u2,a, φ2,a, weakly in H
4(BR(0))
and H2(BR(0)), strongly in H
2(BR(0)) and L
2(BR(0)) for all R > 0 and for
all |α| ≤ 2, ∂αu2,a,Rn , φ2,a,Rn converges to ∂αu2,a, φ2,a pointwise. It follows that
(u2,a, φ2,a) is a solution of (2.3) corresponding to m2, satisfying u2,a ≥ 0 and
(3.11)
‖u2,a‖H4unif(R3) + ‖φ2,a‖H2unif(R3) ≤ C(M ′).
In addition, for 0 < a ≤ a′ = a0, (u′1, φ′1) = (u1,a, φ1,a) and
(u′2, φ
′
2) = (u2,a,Rn , φ2,a,Rn) satisfy (A) for all Rn ≥ R0, so by Lemma 3.8 that
there exist C, γ > 0, independent of a, a0 and Rn, such that for Rn ≥ R0 and
any ξ ∈ H1γ∫
R3
( ∑
|α1|≤4
|∂α1(u1,a − u2,a,Rn)|2 +
∑
|α2|≤2
|∂α2(φ1,a − φ2,a,Rn)|2
)
ξ2
≤ C
∫
R3
(m1 −m2,Rn)2ξ2, (3.67)
and for any y ∈ R3,∑
|α1|≤2
|∂α1(u1,a − u2,a,Rn)(y)|2 + |(φ1,a − φ2,a,Rn)(y)|2
≤ C
∫
R3
|(m1 −m2,Rn)(x)|2e−2γ|x−y| dx. (3.68)
Using the pointwise convergence of (u2,a,Rn , φ2,a,Rn) to (u2,a, φ2,a), applying the
Dominated Convergence Theorem and sending Rn →∞ in (3.67)–(3.68) gives
the desired estimates (3.12)–(3.13).
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3.5 Application - locality of the charge response
The following result shows that the decay properties of the nuclear perturba-
tion are inherited by the response of the ground state.
In the following result, other than a differing constant, the statement
of the result is identical for the Coulomb and Yukawa models.
Let k > 0 and m1,m2 ∈ML2(M,ω).
(C) Let (u1, φ1), (u2, φ2) denote the corresponding Coulomb ground states.
(Y) Let a0 > 0 and for 0 < a ≤ a0, let (u1, φ1) = (u1,a, φ1,a) and
(u2, φ2) = (u2,a, φ2,a) denote the corresponding Yukawa ground states.
In addition, for both (C) and (Y), define
w = u1 − u2, ψ = φ1 − φ2, Tm = 4pi(m1 −m2).
Corollary 3.9. Suppose that either (C) or (Y) holds.
1. (Exponential Decay) If there exists γ′ > 0 such that∑
|β|≤k |∂βTm(x)| ≤ Ce−γ
′|x|, then there exist C = CC(k,M, ω) > 0,
γ = γC(γ
′,M, ω) > 0 or C = CY (a0, k,M, ω), γ = γY (γ′, a0,M, ω) > 0,
such that ∑
|α1|≤k+2
|∂α1w(x)|+
∑
|α2|≤k
|∂α2ψ(x)| ≤ Ce−γ|x|. (3.69)
2. (Algebraic Decay) If there exist C, r > 0 such that∑
|β|≤k |∂βTm(x)| ≤ C(1+|x|)−r then there exists C = CC(r, k,M, ω) > 0
or C = CY (a0, r, k,M, ω) > 0 such that∑
|α1|≤k+2
|∂α1w(x)|+
∑
|α2|≤k
|∂α2ψ(x)| ≤ C(1 + |x|)−r. (3.70)
3. (Global Estimates) If Tm ∈ Hk(R3), then there exists
C = CC(k,M, ω) > 0 or C = CY (a0, k,M, ω) > 0 such that
‖w‖Hk+4(R3) + ‖ψ‖Hk+2(R3) ≤ C‖Tm‖Hk(R3). (3.71)
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Remark 7. The comparison results Theorems 3.1 and 3.3 require only
m1 ∈ML2(M,ω) but impose weaker assumptions on m2. It is not possible to
use these results to generalise Corollary 3.9 since any of the decay assumptions
in (1–3) already imply that m2 ∈ML2(M,ω′) for some ω′.
Proof of Corollary 3.9. Suppose that (C) holds.
(1) Suppose that ∑
|β|≤k
|∂βTm(y)|2 ≤ Ce−2γ′|y|,
and recall (3.10), that there exists γ˜ > 0 such that for all x ∈ R3
∑
|α1|≤k+2
|∂α1w(x)|2 +
∑
|α2|≤k
|∂α2ψ(x)|2 ≤ C
∫
R3
∑
|β|≤k
|∂βTm(y)|2e−2γ˜|x−y| dy
≤ C
∫
R3
e−2γ
′|y|e−2γ˜|x−y| dy.
We now show that there exists C, γ > 0 such that∫
R3
e−2γ
′|y|e−2γ˜|x−y| dy ≤ Ce−2γ|x|. (3.72)
First suppose γ′ < γ˜ and choose γ = γ′, then the integral becomes∫
R3
e−2γ
′|y|e−2γ˜|x−y| dy =
∫
R3
e−2γ
′|y|e−2γ
′|x−y|e−2(γ˜−γ
′)|x−y| dy.
Applying the triangle inequality gives∫
R3
e−2γ
′|y|e−2γ˜|x−y| dy ≤ e−2γ|x|
∫
R3
e−2(γ˜−γ
′)|x−y| dy
≤ C
(γ˜ − γ′)3 e
−2γ|x|.
In general, when γ′ 6= γ˜, we obtain for γ = min{γ′, γ˜}∫
R3
e−2γ
′|y|e−2γ˜|x−y| dy ≤ C|γ˜ − γ′|3 e
−2γ|x|.
When γ′ = γ˜, we use that e−2γ˜|x| ≤ e−γ˜|x| for all x ∈ R3 and simply replace
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γ˜ with γ˜/2 in (3.72) and let γ = γ˜/2 to obtain∫
R3
e−2γ˜|y|e−γ˜|x−y| dy ≤ C
γ˜3
e−2γ|x|.
In each case, this gives for some C, γ > 0 dependent on γ′, γ˜∑
|α1|≤k+2
|∂α1w(x)|2 +
∑
|α2|≤k
|∂α2ψ(x)|2 ≤ Ce−2γ|xs|.
(2) Suppose that Tm satisfies the decay property∑
|β|≤k
|∂βm(x)| ≤ C(1 + |x|)−r.
Our aim is show that for all y ∈ R3∫
R3
∑
|β|≤k
|∂βTm(x)|e−2γ|x−y| dx
≤ C
∫
R3
(1 + |x|)−2re−2γ|x−y| dx ≤ C(1 + |y|)−2r. (3.73)
Let R = |y|/2, we then separate the integral over R3 as∫
R3
(1 + |x|)−2re−2γ|x−y| dx
=
∫
BR(0)
(1 + |x|)−2re−2γ|x−y| dx+
∫
BR(0)c
(1 + |x|)−2re−2γ|x−y| dx.
We first estimate the integral over BR(0)∫
BR(0)
(1 + |x|)−2re−2γ|x−y| dx ≤
∫
BR(0)
e−2γ|x−y| dx
≤ e−2γ|y|
∫
BR(0)
e2γ|x| dx ≤ CR3e2γRe−2γ|y|
≤ C|y|3eγ|y|e−2γ|y| ≤ C|y|3e−γ|y|
= C
(|y|3(1 + |y|)2re−γ|y|) (1 + |y|)−2r.
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As the function |y|3(1 + |y|)2re−γ|y| is bounded, this gives∫
BR(0)
(1 + |x|)−2re−2γ|x−y| dx ≤ C(1 + |y|)−2r. (3.74)
We now consider the integral over BR(0)
c
∫
BR(0)c
(1 + |x|)−2re−2γ|x−y| dx ≤ (1 + |R|)−2r
∫
BR(0)c
e−2γ|x−y| dx
≤
(
1 +
|y|
2
)−2r ∫
BR(0)c
e−2γ|x−y| dx
≤ 4r(1 + |y|)−2r
∫
R3
e−2γ|x−y| dx
= C(1 + |y|)−2r. (3.75)
Combining (3.74) and (3.75) gives (3.73), then using (3.73) with (3.10) from
Theorem 3.2 gives the desired estimate∑
|α1|≤k+2
|∂α1w(y)|2 +
∑
|α2|≤k
|∂α2ψ(y)|2
≤
∫
R3
∑
|β|≤k
|∂βTm(x)|e−2γ|x−y| dx ≤ C(1 + |y|)−2r.
(3) Suppose that Tm ∈ Hk(R3) and recall (3.9), so there exists C, γ˜ > 0 such
that for all ξ ∈ Hγ˜∫
R3
( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k+2
|∂α2ψ|2
)
ξ2 ≤ C
∫
R3
∑
|β|≤k
|∂βTm|2ξ2
For any 0 < γ ≤ γ˜, the test function ξ(x) = e−γ|x| ∈ Hγ˜. Then substituting
this choice of ξ into (3.9) gives∫
R3
( ∑
|α1|≤k+4
|∂α1w(x)|2 +
∑
|α2|≤k+2
|∂α2ψ(x)|2
)
e−2γ|x| dx
≤ C
∫
R3
∑
|β|≤k
|∂βTm(x)|2e−2γ|x| dx.
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As Tm ∈ Hk(R3), we can simply send γ to 0 to obtain the desired estimate
‖w‖2Hk+4(R3) + ‖ψ‖2Hk+2(R3) =
∫
R3
( ∑
|α1|≤k+4
|∂α1w|2 +
∑
|α2|≤k+2
|∂α2ψ|2
)
≤ C
∫
R3
∑
|β|≤k
|∂βTm|2 = C‖Tm‖2Hk(R3).
Suppose (Y) holds, other than applying Theorem 3.4 instead of Theorem 3.2,
the proofs of (1–3) follow from the case (C) verbatim.
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Chapter 4
Further Applications
In this chapter, we establish additional applications of the locality results
shown in Chapter 3 and consider the physical interpretation of these results.
We remark that only the results presented in Sections 4.1 and 4.2 are
relevant to the lattice relaxation problem. In particular, we will make use of
the estimate Proposition 4.1 shown in Section 4.1 in subsequent chapters.
4.1 Thermodynamic limit estimates
The following result provides an estimate for comparing the infinite ground
state with its finite approximation, over compact sets, thus providing explicit
rates of convergence for the thermodynamic limit. This is discussed in Re-
mark 8.
Interpreted differently, the result yields estimates on the decay of the
perturbation from the bulk electronic structure at a domain boundary, gen-
eralising the exponential decay estimate [9, Theorem 4.6] to arbitrary open
Ω ⊂ R3 and general m ∈ML2(M,ω), in the Coulomb setting.
Proposition 4.1. Let m ∈ML2(M,ω) and (u, φ) be the corresponding ground
state. Further, let Ω ⊂ R3 be open and suppose there exists mΩ : R3 → R≥0
such that mΩ = m on Ω and ‖mΩ‖L2unif(R3) ≤M (e.g., mΩ = mχΩ), then there
exists (uΩ, φΩ) solving (2.2) with m = mΩ, u2 ≥ 0 and C = C(M,ω) > 0,
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γ = γ(M,ω) > 0, independent of Ω, such that for all y ∈ Ω∑
|α|≤2
|∂α(u− uΩ)(y)|+ |(φ− φΩ)(y)| ≤ Ce−γdist(y,∂Ω). (4.1)
Proposition 4.1 can also be extended to the Yukawa setting.
Proposition 4.2. Let m ∈ ML2(M,ω), Ω ⊂ R3 be open and suppose there
exists mΩ : R3 → R≥0 such that mΩ = m on Ω and ‖mΩ‖L2unif(R3) ≤M
(e.g., mΩ = mχΩ). Then there exists a0 = a0(ω,mΩ) > 0 such that for
all 0 < a ≤ a0 there exists a ground state (ua, φa) corresponding to m and
(uΩ,a, φΩ,a) solving (2.3) with m = mΩ, uΩ,a ≥ 0 and C = C(a0,M, ω) > 0,
γ = γ(a0,M, ω) > 0, independent of a and Ω, such that for all y ∈ Ω∑
|α|≤2
|∂α(ua − uΩ,a)(y)|+ |(φa − φΩ,a)(y)| ≤ Ce−γdist(y,∂Ω). (4.2)
Remark 8. Let R > 0 and Rn ↑ ∞, then applying Proposition 4.1 with
Ω = BRn(0) and mΩ = mRn gives a rate of convergence for the finite approxi-
mation (uRn , φRn), solving (2.19), to the ground state (u, φ),
‖u− uRn‖W 2,∞(BR(0)) + ‖φ− φRn‖L∞(BR(0)) ≤ Ce−γ(Rn−R).
This strengthens the result that (uRn , φRn) converges to (u, φ) pointwise almost
everywhere along a subsequence [16].
Similarly, in the Yukawa case, applying Proposition 4.2, with
Ω = BRn(0) andmΩ = mRn and 0 < a ≤ a0 = a0(ω) gives a rate of convergence
for the finite approximation (ua,Rn , φa,Rn), solving (2.3), to the ground state
(ua, φa)
‖ua − ua,Rn‖W 2,∞(BR(0)) + ‖φa − φa,Rn‖L∞(BR(0)) ≤ Ce−γ(Rn−R).
This strengthens the result that (ua,Rn , φa,Rn) converges to (ua, φa) pointwise
almost everywhere along a subsequence [16].
The proof of Proposition 4.1 is an application of Theorem 3.1.
Proof of Proposition 4.1. Observe that (u1, φ1) = (u, φ) and (u2, φ2) = (uΩ, φΩ)
satisfy the conditions of Theorem 3.1, there exist C, γ˜ > 0, independent of Ω,
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such that for all y ∈ R3
∑
|α|≤2
|∂α(u− uΩ)(y)|2 + |(φ− φΩ)(y)|2 ≤ C
∫
R3
|(m−mΩ)(x)|2e−2γ|x−y| dx.
Now let y ∈ Ω, d = dist(y, ∂Ω) and observe that m −mΩ ∈ L2unif(R3). Since
supx∈A e
−2γ˜|x| ≤ C infx∈A e−2γ˜|x| for any A ⊂ B1(z), z ∈ R3, with C = C(γ˜)
independent of z, we have the bound∫
Bd(y)c
|(m−mΩ)(x)|2e−2γ˜|x−y| dx
≤ C
(
‖m‖2L2unif(R3) + ‖mΩ‖
2
L2unif(R3)
)∫
Bd(y)c
e−2γ˜|x−y| dx.
Therefore, we obtain the desired estimate (4.2)∫
R3
|(m−mΩ)(x)|2e−2γ|x−y| dx =
∫
Ωc
|(m−mΩ)(x)|2e−2γ|x−y| dx
≤
∫
Ωcbuf
m(x)2e−2γ˜|x−y| dx ≤ CM2
∫
Ωcbuf
e−2γ˜|x−y| dx
≤ CM2
∫
Bd(y)c
e−2γ˜|x−y| dx = CM2(1 + d2)e−2γ˜d ≤ CM2e−2γd,
for any given 0 < γ < γ˜, where C = C(γ˜, γ).
Proof of Proposition 4.2. This holds directly from applying Theorem 3.3 and
following the proof of Proposition 4.1 verbatim.
4.2 Neutrality of defects
We use Corollary 3.9 to establish a general result for the neutrality of defects in
the TFW model. In models using classical interatomic potentials, it is assumed
that the system is composed of atoms, which guarantees the system is charge
neutral. In contrast, electronic structure models consider the interaction of
charged particles, which in principle allows for non-neutral systems to occur.
Let m ∈ ML2(M,ω) and R > 0, then recall the minimisation prob-
lem (2.18) defined in Chapter 2. For finite systems corresponding to
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mR = m · χBR(0), we impose the constraint∫
R3
u2R =
∫
R3
mR, (4.3)
which ensures the existence of a minimiser to (2.18). More general charge
constraints are treated in [47, Theorems 7.19, 7.23].
When passing to the limit as R → ∞ in (4.3) to the ground state
electron density u, as u /∈ L2(R3),m /∈ L1(R3), it is not possible to claim
that
∫
R3 u
2 =
∫
R3 m, i.e. that charge neutrality occurs for general infinite
systems. In the specific case of a periodic crystal, charge neutrality is attained
as
∫
Γ
u2per =
∫
Γ
mper, where Γ ⊂ R3 is the unit cell of the crystal.
In [16], the introduction of a local defect ν ∈ L1(R3) ∩ L2(R3) into
an otherwise perfect crystal is considered, and it is shown that the residual
charge density ρν ∈ L2(R3) satisfies a weak form of the neutrality condition
ρ̂ν(0) = 0, where ρ̂ν denotes the Fourier transform of ρν . This result can be
interpreted as stating that it is not possible for a local defect to introduce a
charge into a perfect crystal in the TFW model. However, without showing
that ρν ∈ L1(R3), it does not necessarily follow that
∫
R3 ρν = 0.
We now generalise and strengthen the result of [16] by considering the
introduction of a defect to a general nuclear configuration m ∈ ML2(M,ω).
Moreover, we also show that if the defect term satisfies certain decay assump-
tions, we may also estimate the decay of charges away from the defect core.
An immediate consequence of Corollary 3.9 is the neutrality of nuclear
perturbations in the TFW equations. This result applies to all nuclear config-
urations belonging to ML2(M,ω). In particular Theorem 4.3(3) strengthens
the result of [14], which requires m1−m2 ∈ L1(R3)∩L2(R3) and thus excludes
typical point defects; see Remark 10 for more details.
In the following result, other than a differing constant, the statement
of the result is identical for the Coulomb and Yukawa models.
Let k > 0 and m1,m2 ∈ML2(M,ω).
(C) Let (u1, φ1), (u2, φ2) denote the corresponding Coulomb ground states.
(Y) Let a0 > 0 and for 0 < a ≤ a0, let (u1, φ1) = (u1,a1 , φ1,a1) and
(u2, φ2) = (u2,a2 , φ2,a2) denote the corresponding Yukawa ground states.
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In addition, for both (C) and (Y), define the residual charge density when
comparing the ground states (u1, φ1) and (u2, φ2),
ρ12 = m1 − u21 −m2 + u22.
If one considers m2 as a perturbation of the nuclear arrangement m1, then∫
R3 ρ12 represents the charge due to the response of the ground state. The
following theorem describes the decay properties of local residual charge inte-
grals. In addition, the result also provides conditions ensuring that
∫
R3 ρ12 = 0,
which implies that no charge is introduced by the perturbation.
Theorem 4.3. Suppose that either (C) or (Y) holds.
1. If there exist C, γ˜ > 0 such that |(m1 −m2)(x)| ≤ Ce−γ˜|x|, then
ρ12 ∈ L1(R3) and there exist C = CC(γ˜,M, ω), γ = γC(γ˜,M, ω) > 0 or
C = CY (a0, γ˜,M, ω), γ = γY (a0, γ˜,M, ω) > 0, such that for all R > 0,∣∣∣∣ ∫
BR(0)
ρ12
∣∣∣∣ ≤ Ce−γR. (4.4)
Moreover, as ρ12 ∈ L1(R3), it follows that
∫
R3 ρ12 = 0.
2. If there exists C, r > 0 such that |(m1 − m2)(x)| ≤ C(1 + |x|)−r then
there exist C = CC(r,M, ω) or C = CY (a0, r,M, ω) > 0, such that for
all R > 0, ∣∣∣∣ ∫
BR(0)
ρ12
∣∣∣∣ ≤ C(1 +R)2−r. (4.5)
In particular, if r > 3 then ρ12 ∈ L1(R3), hence
∫
R3 ρ12 = 0.
3. If m1 −m2 ∈ L2(R3) (e.g., r > 3/2 in (2)) then ρ12 ∈ L2(R3) and
lim
ε→0
1
|Bε(0)|
∫
Bε(0)
ρ̂12(k) dk = 0, (4.6)
where ρ̂12 denotes the Fourier transform of ρ12.
Remark 9. Consider the case when m1 = mper represents the nuclear config-
uration of a perfect crystal Z3 with a unit cell Γ ⊂ R3. By construction, the
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periodic system satisfies
∫
Γ+k
mper =
∫
Γ+k
u2per, for all k ∈ Z3. Further, sup-
pose m2 satisfies (1) or (2) with r > 3, so that ρ12 ∈ L1(R3). It follows that
a weak form of the neutrality condition (4.3) holds for the system (m2, u2, φ2)
as ∑
k∈Z3
∫
Γ+k
(m2 − u22) =
∑
k∈Z3
∫
Γ+k
ρ12 =
∫
R3
ρ12 = 0.
Without showing that m2−u22 ∈ L1(R3), it is not currently possible to conclude
that
∫
R3(m2 − u22) = 0.
Remark 10. In Chapter 6, we construct a variational problem to study the
response of a crystal due to a local defect, using the TFW energy. Our main
result Theorem 6.5 states that any minimising displacement decays away from
the defect at the rate |x|−2, which corresponds to case (2) with r = 2. In this
case (4.5) only provides a uniform bound for the charge as opposed to a decay
estimate. However, as r > 3/2 the global neutrality result (4.6) holds for the
relaxed system.
The neutrality estimates of Theorem 4.3 strengthen those of [14] in
the following ways. Firstly, our result considers a perturbation of a general
nuclear arrangement as opposed to a perfect crystal. This allows us, in [2], to
consider the response of extended defects such as dislocations. In addition, we
only require that the nuclear perturbation belongs to L2(R3), which we prove
rigorously in Chapter 6, whereas in [14] the nuclear defect is assumed to lie in
L1(R3) ∩ L2(R3), which fails for typical point defects.
Proof of Theorem 4.3. Recall that ρ12 = m1 − u21 −m2 + u22. Let R > 0 and
choose ϕR ∈ C∞c (R3) satisfying 0 ≤ ϕR ≤ 1, ϕR = 1 on BR(0), ϕR = 0 outside
BR+1(0) and ‖ϕR‖W 2,∞(R3) ≤ cϕ. Let AR := BR+1(0) \BR(0).
First suppose that (C) holds and recall (3.23b), that the difference
ψ = φ1 − φ2 solves
−∆ψ = 4piρ12 (4.7)
pointwise. Testing (4.7) with ϕR and using integration by parts yields∫
BR+1(0)
ρ12ϕR = − 1
4pi
∫
AR
ψ∆ϕR.
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Since ϕR = 1 on BR(0), we deduce∫
BR(0)
ρ12 = − 1
4pi
∫
AR
ψ∆ϕR −
∫
AR
ρ12ϕR,
and as u1, u2 ∈ L∞(R3) by Proposition 2.1, hence∣∣∣∣ ∫
BR(0)
ρ12
∣∣∣∣ ≤ C ∫
AR
(|m1 −m2|+ |u1 − u2|+ |φ1 − φ2|) , (4.8)
where C = C(cϕ,M, ω) > 0 is independent of R. Observe that |AR| ≤ CR2.
When (Y) holds, the difference ψ instead solves
−∆ψ + a2ψ = 4piρ12 (4.9)
pointwise. Testing (4.9) with ϕR and rearranging gives∫
BR(0)
ρ12 = − 1
4pi
∫
AR
ψ∆ϕR +
a2
4pi
∫
AR
ψϕR −
∫
AR
ρ12ϕR,
so the estimate (4.8) continues to hold, where the constant C now depends on
cϕ and a0. From this point on, the proofs in the cases (C) or (Y) are identical.
(1) By (3.69) of Corollary 3.9 there exists C, γ˜ > 0 such that
|(φ1 − φ2)(x)|+ |(m1 −m2)(x)|+ |(u1 − u2)(x)| ≤ Ce−γ˜|x|.
Then using (4.8) we deduce∣∣∣∣ ∫
BR(0)
ρ12
∣∣∣∣ ≤ C ∫
AR
(|m1 −m2|+ |u1 − u2|+ |φ1 − φ2|)
≤ C
∫
AR
e−γ˜|x| dx ≤ C(1 +R2)e−γ˜R,
which implies (4.4) for any 0 < γ < γ˜.
(2) Suppose now that |(m1 −m2)(x)| ≤ C(1 + |x|)−r, then using (3.70)
and (4.8) we obtain∣∣∣∣ ∫
BR(0)
ρ12
∣∣∣∣ ≤ C ∫
AR
(1 + |x|)−r ≤ C(1 +R)2−r.
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(3) Suppose m1 − m2 ∈ L2(R3), then by Corollary 3.9 we have that
u1− u2, φ1−φ2 ∈ H2(R3), hence by Proposition 2.1 u21− u22 ∈ L2(R3). Taking
the Fourier transform, f̂(k) =
∫
R3 f(x)e
−2piik·x dx, of (4.7) and rearranging
gives
ρ̂12(k)
|k|2 = piψ̂(k) ∈ L
2(R3).
Arguing as in [14] we show that 0 is a Lebesgue point for ρ̂12. For ε > 0,
1
|Bε(0)|
∫
Bε(0)
|ρ̂12(k)| dk ≤ 1|Bε(0)|
(∫
Bε(0)
|k|4 dk
)1/2(∫
Bε(0)
|ρ̂12(k)|2
|k|4 dk
)1/2
≤ Cε1/2‖φ1 − φ2‖L2(R3),
which tends to 0 as ε→ 0, as claimed.
4.3 Impurity screening
The estimate (3.69) from Corollary 3.9 can be used to study the full non-linear
response of the ground state to a nuclear impurity, in the Coulomb setting.
We compare this to the results from the Thomas–Fermi (TF) [3, 39, 59] and
TFW [21, 53, 61, 41] theories of screening with the Coulomb interaction. We
remark that similar results also hold in the Yukawa setting.
Consider a nuclear arrangement m1 ∈ML2(M,ω) and model a nuclear
impurity at the origin with positive charge Z by Zη(x), where η ∈ C∞c (R3),
η ≥ 0 and ∫ η = 1. Then define the perturbed system by
m2 = m1 + Zη ∈ ML2(M1, ω1) and consider the corresponding TFW ground
states (u1, φ1) and (u2, φ2), respectively. From (3.69) of Corollary 3.9 it follows
that ∑
|α|≤2
|∂α(u1 − u2)(x)|+ |(φ1 − φ2)(x)| ≤ CZe−γ|x|, (4.10)
We now compare (4.10) with existing results from the TF and TFW
theories of screening. These models consider the formal linear response (n, V )
of the electron density and potential to a nuclear impurity at the origin, mod-
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elled by the Dirac distribution Zδ0, in a uniform electron gas. In both models,
V satisfies the linear equation
−∆V = 4pi[n+ Zδ0],
while n solves either the linearised TF or TFW equations. In the TF model,
V and n are shown to satisfy [39, Page 112], [3, Page 342]
V (x) = Z
e−ks|x|
|x| , n(x) = −
Zk2s
4pi
e−ks|x|
|x| , (4.11)
where ks > 0 is a material-dependent constant called the inverse screening
length. In the TFW model, V and n satisfy [21, 61, 41, 53]
V (x) =
Z
4αβ|x|e
−α|x| ((α + β)2eβ|x| − (α− β)2e−β|x|) ,
n(x) = −(α
2 − β2)2Z
αβ|x| e
−α|x| (eβ|x| − e−β|x|) , (4.12)
where α ∈ R, β ∈ C satisfy 0 < |β| < α. The constants α, β depend on the
material and the coefficient CW , which appears in the definition of the TFW
energy (2.1). There is a critical value of CW below which β > 0 and above
which β is complex, the latter case introduces oscillations in the potential
and electron density. In either case, both the TF and TFW models exhibit
screening due to the presence of the exponential term appearing in (4.11)–
(4.12).
The lack of a factor of the form 1|x| in (4.10) can be attributed to using a
smeared nuclear description for the impurity as opposed to a point description
in (4.11)–(4.12). Other than this, the similarity of (4.10) to (4.11) suggests
that the constant γ in (4.10) may be interpreted as the inverse screening length.
In this work we show there exists γ > 0 satisfying (4.10), however we do not
provide any estimates for its value.
The estimate (4.10) shows that screening occurs in the TFW model,
without any approximations made to the model and without any restrictions
on the nuclear configurations (other than (H1)–(H2)). It should be noted that
although (4.10) agrees with existing results from the TF theory of screening,
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in metals often the effects of screening are weaker. For metals, instead of
an exponentially decaying screening factor, Friedel oscillations are observed
[27, 52, 36]. In this case, the screening factor behaves as |x|−rf(|x|), where
f : R≥0 → [−1, 1] is an oscillating function and the decay rate r > 0 depends
on the Fermi surface of the metal. The generic exponential screening factor in
(4.10) demonstrates that the TFW model significantly overscreens charges.
4.4 Convergence from Yukawa to Coulomb
The main result of this section is a uniform estimate comparing the Yukawa
and Coulomb ground states corresponding to the same nuclear configuration.
This result is essentially a consequence of Theorems 3.1 and 3.2.
In the following, (u, φ) = (u0, φ0) denotes the corresponding Coulomb
ground state solving (2.2), i.e the ground state with Yukawa parameter a = 0.
Theorem 4.4. Suppose a0 > 0, k ∈ N0, m ∈ MHk(M,ω) and let (u, φ)
denote the corresponding Coulomb ground state. For 0 < a ≤ a0, let (ua, φa)
denote the corresponding Yukawa ground state, then there exists a constant
C = C(a0, k,M, ω) > 0 such that
‖ua − u‖Wk+2,∞(R3) + ‖φa − φ‖Wk+2,∞(R3) ≤ Ca2. (4.13)
Remark 11. The error term in (4.13) arises from the additional term in the
Yukawa equation (2.3b), as opposed to due to a difference in nuclear distribu-
tions in Theorems 3.1 and 3.2. For this reason, we believe an analogous result
to Theorem 4.4 also holds for point charge nuclei.
Proof of Theorem 4.4. As m ∈ MHk(M,ω), applying Lemma 3.8(B) with
a1 = 0 and 0 < a2 = a ≤ a0 and R = a2 φ2 ∈ Hk+2unif (R3). Then applying
the estimate (3.58) of Lemma 3.8(B) with ξ(x) = e−γ|x−y| ∈ Hγ yields∑
|α|≤k+2
(|∂αw(y)|2 + |∂αψ(y)|2) ≤ Ca2 ∫
R3
∑
|β|≤k+2
|∂βφ2(x)|2e−2γ|x−y| dx.
As φ2 ∈ Hk+2unif (R3), and for all z ∈ R3 and A ⊂ B1(z),
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supx∈A e
−2γ|x| ≤ C infx∈A e−2γ|x|, it follows that∑
|α|≤k+2
(|∂αw(y)|2 + |∂αψ(y)|2) ≤ Ca2 ∫
R3
∑
|β|≤k+2
|∂βφ2(x)|2e−2γ|x−y| dx
≤ Ca2‖φ2‖2Hk+2unif (R3)
∫
R3
e−2γ|x−y| dx
≤ Ca2,
where C is independent of y ∈ R3, hence the desired estimate (4.13) holds.
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Chapter 5
Energy and Force Locality
In this chapter, we show that the locality result, Theorem 3.2, can be used to
describe the energy contribution of each individual nucleus. In effect, we will
derive a site energy potential for the TFW model, which has the surprising
consequence that, for the study of mechanical response, TFW can be treated
as a classical short-ranged interatomic potential. Our result gives credence
to the construction of interatomic potentials and the assumption of strong
locality used in hybrid quantum mechanics/molecular mechanics (QM/MM)
simulations [19].
The main idea of QM/MM simulations of a quantum system is to sepa-
rate the system into small regions where a highly accurate quantum description
is required, hence more expensive methods such as Kohn Sham or DFT are
used, and the remainder of the system where cheaper and faster methods are
more efficient, such as empirical atomistic potentials. To successfully apply
these methods, it is important that the interaction of particles in the quantum
regions is short-ranged, that is, rapidly decreasing as the distance between the
particles tends to infinity. The idea of strong locality is used to describe this
condition [19]: if E describes the total energy of a quantum system depending
on atoms positioned at Yi ∈ R3, indexed by i ∈ N, then strong locality holds
if
∂2E(Y )
∂Yi∂Yj
→ 0 sufficiently rapidly as |Yi − Yj| → ∞, ∀i, j ∈ N such that i 6= j.
Our notion of force locality matches the definition of strong locality given
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above, and we will in fact show that the forces decay exponentially with dis-
tance in the TFW model. Using this, we also decompose the total TFW energy
into local contributions that can each be associated to an individual nucleus
in the arrangement. This decomposition of the energy will be essential in our
analysis of the lattice relaxation problem presented in Chapter 6.
5.1 Construction of site energies
Let η ∈ C∞c (BR0(0)) be a radially symmetric function satisfying η ≥ 0 and∫
R3 η = 1 describes the charge density of a single (smeared) nucleus, for some
fixed R0 > 0. For any countable collection of nuclear coordinates
Y = (Yj)j∈N ∈ (R3)N, let the corresponding nuclear configuration be defined
by
mY (x) =
∑
j∈N
η(x− Yj). (5.1)
A natural space of nuclear coordinates, related to the ML2 space is
YL2(M,ω) := {Y ∈ (R3)N |mY ∈ML2(M,ω) }.
One could similarly define YHk(M,ω) related to the space YHk(M,ω), however
using these spaces would not yield any significant results.
We now show that there exists R′ = R′(R0, ω) > 0 such that for any
Y ⊂ YL2(M,ω) ⋃
j∈N
BR′(Yj) = R3. (5.2)
As mY ∈ML2(M,ω), there exists R1 = R1(ω) > 0 such that
inf
x∈R3
∫
BR1 (x)
mY (z) dz ≥ 1 > 0,
hence by the definition (5.1), we deduce that for every x ∈ R3, there exists
j ∈ N such that BR1(x) ∩BR0(Yj) 6= ∅, in particular |x− Yj| ≤ R1 +R0 =: R′
and hence (5.2) holds.
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For any Y ∈ YL2(M,ω) there exists a unique ground state (u, φ) corre-
sponding to m = mY . Naively, we might define a corresponding energy density
by
E(Y ;x) := |∇u(x)|2 + u(x)10/3 + 1
2
(
(m− u2) ∗ 1|·|
)
(x)(m− u2)(x), (5.3)
however, difficulties arise due to the fact that (m−u2)∗ 1|·| is not well defined.
Instead, we give two alternative definitions for the energy density for an infinite
system:
E1(Y ;x) := |∇u(x)|2 + u(x)10/3 + 1
2
φ(x)(m− u2)(x), (5.4)
E2(Y ;x) := |∇u(x)|2 + u(x)10/3 + 1
8pi
|∇φ(x)|2, (5.5)
which both satisfy E1(Y ; ·), E2(Y ; ·) ∈ L1unif(R3).
Suppose now that Ω ⊂ R3 is a charge-neutral volume [66], that is, if n
is the unit normal to ∂Ω, then ∇φ · n = 0 on ∂Ω. Recalling from (2.2b) that
−∆φ = 4pi(m− u2)
we deduce that
1
8pi
∫
Ω
|∇φ|2 = 1
8pi
∫
Ω
(−∆φ)φ+
∫
∂Ω
φ∇φ · n = 1
2
∫
Ω
φ(m− u2),
and hence ∫
Ω
E1(Y ;x) dx =
∫
Ω
E2(Y ;x) dx.
In particular, for finite neutral systems and Ω = R3, we obtain that the three
energies (5.3), (5.4) and (5.5) agree. This claim is made precise in Lemma 5.4.
Thus, we have derived two energy densities, E1, E2, which are meaningful and
well-defined also for infinite configurations.
In order to define site energies, we require a partition of R3. For each
j ∈ N let ϕj(Y ; ·) ∈ C1(R3), ϕj(Y ; ·) ≥ 0 satisfying the following conditions:
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there exist C, γ˜ > 0 such that for all Y ∈ YL2(M,ω) and n ∈ N∑
j∈N
ϕj(Y ;x) = 1, (5.6a)
|ϕj(Y ;x)| ≤ Ce−γ˜|x−Yj |, and (5.6b)∣∣∣∣∂ϕj∂Yn (Y ;x)
∣∣∣∣ ≤ Ce−γ˜|x−Yj |e−γ˜|x−Yn|. (5.6c)
We propose a canonical construction of such a partition in Remark 12 below.
Given a family of partition functions satisfying (5.6), we can define site
energies
E
(i)
j (Y ) =
∫
R3
Ei(Y ;x)ϕj(Y ;x) dx, (5.7)
for i = 1, 2. A consequence of Theorems 3.1 and 3.2 is that E
(i)
j (Y ) are local:
their dependence on the environment of nuclei decays exponentially fast. This
is made precise in the following theorem, which is the main result of this
chapter.
Theorem 5.1. Let i ∈ {1, 2}, Y ∈ YL2(M,ω) and {ϕj|j ∈ N} satisfy (5.6).
Then for every n ∈ N, ∂YnE(i)j exists and satisfies∣∣∣∣∣∂E
(i)
j (Y )
∂Yn
∣∣∣∣∣ ≤ Ce−γ|Yj−Yn|, (5.8)
where C = C(M,ω), γ = γ(M,ω) > 0.
The derivative ∂YnE
(i)
j can be interpreted as the contribution of the
atom at Yn to the force on the nucleus at Yj. In addition, we show on Page
148 in Section 5.6 that these site energies generate the correct total force
∑
j∈N
∂E
(1)
j (Y )
∂Yn
=
∑
j∈N
∂E
(2)
j (Y )
∂Yn
=
∫
R3
φ(x)
∂mY (x)
∂Yn
dx. (5.9)
After introducing the idea of taking derivatives of a function with re-
spect to the nuclear coordinates, we prove and generalise Theorem 5.1 to higher
derivatives for site energies in Section 5.6.
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Remark 12. Two further canonical requirements on a site energy potential
are permutation and isometry (rotation and translation) invariance. This can
be obtained as follows:
If the partition (ϕj)j∈N is permutation invariant, that is, for any bijec-
tion P : N→ N, Y ◦ P = (YP (j))j∈N, we have
ϕj(Y ◦ P ;x) = ϕP (j)(Y ;x) ∀ j ∈ N x ∈ R3, (5.10)
then so are the site energies,
E
(i)
j (Y ◦ P ) = E(i)P (j)(Y ).
If the partition is isometry invariant, that is, for any isometry A : R3 →
R3, AY = (AYj)j∈N, we have
ϕj(AY ;x) = ϕj(Y ;A
−1x) ∀ j ∈ N, x ∈ R3, (5.11)
then the site energies are also isometry invariant,
E
(i)
j (AY ) = E
(i)
j (Y ).
Both statements are proved in Lemma 5.5 in Section 5.3. A canonical class
of partitions satisfying (5.6) as well as (5.10), (5.11) can be constructed as
follows: let ϕ˜ ∈ C1(R3), ϕ˜ ≥ 0, be radially symmetric and satisfy
|ϕ˜(x)|+ |∇ϕ˜(x)| ≤ Ce−γ˜|x|,
ϕ˜(x) ≥ c > 0 on BR′+1(0).
For example, this holds for ϕ˜(x) = e−γ|x|
2
for 0 < γ˜ < γ and for standard
mollifiers with sufficiently wide support.
Then, for j ∈ N, we can define
ϕj(Y ;x) =
ϕ˜(x− Yj)∑
j′∈N ϕ˜(x− Yj′)
.
It is easy to see that this class of functions are well-defined and satisfies all
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requirements, including (5.84) for all k ∈ N.
Remark 13. Alternative constructions of energy partitions include Bader
volumes and charge-neutral volumes [5, 66, 51]. Bader volumes partition space
into regions such that the flux of the electron density on the boundary is
zero, while charge-neutral volumes are defined so that each region has zero
charge. The construction of these volumes is not unique, like our definition of
a partition. Bader volumes were developed as a means to define atoms within
molecules [5].
With this in mind, using a partition we may assign a portion of the
electron density to each nucleus in the system. We refer to a nucleus paired
with its associated partition of the electron density as an effective atom. Due
to the screening that occurs in the TFW model, the interaction of two effective
atoms decays exponentially as the distance between the nuclei grows. In com-
parison, the interaction of two neutral atoms separated by a sufficiently large
distance r in the TF model has been shown to decay at the rate r−7 [12]. This
suggests that due to the overscreening of the TFW model, the interaction of
the effective atoms is considerably weaker than is realistic. However, for the
purpose of simulating quantum systems, in particular applying the strong lo-
cality principle [19], the weak long-range interaction of the TFW model is a
desirable property.
5.2 Convergence of Yukawa forces
We now consider using the TFW Yukawa model to define energy densities
corresponding to infinite systems.
For Y ∈ YL2(M,ω) and a > 0 there exists a unique Yukawa ground state
(ua, φa) corresponding to m = mY . We give two definitions for the Yukawa
energy density for an infinite system:
E1,a(Y ;x) := |∇ua(x)|2 + ua(x)10/3 + 1
2
φa(x)(m− u2a)(x), (5.12)
E2,a(Y ;x) := |∇ua(x)|2 + ua(x)10/3 + 1
8pi
(|∇φa(x)|2 + a2φa(x)2) . (5.13)
These satisfy E1,a(Y ; ·), E2,a(Y ; ·) ∈ L1unif(R3). As the definitions of (5.12)–
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(5.13) are analogous those of the Coulomb energy densities (5.4)–(5.5), the
argument presented in the Coulomb setting can be applied verbatim to show
that the two energies agree when Ω is a charge-neutral volume and also for
finite systems when Ω = R3.
The following result shows that the force generated by a nucleus in the
Yukawa setting is well defined and converges when passing from the Yukawa to
the Coulomb setting by sending a→ 0. This is an application of Theorem 4.4,
which shows the uniform convergence of ground states from the Yukawa to the
Coulomb model.
Theorem 5.2. Let a0 > 0, Y ∈ YL2(M,ω) and i ∈ {1, 2}, then for all
0 < a ≤ a0 and k ∈ N, the Yukawa force density ∂YkEi,a(Y, ·) ∈ L1(R3) exists
and satisfies∫
R3
∂E1,a
∂Yk
(Y ;x) dx =
∫
R3
∂E2,a
∂Yk
(Y ;x) dx =
∫
R3
φa(x)
∂mY (x)
∂Yk
dx. (5.14)
In addition, the Coulomb force density ∂YkEi(Y, ·) ∈ L1(R3) also exists and
there exists C = C(a0,M, ω) > 0 such that for all 0 < a ≤ a0∣∣∣∣∫
R3
(
∂Ei,a
∂Yk
− ∂Ei
∂Yk
)
(Y ;x) dx
∣∣∣∣ ≤ Ca2. (5.15)
The expression (5.14) shows that the forces generated by the energy
densities E1,a and E2,a are identical. Also, (5.15) establishes an O(a2) conver-
gence of forces when passing from the Yukawa to the Coulomb model. The
proof of Theorem 5.2 can be found on Page 151 in Section 5.6.
5.3 Preliminary results
In the following, let R3∗ = R3 \ {0}. Now fix Y = (Yj)j∈N ∈ YL2(M,ω) and let
m = mY ∈ML2(M,ω). Let V ∈ R3∗, k ∈ N and for h ∈ [0, 1] define
Y h = {Yj + δjkhV | j ∈ N }, (5.16)
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and the associated nuclear configuration
mh(x) = m(x) + η(x− Yk − hV )− η(x− Yk). (5.17)
Lemma 5.3. There exist M ′, ω′0, ω
′
1 > 0, such that for ω
′ = (ω′0, ω
′
1) and
mh ∈ ML2(M ′, ω′) for all h ∈ [0, 1]. In particular, Y h ∈ YL2(M ′, ω′) for all
h ∈ [0, 1].
Proof of Lemma 5.3. Recall that mh, η ≥ 0, η ∈ C∞(R3) and
∫
R3 η = 1, then
sup
x∈R3
‖mh‖L2(B1(x)) ≤ sup
x∈R3
(
‖m‖L2(B1(x)) +
(∫
B1(x)
η(z − Yk − hV )2 dz
)1/2)
≤M + ‖η‖L2(R3) =: M ′.
Since m ∈ML2(M,ω), with ω = (ω0, ω1), for all R > 0,
inf
x∈R3
∫
BR(x)
mh(z) dz ≥ inf
x∈R3
∫
BR(x)
m(z) dz −
∫
BR(x)
η(z − Yk) dz
≥ ω0R3 − ω1 − 1,
hence for ω′ = (ω0, ω1 +1), mh ∈ML2(M ′, ω′) for all h ∈ [0, 1], as claimed.
Lemma 5.4. For m ∈ L2unif(R3) with compact support, let (u, φ) denote the
corresponding ground state. Then, one may define the following energy densi-
ties, analogously to (5.3)–(5.5)
E(x) := |∇u(x)|2 + u(x)10/3 + 1
2
(
(m− u2) ∗ 1|·|
)
(x)(m− u2)(x),
E1(x) := |∇u(x)|2 + u(x)10/3 + 1
2
φ(x)(m− u2)(x),
E2(x) := |∇u(x)|2 + u(x)10/3 + 1
8pi
|∇φ(x)|2,
which satisfy E , E1, E2 ∈ L1(R3) and∫
R3
E(x) dx =
∫
R3
E1(x) dx =
∫
R3
E2(x) dx.
Proof of Lemma 5.4. This proof follows the argument used in Proposition 2.11
to show (2.27). As m ∈ L2unif(R3) has compact support, it follows that
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m ∈ L1(R3). Consider the variational problem (2.18)
ITFW(m) = inf
{
ETFW(v,m)
∣∣∣∣ v ∈ H1(R3), v ≥ 0,∫
R3
v2 =
∫
R3
m
}
,
which has the unique minimiser u ∈ H1(R3) solving
−∆u+ 5
3
u7/3 −
(
(m− u2) ∗ 1|·|
)
u = −θu.
Here θ ∈ R is the Lagrange multiplier associated with the charge constraint.
Subsequently, one can define φ = (m− u2) ∗ 1|·| − θ. Following the arguments
presented on Page 25 verbatim, we obtain the expression (2.27)
1
2
∫
R3
(
(m− u2) ∗ 1|·|
)
(m− u2) = 1
2
∫
R3
φ(m− u2) = 1
8pi
∫
R3
|∇φ|2. (5.18)
Further, as u ∈ H1(R3) ↪→ L6(R3), it follows that as u ∈ L2(R3) ∩ L6(R3), by
Ho¨lder’s inequality, u ∈ Lp(R3) for all p ∈ [2, 6]. It follows that u ∈ L10/3(R3)
hence E , E1, E2 ∈ L1(R3), which together with (5.18) implies that∫
R3
E(x) dx =
∫
R3
E1(x) dx =
∫
R3
E2(x) dx.
Finally, we establish (5.4)–(5.5): if the partition functions ϕj are invari-
ant under permutations and isometries, then so are the site energies.
Lemma 5.5. If the partition (ϕj)j∈N is permutation and isometry invariant
(5.10)–(5.11), then for i = 1, 2, for any bijection P : N → N, isometry A :
R3 → R3, j ∈ N and Y ∈ YL2(M,ω)
E
(i)
j (Y ◦ P ) = E(i)P (j)(Y ), (5.19)
E
(i)
j (AY ) = E
(i)
j (Y ). (5.20)
Proof of Lemma 5.5. Let Y ∈ YL2(M,ω) and m = mY , then as P : N→ N is
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a bijection,
mY ◦P (x) =
∑
j∈N
η(x− YP (j)) =
∑
j∈N
η(x− Yj) = mY (x).
Since (2.2) has a unique solution, (uY , φY ) = (uY ◦P , φY ◦P ). Consequently, for
i = 1, 2, the energy densities satisfy Ei(Y ◦ P ; ·) = Ei(Y ; ·). Together with
(5.11) this implies (5.19).
We now show isometry invariance (5.20). First consider a translation
A1(x) = x+ c, for c ∈ R3, then
mA1Y (x) =
∑
j∈N
η(x− Yj − c) = mY (x− c) = mY (A−11 (x)).
Then, by the uniqueness of the TFW equations, it follows that
(uA1Y , φA1Y )(·) = (uY , φY )(· − c), so Ei(A1Y ; ·) = Ei(Y ; · − c) and thus
E
(i)
j (A1Y ) =
∫
R3
Ei(A1Y ;x)ϕj(A1Y ;x) dx =
∫
R3
Ei(Y ;x− c)ϕj(Y ;x− c) dx
=
∫
R3
Ei(Y ; z)ϕj(Y ; z) dz = E(i)j (Y ).
Similarly, for a rotation A2(x) = Rx, R ∈ O(3), since we assumed that η is
radially symmetric,
mA2Y (x) =
∑
j∈N
η(x−RYj) =
∑
j∈N
η(R(RTx− Yj)) =
∑
j∈N
η(RTx− Yj)
= mY (R
Tx). (5.21)
As (uY , φY ) solve (2.2)
−∆uY + 5
3
u
7/3
Y − φY uY = 0,
−∆φY = 4pi(mY − u2Y ),
then by (5.21) and as the Laplacian is invariant under rotations, it follows that
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(u, φ) = (uY , φY ) ◦ A−22 solves
−∆u+ 5
3
u7/3 − φu = 0,
−∆φ = 4pi(mY ◦RT − u2) = 4pi(mA2Y − u2),
hence the uniqueness of (2.2) implies (uA2Y , φA2Y ) = (uY , φY )◦A−12 . It follows
that Ei(A2Y ; ·) = Ei(Y ;RT ·), hence as det(R) = ±1, a change of variables
shows
E
(i)
j (A2Y ) =
∫
R3
Ei(A2Y ;x)ϕj(A2Y ;x) dx =
∫
R3
Ei(Y ;RTx)ϕj(Y ;RTx) dx
=
∫
R3
Ei(Y ; z)ϕj(Y ; z)| det(R)| dz =
∫
R3
Ei(Y ; z)ϕj(Y ; z) dz
= E
(i)
j (Y ).
As the site energies are invariant under both translations and rotations, they
are invariant under all isometries of R3.
5.4 Linear response of the TFW equations
In order to prove Theorem 5.1, we first establish the existence, uniqueness
and regularity of the solutions to the linearised TFW equations. We now use
Corollary 3.9 to rigorously linearise the TFW Coulomb equations.
Similarly, in Section 5.5 we also generalise these results to higher vari-
ations of the TFW equations. Terms from higher variations of the TFW
equations appear when generalising Theorem 5.1 to higher derivatives of the
site energies, which are required to show that the Coulomb lattice problem is
well-defined in Chapter 6.
As mh ∈ YL2(M ′, ω′) for all h ∈ [0, 1], by [16, Theorem 6.10] and
Propositions 2.1 and 2.2, there exists a corresponding Coulomb ground state
(uh, φh). Also, let (u, φ) = (u0, φ0).
Lemma 5.6. Let Y ∈ YL2(M,ω) and let m = mY ∈ ML2(M,ω). Also, let
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k ∈ N, V ∈ R3 and h0 = (1 + |V |)−1. For h ∈ [0, h0] define
mh(x) = m(x) + η(x− Yk − hV )− η(x− Yk).
1. There exist C = CC(M
′, ω′), γ0 = γ0(M ′, ω′) > 0, independent of h and
|V |, such that∑
|α|≤2
(|∂α(uh − u)(x)|+ |∂α(φh − φ)(x)|)+ |(mh −m)(x)|
≤ Ch|V |e−γ0|x−Yk|, (5.22)
‖uh − u‖H4(R3) + ‖φh − φ‖H2(R3) ≤ C‖mh −m‖L2(R3) ≤ Ch|V |. (5.23)
2. There exist u ∈ H4(R3), φ ∈ H2(R3),m ∈ C∞c (R3) such that uh−uh , φh−φh
converge to u, φ respectively, weakly in H4(R3) and H2(R3), strongly
in H3(BR(0)) and H
1(BR(0)) for all R > 0 and pointwise almost ev-
erywhere, along with their derivatives as h → 0. In addition, mh−m
h
converges pointwise to m.
The pair (u, φ) is the unique solution to the linearised TFW Coulomb
equations
−∆u+
(
35
9
u4/3 − φ
)
u− uφ = 0,
−∆φ = 4pi (m− 2uu) .
3. Moreover, u, φ and m satisfy∑
|α|≤2
(|∂αu(x)|+ |∂αφ(x)|)+ |m(x)| ≤ C|V |e−γ0|x−Yk|, (5.25)
‖u‖H4(R3) + ‖φ‖H2(R3) ≤ C‖m‖L2(R3). (5.26)
Remark 14. Observe that the pointwise estimate (5.22) is stronger than the
estimate (3.8) shown in Theorem 3.1. This additional regularity is necessary
in order to prove Theorem 5.1 for the energy density E2 (5.5), which is defined
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using ∇φ.
Using Lemma 5.6, we can extend Proposition 4.1 to the linearised TFW
equations. The following estimate will be useful to establish homogeneity esti-
mates for site energies and will be useful for formulating the lattice relaxation
problem in Chapter 6.
In the following, recall that R0 > 0 is a fixed constant satisfying
spt(η) ⊂ BR0(0).
Lemma 5.7. Let Y1, Y2 ∈ YL2(M,ω) and suppose there exists R > 0, such
that
{Y1,j | |Y1,j| ≤ R +R0} = {Y2,j | |Y2,j| ≤ R +R0} . (5.27)
For i = 1, 2, define mi = mYi, and let (ui, φi) denote the corresponding ground
state. Then let V ∈ R3∗ and j1 ∈ N such that |Y1j1| ≤ R+R0, then there exists
unique j2 ∈ N such that Y1j1 = Y2j2. Then, for i = 1, 2, the first variations
ui(x) =
∂ui(Yi;x)
∂Yi,ji
· V, φi(x) =
∂φi(Yi;x)
∂Yi,ji
· V (5.28)
exist and satisfy: there exist C, γ > 0, independent of R, such that for all
|y| ≤ R∑
|α|≤2
(|∂α(u1 − u2)(y)|+ |∂α(φ1 − φ2)(y)|) ≤ C|V |e−γ(|y−Y1j1 |+R−|y|). (5.29)
We remark that the proof of Lemma 5.7 requires Corollary 5.10, which
is shown in the next subsection. For this reason, we postpone the proof of
Lemma 5.7 to page 139.
It is also straightforward to adapt Lemma 5.6 to linearise the TFW
Yukawa equations.
As mh ∈ YL2(M ′, ω′) for all h ∈ [0, 1], by Proposition 2.5 for all a > 0
there exist corresponding Yukawa ground states (ua, φa) = (ua,0, φa,0) and
(ua,h, φa,h).
Lemma 5.8. Let a0 > 0, Y ∈ YL2(M,ω) and let m = mY ∈ ML2(M,ω).
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Also, let k ∈ N, V ∈ R3 and h0 = (1 + |V |)−1. For h ∈ [0, h0] define
mh(x) = m(x) + η(x− Yk − hV )− η(x− Yk),
1. For all 0 < a ≤ a0 and h ∈ [0, h0] there exists a unique Yukawa ground
state (ua,h, φa,h) corresponding to mh. There exist C = C(a0,M
′, ω′),
γ0 = γ0(a0,M
′, ω′) > 0, independent of a, h and |V |, such that for all
0 < a ≤ a0 and h ∈ [0, h0]∑
|α|≤2
(|∂α(ua,h − ua)(x)|+ |∂α(φa,h − φa)(x)|)+ |(mh −m)(x)|
≤ Ch|V |e−γ|x−Yk|, (5.30)
‖ua,h − ua‖H4(R3) + ‖φa,h − φa‖H2(R3) ≤ C‖mh −m‖L2(R3)
≤ Ch|V |. (5.31)
2. For all 0 < a ≤ a0, there exist ua ∈ H4(R3), φa ∈ H2(R3) and
m ∈ C∞c (R3) such that ua,h−uah ,
φa,h−φa
h
converge to ua, φa respectively,
weakly in H4(R3) and H2(R3), strongly in H3(BR(0)) and H1(BR(0)) for
all R > 0 and pointwise almost everywhere, along with their derivatives.
In addition, mh−m
h
converges pointwise to m.
The pair (ua, φa) is the unique solution to the linearised TFW Yukawa
equations
−∆ua +
(
35
9
u4/3a − φa
)
ua − uaφa = 0, (5.32a)
−∆φa + a2φa = 4pi (m− 2uaua) . (5.32b)
3. Moreover, for all 0 < a ≤ a0, ua, φa and m satisfy∑
|α|≤2
(|∂αua(x)|+ |∂αφa(x)|)+ |m(x)| ≤ C|V |e−γ|x−Yk|, (5.33)
‖ua‖H4(R3) + ‖φa‖H2(R3) ≤ C‖m‖L2(R3), (5.34)
where the constants C = C(a0,M
′, ω′), γ = γ(a0,M ′, ω′) > 0 are inde-
pendent of a and |V |.
Proof of Lemma 5.6. By Lemma 5.3 and Propositions 2.1, 2.2, for h ∈ [0, h0]
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the ground state (uh, φh) satisfies
‖uh‖H4unif(R3) + ‖φh‖H2unif(R3) ≤ C(M ′), (5.35)
inf
x∈R3
uh(x) ≥ cM ′,ω′ > 0, (5.36)
independently of h. From (5.17), it follows that
|(mh −m)(x)| = |η(x− Yk − hV )− η(x− Yk)|
= h|V |
∣∣∣∣∫ 1
0
∇η(x− Yk − thV ) dt
∣∣∣∣
≤ h|V |
∫ 1
0
|∇η(x− Yk − thV )| dt, (5.37)
and moreover
‖mh −m‖L∞(R3) ≤ h|V |‖∇η‖L∞(R3). (5.38)
For all h ∈ [0, h0], spt(mh −m) ⊂ BR0+1(Yk), so by Corollary 3.9 and (5.37)–
(5.38), there exist C, γ0 > 0 such that∑
|α|≤2
|∂α(uh − u)(x)|+ |(φh − φ)(x)|+ |(mh −m)(x)| ≤ Ch|V |e−γ0|x−Yk|,
(5.39)
and (5.23) holds
‖uh − u‖H4(R3) + ‖φh − φ‖H2(R3) ≤ C‖mh −m‖L2(R3) ≤ Ch|V |.
Due to the uniform estimates (5.35)–(5.36) and (5.37), the constants appearing
on the right-hand side are independent of h and |V |.
It remains to show the additional estimate∑
|α|≤2
|∂α(φh − φ)(x)| ≤ Ch|V |e−γ0|x−Yk|. (5.40)
Recall that as spt(η) ⊂ BR0(0), spt(mh −m) ⊂ BR0+1(Yk) for all h ∈ (0, h0].
Applying the triangle inequality, for x ∈ BcR0+3(Yk) it follows that
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B2(x) ⊂ BcR0+1(Yk). Consequently, for x ∈ BcR0+3(Yk)
‖mh −m‖C0,1/2(B2(x)) = 0. (5.41)
Alternatively, for x ∈ BR0+3(Yk), by (5.37) it follows that
‖mh −m‖C0,1/2(B2(x)) ≤ h|V |
∥∥∥∥∫ 1
0
∇η(· − Yk − thV ) dt
∥∥∥∥
C0,1/2(B2(x))
≤ Ch|V | (‖∇η‖L∞(R3) + ‖∇2η‖L∞(R3)) , (5.42)
where the final constant is independent of x ∈ R3. By (5.41)–(5.42) we de-
duce that x 7→ ‖mh − m0‖C0,1/2(B2(x)) is a bounded function with support in
BR0+3(Yk), hence there exists C > 0 such that
‖mh −m‖C0,1/2(B2(x)) ≤ Ch|V |e−γ0|x−Yk|. (5.43)
Then, using that φh − φ solves
−∆(φh − φ) = 4pi(mh −m− u2h + u2),
we apply the Schauder estimates [35, Theorem 10.2.1, Lemma 10.1.1] together
with (5.39) and (5.43) to estimate
‖φh − φ‖C2,1/2(B1(x))
≤ C (‖mh −m− u2h + u2‖C0,1/2(B2(x)) + ‖φh − φ‖L2(B2(x))) ,
≤ C (‖mh −m‖C0,1/2(B2(x)) + ‖u2h − u2‖C0,1/2(B2(x)))
+ C‖φh − φ‖L2(B2(x)),
≤ C (‖(uh + u)(uh − u)‖C0,1/2(B2(x)) + h|V |e−γ0|x−Yk|) ,
≤ C (‖uh + u‖C0,1/2(B2(x))‖uh − u‖C0,1/2(B2(x)) + h|V |e−γ0|x−Yk|) . (5.44)
Applying the Sobolev embedding H2(B2(x)) ↪→ C0,1/2(B2(x)) [24, Section
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5.6.3, Theorem 6], and using (5.36), it follows that
‖uh + u‖C0,1/2(B2(x)) ≤ C‖uh + u‖H2(B2(x))
≤ C
(
‖uh‖H2unif(R3) + ‖u‖H2unif(R3)
)
≤ C0. (5.45)
Applying (5.45) and (5.39) to (5.44), we obtain the desired estimate (5.40):
for any multi-index α satisfying |α| ≤ 2
|∂α(φh − φ)(x)| ≤ ‖φh − φ‖C2,1/2(B1(x))
≤ C (‖uh + u‖C0,1/2(B2(x))‖uh − u‖C0,1/2(B2(x)) + h|V |e−γ0|x−Yk|)
≤ C (C0‖uh − u‖H2(B2(x)) + h|V |e−γ0|x−Yk|) ≤ Ch|V |e−γ0|x−Yk|.
We will show next that there exist u ∈ H4(R3), φ ∈ H2(R3) such
that uh−u
h
, φh−φ
h
converge to u, φ respectively, weakly in H4(R3) and H2(R3),
strongly in H3(BR(0)) and H
1(BR(0)) for all R > 0 and pointwise almost
everywhere, along with their derivatives as h→ 0.
First consider any decreasing sequence hn → 0, then there exists a
subsequence (still denoted by hn) such that
uhn−u
hn
,
φhn−φ
hn
converge to
u ∈ H4(R3), φ ∈ H2(R3) respectively, weakly in H4(R3) and H2(R3), strongly
in H3(BR(0)) and H
1(BR(0)) for all R > 0 and pointwise almost everywhere,
along with their derivatives. In addition, it follows that (u, φ) satisfy (5.25)–
(5.26).
We now verify that the limiting functions are independent of the choice
of sequence. First, observe that by passing to the limit as hn → 0 in the
equations
−∆
(
uhn − u
hn
)
+
5
3
u
7/3
hn
− u7/3
hn
− φhnuhn − φu
hn
= 0,
−∆
(
φhn − φ
hn
)
= 4pi
(
mhn −m
hn
− u
2
hn
− u2
hn
)
,
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it follows that (u, φ) solve the linearised TFW equations (5.24) pointwise,
−∆u+
(
35
9
u4/3 − φ
)
u− uφ = 0,
−∆φ = 4pi (m− 2uu) ,
where m(x) = lim
hn→0
(mhn −m)(x)
hn
= −∇η(x− Yk) · V.
Clearly m is independent of the sequence hn. Applying [8, Corollary 2.3], it
follows that the (u, φ) is the unique solution to the linearised system (5.24),
hence is independent of the sequence (hn). It then follows that
uh−u
h
, φh−φ
h
converge to u, φ as h→ 0 as stated above.
Proof of Lemma 5.8. The first step is to show the uniqueness of the linearised
Yukawa solution (ua, φa) to (5.32). Let 0 < a ≤ a0 and suppose that
(w,ψ) ∈ H1(R3)×H1(R3) solves
−∆w +
(
35
9
u4/3a − φa
)
w − uaψ = 0, (5.46a)
−∆ψ + a2ψ = −8piuaψ. (5.46b)
Testing (5.46a) with w yields∫
R3
|∇w|2 +
∫
R3
(
35
9
u4/3a − φa
)
w2 =
∫
R3
uawψ.
Then as ua > 0, by Lemma 2.8 La = −∆ + 359 u4/3a − φa is a non-negative
operator. In addition, by Proposition 2.6 inf ua ≥ ca0,M ′,ω′ > 0, hence there
exists c0 > 0 such that
c0
∫
R3
w2 ≤ 10
9
∫
R3
u4/3a w
2 ≤ 〈w,Law〉+ 10
9
∫
R3
u4/3a w
2
=
∫
R3
|∇w|2 +
∫
R3
(
35
9
u4/3a − φa
)
w2 =
∫
R3
uawψ. (5.47)
Then testing (5.46b) with 1
8pi
ψ gives
1
8pi
(∫
R3
|∇ψ|2 + a2
∫
R3
ψ2
)
= −
∫
R3
uawψ, (5.48)
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and adding (5.47)–(5.48) yields
0 ≤ c0
∫
R3
w2 +
1
8pi
(∫
R3
|∇ψ|2 + a2
∫
R3
ψ2
)
≤ 0,
hence w = ψ = 0 almost everywhere, so (5.32) has a unique solution in
H1(R3) ×H1(R3). Now, Proposition 2.4 and Proposition 2.14 imply that for
0 < a ≤ a0 and h ∈ [0, h0] the ground state (ua,h, φa,h) satisfies
‖ua,h‖H4unif(R3) + ‖φa,h‖H2unif(R3) ≤ C(a0,M ′),
inf
x∈R3
ua,h(x) ≥ ca0,M ′,ω′ > 0,
independently of a, h and |V |. Then following the proof of Lemma 5.6, for
all 0 < a ≤ a0 and h ∈ [0, h0], the estimates (5.30)–(5.31) hold. In addition,
there exist ua ∈ H4(R3) and φa ∈ H2(R3) such that along a subsequence hn
(which may depend on a) such that
ua,hn−ua
hn
,
φa,hn−φa
hn
converge to ua ∈ H4(R3)
and φa ∈ H2(R3) respectively, weakly in H4(R3) and H2(R3), strongly in
H3(BR(0)) and H
1(BR(0)) for all R > 0 and pointwise almost everywhere,
along with their derivatives. In addition, it follows that (ua, φa) satisfy (5.33)–
(5.34).
To verify that (ua, φa) are independent of the sequence chosen, passing
to the limit in the equations
−∆
(
ua,hn − ua
hn
)
+
5
3
u
7/3
a,hn
− u7/3a
hn
− φa,hnua,hn − φaua
hn
= 0,
−∆
(
φa,hn − φa
hn
)
+ a2
(
φa,hn − φa
hn
)
= 4pi
(
mhn −m
hn
− u
2
a,hn
− u2a
hn
)
,
gives that (ua, φa) solve the linearised Yukawa equations (5.32) pointwise,
−∆ua +
(
35
9
u4/3a − φa
)
ua − uaφa = 0,
−∆φa + a2φa = 4pi (m− 2uaua) ,
where m(x) = lim
hn→0
(mhn −m)(x)
hn
= −∇η(x− Yk) · V.
Clearly m is independent of the sequence hn, so as (ua, φa) is the unique solu-
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tion to the linearised Yukawa system (5.32), it is independent of the sequence
(hn). It then follows that
ua,h−ua
h
,
φa,h−φa
h
converge to ua, φa as h→ 0 as stated
above.
5.5 Higher variations of the TFW equations
We introduce a definition for higher derivatives of a function with respect to
nuclear perturbations. We remark that this notation differs from the notation
used to describe the linearised TFW equations (5.24).
Definition 2. Consider a function
f : YL2(M ′, ω′)× R3 → R. For k ∈ N, Y ∈ YL2(M ′, ω′), x ∈ R3 and
V ∈ (R3)k,n ∈ Nk and define the derivative
fV,n(Y ;x) =
〈
∂kf(Y ;x)
∂Yn1 · · · ∂Ynk
,V
〉
, (5.49)
whenever the right-hand side is well-defined. The derivative ∂
kf(Y ;x)
∂Yn1 ···∂Ynk
∈ R3k
acts as a k-linear function that maps (R3)k to R.
Remark 15. We give a brief justification of the notation introduced in Def-
inition 2. As each Yj ∈ R3, for j ∈ N, it follows that derivatives of the form
∂kf(Y ;x)
∂Yn1 ···∂Ynk
∈ R3k . Consequently, treating each component of the k-th variation
of the TFW equations separately would require us to consider the existence,
uniqueness and locality of R3k distinct coupled PDE systems in total. Instead,
by using the notation introduced in (5.49), the k-th variation of the TFW
equations can be described using a single coupled PDE system.
Remark 16. Recall the definition (5.1)
mY (x) =
∑
j∈N
η(x− Yj),
where η ∈ C∞c (R3). It follows that for any Y ∈ YL2(M,ω), k ∈ N and
V ∈ (R3)k,n ∈ Nk, for m = mY = m(Y ; ·), the derivative mV,n exists and
mV,n(Y ;x) = (−1)k
〈
∇kη(x− Yn1)
k∏
i=2
δn1(ni),V
〉
, (5.50)
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In particular, if ni 6= n1 for some 2 ≤ i ≤ k, then mV,n = 0. As η ∈ C∞c (R3)
there exists C = Ck, γ > 0 such that
|mV,n(Y ;x)| ≤ C
k∏
i=1
|Vi|e−γ|x−Yni | (5.51)
Theorem 5.9. Let Y ∈ YL2(M,ω), m = mY ∈ ML2(M,ω) and (u0, φ0)
denote the corresponding ground state. Further, let k ∈ N and V ∈ (R3)k and
n ∈ Nk. Then, there exists a unique solution (uV,n, φV,n) to the k-th variation
of the TFW equations
−∆uV,n +
(
35
9
u
4/3
0 − φ0
)
uV,n − u0φV,n = R(1)k,V,n,
−∆φV,n = 4pi (mV,n − 2u0uV,n) +R(2)k,V,n,
where uV,n ∈ H4(R3), φV,n ∈ H2(R3),mV,n ∈ C∞c (R3) and also
R
(1)
k,V,n, R
(2)
k,V,n ∈ L1(R3).
Moreover, there exists C = CC(k,M
′, ω′), γ0 = γ0(M ′, ω′) > 0 such that
∑
|α|≤2
(|∂αuV,n(x)|+ |∂αφV,n(x)|) ≤ C k∏
i=1
|Vi|e−γ0|x−Yni |, (5.53)
|mV,n(x)|+ |R(1)k,V,n(x)|+ |R(2)k,V,n(x)| ≤ C
k∏
i=1
|Vi|e−γ0|x−Yni |, (5.54)
‖uV,n‖H4(R3) + ‖φV,n‖H2(R3)
≤ C
(
‖mV,n‖L2(R3) + ‖R(1)k,V,n‖L2(R3) + ‖R(2)k,V,n‖L2(R3)
)
. (5.55)
Remark 17. The residual functions R
(1)
k,V,n, R
(1)
k,V,n are defined inductively by
the following relations. When k = 1, R
(1)
1,V,n = R
(2)
1,V,n = 0. For V
′ ∈ (R3)k+1
and n′ ∈ Nk+1, let V ∈ (R3)k,n ∈ Nk satisfy V′ = (V′, Vk+1),n′ = (n′, nk+1).
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Then given R
(1)
k,V,n, R
(2)
k,V,n, define
R
(1)
k+1,V′,n′(Y ;x) =
∂R
(1)
k,V,n(Y ;x)
∂Ynk+1
· Vk+1
+
(
φVk+1,nk+1 −
120
27
u
1/3
0 uVk+1,nk+1
)
uV,n + uVk+1,nk+1φV,n,
R
(2)
k+1,V′,n′(Y ;x) =
∂R
(2)
k,V,n(Y ;x)
∂Ynk+1
· Vk+1 − 8piuVk+1,nk+1uV,n.
It follows that R
(1)
k,V,n, R
(2)
k,V,n are a finite combination of products and sums of
the first k − 1 variations of the TFW equations, hence are differentiable with
respect to nuclear perturbations.
In order to prove Theorem 5.9, we first show the following result, which
generalises (3.8) from Theorem 3.1 to show that every variation of the TFW
equations satisfies a pointwise stability estimate.
Corollary 5.10. Let m ∈ML2(M,ω) and let (u0, φ0) denote the correspond-
ing ground state. Further, suppose there exist w,ψ : R3 → R satisfying
‖w‖H4unif(R3) + ‖ψ‖H2unif(R3) ≤M ′,
that also solve the following coupled system of equations
−∆w +
(
35
9
u
4/3
0 − φ0
)
w − u0ψ = T1,
−∆ψ = −8piu0w + T2,
where T1, T2 ∈ L2(R3). Then, there exist C = C(M,M ′, ω) > 0 and
γ = γ(M,M ′, ω) > 0 such that for all y ∈ R3∑
|α|≤2
(|∂αw(y)|+ |∂αψ(y)|)
≤ C
(∫
R3
(|(T1(x)|2 + |T2(x)|2) e−2γ|x−y| dx)1/2 , (5.57)
‖w‖H4(R3) + ‖ψ‖H2(R3) ≤ C
(‖T1‖L2(R3) + ‖T2‖L2(R3)) . (5.58)
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We first prove Theorem 5.9 assuming that Corollary 5.10 holds, then
verify this assertion.
Proof of Theorem 5.9. We argue by induction and follow the argument used to
prove Lemma 5.6. Observe that the case k = 1 has been shown in Lemma 5.6,
so suppose (5.52)–(5.54) hold for all k′ variation of the TFW equations, where
1 ≤ k′ ≤ k. For any V′ ∈ (R3)k+1,n′ ∈ Nk+1, let V ∈ (R3)k,n ∈ Nk satisfy
V′ = (V, Vk+1),n′ = (n, nk+1). In addition, let Y ∈ YL2(M,ω), then let
h0 = (1 + |Vk+1|)−1 and for h ∈ [0, h0], define
Y h = {Yj + δnk+1(j)hVk+1 | j ∈ N }.
Using (5.50), for h ∈ [0, h0] define mh,k = mV,n(Y h; ·) and denote the corre-
sponding k-th order variations by (uh,k, φh,k), which solve
−∆uh,k +
(
35
9
u
4/3
h − φh
)
uh,k − uhφh,k = R(1)h,k,
−∆φh,k = 4pi (mh,k − 2uhuh,k) +R(2)h,k,
where uh = u0(Y
h; ·), φh = φ0(Y h; ·) and for i = 1, 2 R(i)h,k = R(i)k,V,n(Y h; ·). As
(5.53) is satisfied, there exists γ0 > 0 such that
|uh,k(x)|+ |φh,k(x)| ≤ C
k∏
i=1
|Vi|e−γ0|x−Yni |, (5.60)
We now show a stability for the k-th variation of the TFW equations (5.52),
which follows as a direct consequence of the stability of the linearised TFW
equations.
Define the differences wh,k = uh,k − u0,k, ψh,k = φh,k − φ0,k and for
i = 1, 2, S
(i)
h,k = R
(i)
h,k −R(i)0,k. The difference (wh,k, ψh,k) solves
−∆wh,k +
(
35
9
u
4/3
0 − φ0
)
wh,k − u0ψh,k
= (uh − u0)φh,k −
(
35
9
(u
4/3
h − u4/30 )− (φh − φ0)
)
uh,k + S
(1)
h,k, (5.61a)
−∆ψh,k = 4pi (mh,k −m0,k − 2u0wh,k)− 8pi(uh − u0)uh,k + S(2)h,k. (5.61b)
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By (5.22) of Lemma 5.6, there exists γ1 > 0 such that∑
|α|≤2
(|∂α(uh − u0)(x)|+ |∂α(φh − φ0)(x)|) ≤ Ch|Vnk+1|e−γ1|x−Ynk+1 |.
In addition, applying (5.51), there exists γ2 > 0 such that
|(mh −m0)(x)| = |mV,n(Y h;x)−mV,n(Y ;x)| ≤
∫ 1
0
∣∣∣∣∂mV,n(Y th;x)∂Ynk+1 · Vnk+1
∣∣∣∣ dt
=
∫ 1
0
|mV′,n′(Y th;x)| dt ≤ C
k+1∏
i=1
|Vi|e−γ2|x−Yni |. (5.62)
It follows from Remark 17 that the difference functions S
(i)
h,k are functions of
the first k − 1 variations of the TFW equations, hence are differentiable with
respect to nuclear perturbations. For i = 1, 2, applying (5.53) yields
∣∣∣S(i)h,k(x)∣∣∣ = ∣∣∣R(i)V,n(Y h;x)−R(i)V,n(Y ;x)∣∣∣ ≤ ∫ 1
0
∣∣∣∣∣∂R
(i)
V,n(Y
th;x)
∂Ynk+1
· hVnk+1
∣∣∣∣∣ dt
= h
∫ 1
0
∣∣∣R(i)V′,n′(Y th;x)∣∣∣ dt ≤ Ch k+1∏
i=1
|Vi|e−γ0|x−Yni |. (5.63)
It follows from (5.62)–(5.63) that the system of equations (5.61a)–(5.61b) can
be written as
−∆wh,k +
(
35
9
u
4/3
0 − φ0
)
wh,k − u0ψh,k = T (1)h,k , (5.64a)
−∆ψh,k = −8piu0wh,k + T (2)h,k , (5.64b)
where T
(1)
h,k , T
(2)
h,k ∈ L2(R3) and∥∥∥T (1)h,k∥∥∥
L2(R3)
+
∥∥∥T (2)h,k∥∥∥
L2(R3)
≤ Ch. (5.65)
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Moreover, collecting the estimates (5.60)–(5.63), we deduce∣∣∣T (1)h,k(x)∣∣∣+ ∣∣∣T (2)h,k(x)∣∣∣ ≤ (|(uh − u0)(x)|+ |(φh − φ0)(x)|) (|uh,k(x)|+ |φh,k(x)|)
+ |(mh,k −m0,k)(x)|+
∣∣∣S(1)h,k(x)∣∣∣+ ∣∣∣S(2)h,k(x)∣∣∣
≤ Ch|Vk+1|e−γ1|x−Ynk+1 |
k∏
i=1
|Vi|e−γ0|x−Yni |
+ Ch
k+1∏
i=1
|Vi|
(
e−γ0|x−Yni | + e−γ2|x−Yni |
)
≤ Ch
k+1∏
i=1
|Vi|e−γ˜|x−Yni |, (5.66)
where γ˜ = min0≤i≤2 γi > 0. Applying Corollary 5.10, we deduce from (5.65)
that
‖wh,k‖H4(R3) + ‖ψh,k‖H2(R3) ≤ C
(∥∥∥T (1)h,k∥∥∥
L2(R3)
+
∥∥∥T (2)h,k∥∥∥
L2(R3)
)
≤ Ch, (5.67)
and there exists γ′ > 0 such that for all y ∈ R3∑
|α|≤2
(|∂αwh,k(y)|+ |∂αψh,k(y)|)
≤ C
(∫
R3
(∣∣T (1)h,k(x)∣∣2 + ∣∣T (2)h,k(x)∣∣2) e−2γ′|x−y| dx)1/2 . (5.68)
The right-hand side of (5.68) can be estimated using (5.66) and the general
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form of Ho¨lder’s inequality∫
R3
((
T
(1)
h,k
)2
(x) +
(
T
(2)
h,k
)2
(x)
)
e−2γ
′|x−y| dx
≤ Ch
∫
R3
e−2γ
′|x−y|
k+1∏
i=1
|Vi|e−2γ˜|x−Yni | dx
= Ch
∫
R3
k+1∏
i=1
|Vi|e−2γ˜|x−Yni |e−2γ′/(k+1)|x−y| dx
≤ Ch
k+1∏
i=1
|Vi|
(∫
R3
e−2(k+1)γ˜|x−Yni |e−2γ
′|x−y| dx
)1/k+1
≤ Ch
k+1∏
i=1
|Vi|e−2γ|y−Yni |, (5.69)
where γ = γ(γ˜, γ′) > 0. Combining (5.68)–(5.69) gives
∑
|α|≤2
(|∂αwh,k(y)|+ |∂αψh,k(y)|) ≤ Ch
k+1∏
i=1
|Vi|e−γ|y−Yni |. (5.70)
We now pass to the limit in the system of equations (5.64) as h → 0. As
the functions mV,n, R
(1)
k,V,n, R
(2)
k,V,n are all differentiable with respect to nuclear
perturbations, it follows that
mh −m0
h
→ mV′,n′ ,
T
(1)
h,k
h
→ R(1)k+1,V′,n′ ,
T
(2)
h,k
h
→ R(2)k+1,V′,n′ as h→ 0,
and further (5.66) implies that mV′,n′ , R
(1)
k+1,V′,n′ and R
(2)
k+1,V′,n′ satisfy (5.54)
∣∣∣R(1)k+1,V′,n′(x)∣∣∣+ ∣∣∣R(2)k+1,V′,n′(x)∣∣∣ ≤ C k∏
i=1
|Vi|e−γ|x−Yni |.
For any decreasing sequence hn → 0, then there exists a subsequence (still
denoted by hn) such that
whn,k
hn
and
ψhn,k
hn
converge to w ∈ H4(R3) and
ψ ∈ H2(R3) respectively, weakly inH4(R3) andH2(R3), strongly inH3(BR(0))
andH1(BR(0)) for all R > 0 and pointwise almost everywhere, along with their
derivatives. In addition, it follows that (w,ψ) solve the k + 1-th variation of
136
the TFW equations
−∆w +
(
35
9
u
4/3
0 − φ0
)
w − u0ψ = R(1)k+1,V′,n′ ,
−∆ψ = 4pi (mV′,n′ − 2u0w) +R(2)k+1,V′,n′ .
As u0, φ0,mV′,n′ , R
(1)
k+1,V′,n′ andR
(2)
k+1,V′,n′ are independent of (w,ψ), the unique-
ness of this system of equations follows verbatim from the uniqueness of the
linearised TFW equations [8, Corollary 2.3]. Consequently (w,ψ) is indepen-
dent of the choice of subsequence, hence (w,ψ) = (uV′ , φV′,n′). Moreover, pass-
ing to the limit in the estimates (5.67) and (5.70), it follows that (uV′ , φV′,n′)
satisfy (5.53) and (5.55)
∑
|α|≤2
(|∂αu(x)|+ |∂αφ(x)|) ≤ C k+1∏
i=1
|Vi|e−γ|x−Yni |,
and
‖u‖H4(R3) + ‖φ‖H2(R3)
≤ C
(
‖mV′,n′‖L2(R3) +
∥∥∥R(1)k+1,V′,n′∥∥∥
L2(R3)
+
∥∥∥R(2)k+1,V′,n′∥∥∥
L2(R3)
)
.
This completes the proof of the inductive step, hence the desired results hold
for every variation of the TFW equations.
Remark 18. It is straightforward to show an analogous result to Theorem 5.9
in the Yukawa setting, by following the proofs of Theorem 5.9 and Lemma 5.8.
Proof of Corollary 5.10. We show Corollary 5.10 by adapting the proofs of
Theorem 3.1, Corollary 3.9 and Lemma 5.6. As these results have been shown
in detail already, due to the length of the argument involved, we only discuss
the key steps of the proof.
Recall the space H11 , defined in (3.2), and let ξ ∈ H11 , that is ξ ∈ H1(R3)
and |∇ξ| ≤ |ξ|. Testing (5.64a) with wξ2, (5.64b) with 1
8pi
ψξ2 and adding these
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expressions and simplifying gives∫
R3
(
|∇w|2 +
(
35
9
u
4/3
0 − φ0
)
w2 + |∇ψ|2
)
ξ2
≤ C
(∫
R3
(T1w + T2ψ) ξ
2 +
∫
R3
(w2 + ψ2)|∇ξ|2
)
. (5.72)
The choice of test functions ensures that the coupling terms appearing in (5.64)
cancel after summation, hence neither of them appear in the estimate (5.72).
Observe that
−∆w +
(
35
9
u
4/3
0 − φ0
)
w = Lw +
20
9
u
4/3
0 w,
where L = −∆ + 5
3
u
4/3
0 − φ0 ≥ 0 by Lemma 2.9 and inf u0 ≥ cM ′,ω′ > 0 by
Proposition 2.2. Using this, (5.72) can be simplified further∫
R3
(|∇w|2 + w2 + |∇ψ|2) ξ2
≤ C
(∫
R3
(
T 21 + T2ψ
)
ξ2 +
∫
R3
(w2 + ψ2)|∇ξ|2
)
. (5.73)
We obtain an estimate for ψ2 by testing (5.64a) with ψξ2, which eventually
yields ∫
R3
ψ2ξ2 ≤ C
(∫
R3
(
T 21 + T
2
2
)
ξ2 +
∫
R3
(w2 + ψ2)|∇ξ|2
)
. (5.74)
Combining (5.73)–(5.74) implies∫
R3
(|∇w|2 + w2 + |∇ψ|2 + ψ2) ξ2
≤ C0
(∫
R3
(
T 21 + T
2
2
)
ξ2 +
∫
R3
(w2 + ψ2)|∇ξ|2
)
.
Consequently choosing γ0 = min{1, (2C0)−1/2} > 0 and ξ ∈ Hγ0 allows us to
remove the right hand term that depends on w,ψ to obtain∫
R3
(|∇w|2 + w2 + |∇ψ|2 + ψ2) ξ2 ≤ C ∫
R3
(
T 21 + T
2
2
)
ξ2.
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Following the proof of Lemma 3.7 gives an estimate of the form of (3.20), there
exists γ0 > 0 such that for all y ∈ R3∑
|α|≤2
|∂αw(y)|2 + ψ(y)2 ≤ C
∫
R3
(
T 21 (x) + T
2
2 (x)
)
e−2γ0|x−y| dx.
In fact, following the argument used to show (5.25) of Lemma 5.6 gives the
desired result (5.57)
∑
|α|≤2
(|∂αw(y)|2 + |∂αψ(y)|2) ≤ C ∫
R3
(
T 21 (x) + T
2
2 (x)
)
e−2γ0|x−y| dx.
Additionally, following the proof of Theorem 3.1 and (3.71) of Corollary 3.9
gives the remaining estimate (5.58)
‖w‖H4(R3) + ‖ψ‖H2(R3) ≤ C
(‖T1‖L2(R3) + ‖T2‖L2(R3)) .
Now that we have given a proof for Corollary 5.10, we are in a position
to prove Lemma 5.7.
Proof of Lemma 5.7. The assumption (5.27) implies thatm1 = m2 overBR(0),
hence Proposition 4.1 yields: there exists γ > 0 such that for |x| ≤ R∑
|α|≤2
|∂α(u1 − u2)(x)|+ |(φ1 − φ2)(y)| ≤ Ce−γ(R−|x|). (5.75)
Also, the derivatives of m1,m2 with respect to their respective nuclear pertur-
bations exist and satisfy
m1(x) =
∂m1(Y1;x)
∂Y1,j1
· V = −∇η(x− Y1j1) · V
= −∇η(x− Y2j2) · V =
∂m2(Y2;x)
∂Y2,j2
· V = m2(x),
as Y1j1 = Y2j2 . Then, for i = 1, 2, applying Lemma 5.6, the variations defined
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in (5.28) exist and solve the linearised TFW equations
−∆ui +
(
35
9
u
4/3
i − φi
)
ui − uiφi = 0,
−∆φi = 4pi (mi − 2uiui) ,
and additionally there exists γ0 > 0 such that∑
|α|≤2
(|∂αui(x)|+ |∂αφi(x)|) ≤ C|V |e−γ0|x−Yiji |, (5.77)
where the constant γ0 is independent of i = 1, 2. Define w = u1 − u2 and
ψ = φ1 − φ2, then combining the estimates (5.76) for (u1, φ1) and (u2, φ2)
gives
−∆w +
(
35
9
u
4/3
1 − φ1
)
w − u1ψ = T1,
−∆ψ = −8piu1w + T2,
where the residual terms are given by
T1 =
(
−35
9
(
u
4/3
1 − u4/32
)
+ φ1 − φ2
)
u2 + (u1 − u2)φ2,
T2 = −8pi(u1 − u2)u2.
Applying Proposition 2.1, (5.75) and (5.77), gives for |x| ≤ R
|T1(x)|+ |T2(x)| ≤ C|V |e−γ′(|x−Y1j1 |+R−|x|), (5.79)
and for |x| > R
|T1(x)|+ |T2(x)| ≤ C|V |e−γ′|x−Y1j1 |, (5.80)
where γ′ = min{γ, γ0} > 0. Fix |y| ≤ R and by applying Corollary 5.10, there
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exists γ˜ > 0 such that
∑
|α|≤2
(|∂αw(y)|2 + |∂αψ(y)|2) ≤ C ∫
R3
(|(T1(x)|2 + |T2(x)|2) e−2γ˜|x−y| dx,
(5.81)
We decompose the right-hand side of (5.81) and apply (5.79)–(5.80) to obtain∫
R3
(|(T1(x)|2 + |T2(x)|2) e−2γ˜|x−y| dx
≤ C|V |
∫
BR(0)
e−2γ
′(|x−Y1j1 |+R−|x|)e−2γ˜|x−y| dx
+ C|V |
∫
BR(0)c
e−2γ
′|x−Y1j1 |e−2γ˜|x−y| dx. (5.82)
Let γ1 = min{γ′, γ˜3} > 0, then the triangle inequality yields
e−2γ
′(|x−Y1j1 |+R−|x|)e−2γ˜|x−y| ≤ e−2γ1(|x−Y1j1 |+R−|x|)e−2γ˜|x−y|
≤ e−2γ1(|y−Y1j1 |+R−|y|)e4γ1|x−y|e−2γ˜|x−y|
≤ e−2γ1(|y−Y1j1 |+R−|y|)e−2γ˜|x−y|/3,
which we use to estimate the first integral of (5.82)∫
BR(0)
e−2γ
′(|x−Y1j1 |+R−|x|)e−2γ˜|x−y| dx
≤ e−2γ1(|y−Y1j1 |+R−|y|)
∫
BR(0)
e−2γ˜|x−y|/3 dx ≤ Ce−2γ1(|y−Y1j1 |+R−|y|).
Let d = R− |y|, then the second integral can be estimated by∫
BR(0)c
e−2γ
′|x−Y1j1 |e−2γ˜|x−y| dx
≤ e−2γ1|y−Y1j1 |
∫
BR(0)c
e−4γ˜|x−y|/3 dx ≤ e−2γ1|y−Y1j1 |
∫
Bd(y)c
e−4γ˜|x−y|/3 dx
≤ Ce−2γ1|y−Y1j1 |(1 + d2)e−4γ˜d/3 ≤ Ce−2γ1|y−Y1j1 |e−2γ1d. (5.83)
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Collecting the estimates (5.81)–(5.83) gives the desired estimate (5.29)∑
|α|≤2
(|∂αw(y)|2 + |∂αψ(y)|2) ≤ Ce−2γ1(|y−Y1j1 |+R−|y|).
5.6 Proofs and generalisation of Theorem 5.1
Using the notation of Definition 2 to define the derivatives of functions with
respect to nuclear perturbations, we now state the general decay result for
derivatives of the site energies.
Theorem 5.11. Let i = 1, 2, Y ∈ YL2(M,ω) and {ϕj|j ∈ N} satisfy (5.6)
and the following condition: there exists k ∈ N, γ˜ > 0 such that for all j ∈ N,
1 ≤ k′ ≤ k, n = (n1, . . . , nk′) ∈ Nk′, V ∈ (R3)k′ and x ∈ R3, the derivative
ϕj,V,n(Y ;x) =
〈
∂kϕj(Y ;x)
∂Yn1 · · · ∂Ynk′
,V
〉
exists and satisfies
∣∣ϕj,V,n(Y ;x)∣∣ ≤ Ce−γ˜|x−Yj | k′∏
m=1
|Vnm|e−γ˜|x−Ynm | (5.84)
Then it follows that E
(i)
j is k-times differentiable with respect to nuclear per-
turbations and there exists γ > 0 such that for all n = (n1, . . . , nk′) ∈ Nk′ and
V ∈ (R3)k′, E(i)j,V,n(Y ) exists and satisfies
∣∣∣E(i)j,V,n(Y )∣∣∣ ≤ C k∏
m=1
|Vnm |e−γ|Yj−Ynm |, (5.85)
where C = C(k′,M, ω, γ˜), γ = γ(M,ω, γ˜) > 0.
We now prove Theorem 5.1 and use this to prove Theorem 5.11.
Proof of Theorem 5.1. We will repeatedly use the fact that for all γ0, γ˜ > 0
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there exist C, γ > 0 such that, for all h ∈ [0, h0], p ∈ [1, 2],∫
R3
(1 +mh(x) + |∇φh(x)|)pe−γ0|x−Yn|e−γ˜|x−Yj | dx ≤ Ce−γ|Yj−Yn|. (5.86)
In order to estimate the integral (5.86), let Γ ⊂ R3 be a semi-open unit cube
centred at the origin. Then we may decompose R3 = {Γ + i|i ∈ Z3}. Then by
(5.35), as mh, |∇φh| ∈ L2unif(R3), there exists γ > 0 such that∫
R3
(1 +mh(x) + |∇φh(x)|)pe−γ0|x−Yn|e−γ˜|x−Yj | dx
= C
∑
i∈Z3
∫
Γ+i
(1 +mh(x) + |∇φh(x)|)pe−γ0|x−Yn|e−γ˜|x−Yj | dx
≤ C
∑
i∈Z3
‖1 +mh + |∇φh|‖pL2(Γ+i)‖e−γ0|·−Yn|e−γ˜|·−Yj |‖L 22−p (Γ+i)
≤ C|Γ|1/2
∑
i∈Z3
‖1 +mh + |∇φh|‖2L2(Γ+i)e−γ0|i−Yn|e−γ˜|i−Yj |
≤ C(1 +M1)2
∑
i∈Z3
e−γ0|i−Yn|e−γ˜|i−Yj | ≤ Ce−γ|Yj−Yn|.
Further, we also use that for all j ∈ N, h ∈ (0, h0], x ∈ R3,∣∣∣∣ϕj(Y h;x)− ϕj(Y ;x)h
∣∣∣∣ ≤ Ce−γ˜|x−Yj |e−γ˜|x−Yn|, (5.87)
which follows from (5.6c). By (5.16), for all j ∈ N Y hj −Yj = δjnhV , and since
ϕj(Y ;x) is differentiable with respect to Yn, by the Mean Value Theorem,
there exists h∗ ∈ (0, h) ⊂ [0, h0] such that
ϕ(Y h;x)− ϕ(Y ;x)
h
=
∂ϕ(Y h
∗
;x)
∂Yn
· V.
Consequently, Lemma 5.3 implies Y h
∗ ∈ YL2(M1, ω1), hence by (5.6c) there
exists C, γ˜ > 0 such that∣∣∣∣ϕ(Y h;x)− ϕ(Y ;x)h
∣∣∣∣ ≤ |V | ∣∣∣∣∂ϕ(Y h∗ ;x)∂Yn
∣∣∣∣ ≤ C|V |e−γ˜|x−Y h∗j |e−γ˜|x−Y h∗n |.
Since for each j′ ∈ N |Y h∗j′ − Yj′ | ≤ h0|V | ≤ 1, we obtain (5.87) by applying
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the triangle inequality∣∣∣∣ϕ(Y h;x)− ϕ(Y ;x)h (Y ;x)
∣∣∣∣ ≤ C|V |e−γ˜|x−Y h∗j |e−γ˜|x−Y h∗n |
≤ Ce2γ˜|V |e−γ˜|x−Yj |e−γ˜|x−Yn|.
For i = 1, 2 and j ∈ N, consider the difference
E
(i)
j (Y
h)− E(i)j (Y )
h
=
∫
R3
Ei(Y h;x)ϕj(Y h;x)− Ei(Y ;x)ϕj(Y ;x)
h
dx
=
∫
R3
(Ei(Y h;x)− Ei(Y ;x)
h
)
ϕj(Y
h;x) dx
+
∫
R3
Ei(Y ;x)
(
ϕj(Y
h;x)− ϕj(Y ;x)
h
)
dx (5.88)
We wish to show that the limit of (5.88) exists as h→ 0 to obtain
∂E
(i)
j
∂Yn
=
∫
R3
∂Ei
∂Yn
(Y ;x)ϕj(Y ;x) dx+
∫
R3
Ei(Y ;x)∂ϕj
∂Yn
(Y ;x) dx, (5.89)
where
∂E1
∂Yn
(Y ; ·) = 2∇u · ∇u+ 10
3
u7/3u+
1
2
φ(m− u2) + 1
2
φ(m− 2uu), (5.90)
∂E2
∂Yn
(Y ; ·) = 2∇u · ∇u+ 10
3
u7/3u+
1
4pi
∇φ · ∇φ. (5.91)
Case 1. First consider the energy density
E1(Y ;x) = |∇u(x)|2 + u10/3(x) + 1
2
φ(x)(m− u2)(x). (5.92)
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To show (5.90), consider the difference
E1(Y h; ·)− E1(Y ; ·)
h
= ∇(uh + u) · ∇
(
uh − u
h
)
+
(
u
10/3
h − u10/3
h
)
+
1
2h
(
φh(mh − u2h)−
1
2
φ(m− u2)
)
= ∇(uh + u) · ∇
(
uh − u
h
)
+
(
u
10/3
h − u10/3
h
)
+
1
2
(
φh − φ
h
)
(m− u2) + 1
2
φh
(
mh −m− u2h + u2
h
)
.
(5.93)
It follows from (5.93) and pointwise convergence of uh,∇uh, φh to u,∇u, φ
and uh−u
h
,∇ (uh−u
h
)
, φh−φ
h
, mh−m
h
to u,∇u, φ,m as h→ 0, that (5.90) holds
lim
h→0
E1(Y h; ·)− E1(Y ; ·)
h
= 2∇u · ∇u+ 10
3
u7/3u+
1
2
φ(m− u2) + 1
2
φ(m− 2uu) = ∂E1
∂Yn
.
Applying (5.22) to (5.93) yields
∣∣E1(Y h;x)− E1(Y ;x)∣∣
≤ C (|(uh − u)(x)|+ |∇(uh − u)(x)|+ |(mh −m)(x)|)
+ C(1 +m(x))|(φh − φ)(x)|
≤ Ch(1 +m(x))e−γ0|x−Yn|. (5.94)
Combining (5.94) and (5.6b), we deduce∣∣∣∣E1(Y h;x)− E1(Y ;x)h ϕj(Y ;x)
∣∣∣∣ ≤ C(1 +m(x))e−γ0|x−Yn|e−γ˜|x−Yj |, (5.95)
hence by (5.86) and the Dominated Convergence Theorem,∫
R3
∂E1
∂Yn
(Y ;x)ϕj(Y ;x) dx = lim
h→0
∫
R3
(E1(Y h;x)− E1(Y ;x)
h
)
ϕj(Y ;x) dx.
(5.96)
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It follows from (5.95) and (5.86) that∣∣∣∣∫
R3
∂E1
∂Yn
(Y ;x)ϕj(Y ;x) dx
∣∣∣∣ ≤ C ∫
R3
(1 +m(x))e−γ0|x−Yn|e−γ˜|x−Yj | dx
≤ Ce−γ|Yj−Yn|. (5.97)
It remains to show that (5.88) converges using (5.86) and (5.87). As
ϕj(Y ;x) is differentiable with respect to Yn, for all x ∈ R3
E1(Y ;x) ∂ϕj
∂Yn
(Y ;x) = lim
h→0
E1(Y ;x)
(
ϕj(Y
h;x)− ϕj(Y ;x)
h
)
,
and combining (5.92) with (5.87) implies
∣∣∣E1(Y ;x)(ϕj(Y h;x)− ϕj(Y ;x)
h
) ∣∣∣ ≤ C(1 +m(x))e−γ0|x−Yn|e−γ˜|x−Yj |,
hence by (5.86) and the Dominated Convergence Theorem,∫
R3
E1(Y ;x)∂ϕj
∂Yn
(Y ;x) dx = lim
h→0
∫
R3
E1(Y ;x)
(
ϕj(Y
h;x)− ϕj(Y ;x)
h
)
dx,
and
∣∣∣∣∫
R3
E1(Y ;x)∂ϕj
∂Yn
(Y ;x) dx
∣∣∣∣ ≤ Ce−γ|Yj−Yn|. (5.98)
Combining (5.97) and (5.98) yields the desired estimate (5.8).
Case 2. Now consider the energy density
E2(x) = |∇u(x)|2 + u10/3(x) + 1
8pi
|∇φ(x)|2.
To show (5.89), as we have shown (5.96)–(5.97) in Case 1, we now prove
lim
h→0
1
8pih
∫
R3
(|∇φh|2 − |∇φ|2) (x)ϕj(Y h;x)
=
1
4pi
∫
R3
∇φ(x) · ∇φ(x)ϕj(Y ;x) dx, (5.99)∣∣∣∣ 14pi
∫
R3
∇φ(x) · ∇φ(x)ϕj(Y ;x) dx
∣∣∣∣ ≤ Ce−γ|Yj−Yn|. (5.100)
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As
1
8pih
∫
R3
(|∇φh|2 − |∇φ|2) (x)ϕj(Y h;x) dx
=
1
8pi
∫
R3
∇
(
φh − φ
h
)
(x) · ∇(φh + φ)(x)ϕj(Y h;x) dx,
it follows from (5.22) and (5.86) that∣∣∣∣ 18pih
∫
R3
(|∇φh|2 − |∇φ|2) (x)ϕj(Y h;x) dx∣∣∣∣
≤ C
∫
R3
(|∇φ(x)|+ |∇φ(x)|)e−γ0|x−Yn|e−γ˜|x−Yj | dx ≤ Ce−γ|Yj−Yn|,
so (5.99)–(5.100) follow by the Dominated Convergence Theorem. Combining
the estimates (5.99) with (5.96) yields (5.91) and∫
R3
∂E2
∂Yn
(Y ;x)ϕj(Y ;x) dx = lim
h→0
∫
R3
(E2(Y h;x)− E2(Y ;x)
h
)
ϕj(Y
h;x) dx.
and (5.100) with (5.97) yields∣∣∣∣∫
R3
∂E2
∂Yn
(Y ;x)ϕj(Y ;x)
∣∣∣∣ ≤ C ∫
R3
(1 + |∇φ(x)|)e−γ0|x−Yn|e−γ˜|x−Yj | dx
≤ Ce−γ|Yj−Yn|.
It remains to show that (5.88) converges using (5.86) and (5.87). As ϕj(Y ;x)
is differentiable with respect to Yn, for all x ∈ R3
E2(Y ;x) ∂ϕj
∂Yn
(Y ;x) = lim
h→0
E2(Y ;x)
(
ϕj(Y
h;x)− ϕj(Y ;x)
h
)
,
and applying (5.86) yields∣∣∣∣ ∫
R3
E2(Y ;x)
(
ϕj(Y
h;x)− ϕj(Y ;x)
h
) ∣∣∣∣
≤ C
∫
R3
(1 + |∇φ(x)|2)e−γ0|x−Yn|e−γ˜|x−Yj | dx ≤ Ce−γ|Yj−Yn|,
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hence by the Dominated Convergence Theorem∫
R3
E2(Y ;x) ∂ϕj
∂Yn
(Y ;x) dx = lim
h→0
∫
R3
E2(Y ;x)
(
ϕj(Y
h;x)− ϕj(Y ;x)
h
)
dx
and ∣∣∣∣∫
R3
E2(Y ;x) ∂ϕj
∂Yn
(Y ;x) dx
∣∣∣∣ ≤ Ce−γ|Yj−Yn|. (5.101)
Combining (5.98) and (5.101), the desired estimate (5.8) holds∣∣∣∣∣∂E
(2)
j
∂Yn
∣∣∣∣∣ ≤ Ce−γ|Yj−Yn|.
We now show (5.9), that the two energy densities generate an indentical
force.
Proof of (5.9). To prove (5.9), we require that∑
j∈N
e−γ|Yj−Ym| <∞, (5.102)
which holds as Y ∈ YL2(M,ω). To show this, for n ∈ N define
An(Ym) := {j ∈ N|n− 1 < |Yj − Ym| < n},
which satisfies
|An(Ym)| ≤
∫
Bn+R0 (Ym)
mY (z) dz ≤ |Bn+R0(Ym)|‖mY ‖L2unif(R3) ≤ CM1(1 + n3),
where C = C(R0) > 0. Then (5.102) holds as∑
j∈N
e−γ|Yj−Ym| =
∑
n∈N
∑
j∈An(Ym)
e−γ|Yj−Ym| ≤ C
∑
n∈N
(1 + n3)e−γn <∞.
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Then for i ∈ {1, 2}
∑
j∈N
∣∣∣∣∣∂E
(i)
j
∂Yn
∣∣∣∣∣ ≤∑
j∈N
∣∣∣∣∫
R3
∂Ei
∂Yn
(Y ;x)ϕj(Y ;x) dx
∣∣∣∣
+
∑
j∈N
∣∣∣∣∫
R3
Ei(Y ;x)∂ϕj
∂Yn
(Y ;x) dx
∣∣∣∣
≤ C
∑
j∈N
e−γ|Yj−Yn| <∞,
hence by the Monotone Convergence Theorem, the sum is well-defined
∑
j∈N
∂E
(1)
j
∂Yn
=
∫
R3
∂Ei
∂Yn
(Y ;x)
(∑
j∈N
ϕj(Y ;x)
)
dx
+
∫
R3
Ei(Y ;x)
(∑
j∈N
∂ϕj
∂Yn
(Y ;x)
)
dx.
As (ϕj)j∈N satisfies (5.6a) for all h ∈ [0, h0], it follows that
∑
j∈N
∂ϕj
∂Yn
(Y ;x) = 0,
and consequently,
∑
j∈N
∂E
(i)
j
∂Yn
=
∫
R3
∂Ei
∂Yn
(Y ;x) dx.
Now consider the difference of (5.90)–(5.91)(
∂E1
∂Yn
− ∂E2
∂Yn
)
(Y ; ·) = 1
2
φ(m− u2) + 1
2
φ(m− 2uu)− 1
4pi
∇φ · ∇φ,
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and applying integration by parts yields∫
R3
(
∂E1
∂Yn
− ∂E2
∂Yn
)
(Y ;x) dx
=
∫
R3
(
1
2
φ(m− u2) + 1
2
φ(m− 2uu)− 1
4pi
∇φ · ∇φ
)
=
1
8pi
∫
R3
(
φ(−∆φ) + φ(−∆φ)− 2∇φ · ∇φ)
=
1
8pi
∫
R3
(
2∇φ · ∇φ− 2∇φ · ∇φ) = 0.
In addition, since
1
4pi
∫
R3
∇φ · ∇φ = 1
4pi
∫
R3
φ(−∆φ) =
∫
R3
φ(m− 2uu)
and since u solves (2.2a), −∆u+ 5
3
u7/3−φu = 0, the desired result (5.9) holds:∫
R3
∂E2
∂Yn
(Y ;x) dx = 2
∫
R
(
∇u · ∇u+ 5
3
u7/3u− φuu
)
+
∫
R3
φm =
∫
R3
φm.
Proof of Theorem 5.11. We argue by induction and follow the argument used
to prove Theorem 5.1. Let i ∈ {1, 2}. Recall the assumption that for all
j ∈ N, ϕj is k-times differentiable with respect to nuclear perturbations and
also satisfies the decay estimate (5.84). In addition, as Ei are functions of
u,∇u, φ,∇φ,m, it follows as a direct consequence of Theorem 5.9 and (5.50)–
(5.51) that Ei is infinitely-differentiable with respect to nuclear perturbations.
Moreover, for all s ∈ N there exists C = Cs, γ > 0 such that for all V ∈ (R3)s
and n ∈ Ns
∣∣Ei,V,n(Y ;x)∣∣ ≤ C s∏
i=1
|Vm|e−γ|x−Ynm |. (5.103)
Fix j ∈ N and suppose that for some 1 ≤ k′ ≤ k − 1, E(i)j is k′-times differen-
tiable and that for all Y ∈ YL2(M,ω), V ∈ (R3)k′ and n ∈ Nk′
E
(i)
j,V,n(Y ) =
∫
R3
(Ei ϕj)V,n (Y ;x) dx.
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Observe that the case k′ = 1 has been shown in Theorem 5.1. Now let
Vk′+1 ∈ R3, nk′+1 ∈ N and define V′ ∈ (R3)k′+1,n′ ∈ Nk′+1 such that
V′ = (V, Vk′+1),n′ = (n, nk′+1). In addition, let Y ∈ YL2(M,ω), then let
h0 = (1 + |Vk′+1|)−1 and for h ∈ [0, h0], define
Y h = {Yj + δnk′+1(j)hVk′+1 | j ∈ N }.
Applying the Mean Value Theorem, there exists h∗ ∈ (0, h) satisfying
E
(i)
j,V,n(Y
h)− E(i)j,V,n(Y )
h
=
∫
R3
(Ei ϕj)V,n (Y h;x)− (Ei ϕj)V,n (Y ;x)
h
dx
=
∫
R3
(Ei ϕj)V′,n′ (Y h
∗
;x) dx. (5.104)
Now applying (5.84), (5.103) and Lemma 5.3, we deduce that
∣∣∣(Ei ϕj)V′,n′ (Y h∗ ;x)∣∣∣ ≤ Ce−γ˜|x−Yj | k′+1∏
m=1
|Vm|e−γ0|x−Ynm |,
independently of h, hence by the Dominated Convergence Theorem, sending
h→ 0 in (5.104) yields
E
(i)
j,V′,n′(Y ) =
∫
R3
(Ei ϕj)V′,n′ (Y ;x) dx,
and moreover
∣∣∣E(i)j,V′,n′(Y )∣∣∣ ≤ C ∫
R3
e−γ˜|x−Yj |
k′+1∏
m=1
|Vm|e−γ0|x−Ynm | dx ≤ C
k′+1∏
m=1
|Vm|e−γ|Yj−Ynm |.
(5.105)
This completes the proof of the inductive step, hence the desired result (5.85)
follows from (5.105) by choosing k′ = k − 1.
We now use Lemma 5.8 and Theorem 5.1 to prove Theorem 5.2.
Proof of Theorem 5.2. Let 0 < a ≤ a0 and h ∈ [0, h0], then recall (5.13)
E2,a(Y h; ·) = |∇ua,h|2 + u10/3a,h + 18pi
(|∇φa,h|2 + a2φ2a,h) .
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Applying Lemma 5.8 and using the pointwise convergence of ua,h, φa,h,
ua,h−ua
h
,
φa,h−φa
h
to ua, φa, ua, φa as h→ 0, along with their derivatives, it follows
that
E2,a(Y h; ·)− E2,a(Y ; ·)
h
→ 2∇ua · ∇ua + 10
3
u7/3a ua +
1
4pi
(∇φa · ∇φa + a2φaφa) .
As ua ∈ W 1,∞(R3), φa ∈ L∞(R3), ∇φa ∈ L2unif(R3) and (5.33) holds∑
|α|≤2
(|∂αua(x)|+ |∂αφa(x)|)+ |m(x)| ≤ Ce−γ0|x−Yk|,
it follows that ∂YkE2,a ∈ L1(R3) and∫
R3
∂E2,a(Y ;x)
∂Yk
dx = 2
∫
R3
∇ua · ∇ua + 10
3
∫
R3
u7/3a ua
+
1
4pi
∫
R3
(∇φa · ∇φa + a2φaφa) . (5.106)
An identical argument shows that ∂YkE1,a ∈ L1(R3) and∫
R3
∂E1,a(Y ;x)
∂Yk
dx = 2
∫
R3
∇ua · ∇ua + 10
3
∫
R3
u7/3a ua
+
1
2
∫
R3
(
φa(m− 2uaua) + φa(m− u2a)
)
.
Using that φa and φa solve (2.3b) and (5.32b), respectively,
1
2
∫
R3
φa(m− u2a) =
1
8pi
∫
R3
φa(−∆φa + a2φa) =
1
8pi
∫
R3
(∇φa · ∇φa + a2φaφa)
=
1
8pi
∫
R3
φa(−∆φa + a2φa) =
1
2
∫
R3
φa(m− 2uaua).
(5.107)
Combining (5.106)–(5.107) and using that ua solves −∆ua + 53u7/3a − φaua = 0
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(2.3a), the estimate (5.14) follows∫
R3
∂E1,a(Y ;x)
∂Yk
dx =
∫
R3
∂E2,a(Y ;x)
∂Yk
dx
= 2
(∫
R3
∇ua · ∇ua + 5
3
∫
R3
u7/3a ua −
∫
R3
φauaua
)
+
∫
R3
φam =
∫
R3
φam.
Now recall the corresponding result for the Coulomb case (5.9), that
∂YkE1, ∂YkE2 ∈ L1(R3) and∫
R3
∂E1(Y ;x)
∂Yk
dx =
∫
R3
∂E2(Y ;x)
∂Yk
dx =
∫
R3
φm.
Applying (4.13) of Theorem 4.4 and (5.33) of Lemma 5.8 yields the desired
estimate (5.15), for i ∈ {1, 2}∣∣∣∣∫
R3
(
∂Ei,a
∂Yk
− ∂Ei
∂Yk
)
(Y ;x) dx
∣∣∣∣
≤
∫
R3
|φa − φ||m| ≤ C‖φa − φ‖L∞(R3)
∫
R3
e−γ|x−Yk| dx ≤ Ca2.
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Chapter 6
The Lattice Relaxation Problem
The aim of this chapter is to use the site energies introduced in Section 1.1
and defined in (1.6) to study the relaxation of a perfect lattice in the presence
of point defects using the TFW energy. This problem was introduced in [23] in
the context of site potentials with finite interaction range, treating both point
defects and dislocations. We refer the reader to Section 1.1, which discusses
the challenges and techniques required to extend the analysis presented in [23,
Sections 5, 6] to the TFW model.
We adapt the analysis presented in [23] to the TFW model by applying
the model for point defects formulated in [23, Section 2.1] to obtain a decay
result similar to [23, Theorem 2.3]. The locality estimates established in Chap-
ter 5 are crucial in our analysis as they allow us to control the infinite-range
interaction of the TFW model within the variational framework introduced in
[23].
The analysis presented in this chapter can be applied to other models
satisfying the exponential locality property, such as the tight binding model
with Yukawa interaction [17]. Moreover, in forthcoming work [2], we estab-
lish the minimal decay conditions for a site energy that ensures the lattice
relaxation problem can be defined, considering the lattice relaxation caused
by either point defects or dislocations.
We now outline the construction of the lattice relaxation problem and
state the main results. The proofs of these results can be found in Sections 6.6–
6.10.
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6.1 Modelling point defects
We consider a point defect embedded in a homogeneous crystalline bulk. Let
A ∈ R3×3 be nonsingular, then a homogeneous crystal reference configuration
is given by the Bravais lattice Λhom = AZ3. The reference configuration for
the defect is a set Λ ∈ R3 satisfying
(RC) ∃ Rdef > 0, such that Λ\BRdef = Λhom\BRdef and Λ ∩BRdef is finite.
For any ` ∈ Λ, we define the set of its nearest neighbours:
N (`) :=
{
m ∈ Λ \ {`}
∣∣∣ ∃x ∈ R3 s.t. |x− `| = |x−m| ≤ |x− k| ∀ k ∈ Λ} .
We remark that without loss of generality for Λ = AZ3 and for all ` ∈ Λ,
N (`) ⊇ {`±Aei} with 1 ≤ i ≤ 3. If this fails for AZ3, there exists A′ ∈ R3×3
satisfying Λ = AZ3 = A′Z3 and for all ` ∈ Λ, N (`) ⊇ {` ± A′ei}. Denote
Λ \ ` = Λ \ {`}, Λ − ` = {m − ` |m ∈ Λ \ {`}} and Λhom∗ = Λhom \ {0}. For
` ∈ Λ, we define the following finite difference
DρU(`) := U(`+ ρ)− U(`) for U : Λ→ R3 and ρ ∈ Λ− ` (6.1)
and DU(`) := {DρU(`)}ρ∈Λ−`. We consider DU(`) ∈ (R3)Λ−` to be a finite-
difference stencil with infinite range. Let N (`) − ` = {m − `|m ∈ N (`)},
then for any stencil DU(`), define the norm
∣∣DU(`)∣∣
N
:=
( ∑
ρ∈N (`)−`
∣∣DρU(`)∣∣2)1/2 and
‖DU‖`2(Λ) :=
(∑
`∈Λ
|DU(`)|2N
)1/2
(6.2)
and the corresponding function space of finite-energy displacements
W˙ 1,2(Λ) :=
{
U : Λ→ R3 ∣∣ ‖DU‖`2(Λ) <∞}.
We also require the following subspace of compact displacements
W˙ c(Λ) :=
{
U : Λ→ R3 ∣∣ ∃ R > 0 s.t. U = const in Λ \BR}.
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We define W˙ 1,2(Λhom) and W˙ c(Λhom) analogously.
Lemma 6.1. Denote Λ1 = Λ,Λ2 = Λhom, then for i = 1, 2, W˙ 1,2(Λi) is the
closure of W˙ c(Λi) with respect to the norm ‖D · ‖`2(Λi).
Proof of Lemma 6.1. This follows from [54, Proposition 9].
Define the reference deformation Y0 : Λ → R3 by Y0(`) = `, then the
space of admissible lattice deformations is defined as
A (Λ) :=
{
Y : Λ→ R3|Y − Y0 ∈ W˙ 1,2(Λ)
}
.
We define U = Y − Y0 and refer to it as the displacement corresponding to Y .
Given Y ∈ A (Λ) and `,m ∈ Λ, define
r`m = r`m(Y ) = |Y (`)− Y (m)|.
Similarly, for Λhom we first define Y hom0 : Λ
hom → R3 by Y hom0 (`) = `
and the space of admissible lattice deformations as
A (Λhom) :=
{
Y : Λhom → R3|Y − Y hom0 ∈ W˙ 1,2(Λhom)
}
.
In order to utilise the uniformity of the locality estimates shown in
Chapter 5, we introduce the following spaces, for λ > 0
A (Λ, λ) :=
{
Y : Λ→ R3| ‖D(Y − Y0)‖`2(Λ) < λ
}
,
A (Λhom, λ) :=
{
Y : Λhom → R3| ‖D(Y − Y hom0 )‖`2(Λhom) < λ
}
.
We also define the spaces of displacements corresponding to A (Λ, λ),
A (Λhom, λ). For λ > 0, define
W˙ 1,2(Λ, λ) :=
{
U ∈ W˙ 1,2(Λ) ∣∣ ‖DU‖`2(Λ) < λ },
W˙ 1,2(Λhom, λ) :=
{
Uhom ∈ W˙ 1,2(Λhom) ∣∣ ‖DUhom‖`2(Λhom) < λ }.
It follows that
A (Λ, λ) = Y0 + W˙
1,2(Λ, λ) and A (Λhom, λ) = Y hom0 + W˙
1,2(Λhom, λ).
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6.2 Site energy
Recall, in Chapter 5 the site energies were defined for nuclear configurations
Y ∈ YL2(M,ω), which ensures that a unique TFW ground state corresponding
to m = mY ∈ ML2(M,ω) exists. The following result shows that the spaces
A (Λ),A (Λhom) and YL2(M,ω) are compatible.
Let η ∈ C∞c (BR0(0)) be radially symmetric function satisfying η ≥ 0
and
∫
R3 η = 1 describe the charge density of a single (smeared) nucleus, for
some fixed R0 > 0. For any Y ∈ A (Λ) and Y hom ∈ A (Λhom), define the
corresponding nuclear configurations
mY (x) =
∑
`∈Λ
η(x− Y (`)), mY hom(x) =
∑
`∈Λhom
η(x− Y hom(`)). (6.3)
Lemma 6.2. Let Y ∈ A (Λ, λ) ∪A (Λhom, λ), then there exist M,ω0, ω1 > 0,
depending only on λ, such that mY defined in (6.3) satisfies mY ∈ML2(M,ω),
where ω = (ω0, ω1).
The uniformity of the constants M,ω0, ω1 appearing in Lemma 6.2 en-
sures that the locality estimates shown in Chapter 5 are also uniform for all
Y ∈ A (Λ, λ) ∪A (Λhom, λ).
In order to treat the lattice relaxation problem, we require site energies
that are robust for large deformations. For this purpose, in this chapter, we
construct site energies using the following family of partition functions, using
the canonical construction described in Remark 12 in Chapter 5.
Choose 0 < γ˜ < γ and define ϕ˜(x) = e−γ|x|
2
. Observe that ϕ˜ ∈ C∞(R3),
ϕ˜ ≥ 0, is radially symmetric and satisfies
|∇jϕ˜(x)| ≤ Cje−γ˜|x|, for all j ∈ N. (6.4)
Given Y ∈ A (Λ, λ), recall (5.2), that there exists R′ = R′(λ) > 0 such that
∪`∈ΛBR′(Y (`)) = R3. Then, for ` ∈ Λ, define
ϕ`(Y ;x) =
ϕ˜(x− Y (`))∑
`′∈Λ ϕ˜(x− Y (`′))
. (6.5)
This is finite as
∑
`′∈Λ ϕ˜(x − Y (`′)) ≥ e−γ(R
′)2 > 0 for all x ∈ R3. Moreover,
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this construction satisfies (5.6) and (5.84) for all k ∈ N. Similarly, for
Y hom ∈ A (Λhom, λ) and ` ∈ Λhom, we define
ϕ`(Y
hom;x) =
ϕ˜(x− Y hom(`))∑
`′∈Λhom ϕ˜(x− Y hom(`′))
.
Now, for Y ∈ A (Λ, λ), Y hom ∈ A (Λhom, λ) recall the energy densities E1(Y ; ·),
E1(Y hom; ·) defined in (5.4). For `1 ∈ Λ, `2 ∈ Λhom, define E`1 : A (Λ) → R
and E`2 : A (Λ
hom)→ R by
E`1(Y ) :=
∫
R3
E1(Y ;x)ϕ`1(Y ;x) dx, (6.6)
E`2(Y
hom) :=
∫
R3
E1(Y hom;x)ϕ`2(Y hom;x) dx. (6.7)
Remark 19. The definition of the site energies (6.6)–(6.7) are equivalent to
the definition (5.7) given in Chapter 5. The only distinction is that in (5.7)
the nuclear coordinates are indexed using N, whereas (6.6)–(6.7) use Λ and
Λhom, respectively. As (RC) implies that Λ,Λhom are countable, hence there
exist bijections that exchange the indices.
Recall that in (5.4)–(5.5), we defined two energy densities E1(Y ; ·),
E2(Y ; ·) corresponding to Y ∈ YL2(M,ω). Alternatively, one could equiva-
lently use E2(Y ; ·) to define the site energies (6.6)–(6.7) for the lattice relax-
ation problem and the entire analysis would hold, though some proofs would
require some minor changes.
The following result collects the properties of the site energies. The
locality properties and invariance of the site energies under isometries and
permutations have been explored in detail in Chapter 5. However, we also
establish an additional property, which we refer to as homogeneity of the site
energies, that we now discuss.
Suppose two deformations Y1, Y2 possess sites `1, `2 whose nuclear con-
figurations agree in a finite region. The homogeneity result controls the dif-
ference between the site energies E`1(Y1) and E`2(Y2), depending on the size
of the agreement region. Consequently, the homogeneity result demonstrates
the dependence of the site energies on the surrounding nuclear arrangement.
Without accounting for lattice relaxation, a point defect introduces a
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local perturbation to the crystal. As a result, sufficiently far from the defect
core, the defective lattice becomes indistinguishable from the unperturbed ar-
rangement. The homogeneity estimate will be used to show that the site energy
inherits this property, so the difference between the defective site energy and
the homogeneous site energy is negligible far from the defect core. This allows
us to exploit the symmetry properties of the perfect crystal when treating the
relaxation of a defective crystal.
Proposition 6.3. The site energies {E`}`∈Λ, {E`}`∈Λhom defined in (6.6)–(6.7)
satisfy (SE):
Let Y ∈ A (Λ, λ)∪A (Λhom, λ) and let Λ′ = Dom(Y ) denote the domain
of Y .
(SE.R) Regularity: At each ` ∈ Λ′, E`(Y ) possesses all partial derivatives,
denoted by E`,n(Y ), n ∈ (Λ′ \ `)j for j ∈ N.
(SE.L) Locality: There exists γ > 0 such that for all j ∈ N and ` ∈ Λ,
n ∈ (Λ \ `)j
|E`,n(Y )| ≤ Cje−γ
∑j
i=1 r`ni ,
where Cj = Cj(λ), γ = γ(λ) and r`ni = |Y (`)− Y (ni)|.
(SE.H) Homogeneity: Let Y1, Y2 ∈ A (Λ, λ)∪A (Λhom, λ) and for i = 1, 2, let
Λ′i = Dom(Yi). There exist C = C(λ), γ = γ(λ) > 0 such that for any
`1 ∈ Λ′1, `2 ∈ Λ′2 and r ≥ 0 satisfying
{Y1(n1)− Y1(`1) | n1 ∈ Λ′1 s.t. r`1n1(Y1) ≤ r}
= {Y2(n2)− Y2(`2) | n2 ∈ Λ′2 s.t. r`2n2(Y2) ≤ r} , (6.8)
then
|E`1(Y1)− E`2(Y2)| ≤ Ce−γr.
Additionally, for any n1 ∈ Λ′1 \ `1 satisfying r`1n1(Y1) ≤ r, we have
|E`1,n1(Y1)− E`2,n2(Y2)| ≤ Ce−γ(r+r`1n1 ),
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rY1(ℓ1)
r
Y2(ℓ2)
Figure 6.1: A diagram showing the assumption (6.8) appearing in (SE.H).
where n2 is the unique element of Λ
′
2 \ `2 satisfying
Y1(n1)− Y1(`1) = Y2(n2)− Y2(`2).
(SE.P) Symmetry under permutations: If pi : Λ′ → Λ′ is a bijection, then
Y ◦ pi ∈ A (Λ′, λ) and Epi(`)(Y ◦ pi) = E`(Y ).
(SE.I) Symmetry under isometries: If ϕ : R3 → R3 is an isometry, then
ϕ ◦ Y ∈ A (Λ′, λ) and E`(ϕ ◦ Y ) = E`(Y ).
Remark 20. Though the locality and homogeneity estimates (SE.L) and
(SE.H) appear similar, logically one does not imply the other. However,
their similarity arises as both results are consequences of the locality estimates
established in Chapter 3.
Remark 21. Homogeneity and permutation invariance imply that all atoms in
the system are of the same species. One could extend the assumptions to admit
multiple species of atoms, however the generalisation will bring significantly
more complex notations and we will not pursue them here.
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6.3 Site potential
The property (SE.I) implies that the site energies are translation invariant,
hence
E`(Y ) = E`(Y − Y (`)) ∀ Y ∈ A (Λ), ` ∈ Λ. (6.9)
It follows from (6.9) that E`(Y ) is only a function of DY (`), and hence a
function of DU(`).
For `1 ∈ Λ and `2 ∈ Λhom, define the spaces
D`1(Λ) :=
{
DU(`1)
∣∣U ∈ W˙ 1,2(Λ)} ⊂ (R3)Λ−`1 ,
D`2(Λ
hom) :=
{
DUhom(`2)
∣∣Uhom ∈ W˙ 1,2(Λhom)} ⊂ (R3)Λhom∗ .
Due to the translation-invariance of Λhom, it follows thatD`(Λ
hom) = Dm(Λ
hom)
for all `,m ∈ Λhom, hence we define the space D(Λhom) := D`(Λhom) for all
` ∈ Λhom.
For ` ∈ Λ, define the site potential V` : D`(Λ)→ R by
V`
(
DU(`)
)
:= E`(Y0 + U). (6.10)
Similarly, for ` ∈ Λhom, define V hom` : D(Λhom)→ R by
V hom`
(
DUhom(`)
)
:= E`(Y
hom
0 + U
hom). (6.11)
It follows from (SE.P) that V hom`1 = V
hom
`2
for all `1, `2 ∈ Λhom, hence there
exists a homogeneous site potential V hom : D(Λhom)→ R satisfying
V hom
(
DUhom(`)
)
= E`(Y
hom
0 + U
hom) (6.12)
for all U ∈ W˙ 1,2(Λhom) and ` ∈ Λhom. We now justify this claim.
Let `,m ∈ Λhom and Uhom ∈ W˙ 1,2(Λhom), then define Y = Y hom0 +Uhom.
Now define a bijection pi : Λhom → Λhom by pi(k) = k + `−m and let
Uhom1 := U
hom ◦ pi and Y1 := Y ◦ pi = Y hom0 ◦ pi + Uhom1 . It follows from the
definition that DUhom1 (m) = DU
hom(`). By applying (SE.P) to (6.11), we
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deduce
V hom`
(
DUhom(`)
)
= E`(Y
hom
0 + U
hom) = Em(Y1)
= V homm
(
DUhom1 (m)
)
= V homm
(
DUhom(`)
)
,
hence V hom` is independent of ` ∈ Λhom, so we refer to the function as V hom.
From the definitions (6.10)–(6.12), it is clear that the site potentials
inherit the regularity, locality and homogeneity properties satisfied by the site
energies. The full statement of the properties of the site potentials is given in
Theorem 6.14 on Page 189.
Remark 22. The key distinction between the site energy E`(Y0 +U) and the
site potential V`(DU(`)) is that calculating the derivative 〈E`,n(Y0 + U), V 〉
involves evaluating V (n). In contrast, the derivative 〈V`,n(DU(`)), V 〉 can be
evaluated using DV (n), which can be estimated by the norm ‖DV ‖`2(Λ).
This exposes the finite-difference structure of the site energies, and al-
lows us to control the energy of an arrangement using the gradients of a dis-
placement and not the displacement itself.
6.4 Energy difference functionals
Using the site potentials {V`}`∈Λ, we formally define the energy-difference func-
tional for a displacement U ∈ W˙ 1,2(Λ) :
E (U) :=
∑
`∈Λ
(
E`(Y0 + U)− E`(Y0)
)
=
∑
`∈Λ
(
V`
(
DU(`)
)− V`(0)).
Similarly, for Uhom ∈ W˙ 1,2(Λhom), we also formally define
E hom(Uhom) :=
∑
`∈Λhom
(
E`(Y
hom
0 + U
hom)− E`(Y hom0 )
)
=
∑
`∈Λhom
(
V hom
(
DUhom(`)
)− V hom(0)).
The argument presented in Remark 22 ensures that the energy difference
functionals E and Ehom are defined on W˙ 1,2(Λ) and W˙ 1,2(Λhom), respectively.
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Theorem 6.4. Denote Λ1 = Λ,Λ2 = Λ
hom and E1 = E ,E2 = E hom.
For i = 1, 2, Ei : W˙ c(Λi)→ R is continuous with respect to
‖D·‖`2(Λi), hence there exists a unique continuous extension to W˙ 1,2(Λi), which
we denote by Ei. The extended functional Ei : W˙ 1,2(Λi)→ R is twice continu-
ously differentiable.
The homogeneous energy E hom is used in the analysis in order to show
that E is well-defined on W˙ 1,2(Λ). A key step in the proof of Theorem 6.4
involves proving that δE (0) defines a bounded functional on W˙ c(Λ). On the
homogeneous lattice δE hom(0) = 0 holds due to the symmetries of the perfect
lattice Λhom. By applying the homogeneity estimates established in (SE.H),
we then establish that δE (0) = δE (0) − δE hom(0) is a well-defined operator
acting on W˙ c(Λ).
Once this has been established, for U ∈ W˙ c(Λ) we can express
E (U)− E (0) =
(
E (U)− E (0)− 〈E (0), U〉
)
+ 〈E (0), U〉.
The term appearing the right hand side can then be controlled in terms of
‖DU‖2`2(Λ) by applying the locality estimates (SE.L).
This argument requires an equivalent norm that uses an exponentially-
weighted finite difference, which we define in Section 6.6.2, instead of the
nearest-neighbour norm (6.2). The proof is presented in detail in Section 6.9.
6.5 Variational problem for point defects
We establish Theorem 6.4 for the sole purpose of formulating the variational
problem
Find U¯ ∈ arg min{E (U) ∣∣U ∈ W˙ 1,2(Λ)}, (6.13)
where “arg min” is understood in the sense of local minimality. We may also
consider the minimisation problem over the restricted space W˙ 1,2(Λ, λ), for
λ > 0
Find U¯ ∈ arg min{E (U) ∣∣U ∈ W˙ 1,2(Λ, λ)}. (6.14)
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It follows that any minimiser to (6.13) is also a minimiser to (6.14), provided
λ > 0 is sufficiently large.
We shall only be concerned with the structure of solutions to (6.14),
assuming their existence.
Remark 23. A standard argument to prove the existence of minimisers of
a functional is to use convexity properties to prove the lower semi continuity
of the functional. We recall that for a fixed finite nuclear arrangement, the
TFW energy ETFW(
√
ρ,m), defined in (1.1), is strictly convex with respect to
the electron density term
√
ρ. However, the permutation invariance property
(SE.P) implies that E is not convex.
Additionally, due to the permutation invariance property (SE.P), any
nuclear arrangement that minimises E could be described by many lattice
displacements. It follows that physically many minimisers of (6.14) should
exist. However, as the parameter λ > 0 controls the size of the test space
W˙ 1,2(Λ, λ), altering λ would likely change the number of solutions to (6.14).
If U¯ solves (6.14), then U¯ is a second-order critical point, satisfying
〈δE (U¯), V 〉 = 0 and 〈δ2E (U¯)V, V 〉 ≥ 0 ∀ V ∈ W˙ 1,2(Λ). (6.15)
We now establish the rate of decay for minimising displacements. To
show this, we require the following strong stability condition for the host ho-
mogeneous lattice.
(LS) Lattice stability: There exists cL > 0 depending only on Λ
hom, such
that
〈
δ2E hom(0)V, V
〉 ≥ cL‖DV ‖2`2(Λhom) ∀ V ∈ W˙ c(Λhom). (6.16)
As δE hom(0) = 0, this stability condition states that the equilibrium configu-
ration Uhom ≡ 0 is a local minimiser for E hom.
Theorem 6.5. If (LS) is satisfied, then for any U¯ solving (6.14) there exist
C = C(λ) > 0 and U¯ ∈ R3 such that for all ` ∈ Λ \BRdef
|U¯(`)− U¯∞| ≤ C
(
1 + |`|)−2. (6.17)
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In addition, for all ` ∈ Λ \BRdef and ρ ∈ Λ− `
|ρ|−1∣∣DρU¯(`)∣∣ ≤ C(1 + |`|)−3. (6.18)
Numerical experiments performed in [23, Section 2.7] confirm the sharp-
ness of the decay results presented in Theorem 6.5 for models with finite-range
interaction.
We prove Theorem 6.5 by adapting the proof of [23, Theorem 2.3].
This argument requires the Green’s function for the homogeneous lattice Λhom,
whose definition relies on the stability condition (LS).
The remainder of this chapter is dedicated to proving our main results.
6.6 Preliminary results
We now collect some technical lemmas that will be used in the proof of our
main results.
6.6.1 Path counting lemmas
The following section contains two technical lemmas that will be used through-
out this chapter.
Lemma 6.6. For all ` ∈ Λ and ρ ∈ Λ− `, there exists a finite path of lattice
points P(`, ` + ρ) := {`i}1≤i≤Nρ+1 ⊂ Λ, such that for each 1 ≤ i ≤ Nρ,
`i+1 ∈ N (`i). Moreover, there exists C0 > 0, independent of ` and ρ, such
that Nρ ≤ C0|ρ|.
Lemma 6.7. For ` ∈ Λ and n ∈ N, define
Bn(`) =
{
(`1, `2) ∈ Λ2
∣∣∣∣n− 1 < |`1 − `2| ≤ n, ` ∈P(`1, `2)} ,
then there exists C > 0 such that
|Bn(`)| ≤ Cn6 for all ` ∈ Λ. (6.19)
We remark that these results are fairly obvious from a geometrical view-
point, but the proofs are included below for completeness.
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Λ0
BRdef(0)
(a) The construction of Λ0. (b) Examples of paths constructed out-
side of Λ0, using the perfect lattice
Λhom.
ℓ0
ℓ1
ℓ2
ℓ3
(c) A diagram showing the construction of a
path inside Λ0. This involves decomposing
Λ0 using Voronoi cells, whose boundaries are
coloured grey.
Figure 6.2: Diagrams represented the arguments used to prove Lemmas 6.6
and 6.7.
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Proof of Lemma 6.6. Let Γ⊂ R3 denote the unit cell of the lattice Λhom, cen-
tred at 0. This is also referred to as the Wigner–Seitz cell or Voronoi cell of
Λhom, which is a semi-open subset of R3 that contains all points in R3 that are
closer to 0 ∈ Λhom than all other points in Λhom and also satisfies⋃
`∈Λhom
(Γ + `) = R3,
where Γ + ` = {x+ ` |x ∈ Γ }. By the definition of Γ, there exists δ > 0 such
that Bδ(0) ⊂ Γ, hence choosing k = dRdefδ e ∈ N ensures that BRdef(0) ⊂ kΓ.
Then define Λ0 = Λ∩kΓ¯, which satisfies: Λ0 is finite, Λc0 := Λ\Λ0 = Λhom \Λ0
and ∂Λ0 ⊂ Λhom.
Case 1 First consider ` ∈ (Λc0 ∪ ∂Λ0), ρ ∈ (Λc0 ∪ ∂Λ0)− `, then ρ ∈ Λhom
and can be expressed as ρ =
∑3
j=1 njAej, where (Aej)1≤j≤3 are the lattice
vectors and (nj) ∈ Z3. As the lattice vectors are independent, one can define
the norm |ρ|1 =
∑3
j=1 |nj|, which is equivalent to the standard norm |ρ|, hence
|ρ|1 ≤ C|ρ|.
It is straightforward to construct a lattice path (`i)1≤i≤Nρ ⊂ (Λc0∪∂Λ0),
from ` to `+ ρ, such that `i+1 ∈ {`i ± Aej}1≤j≤3 ⊆ N (`i), such that
Nρ ≤ 2|ρ|1 ≤ C|ρ|.
Case 2 Now consider ` ∈ Λ0, ρ ∈ Λ0 − `. For `′ ∈ Λ, ρ′ ∈ Λ − `′, then
define the Voronoi cell V(`′) and it’s boundary ∂V(`′) by
V(`′) =
{
x ∈ R3
∣∣∣ |x− `′| ≤ |x− k| ∀ k ∈ Λ} , (6.20)
∂V(`′) =
{
x ∈ V(`′)
∣∣∣ |x− `′| = |x−m| for some m ∈ N (`′)} .
Also, define the function d`′ : R3 → R≥0 by
d`′(x) := max
k∈Λ\{`′}
(|x− `′| − |x− k|) .
By (RC), there exists µ > 0 such that |`1− `2| ≥ µ > 0 for all `1, `2 ∈ Λ such
that `1 6= `2. It follows that d`′ is continuous and satisfies d`′(`′) ≤ −µ < 0 and
d`′(k) ≥ µ > 0 for all k ∈ Λ\{`′}. Moreover, it follows that V(`′) = {x|d`′(x) ≤ 0}
and ∂V(`′) = {x|d`′(x) = 0}. For t ∈ [0, 1] define f(t) = d`′(`′ + tρ′). As
f is continuous and satisfies f(0) < 0, f(1) > 0, by the Intermediate Value
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Theorem, there exists t0 ∈ (0, 1) such that f(t0) = d`′(`′ + t0ρ′) = 0, hence
`′ + t0ρ′ ∈ ∂V(`′), hence there exists m = m(`′, `′ + ρ′) ∈ N (`′) such that
t0|ρ′| = |`′ + t0ρ′ − `′| = |`′ + t0ρ′ −m|. By the triangle inequality, it follows
that
|`′ + ρ′ −m| ≤ |`′ + t0ρ′ −m|+ |(1− t0)ρ′| = t0|ρ′|+ (1− t0)|ρ′| = |ρ′|.
(6.21)
We now show that the inequality in (6.21) is actually strict. Define the line
L = {`′+ tρ′|t ∈ R} and the surface S = {x ∈ R3||x− `′| = |x−m|}. Observe
that L and S can intersect at most once and `′+t0ρ′ ∈ L∩S, where t0 ∈ (0, 1).
It follows that as `′ + ρ′ ∈ L, `′ + ρ′ /∈ S so (6.21) ensures that
|`′ + ρ′ −m| < |ρ′|. (6.22)
We use (6.22) to construct a finite path of neighbouring lattice points from `′
to `′ + ρ′. Let `1(`′, ρ′) = `′, then for i ∈ N, given `i(`′, ρ′), define
`i+1(`
′, ρ′) = m(`i, `′ + ρ′) ∈ N (`i), which satisfies
|`′ + ρ′ − `i+1| < |`′ + ρ′ − `i|. (6.23)
We now show that this path reaches `′ + ρ′ after finitely many steps. Observe
that `1 = `
′ ∈ Λ ∩ B|ρ′|+1(`′ + ρ′), which is a finite set. The estimate (6.23)
implies that `2 ∈ Λ ∩ B|ρ′|+1(`′ + ρ′) \ {`1}, and arguing inductively it follows
if `j 6= `′ + ρ′ for all j ≤ i, then `i+1 ∈ Λ ∩ B|ρ′|+1(`′ + ρ′) \ {`1, . . . , `i}. Let
N = N`′,ρ′ = |Λ∩B|ρ′|+1(`′+ρ′)|, and suppose that after N −1 steps, the path
has not reached `′+ρ′, hence `N ∈ Λ∩B|ρ′|+1(`′+ρ′)\{`1, . . . , `N−1} = {`′+ρ′},
hence there exists a finite path of neighbouring lattice points for any `′, `′+ρ′.
Now consider the set
{`i(`, ρ)|` ∈ Λ0, ρ ∈ Λ0 − `, 1 ≤ i ≤ N`,ρ − 1} ,
which is finite, hence there exists c0 > 0 such that: for all ` ∈ Λ0, ρ ∈ Λ0 − `,
168
1 ≤ i ≤ N`,ρ − 1, `i = `i(`, ρ) and `i+1 = `i+1(`, ρ) satisfy
|`+ ρ− `i+1| ≤ |`+ ρ− `i| − c0.
As `1 = ` satisfies |`+ ρ− `1| = |ρ|, by arguing inductively we deduce
|`+ ρ− `i+1| ≤ |ρ| − c0i.
Observe that for i ≥ Nρ := dc−10 |ρ|e, |` + ρ − `i+1| ≤ |ρ| − c0i ≤ 0, hence the
path reaches `+ ρ within Nρ ≤ c−10 |ρ|+ 1 ≤ (c−10 + µ−1)|ρ| = C|ρ| steps.
Case 3 It remains to consider the case ` ∈ Λ0 \ ∂Λ0, ρ ∈ Λc0 \ {`}, as
the case ` ∈ Λc0, ρ ∈ (Λ0 \ ∂Λ0) \ {`} can be treated identically. We follow
the procedure of Case 2, starting from `1 = ` and moving along neighbour-
ing lattice points in Λ0 until the boundary ∂Λ0 is reached, hence there exist
neighbouring lattice points `1, . . . `i−1 ∈ Λ0 \ ∂Λ0 and `i ∈ ∂Λ0 satisfying
|`+ ρ− `i| ≤ |ρ| − c0(i− 1). As `i, `+ ρ ∈ Λc0 ∪ ∂Λ0, by Case 1, there exists a
lattice path (`′j)1≤j≤Ni,ρ + 1 along neighbouring lattice points, from `i to `+ ρ,
satisfying Ni,ρ ≤ C|`+ ρ− `i| ≤ C (|ρ| − c0(i− 1)), hence joining these paths
creates a lattice path of neighbouring points from ` to `+ ρ of length Nρ + 1,
where Nρ = i+Ni,ρ ≤ C(c0i+Ni,ρ) ≤ C|ρ|.
Proof of Lemma 6.7. Fix ` ∈ Λ, n ∈ N and recall the subset Λ0 ⊂ Λ defined
in the proof of Lemma 6.6. We estimate consider |Bn(`) ∩ (Λ0 × Λ0) |. Since
Λ0 is finite, it follows that
|Bn(`) ∩ (Λ0 × Λ0) | ≤ |Λ0 × Λ0| = |Λ0|2 ≤ |Λ0|2n3. (6.24)
Next, observe that
(`1, `2) ∈ Bn(`) ∩ (Λ0 × Λc0) if and only if (`2, `1) ∈ Bn(`) ∩ (Λc0 × Λ0) ,
hence |Bn(`) ∩ (Λ0 × Λc0) | = |Bn(`) ∩ (Λc0 × Λ0) |. Also, if (`1, `2) ∈ Bn(`),
then (6.23) implies |`− `2| < |`1 − `2| ≤ n, hence as Λc0 = Λhom \ Λ0
|Bn(`) ∩ (Λ0 × Λc0) | ≤ |Λ0 × (Λhom ∩Bn(`))| = |Λ0||Λhom ∩Bn(`)|
≤ C|Λ0||Bn(`)| ≤ Cn3.
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It remains to estimate |Bn(`) ∩ (Λc0 × Λc0) |. There exists C > 0 such that for
all (`1, `2) ∈ Bn(`),
|`− `1|+ |`− `2| ≤ C|`1 − `2| ≤ Cn. (6.25)
Using (6.25) and that Λc0 ⊂ Λhom, we deduce
|Bn(`) ∩ (Λc0 × Λc0) | ≤ |
(
Bn(`) ∩ Λhom
)× (Bn(`) ∩ Λhom) |
≤ |Bn(`) ∩ Λhom|2 ≤ C|Bn(`)|2 ≤ Cn6. (6.26)
Collecting the estimates (6.24)–(6.26) yields the desired estimate (6.19).
The following result is an immediate consequence of Lemma 6.6.
Lemma 6.8. For any Y ∈ A (Λ, λ) ∪ A (Λhom, λ) and γ > 0, there exists
C = C(γ, λ) > 0 such that for all `, n ∈ Dom(Y)
e−γr`n ≤ Ce−γ|`−n|/2. (6.27)
An important consequence of Lemma 6.8 is that the locality estimates
can be written as
|E`,n(Y )| ≤ Ce−γr`n ≤ Ce−γ|`−n|/2 for all `, n ∈ Dom(Y).
Proof of Lemma 6.8. Fix γ > 0. We show (6.8) for Y ∈ A (Λ, λ) and remark
that the proof can be applied verbatim in the case Y ∈ A (Λhom, λ).
Let `, n ∈ Λ and let ρ = n − ` ∈ Λ − `. By Lemma 6.6 there exists a
path P(`, ` + ρ) = {`i ∈ Λ|1 ≤ i ≤ Nρ + 1} of neighbouring lattice points,
such that Nρ ≤ C0|ρ| and ρi := `i+1 − `i ∈ N (`i) − `i for all 1 ≤ i ≤ Nρ,
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satisfying
|U(`)− U(n)| = |DρU(`)| ≤
Nρ∑
i=1
|DρiU(`i)| ≤ N1/2ρ
(
Nρ∑
i=1
|DρiU(`i)|2
)1/2
≤ C1/20 |`− n|1/2
(
Nρ∑
i=1
|DρiU(`i)|2
)
≤ C1/20 |`− n|1/2
(∑
`′∈Λ
∑
ρ′∈N (`′)−`′
|Dρ′U(`′)|2
)1/2
= C
1/2
0 ‖DU‖`2|`− n|1/2. (6.28)
Choosing R := 4C0λ
2 ensures that for |`− n| ≥ R
|U(`)− U(n)| ≤ C1/20 ‖DU‖`2|`− n|1/2 ≤
R1/2|`− n|1/2
2
≤ |`− n|
2
. (6.29)
Using the triangle inequality and applying (6.29), for `, n ∈ Λ satisfying
|`− n| ≥ R
|Y (`)− Y (n)| ≥ |`− n| − |U(`)− U(n)| ≥ |`− n|
2
,
hence e−γ|Y (`)−Y (n)| ≤ e−γ|`−n|/2. When |`− n| < R, as |Y (`)− Y (n)| ≥ 0
e−γ|Y (`)−Y (n)| ≤ 1 ≤ eγR/2e−γ|`−n|/2,
so the desired estimate (6.27) holds.
6.6.2 Equivalent norms
The exponential decay of the site energy motivates us to define a family of
norms using exponentially-weighted finite-difference stencils: for γ > 0, define
∣∣DU(`)∣∣
γ
:=
∑
ρ∈Λ−`
e−γ|ρ|
∣∣DρU(`)∣∣ and ‖DU‖`2γ := (∑
`∈Λ
|DU(`)|2γ
)1/2
.
(6.30)
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The following lemma shows the equivalence between the norms ‖D · ‖`2γ and
‖D · ‖`2 .
Lemma 6.9. Let γ > 0, then there exist constants cγ, Cγ > 0 such that
cγ‖DU‖`2 ≤ ‖DU‖`2γ ≤ Cγ‖DU‖`2 ∀ U ∈ W˙ 1,2. (6.31)
Proof of Lemma 6.9. Fix γ > 0. We first show that
cγ‖DU‖`2 ≤ ‖DU‖`2γ . (6.32)
From the assumption (RC) on Page 155, there exists c0 > 0 such that
max
`∈Λ
max
ρ∈N (`)−`
|ρ| = c0 > 0,
hence e−γ|ρ| ≥ e−γc0 > 0 for all ` ∈ Λ and ρ ∈ N (`)− `. Using the embedding
`1 ⊂ `2
∣∣DU(`)∣∣
N
=
( ∑
ρ∈N (`)−`
∣∣DρU(`)∣∣2)1/2 ≤ ∑
ρ∈N (`)−`
∣∣DρU(`)∣∣
≤ eγc0
∑
ρ∈N (`)−`
e−γ|ρ|
∣∣DρU(`)∣∣ ≤ eγc0∣∣DU(`)∣∣γ.
This implies (6.32) as
‖DU‖`2 =
(∑
`∈Λ
|DU(`)|2N
)1/2
≤ eγc0
(∑
`∈Λ
|DU(`)|2w,k
)1/2
= eγc0‖DU‖`2w,k .
We now show the remaining estimate. Applying Cauchy–Schwarz gives
|DU(`)|γ =
∑
ρ∈Λ−`
e−γ|ρ|
∣∣DρU(`)∣∣ = ∑
ρ∈Λ−`
eγ|ρ|/2
(
e−γ|ρ|/2
∣∣DρU(`)∣∣)
≤
( ∑
ρ∈Λ−`
e−γ|ρ|/2
)1/2( ∑
ρ∈Λ−`
e−γ|ρ|
∣∣DρU(`)∣∣2)1/2. (6.33)
By Lemma 6.6, for each ` ∈ Λ and ρ ∈ Λ− `, there exists a path
P(`, ` + ρ) = {`i ∈ Λ|1 ≤ i ≤ Nρ + 1} of neighbouring lattice points, such
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that Nρ ≤ C|ρ| and ρi := `i+1 − `i ∈ N (`i)− `i for all 1 ≤ i ≤ Nρ, satisfying
|DρU(`)| ≤
Nρ∑
i=1
|DρiU(`i)|.
Applying Cauchy–Schwarz again gives
|DρU(`)|2 ≤
( Nρ∑
i=1
|DρiU(`i)|
)2
≤ Nρ
Nρ∑
i=1
|DρiU(`i)|2 ≤ C|ρ|
Nρ∑
i=1
|DρiU(`i)|2.
(6.34)
Combining (6.33)–(6.34) gives
‖DU‖`2γ =
(∑
`∈Λ
|DU(`)|2γ
)1/2
≤ Cγ−3/4
(∑
`∈Λ
∑
ρ∈Λ−`
e−γ|ρ||DρU(`)|2
)1/2
≤ C
(∑
`∈Λ
∑
ρ∈Λ−`
e−γ|ρ||ρ|
Nρ∑
i=1
|DρiU(`i)|2
)1/2
≤ C
(∑
`∈Λ
∑
ρ∈Λ−`
e−γ|ρ||ρ|
Nρ∑
i=1
∑
ρ′∈N (`i)−`i
|Dρ′U(`i)|2
)1/2
= C
(∑
`′∈Λ
∑
ρ′∈N (`′)−`′
|Dρ′U(`′)|2
∑
`∈Λ
∑
ρ∈Λ−`
`′∈P(`,`+ρ)
e−γ|ρ||ρ|
)1/2
(6.35)
By Lemma 6.7, for all `′ ∈ Λ and n ∈ N, the set
Bn(`
′) =
{
(`1, `2) ∈ Λ2
∣∣∣∣n− 1 < |`1 − `2| ≤ n, `′ ∈P(`1, `2)}
satisfies |Bn(`′)| ≤ Cn6. As e−γ|·| is a decreasing function, it follows that
∑
`∈Λ
∑
ρ∈Λ−`
`′∈P(`,`+ρ)
e−γ|ρ||ρ| =
∞∑
n=1
∑
`1,`2∈Bn(`′)
e−γ|`1−`2||`1 − `2|
≤ C
∞∑
n=1
e−γ(n−1)n6 =: C1. (6.36)
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Combining (6.35)–(6.36) we obtain the desired result
‖DU‖`2γ ≤ C
(∑
`′∈Λ
∑
ρ′∈N (`′)−`′
|Dρ′U(`′)|2
∑
`∈Λ
∑
ρ∈Λ−`
`′∈P(`,`+ρ)
e−γ|ρ||ρ|
)1/2
≤ CC1/21
(∑
`′∈Λ
∑
ρ′∈N (`′)−`′
|Dρ′U(`′)|2
)1/2
= C‖DU‖`2 .
6.6.3 Interpolation between Λ and Λhom
The homogeneity estimates (SE.H) allows us to compare site energies between
defective and homogeneous configurations. In order to fully utilise these re-
sults, we require interpolation operators for displacements from Λ to Λhom and
vice versa.
Lemma 6.10. There exists a bounded linear operator
Ihom : W˙ 1,2(Λ)→ W˙ 1,2(Λhom) satisfying:
1. IhomU(`) = U(`) for ` ∈ Λhom \BRdef ,
2. there exist C > 0 such that for all r > 0, there exists R ≥ r satisfying∑
`∈Λhom∩Br
|DIhomU(`)|γ ≤ C
∑
`∈Λ∩BR
|DU(`)|γ for all U ∈ W˙ 1,2(Λ).
(6.37)
Moreover, for all γ > 0
‖DIhomU‖`2γ(Λhom) ≤ C‖DU‖`2γ(Λ) for all U ∈ W˙ 1,2(Λ). (6.38)
Lemma 6.11. There exists a bounded linear operator
Idef : W˙ 1,2(Λhom)→ W˙ 1,2(Λ) satisfying:
1. IdefUhom(`) = Uhom(`) for ` ∈ Λ \BRdef ,
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2. there exist r, R,C > 0 such that for all Uhom ∈ W˙ 1,2(Λhom) and γ > 0∑
`∈Λ∩Br
|DIdefUhom(`)|γ ≤ C
∑
`∈Λhom∩BR
|DUhom(`)|γ, (6.39)
‖DIdefUhom‖`2γ(Λ) ≤ C‖DUhom‖`2γ(Λhom).
Remark 24. For fixed λ > 0, define
λ′ = λ ·max
{∥∥Ihom∥∥
W˙ 1,2(Λ),W˙ 1,2(Λhom)
,
∥∥Idef∥∥
W˙ 1,2(Λhom),W˙ 1,2(Λ)
}
> 0. (6.40)
It follows that Ihom : W˙ 1,2(Λ, λ)→ W˙ 1,2(Λhom, λ′) and
Idef : W˙ 1,2(Λhom, λ) → W˙ 1,2(Λ, λ′). Consequently, the site energy estimates
(SE.L), (SE.H) will continue to be uniform for the interpolated displace-
ments, though the constants appearing in these estimates will now depend on
λ′ instead of λ.
Proof of Lemma 6.10. Fix γ > 0, U ∈ W˙ 1,2(Λ) and for ` ∈ Λhom \BRdef define
IhomU(`) = U(`). Due to the periodicity of Λhom, for each ` ∈ Λhom there
exists a bounded Voronoi cell Vhom(`) ⊂ BR˜(`), where R˜ = 12
∑3
i=1 |Aei| > 0,
satisfying
Vhom(`) =
{
x ∈ R3
∣∣∣ |x− `| ≤ |x− k| ∀ k ∈ Λhom }
and Vhom(`) = Vhom(0) + `, due to the translation-invariance of Λhom. Using
the definition (6.20), one may also define the Voronoi cell V(`) for ` ∈ Λ. As
Λ \BRdef = Λhom \BRdef , there exists R′ > 0 such that ` ∈ Λ \BR′ guarantees
V(`) = Vhom(`) ⊂ BR˜(`), which is bounded. As {V(`)|` ∈ Λ} cover R3, it
follows from the definition (6.20) that for ` ∈ Λ ∩BR′
V(`) ⊂
⋃
`′∈Λ∩BR′
V(`′) ⊂
( ⋃
`′∈Λ\BR′
V(`′)
)oc , (6.41)
where Xo denotes the interior of the set X. As the right-hand side of (6.41)
is a bounded set, there exists R0 > 0 such that V(`) ⊂ BR0(`) for all ` ∈ Λ.
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In addition, there exists R1 > 0 such that
Λhom ∩BRdef ⊂
⋃
`′∈Λ∩BR1
V(`′),
hence for each ` ∈ Λhom ∩BRdef , there exists `′ ∈ Λ ∩BR1 such that
` ∈ V(`′) ⊂ BR0(`′). Note that the choice of `′ is in general not unique. Then
define IhomU(`) = U(`′). It follows from the construction that Ihom is linear.
We now show the estimates (6.37)–(6.38). Consider `1, `2 ∈ Λhom∩BRdef ,
then for i = 1, 2 there exist `′i ∈ Λ ∩ BR1 such that IhomU(`i) = U(`′i) and
|`i − `′i| ≤ R0, hence the triangle inequality implies
e−γ|`1−`2||IhomU(`1)− IhomU(`2)| = e−γ|`1−`2||U(`′1)− U(`′2)|
≤ e2γR0e−γ|`′1−`′2||U(`′1)− U(`′2)| ≤ C
∑
`′∈Λ∩BR1
e−γ|`
′
1−`′||U(`′1)− U(`′)|.
(6.42)
In the case `1 ∈ Λhom ∩ BRdef and `2 ∈ Λhom \ BRdef , then IhomU(`2) = U(`2),
then a similar argument shows
e−γ|`1−`2||IhomU(`1)− IhomU(`2)| ≤ eγR0e−γ|`′1−`2||U(`′1)− U(`2)|. (6.43)
Now, we decompose
|DIhomU(`1)|γ =
∑
ρ∈Λhom∗
e−γ|ρ||DρIhomU(`1)|
=
∑
`2∈Λhom
e−γ|`1−`2||IhomU(`1)− IhomU(`2)|
=
∑
`2∈Λhom∩BRdef
e−γ|`1−`2||IhomU(`1)− IhomU(`2)|
+
∑
`2∈Λhom\BRdef
e−γ|`1−`2||IhomU(`1)− IhomU(`2)|,
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then combine (6.42)–(6.43) to deduce
|DIhomU(`1)|γ ≤ C|Λhom ∩BRdef |
∑
`′∈Λ∩BR1
e−γ|`
′
1−`′||U(`′1)− U(`′)|
+ C
∑
`′∈Λ\BRdef
e−γ|`
′
1−`′||U(`′1)− U(`′2)|
≤ C
∑
`′2∈Λ\`′1
e−γ|`
′
1−`′2||U(`′1)− U(`′2)| = C
∑
ρ′∈Λ−`′1
e−γ|ρ
′||Dρ′U(`′1)|
= C|DU(`′1)|γ ≤ C
∑
`′∈Λ∩BR1
|DU(`′)|γ. (6.44)
An identical argument shows that for `1 ∈ Λhom ∩BRdef , as `1 = `′1
|DIhomU(`1)|γ ≤ C|DU(`1)|γ. (6.45)
Let r > 0 and choose R = max{R1, r}, then combining (6.44)–(6.45) yields
(6.37) ∑
`∈Λhom∩Br
|DIhomU(`)|γ ≤ C
∑
`∈Λ∩BR
|DU(`)|γ.
We now show (6.38) using (6.44)–(6.45) and Cauchy–Schwarz
‖DIhomU‖2`2γ(Λhom) =
∑
`∈Λhom
|DIhomU(`)|2γ
=
∑
`∈Λhom∩BRdef
|DIhomU(`)|2γ +
∑
`∈Λhom\BRdef
|DIhomU(`)|2γ
≤ C
∑
`∈Λhom∩BRdef
( ∑
`′∈Λ∩BR1
|DU(`′)|γ
)2
+ C
∑
`∈Λ\BRdef
|DU(`)|2γ
≤ C|BR1|
∑
`∈Λhom∩BRdef
∑
`′∈Λ∩BR1
|DU(`′)|2γ + C
∑
`∈Λ\BRdef
|DU(`)|2γ
≤ C|Λhom ∩BRdef |
∑
`′∈Λ∩BR1
|DU(`′)|2γ + C
∑
`′∈Λ\BRdef
|DU(`′)|2γ
≤ C
∑
`′∈Λ
|DU(`′)|2γ = C‖DU‖2`2γ(Λ).
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Proof of Lemma 6.11. This holds from following the proof of Lemma 6.10 ver-
batim.
6.7 Proof of site energy results
We now prove the results discussed in Section 6.2.
Proof of Lemma 6.2. We prove that each Y ∈ A (Λ, λ) definesmY ∈ML2(M,ω)
and remark that our proof also holds for Y hom ∈ A (Λhom).
In the following argument, we apply the Gagliardo–Nirenberg–Sobolev
(GNS) estimate for discrete functions: for all U ∈ W˙ 1,2(Λ), there exist
U0 ∈ `6(Λ) ∩ W˙ 1,2(Λ), c ∈ R3 such that U = U0 + c and as `6(Λ) ↪→ `∞(Λ)
‖U0‖`∞(Λ) ≤ ‖U0‖`6(Λ) ≤ C∗‖DU0‖`2(Λ) = C∗‖DU‖`2(Λ), (6.46)
where the constant C∗ is independent of U . This follows from [54, Proposi-
tion 12] and [55]. Let Y = Y0 + U = Y0 + U0 + c denote the deformation
corresponding to U and recall (6.3), which defines the nuclear density
m(x) = mY (x) =
∑
`∈Λ
η(x− Y (`)) =
∑
`∈Λ
η(x− c− `− U0(`)),
where
∫
R3 η = 1, spt(η) ⊂ BR0(0) and we have used the GNS embedding to
obtain the final term.
Due to the periodic arrangement of Λhom, there exist C ′0, C
′
1, C
′
2 > 0
such that for all r > 0 and x ∈ R3
C ′0 r
3 − C ′1 ≤
∣∣Λhom ∩Br(x)∣∣ ≤ C ′2r3.
Moreover, as the assumption (RC) ensures that |Λ ∩ BRdef (0)| < ∞ and
Λ \BRdef (0) = Λhom \BRdef (0), there exists C0, C1, C2, C3 > 0 such that for all
r > 0 and x ∈ R3
C0 r
3 − C1 ≤ |Λ ∩Br(x)| ≤ C2r3 + C3. (6.47)
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For x ∈ R3, applying (6.46)–(6.47), we obtain∫
B1(x)
m ≤
∣∣∣B1+R0+‖U0‖`∞(Λ)(x− c)∣∣∣ ∫
R3
η ≤ C2
(
1 +R0 + ‖U0‖`∞(Λ)
)3
+C3
≤ C(1 + ‖DU‖3`2(Λ)) ≤ C(1 + λ3) =: M.
Similarly, for R ≥ R1 := 2 (R0 + C∗λ), by applying (6.46) we deduce∫
BR(x)
m ≥
∣∣∣BR−R0−‖U0‖`∞(Λ)(x− c)∣∣∣ ∫
R3
η
≥ C0
(
R−R0 − ‖U‖`∞(Λ)
)3 − C1
≥ C0
(
R−R0 − C∗‖DU‖`2(Λ)
)3 − C1
≥ C0 (R−R0 − C∗λ)3 − C1 ≥ C0
8
R3 − C1.
hence mY ∈ML2(M,ω), for ω = (ω0, ω1) = (C08 , C1 + C08 R31).
We now prove Proposition 6.3. Other than the homogeneity estimates
(SE.H), the results of Proposition 6.3 follow directly from the estimates es-
tablished in Chapter 5. We now state (SE.H) as a separate lemma.
Lemma 6.12. Let Y1, Y2 ∈ A (Λ, λ) ∪A (Λhom, λ) and for i = 1, 2, let
Λ′i = Dom(Yi). There exist C = C(λ), γ = γ(λ) > 0 such that for any
`1 ∈ Λ′1, `2 ∈ Λ′2 and r ≥ 0 satisfying
{Y1(n1)− Y1(`1) | n1 ∈ Λ′1 s.t. r`1n1(Y1) ≤ r}
= {Y2(n2)− Y2(`2) | n2 ∈ Λ′2 s.t. r`2n2(Y2) ≤ r} , (6.48)
then
|E`1(Y1)− E`2(Y2)| ≤ Ce−γr, (6.49)
Additionally, for any n1 ∈ Λ′1 \ `1 satisfying r`1n1(Y1) ≤ r there exists unique
n2 ∈ Λ′2 \ `2 satisfying Y1(n1)− Y1(`1) = Y2(n2)− Y2(`2) and
|E`1,n1(Y1)− E`2,n2(Y2)| ≤ Ce−γ(r+r`1n1 ). (6.50)
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Due to the length of the argument, we postpone the proof of Lemma 6.12.
Instead, we now prove Proposition 6.3 under the assumption that Lemma 6.12
holds.
Proof of Proposition 6.3. The symmetry properties (SE.P) and (SE.I) fol-
lows directly from Remark 12 in Chapter 5.
We now show (SE.R) and (SE.L), so let Y ∈ A (Λ, λ) and
U ∈ W˙ 1,2(Λ). There exists t0 > 0 such that Y+tU ∈ A (Λ, λ) for all 0 ≤ t ≤ t0,
hence by Lemma 6.2, there exist (M,ω) such that Y + tU ∈ YL2(M,ω) for all
0 ≤ t ≤ t0. For ` ∈ Λ, j ∈ N and n = (n1, . . . , nj) ∈ Λj, recall the definition of
the partial derivative
E`,n(Y ) =
∂jE`(Y )
∂Y (n1) · · · ∂Y (nj) .
Both regularity and locality follow from Theorem 5.11, in particular the esti-
mate (5.85) implies
|E`,n(Y )| ≤ Cje−γ
∑j
i=1 r`ni .
The homogeneity estimate (SE.H) then follows directly from Lemma 6.12.
In order to prove Lemma 6.12, we first show a result comparing partition
functions when (6.48) holds.
Lemma 6.13. Let Y1, Y2 ∈ A (Λ, λ) ∪A (Λhom, λ) and for i = 1, 2, let
Λ′i = Dom(Yi). Suppose Y1, Y2 satisfy (6.48), for some `1 ∈ Λ′1, `2 ∈ Λ′2 and
r ≥ 0, then there exist constants C = C(λ), γ = γ(λ) > 0, independent of
`1, `2 and r, such that
|ϕ`1(Y1;x+ Y1(`1))− ϕ`2(Y2;x+ Y2(`2))| ≤ Ce−γ(2|x|+r). (6.51)
Additionally, for any n1 ∈ Λ′1 \ `1 satisfying r`1n1(Y1) ≤ r, we have∣∣∣∣∂ϕ`1(Y1;x+ Y1(`1))∂Y1(n1) − ∂ϕ`2(Y2;x+ Y2(`2))∂Y2(n2)
∣∣∣∣ ≤ Ce−γ(|x|+r+r`1n1 ). (6.52)
where n2 is the unique element of Λ
′
2 \ `2 satisfying
Y1(n1)− Y1(`1) = Y2(n2)− Y2(`2).
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Proof of Lemma 6.13. By the definition (6.5)
ϕ`1(Y1;x+ Y1(`1)) =
ϕ˜(x)∑
k1∈Λ′1 ϕ˜(x+ Y1(`1)− Y1(k1))
,
ϕ`2(Y2;x+ Y2(`2)) =
ϕ˜(x)∑
k2∈Λ′2 ϕ˜(x+ Y2(`2)− Y2(k2))
,
hence
|ϕ`1(Y1;x+ Y1(`1))− ϕ`2(Y2;x+ Y2(`2))|
= ϕ˜(x)
∣∣∣∣∣∣
( ∑
k1∈Λ′1
ϕ˜(x+ Y1(`1)− Y1(k1))
)−1
−
( ∑
k2∈Λ′2
ϕ˜(x+ Y2(`2)− Y2(k2))
)−1∣∣∣∣∣∣
(6.53)
We estimate (6.53) by first considering the general expression
ϕ˜(x)
∣∣∣∣∣∣
( ∑
k1∈Λ′1
ϕ˜(x+ Y1(`1)− Y1(k1))
)−α
−
( ∑
k2∈Λ′2
ϕ˜(x+ Y2(`2)− Y2(k2))
)−α∣∣∣∣∣∣ ,
(6.54)
for α ≥ 1. As ϕ˜(x) = e−γ|x|2 , the property ⋃j∈NBR′(Yj) = R3 (5.2) ensures
that
c0 := min
i=1,2
inf
x∈R3
∑
ki∈Λ′i
ϕ˜(x+ Yi(`i)− Yi(ki)) > 0,
hence applying the Mean Value Theorem to (6.54) gives
ϕ˜(x)
∣∣∣∣∣∣
( ∑
k1∈Λ′1
ϕ˜(x+ Y1(`1)− Y1(k1))
)−α
−
( ∑
k2∈Λ′2
ϕ˜(x+ Y2(`2)− Y2(k2))
)−α∣∣∣∣∣∣
≤ αc−α−10 ϕ˜(x)
∣∣∣∣∣∣
∑
k1∈Λ′1
ϕ˜(x+ Y1(`1)− Y1(k1))−
∑
k2∈Λ′2
ϕ˜(x+ Y2(`2)− Y2(k2))
∣∣∣∣∣∣
(6.55)
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The condition (6.48) implies∑
k1∈Λ′1 s.t.
|r`1k1 |≤r
ϕ˜(x+ Y1(`1)− Y1(k1)) =
∑
k2∈Λ′2 s.t.
|r`2k2 |≤r
ϕ˜(x+ Y2(`2)− Y2(k2)). (6.56)
In order to estimate the remaining terms in (6.55), we first estimate∑
k1∈Λ′1 s.t.
|r`1k1 |>r
ϕ˜(x+ Y1(`1)− Y1(k1))
≤
∑
k1∈Λ′1 s.t.
|r`1k1 |>r
e−γ˜|x+Y1(`1)−Y1(k1)| ≤
∑
k1∈Λ′1 s.t.
|r`1k1 |>r
e−γ˜|x+Y1(`1)−Y1(k1)|/2
≤
∑
k1∈Λ′1 s.t.
|r`1k1 |>r
eγ˜|x|/2e−γ˜|Y1(`1)−Y1(k1)|/2 ≤ eγ˜(2|x|−r)/4
∑
k1∈Λ′1
e−γ˜|Y1(`1)−Y1(k1)|/4
≤ Ceγ˜(2|x|−r)/4. (6.57)
Combining (6.56)–(6.57), we deduce∣∣∣∣∣∣
∑
k1∈Λ′1
ϕ˜(x+ Y1(`1)− Y1(k1))−
∑
k2∈Λ′2
ϕ˜(x+ Y2(`2)− Y2(k2))
∣∣∣∣∣∣
≤
∑
k1∈Λ′1 s.t.
|r`1k1 |>r
ϕ˜(x+ Y1(`1)− Y1(k1)) +
∑
k2∈Λ′2 s.t.
|r`2k2 |>r
ϕ˜(x+ Y2(`2)− Y2(k2))
≤ Ceγ˜(2|x|−r)/4. (6.58)
Inserting (6.58) into (6.55) yields
ϕ˜(x)
∣∣∣∣∣∣
( ∑
k1∈Λ′1
ϕ˜(x+ Y1(`1)− Y1(k1))
)−α
−
( ∑
k2∈Λ′2
ϕ˜(x+ Y2(`2)− Y2(k2))
)−α∣∣∣∣∣∣
≤ Ce−γ˜|x|eγ˜(2|x|−r)/4 = Ce−γ˜(2|x|+r)/4. (6.59)
In particular, the desired estimate (6.51) follows from (6.59), choosing α = 1
and γ = γ˜/4 > 0.
We now show (6.51), so suppose n1 ∈ Λ′1\`1 satisfies r`1n1(Y1) ≤ r, then
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there exists unique n2 ∈ Λ′2 \ `2 satisfying Y1(n1) − Y1(`1) = Y2(n2) − Y2(`2).
For i = 1, 2, the derivative of the partition function is given by
∂ϕ`i(Yi;x+ Yi(`i))
∂Yi(ni)
= ∇ϕ˜(x+ Yi(`i)− Yi(ni)) ϕ˜(x)
( ∑
ki∈Λ′i
ϕ˜(x+ Yi(`i)− Yi(ki))
)−2
= ∇ϕ˜(x+ Y1(`1)− Y1(n1)) ϕ˜(x)
( ∑
ki∈Λ′i
ϕ˜(x+ Yi(`i)− Yi(ki))
)−2
,
where we have used Y1(n1)− Y1(`1) = Y2(n2)− Y2(`2). It follows that
∂ϕ`1(Y1;x+ Y1(`1))
∂Y1(n1)
− ∂ϕ`2(Y2;x+ Y2(`2))
∂Y2(n2)
= ∇ϕ˜(x+ Y1(`1)− Y1(n1)) ϕ˜(x)
·
( ∑
k1∈Λ′1
ϕ˜(x+ Y1(`1)− Y1(k1))
)−2
−
( ∑
k2∈Λ′2
ϕ˜(x+ Y2(`2)− Y2(k2))
)−2 .
(6.60)
Applying (6.4) and (6.59) with α = 2 to (6.60) yields the desired estimate
(6.52)∣∣∣∣∂ϕ`1(Y1;x+ Y1(`1))∂Y1(n1) − ∂ϕ`2(Y2;x+ Y2(`2))∂Y2(n2)
∣∣∣∣
≤ Ce−γ˜|x+Y1(`1)−Y1(n1)|e−γ˜(2|x|+r)/4 = Ce−γ˜(r+2|x|+4|x+Y1(`1)−Y1(n1)|)/4
≤ Ce−γ˜(r+2|x|+|x+Y1(`1)−Y1(n1)|)/4 ≤ Ce−γ˜(|x|+r+r`1n1 )/4,
where we have applied the triangle inequality to obtain the final estimate.
Proof of Lemma 6.12. Throughout this proof, we consider i ∈ {1, 2}. Suppose
Yi ∈ A (Λ′i) satisfy (6.48) for r ≥ 0, then define
mi(x) = mYi(x+ Yi(`i)) =
∑
`∈Λ′i
η(x+ Yi(`i)− Yi(`)),
and let (ui, φi) denote the corresponding ground state.
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First suppose (6.48) holds for r ≤ 4R0, where spt(η) ⊂ BR0(0). Then
(6.49) holds trivially as
|E`1(Y1)− E`2(Y2)| ≤ |E`1(Y1)|+ |E`2(Y2)| ≤ Cc−10
∫
R3
ϕ˜ ≤ C ≤ CeγR0e−γr/4.
Similarly, we show (6.50) by applying (SE.L) from Proposition 6.3 and using
that r`1n1 = r`2n2
|E`1,n1(Y1)− E`2,n2(Y2)| ≤ |E`1,n1(Y1)|+ |E`2,n2(Y2)| ≤ Ce−γr`1n1
≤ Ce4γR0e−γ(r+r`1n1 ).
Now consider the case that (6.48) holds for r ≥ 4R0, where
spt(η) ⊂ BR0(0). Then the assumption (6.48) implies that m1 = m2 on Br−R0 .
As r ≥ r0 = 4R0, applying Proposition 4.1, there exists C, γ′ > 0 such that
for all |x| ≤ r/2∑
|α|≤2
|∂α(u1 − u2)(x)|+ |(φ1 − φ2)(x)| ≤ Ce−γ′(r−R0−|x|) ≤ Ce−γ′r/4. (6.61)
As the partition function satisfies (5.6b), ϕ`i(Yi;x + Yi(`i)) ≤ Ce−γ˜|x|. Now
recall the definition of the energy density (5.92), then define
E1,i = |∇ui|2 + u10/3i +
1
2
φi(mi − u2i ).
The site energies (6.6), can be expressed as
E`i(Yi) =
∫
R3
E1,i(x)ϕ`i(Yi;x+ Yi(`i)) dx,
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hence the difference becomes
E`1(Y1)− E`2(Y2)
=
∫
R3
E1,1(x)ϕ`1(Y1;x+ Y1(`1)) dx−
∫
R3
E1,2(x)ϕ`2(Y2;x+ Y2(`2)) dx
=
∫
R3
(
E1,1(x)− E1,2(x)
)
ϕ`1(Y1;x+ Y1(`1)) dx (6.62)
+
∫
R3
E1,2(x)
(
ϕ`1(Y1;x+ Y1(`1))− ϕ`2(Y2;x+ Y2(`2))
)
dx. (6.63)
We decompose the integral (6.62) into∫
Br/2(0)
(
E1,1(x)− E1,2(x)
)
ϕ`1(Y1;x+ Y1(`1)) dx (6.64)
+
∫
Br/2(0)
c
(
E1,1(x)− E1,2(x)
)
ϕ`1(Y1;x+ Y1(`1)) dx. (6.65)
We estimate (6.64) using that m1 = m2 on Br/2(0), applying (6.61) and Propo-
sition 2.1, we deduce for |x| ≤ r/2
|(E1,1 − E1,2)(x)| ≤ C (|∇(u1 − u2)(x)|+ |(u1 − u2)(x)|+ |(φ1 − φ2)(x)|)
≤ Ce−γ′r/4,
hence∣∣∣∣∣
∫
Br/2(0)
(
E1,1(x)− E1,2(x)
)
ϕ`1(Y1;x+ Y1(`1)) dx
∣∣∣∣∣
≤ Ce−γ′r/4
∫
Br/2(0)
ϕ`1(Y1;x+ Y1(`1)) dx ≤ Ce−γ
′r/4.
Then, (6.65) is estimated by∣∣∣∣∣
∫
Br/2(0)
c
(
E1,1(x)− E1,2(x)
)
ϕ`1(Y1;x+ Y1(`1)) dx
∣∣∣∣∣
≤ C
∫
Br/2(0)
c
e−γ˜|x| dx ≤ Ce−γ˜r/4
∫
Br/2(0)
c
e−γ˜|x|/2 dx ≤ Ce−γ˜r/4. (6.66)
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We estimate (6.63) using Lemma 6.13∣∣∣∣∫
R3
E1,2(x)
(
ϕ`1(Y1;x+ Y (`1))− ϕ`2(Y2;x+ Y (`2))
)
dx
∣∣∣∣
≤ C
∫
R3
|ϕ`1(Y1;x+ Y1(`1))− ϕ`2(Y2;x+ Y2(`2))| dx
≤ Ce−γ˜r/4
∫
R3
e−γ˜|x|/2 dx ≤ Ce−γ˜r/4. (6.67)
Collecting the estimates (6.62)–(6.67) gives the first desired result (6.49).
It remains to show (6.50). Let n1 ∈ Λ′1 satisfy r`1n1(Y1) ≤ r, then by
(6.8), there exists unique n2 ∈ Λ′2 satisfying Y1(n1)− Y1(`1) = Y2(n2)− Y2(`2).
Applying (5.89)–(5.90) yields
E`i,ni(Yi) =
∫
R3
∂E1,i(x)
∂Yi(ni)
ϕ`i(Yi;x+ Yi(`i)) dx
+
∫
R3
E1,i(x) ∂ϕ`i
∂Yi(ni)
(Yi;x+ Yi(`i)) dx. (6.68)
Define the first variations
ui =
∂ui
∂Yi(ni)
, φi =
∂φi
∂Yi(ni)
, mi(x) =
∂mi
∂Yi(ni)
,
which solve the linearised TFW equations (5.24), then
∂E1,i
∂Yi(ni)
= 2∇ui · ∇ui + 10
3
u
7/3
i ui +
1
2
φi
(
mi − u2i
)
+
1
2
φi(mi − 2uiui).
It follows from applying Lemma 5.6 and Proposition 2.1 that for all x ∈ R3∣∣∣∣∂E1,i(x)∂Yi(ni)
∣∣∣∣ ≤ C (|∇ui(x)|+ |ui(x)|+ |φi(x)|+ |mi(x)|)
≤ Ce−γ0|x+Y1(`1)−Y1(n1)|, (6.69)
where we have used that Y1(`1)− Y1(n1) = Y2(`2)− Y2(n2).
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By (6.68), we decompose the following difference into four terms
E`1,n1(Y1)− E`2,n2(Y2)
=
∫
R3
(
∂E1,1(x)
∂Y1(n1)
− ∂E1,2(x)
∂Y2(n2)
)
ϕ`1(Y1;x+ Y1(`1)) dx (6.70)
+
∫
R3
(E1,1(x)− E1,2(x)) ∂ϕ`1
∂Y1(n1)
(Y1;x+ Y1(`1)) dx (6.71)
+
∫
R3
∂E1,2(x)
∂Y2(n2)
(ϕ`1(Y1;x+ Y1(`1))− ϕ`2(Y2;x+ Y2(`2))) dx (6.72)
+
∫
R3
E1,2(x)
(
∂ϕ`1
∂Y1(n1)
(Y1;x+ Y1(`1))− ∂ϕ`2
∂Y2(n2)
(Y2;x+ Y2(`2))
)
dx.
(6.73)
The two terms (6.72)–(6.73) can be estimated directly via Lemma 6.13 and
(6.69). We consider (6.72) first, and let γ1 = min{γ0, γ˜2 , γ
′
4
},∣∣∣∣∫
R3
∂E1,2(x)
∂Y2(n2)
(ϕ`1(Y1;x+ Y1(`1))− ϕ`2(Y2;x+ Y2(`2))) dx
∣∣∣∣
≤ C
∫
R3
e−γ0|x+Y1(`1)−Y1(n1)|e−γ˜(|x|+r) dx
≤ C
∫
R3
e−γ1|x+Y1(`1)−Y1(n1)|e−γ˜(|x|+r) dx ≤ Ce−γ1(r+r`1n1 )
∫
R3
e−γ˜|x|/2 dx
= Ce−γ1(r+r`1n1 ).
Applying an similar argument to estimate (6.73), we obtain∣∣∣∣∫
R3
E1,2(x)
(
∂ϕ`1
∂Y1(n1)
(Y1;x+ Y1(`1))− ∂ϕ`2
∂Y2(n2)
(Y2;x+ Y2(`2))
)
dx
∣∣∣∣
≤
∫
R3
e−γ˜(|x|+r+r`1n1 ) dx ≤ Ce−γ˜(r+r`1n1 )
∫
R3
e−γ˜|x| dx ≤ Ce−γ1(r+r`1n1 ).
The remaining two terms (6.70)–(6.71) can be estimated by repeating the
decomposition argument (6.64)–(6.66). For (6.71), by following the argument
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verbatim and applying (5.6c), we deduce∣∣∣∣∣
∫
Br/2(0)
(
E1,1(x)− E1,2(x)
) ∂ϕ`1
∂Y1(n1)
(x+ Y1(`1)) dx
∣∣∣∣∣
≤ Ce−γ′r/4
∫
Br/2(0)
e−γ˜(|x|+|x+Y1(`1)−Y1(n1)|) dx
≤ Ce−γ′r/4e−γ˜r`1n1/2
∫
Br/2(0)
e−γ˜|x|/2 dx ≤ Ce−γ1(r+r`1n1 ).
Similarly,∣∣∣∣∣
∫
Br/2(0)
c
(
E1,1(x)− E1,2(x)
) ∂ϕ`1
∂Y1(n1)
(x+ Y1(`1)) dx
∣∣∣∣∣
≤ C
∫
Br/2(0)
c
e−γ˜(|x|+|x+Y1(`1)−Y1(n1)|) dx ≤ Ce−γ˜r`1n1/4
∫
Br/2(0)
c
e−3γ˜|x|/4 dx
≤ Ce−γ˜(r+r`1n1 )/4
∫
Br/2(0)
c
e−γ˜|x|/4 dx ≤ Ce−γ1(r+r`1n1 )/2.
For the term (6.70), using Lemmas 5.6 and 5.7, we infer∣∣∣∣∣
∫
Br/2(0)
(
∂E1,1(x)
∂Y1(n1)
− ∂E1,2(x)
∂Y2(n2)
)
ϕ`1(Y1;x+ Y1(`1)) dx
∣∣∣∣∣
≤ C
∫
Br/2(0)
e−γ
′(|x+Y1(`1)−Y1(n1)|+3r/4−|x|)e−γ˜|x| dx
≤ Ce−γ′r/4
∫
Br/2(0)
e−γ1(|x+Y1(`1)−Y1(n1)|)e−γ˜|x| dx
≤ Ce−γ1(r+r`1n1 )
∫
Br/2(0)
e−γ˜|x|/2 dx ≤ Ce−γ1(r+r`1n1 ).
The final estimate is∣∣∣∣∣
∫
Br/2(0)
c
(
∂E1,1(x)
∂Y1(n1)
− ∂E1,2(x)
∂Y2(n2)
)
ϕ`1(Y1;x+ Y1(`1)) dx
∣∣∣∣∣
≤ C
∫
Br/2(0)
c
e−γ1|x+Y1(`1)−Y1(n1)|e−γ˜|x| dx ≤ Ce−γ1r`1n1
∫
Br/2(0)
e−γ˜|x|/2 dx
≤ Ce−γ1r`1n1e−γ˜r/4 ≤ Ce−γ1(r+r`1n1 )/2. (6.74)
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Collecting (6.70)–(6.74) gives the desired estimate (6.50)
|E`1,n1(Y1)− E`2,n2(Y2)| ≤ Ce−γ1(r+r`1n1 )/2.
6.8 Proof of site potential results
In this section, we describe and prove the properties of the site potentials
defined in Section 6.3.
Theorem 6.14. Denote Λ1 = Λ and for ` ∈ Λ1, V 1` = V`. Similarly, denote
Λ2 = Λ
hom and for ` ∈ Λ2, V 2` = V hom, defined in (6.12). For k = 1, 2, the
site potential V k` satisfy the following properties (V): Let U ∈ W˙ 1,2(Λk, λ).
(V.R) Regularity: At each ` ∈ Λk, V k` possesses all partial derivative, denoted
by V k`,ρ(DU(`)), ρ ∈ (Λk − `)j for j ∈ N.
(V.L) Locality: There exists γ > 0 such that for all j ∈ N and ` ∈ Λk,
ρ = (ρ1, . . . , ρj) ∈ (Λk − `)j
|V k`,ρ(DU(`))| ≤ Cje−γ
∑j
i=1 |ρi|,
where Cj = Cj(λ), γ = γ(λ).
(V.H) Homogeneity: Let Y1, Y2 ∈ A (Λ, λ) ∪A (Λhom, λ) and for i = 1, 2, let
Λ′i = Dom(Yi) and ji = 1 if Λ
′
i = Λ, otherwise let ji = 2. In addition,
let Ui ∈ W˙ 1,2(Λ′i, λ) denote the displacement corresponding to Yi. There
exist C = C(λ′), γ = γ(λ′) > 0 such that for any `1 ∈ Λ′1, `2 ∈ Λ′2 and
r ≥ 0 satisfying
{Y1(n)− Y1(`1) | r`1n(Y1) ≤ r} = {Y2(n)− Y2(`2) | r`2n(Y2) ≤ r} ,
then
∣∣V j1`1 (DU1(`1))− V j2`2 (DU2(`2))∣∣ ≤ Ce−γr. (6.75)
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Additionally, there exists a function V hom : D(Λhom) → R such that for
all Uhom ∈ W˙ 1,2(Λhom) and ` ∈ Λhom, V hom` (DUhom(`)) = V hom(DUhom(`)).
Moreover, there exist C1 > 0, C = C(λ
′), γ = γ(λ′) > 0 and such that
for any U ∈ W˙ 1,2(Λ, λ), ` ∈ Λhom \ BRdef and ρ ∈ Λ − ` satisfying
|ρ| < |`|−Rdef−C1λ2
2∣∣V hom(DIhomU(`))− V`(DU(`))∣∣ ≤ Ce−γ|`|, (6.76)∣∣V hom,ρ (DIhomU(`))− V`,ρ(DU(`))∣∣ ≤ Ce−γ(|`|+|ρ|). (6.77)
Similarly, there exist C1 > 0, C = C(λ
′), γ = γ(λ′) > 0 and such that
for any Uhom ∈ W˙ 1,2(Λhom, λ), ` ∈ Λhom \ BRdef and ρ ∈ Λhom∗ satisfying
|ρ| < |`|−Rdef−C1λ2
2∣∣V hom(DUhom(`))− V`(DIdefUhom(`))∣∣ ≤ Ce−γ|`|, (6.78)∣∣V hom,ρ (DUhom(`))− V`,ρ(DIdefUhom(`))∣∣ ≤ Ce−γ(|`|+|ρ|). (6.79)
The constant C1 appearing above is independent of λ and λ
′.
We remark that the statement of (V.H) uses the constant λ′ > 0 defined
from λ > 0 in Remark 24.
Proof of Theorem 6.14. For ` ∈ Λ, recall the definition (6.10) of the site po-
tential V`. It follows from (SE) that V` inherits the properties of the site
energy. Let U ∈ W˙ 1,2(Λ, λ) and define Y = Y0 + U ∈ A (Λ, λ).
In particular, the site potential inherits its regularity from (SE.R): for
all ` ∈ Λ and U ∈ W˙ 1,2(Λ), V`(DU(`)) possess all partial derivatives, so (V.R)
holds. We also obtain locality from (SE.L): there exists γ > 0 such that for
all j ∈ N, ` ∈ Λ and ρ = (ρ1, · · · , ρj) ∈ (Λ− `)j
|V`,ρ(DU(`))| ≤ Cje−γ
∑j
i=1 |Y (`+ρi)−Y (`)|.
Then applying Lemma 6.8 we deduce
|V`,ρ(DU(`))| ≤ C ′je−γ
′∑j
i=1 |ρi|,
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where the constants C ′j, γ
′ > 0 depend only on λ, hence (V.L) holds for V`.
An identical argument shows that V hom` satisfies (V.R), (V.L).
We now show (V.H) and remark that the estimate (6.75) follows di-
rectly from (SE.H). To show (6.76)–(6.77), let U ∈ W˙ 1,2(Λ, λ) and define
Y = Y0+U ∈ A (Λ, λ). Recall Lemma 6.10, which states that IhomU(`) = U(`)
for ` ∈ Λ \ BRdef hence applying (SE.H) with r = max{|`| − Rdef , 0} implies
(6.76) and
∣∣V hom,ρ (DIhomU(`))− V`,ρ(DU(`))∣∣ ≤ Ce−γ(|`|+|ρ|),
for all ρ ∈ Λ−` satisfying |Y (`+ρ)−Y (`)| ≤ |`|−Rdef . It remains to show there
exists C1 > 0 such that |ρ| ≤ |`|−Rdef−C1λ22 implies |Y (`+ρ)−Y (`)| ≤ |`|−Rdef .
Applying the estimate (6.28) from the proof of Lemma 6.8 and Young’s
inequality, we deduce
|Y (`+ ρ)− Y (`)| = |ρ+DρU(`)| ≤ |ρ|+ |DρU(`)| ≤ |ρ|+ C1/20 ‖DU‖`2|ρ|1/2
≤ |ρ|+ C1/20 λ|ρ|1/2 ≤ 2|ρ|+
C0λ
2
4
. (6.80)
Let C1 =
C0
4
> 0, then for |ρ| ≤ |`|−Rdef−C1λ2
2
, it follows from (6.80) that
|Y (`+ ρ)− Y (`)| ≤ 2|ρ|+ C1λ2 ≤ |`| −Rdef ,
hence (6.77) holds. An identical argument, using Lemma 6.11, shows that the
estimates (6.78)–(6.79) hold.
6.9 Proof of energy difference functional re-
sults
This section is dedicated to the proof of Theorem 6.4, which states that the
energy-difference functionals E ,E hom defined in Section 6.4 are defined on
W˙ 1,2(Λ) and W˙ 1,2(Λhom), respectively.
Theorem 6.15. Denote Λ1 = Λ,Λ2 = Λ
hom and E1 = E ,E2 = E hom.
If the properties (V) are satisfied, then for i = 1, 2
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(i) For every U ∈ W˙ c(Λi), the sum that formally defines Ei(U) converges,
hence one can rigorously define Ei : W˙ c(Λi)→ R.
Moreover, if δEi(0) is a bounded linear functional on (W˙ c(Λi), ‖D · ‖`2(Λi)),
then
(ii) Ei : W˙ c(Λi) → R is continuous with respect to ‖D · ‖`2(Λi), hence there
exists a unique continuous extension to W˙ 1,2(Λi), which we continue to
denote by Ei.
(iii) Ei : W˙ 1,2(Λi)→ R is infinitely differentiable.
Due to the length of the argument and the techniques involved, we
postpone proving that δE (0) is well-defined on W˙ c(Λ).
Remark 25. For j = 1, 2, 3, U ∈ W˙ 1,2(Λ) and V = (V1, · · · , Vj) ∈
(
W˙ 1,2(Λ)
)j
,
the j-th variation of E is given by
〈δjE (U),V 〉 =
∑
`∈Λ
∑
ρ∈(Λ−`)j
〈
V`,ρ
(
DU(`)
)
, Dρ ⊗ V (`)
〉
, (6.81)
where ρ = (ρ1, · · · , ρj) ∈ (Λ−`)j and Dρ⊗V (`) :=
(
Dρ1V1(`), · · · , DρjVj(`)
)
.
Proof of Theorem 6.15. We first prove the results (i) for E and remark that
the proof for E hom is identical.
(i) Let U ∈ W˙ c(Λ), then there exists R > 0 such that U is a constant
on Λ\BR. We have
E (U) =
∑
`∈Λ∩B2R
(
V`
(
DU(`)
)− V`(0))+ ∑
`∈Λ\B2R
(
V`
(
DU(`)
)− V`(0)).
The first term is a finite sum and the second part can be estimated by using
(V.H): ∑
`∈Λ\B2R
(
V`
(
DU(`)
)− V`(0)) ≤ C ∑
`∈Λ\B2R
e−γ(|`|−R) <∞. (6.82)
Therefore, the energy difference functional E is well defined on W˙ c(Λ).
Suppose that δE (0) is a bounded linear functional on W˙ c(Λ). Following
this argument verbatim also shows that (ii)–(iii) hold for E hom.
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(ii) For U, V ∈ W˙ c(Λ), we first show that the series∑
`∈Λ
〈
δV`
(
DU(`)
)
, DV (`)
〉
:=
∑
`∈Λ
∑
ρ∈Λ−`
V`,ρ(DU(`)) ·DρV (`) (6.83)
is well-defined and then prove this is the Fre´chet derivative 〈δE (U), V 〉. Con-
sider the difference∑
`∈Λ
〈
δV`
(
DU(`)
)
, DV (`)
〉− 〈δE (0), V 〉 = ∑
`∈Λ
〈
δV`
(
DU(`)
)− δV`(0), DV (`)〉 ,
then using (V.R), (V.L) and Lemma 6.9, we deduce∣∣∣∣∑
`∈Λ
〈
δV`
(
DU(`)
)− δV`(0), DV (`)〉 ∣∣∣∣
≤
∫ 1
0
∑
`∈Λ
∣∣〈δ2V`(tDU(`))DU(`), DV (`)〉∣∣ dt
≤
∫ 1
0
∑
`∈Λ
∑
ρ,σ∈Λ−`
|V`,ρσ(tDU(`))||DρU(`)||DσV (`)| dt
≤ C
∑
`∈Λ
∑
ρ,σ∈Λ−`
e−γ(|ρ|+|σ|)|DρU(`)||DσV (`)|
= C
∑
`∈Λ
|DU(`)|γ|DV (`)|γ ≤ C‖DU‖`2γ‖DV ‖`2γ ≤ C‖DU‖`2‖DV ‖`2 . (6.84)
As we suppose that δE (0) is bounded linear function on W˙ c(Λ), the series
(6.83) is well-defined. Consider the difference
E (U + V )− E (U)−
∑
`∈Λ
〈
δV`
(
DU(`)
)
, DV (`)
〉
=
∑
`∈Λ
(
V`
(
D(U + V )(`)
)− V`(DU(`))− 〈δV`(DU(`)), DV (`)〉),
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which is well-defined. We now estimate the right-hand term∣∣∣∣∑
`∈Λ
(
V`(D(U + V )(`))− V`(DU(`))−
〈
δV`
(
DU(`)
)
, DV (`)
〉)∣∣∣∣
≤
∫ 1
0
∑
`∈Λ
∣∣〈δ2V`(D(U + tV )(`))DU(`), DV (`)〉∣∣ dt
≤ C‖DU‖`2‖DV ‖`2 , (6.85)
We remark that the constants appearing in (6.84)–(6.85) depend on
λ = supt∈[0,1] ‖DU + tDV ‖`2(Λ). It follows from (6.85) that E is Fre´chet differ-
entiable and hence is continuous for all U ∈ W˙ c(Λ). Consequently, we uniquely
extend E to W˙ 1,2(Λ) and remark that the argument (6.83)–(6.85) also shows
that E is Fre´chet differentiable on W˙ 1,2(Λ).
(iii) For U ∈ W˙ 1,2(Λ, λ) and j ∈ N satisfying j ≥ 2, let
V = (V1, · · · , Vj) ∈
(
W˙ 1,2(Λ)
)j
and ρ = (ρ1, · · · , ρj) ∈ (Λ− `)j, by (V.L)∑
`∈Λ
∑
ρ∈(Λ−`)j
∣∣〈V`,ρ(DU(`)), Dρ ⊗ V (`)〉∣∣
≤
∑
`∈Λ
∑
ρ1,··· ,ρj
|V`,ρ1,··· ,ρj
(
DU(`)
)| ∏
1≤m≤j
|DρmVm(`)|
≤ C
∑
`∈Λ
∑
ρ1,··· ,ρj
e−γ
∑j
i=1−γ|ρi|
∏
1≤m≤j
|DρmVm(`)|
= C
∑
`∈Λ
∏
1≤i≤j
( ∑
ρi∈Λ−`
e−γ|ρi||DρiVi(`)|
)
= C
∑
`∈Λ
∏
1≤i≤j
|DVi(`)|γ. (6.86)
As j ≥ 2, it follows that `j ⊆ `2, hence applying the generalised version of
Ho¨lder’s inequality to (6.86) gives∑
`∈Λ
∑
ρ∈(Λ−`)j
∣∣〈V`,ρ(DU(`)), Dρ ⊗ V (`)〉∣∣
≤ C
∑
`∈Λ
∏
1≤i≤j
|DVi(`)|γ ≤ C
∏
1≤i≤j
(∑
`∈Λ
|DVi(`)|jγ
)1/j
≤ C
∏
1≤i≤j
(∑
`∈Λ
|DVi(`)|2γ
)1/2
= C
∏
1≤i≤j
‖DVi‖`2γ ≤ C
∏
1≤i≤j
‖DVi‖`2 . (6.87)
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We remark that the constants appearing in (6.86)–(6.87) depend only on λ.
We now show that for all j ∈ N, U ∈ W˙ 1,2(Λ) and
V = (V1, · · · , Vj) ∈
(
W˙ 1,2(Λ)
)j
, that E is j-times differentiable and
〈δjE (U),V 〉 =
∑
`∈Λ
∑
ρ∈(Λ−`)j
〈
V`,ρ
(
DU(`)
)
, Dρ ⊗ V (`)
〉
(6.88)
=:
∑
`∈Λ
〈
δjV`
(
DU(`)
)
, D ⊗ V (`)〉 ,
where D⊗V (`) = (DV1(`), . . . , DVj(`)). We argue by induction, and observe
that the estimate (6.85) shows (6.88) holds when j = 1, so we now consider
the induction step, for j ∈ N. Let V ∈ W˙ 1,2(Λ) and define Vj+1 = Vj and
V ′ = (V1, . . . , Vj+1) ∈ (W˙ 1,2(Λ))j+1, then∣∣∣∣ 〈δjE (U + V )− δjE (U),V 〉−∑
`∈Λ
〈
δj+1V`
(
DU(`)
)
, D ⊗ V ′(`)〉 ∣∣∣∣
=
∣∣∣∣∑
`∈Λ
〈
δjV`
(
D(U + V )(`)
)− δjV`(DU(`))− δj+1V`(DU(`))DV (`), DV (`)〉 ∣∣∣∣
≤
∫ 1
0
∑
`∈Λ
∣∣〈δj+2V`(D(U + tV )(`))DU(`), D ⊗ V ′(`)〉∣∣ dt
≤ C‖DU‖`2(Λ)
∏
1≤i≤j+1
‖DVi‖`2(Λ),
where have applied (6.87) to obtain the final estimate. This completes the
induction argument, hence E is infinitely differentiable.
We remark that the estimate (6.86) will be used to prove Lemma 6.21.
It remains to show that δE (0) and δE hom(0) are bounded linear func-
tionals on W˙ c(Λ) and W˙ c(Λhom), respectively.
Lemma 6.16. δE hom(0) = 0 on W˙ c(Λhom), in particular it is a bounded linear
functional.
This result ensures that E hom satisfies the regularity properties given in
Theorem 6.15.
Proof of Lemma 6.16. This result follows directly from [56, Lemma 2.12], once
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we establish that for any U ∈ W˙ c(Λhom), the sum∑
`∈Λ
∑
ρ∈Λhom∗
V hom,ρ (0) ·DρU(`) (6.89)
is well-defined.
As U ∈ W˙ c(Λhom), U is constant outside BR(0), for some R > 0. Fix
ρ ∈ Λhom∗ , then following the proof of Lemma 6.6 for each ` ∈ Λhom, there
exists a path of lattice points Phom(`, ` + ρ) := {`i}1≤i≤Nρ+1 ⊂ Λhom, such
that for each 1 ≤ i ≤ Nρ, `i+1 ∈ N (`i) and Nρ ≤ C ′|ρ|, where C ′ > 0 is
independent of ` and ρ. In addition, these paths are translation invariant,
that is for all ` ∈ Λhom, Phom(`, `+ ρ) = `+Phom(0, ρ). Then, applying this
path decomposition yields
∑
`∈Λhom
|DρU(`)| ≤
∑
`∈Λhom
Nρ∑
i=1
|DρiU(`i)| ≤
∑
`∈Λhom
Nρ∑
i=1
∑
ρ′∈N (`i)−`i
|Dρ′U(`i)|
≤
∑
`′∈Λhom
∑
ρ′∈N (`′)−`′
|Dρ′U(`′)|
∣∣{ ` ∈ Λhom ∣∣ `′ ∈P(`, `+ ρ)}∣∣ .
(6.90)
We apply the translation invariance property of the paths to estimate
∣∣{ ` ∈ Λhom ∣∣ `′ ∈P(`, `+ ρ)}∣∣ = ∣∣{ ` ∈ Λhom ∣∣ ` ∈ −`′ +P(0, ρ)}∣∣
= |P(0, ρ)| ≤ C ′|ρ|. (6.91)
Inserting (6.91) into (6.90) yields∑
`∈Λhom
|DρU(`)| ≤ C|ρ|
∑
`∈Λhom
∑
ρ′∈N (`′)−`′
|Dρ′U(`′)|.
Moreover, there exists R′ > 0 such that N (`) − ` ⊂ BR′(0) for all ` ∈ Λhom,
hence for ` ∈ Λhom∩BR+R′(0)c and ρ′ ∈ N (`)−`, Dρ′U(`) = 0. Consequently,
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applying Cauchy–Schwarz, we deduce∑
`∈Λhom
|DρU(`)| ≤ C|ρ|
∑
`∈Λhom∩BR+R′ (0)
∑
ρ′∈N (`)−`
|Dρ′U(`)|
≤ C|ρ|(R +R′)3/2
 ∑
`∈Λhom∩BR+R′ (0)
( ∑
ρ′∈N (`)−`
|Dρ′U(`)|
)21/2
≤ C|ρ|(R +R′)3/2
( ∑
`∈Λhom∩BR+R′ (0)
∑
ρ′∈N (`)−`
|Dρ′U(`)|2
)1/2
= C|ρ|(R +R′)3/2‖DU‖`2(Λhom), (6.92)
where the constant C is independent of ρ. Applying (V.L) and (6.92), we
deduce ∑
ρ∈Λhom∗
∑
`∈Λhom
|V hom,ρ (0) ·DρU(`)|
≤ C
∑
ρ∈Λhom∗
e−γ|ρ|
∑
`∈Λhom
|DρU(`)|
≤ C(R +R′)3/2‖DU‖`2(Λhom)
∑
ρ∈Λhom∗
|ρ|e−γ|ρ| <∞. (6.93)
As the sum (6.93) converges, changing the order of summation of (6.89) is
allowed and the sum is well-defined. Then as U ∈ W˙ c(Λhom), it follows that
for all ρ ∈ Λhom∗ ,
∑
`∈Λhom DρU(`) = 0, hence the desired result holds
〈δE hom(0), U〉 =
∑
ρ∈Λhom∗
V hom,ρ (0)
∑
`∈Λhom
DρU(`) = 0.
In order to show that δE(0) is a well-defined operator on W˙ c(Λ), we use
the interpolation operators Ihom, Idef to compare displacements on Λ to those
on Λhom and vice versa. In fact, we show the more general result.
Lemma 6.17. The operator δE (0) is a bounded linear operator on W˙ c(Λ). It
follows that E can be extended to W˙ 1,2(Λ) and is infinitely differentiable.
Recall the interpolation functions Ihom : W˙ 1,2(Λ)→ W˙ 1,2(Λhom),
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Idef : W˙ 1,2(Λhom) → W˙ 1,2(Λ) defined in Lemmas 6.10 and 6.11. Then for all
U ∈ W˙ 1,2(Λ, λ):
1. for all V ∈ W˙ 1,2(Λ)
|〈δE(U), V 〉 − 〈δEhom(IhomU), IhomV 〉| ≤ C‖DV ‖`2(Λ), (6.94)
where C > 0 depends on ‖Ihom‖W˙ 1,2(Λ),W˙ 1,2(Λhom) and λ′ > 0.
2. for all V hom ∈ W˙ 1,2(Λhom)
|〈δE(U), IdefV hom〉 − 〈δEhom(IhomU), V hom〉| ≤ C‖DV hom‖`2(Λhom),
(6.95)
where C > 0 depends on ‖Idef‖W˙ 1,2(Λhom),W˙ 1,2(Λ) and λ′ > 0.
Remark 26. The parameter λ′ > 0 is introduced in (6.40) of Remark 24.
Moreover, this remark explains why the constants appearing in Lemma 6.17
depend on λ′ instead of λ.
Proof of Lemma 6.17. We first show that δE (0) is a bounded linear operator
on W˙ c(Λ). A slight generalisation allows us to also prove (6.94), which is more
general, so we prove the more general result.
Let r = 2Rdef > 0, U ∈ W˙ c(Λ, λ), V ∈ W˙ c(Λ) and observe that for
` ∈ Λhom \BRdef and ρ ∈ Λhom \BRdef − `, that
DρI
homV (`) = IhomV (`+ ρ)− IhomV (`) = V (`+ ρ)− V (`) = DρV (`).
It follows from the triangle inequality that for ` ∈ Λhom \Br and either
ρ ∈ Λhom∗ ∩ BRdef or ρ ∈
(
Λhom \BRdef
) − `, that DρIhomV (`) = DρV (`).
Moreover, as Λ \BRdef = Λhom \BRdef it also follows that
(Λ \Br)× ((Λ− `) ∩BRdef ) =
(
Λhom \Br
)× (Λhom∗ ∩BRdef) ,
(Λ \Br)× ((Λ \BRdef )− `) =
(
Λhom \Br
)× ((Λhom \BRdef)− `) .
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We decompose the following difference into four terms∑
`1∈Λ
〈
δV`1
(
DU(`1)
)
, DV (`1)
〉− 〈δE hom(IhomU), DIhomV 〉
=
∑
`1∈Λ
∑
ρ1∈Λ−`1
V`1,ρ1(DU(`1)) ·Dρ1V (`1)
−
∑
`2∈Λhom
∑
ρ2∈Λhom∗
V hom,ρ2 (DI
homU(`2)) ·Dρ2IhomV (`2)
=
∑
`∈Λhom
|`|≥r
∑
ρ∈Λhom∗
|ρ|<Rdef
(
V`,ρ(DU(`))− V hom,ρ (DIhomU(`))
) ·DρV (`) (6.96)
+
∑
`∈Λhom
|`|≥r
∑
ρ∈(Λhom∗ \BRdef )−`
|ρ|≥Rdef
(
V`,ρ(DU(`))− V hom,ρ (DIhomU(`))
) ·DρV (`) (6.97)
+
∑
`∈Λhom
|`|≥r
( ∑
ρ1∈(Λ∩BRdef )−`
|ρ1|≥Rdef
V`,ρ1(DU(`)) ·Dρ1V (`)
−
∑
ρ2∈(Λhom∗ ∩BRdef )−`
|ρ2|≥Rdef
V hom,ρ2 (DI
homU(`)) ·Dρ2IhomV (`)
)
(6.98)
+
∑
`1∈Λ
|`1|≤r
∑
ρ1∈Λ−`1
V`1,ρ1(DU(`1)) ·Dρ1V (`1)
−
∑
`2∈Λhom
|`2|≤r
∑
ρ2∈Λhom∗
V hom,ρ2 (DI
homU(`2)) ·Dρ2IhomV (`2). (6.99)
To estimate (6.96), observe that for |`| ≥ r that |ρ| < Rdef ≤ |`| −Rdef , hence
(6.79) of (V.H) and Lemma 6.9 imply∣∣∣∣ ∑
`∈Λhom
|`|≥r
∑
ρ∈Λhom∗
|ρ|<Rdef
(
V`,ρ(DU(`))− V hom,ρ (DIhomU(`))
) ·DρV (`)∣∣∣∣
≤ C
∑
`∈Λhom
|`|≥r
∑
ρ∈Λ−`
|ρ|<Rdef
e−γ(|`|−Rdef)e−γ|ρ||DρV (`)| ≤ C
∑
`∈Λhom
|`|≥r
e−γ|`|/2|DV (`)|γ
≤ C‖e−γ|·|/2‖`2(Λhom)‖DV ‖`2γ(Λhom) ≤ Cγ−3/2‖DV ‖`2(Λhom). (6.100)
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An identical argument gives the following estimate for (6.97)∣∣∣∣ ∑
`∈Λhom
|`|≥r
∑
ρ∈(Λhom∗ \BRdef )−`
|ρ|≥Rdef
(
V`,ρ(DU(`))− V hom,ρ (DIhomU(`))
) ·DρV (`)∣∣∣∣
≤ C
∑
`∈Λhom
|`|≥r
∑
ρ∈Λ−`
|ρ|≥Rdef
e−γ(|`|−Rdef)e−γ|ρ||DρV (`)| ≤ C
∑
`∈Λhom
|`|≥r
e−γ|`|/2|DV (`)|γ
≤ C‖e−γ|·|/2‖`2(Λhom)‖DV ‖`2γ(Λhom) ≤ Cγ−3/2‖DV ‖`2(Λhom).
Consider the following term in (6.98),∑
`∈Λhom
|`|≥r
∑
ρ∈(Λhom∗ ∩BRdef )−`
|ρ|≥Rdef
V hom,ρ (DI
homU(`)) ·DρIhomV (`)
=
∑
`′∈Λhom∩BRdef
∑
ρ′∈(Λhom\Br)−`′
|ρ′|≥Rdef
V hom,ρ′ (DI
homU(`′)) ·Dρ′IhomV (`′),
where we have used the substitutions `′ = ` + ρ, ρ′ = −ρ. Applying (V.L),
Lemmas 6.9 and 6.10 and Cauchy–Schwarz yields∣∣∣∣ ∑
`′∈Λhom∩BRdef
∑
ρ′∈(Λhom\Br)−`′
|ρ′|≥Rdef
V hom,ρ′ (DI
homU(`′)) ·Dρ′IhomV (`′)
∣∣∣∣
≤ C
∑
`′∈Λhom∩BRdef
∑
ρ′∈(Λhom\Br)−`′
|ρ′|≥Rdef
e−γ|ρ||Dρ′IhomV (`′)|
≤ C
∑
`′∈Λhom∩BRdef
|DIhomV (`′)|γ ≤ C|Λhom ∩BRdef |1/2‖DIhomV ‖`2γ(Λhom)
≤ C‖DV ‖`2γ(Λ) ≤ C‖DV ‖`2(Λ). (6.101)
An identical argument estimates the remaining term in (6.98)∣∣∣∣ ∑
`∈Λhom
|`|≥r
∑
ρ∈(Λ∩BRdef )−`
|ρ|≥Rdef
V`,ρ(DU(`)) ·DρV (`)
∣∣∣∣ ≤ C‖DV ‖`2(Λ).
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The following term appearing in (6.99) can be estimated as∣∣∣∣ ∑
`∈Λhom
|`|≤r
∑
ρ∈Λhom∗
V hom,ρ (DI
homU(`)) ·DρIhomV (`)
∣∣∣∣
≤ C
∑
`∈Λhom∩Br
∑
ρ∈Λhom∗
e−γ|ρ||DρIhomV (`)| ≤ C
∑
`∈Λhom∩Br
|DIhomV (`)|γ
≤ C|Λhom ∩Br|1/2‖DIhomV ‖`2γ(Λhom) ≤ C‖DV ‖`2(Λ), (6.102)
and similarly for the remaining term in (6.99)∣∣∣∣∑
`∈Λ
|`|≤r
∑
ρ∈Λ−`
V`,ρ(DU(`)) ·DρV (`)
∣∣∣∣ ≤ C‖DV ‖`2(Λ). (6.103)
Collecting the estimates (6.100)–(6.103), we deduce that for U, V ∈ W˙ c(Λ)∣∣∣∣∑
`∈Λ
〈
δV`
(
DU(`)
)
, DV (`)
〉− 〈δE hom(U), IhomV 〉 ∣∣∣∣ ≤ C‖DV ‖`2(Λ), (6.104)
then as Theorem 6.15 ensures that δE hom(IhomU) is a bounded linear operator
on W˙ 1,2(Λhom), the series
∑
`∈Λ
〈
δV`
(
DU(`)
)
, DV (`)
〉
converges. Repeating
the estimate (6.85), it follows that∣∣∣∣∣E (U + V )− E (U)−∑
`∈Λ
〈
δV`
(
DU(`)
)
, DV (`)
〉∣∣∣∣∣
≤
∣∣∣∣∑
`∈Λ
(
V`(D(U + V )(`))− V`(DU(`))−
〈
δV`
(
DU(`)
)
, DV (`)
〉)∣∣∣∣
≤
∫ 1
0
∑
`∈Λ
∣∣〈δ2V`(D(U + tV )(`))DU(`), DV (`)〉∣∣ dt ≤ C‖DU‖`2‖DV ‖`2 ,
hence for each U ∈ W˙ c(Λ), δE (U) is a bounded linear functional on W˙ c(Λ)
and
〈δE (U), V 〉 =
∑
`∈Λ
〈
δV`
(
DU(`)
)
, DV (`)
〉
. (6.105)
In particular, this holds for U ≡ 0, so δE (0) is a bounded linear functional
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on W˙ c(Λ). Then, applying Theorem 6.15, it follows that E can be uniquely
extended to W˙ 1,2(Λ) and is infinitely differentiable. In addition, both (6.104)
and (6.105) can be extended to U, V ∈ W˙ 1,2(Λ), then combining them yields
(6.94)
|〈δE(U), V 〉 − 〈δEhom(IhomU), IhomV 〉| ≤ C‖DV ‖`2(Λ).
It remains to show (6.95). Other than applying using Lemma 6.11 to estimate
‖DIdefV hom‖`2(Λ) ≤ ‖Idef‖W˙ 1,2(Λhom),W˙ 1,2(Λ)‖DV hom‖`2(Λhom),
the proof of (6.94) follows the argument (6.96)–(6.104) verbatim.
Remark 27. By following the proof of (6.95) in Lemma 6.17 verbatim, we
obtain the following estimate by collecting the analogous estimates to (6.101)
and (6.102): there exists C > 0 and r′ > 0 such that for all U ∈ W˙ 1,2(Λ, λ)
and V hom ∈ W˙ 1,2(Λhom)
∣∣〈δEhom(IhomU¯), V 〉− 〈δE(U¯), IdefV 〉∣∣
≤ C
( ∑
`∈Λhom
e−γ|`|/2|DV hom(`)|γ +
∑
`∈Λhom∩Br′
|DV hom(`)|γ
)
+ C
∑
`′∈Λ∩Br′
|DIdefV hom(`′)|γ.
Then applying (6.39) of Lemma 6.11, there exists R ≥ r′ > 0 and γ > 0 such
that
∣∣〈δEhom(IhomU¯), V 〉− 〈δE(U¯), IdefV 〉∣∣
≤ C
( ∑
`∈Λhom
e−γ|`|/2|DV hom(`)|γ +
∑
`∈Λhom∩BR
|DV hom(`)|γ
)
≤ C
∑
`∈Λhom
e−γ|`|/2|DV hom(`)|γ. (6.106)
The constants C, γ appearing in (6.106) depend only on λ′. The estimate
(6.106) will be used in the proof of Lemma 6.21.
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6.10 Proof of decay of minimisers
In order to show Theorem 6.5, we require the Green’s function for the ho-
mogeneous lattice Λhom. The following section is devoted to establishing the
Green’s function and its decay properties.
6.10.1 Homogeneous difference equation
Let V hom be the homogeneous site potential introduced in Theorem 6.14. We
define the homogeneous difference operator H : W˙ 1,2(Λhom) → W˙ −1,2(Λhom)
such that for U, V ∈ W˙ 1,2(Λhom)
〈
HU, V
〉
:=
∑
`∈Λhom
〈
δ2V hom(0)DU(`), DV (`)
〉
=
∑
`∈Λhom
∑
ρ,ζ∈Λhom∗
DζU(`)
T · V hom,ρζ (0) ·DρV (`). (6.107)
The following result gives an alternate form for the operator H.
Lemma 6.18. There exists h : Λhom → R3×3, defined by the convergent series
h(ρ) := −1
2
∑
ξ,τ∈Λhom∗
ξ−τ=ρ
V hom,ξτ (0), (6.108)
which satisfies
〈
HU, V
〉
=
∑
`∈Λhom
∑
ρ∈Λhom∗
DρU(`)
T · h(ρ) ·DρV (`). (6.109)
Moreover, h satisfies h(−ρ) = h(ρ) for all ρ ∈ Λhom, h(0) = −∑ρ∈Λhom∗ h(ρ)
and there exist C, γ > 0 such that
|h(ρ)| ≤ Ce−γ|ρ|/2 for all ρ ∈ Λhom. (6.110)
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Proof. Expanding and collecting the terms of (6.107) yields
〈
HU, V
〉
=
∑
`,m∈Λhom
U(m)T
( ∑
ρ∈Λhom∗
V hom,ρ (`−m+ρ)(0)
)
V (`). (6.111)
From (6.108) and using (SE.I), we obtain h(−ρ) = h(ρ) for all ρ ∈ Λhom and
h(0) = −∑ρ∈Λhom∗ h(ρ) from the translation and inversion symmetry of the
lattice. Then from (6.109), we deduce
〈
HU, V
〉
=
∑
`,m∈Λhom
V (m)T (−2h(`−m))U(`), (6.112)
then equating (6.111) and (6.112) implies (6.108). To see (6.110), we have
from (6.108) and (V.L) that
|h(ρ)| ≤ C
∑
ξ∈Λhom∗
e−γ(|ξ|+|ξ+ρ|) ≤ C
∫
R3
e−γ(|x|+|x+ρ|) dx
≤ C
∫
R3\B(|ρ|/2)
e−γ(|x|+|x+ρ|) dx+ C
∫
B(|ρ|/2)
e−γ(|x|+|x+ρ|) dx ≤ Ce−γ|ρ|/2.
Using h(−ρ) = h(ρ) and h(0) = −∑ρ∈Λhom∗ h(ρ), we have〈
HU, V
〉
=
∑
`∈Λhom
∑
ρ∈Λhom−0
(
U(`+ ρ)− U(`))Th(ρ)(V (`+ ρ)− V (`))
= −2
∑
`∈Λhom
U(`)Th(0)V (`)− 2
∑
`∈Λhom
∑
ρ∈Λhom−0
U(`− ρ)Th(ρ)V (`)
= −2
∑
`∈Λhom
∑
ρ∈Λhom
U(`− ρ)Th(ρ)V (`). (6.113)
Therefore, we have
HU = −2h ∗ U := −2
∑
ρ∈Λhom
U(`− ρ)Th(ρ), (6.114)
The following lemma defines a lattice Green’s function of the homogeneous
difference operator (6.107) and provides estimates for the decay of its deriva-
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tives, which are essential for showing the decay of displacements minimising
(6.14).
Lemma 6.19. If (LS) is satisfied, then
(i) there exists G : Λhom → R3×3 such that for any f : Λhom → R3 which is
compactly supported,
H(G ∗ f) = f ;
(ii) for 1 ≤ j ≤ 3, there exist constants Cj such that
|DρG(`)| ≤ Cj
(
1 + |`|)−j−1 j∏
i=1
|ρi| ∀ ρ = (ρ1, · · · , ρj) ∈ (Λhom∗ )j.
The proof of this result follows the proof given in [23, Lemma 6.2]
verbatim, hence it is omitted.
With the definition and decay estimates of the lattice Green’s function,
we are now able to prove decay estimates for the linearised lattice elasticity
problem
〈
HU, V
〉
=
〈
g,DV
〉 ∀ V ∈ W˙ 1,2(Λhom), (6.115)
where g ∈ W˙ −1,2(Λhom).
Lemma 6.20. Let (LS) be satisfied and U ∈ W˙ 1,2(Λhom) solve (6.115) and
suppose there exist C, γ > 0 such that
∣∣〈g,DV 〉∣∣ ≤ C ∑
`∈Λhom
(
e−γ|`|/2 + |DU(`)|2γ
) |DV hom(`)|γ. (6.116)
Then there exists C = C(γ, ‖DU‖`2(Λhom)) > 0 such that for all ` ∈ Λhom and
ρ ∈ Λhom∗
|ρ|−1∣∣DρU(`)∣∣ ≤ C(1 + |`|)−3. (6.117)
The following estimate is an immediate consequence of Lemma 6.20, for
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any ` ∈ Λhom and γ > 0
∣∣DU(`)∣∣
γ
=
∑
ρ∈Λhom∗
e−γ|ρ||DρU(`)| ≤ C
( ∑
ρ∈Λhom∗
|ρ|e−γ|ρ|
)
(1 + |`|)−3
= Cγ(1 + |`|)−3.
It is possible to extend the statement of Lemma 6.20 to estimate higher
derivatives of a minimising displacement, as in [23, Lemma 6.4], however we
omit this result for the sake of brevity. This result will be included in [2],
which is ongoing work.
Proof of Lemma 6.20. We follow the argument used to show [23, Lemma 6.3].
For m ∈ Λhom, testing (6.115) with V (`) := DσG(` − m) and σ ∈ Λhom∗ and
using Lemma 6.19(i) gives
DσU(m) =
〈
HU, V
〉
=
〈
g,DV
〉
, (6.118)
then applying Lemma 6.19(ii) and (6.116), we obtain
|DσU(m)| ≤ |〈g,DV 〉 | ≤ C|σ|
∑
`∈Λhom
(
e−γ|`|/2 + |DU(`)|2γ
) (
1 + |`−m|)−3.
(6.119)
Then, using the exponential seminorm (6.30), it follows that
|DU(m)|γ =
∑
ρ∈Λhom∗
e−γ|ρ||DρU(m)|
≤ C
( ∑
ρ∈Λhom∗
|ρ|e−γ|ρ|
) ∑
`∈Λhom
(
e−γ|`|/2 + |DU(`)|2γ
) (
1 + |`−m|)−3
≤ C
∑
`∈Λhom
(
e−γ|`|/2 + |DU(`)|2γ
) (
1 + |`−m|)−3. (6.120)
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We first estimate the following term in (6.120)∑
`∈Λhom
e−γ|`|/2
(
1 + |`−m|)−3
≤ C(1 + |m|)−3
∑
|`|≤|m|/2
e−γ|`|/2 + Ce−γ|m|/4
∑
|`−m|≤|m|/2
(1 + |`−m|)−3
+C(1 + |m|)−3
∑
|`|>|m|/2
|`−m|>|m|/2
(1 + |`|)−s
≤ C
(
(1 + |m|)−3 + e−γ|m|/4 log(2 + |m|)
)
≤ C(1 + |m|)−3. (6.121)
It remains to estimate the nonlinear residual term appearing in (6.120). For
r > 0, define w(r) := supm∈Λhom, |m|≥r |DU(m)|γ. Our aim is to show that
there exists a constant C > 0 such that for all r > 0
w(r) ≤ C(1 + r)−3, (6.122)
which implies |DU(`)|γ ≤ C(1 + |`|)−3 for all ` ∈ Λhom. Inserting this into
(6.119), we infer
|DσU(m)| ≤ C|σ|
∑
`∈Λhom
(
e−γ|`|/2 + |DU(`)|2γ
) (
1 + |`−m|)−3
≤ C|σ|
∑
`∈Λhom
(
1 + |`|)−6(1 + |`−m|)−3, (6.123)
then repeating the argument (6.120)–(6.121) with (6.123), we obtain the de-
sired estimate (6.117)
|σ|−1|DσU(m)| ≤ C
(
(1 + |m|)−3 + (1 + |m|)−6 log(2 + |m|)
)
≤ C(1 + |m|)−3.
In order to show (6.122), consider |m| ≥ 2r, then applying the triangle in-
207
equality and Ho¨lder’s inequality, we deduce∑
`∈Λhom
(
1 + |`|)−3|DU(`+m)|2γ
=
∑
|`|≥r
(
1 + |`|)−3|DU(`+m)|2γ + ∑
|`|<r
(
1 + |`|)−3|DU(`+m)|2γ
≤ (1 + r)−3
∑
|`|≥r
|DU(`+m)|2γ + w(r)3/2
∑
|`|≤r
(
1 + |`|)−3|DU(`+m)|1/2γ
≤ C‖DU‖2`2(Λhom)(1 + r)−3 + w(r)3/2
∥∥(1 + | · |)−3∥∥
`4/3(Λhom)
‖DU‖1/2
`2(Λhom)
≤ C ((1 + r)−3 + w(r)3/2) . (6.124)
Collecting the estimates (6.120)–(6.121) and (6.124) yields
w(2r) = sup
m∈Λhom, |m|≥2r
|DU(m)|γ ≤ C(1 + r)−3 + η(r)w(r), (6.125)
where η(r) = w(r)1/2 and η(r)→ 0 as r →∞, as DU ∈ `2(Λhom). Now, define
v(r) := r3w(r), for r > 0. Multiplying (6.125) with (2r)3, we obtain
v(2r) ≤ C(1 + η(r)v(r)). (6.126)
Since η(r)→ 0 as r →∞, there exists r0 > 0 such that for all r > r0
v(2r) ≤ C + 1
2
v(r) ∀ r > r0. (6.127)
Arguing by induction as in [23, Lemma 6.3], we infer that v is bounded on
R≥0, which implies (6.122) holds, completing the proof.
6.10.2 Proof of Theorem 6.5
We require the following result in order to prove Theorem 6.5.
Lemma 6.21. Suppose that the conditions of Theorem 6.5 are satisfied, then
for any U¯ ∈ W˙ 1,2(Λ, λ) solving (6.14) there exists g ∈ W˙ −1,2(Λhom) such that
〈
HIhomU¯ , V
〉
=
〈
g,DV
〉 ∀ V ∈ W˙ 1,2(Λhom),
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and there exists C = C(λ′), γ = γ(λ′) > 0 such that
∣∣〈g,DV 〉∣∣ ≤ C ∑
`∈Λhom
(
e−γ|`|/2 + |DIhomU¯(`)|2γ
) |DV hom(`)|γ. (6.128)
Proof of Theorem 6.5. By Lemma 6.21 IhomU¯ ∈ W˙ 1,2(Λhom, λ′) satisfies the
conditions of Lemma 6.20, hence applying Lemma 6.20 gives the desired decay
estimate (6.18), using that
DρI
homU¯(`) = DρU¯(`) for `, `+ ρ ∈ Λ \BRdef .
The remaining estimate (6.17) is then shown by following the proof of [23,
Theorem 2.3] verbatim.
Proof of Lemma 6.21. Consider U¯ solving (6.14) and V hom ∈ W˙ 1,2(Λhom),
then let V˜ = (V˜1, V˜2, V˜3) := (I
homU¯ , IhomU¯ , V hom) ∈ (W˙ 1,2(Λhom))3. Using
that δEhom(0) = δE(U¯) = 0, we rewrite the residual 〈HIhomU¯ , V hom〉 as
〈
HIhomU¯ , V hom
〉
=
〈
δ2Ehom(0)IhomU¯ , V hom〉
=
〈
δEhom(0) + δ2Ehom(0)IhomU¯ − δEhom(IhomU¯), V hom〉 (6.129)
+
〈
δEhom(IhomU¯), V hom〉− 〈δE(U¯), IdefV hom〉. (6.130)
We estimate (6.129) using the estimate (6.86) from the proof of Theorem 6.15,
∣∣〈δEhom(0) + δ2Ehom(0)IhomU¯ − δEhom(IhomU¯), V hom〉∣∣
≤
∫ 1
0
(1− t)
∣∣∣〈δ3Ehom(tIhomU¯), V˜ 〉∣∣∣ dt ≤ C∑
`∈Λ
3∏
m=1
|DV˜m(`)|γ
= C
∑
`∈Λ
|DIhomU¯(`)|2γ|DV hom(`)|γ. (6.131)
We estimate (6.130) using the estimate (6.106) shown in Remark 27
∣∣〈δEhom(IhomU¯), V hom〉− 〈δE(U¯), IdefV hom〉∣∣ ≤ C ∑
`∈Λhom
e−γ|`|/2|DV hom(`)|γ.
(6.132)
Combining the estimates (6.131)–(6.132) gives the desired result (6.128).
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Chapter 7
Conclusion
We finish by summarising the main results of the thesis and discussing related
open problems.
In Chapter 2, we establish uniform regularity estimates for the solution
of the TFW equations, corresponding to a nuclear configuration m belonging
to spaces such as ML2(M,ω) or MHk(M,ω), for k ∈ N. This guarantees
that m ∈ L2unif(R3), which allows for a smeared nuclei description but excludes
point nuclei. We believe that by adapting the arguments presented in [16,
Propositions 3.8, 3.10, 3.12], it possible to obtain weaker uniform regularity
estimates for the TFW ground states corresponding to nuclei configurations
defined by a non-negative measure m, satisfying
sup
x∈R3
m(x+B1) ≤M, inf
x∈R3
m(x+BR) ≥ ω0R3 − ω1,
for all R > 0, where ω0 > 0 and ω1 ≥ 0.
In Chapter 3, we apply our uniform regularity estimates to prove locality
estimates for the TFW equations by adapting the uniqueness proof for the
TFW equations in [16]. One can not directly extend our locality results to
the point nuclei setting as our proofs make full use of the regularity afforded
by the smeared nuclear description. However, it may be possible to adapt the
uniqueness proof of the TFW equations for point nuclei [16, Lemma 5.5] to
establish weaker locality results for the TFW model in the point nuclei setting,
though we expect this to be nontrivial.
In Chapter 4, we collect further applications of our locality results.
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One application that we have omitted involves studying the Fermi level as-
sociated with the TFW equations [14, 16]. The Fermi level is the Lagrange
multiplier appearing in the TFW equations due to the charge neutrality con-
straint present in the variational problem (1.2), which we now recall. For
m ∈ML2(M,ω) and R > 0, let mR = m · χBR(0) and consider
ITFW(mR) = inf
{
ETFW(v,mR)
∣∣∣∣ v ∈ H1(R3), v ≥ 0,∫
R3
v2 =
∫
R3
mR
}
.
It was established earlier that there exists a unique minimiser uR, which solves
the Euler–Lagrange equation
−∆uR + 5
3
u
7/3
R − (mR − u2R)uR = −θRuR,
where θR ∈ R is the Fermi level. Moreover, it is established in [16, Proposition
3.4], that there exists C > 0 such that 0 < θR ≤ C for all R > 0. Consequently,
passing to the limit as R→∞, along a subsequence θR → θ, so we can define
a Fermi level θ for the TFW model corresponding to the nuclear configuration
m, though it remains to verify whether it is a uniquely defined quantity.
Supposing for now that the Fermi level is unique, one could pursue
the following problem: given two nuclear configurations m1,m2 ∈ML2(M,ω)
with corresponding Fermi levels θ1, θ2, can one prove that θ1 = θ2 provided
that m1 −m2 decays sufficiently fast?
This question is closely related to an argument used in [18], which freezes
the Fermi level in order to obtain locality estimates for the tight binding model.
We remark that we have applied similar reasoning in order to show locality
estimates for the TFW Yukawa model. For finite systems, the TFW Yukawa
variational problem (2.81) does not include a charge neutrality constraint,
hence no Lagrange multiplier appears in the TFW Yukawa equations. Adding
a charge neutrality constraint to (2.81) introduces a Fermi level that signifi-
cantly weakens the Yukawa locality results presented in Section 3.1.2.
In Chapter 5, we show the existence, uniqueness and locality results for
all variations of the TFW equations and use this to construct site energies with
exponentially decaying interaction. We then apply these results in Chapter 6 to
consider the TFW lattice relaxation problem for point defects. This introduces
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a variational problem over a space of nuclear arrangements, which we show is
well-defined and also establish decay properties for minimising arrangements,
up to first order. Our results could be improved by showing the higher order
regularity of the energy difference functional and subsequently obtaining higher
order decay estimates for minimising arrangements. We expect this to be a
relatively straightforward application of the results shown in Chapter 5 and
the analysis performed in [23].
As [23] also considers the relaxation of a crystal due to a straight line
dislocation, we believe it is possible to treat dislocations using the TFW model.
Additionally, the main application of the decay results established in [23] is to
obtain rigorous error estimates for numerical simulations of the lattice relax-
ation problem. This involves approximating the full, infinite problem with a
problem over a finite domain and employing suitable boundary conditions. We
intend to apply this idea to the TFW model, and impose boundary conditions
on both the electron density and the nuclear charge density. This introduces a
PDE problem on a finite domain, which would allow for numerical simulations
of the TFW relaxation problem.
One final application of our work is to extend the Coulomb and Yukawa
site energy comparison result Theorem 5.2 to higher orders. Though we have
focused on studying the TFW lattice relaxation problem using the Coulomb
interaction, the entire analysis also holds with the Yukawa interaction. By
generalising Theorem 5.2 to higher orders, we believe that it is possible to
show the convergence of minimisers of the Yukawa relaxation problem to the
Coulomb problem and also estimate the convergence rate. We intend to explore
this problem in future work.
In this thesis we have explored the locality of the TFW model and
its applications. The broader question of whether other DFT models possess
locality properties, and whether this can be proved mathematically is largely
open. In future work, we intend to study the locality of the reduced Hartree–
Fock Yukawa model [1] as well as generalising the lattice relaxation problem
to general models with well-behaved site energies [2]. This work will address
some of the open problems mentioned earlier. This includes showing higher
order decay for minimisers of the TFW relaxation problem as well as treating
the TFW dislocation case.
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Appendix A
Proof of Proposition 2.15
This appendix contains the proof of the Yukawa uniqueness result Proposi-
tion 2.15.
Proposition 2.15. Let a0 > ac > 0 and m ∈ ML2(M,ω), then for all
0 < a ≤ a0 the corresponding Yukawa ground state
(ua, φa) ∈ H4unif(R3) × H2unif(R3) is unique and there exists ca0,M,ω > 0 such
that the electron density ua satisfies
inf
x∈R3
ua(x) ≥ ca0,M,ω > 0. (2.80)
We show Proposition 2.15 by adapting the argument described in [16,
Remark 4.16, Lemma 4.14], which shows that the periodic Yukawa ground
state is bounded below and hence unique. The proof requires the following
result.
Lemma A.1. For any a0 > 0 and m ∈ML2(M,ω), there exists
R0 = R0(a0, ω), νa0,M,ω > 0 such that for all 0 < a ≤ a0 and Rn ≥ R0
inf
x∈B1(0)
ua,Rn(x) ≥ νa0,M,ω > 0. (A.1)
Then, sending Rn →∞ in (A.1), it follows that for all 0 < a ≤ a0
inf
x∈B1(0)
ua(x) ≥ νa0,M,ω > 0,
hence ua > 0. Then following the proof of [16, Lemma 4.14] gives the desired
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estimate (2.113). As the argument used in [16, Lemma 4.14] is also necessary
to show Lemma A.1, it is followed closely in this instance and for the proof of
Proposition 2.15, only the necessary changes in the argument are described.
In order to prove Lemma A.1, we require the following result.
Lemma A.2. There exist R′0 = R
′
0(M,ω) > 0 and νac,M,ω > 0 such that for
all m ∈ML2(M,ω), 0 < a ≤ ac and Rn ≥ R′0
inf
x∈B1(0)
ua,Rn(x) ≥ νac,M,ω > 0. (A.2)
Proof of Lemma A.2. We show (A.2) by contradiction, so suppose that for all
R′0 > 0
inf
0<a≤ac
inf
Rn≥R′0
inf
m∈ML2 (M,ω)
inf
x∈B1(0)
ua,Rn,m(x) = 0,
where ua,Rn,m solves (2.3a) corresponding to mRn = m · χBRn (0). Hence for
each k ∈ N there exist sequences (ak) ⊂ (0, ac] converging to some a∗ ∈ [0, ac],
Rnk ↑ ∞, m˜k ∈ ML2(M,ω) and xk ∈ B1(0) such that mk,Rnk = m˜k · χBRnk (0)
satisfies for all k ∈ N
uak,Rnk ,m˜k(xk) ≤
1
k
.
For convenience, in this argument uak,Rnk ,m˜k and mk,Rnk are referred to as uk
and mk, respectively. By the Harnack inequality [28, Theorem 8.20], for fixed
k ∈ N and any R′ ≥ 1 there exists C(R′, a0,M) > 0 such that
sup
x∈BR′ (0)
uk(x) ≤ C inf
x∈BR′ (0)
uk(x) ≤ C(R
′, a0,M)
k
, (A.3)
so it follows that uk converges uniformly to 0 on any compact subset as k →∞.
Let (uk, φk) denote the solution of (2.3) corresponding to mk with screening
parameter ak. Recall that φk solves the following equation in the sense of
distributions
−∆φk + a2k φk = 4pi
(
mk − u2k
)
. (A.4)
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We pass to the limit in (A.4) as k →∞, using the following estimates
‖mk‖L2unif(R3) ≤M,
‖φk‖H2unif(R3) ≤ C(M).
It follows that, up to a subsequence, φk converges to φ˜, weakly in H
2(BR(0)),
strongly in H1(BR(0)) for all R > 0 and pointwise almost everywhere. More-
over, mk converges to m˜, weakly in L
2(BR(0)) for all R > 0. Applying the
estimates (2.64)–(2.65) verbatim, it follows that m˜ ∈ ML2(M,ω). Passing
to the limit in (A.4) and using that ak → a∗ ∈ [0, ac] it follows that φ˜ is a
distributional solution of
−∆φ˜+ a2∗ φ˜ = 4pim˜. (A.5)
We now show that (2.116) leads to a contradiction. If a∗ = 0, then observe
that (A.5) becomes (2.66) from Proposition 2.2. Applying the argument in
Proposition 2.2 verbatim leads to the contradiction that m˜ /∈ML2(M,ω).
Alternatively, suppose a∗ ∈ (0, ac] and define u˜ ≡ 0. It follows immedi-
ately that (u˜, φ˜) solves (2.3) corresponding to m˜ with screening parameter a∗.
As a∗ ∈ (0, ac], Proposition 2.14 applies, hence (u˜, φ˜) is the unique Yukawa
ground state corresponding to m˜ and u˜ satisfies inf u˜ ≥ cac,M,ω > 0, which
contradicts that u˜ ≡ 0. Consequently, the desired estimate (A.2) holds.
Proof of Lemma A.1. As Lemma A.2 shows that there exists R′0 > 0 such that
for all 0 < a ≤ ac
inf
Rn≥R′0
inf
m∈ML2 (M,ω)
inf
x∈B1(0)
ua,Rn,m(x) ≥ νac,M,ω > 0,
it remains to show that there exists R0 > 0 such that for all ac < a ≤ a0
inf
Rn≥R0
inf
m∈ML2 (M,ω)
inf
x∈B1(0)
ua,Rn,m(x) ≥ ν ′a0,M,ω > 0. (A.6)
The estimate (A.6) is shown by contradiction, so suppose that for all R0 > 0
inf
ac<a≤a0
inf
Rn≥R0
inf
m∈ML2 (M,ω)
inf
x∈B1(0)
ua,Rn,m(x) = 0, (A.7)
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where ua,Rn,m solves (2.3a) corresponding to mRn = m · χBRn (0). Hence for
each k ∈ N there exist sequences (ak) ⊂ (ac, a0], Rnk ↑ ∞, m˜k ∈ ML2(M,ω)
and xk ∈ B1(0) such that mk,Rnk = m˜k · χBRnk (0) satisfies for all k ∈ N
uak,Rnk ,m˜k(xk) ≤
1
k
.
For convenience, in this argument uak,Rnk ,m˜k and mk,Rnk are referred to as
uk and mk, respectively. Applying the argument used to show (2.115) ver-
batim, the Harnack inequality implies that for every R′ ≥ 1 there exists
C(R′, a0,M) > 0 such that for all k ∈ N
sup
x∈BR′ (0)
uk(x) ≤ C inf
x∈BR′ (0)
uk(x) ≤ C(R
′, a0,M)
k
, (A.8)
so it follows that uk converges uniformly to 0 on any compact subset as k →∞.
For R > 0 and k ∈ N, define the energy functional acting on v satisfying
∇v ∈ L2(BR(0)) and v ∈ L10/3(BR(0)) by
E(v; k,R) =
∫
BR(0)
|∇v|2 +
∫
BR(0)
v10/3 −
∫
BR(0)
(mk ∗ Yak) v2
+
1
2
∫
BR(0)
(
v2 · χBR(0) ∗ Yak
)
v2 +
∫
BR(0)
(
u2k · χBR(0)c ∗ Yak
)
v2.
Then consider the corresponding variational problem
I(k,R) = inf
{
E(v; k,R)
∣∣∣∣ ∇v ∈ L2(BR(0)), v ∈ L10/3(BR(0)), v|∂BR(0) = uk }.
(A.9)
The construction of the energy and the boundary condition of (A.9) ensures
that uk is the unique minimiser of (A.9) for each R > 0. To prove this, observe
that E(v; k,R) can be expressed as
E(v; k,R) =
∫
BR(0)
|∇v|2 +
∫
BR(0)
v10/3 +
∫
BR(0)
(
u2k · χBR(0)c ∗ Yak
)
v2
+
1
2
Dak
(
mk − v2χBR(0),mk − v2χBR(0)
)− 1
2
Dak (mk,mk) .
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As Yak and the Yukawa interaction term are non-negative, it follows that
E(v; k,R) ≥
∫
BR(0)
|∇v|2 +
∫
BR(0)
v10/3 − 1
2
Dak (mk,mk)
≥ −1
2
Dak (mk,mk) > −∞,
so as E(v; k,R) is bounded below, I(k,R) is well-defined. Any minimising
sequence vn satisfies
‖∇vn‖2L2(BR(0)) + ‖vn‖
10/3
L10/3(BR(0))
≤ C(k,R, a0,M),
hence there exists vk,R such that ∇vk,R ∈ L2(R3), vk,R ∈ L10/3(R3). Moreover,
along a subsequence ∇vn converges to ∇vk,R weakly in L2(R3), vn converges
to vk,R, weakly in L
6(R3) and L10/3(R3), strongly in Lp(BR(0)) for all p ∈ [1, 6)
and R > 0 and pointwise almost everywhere. Moreover, vk,R satisfies
E(vk,R; k,R) = I(k,R),
and solves
−∆vk,R + 5
3
v
7/3
k,R+
(
mk − v2k,R · χBR(0) − u2k · χBR(0)c
)
vk,R = 0, (A.10)
vk,R = uk on ∂BR(0).
It is straightforward to verify that uk solves (A.10). Define the alternate
minimisation problem
inf
{
E(
√
ρ; k,R)
∣∣∣∣∇√ρ ∈ L2(R3), ρ ∈ L5/3(R3), ρ ≥ 0} . (A.11)
Due to the strict convexity of ρ 7→ E(√ρ; k,R), it follows that ρk = u2k is the
unique minimiser of (A.11), hence uk is the unique minimiser of (A.9).
As uk → 0 uniformly as k →∞, it follows that for any fixed R > 0
E(uk; k,R)→ 0 as k →∞. (A.12)
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To verify (A.12), observe that
E(uk; k,R) =
∫
BR(0)
|∇uk|2 +
∫
BR(0)
u
10/3
k −
∫
BR(0)
(mk ∗ Yak)u2k
+
1
2
∫
BR(0)
(
u2k · χBR(0) ∗ Yak
)
u2k +
∫
BR(0)
(
u2k · χBR(0)c ∗ Yak
)
u2k.
Clearly
0 ≤
∫
BR(0)
u
10/3
k ≤ CR3‖uk‖10/3L∞(BR(0)) → 0 as k →∞. (A.13)
The term mk ∗ Yak can be estimated by
‖mk ∗ Yak‖L∞(R3) ≤ C(ac,M), (A.14)
where the constant C(ac,M) is independent of k ∈ N. From (A.14) it follows
that∣∣∣∣∫
BR(0)
(mk,j ∗ Yak)u2k
∣∣∣∣ ≤ ‖mk ∗ Yak‖L∞(R3) ∫
BR(0)
u2k
≤ Ca−3c MR3‖uk‖2L∞(BR(0)) → 0 as k →∞.
To show (A.14), let Γ ⊂ R3 be a semi-open unit cube centred at the origin, so
R3 = {Γ + i | i ∈ Z3 }. For any x ∈ R3
|(mk ∗ Yak) (x)| ≤
∫
R3
|mk(x− y)|e
−ak|y|
|y| dy =
∑
i∈Z3
∫
Γ+i
|mk(x− y)|e
−ak|y|
|y| dy
≤ C
∑
i∈Z3
‖mk‖L2unif(R3)
∥∥∥ e−ak|·||·| ∥∥∥
L2(Γ+i)
≤ CM
∑
i∈Z3
∥∥∥ e−ak|·||·| ∥∥∥
L2(Γ+i)
≤ CM
∑
i∈Z3
e−ak|i| ≤ CM
a3k
≤ CM
a3c
. (A.15)
As the estimate (A.15) is independent of k ∈ N and x ∈ R3, (A.14) holds.
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Estimating the remaining terms gives
1
2
∫
BR(0)
(
u2k · χBR(0) ∗ Yak
)
u2k ≤ ‖uk‖4L∞(BR(0))Dak(χBR(0), χBR(0))
≤ Ca−2c R3‖uk‖4L∞(BR(0)) → 0 as k →∞,
∫
BR(0)
(
u2k · χBR(0)c ∗ Yak
)
u2k ≤
∥∥u2k · χBR(0)c ∗ Yak∥∥L∞(R3) ∫
BR(0)
u2k
≤ CR3‖uk‖2L∞(R3) ‖Yak‖L1(R3) ‖uk‖2L∞(BR(0))
≤ C(a0,M)R
3
a2c
‖uk‖2L∞(BR(0)) → 0 as k →∞.
For the final term, integration by parts yields∫
BR(0)
|∇uk|2 = −
∫
BR(0)
uk ∆uk +
∫
∂BR(0)
uk
∂uk
∂n
≤ C‖uk‖W 2,∞(R3)(R3 +R2)‖uk‖L∞(BR(0))
≤ C(a0,M)R3‖uk‖L∞(BR(0)) → 0 as k →∞. (A.16)
Collecting (A.13)–(A.16), it follows that for fixed R > 0, E(uk; k,R) → 0 as
k → ∞. A family of test functions ϕε,k ∈ H1(BR(0)) is now constructed,
satisfying the boundary condition ϕε,k|∂BR(0) = uk of (A.9) such that for suffi-
ciently large R > 0 and small ε > 0, there exists a constant C1 > 0 such that
for all large k ∈ N
E(ϕε,k; k,R) ≤ −C1 < 0, (A.17)
contradicting the fact that E(uk; k,R)→ 0 as k →∞, as (A.17) implies
E(uk; k,R) ≤ E(ϕε,k; k,R) ≤ −C1 < 0.
Lemma 2.10 will be used to prove (A.17) by showing that there exists R′0 ≥ R0
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and k1 ∈ N such that choosing Rn = R′0 and k ≥ k1 ensures∫
B4R′0
(0)
|∇ψR′0|2 +
∫
B4R′0
(0)
((
u2k · χB4R′0 (0)c −mk
)
∗ Yak
)
ψ2R′0 ≤ −1. (A.18)
Recall Lemma 2.10, that there exists C0 = C0(ac, a0, ω) > 0 and
R0 = R0(ac, a0, ω) > 0 such that for any ac < a ≤ a0 and Rn ≥ R0∫
R3
|∇ψRn|2 −Da(mRn , ψ2Rn) ≤ −C0R3n, (A.19)
The following term can be estimated and decomposed as∫
B4Rn (0)
((
u2k · χB4Rn (0)c
) ∗ Yak)ψ2Rn ≤ ∫
B4Rn (0)
((
u2k · χB4Rn (0)c
) ∗ Yak)
=
∫
B4Rn (0)
((
u2k · χB8Rn (0)c
) ∗ Yak)+ ∫
B4Rn (0)
((
u2k · χB8Rn (0)rB4Rn (0)
) ∗ Yak) .
(A.20)
The first term of (A.20) can be expressed as
∫
B4Rn (0)
((
u2k · χB8Rn (0)c
) ∗ Yak) = ∫
B8Rn (0)
c
u2k(y)
(∫
B4Rn (0)
e−ak|x−y|
|x− y| dx
)
dy.
By the triangle inequality |x− y| ≥ |y|
2
, hence∫
B4Rn (0)
((
u2k · χB8Rn (0)c
) ∗ Yak)
≤ ‖uk‖2L∞(R3)
∫
B8Rn (0)
c
(∫
B4Rn (0)
e−ac|y|/2
|y| dx
)
dy
= CR3n
∫
B8Rn (0)
c
e−ac|y|/2
|y| dy = Ca
−2
c R
3
n (1 + 4acRn) e
−4acRn
≤ Ca−2c R3ne−2acRn .
As e−2acRn → 0 as Rn →∞, there exists R2 > 0 such that for Rn ≥ R2∫
B4Rn (0)
((
u2k · χB8Rn (0)c
) ∗ Yak) ≤ Ca−2c R3ne−2acRn ≤ C04 R3n.
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Now define R′0 = max{R0, R2, (2C0)−1/3} and choose Rn = R′0. The second
term of (A.20) can be estimated using Young’s inequality for convolutions∫
B4R′0
(0)
((
u2k · χB8R′0 (0)rB4R′0 (0)
)
∗ Yak
)
≤
∫
B4R′0
(0)
((
u2k · χB8R′0 (0)
)
∗ Yak
)
≤ CR′30 ‖Yak‖L1(R3)‖uk‖2L∞(B8R′0 (0)) ≤ Ca
−2
c R
′3
0 ‖uk‖2L∞(B8R′0 (0)).
As uk → 0 on compact sets, there exists k1 ∈ N such that k ≥ k1 ensures that∫
B4R′0
(0)
((
u2k · χB8R′0 (0)rB4R′0 (0)
)
∗ Yak
)
≤ Ca−2c R′30 ‖uk‖2L∞(B8R′0 (0)) ≤
C0
4
R′30 .
(A.21)
Choose Rn = R
′
0 and recall that Rnk ↑ ∞, hence there exists k2 ∈ N such that
Rnk ≥ R′0 for all k ≥ k2, so it follows that mk ≥ mRn . Collecting the estimates
(A.19), (A.20)–(A.21) with Rn = R
′
0 and observing that
C0
4
R′30 ≥ 1 yields the
desired estimate (A.18)∫
B4R′0
(0)
|∇ψR′0|2 +
∫
B4R′0
(0)
((
u2k · χB4R′0 (0)c −mk
)
∗ Yak
)
ψ2R′0
≤
∫
R3
|∇ψR′0|2 −Da(mR′0 , ψ2R′0) +
∫
B4R′0
(0)
((
u2k · χB8R′0 (0)c
)
∗ Yak
)
+
∫
B4R′0
(0)
((
u2k · χB8R′0 (0)rB4R′0 (0)
)
∗ Yak
)
≤ −C0R′30 +
C0
4
R′30 +
C0
4
R′30 = −
C0
2
R′30 ≤ −1.
Now choose R = 4R′0 + 2 such that ψ = ψR′0 ∈ C∞c (BR−2(0)) satisfies the
estimate (A.18) for all ac < a ≤ a0. Then let ξ ∈ C∞(R3) satisfy 0 ≤ ξ ≤ 1,
ξ = 1 on BcR−1(0), ξ = 0 on BR−2(0) and for ε > 0, define ϕε,k ∈ H1(R3) by
ϕε,k(x) = εψ(x) + ξ(x)uk(x).
It follows from the definition that ϕε,k satisfies the boundary condition from
(A.9), that ϕε,k|∂BR(0) = uk. Observe that as ψ and ξ ·uk have disjoint support,
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the energy E(ϕε,k; k,R) can be decomposed as
E(ϕε,k; k,R) = E(εψ; k,R) + E(ξuk; k,R)
+ ε2
∫
BR(0)
(
(ξuk)
2 · χBR(0) ∗ Yak
)
ψ2.
Recall that ψ satisfies (A.18), so for 0 < ε ≤ 1
E(εψ; k,R) + ε4 = ε2
(∫
BR(0)
|∇ψ|2 +
∫
BR(0)
((
u2k · χBR(0)c −mk
) ∗ Yak)ψ2)
+ ε10/3
∫
BR(0)
ψ10/3 +
ε4
2
∫
BR(0)
(
ψ2 · χBR(0) ∗ Yak
)
ψ2 + ε4
≤ −ε2 + Cε10/3R3 + Cε4a−2k R3 + ε4
≤ −ε2 + Cε4 =: −ε2 + C3ε4.
Choosing ε = ε0 = min{1, (2C3)−1/2} implies that (A.22) holds
E(ε0ψ; k,R) + ε
4
0 ≤ −ε20 + C3ε40 ≤ −
ε20
2
=: −C1 < 0. (A.22)
Now consider
E(ξuk; k,R) =
∫
BR(0)
|∇(ξuk)|2 +
∫
BR(0)
(ξuk)
10/3 −
∫
BR(0)
(mk ∗ Yak) (ξuk)2
+
1
2
∫
BR(0)
(
(ξuk)
2 · χBR(0) ∗ Yak
)
(ξuk)
2
+
∫
BR(0)
(
u2k · χBR(0)c ∗ Yak
)
(ξuk)
2.
Using that 0 ≤ ξ ≤ 1, |∇ξ| ∈ L∞(R3), uk → 0 as k → ∞ and following the
proof of (A.12), it follows that E(ξuk; k,R)→ 0 as k →∞. For the remaining
term
0 ≤ ε20
∫
BR(0)
(
(ξuk)
2 · χBR(0) ∗ Yak
)
ψ2 ≤ Cε20‖uk‖2L∞(BR(0)) ‖Yak‖L1(R3)
∫
BR(0)
ψ2
=
Cε20
a2c
‖uk‖2L∞(BR(0)) → 0 as k →∞.
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It follows that there exists k2 ∈ N such that for all k ≥ k2
E(ξuk; k,R) + ε
2
0
∫
BR(0)
(
(ξuk)
2 · χBR(0) ∗ Yak
)
ψ2 ≤ ε40. (A.23)
Combining (A.22) and (A.23), for k ≥ max{k1, k2} yields the desired estimate
(A.17).
E(ϕε0,k; k,R) = E(ε0ψ; k,R) + E(ξuk; k,R)
+ ε20
∫
BR(0)
(
(ξuk)
2 · χBR(0) ∗ Yak
)
ψ2
≤ E(ε0ψ; k,R) + ε40 ≤ −C1 < 0,
which contradicts the initial assumption (A.7), hence (A.6) and subsequently
the desired estimate (A.1) hold.
Proof of Proposition 2.15. The estimate (2.113) is shown by contradiction, so
suppose there exists a0 > ac such that
inf
ac<a≤a0
inf
m∈ML2 (M,ω)
inf
x∈R3
ua,m(x) = 0,
hence for each k ∈ N, there exists ak ∈ (ac, a0],mk ∈ML2(M,ω) and xk ∈ R3
such that uak,mk(xk) ≤ 1k . Without loss of generality, assume that xk = 0 for all
k ∈ N, otherwise translate uak,mk . For convenience, uak,mk will be referred to
as uk in this argument. Applying the argument used to show (A.8) verbatim,
the Harnack inequality implies that uk converges uniformly to 0 on compact
sets.
For R > 0 and k ∈ N, define the energy functional acting on v satisfying
∇v ∈ L2(BR(0)) and v ∈ L10/3(BR(0)) by
E(v; k,R) =
∫
BR(0)
|∇v|2 +
∫
BR(0)
v10/3 −
∫
BR(0)
(mk ∗ Yak) v2
+
1
2
∫
BR(0)
(
v2 · χBR(0) ∗ Yak
)
v2 +
∫
BR(0)
(
u2k · χBR(0)c ∗ Yak
)
v2.
(A.24)
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Then consider the corresponding variational problem
I(k,R) = inf
{
E(v; k,R)
∣∣∣∣ ∇v ∈ L2(BR(0)), v ∈ L10/3(BR(0)), v|∂BR(0) = uk }.
(A.25)
The construction of the energy (A.24) and the boundary condition of (A.25)
ensures that uk is the unique minimiser of (A.25) for each R > 0. It follows
that for any fixed R > 0, I(k,R) → 0 as k → ∞. Then by following the
construction used in the proof of Lemma A.1, there exists R > 0 and ϕε,k such
that for sufficiently small ε > 0 and sufficiently large k ∈ N
I(k,R) = E(uk; k,R) ≤ E(ϕε,k; k,R) ≤ −C1 < 0,
which contradicts the fact that I(k,R) → 0 as k → ∞, hence the desired
estimate (2.113) holds.
Consequently, as for all a > 0 and m ∈ ML2(M,ω), the electron den-
sity satisfies inf ua > 0, the argument presented in [16, Chapter 6] can be
applied verbatim to guarantee the uniqueness of the corresponding ground
state (ua, φa).
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