Y-shaped jets driven by an ultrasonic beam reflecting on a wall by Moudjed, Brahim et al.
Y-shaped jets driven by an ultrasonic beam reflecting on
a wall
Brahim Moudjed, Vale´ry Botton, Daniel Henry, Se´verine Millet, Hamda Ben
Hadid
To cite this version:
Brahim Moudjed, Vale´ry Botton, Daniel Henry, Se´verine Millet, Hamda Ben Hadid. Y-shaped




Submitted on 8 Jul 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Submitted to Ultrasonics (2015) 
1 
 
Y-shaped jets driven by an ultrasonic beam reflecting 















 Laboratoire de Mécanique des Fluides et d’Acoustique, CNRS/Université de Lyon, 
Ecole Centrale de Lyon/Université Lyon 1/INSA de Lyon,  
ECL, 36 avenue Guy de Collongue, 69134 Ecully Cedex, France 
2
 CEA, Laboratoire d’Instrumentation et d’Expérimentation en Mécanique des Fluides et 







This paper presents an original experimental and numerical investigation of acoustic 
streaming driven by an acoustic beam reflecting on a wall. The water experiment features a 2 
MHz acoustic beam totally reflecting on one of the tank glass walls. The velocity field in the 
plane containing the incident and reflected beam axes is investigated using Particle Image 
Velocimetry (PIV). It exhibits an original y-shaped structure: the impinging jet driven by the 
incident beam is continued by a wall jet, and a second jet is driven by the reflected beam, 
making an angle with the impinging jet. The flow is also numerically modeled as that of an 
incompressible fluid undergoing a volumetric acoustic force. This is a classical approach, but 
the complexity of the acoustic field in the reflection zone, however, makes it difficult to 
derive an exact force field in this area. Several approximations are thus tested; we show that 
the observed velocity field only weakly depends on the approximation used in this small 
region. The numerical model results are in good agreement with the experimental results. The 
spreading of the jets around their impingement points and the creeping of the wall jets along 
the walls are observed to allow the interaction of the flow with a large wall surface, which can 
even extend to the corners of the tank; this could be an interesting feature for applications 
requiring efficient heat and mass transfer at the wall. More fundamentally, the velocity field is 
shown to have both similarities and differences with the velocity field in a classical centered 
acoustic streaming jet. In particular its magnitude exhibits a fairly good agreement with a 
formerly derived scaling law based on the balance of the acoustic forcing with the inertia due 
to the flow acceleration along the beam axis. 
 
Keywords : acoustic streaming, steady streaming, reflections, jets, Eckart. 
 
1.  Introduction 
  
Acoustic streaming designates the ability to drive quasi-steady flows by acoustic propagation in 
dissipative fluids and results from an acousto-hydrodynamics coupling. Nyborg [1] and Lighthill [2] 
gave a theoretical insight into this phenomenon in the case of acoustic waves propagating in an infinite 
medium. In particular, they have shown that these flows can be modeled as those of incompressible 





𝐼𝑎𝑐𝑥′⃗⃗⃗ ⃗, (1)  
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where α is the acoustic pressure wave attenuation coefficient, c is the sound celerity, Iac is the temporal 
averaged acoustic intensity and 𝑥′⃗⃗⃗ ⃗ is the direction of acoustic waves propagation. 
The use of equation (1) in the incompressible Navier-Stokes equations has been validated by several 
experimental investigations [3-10]. They have been conducted in the so-called Eckart configuration, 
that is to say a situation featuring progressive acoustic waves far from walls, in order to avoid as much 
as possible interactions with walls. This method leads to two main results which confirm the reliability 
of the approach. Firstly, a linear acoustic model is suitable and convenient to compute the spatial 
variations of the force term given by equation (1) [8,9]. Secondly, scaling laws for the flow velocity 
are found to be consistent with the obtained experimental results [8].   
Acoustic streaming can significantly affect heat and mass transfer in a great number of processes, and 
even lead to turbulent mixing. An extensive review of all the processes in which acoustic streaming 
could bring significant improvements is outside the scope of the present paper; let us just mention that 
such a review should include biomedical applications [11-15], sonochemistry [16-19], acoustic 
velocimetry [20] and even semi-conducting crystals growth and metallic alloys solidification [21-32]. 
The fluids involved in these processes may of course have very different acoustical and mechanical 
properties; but a proper dimensional analysis approach can be used to deduce from water experiments 
a quantification of the flow which would be observed in any other Newtonian fluid [8]. Another 
peculiarity of applications is that they are generally implemented in a finite size, more or less 
confined, domain; a limitation of the former experimental investigations with respect to this 
confinement is that they generally feature an absorbing wall facing the acoustic source to prevent 
reflection of the acoustic waves. Setting such nearly ideal boundary condition is usually not possible in 
the applications cited above, so that accounting for acoustic reflections is now a key issue in the 
modeling of such applications. 
The present study is thus dedicated to the experimental investigation and numerical modeling of the 
acoustic streaming flow generated in water by an ultrasonic beam reflecting on a wall. The ASTRID  
experimental setup (Acoustic STReaming Investigation Device) used in our previous studies [7-9] has 
been adapted for the present investigation. A challenge in the modeling is, in particular, to deal with 
the complexity of the acoustic field in the area of the reflection, close to the wall, where the waves are 
neither plane nor even with a very clear propagation direction. Besides the modeling issues, this is, as 
far as we know, the first report of an acoustic streaming flow generated by a reflecting acoustic beam 
and a yet unobserved and original flow pattern is put into light. 
The experimental setup will be described in section 2, the modeling strategy, in section 3, and the 
results and the discussion will be presented in section 4.     
 
2.  Experimental setup and typical flow pattern 
 
Experiments are performed in a rectangular cavity filled with water. A top view of the setup is 
presented in figure 1; this is actually a modification of the formerly presented ASTRID setup [7-9]. A 
2 MHz circular plane transducer from Imasonic, with a diameter of 29 mm, is used to generate the 
acoustic beam. The investigation domain is delimited by two sound absorbing plates made of Apflex 
F28 tiles from Precision Acoustics™. The first plate (from left to right on the figure) is positioned 
close to the transducer. It is drilled with a 63 mm hole and covered with a thermo retractable plastic 
film to let the sound enter in the investigation area but, at the same time, provide a rigid wall condition 
for the generated steady flow. The second plate is the end-wall of the investigated area. In our former 
studies [7-9], the distance between the centers of the transducer surface and the plastic film was 10 
mm and the second plate was set at 275 mm from the transducer surface center. In the present study, 
the positions of the film and plates are kept identical, but the transducer is displaced. A glass lid is 
moreover installed on top of the water in order to avoid the dissymmetry in the boundary conditions 
due to a free surface. The dimensions of the investigation volume delimited by the two sound 
absorbing plates and the side, top and bottom walls of the glass tank are thus 265 x 180 x 160 mm
3
 
(length x width x depth).  
As depicted in figure 1, the transducer is tilted from its original position along the tank axis so that it is 
now oriented towards a side wall and creates a beam in the middle horizontal xy plane (namely at 80 
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mm from the bottom and top walls). This acoustic beam impinges at the middle of the side wall with 




Figure 1: Experimental setup (top view). The origin of the Cartesian frame is set at the middle of the inner surface of the 
sound absorbing intermediate wall: x-axis is parallel to the lateral walls, y and z axis are respectively horizontal and 
vertical. The depth is 160 mm and a glass lid avoids the presence of a free surface.     
 
 A PIV (Particle Image Velocimetry) system is used to measure the velocity field in the 
horizontal middle xy plane for three electrical powers: P = 2, 4 and 8 W. It includes a continuous laser 
which emits light at a wavelength of 532 nm. Image acquisition is performed with a camera from 
Stemmer Imaging with a resolution of 2048 x 2048 pixels and with a frequency of 5 Hz. In our 
measurements, 7500 images are acquired as soon as the transducer is switched on, so that acquisition 
lasts about 25 min. The de-ionized water that is used is seeded with 5 μm Polyamid Seeding Particles 
of density 1030 kg m
-3
 from Dantec. The temperature of water was measured to be 23 °C.   
A typical experimental velocity field in the middle horizontal xy plane is presented in figure 2. Note 
that the white rectangles in the corners of the domain are due to obstacles in the field of view: these 
obstacles are the holders of the top lid, which are not in the fluid domain, but above. The velocity map 
shown in figure 2 is obtained with an electrical power of 8 W, but the same “y-shaped” flow structure 
is observed for the two other investigated electrical powers. This flow structure can be described as 
composed with 5 regions denoted A, B, C, D and E, which are delimited with white lines on the figure. 
While impinging the wall, the incident acoustic streaming jet (region A) splits into two jets: a wall jet 
moved by inertia (region B) and another acoustic streaming jet driven by the reflected acoustic beam 
(region C). This second acoustic streaming jet itself impinges the end-wall, where a second wall jet 
occurs (region D). Note that, as the acoustic beam is not reflected at this sound absorbing wall, this 
wall jet is the only jet generated in this area. These jets all together drive a large recirculation at the 
scale of the cavity in this middle plane (region E). 
 




Figure 2: Velocity magnitude obtained by PIV in the xy horizontal plane for an electrical power of P = 8 W. The 
piezoelectric transducer and the two absorbing walls are also represented as in figure 1. Four fastening systems, used to 
maintain the top wall, mask little zones at each corner, which appear as white squares. The observed “y-shaped” flow 
pattern is underscored by white lines. We distinguish 5 elements in the structure of this flow: A (incident acoustic 
streaming jet), B (first wall jet), C (reflected acoustic streaming jet), D (a second wall jet at the end-wall) and E (large 
recirculation at the scale of the cavity).    
 
 
3.  Numerical model 
 
 To simulate the flow, we consider a rectangular cavity with dimensions 265 × 180 × 160 mm
3
 
(length × width × depth) filled with water. All the boundaries are considered as rigid walls with a no-
slip condition. The computations are performed with the commercial software StarCCM+, which is 






= −grad⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗ 𝑝 + 𝑓𝑎𝑐 + 𝜇∆𝑢,⃗⃗⃗ ⃗ (2)  
 
where ?⃗⃗? is the flow velocity (m s-1), p is the hydrodynamic pressure (Pa),  is the fluid density ( = 
1000 kg m
-3
),  is the dynamic viscosity ( = 10-3 Pa s) and 𝑓𝑎𝑐 is the volumetric acoustic force (N m
-3
) 
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given by equation (1), with the sound attenuation  = 0.1 m-1, the celerity c = 1480 m/s and Iac 
computed as described hereunder.  
For a single transducer, the calculation of the acoustic intensity field is based on the Huygens-Fresnel 
assumption. The plane circular acoustic source is discretized with 200 x 200 elements. Each element 
with a surface S = α ( and α are the polar coordinates on the acoustic source surface) is 
considered as a secondary source emitting a spherical wave. The resulting acoustic intensity field is 
calculated at any location (x, y, z) in the fluid domain by superimposing each secondary source 





|Σ|2, (3)  
 
where Iac max is the maximal acoustic intensity, which is reached, for example, at the Fresnel length,  
is the wavelength and  is expressed as:  
 















where (x’, y’, z’) are the coordinates of the points (x, y, z) of the fluid domain expressed in a frame of 
reference associated with the transducer: origin at the center of the transducer, x’ along the horizontal 
beam axis, y’ horizontal and transverse to the beam axis, z’ vertical. The beam reflection at the wall is 
accounted for by calculating the acoustic field generated by a fictitious source symmetrically disposed 
with respect to the side wall where the reflection occurs and superimposing it to the acoustic field 
generated by the real acoustic source, as depicted in figure 3. As previously mentioned, the angle is 
chosen to be 34°; for this angle, the reflection coefficient for the water-glass couple is equal to 1, as 
can be computed from the Snell-Descartes laws, so that the incident acoustic wave is completely 
reflected. The intensity delivered by the fictitious source is thus considered to be the same as that 
delivered by the real source. As a first approximation, the total acoustic intensity is then estimated by:  
 




2, (4)  
 
despite the fact that the plane wave assumption might not hold in some regions of the resulting beam. 
The quantities real and fictitious are calculated, using equation (3), in the framework of the real and 
fictitious source, respectively. Note that, in the case where a part of the incident acoustic wave is 
transmitted through the wall (i.e. the reflection is partial), the acoustic reflection coefficient is added as 
a multiplicative factor of fictitious in equation (4).     
 
Figure 3 shows a typical acoustic intensity field obtained with this method; the upper part of the figure 
shows the real acoustic field while the lower part is the fictitious domain used for the calculation of the 
reflected beam. We describe the acoustic field as composed with three parts: the incident beam, here 
delimited by white solid lines (region 1), the reflected beam, delimited by white dashed lines (region 
3) and the area where interferences occur between these two beams (region 2). This region 2 is 
numerically defined as a prism with vertical axis and triangular cross-section, located along the lateral 
wall at mid-length of the cavity and covering the interference zone (see figure 4a).  
As can be seen from the intensity field pattern in the incident beam, the reflection wall is situated in 
the end part of the near-field region. In regions 1 and 3, the contribution of the reflected and incident 
acoustic beam, respectively, can obviously be neglected, so that the propagation direction is clear and 
the plane wave assumption holds. In region 1, the acoustic force field is thus computed from equation 
(1), oriented according to the propagation direction of the acoustic waves emitted by the real source. 
Likewise, the acoustic force field in region 3 is computed from equation (1), oriented according to the 
propagation direction of the acoustic waves emitted by the fictitious source.  
 




Figure 3: Acoustic intensity field in the xy horizontal plane with a reflection on the lateral wall for fac max = 4.05 N m
-3
; the 
top part of the figure corresponds to the real domain; the bottom part is the fictitious domain; as a 100% reflection is 
considered, this configuration is fully symmetric with respect to the water-glass interface. The (real) transducer and the 
two absorbing walls are also represented for the real domain, as in figure 1.     
 
The difficulty is to model the acoustic force field in region 2. A costly possibility would be to compute 
the acoustic velocity field, for instance from the compressible Euler equations, and to deduce the 
acoustic streaming force from a Reynolds-stress like computation or to use the inverse method 
developed by Myers et al. [33] where the acoustic force is computed from PIV velocity measurements. 
To overcome this time-consuming procedure, our strategy is, first, to evaluate the amplitude of the 
acoustic force with equation (1) where Iac is computed with equation (5), then, to implement several 
crude models for the direction of the acoustic force vector in region 2 and, finally, to compare the 
obtained velocity fields to the experimental data. As most of the momentum driving the flow is 
injected by the acoustic beams in regions 1 and 3, we can indeed expect this local modeling to have 
only little influence on the observed flow pattern, so that even a crude modeling can yield convenient 
results when compared to experimental data. Four models are considered and illustrated in figure 4, 
which is a zoom on region 2. The assumptions made for region 2 with these different models are:   
- model a: zero force is applied, 
- model b: the force field is computed from the incident beam on the left hand side of the 
impingement and from the reflected beam on its right hand side, 
- model c: the force is assumed parallel to the wall, 
- model d: the force field lines are assumed circular. 
 
 











Figure 4: Acoustic force field in the horizontal xy middle plane with (a) zero force, (b) incident and reflective force at each 
side of the impingement, (c) straight force parallel to the lateral wall and (d) circular force in the crossing zone. Colors 
provide information on the level of fac and normalized vectors are used to give the direction of fac.   
 
The fluid domain is meshed with cubic cells; a mesh convergence study led us to choose 1 mm cells so 
that the total number of cells is 3 million. The acoustic force is computed with the Matlab software 
at each cell center from equation (1) through two steps: calculation of Iac and computation of fac. The 
acoustic force level is characterized by the maximum value of the force, fac max, reached, for example, 
on the beam axis at the Fresnel length. To compute the flow, we used the steady segregated solver 
implemented in StarCCM+™ for the two lower values of the acoustic force, but, for convergence 
reasons, the 2
nd
 order unsteady segregated solver was preferred for the highest intensity of the acoustic 
force, with a time step of 1 second. 
 











Figure 5: Numerically computed velocity magnitude in the horizontal xy middle plane for fac max = 1.75 N m
-3
 with (a) 
model a, (b) model b, (c) model c and (d) model d, as explained in figure 4. 
 
Typical velocity intensity fields obtained using the different force models are plotted in figure 5 for fac 
max = 1.75 N m
-3
.  As can be seen on these colormaps, the observed flow pattern hardly differs from 
one model to another. The maximum velocity is found to be of 7 mm s
-1
 for the crudest model, model 
a, and 7.7, 7.9 and 7.9 mm s
-1
 for models b, c, and d, respectively. The discrepancy between these 3 
last models is thus less than 3%, which is smaller than the experimental uncertainty on the velocity 
measurements. We thus consider that the result is only slightly dependent on the force model and 
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Figure 6: Velocity intensity fields in the horizontal xy middle plane for: (a) and (b) fac max = 1.75 N m
-3
, (c) and (d) fac max = 
2.70 N m
-3
, (e) and (f) fac max = 4.05 N m
-3
. On the left: (a), (c) and (e) experimental measurements using the PIV 
technique. On the right: (b), (d) and (f) numerical calculations with StarCCM+™ software. Note that four fastening 
systems, used to maintain the top wall, mask little zones at each corner, which appear as white squares in the 
experimental fields. 
 
A comparison of experimentally measured and numerically computed velocity magnitudes in the xy 
middle plane, which contains the incident and the reflected beam axes, is shown in figure 6. As can be 
seen, the flow pattern is well reproduced by the numerical simulations. In particular the ‘y shape’ of 
the flow structure is observed and the relative flow intensities in the different branches of this structure 
correspond to those observed in the experiments. The complexity of the velocity profiles in the 
incident beam is also observed both numerically and experimentally: indeed, carefully looking at the 
region given by -80 mm < y < -50 mm and x ~100 mm, we can see that the jet is not a usual straight 
axi-symmetric jet. 
 
Such a complexity in transverse velocity profiles has formerly been observed for non-reflected 
centered acoustic streaming jets [6,9]. It was clearly correlated to diffraction patterns occurring in the 
acoustic near-field region: the acoustic intensity field features a number of local maxima inducing 
local accelerations, which distort the usual smooth shape of the velocity profiles. In the present case, 
an additional complexity is due to the bending of the jet towards the aquarium wall. Figure 7 gives a 
comparison of three normalized velocity transverse profiles in the incident beam (black solid lines), to 
their equivalent in the case of a centered acoustic streaming jet [9] (green dashed lines). Though the 
experimental configurations are not exactly the same, these profiles are plotted at the same distance x’ 
from the source along the acoustic beam: x’=0.36 Lf, 0.55 Lf and 0.7 Lf (Lf being the Fresnel length). 
The sources used in both cases being the same, the normalized acoustic force profiles are identical 
before the interaction with the wall; they are plotted as blue dotted lines. Looking at the transverse 
location of the maximum velocity, we see a clear deviation of the jet with regard to the reference 
centered jet, which can reach up to a few millimeters. Note also that the transverse size of the jet in the 
incident beam is still comparable with the acoustic field diameter. 
 
An interesting feature of the jets formerly observed by Moudjed et al. [9] was that a proper scaling 
allowed to plot on the same figure velocity profiles obtained with different experimental setups (see 
their figure 5). The appropriate scaling relies on the balance between the acoustic force and the inertia 
due to the flow acceleration along the jet; this yields the following scaling law for the variation of the 
velocity along the beam axis: U = X’1/2, where U = u/(f ds/2)
1/2
 is the normalized velocity in the 
direction of the beam axis and X’ stands for the distance from the wall along the beam axis, scaled by 
the acoustic source radius, ds/2. The velocity profiles obtained numerically by Moudjed et al. [9] for a 
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centered beam aligned with the x axis of the cavity and for three investigated force values are 
reproduced in figure 8 as colored symbols, as well as the profile obtained in a similar configuration by 
Kamakura et al. [6]. The profiles along the incident beam are also plotted as solid lines, while the 
profiles along the reflected beam are plotted as dashed lines. Let us recall that the full black line is the 
scaling law U = X’1/2. The over-velocities observed in the reflected jet for X’<1 correspond to the 
region affected by the impingement of the incident jet. As can be expected, the size of this region 
scales with the acoustic source diameter. Note also that the initial variation of the velocity (for X’<1) 
in the tilted incident beam is different from what was obtained for a centered beam. In any case, for 
X’>1, the expected X’1/2 scaling is quite nicely observed along the two jets. The observed velocity 
levels are, however, smaller than in both former studies with centered jets, which can partly be 
attributed to the bending of the jet in the present study: indeed this plot, along the acoustic beam axis, 
does not correspond to the maximum velocity in the jets. 
 
Figure 7:  Horizontal normalized profiles taken in the direction y’ transverse to the beam axis for: the experimental 
acoustic intensity (blue dotted lines), the numerical velocity in a centered, non-reflected, near-field acoustic streaming 
jet (from figure 5 of [9]) (black solid lines) and the numerical velocity in the incident beam in the present investigation for 
fac max = 2.70 N m
-3
 (green dashed lines). These profiles are taken at the same distance x’ from the transducer along the 
acoustic beam axis, and plotted for three values of x’. 
 
 




Figure 8: Dimensionless plot of the longitudinal velocity profiles along the jets (incident and reflected) in the present 
study (full and dashed lines) in comparison to former studies with non-reflected centered acoustic streaming jets [6,9]. 
The full black line corresponds to the U = X’1/2 scaling law issued from the balance between the acoustic force and the 
inertia due to the flow acceleration along the jets. 
 
Note that our 3D computations give access to a number of data that could not easily be accessed in the 
experiment, such as, for instance, the 3D shape of the jet illustrated in figure 9. This figure represents 
the jet envelope defined as the region in which the velocity magnitude exceeds a certain threshold 
value, here chosen as 4 mm/s. This plot particularly emphasizes the spreading of the jets around their 
impingement points. Friction at the wall and heat and mass transfer properties for this type of flow 
could also be computed, in link with peculiar applications, though this is outside the scope of the 
present paper. An interesting feature of such a flow pattern is that the main wall jet (region B) nearly 
reaches the corner of the tank, which could indeed be used to avoid heat or mass accumulation in this 
peculiar zone of the fluid domain. 
 
 




Figure 9: 3D plot of the velocity magnitude isovalue at 0.004 m s
-1
. The left and the right hand sides of the figure give two 
different views of the impingement of the acoustic streaming jet on the lateral walls (view from the involved lateral walls 
and view from the inside of the cavity, respectively). Four of the five parts of the flow described in figure 1 are indicated 
here: incident jet A, first wall jet B (along the lateral wall), reflected jet C and second wall jet D (along the sound 




5.  Conclusion  
 
This paper presents the first experimental and numerical observation of Eckart acoustic streaming jets 
reflecting on a wall. The reflection of the acoustic beam driving the flow yields a peculiar ‘y-shape’ 
flow pattern, observed experimentally and well reproduced in the numerical simulations. The observed 
‘y-shape’ flow pattern is due to the fact that the incident beam drives a jet that impinges on the lateral 
wall and creates a wall jet; at the same time, the acoustic beam is reflected on this lateral wall, which 
drives a second acoustic streaming jet forming an angle with the incident beam. The spreading of the 
jets around their impingement points and the creeping of the wall jets along the walls would allow the 
interaction of the flow with a large wall surface, which can even extend to the corners of the tank; this 
could be an interesting feature for applications requiring efficient heat and mass transfer at the wall. 
 
Confinement effects result in a significant bending of the incident jet; consequently the maximum 
velocity in a jet cross section can be a few millimeters far from the acoustic beam axis. Transverse 
profiles of the jet velocity exhibit complex shapes explained partly from this bending of the jet and 
partly from the complexity of the acoustic force field due to diffraction patterns, in particular in the 
acoustic near-field. The jet velocity profiles along the incident and reflected beam axis, however, 
feature the expected scaling from the balance between the acoustic force and inertia linked to the flow 
acceleration along the beam. This makes it possible to plot on the same figure velocity data obtained in 
very different experimental conditions (with and without reflections, different frequencies and source 
diameters, different acoustic intensities, etc.) and get a coherent picture. 
 
A rough acoustic force model is shown to be sufficient to get a proper first order description of this 
rather complex flow. In particular this model relies on a standard linear acoustics approach, including 
diffraction effects, but the complex phenomena occurring in the interference zone of the incident and 
reflected beams are drastically simplified. A finer approach would, at least, include space and time 
resolved 3D computations of the unsteady compressible Euler equations in this zone and the 
determination of the force term through the Reynolds stress tensor based on acoustic velocities; this 
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