Psychology Journals in 2007 JCR). The one-way fixed-effect ANOVA is one of the most common statistical methods used in scientific research. Because of the adverse consequences of insufficient sample size, a more practical sample size calculation is worth developing in heterogeneous ANOVA. Some researchers have developed algorithms and computer programs for sample size determination by specifying a lower bound for the difference between the maximum and the minimum effects to be tested (Schwertman, 1987) . However, the approximate test, Welch's F test (1951), with the degrees of freedom estimated from the sample variances, has been used widely and is increasingly recognized as the most practical solution to the Behrens-Fisher problem. Therefore, the present study proposes a sample size determination for Welch's F test when unequal variances are expected. Given a certain maximum deviation in population means and using the quantile of F and t distributions, there is no need to specify a non-centrality parameter, and it is easy to estimate the approximate sample size needed for heterogeneous one-way ANOVA. For the comparison of the mean differences of two independent groups with heterogeneous variances, Mace (1974, p. 81-84) already developed formulas by using Welch's t (1938) test for the sample size needed. It should be noted that the optimal sample sizes roughly satisfy the condition of n 1 /n 2 =σ 1 /σ 2 (Lee, 1992) . As demonstrated by Schwertman (1987) , the largest mean difference can be tested as where ∆= max -min , and σ 2 is the common variance. Then the sample size needed can be written as
is one of the most common statistical methods used in scientific research. Because of the adverse consequences of insufficient sample size, a more practical sample size calculation is worth developing in heterogeneous ANOVA. Some researchers have developed algorithms and computer programs for sample size determination by specifying a lower bound for the difference between the maximum and the minimum effects to be tested (Schwertman, 1987) . However, the approximate test, Welch's F test (1951) , with the degrees of freedom estimated from the sample variances, has been used widely and is increasingly recognized as the most practical solution to the Behrens-Fisher problem. Therefore, the present study proposes a sample size determination for Welch's F test when unequal variances are expected. Given a certain maximum deviation in population means and using the quantile of F and t distributions, there is no need to specify a non-centrality parameter, and it is easy to estimate the approximate sample size needed for heterogeneous one-way ANOVA. For the comparison of the mean differences of two independent groups with heterogeneous variances, Mace (1974, p. 81-84) already developed formulas by using Welch's t (1938) test for the sample size needed. It should be noted that the optimal sample sizes roughly satisfy the condition of n 1 /n 2 =σ 1 /σ 2 (Lee, 1992) . As demonstrated by Schwertman (1987) , the largest mean difference can be tested as where ∆= max -min , and σ 2 is the common variance. Then the sample size needed can be written as where is the upper α th quantile of the Chi-square distribution with degrees of freedom f 1 =J-1, and z β is the upper β th quantile of the standard normal distribution. Schwertman suggested a less conservative formula as
Finally when the variance is unknown, adjusting for finite degrees of freedom, the final sample size formula can be derived by replacing with(J-1)F J -1, J ( n -1),α , and replacing Z β with t J ( n -1),β :
When variances are unknown and possibly unequal, the usual unbiased variance estimate, , can be used. Now, if we denote the sample size allocation ratio γ j =n j /n 1 for j=1,...,J with γ 1 =1, we can re-write
Schwertman (1987)'s formula as
Thus, the sample size needed for group 1 is and for the j th group is n j =γ j n 1 . Finally, to adjust for finite degrees of freedom, f 2 , it can be calculated by using Welch's (1951) formula where , and . Then, the final sample size for group 1 is and for the jth group is .
The present study also used SAS RANNOR function (SAS institute, 1999) to perform computer simulation to evaluate the correctness of the proposed formula. Figure1 shows the empirical power of the test under three different distribution shapes (normal (0,0), two heavy-tailed (0,0.1) (0,0.2)). Except the case of variance ratio (9,1,4,16), the results show that other conditions can achieve the pre-specified power level 0.8. 
