We present internal surface-brightness profiles, based on HST/ACS imaging in the F606W bandpass, for 131 globular cluster (GC) candidates with luminosities L ≃ 10 4 -3 × 10 6 L ⊙ in the giant elliptical galaxy NGC 5128. Several structural models are fit to the profile of each cluster and combined with mass-to-light ratios from population-synthesis models, to derive a catalogue of fundamental structural and dynamical parameters parallel in form to the catalogues recently produced by McLaughlin & van der Marel and by Barmby et al. for GCs and massive young star clusters in Local Group galaxies. As part of this, we provide corrected and extended parameter estimates for another 18 clusters in NGC 5128, which we observed previously. We show that, like GCs in the Milky Way and some of its satellites, the majority of globulars in NGC 5128 are well fit by isotropic Wilson models, which have intrinsically more distended envelope structures than the standard King lowered isothermal spheres. We use our models to predict internal velocity dispersions for every cluster in our sample. These predictions agree well in general with the observed dispersions in a small number of clusters for which spectroscopic data are available. In a subsequent paper, we use these results to investigate scaling relations for GCs in NGC 5128.
INTRODUCTION
The spatial structures and internal stellar kinematics of old globular clusters (GCs) contain information on both their initial conditions and their dynamical evolution over a Hubble time. An efficient way of extracting this information is to fit detailed models to the surface-brightness profiles and (where available) velocitydispersion data of individual clusters, and then to look for possible correlations between the physical properties of large numbers of GCs. This has been done for most of the ≃ 150 globulars in the Milky Way, yielding comprehensive catalogues of their structural and dynamical parameters (Djorgovski 1993; Pryor & Meylan 1993; Harris 1996; McLaughlin & van der Marel 2005) . Much of this work has traditionally started from the assumption that individual globulars are well described by the classic King (1966) NGC 5128 = Centaurus A (Holland, Côté, & Hesser 1999; . Internal velocity dispersions and dynamical mass estimates are also available for smaller but growing numbers of GCs in these systems (Djorgovski et al. 1997; Dubath & Grillmair 1997; Larsen et al. 2002; Martini & Ho 2004; Rejkuba et al. 2007 ).
Here we add to this database with structural measurements of 131 GCs in NGC 5128. This galaxy is an attractive target for such studies in part because of its large GC population, estimated by Harris et al. (2006) at N GC ≃ 1500. It thus contains many objects at the high end of the star-cluster mass range (10 6 -10 7 M ⊙ ), which is largely unprobed in the ten-times smaller GC system of the Milky Way but where it is increasingly suggested that the cluster population may encompass a variety of objects including classic globulars, the compact nuclei of dwarf elliptical galaxies, and the new class of ultra-compact dwarf galaxies (Hilker et al. 1999; Drinkwater et al. 2000; Haşegan et al. 2005) . In addition, the proximity of NGC 5128 (D = 3.8 Mpc; see below) makes it possible to resolve the core radii as well as just the half-light radii of GCs over nearly their full mass range (M 10 4 M ⊙ ), and thus to fit them rigorously with detailed structural models.
This paper is the third in a series of four dealing with HST observations of GCs in NGC 5128. In Harris et al. (2002, ≡ Paper I) the Space Telescope Imaging Spectrograph (STIS) and Wide Field Planetary Camera 2 (WFPC2) aboard HST were used to measure surface-brightness profiles for 27 very bright GCs in NGC 5128. King (1966) models were fitted to these profiles to derive a structural fundamental plane that could be compared directly to that of the Milky Way globulars. In Harris et al. (2006 , ≡ Paper II) we published the first results from a new HST-based survey of GCs in NGC 5128, using the Advanced Camera for Surveys (ACS) in its Wide Field Channel (WFC) to image a total of 131 GC candidates at a resolution of 0.
′′ 05 (linear resolution ≃ 0.9 parsec). Paper II gives the full description of the cluster sample along with some rough overall characteristics of the ensemble of objects. In the present paper, we derive surface brightness profiles for all of these clusters and fit each of them with a number of different structural models. The final paper in this series , ≡ Paper IV) uses these results to examine a number of structural correlations for GCs in NGC 5128, which are then compared to the globulars in the Milky Way and to various other types of massive clusters. In related work, Barmby et al. (2007) present the results of a similar ACS study of GCs in M31 and compare the fundamental planes of old GCs in that galaxy, the Milky Way, NGC 5128, the Large and Small Magellanic Clouds, and the Fornax dwarf spheroidal.
In the next Section we describe the steps we have taken to derive surface brightness profiles for the GC candidates from Paper II, to characterise the point-spread function (PSF) that blurs the very central regions (R 2-3 pc) of these profiles, to transform the surface-brightness data from their native HST filter to the standard V bandpass, and to estimate metallicities for the clusters from separate, ground-based Washington photometry.
In §3, we apply publicly available population-synthesis models to estimate individual V-band mass-to-light ratios for the clusters, given their metallicities and assuming various (old) ages. Following this, we summarise the main properties of each of three structural models (those of King 1966 , Wilson 1975 , and Sérsic 1968 that we have convolved with the ACS/WFC PSF and fit to every observed surface-brightness profile.
Section 4 gives the results of these fits and uses them to infer a wide range of structural and dynamical parameters, including total cluster luminosities and masses, effective and core radii and stellar densities, concentration indices, relaxation times, total binding energies, predicted central velocity dispersions, and κ-space parameters for the fundamental plane (Bender, Burstein, & Faber 1992) . We present these in tables that are available in machine-readable format either online 1 or upon request from the first author. Note that our measurements of GC luminosities and intrinsic sizes in particular supersede the recent estimates of van den Bergh (2007) , who based his numbers on a less detailed analysis of some very basic cluster characteristics given in Paper II.
In §4 we also address the question of whether the standard King (1966) model specifically gives the best possible fit to GC surface-brightness profiles in NGC 5128. We then extend the range of physical parameters calculated for the smaller sample of clusters previously fitted with King models in Paper I, and we provide important corrections to some of the more basic parameters (in particular, the intrinsic central surface brightnesses) already published in that earlier work. The results of this re-analysis are tabulated in Appendix A.
In §5 we combine our structural modeling and populationsynthesis mass-to-light ratios to predict line-of-sight velocity dispersions within a series of circular apertures with physical radii suited to realistic observational set-ups. We compare these predictions with spectroscopic data from Martini & Ho (2004) and Rejkuba et al. (2007) for some of our current cluster sample. Finally, §6 summarises the paper.
Our modeling analysis in this paper is in all respects very similar to that undertaken by McLaughlin & van der Marel (2005) for a sample of 103 old GCs and 50 young massive clusters drawn from the Milky Way, the Large and Small Magellanic Clouds, and the Fornax dwarf spheroidal. The catalogues of structural and dynamical properties that we produce here for GCs in NGC 5128 are likewise very close in form and content to those in McLaughlin & van der Marel. We have recently completed the same type of modeling and produced parallel catalogues for a further 93 GCs in M31 ). As we mentioned above, Barmby et al. combine results to compare the fundamental planes of the old GCs in all six galaxies. In Paper IV we directly compare GC structural correlations only between the Milky Way and NGC 5128, but we also examine how they relate to other kinds of massive star clusters.
In all of what follows, we adopt a distance of 3.8 Mpc to NGC 5128. This value is representative of recent measurements based on the tip of the red-giant branch [(m − M) Harris, Harris, & Poole (1999) , Rejkuba (2004) , and Ferrarese et al. (2007) . The nominal average of these five, reasonably high-precision distances is (m − M) 0 = 27.88 ± 0.06, or 3.76 ± 0.11 Mpc. All these methods have undergone recent calibration revisions of various kinds (cf. Ferrarese et al. 2007 ) but the net results have been to shift the mean up or down by amounts at the level of only 0.1 mag. At a distance of 3.8 Mpc, 1 arcsecond is subtended by 18.4 parsec. One ACS/WFC pixel (0.
′′ 05) then corresponds to 0.92 pc. a Boldface in column (2) denotes the field in which the cluster in column (1) is closest to the centre of the chip. Model fits to the intensity profiles from these images are the ones used in the correlation analyses of Paper IV. b Possible star; see Table 2 .
DATA
The GC sample from Paper II consists of 62 previously known clusters in NGC 5128, and 69 newly discovered candidates. All these objects fall in 12 target fields imaged in the F606W ("wide V") band on the ACS/WFC. We observed 16 clusters twice, since they appeared in two overlapping target fields. These are listed in Table 1. We measured two independent surface-brightness profiles for each of them, so that in all we have 147 profiles for 131 distinct objects. In §4.3 we use these duplications to assess whether variations in the PSF over the ACS field of view might have systematically affected our results.
Of the 27 GCs observed with STIS or WFPC2 in Paper I, 9 were re-observed with the ACS/WFC for Paper II and this paper; these are C007, C025, C029, C032, C037, C104, C105, G221, and G293. Our analysis of them here supersedes that in Paper I. We eventually fold the other 18 STIS/WFPC2 clusters into the sample for correlations work in Paper IV, although with structural parameters updated as discussed in §4.6 and Appendix A below.
We repeatedly convert between luminosities and masses by assigning individual V-band mass-to-light ratios to all GCs in our total sample. As we describe in more detail below ( §2.3 and §3.1), to do this we first estimate a metallicity for each cluster from its (C − T 1 ) colour in the Washington filter system, using a relation calibrated against genuinely old GCs. Then, we input this and an assumed old age (normally 13 Gyr) to a standard populationsynthesis code. Spectroscopy indicates that most of the GCs in NGC 5128 are indeed old, but a younger (few Gyr) population cannot be ruled out at this stage. If some of the objects in our sample are young, then the mass-to-light ratio we assign to them would be slightly high, and all physical parameters deriving from it would be slightly biased. One way to guard somewhat against this is not to include exceedingly blue objects with unrealistically low inferred metallicities (see Table 5 ) in detailed studies of parameter correlations and the like.
Surface-brightness profiles
We have used the STSDAS ELLIPSE task to obtain F606W surface-brightness profiles for all cluster candidates from Paper II. As part of the same HST program (GO-10260), we also obtained ACS images for a series of clusters in M31. These data were reduced and modeled simultaneously with the present sample and are discussed in Barmby et al. (2007) . Full details of the surfacephotometry procedures are given in that paper. Here we note that we forced the isophote ellpticity in ELLIPSE to be identically 0 at all radii. We thus always have circularly symmetric I F606 (R) profiles, which we then fit with spherical structural models. In Paper II, we showed that the actual ellipticities of the clusters are generally quite small, averaging ǫ = 0.08 over our whole sample. The assumption ǫ ≡ 0 for the purposes of modeling is therefore not a significant limitation.
The raw output from ELLIPSE is in terms of counts per second per pixel, which we convert to cts/s per square arcsecond by multiplying by 400 = (1 px/0.
′′ 05) 2 . Normally, these counts would then be transformed to F606W surface brightnesses, calibrated on the VEGAMAG system according to (ACS Handbook) µ F606 /mag arcsec −2 = 26.398 − 2.5 log(cts/s/⊓ ⊔ ′′ ) .
However, we quickly found that the average, global sky background that was automatically subtracted from each ACS image during the multi-drizzling in the data reduction pipeline often underestimated and sometimes overestimated the local background level around individual clusters. The latter case in particular led to the occurrence of pixels with unphysical negative counts. We thus had to work immediately in terms of linear intensity (which we chose to express right away as L ⊙ pc −2 ) rather than going through the usual logarithmic µ F606 and then converting to linear quantities later. For the solar magnitude we adopt M ⊙,F606 = 4.64, 2 and combining this with equation (1) gives
To begin with, we obtained I F606 (R) profiles out to R > 10 ′′ (more than 180 pc) for all clusters. This limit exceeds the expected tidal radius for most of them, but such a large field of view enables us to correct for the inaccurate average sky subtraction in the multi-drizzling, by fitting the profiles with PSF-convolved structural models that include a constant background term (allowed to be negative). We did have to exclude a number of isophotes from most of the intensity profiles during this fitting, however. First, at very large radii the signal from most clusters is clearly swamped by noise, and thus we restricted all fitting to radii R < 150 WFC pixels, corresponding to R < 7.
′′ 5 ≃ 140 pc. Second, the central pixels in some of the brighter clusters were saturated. We adopted a saturation limit of 70 cts/s/px and did not fit to any isophotal intensities brighter than this. This corresponds to a "good" data range of about I F606 2.36 × 10 4 L ⊙ pc −2 , or µ F606 15.28 mag arcsec −2 . Third, at intermediate clustercentric radii there are some individual isophotes with ELLIPSE intensities that deviate strongly from those of immediately neighboring isophotes. To prevent such "blips" from skewing the model fits, we first ran the ELLIPSE output through a boxcar filter to make a smoothed cluster profile, and identified points deviating from this by more than twice their own (internal) uncertainty. Such points were not included in the errorweighted model fitting of §4.
Fourth, the ELLIPSE estimates of isophotal intensities at clustercentric radii R < 2 px = 0.
′′ 1 are all derived from the data in the same innermost 13 pixels; but the task nevertheless outputs brightnesses for 15 radii inside 2 px. Clearly not all of these are statistically independent. In order to avoid having such correlations (and excessive weighting of the central regions of the cluster) bias our fits, we decided to include only the ELLIPSE intensities reported Bright object nearby. Region 1. ′′ 2 < R < 2. ′′ 2 masked out of fits.
C154
Cluster C153 at R ≈ 2. ′′ 5. Model fits restricted to R < 1 ′′ ≃ 20 pc.
C162
Profile dips slightly around R ≃ 2. ′′ 5, but fits not biased. No restrictions.
C168
Next to very bright star. Fits restricted to R < 1 ′′ , which likely misses some cluster. Object excluded from sample for correlation analyses in Paper IV.
C171
Stars at R = 3. ′′ 5 and R = 6. ′′ 6. Fits restricted to R < 6. ′′ 6 ≃ 130 pc.
C174
Star at R = 1. ′′ 6. Fits restricted to R < 1 ′′ ≃ 20 pc.
F1GC34
Bright object at R = 2. ′′ 5, and F1GC14 at R = 3. ′′ 3. Fits restricted to R < 1 ′′ . Object excluded from sample for correlation analyses in Paper IV.
F2GC14
In middle of image artifact (bright star ghost?). Fits restricted to R < 0. ′′ 7 ≃ 13.5 pc. Object excluded from sample for correlation analyses in Paper IV.
G170
Profile dips due to image edge nearby. Fits restricted to R < 2. ′′ 1 ≃ 40 pc.
WHH22
Diffraction spike from nearby star at R = 4. ′′ 8 (star also in sky annulus). Fits restricted to R < 3. ′′ 7 ≃ 70 pc. for the innermost unsaturated isophotal radius, ≡ R min (which was always at least 0.5 px), and then for (R min + 0.5 px), (R min + 1.0 px), (R min + 2.0 px), and all R > 2.5 px = 0. ′′ 125.
C145
Finally, we looked at every intensity profile individually and in a number of cases found irregular features, which we masked out by hand. These are summarised in Table 2. At the end of Table 2 we also note three GC candidates (C145, C152, and C156) that are probably foreground stars rather than clusters in NGC 5128, and one (C177) that is more likely a background galaxy. We retain these objects in our catalogues of intensity profiles and model fits, but only for completeness; none is included in any physical analyses. Table 3 gives our final, calibrated F606W intensity profiles for the 131 objects in our sample (including the duplicate profiles for the 16 in Table 1 ). These are not corrected for extinction, which we discuss below. Note that only the first few lines of the table are reported here; an ascii file containing the full data can be obtained from the first author or online. Most of the columns in this table Table 3 , of an object that is not clearly resolved. Open squares represent points flagged as "OK" in the table; asterisks are points flagged as "SAT", "DEP", or "BAD". The dashed line traces the PSF in equation (3), after adding a constant background and normalising to run through the innermost unsaturated datapoint.
are self-explanatory (the second and third, which are always WFC and F606, are present only for compatibility with the analogous table for M31 GCs in Barmby et al. 2007 , where the detector and filter vary from cluster to cluster). The final column gives a flag for every point, which can take one of four values: "BAD" if the radius is beyond our upper limit of 7.
′′ 5 or the intensity value is otherwise deemed dubious according to the third or final points just above; "SAT" if the isophotal intensity above our imposed saturation limit of ≃ 23, 600 L ⊙ pc −2 ; "DEP" if the radius is inside R < 2 px = 0. ′′ 1 and the isophotal intensity is dependent on its neighbours (as per the fourth point above); or "OK" if none of these apply and the point is used when we fit models.
Point-spread function
The ACS/WFC has a scale of 0.
′′ 05 = 0.92 pc per pixel, and thus most globular clusters (with typical effective radii R h ∼ 3-4 pc) are clearly resolved with it. Their apparent core structures, however, are still strongly influenced by the point-spread function. Rather than attempt to deconvolve the data, we instead fit structural models after convolving them with a simple analytic description of the PSF. From Barmby et al. (2007) , for the combination of the WFC and F606W filter,
which has a full width at half-maximum of FWHM = 0. ′′ 125, or about 2.5 px. Since this PSF formula is radially symmetric and the models we fit are intrinsically spherical, the convolved models to be fitted to the data are also circularly symmetric. Figure 1 illustrates the shape of this PSF and compares it to the intensity profile from Table 3 for C156, one of the three GC candidates noted in Table 2 as being potential stars.
Extinction, transformation to standard V, and cluster metallicities
Once we have fitted models to our clusters' brightness profiles, we will want to correct the inferred intensity/magnitude parameters for extinction, and to transform the ACS/WFC magnitudes in F606W to standard V for easy comparison with catalogues of other old GCs. At the same time, we are interested in predicting observable dynamical properties of the clusters (e.g., projected velocity dispersions), which will require some estimate of a mass-to-light ratio to apply to our surface-brightness fits. We use population-synthesis models to predict V-band M/L ratios, and these require as input an assumed (old) age and an estimate of [Fe/H] for every cluster. The effective wavelength of the F606W bandpass is λ eff = 5917 Å . Using this in the formula developed by Cardelli, Clayton, & Mathis (1989) implies the extinction relation A F606 ≃ 2.8 × E(B − V), in good agreement with the conclusions of Sirianni et al. (2005) . The foreground reddening in the direction of NGC 5128 is E(B − V) = 0.11 mag, which we adopt for all objects in our sample; thus, A F606 = 0.308 mag in all cases, and the intensities in Table 3 all need to be multiplied by a corrective factor 1.328. As discussed in Paper II, the only object for which this might seriously be in error is the cluster C150, which is projected near the central dust lane in NGC 5128.
Transforming the extinction-corrected intensities to standard V is a two-step process. Sirianni et al. (2005) give two transformations from F606W to V magnitude, both including a linear dependence on de-reddened (V − R) 0 colour (see their Table 22 ). Over the colour range 0.4 (V − R) 0 0.6, appropriate to old globulars with [Fe/H] 0, these two transformations are offset from each other by about 0.05 mag. We therefore take their average: (V − F606) 0 = −0.042 + 0.461(V − R) 0 , with an estimated rms scatter of ≃ 0.03 mag. Reassuringly, we find that this transformation agrees very well with the relation between (V − F606) 0 and (V −R) 0 predicted for old globulars in the population-synthesis models of Maraston (1998 Maraston ( , 2005 . [The VEGAMAG (V − F606) 0 colours in this model were kindly computed for us by C. Maraston.] However, we have (C − T 1 ) colours on the Washington photometric system for most of the clusters in our sample (Harris et al. 1992; Harris, Harris, & Geisler 2004 ; see Paper II), rather than (V − R) indices. Geisler (1996) gives an accurate transformation between (V − R) 0 and (C − T 1 ) 0 (see his Table 4) , and combining this with our (V − R) 0 -(V − F606) 0 relation yields
for which we estimate a precision of about ±0.05 mag. We emphasize again that this conversion is applied after correcting our measured F606W intensities for extinction and de-reddening the (C − T 1 ) colours using E(C − T 1 ) = 1.97E(B − V) = 0.217 mag (Harris & Canterna 1979) . We also estimate metallicities for our clusters from their (C −T 1 ) colour indices, using the relation of after correcting the colours for reddening:
This relation has been calibrated for classically old GCs, and it could give spurious metallicities for significantly younger clusters, if any such objects are in our sample. 
ID. The second and third columns are taken directly from Tables 1  and 2 of Paper II; they are the observed Washington T 1 magnitudes and (C − T 1 ) colours (not corrected for extinction/reddening). The fourth column is the de-reddened (C − T 1 ) 0 = (C − T 1 ) − 0.217. We have adopted a uniform uncertainty of ±0.03 mag on this colour for most clusters. Note that there are 16 clusters (all in our subset of newly discovered objects) for which there is no observed (C − T 1 ) index. To these 16 objects we have assigned (C − T 1 ) 0 = 1.4 ± 0.3 mag, which is the average and dispersion of the measured (C − T 1 ) 0 for the other clusters. Columns 5 then gives the colour (V − F606) 0 ; it is left blank for the 18 clusters from Paper I, whose surface-brightness profiles we are not modeling here. Column (6) reports the [Fe/H] inferred from equations (4) and (5). There are two objects (C119, PFF029) with colours so blue that equation (5) implies [Fe/H] < −4. These are likely to be much younger objects than the classical ∼ 13-Gyr globular cluster ages (see Paper II), and their metallicities should not be taken seriously.
MODELS

Population synthesis models: M/L ratios
Velocity dispersions have been measured for 20 of the GCs in the combined sample of this paper and Paper I (Martini & Ho 2004; Rejkuba et al. 2007 ). These can be used in conjunction with surface-brightness modeling to estimate dynamical mass-to-light ratios. However, since this is possible for only for a small minority of our clusters, we have chosen instead to use population-synthesis models to predict mass-to-light ratios for the full sample, and then to use these to produce (for example) predicted velocity dispersions that can be compared to current and future spectroscopic data. Since we have already derived the requisite corrections to put our photometry on the standard V scale, we need only calculate the mass-to-light ratios in this bandpass.
This approach is also taken by McLaughlin & van der Marel (2005) in their study of 153 globular and young massive clusters in the Milky Way, the Large and Small Magellanic Clouds, and the Fornax dwarf spheroidal. McLaughlin & van der Marel discuss the differences in population-synthesis mass-to-light ratios, Υ pop V , obtained using different models (Bruzual & Charlot 2003 versus Fioc & Rocca-Volmerange 1997 and for a number of different assumed stellar IMFs. They ultimately work with the results from the code of Bruzual & Charlot (2003) using the (disk-star) IMF of Chabrier (2003) to produce catalogues of dynamical properties for all of their clusters. We thus do the same here. Figure 2 illustrates model curves of Υ pop V versus cluster metallicity, for ages from 7 to 15 Gyr. Given an age, and a metallicity from Table 4 , we interpolate on the curves in Figure 2 to obtain a model Υ pop V for any cluster in our sample. We eventually assume an age of 13 Gyr for all GCs, in §4 and subsequent analyses. Table 5 reports Υ pop V values for our ACS sample plus the 18 additional GCs from Paper I. The first column lists the cluster name, and subsequent columns give the model mass-to-light ratios for assumed ages of 7, 9, 11, 13, and 15 Gyr. As was just suggested, in the majority of cases we have assumed the cluster metallicity in Column (6) of Table 4 to evaluate Υ pop V . However, there are 9 clusters in the table with apparent [Fe/H] < −2.25, below the minimum for which the Bruzual & Charlot models are defined. We have reset these to have [Fe/H] = −2.25 so we can still obtain some estimate of Υ pop V ; but note that such low metallicities follow from very blue (C − T 1 ) 0 colours, which may be indicating that these objects are much younger than 13 Gyr (C119 and PFF029, which we mentioned at the end of §2.3, are in this group). Figure 3 shows a histogram of Υ pop V for GCs in NGC 5128 as- suming a common age of 13 Gyr, and compares it to the distribution of mass-to-light ratios for 148 Galactic globulars, as calculated by McLaughlin & van der Marel (2005) . Note that the distribution in NGC 5128 peaks at a slightly higher Υ pop V and is rather broader than that in the Milky Way. This just reflects the different averages and dispersions of the GC metallicity distributions in the two galaxies.
Structural models
We fit a number of models to the density profile of each cluster observed with ACS/WFC.
First is the usual King (1966) single-mass, isotropic, modified isothermal sphere, which is defined by the stellar distribution function (phase-space density)
where E is the stellar energy. Under certain conditions, this formula roughly approximates a steady-state solution of the Fokker-Planck equation (e.g., King 1965) . It is the standard model that is routinely fit to GC surface-brightness profiles.
Second is a further modification of a single-mass, isotropic isothermal sphere, based on a model originally introduced by Wilson (1975) for elliptical galaxies. It has recently been fitted to globular and young massive clusters in the Milky Way and its satellites by McLaughlin & van der Marel (2005) , and to GCs in M31 by Barmby et al. (2007) . This model is again defined by a phasespace distribution function:
Wilson (1975) originally included a multiplicative term in the distribution function depending on the angular momentum J z , in order to create axisymmetric model galaxies. We omit this term to make spherical and isotropic cluster models, but we still refer to equation (7) as Wilson's model. The connection with the King (1966) model in equation (6) is clear: the extra +E/σ 2 0 in the first line of equation (7) removes the linear term from a Taylor series expansion of the Maxwellian exp(−E/σ 2 0 ) near the zero-energy (tidal) boundary of the cluster. Its effect is to make clusters that are spatially more extended than in isotropic King (1966) models. To see this, note that adding E/σ 2 0 to the exponential term causes a much more significant decrease in the phase-space density of tightly bound stars with E ≪ 0 than it does in the density of loosely bound stars with E near 0, which have large orbital apocentres.
As McLaughlin & van der Marel (2005) discuss in detail, extended Wilson-type cluster models fit the majority of old and young massive clusters in the Local Group at least as well as, and often significantly better than, King models. The difference between the King and Wilson models when compared with real cluster data tends to show up most prominently at large radii approaching the nominal tidal radius. At small and intermediate radii (within the core, and out to slightly beyond the half-mass radius), the two model profiles are quite similar. It is worth noting (see also McLaughlin & van der Marel 2005 ) that in the earlier era of measured data that almost never extended to large radii, it would not have been possible to decide between these models. The much larger amounts of cluster profile data now available, which extend more reliably out to the cluster tidal radii and even beyond, make it possible to start discriminating betwen models more accurately. In such cases, we find that the Wilson model treats the entire cluster profile more accurately without the need to invoke arbitrary amounts of "extra-tidal light" beyond the formal King profile boundaries.
Spherically symmetric, dimensionless density and velocitydispersion profiles are obtained for King (1966) and Wilson models by appropriate integrals of f (E) over all velocities in the first case, and over all spatial radii in the second. These are then integrated along the line of sight to produce normalized surface densities I/I 0 and velocity dispersions σ p /σ 0 as functions of a dimensionless projected clustercentric radius R/r 0 , for comparison with observations. Here r 0 is a scalelength associated with, but not equivalent to, the observed half-power radius R c , as discussed below. The shapes of both profiles are fully specified by the value of a dimensionless central potential, W 0 ≡ −φ(0)/σ 2 0 > 0. In principle W 0 can take on any real value between 0 and ∞, with the latter limit corresponding in both models to a non-singular isothermal sphere of infinite extent. W 0 bears a one-to-one relationship with the more intuitive concentration parameter: c ≡ log (r t /r 0 ), where r t is the tidal radius of the model cluster [ρ(r t ) = 0]. As suggested above, however, the tidal radii of Wilson models are generally larger than those of otherwise similar King (1966) models, so that the same cluster data will almost always return different c values for the two models; this parameter, which is frequently mentioned in discussions of GC properties, is a highly model-dependent quantity. See McLaughlin & van der Marel (2005) for further discussion of this point.
The third model we fit to our data is defined by directly parametrizing the observable surface-density profile. It is the Sérsic (1968) or R 1/n model, which, like the Wilson model, was also originally designed for application to galaxies. We write this slightly differently than is usually done:
in which n > 0, and r 0 is the projected radius at which the surface density falls to half its central value I 0 . Often Sérsic models are defined in terms of the projected half-light (or effective) radiuswhich we denote by R h -such that the exponentiated term in brackets in equation (8) 
1/n a function of n that we compute numerically. Note that Sérsic models have a formally infinite spatial extent. However, the density profile falls steeply at very large R, and the models thus have finite total luminosities and well-defined R h for any n. One slight complication is that the de-projected density profiles j(r) corresponding to the observable I(R) are weakly divergent in the central limit r → 0 for n 1. We return to this point just below.
As we have already discussed, setting W 0 at some value for King (1966) and Wilson models leads to the full definition of threedimensional and projected density and velocity-dispersion profiles, the shapes of which are fixed by W 0 or, equivalently, a value of c = log(r t /r 0 ). The analogous shape parameter for the Sérsic models is the index n in equation (8). Even though there is no longer a connection between the shape parameter and any tidal radius in this case, there is still a one-to-one correspondence between n and a dimensionless central potential W 0 = −φ(0)/σ 2 0 , which is always finite. This works in the sense that a higher n implies density profiles that fall off more slowly with increasing radius, which in turn implies a deeper central potential, or higher W 0 .
Given a value for n, we numerically deproject equation (8) to compute the volume luminosity density j(r), which is then used to solve the spherical Jeans equation (Binney & Tremaine 1987 )-assuming unit mass-to-light ratio and an isotropic velocity ellipsoid-to obtain a normalized velocity-dispersion profile. This can be re-projected along the line of sight for comparison with data. A machine-readable version of the full Table 6 is available online (http://www.astro.keele.ac.uk/∼dem/clusters.html) or upon request from the first author. Only a short extract from it is shown here, for guidance regarding its form and content.
The complete structural and dynamical details of any Sérsic model cluster are then known in full, just as they are for King (1966) and Wilson models.
Equations (6) and (7) differ formally from equation (8): the first two include a velocity scale parameter σ 0 , while the last uses an explicit radial scale r 0 . In the formulation of his model, King (1966) 
For the Sérsic model, however, as we mentioned above it happens that ρ 0 → ∞ when n 1. Thus, for any n in these models we define a velocity scale in terms of the central surface mass density, Σ 0 = ΥI 0 , and the core radius r 0 :
The factor of two in the numerator here is chosen for maximum compatibility with equation (9) for the other models, which tend to have Σ 0 ≈ 2ρ 0 r 0 for the W 0 or c values of most real clusters. Although the model scale r 0 in King (1966) and Wilson models is generally close to an observational core (projected halfpower) radius, it is important to recognize that the two are not identical in principle; an equivalence holds only for Sérsic models, by virtue of our definition of it in equation (8). Similarly, the model velocity scale σ 0 is never equal to the velocity dispersion (projected or unprojected) at the centres of clusters. The connections between the model parameters and these observable quantities are straightforward to derive for any member of our model families, but this can only be done numerically.
We additionally fit all of our cluster profiles with the analytical parametrization of I(R) introduced by King (1962) , and with "power-law" models in which I(R) ∝ R 1−γ at large projected radii and I(R) → constant at small R. Other authors have also fitted these models to many old GCs and young massive clusters, but here we have found that doing so yields no substantively new information beyond what can be learned from King (1966) , Wilson, and Sérsic fits. We therefore do not discuss these other alternatives any further, except to show explicitly (in §4.4 below) that they never outperform Wilson fits to the NGC 5128 cluster profiles in any case.
FITS
The models described in §3.2 are fitted to our data after first being convolved with the ACS/WFC PSF for the F606W filter. Given a value for the scale radius r 0 discussed in §3.2, and some specified shape parameter, we compute a dimensionless model profile I mod ≡ I mod /I 0 and then perform the convolution
and I PSF is the PSF profile normalized to unit total luminosity. We use the circularly symmetric function in equation (3) to approximate I PSF . We also allow for a non-zero background I bkg , and so ultimately minimize the standard
for the measured intensity profile and uncertainties of any cluster in Table 3 . In practice, we identify the best-fit member of a model family by first computing unconvolved model profiles for a large number of fixed values of the appropriate shape parameter (W 0 for King 1966 and Wilson models; n for Sérsic models). Given any one model in such a pre-set sequence, we convolve it with the PSF and then vary r 0 (with a new convolution required for every change), I 0 , and I bkg until χ 2 is minimized for that particular value of W 0 or n. We do this in turn for every model in the grid to identify the single best fit, with the smallest χ 2 , from the chosen family. This procedure further allows us to estimate uncertainties for all fitted and derived model parameters, from the range of their values over all models for which χ 2 is within a specified distance of the absolute minimum (e.g., δχ 2 1 for 68% confidence intervals). Table 6 summarises the basic ingredients of all model fits to our full ACS cluster sample, including the duplicate profiles of the obects listed in Table 1 . Only a sample of Table 6 is shown here; it is available in full, in machine-readable format, online or upon request from the first author.
Main model parameters and example fits
The first column of Table 6 gives the cluster name. The second column reports the detector/filter combination from which we derived our observed density profile. This is always WFC/F606 here, and is written out only for compatibility with analogous tables reporting our parallel work on M31 clusters in Barmby et al. Table 4 ); and the fifth column records the number of points in the intensity profile that are flagged as OK in Table 3 above, and thus were used to constrain our model fits.
The subsequent columns in Table 6 cover three lines for each cluster, one line for each type of model fit. Each line records:
Column (6): identification of the model being fitted. Column (7): the minimum χ 2 (not divided by the number of degrees of freedom) obtained for the best fit in that class of model.
Column (8): the best-fit background intensity in the F606W bandpass.
Column (9): the dimensionless central potential W 0 of the best-fitting model (for King 1966 and Wilson models only) .
Column (10): the concentration c ≡ log(r t /r 0 ) for King (1966) and Wilson models, or the index n of the best Sérsic fit.
Column (11): the extinction-corrected central surface brightness in the F606W bandpass; the intrinsic V-band central surface brightness follows from adding the colour in column (4).
Column (12): the logarithm of the best-fit scale radius r 0 in arcsec (see §3.2).
Column (13): the logarithm of r 0 in units of pc (obtained from the angular scale assuming D = 3.8 Mpc for NGC 5128).
To estimate the errorbars on these parameters (and those on all the derived quantities discussed in §4.2 below), we first rescaled the χ 2 for all fitted models in any one family, by a common factor chosen to make the global minimum χ 2 min = (N pts − 4), where N pts is the number of points used in the model fitting. Under this re-scaling, the global minimum χ 2 per degree of freedom is exactly one. We then found the minimum and maximum values of any chosen parameter in all models with a re-scaled χ 2 χ 2 min + 4. Normally, if χ 2 were not re-scaled, this would give a 95% confidence interval on the parameter. Here it is just a well-defined, quantitative way to assign reasonable uncertainties to any model quantity for any cluster. Figure 4 shows the best-fit King (1966) models for the GCs C147 and C029. The first of these is of average brightness and size (M V = −7.6 and effective radius R h = 3.8 pc from the model fit). The second is much brighter and obviously more extended (fitted M V = −10.2 and R h = 5.1 pc). C029 was previously observed with STIS as part of the sample of Paper I, where it was identified as one of several large clusters with extended haloes showing significant excess power beyond the nominal King (1966) tidal radius. This is also obvious in our new analysis.
The top panels of Figure 4 show the intensity versus radius profiles output from ELLIPSE for each cluster, after our conversion from F606W to extinction-corrected V, described in §2, but before subtracting a constant background. The lower panels of the figure show the intensity profiles after subtracting the fitted backgrounds and converting to surface brightness, µ V = 26.402 − 2.5 log(I V /L ⊙ pc −2 ). In all panels, the lower x-axis marks the projected radius R in arcsec and the upper x-axis gives the equivalent scale in pc. The dashed curves falling steeply towards large R show the (arbitrarily normalized) shape of the PSF in equation (3). The bold, dot-dash curves are the intrinsic (unconvolved) best-fit King (1966) models, with an added background in the upper panels but not in the lower panels. The solid (red) lines are the PSFconvolved models. Open squares are data points that were included in the least-squares model fitting, i.e., those flagged as OK in Table 3 . Asterisks in the upper panels are points that were not used to constrain the fits (flagged as BAD, SAT, or DEP in Table 3 ); they have been omitted altogether from the lower plots. The dotted vertical lines in all four panels are at the radius in each cluster where the intrinsic model intensity is equal to the fitted background level. For radii larger than this, the observed intensities are at least 50% background according to the modeling. Points with intensities below the subtracted backgrounds are represented in the lower panels by solid points placed on the lower x-axes, with errorbars extending upwards.
The plots of the average C147 in Figure 4 are typical of the results for most of the clusters in our sample, in the sense that our derived intensity profiles extend to large enough radius that a constant background level has been reached. In this majority of cases, our procedure of fitting for the background at the same time as the intrinsic model parameters is very robust, with the same I bkg estimated assuming any one of the three intrinsic cluster models discussed in §3.2. C147 is further typical of many moderate-and low-brightness objects with L 10 5 L ⊙ , in that the local "sky" level dominates any cluster signal outside of just a few intrinsic effective radii. Deviations of the data from the best-fit models in any of our five families occur mostly in this region of noise, and thus there is little difference in the overall quality of fit (and no large changes in the derived cluster parameters) from one type of model to another.
By contrast, the plots of C029 in Figure 4 show an interesting phenomenon that is seen in most of the very bright clusters in our sample. As we also mentioned above, it is clear here that a King (1966) model is simply not a good description of the data. One way of expressing this is to note the systematic excess of measured intensity over the best-fit model at radii R 1 ′′ ≃ 18 pc, or about 3.5 fitted half-light radii. In order to minimize χ 2 in this case, the fitted background intensity is spuriously high, coming in at roughly the average level of the outermost datapoints but failing utterly to reflect the clear, continual decreasing density profile of the real cluster. A stronger way of stating this "problem" is that any King (1966) model is too concave to match the data for this cluster: the model does not have the shape of the observed surface-brightness profile even at intermediate radii, outside of the PSF-blurred core but inside of where the fitted background level is reached.
Either way, on the basis of this failure of the standard King (1966) models, Paper I identified C029 and 5 other clusters similar to it as showing possible evidence for "extratidal light." We have now found several other examples like this, but we have also fit them with alternate structural models that have intrinsically more extended haloes by construction. We generally find that the Wilson models for such objects return lower fitted background levels, different global cluster parameters such as R h and L tot , and often drastically smaller χ 2 values. It would appear that the "excess" light implied by King (1966) model fits to some large clusters is likely a symptom of generic shortcomings in the model itself-the theoretical basis for it is weak in the low-density and unrelaxed farthest reaches of cluster envelopes-rather than the signature of genuine tidal debris. McLaughlin & van der Marel (2005) reached a similar conclusion after comparing King (1966) and Wilson fits to more than 150 old and young massive clusters in the Milky Way and some of its satellites. Figure 5 compares the fits of King (1966) , Wilson, and Sérsic models to the background-subtracted, V-band surface-brightness profiles of eight more globulars in NGC 5128, displayed in order of increasing total cluster brightness; C029 appears in the secondlast row of this figure. The curves and points in every plot have the same meaning as in the lower panels of Figure 4 .
The first cluster shown in Figure 5 , C118, is one of the faintest Figure 4 . Examples of King (1966) model fits to two clusters in our sample: the fairly average C147 (left panels), and the very bright C029 (right panels), which has a large halo not well described by this standard model (cf. Paper I). Dashed curves trace the PSF intensity profile; bold dash-dot curves, the unconvolved best-fit model (with background added in the upper panels but not in the lower ones); and solid (red) curves, the PSF-convolved best fits. In each panel the lower x-axis is marked in arcsec and the upper x-axis in parsec. Vertical dotted lines mark the radius where the intrinsic cluster intensity is equal to the best-fit background. See text for more details.
in our sample (M V = −6.0, or L V ≃ 2.1 × 10 4 L ⊙ according to the King 1966 model fit shown) and has an effective (or half-light) radius of R h ≃ 3-4 pc-typical of most known globular clusters in any galaxy-depending slightly on the model fit. The next cluster, C166, is similarly faint (M V = −6.5, or L V ≃ 3.4 × 10 4 L ⊙ ) but significantly more extended: R h ≃ 6.5 pc for any of the models fit. This conclusion is clearly not influenced by the PSF; in fact, these plots demonstrate that almost all of our cluster candidates are very well resolved indeed.
The next two clusters, C171 and C167, both have the same brightness (fitted M V ≃ −7.4 or L V ≃ 7.8 × 10 4 L ⊙ , essentially at the expected peak of the GC luminosity function), but the first is significantly more diffuse than the second: R h ≃ 8 pc versus R h ≃ 3 pc. Evidently, there is substantial scatter in any size-mass relation that one might try to explore for average and faint globulars in NGC 5128. This is reminiscent of the well-known situation in the Milky Way GC system, and we return to the point in our analysis of structural correlations in Paper IV.
As we discussed in connection with C147 above, the three model fits to the globulars in this first half of Figure 5 are all very similar: the estimates of the sky level I bkg are all about the same, as are the total fitted luminosities, effective radii, and other cluster parameters. The minimum χ 2 for the different models are also very similar for any one cluster, and there is no sign that the extended Wilson or Sérsic haloes are systematically either preferred over or bettered by the standard King (1966) structure. It is worth A machine-readable version of the full Table 7 is available online (http://www.astro.keele.ac.uk/∼dem/clusters.html) or upon request from the first author. Only a short extract from it is shown here, for guidance regarding its form and content. noting that the Sérsic model fits can return significantly smaller core radii and brighter intrinsic central surface brightnesses than the other models; but at some level this simply points to a limitation of the data, since the unavoidable PSF convolution effectively erases the intrinsically cuspy inner structures of n > 1 Sérsic models, which might be disallowed by much higher-resolution data.
In the second half of Figure 5 , the clusters C113 and F1GC15 are both taken from the bright side of the GC luminosity function in NGC 5128 (M V = −8.7 and M V = −8.8), and once again one is much larger than the other (R h = 2.5 pc against R h = 16.5 pc in the most conservative, King 1966 model fits). Now, however, the quality of fit differs significantly between the different models. In C113, the minimum χ 2 is nearly 7 times smaller for the Wilson model versus King (1966) , and just over 5 times smaller for Sérsic versus King (1966) . For F1GC15, the Wilson fit has a χ 2 about 20% larger than the King (1966) fit (so the latter is formally somewhat better, but only marginally so), while the Sérsic model is effectively ruled out with a minimum χ 2 more than 6 times larger than the King (1966) model. The last two clusters illustrated here are C029-confirming that this object is much better fit by a Wilson model than a King (1966) model, and also showing that the former does better than a Sérsic model-and C007, which is the brightest GC in our sample (M V = −11.2, or L V = 2.6 × 10 6 L ⊙ from a King 1966 model fit). It too is better fit by a Wilson model than by either of the other two.
We note again that, because the extended-halo structure of all the bright clusters in Figure 5 is poorly fit by the relatively compact King (1966) models, the fitted background intensity is noticeably, but spuriously, higher in the leftmost panels than in the other columns.
We will return to the question of which model best fits the majority of GCs in NGC 5128, in §4.4 below. First, we present a number of physical cluster properties derived within the framework of each of the model fits summarized in Table 6 . Table 7 contains a number of other cluster properties derived from the basic fit parameters given in Table 6 . Columns following the GC name, detector/filter combination, and fitted model are:
Derived quantities
Column (4): log r t = c + log r 0 , the model tidal radius in pc, which is always infinite for Sérsic models.
Column (5): log R c , the projected core radius of the model fitting a cluster, in units of pc. This is defined by I(R c ) = I 0 /2, or µ(R c ) ≃ µ 0 + 0.753 and is not necessarily the same as the radial scale r 0 in Table 6 , except for Sérsic models.
Column (6): log R h , the projected half-light, or effective, radius of a model. Half the total cluster luminosity is projected within R h . It is related to r 0 by one-to-one functions of W 0 (or c) or n and is reported here in units of pc.
Column (7): log (R h /R c ), a measure of cluster concentration that is somewhat more model-independent than c or n, in that it is generically well defined in observational terms and its physical meaning is always the same (cf. our earlier discussion in §3.2). We consider it a more suitable quantity to use when intercomparing the overall properties of clusters that may not all be fit by the same kind of model.
Column (8): log I 0 , the best-fit central (R = 0) luminosity surface density in the V band, in units of L ⊙,V pc −2 . This is obtained Table  9 is available online (http://www.astro.keele.ac.uk/∼dem/clusters.html) or upon request from the first author. Only a short extract from it is shown here, for guidance regarding its form and content.
from the fitted central surface brightness in Column (11) of Table 6, by first applying the "V-colour" correction in Column (4) of that table to obtain the central µ V,0 , and then using the definition log I V = 0.4 (26.402 − µ V ), where the zeropoint corresponds to a solar absolute magnitude of M ⊙,V = +4.83.
Column (9): log j 0 , the V-band luminosity volume density (L ⊙,V pc −3 ) at r = 0 for King (1966) and Wilson models but at the three-dimensional radius r = r 0 for Sérsic models. In the first two cases, j 0 = J I 0 /r 0 where J is a smooth, model-dependent function of W 0 or c, which we have calculated numerically. For Sérsic models, as we discussed in §3.2, the unprojected density is infinite as r → 0 when n 1, and thus we only quote j 0 ≡ j(r 0 ) for any fitted n. This finite quantity is related to the quotient I 0 /r 0 by a welldefined function of n, which we have again computed numerically.
Column (10): log L V , the total integrated model luminosity in the V band. It is related to the product I 0 r 2 0 by model-dependent functions of W 0 or c, or n.
Column (11): V tot = 4.83 − 2.5 log (L V /L ⊙ ) + 5 log (D/10 pc), the total, extinction-corrected apparent V-band magnitude of a model cluster, assuming D = 3.8 Mpc.
Column (12): log I h ≡ log (L V /2πR 2 h ), the V-band luminosity surface density averaged over the half-light or effective radius, in units of
The uncertainties on all of these derived parameters have been estimated from the χ 2 re-scaling procedure described after Table  6 . If the distance D to NGC 5128 is different from our adopted 3.8 Mpc, the quantities in Table 7 will change according to: r tid , R c , and Table 8 next lists a number of cluster properties derived from the structural parameters already given plus a mass-to-light ratio. The first two columns of this table contain the name of each cluster and the combination of detector/filter for our observations of it, as usual. Column (3) lists the V-band mass-to-light ratio that we have adopted for each object from the analysis in §3.1, assuming for definiteness an age of 13 Gyr for all clusters. The errorbars on Υ pop V in Table 8 are larger than those in the 13-Gyr column of Table 5 , as we allow now for a ±2-Gyr uncertainty in age on top of the previously tabulated uncertainties in [Fe/H] . The remaining entries in Table 8 are, for the best fit of each model to every cluster:
+ log L V , the integrated model mass in solar units, with log L V taken from Column (10) of Table 7 .
Column (6): log E b , the integrated binding energy in ergs,
Here the minus sign makes E b positive for gravitationally bound objects, and φ(r) is the potential generated (through Poisson's equation) by the model mass distribution ρ(r). E b can be written in terms of the fitted central luminosity density j 0 ; scale radius r 0 ; a model-dependent function of W 0 or c, or n; and Υ pop V . A more detailed outline of this procedure for King (1966) models may be found in McLaughlin (2000), which we have followed closely to evaluate E b for our other model fits as well.
Column (7): log Σ 0 = log Υ pop V + log I 0 , the central surface mass density in the model, in units of M ⊙ pc −2 . Column (8): log ρ 0 = log Υ pop V + log j 0 , the central volume density in units of M ⊙ pc −3 (except for Sérsic models, where ρ 0 is the density at the three-dimensional radius r 0 ). Column (9): log Σ h = log Υ pop V + log I h , the surface mass density averaged over the inner effective radius R h , in units of M ⊙ pc −2 . Column (10): log σ p,0 , the predicted line-of-sight velocity dispersion at the cluster centre for King (1966) and Wilson models, but at r 0 = R c for Sérsic models, in km s −1 . The solution of Poisson's and Jeans' equations for any model yields a dimensionless σ p,0 /σ 0 , and with σ 0 given by the fitted r 0 and ρ 0 = Υ pop V j 0 through equation (9) or (10), the predicted observable dispersion follows immediately.
Column (11): log v esc,0 , the predicted central "escape" velocity in km s −1 . A star moving out from the centre of a cluster with speed v esc,0 will just come to rest at infinity. In general, then, Column (12): log t rh , the two-body relaxation time at the model projected half-mass radius, in years. This is estimated as Binney & Tremaine 1987, eq. 8-72) , if m ⋆ (the average stellar mass in a cluster) and M tot are both in solar units and R h is in pc. We have evaluated this timescale assuming an average m ⋆ = 0.5 M ⊙ in all clusters.
Column (13): log f 0 ≡ log ρ 0 /(2πσ 2 c ) 3/2 , a measure of the model's "central" phase-space density in units of M ⊙ pc −3 (km s −1 ) −3 . In this expression, σ c refers to the central onedimensional velocity dispersion not projected along the line of sight. The ratio σ c /σ 0 is obtained for King (1966) and Wilson models from the solution of the Poisson and Jeans equations for given W 0 or c, and σ 0 is known from equation (9). This procedure breaks down for Sérsic models in general, since the unprojected ρ → ∞ and σ → 0 as r → 0 for n 1. As before, then, for these models we instead calculate f 0 at the three-dimensional radius r = r 0 . In any case, with the central relaxation time t rc of a cluster defined as in equation (8-71) of Binney & Tremaine (1987) , taking an average stellar mass of m ⋆ = 0.5 M ⊙ and a typical Coulomb logarithm ln Λ ≈ 12 leads to the approximate relation log (t rc /yr) ≃ 8.28 − log f 0 .
The uncertainties in these quantities are estimated from their variations around the minimum of χ 2 on the model grids we fit, as above, but now combined in quadrature with the uncertainties in the population-synthesis model Υ pop V . Note that if Υ pop V is changed to any other value for any cluster, or if any distance other than D = 3.8 Mpc is adopted for NGC 5128, the properties in Table 8 scale Table 9 provides the last few parameters required to construct the fundamental plane of globular clusters in NGC 5128, under any of the equivalent formulations of it in the literature. The first of these remaining parameters is the projected galactocentric distance R gc , in kpc, of each cluster. This is listed in Column (3) of Table  9 , following the cluster name and detector/filter combination. It is obtained from the angular R gc given in Tables 1 and 2 of Paper II, assuming D = 3.8 Mpc as always.
The last three columns of Table 9 give analogues of the so-called κ parameters introduced by Bender, Burstein, & Faber (1992) , who define an orthonormal "coordinate" system based on the three main luminosity observables of galaxies. Similarly to them, but in terms of mass-based quantities instead, we define
which differ from the κ's in Bender, Burstein, & Faber (and Burstein et al. 1997 ) only in our use of the average mass surface density Σ h rather than the luminosity surface density
The main reason for doing this is to facilitate the comparison of fundamental planes for young and old star clusters, by removing the influence of age on I h for two objects of similar mass and size. It similarly avoids the influence that any metallicity dependence in Υ V has on a luminosity-based fundamental plane. In equation (13), κ m,1 ↔ log (σ 2 p,0 R h ) is related to the total mass of a system, and κ m,3 ↔ log (σ 2 p,0 R h /M tot ) contains the exact details of this relationship-that is, information on the internal density profile ρ(r). In fact, the mass-based κ m,3 can be viewed as a replacement for King-or Wilson-model concentrations c or Sérsic-model indices n, or any other model-specific shape parameter. As such, any trends involving κ m,3 are directly of relevance to questions concerning cluster (non)homology. The definition of κ m,2 ↔ log (Σ 3 h ) is chosen to make the three κ m axes space mutually orthogonal in the parameter space of (σ 2 p,0 , R h , Σ h ). In calculating κ m,1 , κ m,2 , and κ m,3 for Table 9 , we have used the σ p,0 predicted in Table 8 (Column 7) by our adoption of populationsynthesis mass-to-light ratios. Similarly, Σ h is taken from Column (9) of Table 8 . As a result, our values for κ m,3 are independent of Υ pop V . R h is taken from Table 7 but put in units of kpc rather than Figure 6 . Comparison of concentration parameters, intrinsic radii, total luminosities, and intrinsic central surface brightnesses for fits of isotropic Wilson (1975) models to each of the two independent intensity profiles measured for 15 of the GC candidates listed in Table 1 (not including the pc, for better compatibility with the original, galaxy-oriented definitions of Bender, Burstein, & Faber (1992) .
Consistency checks
There are two ways in which we can assess the internal consistency of the various model fits we have performed.
First, Figure 6 compares some of the main parameters obtained from Wilson fits to the 15 clusters in Table 1 , for which we have two independent surface-brightness profiles measured on two different main ACS fields. (We have excluded the object C156 from this comparison; cf. Table 2 .)
The x-axis of every panel in Figure 6 marks the parameter value measured for the clusters in the survey target fields where they lie closest to the chip centre (the fields highlighted in bold in Table 1 ). The y-axes then measure the parameter values found in the ACS field where the clusters lie further from the centre. There is evidently no substantial or systematic scatter around the line of equality drawn in each case. For these Wilson fits we find that the average and rms scatter in the difference of fitted concentrations is (in the sense [off-centre] minus [central] ) δc = −0.02 ± 0.08, as compared to an rms errorbar of ± 0.13 on the individual c values. For the scale and half-light radii, δ(log r 0 ) = δ(log R h ) = 0.01± 0.03 dex, versus an rms fit uncertainty of about ± 0.04 dex in both cases. Finally, we have δ(log L V ) = 0 ± 0.01 dex and δµ V,0 = 0.03 ± 0.11 mag arcsec −2 , against rms errorbars of ± 0.03 dex and ± 0.09 mag arcsec −2 . Nearly identical results hold for comparisons of fitted King (1966) and Sérsic model parameters.
We conclude that any PSF variations over the ACS/WFC chip have not introduced any systematic errors into our model fitting, which assumed a single PSF shape in all cases. For all subsequent analyses, we include the clusters with double measurements by adopting the fit parameters obtained from the image on which the cluster is closest to the chip centre.
Second, Figure 7 shows the total apparent V-band magnitudes inferred from our King (1966) Table 4 ) to the V-band equivalents of Washington T 1 magnitudes estimated from ground-based aperture or PSF photometry and tabulated in Paper II (numbers taken originally from Harris, Harris, & Geisler 2004) . To transform T 1 to V, we first corrected for extinction according to A T 1 = 2.54 × E(B − V) = 0.279 mag for all clusters (Harris & Canterna 1979) , and then used the relationship V tot = T 1,0 + 0.052 + 0.256 × (C − T 1 ) 0 from Paper I (see also Geisler 1996) given the de-reddened Washington colours in Paper II and our Table 4 above. We have excluded from this comparison the clusters C168, F1GC34, and F2GC14, for the reasons given in Table 2 ; the objects C145, C152, C156, which are likely foreground stars; and C177, which is probably a background galaxy.
For bright clusters with V tot < 20 (M V < −7.9), our model luminosities compare rather well in general to the aperture or PSF magnitudes; with δV tot ≡ [V tot (model) − V tot (aperture or PSF)], we have δV tot = 0 ± 0.13 mag (rms) for the King (1966) model fits, and δV tot = −0.14 ± 0.18 mag (rms) for Wilson fits. Both results are quite acceptable, considering (1) the number of steps involved in transforming either our models or the Washington photometry of Paper II and Harris, Harris, & Geisler (2004) to standard V magnitudes; and (2) the fact that the aperture or PSF magnitudes are from analyses of ground-based data and limited to clustercentric radii of only R 2 ′′ -3 ′′ (about 35-55 pc), which can easily miss up to ∼ 0.2 mag of cluster light (see Figure 5 above, and also the discussion in Harris, Harris, & Geisler 2004 ). The 0.15-mag offset between the average Wilson and King (1966) model magnitudes is a direct result of the fact that the latter models are generally too compact to fit the brightest clusters well and thus underestimate the true luminosity of the cluster haloes.
Fainter clusters with V tot 20 according to the aperture or PSF measurements have δV tot offsets that are on average ≃ 0.1 mag brighter than for the brighter GCs, and that have a larger rms scatter about the average. This is due to our ability here (unlike in Harris, Harris, & Geisler 2004) to resolve all of these faint clusters and robustly to estimate and correct for the local background intensity around each of them. We thus view our present measurements of V tot from model fits to resolved surface-brightness profiles as being more reliable than the previously published numbers.
A comparison between our Sérsic-model V tot and the groundbased estimates gives results that are nearly indistinguishable from those shown here for the King (1966) fits.
Quality of fit for different models
We now return to the issue, raised in §4.1, of deciding which model family best describes the structure of GCs in NGC 5128 in general. Following McLaughlin & van der Marel (2005) , we define a statistic that compares the χ 2 of the best fit of an "alternate" model for any object to the χ 2 of the best-fit standard King (1966) model:
This statistic vanishes if the two models fit the same cluster equally well. It is positive (with a maximum of +1) if the alternate model is a worse fit than King (1966) , and negative (with a minimum of −1) if the alternate model is a better fit. We have found that for fairly modest values, −0.2 ∆ 0.2, even though one model formally fits better than the other the difference is generally not significant. For ∆ more towards the extremes of ±1, the improvement afforded by the model with lower χ 2 is more substantial. Figure 8 shows this ∆ statistic for Wilson-and Sérsic-model fits (open squares and asterisks, respectively, in all panels) versus King (1966) fits to 124 GCs in our current sample. These numbers are plotted against the clusters' half-light radii R h , total model luminosities L V , and the intrinsic average surface brightness µ V h ≡ 26.402 − 2.5 log(L V /2πR 2 h ) as estimated from the King (1966) fits.
The left-hand panel of Figure 8 shows immediately that many clusters in NGC 5128 are better described by the distended shapes of Wilson or Sérsic models than by the concave King (1966) profiles. However, the intrinsic size of a GC is clearly not a good predictor of which model shape will fit it best.
The middle plot, of ∆ vs. L V , shows that clusters brighter than
5 L ⊙ -that is, from just above nominal turnover point of the GC luminosity function-are generally fit much better by models with more extended haloes than allowed in the standard King (1966) description. Fainter clusters are usually fit almost equally well by Wilson models as by King (1966) . Sérsic models tend to fare similarly, although there are a number of individual cases in which Wilson and King (1966) models both do better.
The graph of ∆ versus µ V h , in the right-hand panel of Figure 8 , is the most telling. This shows clearly that clusters with high average surface brightnesses are significantly better fit by models with larger haloes than King (1966) . At some level this might seem almost a tautology, given that ∆ correlates with L V and that µ V h obviously does as well. But it is interesting at this point to compare with the situation for Local Group clusters. McLaughlin & van der Marel (2005) show that 153 globulars and young massive clusters in the Milky Way, the LMC and SMC, and the Fornax dwarf spheroidal are systematically better fit by the extended Wilson haloes than by King (1966) models whenever the clusters' surface-brightness profiles are accurately defined to large projected radius (more than about 5 R h ) such that Table 2 .) The right-hand panel shows that Wilson models, with their relatively more extended haloes, tend to give better fits than King (1966) models for high surface-brightness GCs, which have envelopes that are empirically better defined against the background sky out to large clustercentric radii. Sérsic versus King (1966) models fitted to 124 reliable GC candidates in NGC 5128, against ∆ for Wilson versus King (1966) fits to the same clusters. Right: Analogous comparison for power-law versus Wilson models, against that for King (1962) versus Wilson models. Labels and bold lines indicate which of the three models being compared is the formal best fit for GCs falling in different regions of either graph. An isotropic Wilson (1975) model nearly always fits at least as well as any of the others we have tried, and often does significantly better. the intrinsic structural differences between the model haloes become reliably observable in the first place. There is no correlation in McLaughlin & van der Marel between the Wilson-King ∆ and cluster luminosity or mass. In our case, clusters with brighter µ V h are higher above the background in NGC 5128 over a larger fraction of their volume, and thus their far halo regions are necessarily better defined in purely observational terms. It is when this happens that the large envelopes of Wilson models particularly (and those of Sérsic models to a lesser extent) are preferred over the more compact King (1966) structure. Fainter and lower surface-brightness clusters may very well be similarly extended in general, but the data at large radius in these cases are not good enough to show this definitively.
We therefore conclude from Figure 8 that the haloes of GCs in NGC 5128 are generically more extended than the classic King (1966) model allows. These globulars thus appear to be very much like those in the Milky Way and some of its satellite galaxies (see Barmby et al. 2007 for a discussion of GCs in M31, where the situation is less clear). Any correlation between ∆ and total cluster luminosity appears to derive from this more basic fact; it does not imply that massive clusters have extended haloes just because they are massive per se, nor that bright clusters have systematically different intrinsic structures than faint ones.
The slight collective offset of the asterisks upwards from the squares in Figure 8 , suggests that the globulars in NGC 5128 are generally somewhat better fit by Wilson models than by Sérsic models. This is confirmed in the left-hand panel of Figure 9 , which shows the individual ∆ statistics for Wilson-model fits to the same sample of 124 GCs as in Figure 8 , against the ∆ for Sérsic-model fits. Points in the upper-right hand quadrant (∆ W > 0 and ∆ S > 0) of this plot represent clusters for which a King (1966) model fits better than either of the other two. Clusters that are formally fit best by a Sérsic model have ∆ S < 0 and ∆ S < ∆ W , and thus fall within the horizontal half-trapezoidal region (defined by bold lines) in the lower part of the plot. When a Wilson model fits best (∆ W < 0 and ∆ W < ∆ S ), the clusters populate the vertical half-trapezoidal area on the left-hand side.
About 60% (75/124) of our clusters fall in this latter region of the left-hand panel in Figure 9 and are thus formally best fit by Wilson models. Fully 90% (111/124) fall within the slightly more generous limits ∆ W < 0.2 and ∆ W < ∆ S + 0.2, which include cases where Wilson models are just not significantly worse than either Sérsic or King (1966) models. Presumably these results reflect that GCs have relaxed, nearly isothermal core structures that are captured by Wilson and King (1966) models but not Sérsic models in general, plus strong halo components that are better matched by Wilson or Sérsic models than by those of King (1966) .
Points well inside the horizontal half-trapezoid in the lower part of the left-hand panel of Figure 9 represent clusters that are noticeably better fit by Sérsic models than by either King (1966) or Wilson models. Although there are relatively few such objectsonly 12/124 have both ∆ S < −0.1 and (∆ S − ∆ W ) < −0.1-it might be thought that they could be of particular interest. If, for example, they were all extremely massive, this might then be supportive of suggestions that the brightest globulars were stripped galaxy nuclei or possibly ultra-compact dwarfs. However, the average total luminosity of the 12 clusters just mentioned is a completely normal L V ≃ 5 × 10 4 L ⊙ -nearly at the peak of the GC luminosity function-and all have L V < 2 × 10 5 L ⊙ . Finally, the right-hand panel of Figure 9 shows the relative quality of fit for two other models that we fit to all of our ACS cluster data: the analytical I(R) models of King (1962) , and power laws with constant-density cores (see the end of §3.2). Now, however, we have formed ∆ statistics by comparing the best-fit χ 2 of these models to those of the Wilson fits rather than King (1966) . Points that scatter to the upper-right quadrant of this plot thus represent clusters for which the Wilson model is the best match of the three. Once again, 90% (111/124) of GCs in NGC 5128 have both ∆ K62 > −0.2 and ∆ PL > −0.2, such that Wilson models fit them at least as well as either of the other two models. This is again in keeping with the situation for both old and young massive clusters in the Milky Way, the Magellanic Clouds, and the Fornax dwarf spheroidal: McLaughlin & van der Marel (2005) show that the curvature inherent in Wilson model envelopes is never any worse, and often much better, than an unlimited power law as a description of any observed extended halo structure.
Model dependence of cluster properties
Having argued that isotropic Wilson models fit the majority of GCs as well as or better than any other model that we have tried, we next ask whether estimates of physical cluster parameters can be significantly biased by fitting the "wrong" type of model. (King 1966) Figure 10 compares values from Wilson and King (1966) fits for the central surface brightness µ V,0 , projected core or half-power radius log R c , central velocity dispersion log σ p,0 , effective radius log R h , total luminosity log L V , and global binding energy log E b . The values of all parameters are taken from Tables 7 and 8 above, and their differences between the two models are plotted against the relative quality-of-fit parameter ∆ defined in equation (14). We again do this for only 124 clusters; C168, F1GC34, F2GC14, C145, C152, C156, and C177 are excluded as before.
The open circles in all panels of Figure 10 refer to clusters with differences of more than 0.6 mag arcsec −2 between the fitted µ V,0 in the two models. There are 12 of these, listed for reference in Table 10 . Arrows are attached to the points for them in the figure when the parameter differences fall outside the plotted range in any panel. The innermost structures (µ V,0 , R c , and σ p,0 ) of these clusters are not well constrained in a model-independent sense, even if more global properties like R h , L V , and E b are generally better behaved.
These 12 objects aside, the two models return encouragingly consistent cluster parameters. The mean and rms scatter of the difference (King 1966) ] is 0.10 ± 0.15 mag arcsec −2 (compared with an rms errorbar of ± 0.3 mag arcsec −2 ), while the average δ(log R c ) = 0.05 ± 0.05 dex (rms) versus a typical errorbar of ± 0.12. Thus, in order to accomodate the more distended haloes of Wilson models, the data force these fits to (slightly) larger and fainter cores than in King (1966) models. These effects combine to make the average δ(log σ p,0 ) ∼ 0.5 δ(log R c ) − 0.2δµ V,0 a completely negligible 0.004 dex. Similarly, the average Wilson-minus-King offset in global binding energy (which in either model is dominated by the core) is only δ(log E b ) = 0.02 ± 0.02 dex (rms), compared to an rms errorbar of ± 0.10 dex.
On the other hand, the projected half-light radius and total luminosity differences are slightly larger, and more systematic: δ(log R h ) = 0.07 ± 0.08 dex and δ(log L V ) = 0.05 ± 0.04 dex, compared to average errorbars of ± 0.04 dex in both cases. The luminosity offset is the same as the ≃ 0.15-mag brighter integrated magnitudes of Wilson models, which was seen in Figure 7 above. This and the systematically larger R h both result from the intrinsically stronger haloes of Wilson versus King (1966) models.
In most of these examples, the differences between the Wilson and King (1966) parameter estimates tend to be slightly larger for more negative values of the relative χ 2 statistic ∆, i.e., for clusters that are significantly better fit by the Wilson sphere. Clearly, the parameter values from this fit are then to be considered the more reliable of the two. But even so, we conclude from this discussion that analyses of structural correlations will not be significantly affected by using King (1966) models when Wilson spheres are better fits-or vice versa. The net effect of such an "error" on any given correlation will generally be at the level of hundredths of a dex, which is within most observational uncertainties. (Wilson) ] < −4 mag arcsec −2 . Even apart from these, it is immediately obvious that Sérsic models typically imply much brighter and smaller cores, and rather low central velocity dispersions, relative to Wilson (or, therefore, King 1966 ) models. This is mainly a combination of model artifact and the PSF-blurring of the cores of our clusters.
With an assumed I(R) ∼ exp(−R 1/n ), Sérsic models are pushed towards high n to fit the extended haloes of the observed GCs: more than half (69/124) of the clusters represented in Figure 11 have n > 2, which implies very strongly peaked central density profiles even in projection (e.g., see Figure 5 ; also, recall that the unprojected density diverges and the velocity dispersion vanishes at r = 0 for any n 1). These are probably allowed by the data here only because the PSF flattens the models; realistically, most globular clusters do not have such steep and non-isothermal cores. 3 Sérsic models are therefore not a good choice to characterise globular clusters whose cores are not fully resolved. Nevertheless, the Sérsic values of the more globally oriented structural parameters in Figure 11 (R h , L V , and E b ) are in better overall agreement with those returned by Wilson and King (1966) model fits. These quantities are evidently rather robust, in general, against the details of the model adopted to measure them. All in all, we conclude that Wilson fits can safely be used to investigate any GC parameter correlations, and it is indeed the model that we employ for our discussion of the cluster fundamental plane in Paper IV.
Clusters observed in Paper I
To build a cluster database for NGC 5128 that is as complete as practical, we would like to fold the sample of 27 GCs observed in Paper I into our current analysis. 4 As we mentioned at the beginning of §2, King (1966) models were fitted to STIS and WFPC2 surface-brightness profiles for these clusters. However, a different modeling code was used (Holland, Côté, & Hesser 1999) to obtain a smaller set of cluster parameters than we have derived for the ACS sample here. We do not re-fit the original data, especially as 9 of the clusters there have in fact been re-observed and re-modeled as part of this paper. Instead, we calculate the full suite of physical properties in Tables 7,  8 , and 9 within the context of King (1966) models only, starting from the few parameters given in Table 2 of Paper I.
It is necessary first to correct all of the intrinsic central surface brightnesses previously published for these GCs. The earlier model-fitting code of Holland, Côté, & Hesser (1999) did not explicitly compute µ V,0 for the best King (1966) model, so it was estimated for every object in Paper I as the directly measured bright- 3 We have, in fact, re-fit the 153 non-core-collapsed clusters in the Local Group sample of McLaughlin & van der Marel (2005) -the cores of which are all completely resolved-with Sérsic models. Only 22% of these (34/153) have n > 2; and regardless of the value of n, only about 5% of all clusters are significantly better fit by a Sérsic model than by the isothermal cores of King (1966) or Wilson models. 4 An entirely different sample of 21 clusters was also observed with HST, and fitted with King (1966) models, by Holland, Côté, & Hesser (1999) . However, their imaging program used the lower-resolution WF chips of the WFPC2 camera and focused on clusters at smaller galactocentric radius, against higher sky levels, than almost all of ours. We have not attempted to incorporate any results from these lower-quality data into our work.
ness of the central 1 pixel of the cluster images. But the STIS pixel scale is 0.
′′ 0508 px −1 , so that 1 px = 0.94 pc. Unfortunately, this is comparable both to the half-width at half-maximum of the stellar PSF and to the typical GC core radius of R c ∼ 1 pc. The intensity of the innermost pixel on a cluster image in this case is therefore an average of the intrinsic surface-brightness profile over the entire core and beyond, which is much fainter than the brightness at exactly R = 0.
Here we use numerical calculations of King (1966) (2000). Extinctioncorrected V tot are obtained from the Washington CT 1 photometry given in Table 3 of Paper II and our Table 4 here, in exactly the same way as described in connection with Figure 7 above. We assign an errorbar of ± 0.3 to every W 0 value, ± 10% to every r 0 , and ± 0.05 mag to every V tot , and propagate these to obtain uncertainties for the re-derived µ V,0 . Then, using the projected galactocentric radii given for all the clusters in Table 1 of Paper I and populationsynthesis mass-to-light ratios calculated for them in Table 5 above, we derive all of the parameters that we did for our ACS cluster sample in §4.2.
Tables A1-A4 in Appendix A contain the results of this. Like Tables 6-9, they are available in machine-readable format, either online or upon request from the first author.
As expected, the µ V,0 published in Table 2 of Paper I are all significantly fainter than our corrected values in Column (11) of Table A1 : even after correcting the Paper I numbers for extinction (A V = 0.341 mag in all cases), we still have an average difference of µ V,0 (new) − µ V,0 (old) = −0.72 ± 0.05 mag arcsec −2 , due to the uncorrected effects of seeing on the old estimates.
Note that our effective radii R h in Column (6) of Table A2 are smaller than the quantities r h listed in Table 2 of Paper I. This is because we record the projected half-light radii, while Paper I reported deprojected values. The ratio R h /r h ranges between ≃ 0.73-0.76 for the King (1966) models that apply to real clusters.
The 9 clusters in common between Paper I and the current ACS sample (C007, C025, C029, C032, C037, C104, C105, G221, and G293) are included in Tables A1-A4 . We have compared the basic parameters c, V tot , r 0 , and R h given there to the results, in Tables 6 and 7, of our new King (1966) model fits to the ACS profiles of these objects. The old and new concentrations and the integrated cluster magnitudes agree quite well, but the radii r 0 and R h do not: both scales are on average smaller, by a factor of about 0.7 (0.15 dex) in the mean, in our new analysis. As a result of this, the intrinsic central surface brightnesses for these 9 objects in Table 6 are typically brighter (by 0.8 V mag arcsec −2 on average) than even the revised estimates in Table A1 based on the Paper I r 0 values.
We have not been able to identify the cause of this discrepancy. Since the very well resolved R h differ by as much as the core scales r 0 between this paper and Paper I for these 9 GCs, our PSF modeling and convolution are not responsible. Also, direct inspection of the ACS data shows clearly that the clusters are not as intrinsically faint at their centres as the µ V,0 derived from the large r 0 in Paper I imply. Our King (1966) fits in §4 above should be taken as the definitive ones for the clusters observed both here and in Paper I. For the other 18 GCs in the earlier sample, we caution that any structural or dynamical properties derived through r 0 or R h could potentially be biased by overestimation of these radii in Paper I. This applies to most of the parameters tabulated in Appendix A and, e.g., to dynamical masses estimated from velocity-dispersion measurements (Martini & Ho 2004; Rejkuba et al. 2007 ).
PREDICTED VELOCITY DISPERSIONS
Apart from studies of parameter correlations, we expect that one eventual use for the material presented in §4 will be to facilitate the comparison of dynamical GC mass-to-light ratios (derived from internal velocity-dispersion measurements) to the populationsynthesis model values that we calculated in §3.1. Such comparisons could potentially be used to constrain some of the stellarpopulation aspects of these models; perhaps to identify clusters much younger than the 13 Gyr we generally assume; and also to examine the extent to which long-term dynamical cluster evolution (e.g., the evaporation of low-mass stars driven by two-body relaxation) might affect M/L. We have therefore calculated aperture velocity-dispersion profiles for all 131 objects in our ACS sample using the best-fit structural models from each of the families we have explored in detail, and the 13-Gyr Υ pop V listed in Table 5 . Given any of our models with a fitted r 0 and W 0 (or c) or Sérsic n, solving Poisson's and Jeans' equations and projecting along the line of sight yields a dimensionless σ p = σ p (R)/σ p,0 as a function of projected clustercentric radius R. The predicted velocity dispersion within a circular aperture of any radius R ap then follows from
Using σ p,0 from Table 8 , we have obtained σ ap for every structural model for every cluster, within each of five apertures: Table 11 . Including σ p,0 itself gives σ ap at R ap = 0 for King (1966) and Wilson models, or at R ap = R c for Sérsic models. The dispersion inside any other aperture can then be obtained from interpolation on our numbers.
By far the majority of a cluster is contained within 8 R h in any realistic model. Thus, the velocity dispersion in any larger aperture differs from σ ap (8 R h ) by < 0.01 dex for all King (1966) and Wilson models, and by < 0.02 dex for all Sérsic models with n 6 (which includes about 95% of the GCs here). In any case, a typical GC half-light radius of 3-4 pc translates to 0.
′′ 16-0. ′′ 22 in NGC 5128. A slit of width 1 ′′ , for example, therefore usually corresponds to R ap /R h of just a few. Martini & Ho (2004) have measured the velocity dispersions for 14 relatively bright GCs in NGC 5128, and Rejkuba et al.
(2007) have done so for 27 clusters including some of the Martini & Ho objects. The combined sample from these two studies includes 8 globulars modeled in this paper that do not appear in Table 10 above, and 9 objects observed only in Paper I, for which we have re-computed King (1966) parameters in Appendix A. Thus, we now compare the observed σ ap of these 17 GCs to our King (1966) ′′ for their observations, we adopt an effective aperture radius of R ap = 0.
′′ 71-half the diagonal length of a 1 ′′ square-to specify a predicted σ ap for every cluster. With D = 3.8 Mpc for NGC 5128, this corresponds to R ap ≃ 13.0 pc, which is significantly larger than the projected (King 1966) halflight radii of all 17 GCs being considered here: 1.7 R ap /R h 5.7, with a median of 2.8. As a result, even though the choice of R ap is not particularly rigorous, changing it by a factor of two affects our comparison of dynamical and population-synthesis mass-to-light ratios at only the ≃ 5% level.
The upper panel of Figure 12 shows the observed versus model σ ap for the 17 objects in question. The lower panel then shows the square of the ratio of observed to predicted dispersions, σ 2 obs /σ 2 pred , which is equal to the ratio of dynamical to populationsynthesis Υ V . The filled circles in both panels of the figure refer to clusters with ACS data analysed in this paper; the open circles, to clusters only in the Paper I sample. The apparent mean offset between these two sets of points could be the result of overestimating the half-light radii of the GCs measured only in Paper I (as discussed at the end of §4.6), since a spuriously large R h implies a low σ The main point to be taken from this is that our populationsynthesis estimates are relatively good guides, on average, to the global dynamical mass-to-light ratios of globular clusters in NGC 5128. This is also true in general of GCs in the Local Group that have been modeled in the same way (McLaughlin & van der Marel 2005; Barmby et al. 2007 ). In our fundamental-plane analysis of Paper IV (and also Barmby et al. 2007 ), we therefore use the cluster properties derived from Υ pop V in §4.2, to explore accurately a wide range of structural and dynamical correlations for much larger Figure 12 . Top: Velocity dispersions observed for 17 GCs in NGC 5128 by Martini & Ho (2004) and Rejkuba et al. (2007) , against dispersions within apertures of radius 0. ′′ 71 = 13 pc as predicted by our King (1966) model fits and population-synthesis mass-to-light ratios. Bottom: The implied ratio of dynamical and population-synthesis mass-to-light ratios, as a function of model Υ pop V . In both panels, filled circles denote 8 clusters in the ACS sample of this paper: C006, C007, C012, C018, C025, C029, C036, and C037. Open circles correspond to 9 GCs observed only in Paper I, with revised King (1966) samples of globulars than would be possible if we were restricted to objects with direct velocity-dispersion measurements.
A more specific implication is that, as bright and as massive as the GCs studied by Martini & Ho (2004) and Rejkuba et al. (2007) are (the 17 in Figure 12 
Aside from any possible issues with R h measurements, many of the dynamical mass-to-light ratios that we have obtained for the 17 GCs in Figure 12 are smaller than those computed by either Martini & Ho (2004) or Rejkuba et al. (2007) for the same objects. This is usually because both of these other groups estimate "virial" cluster masses using the formula M vir = 10 σ 2 ∞ R h /G, where σ ∞ is meant to be the velocity dispersion measured through an infinite aperture and R h is the projected half-light radius. However, the coefficient in this expression is model-dependent, ranging from 8-10 for King (1966) models with concentrations c < 2.5. In addition, both Martini & Ho and Rejkuba et al. assume that the aperture correction to relate their measured σ obs to the formal σ ∞ is always negligible. In fact, our King (1966) does not correlate with the total luminosity of the clusters in Figure 12 . We conclude again that these objects are not special or unusual in terms of their mass-to-light ratios only. Martini & Ho (2004) and Rejkuba et al. (2007) go on to consider how the massive GCs in NGC 5128 relate to Milky Way globulars, dwarf-galaxy nuclei, and ultra-compact dwarf galaxies, in terms of structural correlations and the fundamental plane. We will discuss this further in Paper IV.
SUMMARY
We have used new HST imaging with the ACS/WFC camera to construct internal surface-brightness profiles and derive structural parameters for a sample of 131 globular cluster (GC) candidates in NGC 5128, the nearest giant elliptical galaxy. We combined these with a sample of 27 clusters previously measured with STIS or WFPC2 , ≡ Paper I), for which we have corrected and extended the structural parameters given in Paper I.
After identifying 4 ACS-observed objects that may not be not bona fide GCs and another 3 that have especially ragged or contaminated surface-brightness profiles, and accounting for 9 reobservations from the Paper I sample, we have now observed and modeled a total of 142 distinct, reliable GC candidates in NGC 5128. The catalogue of parameters that we have produced for them rivals the compilation of Harris (1996) for Milky Way globulars in size and is based on more homogeneous data and analysis. The final product is very similar in most respects to those of McLaughlin & van der Marel (2005) and Barmby et al. (2007) for a total of 196 old GCs and 50 massive young star clusters in the Milky Way, the Magellanic Clouds, the Fornax dwarf spheroidal, and M31.
We fitted the NGC 5128 clusters' surface-brightness profiles with three different structural models: the standard King (1966) modified isothermal sphere, an isotropic version of Wilson's (1975) alternate modification of an isothermal sphere, and the R 1/n surfacedensity profile of Sérsic (1968) . We estimated V-band mass-to-light ratios individually for every cluster, by applying populationsynthesis models given estimates of cluster metallicities from their (C−T 1 ) colours in the Washington filter system and assuming a uniformly old age of 13 Gyr. We combined these with our structural modeling to derive a wide range of physical properties including central surface brightness and central potential, concentration indices, core and half-light (effective) radii, total luminosity, and predicted dynamical parameters including total mass, binding energy, central mass density, central escape velocity, relaxation timescales and phase-space densities, and velocity dispersions in series of circular apertures.
Extensive consistency checks and intercomparisons of the three different models (King 1966, Wilson, and Sérsic) have shown that in most cases the Wilson model fits at least as well as the others and in many cases is superior to them, taking better account of the detailed shape of the distended, low-intensity outer envelopes that many clusters have. In this respect the NGC 5128 globulars are like those in the Milky Way, the Magellanic Clouds, and the Fornax dwarf spheroidal (McLaughlin & van der Marel 2005) , although the situation in M31 is not as clear ).
We compared aperture velocity dispersions predicted by our analysis for 17 GCs in NGC 5128, to actual measurements by Martini & Ho (2004) and Rejkuba et al. (2007) . The expectations based on population-synthesis models are in reasonable overall agreement with the observations. In Paper IV ), we use the data derived here to discuss a wide range of structural correlations for globular clusters in NGC 5128, including comparisons with Milky Way GCs and with other types of massive, cluster-like objects. Barmby et al. (2007) also use our results, in a discussion of the combined fundamental plane of old GCs in six galaxies. 
