This work investigates the problem of parameter estimation within the frameworks of deterministic and stochastic pa
INTRODUCTION
This paper investigates the problem of parameter estimation (also referred to as calibration or parameter identification) in the context of a particular problem: given observed displacement field(s) on a beam, determine the elastic modulus of a beam material. The approaches fall in two main classes: deterministic parameter estimation methods, which yield single-value point estimates of the parameters, and stochastic parameter estimation methods, which give some type of uncertainty about an optimal parameter value. For the deterministic methods, we investigate constrained and unconstrained optimization approaches. In the context of constrained optimization of a cost functional, we investigate three different first-order reduced-space formulations. Specifically, we look at the L 2 formulation [1, 2] , the error in constitutive equation formulation [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] , and the modified error in constitutive equation formulation [13] [14] [15] . Furthermore, these formulations are investigated in the context of both Tikhonov and total variation (TV) regularization. We compare the constrained optimization approaches, which minimize a specific cost functional plus a regularization operator, with a general unconstrained nonlinear least-squares approach (NLLS) [16] . The formulations considered
Problem Overview
A prototypical inverse problem in linear elastostatics consists of predicting the elastic modulus field E from measurements u m related to the solution u of the following boundary value problem:
where the stress tensor σ is given by σ = E∇u. In Eq. (1), D ⊆ R d is the computational domain with boundary ∂D. The regions where displacements and surface tractions are applied are denoted by D u ⊂ ∂D and D τ ⊂ ∂D, respectively. Finally, u denotes displacement, f is the volume force, τ is the surface traction, n is the outward-pointing unit normal to D τ , and superscript d denotes spatial dimension.
Material Representation
The physical characteristics of a material will determine how its properties are represented in the context of a parameter estimation problem. For instance, in homogeneous materials the elastic modulus is assumed constant. However, this assumption is not valid for heterogeneous materials. In this work, two distinct material representations were considered to characterize the elastic modulus field. First, the elastic modulus was assumed to vary pointwise (i.e., the elastic modulus was estimated at each point in space). Second, the elastic modulus was represented as an expansion of N r radially symmetric Gaussian radial basis functions as follows:
where E i ∈ R N r are real-valued coefficients, E c ∈ R is the matrix elastic modulus, and x ∈ R N r ×d are the coordinates of the Gaussian basis functions.
The Gaussian basis function is defined as
where c ∈ R N r are locality parameters that control the radius of influence of the Gaussian basis function. For normalization purpose, the locality parameters were represented as c i = 10 zi , where each z i ∈ R Nr was estimated through the optimization scheme.
Given the elastic modulus at the center of the RBF, the coefficients E i were computed using the following interpolation scheme:
where
The reader is referred to [30, 31] for more details on the interpolation scheme implemented herein.
Volume 3, Number 4, 2013
DETERMINISTIC PARAMETER ESTIMATION METHODS
For the constrained optimization problem, a first-order reduced-space approach was used. The advantage of this approach is that only first derivatives of the cost functional and constraints are required. Furthermore, regardless of the number of unknown parameters, only two linearized forward problems are solved at each optimization iteration to compute the gradient of the cost functional. The main disadvantage of deterministic optimization methods is that these methods ensure just local extrema. The discretization necessary for the solution of the constrained optimization problem can occur in two different manners. In the first, called "optimize-then-discretize," one can show that if the states and controls are a local solution to the nonlinear programming problem, then there exist Lagrange multipliers such that the KKT or first-order necessary optimality conditions are satisfied at the local solution [16] . Thus, under sufficient smoothness assumptions, one obtains a KKT or optimality system. Finally, one generates a mesh on the computational domain and proceeds to discretize the KKT system.
In the second approach, called "discretize-then-optimize," one generates a mesh on the computational domain and proceeds to discretize the nonlinear programming problem. If the states and controls are a local solution to the discrete nonlinear programming problem, there exist Lagrange multipliers such that the discrete KKT conditions are satisfied at the local solution, provided that some regularity conditions are met. Note that the discrete KKT systems obtained with both approaches are not necessarily the same [24, 32] .
In this work we use an optimize-then-discretize approach. One has to be careful when such approach is used because the resulting optimality system can be nonsymmetric. This can lead to inexact gradients, which affects the convergence rate of gradient-based optimization algorithms. There is no general consensus on which approach should be preferred: it depends on the application and computational resources available to tackle the nonlinear programming problem [33, 34] .
L 2 Formulation
We consider the nonlinear programming problem arg minimize {u,E}∈ U ×E
is the regularization operator, and β > 0 is a given parameter. For simplicity of implementation, we restrict the search space of the elastic modulus to
The Lagrangian functional associated with the minimization problem defined in Eq. (2) is given by
where Π(λ) :
, there exists a Lagrange multiplier λ ∈ U such that the KKT conditions hold at the stationary point {u * , E * , λ}, i.e.,
This allows us to reformulate the nonlinear programming problem in Eq. (2) into
where the gradient operator is given by
Here, u(E) is the solution to the boundary value problem
and λ(E) is the solution to the adjoint problem
Discretization
We define finite-dimensional subspaces U h ∈ U and E h ∈ E with basis {φ 1 , . . . , φ P } and {ψ 1 , . . . , ψ Q }, respectively. This leads to the Galerkin approximation of the optimality system:
the Galerkin approximation of the optimality system is equivalent to
Thus, the discrete optimality system of Eq. (7) is given by
The discrete system of equations in Eq. (8) is used to solve the adjoint problem. However, the discrete force vector is given by
Finally, the discrete gradient is given by
is an assemble operator and n e is the total number of elements.
Identification Procedure
The following algorithm is used to compute a new estimate for the elastic modulus at every kth iteration of the minimization process:
Repeat until convergence:
Given 
MECE Formulation
Mathematically, we can describe the MECE functional as the sum of two errors: the error in the constitutive equation and the error in the unreliable experimental information (e.g., observed measurements, boundary conditions, etc.).
The main idea of the MECE formulation is to use as reference the reliable experimental information (e.g., location of sensors, location of the source, etc.) at hand as well as the reliable equations of the model (e.g., equilibrium equations). The reliable information is verified exactly, while the constitutive equation and the unreliable information are verified in an average sense. Define the following error functional:
which denotes the error in the constitutive eqaution. Here, J ≥ 0 and J = 0 ⇐⇒ σ = E∇u. Now, we consider the nonlinear programming problem
Here, α > 0, β > 0 and γ > 0 are given parameters, and R(·) denotes a regularization operator.
The Lagrangian functional associated with the minimization problem defined in Eq. (14) is given by
If {u * , σ * , E * } is a local solution of Eq. (14), there exist Lagrange multipliers λ ∈ U such that the KKT conditions hold at the stationary point {u
From Eq. (17) we get
This allows us to reformulate the nonlinear programming problem in Eq. (14) into
Here, u(E) and λ(E) are solutions to the boundary value problem
Discretization
Thus, the discrete optimality system of Eq. (21) is given by
Identification Procedure
Given an estimate for the elastic modulus E 
ECE Formulation
In the ECE approach we define a cost functional based on the error in the constitutive equations that connect a set of kinematically admissible displacements and a set of statically admissible stresses. The parameter estimation problem is solved by finding material properties, along with admissible displacement and stress fields, such that the ECE functional is minimized. The ECE functional can be defined as
where β > 0 is a given parameter, u D is a kinematically admissible displacement field, σ N is a statically admissible stress field, and E is the elastic modulus. A displacement field u D is said to be kinematically admissible if it satisfies the measured displacement field u m and satisfies Dirichlet boundary conditions. A stress field σ N is said to be statically admissible if it satisfies the equilibrium equations and Neumann boundary conditions. Mathematically, we can describe the collection of these quantities as follows:
where D m is the domain where the measurements are taken, U is the space of kinematically admissible field u D , and S is the space of statically admissible field σ N .
Alternating Directions Approach for ECE
We consider the problem
An alternating directions approach was employed to solve the parameter estimation problem. The approach consists of breaking the optimization process into two steps. First, given a current best guess for the material properties, we find a statically admissible stress field and a kinematically admissible displacement field. Second, we use these admissible fields to compute the gradient and proceed to update the material properties. The alternating direction approach can be described as follows:
1. Find a statically admissible stress field σ N such that:
2. Find a kinematically admissible displacement field u D such that:
3. Use Eq. (25) to compute the gradient operator D E J .
4. Compute a new estimate for the elastic modulus E.
Discretization
We define finite-dimensional subspaces U h ∈ U, E h ∈ E, and U h ∈ U with basis {φ 1 , . . . , φ P }, {ψ 1 , . . . , ψ Q }, and
. This leads to the following Galerkin approximation of the statically admissible problem:
Likewise, the Galerkin approximation of the kinematically admissible problem is given by:
Finally, the discrete system of equations for the kinematically and statically admissible problems is given by Eq. (8) and the discrete gradient is given by
Nonlinear Least-Squares
The nonlinear least-squares (NLLS) method finds a set of unknown parameters θ ∈ R n θ that best fit the set of observations u ∈ R n u with a deterministic model, u = f (x, θ), x ∈ D, that is nonlinear with the set of unknown parameters θ. Assume we have additive Gaussian noise e ∈ R n u , which is mutually independent of the unknown parameter θ and identically distributed, allowing us to define the parameter-to-observable map as u = f (x, θ) + e. Finally, the optimal values of θ are obtained by minimizing the sum of squared errors (SSE) of a given cost function.
A typical formulation for an unconstrained NLLS problem is to find the optimal values of θ to minimize the following SSE cost function:
The unconstrained NLLS approach requires an optimization algorithm to find the least-squares approximation θ of a minimum θ * . Specialized optimization algorithms have been designed to exploit the structure of the SSE cost function. If J (θ) is twice differentiable, terms of residual r i (θ), r i (θ), and [r i (θ)] 2 result. By assuming that the residuals r i (θ) are close to zero near the solution, the Hessian matrix of second derivatives of S(θ) can be approximated using only first derivatives of r i (θ). An algorithm that is particularly well-suited to the small-residual case and the above formulation is the Gauss-Newton algorithm. This formulation and algorithm combination typically requires the user to explicitly formulate each term in the least-squares (e.g., n u terms for n u data points) along with the gradients for each term.
The computational expense of the NLLS method implemented in this work increases as the number of parameters n θ increases due to the forward difference approximation of the gradient, e.g., O(n θ ). For this reason, a finite representation was used to approximate the spatially varying parameter of interest. The quality of a basis for the problem at hand can be judged based on the dimensionality of the subspace needed to approximate the desired parameter. The basis should capture the nature of the possible solution. In this work we use Gaussian RBF to approximate the elastic modulus in the region of interest since it can represent gradual or sharp changes of the material properties in localized regions (see Section 1.2).
Standard Formulation
For this case, the deterministic model is given by Eq. (1) and the SSE is defined as
where u m denotes the measured data and u(θ) is the finite element solution to Eq. (8).
MECE Formulation
For this case, the deterministic model is given by Eq. (20) and the SSE is defined as
where u m denotes the measured data and n λ denotes the number of Lagrange multipliers, u(θ) is the finite element solution, and λ(θ) is the Lagrange multiplier. These quantities are computed by solving Eq. (22) . Finally, notice that λ(θ) → 0 as optimality is reached.
ECE Formulation
The alternating directions approach described in Section 2.3.1 was employed to solve the NLLS problem. Therefore, at each iteration of the NLLS problem we find a statically admissible stress field and a kinematically admissible displacement field by solving Eq. (26) and Eq. (27), respectively. The SSE for this problem is given by
where n σ denotes the number of stress components, σ N is the statically admissible stress field, and u D is the kinematically admmissible displacement field. Finally, notice that
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Bayesian Calibration
Nonuniqueness is a central feature of ill-posed inverse problems; hence, multiple solutions of the unknown may be consistent with the observations. Statistical inverse problems attempt to remove the ill-posedness by restating the inverse problem as a well-posed extension in a larger space of probability distributions [35] . Furthermore, statistical methods allow us to exploit prior information that is hidden in the regularization schemes often used in deterministic inverse problems. Assume we measure a quantity y ∈ R n y in order to get information about parameter x ∈ R n x . These quantities are related through a model which may be inaccurate and can contain parameters that are unknown. Moreover, the measured quantity is usually poorly known and contains errors e ∈ R ny . In a Bayesian framework, quantities y, x, and e are viewed as random variables and the parameter-to-observable map f : R nx → R ny is defined as
where X(ω) : Ω → R n x and Y (ω) : Ω → R n y are random variables and the sample space Ω is the set of all possible outcomes ω. In this work we denote random variables with uppercase letters and their realization with lowercase letters. Furthermore, for ease of presentation we will omit the explicit dependency of the random variables to ω in the subsequent derivations.
Assume now that X has a known prior probability density π pr (x) : R n x → R and the known data consist of the observed quantity Y such that the marginal probability π(y) : R n y → R. Then, the posterior probability
In the subsequent Bayesian formulation we use a scaled identity as the covariance matrix for both the prior and likelihood pdf's.
Standard Likelihood
Assume we have a noisy measurement u ∈ R nu and a deterministic model of the form A(x)u = f , as defined in Eq. (8) , where x ∈ R n x is an unknown parameter. Furthermore, consider that the actual measurement is corrupted by additive noise e, which is mutually independent with measurement u and unknown parameter x. Then, if we have a solution operator
the standard stochastic model is defined as
Here, 
R n x → R as the probability density function (pdf) of Σ and X, respectively. The posterior pdf is given by
For normally distributed prior and likelihood pdfs we have
Similarly, we assume that the posterior pdf is normally distributed and is given by
wherex ∈ R n x is the mean of the prior pdf,ē ∈ R n u is mean of the likelihood pdf, Γ prior ∈ R n x ×n x is the prior covariance matrix, and Γ error ∈ R n u ×n u is the likelihood covariance.
MECE Likelihood
Assume we have a measurement y ∈ R nu+n λ and a deterministic model of the form A(x)(u + λ) = f , as defined in Eq. (22), where x ∈ R n x is an unknown parameter, u ∈ R n u is the state solution , and λ ∈ R n λ are the Lagrange multipliers. Notice that measurement y takes into consideration both the state solution and the Lagrange multipliers. One can physically measure the state solution but not the Lagrange multipliers. However, we know that λ → 0 as both optimality and feasibility are reached, allowing us to assume that the measured Lagrange multipliers are equal to zero. Finally, the modeling and observation errors are modeled as additive noise e, which is mutually independent of unknown parameters x and measurements y. Thus, if we have a solution operator
the MECE stochastic model is defined as
Here,
and Σ : Ω → R n u +n λ reflects both the modeling and observation errors.
Σ and X have pdf π error [u − h(x)] : R n u +n λ → R and π prior (x) : R n x → R, respectively. The posterior pdf is given by
For normally distributed prior and likelihood pdf's we have
wherex ∈ R n x is the mean of the prior pdf,ē ∈ R n u +n λ is the mean of likelihood pdf, Γ prior ∈ R n x ×n x is the prior covariance matrix, and Γ error ∈ R (n u +n λ )×(n u +n λ ) is the likelihood covariance matrix.
ECE Likelihood
Assume we have a measurement y ∈ R n y . If an alternating directions approach is used, the parameter-to-observable map becomes linear with respect to the unknown parameter x ∈ R n x . This results in a deterministic model of the form y − vx = 0, where v ∈ R n v . In the context of the ECE formulation, y denotes the Neumann stress field σ N and v denotes the Dirichlet strain field ∇u D .
Consider that the modeling and observation errors are modeled as additive noise e, which is mutually independent of the unknown parameter x and measurements y. This leads to an ECE stochastic model of the form
where X : Ω → R nx , Y : Ω → R ny , V : Ω → R nv , and Σ : Ω → R ny reflects both modeling and observation errors. π error (y − vx) : R n y → R and π prior (x) : R n x → R denote the pdf of Σ and X, respectively. The posterior pdf is given by
Similarly, assuming a normally distibuted posterior pdf we get
wherex ∈ R nx is the mean of the prior pdf,ē ∈ R ny is the mean of likelihood pdf, Γ prior ∈ R nx×nx is the prior covariance matrix, Γ error ∈ R n y ×n y is the likelihood covariance matrix.
MAP Estimate
In large-scale inverse problems, the posterior distribution lives in a high-dimensional space and sampling methods become expensive and often unfeasible. For problems where the parameter-to-observable map is linear of the form AX = Y : R nx → R ny and the prior and likelihood pdf's are normally distributed, the posterior pdf can be taken as normally distributed [35] . In this case, point estimates and standard deviations of the unknown parameters can be calculated using an MAP estimate approach. Mathematically this approach can be described as follows: Given a linear parameter-to-observable map and normally distirbuted prior and likelihood pdf's, the MAP estimate can be found by solving the following deterministic optimization problem:
The possible nonexistence and nonuniqueness of such problems indicate that the MAP estimate may be unsatisfactory. However, if an efficient deterministic optimization strategy is used, the MAP estimate can yield information about the mean and standard deviation of the parameter of interest when the posterior distribution lives in a high-dimensional space. This approach can be extended to problems where the parameter-to-observable map is nonlinear of the form
Similar to the linear case, the MAP estimate is found by solving Eq. (43). However, in order to find an expression to calculate the posterior covariance, we linearize the operator A(X) at the equilibrium point x M AP . This linearization allows us to take advantage of the local stability of the linear approximation to the operator A(X) [28, 36] .
Standard Likelihood
The standard stochastic model for this problem is given by Eq. (30) . The respective normally distributed prior and likelihood pdf's are given by Eq. (31) and Eq. (32) . Then, the MAP estimate is obtained by maximizing the exponent on Eq. (33), or by minimizing its negative as follows:
The optimization scheme presented in Section 2.1 is utilized to solve the resulting deterministic optimization problem. An approximation to the posterior covariance matrix is derived by linearizing the cost function in Eq. (44) around the equilibrium point or MAP estimate. This results in an expression of the form
where Γ post ∈ R n x ×n x is the posterior covariance matrix, subscript x denotes partial differentiation with respect to the unknown parameter x, and u x is the sensitivity of the solution operator defined in Eq. (29) with respect to the unknown parameter. Notice that the computation of the sensitivities requires the solution of n x linear system of equations.
MECE Likelihood
The stochastic model for this problem is given by Eq. (35) . The respective normally distributed prior and likelihood pdf's are given by Eq. (36) and Eq. (37) . Then, the MAP estimate is given by maximizing the exponent on Eq. (38), or by minimizing its negative as follows:
The optimization scheme presented in Section 2.2 is utilized to solve the resulting deterministic optimization problem. An approximation to the posterior covariance matrix is derived by linearizing the cost function in Eq. (45) around the MAP estimate. This results in an expression of the form
International Journal for Uncertainty Quantification
where Γ post ∈ R n x ×n x is the posterior covariance matrix, subscript x denotes partial differentiation with respect to the unknown parameter x, and h x is the sensitivity of the solution operator defined in Eq. (34) with respect to the unknown parameter x. Similar to the standard likelihood case, the computation of the sensitivities requires the solution of n x linear system of equations.
ECE Likelihood
The stochastic model for this problem is given by Eq. (39). The normally distributed prior and likelihood pdf's are given by Eq. (40) and Eq. (41). Then, the MAP estimate is given by maximizing the exponent on Eq. (42), or by minimizing its negative as follows:
Notice that we have employed an alternating direction approach in order to use the stochastic model defined in Eq. (39) . Thus, the optimization scheme presented in Section 2.3 is used to solve the resulting deterministic optimization problem.
The parameter-to-observable map for this problem is linear. Thus, the operator A(x) is not linearized around the MAP estimate. This results in an expression for the posterior covariance matrix of the form
where Γ post ∈ R nx×nx is the posterior covariance matrix.
RESULTS
A numerical study was performed to test the proposed methodologies for deterministic and stochastic parameter estimation. The numerical model consisted of a one-dimensional finite element model. Figure 1 shows a pictorial description of the domain and boundary conditions used for the numerical study.
On x = L, τ = 1 P a and on x = 0, u = 0. For the purpose of this case study, the surface tractions were assumed to be known exactly, the body forces were taken as f = 0, and the penalty parameters α and β were each set to 1. The observed displacement field for the parameter estimation problem was generated by solving one forward finite element problem using the benchmark material properties. The numerical model used to generate the 'observed' displacement field was built using a 2000 finite element mesh with fully integrated two-node line elements. The numerical model used for the inversion was built using a 1000 finite element mesh with fully integrated two-node line elements. Different levels of random Gaussian noise were considered, ∆ ∼ N (0, 1) with standard deviation ζ = 0.0, 0.01, and 0.05, to examine the accuracy of the proposed methodologies to corrupt data. The synthetic noisy data are generated as follows:
where u m is the perturbed measured data and N obs is the total number of observations.
FIG. 1:
Simple schematic of the beam model used for the numerical studies.
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The misfit between the benchmark elastic modulus E b and the optimal elastic modulus E opt was quantified as follows:
where N p denotes the total number of parameters.
The following definition defined in [37] was used for the regularization operator:
where κ > 0 is the regularization coefficient. This expression gives the flexibility of imposing Tikhonov regularization when (η = 1, ε = 0) and total variation regularization when (η = 1/2, 0 < ε ≤ 1).
We compared many different variations of calibration methods (specifically, optimization of a cost functional, nonlinear least-squares, Bayesian MCMC calibration, and MAP estimate), regularization type (Tikhonov vs total variation), and problem formulation (specifically L 2 , MECE, and ECE). Table 1 shows the different combinations of options that we examined and present in this study. Finally, all calculations were performed on a Linux workstation with a 2.13 GHz Intel Core i7 processor and 8 GB of RAM.
Parameter Estimation: Deterministic Approach
For the constrained optimization approaches study herein we set the bounds to 1 Pa ≤ E ≤ 10 Pa; the initial guess E init was taken as E init = 5 Pa. The constrained optimization problem was solved using the npsol sqp method in DAKOTA [38] . The npsol sqp method is a sequential quadratic programming algorithm, which uses an augmented Lagrangian merit function and a Broyden-Fletcher-Goldfarb-Shanno (BFGS) approximation to the Hessian of the Lagrangian, and will not necessarily satisfy the constraints until the final solution. It uses a sufficient-decrease line Figures 2 and 3 show the optimal elastic modulus field obtained for each of the constrained optimization approaches investigated in this work. For the case with 1% noise in the data, the elastic modulus field predicted with 
FIG. 3:
Predicted elastic modulus field E with 5% noise in the data for each constrained optimization approach investigated. Left column: Predicted E with TV regularization. Right column: Predicted E with Tikhonov regularization. Here, the solid black line denotes the target elastic modulus field, the dashed line denotes the predicted elastic modulus.
each approach was close to the benchmark elastic modulus field, regardless of which regularization operator was implemented. However, Tables 2 and 3 show that the reconstruction errors were lower when TV regularization was used instead of Tikhonov regularization as the corruption in the observed data increased. For the case with 5% noise in the data, each optimization approach predicted an elastic modulus field that was close to the benchmark elastic modulus 0.0542 5 field only when TV regularization was implemented. Moreover, the optimization approach based on the ECE formulation produced an elastic modulus field close to the benchmark solution with the least number of iterations, regardless of which regularization operator was implemented. The computational savings obtained with an approach based on the ECE formulation can be due to the convexity property of the ECE cost functional, which has been shown to be convex for elliptic boundary value problems [39, 40] . To test the accuracy and precision of the constrained optimization approaches, several numerical experiments with different initial guesses were done. The approach based on the ECE formulation consistently predicted accurate elastic modulus fields with the fewest iterations. In some cases, the optimization approach based on the MECE formulation provided accurate results with fewer iterations than the optimization approach based on the L 2 formulation. However, the results were not as consistent as those obtained when the ECE formulation was implemented. The authors are not aware of an existing formal study that shows that the MECE cost functional is convex. However, Allix et al. [41] performed a numerical study in which they showed that the MECE cost functional was convex for a linear elastodynamic problem.
In the context of the regularization methods, notice that the reconstruction errors obtained with TV regularization were less than those obtained with Tikhonov regularization as the corruption in the observed data increased. Indeed, TV regularization has the ability to capture sharp discontinuities (see, e.g., [42] ). Thus, one can effectively reconstruct functions with jump discontinuities, which is the case in this numerical study. The results could be improved if an adequate method (e.g., discrepancy principle method, L-curve method, and generalized cross-validation method) was used to optimally select the regularization coefficient κ. The selection of κ becomes crucial in most applications as the corruption in the observed data increases. However, in this numerical study, κ was selected through numerical experiments.
The unconstrained nonlinear least-square optimization was performed using the nl2sol optimization method in DAKOTA. The nl2sol algorithm is a secant-based least-squares algorithm that is q-superlinearly convergent, where q denotes the quotient between two successive terms. It adaptively chooses between the Gauss-Newton Hessian approximation and this approximation augmented by a correction term from a secant update. nl2sol is more robust than many Gauss-Newton-based least-squares solvers, which experience difficulty when the residuals at the solution are significant. nl2sol is appropriate for large residual problems, i.e., least-squares problems for which the residuals do not tend toward zero at the solution. In this numerical study we have 15 residuals from 15 experimental points. The elastic modulus field was represented as an expansion of N r radially symmetric RBF. The number of radial basis functions was set to 5 a priori. The bounds for the RBF parameters were set to 1 Pa ≤ E c ≤ 10 Pa, 1 Pa ≤ E i ≤ 10 Pa, and -2 ≤ z i ≤ 0. The initial guess was set to E c = 5 Pa, E i = 5 Pa, and z i = −1. Finally, the maximum number of nl2sol iterations was set to 100. Figure 4 shows the predicted elastic modulus field using an unconstrained NLLS approach with 5% and 1% noise in the data. For the case with 1% noise in the data, each of the formulations investigated predicted elastic modulus fields close to the benchmark solution. However, for the case with 5% noise in the data, only the NLLS approaches based on the MECE and ECE formulations predicted elastic modulus fields close to the benchmark solution. Indeed, the reconstruction errors shown in Table 4 support this claim. The MECE and ECE formulations seem to provide a regularization behavior, which improves the quality of the reconstructions. Furthermore, the NLLS approach based on the ECE formulation required the fewest iterations to predict an optimal elastic modulus field. However, the reconstruction errors obtained with the MECE formulations were the lowest out of the three formulations investigated in this study. Finally, several numerical experiments with different initial guesses were performed to test the accuracy and precision of each NLLS formulation. The NLLS approach based on the ECE formulation consistently predicted elastic modulus fields close to the benchmark elastic modulus field with the fewest iterations. Furthermore, the standard NLLS formulation consistently produced the highest reconstruction errors as the corruption in the observed data increased.
Parameter Estimation Under Uncertainty: MCMC Approach
This section presents the results of Bayesian calibration. A delayed rejection adaptive metropolis (DRAM) algorithm was used to generate the posterior distribution. The DRAM algorithm used in this work can be found at http: //www.helsinki.fi/˜mjlaine/dram/. DRAM is a combination of two ideas, delayed rejection and adaptive Metropolis, for improving the efficiency of the Metropolis-Hastings MCMC algortihm [43] . The main idea of Delayed Rejection is to allow partial local adaptation of proposal within each time step of the Markov chain, while retaining its property and reversibility [44] . In adaptive Metropolis, the covariance matrix of the Gaussian proposal distribution is adapted on-the-fly using information from the previous chain. This adaptation destroys the Markovian property of the chain. However, it can be formally shown that the ergodicity properties of the generated sample remain [45] .
The DRAM algorithm was used to generate 20,000 samples of the posterior parameter estimates and only the last 15,000 realizations were used to compute the relevant statistics. Due to the dimensionality of the problem, MCMC methods can be difficult to implement and accurate posterior parameter estimates are difficult to attain. To achieve a reduction in the dimension of the problem, the elastic modulus field was represented as an expansion of N r radially symmetric basis functions. Thus, posterior estimates of the RBF parameters were generated instead of posterior estimates of the elastic modulus for each point in space. In this case study, five RBF were selected a priori to represent the elastic modulus field. Finally, the bounds for each RBF parameter were set to those used in the NLLS case study.
It is important to check convergence and mixing of the chain before analyzing the results. The simplest way is by visualizing the trace plots of the chain. Figures 5-7 show the one-dimensional (1D) trace plots of the Markov chain k for the parameters corresponding to one RBF. Visual inspection of the 1D trace plots suggests that the chain mixes well for the last 15,000 samples, regardless of the likelihood model. This implies that the samples are indeed from the stationary distribution of the Markov chain.
The autocorrelation function (ACF) is a useful tool to assess the convergence of a chain. If the standard deviation is too large, the chain easily moves out of the posterior support. Most of the proposal samples will be rejected, resulting in a long correlation. On the contrary, if the standard deviation is small, many of the proposal samples will be accepted and the chain can only move around a small portion of the posterior space and mix poorly. An appropriate standard deviation should result in a fast decay of the ACF with a lag along the chain [46, 47] . Figure 8 shows the ACF for each of the likelihood models investigated in this work. Notice that the ACF for the ECE likelihood model decays to zero at a very small lag for each of the radial basis function parameters. This is consistent with the good mixing observed in Figs. 5-7. However, the ACF plot shows that the standard and MECE likelihood models suffer from a slower rate of convergence.
The posterior MCMC samples obtained for the parameters corresponding to one RBF are shown in Figs. 5-7. Notice that the posterior pdf obtained with the ECE likelihood model displays less variability from the mean. Several numerical experiments with different initial states were performed to verify that these results were consistently reproduced. Indeed, from these numerical experiments it was observed that the posterior pdf obtained with the ECE likelihood model consistently displayed less variability from its mean. Furthermore, from the numerical experiments we noticed that the ECE likelihood model required fewer burn-in samples to reach a stationary distribution of the Markov chain. However, the standard and MECE likelihood models resulted in better reconstructions as the corruption in the observed data increased; see Table 5 . Overall, each of the likelihood models studied herein were capable of producing accurate elastic modulus field estimates as the corruption in the observed data increased; see Fig. 9 . The only advantage seen was that the ECE likelihood model seems to required fewer burn-in samples to reach a stationary distribution of the Markov chain, providing a regularization behavior. 
Parameter Estimation Under Uncertainty: MAP Estimate Approach
This section presents the results obtained with the MAP estimate approach. This approach produces the most likely value of the posterior parameter distribution. The resulting statistical parameter estimation problem is equivalent to solving a regularized deterministic optimization problem with Gaussian likelihood and prior. The problem was solved as a constrained optimization problem using the npsol sqp method in DAKOTA. The bounds were set to 1 Pa ≤ E ≤ 10 Pa and the initial guess was set to E init = 5 Pa. The MAP method was investigated in the context of the standard, MECE, and ECE Bayesian formulations presented in Section 3.2. The discretization of Eqs. (44)- (46) is equivalent to the choice of Gaussian pdf for the prior and likelihood functions with prior meanx = 0, likelihood meanē = 0, Γ error = (β/h)I, and Γ prior = (κ/h)I. Here, h = 1/1000 denotes the element size and I is an identity matrix. Furthermore, we set β = 1 and the parameters κ and γ to the values shown in Table 3 . Figure 10 shows the posterior elastic modulus field predicted with the MAP estimate approach. The mean elastic modulus field E predicted with the standard, MECE, and ECE Bayesian formulations were close to the benchmark elastic modulus field. However, the accuracy of each prediction varied depending on which Bayesian formulation was utilized. In the case where the standard and MECE Bayesian formulations were used, the mean estimates and the standard deviations are almost similar. However, from the constrained optimization results shown in Table 2 , we notice that the elastic modulus fields predicted with the MECE formulation were closer to the benchmark solution than the elastic modulus fields predicted with the L 2 formulation, especially as the corruption in the observed data increased. Furthermore, when the problem statistics were computed, the elastic modulus estimates predicted with the L 2 formulation displayed an increase in the parameters standard deviation. One can argue that these results are due to the weak enforcement of both the error in the observed data and the error in the constitutive equation into the variational boundary value problem when the MECE Bayesian formulation is implemented. This weak enforcement of both errors into the variational boundary value formulation seemed to provide a regularization behavior that reduced the uncertainty in the solution.
In the case where the ECE Bayesian formulation was used, the elastic modulus field estimates predicted with the ECE Bayesian approach were the most accurate of the three Bayesian MAP formulations studied herein. However, these elastic modulus field estimates displayed higher variance from its mean than the elastic modulus field estimates computed with the standard and MECE Bayesian formulations. One possible explanation for these high variances is the strong imposition of the observed data as Dirichlet conditions. Thus, any uncertainty in the observed data is Posterior elastic modulus field with 1% noise in the data. Here, the solid line denotes the target elastic modulus field, the dashed line denotes the predicted elastic modulus, and the dotted lines denote the elastic modulus upper and lower bounds (i.e., mean ±2 standard deviation).
directly passed into the deterministic model. Thus, for highly corrupted data, this approach can lead to inaccurate mean estimates as well as high uncertainty in the solution.
Finally, the authors observed that the elastic modulus field estimates were sensitive to the regularization coefficient κ. For instance, for high values of κ, the uncertainty in the mean estimates decreased and for low values of κ it increased. The uncertainty in the mean estimates is related to the corruption in the observed data. High levels of corruption in the observed data will induce significant errors in the mean estimates. Regularization methods have been developed to deal with these errors. As the corruption in the observed data increases, more regularization is needed in order to prevent overfitting. The direct effect of increasing the regularization coefficient κ is the smoothing of the error surface; thus, the error surface becomes more convex. Hence, the uncertainty in the solution will decrease. However, the accuracy of the mean estimate will suffer due to the smoothing of the error surface. Meanwhile, less regularization is needed as the corruption in the observed data decreases. However, the possibility of multiple solutions satisfying the problem constraints increases for lower values of κ. Thus, the uncertainty in the elastic modulus field estimates will increase.
CONCLUSIONS
This paper investigated the problem of parameter estimation in the context of constrained regularized optimization, unconstrained optimization, and stochastic parameter estimation. For the constrained optimization approaches, we investigated three formulations: L 2 , MECE, and ECE formulations. We found that the MECE and ECE formulations predicted accurate results in fewer iterations than the L 2 formulation, with the ECE formulation requiring the fewest iterations. However, it is possible that the constrained optimization approach based on the ECE formulation can break down for high levels of noise due to the strong imposition of the observed data as Dirichlet conditions. For this reason, we expect that the MECE formulation will result in more accurate predictions than the ECE formulation when the corruption in the observed data increases. In the context of the regularization methods, it was observed that lower reconstruction errors were obtained when the TV regularization was used instead of Tikhonov regularization. We expected to have such results given that TV regularization is an appropriate regularization method to use for reconstructing discontinuous functions. For the unconstrained nonlinear least-squares approach, it was observed that the elastic modulus field predicted with both the MECE and ECE formulations was more accurate than the elastic modulus field obtained with the standard NLLS formulation. Moreover, the MECE and ECE formulations were more tolerant to corruption in the observed data than the standard NLLS approach.
In the context of Bayesian calibration, the global convergence capability of MCMC algorithms lets all three stochastic models yield elastic modulus field estimates close to the benchmark elastic modulus field. However, the ECE stochastic model required fewer burn-in samples than the standard and MECE stochastic models to reach a stationary distribution of the Markov chain. Moreover, our study showed that the ECE likelihood formulation provides a regularization behavior and improves the convergence of the Markov chain posterior. Yet, as in the deterministic optimization methods case study, it is possible that the ECE likelihood formulation could break down for high levels of noise in the data due to the strong imposition of the observed data as Dirichlet conditions.
For the MAP estimate approach, it was observed that the MECE and ECE formulations produced lower reconstruction errors than the L 2 formulations. Thus, the elastic modulus fields predicted with the stochastic models based on the MECE and ECE formulations were closer to the benchmark solution. Furthermore, the results showed that the MAP estimate approach based on the ECE formulation required the fewest iterations to yield an optimal elastic modulus field. One main criticism of the MAP estimate approach is that it gives point estimates of the posterior parameter distribution, whereas the MCMC approach generates full posterior distribution via sampling. However, the MAP estimate approach can serve as an alternative to MCMC methods for quantifying uncertainty in statistical inverse problems that are governed by expensive numerical models and high-dimensional spaces.
