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1. Introduction. As in the first part of this paper (see [1]) we are interested in the connec-
tion between additional symmetries and the string equation. Now we extend this theory to
the multi-component (i.e. matrix) KP or KdV (mcKdV) hierarchies, and to modified KdV
(mKdV).
In addition to having pure mathematical interest, this study is also necessary for some
physical applications. It is known that some matrix models, such as e.g. unitary matrix
models, lead to the string equation for mKdV (see [10] and [2]). An important feature of a
string equation is its close relation to some hierarchy of integrable equations. This is well-
known in the case of the string equation of KdV hierarchies. The relation between them
consists in the fact that the string equation is invariant under the flows generated by the
hierarchy equations. As the experience with KdV shows, the origin of this invariance is the
following: there are some additional symmetries of the hierarchy which do not belong to the
hierarchy although they commute with it. The set of fixed points of an additional symmetry
is invariant under the hierarchy, and the string equation is nothing but the condition of this
stationarity.
Thus, we would study additional symmetries acting on mKdV if not for a little obstacle:
to all appearances, the additional symmetries do not act on mKdV at all! How can this
happen if it is known that they act on KdV hierarchies, and the latter are connected with
mKdV by the Miura transformation? The problem is that there are, in fact, n different
KdV operators corresponding to the same mKdV operator, and the results of action of the
additional symmetry on them are not compatible (this is only our conjecture but a very
plausible one).
Fortunately, the mKdV equation can be embedded into the mcKdV hierarchy (we are
not sure if this fact has been somewhere mentioned before). In this, wider, phase space the
additional symmetries do not act worse than they did for the ordinary, scalar KdV. It is true
that the flows of additional symmetries do not respect the submanifold representing mKdV.
But if a point on the submanifold is stationary under an additional symmetry, it stays on this
submanifold. The mKdV string equation induces the corresponding KdV string equation.
Irrespectively of their application to mKdV, the mcKdV can play a role in some matrix
models. This is why we start from these hierarchies. In contrast to [10] or [2] we consider
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hierarchies of an arbitrary order n (instead of n = 2): consideration of a special case often
obscures general facts and formulas.
Here, as well as in the first part, we are prompted by a desire to show that the notion
of an additional symmetry which, only a few years ago, seemed to be some peripheral part
of the theory of integrable systems is actually the base of these new developments (string
equation, Virasoro constraints or, more general, W-constraints). We use the most general
and convenient form of additional symmetries given in [4] (while the first work introducing
them was [5]). Acquaintance with the general background of this theory can be made e.g.
with the help of [6].
As in the first part, we also study the action of additional symmetries on the Grassman-
nian.
Part 1. Multi-component KP and KdV (mcKdV).
2. Definition. Let
L = A∂ + u0 + u1∂
−1 + · · ·
where ui are n×n matrices, A = diag(a1, ..., an), ai are distinct non-zero constants. Diagonal
elements of u0 are assumed to be zero. Let Rα =
∑∞
j=0Rjα∂
−j , α = 1, ..., n, where R0α = Eα,
Eα is a matrix having only one non-zero element on the (α, α) place which is equal to 1; Rα
is supposed to satisfy
[L,Rα] = 0.
It can be shown that such matrices exist and their elements are differential polynomials in
elements of ui being
RαRβ = δαβRα,
n∑
α=1
Rα = I
(i.e. this is a spectral decomposition of the unity). The mcKP hierarchy (multicomponent
KP) is
∂kαL = [(L
kRα)+, L], ∂kα = ∂/∂tkα, k = 0, 2, ...; α = 1, ..., n (2.1)
and tkα are the “time variables” of the hierarchy. The equations imply ∂kαRβ = [Bkα, Rβ].
Notice that ∂0αL = [Eα, L].
It can be shown that the equations commute. The variables x and tkα are not independent:
∂ =
∑
α
a−1α ∂1α
(Greek indices always run from 1 to n).
Remark 1. Two viewpoints on the last formula are possible: i) not to introduce explicitly
x and to consider ∂ as
∑
α a
−1
α ∂1α by definition, ii) to consider a separate variable x, however,
x and t1α are involved in formulas not independently but only in combinations t1α + a
−1
α x.
Here we accept the first point, in Sects. 7 and 8 the second one. Let
L = wˆA∂wˆ−1, where wˆ = wˆ(A∂) =
∞∑
0
wi(A∂)
−i, w0 = I;
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Then Rα = wˆEαwˆ
−1. Put
w = wˆ(A∂) exp ξ(t, z) = wˆ(z) exp ξ(t, z); where ξ(t, z) =
∞∑
k=0
n∑
α=1
zkEαtkα.
This is the Baker function; it satisfies the equations
Lw = zw, and ∂kαw = (L
kRα)+w.
The latter equation is equivalent to
∂kαwˆ = −(L
kRα)−wˆ. (2.2)
Remark 2. Series wˆ are defined up to a multiplication on the right by series
∑∞
0 ai∂
−i with
constant diagonal matrices ai. Instead of being constant they can satisfy a weaker condition
∂ai = 0, then the last equation must be written in a more general form:
∂kαwˆ = −(L
kRα)−wˆ + wˆb,
where b =
∑∞
1 bi∂
−i is a diagonal series in ∂−1 with coefficients not depending on x.
Remark 3. We have ∂0αwˆ = −(Rα − Eα)wˆ = −wˆEa + Eαwˆ = [Eα, wˆ]. Symmetries
related to “zero” time variables t0α are similarity transformations with constant matrices.
3. Additional symmetries. We introduce them in a way similar to that in the scalar
case (see, e.g. [6], sect. 7.8.1.).
The operator ∂kα − (L
kRα)+ can be represented in a “dressing” form:
∂kα − (L
kRα)+ = wˆ∂kαwˆ
−1 + (∂kαwˆ)wˆ
−1 − (LkRα)+
= wˆ∂kαwˆ
−1 − LkRα = wˆ(∂kα − (A∂)
kEα)wˆ
−1 (3.1)
(using (2.2)). Thus, the hierarchy equation (2.1) is a dressing of an obvious equality
[∂kα − (A∂)
kEα, A∂] = 0.
There is another operator commuting with ∂kα − (A∂)
kEα. This is
Γ =
∞∑
l=1
n∑
β=1
tlβl(A∂)
l−1Eβ.
Put M = wˆΓwˆ−1. Dressing the equality
[∂kα − (A∂)
kEα,Γ] = 0
we obtain
∂kαM = [(L
kRα)+,M ].
Together with (2.1) this implies more general equality
∂kα(M
kLm) = [(LkRα)+,M
kLm]. (3.2)
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In order to define a one-parameter group of additional symmetry, take some variable t∗l,m,α
(the asterisk superscript will distinguish variables of additional symmetries) and consider an
equation
∂∗l,m,αwˆ = −(M
lLmRα)−wˆ, ∂
∗
l,m,α = ∂/∂t
∗
l,m,α (3.3)
which is the definition of a one-parameter group of transformation of wˆ. Then
∂∗l,m,αL = −[(M
lLmRα)−, L], ∂
∗
l,m,αRα = −[(M
lLmRα)−, Rα]. (3.4)
This implies
∂∗l,m,α(L
kRβ)− = −[(M
lLmRα)−, (L
kRβ)−]− − [(M
lLmRα)−, (L
kRβ)+]−
= −[(M lLmRα)−, (L
kRβ)−]− [M
lLmRα, ∂kβ]− = −[(M
lLmRα)−, (L
kRβ)− + ∂kβ].
Proposition 1. ∂kβ and ∂
∗
l,m,α commute.
[∂∗l,m,α, ∂k,β]L = −∂
∗
l,m,α[(L
kRβ)−, L] + ∂k,β[(M
lLmRα)−, L]
= [∂k,β(M
lLmRα)− − ∂
∗
l,m,α(L
kRβ)−, L] + [(L
kRβ)−, [(M
lLmRα)−, L]]
−[(M lLmRα)−, [(L
kRβ)−, L]] = [∂k,β(M
lLmRα)− − ∂
∗
l,m,α(L
kRβ)−, L]
+[[(LkRβ)−, (M
lLmRα)−], L]
= [∂k,β(M
lLmRα)− − ∂
∗
l,m,α(L
kRβ)− + [(L
kRβ)−, (M
lLmRα)−], L]
= [[∂k,β + (L
kRβ)−, (M
lLmRα)−]− ∂
∗
l,m,α(L
kRβ)−, L]
= [[∂k,β + (L
kRβ)−, (M
lLmRα)−] + [(M
lLmRα)−, ∂k,β + (L
kRβ)−], L] = 0.
If they commute on L then they commute on the whole differential algebra generated by
coefficients of L.
Proposition 2. The Lie algebra of operators ∂∗l,m,α is isomorphic to the Lie algebra
generated by −zl∂mz Eα where ∂z = ∂/∂z (or −z
m∂lzEα, which is the same).
This is what they call W∞-algebra.
Proof. First we find the following commutation relations:
[L,M ] = wˆ[A∂,
∑
l,β
tlβ(A∂)
l−1Eβ]wˆ
−1 = wˆ
1
n
∑
β
aβ · a
−1
β Eβwˆ
−1 = 1, (3.5)
[Rα,M ] = wˆ[Eα,
∑
l,β
tlβ(A∂)
l−1Eβ ]wˆ
−1 = 0. (3.6)
Then we prove
Lemma. The correspondence ∂∗l,m,α 7→ M
lLmRα is an anti-isomorphism of Lie algebras.
(One may not identify ∂∗0,m,α and ∂m,α in this lemma: they act on M in different ways,
∂∗0,m,αM = −[(L
mRα)−,M ] while ∂m,αM = [(L
mRα)+,M ]; the action of these operators on
L coincides. The reason of this distinction is the explicit dependence M of tkα).
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Proof of the lemma. For the simplicity of notations, let M lLmRα = almα. We have (a
circle around a subscript “minus” ,⊖, means that this subscript can be omitted)
[∂∗l,m,α, ∂
∗
k,n,β]L = −∂
∗
l,m,α[(aknβ)−, L]− ((l, m, α)⇔ (k, n, β))
= [[(almα)−, aknβ]−, L] + [(aknβ)−, [(almα)−, L]]− ((l, m, α)⇔ (k, n, β))
= [[(almα)−, (aknβ)−]⊖, L] + [[(almα)⊖, (aknβ)+]−, L]
+[[(aknβ)−, (almα)−], L] + [(almα)−, [(aknβ)−, L]]
−[[(aknβ)−, almα]−, L]− [(almα)−, [(aknβ)−, L]]
= [[almα, aknβ]−, L] = −[[aknβ , almα]−, L]. ✷
The rest follows from the fact that the commutation relation forM and L is the same as for z
and ∂z, that {Rα} commute with both L and M , and that {Rα} is a spectral decomposition
of the unity. The proposition is proven.
Remark. The isomorphism stated in the proposition 2 is not simply an abstract iso-
morphism: operators −zm∂lzEα are exactly how ∂
∗
l,m,α act on the Grassmannian (see sect. 8).
4. Reductions. The hierarchy and additional symmetries admit reductions to subman-
ifolds of operators L such that Lh is a purely differential operator, i.e. Lh = Lh+, operators
Lk being understood as (Lh+)
k/h. This means that the right hand sides of the equations
giving the hierarchy and additional symmetries can be written in terms of (Lh+)
k/h modulo
Lh−. This implies that, if initially L
h
− = 0, it will not arise in the process of motion along the
trajectories of the hierarchy or of the additional symmetries.
We shall call this reduction the hth mcKdV reduction. For this reduction we have∑
α
∂(lh)αL = −[L
lh, L] = 0, l = 1, 2, ... (4.2)
One of the most important reduction (considered in [2]) is for h = 1:
L = A∂ + u0. (4.1)
In the scalar case this reduction is trivial.
There is also a reduction of a different kind. We can assume that operators L are formally
skew-symmetric, L∗ = −L (where (f∂k)∗ = (−∂)kf) which corresponds to unitary wˆ. Then
Rα are self-adjoint. We also can consider only real L.
For example, let the matrix dimension n be 2. Consider both reductions, L being real
skew-symmetric and h = 1. Then L = A∂ + u0 where A can be chosen as diag(1,−1) and
L =
(
∂ −v
v −∂
)
.
Changing the frame we obtain
L =
1
2
(
1 1
1 −1
)(
∂ −v
v −∂
)(
1 1
1 −1
)
=
(
0 ∂ + v
∂ − v 0
)
.
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This is the operator discussed in [2].
5. String equation. Let l ≥ 1. The equation (3.4) implies
∂∗l,m,αL
h = −[(M lLmRα)−, L
h] = −[M lLmRα, L
h] + [(M lLmRα)+, L
h].
We shall assume the system being reduced to purely differential operators Lh. The first term
of the r.h.s. of the above formula is
l∑
i=1
(
h
i
)(
l
i
)
i!M l−iLh−i+mRα.
If l = 1 and m = −h+1 then the sum reduces to one term which is a constant, h. Summing
over α, we have
∂∗1,−h+1L
h = h+ [(ML−h+1)+, L
h].
where ∂∗l,m =
∑
α ∂
∗
l,m,α. Evidently, ∂
∗
l,mL = −[(M
lLm)−, L].
The string equation is ∂∗1,−h+1L
h = 0, or, in an equivalent form,
[Lh, (ML−h+1)+, L
h] = h.
In the case of the reduction h = 1 it is simply
[L,M+] = 1
(which is an equation, in contrast to the identity [L,M ] = 1).
6. Grassmannian. Definition of the Grassmannian. Let H be L2(S,Cn), a space of
series v(z) =
∑∞
−∞ vkz
k where vk ∈ C
n, |z| = 1, let H+ and H− be spaces of truncated series:
H+ = {
∑∞
0 }, H− = {
∑−1
−∞}; H = H+⊕H−. Let p± be natural projections of H onto these
subspaces. We shall think of vectors as vector-rows.
The Grassmannian, Gr, is the set of all subspaces V ⊂ H enjoying the properties: p+|V
is a one-to-one correspondence (i.e. we restrict the definition to a generic case), and p−|V is
an operator of a trace class. We say that a matrix function belongs to V if all its rows do.
Let g(t, z) = exp ξ = exp
∑∞
k=0
∑n
α=1 z
kEαtkα. Let g
−1 be a transformation of the space H :
g−1 : H → H, v 7→ vg−1.
If V ∈ Gr then for almost all t the subspace V g−1 ∈ Gr.
The Baker function corresponding to an element V ∈Gr, denoted as wV (t, z), is deter-
mined by conditions i) for every set of variables t = (tkα) wV belongs to V as a function of
z, ii) p+(wV g
−1) = 1. Together the conditions mean that wV (t, z) is the unique element of
V of the form
wV (t, z) = (1 +
∞∑
1
wiz
−i)g(t, z) ≡ wˆV (t, z)g(t, z).
Proposition 1. The Baker function wV (t, z) is a Baker function of the mcKP hierarchy
defined in a formal sense in the section 2.
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The proof can be found in [3].
Proposition 2. If zhV ⊂ V for an element of the Grassmannian then Lh is a purely
differential operator.
Proof. We have
∑
α
(LhRα)+wV − z
hwV =
∑
α
∂hαwV − z
hwV =
∑
α
∂hαwˆV · g(t, z).
Now, ∂hαwV belong to V as derivatives with respect to parameters, so does z
hwV by the
assumption, which implies that
∑
α ∂hαwˆV · g(t, z) ∈ V . By the above mentioned uniqueness
this gives
∑
α ∂hαwˆV = 0 and
∑
α(L
hRα)+wV − z
hwV = 0 i.e. (L
h)+wV − z
hwV = 0. On the
other hand, LhwV − z
hwV = 0 which yields (L
h)−wV = 0 and L
h
− = 0, as required.
In particular, L is a differential operator, L = A∂ + u0 if the corresponding element of
the Grassmannian enjoys the property zV ⊂ V .
7. z-operators and the Grassmannian. If a reader is not interested in the problem
how the additional symmetries act on the Grassmannian, he can skip this and the next
sections and go directly to the section 9 dealing with action of additional symmetries on
τ -functions and with Virasoro constraints; the more so, as for the special case of ∂∗1,m,α with
m ≤ 0, responsible for the string equation, the main result of these two sections, the propo-
sition of Sect. 8, will be proven independently and much easier in Sect. 9.
In this and the next sections we use separate variables x and t1α (see Remark 1 in Sect.
2).
In the same way as in the scalar case one can introduce “z-operators”, following Mulase
[6]:
G = G(∂z , z) =
∑
j≥0,i≤i0
aijz
i∂jz , ∂z = ∂/∂z
where the coefficients aij are matrices now. Operators
G = 1 +
∑
j≥0,i<0
aijz
i∂jz
are called monic.
The ring of z-operators is isomorphic to the ring of ΨDO under the mapping
z 7→ −A∂, ∂z 7→ A
−1x
since [∂z, z] = [A
−1x,−A∂] = 1.
In the vector case there are the same two Mulase’s theorems as in the scalar case:
Proposition 1. If V ∈Gr is an element of a Grassmannian then there is a monic z-
operator G such that V T = GHT+. (The superscript T is here for transpose; elements of V
and H+ are vector-rows and those of V
T and HT+ are vector-columns).
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Proposition 2. If a z-operator preserves H+ then it must involve only non-negative
powers of z.
The z-operators enable one to find direct relations between elements of the Grassmannian
and the dressing operator wˆ.
Let V be an element of the Grassmannian. Then, generically, V exp(−ξ(t, z)) is also
an element of the Grassmannian. The proposition 1 implies that there is a monic operator
Ψ(t, A∂z,−A
−1z) such that
e−ξ(t,z)V T = ΨHT+. (7.1)
For every v ∈ V there is some h+ ∈ H+ such that exp(−ξ)v
T = ΨhT+ i.e. h
T
+ = Ψ
−1 exp(−ξ)vT .
Differentiating this with respect to tkα we have
∂kαh
T
+ = −Ψ
−1(∂kαΨ)Ψ
−1 exp(−ξ)vT −Ψ−1zkEα exp(−ξ)v
T
= −Ψ−1(∂kαΨ)h
T
+ −Ψ
−1zkEαΨh
T
+.
Put L∗ = Ψ−1zΨ and R∗α = Ψ
−1EαΨ. Then the obtained equation can be rewritten as
[−Ψ−1(∂kαΨ)− ((L
∗)kR∗α)
T ]hT+ = ∂kαh
T
+.
The right-hand side belongs to H+, then so does the left-hand side. The element h+ ∈
H+ is an arbitrary element of H+; applying the proposition 2 we see that −Ψ
−1(∂kαΨ) −
((L∗)kR∗α))− = 0 and ∂kαΨ = −Ψ((L
∗)kR∗α)−. Passing to ΨDO we get the same equality
and L∗ = Ψ−1(−A∂)Ψ, R∗α = Ψ
−1EαΨ.
Let us pass now to conjugate operators which means that all matrices should be replaced
by transposes, ∂ by −∂, and all factors written in the inverse order. Conjugation is denoted
by a star, ∗. Let
wˆ(t, x, ∂) = Ψ∗(t, x, ∂), L = (L∗)∗, Rα = (R
∗
α)
∗.
Then we arrive at the equations
∂kαwˆ = −(L
kRα)−wˆ, L = wˆA∂wˆ
−1, Rα = wˆEαwˆ
−1.
This is nothing but the equation of the hierarchy. Thus, we constructed a dressing operator
corresponding to V ∈Gr.
Notice that in our construction variables tkα and x where independent; the hierarchy
equations show that wˆ depends on the variables x and t1α only in combinations t1α + a
−1
α x.
8. Additional symmetries and the Grassmannian. We are going to obtain the
action of additional symmetries (3.3) on elements of the Grassmannian.
All operators involved in (3.3) depend on x in combinations t1α + a
−1
α x (see Sect. 2,
Remark 1). In particular, M = wˆΓwˆ−1 where
Γ =
∞∑
l=1
n∑
β=1
tlβl(A∂)
l−1Eβ +
n∑
β=1
a−1β xEβ =
∞∑
l=1
n∑
β=1
tlβl(A∂)
l−1Eβ + A
−1x.
Let us take the conjugated equation:
∂∗l,m,αΨ = −Ψ((L
∗)m(M∗)lR∗α)−
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where, as in the previous section, Ψ = wˆ∗.
Now, pass from the ΨDO to the z-operators. A relation exp(−ξ)vT = ΨhT+ connects an
arbitrary element v of V ∈Gr with an element h+ ∈ H+. Act with ∂
∗
l,m,α on both the sides
of this equality:
∂∗l,m,α exp(−ξ)v
T = −Ψ((L∗)m(M∗)lR∗α)−h
T
+ +Ψ∂
∗
l,m,αh
T
+
= −Ψ((L∗)m(M∗)lR∗α)h
T
+ +Ψg
T
+
where gT+ = ((L
∗)m(M∗)lR∗α)+h
T
+ + ∂
∗
l,m,αh
T
+ is an element of H+. Now,
∂∗l,m,α exp(−ξ)v
T = −zm(
∞∑
l=1
n∑
β=1
tlβl(A∂)
l−1Eβ + ∂z)
lEαΨh
T
+ +Ψg
T
+
= −zm(
∞∑
l=1
n∑
β=1
tlβl(A∂)
l−1Eβ + ∂z)
lEα exp(−ξ)v
T + exp(−ξ)vT1
where v1 is an element of V . Now, notice that (
∑∞
l=1
∑n
β=1 tlβl(A∂)
l−1Eβ + ∂z) exp(−ξ) = 0,
hence
(
∞∑
l=1
n∑
β=1
tlβl(A∂)
l−1Eβ + ∂z)
l(exp(−ξ)vT ) = exp(−ξ)∂lzv
T .
Using this formula and canceling exp(−ξ) in the previous equation we obtain
∂∗l,m,αv
T = −zm∂lzEαv
T + vT1 .
Since the action of an infinitesimal operator on an element of the Grassmannian is defined as
a mapping V → H/V (see e.g. [1]), the second term does not play any role, and the operator
∂∗l,m,α acts on elements of the Grassmannian as the operator−z
m∂lzEα. Thus, we have proven:
Proposition. Additional symmetries ∂∗l,m,α act on transposed elements of the Grassman-
nian (i.e. on vector-columns) as operators −zm∂lzEα. (Their action on vector-rows differs:
multiplication on Eα is on the right).
If an operator Eα acting on elements v ∈ V as Eαv = vEα is introduced then the above
proposition can be formulated as: ∂l,m,α act on the elements of the Crassmannian as opera-
tors −zm∂lEα.
9. Action of additional symmetries on the Baker and the τ-functions. Like
the Baker functions of the usual KP, Baker functions of mcKP can be expressed in terms
of τ -functions (see, e.g., [3]). The significance of this fact is that infinitely many variables,
coefficients of the Baker function, are replaced by only one function, in the case of KP, and
n2 functions for mcKP.
In the latter case a τ -function is a matrix T = {ταβ} with equal diagonal elements
ταα = τ , and the relation between the Baker and the τ -functions is the following:
wˆαα(t, z) =
τ(..., tsγ − δγβ · 1/sz
s, ...)
τ(t)
, (9.1)
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and
wˆαβ(t, z) = z
−1 ταβ(..., tsγ − δγβ · 1/sz
s, ...)
τ(t)
, α 6= β. (9.2)
(Attention: only those time variables tsγ are shifted whose index γ coincides with the number
of the column, γ = β).
We start with the action of additional symmetries on the Baker functions and then
transfer it to the τ -functions, using (9.1) and (9.2). For simplicity we are doing this for the
most important case of symmetries ∂∗1,m,α, related to the string equation.
For the dressing operator wˆ = wˆ(A∂) we have
∂∗1,m,αwˆ = −(ML
mRα)−wˆ = −{wˆ
∞∑
k=1
ktkα(A∂)
k+m−1Eαwˆ}−wˆ.
Here we concentrate on the case m ≤ 0. The right hand side of the last equation is a sum of
three terms, with negative, zero and positive k +m− 1, the first of them is
N = −wˆ
−m∑
1
ktkα(A∂)
k+m−1Eα = −[wˆ, t1α](A∂)
mEα −
−m∑
1
ktkαwˆ(A∂)
k+m−1Eα.
(This term is absent for m = 0). The second is
Z = −{wˆ(−m+ 1)t−m+1,αEαwˆ
−1}−wˆ
= −wˆ(−m+ 1)t−m+1,αEα + (−m+ 1)t−m+1,αEαwˆ
= −(−m+ 1)[wˆ, t−m+1,αEα] = −(−m+ 1)[wˆ, t−m+1,α]Eαδm,0 − (−m+ 1)t−m+1,α[wˆ, Eα].
The third:
P =
∞∑
−m+2
ktkα∂k+m−1,αwˆ
= −[wˆ, t1α]Eαδm,0 + (−m+ 1)t−m+1,α∂0αwˆ.
Now, notice:
i) wˆ(A∂) exp(A−1xz) = wˆ(z) exp(A−1xz), ii) [A∂, t1α]Eα = Eα,
iii) wˆ(A∂)t1α exp(A
−1xz)Eα = {t1αwˆ(z) + ∂zwˆ(z)} exp(A
−1xz)Eα,
or
[wˆ(A∂), t1α] exp(A
−1xz)Eα = ∂zwˆ exp(A
−1xz)Eα.
Applying the operator ∂∗1,m,αwˆ to exp(A
−1xz) and canceling exp(A−1xz) we get
Proposition 1. The action of additional symmetries ∂∗1,m,α with m ≤ 0 on wˆ is given by
∂∗1,m,αwˆ(z) = −z
m∂zwˆ(z)Eα −
−m∑
1
ktkαz
k+m−1wˆ(z)Eα
+
∞∑
−m+1
ktkα∂k+m−1,αwˆ(z)
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or, in coordinates,
∂∗1,m,αwˆγβ(z) = −z
m∂zwˆγβ(z)δαβ −
−m∑
1
ktkαz
k+m−1wˆγβ(z)δαβ
+
∞∑
−m+1
ktkα∂k+m−1,αwˆγβ(z) (9.3)
Remark. Like the action of the KP operators on wˆ (see remark 2 at the end of Sect.
2), the action of additional symmetries is defined up to terms wˆb where b =
∑∞
1 bi∂
−i is a
series with constant diagonal matrices bi.
One can also obtain an action of ∂∗1,m,α on the Baker function w = wˆ exp ξ(t, z). It is
easy to see that
∂∗1,m,αw = −z
m∂zwEα +
∞∑
−m+1
ktkα∂k+m−1,αw.
If w is wV i.e. the Baker function determined by an element V of the Grassmannian, then
w ∈ V , the last terms of the above equality also belongs to V , and ∂∗1,m,α acts on w as the
operator −zm∂zEα modulo V , where Eαw, by definition, is wEα.
Values of w for all t span the subspace V . Action of ∂∗1,m,α on an element of the Grass-
mannian V is the action of this operator on elements of V modulo V , i.e. the mapping
V → H/V (see e.g. [1]). Therefore, we have independently proved the proposition of Sect.
8: Additional symmetries ∂∗1,m,α act on elements of the Grassmannian as operators −z
m∂zEα.
In [1] it was shown how, using the relations of the type (9.1) and (9.2), to transfer the
action of ∂∗s from wˆ to τ . It was done in both ways: the equivalence between some actions
of ∂∗ on wˆ and on τ was proven. Now, for brevity, we do this in one way: show that some
given action of ∂∗ on ταβ implies (9.3).
Proposition 2. The action of additional symmetries ∂∗1,m,α with m ≤ 0 on (τγβ) is given
by
∂∗1,m,ατγβ = (
∞∑
k=−m+1
ktkα∂k+m−1,α +
1
2
∑
k+l=−m+1
kltkαtlα)τγβ + cτγβ (9.4)
where tkα are arguments of this element τγβ (Eqs (9.1)and (9.2) show that some of them can
be shifted, and then we should replace t in this formula by a shifted argument).
Proof. Let τ˜αβ = ταβ(..., tsγ − δγβ · 1/sz
s, ...). Eq (9.4) implies that
∂∗1,m,ατ˜γα = [
∞∑
k=−m+1
k(tkα −
1
kzk
)∂k+m−1,α +
1
2
∑
k+l=−m+1
kl(tkα −
1
kzk
)(tlα −
1
lzl
)]τ˜γα + cτ˜γα
We have
∂∗1,m,αwˆγβ = τ
−1∂∗1,m,ατ˜γβ − τ˜γβτ
−2∂∗1,m,ατ.
First we consider β 6= α.
∂∗1,m,ατ˜γβ = (
∞∑
k=−m+1
ktkα∂k+m−1,α +
1
2
∑
k+l=−m+1
kltkαtlα)τ˜γβ + cτ˜γβ
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and, as it is easy to see, ∂∗1,m,αwˆγβ =
∑∞
k=−m+1 ktkα∂k+m−1,αwˆγβ that coincides with the
required by (9.3).
Now, let β = α. Then
∂∗1,m,αwˆγα = τ
−1[
∞∑
k=−m+1
k(tkα −
1
kzk
)∂k+m−1,α +
1
2
∑
k+l=−m+1
kl(tkα −
1
kzk
)(tlα −
1
lzl
)]τ˜γα
−τ˜γατ
−2(
∞∑
k=−m+1
ktkα∂k+m−1,α +
1
2
∑
k+l=−m+1
kltkαtlα)τ
=
∞∑
k=−m+1
ktkα∂k+m−1,ατ˜γα −
∑
k+l=−m+1
tkαz
−lwˆγα −
m
2
zm−1wˆγα.
If one takes into account that
τ−1
∞∑
k=−m+1
z−k∂k+m−1,ατ˜γα = z
m∂z τ˜γα/τ = z
m∂zwˆγα
and that the term (m/2)zm−1wˆγα is irrelevant according to the above remark, this coincides
with (9.3). This proves our proposition.
Thus, the string equation is equivalent to the requirement that
n∑
α=1
(
∞∑
k=−m+1
ktkα∂k+m−1,α +
1
2
∑
k+l=−m+1
kltkαtlα)τγβ + cαβτγβ = 0 γ, β = 1, ..., n.
This is the so-called Virasoro constraint. It is clear that also higher Virasoro constraints can
be written in the same manner as in the scalar case (see, e.g. [1]). We skip this.
Part 2. Modified KdV (mKdV).
10. Definition. Let v1, ..., vn be independent generators of a differential algebra Av.
We shall also use vk with any integer subscript k assuming that vk+n = vk. Put
Li := (∂ + vi)...(∂ + vn)(∂ + v1)...(∂ + vi−1) = (∂ + vi)...(∂ + vi+n−1)
and B
[i]
k = (L
k/n
i )+, k ∈ Z, which is a kth order operator. Each Li can also be represented
as
Li = ∂
n + u
[i]
1 ∂
n−1 + ...+ u[i]n .
The coefficients {u
[i]
k }, k = 1, ..., n are elements of Av
u
[i]
k = Fk(vi, ..., vi+n−1), k = 1, ..., n. (10.1)
These functions define the Miura transformation. They determine an embedding of the
differential algebra Au[i] of all differential polynomials in u
[i]
k into Av,
Au[i] ⊂ Av.
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(If we wish u
[i]
1 = 0 then it must be v1 + ... + vn = 0).
For each Li we can construct its KdV hierarchy
∂kLi = [B
[i]
k , Li], k = 1, 2, ... ; ∂k = ∂/∂tk. (10.2)
Lemma. B
[i]
k (∂ + vi)− (∂ + vi)B
[i+1]
k (where, by definition, B
[n+1]
k = B
[1]
k ) are zero-order
differential operators.
Proof. Starting from an obvious relation Li(∂+vi) = (∂+vi)Li+1 we derive L
k/n
i (∂+vi) =
(∂ + vi)L
k/n
i+1 whence
B
[i]
k (∂ + vi)− (∂ + vi)B
[i+1]
k = −(L
k/n
i )−(∂ + vi) + (∂ + vi)(L
k/n
i+1)−.
The r.h.s. is a zero-order ΨDO hence so is the l.h.s. On the other hand, this is a differential
operator. ✷
Corollary. The system of equation
∂kvi = B
[i]
k (∂ + vi)− (∂ + vi)B
[i+1]
k , i = 1, ..., n (10.3)
makes sense.
This system (for every fixed k) is called a modified KdV equation (mKdV).
Proposition. The equation (10.3) is an extention to Av of every equation (10.2) given
on Au[i] (i.e. for each fixed i = 1, ..., n).
Remark. Differential algebras Au[i] do not coincide i.e. elements of one of them are not,
generally, differential polynomials of another. A transition of one of them to another via Av
(i.e. by integrating the Miura formulas with respect to vk) is the Ba¨cklund transformation
discovered by Adler [8].
Proof of the proposition. Let ∂k be given on the generators vk of Av by (10.3). Then
∂kLi = ∂k(∂ + vi)...(∂ + vi+n−1) =
i+n−1∑
l=1
(∂ + vi)...(∂ + vl−1)(B
[l]
k (∂ + vl)
−(∂ + vl)B
[l+1]
k )(∂ + vl+1)...(∂ + vi+n−1) = B
[i]
k Li − LiB
[i]
k = [B
[i]
k , Li].
All the equations (10.2), for any i, are the same KdV system but they differ by their
embedding into Av. If a solution uk to the KdV equation is given we can take it for u
[i]
k
and solve Eq.(10.1) with respect to vk. Solutions depend on some arbitrary constants which
may depend on the time variable. The previous proposition means that the constants can
be chosen properly to make vk satisfy the mKdV equation. (It suffices to find vk in an initial
moment t = t0 and then take them as initial conditions for the mKdV system. If we return
from vk(t) to uk(t) solving Eq.(10.1) in the opposite direction, this solution to KdV must
coincide with the original since they coincide at the initial moment).
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Thus n solutions of the KdV equation correspond to any solution of mKdV. They are,
of course, not independent, but closely connected by the equation
Li(∂ + vi) = (∂ + vi)Li+1 (Ln+1 = L1). (10.4)
We call them compatible.
11. τ-functions. Let us have n compatible solutions to KdV equation, Li. Operators
L
1/n
i are solutions to KP hierarchy, and a τ -function corresponds to each of them, τi.
Proposition. The corresponding solution to mKdV can be expressed in terms of τi as
vi = ∂ log(τi+1/τi) (τn+1 = τ1). (11.1)
Proof. We represent all the Li in the form of dressing;
Li = wˆ
[i](∂)∂n(wˆ[i](∂))−1, wˆ[i](∂) =
∞∑
0
w
[i]
k ∂
−k, w
[i]
0 = 1.
wˆ[i] are unique to within multiplication on the right by constant series
∑∞
0 c
[i]
k ∂
−k, c0 = 1.
Equations
wˆ[i]∂n(wˆ[i])−1(∂ + vi) = (∂ + vi)wˆ
[i+1]∂n(wˆ[i+1])−1
imply [∂n, (wˆ[i])−1(∂ + vi)wˆ
[i+1]] = 0. Then (wˆ[i])−1(∂ + vi)wˆ
[i+1] = ∂ ·
∑∞
0 c
[i]
k ∂
−k, c
[i]
k =
const, c
[i]
0 = 1.
Using the freedom of multiplication of wˆ[i] on the right by constant series we can obtain
a simpler formula (wˆ[i])−1(∂ + vi)wˆ
[i+1] = ∂ and
∂ + vi = wˆ
[i]∂(wˆ[i+1])−1 = (1 + w
[i]
1 ∂
−1 + ...)∂(1 − w
[i+1]
1 ∂
−1 + ...)
which implies vi = w
[i]
1 − w
[i+1]
1 . On the other hand, the Baker function can be expressed in
terms of the τ -function
wˆ[i](z) = τ [i](..., tk − 1/kz
k, ...)/τ [i](t)
whence w
[i]
1 = −∂1τ
[i]/τ [i] = −∂ log τ [i]. Now the required equality is obvious. ✷
Now we are going to give a construction of a set of compatible τ -functions within the
framework of Segal-Wilson’s theory.
The original idea was given by Wilson [9].
We know that solutions to the KdV hierarchy are related to elements of a submanifold
of the Grassmannian, Gr(n) ⊂ Gr defined by the property znV ⊂ V for V ∈ Gr(n).
Now, we have n operators Li corresponding to one solution of mKdV. Therefore, our
main objects now will be n-tuples of elements of the Grassmannian, V = (V1, ..., Vn). Of
course, they cannot be independent since Li are not. We will require the following property:
zVi ⊂ Vi+1, i = 1, ..., n; (Vn+1 = V1). (11.2)
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Example. Let H be the space L2 on the circle |z| = 1, and
Vi = {f(z) =
∞∑
−N
fkz
k | f(al) = ǫ
−iαlf(ǫal); l = 1, ..., N, ǫ
n = 1}.
Functions f are supposed to be prolonged into the circle and al are distinct points, 0 < |al| <
1, while αl are arbitrary non-zero numbers. It is easy to see that all properties are satisfied.
Eq.(6) implies that znVi ⊂ Vi, thus, Vi ∈Gr
(n), and there are corresponding τ -functions
τi and Baker functions wVi = wV,i.
Proposition. There are operators ∂ + vk such that
(∂ + vk)wV,k+1 = zwV,k.
Proof. Let g = exp ξ(t, z) where ξ(t, z) =
∑∞
1 tkz
k. By the definition of a Baker function
wV,k+1 = (1 + a1z
−1 + ...)g ∈ Vk+1,
then
∂wV,k+1 = (z + a1 + ...)g ∈ Vk+1,
wV,k = (1 + b1z
−1 + ...)g ∈ Vk,
zwV,k = (z + b1 + ...)g ∈ zVk ⊂ Vk+1
whence
∂wV,k+1 − zwV,k − (a1 + b1)wV,k+1 = O(z
−1)g ∈ Vk+1,
therefore this quantity is zero (since the Baker function is unique), and vk = −(a1 + b1). ✷
Corollary. If wV,k = wˆV,kg, where wˆV,k =
∑∞
0 wk,i∂
−i, then
(∂ + vk) · wˆk+1,W = wˆk,W · ∂.
This is nothing but the compatibility condition for mKdV. It implies
(∂ + vi)...(∂ + vi+n−1)wˆi = wˆi∂
n
i.e. Li = wˆi∂
nwˆ−1i . The formula (11.1) with τi = τi,W , τi+1 = τi+1,W provides us with a
solution to mKdV.
12. mKdV as a reduction of mcKdV. The relation (10.2), (10.3), (10.4) and others
can be represented in a matrix form (see also [11]). Let
Q =


0 ∂ + v1 0
∂ + v2
. . .
· · · · · ·
∂ + vn−1
∂ + vn 0


.
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Then
Qn = L = diag(L1, ..., Ln) (12.1)
where Li were defined above. (This is, actually, the Miura transformation). Let Bk =
diag(B
[1]
k , ..., B
[n]
k ). Then Eq. (10.2) and (10.3) can be written as
∂kL = [Bk, L], ∂kQ = [Bk, Q]. (12.2)
(these are KdV and mKdV, correspondingly). The operator Q looks like the operator (4.1)
of the mcKdV hierarchy h = 1. There are two distinctions: firstly, we have matrices u0 of a
very special form and, secondly, A is no more diagonal but Aij = δi+1,j (recall periodicity:
i+ n is identified with i). There are various possibilities to deal with such A. For example,
changing the basis, we can reduce A to a diagonal form diag(1, ǫ, ..., ǫn−1) where ǫ is an nth
root of the unit. We can also preserve the matrix A as it is, replacing spectral projectors Eα
by
Eα = (1/n)
∑
r
ǫ−αrAr.
However, this project also has its disadvantage: the matrices Eα are complex. The best of
all, and we do this further, is to preserve the same A, but, instead of the spectral projectors,
just to use powers A−α of A.
We have to restrict some mcKdV flow to the matricesQ = (∂+V )A where V =diag(v1, ..., vn).
The submanifold of these matrices among all matrices Λ = A∂ + U will be denoted by Q.
Let us consider dressing: A∂ + U = wˆ∂Awˆ−1 i.e. (A∂ + U)wˆ = wˆ∂A, wˆ = 1 + O(∂−1).
The dressing operator wˆ is not unique: it can be multiplied on the right by monic series in
∂−1 of the type
∑
ajk∂
−jAk, coefficients are scalar constants.
Define basic mcKdV flows as
∂mαΛ = −[(Λ
mRα)−,Λ]
where Rα = wˆA
−αwˆ−1. It is easy to see that ∂11 = ∂.
Lemma. If Λ = Q ∈ Q then a diagonal matrix can be chosen as wˆ.
Proof. Rewrite the dressing equations in coordinates:
(∂ + vi)wˆi+1,j = wˆi,j−1∂. (12.3)
The equality Lnwˆ = wˆ∂n yields (∂+vi)...(∂+vi+n−1)wˆij = wˆij∂
n. This implies that wˆij∂
nwˆ−1ij
does not depend on j, wˆij∂
nwˆ−1ij = wˆij1∂
nwˆ−1ij1 whence wˆ
−1
ij1 wˆij commutes with ∂
n and is a
constant (series), cijj1. We have now wˆij = cijj1wˆij1 . Evidently, ci,j,j+1ci,j+1,j+2 = ci,j,j+2
etc. Another relation between these coefficients we obtain replacing in (12.3) wˆi+1,j by
ci+1,j,j+1wˆi+1,j+1 and wˆi,j−1 by ci,j−1,jwˆij. This gives ci+1,j,j+1 = ci,j−1,j. Two obtained
relations together mean that coefficients can be represented as ci,j,j+r = ci−j,r. Then
wˆij = ci−j,rwˆi,j+r and, in particular, wˆij = ci−j,i−jwˆii which means that wˆ = ˆˆw
∑
cr,rA
r
where ˆˆw is the diagonal part of wˆ. This proves the lemma, since there is a freedom to mul-
tiply wˆ by (
∑
cr,rA
r)−1.
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Proposition. The mKdV flow ∂k on Q can be extended to the mcKdV flow ∂kk on the
manifold of all operators Λ = ∂A + U , and variables tk can be identified with tkk.
Proof. Given an mKdV flow ∂kQ = [L
k/n
+ , Q] where L = Q
n. Let us “undress” operators
Λ = ∂A + U : Λ = ∂A + U = wˆ∂Awˆ−1. The operator wˆ can be chosen so that being
restricted to operators Q it becomes diagonal (above lemma). Take the following mcKdV
flow: ∂kkΛ = [(Λ
kRk)+,Λ]. Restriction of this flow to operators Q is ∂kkQ = [(Q
kRk)+, Q].
We have QkR = wˆAk∂kA−kwˆ−1 = wˆ∂kwˆ−1. We also have L = Qn = wˆ∂nwˆ−1. Then
Lk/n = wˆ∂kwˆ−1 (we use here the fact that wˆ is a diagonal matrix since, by definition, Lk/n
is a diagonal operator whose nth power is Ln). Thus, QkRk can be replaced by L
k/n and the
mcKdV equation becomes ∂kkQ = [(L
k/n)+, Q] i.e. it coincides with the given flow, if the
variable tkk of the mcKdV hierarchy is identified with the variable tk of the mKdV hierarchy.
This proves the proposition.
Thus, the flows ∂kk respect Q where they coincide with ∂k, mKdV flows. The others,
∂kα, with k 6= α, are transverse to Q.
Remark. An element of the vector Grassmannian corresponding to a solution of mcKdV
that reduces to Q is a direct sum of elements Vi of the scalar Grassmannian we were talking
about in the last section.
13. mKdV, additional symmetries, and the string equation. The situation is the
following. Additional symmetries act on all operators Li but it is not clear whether they act
in a compatible way (see above) and, thus, can be transferred on mKdV (and we believe they
cannot). However, if there is an embedding of mKdV operators Q into mcKdV operators
Λ = ∂A+U one can consider the additional symmetry flows on their whole manifold. They
commute with mcKdV flows, this is exactly why they are symmetries, but they do not
preserve the submanifold of operators Q. Nevertheless, if an operator Q is independent of
some additional time variable, then it satisfies the mcKdV string equation, and this equation
remains invariant under the mKdV flow (which is, in fact a restricted mcKdV flow).
Let us see what is this string equation like. It was written in Sect. 5; now we have h = 1,
Q plays the role of L, M is wˆΓwˆ−1 with Γ =
∑∞
l=1
∑n
β=1 ltlβ(A∂)
l−1A−β , and A is the matrix
δi,i+1.
Consider the additional symmetry
∂∗1,−n+1,0Q = −[(MQ
−n+1)−, Q]. (13.1)
We have
[Q,M ] = wˆ[A∂,
∞∑
l=1
∑
α
ltlα(A∂)
l−1A−α]wˆ−1 = wˆ[A∂11,
∞∑
l=1
∑
α
ltlα(A∂)
l−1A−α]wˆ−1 = 1.
Therefore this symmetry can be rewritten as
∂∗1,−n+1,0Q = Q
−n+1 + [(MQ−n+1)+, Q] = (1 + [(MQ
−n+1)+Q
n−1, Q])Q−n+1.
The right hand side of this equation does not belong to Q (The operator contains negative
powers of ∂), thus, this additional symmetry cannot be reduced to Q.
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Proposition 1. The additional symmetry (13.1) induces additional symmetries ∂∗1,−n+1
on the KdV operators Li (see [1]).
Proof. The last equation implies
∂∗1,−n+1,0Q
n = n+ [(MQ−n+1)+, Q
n].
Now,
MQ−n+1 = wˆ
∑
l,α
ltlα(A∂)
l−1A−α(A∂)−n+1wˆ−1.
Let us freeze all the variables: tlα = 0 except for those that preserve Q i.e. with l = α. Then
on Q we have
MQ−n+1 = wˆ
∑
l
ltll∂
l−1∂−n+1wˆ−1
which coincides with ML−n+1/n where M = wˆ
∑
l ltl∂
l−1wˆ−1, wˆ being a diagonal operator.
The resulting equation coincides with ∂∗1,−n+1L = [(ML
−n+1/n)+, L] + n which is the direct
sum of symmetries ∂∗1,−n+1 acting on the operators L1, ..., Ln. Exactly this was stated. ✷
Definition. The mKdV string equation is ∂∗1,−n+1,0Q = 0 or
[(MQ−n+1)+Q
n−1, Q] = −1. (13.2)
As a direct corollary of the above proposition we have
Proposition 2. The mKdV string equation (13.2) induces the KdV string equation
[(ML−n+1/n)+, L] = −n
or, better to say, a string equation for each of operators Li.
Another useful formula:
∂∗1,−n+1,0Q = Q
−n+1 +
∑
l≥n
∑
α
ltlα∂l−n,αQ
or, preserving only the variables tll,
∂∗1,−n+1,0Q = Q
−n+1 +
∑
l>n
ltll∂l−n,l−nQ.
For the KdV operators this is
∂∗1,−n+1L = n+
∑
l>n
ltl∂l−nL.
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