We propose optimal strategies to develop an automated layered defence system for protecting structured environments, illustrated here by a typical harbor. The harbor is modeled as a two-dimensional environment, with a cooperative set of autonomous mobile agents to be deployed as the defence system. Optimal deployment is measured in a well-known area coverage metric, that encodes agents' sensing performance and a weight measure defined on the harbor, which allows to represent a priori and time varying risk field. The time-varying risk field allows to model several interesting scenarios. In this work, we consider the case of area surveillance against moving targets or external threats penetrating through the perimeter. We present a feedback control law for the platoon of surveying agents that implies the emergency of locally optimal configurations, that adapt to time evolving harbor environments.
INTRODUCTION
Several applications in military and civilian domains, such as harbor patrolling (Simetti and Cresta, 2007; Kitowski, 2012; Miah et al., 2014a) , perimeter surveillance (Pimenta et al., 2013; Zhang et al., 2013; Bishop, 2007) , search and rescue missions (Hu et al., 2013; Allouche and Boukhtouta, 2010) , and cooperative estimation (Spinello and Stilwell, 2014) , have highly benefited from theoretical and technological advances in multi-agent robotic systems. On the theoretical side, this has resulted into developments of motion control algorithms for networked mobile agents, that have attracted considerable attention due to their capabilities to address, in part, various class of problems in the field of multi-agent systems, such as area coverage (Miah et al., 2015; Miah et al., 2014b; Leonard and Olshevsky, 2013; Cortes et al., 2004; Cortes et al., 2005; Pimenta et al., 2008; CaicedoNunez and Zefran, 2008; Kantaros et al., 2015; Zhong and Cassandras, 2011; Miah et al., 2017a; Miah et al., 2017b) , locational optimization (Guruprasad and Ghose, 2013) , target tracking (Yang et al., 2008) , formation control (Fax and Murray, 2004; Marshall et al., 2004) , environmental tracking and monitoring (Porfiri et al., 2007; Simic and Sastry, 2003) , and coordinated decision and control algorithms (Batalin and Sukhatme, 2007; Beard et al., 2002; Ferrari et al., 2009; Shima et al., 2007) .
In area coverage applications, a team of mobile agents spatially configure themselves over an area of interest to maximize a coverage metric that typically encodes agents' performance and a risk density that weights points in the area. This theoretical framework naturally allows to formulate the class of harbor protection problems considered in this work, which can be seen as a resource allocation problem. Specifically, given a set of cooperative mobile agents that can sense the environment, and an area (harbor) with a risk field defined on it to quantify the relative importance or susceptibility of different regions, one wants to determine an optimal spatial distribution of the agents to maximize a coverage performance index. In the celebrated algorithm proposed by Lloyd (Lloyd, 1982) , it is shown that centroidal Voronoi tessellations, in which the agents converge to centroids of Voronoi cells, are optimal with respect to a coverage metric that encodes agents performance with respect to points in the area, and a scalar risk density function that is a field assigning a weight (that can be interpreted as importance assigned to) each point in the domain. Lloyd's algo-rithm can be interpreted as an iterative search for fixed points of maps defined on the coverage metric (Liu et al., 2009) . Considerable efforts in the literature of area coverage control have been devoted to developing this idea, and generalize it to different multi-agent system scenarios, with time-varying and/or space distributed network topology (that is, inter-agent communication structures). The majority of the work focuses on the case of time-invariant risk density function (eventually non-uniform), to which the classical Lloyd algorithm apply, and can, therefore, be used to generate optimal trajectories. However, there are several interesting scenarios that emerge and are implied by time-varying risk density (Cortes et al., 2002; Lekien and Leonard, 2009; Lee and Egerstedt, 2013; Lee et al., 2015) , where the problem of optimality with non-autonomous performance index (coverage metric) has been addressed within some restrictive hypotheses. In recent work (Miah et al., 2015; Miah et al., 2017a) it was proposed a general feedback control law that ensures asymptotic local optimality with time varying environment, and therefore coverage metric. In technical terms, the proof of asymptotic optimality cannot be addressed by using classic LaSalle arguments, that apply to autonomous metrics, but it is required the use of Barbalat's Lemma which imposes stronger conditions. The general control feedback law has been applied to simulate area coverage scenarios with time varying environments, both considering an area surveillance case with infiltration of external targets, or an environmental monitoring problem with diffusion of some substance (i.e. oil) through the boundary.
In this paper we apply these ideas to model and simulate a harbor protection scenario with a realistic harbor geometry. The optimal deployment of a set of autonomous agents is time varying, to react to a change in the risk function defined on the harbor environment. The risk field function models in a distributed sense an a priori distribution of importance (static), superimposed to a time varying part that evolves due to the penetration of external threats through the boundary. Locally optimal solution correspond to the set of agents converging to the centroids of a generalized Voronoi partition of the environment, with the challenge of time varying centroids due to the evolving environment. The control law proposed in (Miah et al., 2017b) allows to react to the evolution of the environment, with agents tracking the trajectories of the centroids. Simulation results show the application of the theoretical framework, and reveal important aspects in terms of applicability.
HARBOR GEOMETRY AND SYSTEM DESCRIPTION
A high-level architecture of a harbor defence system is depicted in Fig. 1 . A high value unit is located on the left side (area with patterns), introducing a nonuniformity in the risk field function defined in the domain. Sensors (sonars, for example) are mounted on the outermost trip-wire boundary. The purpose of the trip-wire sensors is to detect and track attackers while they are in the detect and track zones (see Fig. 1 ), therefore providing boundary conditions information to the system of agents deployed in the harbor. In the scenario illustrated in Fig. 1 , four agents are deployed inside the area (inner reaction zone), with threats that may enter from several directions (underwater or sideways, for instance). We consider a decentralized architecture in which there is no central control unit, as opposed to the scenario presented in (Strode et al., 2009) ; therefore, in our case each agent locally performs relevant computations, based on local information and shared information with the rest of the platoon. 
Modeling Agents
Formally, we consider the inner defence system to be a group of n homogeneous mobile agents where the motion of the ith, i ∈ {1, 2, . . . , n} ≡ I , agent is described by a simple integrator asṗ
where
T is its velocity vector input at time t ≥ 0. The state of the agents' therefore collectively evolves aṡ 
Time-varying Risk Field
Let Ω be the inner harbor region. A time-varying density defined in Ω weights each point with a measure of risk. In area protection problems, the risk quantifies the relative importance of different regions in Ω, dictating how to distribute resources to protect the area. In this work, the risk density field is affected by the motion of m homogeneous mobile targets that at some point entered the inner harbor domain. Targets' kinematics is simply described bẏ
where s [ j] (t) and v [ j] are the 2-D position and velocity vectors, respectively, for jth target, j = 1, . . . , m. We assume that the risk density φ is twice differentiable in Ω, and consists of a time invariant component which can be considered as a priori independent of the targets, and of a time-varying component associated to the motion of the targets:
where q ∈ Ω is a point in the area,φ(q) > 0 represents the time-invariant density in the absence of any target, and φ j (q,t) is given by
where we have adopted Gaussian functions centered at targets' positions, to reflect the assumption that each target contribution to the risk distribution φ is maximal at its own position, and it decreases with the relative distance from it. The choice of σ > 0 determines how narrow is the distribution of φ j around s [ j] . Note that the choice of the function φ j is not unique, but it is informed by modeling considerations. Another suitable choice is the Lognormal function, which is often used in geological studies. The function φ models the a priori risk, and intuitively is higher around the high value unit, so that protection agents allocate more resources in protecting the related area, rather than protecting more remote regions. The a priori risk field for this work is given bȳ
where the highest risk is in the region centered around (q x ,q y ), which is a point characterizing the high value area in the harbor.
Voronoi Tessellation
For optimal spatial placements and area coverage, agents partition the area to be covered using Voronoi tessellations (Okabe et al., 2000) , where the optimality has to be intended as local since the objective function is in general nonconvex (Schwager et al., 2011) . Following (Guruprasad and Ghose, 2013) , the area Ω is partitioned in terms of Voronoi cells
, where the ith agent operates in the ith Voronoi cell, V i (p), defined by
is the Euclidean distance between the point q ∈ Ω and the ith agent position, and f (·) is the agent's sensor performance function, which is differentiable in its argument. When f is the identity function, we have the classical Voronoi tessellation based on the Euclidean distance r 2 i . Here, we adopt the Gaussian form
which models sensors with degrading performance with the distance, modulated by the shape parameters α i and β i . Therefore, the generators of the Voronoi partition are the states (p [1] , . . . , p [n] ). For simplicity, V i (p) will be denoted by V i throughout the paper. Intuitively, V i represents an area where each point is better sensed by the ith agent than to all other agents. The mass and the centroid of the ith Voronoi cell with respect to the density φ are respectively defined as
HARBOR PROTECTION AS AN OPTIMAL CONTROL PROBLEM 3.1 Problem Formulation
Consider the time-varying density map φ : Ω × R + → R + as a density function representing the likelihood that some events take place over Ω at time t. This leads to a non-uniform time-varying distribution of agents, where more (less) agents are deployed with higher (lower) values of the measure φ(q,t), ∀q ∈ Ω. Furthermore, we assume that the sensing performance function f (r i ) is Lebesgue measurable, homogeneous, and that it is strictly decreasing with respect to the Euclidean distance r i (Okabe et al., 2000) . Motivated by the locational optimization problem (Okabe et al., 2000) , we consider the total coverage metric
The model (8) encodes how rich the coverage in Ω is. In other words, higher H implies that the corresponding distribution of agents achieves better coverage of the area Ω. Hence, the problem can be stated as follows: Given the time-varying density function (3), find a distribution of agents such that the coverage H is maximized, i.e.,
The coverage metric is in general non-convex, and therefore the equilibrium configurations p correspond to local maxima (Du et al., 2006) .
Coordination Control of the Autonomous Robots
The coverage metric (8) encodes robots' performances and the risk field φ, which describes the environment to which the agents react to reach a suitable spatial distribution corresponding to a partition of the domain Ω in which each region is assigned to an agent. When the density φ is time-invariant, geometric center laws (Bullo et al., 2009 , Ch. 5) on planar agents provide a well-established solution to the coverage optimization problem (9), where each agent asymptotically converge to its Voronoi centroid (or critical point). By considering a time-varying density, Voronoi centroids being time-varying no longer define the invariant set of the agents' trajectories. In this case, the solution of problem (9) relies on the definition of a non-autonomous feedback control law for the velocity vector u(t) so that agents track time-varying Voronoi centroids. A general non-autonomous feedback law for area coverage problems (9) has been proposed in (Miah et al., 2017b) , with the proof that the trajectories generated by the feedback law maximize the coverage metric (8) by tracking time varying generalized Voronoi centroids. Therefore, the feedback law ensures that the group of agents can react to a time varying environment described by a smooth risk field φ, and optimally redistribute spatially with respect to the metric (8). The control is distributed in the sense that each feedback law depends only on local information; however, the computation requires the preliminary determination of a Voronoi partition of Ω, which in turn requires a shared knowledge of the state of the other mobile robots, as well as an estimation of the function φ. In a distributed scenario, this knowledge depends on information sharing among agents. Asymptotic convergence with respect to random communication failures has been studied in (Miah et al., 2015) . Since the system is non-autonomous, the technical proof of asymptotic convergence requires Barbalat's lemma, which poses a stronger condition that LaSalle's principle (uniform continuity of the second derivative of the Lyapunov function.). Here we just report the main result without repeating the proof, that can be consulted in detail in (Miah et al., 2017b) .
Consider the following non-autonomous feedback control law
with κ > 0. In view of (1), u [i] is the velocity input for the ith agent, andc i and H i are defined bỹ
where m is the number of external targets in the ith Voronoi cell. The following Proposition establishes that the trajectories defined by (10) asymptotically maximize the non-autonomous coverage metric H. Proposition 1. (From (Miah et al., 2017b) ) Consider the kinematic model of a team of mobile agents (1), and the sensory performance function f (r i ) to be strictly decreasing with respect to its argument. Then the feedback law (10) maximizes the non-autonomous coverage metric H defined in (8).
SIMULATION
In this section we present simulations of harbor protection operations consisting of the autonomous deployment and operation of a platoon of mobile robots in a harbor environment, and their time varying redistribution to react to the motion of mobile targets penetrating the inner protection area. Figure 2 shows four snapshots of the evolving risk field by six mobile targets at time t = 20 s, t = 40 s, t = 60 s, and t = 100 s. As can be seen, the risk densities are the highest at the locations of targets and around the high value unit. Five agents (n = 5) are initially placed at positions (45, 130) m, (80, 110) m, (75, 90) m, (60, 70) m, and (45, 50) m. Each agent computes its Voronoi partition in the area Ω using the generalized Voronoi partitioning model (6) with the agents' sensory performance function defined by f (r i ) = α exp(−βr 2 i ), where α = 5 and β = 10 −2 . The performance metric used in this simulation study is the non-autonomous coverage metric defined in (8), which we aim to maximize. The performance of the proposed feedback control law (10) in maximizing the coverage metric, H, is summarized in Fig. 3 with feedback gain κ = 0.3. The figure visualizes the agents approaching time varying centroids, which evolve due to the motion of targets in the domain. The vertical color bar in Fig. 3(a) represents the level of density in Ω with 0 (1) corresponding to lowest (highest) density for the time span of the simulation. The coverage metric (normalized), H, resulting from the proposed strategy is shown in Fig. 3(b) (solid blue line). The normalized coverage H = 0 when agents are initially placed in the harbor environment. As the mobile targets evolve, agents move towards their optimal configurations asymptotically yielding the normalized coverage metric H = 1. Note that the dashed red line represents the Lyapunov function (used to prove the proposed feedback law (10)) that is decreasing, as expected. Therefore, the feedback law (10) places all agents in the optimal configurations asymptotically yielding (local) maximum coverage.
SUMMARY AND CONCLUSIONS
We have applied a recently proposed non-autonomous state-feedback control law for maximizing nonautonomous area coverage metrics to an harbour protection problem. The non-autonomous feedback law applies to the general class of twice differentiable risk densities defined in closed domains. This feedback law allows the agents to solve the optimal control problem of time varying formations in area coverage problems with coordinated platoons of autonomous mobile robots, by maximizing a non-autonomous coverage that encodes the platoon's performance and an evolving environment. Simulation results modeled by a geometrically realistic harbor environment with non-uniform risk defined on the inner reaction zone illustrate the applicability and effectiveness of the optimal control framework to address harbor protection problems.
A fundamental assumption in this work is the mass particle kinematic model for the robots, which needs to be generalized to include the inertia a more sophisticated kinematics. Moreover, simulations are based on the assumption that all vehicles have a common knowledge of the environment (risk function φ) and the knowledge of the state of all the other robots in the platoon, so that Voronoi cells can be computed at every iteration. These assumptions need to be relaxed in order to adhere to realistic scenarios. Current work includes the application of reinforcement learning techniques to estimate the risk function φ. The effect of random drop of communication data packets to share information about robots' positions has been studied in (Miah et al., 2015) .
