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1 Introduction
Most programming languages do not specify exactly how arithmetic compu-
tations are performed. Instead they refer implicitly to the built-in arithmetic
of the processor of the target machine. The advantage is better portability
of source programs. Especially integer arithmetic is mostly used for counting
tasks in small ranges which behave accurately as the ring Z of the integer
numbers. The same source program may be translated into machine code for
16- as well as 32- or even 64-bit processors. This situation has implications
on the optimizations allowed in a compiler. Constant folding is a well-known
optimization in the intermediate representation of compilers which evaluates
constant expressions already at compile time. Constant folding is valid only if
the results computed by the compiler are exactly the same as the results which
would be computed at run-time by the target machine arithmetic. In this pa-
per, we classify integer and ﬂoating point arithmetics in a general framework.
In particular, we state a suﬃcient criterion under which a target machine
arithmetic may be replaced by a compiler arithmetic. Moreover, we describe
suﬃcient and necessary conditions under which a given integer arithmetic may
safely be replaced by some other integer arithmetic. These conditions are ef-
ﬁciently decidable. We discuss the Java and C integer arithmetics and the
implications on allowed compiler arithmetics with respect to our criterion of
substitutability. Moreover, we present a formal proof of correctness for our
criterion, stated in the Isabelle/HOL system.
As a rather amusing motivation for the importance of the compiler arith-
metic consider the following presumably true story [Poo94]. In 1994, a major
city bank in the UK wanted to ﬁnd out which of their Pentium processors were
aﬄicted with the Pentium bug. They compiled a test program and checked
all their Pentium machines with it. Surprisingly, all of them had the bug.
Just to double-check, they also tested their other machines and, even more
surprisingly, discovered that they also showed the Pentium bug. After some
confusion, they came up with this explanation. The compiler did constant
folding, computing the expression intended to reveal the Pentium bug already
at compile time. This compiling processor was a buggy Pentium which hard-
wired the wrong result into the translated machine program. Hence, in turn,
the mistake showed up in each run of the program, independently of the arith-
metic of the executing processor. This story demonstrates that the arithmetic
of the compiler is important and needs to behave exactly as the arithmetic of
the target machine in order to guarantee that the optimized target program
behaves exactly as the unoptimized target program would do.
With our results in this paper, we introduce a general framework for the
substitutability relation between arithmetics. We specialize this general set-
ting for integer arithmetics, yielding an eﬃciently decidable criterion for sub-
stitutability between diﬀerent integer arithmetics. In section 2, we recall some
notations and results from universal and abstract algebra. In section 3, we
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present our general framework for the substitutability relation among arith-
metics. We consider integer arithmetics in section 4 and show that they can
be arranged in a lattice. This lattice is isomorphic to the dual lattice of con-
gruence relations of the ring Z of integer numbers. This classiﬁcation gives us
a necessary and suﬃcient criterion of substitutability between integer arith-
metics, expressed by certain intuitive divisor properties. We discuss the integer
arithmetics of Java and C in section 5 and show how they can be classiﬁed with
our schema. This discussion reveals in particular the fundamental diﬀerence
between Java and C arithmetics. In Java, the results of arithmetic expres-
sions are determined by the Java semantics. In C programs, the results of
arithmetic expressions are deﬁned in terms of the target machine arithmetic.
In section 6, we describe our Isabelle/HOL formalization. We discuss related
work in section 7. In section 8, we conclude with aspects of future work.
2 Foundations
Ideally one may think of integer and ﬂoating-point arithmetics in programming
languages as being equal to the ring Z of the integer numbers or to the ﬁeld
R of real numbers. Nevertheless, reality is diﬀerent as nearly all arithmetics
in programming languages are implemented by the available arithmetic oper-
ations of the target processor. These operations are deﬁned only for a ﬁnite
number of possible input values and, hence, diﬀer from Z or R. We describe
these processor arithmetics as well as Z and R as universal algebras. This gen-
eral setting allows us to view all of these arithmetics in a uniﬁed framework.
In this section, we recall some standard notations and results from classical
and universal algebra. For more details or proofs cf. [Lan79,Ihr88,BS00].
2.1 Universal Algebras
Deﬁnition 2.1 [Operations] For each n ∈ IN ∪ {0} and each nonempty set
A, a mapping f : An −→ A is called n-ary operation on A. n is called the
arity of f . The set of all n-ary operations on A is denoted by Opn(A). 	
Deﬁnition 2.2 [Type of Algebras] A type of algebras is a set F of function
symbols such that a nonnegative integer n ∈ IN ∪ {0} is assigned to each
function symbol f ∈ F . n is the arity of f , f is an n-ary function symbol. 	
Deﬁnition 2.3 [Universal Algebra] A universal algebra A of type F is an
ordered pair A = (A,F ) where A is a nonempty set and F = (fA | f ∈ F)
is a family of operations of ﬁnite arity on A. Thereby an n-ary operation
fA ∈ Opn(A) is assigned to each n-ary function symbol f ∈ F . A is called the
universe of A = (A,F ). The elements in F are the fundamental operations of
A. If F = {f1, . . . , fk} is ﬁnite, we write (A, f1, . . . , fk) for (A,F ). 	
Throughout this paper, we write f instead of fA whenever this simpliﬁca-
tion is unambiguous.
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Example 2.4 [Groups and Rings] Classical examples of algebras are groups
and rings. A group is an algebra G = (G, ·,−1 , 1) in which the following
identities are true: (Abelian groups satisfy also commutativity: x · y = y · x.)
x · (y · z) = (x · y) · z (associativity) e · x = x · e = x (neutral element)
x · x−1 = x−1 · x = e (inverse elements)
A ring is an algebra (R,+,−, 0, ·) where + and · are binary operations, − is
a unary and 0 is a nullary operation. A ring satisﬁes the following conditions:
(R,+,−, 0) is an abelian group. · is an associative operation, and the two
distributivity laws are fulﬁlled:
x · (y + z) = (x · y) + (x · z) and (x+ y) · z = (x · z) + (y · z) 
Given a set of variables V and a type of algebras F , the set of terms
T (F , V ) is deﬁned inductively as usual: All variables v ∈ V are terms. If f is
an n-ary function symbol and t1, . . . , tn are terms, then f(t1, . . . , tn) is a term.
Deﬁnition 2.5 Let F be a type of algebras and V be a set of variables. The
term algebra T (V ) of type F over the set of variables V is the algebra T (V ) =
(T (F , V ),F) such that for each f ∈ F , fT (V )(t1, . . . , tn) = f(t1, . . . , tn). 	
2.2 Homomorphisms
Deﬁnition 2.6 [Homomorphism] Let A and B be two algebras of the same
type F . A mapping α : A −→ B is called a homomorphism from A to B if
α(fA(a1, . . . , an)) = fB(α(a1), . . . , α(an)). The kernel of α, ker(α), is deﬁned
by ker(α) = {(a, a′) | a, a′ ∈ A ∧ α(a) = α(a′)}. 	
Theorem 2.7 (Concatenation) Let α : A −→ B and β : B −→ C be
homomorphisms from A to B and from B to C. Then the concatenation of α
and β, β ◦ α, with β ◦ α(a) = β(α(a)) for a ∈ A, is also a homomorphism. 	
Example 2.8 [Modulo-Arithmetic Zn of Z] Consider the modulo-arithmetic
Zn in Z, Zn = {0, 1, . . . , n − 1}. Addition is deﬁned as follows: x +Zn y =
(x +Z y)mod n. If x ∈ Zn, then −x = n −Z x. x −Zn y is an abbreviation
for x +Zn (−Zny). Multiplication is deﬁned analogously. (+Z and −Z denote
addition and subtraction in Z, resp.) It is easy to verify that f : Z −→ Zn
with f(x) = x mod n is a homomorphism from Z to Zn. 
2.3 Congruence Relations and Quotient Algebras
Deﬁnition 2.9 A congruence relation θ on the algebra A = (A,F ) is an
equivalence relation on A such that for all f ∈ F , if f n-ary and if (ti, t′i) ∈ θ,
1 ≤ i ≤ n, then (f(t1, . . . , tn), f(t′1, . . . , t′n)) ∈ θ. The set of all congruence
classes is denoted by A/θ, the congruence class containing a by a/θ. 	
Theorem 2.10 Let α : A −→ B be a homomorphism from A to B. Then
ker(α) is a congruence relation on A. 	
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Deﬁnition 2.11 [Quotient Algebras] Let A = (A,F ) be an algebra and θ be
a congruence relation on A. The quotient algebra of A by θ, denoted A/θ, is
the algebra whose universe is A/θ and whose fundamental operations satisfy:
fA/θ(a1/θ, . . . , an/θ) = fA(a1, . . . , an)/θ. 	
Example 2.12 [Residue Classes of Z] The elements of Zn = {0, 1, . . . , n− 1}
can be viewed as standard representatives of the residue classes nZ+r, 0 ≤ r ≤
2
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Fig. 1. Residue Classes of Z
n−1, of Z, cf. ﬁgure 1. The residue classes are deﬁned as follows (for arbitrary
but ﬁxed n ≥ 1 and all r with 0 ≤ r ≤ n−1): nZ+r = {x ∈ Z | x mod n = r}.
These residue classes are the congruence classes of the congruence relation
θn on Z: xθny iﬀ x mod n = y mod n. Clearly, θn is an equivalence relation
on Z because it is reﬂexive, symmetric, and transitive. Moreover, it is a
congruence relation because it is closed under the operations +Zn , −Zn , and
·Zn . Hence, we conclude that Z/θn = Zn is an algebra with well-deﬁned
operations as speciﬁed in deﬁnition 2.11. One can show that Zn is a ring (by
Birkhoﬀ’s theorem about equational classes being varieties and vice versa).
Ideals J of rings (R,+,−, 0, ·) are subsets of R. In commutative rings,
they are deﬁned by three properties: 0 ∈ J ; x, y ∈ J ⇒ x + y ∈ J ; and
x ∈ J, a ∈ R ⇒ a · x ∈ J . Each ideal is the kernel of a homomorphism, and,
vice versa, each kernel of a homomorphism is an ideal. Furthermore, in Z, the
ideals are exactly the congruence classes nZ for n ∈ N+. 
An important result from universal algebra states that the congruence
relations of an algebra are a lattice (cf. [BS00]). We use this result when
classifying integer arithmetics in section 4.
Theorem 2.13 Let A be an algebra and let Con A be the set of all congruence
relations of A. The congruence lattice of A, denoted by Con A, is the lattice
whose universe is Con A and meets and joins are calculated as follows:
• θ1 ∧ θ2 = θ1 ∩ θ2
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• θ1∨ θ2 = θ1∪ (θ1 ◦ θ2)∪ (θ1 ◦ θ2 ◦ θ1)∪ (θ1 ◦ θ2 ◦ θ1 ◦ θ2)∪ · · · or, equivalently,
(a, b) ∈ θ1 ∨ θ2 iﬀ there is a sequence of elements a = c1, c2, . . . , cn = b such
that (ci, ci+1) ∈ θ1 or (ci, ci+1) ∈ θ2 for 1 ≤ i ≤ n− 1. 	
3 General Classiﬁcation of Arithmetics
At ﬁrst sight, one might think that the integer and ﬂoating point arithmetics in
programming languages are rings and ﬁelds, resp. For the modulo-arithmetic
on integer numbers, this is true. But already for saturating integer arithmetic,
we do not have arithmetic on rings any more. Analogously, ﬂoating-point
arithmetic behaves like the arithmetic in a ﬁeld only as long as no rounding
errors or overﬂows occur. In this section, we deﬁne the notion of arithmetics
and derive the notion of substitutability between algebras. Furthermore, we
deﬁne substitutability with respect to one speciﬁc constant expression.
Deﬁnition 3.1 [Arithmetic] An arithmetic is an algebra A of type F such
that the following function symbols are included in F : +,−, ·, 0. + and · are
binary function symbols, − is a unary and 0 is a nullary function symbol. 	
This deﬁnition captures the classical arithmetics like Z and R as well as
Zn, saturating integer or ﬂoating point arithmetics implemented in micropro-
cessors. We do not require any properties of the fundamental operations of
the algebra as e.g. 0 · x = 0. Any algebra of the right type is accepted as
arithmetic. We need to be able to compare arithmetics. Therefore we deﬁne
a relation “more precise” which holds for two algebras A and B, denoted by
A  B, if A can be used instead of B to compute a constant expression. With
Type(A), we denote the function symbols which are interpreted by the funda-
mental operations of the algebra A. If Op ⊆ Type(A), then we denote with
A |Op the following algebra (A, {fA | f ∈ Type(A) ∩ Op}) which has only a
subset of the fundamental operations of A, those contained in Op.
Deﬁnition 3.2 [More Precise ] An algebra A = (A,FA) is more precise
than an algebra B = (B,FB), denoted by A  B, iﬀ
• Type(B) ⊆ Type(A) and if
• there exists a surjective homomorphism f : A|Op(B)→ B. 	
IfA  B, thenA can be used instead of B to evaluate constant expressions.
To formalize this, we need a formal deﬁnition of constant expressions of an
algebra A = (A,F ). We deﬁne them as the term algebra of the same type
over the set of “variables” A as T (A) = (T (Type(A), A),Type(A)). If f :
A −→ B is a function deﬁned on A, then we can lift this function to f :
T (A) −→ T (B) by mapping each a ∈ A to f(a) and each term gA(t1, . . . , tn) to
gB(f(t1), . . . , f(tn)). Furthermore, we need an evaluation function evalA which
assigns each term t ∈ T (Type(A), A) an element of A. evalA : T (A) −→ A is
deﬁned inductively as follows: If t = a for some a ∈ A, then evalA(a) = a. If
t = h(t1, . . . , tn), then evalA(t) = hA(evalA(t1), . . . , evalA(tn)).
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Theorem 3.3 (Substitutability) Let A = (A,FA), B = (B,FB) be alge-
bras, A  B. Let f : A|Op(B)→ B be the corresp. homomorphism from A|Op(B)
to B. Then there exists a function f−1 : T (Type(B), B) → T (Type(B), A)
with f(evalA(f−1(t))) = evalB(t) for all t ∈ T (Type(B), B). 	
Proof. First we deﬁne a function f−1 : B −→ A |Op(B) which can be lifted
to f−1 : T (Type(B), B) −→ T (Type(B), A). Then we show that f−1 has the
desired properties. Deﬁne fˆ−1 : B −→ A such that fˆ−1(b) = {a | f(a) = b}.
Because f is surjective (cf. deﬁnition 3.2), fˆ−1 = ∅ for all b ∈ B. Let f−1(b) ∈
fˆ−1(b) (arbitrary but ﬁxed). Then f(f−1(b)) = b holds independently of the
choice of f−1(b) ∈ fˆ−1(b) (follows directly from the deﬁnition of fˆ−1).
Let t ∈ T (Type(B), B). We show that f(evalA(f−1(t))) = evalB(t) for all
t ∈ T (Type(B), B) by induction on the term structure of t.
Base Case: t = b for some b ∈ B. f(evalA(f−1(b))) = f(evalA(a′)) = f(a′) =
f(f−1(b)) = b (with a′ = f−1(b)).
Induction Case: f(evalA(f−1(h(t1, . . . , tn)))) =
= f(evalA(h(f−1(t1), . . . , f−1(tn)))) (lift f−1 to terms)
= f(h(evalA(f−1(t1)), . . . , evalA(f−1(tn)))) (deﬁnition of evalA)
= h(f(evalA(f−1(t1))), . . . , f(evalA(f−1(tn)))) (f is a homomorphism)
= h(evalB(t1), . . . , evalB(tn)) (induction assumption)
= evalB(h(t1, . . . , tn)) (deﬁnition of evalB) ✷
Theorem 3.3 states directly that whenever A  B, we can evaluate con-
stant expressions in A instead of in B because we have transfer functions
between A and B. Deﬁnition 3.2 and theorem 3.3 capture the general case
of substitutability between arithmetics in programming languages and target
processors. They model not only the mathematical arithmetics Z and R but
also the standard modulo-integer arithmetics as well as saturating arithmetics
and ﬂoating-point arithmetics. Concerning constant folding, also rare cases
are caught: Consider e.g. a compiler which evaluates constant integer expres-
sions with a ﬂoating-point arithmetic. If we can state the transfer functions
f and f−1, we can use the ﬂoating-point arithmetic to evaluate the integer
expressions. In practice, one often faces the situation that a constant inte-
ger expression is to be evaluated within one target modulo-arithmetic but
the compiler has only a diﬀerent modulo-arithmetic. Theorem 3.3 deﬁnes the
proof obligations to be veriﬁed. Sometimes it is not important to ensure sub-
stitutability between two arithmetics for arbitrary expressions but only for
one speciﬁc constant term. This case is described in the following deﬁnition:
Deﬁnition 3.4 Let A = (A,FA) and B = (B,FB) be algebras such that
Type(B) ⊆ Type(A). Let t ∈ T (Type(B), B). A is more precise than B with
respect to t, denoted by A t B, if there exists transfer functions f : A −→ B
and f−1 : B −→ A such that f(evalA(f−1(t))) = evalB(t). 	
If algebra A is more precise than algebra B wrt. a constant term t, then
we can evaluate t in A instead of in B with the transfer functions f and f−1.
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4 Lattices of Integer Arithmetics
In this section, we concentrate on residue class arithmetics, i.e. modulo-
arithmetics in Zn, n ∈ N+. These arithmetics are contained in programming
languages typically in two variants, as signed and unsigned integers. Unsigned
integers correspond directly with the set Zn = {0, 1, . . . n−1}. The arithmeti-
cal operations on unsigned integers are deﬁned exactly as on Zn. Signed inte-
gers represent numbers within the range of {−n/2, . . . ,−1, 0, 1, . . . , (n/2)−1},
assuming that n is even, otherwise in the range {−(n− 1)/2, . . . ,−1, 0, 1, . . . ,
(n−1)/2}. If binarily coded in the two’s complement representation, numbers
starting with a ‘1’ represent negative integers, those starting with ‘0’ represent
nonnegative integers.
We can treat both variants, signed and unsigned arithmetics, in a uniform
way. Therefore we regard the numbers {0, 1, . . . , n− 1} as standard represen-
tatives of the congruence classes nZ + r of Z, 0 ≤ r ≤ n − 1. Furthermore,
we observe that the numbers {−n/2, . . . ,−1, 0, 1, . . . , (n/2)− 1} 3 denote the
same congruence classes whereby nZ + r for r ∈ {(n/2), . . . , n − 1} is not
represented by its standard representative r but by the representative r − n,
cf. also ﬁgure 1. Each modulo-arithmetic Zn, n ∈ N+, is an arithmetic:
Theorem 4.1 Each modulo-arithmetic Zn of Z, n ∈ N+, is an arithmetic of
type F = {+,−, ·, 0}. 	
Proof. Follows directly from deﬁnition 3.1. ✷
Theorem 4.2 (Substitutability of Residue Class Arithmetics) Letm,
n ∈ N+. If n divides m, then Zm is more precise than Zn, Zm  Zn. 	
Proof. We need to show that the two requirements of deﬁnition 3.2 are ful-
ﬁlled. The ﬁrst, Type(Zn) ⊆ Type(Zm), holds trivially.
To veriﬁy the second requirement, we deﬁne a function f : Zm −→ Zn and
show that it is a surjective homomorphism. Let m = p ·Z n (p exists because
n divides m). Each x ∈ {0, . . . ,m − 1} can be expressed as x = r +Z l ·Z n
for some l ∈ {0, . . . , p − 1} and 0 ≤ r ≤ n − 1. Deﬁne f(x) = r. Clearly, f
is surjective because for x ∈ {0, . . . , n − 1}, f(x) = x holds trivially. Hence,
each element in Zn is the image of at least one element in Zm. To verify that
f is a homomorphism, we need to prove the following four equations:
1. f(0Zm) = 0Zn 3. f(−Zmx) = −Znf(x)
2. f(x+Zm y) = f(x) +Zn f(y) 4. f(x ·Zm y) = f(x) ·Zn f(y)
The ﬁrst equation holds trivially, the remaining equations are proven below.
Thereby we assume that x = r+Z l·Zn and y = r′+Z l′ ·Zn with 0 ≤ r, r′ ≤ n−1
and l, l′ ∈ {0, . . . , p− 1}.
2. Proof of f(x+Zm y) = f(x) +Zn f(y):
f(x+Zm y) = f((r +Z l ·Z n) +Zm (r′ +Z l′ ·Z n)) =
3 For simplicity of notation, we only show the case for n being even.
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= f((r +Zm l ·Zm n) +Zm (r′ +Zm l′ ·Zm n)) (because 0 ≤ x, y < m)
= f(r +Zm r
′ +Zm l ·Zm n+Zm l′ ·Zm n)
=


r +Zm r
′ if r +Zm r
′ ≤ n− 1
r +Zm r
′ −Zm n otherwise

 = r +Zn r
′ = f(x) +Zn f(y).
3. Proof of f(−Zmx) = −Znf(x): f(−Zmx) = f(m−Z x) =
f(m−Z (r +Z l ·Z n)) = f(m−Z (l ·Z n)−Z r) = f(m−Z r) =
= f(p ·Z n−Z r) = f((p−Z 1) ·Z n+Z n−Z r) = n−Z r = −Znr = −Znf(x).
4. Proof of f(x ·Zm y) = f(x) ·Zn f(y):
On one hand, we have f(x) ·Zn f(y) = r ·Zn r′ = (r ·Z r′)mod n. On the other
hand, we have f(x ·Zm y) = f((r +Z l ·Z n) ·Zm (r′ +Z l′ ·Z n)) = f(r ·Zm r′).
r ·Zm r′ = r′′ with r ·Zr′ = l′′ ·Zm+Zr′′ and 0 ≤ r′′ ≤ m−1, and (r ·Zr′)mod n =
r′′′ with r ·Z r′ = l′′′ ·Z n+Z r′′′ and 0 ≤ r′′′ ≤ n−1. Because n divides m, there
exists q such that q ·Z l′′ = l′′′ and r′′mod n = r′′′ which completes the proof.✷
Theorem 4.3 Z is more precise than each Zn with n ∈ N+, Z  Zn.
Proof. Follows directly from the facts about residue classes in Z stated in
examples 2.8 and 2.12. ✷
Theorem 4.4 (Lattice of Integer Arithmetics) The residue class arith-
metics Zn, n ∈ N+, and Z with the partial ordering  form a lattice Int Arith =
({Z} ∪ {Zn | n ∈ N+},). 	
Proof. We deﬁne inf(Zn,Z) = Zn and sup(Zn,Z) = Z according to the state-
ment of theorem 4.3 above. Moreover, we need to show that for any two
arithmetics Zn and Zm, inf(Zn,Zm) and sup(Zn,Zm) exist. Therefore we
prove the following whereby “gcd” stands for greatest common divisor and
“lcm” for least common multiple.
inf(Zn,Zm) = Zgcd(n,m) and sup(Zn,Zm) = Zlcm(n,m)
We only prove the case for inf(Zn,Zm) because the case for the supremum
is analogous. Clearly, Zn  Zgcd(n,m) and Zm  Zgcd(n,m). Moreover, there
exists no other Zk with k > gcd(m,n) such that Zn  Zk and Zm  Zk
because then k cannot divide n and m. ✷
The top element of the lattice Int Arith is Z, the bottom element is Z1. The
lattice Int Arith is a complete lattice because for every subset A of {Z}∪{Zn |
n ∈ N+}, Inf(A) and Sup(A) exist. The next theorem states the connection of
Int Arith with the lattice of congruence relations on Z, Con Z. This theorem
follows from the fact that the residue classes nZ for n ∈ N+ are exactly the
ideals on Z, as explained in example 2.12. Each ideal deﬁnes a congruence
relation θn whose congruence classes are nZ + r, 0 ≤ r ≤ n − 1, cf. ﬁgure 1,
with nZ+ r = {x | x mod n = r}. Vice versa, each congruence relation on Z
deﬁnes an ideal which is the congruence class containing 0.
Theorem 4.5 The lattice Int Arith is isomorphic to the dual of the lattice
Con Z of congruence relations on Z.
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Proof. Let θn = {(x, y) | x mod n = y mod n}. We deﬁne the function
f : Int Arith −→ Con Z with f(Zn) = θn and f(Z) = {(z, z) | z ∈ Z} =: θ∞
(i.e. the congruence relation where only identical integers are equivalent) and
the function f−1 : Con Z −→ Int Arith with f−1(θn) = Zn and f−1(θ∞) = Z.
Clearly, f and f−1 are surjective functions and f−1 is the inverse function of
f . We need to show that f is an isomorphism, i.e., Zm  Zn iﬀ θm ⊆ θn.
“⇒”: Assume Zm  Zn and show θm ⊆ θn:
Assume Zm  Zn. Then there is a surjective homomorphism f : Zm −→ Zn.
Furthermore, the surjective homomorphisms g : Z −→ Zm and h : Z −→ Zn
exist because Z  Zn and Z  Zm. h = f◦g holds. Moreover, ker(g) = θm and
ker(h) = θn. Assume that (x, y) ∈ θm = ker(g) exists but (x, y) ∈ θn = ker(h).
This is a contradiction because all elements which are mapped to the same
image by g must also be mapped to the same image by f ◦ g = h. Hence,
θm ⊆ θn must hold.
“⇐”: Assume θm ⊆ θn and show Zm  Zn:
Assume that θm ⊆ θn. To show that Zm  Zn holds we prove that n divides
m. To prove this, we assume the contrary, n does not divide m, and show that
this results in a contradiction: (m, 0) ∈ θm but (m, 0) ∈ θn because n does not
divide m. But this is a contradiction to the assumption that θm ⊆ θn. Hence,
we conclude that n divides m and that Zm  Zn. ✷
From theorem 4.5, it follows directly that the condition stated in theorem
4.2 is not only a suﬃcient but also a necessary criterion:
Corollary 4.6 Let m, n ∈ N+. n divides m iﬀ Zm  Zn. 	
One might wonder why we did not include the integer operations “mod”
and “div” which are available in many programming languages into the type of
modulo arithmetics when stating theorem 4.1. The following counterexample
shows that under this assumption, we would not be able to prove a criterion
for substitutability similar to that in corollary 4.6: (4 +Z8 5) modZ87 = 1 but
(4 +Z16 5) modZ167 = 2, and (4 +Z8 5) divZ82 = 0 but (4 +Z16 5) divZ162 = 4.
Corollary 4.6 gives us an eﬃciently decidable criterion for the substitutabil-
ity of an integer arithmetic in a target processor by the integer arithmetic in a
compiler. Constant expressions of the integer arithmetic Zn can be evaluated
in the integer arithmetic Zm iﬀ n divides m. In modern processor architec-
tures, n and m are always a power of 2. For them, this criterion states that
constant expressions can be evaluated if the representation of numbers in the
compiler arithmetic is equal or larger than the representation of numbers in
the target processor and if both compute values according to the modulo-
arithmetic (which is not as clear as it may seem, cf. our discussion in the next
section). In the following section, we discuss the C and Java integer arith-
metics and show how this criterion can be applied to classify valid constant
folding optimizations in their compilers. These considerations also reveal that
the C language standard [ISO99] contains some dangerous deﬁnitions concern-
ing integer arithmetic.
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Java Integers
Signed Unsigned
long (64-bit)
int (32-bit)
short (16-bit) char (16-bit)
byte (8-bit)
C Integers
Signed Unsigned
long long int unsigned long long int
long int unsigned long int
int unsigned int
short int unsigned short int
signed char unsigned char
Fig. 2. Java and C Integer Data Types
5 Integer Arithmetics in Java and C
The Java language speciﬁcation deﬁnes exactly how integer numbers are rep-
resented and how integer arithmetic expressions are to be evaluated. This is
an important property of Java as this programming language has been de-
signed to be used in distributed applications on the Internet. A Java program
is required to produce the same result independently of the target machine
executing it. In contrast, C (and the majority of widely-used imperative and
object-oriented programming languages) is more sloppy and leaves many im-
portant characteristics open. The intention behind this inaccurate language
speciﬁcation is clear. The same C programs are supposed to run on a 16-bit,
32-bit, or even 64-bit architecture by instantiating the integer arithmetics of
the source programs with the arithmetic operations built-in in the target pro-
cessor. This leads to much more eﬃcient code because it can use the available
machine operations directly. As long as the integer computations deal only
with numbers being “suﬃciently small”, no inconsistencies will arise. In this
sense, the C integer arithmetic is a placeholder which is not deﬁned exactly
by the programming language speciﬁcation but is only completely instanti-
ated by determining the target machine. In this section, we discuss both C
and Java integer arithmetics. Thereby we show that the C integer arithmetic
bears potential sources of incorrect arithmetic behavior.
Java precisely deﬁnes how integers are represented and how integer arith-
metic is to be computed. The values of all signed integers are two’s com-
plement representations of the length as listed in ﬁgure 2. Char is the only
unsigned integer type. Its values represent Unicode characters, from ‘\u0000’
to ‘\uﬀﬀ’, i.e. from 0 to 216−1. If an integer operator has an operand of type
long, then the other operand is also converted to type long. Otherwise the op-
eration is performed on operands of type int, if necessary shorter operands are
converted into int. The conversion rules are exactly speciﬁed, cf. [ESGB00].
The exact speciﬁcation of Java integer arithmetic determines exactly the
values of constant integer expressions which are computed by the compiled
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programs, independently of the target machine executing them. They are
computed within the arithmetic Z64 if it is an operation on long integers,
otherwise in Z32. Recall that two’s complement in Z2n is only the choice of
non-standard representatives for the congruence classes nZ + r for r ≥ 2n−1,
cf. our explanation at the beginning of section 4. From corollary 4.6, it follows
that we can evaluate constant integer expressions in Java programs already at
compile time iﬀ one of the following two conditions holds:
(i) The expression is to be evaluated in Z64 and the compiler uses an arith-
metic Zn·64, n ∈ N+, or
(ii) the expression is to be evaluated in Z32 and the compiler uses an arith-
metic Zn·32, n ∈ N+.
The C language speciﬁcation [ISO99] does not deﬁne integer values and
integer arithmetic as exactly as the Java speciﬁcation. We do not give all
details here but discuss only the most important characteristics and their im-
plications on compiler arithmetics. C has two kinds of integer values, signed
and unsigned ones, cf. ﬁgure 2. The C language speciﬁcation deﬁnes a header
ﬁle <limits.h> which determines the minimum and maximum values repre-
sentable in the respective integer type. A given compiler is supposed to provide
this ﬁle such that its speciﬁc ranges of integer values contains the ranges deter-
mined in the C speciﬁcation. The C speciﬁcation requires that for each signed
integer type, there is a corresponding but diﬀerent unsigned integer type of the
same size. Values of type integer have the “natural sizes suggested by the ar-
chitecture of the execution environment (large enough to contain any value in
the range Int Min to Int Max as deﬁned in the header <limits.h>)” (cf. 6.2.5
of [ISO99]). Unsigned integers represent values in the range of 0, . . . , 2N − 1
where N is the length of representation. The header ﬁle <limits.h> deter-
mines the minimum range of unsigned integers as 0, . . . , 2N − 1, where N is
8 for char, 16 for short and int, 32 for long int, and 64 for long long int.
For signed integers, the ranges −(2N−1 − 1), . . . , 2N−1 − 1 are speciﬁed, N
deﬁned as for unsigned integers. E.g. the GNU C compiler [Pro02] redeﬁnes
the ranges as −2N−1, . . . , 2N−1 − 1 according to Z2N , with N = 32 for int.
These deﬁnitions in the C speciﬁcation, especially those in <limits.h>,
bear two potential sources of unexpected behavior if constant folding is per-
formed. The ﬁrst concerns the incomplete speciﬁcation of the target arith-
metic. If the target architecture adheres exactly to the ranges in <limits.h>,
then arithmetic is not computed according to Z2N because the element −2N−1
does not exist. It remains unclear whether the C speciﬁcation intended to
require a Z2N−1 or a Z2N arithmetic. Hence, the compiler arithmetic cannot
evaluate arbitrary integer expressions at compile time. Only those can be
computed for which the requirements stated in deﬁnition 3.4 can be veriﬁed.
For example, if the integers in the constant expression are very small such that
the distinction between Z2N−1 and Z2N does not matter, then the expression
can be evaluated. The second source of incorrectness of constant folding arises
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from the fact that the integer ranges can be extended arbitrarily by the target
machine. E.g. it would be conform with the C speciﬁcation to extend the
ranges such that much more negative than positive numbers are contained.
While this or similar extensions still ﬁt into the residue class setting (we can
choose the representatives of the equivalence classes arbitrarily), it might be-
come a practical problem: The binary representation of integers would not
have the well-known interpretation any more that numbers starting with a ‘1’
are negative and all others are non-negative. Compiler programmers might
not expect non-standard interpretations of the integers. Hence, these allowed
unsual interpretations are a potential source of errors.
6 Formalization in Isabelle/HOL
We have formalized our main result concerning substitutability of integer
arithmetics within the Isabelle/HOL [NPW02] system. Isabelle is a generic
theorem prover. It can be instantiated with diﬀerent logics, whereas Is-
abelle/HOL, simply typed higher order logic, is the one most widely used.
Our main result is stated in theorem 4.2 and says that Zm is more precise
than Zn if n divides m. If one wants to formally verify a compiler doing in-
teger constant folding, then our Isabelle proof can become part of this overall
correctness proof. Our Isabelle proof is generic as it does not instantiate the
numbers n and m. In this section, we explain the main data structures and
proof steps of our Isabelle formalization. An Isabelle proof document con-
tains data type deﬁnitions, function and constant deﬁnitions and lemmata. A
lemma can be veriﬁed by applying certain proof techniques as e.g. induction,
case distinction, or the application of already veriﬁed lemmata.
We have modelled constant expressions as trees:
datatype Etree = Leaf int | Node operator Etree Etree
datatype operator = Add | Sub | Mult
We have deﬁned functions which evaluate constant expression trees. The
function calc evaluates trees within the ring Z of the integer numbers. calcm
evaluates in the arithmetic of Zm and calcmn in Zm·n. We give here only the
deﬁnitions for calc and calcm. calcmn is analogously deﬁned.
consts
calc :: ′′Etree⇒ int′′
primrec
′′calc (Leaf a) = a′′
′′calc (Node ox a b) = (case ox of
Add⇒ (calc a) + (calc b)|
Sub⇒ (calc a)− (calc b)|
Mult⇒ (calc a) ∗ (calc b))′′
consts
calcm :: ′′Etree⇒ int⇒ int′′
primrec
′′calcm (Leaf a) m = a mod m′′
′′calcm (Node ox a b) m = (case ox of
Add⇒ (((calcm a m) + (calcm b m))mod m)|
Sub⇒ (((calcm a m)− (calcm b m))mod m)|
Mult⇒ (((calcm a m) ∗ (calcm b m))mod m))′′
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Our ﬁrst lemma states that results of operations in Z mod m are the same
as taking the operands mod m and then computing the result in Zm.
lemma ′′(calc a)mod m = (calcm a (m :: int))′′
The lemma can be veriﬁed by induction on a, ′′apply (induct tac a)′′. Isabelle
creates these proof obligations:
1.
∧
int. calc (Leaf int)mod m = calcm (Leaf int)
2.
∧
operator Etree1 Etree2.
[|calc Etree1 mod m = calcm Etree1 m;
calc Etree2 mod m = calcm Etree2 m|]
calc (Node operator Etree1 Etree2)mod m =
calcm (Node operator Etree1 Etree2) m
The base case of the induction can be veriﬁed directly using the deﬁnitions of
calc and calcm. Isabelle does this step automatically by using the tactic ′′apply
auto′′. The remaining proof obligations can be veriﬁed by a case distinction
over the possible operators. First we pick the Add-operator and start a case
distinction, ′′apply (case tac ′′operator = Add′′)′′. Isabelle produces this result
(we omit the other case ′′operator = Add′′ for space reasons):∧
Etree1 Etree2.
[|calc Etree1 mod m = calcm Etree1 m;
calc Etree2 mod m = calcm Etree2 m|]
=⇒ (calc Etree1 + calc Etree2)mod m =
(calcm Etree1 m+ calcm Etree2 m)mod m
The following lemma (available in Isabelle) is used in the next proof step:
lemma ′′(a+ b)mod m = (a mod m+ b mod m)mod (m :: int)′′
Isabelle can completely prove this remaining proof obligation automatically.
The two other cases are slightly more complicated because lemmata as the
one used above need to be proved before. We have also veriﬁed that calcm
can be replaced by calcmn.
7 Related Work
Correctness of compilers has been investigated in many research projects. Nev-
ertheless, as to the authors’ knowledge, there has been no research investigat-
ing and classifying diﬀerent arithmetics with respect to their substitutability
(except for the general requirement that the translated programs must show
the same behavior as the source programs). A very early research considering
correctness of compiling arithmetics is [MP67] which veriﬁes the translation
of arithmetic expressions into machine code, but without paying attention to
the fact that the source and target arithmetic may be diﬀerent.
The german Veriﬁx project [GZ99] has the goal of constructing correct
compilers. This project has achieved progress by establishing the claim that
it is possible to build provably correct compilers within the standard frame-
work of compiler construction. In [Nec00], it is shown how some backend
optimizations of the GCC can be validated. Proof-carrying code [NL98] is
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another weaker approach to the construction of correct compilers which guar-
antees that the generated code fulﬁlls certain necessary correctness conditions.
Pnueli [PSS98,ZPL01] also addresses the problem of constructing correct com-
pilers. [GGB02] investigates veriﬁcation of compiler optimizations speciﬁc for
embedded processors. None of these works addresses the problem of dealing
with diﬀerent arithmetics in programming languages and their compilers. In
particular, none of these works establishes a general substitutability criterion
between diﬀerent arithmetics.
8 Conclusions
In this paper, we have stated a general suﬃcient criterion for substitutabil-
ity of arithmetics. Therefore we deﬁned arithmetics as universal algebras of
certain types. Our substitutability criterion deﬁnes an order relation on the
arithmetics. Concerning integer arithmetics, we have shown that the residue
class arithmetics form a lattice which is isomorphic to the dual lattice of the
congruence relations of Z. This characterization has given us a suﬃcient and
necessary criterion for substitutability. We discussed and compared the integer
arithmetics of Java and C. Their characteristics display the diﬀerent intentions
and purposes for using Java or C as implementation language. Java is designed
for distributed applications on the internet. Java program behavior must be
uniquely determined independently of the executing machine. In contrast,
C is often used for system implementations close to the machine code level.
These C programs must be as eﬃcient as possible and therefore use the avail-
able machine arithmetic. Hence, in C, the arithmetic operations are not fully
speciﬁed and serve as a placeholder for various machine arithmetics. We have
argued that this incomplete speciﬁcation of C integer arithmetic is a potential
source of incorrect compiler behavior. Nevertheless, our results state a simple
criterion for substitutability and may help in reducing compiler mistakes. We
have formalized our criterion for substitutability of integer arithmetics in the
Isabelle/HOL system, an interactive higher-order theorem prover. This proof
is generic as it does not specify the absolute sizes of the involved integer arith-
metics. This formal proof may become part of a formal proof of correctness
of a compiler performing constant folding.
In future work, we want to investigate further arithmetics as e.g. saturating
integer arithmetic. Saturating arithmetic is not a ring any more but still an
arithmetic in the sense of our formalization. We also want to consider ﬂoating-
point arithmetics. It is an open question if there are diﬀerent ﬂoating-point
arithmetics being in the substitutability relation. Most probably we need to
widen our deﬁnition of substitutability and parameterize it with the relative
size of rounding errors to classify ﬂoating-point arithmetics adequately.
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