On MacLane-Vaqui\'e key polynomials by Novacoski, Josnei
ar
X
iv
:2
00
5.
08
00
4v
1 
 [m
ath
.A
C]
  1
6 M
ay
 20
20
ON MACLANE-VAQUIE´ KEY POLYNOMIALS
JOSNEI NOVACOSKI
Abstract. One of the main goals of this paper is to present the relation of
limit key polynomials and limit MacLane-Vaquie´ key polynomials. This is
a continuation of the work started in [2], where it is proved the equivalent
result for key polynomials (which are not limit). Moreover, we present a result
(Theorem 1.1) that generalizes various results in the literature.
1. Introduction
The concept of key polynomials was introduced in [5] and [6] in order to under-
stand extensions of a valuation ν0 on a field K to the field K(x). The ideia is that
for a given valuation ν on K(x), a key polynomial Q ∈ K[x] allows us to build
new valuations ν′ with ν ≤ ν′ (i.e., ν(f) ≤ ν′(f) for every f ∈ K[x]), such that
ν(Q) < ν′(Q). MacLane proved that if ν0 is discrete, then every valuation ν on
K(x), extending ν0, can be build by starting with a monomial valuation and use a
sequence (of order type at most ω) built iteractively to obtain ν.
A major development was presented by Vaquie´ in [9] and [10]. He introduced
the concept of limit key polynomial, and proved that if we allow these objects in
the sequence, then we can drop the assumption of ν0 being discrete in MacLane’s
main result (in this case, the order type of the sequence can be larger than ω). Key
polynomials as defined by MacLane and Vaquie´ will be called MacLane-Vaquie´ key
polynomials in this paper.
An alternative definition of key polynomials was introduced in [2] and [8] (in [2]
they are called abstract key polynomials). The main difference between these two
objects is that Maclane-Vaquie´’s key polynomials allow us to extend a valuation,
while key polynomials allow us to truncate a valuation. In particular, if we start
with a valuation ν on K[x] and consider the valuation ν′ obtained by MacLane-
Vaquie´’s method, then ν ≤ ν′ and by the method in [2] and [8], we obtain ν′ ≤ ν.
Because of this, key polynomials are more closely related to other similar objects
in the literature, such as pseudo-convergent sequences as defined in [3] and minimal
pairs as defined in [1]. The relations between these objects were explored in [7] and
[8].
2010 Mathematics Subject Classification. Primary 13A18.
Key words and phrases. Key polynomials, graded algebras, MacLane-Vaquie´ key polynomials,
abstract key polynomials.
During the realization of this project the author was supported by a grant from Fundac¸a˜o de
Amparo a` Pesquisa do Estado de Sa˜o Paulo (process number 2017/17835-9).
1
2 JOSNEI NOVACOSKI
In [2], the relation between key polynomials and MacLane-Vaquie´ key polyno-
mials have been studied. One of the main results of this paper (Theorem 6.2) is
to extend their result to limit key polynomials. Some of the results contained here
have been proved in the papers cited above. We decided to rewrite them here,
because we believe our proofs are simpler. Also, this makes most of this paper
self-contained.
The main strategy to build valuations with the objects mentioned above is the
following. Let Γ be an ordered abelian group and Γ∞ := Γ ∪ {∞} where ∞ is a
symbol not in Γ and the extension of order and addition extends in the obvious
way from Γ to Γ∞. For a given n ∈ N we define
K[x]n := {p(x) ∈ K[x] | deg(p) < n}.
Let µ : K[x]n −→ Γ∞ be a map and let q ∈ K[x] be a polynomial of degree n,
Γ′ a group containing Γ and γ ∈ Γ′. For every polynomial f ∈ K[x] we can write
uniquely
f = f0 + f1q + . . .+ frq
r with fi ∈ K[x]n for every i, 0 ≤ i ≤ n.
The expression above is called the q-expansion of f . Hence, we can define a map
µ′ : K[x] −→ Γ′∞ by
µ′ (f) = min{µ(fi) + iγ}.
Various results in the literature show that under certain assumptions on µ, q and
γ, the map µ′ is a valuation. Examples of this are Theorems 3.1 and 4.2 of [5],
Proposition 1.22 of [9], Proposition 2.6 of [8] (which is the same as Proposition 15
of [2]) and Theorem 3 of [3]. Our next result gives a criterium for µ in order for
µ′ to be a valuation. All the results mentioned above follow as corollaries of our
theorem.
Let S be a subset of a ring R and Γ an ordered abelian group. We will consider
the following properties for a map µ : S −→ Γ∞.
(V1): For every f, g ∈ S, if fg ∈ S, then
µ(fg) = µ(f) + µ(g).
(V2): For every f, g ∈ S, if f + g ∈ S, then
µ(f + g) ≥ min{µ(f), µ(g)}.
Theorem 1.1. Let S be a subset of K[x] closed by multiplication with K[x]n ⊆ S
and q ∈ K[x] a polynomial of degree n. Assume that µ : S −→ Γ∞ satisfies (V2)
and that for every f, g ∈ K[x]n we have
(i): µ(fg) = µ(f) + µ(g); and
(ii): if fg = aq + c with c ∈ K[x]n (and consequently a ∈ K[x]n), then
µ(c) = µ(fg) < µ(a) + γ.
Then µ′ satisfies the property (V1) and (V2).
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Recently, in [4], Leloup defines key polynomials essentially as elements which
satisfy the property (ii) above. Our theorem shows that indeed, this is the property
that allow us to extend or contruct valuations.
This paper is divided as follows. Section 2 is devoted to prove Theorem 1.1 and
present a first corollary (the remaining consequences of Theorem 1.1 will appear in
their respective sections). In Section 3 we recall the definition of key polynomials
and their main properties. We also add a few results that do not appear in [2]
or [8] and will be needed here. In Section 4, we present some results about the
graded algebra of a truncated valuation. These results will be essential to prove
the comparison results. In Section 5, we present the theory of MacLane-Vaquie´ key
polynomials. Finally, in Section 6 we prove the comparison results between key
polynomials and MacLane-Vaquie´ key polynomials.
2. Proof of Theorem 1.1
We start by presenting some basic definitions.
Definition 2.1. A map ν : R −→ Γ∞ is called a valuation if it satisfies (V1),
(V2) and
(V3): ν(1) = 0 and ν(0) =∞.
The set supp(ν) := {a ∈ R | ν(a) =∞} is a prime ideal ofR. In particular, if R is
a field, then this definition is the same as the classic definition of valuation on a field.
Also, if R = K[x], then the restriction ν0 of a valuation ν on R is a valuation on K.
There is a bijection between valuations ν onK[x] whose restriction toK is ν0 and all
valuations on simple extensions of K extending ν0. More precisely, valuations ν for
which supp(ν) = (0) correspond to valuations on simple transcendental extensions
of (K, ν0) and valuations ν for which supp(ν) 6= (0) correspond to valuations on
simple algebraic extensions of (K, ν0).
Remark 2.2. Some authors use the term valuation to refer only to valuations
with supp(ν) = 0 and pseudo-valuations for those which supp(ν) 6= 0. Also, some
authors use the term Krull valuations for those which supp(ν) = 0. We do not
make such distinctions because we do not find it necessary.
We denote by ν(R) the image of all elements of R in Γ, i.e.,
ν(R) = {ν(a) | a ∈ R \ supp(ν)}.
We start with the following lemma.
Lemma 2.3. If µ satisfies (V2), then µ′ also satisfies (V2).
Proof. Take two polynomials f, g ∈ K[x] and write (adding zero terms if necessary)
f(x) = f0 + f1q + . . .+ fnq
r and g(x) = g0 + g1q + . . .+ gnq
r,
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with fi, gi ∈ K[x]n for every i, 0 ≤ i ≤ r. Then
µ′(f + g) = min
0≤i≤r
{min{µ(fi + gi)}+ iγ}
≥ min
0≤i≤r
{min{µ(fi), µ(gi)}+ iγ}
= min
{
min
0≤i≤r
{µ(fi) + iγ}, min
0≤i≤r
{µ(gi) + iγ}
}
= min{µ′(f), µ′(g)}.
Hence, (V2) is satisfied for µ′. 
Proof of Theorem 1.1. Take f, g ∈ K[x] and consider their q-expansions
f = f0 + . . .+ frq
r and g = g0 + . . .+ gsq
s.
In particular, for every i, 0 ≤ i ≤ r, and j, 0 ≤ j ≤ s we have
(1) µ(fi) ≥ µ
′(f)− iγ and µ(gj) ≥ µ
′(g)− jγ.
For each i, 0 ≤ i ≤ r, and j, 0 ≤ j ≤ s, let
figj = aijq + cij
be the q-standard expansion of figj .
If r = 0 = s, then by our assumptions
µ′(fg) = min{µ(c00), µ(a00) + γ} = µ(c00) = µ(f0g0)
= µ(f0) + µ(g0) = µ
′(f) + µ′(g).
Since µ satisfies (V2), by Lemma 2.3, also µ′ satisfies (V2). Hence
µ′(fg) ≥ min
i,j
{µ′(figjq
i+j)} = min
i,j
{µ′(fiq
i) + µ′(gjq
j)} = µ′(f) + µ′(g).
For each i, 0 ≤ i ≤ r, and j, 0 ≤ j ≤ s, our assumptions give
µ′(fiq
i) + µ′(gjq
j) = µ(figj) + (i+ j)γ = ν(cij) + (i + j)γ = µ
′(cijq
i+j).
Let i0, 0 ≤ i0 ≤ r and j0, 0 ≤ j0 ≤ s, be the smallest non-negative integers such
that the equality holds in (1). Set k0 := i0 + j0. Then for every i < k0 if i 6= i0,
then
µ′(f) < µ(fi)− iγ or µ
′(g) < µ(gk0−i)− (k0 − i)γ.
Then
µ(ci0j0) = µ(fi0) + µ(gj0)
= µ′(f) + i0γ + µ
′(g) + j0γ = µ
′(f) + µ′(g) + k0γ
< µ(fi) + ν(gk0−i)− k0γ + k0γ = µ(figk0−i) = µ(ci(k0−i)).
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On the other hand, for any i ≤ k0 − 1 we have
µ(ai(k0−i−1)) > µ(ci(k0−i−1))− γ = µ(figk0−i−1)− γ
= µ(fi) + µ(gk0−i−1)− γ
≥ µ′(f) + µ′(g)− (k0 − 1)γ − γ
= µ′(f) + µ′(g)− k0γ = µ(ci0j0) + k0γ − k0γ
= µ(ci0j0).
Let fg = a0 + a1q + . . .+ alq
l be the q-standard expansion of fg. Then
ak0 =
k0∑
i=0
ci(k0−i) +
k0−1∑
i=0
ai(k0−i−1).
Since µ(ci0j0) < µ(ai(k0−i−1)) for i ≤ k0 − 1 and µ(ci0j0) < µ(ci(k0−i)) for i 6= i0 we
have
µ(ak0) = µ(ci0j0) = µ(fi0) + µ(gj0) = µ
′(f) + µ′(g)− k0γ.
Here we are using that since µ satisfies (V2) (by the previous lemma), if µ(F ) <
µ(G) for F,G ∈ K[x], then µ(F +G) = µ(F ).
Therefore,
µ′(fg) = min
0≤k≤l
{µ(ak) + kγ)} ≤ µ
′(f) + µ′(g),
which completes the proof. 
Given a valuation ν0 on K, a group Γ
′ containing ν0K and γ ∈ Γ
′ we define
νγ(a0 + a1x+ . . .+ anx
n) := min
0≤i≤n
{ν0(ai) + iγ}.
Corollary 2.4. The map νγ is a valuation on K[x].
Proof. The property (V3) follows from the definition of νγ and property (V2) is
a consequence of Lemma 2.3. In order to prove (V1) we will use Theorem 1.1
for µ = µ′ = νγ . Since deg(x) = 1 and K[x]1 = K the condition (i) of Theorem
1.1 is satisfied (because K[x]1 = K is closed by multiplication and ν |K= ν0 is a
valuation). Also, for f, g ∈ K if fg = ax + r, then a = 0 and r = fg because x is
transcendental over K. Hence
ν(fg) = ν(r) <∞ = ν(aQ)
and therefore the condition (ii) of Theorem 1.1 is satisfied. Hence, (V1) is satisfied
for µ′ = νγ and consequently νγ is a valuation. 
Definition 2.5. The valuations of K[x] that are constructed as the previous the-
orem are called monomial valuations and are denoted by
νγ := [ν0; νγ(x) = γ].
Many results follow as corollaries of Theorem 1.1. Examples of this are Propo-
sition 3.4, Theorem 5.3 and Theorem 5.18 in this paper.
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Remark 2.6. The main argument used to prove Theorem 3 of [3] follows from
Theorem 1.1. This result refers to pseudo-convergent sequences and immediate
extension. Since this topic is not necessary in this paper, we will not present it
here.
3. Key polynomials
In order to define a key polynomial, we will need to define the number ǫ(f) for
f ∈ K[x]. Let Γ′ = Γ ⊗ Q be the divisible hull of Γ. For a polynomial f ∈ K[x]
and k ∈ N, we consider
∂k(f) :=
1
k!
dkf
dxk
,
the so called Hasse-derivative of f of order k. Let
ǫ(f) = max
k∈N
{
ν(f)− ν(∂kf)
k
}
∈ Γ′.
Definition 3.1. A monic polynomial Q ∈ K[x] is said to be a key polynomial
(of level ǫ(Q)) if for every f ∈ K[x] if ǫ(f) ≥ ǫ(Q), then deg(f) ≥ deg(Q).
Lemma 3.2 (Lemma 2.3 of [8]). Let Q be a key polynomial and take f, g ∈ K[x]
such that
deg(f) < deg(Q) and deg(g) < deg(Q).
Then for ǫ := ǫ(Q) and any k ∈ N we have the following:
(i): ν(∂k(fg)) > ν(fg)− kǫ
(ii): If νQ(fQ + g) < ν(fQ + g) and k ∈ I(Q) :=
{
i | ǫ(f) = ν(f)−ν(∂if)i
}
,
then ν(∂k(fQ+ g)) = ν(fQ)− kǫ;
(iii): If h1, . . . , hs are polynomials such that deg(hi) < deg(Q) for every i =
1, . . . , s and
s∏
i=1
hi = qQ+ r with deg(r) < deg(Q) and r 6= 0, then
ν(r) = ν
(
s∏
i=1
hi
)
< ν(qQ).
Proposition 3.3 (Proposition 2.4 (ii) of [8]). Every key polynomial is irreducible.
The next result is Proposition 2.6 of [8] (which is the same as Proposition 15 of
[2]). We present its proof here because it follows easily from Theorem 1.1.
Proposition 3.4. If Q is a key polynomial, then νQ is a valuation of K[x].
Proof. The property (V3) follows from the definition of νQ and property (V2) is
a consequence of Lemma 2.3. In order to prove property (V1), we will use Lemma
1.1 for µ = ν and µ′ = νQ. The conditions (i) of Lemma 1.1 is satisfied because ν
is a valuation. We observe that since Q is irreducible if fg = aQ + r, then r 6= 0.
Hence, the condition (ii) of Lemma 1.1 follows from Lemma 3.2 (iii). 
Proposition 3.5 (Proposition 2.10 of [8]). For two key polynomials Q,Q′ ∈ K[x]
we have the following:
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(i): If deg(Q) < deg(Q′), then ǫ(Q) < ǫ(Q′);
(ii): If ǫ(Q) < ǫ(Q′), then νQ(Q
′) < ν(Q′);
(iii): If deg(Q) = deg(Q′), then
(2) ν(Q) < ν(Q′)⇐⇒ νQ(Q
′) < ν(Q′)⇐⇒ ǫ(Q) < ǫ(Q′).
Corollary 3.6. Let Q and Q′ be key polynomials such that ǫ(Q) ≤ ǫ(Q′). For
every f ∈ K[x], if νQ(f) = ν(f), then νQ′(f) = ν(f).
Proof. It follows from Proposition 3.5 that if ǫ(Q) ≤ ǫ(Q′), then νQ′(Q) = ν(Q).
Since deg(Q) ≤ deg(Q′), for every fi ∈ K[x] with deg(fi) < deg(Q) we have
νQ′(fi) = ν(fi). Hence νQ′(fiQ
i) = ν(fiQ
i).
Take f ∈ K[x] such that νQ(f) = ν(f) and let
f = f0 + f1Q+ . . .+ fnQ
n
be the Q-expansion of f . Then
νQ′(f) ≥ min
0≤i≤n
{νQ′(fiQ
i)} = min
0≤i≤n
{ν(fiQ
i)} = νQ(f) = ν(f).
Since νQ′(f) ≤ ν(f) for every f ∈ K[x] we have our result. 
For a key polynomial Q ∈ K[x], let
α(Q) := min{deg(f) | νQ(f) < ν(f)}
(if νQ = ν, then set α(Q) =∞) and
Ψ(Q) := {f ∈ K[x] | f is monic, νQ(f) < ν(f) and α(Q) = deg(f)}.
Theorem 3.7 (Theorem 2.12 of [8]). A monic polynomial Q is a key polynomial
if and only if there exists a key polynomial Q− ∈ K[x] such that Q ∈ Ψ(Q−) or the
following conditions hold:
(K1): α(Q−) = deg(Q−)
(K2): the set {ν(Q′) | Q′ ∈ Ψ(Q−)} does not contain a maximal element
(K3): νQ′(Q) < ν(Q) for every Q
′ ∈ Ψ(Q−)
(K4): Q has the smallest degree among polynomials satisfying (K3).
Definition 3.8. When conditions (K1) - (K4) of Theorem 3.7 are satisfied, we
say that Q is a limit key polynomial.
Definition 3.9. A set Q ⊆ K[x] is called a complete set for ν if for every
f ∈ K[x] there exists Q ∈ Q with deg(Q) ≤ deg(f) such that νQ(f) = ν(f). If the
set Q admits an order under which it is well-ordered, then it is called a complete
sequence.
Theorem 3.10 (Theorem 1.1 of [8]). Every valuation ν on K[x] admits a complete
set Q of key polynomials. Moreover, Q can be chosen to be well-ordered with respect
to the order given by Q < Q′ if ǫ(Q) < ǫ(Q′).
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Remark 3.11. In [8], the definition of complete sequence does not require that
deg(Q) ≤ deg(f) as in our definition. This property is important and the proof of
Theorem 1.1 in [8] guarantees that the obtained sequence satisfies the additional
property.
4. Graded algebras
Let R be an integral domain and ν a valuation on R. For each γ ∈ ν(R), we
consider the abelian groups
Pγ = {a ∈ R | ν(a) ≥ γ} and P
+
γ = {a ∈ R | ν(a) > γ}.
Definition 4.1. The graded algebra of R associated to ν is defined as
grν(R) =
⊕
γ∈ν(R)
Pγ/P
+
γ .
It is not difficult to show that grν(R) is an integral domain. For a ∈ R we will
denote by inν(a) the image of a in
Pν(a)/P
+
ν(a) ⊆ grν(R).
For the remaining of this section we will consider a valuation ν on K[x] and a
key polynomial Q ∈ K[x]. Then the truncation νQ of ν on Q is a valuation. For
simplicity of notation we will write
grQ(K[x]) := grνQ(K[x])
and for f ∈ K[x] we denote inQ(f) := inνQ(f). Let RQ be the additive subgroup
of grQ(K[x]) generated by
{inQ(f) | f ∈ K[x]n} where n := deg(Q),
and
y := inQ(Q).
Proposition 4.2. The set RQ is a subring of grQ(K[x]), y is transcendental over
RQ and
grQ(K[x]) = RQ[y].
Proof. In order to prove that RQ is a subgring it is enough to show that it is closed
under addition and multiplication, i.e., for φ, ψ ∈ RQ we have that φ+ψ ∈ RQ and
φ · ψ ∈ RQ. Since RQ is defined as an additive subgrop, it is closed by addition.
In order to show that it is closed under multiplication, it is enough to consider
φ = inQ(f) and ψ = inQ(g) for some f, g ∈ K[x]n. Write
fg = aQ+ r for a, r ∈ K[x]n.
Since Q is irreducible and deg(f), deg(q) < deg(Q) we have that r 6= 0. Hence, by
Proposition 3.2 (iii) (for s = 2) we have that
ν(fg) = ν(r) < ν(aQ).
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This implies that
νQ(fg − r) = νQ(aQ) = ν(aQ) > ν(r) = νQ(r),
and consequently
inQ(f) · inQ(g) = inQ(fg) = inQ(r) ∈ RQ.
Hence, RQ is a ring.
To prove that y is transcendental over RQ assume that there exists an algebraic
equation
(3) a0 + a1y + . . .+ ary
r = 0
for ai ∈ RQ. We can assume that for each i, 0 ≤ i ≤ n, ai is homogeneous of the
form ai = inQ(fi) and that all the terms on the left hand side in (3) have the same
degree. Then
ν(f0) = νQ(f0) = νQ(fiQ
i) = ν(fiQ
i) for every i, 0 ≤ i ≤ r.
This and (3) imply that
min
0≤i≤n
{ν(fiQ
i)} = ν(f0) = νQ(f0) < νQ(f0 + f1Q+ . . .+ frQ
r)
and this is a contradiction to the definition of νQ.
Take now any polynomial f ∈ K[x] and write f = f0 + f1Q + . . . + frQ
r with
fi ∈ K[x]n for every i, 0 ≤ i ≤ r. Then
νQ

f − ∑
i∈SQ(f)
fiQ
i

 = νQ

 ∑
i/∈SQ(f)
fiQ
i

 = min
i/∈SQ(f)
{ν
(
fiQ
i
)
} > νQ(f)
(where SQ(f) := {i ∈ {0, . . . , r} | ν(fiQ
i) = νQ(f)}). Hence,
inQ(f) =
∑
i∈SQ(f)
inQ(fi)y
i ∈ RQ[y].
This concludes the proof. 
Remark 4.3. We observe that the property of key polynomials used to prove the
previous result is that they satisfy Property (ii) of Theorem 1.1.
Corollary 4.4. For f, g ∈ K[x] if y divides inQ(f) · inQ(g), then y divides inQ(f)
or inQ(g) in grQ(K[x]).
Proof. Since RQ is a domain and y is transcendental over RQ, we have that y is
irreducible in grQ(K[x]) = RQ[y]. Our result follows immediately. 
Corollary 4.5. For f ∈ K[x], if y divides inQ(f) in grQ(K[x]), then deg(Q) ≤
deg(f).
Proof. If deg(f) < deg(Q), then inQ(f) ∈ RQ. Hence, y ∤ inQ(f). 
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For the remaining of this section, we will consider a key polynomial Q for ν
and fix an element Q′ ∈ Ψ(Q). We want to study the properties of inQ(Q
′) in
grQ(K[x]). We will start with the following basic result.
Lemma 4.6. Let R be a ring, graded by a totally ordered semigroup Γ. Let I = 〈f〉
be an ideal generated by a homogeneous element f . If for any homogeneous elements
g, h ∈ R we have
f | gh =⇒ f | g or f | h,
then I is a prime ideal.
Proof. Let g = g1+ . . .+gr and h = h1+ . . .+hs where gi and hj are homogeneous,
deg(gi) < deg(gi+1) and deg(hj) < deg(hj+1) for every i, 1 ≤ i ≤ r − 1 and j,
1 ≤ j ≤ s− 1. Assume that gh ∈ I, i.e., that f | gh. We will prove first that
(4) f | gi or f | hj for each i, 1 ≤ i ≤ r and j, 1 ≤ j ≤ s.
Since deg(g1) < deg(gi) and deg(h1) < deg(hj) for i > 1 and j > 1, the fact that
f | gh implies that f | g1h1. By our assumption we have that f | g1 or f | h1. For
a given i0, 1 < i0 ≤ r and j0, 1 < j0 ≤ s, assume that
(5) f | gi or f | hj for each i < i0 and j < j0.
Since f | gh, we have that f divides
∑
i+j=i0+j0
gihj . By (5) we conclude that
f | gi0hj0 and by our assumption f | gi0 or f | hj0 . Recursively, we obtain (4).
It remains to show that f | g or f | h, i.e., that f | gi for every i, 1 ≤ i ≤ r or
that f | hj for every j, 1 ≤ j ≤ s. If this were not the case, then there would exist
i, 1 ≤ i ≤ r and j, 1 ≤ j ≤ s such that f ∤ gi and f ∤ hj . This is a contradiction to
(4). 
Lemma 4.7. For f ∈ K[x], inQ(Q
′) | inQ(f) if and only if νQ(f) < ν(f). In
particular, if inQ(Q
′) | inQ(f), then deg(f) ≥ deg(Q
′).
Proof. Take any polynomial f ∈ K[x] such that νQ(f) < ν(f). By the minimality
of the degree of Q′, we have that
f = aQ′ + r with a 6= 0 and deg(r) < deg(Q′).
Since deg(r) < deg(Q′) we have that νQ(r) = ν(r). Then
νQ(r) = ν(r) ≥ min{ν(f), ν(aQ
′)} > min{νQ(f), νQ(aQ
′)},
which gives us
inQ(f) = inQ(aQ
′) = inQ(a) inQ(Q
′).
For the converse, assume that inQ(Q
′) | inQ(f). This implies that there exists
a ∈ K[x] such that inQ(aQ
′) = inQ(f). Then
νQ(f − aQ
′) > νQ(f) = νQ(aQ
′).
If νQ(f) = ν(f), then
ν(f − aQ′) ≥ νQ(f − aQ
′) > νQ(f) = ν(f).
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This implies that ν(f) = ν(aQ′) and hence
ν(aQ′) = ν(f) = νQ(f) = νQ(aQ
′).
This is a contradiction to ν(Q′) < νQ(Q
′). 
Proposition 4.8. Assume that Q is a key polynomial and that Q′ ∈ Ψ(Q). Then
IQ := 〈{inQ(f) | νQ(f) < ν(f)}〉
is a prime ideal of grQ(K[x]) generated by inQ(Q
′).
Proof. For each f ∈ K[x] with νQ(f) < ν(f), Lemma 4.7 gives us that inQ(Q
′) |
inQ(f). This implies that IQ ⊆ 〈inQ(Q
′)〉 and since the other inclusion is trivial,
we have the equality.
By Lemma 4.6, in order to prove that IQ is a prime ideal, it is enough to show
that for f, g ∈ K[x], if inQ(Q
′) | inQ(f) · inQ(g), then
inQ(Q
′) | inQ(f) or inQ(Q
′) | inQ(g).
Assume that
inQ(Q
′) | inQ(f) · inQ(g) = inQ(fg).
By Lemma 4.7 we have that νQ(fg) < ν(fg) and hence νQ(f) < ν(f) or νQ(g) <
ν(g). Hence, by Lemma 4.7
inQ(Q
′) | inQ(f) or inQ(Q
′) | inQ(g).
This concludes the proof. 
Corollary 4.9. The element inQ(Q
′) is irreducible in grQ(K[x]).
5. MacLane-Vaquie´ key polynomials and augmented valuations
This section is based on [5] and [9]. We decided to show all the needed results
here for the convenience of the reader. Our main goal is to axiomatize a way to
extend, if possible, any given valuation on K[x]. For this purpose we will need to
introduce the concept of MacLane-Vaquie´ key polynomials.
Let K be a field and let ν be a valuation on K[x]
Definition 5.1. Take f, g ∈ K[x],
(i): We say that f is ν-equivalent to g (and denote by f ∼ν g) if inν(f) =
inν(g).
(ii): We say that g ν-divides f (denote by g |ν f) if there exists h ∈ K[x]
such that f ∼ν g · h.
Definition 5.2. A monic polynomial Q ∈ K[x] is aMacLane-Vaquie´ key poly-
nomial for ν if
(KP1): Q is ν-irreducible, i.e.,
Q |ν f · g =⇒ Q |ν f or Q |ν g;
and
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(KP2): for every f ∈ K[x] we have
Q |ν f =⇒ deg(f) ≥ deg(Q).
Let Q be a MacLane-Vaquie´ key polynomial for ν, Γ′ be a group extension of
ν(K[x]) and γ ∈ Γ′ such that γ > ν(Q). For every f ∈ K[x], let
f = f0 + f1Q+ . . .+ fnQ
n
be the Q-expansion of f . Define the map
(6) ν′(f) := min
0≤i≤n
{ν(fi) + iγ}.
Theorem 5.3. The map ν′ is a valuation on K[x].
In order to prove Theorem 5.3, we will need the following lemma.
Lemma 5.4. Let Q be a MacLane-Vaquie´ key polynomial for ν. Then
(i): for f, r, a ∈ K[x] with deg(r) < deg(Q) and f = aQ+ r we have
ν(f) ≤ min{ν(aQ), ν(r)}; and
(ii): for f, g, r, a ∈ K[x] with
max{deg(f), deg(g), deg(r)} < deg(Q)
if fg = aQ+ r, then
(7) ν(r) = ν(fg) < ν(a) + γ.
Proof. In order to prove (i) we observe that if ν(f) > ν(r), then
ν(r) < ν(f) = ν(aQ+ r).
Consequently Q |ν −r and since deg(r) < deg(Q) this contradicts the fact that Q
is a MacLane-Vaquie´ key polynomial for ν. Hence, ν(r) ≥ ν(f) and consequently
ν(aQ) ≥ min{ν(f), ν(r)} = ν(f)
and this shows (i).
In order to prove (ii), assume aiming for a contradiction, that (7) is not satisfied.
Then
(8) max{ν(r), ν(fg)} > ν(aQ).
Indeed, if
ν(r) ≥ ν(a) + γ or ν(fg) ≥ ν(a) + γ,
then we have (8) because γ > ν(Q). On the other hand, if ν(r) 6= ν(fg), then
max{ν(r), ν(fg)} > min{ν(r), ν(fg)} = ν(aQ).
If ν(fg) > ν(aQ), then
ν(aQ) = ν(r) < ν(aQ+ r) = ν(fg)
ON MACLANE-VAQUIE´ KEY POLYNOMIALS 13
and hence Q |ν r. Analogously, if ν(r) > ν(aQ), then Q |ν fg and since Q satisfies
(KP1) we conclude that Q |ν f or Q |ν g. In each case we obtain a contradiction,
because max{deg(r), deg(f), deg(g)} < deg(Q) and Q satisfies (KP2). 
Proof of Theorem 5.3. The property (V3) follows from the definition of ν′ and
property (V2) is a consequence of Lemma 2.3. In order to prove (V1) it is enough
to show that conditions (i) and (ii) of Lemma 1.1 are satisfied for ν = µ and
ν′ = µ′. The condition (i) is satisfied because ν is a valuation and condition (ii)
follows immediately from Lemma 5.4. 
Definition 5.5. The map ν′ is called an augmented valuation and denoted by
ν′ := [ν; ν′(Q) = γ].
Remark 5.6. From now on, when we say that ν′ is of the form
ν′ = [ν; ν′(Q) = γ]
we mean that ν is a valuation on K[x], Q is a key polynomial for ν, γ > ν(Q) and
that ν′ is the valuation presented in (6).
We want to iterate the construction of augmented valuations as above. For this
purpose we need the concept of iterated family of valuations. Consider a family
F = {(να, Qα, γα)}α∈A, indexed by a totally ordered set A, where for every α ∈ A,
να is a valuation onK[x], Qα ∈ K[x] and γα is an element in a fixed ordered abelian
group Γ.
Definition 5.7. The family F is called a family of augmented iterated valu-
ations if for every α ∈ A, except the smallest element of A, there exists α− ∈ A,
α− < α, such that να = [να− ; να(Qα) = γα], and the following properties hold.
(i): If α admits an immediate predecessor in A, α− is that predecessor, and
in the case when α− is not the smallest element of A, the polynomials Qα
and Qα− are not να−-equivalent and satisfy deg(Qα−) ≤ deg(Qα);
(ii): If α does not have an immediate predecessor in A, for every β ∈ A such
that α− < β < α, we have
νβ = [να− ; νβ(Qβ) = γβ ]
and
να = [νβ ; να(Qα) = γα],
and the polynomials Qα and Qα− have the same degree.
Remark 5.8. If F = {(να, Qα, γα)}α∈A is a family of augmented iterated valua-
tions of K[x] and I is a final or initial segment of A, then also
FI = {(να, Qα, γα)}α∈I
is a family of augmented iterated valuations of K[x].
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Definition 5.9. For a family of augmented valuations F = {(να, Qα, γα)}α∈A and
polynomials f, g ∈ K[x] we say that f F -divides g, and denote by f |F g, if there
exists α0 ∈ A such that f |να g for every α ∈ A with α ≥ α0.
Definition 5.10. A family of augmented iterated valuations
F = {(να, Qα, γα)}α∈A
is said to be continued if {γα | α ∈ A} does not have maximal element, deg(Qα) =
deg(Qβ) for every α, β ∈ A and there exists a valuation ν on K[x] such that
να = [ν; να(Qα) = γα] for every α ∈ A.
Lemma 5.11. Let F be a continued family of augmented valuations and assume
that for every α, β ∈ A with α < β, we have να ≤ νβ, i.e., να(f) ≤ νβ(f) for every
f ∈ K[x]. Then for f ∈ K[x] we have that
να(f) < νβ(f) for every α, β ∈ A with α < β
or there exists αf ∈ A such that
ναf (f) = να(f) for every α ≥ αf .
Proof. Assume that να(f) = νβ(f) for some α, β ∈ A. We claim that α and β can
be choosen in a way that
(9) νβ = [να; νβ(Qβ) = γβ ].
Indeed, for every α′ ∈ A with α ≤ α′ ≤ β, we have
να(f) ≤ να′(f) ≤ νβ(f) = να(f)
and hence the equality holds everywhere. If α ≥ β−, then the fact that F is a
family of iterated valuations implies that (9) is satisfied. If α < β−, we replace α
by β− and also have (9).
We will show that for every β′ > β we have νβ′(f) = νβ(f). Write f = aQβ + r
with deg(r) < deg(Qβ). Then by Lemma 7 (ii) we have
(10) να(aQβ) ≥ να(f).
Also, since νβ = [να; νβ(Qβ) = γβ] and να ≤ νβ, we have
(11) νβ(aQβ) > να(aQβ).
Puting (10) and (11) together we obtain
(12) νβ(f − r) = νβ(aQβ) > να(aQβ) ≥ να(f) = νβ(f).
In particular, νβ(r) = νβ(f). Since deg(r) < deg(Qβ) = deg(Qβ′) we have
(13) ν(r) = νβ(r) = νβ′(r).
Hence, by (12), (13) and the fact that νβ ≤ νβ′ , we have
νβ′(f − r) ≥ νβ(f − r) > νβ(f) = νβ′(r)
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and consequently
νβ′(f) = νβ′(r) = νβ(r) = νβ(f).

For a continued family of iterated valuations F , we define the set
Φ(F) := {f ∈ K[x] | να(f) < νβ(f) for every α, β ∈ A with α < β}.
and
C(F) := {f ∈ K[x] | ∃αf ∈ A such that να(f) = ναf (f), ∀α ≥ αf}.
Remark 5.12. Lemmma 5.11 tells us that if F is a continued family of iterated
valuations, with να ≤ νβ if α < β, then
K[x] = Φ(F) ⊔ C(F)
Corollary 5.13. Under the assumptions of Lemma 5.11, if fg ∈ Φ(F), then f ∈
Φ(F) or g ∈ Φ(F).
Proof. Assume that fg ∈ Φ(F). This means that
να(f) + να(g) = να(fg) < νβ(fg) = νβ(f) + νβ(g)
for every α, β ∈ A with α < β. This is impossible if f, g ∈ C(F). Hence f ∈ Φ(F)
or g ∈ Φ(F). 
Let d := d(F) be the smallest degree of a polynomial in Φ(F) and
Φ(F) := {q ∈ Φ(F) | deg(q) = d}.
In particular, K[x]d ⊆ C(F ). We can define the map
νF : C(F) −→ Γ by νF (f) := ναf (f).
Remark 5.14. For a finite number of polynomials f1, . . . , fn ∈ C(F) we have
νF (fi) = να(fi) for every i, 1 ≤ i ≤ n, for α = max
1≤i≤n
{αfi}.
If f, g ∈ K[x]d, then f, g, f + g ∈ K[x]d and fg ∈ C(F). Hence, there exists α such
that
νF(f) = να(f), νF (g) = να(g), νF (f + g) = να(f + g) and νF (fg) = να(fg).
Therefore,
νF(f + g) ≥ min{νF(f), νF(g)} and νF (fg) = νF (f) + νF (g).
Definition 5.15. A monic polynomial Q ∈ K[x] is said to be a limit MacLane-
Vaquie´ key polynomial for the continued family of iterated valuations F =
{(να, Qα, γα)}α∈A if Q has the following properties:
(LKP1): Q is F -irreducible, i.e., for f, g ∈ K[x], if Q |F fg, then Q |F f or
Q |F g.
(LKP2): Q is F -minimal, i.e., for f ∈ K[x], if Q |F f , then deg(Q) ≤ deg(f).
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The next result gives us a criterium to find limit key polynomials.
Proposition 5.16. Assume that F is a continued family of iterated valuations,
with να ≤ νβ if α < β, and Q ∈ Φ(F) is a monic polynomial. Then Q is a limit
MacLane-Vaquie´ key polynomial for F .
We will need the following lemma.
Lemma 5.17. Assume that F is a continued family of iterated valuations with
να ≤ νβ if α < β. If Q ∈ Φ(F), then for f ∈ K[x], we have
Q |F f ⇐⇒ f ∈ Φ(F).
Proof. Take a polynomial f with Q |F f and suppose that f ∈ C(F). Since Q |F f ,
there exists α0 ∈ A such that Q |να f for every α ≥ α0. For α > max{α0, αf},
there exists a ∈ K[x] such that
να(f − aQ) > να(f) = να(aQ).
Take β ∈ A with β > α. Then
νβ(f − aQ) ≥ να(f − aQ) > να(f) = νβ(f)
and consequently
νβ(aQ) = νβ(f) = να(f) = να(aQ)
contradicting Q ∈ Φ(F).
For the converse, assume that f ∈ Φ(F). Write f = aQ+r with deg(r) < deg(Q).
Since deg(r) < deg(Q), we have r ∈ C(F). We claim that, for every α ∈ A with
α ≥ αr, we have
(14) να(f − aQ) = να(r) > min{να(f), να(aQ)}
and consequently Q |F f . Indeed, if να(r) ≤ min{να(f), να(aQ)}, then for β > α
we would have
νβ(r) = να(r) ≤ min{να(f), να(aQ)} < min{νβ(f), νβ(aQ)}
and this is a contradiction to fact that νβ is a valuation. 
Proof of Proposition 5.16. Take f ∈ K[x]. If Q |F f , then by the previous lemma,
f ∈ Φ(F). Since Q ∈ Φ(F), we have deg(Q) ≤ deg(f). Hence, Q satisfies (LKP2).
Assume now that Q |F fg. Then, by Lemma 5.17, fg ∈ Φ(F). By Corollary
5.13, this implies that f ∈ Φ(F) or g ∈ Φ(F) and again by Lemma 5.17 we obtain
that Q |F f or Q |F g. Therefore, Q is a limit MacLane-Vaquie´ key polynomial for
F . 
Theorem 5.18. Let F be a continued family of iterated valuations and Q a limit
key polynomial for ν, with d = deg(Q) ≤ d(F). Take γ in some extension of Γ such
that γ > να(Q) for every α ∈ A. Define
ν(f) = min{νF(fi) + iγ}
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where f = f0 + f1Q + . . . + frQ
r is the Q-expansion of f . Then ν is a valuation
on K[x].
We will need the following lemma (which is the equivalent of Lemma 5.4 for an
iterated family of valuations).
Lemma 5.19. For f, g ∈ K[x]d, if fg = aQ+ r with deg(r) < deg(Q), then
(15) νF(fg) = νF(r) < νF (a) + γ.
Proof. Suppose, aiming for a contradiction, that (15) is not satisfied. Then there
exists α0 ∈ A such that να(fg) = νF (fg), να(r) = νF(r), and
(16) max{νF(r), νF (fg)} > να(aQ) for every α ≥ α0.
Indeed, if
max{νF(r), νF (fg)} ≥ νF (a) + γ,
then we have (16) because
νF(a) = να(a) and γ > να(Q)
for every α ≥ αa. On the other hand, if νF(r) 6= νF(fg), then for every α ≥
max{αfg, αr} we have
να(r) = νF (r) 6= νF (fg) = να(fg)
and consequently
max{νF(r), νF (fg)} = max{να(r), να(fg)} > min{να(r), να(fg)} = να(aQ).
We can assume that α0 ≥ αr, αfg. If νF(fg) = να(fg) > να(aQ), then
να(aQ) = να(r) < να(aQ+ r) = να(fg)
for every α ≥ α0. Hence Q |F r. Analogously, if νF (r) > να(aQ) for every α ≥ α0,
then Q |F fg and since Q satisfies (LKP1) we conclude that Q |F f or Q |F g. In
each case we obtain a contradiction, because max{deg(r), deg(f), deg(g)} < deg(Q)
and Q satisfies (LKP2). 
Proof. Property (V3) follows by definition. By Remark 5.14, the assumptions of
Lemma 2.3 are satisfied for µ = νF and consequently (V2) is satisfied for ν.
Again by Remark 5.14 the condition (i) of Lemma 1.1 is satisfied for µ = νF .
Moreover, by the previous Lemma the condition (ii) of Lemma 1.1 is satisfied for
µ = νF , we obtain that µ
′ = ν satisfies (V1). Theorefore, ν is a valuation. 
Before ending this section we will discuss when the condition να ≤ νβ for α < β
is satisfied. We start with the following proposition.
Proposition 5.20. Let ν be a valuation on K[x] and let
ν1 = [ν; ν1(Q1) = γ1] and ν2 = [ν1; ν2(Q2) = γ2]
18 JOSNEI NOVACOSKI
be augmented valuations and assume that Q1 ≁ν1 Q2. If deg(Q1) = deg(Q2), then
γ2 > γ1 and
ν2(Q1) = ν1(Q2) = γ1 = ν(Q2 −Q1).
Proof. Since Q1 and Q2 are monic polynomials of the same degree, we have that
deg(h) < deg(Q1) = deg(Q2) where h = Q2 −Q1. In particular,
ν(h) = ν1(h) = ν2(h).
Since Q2 is a MacLane-Vaquie´ key polynomial for ν1, by Lemma 5.4 (i) (for f = Q1,
aQ = Q2 and r = h) we have that
(17) ν(h) = ν1(h) ≥ ν1(Q1) = γ1 and ν1(Q2) ≥ ν1(Q1).
By the definition of ν1 and by (17) we have
ν1(Q2) = min{γ1, ν(h)} = γ1.
Hence, γ2 > ν1(Q2) = γ1.
Since Q1 ≁ν1 Q2, we have
ν(h) = ν1(h) = ν(Q2 −Q1) ≤ ν1(Q1) = γ1.
This and (17) imply that ν1(h) = ν(h) = γ1. Hence,
ν2(Q1) = ν2(Q2 − h) = min{γ2, ν1(h)} = γ1.

Corollary 5.21. On the situation of Lemma 5.20 we have that
ν2 = [ν; ν2(Q2) = γ2].
Proof. For a polynomial f ∈ K[x] let
f = f0 + f1Q2 + . . .+ frQ
r
2
be the Q2-expansion of f . If Q2 is a key polynomial for ν, then
ν2(f) = min{ν1(fi) + iγ2} = min{ν(fi) + iγ2}.
Hence, we only need to show that Q2 is a key polynomial for ν.
By Proposition 5.20
ν(Q2 −Q1) = γ1 > ν(Q1)
and hence Q2 ∼ν Q1. This, and the fact that Q1 is a key polynomial for ν imply
that Q2 is a key polynomial for ν. 
Question 5.22. Is the converse of the previous corollary true? More precisely,
assume that
ν1 = [ν; ν1(Q1) = γ1] and ν2 = [ν; ν2(Q2) = γ2],
with deg(Q2) = deg(Q1) and γ1 < γ2. Is it true that
(18) ν2 = [ν1; ν2(Q2) = γ2]?
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If (18) is satisfied, then ν1 ≤ ν2. Observe that in the construction of this
section, we used the property ν1 ≤ ν2 rather than (18). The next lemma gives an
easy criterium of when ν1 ≤ ν2.
Lemma 5.23. Let ν be a valuation on K[x] and
ν1 = [ν; ν1(Q1) = γ1] and ν1 = [ν; ν2(Q2) = γ2]
be two augmented valuations. Assume that deg(Q1) = deg(Q2) and that γ1 < γ2.
Then,
γ1 = ν1(Q1) ≤ ν2(Q1)⇐⇒ ν1 ≤ ν2.
Proof. The implication “ ⇐= ” is trivial. For the converse, assume that γ1 =
ν1(Q1) ≤ ν2(Q1). For a given f ∈ K[x], let
f = f0 + f1Q1 + . . .+ frQ
r
1
be the Q1-expansion of f . Then
ν2(f) ≥ min
0≤i≤r
{ν2(fiQ
i
1)} = min
0≤i≤r
{ν(fi) + iν2(Q1)} ≥ min
0≤i≤r
{ν(fi) + iγ1} = ν1(f).

Remark 5.24. We observe that in the situation above ν(Q2) = ν(Q1). Indeed, if
ν(Q1) < ν(Q2), then
ν(Q2 − (Q2 −Q1)) = ν(Q2) > ν(Q1)
and consequently Q1 ∼ν Q2 − Q1 which is a contradiction to (KP2). The case
ν(Q2) < ν(Q1) is analogous.
The next example shows that in our situation, ν1 ≤ ν2 (consequently (18)) is
not necessarily true.
Example 5.25. Let νt be the t-adic valuation on K = k(t) and extend it to K[x]
by defining
ν(a0 + a1x+ . . .+ arx
r) = min
1≤i≤r
{νt(ai) + i}, i.e., ν = [νt; ν(x) = 1].
The polynomialsQ1 = x−t andQ2 = x−t−t
2 are MacLane-Vaquie´ key polynomials
for ν. Define
ν1 = [ν; ν1(Q1) = 3] and ν2 = [ν; ν2(Q2) = 4].
Then ν2(Q1) = min{4, ν(Q2 −Q1)} = 2 < 3 = ν1(Q1).
6. Key polynomials vs MacLane-Vaquie´ key polynomials
The main goal of this section is to relate MacLane-Vaquie´ key polynomials with
key polynomials. We start with the following result.
Theorem 6.1. Let ν be a valuation on K[x], and take a key polynomial Q and
Q′ ∈ Ψ(Q). Then Q and Q′ are MacLane-Vaquie´ key polynomials for νQ. Moreover,
νQ′ = [νQ; νQ′(Q
′) = ν(Q′)].
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Proof. Corollaries 4.4 and 4.5 give us that Q is a MacLane-Vaquie´ key polynomial
for νQ. Also, Lemma 4.7 and Corollary 4.9 imply that Q
′ is MacLane-Vaquie´ key
polynomial for νQ. For the last statement, we observe that νQ(f) = ν(f) for every
f ∈ K[x] with deg(f) < deg(Q′) because of the minimality of the degre of Q′.
Hence
νQ′(f0 + . . .+ frQ
′r) = min
0≤i≤r
{ν(fiQ
′i)} = min
0≤i≤r
{νQ(fi) + iν(Q
′)}.

Theorem 6.2. Assume that ν is a valuation on K[x] and that Q is a limit key
polynomial for ν. Then the family
F = {(νQ′ , Q
′, ν(Q′))}Q′∈Ψ(Q−)
ordered by ǫ, is a continued family of augmented valuations on K[x] and Q is a
limit MacLane-Vaquie´ key polynomial for ν. Moreover,
νQ = [νF ; νQ(Q) = ν(Q)].
In order to prove Theorem 6.2, we will need the following Lemma.
Lemma 6.3. Assume that ν is a valuation on K[x] and that Q is a key polynomial
for ν. For Q′, Q′′ ∈ Ψ(Q), if ǫ(Q′) < ǫ(Q′′), then
νQ′′ = [νQ′ ; νQ′′(Q
′′) = ν(Q′′)].
Moreover, Q′ ≁Q′ Q
′′
Proof. Since ǫ(Q′) < ǫ(Q′′), by Proposition 3.5 (ii), we have that νQ′(Q
′′) < ν(Q′′).
Since deg(Q′) = deg(Q′′) = α(Q) we conclude that Q′′ ∈ Ψ(Q′). Hence, Theorem
6.1 gives us that Q′′ is a MacLane-Vaquie´ key polynomial for νQ′′ and νQ′′ =
[νQ′ ; νQ′′(Q
′′) = ν(Q′′)].
Since deg(Q′) = deg(Q′′) and ǫ(Q′) < ǫ(Q′′), Proposition 3.5 (iii) gives us that
ν(Q′) < ν(Q′′) and hence
νQ′(Q
′ −Q′′) = ν(Q′ −Q′′) = ν(Q′) = νQ′(Q
′).
Consequently, Q′ ≁Q′ Q
′′. 
Proof of Theorem 6.2. We will start by proving that F is an iterated family of
augmented valuations. Take Q′ ∈ Ψ(Q−) and assume that it is not the smallest
element of Ψ(Q−). If Q
′ admits predecessor, we set Q′− to be that predecessor. If
not, set Q′− to be any element in Ψ(Q−) such that ǫ(Q
′
−) < ǫ(Q
′). We will show
that Q′− satisfy the conditions of the definition of iterated family of valuations (for
α = Q′ and α− = Q
′
−).
Observe that by Lemma 6.3 we have
νQ′ = [νQ′
−
; νQ′(Q
′) = ν(Q′)].
Moreover, since deg(Q′) = α(Q−) for every Q
′ ∈ Ψ(Q−), the conditions on the
degrees are automatically satisified.
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Assume that we are in case (i), i.e., that Q′ admits a predecessor. By definition
Q′− is that predecessor and by Lemma 6.3 we have Q
′
− ≁Q′
−
Q′. Hence, the
condition of Definition 5.7 is satisified.
Assume that we are in case (ii), i.e., that Q′ does not admit a predecessor, and
take Q′′ ∈ Ψ(Q−) with
ǫ(Q′−) < ǫ(Q
′′) < ǫ(Q′).
By Lemma 6.3, we have that
νQ′′ = [νQ′
−
; νQ′′(Q
′′) = ν(Q′′)] and νQ′ = [νQ′′ ; νQ′(Q
′) = ν(Q′)].
Therefore, F is a family of iterated valuations.
The fact that it is continued follows from the fact that for every Q′ ∈ Ψ(Q−) we
have (by Theorem 6.1) that
νQ′′ = [νQ− ; νQ′′(Q
′′) = ν(Q′′)].
It remains to prove that Q is a limit MacLane-Vaquie´ key polynomial for F
and that νQ = [νF ; νQ(Q) = ν(Q)]. Observe that for Q
′, Q′′ ∈ Ψ(Q−), with
ǫ(Q′) < ǫ(Q′′), Lemma 6.3, we have that νQ′ ≤ νQ′′ . Hence, if we prove that
Q ∈ Φ(F) the result will follow from Proposition 5.16.
By (K3) we have νQ′(Q) < ν(Q) for everyQ
′ ∈ Ψ(Q−). In particular, {νQ′(Q)}Q′∈Ψ(Q−)
is increasing (see Corollary 3.6). Hence, Q ∈ Φ(F). Assume that f ∈ Φ(F). Then,
{νQ′(f)}Q′∈Ψ(Q−) is increasing and consequently the condition (K3) is satisfied for
f . By (K4) we conclude that deg(Q) ≤ deg(f). Consequently, Q ∈ Φ(F).
For any polynomial f ∈ K[x], let f = f0+ f1Q+ . . .+ frQ
r be the Q-expansion
of f . Then there exists Q′ ∈ Ψ(Q−) such that νQ′′(fi) = ν(fi) for every i, 0 ≤ i ≤ r
and Q′′ ∈ Ψ(Q−) with ǫ(Q
′) ≤ ǫ(Q′′). In particular, νF (fi) = ν(fi). Hence,
νQ(f) = min{ν(fiQ
i)} = min{νF(fi) + ν(Q)}
and therefore, νQ = [νF ; νQ(Q) = ν(Q)]. 
The next corollary is the main result of [5] and [9].
Corollary 6.4. For every valuation ν on K[x], there exists a family of augmented
iterated valuations F = {(να, Qα, γα)}α∈A such that for every f ∈ K[x], there exists
α0 ∈ A for which ν(f) = να(f) for every α ∈ A, α ≥ α0.
Proof. By Theorem 3.10, ν admits a sequence (ordered by ǫ) Q of key polynomials.
Since Q can be chosen to be well-odered, for every Q ∈ Q we set Q+ to be the
next element (i.e., the element with smallest ǫ in {Q′ ∈ Q | ǫ(Q) < ǫ(Q′)}).
By Theorems 6.1 and 6.2, the family F = {(νQ, Q
+, ν(Q+))}Q∈Q is a family of
augmented iterated valuations and this concludes our proof. 
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