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Abst rac t - -A  finite difference method is analyzed for the approximation of the solution of the 
evolutionary fourth-order in space, Sivashinsky equation. 
We prove that the scheme has a unique solution and we study error estimation for the numerical 
scheme. ~) 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In the solidification of dilute binary alloy, a planar solid-liquid interface is often found to be 
unstable, spontaneously assuming a cellular structure. This situation enables one to derive an 
asymptotic nonlinear equation which directly describes the dynamics of the onset and stabilization 
of cellular structure: 
Ou 0% 0 [ u) OU ] 
-~  +-d~ + ~ (2 -  ox j  +au=0,  
where a is constant > 0 (see [1-3]). We consider the mathematical model for a finite difference 
approximation of the following initial-boundary value problem• Find u(x, t) for x E f~, t el0, T[, 
such that 
Ou 0% 02/(u) 
-~  + -~fiz4 + au  = Ox 2 x c f~, 
~xx Ou (1,t) = O, t > O, (o, t) = a= 
03u " 03u'1 t) O, t > O, 
-5-~x3 ( o, t ) = -~-j  ( , = 
~(=,o) = uo(=), x ~ ~. 
t el0, T[, 
(1) 
Where f (u)  = (1/2)u 2 - 2u, u0 is a given function, T > 0, and f~ =]0, 1[. In this paper, we 
propose a splitting method. Let us introduce a new variable defined by v = f(u)  - °2~ b- x" It follows 
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that problem (1) may be rewritten as 
8u 02v 
O-"-t + au = Ox2 , x e ~2, 
02u 
v=/ (u)  Oz 2, zero,  
= = o,  > o,  
~(O, t )  = ~xv (1,t )= O, t > O, 
u(x, 0) = u0(x), z e f~. 
t El0, T[, 
t El0, T[, 
(2) 
Therefore, we obtain a new problem of second-order differential equation equivalent to system 
(1). So problem (2) represents a splitting of system (1) into two coupled problems. A semidiscrete 
finite element method and completely discrete schemes of (1) are developed in [4]. A wavelet- 
Galerkin approximation of problem (2) is discussed in [5]. 
The outline of the paper is as follows. In Section 2, problem (2) is studied numerically, we 
use a finite difference method, and we prove that the numerical scheme has a unique solution. 
In Section 3, we study error estimates between the solutions of the finite difference scheme and 
continuous problem. 
2. THE F IN ITE  D IFFERENCE APPROXIMATION 
Let M, N be integers and h = 1/ (N  + 1) (respectively, k = T/ (M + 1)), be the space (re- 
spectively, the time) step. We denote by u~ the approximation of u(ih, nk), 0 < i < N + 1, 
0 < n < M + 1. In this note, we use the semi-implicit time differencing scheme for solving the 
Sivashinsky equation. That is, we solve for (u~, v~) from 
1 1 
(u~ - u~ -1) + au~ = ~-~ (vh,  - 2v~ + v,n_.l), 1 < i < N, 
1 un un V~ = f (~t~ -1) -- ~-~ ( i+1 -- 2U~ q- i - l ) ,  1 < i < N, 
1 1 
(u~-u~)=0,  ~(u~+l -u~)  =0,  n>0,  
1 1 
(v~ - vS) = 0, ~ (~+1 - ~)  = 0, . > 0, 
o = uo(ih) given 1 < i < N. ui 
n>0,  
n>0,  
(3) 
We denote U '~, V r', F (U  n- l )  the vectors of R N+2 such that 
n T 
u-  = (.~,.?,...,.~+~)~ v-  = ( ,8 ,~,  . , ,~+~)  
and 
F (,--,) = (s (,4 '-~) ,s (,?-~),...,: (,4~_~)) T. 
Then we see that the system of equations (3) can be written as 
1 Un_1) -~ (u" - + ~u" = -Ah  V", 
v n = F (V" - ' )  + ,4bY" ,  
U ° given. 
(4.1) 
(4.2) 
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Where Ah is the tridiagonal matrix defined by 
-1  
1 
0 
-1  
Ah = -~ 
0 
1 0 
-2  1 
1 -2  
0 
-2 1 
0 1 - I  
Combining (4.1) and (4.2), then we obtain 
[(1 + ak) I  + kA2h] U n : U "-1 - kAhF  (un -1)  , 
U ° given, 
n>0,  
(5) 
where I is the N+2 unit matrix. 
PROPOSITION. The system of equations (5) has a unique solution. 
PROOF. The matrix Ah is tridiagonal symmetric and we have 
[a AN+ 1 RN+2, VW = ~w, j i= 0 C 
1 N+I 
wTAhw = -~ E (Wi - -  Wi-1) 2, 
i=1 
where w T is the transpose of w. If we denote B h = (1 + ak) I  + kA2h the matrix of system (5), then 
the matrix Bh is tridiagonal, symmetric, and positive definite. In particular, Bh is invertible. 
and hence, obviously, system (5) has a unique solution. 
3. ERROR EST IMATE 
We shall prove the following estimate for the error between the solutions of the scheme dif 
ference (5) and continuous problem (1). Suppose that the solution u(x, t) of (1) is sufficiently 
regular, then we assume that 
(i) t ~ u(x,t)  • C2([0, T]), 
(ii) x ~-* u(x, t) e C4([0, 11). 
Using the Taylor formula, we have 
OU (x, tn) = 1 --~ -k (U(x , t~) -u(x ,  tn-1))+O(k) ,  n>O,  
and 
-~x2(Xi,O2u" t) = ~---~(-u(xi_l,t) + 2u(xi,t) - u(xi+l,t)) + O(h 2) , 
with the boundary conditions, 
I< i<N,  
02u" t" -2  -~z~(xo, ) = -~(u(x l , t )  - u(xo,t)) + 0 (h2) , 
02u . . -2  
~Z 2 (XN+I, t) = "~(U(XN+I ,  t) -- U(XN, t)) + 0 (h2). 
We denote (v, w) the inner product fa vwdx in L2(fl). The norms of L°*(f~) and L2(y/) are 
denoted by [[.[]o~ and [I-II- 
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THEOREM. Let U n and u be the solutions of (5) and (1), respectively, with u satisfying (i) 
and (ii). Then, with C = C(T, f~, u), 
IIU"(x) - u(x, nk)ll <_ C (h ~ + k) . 
PROOF. By the Taylor formula, we have 
k(U(X, nk) - u(x, (n - 1)k)) + au(x, nk) = -Ahv(x,  nk) + (h 2 + k) ,  0 
v(x, nk) = f(u(x, (n - 1)k) + Ahu(x, nk) + 0 (h 2 + k).  
Let 0 '~ and e n denote 
On(x) = u(x, nk) - Vn(x) 
and 
en(x) = v(x, nk) - Vn(X). 
We obtain 
OtOn(x) + aOn(x) = -Ahen(x) + 0 (h 2 + k) ,  (6) 
en(x) = f(u(x, (n - 1)k)) - f (vn - l (x ) )  + AhOn(x) + 0 (h 2 + k) ; 
we have used the notation OtV n = (1/k)(V n - V'~-I). If we multiply the first equation by 0n(x) 
and the second by an(x), then we have 
(OtO1%(x), 0n(z)) + a II01%(x)ll = = - (Ahe1%(x), On(x)) + (0 (h 2 + k),  On(X)) (7.1) 
and 
lien(x) I12 = ( f  (u(x, (n - 1)k) ) - f  (U~l(x))  , en(x))q-<AhOn(x), en(x))÷(O (h 2 +k) , an(x)). (7.2) 
Combining (7.1) and (7.2) as Ah is symmetric, we have 
0,1[0n(x)ll + + c~[[0n (x) 112 Ilen(x)ll 2 
= ( f  (u (x, (n - 1)k)) - f (un-l(x)), en(x)) + (0 (h 2 + k),  On(x) + en(x)) 
<~1 [ l l / (u (z  ' (n - 1)k)) : S (V~- l ( z ) ) l l  2 + 211e"(z)ll 2 + II0"(~)112 + 0 (h 2 + k) 2] 
As f(.)  is continuously differentiable, we have 
Ils(u(~, (n - 1)k) ) -  f (Un- l (~)) l l  _< c Ilon-l( )ll, 
where C = C(llg1%(x)lloo, Ilu(x, nk)lloo). For a > 0, we obtain 
O, IlOn(x)ll 2 < C (1101%-X(x)112 + II0n(x)ll 2 + o (h 2 + k)2) ,  
this yields 
(1 - Ck)llO1%(x)ll 2 <_ (1 + Ck) IIo1%-X(x)ll 2 + Ck.O (h ~ + k) 2 . 
For small k, we obtain 
1 +Ck 
IlOn(x)ll 2 __ ~ 11o1%-1(x)112 + Ck.O (h 2 + k) 2 . 
Whence, by repeated application, 
I% 
\ ~ C k'~1% C k E [ l + C ---S'-C k ] tlOn(x)ll 2 ___ I[O°(x)ll e + .o (h 2 + k) 2 , 
j=l  
which yields 
Here, as before, 
and 
Finally, we obtain 
Ilon(x)ll 2 c (llo°(x)ll 2 + C k.O (h 2 + k)2). 
0°(x) = u(x, 0) - u° (z )  = 0 
V t e [0, T], nk < T. 
IlOn(~)tl _< c (h 2 + k) ,  C = C(f~,T,u). 
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4. NUMERICAL  RESULTS 
In this section, we used the results of numerical experiments performed with the method 
described in Section 2. We computed the solution of system (5) with c~ = 0, 5 and time step 
At ---- 0,001. The equation was solved numerically in the interval f2 =]0, 3[ and the initial data 
u0(z) = (1/5) cosTrx. 
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This figure shows the results of numerical solution of the initial-value 
stationary problem for equation (5). The concentration u plotted as a function of x 
at t = 0 and t = 0.015. 
3 
5. CONCLUSIONS 
In this note, the splitting method is used to reduce the Sivashinsky equation into problem of 
second order in space (2). A finite difference method is analyzed and we obtain the numerical 
schemes (5). Then we solve this problem whose matrix is tridiagonal by using Gauss or Cholesky 
(see [6]) factorisation adapted to tridiagonal systems which is very quick. Finally, we study the 
error bounds in L2-norm, then we conclude that the difference scheme (5) is convergent. 
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