In this paper we characterize all nonnegative matrices whose inverses are M{matrices with unipathic digraphs. A digraph is called unipathic if there is at most one simple path from any vertex j to any other vertex k. The set of unipathic digraphs on n vertices includes the simple n{cycle and all digraphs whose underlying undirected graphs are trees (or forests). Our results facilitate the construction of nonnegative matrices whose inverses are M{matrices with unipathic digraphs. We highlight this procedure for inverses of tridiagonal M{matrices and of M{matrices whose digraphs are simple n{ cycles with loops.
Introduction
The inverse of an M{matrix is always a nonnegative matrix, however characterizing the nonnegative matrices whose inverses are M{matrices is a longstanding open problem. In the present article we contribute to the solution of the inverse M{matrix problem by identifying a subclass of the inverse M{ matrices. We provide necessary and su cient conditions for a nonnegative matrix C to be the inverse of an M{matrix whose digraph is unipathic. A digraph is called unipathic if there is at most one simple path from any vertex j to any other vertex k.
Unipathic digraphs were introduced by Harary, Norman, and Cartwright 5], and they were proposed as a new direction of research in combinatorial matrix analysis by Maybee 11] . It is pointed out in 11] that unipathic digraphs can serve as a generalization and a theoretic uni cation of digraphs whose underlying undirected graphs are trees (or forests) and of directed simple cycles.
The conditions we obtain for a nonnegative matrix to be an inverse of an M{matrix whose digraph is unipathic (see Theorem 3.2) involve positivity of the diagonal entries and certain 2 2 principal minors as well as the zeroness of particular o {diagonal entries and 2 2 almost principal minors (an almost principal minor is the determinant of a submatrix whose row and column index sets di er by only one element). Our proof is based on properties of unipathic digraphs (see Lemmas 2.1 and 2.2) and on a key observation in 12] that connects zero 2 2 almost principal minors of an inverse M{matrix to the digraph of the M{matrix (see Theorem 3.1).
Our results facilitate the construction of nonnegative matrices whose inverses are M{matrices with unipathic digraphs. We illustrate this procedure for inverses of tridiagonal M{matrices and of M{matrices whose digraphs are simple cycles with loops (see Section 5) .
For de nitions, references, and background on M{matrices and the inverse M{matrix problem the reader is referred to Berman and Plemmons 2] and Johnson 6] .
In the following section we introduce the notation necessary to describe our results, summarize the properties of unipathic digraphs, and present some de nitions and auxiliary results.
Notation and Preliminaries
Throughout the paper we let hni = f1; 2; : : :; ng and ? = (V; E) be a digraph with vertex set V = hni and directed edge set E = f(i; j) j i; j 2 V g. A path from j to k in ? is a sequence of vertices j = r 1 ; r 2 ; :::; r t = k, with (r i ; r i+1 ) 2 E, for i = A unipathic digraph may have loops on its vertices and, unlike a digraph whose underlying undirected graph is a tree, may have cycles of any length. However, no two cycles can have a common edge. As explained in 11], every strongly connected unipathic digraph can be constructed from a tree (by adjoining chords and orienting the resulting cycles, and by replacing edges with directed simple paths). Notice that if the digraph of a combinatorially symmetric matrix A = (a ij ) (i.e., a ij 6 = 0 implies a ji 6 = 0) is strongly connected and unipathic, then its underlying undirected graph must be a tree.
An important property of unipathic digraphs is given next. The indegree (resp. outdegree) of a vertex i of a digraph is the number of edges entering (resp. issuing from) vertex i. Lemma 2.2 Let ? = (V; E) be a unipathic digraph. Then there is a vertex with indegree at most 1, and a vertex with outdegree at most 1.
Proof:
Let r 1 ; : : : ; r t 2 V be a simple path in ? of maximal length. Suppose r 1 has indegree greater than 1. Then there exist two distinct edges ending in r 1 and they must be of the form (r i ; r 1 ) and (r j ; r 1 ), with 1 < i < j, by the maximality of the simple path r 1 ; : : : ; r t . But then there are two simple paths from r i to r 1 , a contradiction. Similarly we can show that r t has outdegree at most 1.
2
We denote an entrywise nonnegative matrix C by C 0. If all the entries of C are positive we write C 0. Let S; T hni and C 2 I R nn . We write C S; T] for the submatrix of C whose rows and columns are indexed by S and T, respectively, in their natural order. If S or T is a singleton, e.g., T = f`g, we write C S;`] instead of C S; f`g]. Let We close this section with a characterization for a nonnegative matrix to be an inverse M{matrix. Owing to its generality, it gives less insight than one might wish. However, it can be used to obtain some additional characterizations for inverses of M{matrices. The validity of (2.7) now follows by comparing, for > 0, the expansion for the matrix on the right{hand{side of (2.8) which can be obtained via (2.5) and the expansion in (2.9). Conversely, suppose that the equality in (2.7) holds for all > 0. If ((C + I) ?1 ) ij = 0 for some > 0, then by (2.7) it must hold for all > 0 and hence, by continuity arguments, (C ?1 ) ij = 0. Similarly, if ((C + I) ?1 ) ij < 0 then, again by (2.7), this entry must be negative for all > 0 so that (C ?1 ) ij 0. Suppose now that ((C + I) ?1 ) ij > 0, i 6 = j, for some > 0 so that this entry is positive for all > 0. Then, for su ciently large > 0, the Neumann expansion gives us that:
((C + I) ?1 ) ij = 1 I + C ?1 ! ij = 1 I ? C + C 2 2 ? : : :
In particular we see that as increases, it will attain a value such that beyond this value the (i; j){th entry of (C + I) ?1 will become negative, contradicting the constancy of the sign implied by (2.7). Hence there cannot be a value of > 0 for which ((C + I) ?1 ) ij > 0 and our proof is done. 2
Our theorem has the following two corollaries.
Corollary 2.10 Let C = (c ij ) 2 I R nn be nonnegative. Then a necessary and su cient condition for C to be the inverse of an M{matrix is that c ii > 0, the matrix C + I is invertible for all > 0, D(C) = D(C), and that for each pair (i; j), the minor of C + I obtained after deleting the i{th row and j{th column, has a constant sign as a function of > 0. Notice that Theorem 3.1 refers to the value (zero or positive) of the almost principal minors of C formed from rows i; j and columns i; k.
In the next theorem, our main result, we provide necessary and su cient conditions for C 0 to be the inverse of a unipathic M{matrix. It is well known that if C is an inverse M{matrix then its diagonal entries and 2 2 principal minors are positive, the 2 2 almost principal minors satisfy Theorem 3.1, and D(C) = D(C) = D(C ?1 ). These conditions are not in general su cient for C 0 to be an inverse M{matrix. However, as we will show in Theorem 3.2, a subset of these conditions, dictated by a unipathic digraph, is necessary and su cient for C to be the inverse of a unipathic M{matrix. 
]). Property (ii)(c) follows from the fact that the digraph of an inverse M{matrix is the transitive closure of the digraph of its inverse (see Lewin and Neumann 8] and Schneider 13]). Property (ii)(d) follows from Theorem 3.1. (ii) implies (i):
We proceed by induction on n. For n = 1; the result follows trivially. Assume n 2 and that (ii) implies (i) for all (n ? 1) (n ? 1) matrices.
Using the inductive hypothesis we will establish three claims which, combined with Lemma 2.3, will allow us to show that C is invertible and that its inverse is a Z{matrix (i.e., it has nonpositive o {diagonal entries) with digraph ?.
Claim 1 c jj c kk > c jk c kj , for all distinct j; k 2 hni. Proof of Claim 1: If j 6 ; ? k or k 6 ; ? j then by (c), c jk c kj = 0; and the claim follows. Assume j ; ? k and k ; ? j. We induct on the length, r, of the simple path from j to k. If r = 1, the claim follows from (b). Assume r > 1 and that the claim holds for any two vertices connected by a simple path with length less than r. Either the simple path from j to k has no vertices, other than j and k, in common with the simple path from k to j, or there is an additional vertex i which is common to both paths. In the latter case, by c``= c jk ? c jk = 0: If j ; ?`k , then joining the simple paths from j to`and from`to k forms a path from j to k through`, which therefore cannot be simple. So let i be the rst vertex in the simple path from j toẁ hich is also in the simple path from`to k. Then the (sub)path from j to i and then from i to k, forms a simple path from j to k. is not an M{matrix. In particular, this example shows that condition (ii) is not in general su cient to imply that C ?1 is an M{matrix when ? belongs to the classes of digraphs discussed in 4] and 9].
Remark 3.12 It follows by Corollary 2.10 that if C is a nonnegative matrix that satis es one and hence both of the equivalent conditions of Theorem 3.2, then for each pair 1 i; j n, the minor of C + I which is obtained by deleting the i{th row and j{th column has a constant sign as a function of > 0. We begin with the inverse of a tridiagonal M{matrix. Conditions (ii)(c), (iii)(c), and (iii)(d) of the following theorem also appear in Barrett 1] , who characterizes inverses of tridiagonal matrices in general. : Let Z denote the n n simple cycle permutation matrix. We can apply Theorem 4.3 to characterize all nonnegative matrices which are polynomials in Z and which are inverses of M{matrices whose digraph is a simple n{cycle with loops. (ii) k j = (k 2 ) j?1 = (k 1 ) j?2 , j = 3; : : : ; n.
Proof:
