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We describe fundamental equations which define the topological ground states in the lattice real-
ization of the SU(2) BF phase. We introduce a new scalar Hamiltonian, based on recent works
in quantum gravity and topological models, which is different from the plaquette operator. Its
gauge-theoretical content at the classical level is formulated in terms of spinors. The quantization is
performed with Schwinger’s bosonic operators on the links of the lattice. In the spin network basis,
the quantum Hamiltonian yields a difference equation based on the spin 1/2. In the simplest case,
it is identified as a recursion on Wigner 6j-symbols. We also study it in different coherent states
representations, and compare with other equations which capture some aspects of this topological
phase.
INTRODUCTION
A practical guide through the equations of the topological BF phase
Topological order [1] is a recent key advance in our understanding of the phases of matter. It describes new phases
in which ground states are characterized by the space(time) topology, irrespective to its metric properties, so that
the physical degrees of freedom are only global. In particular, there is no local order parameter, but new, global
characteristics, like the fact that the ground state degeneracy is determined by the topology. Topological phases have
appeared in several condensed matter systems, like those exhibiting fractional quantum Hall effect [2, 3], quantum spin
liquids [4–7], and also topological insulators [8, 9] and topological superconductors [10, 11]. Among the new physical
features, topological order is intimately related to anyons and exotic statistics.
Topological order can be generically framed into the language of topological gauge field theories describing the
effective behavior, i.e. the low energy regime. Topological field theories are defined without using a metric and do
not have propagating degrees of freedom. The most well-known is Chern-Simons theory, which is defined in 2 + 1
dimensions. There is another similar theory, known as BF theory, which is defined in arbitrary dimensions1, and
also relies on special properties of the set of flat connections. It is actually quite well understood from the initial
papers, by Horowitz [12] and by Blau and Thompson [13]. Further works interested in the symmetries and proving
the renormalizability can be found in [14–17].
After gauge-fixing, the energy-momentum tensor is in fact BRST-exact. Moreover, the space of non-gauge-equivalent
solutions is the moduli space of flat connections, whose dimension is a topological invariant. Hence, there does exist a
non-local order parameter determined by Wilson loops which are trivial except around non-contractible cycles in the
BF phase.
The BF model first appeared in two dimensions, as the zero coupling limit of Yang-Mills theory [18]. Actually that
relationship with Yang-Mills theory holds in any dimensions, and it was studied in four dimensions, in the continuum,
in [19] (a long time after that phase was observed in lattice gauge theory). The BF TFT appears in relations to
other interesting field theories. In three dimensions with the appropriate gauge group, it describes three-dimensional
pure gravity, with or without cosmological constant, making it clear it is exactly soluble [20]. Even better, the BF
Plebanski actions [21] offer a way to build four-dimensional general relativity as a BF theory supplemented with
constraints. The latter are known as simplicity constraints and impose the non-Abelian electric field to come from a
tetrad. Four-dimensional general relativity again can be formulated a` la MacDowell-Mansouri, which is a BF theory
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1 In 2+1 dimensions, it is a Chern-Simons theory. In particular, when the local symmetry group is SO(2, 1), it is a Chern-Simons theory
based on the Poincare´ group.
2for a larger gauge group together with a potential which explicitly breaks down the (topological) gauge symmetries to
those of gravity [22].
In addition to the effective description of condensed matter systems, and to its relations to the above field theories,
topological orders provide us with a new way to think of fault-tolerant quantum computations [23]. The most celebrated
example is the Kitaev code [24] which is based on a lattice version of the BF model with group Z2. It is also a model
of importance to test background independent methods in arbitrary dimensions (aiming at a consistent quantization
of gravity), and in particular the spin network quantization [25–27].
Spin networks are excitations supported on graphs on the spatial manifold, whose links are colored with spins (or
representations of a group) and nodes with intertwiners. In the context of Loop quantum gravity, they enable to make
sense of the quantum geometry of space [28]. They are the same as the string networks of [29] which describe the
condensation process leading to topological orders.
It is known (see for instance [30]), and we will further argue, that spin networks are key objects to get a global view
on topological aspects which are observed in condensed matter, quantum information and background independent
methods. For all of them, it is important to have a lattice description, and it is well-known that spin networks are well
adapted to the BF model since they support an exact lattice version, at least in 2+1 dimensions [31–33]. Furthermore,
it is a key result in loop quantum gravity that spin network states also span the kinematical Hilbert space of the
continuum theory when one varies their graphs. Hence, spin networks will be central to our analysis.
The BF model is often studied with a finite and/or Abelian group (see [34] for a presentation of the background
independent point of view in the context of finite groups), or a quantum group. Here, we will focus on the (more)
difficult case of SU(2), which is non-Abelian and in which the Fourier modes are unbounded. In spite of the difficulty,
we will find that the topological order is encoded and identified by some well-known equations of representation theory,
which can be handled explicitly by physicists, and which are free from open mathematical issues.
As the BF theory is a theory of flat connections, the objects which arise naturally in our quantization are re-
coupling coefficients of the representation of theory of SU(2). These objects, together with spin networks themselves,
have enjoyed a renewed interest in the last years, in loop quantum gravity, but also in mathematics [35, 36], in quantum
information [30], and in semi-classical physics (see references in [37]). In particular, one challenge is the understanding
of their large spin asymptotics. In addition to specific coefficients [38–41], recent works have unraveled generic methods
and asymptotic behaviors [42–45] which have nice interpretations in terms of quantized flat simplices.
In addition to asymptotic approximations, exact results are interesting. A way to capture them is by using recursion
relations on those re-coupling coefficients (which also provide a way to get the asymptotics [46, 47]). As shown in
[48–50], they give a way to probe geometric properties of quantized simplices. In this paper, by extending the seminal
result of [31], we show how to get all (well-known, [51]) recursions on the Wigner 6j-symbol from a Hamiltonian for
the topological BF phase, and present alternative forms in different bases. At the end of the day, we obtain a practical
guide through the equations which describe and characterize that topological behavior.
A new Hamiltonian for the magnetic part
Our analysis is based on a new lattice Hamiltonian. The usual Hamiltonian [24, 29, 52] consists in two parts, a vertex
operator and a plaquette operator. The equation for the ground state leads to two conditions: the vertex operator
imposes the standard gauge invariance, and violations lead to electric charges, the plaquette operator imposes the
curvature to vanish, and violations correspond to magnetic fluxes. We work with gauge invariant spin networks and
hence only focus on the second constraint. The new Hamiltonian we introduce imposes flatness of the gauge field
(hence the topological order) and has the following new features.
• It is labeled not by a plaquette only but by a pair of a plaquette and a vertex on its boundary. We thus
have several operators and hence constraints per plaquette. Remarkably, this echoes the proposal of [53] where
this feature was suggested to avoid the ultra-locality of Thiemann’s quantization of the Hamiltonian of general
relativity in loop quantum gravity.
• It is built out of bosonic operators acting on nodes, which create, destroy and exchange spins 1/2 between two
half-lines meeting on a node.
3• In the spin network representation, the quantum Hamiltonian leads to difference equations on the ground states.
Here we study them in the case of triangular plaquettes, and find that they are recursion relations known from
group representation theory.
• As an operator it can be written in any basis. This gives a variety of equations which all enable to identify the
topological order in arbitrary dimensions.
Our proposal is based on recent progress in the context of background independent quantization using spin network
states. In particular, the spin network formalism has been reformulated using spinor variables [54–60], which have
unraveled a local U(N) structure on each N -valent node. At the quantum level, it is possible to eliminate spins and
to use spinors instead. We will call the resulting states spinor networks.
Another progress [31] concerns the dynamics of the BF model, especially in (2 + 1) dimensions where it also
describes gravity. The usual way to solve 2+1 gravity emphasizes its topological behavior and makes use of the
plaquette operator [32, 52, 61]. However, as a gravitational theory, it can be cast in the form of geometrodynamics,
with a scalar Hamiltonian which generates time reparametrizations. In that case, it becomes unclear how to solve it.
We think the plaquette operator is too simple, and solving the model as a gravitational theory is the best way to get
insights for more complicated models, in particular 3+1 general relativity.
In [31] a new Hamiltonian was proposed which mimics as far as possible the scalar Hamiltonian of 2+1 Riemannian
general relativity. It is less trivial than the usual projector and plaquette operators since it includes derivative operators
corresponding to quantum triads. The quantum Hamiltonian equation, i.e. the Wheeler-DeWitt equation can be solved
in some cases and shown to reproduce the results expected from the topological formulation. The final result is a
quantization of flat Euclidean geometry.
The present paper lifts the operator of [31] with the spinor variables to get a new, more fundamental Hamiltonian,
based on the fundamental representation of SU(2).
The organization of the paper is as follows. After a short introduction to the BF model in the section I, we present
in the section II the kinematical setting corresponding to SU(2) lattice gauge theory, or loop quantum gravity on
a graph, in terms of spinors. The dynamics is described in the section III: the usual plaquette operator, the new
Hamiltonian together with its Wheeler-DeWitt equation in the spin network basis, its geometric interpretation and
the way to recover the usual constraint. In the section IV, we present the action of the new Hamiltonian on different
bases of coherent states. We finally compare our key equation with other equations which also encode information on
the topological phase in the section V.
I. INTRODUCTION TO THE BF PHASE
Let us recall the basics of the Kitaev model [24] for topological order. Every link e of a lattice is attached a spin
which can be up or down. The Hamiltonian has two parts: star operators Hs (or electric part) acting on nodes s, and
plaquette operators (magnetic part) Hp acting on plaquettes p,
Hs =
∏
e⊃s
σxe , Hp =
∏
e⊂p
σze . (1)
Hs flips the spins adjacent to a node, while Hp measures the product of spins around a plaquette. One can check that
[Hs, Hp] = 0. The ground states are those states which are preserved by the all Hs and Hp. On a Riemann surface of
genus h, the ground state degeneracy is 2(2h) and protected by a gap.
It is useful to understand the model as a lattice gauge theory for the group Z2. There is an element of Z2 on each
link. Invariance under Hs means local Z2 invariance, which the Z2 Gauß law. Invariance under Hp means that the
Z2 magnetic flux is trivial through each plaquette. This way of thinking generalizes to compact Lie group, such as
SU(2). Let us put a SU(2) element ge on each link, called its holonomy. Gauge invariance requires invariance under
SU(2) translations on each node. Triviality of the magnetic fluxes means that the product of holonomies around each
plaquette is the unit of the group,
gp ≡
∏
e⊂p
ge = 1 . (2)
4The projector onto the solutions writes ∏
plaquettes
δ
(
gp
)
, (3)
where δ is the Dirac function over the group (with respect to the Haar measure). It is well-defined for instance on
Riemann surfaces of genus higher than two and is then independent of the lattice used to define it [18]: this is the
meaning of saying it is topological. Conditions for convergence, divergence and invariance are given in [62].
This lattice model is actually an exact discrete realization of a field theory, called BF topological field theory, and
known as the zero-coupling limit of Yang-Mills theory [18, 19]. Though it is a field theory, it only has a finite number
of degrees of freedom at the classical level which are determined by spacetime topology. At the quantum level, it is
mostly known from the fact that its partition function is the integral of the analytic torsion over the moduli space of
flat connections, thus generalizing the two-dimensional case [18]. The continuum action is in dimension d,
SBF =
∫
tr
(
B ∧ F (A)), (4)
where B is a su(2)-valued (d−2)-form, and A a su(2)-valued connection 1-form, whose curvature tensor is F (A). Quite
clearly, B is a Lagrange multiplier imposing the vanishing of F (A). In addition to the standard SU(2) gauge invariance,
there is another gauge invariance (which actually contains diffeomorphism invariance), in which B transforms like
B 7→ B + dAη. This symmetry is responsible for the disappearance of all local degrees of freedom. The path integral
treatment was done in [13], and most of the Hamiltonian analysis and canonical quantization in [12]. We refer to [8–11]
for the relevance of this theory in the effective description of topological insulators and topological superconductors.
Thanks to its simplicity, it provides spin network states with a dynamics we are able to control [32, 52] in the case
d = 3 2. The situation is more subtle in higher dimensions and under current investigations. And in spite of its
apparent simplicity, it produces an interesting connection with a non-trivial equation from Lie group representation,
the Biedenharn-Elliott identity.
The relation to the SU(2) lattice model is the following. The holonomies ge along the links are the Wilson lines of
the gauge field A. The SU(2) action at each node of the lattice comes from the effect of gauge transformations on those
Wilson lines: they transform it only on its end points. Hence, the Gauß law indeed asks for translation invariance at
each node. The field strength F (A) is regularized as usual in lattice gauge theory, by Wilson loops. In particular, the
flatness equation F (A) = 0 becomes the statement that Wilson loops around the plaquettes are trivial.
II. KINEMATICS OF LATTICE SU(2) GAUGE THEORY
A. The lattice spinor variables
The classical, kinematical setting we use is just the phase space of lattice gauge theory. It actually coincides with
that inherited from loop quantum gravity restricted to a single graph. The formulation we present was proposed in
[57]. Further classical and quantum kinematical aspects can be found in [54–56, 58–60].
Let Γ be a closed graph with L oriented links and V nodes. We introduce a classical phase space formed by attaching
a spinor ze ∈ C2 to the source vertex of each link, and another spinor z˜e ∈ C2 to the target vertex of each link. The
Poisson brackets read:
{zAe , z∗Be } = i δAB, and {z˜Ae , z˜∗Be } = −i δAB. (5)
while all other brackets (between variables on different legs) vanish. The indices A,B = ± 12 are spinor indices,
often short-handed to ±. To make sure we construct SU(2) invariant quantities, we define the following, standard
2 In three dimensions, the situation is well controlled for open manifolds, or topologies of the type a Riemann surface cross a real interval.
But it is still unclear for generic closed manifolds because the gauge-fixing of [32] then leaves a residual, non-compact gauge symmetry.
5contractions of spinors. First define some notation:
|z〉 =
(
z−
z+
)
, 〈z| = ((z−)∗ (z+)∗) , (6)
together with the duality map ς ,
|z] ≡ |ςz〉 =
(−(z+)∗
(z−)∗
)
, i.e. (ςz)A = (−1) 12−A (z−A)∗. (7)
The natural invariant contraction is: 〈w|z〉, and using the duality map we get a second invariant contraction:
〈w|z〉 =
∑
A
(wA)∗ zA, and [w|z〉 =
∑
A
(−1) 12−A w−A zA. (8)
One checks easily that: 〈gw|gz〉 = 〈w|z〉, for any g ∈ SU(2). The invariance of [w|z〉 is ensured by the fact that:
(ςgz)A =
∑
B gAB(ςz)
B, which means that ςz transforms like z under SU(2) 3.
Forming scalars with these inner products enables to define invariant observables, but we are also interested in
covariant objects. Let us consider vectors. We need obviously to tensor two spinors, and then use an intertwiner
H 1
2
⊗ H 1
2
→ H1 to map covariantly the tensor product to the representation of spin 1. Such an intertwiner is
well-known and its components are basically the matrix elements of the Pauli matrices. More precisely, take the
matrix-valued vector ~σ which reads in the fundamental representation: σx = ( 0 11 0 ) , σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. The
commutation relations are: [σi, σj ] = 2iǫijkσ
k. Then, vectors, known as the flux variables, are given by:
X i = −1
2
〈z|σi |z〉 = −1
2
∑
A,B
zA∗ σiAB z
B, (9)
and they satisfy the su(2) algebra.
More than vectors, we can actually reconstruct the classical phase space T ∗ SU(2)L from the spinors (and this is
the lattice gauge theory phase space). The idea is to introduce a group element ge to each link which sends the spinor
on the source to that on the target,
ge
|ze〉√
〈ze|ze〉
=
|z˜e〉√
〈z˜e|z˜e〉
, and ge
|ze]√
〈ze|ze〉
=
|z˜e]√
〈z˜e|z˜e〉
. (10)
The spinors ze, z˜e actually completely determine ge [57],
ge =
|z˜e〉 〈ze| + |z˜e] [ze|√
〈ze|ze〉 〈z˜e|z˜e〉
. (11)
Those objects are the holonomies (they can be seen as parallel transport operators, from the source to the target,
arising as Wilson lines of a gauge field). The full underlying symplectic geometry has been described in [57] (though
with different conventions). The Poisson brackets are:{
X ie, X
j
e
}
= ǫijkX
k
e ,
{
X ie, ge
}
= ge τ
i, (12)
where the matrices (τi)i=1,2,3 are anti-Hermitian generators
4 satisfying [τ i, τ j ] = ǫijkτ
k. All other brackets vanish.
Hence, fluxes X ie act as left invariant derivatives, and should be thought as attached to the half-link given by e and
its source vertex.
3 The reader may have noticed that this second contraction uses the antisymmetric ǫ-tensor in the fundamental representation, ǫ =
(
0 1
−1 0
)
.
Its matrix elements in the irreducible representation of spin j are: 〈j, n|ǫ|j,m〉 = (−1)j−nδ−n,m, and they will be used in a systematic
way in the remaining of the paper to contract Wigner 3jm-symbols.
4 They read: τ i = − i
2
σi, in terms of the Pauli matrices (σi).
6Right invariant derivatives are obtained by transporting Xe to the target vertex of e via the adjoint action:
X˜e = Ad(ge)Xe = geXe g
−1
e , (13)
together with: {
X˜ ie, X˜
j
e
}
= −ǫijk X˜ke ,
{
X˜ ie, ge
}
= τ i ge. (14)
Notice that the adjoint representation on the algebra is exactly the representation of spin 1, acting on 3-vectors.
That holonomy-flux algebra is the starting point of lattice gauge theory. In this context, one introduces a SU(2)V -
action, by group translation on each node v of Γ. The Gauß law generates those transformations through the Poisson
brackets, and local SU(2) invariance is imposed by the constraint∑
outgoing e⊃v
Xe −
∑
ingoing e⊃v
X˜e = 0. (15)
Straightforward quantization on T ∗ SU(2)L leads to the Hilbert space L2(SU(2)L), equipped with the Haar measure
(or L2(SU(2)L/ SU(2)V ) when gauge invariance is required). This is the kinematical Hilbert space of loop quantum
gravity restricted to the graph Γ in 3+1 dimensions (see [25, 27, 28] for reviews, or more specifically [63]), but also in
2+1 dimensions [32, 52].
The phase space T ∗ SU(2)L assigns six real variables to each link, while the spinor setting gives eight variables.
The relation between both frameworks is given in [57]. The idea is to perform symplectic reduction with respect to
a U(1)L-group action. As spinors and their quantization are well known, it is very appealing to reformulate (at least
the kinematics of) loop quantum gravity this way, as done in [56], and hopefully get new insights on the dynamics.
A key difference between spinors and holonomies/fluxes is that the latter encode the information on the links of
the graph, while spinors enable to factorize it on the nodes. Therefore, we now focus on a single N -valent node v
and consider without loss of generality that all the links which meet there are outgoing. Following [56], we introduce
elementary SU(2)-invariant local observables (i.e. acting on the node). We use here latin indices a, b, c, d to denote
the legs of the node.
Eab ≡ 〈za|zb〉, Eba = E∗ab, (16)
Fab ≡ 〈za|zb], Fba = −Fab (17)
That set of observables forms a closed algebra. Interestingly, the observables Eab satisfy a u(N) sub-algebra, and this
is the reason why this formalism has been coined the U(N) formalism for loop quantum gravity [54–56],
{Eab, Ecd} =− i
(
δbcEad − δadEcb
)
,
{Eab, Fcd} =− i
(
δbc Fad − δbd Fac
)
,
{Fab, Fcd} = 0,
{F ∗ab, Fcd} =− i
(
δacEdb + δbd Eca − δbcEda − δad Ecb
)
. (18)
B. Quantization: Intertwiners and Schwinger’s boson operators
LetHj denote the carrier space of the irreducible representation of SU(2) with spin j ∈ N/2, of dimension dj ≡ 2j+1.
From the Peter-Weil theorem we known that L2(SU(2)) = ⊕j∈N
2
Hj ⊗H∗j .
The Hilbert space on Γ is L2(SU(2)L), and thus it is spanned by the products of the matrix elements of the
holonomies in any set of L irreducible representations (je) attached to the links of Γ. Therefore, a matrix element of
the holonomy ge along e in a representation ke acts as an operator on the Hilbert space by a simple multiplication,
̂〈ke, p|ge|ke, q〉〈je, n|ge|je,m〉 ≡ 〈ke, p|ge|ke, q〉 〈je, n|ge|je,m〉
=
je+ke∑
le=|je−ke|
le∑
M,N=−le
dle(−1)le−N
(
ke je le
p n −N
)
(−1)le−M
(
ke je le
q m −M
)
〈le, N |ge|le,M〉 . (19)
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FIG. 1. The tetrahedral graph we consider throughout the paper. The orientations are the same as those of the graphical
representation of the 6j-symbol [51]. The three fat lines form the cycle (126) we will consider in order to explain the action of
the new Hamiltonian.
The second line just comes from Clebsch-Gordan re-coupling, to map the reducible tensor product Hke ⊗Hje to the
sum of irreducible representations ⊕je+kele=|je−ke|Hle . The quantities into brackets are Wigner 3jm-symbols (equivalent
to Clebsch-Gordan coefficients but more convenient for our purposes) [51].
The flux variables become insertions of anti-hermitian generators (left or right derivatives),
X̂ ie 〈je, n|ge|je,m〉 = 〈je, n|ge τ i |je,m〉, ̂˜X ie 〈je, n|ge|je,m〉 = 〈je, n| τ i ge|je,m〉, (20)
with τ i = − i2σi.
A basis of the gauge invariant Hilbert space on Γ, L2(SU(2)L/ SU(2)V ) is given by spin network functions. The
latter are formed by contracting the magnetic indices of the Wigner matrices along each link with a specific tensor at
each node. This tensor has to ensure the invariance of the function under (left or right) translation of the holonomies
and it must then be an intertwiner between all representations meeting on the node. Consider typically a 3-valent
node, where the links are outgoing and carry the spins j1, j2, j3. There is a single intertwiner ιj1j2j3 , i.e. a single
invariant vector in Hj1 ⊗Hj2 ⊗Hj3 , which is up to normalization the Wigner 3jm-symbol 5. It is convenient to see it
as a map and write its tensor elements like:
〈j1,m1; j2,m2; j3,m3|ιj1j2j3 |0〉 =
(
j1 j2 j3
m1 m2 m3
)
, (22)
where |0〉 is the normalized vector in the trivial representation.
If some links are ingoing, as it happens on the node where (e2, e6, e4) meet in the figure 1, one dualizes the
representations, here j2, j4, and writes
6
〈j4,m4|ιj∗
2
j∗
6
j4 |j2,m2; j6,m6〉 = (−1)j2−m2(−1)j6−m6
(
j2 j6 j4
−m2 −m6 m4
)
. (24)
Gauge invariant observables are obtained from traces of holonomies, and more generally from full, rotation invariant
contractions of flux indices and magnetic indices of Wigner matrices (see [31] for a recent use of such operators).
Since the flux X ie carries a vector index, any gauge invariant observables containing it will add a link to Γ in the
representation of spin 1. This operation is known as a grasping and enables to extract quantum geometric information
5 Being an invariant vector in Hj1 ⊗Hj2 ⊗Hj3 means∑
m1,m2,m3
〈j1, n1|g|j1,m1〉〈j2, n2|g|j2,m2〉〈j3, n3|g|j3,m3〉
(
j1 j2 j3
m1 m2 m3
)
=
(
j1 j2 j3
n1 n2 n3
)
, (21)
for any g ∈ SU(2).
6 Note that with these conventions the standard group averaging formula for the tensor product of three representations is:∫
dg ⊗3e=1 D
(je)(g) = ιj1j2j3 |0〉〈0|ιj1∗j2∗j3∗ , (23)
where D(j)(g) is the Wigner matrix.
8from spin networks [31]. Taking tensor product, one easily creates graspings with arbitrary integral spins. However,
we would like to perform graspings with half-integers also. This is what lifting the phase space to spinors allows. Let
us proceed to their quantization.
The spinor we have introduced on each half-leg of Γ is obviously the classical version of the Schwinger representation
of the angular momentum using two harmonic oscillators. Upon quantization, the latter become two annihilation
operators (aA)A=−1/2,+1/2, such that: [
aA, aB†
]
= δAB id,
[
aA, aB
]
= 0. (25)
From them, the su(2) generators can be constructed as quadratic operators:
τ i = − i
2
〈a|σi |a〉. (26)
These objects are anti-hermitian: (τ i)† = −τ i, they indeed generate the expected algebra [τi, τj ] = ǫ kij τk, for i, j, k =
x, y, z. (aA) can be thought as an operator-valued spinor which transforms under the fundamental representation of
SU(2).
A natural basis (|nA〉) is that obtained by diagonalizing the occupation number operators, (a−)†a− and (a+)†a+.
This basis is exactly the standard basis of spins and magnetic numbers (|j,m〉) on the sum over all irreducible
representations ⊕j∈N
2
Hj . The relation between both sets of eigenvalues is:
j =
1
2
(n+ + n−), m =
1
2
(n+ − n−). (27)
Hence, we can write the action of (aA, aB†) on the standard basis. Compared to the generators (τi) of the algebra,
the new feature is that they enable to go up and down between different irreducible representations. Indeed,
aA |j,m〉 =
√
j + (−1) 12−Am |j − 1
2
,m−A〉, aA† |j,m〉 =
√
j + (−1) 12−Am+ 1 |j + 1
2
,m+A〉. (28)
It is well-known that the matrix elements of the generators (τi) can be re-expressed as Wigner 3jm-symbols with
a spin 1 (that is the spin carried by the generators). This is the way one could construct a Hamiltonian operator
generating a recursion relation on the 6j-symbol, well-known in re-coupling theory, in [31]. Actually, a similar result
holds in the present case:
〈k, n| aA |j,m〉 =
√
dj dk (−1)k−n+ 12−A+1 δk,j− 1
2
(
1
2 j k−A m −n
)
,
〈k, n| aA† |j,m〉 =
√
dj dk (−1)j−m+ 12−A+1 δk,j+ 1
2
(
1
2 k j−A n −m
)
, (29)
with the notation dj = 2j + 1. It also suggests that their action can be translated into re-coupling equations.
Now we equip the graph Γ with these operators. At the quantum level, to take into account SU(2) invariance (the
Gauß law), the degrees of freedom at each N -valent node are intertwiners. However, as the Schwinger’s bosons change
the spin, we cannot consider the spin on each leg to be fixed. Instead we take the invariant tensors living on N copies
of ⊕j∈N
2
Hj ,
HN =
⊕
{je}
Inv
[⊗Ne=1Hje] , (30)
where one sums over all sets of irreducible representations attached to legs. We have assumed that all legs are oriented
outwards7. Schwinger boson operators enable to define operators on that space which were out of reach in the usual
7 Changing the orientation of a link amounts to changing the corresponding spin j with its dual representation, denoted j∗.
9loop quantum gravity framework. The operators we are interested in are quadratic and create, annihilate or exchange
quanta between two given legs of a node:
Êee′ ≡ 〈ae | ae′〉 =
∑
A=± 1
2
aA†e ⊗ aAe′ , Êe′e = Ê†ee′ ,
F̂ee′ ≡ [ae | ae′〉 =
∑
A=± 1
2
(−1) 12−A a−Ae ⊗ aAe′ , F̂e′e = −F̂ee′ . (31)
These operators are clearly the quantization of the observablesEee′ and F¯ee′ , (16), (17). Due to the special contractions
of the spinor index, they are invariant under the global SU(2) transformations acting on the node, i.e. they commute
with the generator ~J =
∑N
e=1 ~τe. The set of operators Ê, F̂ , F̂
† form a closed algebra and like in the classical case,
the operators Êee′ satisfy a u(N) algebra.
Putting the Schwinger operators on spin networks will just mean for us that we have that structure on each node,
acting on HN . One link e has two sets of operators, (aAe ) on the source vertex, and (a˜Ae ) on the target vertex of e.
As we see in the definition (5), the symplectic structure on the incoming legs has the opposite sign to that of
outcoming legs. This is reflected in the quantization by the fact that a˜A and a˜A† act on the right, i.e. on bras. This
is due to the dualization of the representation. Thus, our conventions imply that those operators satisfy the usual
algebra: [
a˜A, a˜B†
]
= δAB id . (32)
Hence, we can forget the tilde when considering their matrix elements. But the interpretation is reversed: since they
act on the right, the creation operator, i.e. that shifting the spin on the leg by + 12 , is a˜
A, while a˜A† is the annihilator.
C. Graspings with spin 1/2 and holonomy operator
We show here that the operators Ê, F̂ , F̂ † generalize the usual operators used in the context of loop quantum gravity,
by producing graspings with the spin 1/2, and we collect the results of their action.
One way to evaluate these operators is by using the standard action of the creators and annihilators (28). A brief
examination shows that one has to use some recursion relations on the 3jm-symbols to carry out the calculation.
Another way through, which instead highlights the re-coupling nature of those operators and their interpretation as
graspings, can be used thanks to (29). From the results below, closed forms are obtained by taking the values of the
re-coupling coefficients in a textbook [51], which are reported in appendix for completeness.
Let us write the action of, say, the operator Ê21 on the node where e1, e2, e3 meet in the figure 1,
Ê21 ιj1j2j3 |0〉 =
∑
A,m1,m2,m3
aA1 |j1,m1〉 ⊗ aA†2 |j2,m2〉 ⊗ |j3,m3〉
(
j1 j2 j3
m1 m2 m3
)
, (33)
= (−1)j1+j2+j3+1
√
dj1dk1 dj2dk2 δk1,j1− 12 δk2,j2+
1
2
{
j1 k1
1
2
k2 j2 j3
}
ιk1k2j3 |0〉 . (34)
The last line is obtained after some re-coupling8. The operator Ê12 thus performs a grasping on the intertwiner ιj1j2j3
with a spin 1/2 inserted between the spins j1 and j2. The shift of ± 12 on j1, j2 comes from selecting the value k1 in
8 First rewrite the action like
Ê21 ιj1j2j3 |0〉 =
√
dj1dk1 dj2dk2 δk1,j1− 12
δ
k2,j2+
1
2
∑
n1,n2,m3
|k1, n1〉 ⊗ |k2, n2〉 ⊗ |j3, m3〉 × I
k1k2j3
n1n2m3
, (35)
where the object Ik1k2j3 is
Ik1k2j3n1n2m3 =
∑
A,m1,m2
(−1)k1−n1
(
1
2
j1 k1
−A m1 −n1
)
(−1)j2−m2
(
1
2
k2 j2
−A n2 −m2
)(
j1 j2 j3
m1 m2 m3
)
. (36)
We have used first the definition, and in the second equality the expression of the Schwinger’s operators in terms of 3jm-symbols (29).
Ik1k2j3n1n2m3 is a tensor with three indices, n1, n2,m3, respectively in the representations of spin k1, k2, j3. It is easy to check that it is
SU(2) invariant, and hence proportional to the 3jm-symbol, Ik1k2j3n1n2m3 ∝
(
k1 k2 j3
n1 n2 m3
)
. More precisely, the pre-factor comes from:
Ik1k2j3n1n2m3 =

 ∑
p1,p2,p3
Ik1k2j3p1p2p3
(
k1 k2 j3
p1 p2 p3
) 〈k1, n1; k2, n2; j3,m3|ιk1k2j3 |0〉. (37)
That pre-factor is built with four 3jm-symbols, which are contracted following the pattern of the tetrahedron, and thus produces a
6j-symbol. That 6j-symbol is special since it has a fixed spin being 1/2. The exact evaluation yields the desired result.
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FIG. 2. The 3-valent nodes represent 3jm-symbols, where legs carry the spins. A magnetic index is summed when there is a
link joining two nodes. The action of Ê21 is a grasping between e1 and e2, denoted by a dashed line which carries the spin 1/2.
The final result is proportional to the 3jm-symbol with the spins k1 = j1 −
1
2
, k2 = j2 +
1
2
.
the tensor product:
Hj1 ⊗H 1
2
= Hj1− 12 ⊕Hj1+ 12 , (38)
and the value k2 in Hj2 ⊗H 1
2
. The values of k1, k2 are determined by the operators, here a1 and a
†
2. The contraction
of the magnetic indices A,m1,m2 results in an invariant tensor in Hk1 ⊗Hk2 ⊗Hj3 , which is obviously proportional
to the normalized intertwiner ιk1k2j3 . The pre-factor involves the quantity into curly brackets which appears in the
final form and known as a Wigner 6j-symbol with a spin fixed to 1/2. This is summarized in the figure 2.
This calculation produces a spin 1/2 grasping which generalizes the standard spin 1 grasping, well-known in loop
quantum gravity. The spin 1 grasping simply comes from the action of the fluxes. Instead of considering E21 = 〈z2|z1〉,
one can just consider the dot product of the corresponding fluxes, ~X1 · ~X2. The quantization of this observable is
obtained by promoting each X i to an anti-hermitian generator τ i acting on the node. The calculation has been
reported precisely in [31], and leads to
(
~τ1 · ~τ2
)
ιj1j2j3 |0〉 = (−1)j1+j2+j3+1
√
j1(j1 + 1)dj1 j2(j2 + 1)dj2
{
j1 j1 1
j2 j2 j3
}
ιj1j2j3 |0〉. (39)
The fact that no spin gets shifted in this case is clear from the fact that the operator (~τ1 · ~τ2) selects in the tensor
product Hj1⊗H1 the factor Hj1 . The operator (~τ1 ·~τ2) is quadratic in the generators and thus quartic in the operators
aA. Hence, it can also be obtained from some square of the spinor contraction E12. A similar process was detailed
in [31] to get graspings with a spin 2 from those with the spin 1. It obviously involves the square of the spin 1
operator together with some symmetrization. At the quantum level, it can be derived using the recursion formula
on the 6j-symbol to relate the different sets of eigenvalues and pre-factors, i.e. here to express { j1 j1 1j2 j2 j3 } in terms of
{ j1 k1 12
k2 j2 j3
}.
Let us compute in addition the action of a F̂ operator on the same node, F̂ †21 = 〈a1|a2],
F̂ †21 ιj1j2j3 |0〉 =
∑
A,m1,m2,m3
aA†1 |j1,m1〉 ⊗ (−1)
1
2
−Aa−A†2 |j2,m2〉 ⊗ |j3,m3〉
(
j1 j2 j3
m1 m2 m3
)
,
= (−1)j1+j2+j3+1
√
dj1dk1 dj2dk2 δk1,j1+ 12 δk2,j2+
1
2
{
j1 k1
1
2
k2 j2 j3
}
ιk1k2j3 |0〉. (40)
The spins j1, j2 are both raised to k1 = j1 +
1
2 , k2 = j2 +
1
2 due to the creators.
Quite clearly, all operators Ê, F̂ , F̂ † will generate a 6j-symbol with a spin 1/2, of the form
{
j1 k1
1
2
k2 j2 j3
}
, with ke = je± 12 .
The main difficulty is however to establish properly the overall signs, which are so important to get the correct
recursion formula in the end. Let us here report the results of a few actions, in particular on nodes with incoming
11
and/or outcoming legs. The conventions and notations correspond to the situation of the figure 1.
F̂12 ιj1j2j3 |0〉 ≡ [a1|a2〉 ιj1j2j3 |0〉 = (−1)j1+j2+j3+1
√
dj1dk1 dj2dk2 δk1,j1− 12 δk2,j2−
1
2
{
j1 k1
1
2
k2 j2 j3
}
ιk1k2j3 |0〉 , (41)
Ê12 ιj1j2j3 |0〉 ≡ 〈a1|a2〉 ιj1j2j3 |0〉 = (−1)j1+j2+j3+1
√
dj1dk1 dj2dk2 δk1,j1+ 12 δk2,j2−
1
2
{
j1 k1
1
2
k2 j2 j3
}
ιk1k2j3 |0〉 , (42)
F̂61 ιj∗
1
j∗
5
j6 ≡ [a6|a˜1〉 ιj∗1 j∗5 j6 = (−1)j1+j5+j6+1
√
dj1dk1 dj6dk6 δk1,j1+ 12 δk6,j6−
1
2
{
j1 k1
1
2
k6 j6 j5
}
ιk∗
1
j∗
5
k6 , (43)
F̂ †16 ιj∗1 j∗5 j6 ≡ 〈a6|a˜1] ιj∗1 j∗5 j6 = (−1)j1+j5+j6
√
dj1dk1 dj6dk6 δk1,j1− 12 δk6,j6+
1
2
{
j1 k1
1
2
k6 j6 j5
}
ιk∗
1
j∗
5
k6 , (44)
Ê61 ιj∗
1
j∗
5
j6 ≡ 〈a6|a˜1〉 ιj∗1 j∗5 j6 = (−1)j1+j5+j6+1
√
dj1dk1 dj6dk6 δk1,j1+ 12 δk6,j6+
1
2
{
j1 k1
1
2
k6 j6 j5
}
ιk∗
1
j∗
5
k6 , (45)
Ê16 ιj∗
1
j∗
5
j6 ≡ 〈a˜1|a6〉 ιj∗1 j∗5 j6 = (−1)j1+j5+j6
√
dj1dk1 dj6dk6 δk1,j1− 12 δk6,j6−
1
2
{
j1 k1
1
2
k6 j6 j5
}
ιk∗
1
j∗
5
k6 , (46)
F̂62 ιj∗
2
j∗
6
j4 ≡ [a˜6|a˜2〉 ιj∗2 j∗6 j4 = (−1)j2+j6+j4+1
√
dj2dk2 dj6dk6 δk2,j2+ 12 δk6,j6+
1
2
{
j2 k2
1
2
k6 j6 j4
}
ιk∗
2
k∗
6
j4 , (47)
F̂ †26 ιj∗2 j∗6 j4 ≡ 〈a˜6|a˜2] ιj∗2 j∗6 j4 = (−1)j2+j6+j4+1
√
dj2dl2 dj6dl6 δl2,j2− 12 δl6,j6−
1
2
{
j2 l2
1
2
l6 j6 j4
}
ιl∗
2
l∗
6
j4 . (48)
It is essential that all usual loop quantum gravity operators on a fixed graph can be expressed using the operators
Ê, F̂ , F̂ †. We have already discussed the case of flux operators acting on a single node, as quartic operators in terms
of spinors. Since the loop quantum gravity phase space {Xe, ge} can be recast into a (constrained) phase space based
on spinors, one should also be able to quantize the holonomies (ge) with the Schwinger’s boson operators.
On the kinematical Hilbert space L2(SU(2)L) over Γ, a matrix element of any holonomy in a any irreducible
representation acts by simple multiplication. We consider the elementary situation: the holonomy in the fundamental
representation along a single link e carrying the spin je. The multiplication is re-expanded onto the matrix elements
of irreducible representations as follows,
〈1/2, A|ge|1/2, B〉〈je, n|ge|je,m〉
=
∑
Je=je±
1
2
N,M
dJe(−1)Je−N
(
1
2 je Je
A n −N
)
(−1)Je−M
(
1
2 je Je
B m −M
)
〈Je, N |ge|Je,M〉 . (49)
There are only two terms in the sum, Je = je± 12 , and for each of them the 3jm-symbols can be understood as matrix
elements of Schwinger boson operators thanks to (29),
〈1/2, A|ge|1/2, B〉〈je, n|ge|je,m〉 = 1
dje
[
〈je, n| aAe ge aB†e |je,m〉+ 〈je, n| (−1)
1
2
−Aa−A
†
e ge (−1)
1
2
−Ba−Be |je,m〉
]
. (50)
This may be written in a more compact, symbolic form,
ĝeD
(je)(ge) =
(
|a˜e〉〈ae|+ |a˜e][ae|
) 1
dje
D(je)(ge). (51)
This is obviously the quantization of the classical expression of the holonomy in terms of spinors (11). Notice that the
factor 1/dj which enters here is nothing but the quantum translation of the holonomy normalization 1/
√
〈z˜|z˜〉〈z|z〉.
However, one has ordering ambiguities when promoting the classical expression (11) to an operator. What we find
here is that the result of the correct ordering is 1/dj.
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The relation (51) enables to get the translation of the parallel transport of spinors (10) at the quantum level:∑
B
(ge)AB 〈je − 1/2, n|ge aB|je,m〉 = 〈je − 1/2, n|aA ge|je,m〉,∑
B
(ge)AB 〈je, n|ge (−1) 12−B a−B†|je − 1/2,m〉 = 〈je, n|(−1) 12−A a−A† ge|je − 1/2,m〉 . (52)
The analogous formula for the spin 1 is equivalent to the well-known fact that the adjoint action on a Pauli matrix
is a rotation on the matrix-valued vector ~τ . Indeed from: g−1τ ig =
∑
j R(g)
i
jτ
j , we get:
∑
j R(g)
i
j〈j, n|g τ j |j,m〉 =
〈j, n|τ i g|j,m〉.
III. DYNAMICS OF BF THEORY
The previous section presents the kinematics of loop quantum gravity on a single graph, or equivalently the frame-
work of lattice gauge theory, formulated with spinors. We now study the dynamics of the BF model. The Hamiltonian
consists in two constraints, one imposing the Gauß law, which we have treated as part of the kinematics, and the other
the vanishing of the curvature, i.e. of magnetic fluxes.
First, we present the direct equivalent to the plaquette operator of the Kitaev model, which is based on characters
of the Wilson loops. Those calculations are not really new, but the geometric interpretation as tent moves is and was
suggested to us by B. Dittrich. Then we summarize the ideas coming from the new Hamitlonian introduced in [31],
before presenting its extension to spinors.
A. The plaquette operator: Tent move evolution
We consider a plaquette p bounded with n links. The constraint gp = 1, (2), has three real components, since
dimSU(2) = 3, on each plaquette. This can also be seen by gauge fixing all holonomies around p to the unit but one,
which is then set to 1 by the constraint.
The set of constraints (2) is sufficient and the projector (56) is well-defined for example on Riemann surfaces of
genus higher than two [18]. To implement it on the lattice, it is standard to expand it over the SU(2) modes of the
delta function,
δ(gp) =
∑
jp∈
N
2
djp χjp(gp) , (53)
where χj is the character (the trace) in the spin j, normalized to χj(1) = dj . All terms in the above sum are well-
defined as SU(2) invariant operators on spin networks, and this is the way Noui and Perez solved 2+1 gravity in
[52].
However, the set of constraints on the Wilson loops usually has redundancies which make the projector ill-defined,
in the absence of a suitable regularization, as it would involve divergent products of Dirac deltas. One can still
look for physical states directly as solutions of a well-defined Wheeler-DeWitt equation. As suggested by the above
decomposition, one can use the character of the holonomy gp around p, for any irreducible representation of spin j, to
enforce the constraint
χ̂j(gp) |ψ〉phys − dj |ψ〉phys = 0 , j ∈ N
2
. (54)
When written in the spin network basis, this constraint leads to a difference equation [50, 64] which has some
interesting features. The matrix elements of each holonomy in the character can be re-coupled with those of the same
holonomy in the spin network function. This shifts the spins of the cycle (j1, . . . , jn) to (k1, . . . , kn) with sums over
ki = |ji − j|, . . . , ji + j. One is left with graspings in the spin j at each node of the cycle, and they can be factorized
13
=
∑
k1,···,kn C
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s
FIG. 3. A pictorial representation of (55). The character χj along the closed loop acts on the left. On the right we have
depicted the situation after re-coupling. A specific 6j-symbol is extracted on each node, and one has to sum over the colorings
k1, . . . , kn. The dashed lines correspond to the dual 2d triangulation to the plaquette if we think of the latter as embedded in
flat 3-space. The vertex s of the 2d triangulation is then dual to the plaquette.
s′
s
jk1
j1
k3
l1
l2
k2
j2
j3 l3
FIG. 4. Here we have displayed the geometric interpretation of the character operator on the plaquette as a tent move. The
vertex s is evolved to a new vertex s′, with an edge of length j+ 1
2
, the tent pole. Between the initial and the final triangulations
we have a piece of 3d triangulation. The character operator then generates the evaluation of the Ponzano-Regge amplitude on
this triangulation.
from the function as 6j-symbols with a spin j. Precisely, this gives
χj(g1 · · · gn) s{je}(ge) =
∑
k1,...,kn
(−)j+
∑n
e=1 je+ke+le
n∏
e=1
dke
{
k2 j2 j
j1 k1 l1
}{
k3 j3 j
j2 k2 l2
}
· · ·
{
k1 j1 j
jn kn ln
}
s{ke}(ge) . (55)
This is represented in the figure 3. Note that this enables to write the projector on the topological ground state
restricted to a single plaquette in the spin network basis,
δ(g1 · · · gn) s{je}(ge) =
∑
j,k1,...,kn
(−)j+
∑n
e=1 je+ke+ledj
n∏
e=1
dke
{
k2 j2 j
j1 k1 l1
}{
k3 j3 j
j2 k2 l2
}
· · ·
{
k1 j1 j
jn kn ln
}
s{ke}(ge) .
(56)
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It has a very nice geometric interpretation in terms of a (2 + 1)-dimensional evolution. The reason for the (2 + 1)
dimensions is that it is natural and always possible to consider a plaquette to be dual to a piece of a 2-dimensional
triangulation embedded in flat 3-space. The plaquette itself is dual to a vertex s, and the links on its boundary are
dual to edges which connect s to vertices (si) dual to the surrounding plaquettes.
Then we use the Ponzano-Regge interpretation [32] of the 6j-symbol: it is a weight associated a tetrahedron whose
edge lengths are given by (je + 1/2). A Ponzano-Regge amplitude is then obtained by taking products of 6j-symbols
corresponding to a gluing of tetrahedra, and summing over the spins of the internal dual edges, keeping those on the
boundary fixed.
This interpretation shows that the equation (55) is actually computing the Ponzano-Regge amplitude for a piece of
a 3d triangulation built as follows. Draw from s an edge outside of the 2d triangulation, with length (j+1/2) going to
a new vertex s∗, and connect s∗ to the vertices (si). This process creates a piece of 3d triangulation with n tetrahedra,
all sharing the edge (ss∗). Such an evolution process of the canonical surface is known as a tent move, and it is
depicted in the figure 4. It gives an evolution in discrete time steps, where the triangulations of the constant time
slices are all the same. This evolution has been analyzed in background independent approaches to lattice gravity in
[65]. The tent pole is here (ss∗) and has length (j + 1/2). By Fourier transforming (55), one sees that the evolved
state ψ(ke) is obtained by summing over all admissible values of the spins on the initial surface,(
Tentj ψ
)
(ke) =
∑
j1,...,jn
(−)j+
∑n
e=1 je+ke+le
n∏
e=1
dje ×
{
k2 j2 j
j1 k1 l1
}{
k3 j3 j
j2 k2 l2
}
· · ·
{
k1 j1 j
jn kn ln
}
ψ(je) . (57)
In particular, a physical solution to the flatness constraint must satisfy(
Tentj ψ
)
(ke) = dj ψ(ke) , (58)
that is it must be invariant under tent moves weighted by their Ponzano-Regge amplitudes. A way to enforce this
requirement is to use the projector on the topological sector (56) which is geometrically interpreted as a summation
over all possible tent pole lengths.
B. The spin 1 Hamiltonian
However, there are some drawbacks. In particular, the difference equation one gets shifts the spins on each link in
the boundary of p. This means that one cannot solve the Wheeler-DeWitt equation on each single face independently
of each other. And yet we know that in some situations, one should be able to get and solve an equation on each spin
independently.
The simplest example is that of the canonical surface S2 triangulated by the boundary of a tetrahedron. Let us
write explicitly the spin network function, labelled by six spins (j1, . . . , j6), following the figure 1:
s
{je}
tet (g1, . . . , g6) =
∑
m1,...,m6
n1,...,n6
(
j1 j2 j3
m1 m2 m3
)(
j1 j5 j6
−n1 −n5 m6
)(
j3 j4 j5
−n3 −n4 m5
)(
j2 j6 j4
−n2 −n6 m4
)
×
[
6∏
e=1
(−1)je−ne〈je, ne|ge|je,me〉
]
. (59)
The range of summation is −je ≤ me, ne ≤ je for each link. The natural inner product on L2(SU(2)L/ SU(2)V ) is
evaluated with the Haar measure on SU(2)L, and given the chosen normalization for spin network functions we get
here
〈s{je}tet | s{ke}tet 〉 =
6∏
e=1
δje,ke
dje
. (60)
Given the trivial topology on the 2-sphere and the chosen fixed graph, there is a single ‘physical’, i.e. topological,
state, which is peaked on flat connections with full measure:
ψphys(g1, . . . , g6) = δ(g6g5g4) δ(g6g1g
−1
2 ) δ(g
−1
3 g4g2). (61)
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Here δ(g) is the Dirac delta on SU(2) with respect to the Haar measure. To get its expansion on the spin network
basis, we take the inner product with a spin network function s
{je}
tet (g1, . . . , g6),
ψphys(j1, . . . , j6) =
∫ 6∏
e=1
dge s
{je}
tet (g1, . . . , g6) ψphys(g1, . . . , g6), (62)
=
{
j1 j2 j3
j4 j5 j6
}
. (63)
This result simply comes from the fact that the physical state enforces the evaluation of the integral on the flat
connections (up to gauge transformations), while there: s{je}(1) = {6je}.
Thus we could call Wheeler-DeWitt equation in that situation any equation which characterizes the 6j-symbol. As
a re-coupling coefficient, the latter is known to satisfy a special identity, the Biedenharn-Elliott, or pentagon, identity
[51]. From it, one derives [46] a recursion formula which enables the evaluation of the 6j-symbol,
A+1(j1)
{
j1 + 1 j2 j3
j4 j5 j6
}
+A0(j1)
{
j1 j2 j3
j4 j5 j6
}
+A−1(j1)
{
j1 − 1 j2 j3
j4 j5 j6
}
= 0. (64)
The coefficients are given in [31] for example, and they are built on special 6j-symbols which have one spin equal to
1. It turns out that the coefficient A+1 (respectively A−1) vanishes when the spin j1 reaches the highest admissible
value (respectively the lowest admissible value). This means that the recursion is initially first order, i.e. it can be
iterated from a single initial condition.
The relationship to the topological, flatness constraint (2) was unraveled in [31]. We want an equation acting an
a single face which selects the 6j-symbol in the case of a cycle with three links. It was shown in [31] that the above
recursion can be derived from the quantization of a constraint on the phase space of loop quantum gravity. To build
the constraint the idea is to extract the matrix elements of the holonomy around a plaquette gp by projecting onto a
flux variable on the left and on the right. Consider the situation depicted in the figure 1, with gp = g6g1g
−1
2 based on
the vertex where e2 and e6 meet. We obtain a spin 1 Hamiltonian by projecting the rotation matrix R(gp) onto the
fluxes X˜2, X˜6,
H(1)e6e1e2 =
∑
i,j
X˜ i6
(
δij −R(g6 g1 g−12 )ij
)
X˜j2 = X˜6 · X˜2 − X˜6 ·Ad(g6 g1 g−12 ) X˜2. (65)
Ad is the adjoint representation on fluxes seen as Lie algebra variables, which is of course equivalent to the standard
vector representation of SU(2). Thus, we look at the rotation R(gp) in the basis spanned by the flux variables. The
constraint can be re-written in a more convenient way using the parallel transport relation between left and right
fluxes (13):
H(1)e6e1e2 = X˜6 · X˜2 −X6 · Ad(g1)X2. (66)
On a spin network function, the first term X˜6 · X˜2 is diagonal and given by (39). The second term is a bit more
involved but an essential point is that there is only one holonomy g1, and hence only one spin, j1 gets shifted by
−1, 0,+1. This leads to the difference equation [31]:
A+1(j1)ψ(j1 + 1) +A0(j1)ψ(j1) +A−1(j1)ψ(j1 − 1) = 0. (67)
The coefficients are:
A0(j1) = (−1)j2+j4+j6
{
j2 j2 1
j6 j6 j4
}
+ (−1)2j1+j2+j3+j5+j6(2j1 + 1)
{
j1 j1 1
j2 j2 j3
} {
j1 j1 1
j6 j6 j5
}
, (68)
A±1(j1) = (−1)2j1+j2+j3+j5+j6+1
(
2(j1 ± 1) + 1
) {j1 ± 1 j1 1
j2 j2 j3
} {
j1 ± 1 j1 1
j6 j6 j5
}
. (69)
This difference equation is exactly the recursion relation satisfied by the 6j-symbol.
16
j1 j1 j1
j6 j6
j6
j2 j2
j2
j4 j4 j4
=
=
j5 j5 j5
j3 j3 j3
FIG. 5. A graphical representation of the action of the new Hamiltonian. The basic idea is that the holonomy around a closed
loop in the topological sector only depends on its homotopy type, so that we can deform the grasping on the left to that on the
right, picking up this way some holonomy which must be trivial.
A graphical representation of the action of H(1) is given in the figure 5. The idea is that on the topological sector,
the holonomy along a closed loop only depends on its homotopy type. Hence, we can make a grasping, i.e. insert a
line inside the plaquette whose ends are glued on the boundary of the plaquette, and being in the topological sector
means that the curve can be deformed, since the plaquette is homotopically trivial. The Hamiltonian proceeds like
this: it inserts a infinitesimal curve (i.e. with trivial holonomy) at node between two links (e2, e6 on the figure 5).
The constraint is just that this curve can be deformed to run all along the plaquette, picking up the corresponding
holonomies. Hence, it indeed produces a constraint on these holonomies, whose product has to be trivial.
In addition to this topological interpretation, it enjoys the following properties.
• It is labeled by a cycle (which bounds p) and a vertex v in the cycle. Since a cycle has at least three links, this gives
a sufficient number of constraints to impose the topological condition R(gp) = 1 ∈ SO(3) (i.e. gp = ±1 ∈ SU(2)).
• H(1)v,p appears as a regularization of the scalar Hamiltonian in the 2+1 gravity,
HGR = E
a
i E
b
j ǫ
ij
kF
k
ab . (70)
F is the field strength, and E the pull-back of the triad to the canonical surface, and a, b are space indices.
It comes from projecting the constraint F = 0 onto the lapse and the shift. This splits the full 3d diffeo-
morphism algebra into a constraint which generates spatial diffeomorphisms, plus HGR which generates time
reparametrization. However, it is unclear how the same splitting can be done on the lattice.
The answer provided by H(1) is to project the curvature around a node, say s in the figure 3, onto the normals
to each of the triangles sharing s. Generically, if there are at least three triangles, all directions of 3-space will
be spanned. This way we get an evolution of the vertex s in at least three “time” directions.
• In 3d, the phase space of loop quantum gravity consists in Regge geometries, which means they have intrinsic
geometries determined by the spins interpreted as lengths. The constraint H
(1)
v,p = 0 imposes a relation between
the intrinsic, spatial geometry and its extrinsic curvature characterizing the embedding into flat spacetime.
• In 4d BF theory, the geometric interpretation is similar in the Regge sector, but they are also non-Regge,
discontinuous intrinsic geometries in the phase space [66], known as twisted geometries. H
(1)
v,p provides a well-
defined constraint and well-defined recursion relations for the twisted geometries [49].
• The asymptotics of the equation can be studied, for example, using coherent intertwiners. The solutions to
the lowest order in the WKB approximation in the Regge sector are linear combinations of exp(±iSR), where
SR is the Regge action of the simplex. We thus get a criterion to tell whether the Regge action is part of
the asymptotics of a lattice model [49]. The Hamiltonian H
(1)
v,p is an example which generates exactly solvable
recursions beyond this asymptotic behavior.
Those are features we would like to reproduce using spinors, for the group SU(2) instead of SO(3).
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C. The spin 1/2 Hamiltonian
1. The classical spinor Hamiltonian
We labeled the operator H
(1)
f,v in (65) with a superscript (1) because the derivatives X
i transform in the adjoint
representation of SU(2), that is with a spin 1. As a consequence (see [31]), the recursion relation obtained involves
shifts on a spin by the amount ±1.
Thus, if the recursion (67) is iterated from an initial condition with all spins being integers, we can solve the family
of 6j-symbols with integer spins. This amounts to solving the model for SO(3). However, from this solution we cannot
get information on the family of symbols with, say, three half-integer spins and the three others being integers. Hence,
these two families of 6j-symbols have to be related by hand, choosing appropriately (i.e. ”fine-tuning”) the initial
conditions.
If one could derive a recursion with spins 1/2, one would then be in position of solving directly the model for the
group SU(2). To this aim, one needs variables transforming under the fundamental representation of SU(2), in contrast
with the flux variables. We have just described such variables in the previous section, the spinors.
Hence, we mimic the construction of the constraint (65). In particular, the graphical representation should be
unchanged, as given in the figure 5, but with insertions of spin 1/2 instead of spin 1. Technically, the rotation matrix
R(g) should now be changed with the fundamental representation. Thus, we propose
H(−−)e6e1e2 ≡ 〈z˜6|z˜2] [z˜6| g6 g1 g−12 − 1 |z˜2〉. (71)
Note that we could actually write four such constraint, by changing z˜2, z˜6 with ςz˜2 and/or ςz˜6,
H(−+)e6e1e2 ≡ 〈z˜6|z˜2〉 [z˜6| g6 g1 g−12 − 1 |z˜2],
H(+−)e6e1e2 ≡ [z˜6|z˜2] 〈z˜6| g6 g1 g−12 − 1 |z˜2〉,
H(++)e6e1e2 ≡ [z˜6|z˜2〉 〈z˜6| g6 g1 g−12 − 1 |z˜2].
(72)
Some simple algebra on spinors gives that the sum (with correct signs) of these four observables leads back to the
holonomy around the cycle (126) of our tetrahedral graph,
H(−+)e6e1e2 +H
(+−)
e6e1e2 −H(++)e6e1e2 −H(−−)e6e1e2 = 〈z˜2|z˜2〉〈z˜6|z˜6〉 tr 12 (g6 g1 g
−1
2 − 1) , (73)
where tr 1
2
is the trace on 2×2 matrices. Therefore, our H(αβ) observables provide a decomposition of the holonomy
operator around the closed loop (126) into simpler components, which will translate into quantum operators generating
specific shifts of the spins around the loop.
Moreover, these observables are not independent and there are some relations between them. For instance, taking
into account that [z|g|z′〉 = −〈z|g|z′] for group elements g ∈ SU(2), one gets H(ǫ6ǫ2)e6e1e2 = H(−ǫ6−ǫ2)e6e1e2 , for ǫ2, ǫ6 = ±.
Furthermore the fact that g = g6 g1 g
−1
2 is unitary, gg
† = 1, translates into quadratic relations between the H(±±)
observables9. Finally, we obtain that there are only three independent real components. More precisely, we would like
to impose all the constraints H(αβ) = 0. These are 2× 4 real constraints. Due to the complex conjugation relations,
this already reduces to 4 real constraints. Then discarding the pre-factors, 〈z˜6|z˜2] and so on, imposing H(αβ) = 0
amounts to requiring that the four matrix elements of the 2×2 matrix g6 g1 g−12 −1 vanish. Since g6 g1 g−12 is in SU(2)
and only depends on three independent real parameters, we do have in the end only 3 independent real constraints,
which simply express that the holonomy around the closed loop (126) must be the identity, g6 g1 g
−1
2 = 1.
The above form of the constraint contains the holonomies along three different links. But it can be simplified as
depending of the holonomy along a single link with the following lemma.
10 We decompose the relation gg† = 1 for g = g6 g1 g
−1
2 into its explicit matrix elements by inserting twice the identity in term of spinors
〈z|z〉1 = |z〉〈z|+ |z][z| for z = z˜6 and z = z˜2.
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Lemma 1. The observable He6e1e2 admits a form with only the holonomy along e1,
H(−−)e6e1e2 = 〈z˜6|z˜2]
√
〈z˜2|z˜2〉 〈z˜6|z˜6〉
〈z2|z2〉 〈z6|z6〉 [z6| g1 |z2〉 − 〈z˜6|z˜2] [z˜6|z˜2〉 , (74)
and a form completely in terms of spinors,
H(−−)e6e1e2 =
√
〈z˜2|z˜2〉 〈z˜6|z˜6〉
〈z2|z2〉 〈z6|z6〉 〈z˜6|z˜2]
[z6|
(
|z˜1〉〈z1|+ |z˜1][z1|
)
|z2〉√
〈z1|z1〉 〈z˜1|z˜1〉
− 〈z˜6|z˜2] [z˜6|z˜2〉 . (75)
They simply come from applying the parallel transport relations of spinors, (10) and (11), to get rid of the different
holonomies.
2. The quantum spinor Hamiltonian
Promoting the above quantities to operators is done by using the quantization map we have discussed in the previous
section. Mainly, the spinor contractions are sent to operators Êee′ , F̂ee′ and F̂
†
ee′ .
At the quantum level, one faces numerous ordering ambiguities. However, several of them are resolved from the fact
that we know the standard action of matrix elements of holonomies on spin networks. From this, we have shown on
the equation (51) that the norm of the spinors in the expression of g1, 1/
√
〈z1|z1〉 〈z˜1|z˜1〉, only contributes to a factor
1/dj1 in the spin network basis. In the equation (52), we have shown that the parallel transport [z˜6| g6 does not bring
any factor, which means that the ratio
√
〈z˜2|z˜2〉/〈z2|z2〉 is naturally set to 1 at the quantum level.
This way, one has reduced the ordering ambiguities to a single one, the ordering of the two factors in the definition
(71) of the Hamiltonian. Let us define two operators, one for each ordering, say left and right. Using the forms of the
classical observable displayed in the lemma 1, the quantization with the left ordering is
Ĥ
(−−)
e6e1e2|L
s
{je}
tet = 〈a˜6|a˜2]
(
[a6| g1 |a2〉 − [a˜6|a˜2〉
)
s
{je}
tet , (76)
= F̂ †26
( 1
dj1
(
F̂61 Ê12 + Ê16 F̂12
)− F̂62) s{je}tet , (77)
while the right ordering is
Ĥ
(−−)
e6e1e2|R
s
{je}
tet =
(
[a6| g1 |a2〉 − [a˜6|a˜2〉
)
〈a˜6|a˜2] s{je}tet , (78)
=
( 1
dj1
(
F̂61 Ê12 + Ê16 F̂12
)− F̂62) F̂ †26 s{je}tet . (79)
Note that F̂ †26 commutes with (F̂61 Ê12+Ê16 F̂12), since F̂
†
26 acts on the vertex where e2, e6 meet, while that (F̂61 Ê12+
Ê16 F̂12) act on the two other vertices of the cycle. Hence, the true ambiguity is the ordering between F̂
†
26 and F̂62.
The quantization of Ĥ(α,β) for α, β = ± is obtained by changing in the above definitions a˜2 (and/or a˜6) to ςa˜2
(and/or ςa˜6). Then, it turns out there is a relationship between the two orderings,(
Ĥ
(α,β)
e6e1e2|R
)†
= Ĥ
(−α,−β)
e6e1e2|L
. (80)
This is the quantum equivalent to H
(α,β)
e6e1e2 = H
(−α,−β)
e6e1e2 .
Theorem 1. Consider the 2-sphere triangulated by the boundary of a tetrahedron, where kinematical states take the
form ψ(g1, . . . , g6) =
∑
{je}
[∏6
e=1 dje
]
ψ(j1, . . . , j6) s
{je}
tet (g1, . . . , g6). The Wheeler-DeWitt equations for the physical,
topological state are
Ĥ
(α,β)
e6e1e2|L
|ψ〉 = 0 , (81)
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for α, β = ±1/2. In the spin representation, they give difference equations,
A
(−α,−β)
+ 1
2
(j1) ψ
(
j1 + 1/2, j2 − β, . . . , j6 − α
)
+ A
(−α,−β)
− 1
2
(j1) ψ
(
j1 − 1/2, j2 − β, . . . , j6 − α
)
+A
(−α,−β)
0 (j1) ψ(j1, . . . , j6) = 0 , (82)
which are known to come from the Biedenharn-Elliott identity and determine the 6j-symbol.
The coefficients of the difference equations are
A
(α,β)
0 (j1) = (−1)j2+j4+j6+1
{
j2 j2 + β
1
2
j6 + α j6 j4
}
,
A
(α,β)
± 1
2
(j1) = (−1)2j1+j2+j3+j5+j6+
±1+1
2
+α+β dj1± 12
{
j1 ± 12 j1 12
j2 j2 + β j3
} {
j1 ± 12 j1 12
j6 j6 + α j5
}
. (83)
The relation (80) between Ĥ|L and the adjoint of Ĥ|R translates to identities between those coefficients,
A
(α,β)
0 (j1, j2 − α, . . . , j6 − β) = (−1)α+β A(−α,−β)0 (j1, j2, . . . , j6) ,
dj1+ 12 A
(α,β)
− 1
2
(j1 +
1
2
, j2 − α, j6 − β) = dj1 A(−α,−β)+ 1
2
(j1, j2, . . . , j6) , (84)
which can also be checked directly from (83). Those identities can be used to prove (82) by direct calculations, which
are reported in the appendix B.
There are four possibilities for (α, β), and hence four difference equations for each plaquette. However, due to the
discrete symmetries of the tetrahedral graph, only three equations are actually different. The physical reason why
three equations per plaquette are independent is that the Hamiltonian is built to impose (classically) the equation
gp = 1. For each face, this is a SU(2)-valued equation which has three real components.
Combining three of these equations, one can reproduce [46] the spin 1 recursion formula (64) on the 6j-symbol. Since
the latter can be solved from a single initial condition, we can obtain families of 6j-symbols where the spins differ from
the initial spins by integers. Two such families are
{
n1 n2 j3
j4 j5 n6
}
and
{
n1+
1
2
n2+
1
2
j3
j4 j5 n6+
1
2
}
, where n1, n2, n6 ∈ N.
To relate the different families, one has to resolve steps of half-integers (which are not integers). This is precisely done
using the spin 1/2 recursions, which consistently set the relationships between the initial conditions of the different
families.
We will prove the theorem for Ĥ(−−), as it works similarly for the other cases. It follows from the two propositions
below, together with the equation (80).
Proposition 1. Ĥ
(−−)
e6e1e2|R
s
{je}
tet annihilates the tetrahedral spin network on the identity,
〈ψphys |Ĥ(−−)e6e1e2|R |s
{je}〉 = Ĥ(−−)e6e1e2|R s
{je}
tet (g1, . . . , g6)|ge=1 = 0 . (85)
Before showing up the calculations, let us emphasize that it is easy to understand the action of the operator.
Indeed, consider the form (78) of the operator. The multiplication of the spin network by matrix elements of g1 in its
fundamental representation induces shifts of the spin j1 to j1±1/2. Then the role of the operators a6, a˜6, a2, a˜2 is i) to
make the whole operator SU(2) invariant, and ii) to shift j2, j6 so that the rules of tensor products of representations
are still satisfied after the shifts of j1 (i.e. it is necessary to shift j2 so that j3 is in the tensor product Hj1± 12 ⊗Hj2− 12 ).
The proof of this proposition is based on a very simple method which can be applied in more generic situations than
the tetrahedral spin network [67].
Proof of proposition 1. First observe that the effect of F †26 = 〈a˜6|a˜2], given by the equation (48), is to shift the
spins j2, j6 on the half-lines of e2, e6 meeting at v to l2 = j2 − 12 , l6 = j6 − 12 . Thus, the intertwiner ιj∗2 j∗6 j4 in the spin
network function is changed with ιl∗
2
l∗
6
j4 . Up to some multiplicative pre-factors, we are left with the remaining action
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of the operator, that is [a6| g1 |a2〉 − [a˜6|a˜2〉, using the form of the operator given in (78). It is not hard to see that
this gives zero due to the somewhat trivial following identity,∑
A,B=± 1
2
(−1) 12−A 〈1/2, A| g1 |1/2, B〉 〈l2, n2| g2 aB |j2,m2〉 〈l6, n6| g6 a−A |j6,m6〉
∣∣∣
1
=
∑
A=± 1
2
(−1) 12−A 〈l2, n2| aA g2 |j2,m2〉 〈l6, n6| a−A g6 |j6,m6〉
∣∣∣
1
. (86)
We emphasize that this is one of the key identities in this paper. It states that we can commute the creators and
annihilators with the group elements, here g2, g6, when the latter are taken to be the unit of the group. Moreover, in
that case, the sum of the left hand side simplifies since 〈1/2, A| g1 |1/2, B〉|1 = δA,B.
To see the action of [a6| g1 |a2〉 − [a˜6|a˜2〉 in the above equation, one has to dress it with the matrix elements
〈je, ne|ge|je,me〉|1 on the links e 6= e2, e6, and contract them with the four intertwiners ιj1j2j3 , ιj∗1 j∗5 j6 , ιj∗3 j∗4 j5 and
ιl∗
2
l∗
6
j4 . That gives the equivalent form
1
dj1
∑
n1,...,n6
[
〈j6 − 1/2, n6|F61 ιj∗
1
j∗
5
j6 |j1 + 1/2, n1; j5, n5〉 〈j1 + 1/2, n1; j2 − 1/2, n2; j3, n3|E12 ιj1j2j3 |0〉
+ 〈j6 − 1/2, n6|E16 ιj∗
1
j∗
5
j6 |j1 − 1/2, n1; j5, n5〉 〈j1 − 1/2, n1; j2 − 1/2, n2; j3, n3|F12 ιj1j2j3 |0〉
]
× 〈j5, n5|ιj∗
3
j∗
4
j5 |j3, n3; j4, n4〉 〈j4, n4|ι(j2− 12 )∗(j6− 12 )∗j4 |j2 − 1/2, n2; j6 −
1
2
, n6〉
=
∑
m1,...,m6
[
〈j6,m6|ιj∗
1
j∗
5
j6 |j1,m1; j5,m5〉 〈j1,m1; j2,m2; j3,m3|ιj1j2j3 |0〉 〈j5,m5|ιj∗3 j∗4 j5 |j3,m3; j4,m4〉
]
× 〈j4,m4|F62 ι(j2− 12 )∗(j6− 12 )∗j4 |j2,m2; j6,m6〉 . (87)
Both sides of that identity are contractions of four intertwiners following the pattern of the tetrahedral graph. The
holonomies have been evaluated on the unit. The left hand side contains two different terms, obtained by putting
for the holonomy g1 = (|a˜e〉〈ae|+ |a˜e][ae|)/dj1 in the above (86). These terms correspond to [a6| g1 |a2〉 = (E16F12 +
F61E12)/dj1 , and encode two shifts of j1, by ±1/2. The right hand side is the part F62 = [a˜6|a˜2〉.
Proposition 2. Moreover, expanding the different terms of the proposition 1 using re-coupling produces a spin 1/2
recursion formula on the 6j-symbol,
Ĥ
(−−)
e6e1e2|R
s
{je}
tet (g1, . . . , g6)|ge=1
= A
(−−)
+ 1
2
(j1)
{
j1 +
1
2 j2 − 12 j3
j4 j5 j6 − 12
}
+A
(−−)
0 (j1)
{
j1 j2 j3
j4 j5 j6
}
+ A
(−−)
− 1
2
(j1)
{
j1 − 12 j2 − 12 j3
j4 j5 j6 − 12
}
. (88)
Proof of proposition 2. It simply follows from considering the form of the operator H
(1/2)
e6e1e2|R
displayed in the
equation (79), and evaluating it using the actions of the operators Eee′ , Fee′ , F
†
ee′ which are given in the section II C.
Using (47), (48), we get that F62 F
†
26 is diagonal on spin networks,
− F62 F †26 s{je}tet = dj2dj2− 12 dj6dj6− 12
{
j2 j2 − 12 12
j6 − 12 j6 j4
}2
s
{j1,j2,...,j6}
tet . (89)
The term which lowers j1 by −1/2 is obtained thanks to (46), (41) and (48),
1
dj1
E16 F12 F
†
26 s
{je}
tet = (−1)j2+j4+j6(−1)j1+j5+j6(−1)j1+j2+j3dj1− 12 dj2dj2− 12 dj6dj6− 12{
j2 j2 − 12 12
j6 − 12 j6 j4
}{
j1 j1 − 12 12
j6 − 12 j6 j5
}{
j1 j1 − 12 12
j2 − 12 j2 j3
}
s
{j1−
1
2
,j2−
1
2
,...,j6−
1
2
}
tet . (90)
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The term which increases j1 by +1/2 is obtained using (43), (42) and (48) again,
1
dj1
F61E12 F
†
26 s
{je}
tet = (−1)j2+j4+j6+1(−1)j1+j5+j6(−1)j1+j2+j3dj1+ 12 dj2dj2− 12 dj6dj6− 12{
j2 j2 − 12 12
j6 − 12 j6 j4
}{
j1 j1 +
1
2
1
2
j6 − 12 j6 j5
}{
j1 j1 +
1
2
1
2
j2 − 12 j2 j3
}
s
{j1+
1
2
,j2−
1
2
,...,j6−
1
2
}
tet . (91)
Then, we sum the three contributions, add a phase (−1)j2+j4+j6+1, divide by a common factor, dj2dj2− 12 dj6dj6− 12 ×{
j2 j2−
1
2
1
2
j6−
1
2
j6 j5
}
, and finally evaluate the spin network function on the unit of the group.
D. Geometric interpretation: Quantum Euclidean geometry
Although we consider throughout this paper the group SU(2) as the local symmetry group, our methods are expected
to generically apply to any compact Lie group or finite group (see [34] for a recent review on spin net and spin foam
models with finite groups). But SU(2) is interesting from the geometric point of view. In the three-dimensional context,
it is the (universal cover of the) isometry group of tangent spaces to spacetime. This leads to an interpretation of the
spin network geometry which is well-known in the context of 3d quantum gravity, revisited here with the new spin 1
and spin 1/2 Hamiltonians.
The key idea is to consider the piece of 2d triangulation dual to the spin network graph, whose triangles are dual to
the 3-valent vertices, edges dual to links, and vertices dual plaquettes. By a trivial extension of the graph (with links
carrying the spin zero), we can assume that it is a triangulation of the canonical surface (space), hence characterizing
its topology.
The usual phase space variables, holonomies and fluxes, characterize the geometry of an embedding of the trian-
gulation into 3-space. The Hamiltonian constraint of curvature vanishing asks for an embedding in flat 3-space. We
briefly sum up how this can be seen and refer to [31] for details and references.
The three fluxes on a vertex are interpreted as the normals to the edges of the dual triangulation. This is possible
due to the Gauß law (15), which is exactly the closure condition for the triangle dual to the node. That also means
that the norm of a flux, X2e , is the squared length of the dual edge. Similarly, the dihedral angle φee′ between two
dual edges (e∗, e
′∗) of a triangle is contained in the dot product of Xe, Xe′ , where the dual edges e, e
′ meet at a vertex:
cosφee′ = −ǫee′ Xe ·Xe
′
|Xe||Xe′ | , (92)
where ǫee′ is 1 if e and e
′ are both outgoing or ingoing, and −1 else. Lengths (and dihedral angles), which are
determined by fluxes, completely characterize some intrinsic geometry of the canonical surface, and are invariant
under local rotations changing the frames in which fluxes are expressed.
From the 2d angles (and hence lengths), one can compute the dihedral angles between neighboring triangles as if
they were embedded in flat 3-space. Consider triangles t1, t2 dual to vertices v1, v2 of the spin network graph, which
are linked by the edge e. The classical angle of flat space between the two triangles t1, t2 can be computed from the
three 2d angles around the node which is dual to the cycle c, using the formula:
cosΘt1t2 (X, X˜) =
cosφe1e2 − cosφe1e cosφe2e
sinφe1e sinφe2e
. (93)
Further, the holonomies ge also captures some notion of dihedral angles, through the formula
cos θt1t2 (X, X˜, g) = −
Nt1 · Ad(ge)Nt2
|Nt1 | |Nt2 |
, (94)
where Nt are normals to the triangles which are evaluated like N
i
t1 = ǫ
i
jkX˜
j
eX˜
k
e1 .
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It turns out the Hamiltonian H
(1)
v,p simply expresses the difference between the two notions of dihedral angles between
neighboring triangles,
H(1)v,p = sinφe1e sinφe2e
(
cosΘt1t2 − cos θt1t2
)
. (95)
Hence, the topological equation for the ground state, H
(1)
v,p = 0, just imposes that the dihedral angles θt1t2 computed
from the holonomies are those of the flat embedding.
Quantizing H(1) hence means quantizing flat Euclidean geometry. This is what the Wheeler-DeWitt equation (67)
does.
At the quantum level, the re-coupling coefficients A−1,0,1 thus provides a well-defined way to evaluate the quantum
operators which correspond to the above products of trigonometric functions. (This is particularly clear in the large
spin limit [46, 49]). The most transparent case is that of the 2d dihedral angle, e.g. between the dual edges to e2, e6
in the figure 1. We have seen that the spin network function is an eigenvector of X˜2 · X˜6, so that(
̂cosφe2e6 s
{je}
tet
)
(g1, . . . , g6) =
[
j2(j2 + 1) + j6(j6 + 1)− j4(j4 + 1)
]
2
√
j2(j2 + 1) j6(j6 + 1)
s
{je}
Γ (g1, . . . , g6) . (96)
This exactly reproduces the classical expression of the dihedral angles of a triangle, with quantized lengths ℓe(je) =√
je(je + 1).
It is reasonable to think that the spin 1/2 Hamiltonian carries a similar geometric interpretation, but with half
dihedral angles instead. It is however hard to make precise, since one needs operators diagonal on spin network
functions, so at least quadratic quantities like F62F
†
26, and then one faces ordering ambiguities. So the best we can do
is to check that the large spin limit is indeed the same as that of cosφe2e6/2 as computed from the above operator.
The latter gives
cos2
φe2e6
2
=
cosφe2e6 + 1
2
,
=
(√
j2(j2 + 1) +
√
j6(j6 + 1) +
√
j4(j4 + 1)
)(√
j2(j2 + 1) +
√
j6(j6 + 1)−
√
j4(j4 + 1)
)
4
√
j2(j2 + 1) j6(j6 + 1)
, (97)
on spin network functions. From the spin 1/2 graspings, we get
F62 F
†
26
E22E66
=
(
j2 + j6 + j4 + 1
)(
j2 + j6 − j4
)
(2j2) (2j6)
. (98)
In the large spin limit, the square roots of Casimirs go to the spins themselves,
√
j(j + 1) ∼ j, and the two quantities
above have the same limit.
E. Equivalence with the flatness constraint
We would like to see exactly how the recursion can be used to find wave functions satisfying the flatness everywhere.
As it was already observed in [50], it is clear that the recursion relations we have written so far only depend on the
fact that we consider a cycle with three links. In particular, they do not depend on the fact that we have closed the
graph by gluing the links e3, e4, e5 to a node in the figure 1.
Hence, we now consider a cycle with three links and 3-valent vertices, and use the notations of the figure 1, but
assuming that the links e3, e4, e5 do not necessarily meet. We still have exactly the same recursion relations, one
for each node of the cycle. This gives three independent difference equations to impose three real constraints on the
holonomy gp around the cycle. With their help, we want to show that the physical state factorizes on the cycle. In
the spin network basis, the state is a function of the spins. In this configuration, its dependence on the spins j1, j2, j6
actually completely factorizes:
ψphys(je) = (−1)2j5
{
j1 j2 j3
j4 j5 j6
}
φ(j′e), (99)
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where the spins j′e are the spins of all links of the graph except e1, e2, e6. This is known in the 3d gravity case from the
projector onto physical states [52]. Such a factorization property is actually very natural. Indeed, a flat connection
induces on the boundary of a face with three links holonomies which are up to gauge necessarily trivial. Then, it is
known that spin networks evaluated on the identity satisfy such factorizations, and the case of cycles with more links
is also known [50].
The idea to extract the factorization is that the recursion relations (for spin 1/2 and hence spin 1) hold on j1, j2, j6.
We can thus implement them from ψ(j1, j2, j6, j
′
e) so as to reach an initial state with j1 = 0, j2 = j3 and j6 = j5. The
factorization (99) is then proved with the initial condition11 ψ(je)|j1=0 = (−1)2j5
{
0 j3 j3
j4 j5 j5
}
φ(j′e).
Now we are ready to present the consequences of the factorization (99) in the group representation of wave functions,
in which we also get a factorization of the cycle,
ψphys(g1, g2, g3, g4, g5, g6, . . . ) = δ(g6 g1 g
−1
2 ) φ(g3g
−1
2 , g4, g6g5, . . . ) , (100)
with
φ(g3g
−1
2 , g4, g6g5, . . . ) =
∑
{j′e}
[∏
e′
dj′e
]
φ(j′e) s
{j′e}(g3g
−1
2 , g4, g6g5, . . . ) . (101)
We thus see that the goal has been achieved: the wave function has support on holonomies with trivial SU(2) parallel
transport on the cycle, g6g1g
−1
2 = 1.
To obtain the above equations, one writes the group Fourier transform of the physical topological state,
ψphys(ge) =
∑
{je}
[∏
e
dje
]
ψphys(je) s
{je}(ge) ,
=
∑
{j′e}
[∏
e′
dj′e
]
φ(j′e)
∑
j1,j2,j6
dj1dj2dj6
{
j1 j2 j3
j4 j5 j6
}
(−1)2j5 s{je}(ge) . (102)
Using the group averaging identity
∫
dh D(j1)(h)⊗D(j2)(h)⊗D(j3)(h) = ιj1j2j3 |0〉〈0|ιj1j2j3 , and the Fourier expansion
of the Dirac delta on the group, δ(g) =
∑
j djχj(g), the sums over j1, j2, j6 can be explicitly performed,∑
j1,j2,j6
dj1dj2dj6
{
j1 j2 j3
j4 j5 j6
}
(−1)2j5 s{je}(ge) = δ(g6 g1 g−12 ) s{j
′
e}(g3g
−1
2 , g4, g6g5, . . . ) . (103)
IV. NEW REPRESENTATIONS OF THE TOPOLOGICAL EQUATION
We are now interested in finding alternative forms of our key equation (82). In the usual spin network basis, it is a
difference equation which corresponds to the well-known recursion formulae for the 6j-symbol. Beyond the result of
having a new Hamiltonian, with its nice geometric interpretation, one of the major progress is that the key equation
comes from an operator. Hence one can simply re-write Ĥ |ψ〉 = 0 in a different basis, and the physical content, i.e.
the flatness constraint of the topological model, is preserved.
One of the technical interesting aspects of using the Schwinger’s bosonic representation of SU(2) is that it is possible
to go to bases of coherent states easily. We will first recast the recursion relation in a basis of SU(2) intertwiner, closely
related to those introduced in [68], and which are detailed in [54]. This basis is mixed, i.e. it contains spins and spinors.
Then, we will move to a basis based on the coherent states of the Schwinger’s bosons, thus getting rid of spins. The
constraint equation will appear as a holomorphic differential equation solved by Schwinger’s generating function of
6j-symbols.
Further representations are provided in the appendix C.
11 It will be convenient in the following to explicitly factor a phase (−1)2j5 . The basic reason is that in our conventions e5 is oriented
inwards the cycle while e2, e4 are outwards.
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A. The recursion formula in the coherent SU(2) basis
For z =
(
z−
z+
)
∈ C2, introduce the following states,
|j, z〉 =
(
z−a−† + z+a+†
)2j√
(2j)!
|0〉 =
√
(2j)!
j∑
m=−j
(z−)j−m (z+)j+m√
(j −m)! (j +m)! |j,m〉 . (104)
They are normalized to 〈j, z|j, z〉 = (|z−|2 + |z+|2)2j . They are just the standard coherent states for each of the
two quantum harmonic oscillators, projected onto the subspace of fixed spin j. In particular, they are holomorphic,
homogeneous polynomials of degree (2j). The annihilators and creators act as
aA |j, z〉 =
√
2j zA |j − 1
2
, z〉 , and aA† |j, z〉 = 1√
2j + 1
∂
∂zA
|j + 1
2
, z〉 . (105)
In addition to lowering the spin by 1/2, the annihilator aA multiplies the state by zA, while the creator aA† increases
the spin by 1/2 and derive the state with respect to zA.
The duality map ς , (7), allows to define anti-holomorphic states, |j, z] ≡ |j, ςz〉. We will mainly use their duals on
which the boson operators act as
[j, z| aA = (−1)
1
2
−A
√
2j + 1
∂
∂z−A
[j +
1
2
, z| , and [j, z| aA† =
√
2j (−1) 12−A z−A [j − 1
2
, z| . (106)
We construct a basis of intertwiners by group averaging tensor products of these states, naturally coined coherent
intertwiners,
ι(je)(ze)|0〉 ≡
∫
SU(2)
dg
⊗
e
g |je, ze〉. (107)
and from them, we define the spin network functions in this basis. On the tetrahedral graph of the figure 1, they are
labeled by six spins (je) like before, but also one spinor ze for each source node s(e) of each link e, and another spinor
z˜e for the target node t(e). Consider for example the node of the figure 1 where e1, e2, e3 meet, all three outgoing.
Then the intertwiner components are proportional to the 3jm-symbol,
〈j1,m1; j2,m2; j3,m3|ι(je,ze)|0〉 =
(
j1 j2 j3
m1 m2 m3
) ∑
(ne)e=1,2,3
3∏
e=1
√
(2je)!
(z−e )
je−ne (z+e )
je+ne√
(je − ne)! (je + ne)!
(
j1 j2 j3
n1 n2 n3
)
, (108)
and the proportionality coefficient is an invariant holomorphic polynomial on (z1, z2, z3). For additional interesting
aspects on these intertwiners (especially of higher valence), we refer to [69, 70]. The polynomial is actually exactly
known [51], and is the generating function for the 3jm-symbols with fixed spins. That gives
ιj1j2j3(z1, z2, z3) = Pj1j2j3(z1, z2, z3) ιj2j2j3 (109)
with
Pj1j2j3(z1, z2, z3) =
1
∆(j1j2j3) (J123 + 1)!
3∏
e=1
√
(2je)! [z2|z1〉J123−2j3 [z3|z2〉J123−2j1 [z1|z3〉J123−2j2 ,
∆(j1j2j3) =
√
(J123 − 2j1)! (J123 − 2j2)! (J123 − 2j3)!
(J123 + 1)!
.
(110)
We have set J123 ≡ j1 + j2+ j3 for the total spin. On a vertex with some incoming links, where target spinors z˜e live,
it is convenient to built the coherent intertwiner using the bras [je, z˜e|. For example, on the node where e1, e5, e6 meet
on the figure 1, we take
ιj∗
1
j∗
5
j6(z˜1, z˜5, z6) =
∫
SU(2)
dh [j1, z˜1|h−1 ⊗ [j5, z˜5|h−1 ⊗ h |j6, z6〉 . (111)
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This convention gives formula similar to the one above,
ιj∗
1
j∗
5
j6(z˜1, z˜5, z6) = Pj1j5j6(z˜1, z˜5, z6) ιj∗1 j∗5 j6 . (112)
Equipped with these intertwiners, we can form the corresponding spin network function on the tetrahedral graph,
s
{je,ze,z˜e}
tet (ge) =
∫
SU(2)4
4∏
v=1
dhv
6∏
e=1
[je, we| h−1t(e) ge hs(e) |je, ze〉 , (113)
=
[
Pj1j2j3(z1, z2, z3)Pj1j5j6(z˜1, z˜5, z6)Pj3j4j5(z˜3, z˜4, z5)Pj2j6j4(z˜2, z˜6, z4)
]
s
{je}
tet (g1, . . . , g6) . (114)
This factorization between the standard spin network function, which is independent on the spinor labels, and the
holomorphic polynomials, which are independent of the arguments of the function but capture the whole dependence
on the spinors, is specific to the case of three-valent nodes. In particular, the evaluation on the trivial holonomies,
ge = 1, gives the 6j-symbol times the four polynomials, which we denote like{
j1 j2 j3
j4 j5 j6
}(
ze, z˜e
) ≡ [Pj1j2j3(z1, z2, z3)Pj1j5j6(z˜1, z˜5, z6)Pj3j4j5(z˜3, z˜4, z5)Pj2j6j4(z˜2, z˜6, z4)] {j1 j2 j3j4 j5 j6
}
. (115)
We are now ready to state the main result of the section.
Proposition 3. The equation Ĥ
(−−)
e6e1e2|R
s
{je,ze,z˜e}
tet (ge)|1 = 0 reads
(2j2) (2j6)
2j1 + 1
[ ∑
A,B=±1/2
( ∂
∂z˜A1
⊗ zA6
)( ∂
∂zB1
⊗ zB2
)] {
j1 +
1
2 j2 − 12 j3
j4 j5 j6 − 12
}(
ze, z˜e
)
+ (2j2) (2j6) (2j1) [z˜1|z6〉 [z1|z2〉
{
j1 − 12 j2 − 12 j3
j4 j5 j6 − 12
}(
ze, z˜e
)
− (2j1 + 1)
[ ∂
∂z˜6
∣∣∣ ∂
∂z˜2
〉 {
j1 j2 j3
j4 j5 j6
}(
ze, z˜e
)
= 0 . (116)
The remarkable feature of this equation is that it obviously generates the same shifts on the 6j-symbol as in the
previous recursion, but the coefficients A0,±1/2 of the recursion have been exchanged with simple multiplications and
derivatives with respect to the spinors.
Proof of the proposition 3. First, it is clear from the argument already used in the proof of the proposition 1
that Ĥ
(−−)
e6e1e2|R
s
{je,ze,z˜e}
tet (ge)|1 is indeed identically zero. The key relation is displayed in (86).
To actually evaluate the action of the Hamiltonian on the coherent spin network, we use the form (79), which we
recall:
(
1
dj1
(F̂61 Ê12 + Ê16 F̂12) − F̂62
)
F̂ †26. It is thus sufficient to compute the actions of the elementary operators
Ê, F̂ , F̂ † in the basis of coherent intertwiners. Notice that these operators are invariant under SU(2), so that they
commute with the group averaging in the definition of the coherent intertwiner (107). For example,
F̂ †26 ιj∗2 j∗6 j4
(
z˜2, z˜6, z4
)
=
∫
SU(2)
dh
∑
A
(−1) 12−A [j2, z˜2|a−A† h−1 ⊗ [j6, z˜6|aA† h−1 ⊗ h|j4, z4〉 . (117)
Then, we just apply the creators and annihilators in this basis, to get
F̂ †26 ιj∗2 j∗6 j4
(
z˜2, z˜6, z4
)
=
√
2j2 2j6 [z˜2|z˜6〉 ι(j2− 12 )∗(j6− 12 )∗j4
(
z˜2, z˜6, z4
)
. (118)
Remember that F̂ †26 is the first operator in the right ordering of the Hamiltonian. We can actually factor (and
ignore) the multiplicative contribution,
√
2j2 2j6 [z˜2|z˜6〉, and consider that F †26 is only here to shift the spins j2, j6 to
j2 − 1/2, j6 − 1/2. Indeed, by dressing the trivial identity (86) with intertwiners, we derived the equation (87). Both
26
(86) and (87) hold in any basis, and in particular we can take the coherent intertwiners in (87). Hence, we can just
apply the latter, and plug into it the following actions of the other relevant operators,
F̂12 ιj1j2j3(z1, z2, z3) =
√
2j1 2j2 [z1|z2〉 ιj1− 12 j2− 12 j3(z1, z2, z3) , (119)
Ê12 ιj1j2j3(z1, z2, z3) =
√
2j2
2j1 + 1
∑
A
( ∂
∂zA1
⊗ zA2
)
ιj1+ 12 j2−
1
2
j3(z1, z2, z3) , (120)
F̂61 ιj∗
1
j∗
5
j6(z˜1, z˜5, z6) =
√
2j6
2j1 + 1
∑
A
( ∂
∂z˜A1
⊗ zA6
)
ι(j1+ 12 )∗j∗5 j6−
1
2
(z˜1, z˜5, z6) , (121)
Ê16 ιj∗
1
j∗
5
j6(z˜1, z˜5, z6) =
√
2j1 2j6 [z˜1|z6〉 ι(j1− 12 )∗j∗5 j6− 12 (z˜1, z˜5, z6) , (122)
F̂62 ι(j2− 12 )∗(j6−
1
2
)∗j4(z˜2, z˜6, z4) =
1√
2j2 2j6
[ ∂
∂z˜6
∣∣∣ ∂
∂z˜2
〉
ιj∗
2
j∗
6
j4(z˜2, z˜6, z4) . (123)
Another proof using the special factorization (109) of the three-valent coherent intertwiners is available, though it
is unclear how it could be more generally applied. The idea is that the coefficients of the recursion are taken into
account as multiplications and derivatives with respect to spinors. But the dependence of the coherent 6j-symbol on
the spinors is only through the holomorphic polynomials P . Hence, the latter satisfy the key relations which enables
to get the correct coefficients. Let us just give an example. We have seen just above that F̂62 produces a second order
operator, [ ∂∂z˜6 | ∂∂z˜2 〉. Then, it is tedious but straightforward to show that
1√
2j2 2j6
[ ∂
∂z˜6
∣∣∣ ∂
∂z˜2
〉
Pj2j6j4(z˜2, z˜6, z4) =
√(
j2 + j6 + j4 + 1
)(
j2 + j6 − j4
)
Pj2− 12 j6−
1
2
j4(z˜2, z˜6, z4) , (124)
= −A(−,−)0
√
dj2dj2− 12 dj6dj6−
1
2
Pj2− 12 j6−
1
2
j4(z˜2, z˜6, z4) . (125)
The coefficient A0 is given in (83). All other terms can be evaluated this way, and the pre-factors, in particular
Pj2− 12 j6−
1
2
j4 , can be factorized, as well as the other polynomials, finally leading to the spin 1/2 recursion relation on
the 6j-symbol.
B. The Schwinger’s generating function for 6j-symbols
In this section, we will get rid of the spins, and fully transform the recursion relation to a differential equation with
respect to the spinors only. On each node of the spin network graph, we build some intertwiners in the following way.
Assume that the node has its three links outgoing, like the links 1, 2, 3 on the figure 1. Consider
ι(z1, z2, z3) ≡
∑
j1,j2,j3
(j1 + j2 + j3 + 1)!∏3
e=1(2je)!
∫
dh h
3⊗
e=1
〈ae|ze〉 |0〉e , (126)
=
∑
j1,j2,j3
(j1 + j2 + j3 + 1)!√∏3
e=1(2je)!
ιj1j2j3(z1, z2, z3) , (127)
where the intertwiners ιj1j2j3(z1, z2, z3) are defined in (107). We thus get invariant vectors on ⊗3e=1 (⊕jeHje), the
tensor product of the spaces of all irreducible representations on each leg. When some lines are actually ingoing on
the node, we use the same convention as in the previous section, e.g. on the node of the figure 1 where 2, 6, 4 meet
ι(z˜2, z˜6, z4) =
∑
j2,j4,j6
(j2 + j4 + j6 + 1)!√∏
e(2je)!
ιj∗
2
j∗
6
j4(z˜2, z˜6, z4) . (128)
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On a spin network graph, we associate one such intertwiner to each node, and glue them using the holonomies on
the links. This is the natural gluing, where all irreducible representations are orthogonal. This leads to the notion of
spinor networks, which we define as
S{ze,z˜e}(ge) =
∑
j1,...,j6
∏
v
(
Jv + 1
)
!∏6
e=1(2je)!
s{je,ze,z˜e}(ge) , (129)
where the coherent spin network s{je,ze,z˜e} is defined in (113) and Jv is the sum of the three spins meeting on the
node v,
J123 = j1 + j2 + j3 , J156 = j1 + j5 + j6 , J264 = j2 + j6 + j4 , J345 = j3 + j4 + j5 . (130)
Its evaluation on the unit is a 12-spinor symbol, which is the Bargmann representation of the 6j-symbol, mostly
known as the Schwinger’s generating function of 6j-symbols,
S(ze, z˜e) ≡ S{ze,z˜e}(1) =
∑
j1,...,j6
[∏
v
√ (
Jv + 1
)
!∏
e⊃v(Jv − 2je)!
] {
j1 j2 j3
j4 j5 j6
} ∏
v
∏
e⊃v
[ze′′ |ze′〉Jv−2je . (131)
The reason why it generates the standard 6j-symbols is the special factorization of the coherent three-valent intertwiners
(109). There are twelve brackets [ze′′ |ze′〉 in the final product over vertices and links. The notation is as follows. To
each vertex v we consider a cyclic ordering of the links which meet there, respectively (123), (156), (264) and (345)12.
In the above formula, we have written (e, e′, e′′) the links meeting at each vertex with the correct ordering. Since there
are three choices of e, we have three brackets for each node, and since there are four nodes, that gives a total product
of twelve brackets (and the tilde is understood for the spinor on the target vertex of each link).
This generating function is known to have a closed form [51], which can be derived from several methods, a` la
Bargmann (see [71] for example) using complex integrals, or a` la Schwinger [72] using his boson operators to evaluate
inner products of states,
S(ze, z˜e) = 1
[1 +M(ze, z˜e)]2
, M(ze, z˜e) =
∑
3−cycles
∏
v
[ze′ |ze〉+
∑
4−cycles
∏
v
[ze′ |ze〉 , (132)
with ∑
3−cycles
∏
v
[ze′ |ze〉 = [z2|z1〉[z˜1|z6〉[z˜6|z˜2〉+ [z3|z2〉[z˜2|z4〉[z˜4|z˜3〉+ [z1|z3〉[z˜3|z5〉[z˜5|z˜1〉+ [z4|z˜6〉[z6|z˜5〉[z5|z˜4〉 ,∑
4−cycles
∏
v
[ze′ |ze〉 = [z1|z3〉[z˜4|z˜3〉[z4|z˜6〉[z˜1|z6〉+ [z3|z2〉[z˜3|z5〉[z6|z˜5〉[z˜6|z˜2〉+ [z2|z1〉[z˜2|z4〉[z5|z˜4〉[z˜5|z˜1〉 .
There are two types of contributions, one from the cycles of three links, and the other from cycles with four links.
There are obviously four cycles with three links, corresponding to the triangles on the tetrahedral graph. There are also
three cycles with four links. Each of them is obtained by removing a couple of two opposite edges on the tetrahedral
graph. That gives the cycles (e1e2e4e5), (e1e3e4e6), (e2e3e5e6) on the figure 1. On each node v of each such cycle, the
function S(ze, z˜e) picks up a contribution from the bracket [z′e|ze〉 where e, e′ are the two links meeting at v on the
boundary of the cycle.
Proposition 4. The equation Ĥ
(−−)
e6e1e2|R
S(ze,z˜e)(ge)|1 = 0 is true and corresponds to a differential equation on the
generating function,[[ ∑
A,B=±1/2
( ∂
∂z˜A1
⊗ zA6
)( ∂
∂zB1
⊗ zB2
)] (
2 +
1
2
∑
e⊃v264
∑
C
zCe
∂
∂zCe
)
−
[ ∂
∂z˜6
∣∣∣ ∂
∂z˜2
〉 (
1 +
∑
A
zA1
∂
∂zA1
)
+ [z˜1|z6〉 [z1|z2〉
(
2 +
1
2
∑
e⊃v264
∑
C
zCe
∂
∂zCe
)(
2 +
1
2
∑
e⊃v123
∑
C
zCe
∂
∂zCe
)(
2 +
1
2
∑
e⊃v156
∑
C
zCe
∂
∂zCe
)]
S(ze, z˜e) = 0 . (133)
12 These are actually the cyclic orderings of the 3jm-symbols in the definition of the tetrahedral spin network function (59).
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Proof of the proposition 4. We start from the proposition 3 and the equation (116), which we multiply by∏
v(Jv+1)!∏
6
e=1(2je)!
to obtain the correct normalization in the sum over spins of the spinor network. We form the quantities
∏
v(Jv+1)!∏
6
e=1(2je)!
s{je,ze,z˜e}(ge) with the appropriate shifts on j1, j2, j6. All factors 1/(2j)! can be absorbed this way. However,
on the two terms which shift j1,
∏
v(Jv+1)! leaves some factors of the type (j2−1/2+j6−1/2+j4+2). The latter can
be generated from derivatives with respect to spinors, (2 + 12
∑
e⊃v264
∑
C z
C
e
∂
∂zCe
), since Eee =
∑
A z
A
e ∂zAe becomes in
the spin representation Eee = 2je. The final term in (116) displays a dimension factor 2j1+1, which can also be taken
into account via the operator (1 +
∑
A z1
∂
∂zA
1
) (or the same with z˜1). Then, the proposition is obtained by summing
over all spins (j1, . . . , j6).
We have thus obtained the equation of the dynamics as a holomorphic differential equation. One can check explicitly
that the Schwinger’s generating function (132) is a solution. It is however not clear to us whether other solutions can
be found. In any case, looking for a solution as a power series will obviously reproduce in fine the recursion formula
for the 6j-symbol.
Notice that the generating function S is most naturally a function of the classical variables F ∗ee′ = [ze′ |ze〉. Hence,
it is interesting to recast the above equation of the dynamics with derivatives with respect to F ∗ee′ . For instance, let
us consider the explicit recursion given in appendix (A10). We multiply it with
√
(j2 + j6 + j4 + 2)(j2 + j6 − j4 + 1)
and then by the appropriate factors to built from the three terms three generating functions. The spin dependent
coefficients can be re-absorbed into multiplications and derivatives with respect to the F ∗ variables. After some
algebra, one gets(
∂
∂F ∗21
∂
∂F ∗16
∂
∂F ∗62
− F ∗51F ∗13
∂
∂F ∗32
∂
∂F ∗62
∂
∂F ∗65
+
(
F ∗13
∂
∂F ∗13
+ F ∗21
∂
∂F ∗21
+ 1
)[
F ∗24
∂
∂F ∗24
+ F ∗46
∂
∂F ∗46
+ F ∗62
∂
∂F ∗62
+ 2
](
F ∗62
∂
∂F ∗62
+ 1
))
S(F ∗ee′ ) = 0 . (134)
The first two terms of this equation can be understood as follows. Remember that a variable F ∗ee′ is associated to
each couple of links which meet on a node of the graph. The closed expression for the generating function displays
M, (132), the products of those variables which share a cycle, and a sum over all 3-cycles and 4-cycles. Besides, the
operator which generates the equation we are looking at acts on a fixed cycle of the graph, chosen to be here (e6e1e2).
The first term we observe (which comes from the shift of j1 by +1/2) contains the derivatives with respect to the
three variables which live on the chosen cycle, F ∗21, F
∗
16, F
∗
62, which give a contribution 1 when acting on M,
∂
∂F ∗21
∂
∂F ∗16
∂
∂F ∗62
M = ∂
∂F ∗21
∂
∂F ∗16
∂
∂F ∗62
(
F ∗21 F
∗
16 F
∗
62
)
= 1 . (135)
The second term is more interesting. Indeed, when the derivatives act on M, all cycles which do not contain the
corresponding F ∗ee′ disappear. Hence, the derivatives with respect to F
∗
32, F
∗
62, F
∗
65 select one 4-cycle, that with the
links (e3e2e6e5), and then
F ∗51F
∗
13
∂
∂F ∗32
∂
∂F ∗62
∂
∂F ∗65
M = F ∗51 F ∗13 F ∗35 . (136)
The idea is thus that this contribution transforms the 4-cycle into the 3-cycle (e1e5e3).
We will discuss other equations satisfied by the generating function in the section VB.
V. COMPARISONS WITH OTHER EQUATIONS FOR THE BF PHASE
A. Back to the plaquette operator, with spinors
We have discussed in the section IIIA the plaquette operator in terms of the character operator along a cycle, in
the group and in the spin picture. Let us now explain how to get the analogous equation to (55) in the basis of SU(2)
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coherent spin networks s{je,ze,z˜e}(ge). We work the character in the fundamental representation, from which all others
can be obtained. It is then better to write the product of holonomies around p in terms of the bosonic operators,
χ 1
2
(gp) s
{je,ze,z˜e} =
n∏
e=1
|a˜e〉〈ae|+ |a˜e][ae|
dje
s{je,ze,z˜e} . (137)
As we have seen, the re-coupling process in the spin basis enables to extract a 6j-symbol at each vertex. Hence, we
will write the action of the character vertex by vertex, instead of a product over links. This gives
χ 1
2
(gp) s
{je,ze,z˜e} =
∑
ǫe=0,1
∏
v⊂p
〈ςǫeae|ςǫe′ a˜e′〉 1∏
e dje
s{je,ze,z˜e} . (138)
Here we sum over all ǫe = 0, 1 to include all combinations of the operators Ê, F̂ , F̂
† at each vertex v. (e, e′) denotes a
pair of links on the boundary of p which meet at v, and so that e is outgoing and e′ ingoing. In the usual spin basis
we have already shown that the above operators produce the expected re-coupling coefficients of the equation (55).
To get the equation in the SU(2) coherent spin network basis from (55), one can use the following correspondence,
〈ae|a˜e′〉 →
{
je′ +
1
2 je′
1
2
je je +
1
2 l1
}
→ 1√
dje dje′
[ ∂
∂z˜e′
∣∣ ∂
∂ze
〉
, (139)
〈ae|a˜e′ ] →
{
je′ − 12 je′ 12
je je +
1
2 l1
}
→ −
√
2je′
dje
∑
A=± 1
2
∂
∂zAe
z˜Ae′ , (140)
[ae|a˜e′ 〉 →
{
je′ +
1
2 je′
1
2
je je − 12 l1
}
→
√
2je
dje′
∑
A=± 1
2
∂
∂z˜Ae′
zAe , (141)
[ae|a˜e′ ] →
{
je′ − 12 je′ 12
je je − 12 l1
}
→
√
2je′ 2je [z˜e′ |ze〉 , (142)
while ignoring the signs in (55).
B. Different types of recursions and differential equations
We have at our disposal the fundamental spin 1/2 recursion for the topological ground states, theorem 1, derived
from a Hamiltonian Ĥv,p, and which we have shown to reproduce the standard flatness constraint in the section III E.
This equation implies a difference equation on a single spin, which can be solved explicitly (cycle after cycle). So
it amounts to completely solve the theory. Obviously the algebra generated by the new scalar Hamiltonian we have
presented can be used to derive numerous recursion relations.
Technically, the success of this Hamiltonian relies on the fact that the coefficients of the recursion, A±,0, are
really non-trivial coefficients. Having such non-trivial coefficients is needed to relate three consecutive terms of the
6j-symbols. But it could also be interesting to consider different recursions on the ground states which
• involve numerous shifts on several spins and more terms than the usual three terms (and hence cannot be solved
from a single initial condition),
• but, in contrast with the usual recursions, have simple, or even trivial, coefficients,
• and are generically much easier to derive than the fundamental spin 1/2 (or spin 1) recursion on the 6j-symbol.
Such recursions should be considered analogous to Ward identities or Schwinger-Dyson equations, which encode very
interesting properties of the theory and are simpler to deal with than the equations for the effective action itself.
Since one can construct numerous recursion relations from successive applications of the Hamiltonian, we need some
criteria to select the ‘nice’ and useful ones. We can distinguish the following cases
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• the recursion is generated by a natural operator, like the plaquette operator (and from which a nice geometric
interpretation can be found),
• the recursion has trivial coefficients (this is only possible if the recursion contains a large number of terms),
• the recursion comes from a simple differential equation on the generating function.
We have already encountered such recursions, that for the plaquette operators, interpreted as tent move evolutions
in the section (III A). Clearly this operator is simpler that the new Hamiltonian, since this is just a SU(2) character,
but it shifts all the spins around a face. We will now give other examples. Some of them were found in [48, 50]. In
particular, from an integral representation of the isosceles 6j-symbol,
{
j1 a b
j2 a b
}
, one can derive the following equation,
∑
ǫa=±
{
j1 a+
ǫa
2 b
j2 a+
ǫa
2 b
}
+
∑
ǫb=±
{
j1 a b+
ǫb
2
j2 a b+
ǫb
2
}
+
∑
η1,η2=±
{
j1 +
η1
2 a b
j2 +
η2
2 a b
}
= 0 . (143)
Unlike the standard recurrence relations found in the literature, this one has trivial coefficients and all the spins are
shifted. These features are achieved at the price of increasing the number of the terms in the relation, from the usual
three or four to eight. To understand the status of this recursion, one should take the perspective of the spin 1/2
recursions. Since the latter can be used to evaluate all 6j-symbols, the above equation should also be derived from
them. That was done in [50]. The main result of the derivation is that one has to i) take combinations of spin
networks on which different Hamiltonians will act, ii) use spin 1/2 recursions on both j1, j2 successively, and iii) sum
over different cycles and all values of the free parameters α, β in (82). More precisely∑
α,β=±1/2
H(1/2)α,βe2e1e6 H
(1/2)α,−β
e5e4e6 s
{j1,j2−α,j3,j4,j5−α,j6}(1) +H(1/2)β,αe3e1e5 H
(1/2)−α,β
e5e4e6 s
{j1,j2,j3−β,j4,j5,j6−β}(1) = 0 , (144)
is a recursion relation on the 6j-symbol, which shifts all the spins, and whose coefficients trivialize when choosing
j2 = j5 = a, j3 = j6 = b, so as to get (143).
Another example was found in [48] from the integral representation of the squared 6j-symbol, and it was interpreted
in the large spin limit as encoding the closure of the tetrahedron dual to the spin network graph. It also corresponds to
a recursion on the amplitude of the model on the 3-sphere triangulated by two tetrahedra, in the spin representation
(known as the spin foam representation of the partition function), and this is the first and only recursion of this type
that we know so far.
Finally, let us discuss the relationship between recursion relations in the spin network basis and differential equations
on the associated generating function. The idea is simply that the coefficients of the recursion relation come from
acting with derivatives on the generating function. The reason why the equation of the proposition 4 on the generating
function is relatively complicated is that it encodes the fundamental recursion, so that several sums of partial derivatives
are needed to create the non-trivial coefficients of the recursion. However, one can also observe that the generating
function satisfies other equations which are simpler.
As noticed in [73], the special structure of the generating function, S = (1+M)−2 with M being a sum over closed
diagrams (here 3-cycles and 4-cycles) of the graph induces some interesting relations. Denote the operator
Lee′ = F
∗
ee′
∂
∂F ∗ee′
, (145)
and consider the fact that Lee′ acts on M by projecting it to only those cycles which contain F ∗ee′ , which we denote
Mee′ ≡ Lee′M(F ∗). In the case of the 6j-symbol, each F ∗ee′ appears once in a 3-cycle and once in a 4-cycle (it can be
read directly in (132). Choose two couples of links (ab) and (ij) which meet on the same or on two different vertices.
Then, [
Mab Lij −Mij Lab
]
S(F ∗) = 0 . (146)
This equation induces a recursion on the 6j-symbol, by expanding S as a power series and identifying the different
orders. Its coefficients keep a simple form since we have only two first derivatives. However, the multiplication byMab
and Mij produces numerous shifts on the 6j-symbols (and we prefer not to write it, the above form as a differential
equation being much nicer).
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C. Generalization of the new scalar Hamiltonians to arbitrary lattices with 3-valent vertices
It is also worth comparing the case of the triangular lattice which we have now studied in details with the case of
a generic lattice. The scalar Hamiltonians, with spin 1 or 1/2, we have introduced keep the same form when working
with an arbitrary lattice. Denote the links on the boundary of of a plaquette p by (e1, . . . , en) and consider any vertex
on it, say v where e1, en meet, both ingoing, and take v as the reference vertex for the holonomy gp around p. Then,
the spin 1 Hamiltonian is
H(1)v,p = X˜n ·
(
id−Ad(gp)
)
X˜1 = X˜n · X˜1 −Xn · Ad(gn−1 · · · g2)X1 , (147)
where we have used the fact that Xe and X˜e are related by parallel transport along e. Similarly, it is natural to extend
the spin 1/2 Hamiltonian to
H(1/2)v,p = 〈z˜n|z˜1] [z˜n| gn · · · g2g−11 − 1|z˜1〉 =
√
〈z˜n|z˜n〉〈z˜1|z˜1〉
〈zn|zn〉〈z1|z1〉 〈z˜n|z˜1] [zn|gn−1 · · · g2|z1〉 − 〈z˜n|z˜1] [z˜n|z˜1〉 . (148)
For a fixed p, important differences with the plaquette operator described in the previous section are
• there is a single plaquette operator χ 1
2
(gp), but n Hamiltonians H
(1)
v,p, one for each node (this was a key point in
the triangular case, to show that the Hamiltonians enable to get back to the flatness constraint in the section
III E).
• each of them only affects (n − 2) spins, since the holonomies on the two edges meeting on the reference vertex
do not enter the expression.
Quite clearly, evaluating the actions of these operators on spin network states on the identity will produce recursion
relations for Wigner 3nj-symbols, which are solutions to the topological phase. Recursion for the 9j and 12j-symbols
are known from textbooks [51], and recursions for 15-symbols have been recently found in [50]. They were discovered
using an invariance under a four-dimensional Pachner move of 4d triangulations. We strongly think that the above
Hamiltonians provide us with a good tool to generically understand the whole set of recursions for arbitrary Wigner
symbols (this is work in progress [67]). Among the remaining issues is the fact that we only expect three constraints
to be independent (since the curvature vanishing has three real components), and it is not clear why this is the case
from the point of view of recursion relations.
In the basis of coherent intertwiners used in the section IVB, where there are no spins anymore, solutions to the
topological phase should be given by generating functions of Wigner 3nj-symbols, i.e. in the Bargmann representation.
These are holomorphic functions of 2L spinors, if L is the number of links. These generating functions are known from
[73] (see also more recently [74]), but we have not analyzed the differential equations they satisfy so far.
VI. CONCLUSION
In this paper, we have given a very detailed account for the topological phase of the SU(2) BF model. While the
continuum formulation is quite well-understood at a formal level (functional determinants in the path integral), a full
lattice description which can be explicitly handled was missing. It is important because the BF model is at the core
of recent developments concerning topological aspects in condensed matter, quantum information and background
independent quantization such as loop quantum gravity.
Solutions are given by evaluations of spin networks, producing SU(2) Wigner coefficients. While that was expected,
our approach, through the new Hamiltonian, goes deeper than previous works into the structure of the theory, by
generating the basic recursions on Wigner 6j-symbols, completing this way the program of [31].
In 2+1 dimensions, the holonomy-flux algebra representation of the new Hamiltonian emphasizes the geometric
content of 2+1 gravity. As an outcome, we get a quantization of flat, Euclidean geometry in terms of recursions from
group representation theory. We have given several kinds of such equations in the last section. Other equations which
turn out to quantize simple geometric properties of flat space have appeared in [48, 50].
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As already noticed in [31], a surprising result is that there is not a single time reparametrization as expected
from geometrodynamics, but instead different directions of evolutions which mix spatial diffeomorphisms and time
reparametrization.
In this topological model, the long-standing issue of the ambiguity on the spin of the Wilson loops used to regularize
the curvature in the Hamiltonian gets a precise answer. The fundamental representation is the only one which enables
to solve the model for the group SU(2) without having to supplement it with additional initial conditions by hand.
The method we have used can be easily applied to other compact Lie groups. The cases of finite or Abelian Lie
groups are even simpler. The point is that the Biedenharn-Elliott identity is a non-trivial relation which is part of
the machinery of representation theory. It is always possible to get from it recursion relations like those we studied
here, and they will always be generated by our new Hamiltonian. As we have argued, they are better suited than
the recursions which come from the plaquette operators considered in [29], though part of the same mathematical
framework.
Our Hamiltonian can also be used on plaquettes with an arbitrary number of links, generating this way recursion
relations which are satisfied by generic Wigner symbols. Some of them are known from some kind of Biedenharn-Elliott
identity satisfied by the 9j-symbol [51], but the generic case is actually new. It would definitely be interesting to study
further those recursions, which certainly have a lot to do with integrability of Wigner coefficients as discussed in [43].
When written with spinors, coherent states quantizations are available which change the recursions to partial
derivative equations on holomorphic functions. Some of the most interesting features of those representations are the
existence of a closed formula for the generating function of 6j-symbols (132) and the simple equation (146) it satisfies.
This is a special case of an analysis performed in [73, 74] for generic Wigner coefficients. The spinor variables have
also been very useful in recent mathematics [36, 42]. We hope in the future to apply these tools in the context of
topological order and the dynamics of loop quantum gravity.
A key physical property which we have ignored here is the question of the excitations which violate the topological
conditions. In the continuum, the BF model is known to feature exotic statistics [75, 76], which depending on the
dimension involve particles, strings and/or branes. The dynamics is presented in [77, 78]. It would certainly be
interesting to introduce them in our framework, and to compare with lattice models exhibiting similar phenomena
(topological order and exotic statistics involving branes) like [79] where the model is exactly solvable. More generically,
we think our model is robust enough to allow the study of theories expanded around the topological BF phase, as
proposed in [80] and realized in the continuum, Yang-Mills theory in [19].
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Appendix A: Explicit formulae
The explicit graspings
F̂12 ιj1j2j3 |0〉 ≡ [a1|a2〉 ιj1j2j3 |0〉 = −δk1,j1− 12 δk2,j2− 12
√(
j1 + j2 + j3 + 1
)(
j1 + j2 − j3
)
ιk1k2j3 |0〉 , (A1)
Ê12 ιj1j2j3 |0〉 ≡ 〈a1|a2〉 ιj1j2j3 |0〉 = −δk1,j1+ 12 δk2,j2− 12
√(
j1 − j2 + j3 + 1
)(−j1 + j2 + j3) ιk1k2j3 |0〉 , (A2)
F̂61 ιj∗
1
j∗
5
j6 ≡ [a6|a˜1〉 ιj∗1 j∗5 j6 = −δk1,j1+ 12 δk6,j6− 12
√(
j1 + j5 − j6 + 1
)(−j1 + j5 + j6) ιk∗
1
j∗
5
k6 , (A3)
F̂ †16 ιj∗1 j∗5 j6 ≡ 〈a6|a˜1] ιj∗1 j∗5 j6 = δk1,j1− 12 δk6,j6+ 12
√(−j1 + j5 + j6 + 1)(j1 + j5 − j6) ιk∗
1
j∗
5
k6 , (A4)
Ê61 ιj∗
1
j∗
5
j6 ≡ 〈a6|a˜1〉 ιj∗1 j∗5 j6 = δk1,j1+ 12 δk6,j6+ 12
√(
j1 + j5 + j6 + 2
)(
j1 − j5 + j6 + 1
)
ιk∗
1
j∗
5
k6 , (A5)
Ê16 ιj∗
1
j∗
5
j6 ≡ 〈a˜1|a6〉 ιj∗1 j∗5 j6 = δk1,j1− 12 δk6,j6− 12
√(
j1 + j5 + j6 + 1
)(
j1 − j5 + j6
)
ιk∗
1
j∗
5
k6 , (A6)
F̂62 ιj∗
2
j∗
6
j4 ≡ [a˜6|a˜2〉 ιj∗2 j∗6 j4 = δk2,j2+ 12 δk6,j6+ 12
√(
j2 + j6 + j4 + 2
)(
j2 + j6 − j4 + 1
)
ιk∗
2
k∗
6
j4 , (A7)
F̂ †26 ιj∗2 j∗6 j4 ≡ 〈a˜6|a˜2] ιj∗2 j∗6 j4 = −δl2,j2− 12 δl6,j6− 12
√(
j2 + j6 + j4 + 1
)(
j2 + j6 − j4
)
ιl∗
2
l∗
6
j4 . (A8)
The spin 1/2 recursions,
√(−j1 + j5 + j6)(j1 + j5 − j6 + 1)(−j1 + j2 + j3)(j1 − j2 + j3 + 1){j1 + 12 j2 − 12 j3j4 j5 j6 − 12
}
− dj1
√(
j2 + j6 + j4 + 1
)(
j2 + j6 − j4
){j1 j2 j3
j4 j5 j6
}
−
√(
j1 − j5 + j6
)(
j1 + j5 + j6 + 1
)(
j1 + j2 − j3
)(
j1 + j2 + j3 + 1
){j1 − 12 j2 − 12 j3
j4 j5 j6 − 12
}
= 0 .
(A9)
√(
j1 − j5 + j6 + 1
)(
j1 + j5 + j6 + 2
)(
j1 + j2 − j3 + 1
)(
j1 + j2 + j3 + 2
){j1 + 12 j2 + 12 j3
j4 j5 j6 +
1
2
}
+ dj1
√(
j2 + j6 + j4 + 2
)(
j2 + j6 − j4 + 1
){j1 j2 j3
j4 j5 j6
}
−
√(
j1 + j5 − j6
)(−j1 + j5 + j6 + 1)(j1 − j2 + j3)(−j1 + j2 + j3 + 1){j1 − 12 j2 + 12 j3j4 j5 j6 + 12
}
= 0 .
(A10)
√(
j1 − j5 + j6 + 1
)(
j1 + j5 + j6 + 2
)(−j1 + j2 + j3)(j1 − j2 + j3 + 1){j1 + 12 j2 − 12 j3j4 j5 j6 + 12
}
− dj1
√(
j2 − j6 + j4
)(−j2 + j6 + j4 + 1){j1 j2 j3j4 j5 j6
}
+
√(
j1 + j5 − j6
)(−j1 + j5 + j6 + 1)(j1 + j2 − j3)(j1 + j2 + j3 + 1){j1 − 12 j2 − 12 j3j4 j5 j6 + 12
}
= 0 .
(A11)
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Appendix B: Direct proof of the Wheeler-DeWitt equation
We derive the difference equation (82) by direct evaluation in the spin network basis. Since F̂ †26 commutes with
Ê16F̂12 + F̂61Ê12, we can use the result of the equation (90),∑
{je}
[ 6∏
e=1
dje
]
ψ(je)
1
dj1
Ê16 F̂12 F̂
†
26 s
{je}
tet
=
∑
{je}
dj2dj2− 12 dj6dj6−
1
2
[ 6∏
e=1
dje
]
ψ(je) A
(−,−)
0 (je)A
(−,−)
− 1
2
(je) s
{j1−
1
2
,j2−
1
2
,...,j6−
1
2
}
tet ,
=
∑
{je}
dj2dj2+ 12 dj6dj6+
1
2
[ 6∏
e=1
dje
]
A
(+,+)
0 (je) A
(+,+)
− 1
2
(je)ψ
(
j1 +
1
2
, j2 +
1
2
, . . . , j6 +
1
2
)
s
{j1,j2,...,j6}
tet . (B1)
On the second step, we have just re-indexed the sum, by j1 → j1 + 1/2, j2 → j2 + 1/2, j6 → j6 + 1/2, and we have
used the following identities on the coefficients,
A
(α,β)
0 (j1, j2 − α, . . . , j6 − β) = (−1)α+β A(−α,−β)0 (j1, j2, . . . , j6) ,
dj1+ 12 A
(α,β)
− 1
2
(j1 +
1
2
, j2 − α, j6 − β) = dj1 A(−α,−β)+ 1
2
(j1, j2, . . . , j6) .
Obviously, we have a similar equation for the action of F̂61Ê12F̂
†
26.
The key point is the action F̂ †26F̂62 since we now have a different ordering. Basically, F̂62 will shift the spins j2, j6
by +1/2 on the half-legs at the vertex v (figure 1), and generate the coefficient A
(+,+)
0 . Then, F̂
†
26 lowers these spins
so that they get back to their initial value. The difference with the calculations of the proposition 2 is thus that the
coefficient we will extract involves shifts of j2, j6 by +1/2 instead of −1/2.
More precisely, we use the spin 1/2 graspings of the equations (48), (47) to get
− F̂ †26F̂62 ψ(g1, . . . , g6) =
∑
{je}
dj2dj2+ 12 dj6dj6+
1
2
[ 6∏
e=1
dje
] [
A
(+,+)
0 (je)
]2
ψ(je) s
{j1,j2,...,j6}
tet . (B2)
We can now sum the three contributions. They all have a common factor, dj2dj2+ 12 dj6dj6+
1
2
[∏6
e=1 dje
]
A
(+,+)
0 (je),
Ĥ
(1/2)
e6e1e2|L
ψ(g1, . . . , g6) =
∑
{je}
dj2dj2+ 12 dj6dj6+
1
2
[ 6∏
e=1
dje
]
A
(+,+)
0 (je) s
{j1,j2,...,j6}
tet
[
A
(+,+)
+ 1
2
ψ
(
j1 +
1
2
, j2 +
1
2
, . . . , j6 +
1
2
)
+ A
(+,+)
− 1
2
(j1) ψ
(
j1 − 1
2
, j2 +
1
2
, . . . , j6 +
1
2
)
+A
(+,+)
0 (j1) ψ(j1, . . . , j6)
]
.
The last step is to project the above equation on an arbitrary spin network state, using their natural inner product.
It is well-known that they are orthogonal, and given their normalization (60), we get
〈s{je}tet | Ĥ(1/2)e6e1e2|L |ψ〉 = A
(+,+)
0 (j1) ψ(j1, . . . , j6)
+A
(+,+)
+ 1
2
ψ
(
j1 +
1
2
, j2 +
1
2
, . . . , j6 +
1
2
)
+ A
(+,+)
− 1
2
(j1) ψ
(
j1 − 1
2
, j2 +
1
2
, . . . , j6 +
1
2
)
. (B3)
Appendix C: Additional representations
1. Another generating function for 6j-symbols
In this section, we use coherent intertwiners obtained from the coherent states for each Schwinger’s boson. This
enables to get rid of the spins, and to fully transform the recursion relation to a differential equation with respect to
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spinors only. For a spinor z, we introduce on the space of irreducible SU(2) representations the following state
∑
j∈N
2
1√
(2j)!
|j, z〉 =
∑
j∈N
2
j∑
m=−j
(z−)j−m (z+)j+m√
(j −m)! (j +m)! |j,m〉 . (C1)
It is an eigenstate of aA with eigenvalue zA, and aA† acts like ∂zA as usual. Just like in the previsou section, coherent
intertwiners are built by tensor products and group averaging of such states. Consider the node of the figure 1 where
e1, e2, e3 meet and are all outgoing. The three half-lines carry spinors (z1, z2, z3), and the corresponding intertwiner is
i(z1, z2, z3) ≡
∑
j1,j2,j3
1√
(2j1)! (2j2)! (2j3)!
Pj1j2j3(z1, z2, z3) ιj1j2j3 . (C2)
On a spin network graph, we associate one such intertwiner to each node, and glue them using the holonomies on
the links. This is the natural gluing, where all irreducible representations are orthogonal. This leads to the notion of
spinor networks, which we define for the moment as
s{ze,z˜e}(ge) =
∑
j1,...,j6
6∏
e=1
1
(2je)!
s{je,ze,z˜e}(ge) , (C3)
where the coherent spin network s{je,ze,z˜e} is defined in (113). Its evaluation on the unit gives
s(ze, z˜e) ≡ s{ze,z˜e}(1) =
∑
j1,...,j6
[ 6∏
e=1
1
(2je)!
] [{
j1 j2 j3
j4 j5 j6
}(
ze, z˜e
)]
. (C4)
Proposition 5. The Hamiltonian equation Ĥ
(1/2)
e6e1e2|R
s{ze,z˜e}(ge)|1 = 0 reads in this basis[[ ∑
A,B=±1/2
( ∂
∂z˜A1
⊗ zA6
)( ∂
∂zB1
⊗ zB2
)]
+ [z˜1|z6〉 [z1|z2〉 −
[ ∂
∂z˜6
∣∣∣ ∂
∂z˜2
〉 (
1 +
∑
A
zA1
∂
∂zA1
)]
s(ze, z˜e) = 0 . (C5)
Proof of the proposition 5. This equation is easily obtained from the proposition 3. First correct the normaliza-
tion to match that of the spinor symbol (C4). This removes all spin dimension factors from the recursion (116) except
(2j1 + 1) on the term which has no shift. Nevertheless, this factor is simply generated by the operator (1 + E11). In
the coherent spinor basis, the latter is the operator (1 +
∑
A z
A
1
∂
∂zA
1
). One then has just to sum over all spins to get
the proposition.
2. U(N) coherent states
The fact that the operators (Êee′ ) satisfy a u(N) algebra naturally leads to the introduction of U(N) coherent
intertwiners [55]
ιJ123 (z1, z2, z3) =
∑
j1+j2+j3=J123∈N
1√∏3
e=1(2je)!
ιj1j2j3(z1, z2, z3) ,
=
1
(2J123)!
∫
SU(2)
dh h
( 3∑
e=1
〈ae|ze〉
)2J123 ⊗e |0〉e . (C6)
Those vectors correspond to the decomposition of the space of intertwiners with N legs (above N = 3) HN into sectors
H(J)N in which the sum of all spins meeting at the node is fixed to
∑
e je = J ∈ N,
HN =
⊕
J∈N
H(J)N , with H(J)N =
⊕
∑
e je=J
Inv
[⊗eHje] . (C7)
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Those U(N) coherent states are eigenvectors of the total spin operator,(∑
e
Êee
)
ιJv (ze) =
∑
e
(∑
A
zAe
∂
∂zAe
)
ιJv (ze) = 2Jv ιJv (ze) , (C8)
and are covariant with respect to the natural action of SL(N,C) acting on the set of N spinors.
Further, still assuming that all links are outgoing at v, we now that the operator Êee′ exchanges a quantum 1/2
between the leg e and e′, hence the total spin is kept fixed. The operator F̂ee′ (respectively F̂
†
ee′ ) destroys (respectively
creates) a spin 1/2 on e and e′, and thus changes the total spin by −1/2 (respectively +1/2),
Ê12 ιJ123(z1, z2, z3) =
∑
A
zA2
∂
∂zA1
ιJ123(z1, z2, z3) , (C9)
F̂12 ιJ123(z1, z2, z3) = [z1|z2〉 ιJ123−1(z1, z2, z3) , (C10)
F̂ †12 ιJ123(z1, z2, z3) =
[ ∂
∂z1
∣∣∣ ∂
∂z2
〉
ιJ123+1(z1, z2, z3) . (C11)
One can obviously glue these intertwiners via holonomies, and get a U(N) coherent 4J-symbol by setting the
holonomies to the identity,
S(Jv; ze, z˜e) = 1√∏
v(Jv + 1)!
∑
j1,...,j6∑
e⊃v je=Jv
1√∏
e,v(Jv − 2je)!
{
j1 j2 j3
j4 j5 j6
} ∏
v
∏
e⊃v
[ze′′ |ze′〉Jv−2je , (C12)
with the same notations as for the equation (131).
Proposition 6. The equation of the topological dynamics becomes in this basis[ ∑
A,B=±1/2
( ∂
∂z˜A1
⊗ zA6
)( ∂
∂zB1
⊗ zB2
)]
S(J123, J156, J264 − 1, J345; ze, z˜e)
+ [z˜1|z6〉 [z1|z2〉 S(J123 − 1, J156 − 1, J264 − 1, J345; ze, z˜e)−
[ ∂
∂z˜6
∣∣∣ ∂
∂z˜2
〉 (
1 +
∑
A
zA1
∂
∂zA1
)
S(Jv; ze, z˜e) = 0 . (C13)
The proof proceeds like in the previous sections, either by direct calculations from the Hamiltonian Ĥ
(−−)
e6e1e2|R
in
terms of the operators Ê, F̂ , F̂ †, or starting from the same equation in another basis such as (116).
Let us describe the three terms of this equation. The first comes from that of the recursion formula for the 6j-symbol
which shifts j1 by +1/2, and j2, j6 by −1/2, so that at the level of the total spin on each vertex, only J264 is shifted.
The second term is due to the term of the recursion which shifts j1, j2, j6 all by −1/2. This affects three total spins,
J123, J156, J264. Finally, the last contribution is that without any shifts on the 6j-symbol arguments.
It is also possible to obtain the U(N) coherent 4J-symbol from the generating function of 6j-symbols S(ze, z˜e).
Indeed, introduce four real positive parameters (tv), one for each vertex, and substitute each spinor ze with
√
ts(e)ze
and z˜e with
√
tt(e)z˜e, where s(e), t(e) are the source and target vertices of the link e. Then, we get the desired function
by differentiating S(ze, z˜e) (Jv + 1) times with respect to each tv before setting them to 0,
S(Jv ; ze, z˜e) =
[∏
v
1
(Jv + 1)!Jv!
dJv
dtJvv
]
S(√ts(e) ze,√ts(e) z˜e) ∣∣∣
tv=0
. (C14)
To see that precisely, it is sufficient to focus on an intertwiner. From the definition (C6) and the fact that the SU(2)
coherent intertwiner ιje(ze) is a homogeneous polynomial of degree 2(
∑
e je) = 2Jv, we get
ι(
√
tz1,
√
tz2,
√
tz3) =
∑
K∈N
(K + 1)! tK ιK(z1, z2, z3) , (C15)
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so that
1
(J + 1)!J !
dJ
dtJ
ι(
√
tz1,
√
tz2,
√
tz3)
∣∣
t=0
= ιJ (z1, z2, z3) . (C16)
Finally notice that the generating functions we have observed so far are actually power series in the classical variables
F ∗ee′ = [ze′ |ze〉. This strengthens the idea of [56] of quantizing the model with wave functions on the F ∗ variables, i.e.
representing the kinematical space of states on each N -valent node H(J)N as
H(F∗)J ≡ {P ∈ P[F ∗], ∀t ∈ C P (t F ∗ee′ ) = tJ P (F ∗ee′ )} , (C17)
the space of holomorphic, homogeneous polynomials of degree J in the F ∗ variables. It could be interesting to study
this proposal deeper, and to rewrite the Hamiltonian in this language, similarly to the equation (134) obtained in
the previous section on the generating function of 6j-symbols. However we will stop here the description of the
Wheeler-DeWitt equation in different bases, and we will sketch different directions to generalize our present work.
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