Abstract. Time-averages are common observables in analysis of experimental data and numerical simulations of physical systems. We will investigate, from the angle of partial differential equation analysis, some oscillatory geophysical fluid dynamics in three dimensions: Navier-Stokes equations in a fast rotating, spherical shell, and Magnetohydrodynamics subject to strong Coriolis and Lorentz forces. Upon averaging their oscillatory solutions in time, interesting patterns such as zonal flows can emerge. More rigorously, we will prove that, when the restoring forces are strong enough, time-averaged solutions stay close to the null spaces of the wave operators, whereas the solutions themselves can be arbitrarily far away from these subspaces.
Introduction
In many geophysical fluid dynamical systems, solutions exhibit fast oscillatory behaviors due to strong energy-preserving, restoring mechanisms -a typical example being the Coriolis force in fast rotating planets and stars. Time integration averages out the oscillatory part of the solution, which leads to emerging of interesting patterns that are relevant in a longer time scale.
A straightforward framework is introduced in [7] for proving that the time-average of the solution stays close to the null space of the large, skew-self-adjoint operator in the partial differential equation (PDE) system. A particular application of this framework can be found in [6] for two-dimensional (2D) Euler equations on a fast rotating sphere.
In this article, we study two PDE systems in three-dimensional (3D) spatial domains that are important models of fast oscillatory, geophysical fluid dynamics.
The first one, (2.2) -(2.3), governs viscous, barotropic fluids confined within a fast rotating, spherical shell that models the global atmospheric circulation on Earth and other planets. On the boundary, the velocity field either satisfies conditions in terms of shear stress or is simply fixed. We prove in Theorem 2.1 that, with additional spatial-averaging in the radial direction, time-averages of the solution are O(ε) close to zonal flows (i.e. motions in the east-west direction). Here, ε denotes the Rossby number, a dimensionless parameter measures the ratio between typical magnitudes of inertia and Coriolis force. This theoretical result is consistent with many numerical studies and observations. For a partial list of computational results, we In short, we can write Ω = (1 − δ, 1 + δ) × S 2 with S 2 denoting the unit sphere.
Let e r , e θ , e φ denote the locally orthogonal unit vectors along the increasing directions of r, θ, φ respectively -and they are orientated according to the right hand rule, i.e. (e r ×e θ )·e φ = 1. Similarly define e x , e y , e z in terms of the Cartesian coordinate system. The unknown is velocity field u. The Coriolis force is given by F Coriolis = 1 ε u × e r cos θ = z ε u × e r where ε, called the Rossby number, equals the ratio of the spatial domain's rotating period over the inertial time scale (usually 0.01 ∼ 0.1 for the Earth). Note we have adopted such geophysical version of the Coriolis force that differs from the laboratory version, 1 ε u × e z . In other words, we neglect the radial component of the velocity and also neglect the radial component of the Coriolis force. See [35] for detailed justification.
Let q denote the pressure and constant µ the viscosity. The sum of other external forces is denoted by F ext . Then, the incompressible Navier-Stokes equations under the Coriolis force reads ( [1, 9, 26] )    ∂ t u + ∇ u u + ∇q = 1 ε u × e r cos θ + µ∆u + F ext ,
2) subject to the Navier boundary conditions which consist two parts, u · n ∂Ω = 0, (zero-flux) (2.3a)
S n + λu tan ∂Ω = g, (given shear stress) (2.3b) with scalar λ = λ(t, x) ≥ 0 and vector g = g(t, x) given. (The physical significance of having positive λ is shown in Proposition 7.1 and its proof.) Here, n denotes the outward normal at ∂Ω and subscript "tan" indicates the tangential component, e.g.
The stress tensor S is defined as
Throughout this article, vectors are treated as 3 × 1 matrices so that for vector fields u, u ′ , u ′′ ,
One can also impose the Dirichlet boundary condition, u ∂Ω = g ′ with g ′ given. This apparantly includes the non-slip boundary condition u ∂Ω = 0.
Before stating the main result, some definitions are in order. First, the Sobolev L 2 norm for a scalar or vector function f is defined as
Second, we use the so-called "baratropic averaging" to reduce the 3D velocity field u to a 2D field u that is tangent to S 2 . It turns out that certain weight in the integral is convenient. From a physical perspective, the flux of u going through a side of the area element sin θ dθdφ equals the (unweighted) radial average of the momentum flux through the corresponding vertical crosssection of the volume element r 2 sin θ dθdφdr. To this end, for velocity field u ∈ L 2 (Ω), define its horizontal component
and define its baratropic averaging
as the zonal-mean projector that projects horizontal velocity fields onto the subspace of zonal flows,
Lastly, let C denote some universal constant and we add subscript(s) to it, e.g. C k , to emphasize its dependence on another parameter.
We now state the main result subject to homogenous boundary condition g = 0. We will skip the case of nonhomogenous boundary condition g = 0 because of the intimate connection between g and the external forcing F ext that is discussed in Subsection 2.2 where such connection is explained also in a more physical context. Theorem 2.1 (Homogeneous boundary conditions). Consider 3D Navier-Stokes equations (2.2) in a spherical shell Ω defined in (2.1), subject to the Navier boundary conditions (2.3) with g ≡ 0. Let µ < 1/2 and δ < 1/2. Define
, its barotropic average u as defined in (2.5) satisfies, for α < −4,
and the H α (S 2 ) norm can be defined using spherical harmonics (c.f. Definition 5.1 and relation (5.5). Note for negative α, the H α norm dampens high wave number modes). The constant C α depends solely on α and is otherwise independent of ε, δ, µ, M 0 , T .
Since operator (1 − Π zonal ) effectively extracts the non-zonal component of a velocity field, estimate (2.6) confirms that T 0 u is O(ε) close to zonal flows. Combining this theorem with the energy estimate (7.11), we can obtain via interpolation that, for α ∈ [−4, 1),
where a, b are positive numbers depending on α.
We remark that the possible negative α values used in the H α estimates above suggest that zonal flow patterns are associated with smaller wave numbers i.e. larger spatial scales, since the high wave number modes are damped in the definition of H α norms for negative α.
The above results in 3D are nontrivial extension from the 2D case studied in [6] which is centered around the Euler equations on a fast rotating unit sphere S 2 ,
where ⊥ denotes the π/2 counterclockwise rotation of the associated vector on S 2 .
For comparison, the main theorem for the 2D system (2.7) is stated as following with some minor notational changes.
Theorem 2.2 ([6]). Consider the incompressible Euler equation
for any given T ∈ [0, T * /M 0 ] where constant T * depends on k but is independent of ε and u 0 . In spherical coordinates,
which represents longitude-independent zonal flows.
We finally remark that analysis of 3D Navier-Stokes equations and its variations in the geophysical context, including the existence of solutions and the low Rossby number limit, has seen substantial progress in recent years, e.g. [19, 18, 20, 2, 3, 4, 5, 11] , just to name a few. There are also results regarding Navier-Stokes equations on thin 3D domains, e.g. [32, 16] , without the Coriolis effect. The boundary conditions in the literature are either periodic, whole space, non-slip u ∂Ω = 0 or some variations of the Navier type (2.3). In the next two subsections, we further discuss (2.3) and its variations as seen in literature.
2.1. Geometry of the Navier boundary conditions. The following proposition is regarding a general domain Ω. Proposition 2.3. For general smooth domain Ω ⊂ R 3 , let n be the outward normal at a point of ∂Ω. Suppose u · n ∂Ω = 0.
Then, the S n term in the Navier boundary conditions (2.3) satisfies 9) where the u ·∇ n is well defined (intrinsically) on ∂Ω due to u · n ∂Ω = 0. We can further rewrite it using 10) with e 1 , e 2 being a pair of orthonormal, principal directions of the surface ∂Ω and κ i = −( e i · ∇ n) · e i being the corresponding principal curvature. As a consequence, for the case of spherical shell domain defined in (2.1),
The proof is postponed to the Appendices. Also, consult [34] for more details.
In literature, the Navier boundary conditions are also referred to as "stree-free" or "slip" boundary condition. It should be however distinguished from the so-called "free" boundary condition (which is confusingly referred to as "slip" boundary condition in some cases),
The Navier boundary conditions should also be distinguished from the Neumann type boundary condition, u · n ∂Ω = 0, ∂u h ∂r ∂Ω = 0 as used in e.g. [18] . By (2.11) of Proposition 2.3, they only correspond to special cases of the Navier boundary conditions (2.3) when one lets g ≡ 0 and makes specific choices for the parameter λ. We are not aware of any physical explanation for these choices of λ. A more serious issue is that such specific choices always involve λ < 0 on the inner boundary r = 1 − δ. However, by Proposition 7.1 and its proof, the constraint λ ≥ 0 on the boundary everywhere is necessary for the dissipation of energy. Also it is physically invalid to argue that the above two boundary conditions are the small-curvature approximations of the Navier boundary conditions (2.3), because the principal curvatures of ∂Ω are of O(1) in global circulation models for which the radius of Earth is rescaled to near the unit.
Interested reader can further consult [16] , in particular the top part of page 1085, and references therein.
2.2. Physical considerations of external forcing and non-homogeneous boundary conditions. In the main Theorem 2.1, the external force F ext affects the estimate only via
which is its non-zonal component averaged in time and r. This external force is intimately connected to non-homogeneous boundary conditions which are studied in e.g. the context of planetary boundary layer (PBL). Mathematically speaking, if u satisfies the Navier-Stokes equations (2.2) with nonhomogeneous boundary conditions
and if one can find some velocity field v, regardless of the dynamics, that is only subject to the boundary conditions
Then, the new unknown u := u − v will satisfy (2.2) with homogeneous boundary conditions
which is then covered by the main Theorem 2.1. The new external force term in the u system apparently contains information of the original boundary data g. There are indeed infinitely many ways to construct v satisfying (2.12). For example, it suffices to find vector fields a(θ, φ), b(θ, φ) that are both tangent to S 2 so that
satisfies (2.12). The v · n ∂Ω = 0 part is apparently valid. For the second condition of (2.12), we rewrite it using (2.11a),
With λ ≥ 0 and δ ∈ (0, 1/2), we always have
Therefore, the coefficient matrix of the above linear system is diagonally dominant. Thus, we can perform Gaussian elimination (while pretending a, b to be scalar unknowns) and express
which are both tangent to S 2 .
Magnetohydrodynamics in R 3 : formulation and main results
Consider the domain to be R 3 in which a uniform, imposed magnetic field e z resides and a fast rotating (about e z ), conducting fluid moves subject to the predominantly large Coriolis force and Lorentz force. The fluid is homogeneous, incompressible and un-magnetizable. Then, upon some scaling arguments, one can reduce the full Navier-Stokes and Maxwell's equations to the following MHD system [10, §3.8] for the unknowns: velocity field u and induced magnetic field b (so that the total magnetic field is given by e z + εb),
Here, ε denotes the MHD Rossby number as well as the ratio of the induced magnetic field over imposed magnetic field; q denotes the pressure. Note in (3.1a) the Coriolis force and Lorentz force are of the same scale which is O(1/ε) times the inertia. This is a reasonable scaling since the ratio of these two forces is often close to 1 in many geophysical and astrophysical applications ( [10] ). For simplicity, we have set both the kinetic viscosity and magnetic viscosity to be zero.
By the standard energy method, we know
Theorem 3.1. Consider any classical solution to (3.1) satisfying (3.2). Then, for any positive
3)
with 6 < s < ∞.
Therefore, time-averages of the solution vanish at order of fractional powers of ε when measured in L s norms (s > 6). This result suggests there is dispersion in the time-averages, although we do not impose any spatial decay on the initial data like in the classical dispersive wave theory.
Barotropic averaging of the Navier-Stokes equations
Recall the definition of barotropic averaging (2.5),
where
Also define the barotropic average for a scalar f ,
We first remove the pressure term ∇q in (2.2) using the Helmholtz-Leray decomposition. Define X to be the space of incompressible velocity fields subject to zero-flux boundary condition,
By using testing functions, we see that
Define P as the L 2 -orthogonal projection onto X so that, for any u, u ′ ∈ L 2 (Ω),
In fact, P is the classical Leray projection subject to zero-flux boundary condition. Then, define
Now pick any scalar f ∈ H 1 (Ω). By orthogonality of P, Q in (4.4b), we have
which is zero due to P(∇f ) ∈ X satisfying (4.3). In other words,
By this property, we apply P on the first equation of (2.2), cancel the ∇q term and reformulate it into,
Note that, for generic div-free velocity field u satisfying the Navier boundary conditions (2.3), the term ∆u is no longer subject to the zero-flux boundary condition u · n ∂Ω = 0 whereas the image of P always satisfies the zero-flux boundary condition. Thus, P∆u and ∆u differ by a div-free, potential flow -the gradient of the so-called Stokes pressure. 
and then define projections P h and Q h := I − P h for "horizontal" velocity field u h ∈ L 2 (S 2 ) so that, analogous to (4.4)
Here and below, subscript h following an operator indicates the operator acts on scalar or vector fields defined on S 2 . For example, ∆ h denotes the LaplaceBeltrami operator on S 2 . Their properties are discussed in the appendices of [7] . Now, we give the relation between P and P h .
Lemma 4.1. For any vector field u = Pu + Qu ∈ L 2 (Ω),
In the proof, we will repeatedly use the following basic facts that relate the differential operators in Ω to those in S 2 . For vector u = we r + u h ,
Note that the relation of curl and curl h in polar coordinates (with θ being the colatitude) is due to the following formulations that roughly resemble the Cartesian-coordinate form, for u = we r + u θ e θ + u φ e φ ,
Proof of Lemma 4.1. Apply barotropic averaging (4.1) to u = Pu + Qu and get u = Pu + Qu.
Since by definition we also have u = P h u + Q h u, it suffices to prove
(Ω) and barotropic averaging is apparently bounded from L 2 (Ω) to L 2 (S 2 ), we only consider u ∈ H 1 (Ω) so that u · n is defined on ∂Ω.
By elliptic PDE theory, we have
Here, ∆ −1 h is defined using spherical harmonics, and maps between scalar functions of zero mean -note S 2 div h u h = 0 by Stokes' lemma and ∂S 2 = ∅.
Let u = we r + u h . Use (4.7) to reformulate (4.9) as, 
Then, apply the second equation of (4.11) to cancel out the boundary terms,
Since u ∈ H 1 (Ω), we can exchange integrals and derivatives above, and invoke definitions of barotropic averaging in (4.1), (4.2) to obtain
where Q h follows (4.10).
On the other hand, apply barotropic averaging (4.1) on the first equation of (4.7b) with the same f as in (4.9) to obtain
Combine it with (4.12) on S 2 , we prove Lemma 4.1.
4.2.
Dynamics of barotropic averages on S 2 . We now apply barotropic averaging (2.5) on the 3D Navier-Stokes equations (4.5) with the help of Lemma 4.1 and identities (4.7).
Lemma 4.2. The solution to (4.5) subject to the Navier boundary conditions (2.3) with g ≡ 0 satisfies
subject to div h u = 0. Here, u = we r + u h so that u = u h . Furthermore, the viscosity term from above equals
Proof. First, integrate r 2 div u = 0 in r and invoke the first identity of (4.7a)
By the zero-flux boundary condition u · n ∂Ω = 0, the first term vanishes, and therefore we prove the incompressibility condition div h u = 0. (4.15) For the Coriolis term, P(u × e r cos θ), Lemma 4.1 implies P(u × e r cos θ) = P h (u × e r cos θ) = P h (u × e r cos θ).
Then, upon barotropic averaging and invoking Lemma 4.1, the 3D Navier-Stokes (4.5) is transformed into (4.13) subject to div h u = 0. Now we show (4.14). By div u = 0, we have,
For the RHS, first apply the second identity of (4.7a) to get
Then, substitute u by curl u and correspondingly substitute w = (curl u) · e r = r −1 curl h u h ,
Thus, we transform the viscous term in (4.13) into
For the P h I term, apply P h on the identity
and then use P h ∇ h ≡ 0 to rewrite
For the P h II term, invoke the second identity of (4.7a) and the zero-flux boundary condition u · n ∂Ω = 0 to obtain
By (2.11), the Navier boundary conditions (2.3) with g ≡ 0 imply ∂ ∂r u h ∂Ω = r −1 u h . Therefore,
Combine this with (4.17), (4.18) to prove (4.14).
Proof of main theorem for Navier-Stokes equations
In this section, we following the framework in [7] to prove Theorem 2.1. First, define L h u := P h (u × e r cos θ) (5.1) and rewrite (4.13) as
Then, take the time-averages of each term and exchange time integration and L h ,
We will then estimate every term in the RHS of (5.2) in terms of H k (S 2 ) norms. Note that there are many equivalent definitions of Sobolev norms on a manifold through the literature (e.g. [31] ), all of which are independent of coordinate systems.
Then, by the Poincare's inequality, this definition is equivalent
In this article, all relavent scalar fields are of zero-mean, so that we adopt the following definition for scalar f with
with integer k ≥ 0.
Consequently, for a vector field u on S 2 with Hodge Decomposition
we define its H k norm, among other equivalent versions, as
Note that, here and below, we always impose zero-mean on Φ and Ψ. With the help of spherical harmonics, we extend (5.3) and (5.4) to H α for any α ∈ R. Then, for any real number α,
This definition allows us to easily adapt the proof of Theorem 4.1 of [6] and reach the next lemma (whose proof is skipped).
Lemma 5.2. Let α ∈ R. For any horizontal vector field u h on S 2 subject to div h u h = 0,
Note that (1 − Π zonal ) effectively extracts the non-zonal component of a velocity field.
Proof of Theorem 2.1. Let Ω stand for the three-dimensional shell domain defined in (2.1) for the rest of the proof. We will also use without references the integrating-by-parts formulas on S 2 which can be found in e.g. [7, (A.19 )-(A.22)] .
Under Definition 5.1, it is straightforward to verify that H α (S 2 ) and H −α (S 2 ) are dual spaces with respect to the L 2 (S 2 ) inner product, namely,
Then, by Lemma 5.2 and (4.15), it suffices to estimate
for smooth, testing vector field u h ′ that is tangent to S 2 . Since the definition (5.1) implies div h L h = 0, we can further impose div h u h ′ = 0 so that for any u h ′′ tangent to S 2 ,
. (5.6)
By (5.2), it suffices to make the following estimates. (Recall definition
for β > 0 . . . by Sobolev imbedding.
0 by Proposition 7.1, we use the duality relation (5.5) to obtain
and integrating in time gives
for β > 0.
• Estimate of A 2 . By (5.6)
. Then, integrate in time to get,
.
Since by the enstrophy estimate (7.11),
• Estimate of A 3 . By (5.6) and Green's identity on S 2 (c.f. [7, (A.22) 
Fast Rotating MHD model
Let P once again denote the Leray-Helmholtz projection. In other words, for any vector field u ∈ L 2 (R 3 ), u = Pu + ∇Qu
By Fourier transform, we also have
Define a skew-self-adjoint operator acting on the velocity field u and magnetic field b,
Then, the system (3.1) can be reformulated as
where we used identity 2(curl b) × b − 2b ·∇b = ∇|b| 2 to transform (3.1a) and identity curl (u
6.1. Kernel of the large operator L . It is an elementary calculation to verify that
Combine it with (6.1) and the fact div u = div curl b = 0 to transform (6.3) into 
Note that once the L ∞ norm is estimated, standard interpolation techniques can help control the rest of the L p norms (2 < p < ∞).
Proof of (6.6). For any positive ρ, we estimate the L 1 norms of f (ξ) over frequencies lower and higher than ρ respectively. The Holder's inequality is applied in both cases.
Therefore,
Optimizing the RHS over ρ ∈ (0, ∞), we prove (6.6).
We are ready to state and prove the following lemma
Consequently, for and m ′ ≥ 0 and k > 1,
Proof. Consider ∂ α x ∂ β y g(x, y, z) with α + β ≤ m. For any numbers a < b, we estimate
Because a, b are arbitary, this implies
. Summing up over all derivatives with 0 ≤ α + β ≤ m, we complete the proof of the first inequality and the second one follows from the Sobolev inequalities.
Estimates on time-averages of (u, b).
Proof of Theorem 3.1. By taking T 0 on (6.4) and then taking the H k−1 (R 3 ) norms, we have the estimate
Using the second component of (6.5), we obtain from above that
and together with Lemma 6.1, we prove (3.3) Similarly, substracting the second component of (6.5) from the curl of the first component of (6.5), we obtain from (6.7) that
and consequently, by Lemma 6.1,
To "remove" the curl operator from (6.8), we use 
Then, apply the Hardy-Littlewood-Sobolev fractional integration theorem g
to the LHS and the interpolative Hölder's inequality
L ∞ to the RHS to arrive at, with 2 < p < 3,
Finally, plug in (3.2) and (6.8), we complete the proof of (3.4) by setting m = k − 4, 1/p = 1/3 + 1/s.
7. Appendices 7.1. Geometric proof of Proposition 2.3.
Proof. Throughout this proof, let n denote the outward normal at ∂Ω and let τ denote a typical tangent vector at ∂Ω. By identities (2.4), we have,
Next, the assumption u · n ∂Ω = 0 implies τ · ∇(u · n) ∂Ω = 0 so that by treating τ · ∇ as a directional derivative and using the product rule, we have at ∂Ω,
Combine it with (7.1) to obtain, at a general smooth boundary ∂Ω with u · n ∂Ω = 0
Recall the definition S = ∇u + (∇u) ⊺ and apply the above identities to obtain,
One can also write the above identity using the vorticity. In fact, combine identities (7.2) with
Subtract it from (7.3) to arrive at
Now, regarding the − τ ·∇ n term, it is associated with the shape operator 2 ,
which is a linear mapping in any given tangent plane of ∂Ω. Then, the symmetric bilinear form . Its symmetry can be shown straightforward e.g. by choosing the surface as a level set of scalar function g, so that n = ∇g |∇g| , which we will skip. Combining such symmetry with (7.3), (7.4) and the assumption u · n ∂Ω = 0, we prove (2.9). To prove (2.10), we recall that the (orthonormal) principal directions 4 are the two (orthonormal) eigenvectors of the shape operator S ( e i ) = − e i ·∇ n = κ i e i , i = 1, 2, (7.6) where eigenvalue κ i denotes the principal curvature associated with e i . They effectively diagonalize X , i.e. by definition (7.5),
Combine (7.6), (2.9) to obtain (2.10). Finally, for the special case of Ω being a spherical shell, any pair of orthonormal tangent vectors can serve as the principal directions, and therefore (2.11) easily follows from the fact that n = ±e r at r = 1 ± δ and from (7.6) so that κ i = −( e i ·∇ n) · e i = ∓ 1 r at r = 1 ± δ.
7.2.
Energy and enstrophy estimates in a thin shell with Navier boundary conditions. Let norm · stand for the L 2 (Ω) norm and ·, · for the L 2 (Ω) inner product.
Proposition 7.1. Consider (2.2) subject to the Navier boundary conditions (2.3) with λ ≥ 0 and g ≡ 0. Then, the energy u (t) is decreasing with time.
Proof. Take the L 2 (Ω) inner product of u and the first equation of (2.2), noting the Coriolis term is perpendicular to u, µ ∆u, u = ∂ t u, u + u ·∇u, u + ∇q, u
where the last step is due to the Divergence Theorem, zero-flux boundary condition u · n ∂Ω = 0 and div u = 0. Now, it is useful to derive a version of the Green's formula adapted to the Navier boundary conditions. First, use div u = 0 to rewrite ∆u = div S so that ∆u, u = div S, u = − S, ∇u + ∂Ω (S n) · u.
The second term is non-positive. In fact, at ∂Ω, the Navier boundary conditions (2.3) imply that u is perpendicular to n while (S n + λu) is parellel to n for g ≡ 0. Therefore, with λ ≥ 0, ∂Ω (S n + λu) · u = 0 so ∂Ω (S n) · u ≤ 0.
(7.8)
For the S, ∇u term, use the definition of inner-products between matrices and the fact S ⊺ = S to obtain, S, ∇u = S ⊺ , (∇u) ⊺ = S, (∇u) ⊺ . Therefore,
So, combine the above 3 equations to arrive at ∆u, u ≤ − 1 2 S 2 .
Together with (7.7), it implies
The proof is complete.
To obtain some estimates on the total enstrophy curl u , it suffices to estimate ∇u 2 . Simply taking the time integral of the above inequality (7.9) will however not yield estimate on where the zero-flux boundary condition u · n ∂Ω = 0 was also used. For the boundary term above, apply the first equation of (2.11) and the fact that n = ±e r at the boundaries r = 1 ± δ to obtain, n ·∇u h ∂Ω = [S n] tan + ( n · e r ) u h r .
Then,
( n · e r ) u r · u · · · by (7.8).
Effectively, there are no more derivatives of u in the boundary integral (indeed this formula works for general domain). Thus, by applying the divergence theorem to the right side above to obtain,
where we also used the Hölder's inequality. Substitute it into (7.7), (7.10) to obtain
with a different constant C. Together with the decrease of energy u 2 ≤ u 0 2 due to (7.9), it implies 
