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Abstract
For ab4 1; stable time periodic solutions AðX ; TÞ ¼ AqeiqXþioqT are the locally preferred
planform for the complex Ginzburg–Landau equation
@T A ¼ A þ ð1þ iaÞ@2X A  ð1þ ibÞAjAj2:
In order to describe the spatial global behavior, an evolution equation for the local wave
number q can be derived formally. The local wave number q satisﬁes approximately a
conservation law @tq ¼ @xhðqÞ: It is the purpose of this paper to explain the extent to which the
conservation law is valid by proving estimates for this formal approximation.
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Keywords: Approximation; complex Ginzburg-Landau; conservation law; pattern formation
1. Introduction
The (normalized) complex Ginzburg–Landau equation
@T A ¼ A þ ð1þ iaÞ@2X A  ð1þ ibÞAjAj2
with XAR; TX0; AðX ; TÞAC; and coefﬁcients a; bAR; is an universal amplitude
equation which is derived by multiple scaling analysis in order to describe bifurcating
solutions in pattern forming systems close to the threshold of the ﬁrst instability. The
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amplitude A describes slow modulations in space and time of the underlying
bifurcating spatially periodic pattern. Examples of such pattern forming systems are
reaction–diffusion systems, systems in nonlinear optics, or hydrodynamical stability
problems, for example Rayleigh–Be´nard convection or the Taylor–Couette problem.
A mathematical theory of the reduction to the Ginzburg–Landau equation has been
developed by several authors (cf. [CE90,Me98,Me99,Me00,Schn94,vH91]). It is
nowadays a well-established mathematical tool which can be used to obtain new
mathematical results (cf. [Schn99]), including global existence results and upper-
semicontinuity of attractors.
The complex Ginzburg–Landau equation possesses a family of time-periodic
solutions
AðX ; TÞ ¼ rqeiqXþioqTþif0 ¼ Aper½q;f0ðX ; TÞ
with q;f0; rq;oqAR: For abX 1; these solutions are spectrally stable and hence are
the preferred planform locally in space. In order to describe the global behavior in
space, an evolution equation for the local wave number q can be derived. Allowing q
to vary slowly in time and space, we deﬁne
Aper½cðdX ; dTÞ;f0ðX ; TÞ ¼ rcðdX ;dTÞ exp i
Z X
0
cðdX 0; dTÞÞ dX 0 þ io0T þ if0
 
with 0od51 a small perturbation parameter, where c satisﬁes the conservation law
@tc ¼ @xhðcÞ ð1Þ
with t ¼ dT ; x ¼ dX ; and h :R-R a smooth function. Note that oq is evaluated at
q ¼ 0; in contrast to rq which is evaluated at q ¼ c: It is the purpose of this paper to
explain to which extent this formal approximation is valid by proving estimates
between the formal approximation Aper½cðdX ; dTÞ;f0ðX ; TÞ and exact solutions
A ¼ AðX ; TÞ of the complex Ginzburg-Landau equation.
Although the spatially periodic pattern are only spectrally stable [Eck65] for
abX 1 the approximation property also holds in the unstable case, i.e. also for
abo 1: However, the approximation property becomes worse for ab-N:
It turns out that we cannot expect validity uniformly for all XAR: Instead, we
show that the conservation law approximation is uniformly valid for all XAId where
Id is an interval of length OðdrÞ: Here, r40 is arbitrary but ﬁxed depending on the
chosen rate of approximation. Moreover, we have to allow for a global phase
expðifð0; TÞÞ:
It is not obvious a priori that an approximation result for the conservation law (1)
holds. There are a number of counterexamples of amplitude equations which are
derived formally in a correct way, but do not describe the dynamics in the original
system in a correct way [Schn95].
The difﬁculty in justifying the conservation law for the Ginzburg–Landau
equation is the time scale Oð1=dÞ: Since the solutions in consideration are of order
Oð1Þ; a simple application of Gronwall’s inequality would only give a time scale
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Oð1Þ: Moreover, the Ginzburg–Landau equation in polar coordinates is quasi-linear,
the lowest order linear terms do not possess any smoothing properties, and the
smallness of the lowest order nonlinear terms is due to derivatives.
Hence, the approximation property is proved in a scale of Banach spaces
consisting of functions analytic in a strip of the complex plane.
Our approximation result allows us to ﬁnd the dynamics of the conservation law
in the complex Ginzburg–Landau equation. Moreover, the Ginzburg–Landau
equation approximates more complicated pattern forming systems like the Taylor–
Couette problem, close to the ﬁrst instability, and so we can ﬁnd the dynamics of the
conservation law in these more complicated systems, too. The dynamics of scalar
conservation laws can be computed explicitly with the help of the method of
characteristics.
Away from the threshold of the ﬁrst instability, conservation laws for the
evolution of the local wave number can be derived in order to describe spatial and
temporal modulations of the fully developed spatially periodic pattern (cf. [HK77]).
It is the purpose of further research to justify the conservation laws also away from
the threshold of the ﬁrst instability.
Other amplitude equations for the evolution of the local wave number of stable
and unstable planforms in the Ginzburg–Landau equation have been considered in
[Ber88,vH95]. For instance, by a different scaling Burgers equation
@tc ¼ ðabþ 1Þ@2xcþ ðb aÞ@xc2 ð2Þ
can be derived. For some details see Remark 3.15. See [DSSS03] for an
approximation result.
The plan of the paper is as follows. In Section 2 we derive the conservation law by
introducing polar coordinates A ¼ reif and writing c ¼ @Xf: In Section 3 we prove
estimates which hold uniformly in space for the variables ðr;cÞ: In Section 4 we go
back to the original A-variable which leads to the result that estimates which hold
uniformly in space cannot be expected for the approximation of A: In Section 5 we
explain the consequences of our result for the Taylor–Couette problem.
We note that the alternative approach of [Me98,Me99], discussed brieﬂy in
Remark 3.15, shows that the derivation of the conservation law (1) and
simultaneously the Burgers equation (2) can be made exact for a certain class of
solutions if derivative terms of all orders are included (so that Eqs. (1) and (2) are
combined into a pseudo-differential equation).
Though the situation is formally very similar to that in [MS03], where for a ¼
b ¼ 0 the associated phase diffusion equation has been justiﬁed, the rigorous
arguments, especially in Section 3, are quite different. In [MS03] an optimal
regularity argument has been applied. In the present paper the smoothing properties
of the linear operator cannot be used and so a Cauchy–Kowalevskaya argument has
to be used.
Notation: Throughout this paper we assume 0od51: Many different constants
are denoted with the same symbol C:
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2. Derivation of the conservation law for the complex Ginzburg–Landau equation
As already said, the purpose of this paper is to justify the conservation law
describing the evolution of the wave number q of the spatially locally preferred
planform for the complex Ginzburg–Landau equation
@T A ¼ A þ ð1þ iaÞ@2X A  ð1þ ibÞAjAj2 ð3Þ
with a; bAR; XAR; TX0; and AðX ; TÞAC: This equation possesses a family of time-
periodic solutions
AðX ; TÞ ¼ reiqXþioTþif0 ð4Þ
with r ¼ rq40; q;f0AR; and o ¼ oqAR; as spatially locally preferred planform.
Inserting (4) into (3) gives
ior ¼ r  ð1þ iaÞq2r  ð1þ ibÞr3
and so dividing by r and equating real and imaginary parts, we obtain
r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 q2
p
; o ¼ bþ ðb aÞq2:
In order to derive the conservation law for the evolution of the local wave number q
we again introduce polar coordinates
AðX ; TÞ ¼ rðX ; TÞeifðX ;TÞ
and obtain
@T r ¼ @2X r þ r  ð@XfÞ2r  2að@X rÞð@XfÞ  að@2XfÞr  r3;
@Tf ¼ @2Xfþ
a@2X r
r
 að@XfÞ2 þ 2ð@X rÞð@XfÞ
r
 br2: ð5Þ
We are interested in the dynamics close to the family of time-periodic solutions and
so we introduce as new origin the time-periodic solution given in polar coordinates
by ðr;fÞ ¼ ð1;bTÞ: We introduce the deviations ðs; *fÞ by setting r ¼ 1þ s and
f ¼ bT þ *f: They satisfy
@T s ¼ @2X s  2s  ð@X *fÞ2  ð@X *fÞ2s  2að@X sÞð@X *fÞ  a@2X *f að@2X *fÞs  3s2  s3;
@T *f ¼ @2X *fþ a
@2X s
1þ s  að@X
*fÞ2 þ 2ð@X sÞð@X
*fÞ
1þ s  2bs  bs
2:
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We can replace the equation for the phase *f by an equation for the local wave
number c ¼ @X *f to obtain
@T s ¼ @2X s  2s  c2  c2s  2að@X sÞc
 a@Xc að@XcÞs  3s2  s3;
@Tc ¼ @2Xcþ @X
a@2X s
1þ s  ac
2 þ 2ð@X sÞc
1þ s  2bs  bs
2
 
: ð6Þ
The linearized system
@T s ¼ @2X s  2s  a@Xc;
@Tc ¼ @2Xcþ a@3X s  2b@X s
possesses solutions ðs;cÞ ¼ ðsk;ckÞeikxþmðkÞt: For k ¼ 0 we have m1ð0Þ ¼ 0 and
m2ð0Þ ¼ 2o0: The negative eigenvalue m2ð0Þ ¼ 2 corresponds to the s component
and so we expect s to be slaved by c which will behave diffusively for ab4 1 (cf.
[vH95]). In order to derive the conservation law we make the long wave ansatz
c ¼ $cðdX ; dTÞ and s ¼ sˇðdX ; dTÞ
and obtain
d@tsˇ ¼ d2@2x sˇ  2sˇ  $c2  $c2sˇ  2dað@xsˇÞ $c
 da@x $c dað@x $cÞsˇ  3sˇ2  sˇ3;
@t $c ¼ d@2x $cþ @xð2bsˇ  a $c2  bsˇ2Þ þ @x
d2a@2x sˇ
1þ sˇ þ
2dð@xsˇÞ $c
1þ sˇ
 !
; ð7Þ
where t ¼ dT ; x ¼ dX : Neglecting terms of order OðdÞ and higher gives
0 ¼ 2sˇ  $c2  $c2sˇ  3sˇ2  sˇ3; ð8Þ
@t $c ¼ @xð2bsˇ  a $c2  bsˇ2Þ: ð9Þ
For small $c the ﬁrst equation (8) can be solved uniquely by the implicit function
theorem, so there exists a smooth even function s
 :R-R such that sˇ ¼ s
ð $cÞ:
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Inserting this into the second equation (9) gives the conservation law
@t $c ¼ @xð2bs
ð $cÞ  a $c2  bs
ð $cÞ2Þ ¼ @xhð $cÞ; ð10Þ
where h :R-R is smooth.
Remark 2.1. The local existence and uniqueness of solutions of this scalar ﬁrst-order
equation is guaranteed by the method of characteristics or the Cauchy–
Kowalevskaya theorem (cf. [Ov76]).
Remark 2.2. Suppose that instead we start with a general choice of basic periodic
solution r ¼ rq; f ¼ qX þ oqt þ f0; qAð1; 1Þ: Then the corresponding conserva-
tion law is given by
@t $c ¼ @xh˜ð $c; qÞ; ð11Þ
where h˜ð $c; qÞ ¼ hð $cþ qÞ:
To verify this, note that the deviations $cq for (11) are related to the deviations $c0
for (10) by $cq þ q ¼ $c0: Hence @t $cq ¼ @t $c0 ¼ @xhð $c0Þ ¼ @xhð $cq þ qÞ ¼ @xhð $cq; qÞ
as required.
Remark 2.3. For each q; let k/m1;2ðk; qÞ denote the smooth curves of eigenvalues
corresponding to the Fourier wave numbers k for the linearization of (5) around the
basic state ðr;fÞ ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 q2
p
; qX þ ðbþ ðb aÞq2ÞTÞ: In particular, let m1ðk; qÞ
denote the critical curve for which m1ð0; qÞ ¼ 0: Then we claim that the conservation
law (10) must give at lowest order a linear conservation law @t $c ¼ h0ðqÞ@x $c with drift
coefﬁcient
h0ðqÞ ¼ i@km1ð0; qÞ
(which turns out by explicit calculation to be h0ðqÞ ¼ 2ðb aÞq).
First note that the linearization LðqÞ of the right-hand side @X h˜ðc; qÞ of (11) at
ð0; qÞ must also have the eigenvalues m1ðk; qÞ—after taking into account the fact that
higher order derivatives have been neglected in the derivation of (11). But
@X h˜ðc; qÞ ¼ @X hðq þ cÞ ¼ h0ðqÞ@Xcþ Oðjcj2Þ
and so LðqÞ ¼ h0ðqÞ@X : Equating LðqÞeikX ¼ m1ðk; qÞeikx modulo higher order
derivatives yields h0ðqÞ ¼ i@km1ð0; qÞ as required.
Remark 2.4. It is common in the literature to consider generalized versions of the
complex Ginzburg–Landau equation with more complicated nonlinearities. In
general, terms of the form Ab1 %Ab2ð@X AÞb3ð@X %AÞb4 are permitted provided b1  b2 þ
b3  b4 ¼ 1 and b3 þ b4 is even. In this case, writing A ¼ reif; r ¼ 1þ s; c ¼ @Xf;
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leads to a system of the following form in place of (6):
@T s ¼ @2X s  að@XcÞð1þ sÞ þ f ðs; ð@X sÞ2;c2; ð@X sÞcÞ;
@Tc ¼ @2Xcþ a@X ð@2X s=ð1þ sÞÞ þ @X gðs; ð@X sÞ2;c2; ð@X sÞcÞ; ð12Þ
where f and g are smooth functions.
This structure can be veriﬁed as follows. The symmetries X/ X and A/eicA
of the complex Ginzburg–Landau equation lead to the symmetries X/ X and
*f/ *fþ c for the ðs; *fÞ equations. Hence, we obtain @T s ¼ @2X s  að@2X *fÞð1þ sÞ þ
f ðs; ð@X sÞ2; ð@X *fÞ2; ð@X sÞð@X *fÞÞ; @T *f ¼ @2X *fþ að@2X sÞ=ð1þ sÞ þ gðs; ð@X sÞ2; ð@X *fÞ2;
ð@X sÞð@X *fÞÞ: Writing c ¼ @X *f yields (12).
Now we can write t ¼ dT and x ¼ dX and neglecting small terms we reduce as
before to the conservation law
@t $c ¼ @xgðs
ð $c2Þ; 0; $c2; 0Þ ¼ @xhð $cÞ:
The estimates of this paper can be proved in a similar manner for this more general
system, too.
We note the symmetry hð $cÞ ¼ hð $cÞ in Eq. (10) and in the more general equation
above. This is a consequence of the aforementioned symmetry X/ X for the
complex Ginzburg–Landau equation. However, this evenness property holds only
for the case when the basic periodic solution has q ¼ 0: For general basic periodic
solutions, as considered in Remark 2.2, this symmetry disappears. Instead, we have
the relation h˜ð $c;qÞ ¼ h˜ð $c; qÞ:
3. The approximation theorem for the ðsˇ; $wÞ-system
In this section we prove that solutions of the ðsˇ; $cÞ-system (7) can be approximated
via the solutions of the conservation law (10).
Notations: For rX0 and mAN; we deﬁne
Lðr; mÞ ¼ fuˆAL1ðR;CÞj jjuˆjjLðr;mÞ ¼
Z
juˆðkÞjerjkjð1þ jkjmÞ dkoNg:
It is easy to see that for r40 the inverse Fourier transform u ¼F1uˆ is analytic in a
complex strip Sr ¼ fzACj jIm zjorg with supjIm zjor juðzÞjpjjuˆjjLðr;0Þ (cf. [Kat76]).
Then we deﬁne the Banach space
Xmr ¼ fu : Sr-CjuˆALðr; mÞ; jjujjXmr ¼ jjuˆjjLðr;mÞoNg:
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We have jjuˆ 
 vˆjjLðr;mÞpCjjvˆjjLðr;mÞjjuˆjjLðr;mÞ for uˆ; vˆALðr; mÞ and since uv ¼F1ðuˆ 

vˆÞ consequently,
jjuvjjXmrpCjjujjXmr jjvjjXmr ð13Þ
with a constant C independent of u and v: Thus, Xmr is an algebra, i.e. closed under
multiplication.
Theorem 3.1. Fix the parameters a; bAR: For all mX1; r40; and t040 there exist
C140; C240; t140; and d040 such that the following holds:
Let c
ACð½0; t0;X02rÞ be a solution of the conservation law (10) with
sup
tA½0;t0
jjc
ðtÞjjX02rpC1
and let s
 ¼ s
ðc
Þ be defined by the solution of (8). Then for all dAð0; d0Þ there exists a
solution ðsˇ; $cÞ of the Ginzburg–Landau equation (7) defined for tA½0; t1 such that
sup
tA½0;t1
jjðsˇ; $cÞðtÞ  ðs
ðc
Þ;c
ÞðtÞjjXmþ3rrt=t1Xmþ2rrt=t1pC2d:
In particular
jðsˇ; $cÞðx; tÞ  ðs
ðc
Þ;c
Þðx; tÞjpC2d
for all tA½0; t1 and xAR:
Remark 3.2. Since the error of order OðdÞ is small compared with the solutions
ðs
;c
Þ and ðsˇ; $cÞ which are both of order Oð1Þ for d-0; the dynamics of the
conservation law (10) can be found in the ðsˇ; $cÞ-system (7), too.
At a ﬁrst view it seems that our result is not of an optimal form since the
approximation time t1 is smaller than the time t0 of the given solution—even when
t0 is ﬁxed smaller than the existence time t2 guaranteed by the Cauchy–
Kowalevskaya theorem for the conservation law (10). But since the time t2 is
independent of the fact that the time-periodic solutions are stable or unstable we do
not expect any direct connection between t0 of the theorem, t1; and t2:
Remark 3.3. We refrain from greatest generality and work here with above
deﬁnition of Xmr : As explained in [Ov76] the functional analytic setup used in [Ov76]
also applies in other spaces. For example, our result is also true if Xmr is replaced by
the space of functions u :R-R for which
PN
n¼0
Pm
j¼0 r
nsupxARj@nþjx uðxÞjoN:
The remainder of this section is devoted to the proof of Theorem 3.1. Throughout, we
assume that the parameters a and b are ﬁxed. Moreover, possibly different constants are
denoted with the same symbol C; if they can be chosen independent of 0od51:
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To start with, it is more convenient to rewrite system (7) in the abstract form
@tc ¼Acðc; sÞ þ @xBcðc; sÞ;
@ts ¼Asðc; sÞ þ d1Bsðc; sÞ; ð14Þ
where the linear terms Ac; As are given by
Acðc; sÞ ¼ d@2xc 2b@xs þ d2a@3xs; Asðc; sÞ ¼ d@2xs  2d1s  a@xc
and
Bcðc; sÞ ¼  ac2  bs2 þ d2að@2xsÞðð1þ sÞ1  1Þ þ 2dð@xsÞcð1þ sÞ1;
Bsðc; sÞ ¼  c2  c2s  2dað@xsÞc dað@xcÞs  3s2  s3:
(To simplify the notation, we have suppressed the dependence of Ac;y; Bs on d:) So
instead of speaking of solutions ðsˇ; $cÞ for (7), we speak of solutions ðc; sÞ for (14).
Deﬁne the residuals
Rescðc; sÞ ¼  @tcþ Acðc; sÞ þ @xBcðc; sÞ;
Ressðc; sÞ ¼  @ts þ Asðc; sÞ þ d1Bsðc; sÞ:
Obviously ðc; sÞ is a solution of (14) if and only if Rescðc; sÞ ¼ Ressðc; sÞ ¼ 0:
Lemma 3.4. Let c
 be a solution of the conservation law (10) and let s
 ¼ s
ðc
Þ be
defined by (8). For all m; pX0; there exists ðC
; s
Þ and there exists a constant CRes
independent of dA½0; 1 such that
c
 ¼ C
 þ OðdÞ; s
 ¼ s
 þ OðdÞ
and
sup
tA½0;t0
ðjjRescðC
; s
ÞðtÞjjXmþ2r þ jjRessðC

; s
ÞðtÞjjXmþ3r ÞpCResd
p:
Notation: Here and in the following, all constants having to do with the residual
which additionally can be chosen independent of d are denoted with the same symbol
CRes:
Proof. Write
C
 ¼c
 þ dc
1 þ d2c
2 þ?þ dpc
p;
s
 ¼ s
 þ ds
1 þ d2s
2 þ?þ dps
p:
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We insert ðC
; s
Þ into (14) and equate coefﬁcients of powers of d: The d0 terms are
precisely the equations satisﬁed by ðc
; s
Þ: At the d1 level, we obtain
0 ¼  @tc
1 þ @xð2bs
1  2ac
c
1  2bc
c
1Þ þ 2@xðð@xs
Þc
ð1þ s
Þ1Þ;
0 ¼  @ts
  2s
1  2c
1c
  2að@xs
Þc
  2c
1c
s
  ðc
Þ2s
1
 a@xc
  að@xc
Þs
  6s
1s
  3ðs
Þ2s
1:
This pair of linear nonhomogeneous equations can be solved for c
1 and s


1: Equating
higher powers of d we solve inductively for c
2;y;c


p; s


2;y; s


p: &
The main step is now to show that ðC
; s
Þ differs from a true solution ðC; sÞ by a
small error for sufﬁciently large p: We write a solution as approximation plus some
error:
C ¼ C
 þ dpRc; s ¼ s
 þ dpRs;
where Rcjt¼0 ¼ Rsjt¼0 ¼ 0: The equations for the error are then given by
@tRc ¼ AcðRc; RsÞ þ @xQcðRc; RsÞ þ dp RescðC
; s
Þ;
@tRs ¼ AsðRc; RsÞ þ d1QsðRc; RsÞ þ dp RessðC
; s
Þ; ð15Þ
where
QcðRc; RsÞ ¼ dpfBcðC
 þ dpRc; s
 þ dpRsÞ  BCðC
; s
Þg
and an analogous expression holds for Qs:
Ultimately, we require that pX4 and we prove that there exists a constant C
independent of d such that djjRcjjXmþ2rrt=t1pC and djjRsjjXmþ3rrt=t1pC:
3.1. Smoothing
The Ginzburg–Landau equation in polar coordinates is quasi-linear, the lowest
order linear terms do not possess any smoothing properties, and the smallness of the
lowest order nonlinear terms is due to derivatives. Hence to obtain smoothing
properties, the proof of the approximation property is made in the scale of Banach
spaces Xmr consisting of functions analytic in a strip of the complex plane which were
deﬁned above. The width r of the strip is made smaller with a linear rate as time
evolves, i.e. rðtÞ ¼ r Crt: The linear decay of r can be interpreted as an additional
linear operator B in the equations for the error, deﬁned by its symbol BˆðkÞ ¼ Crjkj
generating a linear semigroup eBˆðkÞt:
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Remark 3.5. Note that an artiﬁcial decay faster than erjkj in Fourier space is not
possible due to the nonlinear terms. In a space with a decay faster than exponential,
relation (13) no longer holds.
We take this semigroup as a basis for an operator MðtÞ deﬁned by its symbol
MˆðtÞ ¼ eðrCrtÞjkj: Introduce the new variables
RcðtÞ ¼ MðtÞRcðtÞ and RsðtÞ ¼ MðtÞRsðtÞ:
We have for instance that Rcð0ÞAXm0 is equivalent to Rcð0ÞAXmr : We use the
abbreviation Xm for Xm0 and denote the norm by jj jjm:
Deﬁne
AcðRc;RsÞ ¼ MðtÞAcðMðtÞ1Rc; MðtÞ1RsÞ;
QcðRc;RsÞ ¼ MðtÞQcðMðtÞ1Rc; MðtÞ1RsÞ
and similarly As and Qs: For R ¼ ðRc;RsÞ we obtain
@tR ¼ LRþNðRÞ þRes; ð16Þ
where
LR ¼ðBRc þAcðRc;RsÞ; BRs þAsðRc;RsÞÞ;
NðRÞ ¼ ð@xQcðRc;RsÞ; d1QsðRc;RsÞÞ;
Res ¼ðdpMðtÞResc; dpMðtÞRessÞ:
Note that LR contains the autonomous linear terms, and NðRÞ contains both the
nonautonomous linear terms and the nonlinear terms.
By construction we have
sup
tA½0;t0
jjdpMðtÞRescjjmþ2pCRes; sup
tA½0;t0
jjdpMðtÞRessjjmþ3pCRes:
Next we diagonalize the linear operator L: In Fourier space it is given by
#LðkÞ ¼ ðFLF1ÞðkÞ ¼ dk
2  Crjkj iad2k3  2ibk
iak dk2  2d1  Crjkj
 !
:
For given a; b we can choose Cr40 such that the eigenvalues ljðkÞ of #LðkÞ satisfy
Re l1ðkÞp Cjkj  dk2; Re l2ðkÞp d1  Cjkj  dk2
for some constant C40: The choice of Cr deﬁnes the possible approximation time
t1: (When ab4 1; we can take C ¼ Cr to be any positive number.)
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Choose PðkÞ so that
P1ðkÞ #LðkÞPðkÞ ¼ diagðl1ðkÞ; l2ðkÞÞ:
(A speciﬁc choice of P is given in Lemma 3.6.) We introduce new coordinates
f ¼ ðf1; f2Þ by RðkÞ ¼ PðkÞf ðkÞ: The new variable f satisﬁes the equation
@tf ¼ diagðl1; l2Þf þ #Nðf Þ þ P1 Res; ð17Þ
where #Nðf Þ ¼ P1NðPf Þ:
3.2. Estimates for the nonlinear terms
In this section, we estimate jj #Nðf Þjjm for a speciﬁc choice of diagonalizing
matrix P:
Lemma 3.6. We can write P1 #LP ¼ diagðl1; l2Þ; where
PðkÞ ¼ OðdkÞ OðdkÞ
Oð1Þ Oð1Þ
 
; P1ðkÞ ¼ OððdkÞ
1Þ Oð1Þ
OððdkÞ1Þ Oð1Þ
 !
as jdkj-N
and
PðkÞ ¼ Oð1Þ OðdkÞ
OðdkÞ Oð1Þ
 
; P1ðkÞ ¼ Oð1Þ OðdkÞ
OðdkÞ Oð1Þ
 
as jdkj-0:
The estimates are uniform in c ¼ dk:
Proof. Deﬁne the matrices
*LðkÞ ¼ 0 iad
2k3  2ibk
iak 2d1
 !
; $LðcÞ ¼  0 iac
3 þ 2ibc
iac 2
 !
:
We have the relations
*LðkÞ ¼ #LðkÞ þ ðdk2 þ CrjkjÞI2; d *LðkÞ ¼ $LðcÞ;
where c ¼ dk: In particular, all three families of matrices are simultaneously
diagonalized by the family of matrices P: Hence, we may focus on diagonalizing $LðcÞ
which has the advantage of being independent of d:
An explicit calculation shows that one possible choice of P is given by
P0ðcÞ ¼ 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 a2c4  2abc2
p
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 a2c4  2abc2
p
iac iac
 !
:
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However, since eigenvectors are deﬁned only up to scalar multiples, we may choose
PðcÞ ¼ P0ðcÞDðcÞ where D is any diagonal matrix.
For jcjX1; we take DðcÞ ¼ ð1=cÞI2 so that
P ¼ OðcÞ OðcÞ
Oð1Þ Oð1Þ
 
; P1 ¼ Oðc
1Þ Oð1Þ
Oðc1Þ Oð1Þ
 !
as jcj-N:
For jcjp1; we take DðcÞ ¼ diagð1; 1=cÞ so that
P ¼ Oð1Þ OðcÞ
OðcÞ Oð1Þ
 
; P1 ¼ Oð1Þ OðcÞ
OðcÞ Oð1Þ
 
as jcj-0: &
We will use this lemma in the following form.
Proposition 3.7. (a) Writing R ¼ Pf ; we have
jjRcjjmpCðjjf jjm þ djjf jjmþ1Þ; jjRsjjmpCjjf jjm:
(b) For the inverse P1 ¼ ðqijÞ we have
jq11ðkÞjpCminð1; ðdkÞ1Þ; jq12ðkÞjpCminð1; dkÞ;
jq21ðkÞjpCminðdk; ðdkÞ1Þ; jq22ðkÞjpC:
Remark 3.8. It follows from Lemma 3.6 that in order to prove Theorem 3.1, it
sufﬁces to show that djjf jjmþ3pC:
Lemma 3.9. Write R ¼ Pf and #Nðf Þ ¼ P1NðPf Þ for P specified in Lemma 3.6. Let
#N ¼ ð #N1; #N2Þ: Then there exists C140 with C1-0 as jjc
jjX02r-0; and there exists
d0; C40 such that
jj #N1ðf ÞjjmpC1ðjjf jjmþ1 þ djjf jjmþ2Þ þ Cdp1jjf jj2mþ2; ð18Þ
jj #N2ðf ÞjjmpC1ðd1jjf jjm þ jjf jjmþ1 þ djjf jjmþ2Þ þ Cdp1jjf jj2mþ2 ð19Þ
for all dAð0; d0Þ and all R ¼ ðRc;RsÞ satisfying jjdpRcjjmþ1 þ jjdpRsjjmþ2pM for
some constant M40 independent of d:
In the remainder of this section, we verify the estimates in Lemma 3.9.
Recall that N ¼ ð@xQc; d1QsÞ consists of both linear nonautonomous terms as
well as nonlinear terms. Accordingly, we write
Qc ¼ Lc þ dpNc; Qs ¼ Ls þ dpNs;
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where Lc; Ls are the linear nonautonomous terms and Nc; Ns are the nonlinear
terms.
Lemma 3.10. There exists a C140 such that for all Rc and Rs and all dAð0; 1
jjLcðRc;RsÞjjmpC1ðjjRcjjm þ jjRsjjm þ djjRsjjmþ1 þ d2jjRsjjmþ2Þ;
jjLsðRc;RsÞjjmpC1ðjjRcjjm þ jjRsjjm þ djjRcjjmþ1 þ djjRsjjmþ1Þ:
The constant C1 can be chosen to satisfy C1-0 for jjc
jjX02r-0:
For all M40 there exist d0; C40 such that for all dAð0; d0Þ and all r0Að0; rÞ and
Rc and Rs with jjdpRcjjmþ1 þ jjdpRsjjmþ2pM we have
jjNcðRc;RsÞjjmpCðjjRcjj2m þ jjRsjj2mþ2Þ;
jjNsðRc;RsÞjjmpCðjjRcjj2mþ1 þ jjRsjj2mþ1Þ:
Proof. An explicit calculation shows that
LcðRc; RsÞ ¼ 2aC
Rc  2bs
Rs þ KðRc; RsÞ;
KðRc; RsÞ ¼ 2d ð@xs

ÞRc
1þ s
 þ
ð@xRsÞC

1þ s
 
ð@xs
ÞC

ð1þ s
Þ2 Rs  ad
@2xs


ð1þ s
Þ2 Rs
 !
þ ad2 1
1þ s
  1
 
@2xRs;
NcðRc; RsÞ ¼aR2c  bR2s þ d2p
ad2@2xðs
 þ dpRsÞ
1þ ðs
 þ dpRsÞ 
2dð@xðs
 þ dpRsÞÞðC
 þ dpRcÞ
1þ ðs
 þ dpRsÞ
 !
 dpþ2a@2xRs  dpKðRc; RsÞ  d2p
ad2@2xs


1þ s
 
2dð@xs
ÞC

1þ s

 !
;
LsðRc; RsÞ ¼  2C
Rc  2C
s
Rc  ðC
Þ2Rs  6s
Rs  3ðs
Þ2Rs  2adð@xRsÞC

 adð@xC
ÞRs  2adð@xs
ÞRc  adð@xRcÞs
;
NsðRc; RsÞ ¼  R2c  2C
RcRs  R2cs
  dpR2cRs  2adð@xRsÞRc  adð@xRcÞRs
 3R2s  3s
R2s  dpR3s :
The result follows easily. &
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It follows from Proposition 3.7(a) and Lemma 3.10 that
jjLcðRc;RsÞjjmpC1ðjjf jjm þ djjf jjmþ1 þ d2jjf jjmþ2Þ;
jjLsðRc;RsÞjjmpC1ðjjf jjm þ djjf jjmþ1 þ d2jjf jjmþ2Þ;
jjNcðRc;RsÞjjmpCjjf jj2mþ2;
jjNsðRc;RsÞjjmpCjjf jj2mþ2:
Recall that
N ¼ ð@xðLc þ dpNcÞ; d1ðLs þ dpNsÞÞ
and so
jjN1ðPf ÞjjmpC1ðjjf jjmþ1 þ djjf jjmþ2 þ d2jjf jjmþ3Þ þ Cdpjjf jj2mþ3;
jjN2ðPf ÞjjmpC1ðd1jjf jjm þ jjf jjmþ1 þ djjf jjmþ2Þ þ Cdp1jjf jj2mþ2:
Applying P1 and using Proposition 3.7(b) completes the proof of Lemma 3.9. &
Remark 3.11. By a more detailed consideration it is easy to see that #N1ðf Þ and
#N2ðf Þ are sums of ﬁnitely many terms, where for the individual estimate for each of
these terms only one of the terms on the right-hand side of (18) and (19) is necessary.
This remark also applies in a similar fashion to Proposition 3.7(a).
3.3. Optimal regularity argument
Recall that Eq. (17) reads: @tf ¼ diagðl1; l2Þf þ #NðPf Þ þ P1 Res: The semi-
groups associated to the eigenvalues l1ðkÞ and l2ðkÞ satisfy
sup
kAR
jel1ðkÞtknjp sup
kAR
jeðCjkjdk2Þtknjp sup
kAR
jeCjkjtknn˜j sup
kAR
jedk2tkn˜j
p sup
sAR
jeCjsjðs=tÞnn˜j sup
sAR
jes2ðs=
ﬃﬃﬃﬃﬃ
dt
p
Þn˜jpCtn˜nðtdÞn˜=2
and
sup
kAR
jel2ðkÞtknjp sup
kAR
jeðd1Cjkjdk2ÞtknjpCed1ttn˜nðtdÞn˜=2
for 0pn˜pn: Hence we have
jjel1tujjmþrpCtr˜rðtdÞr˜=2jjujjm; ð20Þ
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jjel2tujjmþrpCed
1ttr˜rðtdÞr˜=2jjujjm ð21Þ
for 0pr˜pr:
Since the nonlinear terms contain as many derivatives as the linear ones we need
an optimal regularity result. We consider Ho¨lder functions g : ½0; t-Xm with
Ho¨lder exponent yAð0; 1Þ and deﬁne
jjgjjy;m;t ¼ jjgjjy;m ¼ jjgjjCyð½0;t;XmÞ:
If g ¼ ðg1; g2Þ; we deﬁne jjgjjy;m ¼ jjg1jjy;m þ jjg2jjy;m:
Lemma 3.12. Suppose that gjjt¼0 ¼ 0 for j ¼ 1; 2: For rA½0; 2 the solutions fj of
@tfj ¼ lj fj þ gj; j ¼ 1; 2 ð22Þ
satisfy
jjf1jjy;mþrpCdminð0;1rÞjjg1jjy;m and jjf2jjy;mþrpCd1rjjg2jjy;m:
Proof. The proof follows by direct calculation based on a classical optimal regularity
result (cf. [Am95]) using the estimates on the linear semigroup eDt ¼ diagðel1t; el2tÞ
from above. The details are as follows. Using (20), we estimateZ t
0
el1ðkÞðtt
0Þg1ðt0Þ dt0
				
				
				
				
mþr
p
Z t
0
el1ðkÞðtt
0Þðg1ðt0Þ  g1ðtÞÞ dt0
				
				
				
				
mþr
þ
Z t
0
el1ðkÞðtt
0Þ dt0g1ðtÞ
				
				
				
				
mþr
pC
Z t
0
t0r˜rðt0dÞr˜=2t0y dt0jjg1jjy;m þ
1 el1ðkÞt
l1ðkÞ g1ðtÞ
				
				
				
				
mþr
¼ s1 þ s2:
In order to estimate s2 we compute
s2p sup
kAR
1 el1ðkÞt
l1ðkÞ ð1þ jkj
rÞ
				
				tyjjg1jjy;mpC 1þ supjkjX1
jkjr
jkj þ djkj2
 !
tyjjg1jjy;m
pC 1þ sup
jkjX1
jkjr1
1þ djkj
 !
tyjjg1jjy;mpCdminð0;1rÞtyjjg1jjy;m:
The ﬁrst term s1 is estimated by
s1rCdr˜=2
1
r˜=2 r þ yþ 1 t
r˜=2rþyþ1jjg1jjy;mpCdminð0;1rÞtyjjg1jjy;m;
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where we have chosen r˜=2 ¼ r  1 for rA½1; 2 and r˜=2 ¼ 0 for rA½0; 1: (Since the
sum cannot be estimated better than s2 we have not optimized the last estimate in
terms of d:)
In a similar way we obtainZ t
0
el2ðkÞðtt
0Þg2ðt0Þ dt0
				
				
				
				
mþr
pC
Z t
0
ed
1t0t0r˜rðt0dÞr˜=2t0y dt0jjg2jjy;m þ
1 el2ðkÞt
l2ðkÞ g2ðtÞ
				
				
				
				
mþr
pCd1rtyjjg2jjy;m;
where we used the following two variants of estimates:
(a) For rA½1; 2 we estimate ed1t0p1 and the integral by Ctr˜=2rþ1þydr˜=2: As
above, we choose r˜=2 r þ 1 ¼ 0 which gives d1r:
(b) For rA½0; 1 we introduce d1t0 ¼ *t and estimate the integral by
C
Z N
0
e*tðd*tÞr˜=2rþydr˜=2d d *t
which gives again d1r:
These two estimates additionally show the Ho¨lder-continuity with exponent y for
t ¼ 0: In a very similar fashion, the Ho¨lder-continuity for t40 is obtained with the
same estimates in terms of d (cf. [Am95]). &
Proposition 3.13.
jjf jjy;mþ2;trC4jjf jjy;mþ2;t þ C5dp2jjf jj2y;mþ2;t þ CRes; ð23Þ
where the constants C4 and C5 are independent of d; and C4-0 for jjc
jjX02r-0:
Proof. We apply Lemma 3.12 to estimate each term in (17) successively using
variation of constants. Note that Rc ¼ Rs ¼ 0 at t ¼ 0; and so Lc ¼ Ls ¼ Nc ¼
Ns ¼ 0 at t ¼ 0; as required to apply Lemma 3.12. By Lemma 3.9 and Remark 3.11,
the nonlinearity #N consists of terms satisfying estimates in the jj jjm norm of the
form
d1jjf jjm; jjf jjmþ1; djjf jjmþ2; dp1jjf jj2mþ2:
Moreover, the terms estimated by d1jjf jjm appear only in the second component
#N2: Such terms are handled by taking r ¼ 0 in Lemma 3.12. The remaining
terms are handled by taking r ¼ 1; 2 in Lemma 3.12 as appropriate. In this way,
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we obtain
jjf jjy;mþ2pC4jjf jjy;mþ2 þ C5dp2jjf jj2y;mþ2 þ jjResjjy;mþ2:
Since the approximation c
 is arbitrarily smooth compared with the error,
jjResjjy;mþ2pCRes: &
Proposition 3.14. There exists a constant C640 (independent of d) such that
lim
t-0
jjf jjy;mþ2;tpC6d1:
Proof. We establish this estimate for the C1 norm. By Lemma 3.6,
jjf jj1;mþ2;tpd1jjRjj1;mþ2;t where by deﬁnition Rc ¼ dpðCC
Þ; Rs ¼ dpðs  s
Þ:
At the C0 level, we have f ð0Þ ¼ 0 so it sufﬁces to consider the contribution from
the ﬁrst derivative. We estimate directly that j@tðCC
ÞjpCdp and similarly
for s  s
: &
We now complete the proof of Theorem 3.1. To simplify the exposition, we do not
strive for optimal choices of the constants C1 and so on in the statement of the
theorem. Rewrite (23) as
jjf jjy;mþ2;tð1 C4  C5dp2jjf jjy;mþ2;tÞpCRes: ð24Þ
Choose C1 sufﬁciently small that C4o14 and set
d0 ¼ min 1; 1
4CRes
;
1
4C5ð1þ C6Þ

 
:
For ﬁxed dAð0; d0Þ; let t
ðdÞ denote the maximum value of tA½0; t1 such that
jjf jjy;mþ2;tpð1þ C6Þd1: (This is well deﬁned by Proposition 3.14.) Then
C5d
p2jjf jjy;mþ2;tpC5ð1þ C6Þdp3pC5ð1þ C6Þd0p 14;
where we assume that pX4: Hence ð1 C4  C5dp2jjf jjy;mþ2;tÞX12: By (24),
jjf jjy;mþ2;tp2CResp12 d10 p12 d1oð1þ C6Þd1:
This would contradict the maximality of t
ðdÞ so we conclude that t
ðdÞ ¼ t1
independent of d: We have shown that djjf jjy;mþ2pð1þ C6Þ on ½0; t1: By Remark
3.8, this completes the proof of Theorem 3.1. &
Remark 3.15. An alternative approach [Me98,Me99] to justify the conservation law
(10) for the Ginzburg–Landau equation (6) is to consider spaces of functions
sðX ; TÞ; cðX ; TÞ that lie in the Banach space X of Fourier transforms of Borel
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measures with bounded total variation norm. We brieﬂy describe the results of this
approach, referring to [Me98,Me99] for details.
The starting point is the ðs;cÞ system (6) or more generally system (12) obtained
by including higher order terms in the complex Ginzburg–Landau equation. It can
be shown that locally in Banach space there is a one-to-one correspondence between
‘‘essential solutions’’ for (12) and essential solutions for a pseudo-differential (in time
and space) equation of the form
@Tc ¼ @X HðcÞ ¼ @Xfðabþ 1Þ@Xcþ ðb aÞc2 þ?g;
where @X H is a constant coefﬁcient pseudo-differential operator that respects the
symmetry ðX- X ;c- cÞ: The scaling t ¼ d2T ; x ¼ dX ; c ¼ d #c leads to the
Burgers equation @t #c ¼ ðabþ 1Þ@2x #cþ ðb aÞ@x #cþ Oðd2Þ whereas the scaling t ¼
dT ; x ¼ dX leads to the conservation law @tc ¼ @xhðcÞ þ OðdÞ in which we are
interested in this paper.
4. The approximation theorem for the complex Ginzburg–Landau equation
In this section, we transfer the approximation result of Theorem 3.1, i.e. that the
ðsˇ; $cÞ-system (14) can be approximated via solutions of the conservation law (10),
back to the complex Ginzburg–Landau equation (3). It turns out that we cannot
expect validity uniformly for all XAR; but validity only uniformly for all XAId with
Id an interval of length OðdrÞ with arbitrary but ﬁxed r40; depending on the chosen
rate of approximation. Moreover, we have to allow for a global phase expðifð0; TÞÞ:
Our starting point is the relation
AðX ; TÞ ¼ ð1þ sˇðdX ; dTÞÞexp i
Z X
0
$cðdX 0; dTÞ dX 0 þ io0T þ ifð0; TÞ
 
which deﬁnes the solution A of the complex Ginzburg–Landau equation (3) in terms
of solutions ðsˇ; $cÞ of (14). These solutions are approximated by
AappðX ; TÞ ¼ ð1þ s
ðdX ; dTÞÞexp i
Z X
0
C
ðdX 0; dTÞ dX 0 þ io0T
 
;
where we have to use the improved approximations ðs
;C
Þ constructed in the proof
of Theorem 3.1 from the solution c
 of the conservation law (10). Then we obtain
jexpðifð0; TÞÞ AðX ; TÞ  AappðX ; TÞj
p ð1þ sˇðdX ; dTÞÞexp i
Z X
0
$cðdX 0; dTÞ dX 0 þ io0T
 				
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 ð1þ s
ðdX ; dTÞÞexp i
Z X
0
C
ðdX 0; dTÞ dX 0 þ io0T
 				
p ð1þ sˇðdX ; dTÞÞexp i
Z X
0
$cðdX 0; dTÞ dX 0 þ io0T
 				
 ð1þ sˇðdX ; dTÞÞexp i
Z X
0
C
ðdX 0; dTÞ dX 0 þ io0T
 				
þ ð1þ sˇðdX ; dTÞÞexp i
Z X
0
C
ðdX 0; dTÞ dX 0 þ io0T
 				
 ð1þ s
ðdX ; dTÞÞexp i
Z X
0
C
ðdX 0; dTÞ dX 0 þ io0T
 				
pj1þ sˇðdX ; dTÞÞj exp i
Z X
0
$cðdX 0; dTÞ dX 0
 				
 exp i
Z X
0
C
ðdX 0; dTÞ dX 0
 				þ js
ðdX ; dTÞÞ  sˇðdX ; dTÞÞj
pC
Z X
0
j $cðdX 0; dTÞ C
ðdX 0; dTÞj dX 0 þ Cdp
p
Z X
0
CdpdX 0 þ CdppCdpð1þ jX jÞ
using the approximation result of Theorem 3.1. Thus, we have proved
Theorem 4.1. For all mX1; pAN; t040; and r40 there exist C140; C240; t140;
and d040 such that for all dAð0; d0Þ the following holds. Let c
ACð½0; t0;X02rÞ be a
solution of the conservation law (10) associated to the complex Ginzburg–Landau
equation (3) with
sup
tA½0;t0
jjc
ðtÞjjX02rpC1
and let ðs
;C
Þ be the improved approximation constructed in the proof of Theorem 3.1
with approximation rate OðdpÞ: Then there exist solutions of the complex Ginzburg–
Landau equation (3) such that for all rAð0; pÞ we have
sup
TA½0;t1=d
sup
jX jpdr
AðX ; TÞexpðifð0; TÞÞ  ð1þ s
ðc
ÞðdX ; dTÞÞ
				
exp i
Z X
0
C
ðdX 0; dTÞ dX 0 þ io0T
 				pC2dpr:
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Hence the approximation result holds uniformly on intervals larger than the
natural spatial scale (r ¼ 1) of the conservation law. Due to the translation
invariance of the original system this holds for all intervals of length OðdrÞ with
r40 arbitrary, but ﬁxed, using redeﬁned approximations. Note that we have to allow
a global x-independent phase expðifð0; TÞÞ where for fð0; TÞ there is no suitable
estimate on the long Oð1=dÞ-time interval.
By taking $c ¼ dp and c
 ¼ 0 we have to compare eidpX with 1 which shows that
estimates uniformly valid for all XAR cannot be expected. A uniform estimate can
only be expected for $c and c
 spatially localized.
5. Application: the weakly unstable Taylor–Couette problem
In the remainder of the paper, we explain how the dynamics of the conservation
law can also be found in classical pattern forming systems. As an example of such a
system we consider the weakly unstable Taylor–Couette problem. The proof is based
on the fact that the Taylor–Couette problem close to the ﬁrst instability can be
approximated by the Ginzburg–Landau equation.
The Taylor–Couette problem consists of ﬁnding the velocity ﬁeld for a viscous
incompressible ﬂuid ﬁlling the domain O ¼ R S between two concentric rotating
inﬁnite cylinders, where SCR2 denotes the bounded cross-section. The ﬂow in
between the rotating cylinders is described by the Navier–Stokes equations on O with
no-slip boundary conditions. We denote the inner and outer radii of the cylinders by
R1 and R2; and the angular velocities of the inner and outer cylinders by o1 and o2:
In cylindrical coordinates ðx; r;YÞ; the cross-section S is deﬁned by R1oroR2 and
YAS2p ¼ R=2pZ: The cartesian coordinates in the bounded cross-section are
denoted with z ¼ ðz1; z2ÞCSCR2: We have the nondimensionalized parameters
o ¼ o2=o1; Z ¼ R1=R2; R ¼ R1o1d=n;
where d ¼ R2  R1; n is the kinetic viscosity, and R is called the Reynolds number.
This physical system possesses a steady-state solution, called Couette ﬂow, having
a purely azimuthal form (streamlines are concentric circles). For small Reynolds
number R; this solution is asymptotically stable with some exponential rate. The
deviation ðU ; pÞ from the Couette ﬂow UCou satisﬁes the Navier–Stokes equations
@tU ¼DU R½ðUCou  rÞU þ ðU  rÞUCou þ ðU  rÞU   rp;
r  U ¼ 0 ð25Þ
with boundary conditions U ¼ 0 at r ¼ Z=ð1 ZÞ and r ¼ 1=ð1 ZÞ: In order to
solve this problem uniquely for the velocity U and pressure gradient rp we add the
ﬂux condition ½UðxÞS ¼ 1jSj
R
zAS UðxÞðx; zÞ dz ¼ 0; where UðxÞ stands for the velocity
component along the x-axis. We refer to [CI94] for more details.
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The trivial branch of solutions, the Couette ﬂow, U  0 in (25), becomes unstable
if the Reynolds number R goes beyond a certain threshold of instability Rc:
Due to the translation invariance of (25) the linearized system possesses solutions
eikxjnðk; yÞelnðkÞt with kAR; nAN and jnðk; yÞAC3: Without loss of generality we
assume Re lnXRe lnþ1 for all nAN:
For Z ¼ R1=R2 close to 1 there exists an ob; such that for o4ob at R ¼ Rc the
real-valued curve k/l1ðkÞ touches the imaginary axis and that for ooob the two
complex conjugate curves k/l1ðkÞ and k/l2ðkÞ with l2ðkÞ ¼ l1ðkÞ touch the
imaginary axis at some wave number k ¼ kca0: In both cases all other curves are
strictly bounded away from the imaginary axis. The ﬁrst case is called PRI and the
second case PRII in the following. (These bifurcations are often referred to as steady-
state bifurcation with nonzero critical wavenumber and Hopf bifurcation with
nonzero critical wave number [Me00].)
In the parameter region PRI, the Taylor–Couette problem can be approximated
by the real Ginzburg–Landau equation which can in turn be approximated by a
phase diffusion equation [MS03]. We concentrate on the parameter region PRII,
where the Taylor–Couette problem can be approximated by a system of two coupled
complex Ginzburg–Landau equations for amplitudes A1; A2 corresponding to the
curve of eigenvalues l1; l2: These equations decouple for A2  0 and also for A1 
A2: Thus this problem possesses two distinct families of solutions which can be
described by a single complex Ginzburg–Landau equation (cf. [Schn99]). These
families are modulations of axially spatially periodic traveling wave and standing
wave solutions whose existence can be deduced by the implicit function
theorem (‘‘Hopf bifurcation with Oð2Þ symmetry’’ [CI94,GSS88]). The complex
Ginzburg–Landau equations can now each be approximated by a conservation law
of the form
@tc ¼ @xhðcÞ ð26Þ
(for two different functions h).
To be more precise, we introduce the small bifurcation parameter e2 ¼ RRc:
The ansatz
U ¼ eAðeðx  ntÞ; e2tÞeikcxþioctjkc þ c:c: ð27Þ
with n ¼ ðdðIm l1Þ
dk
 			
k¼kc
; oc ¼ Im l1jk¼kc ; and jkc ¼ j1ðkcÞAC3 leads to the complex
Ginzburg–Landau equation
@T A ¼ c1A þ c2@2X A  c3AjAj2 ð28Þ
with coefﬁcients cjAC and complex-valued amplitude A ¼ AðX ; TÞ: It has been
shown rigorously [Schn99] that certain aspects of the Taylor–Couette problem can
be approximated by the complex Ginzburg–Landau equation.
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Notations: We denote the space of n-times weakly differentiable local uniformly
Sobolev functions with Hnl;u: This Banach space is equipped with the norm
jjujjHn
l;u
¼ sup
xAR
jjuðÞjjHnðx;xþ1Þ:
For details we refer to [Schn99]. This is the space in which the initial reduction to the
complex Ginzburg-Landau equation is carried out.
Theorem 5.1. For all C1; T040 there exist C2; e040 such that for all eAð0; e0Þ the
following is true. Let AACð½0; T0; H3l;uÞ with
sup
TA½0;T0
jjAðTÞjjH3
l;u
oC1
be a solution of the complex Ginzburg–Landau equation (28). Then there exist solutions
U of the Taylor–Couette problem (25) with
sup
tA½0;T0e2 
jjUðtÞ  U ðtÞjjH2
l;u
pC2e2;
where U ðtÞ is defined by the right-hand side of (27).
Proof. See [Schn99]. &
Combining Theorem 4.1 with Theorem 5.1 gives.
Theorem 5.2. For all mX1; pAN; t040; and r40 there exist C140; C240; t140;
and d040 such that for all dAð0; d0Þ the following holds. Let cACð½0; t0;X02rÞ be a
solution of the conservation law (26) associated to the complex Ginzburg–Landau
equation (28) with
sup
tA½0;t0
jjcðtÞjjX02rpC1
and let ðs
;C
Þ be the improved approximation constructed in the proof of Theorem 3.1
with approximation rate OðdpÞ: Then there exist e040 and C340 such that for all
eAð0; e0Þ we have solutions U ¼ UðtÞ of the Taylor–Couette problem in PRII such that
for all rAð0; pÞ
sup
tA½0; t1e2d
sup
xA½ðedÞr;ðedÞr
Uðx; tÞ  eð1þ s
ðcÞðedðx  ntÞ; e2dtÞÞ
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 exp i
Z edðxntÞ
0
C
ðdX 0; e2dtÞ dX 0 þ ie2o0t þ ioct þ fð0; TÞ þ ikcx
 !
 c:c:
					
pC2edpr þ C3e2:
It is the purpose of further research to prove such an approximation result also for
e40 not small.
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