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Abstract
Multiuser multiple-input multiple-output (MU-MIMO) has the potential to substan-
tially increase the uplink network efficiency by multiplexing the user terminals’ (UTs)
transmissions in the spatial domain. However, demultiplexing the transmissions at the
network side, known as MU-MIMO detection, can become a considerable signal pro-
cessing challenge, especially in cases with a high spatial user load. During the last two
decades, the MIMO detection problem has been extensively studied, and many receiver
designs have been proposed that offer very good tradeoffs in complexity vs. performance.
Nevertheless, MU-MIMO detection still presents challenges in signal processing scala-
bility in the number of antennas and modulation order. We revisit this problem but
through an alternative method of joint transmitter and receiver design. Two approaches
that exhibit near-optimal reliability and low complexity are presented:
First, a technique that uses real-valued modulation in fully- and over-loaded cases in
large MU-MIMO systems, where there are equal or more UTs than service antennas.
It is seen that the use of real constellations with a widely linear equaliser benefits from
an increased spatial diversity gain over complex constellations with a linear equaliser.
Moreover, a likelihood ascent search (LAS) algorithm post-processing stage is applied to
further improve the error performance. Computer simulations show remarkable results
for large MU-MIMO sizes in uncoded or coded cases.
Second, recognising that real-valued modulation offers poor modulation efficiency, a
real-complex hybrid modulation (RCHM) scheme is proposed, where a mix of real- and
complex-valued symbols are interleaved in the spatial and temporal domains. It is seen
that RCHM combines the merits of real and complex modulations and enables the ad-
justment of the diversity-multiplexing tradeoff. Through the system outage probability
analysis, the optimal ratio of the number real-to-complex symbols, as well as their op-
timal power allocation, is found for the RCHM pattern. Furthermore, reliability is
improved with a small expense in complexity through the use of a successive interfer-
ence cancellation (SIC) stage. Results are validated through the mathematical analysis
of the average bit error rate and through computer simulations considering single and
multiple base station scenarios, which show SNR gains over conventional approaches in
excess of 5 dB at 1% BLER.
The results suggest that an expense in complexity is not the only way to improve error
performance, but near-optimal reliability is also possible using simple techniques through
a reduction in the multiplexing gain. Therefore, rather than a two-way complexity
vs. performance tradeoff in MU-MIMO detection, a three-way tradeoff may be more
appropriate, and is roughly expressed in the following statement:
“Low complexity, high reliability, high multiplexing gain: choose two.”
Key words: Multiuser multiple-input multiple-output (MU-MIMO), detection, widely
linear (WL) receiver, real-complex hybrid modulation (RCHM), successive interference
cancellation (SIC), likelihood ascent search (LAS).
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Chapter1
Introduction
Simplicity is a prerequisite for reliability. —Edsger Dijkstra
1.1 Background
Space-division multiple access (SDMA) is a prominent uplink approach for the next
generation of wireless communication systems, by making use of the spatial domain
to discern among the users’ transmissions, and thereby reusing the frequency and time
domains. Notably, by employing many antennas at the network side for signal reception,
multiuser multiple-input multiple-output (MU-MIMO) has the potential to significantly
increase the network efficiency by multiplexing the users’ transmissions in the spatial
domain [1], [2]. Indeed, given favourable channel conditions, the capacity of MU-MIMO
increases linearly with the number of transmit or receive antennas, whichever side has
the smaller number, and logarithmically with the side with the larger number.
However, with the promise of increased performance, come signal processing challenges.
Among these is the problem of efficient demultiplexing of the users’ transmissions, which
is known as MIMO detection. This is because MU-MIMO performs the multiplexing of
1
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Figure 1.1: User-dense MU-MIMO network architecture types. Clockwise from upper-
left: single-base station MU-MIMO; multiple cooperating BS scenario; and cell-free
MU-MIMO, where ‘NPU’ refers to network processing unit.
the users’ transmissions in an non-orthogonal manner. The complexity and reliability of
MIMO detection is highly dependent on the spatial user load. This has partly motivated
the concept of asymmetric MU-MIMO or massive MIMO [3], [4], where typically, an
excess number of receive antennas are used to serve a small number of user terminals
(UTs). Research has shown that in massive MIMO networks with a very low spatial
loading, even simple signal processing approaches, such as the matched filter (MF), can
achieve near-optimal detection [5], based on the hypothesis of quasi-orthogonal spatial
channel signatures among the users’ transmissions.
1.2 Motivation and Objective
Current trends shows that the number of devices attached to wireless networks continue
to increase [6]. Therefore, despite the promise of massive MIMO, in network scenarios
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with a high user density, such as stadiums, urban areas, etc., maintaining a high ratio
of service antennas (and RF chains) to UTs could be an expensive solution. Moreover,
the performance of linear MU-MIMO detection approaches quickly decay when the spa-
tial user load is increased, and therefore, non-linear detection methods with a higher
complexity may be required for attaining detection reliabilitya.
The reasons stated above motivate us to revisit the MU-MIMO detection problem, with
particular emphasis on fully- and over-loaded cases (equal, or higher number of UTs
than service antennas, respectively).
There are different types of MU-MIMO network architectures, and are depicted con-
ceptually in Fig. 1.1, including the single-base station (BS) scenario (upper-left), MU-
MIMO with multiple cooperating BSs (upper-right), and the newly-proposed cell-free
architecture [7], [8] (bottom), where all UTs and BSs are assumed to have one antenna,
and all the BSs are connected to a network processing unit (NPU) that performs joint
signal processingb.
It is well-known that optimal MU-MIMO detection requires computational resources that
increase exponentially with the number of transmitted data streams [9]. Consequently,
during the last two decades, enormous research efforts have been paid towards design-
ing suboptimal detection techniques that achieve a good tradeoff between the detec-
tion performance and computation complexity. Notable contributions include: reduced-
complexity sphere decoding [10], lattice reduction (LR) aided detection and its evolutions
(e.g., [11], [12]), successive interference cancellation (SIC) (or equivalently, vertical Bell
Labs layered space-time (V-BLAST)) [13], and semidefinite relaxation (SDR) [14], as
well as their combinations [12]. Moreover, a new class of techniques specifically designed
for large MIMO have been developed which exhibit low complexity, and peculiarly, their
error performance improves with the MIMO size. These techniques include: likelihood
ascent search (LAS) [15], tabu search (TS) [16], [17], belief propagation (BP) [18], and
aThroughout this thesis we refer to the concept of reliability in terms of the error performance.
bAlthough the cell-free approach has been proposed for massive MIMO with much higher number of
service antennas than UTs, it is straightforward to consider it for MU-MIMO.
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probabilistic data association (PDA) [19]. It should be added that some algorithms
that offer good performanance have the linear minimum mean square error (MMSE)
equaliser as one of their components, such as the MMSE-SIC approach in [20], however,
the MMSE algorithm requires the knowledge of signal-to-noise ratio (SNR) [21], whose
estimation might present a considerable challenge in interference-limited wireless sce-
narios. A review of MU-MIMO detection algorithms is presented in Chapter 2, and can
also be found in the tutorial and survey literature (e.g. [22], [17], [23]).
Despite already remarkable achievements, current MU-MIMO technology is still chal-
lenged by the signal processing scalability with respect to the size of MU-MIMO networks
and modulation order. It has been shown that most existing algorithms are too sub-
optimal or complex in medium-to-large MU-MIMO cases, and large MIMO detection
methods (e.g. LAS, BP) are near-optimal only for special scenarios, such as MU-MIMO
with large sizes (e.g. 128× 128c) and lower-order modulations (e.g. BPSK, QPSK). In
fact, there is an intermediate gap in the MIMO dimensions from approximately 20× 20
through 40 × 40 where a lack of suitable detection methods exist; in such range, most
algorithms become too complex, while the large MIMO detection approaches offer poor
error performance.
Because of this, development opportunities exist for uplink MU-MIMO techniques that
exhibit the following desirable qualities: a) near-optimal reliability, b) low complexity, c)
improved scalability in the modulation order, d) suitable throughout the gamut of small
to large MU-MIMO, including medium-sized MU-MIMO, e) simple implementation, and
f) are enabled by joint transmitter and receiver design. These are the general aims of
this work. Additional, more specific objectives are included for each of the proposed
approaches.
cThe notation M ×K refers to an MU-MIMO system with K UTs and M service antennas, to be
consistent with the channel matrix dimensions.
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1.3 Contributions
In light of the literature review, we recognise that receiver design for MU-MIMO detec-
tion is perhaps already a saturated research topic, and thus seek for alternative solutions
through joint transmitter and receiver design. Based on the fact that real-valued mod-
ulation utilises one spatial degree of freedom (DoF) per transmitted stream (vs. two
DoF for complex streams), we make use of communication schemes that employ real
constellations, in some or all the transmitted streams, in order to decrease the spatial
domain load. This enables the use of low-complexity detection techniques that approach
optimal performances.
This thesis presents two approaches:
1. A simple approach for fully- and over-loaded large MU-MIMO using
real constellations and LAS processing.
The objective of this approach is to enable efficient (specifically, with near-optimal
reliability and low complexity) uplink transmissions in highly dense and large MU-
MIMO networks, where there might be more UTs than service antennas, by make
use of a large MIMO detection algorithms.
For MU-MIMO with a high spatial load, linear approaches exhibit poor perfor-
mance, in the literature, however, it is known when using real-valued modulations
with a widely linear zero forcing (WLZF) receiver [24], improved performance is
achieved over ZF in terms of detection reliability. Furthermore, it possible to
over-load the MIMO system and still obtain acceptable results, a fact recognised
in [24]. Starting by these facts, we extend them further and provide the following
contributions:
a) We provide the insight that WLZF with real constellations exhibits a higher
spatial diversity gain than ZF with complex modulation, however, this is in ex-
change for a loss in multiplexing gaind. More specifically, we find that the spatial
dThe diversity gain and multiplexing gain are formally defined in Section 3.1.3.
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diversity order of WLZF achieved under i.i.d. Rayleigh fading is M − K/2 + 1/2,
where M and K are the number of receive and transmit antennas, respectively (cf.
the diversity of ZF with complex modulations is M −K + 1 [21]). In turn, the di-
versity expression allows us to find the exact symbol error rate (SER) of WLZF in
i.i.d. Rayleigh fading channels. More importantly, the diversity expression allows
us to determine the diversity-multiplexing tradeoff (DMT) that WLZF exhibits. In
general, WLZF provides an alternate DMT to that of ZF, with a higher diversity
gain compared to ZF, but with half the multiplexing gain, a tradeoff that is useful
in fully- and over-loaded MU-MIMO scenarios.
b) Motivated by the fact that the diversity of WLZF increases with the MIMO sizee
and features low complexity, we apply WLZF equaliser as the initial solution for
the LAS algorithm and implement it for fully- and over-loaded large MU-MIMO
scenarios, using multilevel ABPSK modulationf. We present some interesting re-
sults obtained by computer simulations. First, thanks to to the large diversity
gain, the WLZF-LAS receiver can quickly converge towards a near-optimal so-
lutiong, even for high modulation orders such as 16-ABPSK, something that, as
far as the authors are aware, no other detection approach is able to achieve; and
second, it is found that in a 1/3-rate turbo coded system, the SNR difference be-
tween WLZF and WLZF-LAS is reduced, compared to the uncoded system (only
0.9 dB difference, in some cases). This makes WLZF a more suitable option in
complexity-constrained applications.
2. A novel RCHM MU-MIMO paradigm.
Motivated by the previous approach, which indicates that WLZF provides an alter-
nate diversity-multiplexing tradeoff to that of ZF, we recognise that there might be
a better tradeoff. Therefore, the objective of this work is to combine real modula-
eSince the spatial diversity of WLZF is given by M −K/2+ 1/2, increasing M and K will increase the
diversity order.
fThis modulation type is also referred to in some texts as M-ASK or M-PAM, but there is some
ambiguity regarding these terms, therefore in this thesis it is denoted as ABPSK. This is discussed in
Section 2.4.4.
gThroughout this thesis, we refer to optimality in terms of its error performance.
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tions (which provide enhanced spatial diversity), with complex modulations (which
provide modulation efficiency), to achieve the best DMT that minimises the overall
required transmit power, given a target sum rate. The approach is termed RCHM;
results show that RCHM together with a combination of WLZF and SIC achieve
near-optimal performances, while exhibiting low complexity. Contributions within
this approach include the following:
i) The novel concept of RCHM-MIMO, where UTs transmit their data sequences
using a mix of real- and complex-modulated symbols, interleaved in the temporal
and spatial domains. The suggested receiver is a combination of WLZF and a
sequence-level (SL) SIC detector. The SL-SIC receiver is an idea reported in
[25], [26], where a cyclic redundancy check (CRC) is attached to the transmitted
sequence of each UT; at the receiver the decoded data is verified for errors before
performing cancellation, which mitigates error propagation (see Section 4.3.1).
ii) Analytical work of RCHM-MIMO system outage probability in Rayleigh-fading
channels, which shows the DMT as a function of real-to-complex symbol ratio.
Moreover, the approximate outage probability is utilised to optimise the RCHM
pattern with the aim of minimising the required transmit power given a sum rate
and target outage probability. This is done by adjusting the real-to-complex sym-
bol ratio as well as the power allocation between real and complex symbols.
iii) Theoretical analysis of average bit error rate (BER) for RCHM-MIMO in
i.i.d. Rayleigh fading channels, considering that the receiver employs the WL-
SL-SIC algorithm. It is perceived that the exact BER form for WL-SL-SIC is
mathematically intractable; hence, an approximate BER form is proposed using a
state machine approach. It is shown that the approximate BER is very similar to
the BER obtained through computer simulations. Moreover, it is found that the
BER of WL-SL-SIC is very close to the maximum likelihood (ML) bound; which
indicates that the combination of RCHM and WL-SL-SIC yields a near-optimal
solution for RCHM-MIMO detection.
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iv) Analysis of convergence and computational complexity for the WL-SL-SIC
algorithm for RCHM-MIMO. It is shown that RCHM enables the WL-SL-SIC
receiver to exhibit a fast convergence and therefore, low complexity (comparable
to that of ZF).
v) Extensive computer simulations considering the case with single or multiple BSs.
The performance evaluation involves practical coding and decoding schemes, per-
fect or estimated channel information, as well as geometric UT distribution. The
performance of RCHM-MIMO is compared with state-of-the art, and the former
demonstrates remarkable advantages in terms of both reliability and computational
complexity.
1.4 Thesis Organisation
The rest of this thesis is organised as follows: Chapter 2 introduces the MU-MIMO up-
link system model, discusses MU-MIMO preliminaries, and reviews the state-of-the-art;
Chapter 3 presents the first major contribution regarding the use of real constellations
to provide simple detection for fully- and over-loaded large MU-MIMO with high reli-
ability; Chapter 4 discusses the second major contribution concerning a real-complex
hybrid modulated MU-MIMO approach that achieves improved scalability in detection;
and finally, Chapter 5 concludes this thesis and discusses possible extensions to this
work.
1.5 Research Outputs
Journal Publications
J. De Luna Ducoing, N. Yi, Y. Ma, and R. Tafazolli,“Using real constellations in fully-
and over-loaded large MU-MIMO systems with simple detection,” IEEE Wireless Com-
mun. Lett., vol. 5, no. 1, pp. 92 95, Feb. 2016.
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J. De Luna Ducoing, N. Yi, Y. Ma, and R. Tafazolli, “A real-complex hybrid modu-
lation approach for scaling up multiuser MIMO detection,” submitted to IEEE Trans.
Commun., under major revision for the 2nd round review.
Patents
J. De Luna Ducoing, N. Yi, Y. Ma, and R. Tafazolli, “A-QAM modulation for scalable
MU-MIMO uplink,” International Patent application No. PCT/GB2017/052012.
Chapter2
State-of-the-Art
MU-MIMO has the potential to significantly increase the overall sum throughput in
mobile communications in dense networks. But in order fulfil this potential, several signal
processing issues need to be solved, including the problem of efficiently demultiplexing
the users’ data at the network side for the uplink.
This chapter introduces the MU-MIMO uplink system model and discusses the prelimi-
naries of MU-MIMO detection, including the effects of the channel matrix condition and
system loading in the detection reliability and complexity. A brief survey of the most
common detection methods are presented, where they can be categorised into two main
groups:
• Conventional MIMO detection techniques, which can be considered as the estab-
lished approaches and are typically suited for small MIMO systems, roughly up to
20× 20. These techniques exhibit an apparent tradeoff between error performance
and complexity, and are usually scalable with the modulation order
• Large MIMO detection techniques, which are suitable for large system sizes (ap-
proximately 40 × 40 and larger) since they exhibit low complexity; even though
they offer poor efficiency in small MIMO systems, their error performance improves
10
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Figure 2.1: Uplink system model diagram. K UTs communicate over an MU-MIMO
channel to a BS or set of cooperating BSs with a total of M service antennas.
with the MIMO size, and therefore, achieve near-optimal results in large MIMO.
However, they are not apt for mid-to-large modulation orders, as they are not
readily implementable, offer poor performance, or their complexity significantly
increases in those cases.
2.1 Uplink MU-MIMO System Model
Consider MU-MIMO uplink communications, where a set of UTs communicate to the
network. It is assumed that the network side has M service antennas simultaneously
serving K UTs. It is also assumed that service antennas can fully share their received
waveform for joint signal processing, and each UT has a single transmit antenna; this
assumption facilitates the technical presentation with the focus on the key novelty and
contributions.
The discrete-time equivalent model of MU-MIMO uplink is described into the following
matrix form
y = Hx + v (2.1)
where y = [y1, ...., yM ]
T stands for the spatial-domain received symbol block, x =
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[x1, ...., xK ]
T for the block of transmitted complex symbols with covariance σ2xI, with
each symbol selected from a finite constellation set A, where L = |A| is the number
of elements in the constellation. Additionally, v is the additive white Gaussian noise
(AWGN) vector distributed as CN (0, σ2vI). A measure of the SNR is given by γo = σ2x/σ2v .
Furthermore, H = [h1 h2 . . .hK ] is the M ×K MIMO transition matrix, which itself is
defined as
H = G ◦A (2.2)
where the elements of A, represented by am,k, where m ∈ [1,M ], k ∈ [1,K] , denote the
large-scale fading coefficients (consisting of path fading, shadowing, etc.) from the kth
UT to the mth service antenna, G is the matrix of complex-valued small-scale fading
coefficients gm,k, and ◦ is the Hadamard, or element-wise product. This channel model
is flexible in the sense that it can represent link-level (am,k = 1, ∀ m, k), single BS
(am,k = am′,k,∀ k), or multiple-BS (am,k depend on the network setup) systems.
Unless otherwise noted, it is further assumed that perfect knowledge of the channel
coefficients are known at the receiver, but the transmitters have no channel knowledge.
A conceptual diagram of the system model is depicted in Fig. 2.1
2.2 MIMO Capacity and Channel Matrix Condition
From the landmark papers of Telatar [27], and Foschini and Gans [28], for a MIMO
system, when the channel state information (CSI) is known by the receiver, but not by
the transmitters, and for a deterministic channel transition matrix H, the capacity (in
bits/sec/Hz) is given by
C = log det
(
I + γoHH
H
)
, (2.3)
where (·)H is the transpose conjugate operator. Taking its singular value decomposition
(SVD), H can be expressed as
H = UΣV
H
, (2.4)
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where where U ∈ CM×M and V ∈ CK×K are unitary matrices, whose columns are the
left and right singular vectors of H, respectively; Σ ∈ RM×K is a rectangular matrix
whose off-diagonal elements are zero, and its diagonal elements σk , k ∈ [1,K] are the
singular values of H.
Then, (2.3) can be expressed in terms of the singular values
C =
K∑
k=1
log
(
1 + γo σ
2
k
)
, (2.5)
which suggests that the MIMO capacity can be equated to the sum of K independent
channels (or eigenchannels), each with capacity log(1+γo σ
2
k). Consequently, the capacity
of a MIMO system increases linearlya with K.
In order to get an idea of how the singular values σ2k affect the MIMO capacity, the
average capacity per eigenchannel can be written as [21]
1
K
K∑
k=1
log
(
1 + γo σ
2
k
) ≤ log(1 + γo( 1
K
K∑
k=1
σ2k
))
, (2.6)
by Jensen’s inequality. Furthermore,
K∑
k=1
σ2k = tr(HH
H) , (2.7)
is the total power gain provided by the channel matrix, where tr(·) is the matrix trace.
From (2.6) and (2.7), it can be deduced that subject to the total power gain in (2.7)
being fixed, the total capacity is maximised when all the singular values σ2k have equal
magnitude.
A measure of the spread of the magnitude of the singular values can be represented by
the condition number of the channel matrix, defined as
κ(H) , σmax
σmin
, (2.8)
aThis assumes complex-valued transmissions and M ≥ K.
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where σmax and σmin refer to the largest and smallest singular values of H, respectively.
Values of κ that are closer to 1 mean that the channel matrix is well-conditioned, and ease
MIMO communications in high SNR conditions [21]. The matrix condition number is an
important metric in MIMO detection. In general, MIMO channels with an ill-conditioned
matrix decrease the error performance and increase detection complexity [29], as will be
observed in further sections.
2.2.1 The Marc˘enko-Pastur Law and Channel Matrix Dimensions
In Section 2.2, it was discussed that MIMO channels with a low condition number κ(H)
are preferred, since they provide higher capacity. In practice, the channel transition
matrix H is random and time-varying, so κ is random as well. However, in this section it
will be observed that in average, the condition number is closely related to the channel
matrix dimensions. In general, channel matrices that are very tall or wide, have a
much lower condition number than square, or almost-square matrices. This fact can be
explained using the Marc˘enko-Pastur law [30], which is an important result in random
matrix theory [31], [32].
The Marc˘enko-Pastur law states that when the elements of a random matrix H are zero-
mean, i.i.d., and with variance 1M , the eigenvalues of H
HH asymptotically converge as
M,K →∞, and KM → λ, to the Marc˘enko-Pastur distribution given by [32]
fλ(x) =
(
1− 1
λ
)+
δ(x) +
√
(x− a)+(b− x)+
2piλx
, (2.9)
where (z)+ = max(0, z), and
a =
(
1−
√
λ
)2
, b =
(
1 +
√
λ
)2
, δ(x) =

1 if x = 0 ,
0 if x 6= 0 .
As an example, the distribution in (2.9) is plotted in Fig. 2.2 for a square channel matrix
with λ = 1 (left) and for a tall matrix with λ = 0.5 (right). Additionally, each figure
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Figure 2.2: Marc˘enko-Pastur asymptotic distribution with λ = 1 (left) and λ = 0.5
(right), compared to the empirical eigenvalue distribution of a square 16× 16 (left), and
rectangular 16× 8 (right) matrices.
includes a histogram with the empirical results of the eigenvalues of HHH, produced
by generating 10,000 realisations of a Gaussian i.i.d. matrix H with dimensions 16× 16
(left) and 16× 8 (right).
From the figures, it can be observed that the distribution for the square matrix has a
high probability that the eigenvalues are close to zero, while for the tall matrix, this
probability is largely reduced. Furthermore, the tall matrix has a reduced density of
high-valued eigenvalues, compared to the square matrix. Consequently, since the singular
values of H are the eigenvalues of HHH, the condition number κ(H) = σmax/σmin of the
tall matrix is much lower than that of the square matrix, since for the tall matrix σmin
and σmax are closer together. However, most of the reduction in the value of κ comes
from the decreased probability that σmin is near zero.
A further observation from Fig. 2.2 is that there is fast convergence of the finite-size
empirical results to the asymptotic limit in (2.9), even for matrices of small dimensions.
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It is worth mentioning that the asymptotic distribution is independent of the distribution
of the elements of H; these factors makes the Marc˘enko-Pastur law very powerful.
Since well-conditioned channel matrices facilitates MIMO detection, the Marc˘enko-Pastur
law explains why massive MIMO with the condition M  K achieves very good error
performance using very simple detection approaches, such as MF and zero forcing (ZF).
However, MIMO detection becomes challenging when M ≈ K, which is one of the main
scenarios considered in this thesis.
2.3 The MIMO Detection Problem
The aim of MIMO detection is to determine the most likely transmitted symbol block
xˆ, given that the symbol block y is observed at the network side; this is obtained using
the maximum a posteriori (MAP) rule
xˆ = arg max
x∈AK
P(x|y) (2.10)
applying Bayes’ rule, and because the transmitted symbols are uniformly selected from
A, (2.10) is equivalent to
xˆ = arg max
x∈AK
P(y|x) , (2.11)
where
P(y|x) = 1(
σv
√
2pi
)K exp(− 12σ2v ‖y −Hx‖2
)
, (2.12)
and since the exp(·) function is monotonic, (2.10) reduces to the integer least squares
(ILS), or ML expression
xˆ = arg min
x∈AK
‖y −Hx‖2 . (2.13)
In order to get an idea of what is involved in the MIMO detection problem, it is useful
to observe the distortion effect that the MIMO channel H and white Gaussian noise v
causes on the constellation of transmitted signals x. To this end, SVD can be performed
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Figure 2.3: Distortion of the transmit constellation due to the MIMO channel and Gaus-
sian noise. Subfigures a) shows the undistorted transmit constellation; b) the constella-
tion is rotated by the effect of the unitary matrix V
H
; c) the constellation is compressed
or expanded along each axis according to the singular values; d) is rotated once more
due to the unitary matrix U; e) white Gaussian noise is added, corresponding to 15 dB
SNR; and finally f) the effect of ZF processing makes the noise correlated.
on H, so (2.1) can be written as
y = UΣV
H
x + v . (2.14)
The step-by-step distortion effect can be seen graphically in Fig. 2.3 for a 2× 2 MIMO
system with 4-ABPSK modulation when H = [ [1.0905,−1.6564]T , [−1.0803, 0.8212]T ],
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Figure 2.4: MIMO 2×2 optimal decision regions.
and the SNR is 15 dB, through the 5 subfigures: a) shows the undistorted transmit
constellation through antennas x1 and x2, b) the signals are rotated when the signal is
multiplied by the unitary matrix V
H
, c) the constellation is expanded or compressed
according to the singular values σk along each axis, d) the resulting constellation in
rotated once more by the unitary matrix U, and e) shows the signal at the receiver after
white Gaussian noise is added. Thus, the challenge for the receiver is to successfully
determine what the transmitter sent, given that it receives a point as in Figure 2.3 e).
One of the simplest approaches for estimating the transmitted signal, is for the re-
ceiver to reverse the steps that the MIMO channel performed. That is, de-rotate, ex-
pand/compress, and de-rotate the constellation, since the receiver knows the channel
H. The result of this operation is shown in Fig. 2.3 f), where it is seen that it has
some resemblance to the transmitted signal in Figure 2.3 a), but the noise that was
white becomes correlated, which causes detection errors when a decision is made. This
detection approach is known as ZF and is one of the simplest detection methods, but
one that usually achieves a poor error performance.
The difficulty of MIMO detection is related to finding the most probable vector that
was transmitted, and this involves making a decision based on the closest point of the
2.3. The MIMO Detection Problem 19
distorted constellation. These regions are defined by the Voronoi diagram of the multi-
dimensional constellation. This can be seen in Figure 2.4, where the optimal decision
regions are plotted for possible received vectors. These regions can be very irregular and
complex, especially for a high number of dimensions. The complexity of a MIMO detec-
tion is related to the degree in which a particular algorithm is able to adjust its decision
regions to the true Voronoi regions. It is well known that the algorithms that obtain an
exact solution of (2.13) through exhaustive search, exhibit a complexity O(LK); that
is, exponential in K and polynomial in L; in fact, (2.13) was proved to be NP-hard
in [33]. Therefore, one of the main objectives of MIMO detection algorithm design is to
find suboptimal methods with reduced complexity, while providing decision regions that
approximate the optimal decision regions with a high degree of accuracy.
Another observation that can be made from Figure 2.3 c) is that when σmin is small,
the constellation points are compressed and become closer together, which increases the
probability of performing an erroneous decision. As discussed in Section 2.2.1, high
condition numbers are mostly due to the value of σmin being near zero. Therefore
in general, channel matrices with a high condition number κ incur in reduced error
performance and increased detection complexity.
The MIMO detection problem is similar to the closest vector problem (CVP) in computer
science, which amounts to finding the lattice point with the minimum Euclidean distance
to a given input vector. CVP was been proved to be NP-hard in [34]. A lattice Λ is a
arrangement of points in a periodic structure in multi-dimensional space. Formally, an
infinite lattice is the structure generated by [35]
Λ(B) = Λ(b1,b2, ...,bn) = {Bx|x ∈ Zn} (2.15)
where B is the m× n generator matrix whose column vectors are bi, i ∈ {1, 2, ..., n} are
the basis vectors of Λ. The rank and dimension of Λ is n and m, respectively. For an ex-
ample depiction, see Fig. 2.9 for a lattice with a generator matrix B = [ [1, 1]T , [3, 1]T ].
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In the context of MIMO detection, the basis vectors correspond to the column vectors
of the channel matrix H, however, the lattices encountered are finite, which can present
problems in certain cases [36].
2.4 Conventional MIMO Detection algorithms
This section provides a review of the most common ‘conventional’ MIMO detection algo-
rithms. These detection techniques are usually associated with small-to-medium MIMO
sizes (from approximately 2× 2 through 20× 20 antennas), and are the counterparts of
the large MIMO detection algorithms, which will be discussed in Section 2.5. A charac-
teristic of conventional MIMO detection techniques is that they suffer from an apparent
tradeoff between error performance and computational complexity [37], as will be dis-
cussed in this section. Conventional MIMO detection techniques have been extensively
studied, a concise tutorial of how they work can be found in [10].
2.4.1 Optimal Detection Methods
ML Detection
As discussed previously, using the ML expression (2.13), the solution with the lowest
possible error probability can be found through exhaustive search among all LK possi-
ble transmit vectors for the one that provides the minimum value of the cost function.
Although this is only practical for small MIMO systems, the algorithm is highly paral-
lisable.
Sphere Decoder
An approach that reduces complexity compared to the full-search ML detector, while still
providing optimum ML error performance is the sphere decoder (SD). The algorithm
was first described by Fincke and Pohst [38], [39] and applied to fading channels by
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Figure 2.5: Conceptual diagram of the sphere decoder algorithm of a 4×4 MIMO system
with 4-ABPSK modulation with constellation points {-3,-1,1,3}; R denotes the radius
of the hypersphere.
Viterbo and Boutros [40]. An improved, less complex version was developed through
the use of the Schnorr-Euchner (SE) enumeration [41], [35].
The algorithm works by representing the problem by a tree search, where each layer
represents the possible values of the elements of x. Starting from an initial node, which
could be obtained from a ZF decision, the algorithm then searches depth-first in a pre-
defined fashion until it encounters a leaf node. It keeps track of the shortest distance R
found so far of the leaf nodes encountered to the received vector as the search traverses
the tree. The reduction in complexity is the result of skipping the search (pruning) for
tree branches for nodes whose cumulative distance exceeds R. A conceptual diagram of
the SD algorithm is found in Fig. 2.5, for a 4×4 MIMO system with 4-ABPSK modula-
tion with constelation points {−3,−1, 1, 3}. The red nodes and branches indicate those
who would not be visited because their parent node exceeds R. A detailed algorithm
can be found in [35].
The average complexity of the Fincke-Pohst SD was found in [9] to be roughly cubic
in K for moderate-to-high SNRs, however, the complexity is still exponential for low
SNRs. Therefore, a disadvantage of the SD algorithm is that its complexity varies with
the SNR. Fig. 2.6 shows an example algorithm running time vs. SNR for the Fincke-
Pohst and Schnorr-Euchner variants of the SD algorithm. From the figure, the decrease
in complexity is evident as the SNR increases. Furthermore, it can be observed that the
running time for the Schnorr-Euchner approach is roughly half of that of its counterpart.
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Figure 2.6: Example sphere decoding algorithm running time vs. SNR for the Fincke-
Pohst and Schnorr-Euchner variants.
The fixed-complexity sphere decoder (FCSD) [42] is based on SD, it performs full search
for the top specified layers of the tree, and uses a decision feedback equaliser (DFE)
for the rest of the layers. FCSD exhibits fixed complexity throughout the SNR range,
however, it comes at the cost of losing BER optimality, and it is still too complex when
the MIMO size is large [23].
The SD algorithm can be modified to output soft detection decisions, as in the list
sphere decoder (LSD) [43] for use in forward error correction (FEC) coded systems. Soft
decisions are obtained through the log-likelihood ratio (LLR) [44]
L(bi|y) = log
(P(bi = 1)|y
P(bi = 0)|y
)
= log

∑
x:bi(x)=1
exp
(
−σ−2v ‖y −Hx‖2
)
∑
x:bi(x)=0
exp
(
−σ−2v ‖y −Hx‖2
)
 , i ∈ [1,K log2L] (2.16)
where the notation bi , i ∈ [1,K log2L] refers to the i-th bit contained in the transmitted
vector x, and the notation (x : bi(x) = a) is the set of all vectors x for which bi = a.
The problem with this approach, is that the number of terms to be summed are 2K log2L,
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which makes it feasible only when there are a small number of UTs.
An approximation of (2.16) consists on performing the summations over a smaller subset
of vectors, and is the principle of the LSD, where the subset V of vectors considered
are only the ones that lie within the hypersphere defined by its radius R. While this
approach is less complex than the full search approach in (2.16), it still incurs in increased
complexity compared to the hard decision SD, since the radius R needs to be kept
large enough so that V contains a large number of vectors in order to obtain a close
approximation to the true LLR.
Approximate ML BER
Due to its error performance optimality, the ML BER serves as the standard to which
other detectors are evaluated in their error rate results. Unfortunately, an analytical
closed form expression for the ML BER is not available. However, a useful approximation
exists based on the pairwise error probability (PEP), which is the probability that the
estimated symbol xˆk is erroneously detected, therefore xˆk 6= xk (see (2.34)); and for
quadrature phase shift keying (QPSK), the ML BER approximation is given by [45]
PML ≈ Q (√αML · γo) , (2.17)
where Q(·) is the Q-function. When the channel is i.i.d. complex Gaussian, αML is a
chi-square (X 2)-distributed random variable with 2M DoF.
In order to observe the tightness of the BER approximation in (2.17) to the true BER
of an ML detector, Fig. 2.7 compares the ML BER obtained from a SD against (2.17)
for MIMO sizes of 6 × 6, 8 × 8, 10 × 10, and 12 × 12 antennas. From the figure, it
can be observed that the ML and approximate ML curves become closer as the SNR
grows. Furthermore, the approximation becomes tighter as the MIMO size increases.
This approximation will be useful for the BER analysis in Chapter 4.
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Figure 2.7: True ML vs. ML approximation in (2.17) for an i.i.d. flat Rayleigh fading
channel, for different MIMO sizes.
2.4.2 Linear Detection
Linear detection methods, MF, ZF and linear MMSE are the simplest for MIMO. The
ZF equaliser or decorrelator is basically the pseudoinverse of the channel matrix
WZF = H
† =
(
HHH
)−1
HH (2.18)
where (·)† and (·)H denote the matrix pseudoinversion operation and the complex con-
jugate transpose operation, respectively. Applying the equaliser WZF to (2.1)
xˆ = H†y = x + H†v = x + v˜ (2.19)
completely removes interference. However, the noise that was uncorrelated in v be-
comes correlated in v˜. This can severely affect the performance, especially for channel
realisations with an ill-conditioned matrix.
The ZF equaliser ignores noise and is well suited for high SNR scenarios, in contrast, for
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very low SNR, the MF WMF = H
H equaliser performs best as it maximises the signal
without regard for interference. When applied to the received signal, the result is
xˆ = WMF y = H
HH x + HH v , (2.20)
where it is clear that the recovered signals would suffer substantial interference, unless
HHH closely resembles a diagonal matrix.
The overall optimal linear equaliser is the result of finding the equaliser W that minimises
the mean square error (MSE) [46] [21]
MSE = E
[‖Wy − x‖2] (2.21)
the result is the MMSE equaliser and it is given by [21, Sec. 8.3.3]
WMMSE =
(
HHH + γ−1o I
)−1
HH (2.22)
The MMSE filter takes noise into consideration to provide a balance between interference
and noise.
In the context of detection for large MIMO systems, ZF and MMSE receivers are attrac-
tive because of their relatively low complexity, but the maximum diversity order they
provide when the modulation is complex-valuedb is M −K+ 1 [47], which results in low
error performance when the number of transmit and receive antennas is approximately
equal.
2.4.3 Widely-Linear Processing
In communication networks, widely linear (WL) processing achieves superior perfor-
mance over strictly linear filters when the transmission signal, interference or noise is
bIn the sequel, it will be shown that this is not the case for real-valued or hybrid modulation.
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improper (or second-order noncircular [48]) [49], that is, their pseudo-covariance matrix
is non-vanishing. In other words, it means that for complex random processes, the real
and imaginary components have different second-order statistics.
Examples of proper random processes include the circularly symmetric onesc (such as
AWGN), and multilevel quadrature amplitude modulation (QAM); whereas examples of
improper random processes include rectangular QAM, multilevel ABPSK, and coloured
noise.
For a complex-valued multivariate random variable x = xI + jxQ, where xI = R(x)
and xQ = I(x) are the in-phase and quadrature components, respectively, the pseudo-
covariance matrix J is defined as [21, eq. A.16]
J , E[(x− µ)(x− µ)T ] , (2.23)
where µ = E[x].
Denote y = yI + jyQ, where yI = R(y) and yQ = I(y) to be a linear function of
x. The interest is in finding an estimate xˆ of x, given that y is observed. Since for
improper signals J 6= 0, the covariances of xI and xQ are different, therefore a single
MMSE filter WMMSE cannot be simultaneously optimal for estimating both the in-phase
and quadrature components of x. The solution is to use two distinct complex filters WI
and WQ, for yI and yQ, respectively. Therefore, the estimate of x becomes (e.g. [50])
xˆ = WHI yI + W
H
Q yQ (2.24)
= FH1 y + F
H
2 y
∗ , (2.25)
where F1 = WI + WQ, F2 = WI −WQ, and (·)∗ is the complex conjugate operator.
It is worthwhile noting that when x is proper, WI = WQ, and F2 = 0; consequently,
(2.25) reduces to the strictly linear filter form.
WL processing techniques have been proven useful and relevant to numerous applica-
cA random vector x is circularly symmetric if ejθx has the same distribution as x , for any θ [21].
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tions. Particularly, WL techniques of have been applied in [51], [52], and [24] when
using real-valued transmitted signals, such as binary phase shift keying (BPSK) and
ABPSK, by exploiting their improperness. Furthermore, since Gaussian minimum shift
keying (GMSK) modulation can be approximated by filtered BPSK [53], WL filtering
has proposed for global system for mobile communication (GSM) networks, particularly
for single antenna interference cancellation (SAIC) [54], [55], [53]. Additional applica-
tions are in orthogonal frequency-division multiplexing (OFDM) [56], SISO systems with
adaptive constellations [57], CDMA [58], [59], and in multiple-antenna systems, includ-
ing: V-BLAST spatial multiplexing [24], [60], space-time codes (STC) [61], [62], [55],
and MIMO models [51].
2.4.4 Real-Valued Modulation and ABPSK
A recurring theme in this thesis is the assertion that the use of real-valued modulations
in MU-MIMO increases the spatial diversity of MU-MIMO and consequently allow the
use of low-complexity detectors. As a special case of real constellations, the one used
throughout this work is perhaps the simplest case where there the constellation points
are placed along the real axis, with equal spacing between adjacent points, and these
can be positive or negative; a representation is shown on the right side of Fig. 2.8.
There is, however, an ambiguity regarding the name of this modulation type. Some
authors refer to it as multilevel PAM (M-PAM) (see, e.g. [63], [21], [64], [44]), while
other authors refer to it as multilevel amplitude shift keying (ASK) in [24], and [65]
(where it is also referred to as multiple amplitude modulation (M-AM)). However, ASK
usually denotes another type of modulation where the amplitude of the carrier is used to
represent the digital signal [66], whereas PAM often refers to a modulation scheme that
represents the analog data as the amplitude of a series of regularly-timed pulses [67].
To avoid confusion, we refer to the digital modulation scheme described above as L-ary
amplitude binary-phase shift keying (ABPSK). A depiction of a 4-ABPSK constellation
is shown in Fig. 2.8 (right), and a 16-QAM constellation on the left of the same figure
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Figure 2.8: 16-QAM constellation (left), and 4-ABPSK constellation (right), where a
denotes the amplitude factor, I and Q the inline and quadrature axes, respectively.
as reference.
2.4.5 Successive Interference Cancellation
The SIC MIMO detection approach was proposed in [13], where it is named as V-
BLASTd. The algorithm works by estimating one element of the transmit vector at one
time, usually starting with the one with the highest post-equalisation SNR or signal-
to-interference-plus-noise ratio (SINR), then subtracting its effect from the remaining
non-estimated signal and iterating until all elements are detected. The reason for first
detecting the strongest elements is to avoid error propagation, since once an estimation
error is made, all further elements will likely be incorrect as well.
Either ZF or MMSE (referred to as ZF-SIC and MMSE-SIC, respectively) can be used
as the equaliser for SIC, and the detection sequence or ordering can be determined once
for each channel realisation based on the post-equalisation SNR or SINR of each stream,
for ZF-SIC and MMSE-SIC, respectively. Specifically for MMSE-SIC, the stream that
dThis term is also often used to describe the MIMO architecture where individual data streams are
coded and transmitted, which is also the scenario considered in this thesis. However, here the term refers
to the detection method.
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should be canceled at each iteration is the one with the highest post-equalisation SINR,
given by [68]
SINRk =
σ2x |wMMSE,k hk|2
σ2x
∑
k 6=j |wMMSE,k hj |2 + σ2v ‖wMMSE,k‖2
, k ∈ [1,K] , (2.26)
where MMSE, k refers to the k-th row of the equalisation matrix given in (2.22). Sim-
ilarly, for ZF-SIC, the selected stream to be canceled at each iteration is the one with
the highest post-equalisation SNR, which is [68]
SNRk =
σ2x
σ2v ‖wZF,k‖2
, k ∈ [1,K] , (2.27)
where wZF,k is the k-th row of the ZF equaliser given in (2.18). It should be noted that
since σ2x and σ
2
v do not depend on k, it suffices to choose the index of the row of wZF,k
with the lowest norm, which is the approach used in the original SIC paper [13].
It should be noted that the overall optimal ordering is dependent on the received vector,
but doing this would incur in a high computation cost [68].
The original algorithm by [13] has O(K4) complexity. But by reducing redundant op-
erations, mainly by avoiding performing channel matrix inversion on every iteration,
complexity is reduced to O(K3) in [69] and [70].
The SIC technique provides a good balance between error performance and algorithm
complexity.
2.4.6 Lattice Reduction
In general, ill-conditioned channel matrices are harder to estimate without errors. This is
because typically such matrices have a large orthogonality defect (OD), which is defined
as [11]
δ(B) =
ΠKi=1||bi||√
det(BHB)
, (2.28)
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Figure 2.9: Lattice generated by the basis B = [ [1, 1]T , [3, 1]T ], and the basis after
reduction B˜ = [ [1, 1]T , [−1, 1]T ], which has a lower orthogonality defect.
where B refers to the basis of the lattice, as defined in (2.15)e.
LR techniques can provide a ‘lattice-reduced’ matrix H˜ = HT with a lower OD. T is a
unimodular matrix, i.e. its elements are integers and det(T) = ±1.
Once H˜ has been computed, an equivalent system model is found and detection can
progress using a conventional approach such as ZF, MMSE or SIC
y = Hx + v = HTT−1x + v (2.29)
y = H˜z˜ + v , (2.30)
where z˜ = T−1x.
eWe use the notation B to refer to the bases of general lattices, whereas we use H in MU-MIMO
communication contexts. The main difference is that in MU-MIMO, the lattices encountered are finite.
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To illustrate the lattice reduction approach, Fig. 2.9 depicts a lattice generated by a
basis B = [ [1, 1]T , [3, 1]T ]. As seen from the figure, the basis forms a parallelogram (the
red area) with a relatively high OD (which is 2.24); in comparison, after performing the
lattice reduction, the new reduced basis is B˜ = [ [1, 1]T , [−1, 1]T ] , which is perfectly
orthogonal (the blue area).
Several algorithms exist which provide reduced bases for lattices. Some of the most
common are discussed next.
LLL Reduction
One of the most popular LR techniques is the Lenstra-Lenstra-Lova´sz (LLL) algorithm
[71], it is an efficient algorithm that finds a good-quality reduced basis in polynomial
time. The LLL algorithm produces short lattice basis vectors [71] (known as the Lova´sz
condition), which is a desireable property for MIMO detection since the lattices involved
are finite. An interesting property of MIMO detection with LLL-assisted reduction is
that it can achieve full spatial diversityf [72], [11].
The average complexity of LLL is known to be polynomial in the dimensions of the
lattice [71], and in the worst case, the complexity is also polynomial if the basis vectors
of the lattices are integer-valued [73]. However, in the context of MIMO detection, the
underlying bases of the lattices are continuous-valued, due to the nature of the wireless
channel fading. Consequently, it is shown in [73] that in the worst-case situations with
extremely ill-conditioned channels, the number of iterations of the LLL algorithm is not
bounded. Nevertheless, the cases when the algorithm suffers from an atypically a large
number of iterations are also extremely rare.
fThe maximum spatial diversity when the transmissions among all the UTs are independent, which
is achieved by the ML detector, is equal to M .
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Figure 2.10: Primal lattice with basis B = [ [1, 1]T , [3, 1]T ], and dual lattice with basis
B? = [ [−0.5, 1.5]T , [0.5, −0.5]T ].
Seysen’s Algorithm
An alternative to performing a reduction operation on lattice B (which for MU-MIMO
communications corresponds to the channel matrix H), which is referred to the primal
basis, a reduction can be performed on the dual basis, which can be obtained through
the pseudoinverse of B as [11]
B? = (B†)H = B
(
BHB
)−1
. (2.31)
The primal and dual basis are bi-orthogonal, therefore,
bHl b
?
k =

1 if l = k ,
0 if l 6= k .
(2.32)
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An illustration of the primal and dual lattices, along with their bases B = [ [1, 1]T , [3, 1]T ]
and B? = [ [−0.5, 1.5]T , [0.5, −0.5]T ], is shown in Fig. 2.10.
MIMO detection using the reduced dual lattice has been found to have better perfor-
mance than LR using the primal basis [74], [72].
Seysen’s algorithm (SA) [75] is a LR technique that simultaneously reduces the primal
and dual bases. Its principle is to determine the unimodular matrix T that minimises
the Seysen’s orthogonality measure [11]
S(B) =
n∑
i=1
‖bi‖2‖b?i ‖2 . (2.33)
This expression provides an alternate measure of the degree of orthogonality of the basis
vectors, compared to the orthogonality defect in (2.28), since it considers both the primal
and dual bases. Eq. (2.33) reaches its minimum value of S(B) = n, if and only if the
basis vectors are orthogonal [11].
Element-Based Lattice Reduction
The LR techniques mentioned in the previous sections are concerned with the problem
of finding a reduced basis with a low orthogonality defect. The approach presented
by Zhou and Ma in [12], element-based lattice reduction (ELR) is proposed for large
MIMO detection and attempts to reduce the diagonal elements of the noise covariance
matrix. Their results show better performance and lower complexity than LLL or SA
LR approaches for large MIMO systems. A summary of the principle of their approach
is presented next.
The PEP that symbol xi is detected as an error xˆi, xi 6= xˆi for a ZF receiver is given
by [12], for QPSK
P (xi → xˆi|H) = Q
(√
|xi − xˆi|2
2σ2vCii
)
, (2.34)
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Figure 2.11: Uncoded BER performance versus number of antennas when M = K of
lattice reduction techniques with QPSK modulation at 20 dB Eb/N0, for 16×16 through
128×128 antennas, for a frequency-flat i.i.d. Rayleigh fading channel.
where Cii is the i-th diagonal element of C = (H
∗H)−1. From (2.34) it can be seen that
the PEP for the i-th symbol depends on the SNR and on C. To reduce the PEP, the
approach finds a unimodular matrix T that will minimise the PEP of the system with
lattice-reduced H˜
P (zi → zˆi|H˜) = Q
(√
|zi − zˆi|2
2σ2vC˜ii
)
, (2.35)
where z = T−1x is the transmitted vector in the lattice-reduced domain, zˆi represents
an erroneously i-th estimated symbol, zi 6= zˆi, H˜ = HT and C˜ii is the i-th diagonal
element of C˜ = T−1C
(
T−1
)H
.
Since finding an optimal form of T is difficult, a sub-optimal iterative algorithm is
presented in [12].
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LR Simulation Results
Computer simulation results to evaluate the BER performance of LR with LLL, SA and
ELR techniques were performed for different numbers of antennas; from 16×16 through
128×128, for 20 dB Eb/N0 and QPSK modulation in a flat block fading i.i.d. Rayleigh
channel. Figure 2.11 shows the results; from these it is observed that ELR exhibits
the best performance, followed by SA, and lastly by LLL. Furthermore, it is seen that
the BER performance of all three approaches deteriorates as the number of antennas is
incremented; to the point that for 128× 128 MIMO, the BER is close to that of ZF.
From the previous results, it can be concluded that LR techniques are not suitable for
when the MIMO size is large; including the ELR approach, even though it is advocated
as a large MIMO approach in [12].
2.4.7 Semidefinite Relaxation
The SDR approach applies convex optimisation techiques for MIMO detection; it can
obtain a near-optimal solution while experiencing a complexity of O(K3.5) [14], [76].
In the SDR technique, the objective function in (2.13) is re-written into a quadratic
optimisation problem where one constraint is non-convex [14]. SDR then ”relaxes” this
constraint so that the resulting form is tractable. Specifically, by representing the MIMO
model (2.1) in its real form as
y˘ = H˘x˘ + v˘ , (2.36)
where
y˘ =
R(y)
I(y)
 , H˘ =
R(H) −I(H)
I(H) R(H)
 , x˘ =
R(x)
I(x)
 , v˘ =
R(v)
I(v)
 , (2.37)
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whose dimensions are 2M × 1, 2M × 2K, 2K × 1, and 2M × 1, respectively, then, for
QPSK, (2.13) can be represented as
xˆ = arg min
x˘∈{±1}2K
xTLx = arg min
x˘∈{±1}2K
tr(LX) , (2.38)
where
L =
H˘T H˘ −H˘Ty
−y˘H˘ 0
 , x =
x˘
1
 , X = xxT , x2k = 1 , k ∈ [1,K] . (2.39)
If the alphabet constraint is removed, the optimisation problem is then
min
x˘∈R2K
tr(LX)
s.t. X  0 , rank(X) = 1 ,
(2.40)
where the objective function and the first constraint are convex functions; however, the
rank constraint is not convex [14]. Consequently, the second constraint can be dropped,
and the problem becomes
min
x˘∈R2K
tr(LX)
s.t. X  0 ,
(2.41)
where X is relaxed, from the restriction of having unitary rank, to just being positive
semi-definite. The problem in (2.41) can then be solved efficiently using interior point
methods [77], which are algorithms used to solve convex optimisation problems and
feature polynomial complexity, even in the worst case.
A comparison of the SDR detection technique to other baselines is shown in Fig. 2.12, for
a 4× 4 MIMO system with QPSK modulation. From the figure, it can be observed that
the BER of SDR is very close to that of ML, and much better than the other baselines.
However, one disadvantage of SDR is that it is not straightforward to implement it for
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Figure 2.12: BER vs. Eb/N0 plot for an uncoded 4× 4 MIMO with QPSK modulation
for SDR and other other detection techniques. Fading channel is frequency-flat i.i.d.
Rayleigh.
higher modulation orders, mainly the condition that x2k = 1 is not present, and the lack
of that condition complicates the optimisation process. Nevertheless, SDR algorithms
for multilevel phase shift keying (M-PSK) [78] and QAM (see, e.g. [79], [80]) have been
presented in the MIMO detection literature.
2.4.8 Comparison of Conventional Detection Methods
Some of the most common conventional approaches have been discussed in the previous
subsections. This subsection discusses how they compare to one another in two main
metrics: error performance, and computational complexity. To this end, a plot of the av-
erage BER vs. the algorithm running time during computer simulations using Matlab is
presented in Fig. 2.13g. The algorithms that are compared are ZF, MMSE, MMSE-SIC,
LLL-LR, SDR and the Schnorr-Euchner SD, for QPSK modulation and 12 dB Eb/N0
gIt is expected that the actual algorithm running time in real devices would be different to those
presented here, due to the underlying hardware. However, the plots provide a rough indicative of the
algorithm complexity; and more importantly, helps highlight the tradeoff between error performance and
complexity
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Figure 2.13: BER vs. algorithm running time whilst using Matlab of conventional MIMO
detection algorithms for QPSK modulation and 12 dB Eb/N0 for a flat i.i.d. Rayleigh
fading channel. The left point of each segment shows the results for 4× 4 MIMO, while
the right corresponds to 8× 8 MIMO.The results are for uncoded systems.
which we believe to be a reasonable operating SNR. For each detection method, simula-
tions were run for two different MIMO sizes, and are plotted in the figure as segments,
where the left and right points of each segment correspond to 4× 4 and 8× 8 antennas,
respectively. The intention of this plot is to show how each algorithm performs in terms
of error performance and complexity, and how these metrics change with the MIMO
size. The figure shows a commonly-discussed theme in this section: an apparent trade-
off exists for conventional MIMO detection algorithms in terms of error performance
and complexity. For instance, ZF and MMSE experience low complexity, but produce
unreliable estimates. On the other extreme, SDR and SD have excellent error perfor-
mance, but also suffer from high complexity. Furthermore, the results also show that
the SIC approach offers a good compromise in detection reliability and complexity, and
is a suitable candidate for MIMO detection.
Aside from their error performance and complexity, each detection algorithm has its own
traits and characteristics, and as a concise summary, these are presented in Table 2.1.
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The most common detection approaches were presented, although it should be noted
that many other MIMO detection techniques exist, such as block-iterative generalised
decision feedback equaliser (BI-GDFE) [81], approaches using Markov chain Monte Carlo
(MCMC) [82], Gibbs sampling [83], partial marginalisation [44], and recently proposed
approaches, such as the LR-based [84], the massive MIMO detection approach in [85],
the branch and bound tree search in [86], and those based on machine learning [87], [88].
Table 2.1: Summary of conventional detection methods.
Detector Characteristics Advantages Disadvantages
Maximum
likelihood
Exhaustive search Optimal error
performance
Exponential complexity
Linear
ZF/MMSE
Matrix inversion Simple, low
complexity
Low error performance
SIC
(V-BLAST)
Layered processing
with channel
matrix ordering
Good performance
and complexity
tradeoff
Error performance does
not improve with the
MIMO size
Lattice
reduction
Reduced basis of
channel matrix
Basis calculation
done once per
channel realisation
Error performance
degrades with the MIMO
size
Semidefinite
relaxation
Approximation
using convex
optimisation
Near optimal error
performance
High complexity, not
straightforward
implementation for high
modulation orders
Sphere
decoder
Performs a tree
search, ignores
nodes outside
hypersphere
Optimal error
performance
High and variable
complexity
Fixed
complexity
sphere
decoder
Full search for top
layers of tree, DFE
for lower layers
Good error
performance,
parallel structure,
fixed complexity
Loses optimality vs. SD,
high complexity
2.5. Large MIMO Detection Algorithms 40
2.5 Large MIMO Detection Algorithms
Large MIMO detection algorithms are a new class of detection techniques, suited when
the MIMO sizes are large (roughly 40 × 40 or larger). These algorithms have very low
complexity and one of their characteristics is that they can experience large system
behaviour (LSB), which refers to the fact that their error performance improves with
the MIMO size. For MIMO systems with a large number of antennas (approximately
100 × 100 or larger), they exhibit near-optimal reliability. However, they exhibit poor
error performance in small MIMO systems, and unfortunately, they generally only work
well for small order modulations, such as BPSK or QPSK; for 16-ary QAM or higher
modulation orders they either offer poor results, are not easily implementable, or become
too complex (e.g. [89], [90]).
Some of the most common large MIMO detection algorithms are discussed next; useful
references include [23] and [19].
2.5.1 Random Step Methods
Likelihood Ascent Search
LAS is a heuristic algorithm and one of the simplest techniques applicable to large
MIMO detection that can approach near-optimal performance when using low-order
modulation. LAS is based on the Hopfield neural network and was initially developed
for image restoration [91]. It was applied to detection algorithms for code division
multiple access (CDMA) and large MIMO in [15], where results are shown for up to
MIMO sizes of 600× 600 with BPSK modulation.
The pseudocode of the LAS algorithm is depicted in Algorithm 1. It starts by obtaining
an initial estimate, usually through a low-complexity linear approach (ZF, MF, MMSE).
It searches among its neighbour vectors for one with the best cost function. If it finds
one, it is chosen as a candidate vector xc and the search is repeated until all of its
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Figure 2.14: Conceptual diagram of LAS algorithm. Starting from the initial vector, the
algorithm searches among its neighbours for those are closer to the received vector.
neighbours have a worse cost function. At this point, the search stops and the candidate
vector xc is selected as the solution. The LAS algorithm outputs hard decisions. A
conceptual diagram of the LAS algorithm is depicted in Fig. 2.14.
The algorithm is ususally presented for BPSK modulation, but it is straightforward for
implementation for L-ary QAM modulations, which implies representing the candidate
vectors xc in their binary form bc ∈ {−1,+1}Klog2(L) [92]. The definition of the neigh-
bourhood can vary and defines the different types of LAS algorithms. A discussion of
these types can be found in [93]. The usual definition of the neighbourhood is the set
of vectors U(bc) which differ from bc on one bit; the cardinality of the neighbour set is
|U(bc)| = Klog2(L).
Equation (2.13) can be used as a cost function, but alternatively, the gradient update
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Algorithm 1 Likelihood ascent search
1: procedure LAS
2: candidateVector← Obtain initial vector via linear method (ZF, MF, MMSE)
3: bestDistance← Compute distance of initial vector
4: search:
5: neighV ectors← Find neighbour vectors of candidateVector
6: neighDistances← Compute distances of all neighVectors
7: shortestNeighDist← Shortest distance among neighDistances
8: if shortestNeighDist < bestDistance then
9: candidateV ector ← Neighbour vector that has shortestNeighDist
10: bestDistance← shortestNeighDist
11: goto search.
12: else
13: Output ← candidateV ector
14: end if
15: end
16: end procedure
Figure 2.15: Example case where the LAS algorithm stops at a local, rather than global
minimum.
function described in [15] is a more efficient way and a key for the algorithm to have low
complexity, this is because the there is usually a 1 bit difference between the candidate
vector and each of its neighbour vectors. Therefore, it is not necessary to fully compute
(2.13) for each candidate vector, but only those computations that are affected by the
one-bit difference, therefore avoiding redundant operations [93].
The LAS algorithm will iterate starting from an initial vector until it reaches a minimum
in the cost function. It can be the global minimum, in which case the ML solution has
been found, or a local minimum, which results in some bits to be erroneous. For a
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given channel realisation and received vector, only one global minimum exists (the ML
solution), but zero or many local minima are possible. As an example of a case where
the algorithm does not converge to the ML solution, consider the scenario in Fig. 2.15,
which shows a constellation that has been distorted by the MIMO channel, as described
in Section 2.3. In the figure, the distance from the received vector to the candidate
vector is shorter than to all the neighbour vectors, which causes the algorithm to reach
its stopping condition. Therefore, the green dot is a local minimum, while the red is the
global minimum.
Aside from the complexity of finding the initial vector, the complexity per bit is O(MK)
for the LAS algorithm [15]. The complexity and error performance of LAS are very
sensitive to the initial vector. For L > 4 in a fully-loaded scenario, our simulations show
(the results are presented in Fig. 2.17) that ZF-LAS (LAS with a ZF initial solution) does
not converge to the optimal solution (MMSE-LAS does approach optimal performance
for L = 4).
As with most detection algorithms that perform search functions, e.g. SD, the complexity
of LAS varies with the SNR. This is because as the SNR increases, the estimation
accuracy of the initial vector is improved, thus the algorithm converges more rapidly to
a local (or global) minimum.
A plot of the average BER vs. Eb/N0 of uncoded MIMO systems of different sizes; from
16 × 16 up to 128 × 128 is shown in Fig. 2.16, where the modulation is BPSK. From
the figure, it is evident that the performance improves with the MIMO size (exhibits
LSB); the curves become closer to the single-input single-output (SISO) AWGN curve,
which can be considered as the lower bound for very large MIMO systems. Since LAS
is a heuristic algorithms, its analysis can be difficult, and the reason why the algorithm
converges (or the conditions in which it converges) to near-optimal BER are not entirely
clear, although an analysis in the large system limit and for BPSK modulation can be
found in [94].
However, as with most large MIMO detection algorithms, the performance is not scalable
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Figure 2.16: Average BER vs. Eb/N0 of uncoded BPSK-modulated MIMO with LAS
detection for different system sizes, for a flat i.i.d. Rayleigh channel. The figure shows
that the error performance improves with the MIMO size.
with the modulation order. To see this, the BER vs. Eb/No plot of ZF-LAS and MMSE-
LAS (LAS algorithm using an MMSE initial solution) using QPSK is shown in Fig. 2.17.
From the figure, it can be observed that ZF-LAS does not improve with the MIMO size,
although MMSE-LAS does converge towards the ML bound as the number of antennas
increases. For higher order modulations, e.g. 16-QAM, although not presented here, our
simulations showed that neither ZF-LAS nor MMSE-LAS converge towards the optimal
BER as the MIMO size increases.
Authors have proposed LAS algorithm variants. The multiple output selection LAS [95]
performs multiple LAS searches, each starting from a different initial solution, obtained
from MF, ZF, and MMSE, and selecting the best solution; while the multistage LAS
[96] increases the neighbourhood definition when a minimum solution is encountered,
therefore increasing the probability of finding a new minimum, in case the one previously
encountered was not the global solutions.
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Figure 2.17: Uncoded BER performance versus Eb/N0 of ZF-LAS and MMSE-LAS
with QPSK modulation for different numbers of antennas. It is shown that MMSE-
LAS converges to near-optimal performance as the number of antennas increases, while
ZF-LAS does not. The fading channel is frequency-flat i.i.d. Rayleigh.
Tabu Search
The LAS algorithm studied in the previous subsection, although simple and efficient,
lacks a way to escape local minima that prevents it to find the ML solution. The TS
algorithm [97], [98] operates on the same principle as LAS, but the search is able to
move towards neighbouring points with a worse metric, which prevents it from getting
stuck at local minimum points. Since this behaviour may cause the search to go into a
loop, the algorithm keeps a tabu list of moves that have already been made in the past
for certain number of iterations, which is called tabu period. If the search encounters
a potential move that is kept in the tabu list, it prohibits that move (hence the name
‘tabu’) and the search progresses in another direction.
Although TS solves the problem of LAS stopping at local minima, it creates new issues,
such as increased search complexity and algorithm complexity. The optimal stopping
condition is difficult to establish, since the algorithm is unable to determine for certain
if the ML solution has been found. A stopping condition that is too strict may keep the
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Figure 2.18: Average BER vs. Eb/N0 of MMSE-TS vs. MMSE-LAS for different MIMO
sizes. The results are for uncoded systems with a flat i.i.d. Rayleigh channel.
search running even though the ML solution has already been found (thus increasing
the complexity) and a relaxed stopping condition may stop the search before reaching
the ML solution (this case would increase the number of errors).
Due to its ability to escape local minima, TS exhibits improved error performance over
LAS, at the cost of increased algorithm complexity. This can be seen in Fig. 2.18, where
the BER vs. Eb/N0 of MMSE-LAS and MMSE-TS (TS with an MMSE initial solution)
is plotted for different MIMO sizes and QPSK modulation. From the figure, it can be
observed that MMSE-TS offers near-optimal BER for 64× 64 MIMO.
Several variants of TS have been presented in the literature, namely, the reactive TS
approach [99], [92], which is able to adjust the algorithm parameters as the search
progresses, and allows it to specify a dynamic stopping criteria; additionally, the random-
restart reactive TS [100] and the layered TS [90] enable the TS algorithm for 16-QAM
and 64-QAM modulations, albeit at the cost of a significant increase in complexity.
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Figure 2.19: BER vs. Eb/N0 for PDA (5 iterations) and damped BP (20 iterations, with
a 0.4 damping factor) for different MIMO sizes with QPSK modulation, for uncoded
systems with a frequency-flat Rayleigh fading channel.
2.5.2 Methods Using Gaussian Approximation of Interference
Other types of large MIMO detection algorithms are those who model the co-channel
interference as a normal distribution. These include the damped BP [18] and the PDA
[19] detection approaches. For example, the damped BP algorithm models the MIMO
equation (2.1) as
ym = hmkxk +
K∑
j=1,j 6=k
hmjxj + vm︸ ︷︷ ︸
Interference, zm
, k ∈ [1,K] , m ∈ [1,M ] , (2.42)
where the interference term is modeled as CN (µzm , σ2zm). As the number of antennas
increases, the Gaussian approximation of interference (GAI) modeling approximation
becomes more accurate because of the central limit theorem (CLT). The mean and
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variance of the interference are
µzm =
K∑
j=1,j 6=k
hmjE(xj) , (2.43)
σ2zm =
K∑
j=1,j 6=k
|hmj |2var(xj) + σ2v , (2.44)
for BPSK modulationh, and denoting P(xk) to be the probability of xk = 1, we have [101]
E(xj) = 2P(xj)− 1 , (2.45)
var(xj) = 4P(xj)(1− P(xj)) . (2.46)
Due to the Gaussian approximation,
P(ym|xk ,H) ∝ exp
( −1
σ2zm
(ym − hmkxk − µzm)∗(ym − hmkxk − µzm)
)
, (2.47)
thus the LLR of the k-th transmitted symbol at the m-th receive antenna is
Lkm , log
P(ym|H , xk = +1)
P(ym|H , xk = −1) (2.48)
=
4
σ2zm
R(h∗mk(ym − µzm)) . (2.49)
By adding the LLRs of all the observations at the M receive antennas, we obtain the a
posteriori probability (APP) of the k-th symbol as
P(xk|y) =
exp
(
M∑
l=1,l 6=k
Lkl
)
1− exp
(
M∑
l=1,l 6=k
Lkl
) . (2.50)
The algorithm then iterates, and updates the a priori probabilities P(xk) in (2.43)-
(2.46), with the APPs P(xk|y) obtained in (2.5.2). However, in order to improve BER
hThe algorithm can be used for QPSK straightforwardly, by representing the MIMO equation in its
real form, as in (2.37).
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performance, the old probabilities should not be completely replaced by the new ones,
but ‘damped’ through a weighted average given by
P(xk)+ = αmP(xk) + (1− αm)P(xk|y) , (2.51)
where P(xk)+ refers to the probabilities to be used in the next iteration, and αm is the
damping factor. A value of αm = 0.4 that was shown to produce good results in [18].
The BP algorithm runs for a specified number of iterations. Upon its completion, the
estimate of the transmitted symbols can be obtained by
xˆk = sgn
(
M∑
l=1
Lkl
)
, (2.52)
where sgn(·) refers to the sign function.
The PDA approach is similar to BP in that both are iterative algorithms, where in
each posterior probabilities are computed and used as the prior probabilities in the next
iteration (see [19]). But more importantly, both make use of GAI.
The main difference between damped BP and PDA is that the former models the inter-
ference as a scalar in (2.42) and the latter as a vector, as
y = hkxk +
K∑
j=1,j 6=k
hjxj + v︸ ︷︷ ︸
Interference, z
. (2.53)
The PDA per-symbol complexity is O(K2), and the damped BP complexity is O(K) [19].
The BER of PDA and damped BP can be seen in Fig. 2.19. It can be observed from
the figure that damped BP achieves better results, which become very close to the lower
bound for 128×128 antennas.
Similar to other large MIMO approaches, PDA and damped BP, extensions to higher
order modulations is not straightforward.
2.6. Summary 50
20 30 40 50 60 70 80 90 100 110 120
M=K Number of antennas
10-6
10-5
10-4
10-3
10-2
10-1
100
Av
er
ag
e 
BE
R
ZF-LAS
MMSE-LAS
PDA
BP
SISO AWGN
Figure 2.20: BER vs. number of antennas (with M = K) of large MIMO detection
algorithms for QPSK modulation and 10 dB Eb/N0, with a flat i.i.d. Rayleigh fading
channel, for uncoded systems.
2.5.3 Comparison of Large MIMO Detection Approaches
Some of the most common large MIMO detection techniques have been discussed, and in
general, their error performance improves with the MIMO size (exhibit LSB) when using
low-order modulation orders. However, as the number of antennas increases, their rate
of convergence towards the ML lower bound is different for each large MIMO detection
approach. This can be observed in Fig. 2.20, where the curves of the average BER are
plotted against the MIMO size, for 10 dB Eb/N0 and QPSK modulation. The figure
shows that damped BP has the fastest convergence, followed by PDA and MMSE-LAS.
However, as discussed previously, ZF-LAS does not converge towards the optimal BER
when using QPSK modulation.
2.6 Summary
This section has discussed the preliminaries and state-of-the-art of MU-MIMO detection.
For a low spatial loading (M  K), low-complexity detection methods, such as MF and
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ZF become near optimal and MU-MIMO detection is relatively easy. However, in user-
dense networks with a high spatial loading (M ≈ K), there are significant challenges in
the form of detection reliability and complexity. It was argued that this phenomenon is
mainly due to the condition number κ of the channel matrix; for well-conditioned matri-
ces, ZF becomes near optimal, but ill-conditioned matrices result in increase detection
errors and computational complexity. The Marc˘enko-Pastur law explains the relation-
ship between the condition number κ and the MIMO channel matrix dimensions, which
ultimately affect the MIMO detection performance.
Furthermore, two categories of detection methods were presented: conventional MIMO
detection approaches, and large MIMO detection approaches. First, for conventional
MIMO techniques, an apparent complexity-reliability tradeoff exists, and this was ex-
plained by the optimal MIMO detection regions, which become increasingly complex
with the number of dimensions, or MIMO size. The relationship between the error per-
formance and complexity of the conventional detection techniques can be explained geo-
metrically, by observing how closely the decision regions of a particular method emulate
the optimal ML decision regions. And second, for large MIMO detection approaches, the
error performance improves with the MIMO size, which eventually become near-optimal
for large MIMO sizes. However, for medium-sized MU-MIMO, limited detection op-
tions exist, as conventional detection algorithms become too complex, and large MIMO
detection approaches offer low error performance.
Conventional and large MIMO detection techniques have their own drawbacks; gener-
ally speaking, conventional techniques are not scalable with the MIMO size, while the
large MIMO approaches are not scalable with the modulation orderi. This creates an
opportunity for detection approaches that may offer increased scalability in both the
MIMO size and modulation order. The proposed techniques that will be presented in
Chapter 3 and 4 are an attempt to do just that, however, a different approach is taken
iNote that some adaptations of some techniques such as TS [90] and BP [89] are extendable for higher
modulation orders, at the cost however, of a large complexity increase, therefore no longer suitable for
large MIMO systems.
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by also involving the transmitters, where the detection reliability and performance are
improved through modulation design.
Chapter3
Real-Modulated Dense MU-MIMO
Communications
In densely populated areas, the number of transmit antennas can be equal or higher
than the number of service antennas. These systems are referred to as fully-loaded
or over-loaded MU-MIMO systems, for which linear receivers such as ZF and linear
MMSE yield very poor performance. In contrast, non-linear receivers [19] lead to high
computational complexity, especially in over-loaded scenarios. Detection approaches
exist that are applicable to over-loaded MIMO, notably, the generalized SD [102] offers
excellent performance, however, at the cost of prohibitive complexity, even higher than
the conventional SD. Another approach is the layered tabu search technique in [103];
it offers good error performance, but it is also hindered by high complexity. Therefore,
the implementation of current detection techniques becomes challenging in large MIMO
systems, notably for certain emerging wireless applications such as large-scale internet
of things (IoT) networks [104], which are very demanding in terms of both the large
number of connected IoT devices and high link reliability.
Buzzi et al. applied a widely linear filter along with ABPSK modulation to improve sig-
nal detection in fully- and over-loaded (small) MIMO systems [24]. WL filters typically
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Figure 3.1: Block diagram of MU-MIMO with a WLZF-LAS receiver. The FEC, MOD
and FEC−1 blocks refer to the channel coding, ABPSK modulators and channel decod-
ing, respectively.
exhibit superior performance compared with strictly linear filters when the transmitted
signals, interference, or noise are improper, which is the case when real-valued transmis-
sions are used. Widely linear filters were discussed in Section 2.4.3.
In this work, we apply the WL filter derived in [24] (termed WLZF) into fully- and over-
loaded large MU-MIMO systems with real-valued constellations. The main motivation
is that the WLZF receiver has low complexity, similar to that of ZF, with respect to the
MIMO system size even in very large over-loaded scenarios. Specifically, our contribu-
tions include: 1) we find that the spatial diversity of WLZF under Rayleigh fading is
M − K/2 + 1/2 (cf. diversity of ZF is M − K + 1); the diversity expression also allows
us to find the exact SER of WLZF, and the diversity-multiplexing tradeoff that WLZF
exhibits, and 2) we present some interesting results upon applying WLZF as the starting
point for the LAS receiver, because due to the large spatial diversity gain, the algorithm
can quickly converge to a near-optimal decision without the knowledge of noise variance.
3.1 MU-MIMO with Real Constellations
The uplink of a wireless large MU-MIMO communication system is considered, subject
to K ≤ 2M , where the system loading factor is defined as α = K/M . The system model
is the one described in Section 2.1. The block diagram of the proposed approach is shown
in Fig. 3.1, where independent bit streams bk, k ∈ [1,K] which denote the information
bits of each UTs are independently FEC-coded, ABPSK-modulated, transmitted and
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passed through the MIMO channel. At the receiver, the multiplexed signals ym, m ∈
[1,M ] are passed through the WLZF equaliser, which removes the interference. A hard
decision is taken for each stream and fed into the LAS post-processing stage, and finally
independently FEC-uncoded. The output are the bit streams bˆk, which are the estimates
of the information bits bk.
This section will begin by presenting some preliminaries of ZF equalisation, particularly
the approximate outage probabilities, which will be useful for the remaining part of
the section. Then, a simple derivation is presented of the WLZF filter in [24], which
is used for recovering real-valued transmissions. Subsequently, we derive the spatial
diversity order of WLZF, which will be key to finding the approximate system outage
probability, which in turn will allow us to express the diversity-multiplexing tradeoff
of MU-MIMO with real-valued constellations and WLZF equalisation. As a particular
case of real constellations, L-ary ABPSK modulation is used. Then, the exact SER
(and approximate BER) is derived for WLZF with L-ABPSK modulation. Next, to
further increase detection reliability, WLZF-LAS is proposed, which consists of WLZF
equalisation followed by a LAS processing stage, as shown in the block diagram in Fig.
3.1. Finally, computer simulations are presented to evaluate the performance of WLZF
and WLZF-LAS in fully- and over-loaded MU-MIMO with L-ABPSK modulation.
3.1.1 Preliminaries of ZF equalisation
The objective is to find an approach that has comparable complexity with the linear
ZF algorithm whilst offering better error performances. To this end, it is worthwhile to
revisit the ZF algorithm from (2.18), which employs the matrix WZF = (H
HH)−1HH
to equalise the MIMO channel
z = WZFy = x + (H
HH)−1HHv, (3.1)
therefore every user’s message is individually detected. The complexity of ZF channel
equalisation is O(MK2+K3) [23]. The terms x, and z in (3.1) have 0 mean, and the co-
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variance of the signal term is cov(x) = σ2xI, and for the noise term cov
(
(HHH)−1HHv
)
=
σ2v(H
HH)−1, therefore, the post-equalisation SNR for the kth element of z is given by
γk =
γo[
(HHH)
−1]
kk
. (3.2)
The system outage probability, which occurs when at least one data stream out of K in
(3.1) is in outage, is approximately [105]
P(3.1)out = 1− P
(
K⋂
k=1
{
I(zk;xk) ≥ R
K
})
(3.3)
= 1−
(
P
(
I(zk;xk) ≥ R
K
))K
(3.4)
≈ K P
(
I(zk;xk) < R
K
)
(3.5)
= K P
(
log(1 + γk) <
R
K
)
(3.6)
= K P
(
γk < 2
R/K − 1
)
(3.7)
= K Fγk
(
2R/K − 1
)
, (3.8)
where R is the sum rate of all the transmissions by the K UTs, and I(zk;xk) = log(1+γk)
denotes the mutual information between zk, xk, which refers to the k
th element of z
and x, respectively. Eq. (3.4) is due to independence of the UT transmissions, and the
approximation at (3.5) is accurate when the outage probabilities are small, (3.7) is found
solving for γo, and (3.8) comes from the definition of FX(x), which is the cumulative
distribution function (CDF).
Assuming H to be an i.i.d. complex Gaussian matrix, (γk)/(γo) is known to be chi-square
distributed with 2(M − K + 1) degrees of freedom, i.e. γk/γo ∼ χ22(M−K+1) [106], [45],
for high SNR the outage probability can be expressed as [21, Eq. (5.66)]
P(3.1)out ≈
K(2R/K − 1)Dcplx
Dcplx!
γ−Dcplxo (3.9)
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where (R)/(K) is the target data rate of each individual usera, and Dcplx = M −K + 1
is the spatial diversity order. Comparing to the optimal algorithms (e.g. ML) with
diversity order M (or equivalently, 2M degrees of freedom)b, the ZF algorithm is too
suboptimal in terms of degrees of freedom and spatial diversity order, particularly for
the case of M = K (or M ≈ K).
3.1.2 Widely Linear Zero Forcing
In the following, a simple characterization of the filter proposed in [24] (denoted as
WLZF) is presentedc; we then obtain the expression for diversity that it achieves.
The MIMO model equation (2.1) can be written in its real representation as
R(y)
I(y)
 =
R(H) −I(H)
I(H) R(H)

︸ ︷︷ ︸
H(R)
R(x)
I(x)
+
R(v)
I(v)
, (3.10)
where R(·) and I(·) are the real and imaginary components, respectively. However,
because the transmit symbols are selected from a real constellation, I(x) = 0, therefore
(3.10) is equivalent to
R(y)
I(y)
 =
R(H)
I(H)
[R(x)]+
R(v)
I(v)
, (3.11)
which can be written in compact form as
y˘ = H˘x˘ + v˘ , (3.12)
aHere an equal rate is considered for each UT. As justified in [105], a generalization to unequal rate
assignment is immediate, since equal or unequal rate assignments have the same diversity.
bAn independent complex signal contains 2 DoF (the real and imaginary components), but only con-
tributes for unitary diversity. This can be seen by representing the complex signal in polar coordinates,
where the magnitude component contributes with the diversity, but not the phase component.
cThe derivation of the filter in [24] follows a different path. Here we present what we believe is a
simpler derivation, with a clear representation that simplifies its analysis and allows its further extension
to the proposed approach in Chapter 4.
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where y˘, H˘, x˘, and v˘ are real-valued and have dimensions 2M × 1, 2M ×K,K × 1, and
2M × 1, respectively. The ZF estimate of the transmitted signal using (3.1) is given
by z = H†y, where (·)† denotes the pseudoinverse. However, it should be noted that it
is not necessary to perform a pseudoinversion on the full channel matrix; therefore, a
better approach is to use (3.12)
z˘ = H˘†y˘ =
R(H)
I(H)
† y˘ = R(x) + (H˘HH˘)−1H˘H v˘ (3.13)
which is the WLZF approach. The benefits are due to the fact that the equivalent
channel matrix H˘ has half the number of columns that the real representation of the
channel matrix H(R) has, thus making it better conditioned, as discussed in Section
2.2.1. Furthermore, because half the column vectors are removed, up to twice as many
transmit antennas than receive antennas can be used, since when K = 2M , the channel
matrix H˘ becomes square, a fact recognised in [24]; this would make the system over-
loaded but the channel matrix would not be underdetermined. It should be noted that
these terms are not the same: ‘over-loaded’ is with reference to the number of antennas,
and ‘underdetermined’ is an attribute of the channel matrix.
Proposition 3.1. When H is i.i.d. complex Gaussian, the WLZF approach achieves a
diversity of
DWLZF = M − K
2
+
1
2
. (3.14)
Proof. see Appendix A.
Having derived the spatial diversity expression of WLZF, the approximate outage prob-
ability for WLZF can be obtained in the same way as the for ZF. Following (3.3 - 3.9),
the system outage probability of WLZF with real-valued modulation is approximately
P(3.13)out ≈
K(22R/K − 1)DWLZF
Γ(DWLZF + 1)
γ−DWLZFo , (3.15)
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where Γ(·) is the gamma function, and DWLZF = M −K/2 + 1/2 is the spatial diversity
achieved by WLZF, obtained from Proposition 3.1. It can be concluded that the use of
real modulations effectively increases the spatial diversity order by (K − 1)/2, without
penalty to the computation complexity. On the other hand, the spatial multiplexing
gain is reduced by K/2, compared to the complex modulation. The outage probability
in (3.15) will be used to determine the diversity-multiplexing tradeoff of WLZF, which
is discussed next.
3.1.3 The Diversity-Multiplexing Tradeoff of WLZF
The diversity-multiplexing tradeoff, as described by Zheng and Tse [107], [21], is a funda-
mental property of communications systems in slow fading channels. It is a simplification
of the outage probability vs. target rate curves in the high-SNR regime. It asserts that a
communication scheme can simultaneously exploit the degrees of freedom and diversity
of the channel, up to a certain amount. Specifically, it states that when the data rate
R(SNR) for a space-time coding scheme scales as
lim
SNR→∞
R(SNR)
log SNR
= GMUX , (3.16)
where GMUX is the multiplexing gain, and when the probability of error Pe(SNR) follows
lim
SNR→∞
logPe(SNR)
log SNR
= −GDIV , (3.17)
where GDIV is the diversity gain, then the the diversity-multiplexing tradeoff curve is
given by GDIV(GMUX). This is because, since GMUX and GDIV both depend on the SNR,
then they also depend on each other.
Corollary 3.1.1. The diversity-multiplexing tradeoff of WLZF is given by
GDIV =
(
M − K
2
+
1
2
)(
1− GMUX
K/2
)
, GMUX ∈
[
0,
K
2
]
(3.18)
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Figure 3.2: The diversity-multiplexing tradeoff (Gdiv, Gmux) of WLZF with real modu-
lations and ZF with complex modulation.
Proof. From the result in [21, Eq. 9.20], the diversity-multiplexing tradeoff for a parallel
channel with D diversity branches is GDIV = D (1 − GMUX), with GMUX ∈ [0, 1]. By
analogy and substituting the diversity and multiplexing gain achieved by WLZF, it is
straightforward to obtain the DMT of WLZF.
The diversity-multiplexing curve achieved by WLZF is plotted in Fig. 3.2, along with the
DMT curve of ZF. From the figure, it can be seen that the use of real-valued modulated
signals increases the diversity gain (which can be positive even for some cases where
K > M), compared to complex modulations. In exchange, the multiplexing gain of real
signals is halved. This means that WLZF can efficiently exploit the spatial degrees of
freedom at the cost of a loss in modulation efficiency. The use of real constellations
can offer improved performance over complex modulations when using linear receivers
in some scenarios, such as in fully- and over-loaded MU-MIMO without incurring in
additional complexity, since most of the complexity involves the channel matrix inversion.
WLZF can be seen as a way of splitting the in-phase and quadrature components of a
complex stream into two separate real streams; in doing so, twice the number of transmit
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antennas are supported. In exchange, the orthogonality that existed in the components
of the complex stream disappears, which results in a slight decrease of 0.5 in diversity.
This is in agreement with the analysis presented in [108], where it was observed that
a complex stream occupies 2 degrees of freedom out of the total 2M available in the
system, but a real stream uses only 1 DoF; thus, by assiging only one real stream per
UT, twice as many UTs accommodated, effectively doubling the number of users served
by the network, at the cost of a diminished throughput efficiency of each user. WLZF
is also consistent with [54], where it is shown that a receiver array with M elements can
suppress 2M−1 rectilinear interferences, effectively supporting 2M real-valued streams.
3.1.4 Analytical Error Rate of WLZF with L-ary ABPSK Modulation
In this section, the exact average SER expression is found for a MIMO system with i.i.d.
Rayleigh fading with D diversity branches, when D is allowed to be fractionald (as is
the case for DWLZF in (3.14) when K is even), using L-ary ABPSK modulation; this
expression will then be used to obtain the approximate BER.
For MU-MIMO with a ZF receiver and BPSK or QPSK modulation, the exact average
BER expression is given in [109, eq. (7)] as
P(BPSK)b =
1
2
−
√
γo
pi
Γ(D + 12)
Γ(D)
× 2F1
(
1
2
, D +
1
2
;
3
2
;−γo
)
, (3.19)
where D is the diversity order, Γ(·) is the Gamma function and 2F1( , ; ; ) is the hyperge-
ometric function. Eq. (3.19) also applies to WLZF with BPSK, by using D = DWLZF.
After ZF or WLZF equalisation the K streams are effectively decoupled and detected
individually, and since all the streams have the same distribution per (3.2), it is sufficient
to analyze the error rate of a single stream to determine the overall MU-MIMO error
rate. Therefore, the approach for finding the average error rate for MU-MIMO with
ZF or WLZF equalisation consists on finding the expected value of the error rate of a
dClosed form error probability expressions for integer-valued D are more common (e.g. [21, Eq. (3.37)]
for BPSK / QPSK).
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SISO system, averaged over the distribution of the instantaneous SNR γk, which is a
random variable. Using this approach, (which is used in [109] to find (3.19)), the error
probability for L-ary ABPSK can be derived as follows.
The instantaneous SER for a SISO system with L-ABPSK is given by [65, eq. (8.3)]
P(ABPSK)s =
2(L− 1)
L
Q
(√
6γk
L2 − 1
)
, (3.20)
where Q(x) is the Q-function defined as 1√
2pi
∫∞
x e
−t2/2 dt. Since γk is a random variable,
the expectation over γk needs to be taken in order to find the average SER, denoted as
P(ABPSK)s
P(ABPSK)s = Eγk
[
P(ABPSK)s
]
(3.21)
=
∫ ∞
0
P(ABPSK)s f(γk) dγk (3.22)
=
∫ ∞
0
2(L− 1)
LΓ(D) γo
Q
(√
6γk
L2 − 1
) (
γk
γo
)D−1
e
− γk
γo dγk (3.23)
=
2(L− 1)
LΓ(D)
∫ ∞
0
Q
(√
6γγo
L2 − 1
)
γD−1 e−γ dγ (3.24)
where f(·) is the probability distribution function (PDF), and e is the base of the natural
logarithm. The last two steps in are because of the definition γ = γk/γo (note that
E[γk] = γo), where γ ∼ X 2D.
Since the Q function can be written as [109]
Q(x) =
1
2
− x√
2pi
Φ
(
1
2
;
3
2
;−x
2
2
)
, (3.25)
where Φ( ; ; ) is the confluent hypergeometric function of the first kind. By substituting
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(3.25) into (3.24), the following is obtained
P(ABPSK)s =
2(L− 1)
LΓ(D)
∫ ∞
0
(
1
2
−
√
3γγo
pi(L2 − 1) Φ
(
1
2
;
3
2
;− 3γγo
L2 − 1
))
γD−1 e−γ dγ .
(3.26)
Applying identity (7.621.4) from [110] the final exact SER expression is
P(ABPSK)s =
L− 1
L
−2(L− 1)
L
√
3γo
pi(L2 − 1) ×
Γ(D + 12)
Γ(D)
× 2F1
(
1
2
, D +
1
2
;
3
2
;
−3γo
L2 − 1
)
.
(3.27)
The average BER can then be approximated by [65, eq. (8.7)]
P(ABPSK)b '
P(ABPSK)s
log2L
, (3.28)
where the notation ‘'’ refers to an asymptotic equality.
As mentioned above, these results are for a general MIMO system using L-ABPSK
modulation with D diversity branches, therefore, by setting D = DWLZF, (3.27) and
(3.28) describe the exact SER and approximate BER, respectively, of L-ary ABPSK-
modulated MU-MIMO with WLZF equalisation.
3.1.5 WLZF-LAS
As was seen in Chapter 2, linear equalisers such as ZF and MMSE are commonly used
as building blocks for more advanced detection techniques; for instance, ZF can be used
as the initial step for the SD. Therefore, we propose to use WLZF as the first stage for
the LAS algorithm, and denote it as WLZF-LAS. A block diagram of MU-MIMO with
WLZF-LAS is shown in Fig. 3.1.
LAS is a heuristic algorithm applicable for large MIMO detection and is able to achieve
3.2. Performance Evaluation and Discussion 64
near-optimal error performance with a complexity per bit of O(MK). LAS was reviewed
in Section 2.5.1, where the algorithm was presented.
The complexity and error performance of LAS are very sensitive to the initial vector.
For m > 4 in fully-loaded scenario, ZF-LAS (LAS with a ZF initial solution) does not
converge to the optimal solution (MMSE-LAS does approach optimal performance for
m = 4). However, by using WLZF as the starting point, and with the reduced-column
channel matrix H˘, WLZF-LAS is able to find a near-optimal solution without the need
for noise variance knowledge. The results in the next section will show that this is true
even for high modulation orders such as 16-ABPSK, something that the conventional
LAS algorithm is unable to achieve.
3.2 Performance Evaluation and Discussion
Computer simulations were performed to evaluate WLZF and WLZF-LAS in large MU-
MIMO systems with an i.i.d. frequency-flat block Rayleigh fading channel. Results
are presented for a 128×128 fully-loaded case, and for up to 64 × 128e in over-loaded
scenarios, for uncoded and coded systems. The proposed techniques allow even larger
MIMO sizes due to their low complexity. However, the number of streams for which
CSIR estimation can be performed in one channel coherence period limits the number of
UTs (although the channel coherence time could be relatively long for some static or low-
mobility IoT devices). Because the network density is expected to keep increasing [2],
CSIR estimation for a large number of antennas is an active research area and some
promising approaches to this problem have been presented, e.g., pilot reuse [111].
The performance of WLZF has been evaluated for small MIMO systems in [24]. This sec-
tion focuses on large MIMO systems, mainly because of two reasons: 1) the performance
of WLZF improves as the MIMO size increases, given a fixed α (recall that α = K/M),
due to the increased diversity order; and 2) no other approaches (e.g., [103]) seem to be
eRecall that this notation refers to M ×K.
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Figure 3.3: BER vs. Eb/N0 in a fully-loaded system for ZF and WLZF for L = {2, 4},
and WLZF for L = {2, 4, 8, 16} with 128×128 antennas. Also includes results for ZF us-
ing QPSK with 128×64 antennas. The results are for uncoded systems with a frequency-
flat block Rayleigh fading channel.
feasible (as far as the authors are aware) for large over-loaded MIMO systems, due to
their high complexity.
WLZF in fully-loaded uncoded large MU-MIMO The BER vs. Eb/N0 results
are exhibited in Fig. 3.3 for an uncoded fully-loaded scenario with 128×128 antennas
and other supporting cases. The following plots are shown: a) ZF with BPSK and
QPSK, b) WLZF with BPSK, 4-ABPSK, 8-ABPSK, and 16-ABPSK (both simulated and
theoretical), c) the lower bound 1×1 (SISO) case with an AWGN channel, and finally,
d) ZF with QPSK (which is the same as for BPSK) for a half-loaded 128 × 64 system.
Several observations can be obtained from Fig. 3.3: i) WLZF drastically outperforms
ZF, as the former achieves a very high diversity (which is 64.5 for 128×128), but the
latter obtains only unitary diversity; ii) for WLZF with BPSK, a gap of approximately
3 dB in Eb/N0 remains in terms of achieving the AWGN bound; iii) for WLZF, each
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increase in modulation orderf requires an additional 4 dB approximately in Eb/N0 to
obtain the same BER, which is inherent to the use of real modulations, which exhibit half
the multiplexing gain compared to complex modulations (as discussed in Section 3.1.3);
iv) the theoretical equations (3.27) and (3.28) for WLZF are seen to fit the simulation
results very closely; a noticeable mismatch can be seen in low Eb/N0 values for 8-ABPSK
and 16-ABPSK, which is due to the approximation in (3.28); and v) the channel matrices
have the same dimensions (in their real representation) for the half-loaded 128× 64 ZF
with QPSK and the fully-loaded 128×128 WLZF with 4-ABPSK; however, there is a
gap of approximately 7 dB (4 dB if BPSK is used) in Eb/N0; this means that twice the
number of UTs can be supported using WLZF at the expense of additional power.
WLZF-LAS in fully-loaded uncoded large MU-MIMO The results when LAS
processing is added to the ZF and WLZF equalisers are presented in Fig. 3.4, where ZF-
LAS is compared to WLZF-LAS for binary and quaternary modulation orders. From the
figure, it can be seen that WLZF-LAS outperforms ZF-LAS by a small amount for BPSK
modulation, however, for 4-ABPSK, WLZF-LAS approaches the optimal 4-ABPSK lower
bound, but ZF-LAS with QPSK modulation does not converge towards the ML bound,
a fact that was discussed in Section 2.5.1. Interestingly, it can be noted that WLZF-
LAS is achieves near-optimal error performance for higher order modulation orders, here
shown for 8-ABPSK and 16-ABPSK modulation, and it does so without requiring an
estimate of the noise variance σ2v , which is needed by some receivers that use the MMSE
equaliser. This is significant, since so far, no other detection algorithm is able to offer
optimal convergence in large MIMO, when high-order modulations are employed.
Over-loaded uncoded large MU-MIMO The performance evaluation of WLZF
and WLZF-LAS in over-loaded scenarios in the range 1 ≤ α ≤ 2 can be observed in
Fig. 3.5. Results are shown for system settings using 4-ABPSK modulation and with
increasing values of α = {1, 1.5, 1.875, 2}, with M = 64. Also included is the 4-ABPSK
fIt is worth noting that in this case, the corresponding curves used for comparison have different data
rates. The same case applies to Fig. 3.5.
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Figure 3.4: BER vs. Eb/N0 in fully-loaded 128×128 MIMO for ZF-LAS with L = {2, 4}
and WLZF-LAS with L = {2, 4, 6, 16}. Results are for uncoded systems with an i.i.d.
Rayleigh fading channel.
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Figure 3.5: BER vs. Eb/N0 for WLZF and WLZF-LAS using 4-ABPSK modulation
with M = 64. Plots are shown for an uncoded system with α = {1, 1.5, 1.875, 2}, with a
flat i.i.d. Rayleigh fading channel.
1×1 SISO AWGN lower bound that is valid only when α = 1. From Fig. 3.5, it can be
seen that as α increases, additional power is required for successful detection, and the
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Figure 3.6: BER vs. Eb/N0 for WLZF and WLZF-LAS using 4-ABPSK modulation
with M = 64. Plots are shown for a 1/3-rate turbo-coded system with α = {1, 1.5}, and
a frequency-flat Rayleigh fading channel.
diversity gradually decreases to the point where it becomes 0.5 for α = 2, because the
equivalent real channel matrix H˘ in (3.12) becomes square. The results demonstrate
that simple linear detection is capable of obtaining good performance for over-loaded
systems with an unprecedented number of antennas, and even better performance can
be achieved through an additional low-complexity LAS processing.
Coded large MU-MIMO Further simulations were run for coded systems using
WLZF and WLZF-LAS detection with 4-ABPSK modulation. Each transmitted stream
was independently coded using a turbo code with a code rate Rc = 1/3, with systematic
recursive convolutional (RSC) encoders with a constraint length of 4, forward polynomial
1 + x + x3, feedback polynomial 1 + x2 + x3, MAP decoder, 6 iterations, and a frame
size corresponding to 100 uncoded symbols. Each detection method was tested in a
fully-loaded 64×64 and an over-loaded 64 × 96 scenario. Hard decision was used as
the output of the WLZF detector since the LAS algorithm operates with hard decision
inputs and outputs. The results are shown in Fig. 3.6, including a coded SISO AWGN
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curve as reference. It can be noted that a 3 dB gap is present between uncoded WLZF
and WLZF-LAS fully-loaded case if Fig. 3.3 and Fig. 3.4 are compared, however, for
the coded case, the gap is reduced to approximately 0.9 dB at a BER of 10−4. Similarly,
for the over-loaded scenario the gap is reduced from 5 to 2 dB from the uncoded to
the coded scenarios. These results suggest that in coded systems where computational
complexity is an issue, high reliability can still be obtained using simple WLZF.
3.3 Summary
The use of real-valued modulation has had limited application in wireless communica-
tions due to its reduced modulation efficiency, compared to complex modulation. Never-
theless, real constellations been proven to be useful in certain applications, particularly
in MIMO systems, where it is shown in [24] that ABPSK together with a widely linear
receiver offers improved error performance over QAM with linear receiver when there
are equal or more transmit than receive antennas. However, an explanation on why this
occurs is not presented in [24].
In this chapter, we presented a simple derivation of the ZF widely linear equaliser, which
is termed WLZF, and showed that the channel matrix of the WLZF equaliser contains
half the column vectors of that of the ZF equaliser, which makes the matrix better con-
ditioned. This observation allowed us to show that the use real-valued modulation with
a WLZF equaliser offers an increased spatial diversity compared to complex modulation
with a ZF equaliser, due to its decreased spatial loading. However, real modulation
also suffers from a halved multiplexing gain compared to complex constellations. It was
shown that this behaviour can be explained through the diversity-multiplexing tradeoff
offered by WLZF, which is different from the DMT offered by complex modulation with
a ZF equaliser. The alternate DMT of WLZF offers improved error performance over ZF
in certain cases (without an expense in complexity), such as the fully- and overloaded
MU-MIMO scenarios considered in this chapter.
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Taking advantage of the fact that the spatial diversity of WLZF increases with the MIMO
size, it was advocated to use real-valued constellations with a WLZF for large MU-MIMO
systems with a high UT density. Additionally, it was proposed to use WLZF as an initial
solution to the LAS algorithm, where it was shown through computer simulations that
near-optimal BER and convergence when using high modulation orders can be achieved
for large MIMO systems with low complexity and without the need for noise variance
estimation, something that was not shown to be possible by other large MIMO detection
schemes. Finally, it was observed that in coded systems, the gap in error performance
between WLZF and WLZF-LAS is reduced. The results suggest use of real-valued
modulation can lead to efficient receivers in highly dense networks.
This chapter considers MU-MIMO networks with a very high UT density, and assumed
that the receiver knows the channel coefficients. In practice, however, channel estimation
for such a large number of users can be a significant challenge. Nevertheless, channel
estimation for a large number of users is an active research area, and clever techniques
have been presented in the literature (e.g. pilot reuse [111]).
A disadvantage of the using real constellations for all the transmitted streams is that
it suffers from reduced multiplexing gain, which makes it useful mostly for low modu-
lation orders and thus reducing the per-UT throughput. In the next chapter, a hybrid
transmission scheme consisting of a combination of real and complex modulations is pre-
sented, and it will be shown that it is able to offer an optimised diversity-multiplexing
tradeoff.
Chapter4
Real-Complex Hybrid Modulated
MU-MIMO Systems
The previous chapter showed that the use of real constellations with a WL equaliser
results in increased spatial diversity, at the cost, however, of a low modulation efficiency.
This was explained by the alternate diversity-multiplexing tradeoff that real modulations
offer, compared to the DMT of complex constellations with linear equalisers.
For these reasons, we propose a novel modulation scheme in this chapter that offers
an optimised DMT, by combining the merits of real and complex constellations. The
approach is denoted real-complex hybrid modulation, and the main concept is that the
UTs send their information sequences with a mix of real and complex symbols, such that
they form an interleaved pattern in the spatial and temporal domains. The reasons for
interleaving the symbols in the spatial domain is to benefit from the added diversity that
the real symbols offers, while in the temporal domain, the complex symbols increase the
rate efficiency and offers rate fairness among all the users.
The suggested receiver is called WL-SL-SIC, which consists of a WLZF equaliser com-
bined with a sequence-level SIC detector. The SL-SIC concept was proposed in [25], [26],
and is an improvement to the conventional SIC algorithm, as it avoids error propagation
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Figure 4.1: Block diagram of RCHM-MIMO. The CRC, FEC, MOD, EQ/IC, DEMOD,
FEC−1, and CRC−1 blocks refer to the CRC encoding, channel coding, RCHM modula-
tors, equalisation/interference cancellation, demodulators, channel decoding, and CRC
detection, respectively. The HS block refers to the channel emulation, for only the
streams that passed the CRC check.
by attaching a CRC to the transmitted sequence of each UT, and at the receiver, the
decoded data is verified for errors before performing cancellation.
The combination of the RCHM transmission scheme and the WL-SL-SIC receiver is
referred to as RCHM-MIMO, and a block diagram can be found in Fig. 4.1.
In the following sections, the RCHM concept is presented, then through the analysis
of the system outage probability, the optimal RCHM pattern in terms of the real-to-
complex symbol ratio and power allocation is found, given target rate and target prob-
ability of outage.
Furthermore, we analyse the BER of RCHM-MIMO; noticing that the exact mathemat-
ical form is intractable, we make use of a state machine to approximate the BER. It is
shown that the results obtained by the analytical approach are close to those obtained
by computer simulations. In addition, an analysis of complexity and convergence of the
WL-SL-SIC receiver is presented; it is observed that only a few iterations are required,
a fraction of the number of UTs.
Finally, we present extensive computer simulations that exhibit the performance of
RCHM-MIMO in different scenarios, such as: uncoded or FEC-coded, perfect or es-
timated CSI, and single or multiple BSs with geometric UT distribution.
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4.1 Preliminaries
The use of real modulations results in a performance penalty for the ML optimal algo-
rithms. It is shown that the spatial diversity-order of ML is M regardless of modula-
tions [45], [21], then the approximate system outage probabilities for complex and real
modulations using the ML receiver are
P(cplx)out ≈
K(2R/K − 1)M
M !
γ−Mo , (4.1)
P(real)out ≈
K(22R/K − 1)M
M !
γ−Mo . (4.2)
Denote γ(cplx) and γ(real) to be γo in the cases of complex and real modulations, respec-
tively. Let P(cplx)out = P(real)out , we can use (4.1) and (4.2) to immediately obtain
γ(real)
γ(cplx)
=
22R/K − 1
2R/K − 1 (4.3)
which shows the performance penalty in SNR when real modulations are employed in
MU-MIMO communications.
Therefore, conventional MU-MIMO with real modulations is not a scalable technology,
due to its poor modulation efficiency; as already recognised by the technical community
(e.g. [21] and many others). Nonetheless, the use of real modulations can improve the
spatial diversity gain for linear MU-MIMO receivers at the expense of multiplexing gain.
In Section 4.2, we will introduce the concept of RCHM-MIMO, which combines the merits
of real and complex modulations to achieve a suitable spatial diversity-multiplexing
tradeoff that can largely improve the scalability of MU-MIMO detection.
4.2 RCHM-MIMO: DMT and Waveform Optimisation
RCHM-MIMO differs from conventional MIMO systems mainly in the sense of wave-
form design. In the RCHM-MIMO system, every UT transmits a data sequence mixed
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Figure 4.2: RCHM example pattern for α = 1/2.
with real and complex modulation symbols. Such a scheme belongs to the family of
hybrid modulations, which include spatial modulation [112], FSK-QAM (F-QAM) [113],
interleaving modulation [114], and some others, with each having their special use cases.
For instance, the spatial modulation is proposed to increase the multiplexing gain for
multi-antenna transmitters with low-cost RF front-end; F-QAM is proposed for cell-edge
interference mitigation; and the interleaving modulation is proposed for blind channel
estimation. Here, we stress that RCHM is the hybrid modulation particularly designed
for enhancing the scalability of MU-MIMO uplink communications. In this section, we
will discuss about the design criteria of RCHM-MIMO, system outage probability, spatial
diversity-multiplexing tradeoff, as well as the optimisation of RCHM waveform.
4.2.1 RCHM Waveform and Design Criteria
Definition 4.0.1. Denote x¯k = [xk,0, ..., xk,N−1]T to be the temporal symbol block sent
by the kth UT, where N is the length of the block. The spatial symbol block x in (2.1)
is now labelled by the time index n ∈ [0, N − 1], i.e., xn = [x1,n, ..., xK,n]T . Denote
Nc,k and Kc,n to be the number of complex symbols in x¯k and xn, respectively. RCHM
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requires
0 < Nc,k < N, 0 < Kc,n < K, ∀k, n. (4.4)
Note that RCHM turns into real modulation for Nc,k = 0,∀k, or complex modulation
for Nc,k = N, ∀k.
As far as user fairness and signalling overhead are concerned, the RCHM waveform
design should follow three criteria:
C1) Every spatial block xn,∀n, shall employ the same real-to-complex symbol ratio, i.e.,
αn = (K −Kc,n)/(Kc,n) or equivalently, Kc,n shall be identical for n ∈ [1, N ]. Such can
largely simplify the RCHM-MIMO system design and optimisation. The notations αn
and Kc,n can be simplified by omitting the subscript [·]n.
C2) For the sake of user fairness, UTs should be equal for sharing the spatial degrees
of freedom. It means that the real-to-complex symbol ratio should be identical for all
users, i.e., βk = (N −Nc,k)/(Nc,k) or equivalently, Nc,k shall be identical for k ∈ [1,K].
C3) UTs can have different patterns to place their real and complex symbols in the
time-domain block x¯k in order to fulfill the criterion C2). Then, the network will have
to inform UTs regarding the pattern for them to use. The set of patterns should be made
as small as possible so as to minimise the signalling overhead. Similarly, the number
of distinct spatial blocks that fulfill criterion C1) should be kept as small as possible,
since this affects the receiver complexity, specifically in regards of the number of channel
matrix inversions; see Section 4.3.3.
Lemma 4.1. Given M the maximum of active UTs, a sufficient condition for the criteria
C1)-C2) to be satisfied is: N is a common multiple of the integer set K ∈ {1, 2, ...,M}.
Proof. Denote K?c to be the optimum of Kc given K. The criterion C1) requires ev-
ery spatial block to utilise the optimum real-to-complex ratio α? = (K − K?c)/(K?c).
According to C2), every UT should have
Nc = (NK
?
c)/(K) (4.5)
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where we omit the subscript [·]k for notation simplicity. Since Nc is an integer, it is
necessary that (NK?c) is a multiple of K to satisfy (4.5). This necessary condition is a bit
strict since K?c is a function of K; as shown in Section 4.2.3. We note that K
?
c is also an
integer, hence (4.5) is still satisfied if N is a common multiple for K ∈ {1, 2, ...,M}.
When the length of temporal symbol block is configured according to Lemma 4.1, it is
trivial to find the result α? = β?. Then, the optimisation procedure is simplified by
determining α? or K?c only. In Sections 4.2.2 and 4.2.3, we will introduce the design and
optimisation of RCHM-MIMO with the criteria C1)-C3) to be satisfied.
An example of an RCHM pattern is depicted in Fig. 4.2 for α = 1/2.
4.2.2 Outage Probability and Spatial Diversity-Multiplexing Tradeoff
with ZF Equaliser
Consider the MU-MIMO receiver employing the WLZF algorithm for the MIMO chan-
nel equalisation, similar to the approach presented in Section 3.1.2. The criterion C1)
requires every spatial block xn to use the same real-to-complex symbol ratio α, hence
our outage probability analysis can ignore the subscript [·]n.
Given Kc complex symbols within x, the term <(x) in (3.10) remains a K × 1 real
vector, and =(x) has Kc non-zero real elements. In order to simplify the notation, we
denote =(x) to be a Kc×1 vector containing only non-zero elements. In addition, we let
H˘1 = H˘ and H˘2 a (2M)× (Kc) matrix formed by collecting Kc columns of the matrix
[−=(H)T ,<(x)T ]T corresponding to =(x). The real-signal equivalent model (3.10) reads
as
y˘ = [H˘1 H˘2]
 <(x)
=(x)
+ v˘ (4.6)
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Let H = [H˘1 H˘2]. The output of the WLZF channel equaliser is
z˘ =
 <(x)
=(x)
+ (HHH)−1HH v˘ (4.7)
The SNR for each element of z˘ in (4.7) is approximately chi-square distributed. However,
the degrees of freedom are different for real and complex symbols. For real symbols, (4.7)
has no fundamental difference with (3.13), and we have (2M −K −Kc + 1) degrees of
freedom for every element corresponding to real symbols. For complex symbols, we
remind that a complex symbol has real and imaginary counterparts in x, which counts
as two degrees of freedom. Hence, the element of z˘ corresponding to complex symbols
has (2M −K −Kc + 2) degrees of freedom.
Lemma 4.2. Given equal rate for each individual UT, the system outage probability of
RCHM-MIMO with the WLZF channel equaliser is approximately
P(4.7)out ≈
(
(K −Kc)(22R/(K+Kc) − 1)Drchm
Γ(Drchm + 1)
+
Kc(2
2R/(K+Kc) − 1)(Drchm+ 12 )
Γ(Drchm +
3
2)
√
γo
)
γ−Drchmo (4.8)
where Drchm = (2M − (K +Kc − 1))/2 is the spatial diversity-order of RCHM-MIMO.
Proof. Denote z˘k to be the k
th element of z˘, and x˘k the k
th element of [<(x)T=(x)T ]T .
For real-modulated signals, the mutual information between z˘k and x˘k is: Ir(k) =
1
2 log(1 + γk); for complex-modulated signals, the mutual information for the k
th
1 com-
plex modulated signal is: Ic(k1) = log(1 + γk1), where γk1 is approximately chi-square
distributed with (2M −K−Kc + 2) degrees of freedom. Given the system target rate R
and equal rate assignment for each element of z˘: Ro = R/(K +Kc), the system outage
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probability is the probability for at least one of UTs to be outage
P(4.7)out = 1− (P (Ir ≥ Ro))K−Kc (P (Ic ≥ 2Ro))Kc (4.9)
≈ (K −Kc)P (Ir < Ro) +KcP (Ic < 2Ro) (4.10)
In (4.9), we omit the user index for the mutual information Ir and Ic since they are
user independent in the outage probability computation. Moreover, the approximation
in (4.10) is accurate when the outage probabilities for each element are small. Following
the procedure in [21], it is trivial to derive from (4.10) to (4.8).
Lemma 4.2 shows that the spatial diversity-order of RCHM-MIMO is Drchm, which
fulfills: Dreal > Drchm > Dcplx. Moreover, it is easily understood that the spatial
multiplexing-order of RCHM-MIMO is: (K + Kc)/2, which is also in between of real
modulations (K/2) and complex modulations (K). Since after ZF or WLZF equalisation
the signals are interference-free, they can be modeled as a parallel channel. As discussed
in Corollary 3.1.1, the diversity-multiplexing tradeoff for a general parallel channel with
D diversity branches is given by [21, Eq. (9.20)] GDIV = D(1−GMUX), GMUX ∈ [0 , 1];
by substituting the diversity and multiplexing gain offered by RCHM-MIMO, it is found
that the diversity-multiplexing tradeoff of RCHM-MIMO is given by
Gdiv = Drchm
(
1− Gmux
(K +KC)/2
)
, Gmux ∈
[
0 ,
K +KC
2
]
(4.11)
where Gdiv and Gmux stand for the diversity gain and multiplexing gain, respectively.
Eq. (4.11) is plotted in Fig. 4.3 together with the spatial diversity-multiplexing tradeoff
of real and complex modulations. The solid line shows the range where RCHM-MIMO
outperforms the real-MIMO and complex-MIMO in terms of both the spatial diversity-
gain and multiplexing-gain.
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Figure 4.3: The spatial diversity-multiplexing tradeoff (Gdiv, Gmux) for real, complex
and RCHM-modulated MU-MIMO using the WLZF channel equaliser.
4.2.3 RCHM Waveform Design and Optimisation
The objective of RCHM waveform design and optimisation involves power allocation
between real and complex symbols and real-to-complex ratio optimisation, which will
be mainly based on the system outage probability. Moreover, the waveform should be
designed to minimise the signalling overhead as well as computation complexity.
Power Allocation
The system outage probability (4.8) implicitly assumes that the SNR is identical for both
real and complex symbols, or equivalently a complex symbol doubles the transmit-power
of a real symbol. When the SNR is different for real and complex symbols, the system
outage probability reads as
P(4.7)out ≈
(K −Kc)(22R/(K+Kc) − 1)Drchm
Γ(Drchm + 1)
γ−Drchmr
+
Kc(2
2R/(K+Kc) − 1)(Drchm+ 12 )
Γ(Drchm +
3
2)
γ
−(Drchm+ 12 )
c (4.12)
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Figure 4.4: Surface plot of P(4.7)out vs. γr and Kc in (4.12). The plot shows that P(4.7)out is
convex, s.t. the condition in (4.13). Some irregularities exist, as shown in the plot, but
are not minimums.
where γr and γc are the transmit-power to noise ratio for real and complex symbols,
respectively, with the relationship
(K −Kc)γr + (2Kc)γc = (K +Kc)γo (4.13)
where (K + Kc)γoσ
2
v is the total transmit-power constraint. The objective of power
allocation is to solve
γ?R = arg min
γr
P(4.7)out , s.t. (4.13) (4.14)
where γ?R is the optimal value of γr; after solving (4.14), the optimal value of γc can
immediately be found from (4.13).
Theorem 4.1. Suppose Drchm to be sufficiently large (e.g. Drchm  1), the power
allocation between real and complex symbols, s.t. (4.13), should fulfill the condition
γc
γr
≈
(
1
2η
√
Drchm + 1
) 1
Drchm+1
(4.15)
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where η =
√
γc/
√
2(2R/(K+Kc)) − 1.
Proof. As can be observed from Fig. 4.4, P(4.7)out in (4.12) is not a generally convex func-
tion of γr, as there are some irregularities that occur for higher values of γR. Fortunately,
these are not minimums of the function when subject to (4.13). Hence, the minimum
of P(4.7)out is achieved when (∂P(4.7)out )/(∂γr) = 0. Therefore, by substituting (4.13) into
(4.12) and taking the partial derivative with respect to γR, the following is obtained:
(see Appendix B for the derivation)
γ
(Drchm+
3
2
)
c
γ
(Drchm+1)
r
=
(Drchm +
1
2)Γ(Drchm + 1)
√
2(2R/(K+Kc)) − 1
2Drchm × Γ(Drchm + 32)
(4.16)
Given Drchm  1, (4.16) can be simplified by using a good approximation: (Drchm+ 12) ≈
Drchm. Moreover, the property of Gamma function: Γ(Drchm +
3
2) ≈ Γ(Drchm +
1)
√
Drchm + 1 is also a good approximation for Drchm  1. Applying these two ap-
proximations in (4.16) immediately leads to (4.15).
Considering RCHM-MIMO often operating in a high diversity order, we can use the
following limit to further simplifying (4.15)
γc
γr
= lim
Drchm→∞
(
1
2η
√
Drchm + 1
) 1
Drchm+1
= 1 (4.17)
which suggests a complex symbol double the transmit power of a real symbol for RCHM-
MIMO systems with a high diversity-order (e.g. Drchm > 5), and in this case we again
have γr = γc = γo.
Real-to-Complex Symbol Ratio Optimisation
Suppose Drchm to be large enough to enable the condition γr = γc = γo, we can
utilise the outage probability (4.8) to study the real-to-complex symbol ratio. With the
approximation used in the proof of Theorem 4.1, the outage probability (4.8) can be
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Figure 4.5: Surface and contour plots of γ0, the minimum required SNR vs. Kc and
target rate R in (4.19). The plot shows that γ0 is a convex function of Kc.
simplified into
P(4.7)out ≈
(
(K −Kc)η
√
Drchm + 1 +Kc
ηΓ(Drchm + 1)
√
Drchm + 1
)
× (22R/(K+Kc) − 1)Drchmγ−Drchmo , (4.18)
or reversely
γo ≈ (22R/(K+Kc) − 1)(
(K −Kc)η
√
Drchm + 1 +Kc
P(4.7)out ηΓ(Drchm + 1)
√
Drchm + 1
) 1
Drchm
(4.19)
Theorem 4.2. Given the outage probability P(4.7)out , M , K, the optimal real-to-complex
ratio α? is achieved through
K?c = arg min
Kc
γo , (4.20)
and from (4.20), the optimal ratio can be obtained by α? = (K −K?c)/(K?c).
We recognise that (4.19) is mathematically intractable, since γo is present on both sides
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Figure 4.6: Minimum SNR required for RCHM-MIMO to achieve a 1% outage proba-
bility, for real, complex and RCHM modulation. The plots are for a system with 20
BS antennas and three system loading scenarios with K = {20, 18, 10}. The curves for
RCHM-MIMO use the outage probability (4.19).
of the equation (from Theorem 4.1, γR = γo), and thus employ a numerical approach
to study the optimum ratio (4.20). First of all, our numerical results plotted in Fig.
4.5 show that γo is a convex function of Kc given the parameters P(4.7)out , M , K. Based
on this observation, we can utilise (4.19) to find the minimum γo as a function of the
system overall rate R; as a numerical example shown in Fig. 4.6. This numerical example
delivers some interesting implications:
i) In fully-loaded systems (M = K = 20), the conventional complex-modulated MU-
MIMO always performs the worst. There is at least 20 dB SNR difference between the
conventional MU-MIMO and the RCHM-MIMO. This is not surprising as conventional
MU-MIMO is not scalable in the fully-loaded case. The real-modulated MU-MIMO
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proposed in Chapter 3 offers very close SNR to the RCHM-MIMO at low data rate
(e.g. 40 bit/s/Hz or lower), and the SNR gap grows quickly with the increase of data
rate. This is also expected since RCHM-MIMO is designed to achieve the best spatial
diversity-multiplexing tradeoff by configuring Kc. It is observed that K
?
c is small at the
low data rate (K?c /K = 10%), and it generally grows with the increase of data rate.
This clearly indicates that RCHM takes more advantages from complex modulation at
higher data rates, and from real modulations at lower data rates.
ii) In heavily-loaded systems (M = 20,K = 18), the SNR gap between the conventional
MU-MIMO and RCHM-MIMO reduces to 3 − 5 dB, and the gap between the real-
modulated MU-MIMO and RCHM-MIMO gets largely increased (up to 13 dB at the
data rate of 120 bit/s/Hz). Again, K?c/K generally increases from 22.2% to 77.8% with
the increase of data rate.
iii) In lightly-loaded systems (M = 20,K = 10), the spatial multiplexing-gain be-
comes more important than the spatial diversity-gain. This is the case where the real-
modulated MU-MIMO performs the worst, and RCHM-MIMO switches to the complex-
modulated MU-MIMO (i.e. K?c/K = 100% in most cases).
4.3 BER Analysis of RCHM-MIMO with the WL-SL-SIC
Receiver
The theoretical work in Section 4.2 is based on the outage probability analysis, which
itself is based on mutual information (see Lemma 4.2), and therefore, assumes real- and
complex-valued transmissions using a Gaussian codebook [21].
In this section, more practical scenarios are considered; the real and complex normal-
distributed modulations are replaced by Lr-ary ABPSK and Lc-ary QAM constellations,
respectively, and the receiver employs the WL-SL-SIC algorithm. We will investigate
the average-BER for ABPSK-QAM modulated MU-MIMO in i.i.d. Rayleigh-fading
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channels, and the theoretical result will be confirmed by simulation results presented in
Section 4.4.
4.3.1 Briefing The Transmitter-Receiver Chain
The signal model of ABPSK-QAM MU-MIMO does not have fundamental difference
with the RCHM signal model in Section 4.2. Apart from using practical modulation
schemes, every UT employs CRC to enable error detection at the receiver side. Practical
FEC codes can be utilised to protect the message.
At the receiver side, the WL-SL-SIC detection procedure is summarized as follows:
s1) Perform the WLZF channel equalisation on y˘ in (4.6);
s2) Perform detection on the output of the channel equaliser z˘ in (4.7).
This step can be conducted in parallel for a receiver supporting parallel
computing;
s3) Perform CRC check on every detected data sequences. Those passed
CRC will be subtracted from the received signal y˘;
s4) Repeat s1)-s3) until: 1) all sequences are successfully reconstructed, or
2) no new sequence is successfully reconstructed in the current iteration.
This algorithm is not novel, and it was originally reported for MIMO detection with
QAM modulations [25], [26].
4.3.2 Average BER Analysis for WL-SL-SIC Receiver with ABPSK-
QAM Hybrid Modulation
Our BER analysis starts from the initial state of the WL-SL-SIC process, i.e., the first
attempt of signal detection right after the WLZF channel equalisation. Considering an
ABPSK-QAM sequence consisting of Nr ABPSK symbols and Nc QAM symbols, the
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average BER of ABPSK-QAM for the initial state, denoted by P(0)e,aqam, is simply the
weighted average
P(0)e,aqam =
Nr log2(Lr)P(0)e,abpsk +Nc log2(Lc)P(0)e,qam
Nr log2(Lr) +Nc log2(Lc)
(4.21)
where P(0)e,abpsk and P(0)e,qam denote the average BER for ABPSK and QAM, respectively.
The BER expressions P(0)e,abpsk and P(0)e,qam are found in the same way as the error analysis
in Section 3.1.4, and is repeated below for convenience and to reflect the new notation.
Given the instantaneous SNR ρk for the k
th Lr-ABPSK symbol within z˘ in (4.7), the
instantaneous BER of Lr-ABPSK for a SISO system
a is given by [65]
P(0)e,abpsk(ρk) ≈ 1log2 Lr
(
2(Lr − 1)
Lr
Q
(√
6ρk
L2r − 1
))
(4.22)
where Q(·) is the Gaussian-Q function, and the approximation in (4.21) comes from the
employment of log−12 (Lr) for converting the symbol error rate to the BER.
When the MIMO channel is i.i.d. complex Gaussian with zero mean, the instantaneous
SNR ρk is chi-square distributed with ρk ∼ χ2(2Drchm) [45]. From (3.27) and (3.28),
the average BER over fading channels is (see Section 3.1.4)
P(0)e,abpsk = Eρk [Pe,abpsk(ρk)] (4.23)
≈ 1
log2 Lr
(
Lr − 1
Lr
− 2(Lr − 1)
Lr
√
3γo
pi(L2r − 1)
×Γ(Drchm +
1
2)
Γ(Drchm)
2F1
(
1
2
, Drchm +
1
2
;
3
2
;
−3γo
L2r − 1
))
where 2F1( , ; ; ) is the hypergeometric function, E[·] the expectation, and E[ρk] = γo
assuming the power allocation suggested by (4.17). Similarly, the average-BER for Lc-
aAs discussed in Section 3.1.4, the error rate for MU-MIMO with ZF or WLZF is found through the
expectation of a SISO system over the distribution of the instantaneous SNR, since the post-equalisation
streams are decoupled.
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Figure 4.7: State transition diagram for the BER analysis considering the WL-SL-SIC
receiver. The Sk, k ∈ [0,K] nodes denote the transition states, whereas the Ek, k ∈ [0,K]
nodes denote the states when the algorithm has stopped.
QAM symbol within z˘ can be derived using the L-ary ABPSK BER expression, since
the SISO BER for L-ary ABPSK is identical to that of
√
L-ary QAM [63]
P(0)e,qam ≈
1
log2(
√
Lc)
(√
Lc − 1√
Lc
− 2(
√
Lc − 1)√
Lc
√
3γo
pi(Lc − 1)
× Γ(Drchm + 1)
Γ(Drchm +
1
2)
2F1
(
1
2
, Drchm + 1;
3
2
;
−3γo
Lc − 1
))
(4.24)
Plugging (4.23)-(4.24) into (4.21) gives the average-BER for the initial state of WL-SL-
SIC.
To facilitate our BER analysis for the iterative process, we propose a state transition
diagram; as shown in Fig. 4.7. Basically, the notation Sk, k∈[0,K], denotes the transition
states, where k ABPSK-QAM sequences have been successfully reconstructed and sub-
tracted. For instance, S0 is the initial state of the WL-SL-SIC receiver, where no sequence
is subtracted yet, and SK is which all sequences have been successfully reconstructed.
The notation Ek, k∈[0,K−1], denotes the error state related to the corresponding state Sk.
For instance, E0 is the error state for the initial state of the WL-SL-SIC process, and
the state EK−1 represents the error state for the last residual sequence. According to
the algorithm description s1)-s4), the iterative process starts from S0 and can terminate
at any other states.
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According to the state transition diagram, the overall average-BER for the WL-SL-SIC
process is given by
Pe,aqam =
K∑
k=1
P(Ek) · P(k)e,aqamf(k) (4.25)
where P(k)e,aqamf(k) is the average BER at Ek, P(k)e,aqam the average BERb at Sk, and f(k)
is defined by
f(k) =
 (K − k)/K, k 6= K1, k = K (4.26)
Note that the BER forms (4.21), (4.23)-(4.24) also hold for P(k)e,aqam with changes ap-
plying to the diversity parameter Drchm, which should now be labelled with the su-
perscript (·)(k), i.e., D(k)rchm. This is because successfully reconstructed sequences have
been removed from the input waveform, and such changes the parameter K to (K − k).
We notice that, after removing k sequences, spatial blocks might not have identical
real-to-complex symbol ratio, and thus D
(k)
rchm can vary between spatial blocks. This
phenomenon largely complicates the BER analysis. Nevertheless, we can simplify the
analysis using
D
(k)
rchm = M −
K +Kc − 1− kK (K +Kc)
2
(4.27)
which assumes even reduction of real and complex symbols for every spatial block. Our
simulation results in Section 4.4 confirms this assumption to be sufficiently accurate. In
addition, the term γo should be replaced by: γ
(k)
o = γo(K − k)/K, which reflects the
signal power reduction due to the sequence subtraction. In order to prevent possible
over-approximation throughout the above BER analysis, we let
P(k)e,aqam = max(P(k)e,aqam,Pe,ml) (4.28)
where Pe,ml is the maximum-likelihood lower bound for the average BER. According
to [45], it is obtained by applying the maximal diversity-order Drchm = M in (4.21),
bThe BER at Sk is the number of error bits to all the bits within the (K − k) remaining sequences,
and the BER at Ek is the number of error bits to the bits within all the K sequences.
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(4.23)-(4.24).
Now, our interest moves to the term P(Ek) in (4.25). As illustrated in Fig. 4.7, it is
given by
P(Ek) = P(Ek|Sk)P(Sk) (4.29)
where P(Ek|Sk) is the probability of Ek conditioned on Sk, and P(Sk) the probability
of reaching the state Sk, which can be expressed in a recursive form
P(Sk) =
k−1∑
j=0
P(Sk|Sj)P(Sj) (4.30)
with P(S0) = 1. The conditional probabilities P(Ek|Sk) and P(Sk|Sj) are related to the
block error rate (BLER) on the corresponding states, which vary with respect to MIMO
channel realisations. Hence, we utilise the approximate BLER on state Sj [115]
BLERj ≈ 1− (1− P(j)e,aqam)Nb (4.31)
where Nb = Nr log2(Lr) + Nc log2(Lc) is the number of bits per sequence. Section
4.4 will confirm (4.31) to be sufficiently accurate. Finally, the conditional probability
P(Sk|Sj) is equivalent to the probability of all possible combinations of (k − j) out of
(K − j) ABPSK-QAM sequences that can be successfully reconstructed. Hence, it is
given by
P(Sk|Sj) =
(
K − j
k − j
)
(1− BLERj)k−jBLERK−kj (4.32)
and accordingly we have
P(Ek|Sk) = 1−
K∑
k=j+1
P(Sk|Sj) = BLERK−kk . (4.33)
Such concludes the average-BER analysis of the WL-SL-SIC receiver for ABPSK-QAM
modulated MU-MIMO systems.
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4.3.3 Receiver Complexity
The computation complexity of WL-SL-SIC receiver mainly comes from the channel
matrix inverse and the iterative interference cancellation process. Considering the ith
iteration, there are Qi different patterns for the spatial blocks, and the channel matrix
H in (4.6) has Qi different corresponding forms. Then, the overall computation cost for
channel matrix inverse is
I∑
i=0
O(Qi(K2iM +K3i )) (4.34)
where I denotes the number of iterations, and Ki the number of residual sequences for
the ith iteration.
Comparing with the linear WLZF receiver, the WL-SL-SIC receiver for RCHM-MIMO
introduces extra computational complexity due to the parameters I and Q. Section 4.4
will show that the WL-SL-SIC receiver features fast convergence (i.e., I  K), and we
can carefully design the pattern of spatial block so as to make Q K.
4.4 Simulation Results and Discussion
4.4.1 Configuration of Key Parameters for RCHM-MIMO
The primary objective of computer simulations is to evaluate RCHM-MIMO uplink
communications with emphasis on the use of equal service antennas and UTs (M = K);
as this is the case that motivates the RCHM-MIMO design. The modulation schemes
employed for RCHM are Lr-ABPSK and Lc-QAM. According to the theoretical work in
Section 4.2, the real-to-complex symbol ratio is set to: α = β = 1 (although one of the
scenarios will show the performance for other values of α and β), which is optimised for
higher data-rate such as 4 − 6 bit/s/Hz/UT (e.g. R = [80, 120] bit/s/Hz for the fully-
loaded case of the example in Fig. 4.6). Moreover, the equal use of real and complex
modulations can largely simplify the transceiver design. In our simulation examples, UTs
have binary option for their signal pattern: one follows the pattern [abpsk, qam, ...,
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abpsk, qam], and the other follows [qam, abpsk, ..., qam, abpsk]; which is the pattern
that meets criteria C1, C2, and C3 in Section 4.2.1, when α = β = 1. The network will
inform UTs regarding their pattern with 1-bit signalling, and this is already the minimal
signalling overhead fulfilling the design criterion C3). When signal patterns are equally
assigned to UTs, the design criteria C1)-C2) are also satisfied. It is worth noting that
the proposed signal pattern is not the only one that can fulfill the design criteria, and
our simulation results show that this proposed signal pattern is already near-optimal.
4.4.2 Simulations and Performance Evaluation
The key metric utilised for performance evaluation is the average BER (or average BLER
in the case of FEC) as a function of average received information bit-energy to noise
ratio per receive antenna (i.e., Eb/N0). At the transmitter, equal power allocation is
applied at the bit level, which is in line with the power allocation strategy suggested by
(4.17).
The channel model for small-scale fading used throughout the computer simulations is
a block Rayleigh fading model, where each channel coefficient between a UT and service
antenna is independently generated according to a complex Gaussian distribution, and
these coefficients remain constant for the duration of each frame. This small-scale fading
channel model was chosen because it represents a frequency-flat subchannel of an OFDM
system; this helps to have a better demonstration of the spatial diversity-multiplexing
gain, which is the focus of RCHM-MIMO. Specifically, our computer simulations include
five simulation scenarios.
Simulation scenario 1
The aim of this simulation scenario is to examine the average-BER performance of
RCHM-MIMO at the link level, and a frequency-flat block Rayleigh small-scale fading
channel model, where each UT-to-receiver link has the identical large-scale path loss, and
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the MIMO channel matrix H is normalised; such is the commonly utilised configuration
for MU-MIMO link-level simulations (e.g. [116], [12], [15], [17] and many others). In
this scenario, we consider every data sequence having 64 uncoded bits, and 8-bit CRC
with the polynomial ‘0x97’ (see [117]) is employed for error detection at the sequence
level. No FEC coding was used, and the simulations were run for at least 20,000 channel
realisations. The average bit/symbol is: 3 (4-ABPSK/16-QAM), 4 (4-ABPSK/64-QAM)
or 6 (16-ABPSK/256-QAM), respectively; the bits per symbol for RCHM are found by
the weighted average log2(LA)(K − KC)/K + log2(LC)KC/K. Since the modulation
order combinations of Lr-ABPSK and Lc-QAM for a target bit/symbol for RCHM are
not unique, we have tested all possible combinations of Lr-ABPSK and Lc-QAM and
found these the best combinations in terms of the performance. Hence, they will be
utilised throughout Section 4.4.
In Fig. 4.8, we compare simulation results with the theoretical BER (4.25) and the
ML lower bound, obtained from (2.17), for 20-by-20 RCHM-MIMO. It is observed that
the theoretical BERs are very close to their corresponding simulations results (< 0.5
dB), and in general the theoretical BERs are lower than their corresponding simulation
results. This is mainly due to the use of the approximation in the conversion from BER
to BLER in (4.31). Moreover, it is observed that the difference between simulation
results and the ML lower bound is also very close (< 1 dB). This clearly indicates that
the WL-SL-SIC receiver is near-optimal for RCHM-MIMO.
Fig. 4.9 demonstrates the average-BER performances for various sizes of RCHM-MIMO.
It is observed that, at high SNRs (e.g., Eb/No > 10 dB in the case of 3 bit/symbol),
the BER performances improve with the increasing size of RCHM-MIMO. It means that
the WL-SL-SIC receiver can efficiently exploit the spatial diversity gain of a larger MU-
MIMO system. Here, we stress that most of low-complexity MU-MIMO receivers can
enjoy the spatial diversity gain only when they have the knowledge of SNR (or SINR in
the presence of interferences, e.g. [12,18]), which is not needed at all in the RCHM-MIMO
system. It is also observed that BER curves with the same bit/symbol are very close
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Figure 4.8: Average-BER as a function of Eb/No for uncoded 20-by-20 RCHM-MIMO
system. The curves show the results obtained by simulations and by the theoretical
approach in Section 4.3.2, and are compared to the approximate ML bound in (2.17).
The fading channel is a frequency-flat i.i.d. block Rayleigh.
to each other at low SNRs. This phenomenon coincides with the well-known conclusion
that diversity gain appears only at high SNRs [21].
Another remarkable phenomenon is: when the size of RCHM-MIMO gets sufficiently
large (e.g. M = K = 64 or 128), the average-BER is very close to the BER of single-
antenna point-to-point (i.e., SISO) communication in AWGN channel. The difference
between them is less than 0.8 dB in SNR. This is another evidence that the WL-SL-SIC
receiver is near optimal for RCHM-MIMO. It is perhaps worth noting that the small gap
between the BERs of 128-by-128 RCHM-MIMO and SISO AWGN is mainly due to the
CRC overhead, which results in more than 0.5 dB loss in SNR.
In Fig. 4.10, we compare the average-BER performances between RCHM-MIMO and
conventional MU-MIMO with QAM modulation, particularly with the conventional ZF-
SIC in [13], and with the LR-ZF approach in [11], using the LLL algorithm to obtain the
reduced lattice. We use the average spectral efficiency of 4 bit/symbol as an example,
where correspondingly 16-QAM is considered for conventional MU-MIMO systems. Our
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Figure 4.9: Average-BER as a function of Eb/No for uncoded RCHM-MIMO system
of different sizes, from 12 × 12 through 128 × 128, and each for 3, 4 and 6 average
bits/symbol. The fading channel is flat i.i.d. block Rayleigh. Also included are the
SISO AWGN lower bounds.
simulation results are coincide with the well-known conclusion in the literature that
conventional MU-MIMO is not a scalable technology. Both the ZF-SIC and LR-ZF
receivers are too sub-optimal in MU-MIMO systems (10− 15 dB away from the RCHM-
MIMO result), and their performances get worse with the increase of MIMO size. We
also compare RCHM-MIMO with 16-QAM SISO in AWGN; the latter serves as the
BER lower bound for conventional MU-MIMO systems. We can see that the difference
between two systems is around 5 dB in SNR, which is mainly due to the multiplexing
inefficiency of using Lr-ABPSK modulation. Nevertheless, to the best of our knowledge,
such is the best performance that a low-complexity approach can offer.
Simulation scenario 2
The objective of this simulation scenario is to demonstrate the convergence of the WL-
SL-SIC receiver, of which the impact on the receiver complexity is also discussed. The
same simulation parameters used in the previous simulation scenario were used.
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Figure 4.10: Performance comparison between uncoded RCHM-MIMO and baselines.
For baseline techniques, 16-QAM is utilised as an example; and correspondingly the
RCHM-MIMO technique adopts 4 bits/symbol. The fading channel is a flat i.i.d. block
Rayleigh.
Fig. 4.11 shows the average number of iterations required for the WL-SL-SIC receiver to
reach the end of the iterative process. Generally, RCHM-MIMO of a larger size requires
more iterations. For instance in the case of 4 bits/symbol, the peak of average iterations
is around 4.5 for 20-by-20 RCHM-MIMO, and increases to 6 for 32-by-32 MIMO or 13
for 128-by-128 RCHM-MIMO. Such a difference occurs only at the peak or a small range
around (e.g., Eb/No ∈ [13, 16] dB in the case of 4 bits/symbol). At higher SNRs, the
average number of iterations decreases considerably.
To explain this phenomenon, we study Fig. 4.9 and Fig. 4.11 together. It can be
observed that the peak of iteration numbers appears at the SNR range where the spatial
diversity gain emerges. For smaller SNRs outside this range, MU-MIMO systems of
different sizes have almost identical and large BERs. In this case, it is hard to have a
single RCHM sequence to be successfully recovered at the initial widely linear processing
state, i.e., P(E0) is close to 1 (see Fig. 4.7); and thus the detection process terminates
after the initial stage with a large probability. For larger SNRs outside the peak range,
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Figure 4.11: Average number of iterations of the WL-SL-SIC receiver vs. Eb/No for
various RCHM-MIMO sizes, and each for 3,4 and 6 average bits/symbol. The results
are for uncoded systems with a flat i.i.d. block Rayleigh fading channel.
the BERs decrease quickly to a small value (e.g., 0.1% or below) thanks to the large
spatial diversity gain. In this case, for most of channel realisations, all ABPSK-QAM
sequences are successfully recovered at the initial WLZF channel equalisation stage or
the first two iterations, i.e., the receiver only needs a small number of iterations to reach
the state SK (see Fig. 4.7) with a large probability.
Moreover, we take 20-by-20 MU-MIMO as an example, and plot in Fig. 4.12 the average
BER with respect to the number of iterations. Note that this result reflects the statis-
tical behaviour of convergence in fading channels. It is observed that the average-BER
performance is saturated after three iterations, and further iteration does not consider-
ably improve the BER performance. The same conclusion can be drawn for other sizes
of RCHM-MIMO. Then, the computational complexity of WL-SL-SIC receiver is now
approximately equal to (derived from (4.34) with I = 3):
∑3
i=0O(QiK2iM).
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Figure 4.12: Average-BER as a function of SNR for uncoded 20-by-20 RCHM-MIMO
system with respect to the number of iterations. The spectral efficiency is 4 bit/symbol,
and the fading channel is a frequency-flat i.i.d. block Rayleigh.
Simulation scenario 3
This simulation aims to demonstrate the impact of using different real-to-complex ratio
(i.e., α) on the performance of RCHM-MIMO. The system is 24 × 24 RCHM-MIMO
without FEC. The modulation scheme is the hybrid of 16-ABPSK and 256-QAM with
the real-to-complex ratio: α = 2/1, 1/1, 1/2, 1/3. Fig. 4.13 shows the throughput vs.
Eb/No. It is observed that the peak throughput is inversely proportional to α. On the
other hand, the cases with larger α offers better throughput at relatively lower SNRs.
These results are fully in line with the spatial diversity-multiplexing tradeoff discussed
in Section 4.2.2.
Simulation scenario 4
The following simulation aims to demonstrate the performance of FEC-coded RCHM-
MIMO systems as well as the impact of channel estimation errors. In this scenario,
every block has 640 information bits. The CRC code is CRC-24 specified in the Long
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Figure 4.13: Throughput in bit/s/Hz/UT for 24-by-24 RCHM-MIMO with different real-
to-complex ratios: α = 2/1, 1/1, 1/2, 1/3. The modulations are hybrid of 16-ABPSK
and 256-QAM. The results are for uncoded systems with a frequency-flat i.i.d. block
Rayleigh fading channel.
Term Evolution (LTE) standard [118], and the FEC code is turbo code (TC) with the
code-rate of 1/3 or 5/6. The 1/3-rate TC is constructed according to the structure
recommended by LTE, and the 5/6-rate TC is constructed using the rate-match method
also specified in the LTE standard [118]. The demodulator utilises the soft de-mapping
approach proposed in [119] to form soft decision with approximate LLR, of which the
output is then fed into the turbo decoder. By this means, the SNR/SINR knowledge is
not needed in the demodulation and decoding process.
Fig. 4.14 illustrates the average-BLER as a function of Eb/No. In contrast with the
uncoded results in Fig. 4.8, we can observe 6 dB or more gain with 1/3-rate TC and 2.5
dB or more gain with 5/6-rate TC. It is also observed that the BLER curves are very
steep, and very low BLER (e.g. 1% or smaller) can be achieved at moderate SNRs (e.g.
Eb/No ∈ [5, 20] dB).
Fig. 4.14 also illustrated the average-BLER performance when the least-squares (LS)
channel estimation is employed to obtain the CSI. According to the information-theoretic
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Figure 4.14: Average-BLER of 1/3- and 5/6-rate turbo coded RCHM-MIMO in 20-by-20
MU-MIMO systems perfect and imperfect CSI. The fading channel is a flat i.i.d. block
Rayleigh.
result in [120, 121], we employ 20 pilots per UT for the LS channel estimation. Pilots
and payload symbols have identical power. By this means, the accumulated variance
of channel estimation errors at each receive antenna is equal to the noise variance.
In this case, the impact of channel estimation errors is theoretically equivalent to 3
dB degradation in SNR. This theoretical result is well confirmed by simulation results
depicted in Fig. 4.14.
Simulation scenario 5
The aim of this simulation scenario is to compare the average-BLER performances of
RCHM-MIMO and conventional MU-MIMO considering an edge-excited cell [122], where
three cooperating BSs with a 100 meter inter-BS distance, send their baseband signals
to a network processing unit that performs the joint detection, assuming perfect front-
hauls; as shown in Fig. 4.15. Each BS contains an linear array with 8 semi-directional
antennas (M = 3× 8 = 24) with a 60◦ aperture, oriented towards the centre of the cell.
Co-located receive antennas at each BS are correlated with the correlation coefficient
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Figure 4.15: Three cooperating BSs in an edge-excited cell setup, used for the simulation
scenario 5.
of 0.6, and an exponential correlation model [123] is used in our simulations. Receive
antennas belonging to different BSs are uncorrelated. The cell serves 24 UTs (K = 24)
with equal transmission power, that are uniformly distributed within the coverage area.
The channel model incorporates both the small-scale fading and large-scale path loss
as well as the shadowing effect. The small-scale fading uses the same channel model as
used in Simulation scenarios 1-4 with the additional consideration of antenna correlation.
The large-scale effects are incorporated in the matrix A described in (2.2), with each
element of A to be distributed according to the UMi open square, with the path-loss
exponent to be 2.8 and a shadowing standard deviation of 8.3 dB; as described in [124]
for 5G scenarios. Other key parameters include: 6 bit/symbol ABPSK-QAM hybrid
modulation; 5/6-rate TC; UT height of 1.65m and BS height of 10m; 2 GHz carrier
frequency with 20 MHz signal bandwidth; −174 dBm/Hz noise spectral density; 640
uncoded bits per block, and CRC-24.
The results in form of the average BLER vs. UT transmit power in dBm/bitc are
shown in Fig. 4.16; it can be observed that RCHM-MIMO generally outperforms the
conventional MU-MIMO in terms of the transmit-power efficiency. The only exceptional
cThe dBm/bit scale was chosen in order to be consistent with the results of the other simulation
scenarios, which are shown in Eb/N0, or SNR/bit.
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Figure 4.16: Average BLER vs. UT transmit power (dBm/bit) with the cell-excited
setup. The results compare RCHM-MIMO vs. baselines.
case is at lower transmit-power regime (< 3 dBm/bit), where conventional MU-MIMO
with CRC-enhanced SL-SIC receiver outperforms RCHM-MIMO. To understand this
interesting phenomenon, we plot in Fig. 4.17 the BLER results for each individual user.
It is observed that: UTs in the conventional MU-MIMO system have relatively close
BLERs, while in RCHM-MIMO, UT’s BLER is very location dependent, i.e., UTs close
to a BS have much better performance than those located at the centre of the edge-
excited cell. This clearly indicates that UTs in the conventional MU-MIMO have the
performance limited by their mutual interference, and those in RCHM-MIMO have their
performances limited by the noise. In other words, RCHM-MIMO has much stronger
capability for mutual interference cancellation, and the BLER at lower transmit-power
regime can be improved through uplink power control.
In order to verify the uplink power control hypothesis, further tests were performed using
the same simulation settings, except that the UTs were able to adjust their transmission
power, subject that all the UTs experience equal SNR to their nearest BS. The results
of the BLER vs. Eb/N0 for this scenario are depicted in Fig. 4.18; where it is seen that
in this case, RCHM-MIMO experiences a steep decrease in BLER as the SNR increases,
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Figure 4.17: The average BLER vs. UT transmit power in dBm/bit of each individual
UT and overall average of all UTs for RCHM-MIMO (left) and conventional MU-MIMO
(right).
for mid-to-high SNR values, and outperforms the conventional MU-MIMO approaches,
by more than 5 dB in SNR, at 1% BLER, which confirms the stated power control
hypothesis. Additional results are presented in Fig. 4.19, which show the error perfor-
mance of the individual UTs. In contrast with Fig. 4.17, the BLER performance of the
UTs for RCHM-MIMO are similar; while the performance of the UTs with conventional
MU-MIMO are virtually identical.
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Figure 4.18: Average BLER vs. Eb/N0 of RCHM-MIMO vs the baselines in the cell-
excited setup, when implementing power control.
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Figure 4.19: The average BLER vs. Eb/N0 of each individual user and overall av-
erage of all UTs, for RCHM-MIMO (left) and conventional MU-MIMO (right), when
implementing power control.
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4.5 Summary
This chapter has introduced RCHM-MIMO, a novel concept that can significantly im-
prove the scalability of MU-MIMO uplink communications, particularly for fully-loaded
or heavily-loaded systems. RCHM-MIMO consists of two parts: 1) the RCHM hybrid
transmission scheme, where the signals sent by the UTs form a space-time pattern of
interleaved real and complex symbols, and 2) an WL-SL-SIC receiver, which consists of
a combination of an WLZF equaliser and an SL-SIC stage.
RCHM-MIMO combines the merits of real-valued modulation (increased spatial diver-
sity) and complex-valued modulation (increased transmission rate), and is able to achieve
the optimum diversity-multiplexing tradeoff that maximises the overall throughput. A
theoretical analysis of the system outage probability allowed us to find the optimum ratio
of the number real-to-complex symbols, as well as their power allocation that achieves
maximum performance.
Additionally, this chapter presented a novel average error analysis that makes use of a
state machine to find an approximate average BER expression of RCHM-MIMO, and a
discussion on the complexity of RCHM-MIMO.
The performance of RCHM-MIMO was carefully evaluated through extensive computer
simulations considering a network with single or multiple BSs, uncoded and codes sce-
narios, and perfect or imperfect channel estimates. It was shown that the WL-SL-SIC
receiver is near-optimal for RCHM-MIMO systems and offers fast convergence, requiring
only a small number of iterations. A comparison to other state-of-the-art baseline tech-
niques showed that these were outperformed by RCHM-MIMO in link-level simulations
and in the multiple-BS case, where it was seen that RCHM offered superior interference
cancellation over the conventional techniques.
The results also showed that RCHM-MIMO can provide efficient uplink communications
for a wide-range of MIMO sizes, from small to large MU-MIMO. But more importantly,
RCHM-MIMO is applicable to medium-sized MU-MIMO (approximately from 20 × 20
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through 40×40 antennas), where limited detection approaches exist in the literature; as
discussed in Section 2.6, this is because the conventional detection algorithms become
too complex for these MIMO sizes, while the large MIMO detection algorithms are too
suboptimal.
In a theoretical sense, RCHM-MIMO is a generalisation of the approaches that make use
of real-valued modulation in all their transmissions, as in the real-modulated MU-MIMO
presented in Chapter 3, and the conventional MU-MIMO that use complex modulations
(e.g. L-ary QAM). This is because these can be considered special cases of the RCHM
pattern, when all the symbols are real- or complex-valued. More importantly, RCHM-
MIMO can make use of the combination of real and complex symbols that can maximise
the overall throughput, when using widely linear-based receivers.
Overall, this chapter demonstrated that RCHM-MIMO delivers efficient MU-MIMO up-
link communications, offering near-optimal error performance, while exhibiting a low
receiver complexity, comparable to that of the linear ZF algorithm.
Chapter5
Conclusions and Future Work
5.1 Discussion and Conclusion
The channel matrix condition number plays a significant role in the error performance
and the complexity of MU-MIMO detection; it was discussed in Chapter 2 that well-
conditioned matrices offer lower error rates and require low detection complexity. The
matrix condition number is also related to the matrix dimensions; tall or wide matri-
ces are generally better conditioned than square, or nearly-square matrices; this was
explained through the Marc˘enko-Pastur law in Section 2.2.1. Unfortunately, In dense
MU-MIMO network scenarios, such as the ones considered in this thesis, the channel ma-
trix can be square or nearly-square, therefore generally ill-conditioned. In order to offer
high detection reliability in such user-dense MU-MIMO cases, two paths exist: through
a significant expense in computational complexity, or find a way to make the channel
matrix better conditioned by reducing the number of channel matrix column vectors.
We chose the latter option in this work.
MU-MIMO detection has been studied extensively, and most of the existing techniques
make use of receiver design. However, we also take an alternate approach in that we
consider joint transmitter and receiver design to offer efficient uplink MU-MIMO com-
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munication. It is well-known that real-valued modulations suffer from a decreased mod-
ulation efficiency, compared to complex-valued constellations (e.g. L-ary ABPSK vs.
L-ary QAM). However, very importantly, it was shown in this work that the use of real
symbols increase the spatial diversity in MU-MIMO, when using widely linear equalis-
ers, and it is because of the reduction of the number of column vectors of the channel
matrix. Consequently, real constellations allow the MU-MIMO system to operate in a
more suitable (or optimal, when using RCHM) diversity-multiplexing tradeoff, which
in turn improves the performances of low complexity algorithms for MU-MIMO, and
enables their use.
Specifically, this thesis has proposed two approaches that achieve efficient detection for
MU-MIMO uplink with a high user density; the techniques are enabled by the use of
real-valued modulation:
• The first approach uses real-valued modulation for all the transmissions, and a
WLZF-LAS receiver, which consists of a combination of a WLZF equalizer with
a LAS post-processing stage. Due to its high spatial diversity gain, it was shown
that in large MU-MIMO in fully- and over-loaded network scenarios, near optimal
detection was achieved with low complexity, even for high modulation orders.
• The second approach was the RCHM-MIMO concept, which consists of a trans-
mission pattern of real- and complex-valued symbols, interleaved in the spatial
and temporal domains; and a WL-SL-SIC receiver, which consists of a WLZF
equaliser and a SL-SIC stage. The performance evaluation results showed that
RCHM-MIMO enable scalable and efficient uplink MU-MIMO communications.
Theoretically, RCHM-MIMO generalises the approaches that use all-real trans-
missions (e.g. the first approach) and all-complex transmissions (e.g. QAM), since
these are special cases of the RCHM pattern, however, RCHM-MIMO can offer
the optimal ratio of the real and complex symbols that achieves the best diversity-
multiplexing tradeoff, when using widely linear-based receivers.
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It was shown that the approaches exhibit the following qualities:
a) Near-optimal error performance,
b) Low complexity and scalable with the MIMO size; results were shown for up to
128× 128 MU-MIMO,
c) Extendable in modulation order; results for RCHM were presented for up to 6
bits/symbol,
d) In the case of RCHM-MIMO, suitable for a wide range of MU-MIMO sizes, from
small to large, including medium-sized MIMO, for which limited detection options
exist in the literature,
e) Simple algorithm structure, and does not require estimation of noise variance or
any other parameters, other than CSI,
f) Are enabled by joint transmitter and receiver design, specifically by adapting the
modulation techniques and making use of receivers optimised for the transmission
schemes.
which more or less meet the general aims set out in the Introduction (Section 1.2).
There are other advantages of RCHM-MIMO; for example, in SISO communication
systems, the transmissions are usually adjusted in response to channel conditions, and
is commonly done via link adaptation, or adaptive modulation and coding (AMC); the
adaptation is done in response to the link SINR or channel quality indicator (CQI) [125].
On the other hand, the MU-MIMO communication channel is defined by more variables,
apart from the channel gains, there is the channel rank, condition number, spatial cor-
relation coefficients, etc. This is where the ability of RCHM-MIMO of adjusting the
spatial diversity gain can be useful; apart from applying AMC the RCHM pattern could
be adjusted according to the MU-MIMO channel conditions.
Furthermore, there are some practical considerations for practical implementation of
RCHM-MIMO. Since most of the wireless communication standards, such as LTE, use
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Figure 5.1: Conceptual Venn diagram of the three-way tradeoff in MU-MIMO detection
between high reliability, low complexity and high multiplexing gain, which show where
some detection approaches fall within the tradeoff. Note that ‘Asym MIMO’ refers to
asymmetric MIMO.
QAM as the default modulation [126], adding RCHM as a modulation type to a standard
would be an arduous task, as it would affect a large part of its specification. Neverthe-
less, since RCHM consists of QAM and ABPSK modulation, and since ABPSK can be
considered as a one-dimensional component of QAM, the required changes would not be
so troublesome.
5.1.1 Three-way Tradeoff in MU-MIMO Detection
Many undertakings by other authors to improve the performances of MU-MIMO de-
tection have relied on finding a good compromise between performance and complexity.
Evidently, as seen in Chapter 2, many remarkable techniques have been proposed.
Nevertheless, this work takes a different direction; it offers both near-optimal error
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performance and low complexity, but in exchange for a decreased multiplexing gain.
The techniques proposed in this work are not the only ones to do this; asymmetric
MIMO (where K < M) and massive MIMO (where K  M) with linear receivers use
the same principle: since their capacity increases linearly with K (therefore, do not
achieve their full potential, realised when K = M), they effectively forfeit multiplexing
gain in exchange for detection simplicity (although near-optimal error performance is
achieved only for highly asymmetric systems when using linear receivers [5]). In fact,
detection becomes simpler as the degree of asymmetry increases (and the multiplexing
gain is reduced).
Consequently, rather than the usual two-way tradeoff between performance vs. complex-
ity, we believe a three-way tradeoff in MU-MIMO detection might be more accurate, and
is roughly represented in the following statement:
“Low complexity, high reliability, high multiplexing gain: choose two.”
This tradeoff is based of empirical observations on the current state of MU-MIMO detec-
tion approaches, and it says that among the targets of low complexity, high reliability,
and high multiplexing gain, any detection scheme can achieve two targets.
A conceptual Venn diagram of the three-way tradeoff is depicted in Fig. 5.1, where the
following observations can be made:
• By relaxing the constraint of having high reliability, ZF can offer a high multiplex-
ing with low complexity,
• If low complexity is not important, ML or SD can achieve a high multiplexing gain
with optimal error performance,
• By reducing the multiplexing gain, near optimal reliability can be achieved by
massive MIMO, lightly asymmetric MIMO with a receiver such as ZF-SL-SIC, or
RCHM-MIMO.
• If all three targets are desired, no detection option is available.
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5.2 Future Work
There several research directions in which this work can be broadened. The following
are some examples.
5.2.1 Extension to MU-MIMO Downlink
Because of the similarities between uplink detection and downlink precoding, the uplink
RCHM-MIMO concept can be naturally extended to the downlink of MU-MIMO. Exam-
ples of downlink techniques that have an uplink counterpart include LR [127], SIC [128]
and sphere encoding [128]. The affinity between uplink detection and downlink precod-
ing with vector perturbation (VP) (more on this below) is due to the likeness of their
cost functions, since both are ILS optimisation problems. Specifically, the downlink
MU-MIMO system model is given by
yd = Hdxd + vd , (5.1)
where yd is the K × 1 received data vector at the set of UTs, Hd is the K ×M channel
transition matrix, xd the M×1 transmitted data vector, and vd the K×1 Gaussian noise
vector, distributed as CN (0, σ2vI). Additionally, there is an imposed power constraint
on the transmitted signals, such that
E[‖xd‖2] = P , (5.2)
where P is the total transmitted power.
Furthermore, there is a relationship between the transmitted signals and the information
symbols, denoted by the K × 1 vector s. This is the effect of the precoder that cancels
the effect of the channel, and is done by performing a pseudoinversion as
xd =
H†ds
µ
, (5.3)
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where µ is used to ensure the power constraint (5.2) is met. When K ≈ M , µ is often
very large because of the large singular values of H†d [128], which translates into a large
matrix condition number κ(Hd). An efficient way to reduce the value of µ is to perform
VP, which is based on the Tomlinson-Harashima precoding technique [129], [130], that
applies an integer offset at the transmissions and allows the cancellation of interference by
applying a modulo function at the receiver. Concretely, VP ‘perturbes’ the information
signals as [128]
s = s˜ + τ l , (5.4)
where l is a K × 1 vector of Gaussian integers (of the form a + jb, where a and b are
integers). The scalar τ is chosen just large enough so that the UTs can apply the modulo
function [116]
fτ (yk) = yk −
⌊
yk − τ(1 + j)/2
τ
⌋
τ , (5.5)
where b·c denotes the integer floor function.
The objective function is therefore the value of l that minimises µ is given by [128]
l = arg min
l′
‖H†d(s˜ + τ l′)‖2 , (5.6)
where the resemblance to the uplink objective function (2.13) is evident, as both are ILS
problems. There are some differences, as discussed in [116], mainly that H†d(s˜ + τ l′) is
not a Gaussian process.
Therefore, because of the similarity of the uplink and downlink objective functions,
RCHM modulation could be used for the transmissions, and uplink detection techniques
can be adapted for their use in RCHM downlink. The benefit in using RCHM over
conventional modulation would come from the decreased condition number κ
(
H
(wl)
d
)
,
due to a decreased number of row vectors of the equivalent channel matrix H
(wl)
d , when
using a widely linear precoder. It is expected that downlink MU-MIMO would also
benefit from the increased spatial diversity in dense network scenarios, just as the uplink
does.
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5.2.2 Transmission Adaptation in Response to Channel Conditions
As mentioned in Section 5.1, the MU-MIMO channel has many more metrics than the
SISO channel has. These include the channel strength coefficients, channel matrix rank,
channel matrix condition number, spatial correlation coefficient, etc. Therefore, when
adapting the transmissions in response to the channel conditions, RCHM-MIMO has
the additional flexibility of being able to adjust the spatial diversity gain. This can be
useful to ensure efficient communication over different channel scenarios such as non-
line-of-sight (Rayleigh channel), line-of-sight (Rician channel), channels with keyhole
effects [131], or with spatial correlation [123].
Dynamic adaptation of the uplink RCHM-MIMO transmissions would require a side
channel from the BS to the UTs to inform them of the RCHM pattern index they
should use for transmission, modulation order, code rate, etc. This could benefit from
the recently proposed control-data separation architecture (CDSA) [132], where there is
a logical separation of the control and data planes; in this architecture, signaling and
radio resource control (RRC) are handled by control BSs which have a large coverage
footprint, whereas a small cell network handles the high-rate data transmissions.
These are some items worth investigating:
• As the MU-MIMO networks become denser, the probability of having a line-of-
sight condition is expected to increase. This channel scenario can be modeled by a
Rician channel [131]; therefore, what is the optimum RCHM transmission strategy
that will maximise the throughput, given a Rician K-factor?
• Considering the signaling overhead in the control plane required to notify the UTs,
is it worth adapting the RCHM pattern for each channel realisation, or is it enough
to adapt it for longer periods, based on the statistical channel conditions (such as
average Rician K-factor, spatial correlation state, etc.)? How much is the gap in
performance?
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• It was discussed in Section 4.3.3 that the RCHM-MIMO receiver complexity is
dependent on the number of distinct spatial blocks in a RCHM frame. Very gran-
ular RCHM adaptation may increase the receiver complexity. An RCHM pattern
adaptation algorithm that minimises complexity is desirable.
Appendix A
Proof of Proposition 3.1
Proposition 3.1. When H is i.i.d. complex Gaussian, the WLZF approach achieves a
diversity of
DWLZF = M − K
2
+
1
2
. (3.14)
Proof. The diversity of WLZF is found in a similar way as for ZF. Therefore, first the
derivation of the ZF diversity is presented (which can be obtained from [45] or [133]),
and then it is applied for WLZF.
The signal after applying ZF is given by
z = x +
(
HHH
)−1
HHv = x + v˜, (A.1)
where z can be seen as the original signal x corrupted by coloured noise v˜. Because the
covariance matrix of v˜ is σ2v(H
HH)−1, the post-equalisation SNR of the k-th element of
z is given by
γk =
γo[
(HHH)
−1]
kk
, (A.2)
where [A]kk refers to the k-th diagonal element of A. Since the distribution of γk is
the same for all k ∈ [1,K], it is enough to focus on the first element. Therefore, by the
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definition of the matrix inverse
[
(HHH)
−1]
1,1
=
det(H˜HH˜)
det(HHH)
(A.3)
=
1
hHh− hHH˜ (H˜HH˜)−1 H˜H h (A.4)
=
1
hHh− hHP˜ h (A.5)
=
1
hH (I− P˜) h (A.6)
where H = [h , H˜], that is, h is the first column vector in H, and H˜ is H with its first
column vector removed; P˜ = H˜ (H˜HH˜)−1 H˜H is a projection (or idempotent) matrix,
and (I− P˜) is the orthogonal projection into the kernel of H˜.
By performing the eigendecompositiona, we obtain (I−P˜) = QΛQH , where Q is unitary
matrix and Λ is a diagonal matrix with the eigenvalues of (I− P˜). Therefore, (A.2) can
be written as
γ¯k = γo h
HQΛQHh, (A.7)
Since h is a vector with i.i.d Gaussian random variables, and Q is a unitary matrix, the
distribution of h and QHh is the same. When H is complex, Λ contains M − K + 1
diagonal elements equal to one and the rest are zero; hence, γ¯
(ZF)
k /γo follows a chi-
squared distribution with 2M − 2K + 2 DoF. Since each increase in 1 DoF accounts for
a 0.5 increase in diversity [45], therefore, the ZF diversity is M −K + 1.
Now, for WLZF, it can be observed that because H is complex, h corresponds to 2
column vectors of H(R) in (3.10), as the second half of its column vectors are formed by
the elements of the first half of the column vectors. For WLZF, the channel matrix is
H˘ in (3.12); it is real-valued with dimensions 2M ×K, and is formed from only the first
half of the columns of H(R), and therefore, h consists of only one column in H˘. Because
of this, for WLZF, Λ has 2M −K + 1 diagonal elements equal to one, and the rest are
aIdempotent matrices are always diagonalisable, with its eigenvalues either 1 or 0 [134].
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zero. Thus, γ¯
(WLZF)
k /γ is χ
2-distributed with 2L = 2M −K + 1 DoF; it follows that the
diversity for WLZF is DWLZF = M −K/2 + 1/2.
Appendix B
Derivation of Eq. (4.16)
Writing (4.12) as
P(4.7)out = Aγ−DRCHMR +Bγ
−(DRCHM+ 12)
C , (A.8)
where
A =
(K −KC)
(
22R/(K+KC) − 1)DRCHM
Γ (DRCHM + 1)
, (A.9)
B =
KC
(
22R/(K+KC) − 1)DRCHM+ 12
Γ
(
DRCHM +
3
2
) , (A.10)
and solving (4.13) for γC, we obtain
γC =
(K +KC)γo − (K −KC)γR
2KC
. (A.11)
Substituting (A.11) into (A.8)
P(4.7)out = Aγ−DRCHMR +B
(
(K +KC)
2KC
γo − (K −KC)
2KC
γR
)−(DRCHM+ 12)
, (A.12)
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we then take the partial derivative of (A.12) with respect to γR and set it to zero
0 =
∂ P(4.7)out
∂ γR
=−DRCHMAγ−(DRCHM+1)R
+B
(
DRCHM +
1
2
)
(K −KC)
2KC
×
(
(K +KC)
2KC
γo − (K −KC)
2KC
γR
)−(DRCHM+ 32)
,
(A.13)
plugging (4.13) into the above expression
0 =−DRCHMAγ−(DRCHM+1)R +B
(
DRCHM +
1
2
)
(K −KC)
2KC
γ
−(DRCHM+ 32)
C (A.14)
therefore
γ
(DRCHM+ 32)
C
γ
(DRCHM+1)
R
=
B
(
DRCHM +
1
2
)
ADRCHM
(K −KC)
2KC
, (A.15)
and finally, by substituting A and B into the previous equation, we obtain the final
expression
γ
(Drchm+
3
2
)
c
γ
(Drchm+1)
r
=
(Drchm +
1
2)Γ(Drchm + 1)
√
2(2R/(K+Kc)) − 1
2Drchm × Γ(Drchm + 32)
. (A.16)
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