Support Vector Machines (SVMs) can be interpreted as maximum a posteriori solutions to inference problems with Gaussian Process (GP) priors and appropriate likelihood functions. Focussing on the case of classi cation, I show rst that such an interpretation gives a clear intuitive meaning to SVM kernels, as covariance functions of GP priors; this can be used to guide the choice of kernel. Second, a probabilitistic interpretation allows Bayesian methods to be used for SVMs: Using a local approximation of the posterior around its maximum (the standard SVM solution), I discuss how the evidence for a given kernel and noise parameter can be estimated, and how approximate error bars for the classi cation of test points can be calculated.
SVMs
Support Vector Machines (SVMs) have been the subject of intense research activity from within the neural networks community over the last few years; for tutorial introductions and overviews of recent developments see 1, 2, 3] . One of the open questions that remains is how to set the`tunable' parameters of an SVM algorithm: While methods for choosing the width of the kernel function and the noise parameter (which controls how closely the training data are tted) have recently been proposed 4, 5] , the e ect of the overall shape of the kernel function remains imperfectly understood 1]. In this paper I suggest that a probabilistic interpretation of SVMs might be useful in tackling this problem. It has two main bene ts: First, it clari es the role of the kernel as specifying an SVM`prior' over functions on the input space, avoiding the need to think in terms of an abstract feature space. I illustrate this with samples from some typical SVM priors and discuss general guidelines for the choice of kernels that emerge. Second, a probabilistic interpretation also allows Bayesian methods to be applied to SVMs. As an example, I sketch how the loglikelihood (or`evidence') for an SVM model { speci ed by a kernel and noise parameter { can be evaluated approximately; this could be a useful alternative to generalization error bounds in guiding the search for optimal kernels. I also outline how approximate error bars for the predictions of a trained SVM can be obtained. These could be of use in safety-critical applications, for example, where the conventional purely deterministic SVM predictions are undesirable.
I will focus mainly on (two-class) classication problems. Suppose we are given a set D of n training examples, each of the form (x; y x ) with a binary output y x = 1 classifying to which of the two possible classes the input x belongs. The basic SVM idea is then to map the inputs x onto vectors (x) in some high-dimensional feature space; ideally, in this feature space, the problem should be linearly separable. Suppose rst that this is true. Among all decision hyperplanes w (x) + b = 0 which separate the training examples (i.e., which obey y x (w (x) + b) > 0 for all x 2 X, X being the set of training inputs), the SVM solution is then chosen as the one with the largest margin, i.e., the largest minimal distance from any of the training examples. In practice, it is easier to specify the margin instead (the conventional value is unity) and minimize the squared length of the weight vector jjwjj What happens if the problem is not linearly separable, even in the highdimensional feature space? Then`slack variables' x 0 are introduced which measure how much the margin constraint is violated for training input x; one writes y x (w (x) + b) 1 ? x . To control the amount of slack allowed (which determines how closely the training data are tted), a penalty term must then be added to the objective function (1) where l(z) is the (shifted)`hinge loss', l(z) = (1 ? z) (1 ? z).
The probabilistic interpretation of SVMs that I discuss below hinges on the fact that (1) can be regarded as de ning a (negative) log-posterior probability for the pa- To interpret the second term in (1) as a (negative) log-likelihood, one only has to dene the probability of obtaining output y for a given x (and a, b) as P(y= 1jx; a; b) = (C)e ?Cl(y a(x)+b]) (2) The proportionality constant (C) here needs to be chosen such that the probabilities for y = 1 never add up to a value larger than one; it is sensible to choose the largest value that achieves this, which is
For a generic value of a(x) + b, however, the probabilities P(y = 1jx; a; b) then still add to a value < 1. It is therefore necessary to introduce a`don't-know' class (labelled by y = 0, say), with probability P(y = 0jx; a; b) = 1 ?
X y= 1 P(y = 1jx; a; b):
(4) While this may seem surprising at rst sight, it has the appealing feature that the probability for the`don't-know' class is largest in the`gap', ?1 < a(x) + b < 1, where one would intuitively expect the output of the SVM to be least certain In what follows, I will consider the input space as discretized for simplicity, with sums over all possible values of x replacing integrals. This avoids technical subtleties, but does not restrict the scope of the treatment (the discretization`grid' can be made arbitrarily ne). The (unnormalized log-) posterior is then given by f(a; b) = ln P(a)P(Dja; b) = I will call these, respectively, the easy (correctly classi ed), marginal, and hard (inside the`gap') training examples; the last two classes form the support vectors (SVs;
x > 0). The sparseness of the SVM solution (often the number of SVs is n) comes from the fact that the hinge loss l(z) is constant for z > 1. This contrasts with other uses of GP models for classi cation that have been proposed; there a sigmoidal (often logistic)`transfer function' normally replaces the likelihood (2) (see e.g. 10]). Its log has nonzero gradient everywhere, and so the MAP solution will not be sparse. Moreover, in the noise free limit, the sigmoidal transfer function becomes a step function, and the MAP values of a and b will tend to the trivial solution a(x) = b = 0. This illuminates from an alternative point of view why the margin (the`shift' in the hinge loss) is important for SVMs.
Understanding kernels
We saw above that SVMs correspond to maximum a posteriori solutions of inference problems with zero mean Gaussian process (GP) priors; the relevant covariance function is the kernel K(x; x 0 ) = ha(x)a(x 0 )i. . If this quantity is much larger than unity, then from the likelihood function (2{4) the probability of either y = +1 or y = ?1 will typically be close to unity and the likelihood of`don't know' outputs (y = 0) will be small. In other words, decision regions will have only small`gaps of uncertainty' between them.
Using the fact that a(x) varies from typically +A(x) to ?A(x) over a length l, the size of the`gap' (de ned by ja(x)j < 1, if we set b = 0 for simplicity) can in fact be estimated as l=A(x). For large kernel amplitudes A(x) this is much less than l, the typical size of the decision regions itself. Kernel amplitudes of order unity or less, on the other hand, correspond to the prior belief that the decision regions are separated by wide gaps of uncertainty; see again Fig. 1 .
The above discussion shows that prior knowledge about (1) the smoothness of decision region boundaries, (2) the typical size of decision regions, or (3) the size of the uncertainty gaps between them, when it is avail-able, has clear implications for the choice of an appropriate SVM kernel. To conclude this section, I also show in Fig. 1 a sample from the popular polynomial SVM kernel, K(x; x 0 ) = (1 + x x 0 ) p . In contrast to the OU and SE kernel, this is not translationally (but still rotationally) invariant; it also does not de ne a scale for the size of decision regions. In addition, K(x; x) is no longer spatially uniform. In fact, for the unit square shown in the gure, the values of K(x; x) di er by a factor of 3 p between the bottom left and top right corner; for the cases p = 5, 10 shown, this means that the typical amplitudes of a(x) at these two points will di er by factors of 15.6 and 243, respectively! Unless justi ed by strong prior knowledge, such a large variation is likely to make a polynomial kernel suboptimal for most problems. One may conjecture that kernels constructed from Chebychev polynomials (which are bounded) would not su er from the same problems; but they are likely to be much more costly computationally.
Bayesian methods
Beyond providing intuition about SVM kernels, the probabilistic interpretation discussed above also opens the door to the application of Bayesian methods to SVMs. I give two examples there: The estimation of the`evidence' for a speci c kernel and noise parameter from the training data, and the calculation of error bars. In this context, it is easiest to replace the improper prior is simply the likelihood of the data for a given model (speci ed by a kernel K(x; x 0 ) and a noise parameter C), obtained by integration over the model parameters a(x) (see e.g. 10] for a discussion 3 The question of (average case) optimality of the log evidence for choosing hyperparameters is subtle in the SVM case, because the`don't know' class never occurs in actual training data. See Ref. 11]. in the GP context): P(D) = Z da P(a)P(Dja) (9) The conditioning on the model fK(x; x 0 ), Cg is implicit here. Inserting (6) leads to an integral which is intractable analytically. Progress can be made, however, by expanding the log-integrand around the SVM solution a , to second order in the deviations a. For all input points x 6 2 X m which are not marginal training inputs, the linear terms in a(x) are zero and the method is equivalent to Laplace's approximation. Carrying out the resulting Gaussian integrals leaves an integral over a(x) x2Xm . The logintegrand now contains linear terms in these variables, whose prefactors depend on the sign of the integration variables. Discarding quadratic terms as subdominant, the integral then factorizes and can be carried out explicitly. The end result of this calculation, which will be described in more detail elsewhere, is ln P(D) 
Conclusion
More work is obviously required to test the above ideas in practical applications. It will be interesting to see how good a guide the approximate evidence can be for the optimization of SVM kernels and noise parameters; and whether the approximate error bars can assign sensible con dence levels to the (conventionally deterministic) output of SVMs. Comparisons with other approximations for the evidence, based on Gaussian variational 12] and cavity eld methods 13] should provide additional insight. Beyond these more tangible applications, I hope that the probabilistic interpretation of SVMs that I have emphasized will add a valuable angle from which the workings of this powerful inference tool can be understood. 
