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Recall that the Laplace-Beltrami operator ∆ = − div∇ on a closed Riemannian
manifold M is a self-adjoint linear operator defined on H2(M), the Sobelev space
of twice weakly differentiable L2-integrable functions on M . The set of values λ
satisfying ∆f = λf is positive and discrete and can be ordered
0 = λ0 < λ1 ≤ λ2 ≤ · · ·
The main result of this thesis relates the kth eigenvalue of the Laplace-Beltrami
operator of certain closed hyperbolic 3-manifolds to their volume. Biringer and Souto
proved in [5] that, given ε, c, δ > 0, there exist only finitely many isometry classes
of hyperbolic 3–manifolds M with inj(M) ≥ ε, rank(π1(M)) ≤ c, and λ1 > δ. Due
to Wang’s finiteness theorem for ε-thick hyperbolic 3-manifolds, this is equivalent
to saying that, with injectivity radius and rank bounds in place, λ1(M) → 0 as
vol(M) → ∞. The following theorem implies their result and additionally provides
a precise asymptotic statement.
Theorem I.1. For every ε > 0, c, k ∈ N there exists Ω(ε, c, k) such that, if M is a








where λk(M) is the kth positive eigenvalue of the Laplace operator on M .
Recall that the rank of a group is the minimal number of elements in a generating
set. The injectivity radius of a closed hyperbolic manifold M is half the length of
the smallest essential closed curve in M . If the injectivity radius of a manifold M is
greater than ε, we say the manifold is ε-thick.
Since we will refer to the hypotheses of Theorem I.1 repeatedly, from now on we
will say that,
Given ε and c, a closed hyperbolic 3-manifold M satisfies (∗) if the following
holds:
(∗) inj(M) ≥ ε and rank(π1(M)) ≤ c
This notation represses ε and c, but will always be used in the context of fixed ε and
c.
Notice that for suitable choices of ε and c, there are infinitely-many examples of
manifolds satisfying (∗); think, for instance, of cyclic covers of a manifold fibering
over the circle.
We discuss briefly the role of the various constants in the hypotheses of the the-
orem. The lower bound in the theorem was proved by Schoen [29] and does not
depend on k, c, or ε. The upper bound, however, definitively depends on c: Long-
Lubotzky-Reid showed in [23] that every closed hyperbolic 3-manifold has a co-
final family of covers {Mi} with Property τ . For any such family, vol(Mi) → ∞
and lim inf λ1(Mi) > 0. The upper bound also definitively depends on k because
λk(M) → ∞. The proof of the upper bound presented here certainly depends on
the injectivity radius bound ε, and the author highly suspects it’s necessary for the
theorem to hold. The proof given also heavily relies on the structure provided by
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hyperbolicity. In general, some kind of curvature bound is necessary because Colbois
and Dodziuk proved the following theorem in [17]:
Theorem I.2 (Colboi-Dodziuk [17]). Every compact manifold Mn with n ≥ 3 admits
metrics g of volume one with arbitrarily large λ1(Mg).
To prove the upper bound in Theorem I.1 we use the “max” part of the Mini-
max Theorem. Loosely speaking, we can bound λk from above by constructing test
functions with bounded Rayleigh quotient.
With the end of constructing these functions, we introduce a theorem of Biringer
and Souto (see Theorem V.1). Namely, for M satisfying (∗), there is a topological
decomposition of M into pieces including large-diameter product regions. Further,
“deep enough” into these product regions, the geometry is approximately like that of
a simply-degenerate end of an infinite-volume hyperbolic 3-manifold. We strengthen
their theorem and show that these product regions can be fibered by surfaces of
bounded geometry (see Theorem V.2). Finally, using this fact, we construct step-
like test functions with bounded Rayleigh quotients.
Before jumping into the next chapter, we give a brief outline of this thesis. Chap-
ters II – IV are background. In Chapter II we review some hyperbolic geometry.
In particular, we recall two concepts that will be essential to understanding the
decomposition theorems in Chapter V: convergence of hyperbolic 3-manifolds, and
(simply-degenerate) ends of hyperbolic 3-manifolds. In Chapter III we recount re-
lated results in spectral theory. In Chapter IV we briefly go over some topological
facts we need about 3-manifolds and, in particular, product regions. The proof of
Theorem I.1 is spread out over the last two chapters. Chapter V is the densest chap-
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ter, culminating in the proof of the strengthening of Biringer and Souto’s theorem
described above. Finally, in Chapter VI, we use this stronger decomposition theorem




For complete expositions on hyperbolic 3-manifolds see [2], [24], [26]. After recall-
ing some basic definitions and theorems from hyperbolic geometry, we will examine
two concepts we will need for the proof in Chapter V, namely convergence of hyper-
bolic manifolds (§2.2) and degenerate ends of hyperbolic 3-manifolds (§2.3).
A hyperbolic 3-manifold M is a complete, connected Riemannian 3-manifold with
constant curvature −1. We will only consider orientable hyperbolic 3-manifolds in
this thesis. In this case M is isometric to a quotient H3/Γ, where Γ ⊂ Isom+(H3)
is discrete and torsion-free. We will often additionally require that Γ is nonabelian
so as not to worry about overly simple examples where theorems tend to fail (see,
for example Theorems II.3 and II.4 ). We can identify Isom+(H3) with PSL(2,C)
through its action on boundary of H3 (see [26, Theorem 1.8]). However, conjugate
subgroups of PSL(2,C) yield isometric quotients. To resolve this ambiguity we can
instead consider pointed hyperbolic 3-manifolds (M,ω), in which M has a specified
basepoint x and a specified orthonormal frame ω at Tx(M). Fix a baseframe ωH3 once
and forever. Now, given (M,ω) we can determine Γ ⊂ PSL(2,C) with M = H3/Γ
uniquely by requiring that ω lifts to ωH3 . Given (M,ω), denote the unique such group
5
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Γ(M,ω). In summary, pointed hyperbolic 3-manifolds are in one-to-one correspondence
with discrete, torsion-free subgroups of PSL(2,C) (see [2, Proposition E.1.9]), and,
as we will see in §2.2.2, these spaces are homeomorphic when given the geometric
topology.
2.1.1 Thick-thin decomposition
The injectivity radius at a point x in M is defined to be half the length of the
shortest essential closed curve through x and denoted injM(x).
Given ε > 0, we define the ε–thick part of M to be
M[ε,∞) := {x ∈M | injM(x) ≥ ε}
and the ε–thin part of M to be
M(0,ε] := {x ∈M | injM(x) < ε}
If ε is small enough, then components of M(0,ε] have a very simple description.
Let’s first introduce some terminology. Using the coordinate identification of H3 with
the upper half-space, a horoball in H3 is a region isometric to
Hc = {(x, y, t) ∈ H3 | t > c}
for some c > 0. A banana-shaped region in H3 is a region isometric to
Bc = {p ∈ H3 | d(p, (0, 0, t)) ≤ c, for some c ∈ (0,∞)},
for some c ≥ 0. Note that a version of the following theorem holds for general
dimension n, but we restrict ourselves to dimension 3.
Theorem II.1 (Thick-Thin Decomposition). There exists ε′ (the Margulis constant
in dimension 3, see [2, Chapter D]) such that if ε < ε′, then a component of M(0,ε]
is isometric to exactly one of the following:
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(i) Bc/Γ, where Γ = 〈γ〉 and γ is a loxodromic element fixing the z-axis. Topologi-
cally these are solid tori and will be called Margulis tubes.
(ii) Hc/Γ, where Γ = 〈γ〉 and γ is a parabolic element fixing ∞ ∈ C. This is called
a rank-1 cusp.
(iii) Hc/Γ, where Γ = 〈γ1, γ2〉 such that γ1, γ2 both fix ∞ ∈ C and do not generate
a cyclic group. This is called a rank-2 cusp.
2.1.2 Mostow-Prasad Rigidity
Mostow originally proved this important rigidity theorem for closed hyperbolic
manifolds only [27]. Prasad generalized this to finite volume hyperbolic manifolds
in [28].
Theorem II.2. For n ≥ 3, two finite-volume hyperbolic n-manifolds are isometric
if and only if they have isomorphic fundamental groups.




Let Γ be a finitely-generated, torsion-free, nonabelian Kleinian group with fixed
generating set Γ = 〈γ1, . . . , γk〉. Let D(Γ) denote the set of discrete faithful repre-
sentations of Γ. Since a homomorphism ρ : Γ → PSL(2,C) is determined by the
image of the generators, Hom(Γ,PSL(2,C)) sits inside PSL(2,C)k and thus inherits
its topology. We say the {ρi} ⊂ D(Γ) converge algebraically to ρ : Γ→ PSL(2,C) if
they converge in Hom(Γ,PSL(2,C)). Jørgensen showed D(Γ) is closed with respect
to algebraic convergence, that is ρ ∈ D(Γ).
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Theorem II.3 (Jørgensen [21]). Let Γ be a non-elementary Kleinian group. Given
a sequence of faithful representations ρi : Γ → PSL(2,C) such that each ρi(Γ) is
discrete and they have limit ρ : Γ → PSL(2,C), then ρ is also faithful and ρ(Γ) is
also discrete.
2.2.2 Geometric convergence
A sequence of subgroups Γi ⊂ PSL(2,C) converges geometrically to Γ if they
converge respect to the Chabauty topology on closed subsets of PSL(2,C). Recall
that if {Ci} is a sequence of closed subsets in PSL(2,C), then Ci → C in the Chabauty
topology if and only if the following two conditions hold:
(i) If x ∈ C, then there exists a sequence {xi} ∈ Ci such that xi → x in PSL(2,C).
(ii) If {xi} ⊂ PSL(2,C) converge to x, then x ∈ C.
At the level of quotient manifolds, we say a sequence of pointed manifolds {(Mi, ωi)}
converges geometrically to (M,ω) if there exists sequences {Ri} → ∞, {Li} → 1,
such that for each i there is an Li-bi-Lipschitz embedding NRi(x) → Mi taking
ω 7→ ωi, where NRi(xi) is the Ri-neighborhood of xi, ωi a frame for TxiMi. This can
also be called Gromov-Hausdorff convergence. We often repress {Ri} and {Li} and
describe this colloquially by saying that the Mi approximate M for large enough i.
These two definitions of geometric convergence at the level of groups and on the
level of pointed manifolds are equivalent in the following sense:
Theorem II.4 (see [26, Theorem 7.7] for a proof). Fix a baseframe ωH3 in H3. If
a sequence Γn of Kleinian groups converge geometrically to a non-elementary (i.e.
nonabelian) Kleinian group G, then the hyperbolic 3-manifolds (H3/Γn, πn(ωH3)) con-
verge geometrically to (H3/Γ, π(ωH3)), where π and πn denote the standard quotient
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maps. Conversely, if the hyperbolic 3-manifolds (Mn, ωn) converge geometrically to
(M,ω), then {Γ(Mn,ωn)} converges geometrically to Γ(M,ω).
Remark. In many cases it will be sufficient to forget about the baseframe and talk
about convergence of pointed manifolds (this time without baseframe): {(Mi, xi)},
xi ∈Mi.
When we have lower bounds on injectivity radius, we have the following useful
theorem.
Proposition II.5 (See [26, Proposition 7.8] for a proof.). If a sequence of pointed
hyperbolic 3-manifolds (Mi, xi) has a positive lower bound on the injectivity radii at
the basepoints xi, then some subsequence converges geometrically.
This means that as long as basepoints are chosen in the thick part, sequences will
always converge up to subsequence.
A consequence of the above proposition and Mostow’s rigidity is Wang’s finiteness
theorem. In three dimensions this says:
Theorem II.6 (Wang’s finiteness theorem for dimension 3). Given ε, V > 0, there
exist only finitely-many closed hyperbolic 3-manifolds with injectivity radius greater
than ε and volume less than V .






where ω3(ε) is the volume of a ball in H3 with radius ε.
An infinite sequence {Mi} of ε-thick hyperbolic 3-manifolds converges up to sub-
sequence for any choice of basepoint by Proposition II.5. However, because they
are all of bounded diameter, the manifolds in the tail of the sequence are eventually
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homeomorphic to the limit. However, by Mostow’s rigidity, this means they are all
isometric.
2.2.3 Smooth geometric convergence
There is another notion of geometric convergence on quotient manifolds we need
to introduce: smooth geometric convergence. This definition is more complicated
to state, and we only need it once, in the proof of Theorem V.2, so we’ve saved it
for last. A priori it will sound much stronger than Gromov-Hausdorff convergence,
but it is actually topologically equivalent to the Gromov-Hausdorff topology on base-
framed hyperbolic 3-manifolds described above; both are equivalent to the Chabauty
topology on torsion-free Kleinian groups, see [2, Theorem E.1.13] and [26, Theorem
7.7].
We will start with what at first sounds like a straight-forward definition and define
ambiguous terms as we go along. Feel free to take this first attempt as the defini-
tion, if you want to avoid the details that follow. A sequence of pointed hyperbolic
3-manifolds (Mi, ωi) converge smoothly geometrically to (M∞, ω∞) if for every com-
pact set K ⊂ M∞ containing the baseframe, for large enough i there exist smooth
embeddings
ϕi : K →Mi
taking ω∞ to ωi and converging smoothly to an isometric embedding.
This sounds nice, but we need to explain more precisely what it means to “con-
verge smoothly to an isometric embedding.” Fix once and for all a baseframe for
H3, call it ωH3 . The ϕi converge smoothly to an isometric embedding if the lifts
ϕ̃i : K̃ → H3 converge smoothly to the identity, where the choice of lift takes ω∞
to ωH3 . This also sounds nice, but we need to explain more precisely what it means
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to “converge smoothly to the identity” for maps from subsets of H3 to H3. Heuris-
tically, the ϕ̃i converge smoothly to the identity if they converge pointwise and if
their derivatives converge. However, we don’t require that all derivatives converge at
the same rate; we have tolerance for higher derivatives converging more slowly. Also
note that to compare derivatives in the first place we need to use parallel transport.
This formal description of smooth convergence is lifted almost entirely from [2].
Let K be a compact subset of H3 and let f , g be maps from a neighborhood of K
to H3. Let Px,y : TyH3 → TxH3 denote parallel transport along the geodesic joining
x and y. Let dp denote the pth differential. Then for each p ≥ 1, z ∈ K, we can
compare pth derivatives of f and g at z as follows:
Pf(z),z ◦ dpf(z)− Pf(z),z ◦ dpg(z)
We define the distance between f and g on K to be:














where ∧means “minimum.” Then {fi} converges smoothly to f onK ifD(fi, f)K → 0.
When U is an open set in H3, then fi converges smoothly to f on U if D(fi, f)K → 0
for every compact subset K ⊂ U .
2.2.4 Strong convergence
Given an algebraically convergent sequence {ρi} → ρ in D(Γ), assume the ρi(Γ)
converge geometrically to a group G ⊂ PSL(2,C). If G = ρ(Γ) we call the conver-
gence strong. However, this won’t always be the case. While it’s clear that ρ(Γ) ⊂ G,
Jørgensen [20] found examples where the geometric limit was strictly larger than the
algebraic limit.
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For an overview of some sufficient conditions for strong convergence see, for ex-
ample, [26, §7.3]. A specific result we will need to reference is the following:
Theorem II.7 (Brock-Bromberg-Canary-Minsky [8]). Let N be a compact 3-manifold
and let {ρi} ⊂ D(π1(N)) converge algebraically to ρ. If every parabolic element of
ρ(π1(N)) lies in a rank two free abelian subgroup, then {ρi} converges strongly to ρ.
2.3 Ends of tame hyperbolic 3-manifolds (without cusps)
2.3.1 Tameness
A hyperbolic 3-manifold is tame if it is homeomorphic to the interior of a compact
manifold (perhaps with boundary). Marden conjectured in [25] that every hyperbolic
3-manifold with finitely-generated fundamental group is tame. This was recently
proved independently by Agol [1] and Calegari-Gabai [12].
Given an end E in a tame manifold, a neighborhood of E is homeomorphic to
S × [0,∞), where S is a closed surface coming from the corresponding boundary
component of the compact core. Recall that the compact core of a 3-manifold M is a
compact submanifold C such that the inclusion C ↪→M is a homotopy equivalence.
Scott proved that every 3-manifold with finitely-generated fundamental group admits
a compact core [30].
Remark. When discussing tameness and the classification of ends of hyperbolic 3-
manifolds it is convenient to impose a uniform lower bound on injectivity radius.
Unless we specifically mention otherwise, we will restrict ourselves to this setting.
Canary proved in [14] that tameness can also be described by the geometry of
the relative ends. (See the remark at the end of this chapter for a description of the
difference between ends and relative ends. When a lower bound on the injectivity
radius is in place, they are the same.) A manifold is tame if and only if its (relative)
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ends are either geometrically finite or simply degenerate.
2.3.2 Geometrically Finite ends
Given a hyperbolic 3-manifold M , let CC(M) denote the convex core of M .
Recall that the convex core of M is the smallest convex set in M whose inclusion
CC(M) ↪→M is a homotopy equivalence.
An end E of M is geometrically finite if its there is a neighborhood of E disjoint
from CC(M). One defining property of such ends is that they have exponentially
expanding geometry.
2.3.3 Simply degenerate ends
In light of Canary’s result [14] we could define simply degenerate ends in a tame
manifolds to be ends which are not geometrically finite. However a more precise
description of their geometry warrants our attention. In particular, an end is sim-
ply degenerate if and only if it has simplicial hyperbolic surfaces homotopic to the
boundary at infinity exiting the end. Recall the definition of a simplicial hyperbolic
surface, the use of which was pioneered by Bonahon in [6] in order to examine the
geometry of simply-degenerate ends.
Definition II.8. Given S a surface of genus g ≥ 2, τ a triangulation of S, and
ϕ : S → M an immersion, a triple (S, τ, ϕ) is a simplicial hyperbolic surface in a
hyperbolic 3-manifold M if the following properties are satisfied:
(i) The 1-simplices in τ are mapped to geodesics in M ;
(ii) The 2-simplices in τ are mapped to totally geodesic triangles in M ;
(iii) When the metric from M is pulled back to S, the angle measure around each
vertex measures ≥ 2π.
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The angle condition in the definition ensures that the surfaces have negative curva-
ture and hence bounded area by Gauss-Bonnet. In particular, we could also describe
simply-degenerate ends as ends with surfaces of bounded area in the right homotopy
class exiting the end. This is in direct contrast to the exponential growth of geo-
metrically finite ends. Canary’s Filling Theorem [15] showed further that, not only
do simplicial hyperbolic surfaces exit a simply-degenerate end, but they fill a simply
degenerate end in the following sense:
Theorem II.9 (Filling Theorem, Canary [15]). Let M be a topologically tame hy-
perbolic 3-manifold without cusps and E a geometrically infinite end. Then E has a
neighborhood U homeomorphic to S × [0,∞) such that every point in a subneighbor-
hood Û = S× [k,∞) is in the image of some convenient simplicial hyperbolic surface
fx : S → U such that fx is (properly) homotopic (within U) to S × {0}.
Jorgensen demonstrated the first examples of ends that were not geometrically
finite, [22]. His examples were cyclic covers of closed manifolds fibering over the
circle. This is generally a good example to picture when thinking about degenerate
ends.
When a lower bound on injectivity radius is in place, we can describe simply
degenerate ends of tame manifolds in the following way:
Corollary II.10. In the presence of a lower bound on the injectivity radius, an end
of a tame hyperbolic 3-manifold is simply degenerate if and only if there exist surfaces
in the correct homotopy class with bounded diameter exiting the end.
Proof. Let E be a simply degenerate end of a tame hyperbolic 3-manifold M . Then
E has simplicial hyperbolic surfaces S → M in the right homotopy class exiting
the end. Negative curvature of these simplicial hyperbolic surfaces ensures they all
15
have area at most A = 2π|χ(S)| by Gauss-Bonnet. Further, because the surfaces are





where ω2(ε) is the area of a ball in H2 of radius ε.
Conversely, a geometrically finite end cannot have surfaces in the correct ho-
motopy class of bounded diameter exiting the end. To see this, first recall that the
nearest point retraction map onto the convex core gives rise to coordinates S× [0,∞)
on the geometrically finite end, with respect to which the metric on the end is quasi-
isometric to cosh2(t)ds2S + dt
2. The level surfaces with respect to these coordinates
have exponentially expanding geometry. Also, the projection of the end onto any
level set is area-reducing. Any sequence of surfaces exiting the end would project
onto deeper and deeper level surfaces of the end via area-reducing nearest point re-
traction maps. In the presence of a lower bound on injectivity radius, this precludes
the possibility that the original surfaces had bounded diameter.
2.4 Doubly-Degenerate Manifolds
A doubly-degenerate manifold refers to a hyperbolic 3-manifold without parabol-
ics homeomorphic to Σ × R with two degenerate ends, where Σ is a closed surface.
In the decomposition theorem of Biringer and Souto (see TheoremV.1) the geometry
of manifolds satisfying (∗) is understood through comparison to doubly-degenerate
manifolds. Here we examine doubly-degenerate manifolds in more detail in order
utilize their geometry in Chapter V, in which we strengthen Biringer-Souto’s decom-
position theorem.
We’re now ready to prove the following well-known fact:
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Fact II.11. Let Mg,ε be the set of ε-thick, doubly-degenerate manifolds homeomor-
phic to Σg ×R, where Σg is a closed surface of genus g. Then Mg,ε is compact with
respect to geometric convergence.
We expand upon a proof given in [3, Proposition 3.2].
Proof. Given a pointed sequence (Mi, xi) ∈ Mε,g, we first show that it converges
algebraically (after choosing appropriate markings) and geometrically up to subse-
quence. Next we show that the respective limits are the same. Lastly we combine
algebraic convergence and tameness to show that the limit is homeomorphic to Σg×R
and combine geometric convergence with the Filling Theorem to show the limit is
doubly-degenerate.
By Canary’s Filling Theorem [15] we know that for each i there is a simplicial
hyperbolic surface fi : Si → Mi whose image contains xi. Fix a finite generating
set X = 〈γ1, . . . , γk〉 ⊂ π1(Σg). We can use the following lemma to carefully choose
markings on the simplicial hyperbolic surfaces (Si, τi, fi).
Lemma II.12 (Short Markings, Biringer [3]). Given ε, g and a finite gen-
erating set X ⊂ π1(Σg), there exists ` such that whenever f : Σg → M is
an ε-thick simplicial hyperbolic surface of genus g and p ∈ Σg, there is an
isomorphism: π1(Σg) → π1(Σg, p) such that the image of each element of
X can be represented by a loop based at p of length less than ` (where the
metric on Σg is pulled back from M).
Recall that the fi are length preserving, so by composing an isomorphism from the
above lemma with fi, we get markings ρi on (Mi, xi) such that for all i, j, ρi(γj) lies
in bounded subset of PSL(2,C) consisting of elements with translation length at the
origin in the interval [ε, `]. Therefore, up to subsequence, {ρi} converges algebraically
to ρ ∈ D(π1(Σg).
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Additionally, because the manifolds are all ε-thick, the groups ρi(π1(Σg)) have a
geometric limit G and because ε-thickness precludes the existence of parabolics in
the limit, Theorem II.7 ensures convergence is strong.
By tameness, the geometric limit (M∞, x∞) is also homeomorphic to Σg ×R. We
have only to show that it has two degenerate ends. In light of Corollary II.10, we want
to find a diameter bound d > 0 such that if K ⊂M∞ is a compact subset containing
x∞ and separating the ends of M∞, we can find a surface in each component of
M∞ − K homotopic to M∞ with diameter less than d. This is easy: we have Mi-
approximations of M∞ of diameter much larger than diam(K). We can pull back
simplicial hyperbolic surfaces from the Mi (which exist where we want them to
by Canary’s Filling Theorem) to get immersed surfaces in M∞ − K with bounded
diameter. This is true for a compact exhaustion of M∞, so by Corollary II.10, the
manifold is doubly-degenerate.
Remark: Full disclosure on injectivity radius bounds
We’ve simplified our discussion of ends by assuming our manifolds have injectivity
radius bounded away from 0. Two things can happen without this assumption.
First, without the lower bound on injectivity radius we may have cusps. In this
case, fix ε less than the Margulis constant and let M0ε be M without the ε-thin
components corresponding to rank-1 and rank-2 cusps. When classifying ends of
manifolds with cusps we only consider the ends of M0ε , called the relative ends.
The other case we’ve not yet considered is less intuitive. Bonahon and Otal showed
the existence of simply-degenerate ends with arbitrarily short closed geodesics [7].
In this case the simplicial hyperbolic surfaces filling the end still have bounded area,
but their diameter grows without bound. In particular, Corollary II.10 does not hold
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in this case. Also, such examples do not resemble cyclic covers of manifolds fibering
over the circle.
CHAPTER III
Related Results in Spectral Theory
3.1 Basics
The Laplace-Beltrami operator on a closed Riemannian manifold M is a linear
operator on C∞(M) defined to be:
∆f = − div(∇f)
Recall that H2(M) is the Sobelev space of L2-integrable functions on M that are
twice weakly differentiable. With respect to the H2(M)-norm, ∆ is a bounded linear
operator on C∞(M) and has a unique continuous extension to H2(M). Thus, more
generally, ∆ is a linear operator ∆ : H2(M)→ L2(M).








It follows that ∆ is self-adjoint and thus has real, non-negative eigenvalues. The set
of eigenvalues:
{λ ∈ R | ∃f ∈ H2(M) such that ∆f = λf}
is called the spectrum of the Laplace-Beltrami operator on M . For convenience, we
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will often refer to the Laplace-Beltrami operator as simply the Laplacian and to the
spectrum of the Laplacian on M as simply the spectrum of M .
The spectral theorem describes the spectrum and eigenfunctions as follows:
Theorem III.1 (Spectral Theorem, as given in [11]). Let M be a compact connected
Riemannian manifold without boundary. The eigenvalue problem
∆ϕ = λϕ
has a complete orthonormal system of C∞-eigenfunctions ϕ0, ϕ1, . . . in L
2(M) with
corresponding eigenvalues λ0, λ1, . . . such that
0 = λ0 < λ1 ≤ λ2 ≤ · · · , λn ∞ as n ∞.
Green’s Theorem and the Spectral Theorem combine to give the Minimax theorem
[11] (the key to the proof of Theorem I.1) in which λk is bounded above by the
maximum Rayleigh quotient of a family of k + 1 functions with disjoint support.
More precisely:
Theorem III.2 (Minimax Theorem). Let h0, . . . , hk ∈ C∞(M) be positive functions
which satisfy
vol(supphi ∩ supphj) = 0












We give an idea of the general proof by proving the statement for k = 1. The
complete proof can be found in [11].
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Proof of case k = 1. First note that λ0 = 0 because, letting f ≡ 1,
∆f = − div(∇f) = 0.
Let g0, g1 ∈ C∞(M) be positive functions such that supp(g0)∩ supp(g1) has mea-









βiϕi, βi ∈ C.
Case 1: α0 = β0 = 0
Applying the Laplacian to g0 gives us: ∆g0 =
∑∞
































The analogous inequality holds for g1, so the statement is proved.
Case 2: Without loss of generality β0 6= 0
Let f = g0 − α0β0 g1. Then when f is expressed in terms of the Hilbert basis of






































To finish the proof we have only to apply the following cute fact1 for positive numbers











So far we’ve assumed every manifold is closed, that is, compact without boundary.
When we drop either of those conditions, the above definitions and results do not
necessarily hold. Specifically, if we consider compact Riemannian manifolds with
boundary, we must specify boundary conditions on functions f ∈ H2(M) when
solving the differential equation ∆f − λf = 0. In this thesis we won’t explore this
case.
On the other hand, we will occasionally discuss results about non-compact man-
ifolds to point out analogies to closed manifolds. The Laplace operator and its
spectrum in this setting are defined differently.
When M is noncompact, we must mention that the Laplacian only acts on com-
pactly supported functions and the spectrum, defined as
spec(M) = {λ ∈ C |∆− λI is not invertible},
consists of more than just the eigenvalues of ∆. Further, the spectrum is not dis-
crete: it consists of two parts: the essential spectrum, accumulation points of the
spectrum and eigenvalues with infinite multiplicity; and the discrete spectrum, iso-
lated eigenvalues with finite multiplicity. In the face of this complexity, we restrict






. This leads to two contradictory statements: bc > da and da > bc.
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our attention to the smallest non-trivial eigenvalue λ0(M), whose definition we can
take to be:







(Note that in the case that M is closed, λ1(M) can be defined the same way with
the infimum instead running over f ∈ C∞(M) with
∫
fdM = 0.)
3.2 Cheeger’s Isoperimetric Constant and λ1(M)
Although we prove our main theorem using the Minimax theorem, many previous
results relating the spectrum of M to its volume are proved using the well-known
relationship between the λ1(M) and Cheeger’s isoperimetric constant h(M).
Recall that when M is a 3-dimensional Riemannian manifold, Cheeger’s isoperi-




min{vol(N), vol(M −N)} ,
where the infimum is taken over all 3-dimensional submanifolds N ⊂M (not neces-
sarily connected) with Lipschitz boundary. When M has infinite volume, we require
N to be compact to ensure the division makes sense. Cheeger showed the following
relationship between λ1(M) and h(M).
Theorem III.3 (Cheeger’s Inequality, [16]). When M is a closed Riemannian man-
ifold,
(3.3) λ1(M) ≥ h2(M)/4.
In the case that M has curvature bounded from below, Buser found a lower bound
for λ1(M) in terms of h(M).
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Theorem III.4 (Buser’s Inequality, [10]). If the Ricci curvature of a closed Rieman-
nian manifold Mn is bounded below by −(n− 1)δ2 (δ ≥ 0) then:
(3.4) λ1(M) ≤ 2δ(n− 1)h(M) + 10h2(M).
In the case that M is non-compact, versions of Cheeger’s and Buser’s bounds still
hold. Cheeger’s result holds as is for non-compact infinite-volume manifolds without
boundary if we replace λ1(M) with λ0(M) in the statement of the theorem. (See
definition of λ0(M) in (3.2).) Buser’s theorem can be revised in the non-compact
setting as follows:
Theorem III.5 (Buser’s Inequality, [10]). If M is complete, non-compact and has
Ricci curvature bounded below by −(n− 1)δ2 (δ ≥ 0), then:
(3.5) λ0(M) ≤ cδh(M),
where c depends only on the dimension of M .
3.3 Volume and λ1(M) for closed manifolds
Recall that the main result of this thesis states that, for closed hyperbolic 3-
manifolds M satisfying (∗), Ω−1 vol−2(M) ≤ λk(M) ≤ Ω vol−2(M), where Ω depends
only on k, rank(π1(M)) and inj(M).
As we proceed to summarize analogous results, we avoid excessive primes and
subscripts by abusing notation slightly and overusing the constant Ω. Keep in mind
that these instances of Ω are only defined within the scope of the theorem statements
and are not related.
Schoen found a lower bound on λ1 in [29]. Because λk ≥ λ1, his result gives rise
to the lower bound in our main theorem. Schoen’s result states that:
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Theorem III.6 (Schoen [29]). If the sectional curvatures of M satisfy the inequality














where δn = 4
−1ω2n−1[εne
εn(1−κ)]2n−2, εn = 4
−(n+3), ωn =volume of the unit ball in Rn,
and
δ′n,κ = (n− 1)24−1κ2ω2nε2nn .
In the case of hyperbolic 3-manifolds, this says λ1(M) ≥ π24−343−2 vol−2(M).
Remark. For n = 2, on the other hand, no such lower bound in terms of volume
can exist. A genus-g hyperbolic surface has area 4π(g − 1). Further, given a fixed
genus g we can find genus-g surfaces with arbitrarily small Cheeger constant (and
thus λ1(M) by Buser’s inequality) by pinching a non-trivial separating curve. See
Theorem III.9 for an alternate bound that holds in this case.
Schoen proves this result using Cheeger’s inequality. In particular, though he
never states it explicitly, he proves the following lemma on the way to his main
result:
(3.6) h(M) ≥ Ω vol−1(M),
where Ω depends only on the curvature and and dimension of M . We will use this
fact in §3.5 below.
Theorem I.1 is an improvement on an upper bound for λ1(M) in terms of vol(M)
proved by Biringer and Souto. Their theorem, also in the context of M satisfying
(∗), states that:
Theorem III.7. For every ε, δ, c > 0, there are only finitely-many isometry classes
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of hyperbolic 3-manifolds M with injectivity radius inj(M) ≤ ε, first eigenvalue
λ1(M) ≥ δ and rank(π1(M)) ≤ c.
In their paper, Biringer and Souto use Buser’s inequality to first prove the follow-
ing statement: for M satisfying (∗), λ1(M) . vol−1(M). Then they apply Wang’s
Finiteness Theorem to get Theorem III.7 above. In light of Theorem I.1, their result
is not optimal. In fact, as we will show in §3.5, under the (∗) hypotheses Buser’s
upper bound cannot recover the asymptotics of Theorem I.1.
3.4 Volume and λ0(M) for open manifolds
The upper and lower bounds discussed in the last section have analogies on certain
classes of non-compact hyperbolic manifolds.
We will start with lower bounds on λ0(M). Unlike Schoen’s lower bound for closed
manifolds, finding such bounds in the case of non-compact manifolds heavily utilizes
hyperbolic structure.
For example, Dodziuk’s and Randol’s generalization of Schoen’s bound (see The-
orem III.6) to finite-volume hyperbolic manifolds utilizes thick-thin decomposition
by estimating λ0 separately on the thick and thin parts of M using the Minimax
theorem.
Theorem III.8 (Dodziuk-Randol [18]). If Mn is a finite-volume hyperbolic n-manifold,
n ≥ 3, then there exists Ω(n) depending only on n such that
λ0 ≥ Ω(n) vol−2(M)
As mentioned before, such a bound clearly fails for n = 2. In this case, the
following theorem holds instead.
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Theorem III.9 (Dodziuk-Randol [18]). Given V > 0, there exists Ω(V ) > 0 such
that if M is a hyperbolic surface with volume V , then
λ0(M) > Ω(V )L,
where L is the minimal length of a separating chain of simple closed geodesics.
In the case in which the volume is not finite, Burger and Canary proved the
following lower bound on λ0(M) for geometrically finite hyperbolic 3-manifolds.
Theorem III.10 (Burger-Canary [9]). For all n ≥ 3, there exists a constant Ω(n) >
0 such that if M is an infinite volume, geometrically finite hyperbolic n-manifold,
then
λ0(M) ≥ Ω(n) vol−2(C1(M)),
where vol(C1(M)) denotes the volume of the neighborhood C1(M) of radius one of
the convex core.
As for upper bounds, Canary proved the following theorem in [13].
Theorem III.11. Let M be an infinite volume, topologically tame hyperbolic 3-
manifold. Then λ0(M) = 0 if and only if M is not geometrically finite. Moreover,




where C(M) denotes the the convex core of M .
This theorem can be seen as an infinite-volume analog to Theorem I.1. The role
that |χ(∂C(N))| plays in Canary’s theorem is similar to the role of the bound on
rank(π1(M)) in the hypotheses of Theorem I.1, although the relationship in that case
is not necessarily linear. Canary’s proof bounds h(M) and applies Buser’s inequality
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for infinite-volume manifolds.
Let M be a complete, connected, hyperbolic 3-manifold. Then the various bounds
on λ1(M) (resp. λ0(M)) in terms of volume and h(M) can be summarized as follows:
Upper Bounds Lower Bounds
Compact Buser: (R. curv > −κ) =⇒ λ1(M) . h2(M)+h(M)
Biringer-Souto: (∗) =⇒ λ1(M) . vol−1(M)
W.: (∗) =⇒ λ1(M) . vol−2(M)
Cheeger: λ1(M) & h2(M)
Schoen: (0 > S. curv > κ) =⇒
λ1(M) & vol−2(M)
Finite Vol. Dodziuk-Randol: λ0(M) & vol−2(M)
Geo. Finite Buser: (curv > κ) =⇒ . h(M)
Canary: λ0(M) . |χ(∂C(M))| vol−1(C(M))
Cheeger: λ0(M) & h2(M)
Burger-Canary: λ0(M) & vol−2(C(M))
3.5 A new result relating volume and h(M)
In the case that M is a closed hyperbolic 3-manifold satisfying (∗), an explicit
relationship between volume, h(M), and λ1(M) arises by combining the various
bounds discussed in §3.2 - §3.3.
From (3.3) and Theorem I.1 we obtain that, under appropriate bounds on rank




. Combining this with Schoen’s result in (3.6)
we get a new corollary:
Corollary III.12. Given ε and c, there exists Ω′ > 1 such that if M is a closed
hyperbolic 3-manifold as in the statement of Theorem I.1, then
1
Ω′ vol(M)




In light of this corollary, Buser’s inequality yields at best λ1(M) . vol
−1(M) under
the appropriate hypotheses, a strictly weaker result than Theorem I.1.
CHAPTER IV
Tools: Waldhausen’s Cobordism Theorem and Corollaries
In order to effectively apply Theorem V.1, we need to recall some facts about 3-
manifold topology. In particular, a well-known corollary of Waldhausen’s Cobordism
Theorem will be essential. In this section we justify certain 3-manifold facts we will
need in Chapter V.
Recall that an open (respectively closed) product region is a 3-manifold homeo-
morphic to Σ× (0, 1) (respectively Σ× [0, 1]), where Σ is a closed orientable surface.
Any embedded surface in a product region homotopic to a boundary component
will be called a fiber. It follows from Waldhausen’s Theorem [19, Corollary 13.7] that
two disjoint fibers in a product region bound a product region.
We say an embedded surface in a 3-manifold is separating if its complement is dis-
connected. Given a 3–manifold with two boundary components, a separating surface
in the interior separates the boundary components if every arc connecting the bound-
ary components intersects the surface. Otherwise, the separating surface bounds a
compact region not meeting the boundary.
The following topological facts about product regions are certainly known to ex-
perts. We include brief explanations for the reader’s benefit.
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Let T = Σ × I be a product region of genus g. Let Σ′ be a closed embedded
surface in T . We can view Σ′ as an element of H2(T ;Q). Recall that there exists a
non-degenerate bilinear pairing H1(T, ∂T ;Q)×H2(T ;Q) given by intersection num-
ber. Because dimH1(T, ∂T ;Q) = dimH2(T ;Q) = 1, the following dichotomy holds:
either Σ′ has nonzero algebraic intersection number with the arc {x} × [0, 1], for
some x ∈ Σ, in which case it separates the boundary components of T , or Σ is null-
homologous and bounds a compact region not meeting the boundary. In particular:
Fact IV.1. There are no embedded, non-separating surfaces in the interior of T .
Continuing with the same notation, let p be the projection:
p : T = Σ× I → Σ given by (x, t) 7→ x.
If Σ′ has genus less than g then the restriction p|Σ′ cannot be π1-injective. In other
words Σ′ is compressible in T [19] and by repeatedly compressing, we reduce genus
and end up with a sphere, which must be null-homologous because the universal
cover of T is contractible. Being null-homologous, Σ′ bounds a compact region not
meeting the boundary. In summary:
Fact IV.2. If Σ′ is a closed embedded orientable surface in T with genus smaller
than g, then Σ′ bounds a compact region. Conversely, if Σ′ separates the boundary
components of T , then the genus of Σ′ is greater than or equal to that of T .
If Σ′ is an embedded surface of genus g and separates the boundary components
of T then Σ′ is non-trivial in H2(T ;Q). As such, p|Σ′ must be π1-injective, otherwise
Σ′ would be compressible, therefore homologous to a smaller-genus surface, therefore
null-homologous by Fact IV.2. Because p|Σ′ is π1-injective, it is homotopic to a
covering map and, since the genera are the same, homotopic to a bijection. In other
words:
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Fact IV.3. If Σ′ and T have the same genus and Σ′ separates the boundary compo-
nents of T , then Σ′ is a fiber in T .
CHAPTER V
A Decomposition Theorem
The proof of Theorem I.1 follows quite easily once we establish a useful decom-
position theorem for manifolds satisfying (∗). We start by introducing a theorem of
Biringer and Souto which gives us a decomposition of M satisfying (∗) into pieces
including large-diameter product regions. The bulk of the work in this chapter is
proving a stronger version of their theorem, Theorem V.2, which shows that those
product regions can be fibered by surfaces of bounded geometry. From there, the
decomposition theorem, Corollary V.7, follows immediately.
5.1 Biringer-Souto Theorem
Biringer and Souto proved the following theorem in [4].
Theorem V.1 (Biringer-Souto). For every ε, c > 0 there exists a finite set {Q1, . . . , Qs}
of compact Riemannian 3-manifolds (perhaps with boundary) and L, r > 1 such that
if M is a closed hyperbolic 3-manifold with
(∗) inj(M) ≥ ε and rank(π1(M)) ≤ c
then M contains a compact submanifold M with the following properties:
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1. M has at most r components, each one of them L-bi-Lipschitz equivalent to one
of the Qi,
2. Each component of M −M is homeomorphic to Σg × R, where Σg is a closed
orientable surface of genus g.
Further, given any pairwise distinct pointed sequence (xi,Mi) such that each Mi satis-
fies (∗) and d(xi,Mi)→∞, some subsequence converges geometrically to (x∞,M∞),
where M∞ is an ε-thick doubly-degenerate manifold.
We refer to M as the tiny manifold. The first part of the theorem tells us that
components of the complement of the tiny manifold are all product regions, a purely
topological statement. A helpful picture to illustrate the theorem is shown in Figure
5.1.




A picture illustrating the Biringer-Souto Theorem. The “tiny manifold” M is shown in
grey. The white parts are product regions.
Let’s point out what we don’t know immediately from Theorem V.1. The first
part of the theorem is purely topological, and does not give geometric information
about the product regions. The second part of the theorem is geometric, but is
only a pointwise statement. A neighborhood of a point far enough away from the
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tiny manifold will look like a product region neighborhood in a doubly-degenerate
manifold of genus g, but a priori this local structure may not be compatible with the
topological structure of the larger product region component— in particular, a priori
it may not be the same genus. Chapter II outlines the basis of hyperbolic geometry
and defines the important terms in Theorem V.1.
5.2 A Stronger Version
We improve this loose point-wise geometric statement by showing that we can
actually fiber these product regions with surfaces of uniformly bounded geometry.
To this end, we frequently refer to a fixed metric family of “canonical” product
regions {Sg× [−1, 1] |Sg ∈ S} endowed with the product metric, where S = {Sg}∞g=2
is a fixed family of hyperbolic structures, one for each genus g ≥ 2.
The main result of this section is the following:
Theorem V.2. For every ε, c > 0 there exists a finite set {Q1, . . . , Qs} of compact
Riemannian 3-manifolds (perhaps with boundary) and L, r,G > 1 such that if M is
a closed hyperbolic 3-manifold with
(∗) inj(M) ≥ ε and rankπ1(M) ≤ c
then M contains a compact submanifold M̃ with the following properties:
1. M̃ has at most r components, each one of them L-bi-Lipschitz equivalent to one
of the Qi.
2. Each component T of M − M̃ is homeomorphic to Σg×R, where Σg is a closed
orientable surface of genus g < G.
3. Further, there is a foliation of T by genus-g surfaces compatible with the product
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structure such that for any point x ∈ T , there is a leaf-preserving L-bi-Lipschitz
embedding
Sg × [−1, 1]→M, Sg ∈ S
with x in the image of the 0-fiber.
5.3 Proof of Theorem V.2
We start by showing the existence of G in the statement of Theorem V.2.
Lemma V.3. There exists G such that given Mi satisfying (∗) and xi ∈ Mi with
d(xi,Mi)→∞ then the doubly-degenerate geometric limit M∞ guaranteed by Theo-
rem V.1 has genus at most G.
Proof. Suppose no such bound on genus existed. Then for every g ∈ N, there exists
a sequence of pointed manifolds ( xg i, M
g
i) satisfying (∗) with d( xg , Mg i)→∞ and
converging to a doubly degenerate manifold ( xg ∞, M
g
∞) of genus g. Because each





some (x∞,M∞). Notice that (x∞,M∞) is also the geometric limit of some diagonal
sequence ( xg i, M
g
i), and, as such, is an ε-thick doubly-degenerate manifold of some
genus G by Theorem V.1.
Fix an embedded fiber Σ ⊂ M∞ through x∞. For g > G large enough, we can
approximate Σ ⊂ M∞ by Σg ⊂ Mg ∞. Because Σg has genus G and Mg ∞ has
genus g > G, Σg bounds a compact region Kg ⊂ Mg ∞ by Fact IV.2. Note that
diam( Kg ) → ∞ because otherwise Kg would lie in an approximation of M∞. See
Figure 5.2.
Similarly, for each g we can choose index i(g) large enough to approximate Kg ⊂
Mg ∞ by K
g







Figure 5.2: As g →∞, diameter of gK must also go to ∞.
We are now ready to shed this elaborate notation: rename the sequence ( xg i(g), M
g
i(g))
with one index j. Likewise, let Kj = K
g
i(g) and let Σj = ∂Kj.
Let x′j ∈ Kj be a point furthest from Σj. Note that d(x′j,Mj) → ∞ so Theorem
V.1 applies and up to subsequence we have limit (x′j,Mj) → (x′∞,M ′∞), where M ′∞
is doubly-degenerate of some genus G′.
Fix an embedded fiber Σ′ ⊂M ′∞ through x′∞. Also fix an infinite arc γ : R→M ′∞
exiting both ends. Note that γ necessarily has algebraic intersection number 1 with
Σ′.
Let Σ′j ⊂Mj be the approximation of Σ′ that exists for large enough j. We briefly
outline the rest of the proof: working in the approximations Mj, we use approxima-
tions of γ to find closed curves intersecting Σ′j exactly once—a contradiction, since
Σ′j must have disconnected complement by Fact IV.1.
The closed curves will come from concatenating the γ-approximations with geodesic
segments connecting to Σj = ∂Kj—such segments can’t backtrack and go back
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through Σ′j because the regions of approximation have very large diameters and x
′
j











Figure 5.3: Σ′j is an embedded nonseparating surface, a contradiction.
To help with the following nitty-gritty details, see Figure 5.3. We have increasingly
large approximations Nj ⊂Mj of M ′∞. Because diam(Kj)→∞, large enough j allow
us to impose the simultaneous restrictions: diam(Nj) >> diam(Σ
′
j) and Nj ⊂ Kj.
Note that Nj may have more than two boundary components but that the bound-
ary components fall into two classes depending on which component of Nj −Σ′j they
belong to. The distance between these two classes of boundary components is at
least dj, where
dj = diam(Nj)/2− diam(Σ′j)
and thus limj→∞ dj =∞.
We are now ready to construct our closed curve intersecting Σ′j exactly once. Let
γj : [a, b] → Nj be the unique component of the approximation of γ with image
intersecting Σ′j. (We need to specify a particular component because we may have
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other small segments near ∂Nj.) Concatenate γj with geodesics segments [γj(a), yj],
[γj(b), zj], such that yj, zj ∈ Σj are the points closest to γj(a) and γj(b) respectively,
recalling that Σj = ∂Kj. Finally concatenate with any arc in Σj connecting yj to zj.
See Figure 5.3 for an illustration. We claim that this closed curve still intersects Σ′j
exactly once, showing that the complement to Σ′j is connected, contradicting Fact
IV.1.
We have only to show that [γj(a), yj] and [γj(b), zj] do no intersect Σ
′
j. This is
easy, for recall that dj >> diam(Σ
′
j). Without loss of generality suppose [γ(a), yj]
intersected Σ′j, then by the triangle inequality d(γj(a),Σj) > d(x
′
j,Σj), contradicting
our initial choice of x′j.
From now on let G be the constant provided by Lemma V.3.
Notice that in the course of the above proof we showed the following fact:
Fact V.4. If a sequence of metric product regions (Ti, xi) converge geometrically to
a doubly-degenerate manifold (M∞, x∞), then given a fiber of M∞ through x∞, the
approximating image of the fiber in Ti separates the boundary components for all
sufficiently large i.
Recall from Fact II.11 that the space of ε-thick doubly-degenerate manifolds of
genus g is compact with respect to geometric convergence. It follows that the space
of ε-thick doubly-degenerate manifolds of genus g ≤ G is also compact with respect
to geometric convergence. Recall that we fixed a family of hyperbolic surfaces S =
{Sg}∞g=2. Compactness yields uniformity in the following sense:
(DD1) Given ε > 0, G ≥ 2, there exists L = L(ε,G) such that if E is ε-thick and
doubly-degenerate of genus g ≤ G, and x ∈ E then there exists an L-bi-Lipschitz
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embedding ϕ : Sg × [−1, 1]→ E, Sg ∈ S, such that x ∈ ϕ(Sg × {0}).
The next statement follows from the preceding statement letting
D(ε,G) = L(ε,G) max
2≤g≤G
{diam(Sg) |Sg ∈ S},
but we will frequently need this specific formulation.
(DD2) Given ε > 0, G ≥ 2, there exists D = D(ε,G) such that if E is ε-thick and
doubly-degenerate of genus g ≤ G, and x ∈ E, there is an embedded fiber
through x of diameter less than D.
If E an ε-thick, doubly-degenerate product region of genus g ≤ G, then (DD2),
Waldhausen’s theorem, and the triangle inequality combine to give the following
obvious (but useful) statement:
(DD3) Let B be a ball of radius R in E. Then B contains a product region of width
w ≥ 2R− 4D(ε,G). That is, large-radius balls in E contain comparably large-
width product regions.
Recall that the width of a product region is the shortest distance between its bound-
ary components.
We give now a slightly refined version of the geometric content of Theorem V.1
incorporating the genus bound we just proved:
Corollary V.5. For every ε, c > 0, R,L > 1, there exists δ(ε, c, R, L) such that if
M satisfies (∗) and x ∈ M such that d(x,M) > δ, then there is a product region
Tx ⊂M −M such that
(i) NR(x) ⊂ Tx;
(ii) there exists an L-bi-Lipschitz embedding f : Tx → E, where E is doubly degen-
erate of genus g ≤ G(ε, c), such that f is homotopic to a fiber in E;
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(iii) Tx separates the boundary components of Px, where Px is the component of
M −M containing x.
Proof. Using the limit statement in Theorem V.1, suppose no such δ exists. Then
there exists a sequence of closed hyperbolic 3-manifolds (xi,Mi) satisfying (∗) with
d(xi,Mi) → ∞) such that for all i no such approximation near xi exists. How-
ever, by Theorem V.1 there is doubly-degenerate manifold M∞ such that (xi,Mi)→
(x∞,M∞). Recall that (DD3) ensures that this convergent sequence not only approx-
imates a large ball in M∞, but a large-width compact core in M∞, a contradiction
to our assumption. And by Fact V.4 they eventually separate.
At this point we’d like to improve Corollary V.5 in two ways. First, the above
corollary only describes local behavior; we’d like to have compatibility of the embed-
dings described above. That is, we want to know that the embeddings Tx → E and
Tx′ → E are homotopic for different points x, x′ in the same component of M −M
(far enough away from M). Second, we’d like to compare the product regions Tx to
concrete product regions instead of some doubly degenerate manifold E.
Recall that we fixed a family of hyperbolic surfaces S = {Sg}∞g=2 and associated
product regions {Sg × [−1, 1] |Sg ∈ S} endowed with the product metric. We say
a metric product region T in an ambient manifold M is locally fibered by genus-g
surfaces of L-bounded geometry if for every x ∈ T there exists an L-bi-Lipschitz
embedding gx : Sg × [−1, 1] → M homotopic to a fiber in T such that x lies in the
image of the 0-fiber.
Lemma V.6. Given ε, c, let M satisfy (∗). Then there exists w,G, δ > 0, L > 1
such that, given a component P ⊂ M −M of width greater than w, there exists a
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submanifold T ⊂ P with P ⊂ Nδ(T ) such that T is a product region of some genus
g ≤ G. Further, T is locally fibered by genus-g surfaces of L-bounded geometry.
Proof. Let G be as in Lemma V.3. Roughly speaking, we choose a finite set of
points {xi} ⊂ P far enough away from ∂P to use Corollary V.5 and find associ-
ated large-diameter product regions Txi with union T = ∪iTxi ⊂ P . We then use
topological facts to show that the Txi are all homotopic and their union T is a prod-
uct region. Lastly, we show that T is locally fibered by surfaces of bounded geometry.
Step 1: Consider any component P ⊂ M −M of width w > 2δ(ε, c, R, 1.5), where
R = 3(L(ε,G) + D(ε,G)), and δ = δ(ε, c, R, 1.5) comes from Corollary V.5. Let
γ : [0, w] → P be a geodesic segment parameterized by arc length with endpoints
in distinct components of ∂P . Let t1 = δ and let x1 = γ(t1). Let Tx1 be a product




{t | γ(t) ∩ Txi−1 6= ∅},
xi = γ(ti),
Ti is a product region associated to xi given by Corollary V.5.
Let T = ∪iTxi . Note that following the proof of Corollary V.5, (DD2) and (DD3) al-
low us to assume that the diameters of the components of ∂Txi are uniformly bounded
above by 1.5D(ε,G). Thus by our choice of R, the boundary surfaces of all the Txi
are pairwise disjoint. Also note that P ⊂ Nδ+d(T ), where d is the maximum possible
diameter of any boundary component of the tiny manifold ∂N over all N satisfying
(∗); this number is finite because the components of the tiny manifold come from a
finite family of L-bi-Lipschitz classes.
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Step 2: We claim that Tx1 ∪ Tx2 is a product region. Note that all fibers in Tx1 and
Tx2 separate the components of ∂P by Corollary V.5. From there it’s not hard to
see that some fiber in Tx2 separates the components of ∂Tx1 and some fiber in Tx2
separates the components of ∂Tx1 . Facts IV.2 and IV.3 combine to show that the
fibers of Tx1 and Tx2 have the same genus and are thus homotopic. By Waldhausen’s
Theorem, Tx1 ∪ Tx2 is a product region. Analogously, the fibers of all the Txi are
homotopic to each other and T is a product region.
Step 3: Note that (DD1) says exactly that doubly-degenerate ε-thick manifolds
E are locally fibered by surfaces of bounded geometry. Since each Txi looks like a
doubly-degenerate manifold, we would like to locally fiber T with surfaces of bounded
geometry by simply composing the appropriate maps. However, the Txi are bi-
Lipschitz equivalent to finite pieces of doubly-degenerate ε-thick manifolds, so we
have to know that such maps “fit” near the boundary.
Given i, let fi : Txi → Ei be a 1.5-bi-Lipschitz embedding from Corollary V.5.
Given x ∈ Txi , let x′ = (fi)−1(x) ∈ Ei. From (DD1) we have an L(ε,G)-bi-Lipschitz
embedding ϕx′ : Sg × [−1, 1]→ Ei with x′ in the image of the 0-fiber. In particular,
ϕx′(Sg × [−1, 1]) ⊂ NL(ε,G)+D(ε,G)(x′) ⊂ Ei. Therefore, as long as d(x, ∂Txi) ≥
1.5(L(ε,G) + D(ε,G)), the image of ϕx′ will be contained in the image of fi. In
particular, f−1i ◦ ϕx′ : Sg × [−1, 1] → Txi will be well-defined. Luckily, the Txi were
defined in such a way to ensure this sufficient overlap. Thus a desired 1.5L(ε,G)-bi-
Lipschitz embedding exists for every point in T = ∪iTxi . Figure 5.4 visualizes these
overlaps.
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This region locally bered via yellow DD manifold
This region locally bered via red DD manifold
︸ ︷︷ ︸︸ ︷︷ ︸Txi Txi+1
Ei
Ei+1
Figure 5.4: T is locally fibered by surfaces of bounded geometry.
Remark. We’ve used bi-Lipschitz equivalence in everything we have done so far.
Recall that the definition of geometric convergence actually allows us to assume
everything we have done is smooth.
We’re now ready to prove Theorem V.2. We recall the theorem here for reference:
Theorem V.2. For every ε, c > 0 there exists a finite set {Q1, . . . , Qs} of compact
Riemannian 3-manifolds (perhaps with boundary) and L, r,G > 1 such that if M is
a closed hyperbolic 3-manifold with
(∗) inj(M) ≥ ε and rankπ1(M) ≤ c
then M contains a compact submanifold M̃ with the following properties:
1. M̃ has at most r components, each one of them L-bi-Lipschitz equivalent to one
of the Qi.
2. Each component T of M − M̃ is homeomorphic to Σg×R, where Σg is a closed
orientable surface of genus g < G.
3. Further, there is a foliation of T by genus-g surfaces compatible with the product
structure such that for any point x ∈ T , there is a leaf-preserving L-bi-Lipschitz
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embedding
Sg × [−1, 1]→M, Sg ∈ S
with x in the image of the 0-fiber.
Proof. To show part (3) of the statement, it is sufficient to show the existence of a
finite number of such leaf-preserving embeddings whose images cover T and intersect
only on boundary fibers. (Concatenating parts of such parts gives the general result.)
We do this by first showing that a “patchy” foliation exists using Lemma V.6. Then
we use limits to fill in missing pieces. Lastly, we change our choice of tiny manifold
while keeping the components in a finite family of L-bi-Lipschitz classes.
Step 1: Let w,L be as in Lemma V.6, let P be any component of M of width
larger than w, and let T ⊂ P be a genus-g product region as in Lemma V.6. (It’s
possible that no such P exists, in which case Step 3 still applies.) We will cover T
with a “patchy” foliation. That is, we will find a family of L-bi-Lipschitz embeddings
as in Lemma V.6 such that the distance between the images of subsequent maps is
bounded both above and below.
Let w′ be the width of T and let γ : [0, w′] → T be a geodesic connecting the
boundary components of T parameterized by arc length. Let d = diam(Sg× [−1, 1]).
Let xi = γ (i(Ld+ 1)) for i = 0, 1, . . . , b w
′
Ld+1
c. By Lemma V.6, for each i we have
an L-bi-Lipschitz embedding fi : Sg × [−1, 1] → M such that xi is in the image of
the 0-fiber. Note that we have spaced the xi so that the distance between the image
of fi and fi+1 is at least 1 and at most 2Ld + 1. By Waldhausen’s Theorem, the
missing pieces are also product regions.
Step 2: Our goal now is to complete the patchy foliation above. Given maps fi and
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fi+1 from Step 1, we fill in the gap by finding an embedding g : Sg × [−1, 1] → T
such that
(i) g is homotopic to fi;
(ii) im g ∪ im fi ∪ im fi+1 is a product region;
(iii) vol(im g ∩ im fi) = vol(im g ∩ im fi+1) = 0;
Given a particular gap, there exists some L′ such that we can fill in the gap with
an L′-bi-Lipschitz embedding Sg×[−1, 1]→ T . At the sake of loosing the extremities
of T , suppose there is no universal choice of δ′, L′ such that, when distance δ′ away
from ∂T we can fill in gaps with L′-bi-Lipschitz embeddings. Then there exists a
sequence (Mj), with associated Tj ⊂ Pj from Lemma V.6 with
(i) a gap distance δj from ∂T such that




Let xj be any point in the gap in question and consider the limit (xj,Mj) →
(x∞,M∞) guaranteed by Theorem V.1. The gap in the limit can be filled in with an
L-bi-Lipschitz map g : Sg × [−, 1, 1] → M∞ for some L. When composed with the
approximating maps, this gives us a contradiction.
In summary, given a large-enough-width product region component P , there is a
subset T , which, up to bounded-diameter ends, can be foliated in the desired way.
We will now use T to denote that part that can be foliated.
Step 3: In what follows we will use M to refer to the tiny manifold from the
statement of Theorem V.1 and M̃ for our prospective tiny manifold.
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Now we throw out the parts of P we weren’t able to foliate and tack them on to
the tiny manifold. We want to show we can choose a new set {Q′1, . . . Q′s′} such that
when M satisfies (∗), M̃ = M ∪ {Pα − Tα}α taken over the family of components
Pα ⊂ M −M , satisfies the conditions of being the tiny manifold. First note that
because #π0(M −M) ≥ #π0(M − M̃), we have the same bound r on the number of
components in M̃ .
Note that there exists a uniform diameter bound d on components of M . Thus any
component of M̃ has diameter bounded by r(d+ 2δ), where δ is the largest-diameter
of any piece we had to cut off of the Pα to get the associated Tα.
Suppose there exists manifoldsMi satisfying (∗), each with some component M0i ⊂
M̃ ∪ {(Pi)α − (Ti)α}α, which together make up an infinite collection of distinct 2-bi-
Lipschitz classes. Let xi ⊂M0i . Since each Mi is ε-thick, up to subsequence we have
geometric convergence of (xi,Mi)→ (x∞,M∞).




but they don’t necessarily have the same image, so we have yet to arrive at a con-
tradiction.
We need change the image of the above maps in a controlled way. Start by fixing




where Sgi ∈ Sg≤G. Up to subsequence we can assume the domains are the same: Sg
for some fixed g. Because all the maps are uniformly bi-Lipschitz with images in a
compact region, they converge to some uniformly bi-Lipschitz map ϕ∞ : Sg → M∞.
Note that because geometric convergence is actually smooth, the maps ιi ◦ ϕi and
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their limit ϕ∞ are all smooth. As such, notice that for large enough i, im(ιi ◦ ϕi)
lies in an arbitrarily small neighborhood of im(ϕ∞) and is transverse to its normal
bundle.
Thus for large enough i we can find isotopies ψi : M∞ → M∞ taking im(ϕi ◦ ιi)
to im(ϕ∞) by locally stretching in the direction of the normal bundle of im(ϕ∞). By
making sure such an isotopy is supported on a slightly larger neighborhood, we can
choose the isotopies to be 2-bi-Lipschitz. When we compose the ϕi with associated
2-bi-Lipschitz isotopies described above, we arrive at a sequence of 4-bi-Lipschitz
maps on the tail of the sequence M0i , but they still don’t necessarily have the same
image.
We iterate this process by next fixing an unused boundary component in each
M0i and repeating the process. (We don’t have to worry about distinct boundary
components converging in the limit because the Hausdorff distance between any two
boundary components of a M0i is uniformly bounded from below.) We do this until
we have, up to subsequence, bijections M0i → M0∞ ⊂ M∞, where M0∞ is compact.
This will happen after a finite number of iterations because we have a uniform bound
on the number of boundary components in each M0i .
The next Corollary follows almost immediately from Steps 1 and 2 in the proof
of Theorem V.2. It is also the specific statement we will need to prove Theorem I.1
in §VI.
Corollary V.7. Given ε, c > 0, there exist constants p, G, Vmin, Vmax > 0 and
L > 1 such that for all but finitely-many hyperbolic 3-manifolds M satisfying (∗)
there exists a submanifold T ⊂M with the following properties:
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(i) vol(T ) ≥ p vol(M).
(ii) T is homeomorphic to a product region Σg × I and g ≤ G.
(iii) T = T1 ∪ · · · ∪ Tn with disjoint interiors.
(iv) Finally, each Ti is L-bi-Lipschitz equivalent to Sg × [−1, 1], where Sg ∈ S. In
particular, there exists Vmin and Vmax such that Vmin ≤ vol(Ti) ≤ Vmax for every
i.
Proof. Because there are only finitely many components of the tiny manifold M̃ , and
they come from a finite family of bi-Lipschitz classes, there is a bound on the number
of components of ∂M̃ . In particular, there is an upper bound on the possible number
of components of M − M̃ , call it t. Additionally, there is some upper bound on the
volume of M̃ , call it V . Suppose volM ≥ 2V . Then there exists some component
T ⊂ M − M̃ such that volT ≥ volM/2t. As we’ve noted before, there are only
finitely-many isometry classes of ε-thick hyperbolic 3-manifolds of of volume less
than 2V .
The rest of the statements follow immediately from the proof of Theorem V.2.
CHAPTER VI
Proof of Theorem I.1
Recall our main result:
Theorem I.1. For every ε > 0, c, k ∈ N there exists Ω(ε, c, k) such that, if M is a






where λk(M) is the kth positive eigenvalue of the Laplace operator on M .
Remark. We rely on Corollary V.7 for the following proof. Recall that Corollary V.7
holds for all but finitely many M satisfying (∗). It suffices to prove the theorem in
this context because for finitely-many M we can always find some Ω to satisfy the
inequality by taking max{λk(Mα) vol2(Mα), δ−1} over a finite index set α ∈ A, where
δ comes from Schoen’s lower bound (see Theorem III.6).
Proof. As mentioned in the introduction, the lower bound is due to Schoen [29],
because λk ≥ λ1.
To prove the upper bound, we use the “max” half of the Minimax Theorem. That
is, for any set of functions f0, . . . , fk : M → R whose supports pairwise intersect with





2 . We will
define test functions piecewise on the decomposition T =
⋃n
i=1 Ti from Corollary V.7.
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Let ϕ : [−1, 1]→ [0, 1] be a smooth function such that
(i) ϕ(−1) = 0,
(ii) ϕ(1) = 1,
(iii) and ϕ is constant in some neighborhood of −1 and 1.
Now define Φ : Sg × [−1, 1] → [0, 1] by Φ(x, t) = ϕ(t). We have L-bi-Lipschitz
embeddings (fi)
−1 : Ti → Sg × [−1, 1]. To shorten notation, let Fi = (fi)−1. Thus
Φ ◦ Fi is a function Ti → [0, 1].





. Note that T
can be decomposed more coarsely into k + 1 pieces (which will be the supports of
our k + 1 test functions), each consisting of 2m consecutive Ti, i.e.,
P0 = T1 ∪ · · · ∪ T2m, . . . , Pk = T2km+1 ∪ · · · ∪ T2m(k+1)
and a possibly empty piece Pextra = T2m(k+1)+1 ∪ · · · ∪ Tn. We will describe functions
gκ supported on Pκ, 0 ≤ κ ≤ k, and then bound their Rayleigh quotients.
Roughly speaking, each gκ will grow to m and decrease back down to 0 by in-
creasing (or decreasing) by one on each Ti using an appropriate translation of Fi ◦Φ.





Φ ◦ F2mκ+j(x) + j x ∈ T2mκ+j, j ∈ [1,m]
−Φ ◦ F2mκ+j(x) + 2m− j + 1 x ∈ T4mκ+j, j ∈ [m+ 1, 2m]
Before getting too bogged down in this definition, look at Figure VI. Also realize
that all the gκ are “copies” of g0 shifted over.







for each 0 ≤ κ ≤ k. Note
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Figure 6.1: An example of gκ when m = 6.















||∇Φ||2 d(Sg × [−1, 1])
where L3 factor comes from the fact that each Fi is an L-biLipschitz embedding and






||∇gκ||2 dM ≤ 2mL3
∫
Sg×[−1,1]










(m− 1)2 ≥ Vminm3/6
by definition of gκ.




















where K ′ depends only on ε, k, c. Lastly note that m ≥ n
2k
, n ≥ vol(T )/Vmax, and by
Corollary V.7 there exists p such that vol(T ) = p vol(M). Thus
m ≥ p volM
2kVmax
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