In this paper, we introduce a Newton-based approach to stochastic extremum seeking and prove local stability of Newton-based stochastic extremum seeking algorithm in the sense of both almost sure convergence and convergence in probability. The convergence of the Newton algorithm is proved to be independent of the Hessian matrix and can be arbitrarily assigned, which is an advantage over the standard gradient-based stochastic extremum seeking. Simulation shows the effectiveness and advantage of the proposed algorithm over gradient-based stochastic extremum seeking.
Introduction
Extremum seeking is a non-model based real-time optimization approach for dynamic problems where only limited knowledge of a system is available, such as, that the system has a nonlinear equilibrium map which has a local minimum or maximum. Since the emergence of a proof of its stability (Krstic & Wang, 2000) , dramatic advances have occurred over the past decade both in the theory (Ariyur & Krstic, 2003 , Choi, Krstic, Ariyur, & Lee, 2002 , Tan, Ne≤i¢, & Mareels, 2006 , and reference therein) and in applications (Becker, King, Petz, & Nitsche, 2007 , Guay, Perrier, & Dochain, 2005 , Luo & Schuster, 2009 , Zhang, Arnold, Ghods, Siranosian, & Krstic, 2007 for the deterministic case.
In the stochastic case, the first results were achieved in the discrete-time case (Manzie & Krstic, 2009) . Source seeking results employing deterministic perturbations in the presence of stochastic noise have been reported in Stipanovi¢ (2009, 2010) , also in discrete time. In Liu and Krstic (2010a,b) , and Liu and Krstic (2011) , we propose continuous-time stochastic extremum seeking algorithms, in which persistency of excitation (PE) in a stochastic average sense, achieved by using random perturbations, replaces the period-averaged PE effect of sinusoidal perturbations in deterministic extremum seeking. The stochastic extremum seeking algorithms presented in the previous work are based on the gradient algorithm. In this paper, we present a Newton-based stochastic extremum seeking algorithm. The key advantage of the more complicated Newton algorithm relative to the gradient algorithm is that, while the convergence of the gradient algorithm is dictated by the second derivative (Hessian matrix) of the map, which is unknown, rendering the convergence rate unknown to the user, the convergence of the Newton algorithm is independent of the Hessian matrix and can be arbitrarily assigned.
A Newton-based extremum seeking algorithm was introduced in Moase, Manzie, and Brear (2010) where, for the single-input case, an estimate of the second derivative of the map was employed in a Newton-like continuous-time algorithm. A generalization, employing a different approach than in Moase et al. (2010) , was presented in Nesic, Tan, Moase, and Manzie (2010) , where a methodology for generating estimates of higher-order derivatives of the unknown single-input map was introduced, for emulating more general continuous-time optimization algorithms, with a Newton algorithm being a special case.
The power of the Newton algorithm is particularly evident in multi-input optimization problems. With the Hessian being a matrix, and with it being typically very different from the identity matrix, the gradient algorithm typically results in different elements of the input vector converging at vastly different speeds. The Newton algorithm, when equipped with a convergent estimator of the Hessian matrix, achieves convergence of all the elements of the input vector at the same, or at arbitrarily assignable, rates.
In this paper we generate the estimate of the Hessian matrix by generalizing the idea proposed in Nesic et al. (2010) for the scalar sinusoid-perturbed case to the multivariable stochasticallyperturbed case. The stochastic continuous-time Newton algorithm that we propose is novel, to our knowledge, even in the case when the cost function being optimized is known. The state-of-the-art continuous-time Newton algorithm in Airapetyan (1999) employs a Lyapunov differential equation for estimating the inverse of the Hessian matrix-see (3.2) in Airapetyan (1999) . The convergence of this estimator is actually governed by the Hessian matrix itself. This means that the algorithm in Airapetyan (1999) removes the difficulty with inverting the estimate of the Hessian, but does not achieve independence of the convergence rate from the Hessian. In contrast, our algorithm's convergence rate is independent from the Hessian and is user-assignable. This paper parallels the deterministic Newton-based extremum seeking development in Ghaffari, Krstic, and Ne≤i¢ (2012) .
The remainder of the paper is organized as follows. Section 2 presents the single-parameter stochastic extremum seeking algorithm based on the Newton optimization method. Section 3 presents the multi-parameter Newton algorithm for static maps. Section 4 presents the stochastic extremum seeking Newton algorithm for dynamic systems.
Single-parameter Newton algorithm for static maps
We consider the following nonlinear static map
where f (·) is not known, but it is known that f (·) has a local maximum y
We make the following assumption:
Assumption 2.1. f (·) is twice continuously differentiable and there exists a constant ✓ ⇤ 2 R, such that
If f (·) is known, the following Newton optimization algorithm can be used to find ✓ ⇤ :
If f (·) is unknown, then an estimator is needed to approximate
d✓ 2 . The purpose of this section is to combine the continuous Newton optimization algorithm (2) with estimators of the first and second derivatives to achieve stochastic extremum seeking in such a way that the closed-loop system approximates the behavior of (2).
Let✓ denote the estimate of ✓ and let be the estimate of
. We introduce the algorithm
where 
i.e., ⌅ (t) = e h 1 t ⌅ (0) +Ĥ(1 e h 1 t ), which guarantees that the state ⌅ of the stable filter (5) converges toĤ. Denote = ⌅
. Then
. Thus by (5) we get the following differential Riccati equation
which has two equilibria: 
where a > 0 is perturbation amplitude. Then we have the error
For simplicity and clarity, we consider a quadratic map
Then the error system is
To obtain an exponentially stable average error system, we choose
where Ave('(⌘)) , R R '(x)µ(dx) for a measurable function '(·) and µ is the invariant distribution of the ergodic process ⌘(t). We choose the ergodic process as an Ornstein-Uhlenbeck (OU) process 
i.e., Ave
where
Thus we obtain the average error system
which has a locally exponentially stable equilibrium at (✓ ave ,˜ ave ) = (0, 0), as well as an unstable equilibrium at (0, 1/H). Thus, according to the averaging theorem in Liu and Krstic (2010a) , we have the following result: 
and
with lim
where ⇤ " (t) , (✓(t),˜ (t))
T .
Remark 2.1. Even though we are claiming only local exponential stability, the equilibrium (0, 0) of the average error system (23)- (24) is actually asymptotically stable with the entire set R ⇥ ( 1/H, +1) as the region of attraction of the origin. This is proved using the Lyapunov function V = on R ⇥ ( 1/H, +1). Regrettably, such a ''global'' result can be established only for the scalar parameter case.
Remark 2.2. The average equilibrium (0, 1/H) is unstable.
When H is very large, this equilibrium is very close to the stable equilibrium at the origin. This however should not be interpreted as a restriction to the region of attraction, as the initial condition for the gain, (0), can still have any positive value, except that (t)
converges to a small value 1/H.
Multi-parameter Newton algorithm for static maps

Gradient-based stochastic ES
Consider the static map
We make the following assumption: 
Assumption 3.1 means that the map (27) has a local maximum at ✓ ⇤ . The cost function is not known in (27), but, as usual, we assume that we can measure y and manipulate ✓ . The gradientbased extremum seeking scheme for this multivariable static map is (shown in Fig. 1 ):
are perturbation signals, and the independent processes ⌘ i (t)
, where q i > 0 are design parameter, " i 2 (0, " 0 ) for fixed " 0 > 0, and W i (t), i = 1, . . . , n are independent standard Wiener processes on some complete probability space.
In the parameter error variable✓ =✓ ✓ ⇤ , the closed-loop system in Fig. 1 is given by
For the case of a quadratic static map,
, the average system of (31) is given by where H is the Hessian matrix of the static map, and it is negative definite. This observation reveals two things: (i) the gradient-based extremum seeking algorithm is locally convergent, and (ii) the convergence rate is governed by the unknown Hessian matrix H.
In the next section, we give a stochastic ES algorithm based on the Newton optimization method, which eliminates the dependence of the convergence rate on the unknown H.
Newton algorithm design and stability analysis
The Newton-based stochastic extremum seeking algorithm for a static map is shown in Fig. 2 , where h is a positive real number. There are two vital parts in the Newton-based algorithm: the perturbation matrix N(⌘(t)), which generates an estimateĤ = N(⌘)y of the Hessian matrix, and the Riccati equation, which generates an estimate of the inverse of Hessian matrix, even when the estimate of the Hessian matrix is singular.
The detailed algorithm is as follows:
, and ⌘ i (t), i = 1, . . . , n are independent ergodic processes.
Denote the estimate error variables˜ =
Then we have the estimate error system
For the general map case, the stability analysis is conducted in Section 4. Here we first give the stability analysis of a quadratic static map. Consider the multi-parameter quadratic static map,
where ✓ 2 R n and H is negative definite. Then the error system (36)-(37) becomes
Similar to the single parameter case, to make the average system of the error system (39)- (40) exponentially stable, we choose the matrix function N as
Thus we obtain the average system of the error system (39)-(40)
where K˜ ave H✓ ave is quadratic in (˜ ave ,✓ ave ), and h˜ ave H˜ ave is quadratic in˜ ave . The linearization of this system has all of its eigenvalues at K and h. Hence, unlike the gradient algorithm, whose convergence is governed by the unknown Hessian matrix H, the convergence rate of the Newton algorithm can be arbitrarily assigned by the designer with an appropriate choice of K and h. Since we use sine function of stochastic perturbation, Assumption A.1 can be easily verified to hold. OU process is ergodic with invariant distribution, i.e., Assumption A.2 holds. By the multi-input stochastic averaging theorem given in Theorem A.1, we arrive at the following theorem: and
with lim where 
Newton algorithm for dynamic systems
Consider a general multi-input single-output (MISO) nonlinear model
where x 2 R m is the state, u 2 R n is the input, y 2 R is the output, and f :
! R are smooth. Suppose that we know a smooth control law u = ↵(x, ✓) parameterized by a vector parameter ✓ 2 R n . Then the closed-loop systeṁ
has equilibria parameterized by ✓. As in the deterministic case Ariyur and Krstic (2003) , we make the following assumptions about the closed-loop system. 
Our objective is to develop a feedback mechanism which maximizes the steady-state value of y but without requiring the knowledge of either ✓ ⇤ or the functions g and l. In Liu and Krstic (2010a), the gradient-based extremum seeking design in the single parameter case achieves this objective. The multi-parameter gradientbased algorithm is shown schematically in Fig. 3 , whereas the Newton-based algorithm is shown in Fig. 4 . For Newton-based stochastic extremum seeking scheme in Fig. 4 , we give our analysis step by step.
Step 1. Find error system. We introduce error variables
where S(⌘) is given in (29). Then we can summarize the system in f (x, ↵(x, ✓ ⇤ +✓ + S(⌘(t)))),
where h 0 , h 1 , h 2 > 0 are design parameters. Step 2. Find reduced system
T . Then we change the system (54) as
Step 3. Find average system of the reduced system.
for some constants c i . Then we get the average system of the reduced system (57) 
Step 4. Find equilibrium of average system. 
a,e r
where✓ a,e r,i is the ith element of✓ a,e r . The detailed process is in Appendix B.
Step 5. Examine stability of average system. The Jacobian of the average system (58) at the equilibrium is
B = 2 6 6 6 6 4
Since J a,e r is block-lower-triangular, it is Hurwitz if and only if
With a Taylor expansion we get that
Hence we have
which, in view of H < 0, proves that J a,e r is Hurwitz for a that is sufficiently small in norm. This implies that the equilibrium (59)-(63) of the average system (58) is exponentially stable if all elements of vector a are sufficiently small. Similar to the case of multi-parameter static maps, Assumptions A.1 and A.2 hold. Then according to the multi-input stochastic average theorem given in Theorem A.1, we have the following result. 
Remark 4.1. In this work, we obtain the local stability of Newtonbased stochastic extremum seeking. To obtain non-local stability result of stochastic ES, some theoretical analysis tools need to develop, such as averaging and singular perturbation theory. In our work Liu and Krstic (2010c), we have developed averaging theory for global stability, but it is not applicable to stochastic ES, because the kind of stochastic perturbation signal is not applicable in extremum seeking problems. To develop proper averaging and singular perturbation theory is our future work.
Simulation
To illustrate the results, we consider the static quadratic input-output map: (2011), we see that Newton-based stochastic extremum seeking converges faster than gradient-based stochastic extremum seeking by choosing proper design parameters. Note that it was necessary, for the gradientbased simulation in Fig. 4 of Liu and Krstic (2011) , to use gains that are different for the different components of the ✓ vector (with a gain ratio k 1 /k 2 = 3/4) to achieve balanced convergence between ✓ 1 and✓ 2 . In Fig. 5 the Newton algorithm achieves balanced convergence automatically.
In the simulation, we find that the greater the condition number of Hessian matrix is, the poorer the performance is. It may be possible to view the reason for this in two ways. One, the average equilibria of the Hessian inverter dynamics get closer, in a relative sense, as the condition number increases. Second, the quadratic perturbations in the average system (44) get more prominent and distort the region of attraction of the stable equilibrium. (45) and (46), we know that parameters a i , i = 1, . . . , n decide the converge radius, and thus they are better to be sufficiently small, but by (30), (41) and (42), a i , i = 1, . . . , n are relevant to the amplitude of stochastic excitation signal, and it cannot be too great for implementation. Thus there is a tradeoff.
Conclusions
In this paper, we introduce a Newton-based approach to stochastic extremum seeking for both static maps and dynamic systems. Compared with the gradient-based stochastic extremum seeking, the advantage of the Newton approach is that, while the convergence of the gradient algorithm is dictated by the second derivative (Hessian matrix) of the map, which is unknown, rendering the convergence rate unknown to the user, the convergence of the Newton algorithm is proved to be independent of the Hessian matrix and can be arbitrarily assigned. In our future work, we will consider non-local stability of stochastic ES and stochastic ES for non-convex maps.
Appendix A. Multi-input stochastic averaging
Consider the following system 8 < :
continuous Markov processes defined on a complete probability space (⌦, F , P), where ⌦ is the sample space, F is the -field, and P is the probability measure. The initial condition for some positive real constants c i 's.
We obtain the average system of system (A.2) as follows:
To obtain multi-input stochastic averaging theorem, we consider the following assumptions: Assumption A.1. The vector field a(x, y 1 , y 2 , . . . , y l ) is a continuous function of (x, y 1 , y 2 , . . . , We obtain the following multi-input averaging theorem: Theorem A.1 (Liu and Krstic (2011, Theorem A.3) 
Appendix B. Find equilibrium of average systems (58)
Let the right hand side of (58) 
