In this paper we present a novel two-microphone sound source sepa ration algorithm, which selects speech from the target speaker while suppressing signals from interfering sources. In this algorithm, which is refered to as SMAD-CW, we first estimate the direction of sound sources for each time-frequency bin using phase differences in the spectral domain. For each frame we assume that the angle dis tribution is a mixture of two distributions, one from the target and the other from the dominant noise source. For each mixture component we use the von Mises distribution, which is a close approximation to the wrapped normal distribution. The expectation-maximization (EM) algorithm is employed to obtain parameters of this mixture distribution. Using this statistical model, we perform maximum a posteriori (MAP) hypothesis testing in order to obtain appropri ate binary masks. We demonstrate that the algorithm described in this paper provides speech recognition accuracy that is significantly better than that obtained using conventional approaches.
INTRODUCTION
Speech recognition systems have significantly improved in recent years, and they have been used in many applications. Even though we can obtain high speech recognition accuracy in clean envi ronments using state-of-the-art speech recognition systems, per formance seriously degrades in noisy environments. Thus, noise robustness remains a critical issue for speech recognition systems that are used for real consumer products in difficult acoustical envi ronments.
Many algorithms have been developed to address these prob lems, and a number of them have proved to be of significant value in reducing the impact stationary noise. Nevertheless, improvement in non-stationary noise remains elusive. An alternative approach is signal separation based on analysis of differences in arrival time (e.g. [1, 2] ). It is well known that the human binaural system is remark able in its ability to separate speech from interfering sources (e.g. [3] ). Motivated by these observations, many models and algorithms have been developed using interaural time differences (ITDs), inter aural intensity difference (lIDs), interaural phase differences (IPDs), and other cues (e.g. [1, 2, 4] ). IPD and lTD have been extensively 978-1-4673-0046-9/12/$26.00 ©20 12 IEEE 4629 used in binaural processing because this information can be easily obtained by spectral analysis (e.g. [5] ). In the present approach, we use statistical modeling of angle distributions with channel weight ing (SMAD-CW) instead of a fixed threshold to determine which signal components belong to the target signal and which components are part of the background noise.
STRUCTURE OF THE SMAD-CW ALGORITHM
The SMAD-CW algorithm crudely emulates selected aspects of hu man binaural processing and is summarized by the block diagram of Fig. 1 . While the description below assumes a sampling rate of 16 kHz and 4 cm between the two microphones, the algorithm is eas ily modified to accommodate other sampling frequencies and micro phone separations. In our discussion we assume that the location of the target source is known a priori, and lies along the perpendicular bisector of the line between the two microphones. Short-time Fourier transforms (STFTs) are performed on the sig nals from the left and right microphonesusing Hamming windows of duration 75 ms, 37.5 ms between successive frames, and a DFT size of 2048. The choice of a rather long window has been discussed previously (e.g. [5] ). For each time-frequency bin, the direction of the sound source is estimated indirectly by comparing the phase information from the two microphones. Either the angle or lTD in formation is used as a statistic to represent the direction of the sound source, as described in Sec. 3.1.
Most conventional algorithms using a pair of microphones com pare the signal components in each time-frequency bin to a thresh old angle or lTD to determine whether the signal component in each time-frequency bin is likely to originate from the target or a noise source (e.g. [1, 5] ). The SMAD-CW algorithm, in contrast, mod els the angle distribution for each frame as a mixture of two Von Mises distributions; one from the target and the other from the noise source. The von Mises distribution, which is a close approxima tion to the wrapped normal distribution, is used rather than the well known Gaussian distribution because the angle is limited between -¥ and ¥. Parameters of the distribution are estimated using the expectation-maximization (EM) algorithm, as described in Sec. 3.2.
After obtaining parameters of the angle distribution, we perform maximum a posteriori (MAP) testing on each time-frequency bin. From these results binary masks are constructed based on whether a specific time-frequency bin is likely to be occupied by the target distribution or the noise distribution. Hence, SMAD-CW employs a soft decision approach based on statistical hypothesis testing.
To obtain better speech recognition accuracy in noisy environ ments, we apply the gammatone channel weighting approach intro- duced in [5] rather than directly applying the binary mask. In gam matone channel weighting, the ratio of power after applying the bi nary mask to the original power is obtained for each channel, which is subsequently used to modify the original input spectrum, as de scribed in Sec. 3.4. Finally, the time domain signal is obtained by the overlap-add (OLA) method. The SWAD algorithm with chan nel weighting is referred to as SMAD-CW. Each component of the SWAD-CW algorithm is described in further detail in Sec. 3.
COMPONENTS OF SMAD-CW PROCESSING

Estimation of the angle for each frequency index
In each frame, the phase differences between the left and right spec tra are used to estimate the intermicrophone time difference (ITO), and subsequently the angle of the sound source, as described previ ously in [5] 
where I is an integer chosen such that 
where Cair is the speed of sound in air (assumed to be 340 mls in our work) and Is is the sampling rate. Parameter update: The E-step is given as follows: 
Let us define the weighted mean of zY) [m], j = 0, 1 as follows: erations. This smoothing is not applied to the representation of the noise source.
Hypothesis Testing
Using the obtained model M[m] and Eq. (7), we obtain the follow ing MAP decision criterion: 
Using Eq. (20) we construct a binary mask wb[m,k] for each fre quency index k as follows:
Processed spectra are obtained by applying the mask wb[m, kJ, and speech is resynthesized using the IFFT and OLA. This approach (without the channel weighting described in Sec. 3.4) is referred to as SMAD reconstruction.
Applying channel weighting
To reduce the impact of discontinuities associated with binary masks, we obtain a weighting coefficient for each channel. Each of these channels is associated with HI (e j W k ), the frequency re sponse of one of a set of gammatone filters, as specified in [6] . Let w[m, I] be the square root of the ratio of the output power to the input power for frame index m and channel index I:
where (j is a flooring coefficient that is set to 0.01 in the present implementation. Note that the channel weighting coefficient w[m, I]
is somewhat different from the coefficient in our previous paper [5] .
Using w[m, I], speech is resynthesized in the same fashion as in [5] .
EXPERIMENTAL RESULTS
In this section we present experimental results using the SMAD-CW algorithm described in this paper. To evaluate the effectiveness of the statistical modeling of angle distributions and channel weight ing, we compare performance of the SMAD-CW, SMAD, with the state-of-the art PDCW algorithm, as well as the baseline process ing provided by the ZCAE algorithm [2] using binary masking. For ZCAE processing, we use zero-phase garnrnatone filter coefficients as described in [7] . Speech recognition experiments were performed using the re constructed signals obtained as in Sec. 3 in conjunction with conventional MFCC features implemented as in sphinx_fe in sphinxbase 0.4.1.
For acoustic model training we used SphinxTrain 1.0, and decoding was performed suing the CMU Sphinx 3. B.We used subsets of 1600 utterances and 600 utter ances, respectively, from the DARPA Resource Management (RMI) database for training and testing. A bigram language model was used in all experiments. In all experiments, we used feature vectors of length of 39 including delta and delta-delta features. We assumed that the distance between two microphones is 4 cm.
The first set of experiments was conducted using simulated re verberant environments in which the target speaker is masked by a single interfering speaker. We assumed that the target is located along the perpendicular bisector of the line between two micro phones, so fir = 0°. We assume that the interfering source is located at () I = 30°. Reverberation simulations were accomplished using the Room Impulse Response open source software package [8] based on the image method [9] . In the experiments in this section, we assumed room dimensions of 5 x 4 x 3 m, with microphones that are located at the center of the room. Both the target and interfering sources are 1.5 m away from the microphone. For the fixed-ITD threshold systems PDCW and ZCAE, we used the threshold angle ()T H = 1 5°. As shown in Fig. 2(a) , in the absence of reverberation at O-dB signal-to-interference ratio (SIR), the fixed-lTD-threshold systems PDCW and ZCAE and the SMAD-CW system provide comparable performance.
In contrast, the SMAD-CW system provides substantially better performance than the PDCW signal separation system in the presence of reverberation.
In the second set of experiments, we added noise recorded in 4632 real environments with real two-microphone hardware in locations such as a public market, a food court, a city street and a bus stop. These real noises were digitally added to the clean test set of the DARPA RM database. Fig. 3 shows the speech recognition accuracy obtained for these data. Again we observe that SMAD-CW shows the best performance by a significant margin, and the SMAD, PDCW and ZCAE provide similar but worse) performance. The MATLAB code for the SMAD-CW algorithm can be found at http://www.cs.cmu.edu/-robust/archive/ algorithms/SMAD_ICASSP2012/. We note that a US patent application has been applied for part of this work by the Microsoft Corporation.
