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ABSTRAKT
Podstatou této diplomové práce je návrh a implementace ovladače pro profinetový bus coupler
od  firmy  Phoenix  Contact,  který  pro  komunikaci  využívá  běžnou  síťovou  kartu  počítače.  Návrh
vychází se znalostí získaných z dostupné literatury a analýzy protokolu Profinet.
ABSTRACT
The essence of this diploma thesis is the design and implementation of driver for Profinet bus
coupler from Phoenix Contact, which use computer's network card for communication. The proposal
builds on the knowledge gained from available literature and analysis of Profinet protocol.
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Profinet je otevřený komunikační  standard, vycházející ze standardu Ethernetu, určený pro
průmyslovou  automatizaci.  Standard  Profinet  definuje  dvě  varianty  a  to  Profinet  IO,  určený  k
propojování distribuovaných periférií jako jsou programovatelné automaty, senzory, HMI panely, bus
couplery,  řídicí  jednotky  apod.  Varianta  Profinet  CBA  je  určena  pro  modulární  výstavbou
komunikačního  systému  z  předem  připravených  komponent.  Tyto  komponenty  jsou  tvořeny
mechanickými a elektronickými systémy včetně uživatelského softwaru. Softwarovými komponenty
se rozumí opakovaně použitelné softwarové funkce, počínaje jednoduchou funkcí jako je regulátor až
po uživatelské programy pro složité stroje.
Bus Coupler je modulární I/O zařízení využívané v distribuovaných systémech, jehož úkolem
je vzdáleně zprostředkovávat  vstupy a výstupy I/O kontroléru.  S ním je toto zařízení  propojeno s
některou s průmyslových sběrnic. I/O kontrolér v tomto distribuovaném systému na základě IO dat
poskytnutých I/O zařízením provádí řízení procesu. I/O kontrolérem může být buď programovatelný
automat, nebo PC vybavené potřebným softwarem. Tento software pak musí zajišťovat jak běh řídící
aplikace,  tak  musí  obsahovat  kompletní  softwarový  komunikační  zásobník  příslušného  protokolu.
Tento zásobník pak zajišťuje komunikaci s I/O zařízením.
Hlavním  cílem  diplomové  práce  je  návrh  a  implementace  ovladače  pro  profinetový  bus
coupler, který komunikuje prostřednictvím běžné síťové karty. Účelem ovladače je zprostředkovávat
komunikaci  mezi  I/O  zařízením  a  řídící  aplikací.  Implementace  je  pak  provedena  pomocí
programovacího jazyka C++ a knihovny WinPcap. Aby bylo možné tohoto cíle dosáhnou, je nejdříve
provedeno seznámení s průmyslovou sběrnicí Profinet a profinetovým bus couplerem Phoenix Contact
FL IL 24 BK-PN. Poté je provedena analýza tohoto protokolu. Tato analýza zahrnuje popis použitých
zařízení, pomocí kterých byla analýza provedena, dále strukturu jednotlivých rámců a také průběhy
komunikace  pro  jednotlivé  operace.  V  závěru  práce  se  nachází  ověření  funkčnosti  a  zhodnocení
použití výsledného ovladače.
Motivací  k  vývoji  tohoto  ovladače  je  nahrazení  specializovaného  řídícího  hardwaru,
ovladačem  komunikujícím  pomocí  běžné  síťové  karty,  který  bude  nezávislí  na  verzi  operačního
systému. Výhodou tohoto řešení je, že výkon je závislí na použitém hardwaru osobního počítače jehož
cena je několikanásobně menší než cena specializovaného řídícího hardwaru.
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1 PRŮMYSLOVÁ KOMUNIKAČNÍ SBĚRNICE PROFINET
Profinet je otevřený komunikační standard založený na standardu průmyslového Ethernetu,
definovaný mezinárodní organizací Profibus International a standardizovaný normami IEC 61158 a
IEC 61784. Profinet definuje dvě varianty. Profinet IO, který je určený pro distribuované připojení IO-
Device a Profinet CBA, kdy je automatizovaný celek rozdělen na samostatně pracující komponenty,
jejichž funkce je popsána pomocí jazyka XML v PCD databázích. [1]
1.1 Typy zařízení
Profinet  IO  rozlišuje  tři  druhy  zařízení  a  to  IO-Controller  coby  řídícího  účastníka  sítě,
IO-Device  poskytující  distribuované  vstupy-výstupy a  IO-Supervisor  sloužícího  k  monitorování  a
diagnostice. Model se všemi typy  zařízení je možné vidět na obr. 1
1.1.1 IO-Controller
Jedná se o centrální  zařízení  profinetové sítě.  Obsahuje řídící  program,  který se vykonává
cyklicky.  Na začátku cyklu se načtou vstupní data z IO-Device do obrazu procesních vstupů (PII).
Během zpracovávání cyklu jsou pak hodnoty vstupních signálů čteny právě z této paměti. Výstupní
data která jsou definována během cyklu se ukládají do obrazu procesních výstupů (POI) a odtud se na
konci  cyklu zapíší  hodnoty výstupů do IO-Device.  Tyto obrazy slouží  k tomu,  aby byla  zajištěna
jednoznačnost vstupů a výstupů během jednoho cyklu. Ve většině případů jde o PLC, další možností
je počítač se specializovanou aplikací. IO-Controller musí podporovat následující služby: [3]
• Cyklická výměna dat – odesílání a příjem IO dat
• Acyklická výměna dat – výměna konfiguračních a diagnostických dat
• Alarmy – příjem a zpracování poruchových hlášení 
• Kontextový manažer – slouží k navazování spojení s IO-Device [4]
Obr. 1: Model Profinet IO [2]
(Programovací zařízení/PC)
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1.1.2 IO-Device
Jde o distribuovaná vstupně-výstupní zařízení,  jejichž úkolem je zprostředkovávat data pro
IO-Controller.  Dále poskytují  diagnostické informace a zprávy s alarmy.  IO-Device má modulární
strukturu skládající se ze tří úrovní. První úroveň je tvořena sloty, do kterých se vkládají fyzické I/O
moduly.  Podporované moduly jsou definovány v konfiguračních GSD souborech viz. kapitola  1.2.
Slot se dělí na subsloty, přičemž každý slot musí obsahovat nejméně jeden subslot. Ty reprezentují
interface vstupů/výstupů, kde jsou jednotlivá I/O data členěna po bitech, bytech nebo wordech. Datový
obsah subslotů je doprovázen statusem, ze kterého je možné určit validitu dat. Subsloty nesou kromě
objektů  cyklických dat  také  objekty alarmů  a  datových záznamů.  Typy  datových záznamu,  které
mohou  být  acyklicky  čteny  nebo  zapisovány  jsou  definovány  pomocí  indexů.  Zapisovány  jsou
například parametry modulů a čteny jsou výrobní specifikace. Poslední úroveň tvoří kanály. Ty jsou
součástí subslotů a jsou na nich namapovány vstupy a výstupy. [6]
 
1.1.3 IO-Supervisor
Jedná se o zařízení  na síti,  které má přístup ke všem procesům a parametrům paralelně s
IO-Controllerem. Díky tomu slouží převážně k diagnostickým účelům. K tomuto účelu se využívá
například HMI panelů. Dále je IO-Supervisor využíván jako programátorská stanice. [8]
Obr. 2: Struktura IO-Controlleru [5]
Obr. 3: Struktura IO-Device [7]
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1.2 Popis zařízení
Všechna IO-Device jsou popsána pomocí GSD (General Station Description) souborů. Ty jsou
vytvářeny výrobci zařízení a mají podobu XML dokumentu. Obsahem těchto souborů jsou všechny
technické informace a funkce daného zařízení.
Název GSD souboru obsahuje verzi souboru, jméno výrobce zařízení, název rodiny zařízení a
datum ve  tvaru  RRRRMMDD.  Jak  název výrobce,  tak  název zařízení  může  obsahovat  mezery  a
pomlčky. Název má následující tvar:
GSDML-[GSD schema version]-[manufacturer name]-[device family name]-[date].xml
Validně pojmenovaný GSD soubor vypadá například takto: [7]
 GSDML-V1.0-Phoenix Contact-FL IL 24 BK-PN-V1.0-20070306.xml
Struktura  souboru  GSD  je  zobrazena  na  obr.  4.  Soubor  je  rozdělen  na  dva  elementy,
ProfileHeader  a  ProfileBody.  ProfileHeader  popisuje  identifikaci,  revizi  a  jméno  profilu  a  dále
odkazuje na standard  ISO 15745, kterým je soubor definován. Element ProfileBody pak obsahuje
informace o IO-Device, podporovaných modulech a chybových hláškách. ProfileBody se dále dělí na:
DeviceIdentity – jedná se o 32 bitové identifikační číslo, skládající se ze dvou 16 bitových
částí označujících unikátní ID výrobce a zařízení.
DeviceFunction – určuje třídu zařízení
Application Process – Jedná se o hlavní část GSD souboru. Ta obsahuje parametry zařízení
jako počet slotů, maximální velikost bloků IO dat nebo maximální rychlost cyklické RT komunikace.
Dále  se  zde nachází  seznam podporovaných modulů,  včetně jejich parametrů  a  seznam textů pro
jednotlivé hodnoty parametrů nebo typy poruch. [9]
Obr. 4: Struktura GSD souboru [9]
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1.3 Profinet IO komunikace
Profinet  je  sběrnice  založená  na  průmyslovém  Ethernetu,  který  byl  vyvinut  pro  potřeby
průmyslové automatizace. V této oblasti jsou totiž kladeny požadavky na to, aby komunikační systém
pracoval  v  reálném čase.  Tyto  požadavky  ovšem nelze  splnit  při  použití  Ethernetu  802.3,  který
používá  nedeterministickou  metodu  přístupu  k  přenosovému  médiu  CSMA/CD.  Proto  byl  tento
standard upraven a doplněn tak, aby bylo dosaženo potřebného stupně determinismu. Tento vzniklý
standard je označován jako Ethernet II. 
Determinismu  v  sítích  Ethernet  II  je  dosaženo pomocí  několika metod.  První  metodou  je
využívání přepínačů (switch), obsahující určité množství síťových portů, na které se připojují síťová
zařízení. Díky nim je síť rozdělena na menší segmenty.  Při použití metody „store and forward“ se
přijatý rámec uloží do vyrovnávací paměti, kde se prozkoumá jeho hlavička a poté je přeposlán do
příslušného portu. Pozitivní dopad na systémy pracující v reálném čase má také zvyšování rychlosti
Ethernetu, kdy se s každým nárůstem rychlosti snižuje doba k přenosu dat. Využitím plného duplexu
se zajistí,  že stanice mohou přijímat  a vysílat  zprávy současně.  Tím se zvyšuje  rychlost  a snižuje
pravděpodobnost  kolize.  Další  odlišností  u průmyslového Ethernetu je používaní  UDP místo TCP
protokolu. Protokol UDP je totiž mnohem „rychlejší“ než TCP. TCP je spojově orientovaný protokol
tzn. že před samotným vysíláním je nejprve nutné vytvořit spojení a na konci toto spojení ukončit.
Dále  musí  být  každý přijatý paket  do  určité  doby potvrzen jinak se  paket  odešle  znovu.  Tím se
zpomaluje komunikace. UDP je naopak protokol nespojovaný a přijaté pakety se u něj nepotvrzují,
čímž je zajištěno zrychlení komunikace, potřebné v real-time aplikacích. Komunikace v průmyslovém
Ethernetu  probíhá  způsobem producer-consumer  nebo  publisher-subscriber.  Na  rozdíl  od  modelu
client-server  se  v  obou  případech  používá  multicasting,  což  znamená  že  se  zpráva  posílá  více
účastníkům  společně.  Další  metodou  zvyšující  determinismus  je  použití  prioritních  slotů.  Do
ethernetové hlavičky se pak vkládá pole VLAN obsahující prioritu daného rámce. Přepínač pak na
základě  této  priority  určuje  pořadí  rámců  ke  zpracování.  Vhodné  je  také  rozdělení  sítě  na
deterministickou  a  nedeterministickou  část.  Posledním mechanismem  ke  zvýšení  determinismu  je
synchronizace metodou PTP, kdy jsou účastníci sítě synchronizováni prostřednictvím distribuovaných
hodin reálného času. [10]
Profinet  využívá  architekturu komunikačního modelu znázorněnou na obr.  5.  Tento model
obsahuje dvě komunikační cesty. První slouží pro přenosy, které nejsou časově kritické a využívá se
při nich UDP/IP protokol. Druhá cesta slouží pro real-time komunikaci, přičemž transportní a síťová
vrstva je zcela vynechána. To slouží ke zvýšení determinismu. 
Obr. 5: Komunikační model sítě Profinet IO [11]
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1.3.1 Druhy komunikace
Standardní komunikace (NRT)
Jedná  se  o  komunikaci  využívanou  při  časově  nekritických  přenosech  dat,  jako  jsou
konfigurace  a  parametrizace.  Pro  tento  druh komunikace  je  využíván  protokol  UDP/IP.  Adresace
probíhá prostřednictvím IP nebo MAC adres. IP adresy se používají při komunikaci mezi sítěmi a
MAC adresy při komunikaci zařízení v rámci jedné sítě. Časová odezva se pohybuje v rámci 100ms.
[7]
Komunikace v reálném čase (RT)
Používá se pro přenos časově kritických dat. Komunikace může být dvojího typu a to cyklická
nebo acyklická. Cyklická real-time komunikace se používá pro výměnu I/O dat mezi IO-Controllerem
a  IO-Device,  přičemž  není  synchronizována.  Acyklická  real-time  komunikace  potom  slouží  k
parametrizaci  IO-Device  pomocí  DCP  protokolu,  odesílání  poruchových  hlášení  nebo  k  časové
synchronizaci.  V  RT  rámcích  se  vždy  používá  VLAN-Tag.  Časová  odezva  se  v  případě  RT
komunikace pohybuje v intervalu 5 – 10ms. [7]
Izochronní komunikace (IRT)
Slouží  pro  případy,  kdy potřebujeme  velmi  rychlou  komunikaci  s  krátkou dobou odezvy.
Jedná se například o řízení pohonů. Komunikace je synchronizovaná a probíhá mezi  uzly v rámci
jednoho segmentu. Komunikační cyklus je rozdělen na deterministickou část obsahující cyklické IRT
data a otevřenou část, která je tvořena RT a NRT daty. IRT rámce na rozdíl od RT rámců nemusí
obsahovat  VLAN-Tag.  Pomocí  IRT  komunikace  můžeme  dosáhnout  odezvy  pod  1ms  a  jitteru
menšího než 1μs. Pro použití tohoto způsobu komunikace je zapotřebí speciální hardware, který slouží
k synchronizaci zařízení. [7]
Obr. 6: Druhy komunikace [1]
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1.3.2 Komunikační relace
Pro navázání komunikace mezi IO-Controllerm a IO-Device musí být vytvořeny komunikační
cesty. Ty se vytváří při startu IO-Controlleru, na základě konfiguračních dat poskytnutých vývojovým
prostředím  (PCWorX,  STEP7).  Nejdříve  se  vytvoří  komunikační  kanál,  který  se  označuje  jako
aplikační  relace (AR).  Každá  AR pak obsahuje  komunikační  relace (CR),  které  slouží  k  výměně
konkrétních dat.  Rozlišujeme tři  druhy CR a to I/O data CR sloužící  pro výměnu cyklických dat,
record  data  CR pro  výměnu  acyklických  dat  a  alarm CR pro  výměnu  alarmů.  Vztahy mezi  IO-
Controllerem a IO-Device jsou zobrazeny na obr. 7. 
V  profinetovém systému  může  více  IO-Controllerů  sdílet  data  z  jednoho  IO-Device,  což
znamená že jedno IO-Device může mít více AR navázaných s různými IO-Controllery. Vstupní data
jsou pak sdíleny všemi AR a výstupní data jsou dostupná pouze IO-Controlleru, který si jako první
požádá o jejich zarezervování v AR. [6]
1.3.3 Adresace
K adresaci paketů při komunikaci mezi IO-Controllerem a IO-Device se používá MAC nebo
IP adresa. Zatímco MAC adresa se využívá u Real-Time komunikace, IP adresa je používána pro
adresaci Non Real-Time zpráv. Každé IO-Device má v rámci Profinet IO systému přidělené unikátní
identifikační jméno. Toto jméno slouží ke zjištění MAC adresy zařízení během vytváření spojení mezi
IO-Controllerem a IO-Device. Velikost MAC adresy je 6 bytů a skládá se ze dvou částí, viz obr.  8.
První tři byty reprezentují číslo výrobce a zbylé tři byty adresy tvoří pořadové číslo. [6]
Obr. 7: Komunikační vztahy [5]
Real-time kanál
  Cyklická data
Real-time kanál
       Alarmy
Standardní kanál
     Konfigurace
Obr. 8: Struktura MAC adresy [4]
Hodnota bitu 47 … 24 Hodnota bitu 23 … 0
Číslo výrobce Pořadové číslo
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2 ANALÝZA PROTOKOLU
Tato kapitola se zabývá principy komunikace a popisem jednotlivých rámců používaných v
protokolu Profinet IO. Analýza protokolu byla provedena pomocí programu Wireshark. Ten slouží k
odposlouchávání komunikace na síti a je používán např. k analýze sítě, studiu síťové komunikace nebo
ladění problémů v počítačových sítích. Program dokáže každý paket dekódovat a zobrazit ve stromové
struktuře obr. 9. K odchytávání paketů využívá knihovnu WinPcap, která je blíže popsaná v kapitole
4.1. 
V  rámci  řešení  práce  byla  monitorována  komunikace  mezi  profinetovým  bus  couperem
Phoenix Contact FL IL 24 BK-PN-PAC a programovatelným automatem ILC 350 PN od stejného
výrobce. Wireshark byl nainstalován na osobním počítači se dvěma ethernetovými kartami. Schéma
zapojení  je  patrné  na  obr.  10.  Síťové  adaptéry  je  nutné  prvně  přemostit.  Poté  stačí  programem
Wireshark odposlouchávat jedno ze síťových rozhraní.
Obr. 9: Program Wireshark
Obr. 10: Schéma zapojení zařízení
Ethernet card 1
Ethernet card 2
Phoenix Contact ilc 350 PN
Phoenix Contact FL IL 24 BK-PN
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2.1 Použité prostředky
2.1.1 Phoenix Contact FL IL 24 BK-PN
Jedná se o modulární IO zařízení, zprostředkovávající distribuované IO data. Ke komunikace
je  využita   průmyslová  sběrnice  Profinet.  K zařízení  je  možné  připojit  až  61 zásuvných modulů.
Maximální povolený proud pro logické moduly jsou 2A při napětí 7,5V a pro analogové moduly 0,5A
při napětí 24V. Podporuje protokoly Profinet IO, TCP/UDP, SNMPv2. TFTP, HTTP a ICMP. [21]
2.1.2 Dostupné I/O moduly
K dostupnému bus coupleru je připojeno celkem deset zásuvných modulů. V prvních dvou
slotech jsou připojeny moduly digitálních vstupů IB IL 24 DI 4-ME, přičemž každý obsahuje čtyři
digitální vstupy. Ve zbylých slotech jsou připojeny zásuvné moduly digitálních výstupů IB IL 24 DO
4-ME. Každý modul obsahuje čtyři digitální výstupy.
2.1.3 Phoenix Contact ILC 350 PN 
Jedná  se  o  programovatelný  automat  od  firmy  Phoenix  Contact  s  rozhraním  Profinet.
Programování řídících aplikací je prováděno pomocí jazyků definovaných standardem IEC 61131-3.
PLC je možné rozšířit  až o 61 zásuvných modulů.  Podporuje protokoly jako HTTP, FTP, SNTP,
SNMP, SMTP. V této diplomové práci byl použit pouze pro analýzu protokolu Profinet. [22]
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2.2 Rámce v Profinetu IO
Profinet  IO  používá  ke  komunikaci  mezi  jednotlivými  zařízeními  několik  typů  rámců.
Struktura jednotlivých rámců je zobrazena na obr.  11, kde každá cesta k listu stromu reprezentuje
jeden typ datového rámce. Rámec VLAN nemusí být vždy použit, je vyžadován pouze v případě RT
komunikace.
2.2.1 Ethernetová hlavička
Ethernetová hlavička se skládá z preambule, která slouží k synchronizaci hodin příjemce, dále
z cílové a zdrojové MAC adresy síťového rozhraní a pole EtherType určující typ vyššího protokolu. U
rámců používaných v Profinet IO se používají protokoly ARP (0x0806), VLAN (0x8100), IP (0x0800)
nebo Profinet(0x8892).
2.2.2 VLAN
Jedná  se  o  technologii  umožňující  logické  rozdělení  sítě,  které  je  nezávislé  na  fyzickém
uspořádání.  To  znamená,  že  můžeme  vytvořit  více  nezávislých  sítí,  které  mezi  sebou  nemohou
komunikovat na jednom switchi.  Výhodou Virtuálních LAN sítí  je snížení provozu a tím zlepšení
výkonu  sítě,  dále  zvýšení  zabezpečení  a  oddělení  speciálního  provozu.  V  Profinetu  IO  slouží  k
nastavování priorit rámcům. 
Ethernetová  hlavička  je  rozšířena  o  4  byty,  definovanými  standardem IEEE  802.1q.  Tag
Protocol ID obsahuje hodnotu 0x8100 což značí že se jedná o protokol 802.1q. Priorita udává v jakém
pořadí bude switch přeposílat pakety. Přehled priorit používaných v Profinet IO je znázorněn v tab. 1







Obr. 11: Rámce v Profinet IO
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         Tab. 1: Priority v Profinet IO [13]
Priorita Použití
8 a 7 IRT komunikace
6 Cyklická RT komunikace, poruchová hlášení s 
prioritou hight
5 Poruchová hlášení s prioritou low
0 Ostatní protokoly např. DCP a RPC
Canonic Format Indicator (CFI) určuje jestli jsou MAC adresy v kanonickém formátu. Poslední pole
VLAN ID udává,  do které VLAN rámec  přísluší.  Hodnota 0 se používá k identifikaci  prioritních
rámců a hodnota 0xFFF je rezervována. [14]
2.2.3 ARP
Slouží k ověření zda adresa,  kterou se chystá IO-Controller přiřadit IO-Device není již v síti
používána. HW type specifikuje systémový protokol, v Profinet IO je jím Ethernet (0x0001). Protocol
type udává vnitřní systémový protokol,  v Profinet IO se jedná o IP (0x0800). Dále následují pole
určující  velikost  HW adresy (u  Ethernetu  MAC adresy)  a  adresy  používané  ve  vyšších  vrstvách
protokolu (IP adresy). Opcode slouží k určení operace, kterou odesílatel provádí (žádost/odpověď).
Konec ARP hlavičky tvoří pole s hardwarovou a síťovou adresou odesilatele/příjemce [16]
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2.2.4 IP
Protokol  IP  se  v  Profinetu  IO  používá  pro  standardní  komunikaci  a  je  zodpovědný  za
směrování datagramů ze zdrojového zařízení do cílového hostitele. 
První byte hlavičky udává verzi a délku hlavičky. Type of service určuje prioritu datagramu.
Total length celkovou délku datagramu včetně IP hlavičky. Identification, flags a fragment offset se
využívají  při  fragmentaci  datagramu.  Time  to  live  slouží  jako prevence před  zacyklením,  kdy se
každým průchodem přes směrovač sníží hodnota o jedničku. Pokud je hodnota nulová datagram se
zahodí. Pole protokol určuje protokol vyšší vrstvy.  Header checksum obsahuje kontrolní součet IP
hlavičky. Posledními údaji jsou zdrojová a cílová IP adresa. [17]
2.2.5 UDP
Protokol  UDP  se  stejně  jako  IP  protokol  používá  pro  standardní  komunikaci.  Hlavička
obsahuje zdrojový a cílový port. Seznam základních profinetových portů je popsán v tabulce 2. Dále
se v hlavičce nachází  délka dat  v níž je započtena i  velikost  UDP hlavičky a poslední  pole tvoří
kontrolní součet pokrývající jak hlavičku tak data. 
             Tab. 2: Profinetové porty [5]
Číslo portu Služba
34962 Profinet RT Unicast
34963 Profinet RT Multicast
34964 Profinet Context Manager
Obr. 15: Hlavička IP rácmce [17]










Time to live Protocol Header checksum
Flags (3b) Fragment offset (13b)
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2.2.6 DCE/RPC
Jedná se o síťový protokol používaný v distribuovaných systémech. RPC nabízí mechanismus,
pomocí kterého je možné volat z programu funkci, která je umístěná na vzdáleném systému. Účelem
tohoto protokolu v Profinetu IO je zapisování a čtení datových záznamů. 
 


























Obr. 17: Hlavička protokolu DCE/RPC
Mezi  nejdůležitějšími  parametry  patří  typ  paketu  určující  jestli  se  jedná  o  žádost  nebo
odpověď, dále datová reprezentace udávající endianitu dat, jejich kódování a reprezentaci plovoucí
desetinné čárky. Univerzální unikátní idetifikátory (UUID) obsažené v hlavičce identifikují objekt s
nimiž RPC pracuje, rozhraní profinetového zařízení a činnost klienta. Pomocí pole opnum se určuje,
která služba se má provést. Typy služeb jsou popsány v tab. 3 [15]








2.2.7 NDR (Network data representation)
Jedná se o metodu reprezentace dat u protokolu DCE/RPC. NDR se využívá při marshallingu.
To je proces, při němž se data připravená k přenosu konvertují na byte-stream. Tento byte-stream je
pak zabalen  právě  pomocí  NDR.  Účelem je  zajistit  úspěšné  sdílení  dat  mezi  systémy s  různými
datovými  formáty.  Rámec  NDR  obsahuje  aktuální  a  maximální  velikosti  následujícího  datového
bloku. [18]
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2.2.8 Profinet IO Services
Obsah  rámce  Profinet  IO  Services  je  závislý  na  druhu  volané  služby.  Ty  jsou  součástí
kontextového managementu a slouží ke konfiguraci zařízení. Jejich přehled se nachází v tab. 3. 
Služba „Connect“ slouží k nastavení aplikačních a komunikačních relací a dále nese informace
o očekávaných modulech. Struktura rámce je znázorněna na obr. 18. AR block obsahuje typ a unikátní
identifikátor  (UUID)  vytvářené  aplikační  relace.  Dále  MAC adresu  a  jméno  stanice  inicializující
spojení. Bloky CR Input/Output obsahují trojici parametrů SendClockFactor, ReductionRatio a Phase,
na základě kterých je určena perioda pro odesílání a přijímání cyklických dat. Dále se zde nachází
informace o tom jestli  budou v IO datech obsaženy stavy dat  (IOPS,  IOCS).  Bloky očekávaných
modulů  obsahují  identifikační  číslo  modulu,  slot  a  subslot,  ve  kterém  má  být  modul  zapojen  a
informaci  o tom, jestli  se jedná o modul vstupů nebo výstupů, popřípadě modul  vstupně/výstupní.
Poslední položkou v hlavičce je Alarm block, který obsahuje parametry jako časový limit pro  přijetí
odpovědi, počet opakování vysílání poruch, nebo maximální délku dat poruchového rámce, kterou je
schopný IO Controller zpracovat,
Další službou z kontextového managementu je „Read“. Ta slouží ke čtení datových záznamů.
Rámec této služby obsahuje pouze Read block,  ve kterém se nachází  UUID spojení,  čísla slotu a
subslotu, z kterých je prováděno čtení a indexy datových záznamů. 
Pro nastavení parametrů jednotlivých modulů slouží služba „Write“, přičemž pro každý modul
je odesílán nový rámec. Ten je rozdělen na dvě části a to na Write block a Write data. První část
obsahuje UUID spojení a číslo slotu a subslotu, do kterého je prováděn zápis. Write Data pak obsahuje
parametry zapisované do daného modulu. 
Pro oznámení o dokončení nastavování parametrů se používá služba „Control“. Rámec této
služby je tvořen blokem Control obsahující opět UUID spojení a dále řídící příkaz. [12]
Obr. 18: Struktura rámce Profinet IO Service (Connect) [12]
58B + name 46B + API
AR Block CR Input CR Output
46B + API 36 - 42B
Expected
SubModul ...






Obr. 19: Struktura rámce Profinet IO Service (Write) [12]
64B ...
Write Block Write Data
Obr. 20: Struktura rámce Profinet IO Service (Read) [12]
64B
Read Block
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2.2.9 Profinet RT
Rámec Profient RT je tvořen z hlavičky a patičky. Hlavička rámce obsahuje FrameID. Toto
pole slouží k identifikaci rámce. Hodnoty, kterých může FrameID nabývat a jejich význam je popsán v
tab. 4
             Tab. 4: Hodnoty FrameID [12]
FrameID Význam
0x0000 – 0x00FF Časová synchronizace
0x0100 – 0x7FFF Rámec RT Class 3
0x8000 – 0xBFFF Rámec RT Class 2
0xC000 – 0xFBFF Rámec RT Class 1
0xFC00 – 0xFCFF Acyklická komunikace „High“  
0xFD00 – 0xFDFF Rezervováno
0xFE00 – 0xFEFC Acyklická komunikace „Low“
0xFEFD – 0x FEFF  DCP
0xFF00 – 0xFFFF Rezervováno
Patička  je  tvořena  počitadlem cyklů,  které  se  po  každém odeslání  rámce  inkrementuje  o
násobek 31,25μs. Tento inkrement pak udává periodu cyklické komunikace. Počítadlo potom slouží ke
kontrole. Lze z něj určit pořadí rámců nebo to, jestli byly přijaty všechny rámce. Za počítadlem cyklů
se nachází pole data status, které informuje o validitě dat, stavu poskytovatele a výskytu problémů.
Poslední byte z patičky s označením transfer status udává jestli proběhlo předání v pořádku.
Uvnitř Profinetu RT se nachází data, které mohou být dvojího typu. Může se jednat o cyklická
RT data, potom rámec Profinetu RT patičku obsahuje, nebo se může jednat o acyklická data (DCP),
kdy patička využívána není. [12]
Obr. 22: Struktura rámce Profinet RT [12]
2B 40 – 1440B
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2.2.10 Profinet IO Data
Tento rámec obsahuje IO data jednotlivých submodulů a jejich stavy. Všechna odesílaná data
jsou opatřena stavem producenta (IOPS) udávající platnost odesílaných dat. Dále se zde nachází stav
konzumenta, kterým se konzument vyjadřuje k přijetí posledních dat.
Velikost tohoto rámce se pohybuje od 40 do 1440 bytů. To vyplývá z minimální (64 bytů) a
maximální délky (1538 bytů) ethernetového rámce. Pokud má rámec menší velikost než 40 bytů, tak je
na tuto velikost doplněn pomocí nul. [12]
2.2.11 DCP
Jedná se o konfigurační protokol používaný v Profinet IO k nastavování IP adresy a jména
IO-Device nebo k získávání parametrů.  Protokol DCP je využíván v rámci acyklické RT komunikace.
Rámec protokolu můžeme rozdělit na hlavičku a DCP data. Hlavička obsahuje označení služby (viz.
tab. 5) a její typ, který udává zda jde o požadavek nebo odpověď. Dále nasleduje ID zprávy, na které
se odkazují odpovědi. Pole Response delay se využívá pouze u služby „Identify“, která je adresována
jako  multicast.  Aby  se  zamezilo  tomu,  že  přijde  odesilateli  v  krátkém  časovém  okamžiku  více
odpovědí,  tak si  IO-Device na základě této hodnoty a části  MAC adresy vypočítá dobu zpoždění
odpovědi. Pro ostatní DCP služby je hodnota tohoto pole nulová. Posledním údajem v hlavičce je
délka následujících DCP dat, které se liší v závislosti na typu použité služby.  Délka také zahrnuje
dorovnání (padding), potřebné k doplnění rámce na minimální velikost.
          Tab. 5: Typy služeb DCP protokolu [12]




DCP data se skládají z jednotlivých bloků. Tyto bloky poté obsahují typ a podtyp prováděného
nastavení, délku bloku a nastavované parametry.
Služba „Identify“ slouží k prozkoumávání sítě. Jedná se o zprávu typu multicast což znamená,
že je adresována všem zařízením na síti. Požadavek pak obsahuje název zařízení, který je uveden v
konfiguraci. Pokud v síti existuje zařízení s tímto jménem, tak odešle odpověď obsahující své jméno,
Obr. 24: Struktura rámce DCP [12]
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možnosti  nastavení,  výrobní  specifikace,  jeho  ID,  typ  zařízení  (IO-Device,  IO-Controller,  IO-
Supervisor) a svou IP adresu. 
Pomocí služby „Set“ se nastavuje jméno zařízení a jeho IP adresa. Požadavek obsahuje jeden z
nastavovaných parametrů. Po provedení požadavku je zařízením odeslána odpověď, která obsahuje
informaci o tom, jestli bylo nastavení úspěšné či nikoliv. 
K získání požadovaných parametrů slouží funkce „Get“. Požadavek obsahuje typ parametru,
který chceme získat  jako například určitou vlastnost  zařízení nebo jeho jméno.  Zařízení  pak tento
požadavek zpracuje a v odpovědi odešle požadovaný parametr. [12]
2.2.12 Poruchová hlášení
Rámec poruchových hlášení je tvořen RTA hlavičkou obsahující identifikátory poruchových
komunikačních relací cíle a zdroje, typ PDU udávající o jaký druh poruchy se jedná, sekvenční číslo
rámce  a  informaci  o  velikosti  následujícího bloku.  Dále  rámec  obsahuje  alarm data  udávající  typ
poruchy a místo kde porucha nastala (kanál, modul, submodul). [4]
2.3 Principy komunikace
2.3.1 Přiřazení jména
Přiřazení  jména  probíhá  pomocí  protokolu  DCP.  Během  procesu  jsou  využívány  služby
„Identify“  a  „Set“.  Nejdříve se  pomocí  služby „Identify“  ověří,  je-li  jméno které  chceme  přiřadit
volné. Ověření probíhá tak, že odešleme požadavek s parametrem, který obsahuje přiřazované jméno.
Pokud do vypršení časového limitu nepřijde odpověď, znamená to, že je jméno volné. Pomocí služby
„Set“ se pak vytvoří žádost na přidělení jména a odešle se konkrétnímu zařízení, které přidělení jména
potvrdí. Průběh komunikace mezi zařízeními je znázorněn na obr. 25
Obr. 25: Přiřazení jména pomocí DCP [12]
IO - Supervisor IO - Device
DCP Set Req
Konkrétnímu zařízení:
Tvé jméno je „Dev1“
DCP Identify Req
Všem:
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2.3.2 Nastavení IP adresy
Nejprve se pomocí služby „Identify“ zjistí jestli je IO-Device dostupné. Pokud ano tak se z
odpovědi určí jestli má přiřazenou IP adresu. Jestli se jeho IP adresa shoduje s adresou uvedenou v
konfiguraci,  proces  končí.  V opačném případě zjistí  IO-Conroller  pomocí  ARP protokolu jestli  je
adresa, kterou se chystá přiřadit volná. Pokud ano, tak se tato IP adresa přiřadí pomocí služby „Set“. 
2.3.3 Konfigurace zařízení
Po přidělení IP adresy je zařízení připraveno ke konfiguraci. Ta probíhá pomocí standardní
komunikace  za  použití  protokolu  UDP/IP,  DCE/RPC  a  služeb  kontextového  managementu.
Komunikace probíhá metodou klient/server přičemž klientem je IO-Controller nebo IO-Supervisor a
serverem  je  IO-Device.  Vytváření  spojení  začíná  pomocí  služby  „Connect“.  Žádost  obsahuje
parametry aplikační relace, vstupních a výstupních IO komunikačních relací, komunikační relace pro
přenos alarmů a dále očekávané moduly,  připojené do IO-Device.  V případě úspěšného vytvoření
relací  odpoví  IO-Device  rámcem  „Connect“  se  statusem  OK,  v  opačném  případě  bude  status
obsahovat  číslo  chyby.  V  okamžiku  vytvoření  I/O  komunikačních  relací  je  spuštěna  cyklická
komunikace.  Kdyby  se  tak  nestalo,  byly  by  relace  ukončeny.  Přenášená  IO data  jsou  však  ještě
neplatná, protože zatím nebyl proveden zápis parametrů do jednotlivých modulů. K tomu slouží služba
„Write“, přičemž pro každý modul je vygenerován samostatný rámec. Po každém zapsání parametrů
IO-Device odesílá odpověď, ve které informuje jestli byl zápis úspěšný či nikoliv. Po přijetí odpovědi
na poslední rámec „Write“ ukončí IO-Controller parametrizaci pomocí služby „Controll“ s řídícím
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příkazem „ParametrEnd“. Na tu IO-Device zareaguje odesláním odpovědi s řídícím příkazem „Done“
a  poté  odešle  další  rámec  s  řídícím  příkazem  „AplicationReady“,  kterým  signalizuje  vytvoření
připojení. Poté co IO-Controller odešle odpověď, končí fáze konfigurace a začíná výměna platných IO
dat.  
Obr. 27: Přiřazení jména pomocí DCP [12]
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2.3.4 Poruchová hlášení
Poruchová hlášení jsou přenášena pomocí RT komunikace, přičemž výměna dat probíhá ve
dvou krocích. Nejprve odešle IO-Device poruchové hlášení IO-Controlleru, který musí příjem poruchy
do vypršení  časového limitu potvrdit.  Ve druhém kroku je poruchové hlášení  předáno uživatelské
aplikaci a do IO-Device je odesláno oznámení o jeho zpracování. Na závěr ještě odešle IO-Device
potvrzení o doručení oznámení. 
Obr. 28: Přiřazení jména pomocí DCP [12]













Ovladač plní funkci služby, která je zaregistrována řídící aplikací. Účelem ovladače je vytvořit
a  udržovat  spojení  mezi  IO-Device  a  počítačem vybaveným ethernetovou  síťovou  kartou  a  dále
zajištění  výměny  IO dat  a  poruchových  hlášení  mezi  IO-Device  a  řídící  aplikací.  Úloha,  kterou
ovladač plní v PC je znázorněna na obr.  29. Výměna dat mezi ovladačem a řídící aplikací probíhá
pomocí API. 
3.2 Struktura ovladače
Vnitřní  struktura  ovladače  je  znázorněna  na  obr.  30.  Schéma  je  tvořeno  několika  bloky,
přičemž každý blok plní určitou funkci. Pro zpřístupnění adaptéru a výměnu rámců se síťovou kartou
slouží blok nízkoúrovňových služeb. Ten kromě odesílání a přijímání paketů poskytuje také funkci pro
filtrování přijímaných paketů. Přijatý rámec je zpracován blokem dekódování paketů. Tam se provede
identifikace přijatého rámce a uložení přijatých dat do paměti pro další použití. IO data jsou ukládány
do objektu, který je součástí  API. Pomocí tohoto API jsou data zprostředkovávány řídící aplikaci.
Konfigurační data přijatá z příchozích paketů jsou ukládána do bloku konfiguračních dat. V něm se
nachází konfigurace IO-Device a IO Controlleru, která je nahraná z řídící aplikace pomocí API. V
případě poruchových hlášení (alarmů) jsou informace zprostředkovávány řídící aplikaci opět pomocí
API. Služby poruchových hlášení jsou v obou schématech znázorněny čárkovaně, protože nejsou ve
výsledném ovladači implementovány. To z toho důvodu, že v době psaní této diplomové práce nebyla
k dispozici specifikace protokolu Profinet s tvary těchto rámců.
Obr. 29: Úloha ovladače v PC
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Obr. 30: Vnitřní struktura ovladače
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4 IMPLEMENTACE OVLADAČE
Ovladač  je  implementován  v  jazyce  C++ s  využitím knihovny WinPcap,  která  umožňuje
přístup k RAW paketům ze sítě. Standardní knihovna WinSock, která je součástí Win32 API je pro
implementaci ovladače nevhodná, protože pracuje pouze s transportní a síťovou vrstvou, přičemž real-
time komunikace protokolu Profinet IO tyto vrstvy nevyužívá.
4.1 Knihovna WinPcap
Jedná se o open-source knihovnu určenou k síťové analýze a zachytávání paketů pro platformu
Windows. Struktura knihovny je znázorněna na obr. 31. Skládá se z ovladače NPF (Netgroup packet
filter), který poskytuje funkce jako získávání seznamu dostupných síťových adaptérů nebo odesílání,
zachytávání a filtraci paketů. Tento ovladač běží uvnitř jádra operačního systému, což mu umožňuje
obejití  jeho  protokolového  zásobníku  a  přímou  komunikaci  s  ovladači  síťových  rozhraní.  Dále
obsahuje  nízkoúrovňovou  dynamickou  knihovnu  packet.dll,  která  zajišťuje  přístup  k  funkcím
ovladače.  Poslední  součástí  je  vysokoúrovňová  dynamická  knihovna  wpcap.dll.  Ta  poskytuje
výkonnější funkce vyšší úrovně, které jsou nezávislé jak na hardwaru tak na operačním systému. [19]
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4.1.1 Použité funkce
Pro ovladač byly použity funkce z knihovny wpcap.dll. Protože je tato knihovna portovaná z
linuxové knihovny libpcap, tak je možné výsledný ovladač s drobnými úpravami přenést na operační
systém Linux. Využity byly následující funkce:
pcap_findalldevs –  Vytváří  seznam síťových zařízení.  Parametry funkce jsou ukazatel  na
seznam, do kterého se zapisují vyhledaná zařízení a řetězec, do kterého je zapsána případná chybová
hláška. Návratová hodnota určuje jestli funkce proběhla úspěšně (0) nebo neúspěšně (-1).
pcap_open_live – Slouží ke zpřístupnění zvoleného adaptéru. Parametry funkce jsou název
zařízení, které se má otevřít, maximální možná délka zachytávaných paketů, mód udávající jestli se
mají  přijímat  všechny  pakety  nebo  pouze  ty,  které  jsou  určené  pro  otevřený  adaptér.  Dalšími
parametry  jsou  časový limit  v  milisekundách a  řetězec,  do  kterého  je  zapsaná  případná  chybová
hláška. Návratová hodnota obsahuje parametry vytvořeného spojení.
pcap_sendpacket – Slouží k odeslání RAW paketu. Funkce má tři parametry kterými jsou
ukazatel na strukturu s parametry spojení, ukazatel na začátek odesílaných dat a délka dat. Návratová
hodnota určuje jestli funkce proběhla úspěšně (0) nebo neúspěšně (-1).
pcap_next_ex – Funkce sloužící k přečtení paketu ze síťového rozhraní nebo offline záznamu.
Parametry funkce jsou ukazatel na strukturu s parametry spojení, ukazatel na strukturu, do které je
uložen čas zachycení a délka příchozích dat. Posledním parametrem je ukazatel na buffer s přijatými
daty.  Pokud funkce proběhne v pořádku,  tak je vrácena hodnota 1,  pokud vyprší  časový limit,  je
vrácena hodnota 0.  V případě,  že nastane chyba,  vrací  funkce hodnotu -1.  Pokud při  zachytávání
paketu z offline záznamu narazí funkce na konec řádku, vrací hodnotu -2.
 
pcap_compile – Slouží ke kompilaci filtru. Funkce obsahuje pět parametrů, mezi které patří
ukazatel  na strukturu s parametry spojení,  ukazatel  na  strukturu,  do které je po provedení  funkce
uložena binární podoba filtru. Dále řetězec obsahující textový zápis filtru, údaj udávající jestli má být
provedena optimalizace výsledného kódu a masku sítě sloužící k filtraci paketů v závislosti  na IP
adrese. Návratová hodnota určuje jestli funkce proběhla úspěšně (0) nebo neúspěšně (-1).
pcap_setfilter – Funkce sloužící k nastavení filtru. Jejími parametry jsou ukazatel na strukturu
s parametry spojení a ukazatel na strukturu ve které je uložen zkompilovaný filtr. V případě chyby je
vrácena hodnota -1, pokud proběhne funkce v pořádku je vrácena hodnota 0.
pcap_freecode – Slouží k uvolnění alokované paměti potřebné pro uložení zkompilovaného
filtru.  Funkce  má  jeden  vstupní  parametr,  kterým  je  ukazatel  na  strukturu  sloužící  pro  uložení
zkompilovaného filtru. Funkce nevrací žádnou hodnotu.
pcap_freealldevs – Slouží k uvolnění alokované paměti, určené pro uložení seznamu zařízení,
který vrací funkce pcap_findalldevs. Parametrem funkce je ukazatel na tento seznam. Funkce nevrací
žádnou hodnotu.  
pcap_close  – Slouží  k  uvolnění  otevřeného  adaptéru.  Parametrem  funkce  je  ukazatel  na
strukturu s parametry spojení. Funkce nevrací žádnou hodnotu. [20]
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4.2 Reprezentace rámců
Každý rámec je realizován pomocí třídy. Ta obsahuje dva konstruktory. První konstruktor se
volá pro vytvoření objektu při dekódování a druhý při vytváření paketu. Dále třída obsahuje virtuální
metody PacketSizeGet a PacketCreate, které se používají společně s metodou PacketSent k vytváření
paketu viz. kapitola 4.5. O dekódování příchozích paketů se stará statická metoda Decode viz kapitola
4.4. Poslední věcí, kterou třída obsahuje jsou data obsažená v rámci příslušného protokolu, popřípadě
proměnné udávající velikost určitých částí rámce. Ukázka třídy EthernetHeader je uvedena na obr. 32. 
Kromě  ethernetové  hlavičky  jsou  třídy  ostatních  hlaviček  protokolů  vytvářeny  pomocí
dědičnosti.  Prapředkem  všech  tříd  je  pak  právě  třída  EthernetHeader.  Vztahy  dědičnosti  jsou
znázorněny na obr. 33 
Obr. 33: Vztahy mezi třídami
Obr. 32: Třída EthernetHeader
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4.3 Nízkoúrovňové služby
Pojmem nízkoúrovňové služby jsou myšleny služby pro práci se síťovými adaptéry. Jedná se o
získávání  seznamu  síťových  adaptérů,  otevření  síťového  adaptéru,  odesílání  a  přijímání  paketů,
aplikaci filtrů a ukončení spojení s adaptérem. Ty jsou v ovladači implementovány pomocí knihovny
WinPcap  ve  třídě  Ethernet  viz.  obr.  34.  Objekt  této  třídy  má  za  úkol  kromě  poskytování  výše
uvedených služeb také udržovat spojení s adaptérem. Třída obsahuje vnitřní proměnné jako ukazatel
na strukturu pcap nesoucí informace o otevřeném adaptéru, jméno adaptéru a strukturu bpf_program,
která  obsahuje  zkompilovaný  kód  filtru.  Dále  třída  obsahuje  konstruktor,  destruktor  a  metody
PacketSend, PacketCapture, FilterApply, FilterClear a statickou metodu AdaptersEnumerate.
Před vytvořením objektu je nutné nejprve získat seznam síťových adaptérů. To je provedeno
pomocí metody AdapterEnumerate, kterou je možné volat bez vytvořeného objektu, protože se jedná o
metodu statickou. Jejím parametrem je ukazatel na počet síťových adaptérů a návratovou hodnotou je
ukazatel na pole s názvy síťových adaptérů. V ní se nejprve pomocí funkce pcap_findalldevs najdou
všechna  síťová  rozhraní  a  ty  se  uloží  do  struktury  typu  pcap_if_t.  Pro  snadnější  manipulaci  s
rozhraními  jsou  jejich  názvy uloženy  ze  struktury  do  pole  a  jejich  počet  je  uložen  na  adresu  z
parametru  metody.  Poté  je  pomocí  funkce  pcap_freealldevs  vytvořený  seznam uvolněn a  pomocí
příkazu return je vrácen ukazatel na pole řetězců. V hlavní programu se potom z tohoto pole vybere
adaptér, se kterým se bude pracovat.
Jméno vybraného adaptéru vstupuje jako parametr do konstruktoru. V něm se nachází funkce
pcap_open_live, která na základě tohoto jména zpřístupní adaptér a parametry tohoto spojení uloží do
struktury typu pcap. Tím je vytvořen objekt pomocí kterého můžeme využívat  metody pro práci s
adaptérem. Jedná se o metody:
Obr. 34: Třída Ethernet
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PacketSend – Metoda sloužící k odesílání rámců. Parametry této metody jsou ukazatel na
data, která se mají odeslat a velikost těchto dat. Návratovým typem je integer přičemž pokud proběhne
odesílání v pořádku tak vrací hodnotu 0 v opačném případě -1. K odesílání dat je použita funkce
pcap_sendpacket. 
PacketCapture - Slouží k zachytávání rámců. Vrací výsledek operace v podobě hodnoty 0 při
úspěchu  a  -1  při  neúspěchu.  Parametry  funkce  jsou  ukazatel  na  strukturu  STime,  která  slouží  k
předávání  času  příchodu  rámce  a  ukazatel  na  pole,  ve  kterém  jsou  uložena  příchozí  data.  Pro
zachycení rámce je použita funkce pcap_next_ex. Ta poskytuje strukturu pcap_pkthdr, z které jsou
přepočítány časy příchodu paketu a  následně uloženy do struktury STime. Data, která tato funkce
vrací jsou uloženy do pole z parametru metody PacketCapture.
FilterApply – Jedná se o metodu,  která se stará o kompilaci a nastavení filtru pro příchozí
rámce.  Tyto  filtry  jsou  aplikovány na  úrovni  ovladače  v  jádru  operačního  systému,  čímž  dokáží
zefektivnit  odchytávání  paketů.  Metoda  vrací  výsledek  operace  v  podobě  hodnoty  0  při  úspěšné
kompilaci  a  nastavení,  hodnoty  -1  při  chybě  kompilace  nebo  hodnoty  -2  v  případě,  že  se  filtr
nepodařilo aplikovat. Vstupním parametrem je řetězec obsahující kód filtru, který je zadáván textově
pomocí  definovaných  označení  protokolu  a  logických  spojek.  Uvnitř  metody  se  nachází  funkce
pcap_compile,  která  vytvoří  z  řetězce  binární  kód  a  ten  uloží  do  struktury  bpf_program.  Tento
zkompilovaný filtr je pak nastaven pomocí funkce pcap_setfilter. 
FilterClear – Slouží k uvolnění alokované paměti potřebné pro uložení binárního kódu filtru.
Tato metoda nemá žádné vstupní parametry ani nevrací žádnou hodnotu. K uvolnění paměti je použita
funkce pcap_freecode s parametrem ukazatele na strukturu bpf_program.
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4.4 Dekódování paketů
Jak bylo uvedeno v předchozí kapitole, k dekódování příchozího rámce je využívána statická
metoda Decode, jejíž deklarace je na obr. 32. Návratovou hodnotou metody je ukazatel na objekt třídy
ve které se nachází. Parametry metody jsou ukazatel na příchozí rámec a ukazatel na objekt obsahující
konfigurační data. 
Dekódování má následující průběh. Pokud je přijat rámec,  tak se zavolá metoda Decode z
třídy EthernetHeader. Protože se jedná o statickou metodu, tak ji je možné volat bez vytvoření objektu.
Ukazatel, který odkazuje na místo v paměti kde je uložen přijatý rámec, je přetypován na strukturu
hlavičky daného rámce. V tomto případě se jedná o strukturu ethernetové hlavičky.  Použití  tohoto
přetypování  si  můžeme  představit,  jako kdybychom na tyto  data  aplikovali  masku,  což umožňuje
snadnější  přístup  k  požadovaným  datům.  Po  přetypování  přistoupíme  pomocí  struktury  k  údaji
obsahující  typ  následujícího rámce.  Na základě toho typu zavoláme znovu metodu Decode ovšem
tentokrát  z  třídy následujícího  rámce.  Ukazatel  na  příchozí  rámec  je  posunut  o  velikost  hlavičky
předchozího rámce a poté je opět přetypován na strukturu hlavičky rámce, který je aktuálně používán.
Poté se postupuje obdobně jako v předchozím kroku. Tímto způsobem se volání metody postupně
zanořuje  do  té  doby,  dokud  není  zavolána  metoda  Decode  předposledního  rámce.  Poté  se  místo
metody  zavolá  konstruktor  následujícího  rámce.  To  z  toho  důvodu,  že  v  posledním  rámci  se
neodkazuje  na  další  rámec,  který  by  bylo  třeba  dekódovat.  Parametry  tohoto  konstruktoru  jsou
ukazatel na místo v paměti kde je uložen přijatý rámec a ukazatel na objekt s konfiguračními daty.
Tento  konstruktor  naplní  objekt  daty  z  rámce,  popřípadě  uloží  konfigurační  data  do  objektu
konfiguračních dat. 
Obr. 35: Vývojový diagram metody Decode
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4.5 Vytváření rámce
K vytváření rámce slouží virtuální metody PacketSizeGet a PacketCreate. 
PacketSizeGet – Slouží k určení výsledné velikosti odesílaného rámce. Metoda neobsahuje
žádné parametry a návratovou hodnotou je výsledná délka. Tělo metody obsahuje pouze příkaz return.
V něm je volána metoda PacketSizeGet z rodiče (pokud se nejedná o prapředka), ke které je přičtena
velikosti hlavičky protokolu příslušného rámce. 
PacketCreate –  Slouží  k  naplnění  odesílaného  rámce  daty,  která  jsou  čerpána  z  objektu
příslušného rámce. Parametrem metody je ukazatel na alokované místo v paměti, které představuje
odesílaný rámec.  Návratová hodnota představuje opět ukazatel na rámec. V těle funkce je nejprve
volána stejná metoda  ovšem z rodičovské třídy (pokud se nejedná o prapředka).   Její  návratovou
hodnotou  je  přepsán  původní  ukazatel  obsažený  v  parametru  metody.  Poté  je  tento  ukazatel
přetypován na ukazatele na strukturu hlavičky příslušného rámce a pomocí ní jsou do odkazované
paměti uloženy hodnoty z objektu daného Protokolu. Příkazem return pak metoda vrátí ukazatel na
odesílaný rámec posunutý o velikost hlavičky příslušného protokolu.
Obr. 36: Vývojový diagram metody PacketCreate
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Prvním krokem při vytváření rámce je vytvoření objektu příslušného rámce. K tomu slouží
druhý konstruktor definovaný v každé třídě rámce. Počet parametrů konstruktoru se liší v závislosti na
typu vytvářeného rámce. Společným parametrem pro všechny konstruktory je ukazatel na objekt s
konfiguračními daty,  která jsou využívána u všech rámců. V tomto objektu se totiž nachází kromě
konfiguračních  údajů  IO-Device  používaných  v  konfiguračních  rámcích  také  obecné  hodnoty
používané v ostatních typech rámců.  Mezi  tyto  hodnoty patří  například MAC a IP adresy,  maska
podsítě nebo jména zařízení. Dále konstruktory obsahují individuální parametry používané pouze pro
konkrétní  rámce.  Může  se  jednat  například o  čísla  portů  využívaných v  rámcích  obsahující  UDP
protokol, čísla slotů a subslotů používaných službou „Read/Write“ z Profinet IO Service nebo objekt
obsahující IO data. Po zavolání konstruktoru je tedy vytvořen objekt, který je naplněn odesílanými
daty. 
Po vytvoření objektu je pro tento objekt zavolána metoda PacketSend. Parametrem metody je
ukazatel na objekt Ethernet popsaný v kapitole 4.3. Návratová hodnota metody je typu integer a určuje
jestli proběhlo odeslání rámce v pořádku. Pokud ano vrací metoda hodnotu 0 v opačném případě -1.
Uvnitř je nejprve volána metoda PacketSizeGet, která vrátí výslednou délku odesílaného rámce. Na
základě této velikosti je poté alokováno místo v paměti, kam je uložen rámec k odeslání. V dalším
kroku je  tato paměť  vynulována  pomocí  funkce memset.  Odesílaný rámec  je  vytvořen  zavoláním
metody PacketCreate. Ta do této alokované paměti začne zapisovat data z objektu. Po zapsání jsou
data odeslána pomocí objektu Ethernet.
Obr. 37: Vývojový diagram metody PacketSend
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4.6 API
API slouží k výměně dat mezi ovladačem a řídící aplikací. API je realizováno pomocí třídy
EthernetInterface, jejíž deklarace je znázorněna na obr. 38. Aplikace pak přistupuje k datům pomocí
metod instance této třídy.
Třída  EthernetInterface  je  tvořena  ukazatelem  na  instanci  třídy  Ethernet,  obsahující
nízkoúrovňové služby viz. kapitola 4.3. Dále obsahuje následující metody:
Read –  Pomocí  metody Read přistupuje řídící  aplikace k datům z IO-Device.  Jedná se  o
metodu,  která  nemá žádné vstupní  parametry.  Data  jsou předávána pomocí  návratové hodnoty ve
formě  ukazatele  na  instanci  třídy  EthernetHeader.  Uvnitř  této  metody  je  pomocí  instance  třídy
Ethernet volána metoda PacketCapture, která vrací přijatý rámec. Tento přijatý rámec vstupuje jako
parametr  do statické metody Decode viz.  kapitola  4.4.  Pomocí  ni  je určen typ  rámce  a  vytvořen
příslušný ukazatel na objekt, který je funkcí Read vracen.
Write –  Pomocí  metody  Write  jsou  předávány  data  určená  k  odeslání  nízkoúrovňovým
službám z ovladače. Metoda obsahuje jako parametr ukazatel na objekt EthernetHeader obsahující
odesílaná data. Návratová hodnota poté určuje, jestli proběhlo odesílání dat v pořádku (TRUE), nebo v
průběhu odesílání nastala chyba (FALSE). Uvnitř metody je pomocí instance EthernetHeader volána
metoda PacketSend viz. kapitola 4.5.
4.7 Možné rozšíření API
V  předchozí  kapitole  byl  popsán  způsob  implementace  API  v  základní  verzi  ovladače.
V průběhu testování, ale byly zjištěny určité omezení tohoto řešení. Tato API totiž není vhodná pro
použití s více IO-Device, protože nemá prostředky pro zpracovávání zpráv pro více jak jedno zařízení.
Možným  řešením  je  vytvoření  nové  instance  pro  každé  zařízení,  přičemž  každá  instance  bude
obsahovat kruhový buffer, do kterého se budou ukládat pouze rámce určené pro toto zařízení. Protože
se IO-Devices  nemusí  nacházet  na  jednom síťovém rozhraní,  tak by bylo  vhodné vytvořit  síťový
management, který by spravoval používané rozhraní. Pokud by byla vytvořena nová instance zařízení
tak by síťový management zkontroloval jestli dané spojení se síťovým rozhraním existuje. Pokud ne
tak by se vytvořilo nové spojení, které by bylo identifikováno sítí, handlerem obsahující spojení na
tuto  síť  a  počitadlem  instancí  udávající  kolik  instancí  využívá  toto  spojení.  Pokud  by  spojení
existovalo tak by se u stávajícího spojení inkrementovala hodnota počítadla. Další zefektivnění by
přineslo použití dvou bufferu. Jeden buffer by poté sloužil pro rámce potvrzovaných služeb a druhý
pro rámce nepotvrzovaných služeb.
Obr. 38: Deklarace třídy EthernetInterface
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5 ZHODNOCENÍ FUNKČNOSTI A POUŽITÍ OVLADAČE
5.1 Ověření funkčnosti
Funkčnost byla  ověřena pomocí konfigurace IO-Device prostřednictvím implementovaného
ovladače obr. 39. Po spuštění je vytvořen seznam dostupných síťových rozhraní. Po výběru síťového
rozhraní, na kterém je připojeno IO-Device je spuštěna komunikace začínající parametrizací zařízení.
Prvně je odeslán DCP paket služby „Identify“ dotazující se na dostupnost nakonfigurovaného zařízení.
Po přijetí odpovědi se z příchozího rámce určí, jestli má zařízení nastavenou IP adresu. Protože IP
adresa nastavena není je odeslán paket DCP služby „Set“, pomocí kterého se IO-Device přiřadí IP
adresa z  objektu konfiguračních dat.  Po přiřazení  IP adresy je  spuštěna  parametrizace IO-Device
pomocí  služeb z kontextového managementu.  První  je služba „Connect“  pomocí,  které se vytvoří
aplikační relace a  komunikační relace pro vstupy, výstupy a poruchová hlášení. Seznam očekávaných
modulů obsahuje deset položek. Jedná se o dva moduly digitálních vstupů IB IL 24 DI 4-ME a osm
modulů digitálních výstupů IB IL 24 DO 4-ME. Po přijetí kladné odpovědi na předchozí paket, je
spuštěna  parametrizace  výše  popsaných  modulů  pomocí  služby  „Write“.  Po  dokončení  zápisu
parametru do jednotlivých modulů je ukončena parametrizace pomocí služby „Control“, na kterou IO-
Device  odpoví  příkazem  „Done“  a  poté  odešle  pomocí  stejné  služby  příkaz  „AplicationReady“
informující  o  dokončení  parametrizace.  Po  parametrizaci  je  vyzkoušena  služba  „Read“  pro  čtení
parametrizačních  dat,  na  kterou  zařízení  odpovědělo  chybovou  hláškou,  informující  o  tom  že
přistupujeme do neplatné oblasti.  Tímto  krokem je ověřeno přijímání  chybových parametrizačních
odpovědí.  Následně je  ověřena  DCP služba  „Get“  pro  čtení  parametrů.  Byl  vyslán  požadavek na
vrácení hodnoty „AliasName“. Protože IO-Device nemá tuho hodnotu nastavenou je vrácen prázdný
řetězec. Na konec je ověřena výměna IO dat.
5.2 Zhodnocení použití
Přes to že byl  ovladač navrhován podle zadání pro konkrétní zařízení, byl  brán při návrhu
ohled  na  co  nejvyšší  univerzálnost  ovladače.  Proto  je  možné  ovladač  použít  pro  jakékoliv
distribuované  IO  zařízení  komunikující  pomocí  sběrnice  Profinet.  Lišit  se  bude  pouze  počáteční
konfigurace, která je ovšem zjistitelná z GSD souboru.
Co se týče přenosu ovladače na jiné platformy, tak je díky využití funkcí z knihovny wpcap.dll
relativně snadné upravit  ovladač tak,  aby byl  spustitelný na operačním systému  Linux.  Knihovna
wpcap.dll je totiž portovaná právě z linuxové knihovny libpcap, proto je princip programování téměř
totožný.
Ovladač  může  sloužit  spolu  s  řídící  aplikací  k  řízení  procesů  nebo  může  být  použit  pro
diagnostické účely.
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Obr. 39: Úkázka konfigurace IO-Device pomocí ovladače
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ZÁVĚR
Cílem této diplomové práce bylo seznámit se s průmyslovou sběrnicí Profinet, bus couplerem
Phoenix Contact FL IL 24 BK-PN a poskytnutými I/O moduly. Dále provedení analýzy protokolu a
návrh a implementace ovladače pro výše uvedené zařízení. Posledním bodem bylo ověření funkčnosti
a zhodnocení použití pro další typy zařízení.
Úvod práce tvoří rešeršní část, ve které je popsán komunikační protokol Profinet. Zde jsou
popsány  varianty  protokolu,  druhy  zařízení,  které  jsou  používané  v  síti  Profinet  IO,  způsoby
komunikace a zajištění determinismu. Poté následuje část zabývající se analýzou protokolu, ve které
jsou  popsána  zařízení,  která  byla  při  analýze  použita.  Analýza  byla  provedena  pomocí  programu
Wireshark.  Výsledkem  této  analýzy  je  detailní  popis  struktur  jednotlivých  rámců  a  také  rozbor
komunikace  při  běžných operacích  jako  jsou  nastavování  jména  a  IP  adresy,  parametrizace  nebo
výměna poruchových hlášení. Druhá polovina práce se zabývá návrhem a implementací ovladače. Je
zde uveden účel ovladače a návrh vnitřní struktury ovladače. Ta je tvořena jednotlivými bloky, které
jsou  detailně  popsány.  Navržený  ovladač  je  poté  implementován  v  programovacím  jazyce  C++.
Protože Protinet  IO nepoužívá pro cyklickou komunikaci  transportní  a síťovou vrstvu,  tak nebylo
možné použít klasickou knihovnu pro síťovou komunikaci WinSock. Ta totiž pracuje pouze na výše
uvedených vrstvách. Proto byla použita knihovna WinPcap, která dokáže zachytávat RAW pakety ze
sítě. Jednotlivé typy rámců jsou reprezentovány pomocí tříd, přičemž při vytváření bylo využíváno
principu  dědičnosti.  Na  základě  návrhu  z  předchozí  kapitoly  byly  vytvořeny  jednotlivé  bloky
schématu. Nízkoúrovňové služby jsou implementovány pomocí třídy Ethernet, která obsahuje metody
pro práci  se  síťovým rozhraním.  Metody na dekódování  a  vytváření  paketů jsou pak obsaženy v
třídách jednotlivých rámců.  Blok konfiguračních dat  je reprezentován třídou Settings,  ve  které  se
nachází IP a MAC adresy,  jména zařízení,  počítadla zpráv a konfigurace IO-Device. Na závěr byl
implementován blok API, pomocí kterého má řídící aplikace přístup k datům z IO-Device. Ten je
realizován  pomocí  třídy  EthernetInterface,  která  obsahuje  pouze  funkce  pro  čtení  a  zápis.  Kvůli
chybějící  specifikaci  protokolu  Profinet  IO  v  průběhu  psaní  diplomové  práce  nebylo  možné
implementovat  přijímání  a  odesílání  poruchových  hlášení.  V  závěru  práce  je  ověřena  funkčnost
ovladače pomocí  konfigurace IO-Device vytvořeným ovladačem.  Dále  se  zde nachází  zhodnocení
použití ovladače.
Navržený a realizovaný ovladač je funkční a plně použitelný v případě, kdy je na sběrnici
pouze jedno IO-Device.  Pro možnost  zajištění  komunikace  s více  jak jedním IO-Device je  nutné
doplnit  ovladač o síťový management a doplnit  API o třídu pro obsluhu jednotlivých IO-Devices.
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