In this paper we study communication networks that employ drop-tail queueing and additive-increase multiplicative-decrease (AIMD) congestion control algorithms. We show that the theory of non-negative matrices may be employed to model such networks and to derive basic theorems concerning their behaviour. ᭧
network models. Many recent models are based on the so-called fluid approaches and focus on active queueing disciplines, see for example Srikant (2004) and the references therein. While such models are powerful for design, the applicability of such models for networks with drop-tail buffers, and for networks with low numbers of flows, remain open questions. The wellknown square-root formula of Padhye, Firoiu, Towsley, and Kurose (2000) provides an approximate expression for the congestion window achieved by a TCP flow operating in a bath of noise. The statistical independence assumptions in this model however neglect interactions between competing flows, and consequently the dynamics of networks in which TCP operates. Recently several authors have developed new types of models suited to drop-tail networks: most notably by Hespanha (2004) and Baccelli and Hong (2002) . We note that while the model derived in Baccelli and Hong (2002) is similar to the model presented in this paper, the work by Baccelli and Hong does not exploit the non-negativity that is central to the work presented here.
Our paper is structured as follows. In Section 2 we develop a positive systems network model that captures the essential features of communication networks employing AIMD congestion control algorithms. This approach gives rise to a model of AIMD networks in which the network dynamics are described by a finite set of non-negative matrices. The main results of this paper are then presented in Section 3. Our main proofs are given in the Appendix.
Non-negative matrices and communication networks
Communication networks: A communication network consists of a number of sources and sinks connected together via links and routers. We assume that these links can be modelled as a constant propagation delay together with a queue, that the queue is operating according to a drop-tail discipline, and that all of the sources are operating a TCP-like congestion control algorithm.
AIMD algorithm: In the original paper proposing the AIMD algorithm, Chiu and Jain (1989) consider a system in which n users compete for a resource having limited availability per unit time, e.g., bandwidth in communication networks. The users' actions consist of a continual gentle probing for the availability of the resource by submitting requests for its use-these requests are satisfied whenever global capacity is not exceeded. Specifically, the probing action consists of additively increasing the send rate according to some rule. The situation is depicted in Fig. 1 , with w i (t) representing the number of units of the resource that user i = 1, . . . , n tries to use at time t 0. A key assumption in the model formulated by Chiu and Jain is the assertion that the users do not communicate directly with each other. Further, the only information about availability of the resource that the users get is when the collective utilisation of the resource exceeds some capacity constraint. At such time-instances, referred to as congestion events, some, or all users are instantly and simultaneously informed through a binary feedback. The users then respond to these notifications of congestion by decentralised down-scaling of their individual utilisation-rates in a multiplicative fashion w i (t) → i w i (t) where i ∈ (0, 1).
TCP: TCP operates a window-based congestion control algorithm that uses the AIMD algorithm to allocate 11 bandwidth between competing network users, the TCP standard defines a variable cwnd called the congestion window. Each source uses this variable to track the number of sent unacknowledged packets that can be in transit at any time. When the window size is exhausted, the source must wait for an acknowledgement before sending a new packet. Congestion control is achieved by dynamically adapting the window size according to the AIMD law. 
Synchronised communication networks employing AIMD
For convenience we recall the following discussion from Shorten et al. (2005) . The material in the present paper constitutes an extension of Shorten et al. (2005) to unsynchronised networks and it is useful to repeat the following discussion as it will considerably aid the exposition in later sections.
Consider communication networks for which the following assumptions are valid: (i) at congestion every source experiences a packet drop; and (ii) each source has the same roundtrip-time (RTT). 3 In this case an exact model of the network dynamics may be found as follows (Shorten et al., 2005) .
Let w i (k) denote the congestion window size of source i immediately before the kth network congestion event is detected by the source. Over the kth congestion epoch three important events can be discerned: t a (k), t b (k) and t c (k); as depicted in Fig. 2 . The time t a (k) denotes the instant at which the number of unacknowledged packets in flight equals i w i (k) where i is the multiplicative factor of the ith flow ( i is the additive increase factor of this flow); t b (k) is the time at which the bottleneck queue is full; and t c (k) is the time at which packet drop is detected by the sources, where time is measured in units of RTT. 4 It follows from the definition of the AIMD algorithm that the window evolution is completely defined over all time instants by knowledge of the w i (k) and the event times t a (k), t b (k) and t c (k) of each congestion epoch. We therefore only need to investigate the behaviour of these quantities.
We assume that each source is informed of congestion one RTT after the queue at the bottleneck link becomes full; that is t c (k) − t b (k) = 1. Also when the sources detect congestion, the total window size has reached the capacity P of the pipe and each source has increased its window size one more time 3 One RTT is the time between sending a packet and receiving the corresponding acknowledgement when there are no packet drops. 4 Note that measuring time in units of RTT results in a linear rate of increase for each of the congestion window variables between congestion events.
before packet loss is detected. That is
where P is the maximum number of packets which can be in transit in the network at any time; P is usually equal to q max + BT d where q max is the maximum queue length of the congested link, B is the service rate of the congested link in packets per second and T d is the round-trip time when the queue is empty. At the (k + 1)th congestion event
and summing over all sources yields
Hence, it follows that
and so the dynamics of an entire network of such sources is given by
where
The matrix A is a positive matrix (all the entries are positive real numbers) and it follows that the synchronised network (5) is a positive linear system (Berman & Plemmons, 1979) . Many results are known for positive matrices and we exploit some of these to characterise the properties of synchronised communication networks. In particular, from the viewpoint of designing communication networks the following properties are important: (i) network fairness; (ii) network convergence and responsiveness; and (iii) network throughput. It is shown in Shorten et al. (2005) that these properties can be deduced from the network matrix A. In particular:
Theorem 2.1 (Shorten et al., 2005 
Unsynchronised networks
To distinguish variables in this section, we denote the nominal parameters of the sources used in the previous section by s i , s i , i = 1, . . . , n. Now consider the general case of a number of sources competing for shared bandwidth in a generic dumbbell topology. As before, in our discussion k is still used to enumerate congestion epochs. Note, however, that a congestion epoch is the time elapsing between one instant when packets are lost by some source and the next instant when packets are lost by the same or some other source. That is, congestion epochs are now globally defined with respect to the bottleneck router. As before a number of important events may be discerned, where we now measure time in seconds, rather than units of RTT. Denote by t ai (k) the time at which the number of packets in flight belonging to source i is equal to
is the time at which the bottleneck queue begins to fill; t b (k) is the time at which the bottleneck queue is full; and t ci (k) is the time at which the ith source is informed of congestion. In this case the evolution of the ith congestion window variable does not evolve linearly with time after t q seconds due to the effect of the bottleneck queue filling and the resulting variation in RTT. Note also that we do not assume that every source experiences a drop when congestion occurs.
Given these general features it is clear that the modelling task is more involved than in the synchronised case. Nonetheless, it is possible to relate w i (k) and w i (k + 1) using the same approach as before.
Specifically, we now allow the ith source to experience congestion at the end of the epoch whereas the j th source does not. This corresponds to the ith source reducing its congestion window by the factor s i after the k + 1th congestion event, and the j th source not adjusting its window size at the congestion event. We therefore allow the back-off factor of the ith source to take one of two values at the kth congestion event
corresponding to whether the source experiences a packet loss or not. Due to the variation in round trip time, the congestion window of a flow does not evolve linearly with time over a congestion epoch. Nevertheless, we may relate w i (k) and w i (k + 1) linearly by defining an average rate i (k) depending on the kth congestion epoch
where T (k) is the duration of the kth epoch measured in seconds. Equivalently we have
Recall, that T d i denotes the round trip time of source i, when the queue is empty and
when the queue is full. The number of round trips of source i during the time interval
In the case when q max
and the average i are (almost) independent of k and given by
is of considerable practical importance and corresponds to the case of a network whose bottleneck buffer is small compared with the delay-bandwidth product. In view of (7) and (9) a convenient representation of the network dynamics is obtained as follows. At congestion the bottleneck link is operating at its capacity B, i.e.,
where RTT i,max is the RTT experienced by the ith flow when the bottleneck queue is full. Note, that RTT i,max is independent of k.
By interpreting (12) at k + 1 and inserting (9) for w i (k + 1) it follows that
Using (12) again it follows that
Inserting this expression into (9) and considering all sources, the dynamics of the entire network of sources at the kth congestion event are described by
where 
and setting some, but not all, of the i to 1. This gives rise to m = 2 n − 1 matrices associated with the system (15) that correspond to the different combinations of source drops that are possible. We denote the set of these matrices by A. Comment 1: Note that another, sometimes very useful, representation of the network dynamics can be obtained by considering the evolution of scaled window sizes at congestion; namely, by considering the evolution of the vectors of network states
Here one obtains the following description of the network dynamics:
with A(k) ∈ A = {A 1 , . . . , A m }, m = 2 n − 1 and where the A i are obtained by the similarity transformation associated with the change of variables. All of the matrices in the set A are now column stochastic as in the synchronised case. Comment 2: Our discussion extends the (exact) synchronised model to the unsynchronised case. To do this, we have effectively assumed linear probing action between congestion events. This assumption allows us to develop nonnegative matrix models of general AIMD networks with general linear capacity constraints C = T W (k), where defines the normal to a linear hyperplane:
with 
Mathematical results
It follows from (15) that 0) . Consequently, the behaviour of W (k), as well as the network fairness and convergence properties, are governed by the properties of the infinite matrix product (k). The objective of this section is to analyse the average behaviour of (k) with a view to making concrete statements about important network properties.
Constant drop-probabilities
Here, we make two simplifying assumptions.
Assumption 3.1. The probability that A(k) = A i in (15) is independent of k and equals i .
In other words Assumption 3.1 says that the probability that the network dynamics are described by W (k + 1) = A(k)W (k), A(k) = A i over the kth congestion epoch is i and that the random variables A(k), k ∈ N are independent and identically distributed (i.i.d.).
Given the probabilities i for i ∈ {1, . . . , 2 n − 1}, one may then define the probability j that source j experiences a backoff at the kth congestion event as follows:
where the summation is taken over those i which correspond to a matrix in which the j th source sees a drop. Or to put it another way, the summation is over those indices i for which the matrix A i is defined with a value of j = 1.
Assumption 3.2. We assume that j > 0 for all j ∈ {1, . . . , n}.
Simply stated, Assumption 3.2 states that almost surely all flows must see a drop at some time (provided that they persist for a long enough time). A consequence of the above assumptions is that the probability that source j experiences a drop at the kth congestion event is not independent of the other sources. For example, if the first n − 1 sources do not see a drop then this implies that source n must see a drop (in accordance with the usual notion of a congestion event, we require at least one flow to see a drop at each congestion event). Hence, the events cannot be independent.
Under the foregoing assumptions we have the following key result.
Theorem 3.1. Consider the stochastic system defined in the above preamble. Let (k) be the random matrix product arising from the evolution of the first k steps of this system:
. , A(0).

Then, the expectation of (k) is given by
and the asymptotic behaviour of E( (k)) satisfies
where the vector x p is given by (1 − i ) ).
Corollary 3.1. For given W (0) define random variable W (k) with
W (k) := 1 k + 1 k i=0 W (i).
Then expectation of W (k) is given by
E(W (k)) = 1 k + 1 (I + E(A(1)) + E(A(1))2 + · · · + E(A(1)) k )W (0).
And since E(A(1))
The following facts follow immediately from Theorem 3.1.
The congestion window vector W (k) converges, on average, to the unique value W ss = x p where is a positive constant such that the constraint (12) is satisfied. When the i , i =1, . . . , n are equal, x p is identical to the Perron eigenvector obtained in the case of synchronised networks; that is, the ensemble average in the unsynchronised case is identical to the fixed point in the deterministic situation where packet drops are synchronised.
(ii) Fairness: Window fairness is achieved, on average, when the vector x p is a scalar multiple of the vector [1, . . . , 1]; that is, when the ratio i / i (1 − i ) does not depend on i. Observe that unlike in the synchronised case, fairness now depends on the relative drop probability of each flow. When the flows have equal drop probability i then the foregoing fairness condition is identical to that in the synchronised case.
(iii) Network responsiveness: The magnitude of the second largest eigenvalue 2 of the matrix m i=1 i A i bounds the convergence properties of the network.
Place dependent drop-probabilities
We now relax the assumption that flows are dropped with constant probabilities at congestion events. Instead, we allow the drop probabilities to depend on the current state of the system, that is the set of current window sizes W (k) at the kth congestion event. As an example, it is reasonable to expect at a congestion event that flows with larger window sizes are more likely to be dropped, and this can be realised in our model by making the drop probabilities increasing functions of the current window size. Mathematically, our model is a discrete time Markov chain whose state space is the simplex S = {w = (w 1 , . . . , w n ) : w i 0, w i = C} where C is the link capacity. The state of the system W (k) evolves according to the rule
where A(k) ∈ A is chosen randomly using a place-dependent probability distribution on A. Specifically, for each w ∈ S there is a probability distribution  {p 1 (w), p 2 (w), . . . , p m (w)} on A, and A(k) is chosen randomly with probability P (A(k) = A i ) = p i (W (k) ). With the following mild assumptions on the drop probability functions we will show that this model is ergodic. Assumption 3.3. The distribution p i (w) is uniformly Lipschitz on S with respect to the l 1 -norm. That is, we assume there is a constant K such that for all w, v ∈ S and all i = 1, . . . , m,
To set up the notation for the statement of the second assumption, let s = (i 1 , i 2 , . . . , i M ) be a M-string of indices, labelling a sequence of congestion matrices A i 1 , A i 2 , . . . at M successive congestion events, and define the corresponding matrix prod-
Given an initial vector w ∈ S, the Markov chain defines a probability distribution p * (·; w) on these M-strings by
As before we let A 1 denote the matrix corresponding to a congestion event where all flows experience a drop. The following theorem extends results in Wirth, Stanojevic, Shorten, and Leith (2006) and presents an alternative treatment of the results in Leizarowitz, Stanojevic, and Shorten (2006) . We will prove Theorem 3.2 in the Appendix using results of Isaac (1962) , Barnsley, Demko, Elton, and Geronimo (1988) , and Stenflo (2002) , who established general conditions for ergodicity of Markov chains with place-dependent probabilities. Theorem 3.2 implies that the process {W (k)} converges almost surely as k → ∞, and that the limiting distribution is independent of the initial conditions. This ergodic property allows us to relate time averages to ensemble averages, and hence to use pathwise calculations to compute average quantities. Using this method we will show that a version of the result (19) derived in the case of constant drop-probabilities continues to hold for the place-dependent model. Our result will involve the average window size for the ith flow computed only at the congestion events where it experiences a drop. To set up the notation, let D(k) ⊂ {1, . . . , m} denote the set of flows which experience a drop at the kth congestion event, and define
Theorem 3.3. Under the conditions for Theorem 3.2, the following limits exist and are independent of initial conditions:
Furthermore these quantities are related by
where E[T ] is the average time between congestion events.
Furthermore
where i ⊂ {1, . . . , m} is the list of all subsets for which the ith flow experiences a drop. Applying Theorem 3.2 we conclude that (27) converges uniformly to a value independent of initial conditions as k → ∞. The same argument applies to the denominator in (26), hence the left side of (26) converges to a limit which we define to be w i . Similar reasoning applies to define i . Considering a sample path of the process, we see that the ith window sizes w i , w i at two successive events where flow i is dropped are related by
where T i is the time between these events. Define the long-run time averages
where T (k) is the time between the kth and (k+1)th congestion events. Then (28) implies
where the error term O(1/K) takes care of the mismatches in the sums at k = 1 and K (recall that w i and T (k) are uniformly bounded, so this term is bounded by a constant times 1/K). Therefore (25) follows from part (iii) of Theorem 3.2, which states that time averages converge to ensemble averages, and hence w i K converges to w i and
Our next result involves the throughput for the ith flow, which is defined by the pathwise expression
Theorem 3.4. Under the conditions for Theorem 3.2, with probability one the expression (31) exists and is independent of the sample path, and is given by
. It satisfies the bounds
where VAR[T ] is the variance of the time between congestion events.
Proof. We will write { 1 , 2 , . . .} to denote the times of the congestion events where flow i experiences a reduction, and {w i (1), w i (2), . . .} its window sizes at these events. The evolution equation for w i between congestion events is
Elementary calculations along the sample path show that w i (t) dt can be expressed as a sum of the squares of window sizes at congestion events where the ith flow is dropped. Ergodicity then relates this time average to the ensemble average, and this gives (32).
We now use upper and lower bounds on w 2 i to derive (33). For the lower bound we just use
For the upper bound we square (34) and take the expected value to get
We use the bound 2w
2 , which holds for every x 0; inserting into (36) gives
Taking k → ∞ and using the ergodic property gives
where T is the time between congestion events. Using the optimal value x = −1
Finally, we use E[T 2 ] = VAR[T ] + (E[T ])
2 to get the result.
General capacity constraints
A network of routers is described by a collection of flows with general capacity constraints of the form i∈R a w i C a , where C a is the capacity of the router R a . We consider the case where each router drops flows at its congestion events according to some random protocol, which may or may not depend on the present or past state of the flow window sizes at the router. We can analyse the behaviour of this network of flows by assuming ergodicity of the process, and then using pathwise calculations to deduce average properties of the process. Since the pathwise computations are identical to the ones used in the previous case of the single-router Markov model, we find that the same relations (25) hold between ensemble averages in the general case.
Conclusions
In this paper we have presented a random matrix model that describes the behaviour of a network of n AIMD flows that compete for shared bandwidth via a bottleneck router employing drop-tail queuing. We have used this model to relate several important network properties to properties of sets of nonnegative matrices that arise in the study of such networks. We have also derived under simplifying assumptions a number of analytic results that characterise the ensemble-average throughput of such networks. Finally, we note that we have also validated our results against packet-level simulations for networks many flows and the results are presented in Shorten, Wirth, and Leith (2006) .
(15) are directly deduced from these results by similarity. In the following it will be convenient to introduce a notation that identifies each matrix A ∈ A with the sources that do not see a drop in that congestion event. Let I ⊂ {1, 2, . . . , n} be the index set of sources not experiencing congestion at a congestion event. (Clearly, I = {1, 2, . . . , n} can be ignored, as this means that there is no congestion.) The matrix corresponding to an index set I is given by ( 1 (I) 
which results in a set of 2 n −1 matrices, as it should. Note that all A ∈ A are column stochastic, so that they have an eigenvalue equal to 1 equal to the spectral radius. In the following we will use the notation A I = I + c (I) T , where I denotes the diagonal matrix and (I) is the vector with entries 1 − i (I). We denote by (k) products of length k of matrices A ∈ A.
Lemma 4.1. Consider the random system (15) subject to Assumptions 3.1 and 3.2. The expectation of (k) is
Proof. Expanding the power relation on the left-hand side, by independence we have that the expectation of the product is the product of the expectations. This implies the equality. 
The ith diagonal entry of the diagonal matrix E( ) is
and the ith entry of E( ) is 
We lower bound the left side of (47) We now apply Theorem 2.1 of Barnsley et al. (1988) , which states that under the conditions of Lemma 4.3 there is an attractive, unique invariant probability measure for the Markov chain. In their proof of this result, Barnsley et al. assume average contractivity at each step of the process, that is they assume N = 1. However, as they remark the proof extends to the case where there is average contractivity over some fixed number of steps N (independent of the initial points) as in our Lemma 4.3. In fact as noted before the proof in our case is simpler, as we have a compact state space and we assume uniform Lipschitz regularity for the drop probability functions. This establishes (i) and (ii). Property (iii) follows by Elton's (1990) result, which states that time averages converge almost surely to ensemble averages for this model.
