In this paper, some chemometrics methods have been applied for modeling and predicting classification of Estrogen Receptor-β (ERβ) 
Introduction
Estrogen has diverse effects on many tissues in both males and females, and it is believed that the majority of these effects are mediated by Estrogen Receptors (ERs) [1] . Two subtypes of ERs have been described to date, ERα and ERβ. ERα was cloned in 1986 [2] and has been believed to mediate the effects of estrogens solely. ERβ was discovered by Gustafsson and his coworkers in 1996 [3] . The discovery of ERβ has caused considerable excitement within the scientific community and provided the motivation to identify its physiological role in mediating estrogen action. ERα is a larger protein than ERβ. And ERα contains 595 amino acids, whereas ERβ has only 485 amino acids. Although the two receptors have overall about 56% sequence homology, the ligand binding cavities are different by only two amino acids (ERα Leu384→ERβ Met336; ERα Met421→ERβ lle373) [4] . The net effect of these differences is that ERβ has a slightly smaller ligand binding pocket than ERα [5] and it has been found that sterically demanding ligands can display selectivity for ERα [6] . The design of highly ERβ selective ligands has been thus far proved to be quite challenging. Recently, several groups have reported attempts to design ERβ selective ligands utilizing various scaffolds, such as, diarylpropionitriles (DPN) [7] , arylbenzothiophenes [8] , triazines [9] , Aryl Diphenolic Azoles [10] , 7-Substituted 2-phenyl-benzofurans [11] , benzimidazole [12] , tetrahydrofluorenone [13] and most recently, the equol [14] .
QSAR studies of ERs have been performed by different authors in the past several years. Tong et al. established 3D-QSAR models, which could then be used to screen untested chemicals for their potential to bind to the ERs. Another QSAR model was developed based on classical physicochemical descriptors using the CODESSA (Comprehensive Descriptors for Structural and Statistical Analysis) program. The predictive ability of the CoMFA model is superior to the corresponding CODESSA model [15] . In 1999, Gao et al. compared QSAR analysis of Estrogen Receptor Ligands [16] . Later, Sippl predicted the binding activity of a set of compounds to the Estrogen Receptor using original CoMFA model of Sadler, GRID/GOLPE and best interaction energy model, Classification models of Estrogen Receptor-β ligands based on PSO-Adaboost-SVM Zhengjun Cheng, Yuntao Zhang respectively [17] . Beger and his coworkers developed a spectroscopic data-activity relationship (SDAR) model based on 13 C NMR spectral data for 30 estrogenic chemicals whose relative binding affinities (RBA) are available for the alpha and beta Estrogen Receptors [18] . Wolohan and Reichert presented the results from Comparative Molecular Field Analysis (CoMFA) and docking study of a diverse set of 36 Estrogen Receptor ligands whose relative binding affinities with respect to 17β-Estradiol which were available in both isoforms of the nuclear Estrogen Receptors (ERα, ERβ) [19] . da Cunha et al. employed the LIV-3D-QSAR model to study 2-arylbenzothiophene analogs of raloxifene, a selective estrogen-receptor modulator, using the raloxifene bound conformation (PDB code: 1ERR) to build the structures of all ligands [20] . Demyttenaere et al. reported binding affinity of diphenolic azoles to Estrogen Receptors by 3D-QSAR and structure-activity relationship analysis [21] . Zhu et al. studied the binding affinities of 74 natural or synthetic estrogens, including more than 50 steroidal analogs of estradiol-17β (E2) and estrone (E1) for human ERα and ERβ [22] . Recently, several groups have employed artificial neural network (ANN) QSAR models to predict binding affinity of Estrogen Receptors for a series of structurally diverse compounds with estrogenic activity [23, 24] . Because most of QSAR models are limited in their applicability to compounds that have a common template structure, it is difficult to obtain accurate prediction of binding affinity for novel estrogens.
However, accurate classification of binding affinity for diverse compounds to some extent would be feasible.
In the present study, we have calculated a large number of descriptors by E-Dragon 1.0 software and presented a novel modeling approach based on Adaboost-SVM to classify ERβ selective ligands. Adaboost algorithm has been used to boost the SVM classifier. The particle swarm optimization (PSO) and genetic algorithms (GA) methods have been used to pre-select the proper descriptors from whole descriptor sets. The aim of this study is to establish a relatively accurate classification model for Estrogen Receptor-β (ERβ) selective ligands, and at the same time to gain some insights into the structural factors which are responsible for their activities.
Chemometrics techniques

1 Particle swarm optimization (PSO)
Particle swarm optimization (PSO) is a population-based algorithm that was invented by Kennedy and Eberhart (1995) [25] , inspired by the social behavior of animals such as fish schooling and bird flocking. Similar to other population-based algorithms (such as evolutionary algorithms), PSO can solve a variety of difficult optimization problems but it has shown a faster convergence rate than other evolutionary algorithms on some problems [26] . The other advantage of PSO is that it has a few parameters to adjust, which makes it particularly easy to implement. The PSO algorithm maintains a population of M particles and its formulae define each particle as a potential solution to a problem in D-dimensional space, with particle i represented X i = (x i1 , x i2 ,…, x iD ), where i = 1, 2,…, M. Each particle also maintains a velocity along each dimension, represented as
and a memory of its previous best position P i = (p i1 , p i2 ,…, p iD ) (also known as p best ) and the best position P g among all the particles (also known as g best ) [27] .
=max{f (P 1 (t)),…,f (P i (t)),…,f (P M (t))} (2) After finding the two best values P i and P g , the particle updates its velocity with the following formula:
In formula (3), the variables c 1 , c 2 are learning factors, usually c 1 = c 2 = 2, which control how far a particle will move in a single iteration; r 1 , r 2 are elements from two uniform random sequences in the range [0, 1]; and w is the inertia weight. A larger inertia weight facilitates global exploration and a smaller inertia weight tends to facilitate local exploration to fine-tune the current search area [28] .
After updating the velocity, particles" position is updated as follows: Where i ≤ M, and t represents the iterative generations in the above formulae. The termination criterion for the iterations is determined according to whether the maximum generation or a designated value of the fitness is reached.
However the genetic algorithm (GA) has been used to select variable in many papers [29] [30] [31] , and the method is very common. So there is no interpretation of the strategy.
2 Adaboost algorithm
Boosting is a learning process to make a strong classifier by combining multiple weak classifiers. The weak classifier just has a little better performance than random classification [32] . And boosting demands prior knowledge of the accuracy of the weak learners. In 1997, Freund and Schapire et al. proposed a method that did not have this requirement [33] . This method is called Adaptive boosting (Adaboost). Adaboost algorithm is the most frequently used boosting method. Depending on the purpose and data structure, variants on Adaboost algorithm have been developed, such as Discrete Adaboost, Real Adaboost and Adaboost.MH. Here the Discrete Adaboost has been studied. The other two have been described detailedly in [34] and will not be repeated here.
Suppose there is a training data set with N samples to two classes. The two classes are defined as y∈{-1,1}, that is to say, samples in class y =−1 are all given y value −1 and samples in class y = 1 are all given y value 1. A sequence of N training examples (labelled instances) (x 1 , y 1 ), ..., (x N , y N ) is drawn randomly from X×Y according to distribution δ.We use boosting to find a hypothesis h f which is consistent with most of the samples (i.e., h f (x i )=y i for most 1≤i≤N).
The Discrete Adaboost algorithm can be implemented as follows [33] [34] [35] :
Step 1 Distribution D over the N training examples, initialize the weight vector:
Step 2 Do for t = 1, 2,…, T
Select a data set with N samples from the original training set. The chance for a sample to be selected is related to the distribution of the weights p t . A sample with a higher weight has a higher probability to be selected.
Step (2) Call weaklearn F t (x), which is done with SVM in our case, with the training set based on the current distribution p t and get back a hypothesis h t (x):
Step (3) Calculate the sum of the weighted errors of all training samples according to hypothesis h t (x).
Step (4) Update weights of the correctly classified samples and let the misclassified samples unchanged among all the original training samples. According to formula (8) and (9) the weights of the samples classified correctly are decreased while the weights of the misclassified samples are unchanged.
Step (5) The confidence index of hypothesis h t (x) is calculated as: t t 1 log (10) The lower the weighted error made by hypothesis h t (x) on the training samples, the higher the confidence index of the hypothesis h t (x).
Step (6) If ε t < 0.5 or t ≤ T, repeat step (1) ~ step (5); otherwise, stop and T = t -1. After T iterations in Step 2, there are T hypothesis h t (x)s which are associated with T base learning algorithm F t (x)s.
Step 3 The performance of Discrete Adaboost is evaluated by a test set. For a sample j of the test set, the final prediction is the combined prediction obtained from the T learners. Each prediction is multiplied by the confidence index of the corresponding learner h t (x). The higher confidence index of a learner h t (x), the more important its role in the final decision. ) ) ( ( 
Methods of construction models
As mentioned in the previous section, two variable selection methods (GA and PSO) have been used to select the most significant descriptors. The descriptors selected by the two methods have been used to construct some models by using SVM [36] and Adaboost-SVM techniques respectively. These models can be shown as GA-SVM, GA-Adaboost-SVM, PSO-SVM and PSO-Adaboost-SVM.
In SVM, we chose c-SVC as the base classifier and the kernel function is the Gaussian radial basis function (RBF).
All the algorithms are written in MATLAB and run on a personal computer (Intel(R) Pentium(R) 4 / 3.20 GHz, 1.00GB RAM).
The evaluation of prediction power
In this study, the quality of a model is assessed by several statistical measures, including false -negative (FN), false-negative rate (FNR), false-positive (FP), false-positive rate (FPR), and total accuracy (TA). FP: false-positives, the number of chemicals predicted to be active but inactive in the assay, FN: false-negatives, the number of chemicals predicted to be inactive but active in the assay, N FP FPR (12) N FN FNR (13) N FN -FP -N TA (14) Where, N -denotes the total number of inactive chemicals in the data set, N + denotes the total number of active chemicals in the data set, N denotes the total number of active and inactive chemicals in the data set.
Results and discussion
Variable selection and construction model
A successful QSAR model depends on good descriptors" selection. If molecular structures are represented by proper descriptors, they will lead to reasonable predictions. In the present work, genectic algorithm (GA) [37, 38] and particle swarm optimization (PSO) optimization techniques have been used for the selection of the most relevant descriptors from the pool of 128 RDF descriptors which depend on the compounds in the training set.
Variable selection by GA and construction model
The pool of 150 RDF descriptors based on the distance distribution in the molecule, has been calculated using the software E-Dragon 1.0 for each compound in the training set. The pool of 22 RDF descriptors with constant or near constant values inside each group has been discarded. The eight most significant descriptors in the training set selected by GA are: RDF015u, RDF110u, RDF060m, RDF060v, RDF010e, RDF110e, RDF120e, RDF045p, and their meaning are depicted in Table S1 . Optimized parameters of the GA are: population size 30 chromosomes, probability of cross-over 50%, probability of mutation 1%, on average five variables per chromosome in the original population, and number of runs 100.
The eight variables are composed of the variable subset of GA-SVM and GA-Adaboost-SVM model. The predicted results of training set and test set are listed in the supporting information Table S2 . For training set, when only SVM is used as the base classifier, the total accuracy is 1.00 (Table 1) . When Adaboost algorithm is used to boost the SVM classifier, after 100 iterations, the total accuracy is 1.00 (Table 1) . For testing set, to SVM only and Adaboost algorithm, the total accuracy is 0.857 and 0.886 (Table 1) , respectively. Comparing with SVM only algorithm, it shows that better predictive accuracy is obtained by GA-Adaboost-SVM. The predictive ability of GA-Adaboost-SVM is raised 2.90%.
Variable selection by PSO and construction model
The PSO algorithm maintains a population of 10 particles, c 1 = c 2 =1.8, V max = 0.2, X max = 1.0, X min = 0.0 and w was linearly decreased from 1.0 to 0.3 during the 100 iterations. The variable selection methods have been used to select the most significant descriptors from the pool of 128 RDF descriptors which depend on the compounds in the training set. The selected descriptors by the method have been used to construct some models using SVM and Adaboost-SVM techniques. These models can be shown as PSO-SVM and PSO-Adaboost-SVM. The selected variable is shown in Table 1 and their meaning in Table S1 .
The five variables are composed of the variable subset of PSO-SVM and PSO-Adaboost-SVM model. The predicted result of training set and test set are listed in Table S2 .
When PSO is used as the variable selection method and SVM is used as the base classifier, for training set, the total accuracy is 0.980 (Table 1) ; for testing, the total accuracy is 0.914 (Table 1) .
When PSO is used as the variable selection method and Adaboost algorithm is used to boost SVM, in SVM, we chose c-SVC as the base classifier and the kernel function is the Gaussian radial basis function (RBF). Optimized parameters of the c-SVC are: width of RBF γ=0.6 and capacity parameter c=2000. The best total accuracy of training and test set are 1.000 and 0.943 respectively ( Table 1 ). The total accuracy of training and test set have been raised 2.00% and 2.90%, respectively.
Comparing the results of two different variable selection methods, PSO is a more suitable tool to optimize the results of classification problem with respect to SVM and Adaboost-SVM algorithm. PSO is a new generation of swarm intelligence algorithm, which is taken into account to optimize probe positions, advantageous in following points [39] : (a) in many cases, PSO is more convenient than GA whether in population size or iterative times, thus it possesses rapid convergence speed; (b) Binary coding is commonly used for GA calculation, while PSO is more suitable to the problem of real coding. Therefore, PSO is selected for optimizing probe coordinates; (c) PSO algorithmis is easier, with less parameter and feasible implements in computer.
Comparison with different models
The selection of this model as the best one obtained with the RDF descriptors is because it is the best global classification for training set and test set of the models obtained with this family of descriptors. The classification results for the training set and test set are illustrated in Table 1 .
As can be seen from this table, the value of the 1-FNR, 1-FPR and TA of the training and test set is higher than 0.85, 0.71 and 0.85, respectively. Therefore all the models used in comparison present a good predicted result. As can be seen from Table 1 , the accuracy is 0.857 and 0.893 on the active group for GA-SVM and GA-Adaboost-SVM respectively, and 0.964, 0.964 for PSO-SVM and PSO-Adaboost-SVM respectively, and on the inactive group, the overall accuracy is 0.857, 0.857 for GA-SVM, GA-Adaboost-SVM and 0.714, 0.857 for PSO-SVM , PSO-Adaboost-SVM respectively. The total accuracy of training set for PSO-SVM, PSO-Adaboost-SVM is 0.980 and 1.000 respectively. The total accuracy of the test set for PSO-Adaboost-SVM (0.943) is higher than those of GA-SVM (0.857), GA-Adaboost-SVM (0.886) and PSO-SVM (0.914), respectively. From the comparison of the four methods, it can be seen that the performance of PSO-Adaboost-SVM is better than those of GA -SVM, GA-Adaboost-SVM and PSO-SVM. The results imply that selection significant descriptors are very important to raise predicted accuracy of test set. And using the same descriptors, Adaboost algorithm is used to boost the SVM classifier, so it can improve predicted ability of the models. In Table S2 , we have observed an interesting phenomenon: the predicted accuracy of the inactive group is lower than the active group. The reasons for this phenomenon are not clear, so perhaps some of compounds misclassified by every method need further experimental testing. Thus, the common misclassified samples are listed in Table S2 , which can provide some useful information for the compounds which need further experimental studies.
In the PSO-Adaboost-SVM model, the percentages of false negatives and false positives in the test set are 3.6% (1/28) and 14.3% (1/7) respectively. False positives are those compounds without binding affinities of ERβ that are classified as active, and the false negatives are those compounds with binding affinities of ERβ that are classified as inactive (Table  S2) . From a practical point of view, in the development of the classification model, it is considered more important to avoid false negatives because those are compounds which will be rejected for their wrongly predicted property and therefore they will never be evaluated experimentally, and their true binding affinities of ERβ would never be discovered. On the contrary, the false positives compounds eventually will be detected.
Classification models of Estrogen Receptor-β ligands based on PSO-Adaboost-SVM
Zhengjun Cheng, Yuntao Zhang
Variable's interpretation of the best model
The wide variety of molecular structures usually requires a reduction of information together with the encoding process. Additionally, structural features should be encoded including properties that have a profound influence on the features to be investigated, e.g., molecular symmetry, physicochemical bond, atomic, or molecular properties like charge distribution, electronegativity and polarizability of the compounds.
The 3D coordinates of the atoms of molecules can be transformed into a structure code that has a fixed number of descriptors, irrespective of the size of a molecule. This task is performed by a structure coding technique which is radial distribution function (RDF) code [40] .
The radial distribution function (RDF) descriptors are based on the distance distribution in the molecule, which are calculated from the radial distribution function of an ensemble of N atoms that can be interpreted as the probability distribution of finding an atom in a spherical volume of radius r [41] . Eq.15 represents the radial distribution function code: (15) Where f is a scaling factor, r ij is the Euclidean distance between the atoms i and j, w i and w j are the weights of the atoms i and j respectively, n is the total number of atoms, and β is a smoothing parameter, which defines the probability distribution of the individual inter-atomic distances. g(r,w) is calculated at a number of discrete points with defined intervals. The RDF descriptors are interpretable using simple rules sets, thus they provide a possibility for conversion of the code back into the corresponding 3D structure. Besides information about interatomic distances in the entire molecule, RDF descriptors provide further valuable information, for example, about bond distances, ring types, planar and non-planar systems and atom types. This is a valuable consideration for computer-assisted descriptor elucidation.
In point of fact, the best model selects an optimum descriptor combination, including a scaling factor, the Euclidean distance between the atoms i and j, a smoothing parameter and the weights of the atoms i and j (e.g., unweighted, mass weighted, polarizability weighted and electronegativity weighted) as the most relevant key features. This result illustrates that a certain distribution of these properties is necessarily required for typifying the Estrogen Receptor-β selective ligands derivatives.
In the PSO-Adaboost-SVM model, RDF115u, RDF075m, RDF090e, RDF045p, and RDF110p which should be taken into account the atoms inside virtual spheres of 11.5, 7.5, 9.0, 4.5 and 11.0 Å (Table S1) of diameter, respectively, excluding atoms at the most external spheres (heterocyclic ring-derivative diameters varied from 12 to 15 Å ). Among the five descriptors in the PSO-Adaboost-SVM model, one is unweighted, the second is weighted by atomic masses, third is weighted by atomic Sanderson, while the other two descriptors appear to be weighted by atomic polarizabilities. The Adaboost-SVM is able to establish a reliable non-linear model, which depends on between descriptors just encoding the size and shape of the studied molecules and their inhibitory activities. It strongly suggests that the main features controlling the inhibition of ERβ are the molecular size and shape of the inhibitor rather than the atomic van der Waals volumes of the whole molecule or a specific substituent. These facts make our model mainly interesting as a predictive tool rather than for designing trends that are encoded within the model. In consideration of this, our PSO-Adaboost-SVM model related to the RDF descriptor predictor should be useful for predictive classification of predict inhibitory activities of the new synthetic ERβ selective ligands derivatives against ERβ activation induced by ERβ selective ligands in SAOS-2 and LNCaPLN3 cells.
Comparison with other approaches
As can be seen from the previous section, using PSO and Adaboost-SVM procedures to construct model can obtain a better result. In order to validate this view, we have developed seven other models using the same data set which is included in the RDF QSAR model. The results obtained with Constitutional, Topological, 2D autocorrelations, Geometrical, RDF, 3D-MORSE, and GETAWAY descriptors are given in Table 2 . In addition, the meaning of descriptors is given in Tables S1. These descriptors have been calculated by the software E-Dragon 1.0. The comparisons are done based on classification results, and the predictive capability of the generated models.
As can be seen from Table 2 , the values of TA of test set are lower than 91.5% for all approaches except the RDF descriptor which has a TA equal to 94.3%. This approach also yields the best value for TA of the training set, and the lowest value for percentages of false positives of the test set in comparison with the rest of the approaches. Additionally, the RDF descriptor presents better the percentages of false negatives in the test set. In this sense, other families of descriptors such as Constitutional, Topological, 2D autocorrelations, Geometrical, 3D MoRSE and GETAWAY present similar percent of active compounds classification in the test set (96.4, 100.0, 89.3, 96.4, 92.9 and 92.9%, respectively), while they have worse inactive compounds classification in the test set than that of the RDF descriptor. For all these reasons, we consider that the RDF descriptor can be a useful tool for classification of Estrogen Receptor-β selective ligands on the basis of their binding affinities, thus contributing to the design and development of safe drugs, saving substantial amounts of money and time.
Experimental
Chemical data set
The studied compounds are a series of new diphenolic azoles, novel heterocyclic ligands, and 7-Substituted-2-phenyl-benzofurans as highly selective ERβ agonists, whose generic structures and corresponding biological activity values are shown in Figure 1 and Table S2 , respectively. The biological activity expressed as IC 50 has been taken from Ref. [10] [11] [12] 42] . Two assays have been used during the program to determine whether compounds are ERβ agonists. Both assays using human osteosarcoma (SAOS-2), human prostate cancer (LNCaPLN3) cells, and SAOS-2 and LNCaPLN3 cells have been engineered to over express ERβ by transient infection with a recombinant adenovirus encoding hERbL [43] . Metallothionein-II mRNA, has been regulated by both receptor subtypes (ERα and ERβ) in LNCaPLN3 cells, but only by ERβ in SAOS-2 cells [43] .
In this paper, the compounds are divided into two classifications according to ERβ selective ligands binding affinities: active and inactive. Compounds with IC 50 values<100nM are considered as active and IC 50 values≥100nM [44] are considered as inactive, which are represented by "1", and "-1", respectively. The data are randomly divided into training set and test set. The training set is used to adjust the parameters of the models. The test set is used to evaluate the performance of the models once they are built. The training set consists of 100 compounds (74.1%), and the test set contains 35 compounds (25.9%).
Calculation of molecular descriptors
To obtain a QSAR model, compounds are represented by molecular descriptors, and the calculation process of the descriptors involved the following steps: the structures of the compounds are drawn using Molinspiration WebME Editor (http://molecular-properties.com:9080/mi/webme.html) and saved as SMI files. Then the SMI files are transferred into the software E-Dragon 1.0 (http://www.vcclab.org/lab/edragon/) to calculate zero, two and three dimensional structural descriptors. 
Conclusions
In this paper, we have applied QSAR methodology for the classification of ERβ selective ligands on the basis of their binding affinities of 135 ERβ selective ligands derivatives using RDF descriptors. To select the subset of the most important variables, we have carried out PSO searches. Satisfactorily quantitative models have been obtained using Adaboost-SVM approach, achieving better classification results with good predictive ability (total accuracy 94.3%). A comparison with other descriptors such as Constitutional, Geometrical, 3D-MoRSE, Topological, GETAWAY and 2D autocorrelations descriptors have also been carried out. As far as the predicted ability of these models is concerned, the results produced by the methodology we proposed are superior to other descriptors. In this sense the combination of Adaboost-SVM with PSO leads to a powerful method for the scientific community interested in other QSPR/QSAR or classification of investigations. 
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