We establish the following complexity results for prefix Gröbner bases in free monoid rings: 1. |R| · size(p) reduction steps are sufficient to normalize a given polynomial p w.r.t. a given right-normalized system R of prefix rules compatible with some total admissible well-founded ordering >. 2. O(|R| · size(R)) basic steps are sufficient to transform a given terminating system R of prefix rules into an equivalent right-normalized system. 
Introduction
The importance of the theory of Gröbner bases for ideals in commutative polynomial rings over fields as introduced by Buchberger in 1965 has led to various generalizations. An important one is the theory of prefix Gröbner bases introduced by Madlener and Reinert in [2] (see also [5] ) for handling right ideals in monoid and group rings. Their work generalizes the theory introduced by Mora for Gröbner bases in special non-commutative polynomial rings [3] (see also [4] ) and has recently been further generalized to modules over monoid rings in [1] .
Based on the ideas of Madlener and Reinert, Zeckzer has developed the system MRC, a system for computing prefix Gröbner bases in monoid and group rings (see [6, 7, 9] ). While in general the procedure for computing prefix Gröbner bases may not terminate, its termination is guaranteed for free monoid rings. Therefore, the class of prefix Gröbner bases in free monoid rings is of particular interest.
In the following we will restrict our attention to prefix Gröbner bases in free monoid rings and study the complexity of some related problems and algorithms. When doing this we will abstract from the underlying field operations.
A fundamental algorithm needed when dealing with prefix Gröbner bases is one for computing normal forms. It is a well-known fact that the number of reduction steps needed for computing a normal form of a given polynomial p w.r.t. a given prefix Gröbner basis R can be exponential in the size of the input, i.e. in the size size(p) + size(R) (see e.g. [9] ). Thus, one question that arises is whether there exists an interesting subclass of prefix Gröbner bases that allows a more efficient normal form algorithm.
Here, we will investigate the class of right-normalized prefix Gröbner bases with regard to this question. It will turn out that polynomially many reduction steps are sufficient for computing normal forms in this case. More precisely, we will establish the following upper bound on the number of reduction steps needed to normalize a given polynomial p w.r.t. a given rightnormalized terminating system R of prefix rules: |R| · size(p). Thus, for a right-normalized terminating system R of prefix rules, the number of reduction steps needed by the normal form algorithm does not depend on the sizes of the rules in R, but only on the number of rules in R.
The next question that arises is how a terminating system R of prefix rules can be efficiently transformed into a corresponding right-normalized system. We will answer this question by presenting an algorithm that solves this problem in polynomially many basic steps. These results about right-normalized systems will be presented in Section 3.
In Section 4 we will turn our attention to the problem of deciding for a given finite and terminating system R of prefix rules in a free monoid ring, whether or not R is a prefix Gröbner basis. The standard way to solve this decision problem is to test if all S-polynomials of R can be reduced to 0. Since the computation of a normal form for a given polynomial p w.r.t. a given finite and terminating system R of prefix rules may require exponentially many basic steps in general, the time complexity for this standard decision algorithm is not bounded above by a polynomial function.
Based on the presented results concerning right-normalized systems we will develop a more efficient decision algorithm for the problem: The new algorithm decides in O(|R| 2 · size(R)) basic steps whether or not a given finite and terminating system R of prefix rules is a prefix Gröbner basis. This result gives an answer to one of the open problems listed by Zeckzer in [9] : Herein Zeckzer asks whether or not the described decision problem can be solved in polynomial time.
Preliminaries
In the following we introduce the basic definitions and foundations that are needed when considering prefix Gröbner bases in free monoid rings from a rewriter's point of view. For further reading concerning prefix Gröbner bases, we refer to [2, 5, 9] .
Let Σ be a finite alphabet, let K be a computable field and let K denote the set K − {0}. Then Σ * denotes the set of all strings (words) over Σ including the empty string ε, i.e., Σ * is the free monoid generated by Σ, and Σ + denotes the set Σ * − {ε}. 
with coefficients α i ∈ K and terms w i ∈ Σ * such that for all i, j ∈ {1, . . . , n} with i = j, w i = w j holds. The products α i * w i (α i ∈ K , w i ∈ Σ * ) are called monomials and the set of all terms occurring in a polynomial p is denoted by T (p). Instead of 1 * w i we will also sometimes simply write w i . For a set L ⊆ K and a set Γ ⊆ Σ * , LΓ denotes the set {β * u | β ∈ L and u ∈ Γ }, and
Moreover, Γ denotes the polynomial w∈Γ 1 * w, where Γ ⊆ Σ * is a finite set.
A pair (α * t, r) with α ∈ K , t ∈ Σ * and r ∈ K [Σ * ] is called a (prefix) rule. Given a total well-founded admissible ordering > on Σ * , we associate with each non-zero polynomial 
], then the term of the monomial l is called the head term of the rule (l, r) and of the polynomial l − r. The head term of the polynomial l − r is denoted by HT (l − r). The set of all head terms of R is denoted by HT (R), and the set of all right-hand sides of R is denoted by RHS(R). Moreover, for a set T of terms PSUF (T ) denotes the set of proper suffixes of the terms in T .
A set of rules
], which is defined in the following way:
], p → R q if and only if there exists a rule (α * t, r) ∈ R (with α ∈ K and t ∈ Σ * ), a monomial β * s in p (with β ∈ K , s ∈ Σ * ) and a string x ∈ Σ * such that 1. tx = s and 2.
We also write p −→ β * s R q in this case to indicate the monomial that is substituted by the reduction step and say that the rule α * t → r (prefix) reduces p to q in one step. If α * t → r is a rule (with α ∈ K , t ∈ Σ * and r
As usual, → * R denotes the reflexive and transitive closure of → R , i.e., p → * R q means that p can be reduced to q in n reduction steps for some n ∈ N 0 . We also write p → n R q if p reduces to q in n steps and we denote by D → R (p, q) the minimum of the set {n ∈ N 0 | p → 
is a critical pair (of R) and the corresponding polynomial
] the following holds: If q and r are descendants of p then they are joinable in R, i.e., they have a common descendant w.r.t. R. Moreover, R is called noetherian (or terminating) if no infinite chain of the
If R is compatible with a well-founded admissible ordering then it is noetherian. If in addition, each critical pair of R is joinable in R, or in other words, each S-polynomial of R is R-reducible to 0, then R
r is irreducible w.r.t. R and it is called interreduced if it is left-and rightnormalized.
] be a set of non-zero polynomials, let > be a total well-founded admissible ordering on Σ * and let
] be the associated set of rules. Then a set of rules
] is called a prefix Gröbner basis for F (or for R) w.r.t. > if the following holds: 1. ↔ * S = ↔ * R and 2. S is compatible with > and 3. S is confluent. If S is a prefix Gröbner basis for a set F ⊆ K [Σ * ], then a polynomial p is an element of the right ideal generated by F if and only if its uniquely determined S-normal form is equal to 0. For a set
]) of non-zero polynomials (of rules) and a given total well-founded admissible ordering > on Σ * there exists a uniquely determined finite, monic
] that is an interreduced prefix Gröbner basis for F (R) w.r.t. >. Since in a left-normalized set
] compatible with some total well-founded admissible ordering > is a prefix Gröbner basis. On the other hand, the set R associated with F ⊆ K [Σ * ] and > can be effectively transformed in a finite prefix Gröbner basis for F by normalizing the left-hand sides.
Obviously
then the resulting system is a monic system that is equivalent to R. Therefore, we will assume in the following that the rules
] are always monic ones.
Since for our complexity analysis we will not take into account the field operations that have to be performed, we define the size of a set of rules independently of the coefficients occurring: The size of the empty word is defined by size( ) := 1, while the size of a nonempty word w is its length. Moreover, for a non-zero polynomial
], the size is defined by
Normal form computation
It is a well-known fact that for a given prefix Gröbner basis
], the number of reduction steps needed to compute a normal form of p w.r.t. R can be exponential in the size of the input, i.e. in the size size(R) + size(p). In particular, this phenomenon can occur even in case R is compatible w.r.t. the length ordering on Σ * . This is demonstrated by the following example from [8] , which we will use in this paper to illustrate some further phenomena.
Example 1.
Let K be an arbitrary computable field, let Σ = { g, f , x, y } and let > ⊆ Σ * × Σ * be the length ordering on
] be defined as follows:
Then for all n ∈ N 0 , R n is compatible with > and left-normalized. Hence, it is a prefix Gröbner basis. Moreover, for all n ∈ N 0 the following holds:
Thus, the question that arises is whether there exist interesting subclasses of terminating sets of rules of
where the computation of normal forms can be done more efficiently.
The systems R n (n ∈ N 0 ) given in Example 1 are left-normalized but not right-normalized. Thus, it is a natural question to ask whether or not this fact is an essential one.
In the following we will answer this question by showing that for each right-normalized set
] that is compatible with some total admissible well-founded ordering >, polynomially many reduction steps are in fact sufficient for computing normal forms. To this end, we first consider the reduction strategy → R which prefers large terms (w.r.t. >). Definition 1. Let > be a total admissible well-founded ordering on Σ * and let
] be a set of rules compatible with >. Then the relation
In [8] it has been proved that for each left-normalized system R that is compatible with some total admissible well-founded ordering >, the reduction strategy → R is optimal with regard to the lengths of the normalizing reduction sequences in that it is possible to construct to each normalizing → R -sequence of length k (k ∈ N 0 ) a corresponding normalizing → R -sequence of length ≤ k. But, as illustrated above, the lengths of these sequences in general cannot be bounded by a polynomial function.
On the other hand, it has turned out that the reduction strategy → R is not optimal in general: For a non-left-normalized set of rules R, the reduction strategy → R can be very inefficient even if R is a prefix Gröbner basis (see [8] ). However, in the following we will prove that for a given right-normalized set
] compatible with a given total admissible well-founded ordering > and a given polynomial p ∈ K [Σ * ], the length of each → R -sequence starting with p is bounded above by |R| · size(p). To this end we first consider the following property of the relation → R (see [8] 
] with p → * R q and t is → R -reducible} | .
Thus, the question that arises is how the set of reducible terms of the descendants of a given polynomial p with respect to a given right-normalized terminating set R can be characterized.
In order to derive an appropriate characterization we first consider the set of all terms of a descendant q of p with respect to R. As the next lemma shows the structure of the terms of q is rather simple. 
Proof. Since p → * R q there exist a natural number n ≥ 0 and polynomials p 0 , p 1 , . . . , p n such that:
We show by induction on i that T (p i ) ⊆ V for all i ∈ {0, . . . , n}. Hence, in particular T (q) ⊆ V holds.
Base case:
This case is trivial since p 0 = p and T (p) ⊆ V by definition of V .
Induction step:
Let 0 ≤ i ≤ n − 1. We consider T (p i+1 ) and assume by induction hypothesis that
there exist a monomial α * t of p i , a (monic) rule (l, r) ∈ R and a string x ∈ Σ * such that:
Thus we have:
Since T (p i − α * t) = T (p i ) − {t} and since T (p i ) ⊆ V by induction hypothesis, it remains to show that T (r) • {x} ⊆ V holds too. Since t ∈ T (p i ), we have t ∈ V by the induction hypothesis. We distinguish three cases according to the definition of V :
If HT (l − r) = ε, then r = 0 and hence T (r) • {x} = ∅ ⊆ V . Otherwise we have
Hence we get:
This case is not possible: If t ∈ T (RHS(R)) then t and hence all monomials β * t with β ∈ K are irreducible w.r.t. R since R is right-normalized.
Then there exist a term t ∈ T (RHS(R)) and a string w ∈ PSUF (T (p)) such that:
On the other hand we have
where (l, r) ∈ R and x ∈ Σ * . Since R is right-normalized, i.e. all monomials of RHS(R) are → R -irreducible, the term HT (l − r) cannot be a prefix of t . Thus, the following holds:
|HT (l − r)| > |t | and x ∈ PSUF (w) ∪ {ε}. This implies, since w ∈ PSUF (T (p)), that:
Hence, similar to case 1 we get:
From this result and the fact that the terms of RHS(R) are → R -irreducible (since R is right-normalized) we can derive the following characterization for the reducible terms of a descendant of a polynomial. 
RHS(R)) ∪ (T (RHS(R)) • PSUF (T (p))).
Thus, we get:
According to the definition of V we distinguish three cases.
Then, since ε / ∈ HT (R), we obviously have that s ∈ HT (R) ∪ (HT (R) • PSUF (T (p))). Case 2: s ∈ T (RHS(R)) ∩ (HT (R) • Σ * ) This case is not possible: Since R is right-normalized, any term t ∈ T (RHS(R)) is → R -irreducible and thus cannot have a term t ∈ HT (R) as a prefix.
Thus, in all possible cases, s ∈ HT (R) ∪ (HT (R) • PSUF (T (p))).
This corollary, together with Corollary 2, gives a polynomial upper bound for the lengths of the → R -sequences w.r.t. a right-normalized terminating set R for the case when ε / ∈ HT (R) holds:
On the other hand, if ε ∈ HT (R), then RHS(R) = {0} so that in each reduction step a monomial is replaced by 0. Thus, the derived polynomial bound is true in this case too.
We can apply a more differentiated analysis of the situations that may arise when normalizing a polynomial p with respect to a right-normalized terminating set R using the reduction strategy → R . This yields a slightly better upper bound for n. Proof. If p = 0, then n = 0 and size(p) = 1. Hence, the claim is true in this case. If ε ∈ HT (R) then RHS(R) = {0} since R is right-normalized. Thus, in this case an application of a rule corresponds to subtracting a monomial. This implies since |R| ≥ 1 and since size(p) ≥ 1 the following:
Hence the claim is true in this case, too. Now suppose we have p = 0 and ε / ∈ HT (R). Since p → n R p there exist polynomials p 0 , p 1 , . . . , p n such that:
For i ∈ {0, . . . , n − 1}, let α i * t i be the monomial of p i that is reduced in the step p i → R p i+1 . From Lemma 1 we know that t i = t j for all i, j ∈ {0, . . . , n − 1} with i = j. Hence we get:
Since → R ⊆ → R and since ε / ∈ HT (R) we can conclude from Corollary 4 that the following holds:
Then we have:
Hence, the claim is true in this case.
Hence, the claim is true in this case, too.
Case 3: |R| ≥ 2 and |T (p)| = 1 Then p is a monomial, i.e. p = α * t for some α ∈ K and some t ∈ Σ * .
Case 3a: t = ε The only rules applicable to a monomial of the form α * ε are rules whose left-hand sides are of the form 1 * ε. But such a kind of rule does not exist in R since ε / ∈ HT (R). Thus we have n = 0 in this case. On the other hand, |R| · size(p) − |R| + 1 = 1 since size(p) = 1. Case 3b: |t| = 1 Then t = a for some a ∈ Σ. Since ε / ∈ HT (R), the only rules applicable to α * t are rules whose left-hand sides are of the form 1 * a. Since R is right-normalized, we have n ≤ 1 in this case. On the other hand we have again |R| · size(p) − |R| + 1 = 1 since size(p) = size(t) = 1. Case 3c: |t| ≥ 2 Then there exist a letter a ∈ Σ and a string t ∈ Σ
have:
Now, let us assume that L = ∅ and let l ∈ L. By Lemma 3 we have U ⊆ V , where
RHS(R)) ∪ (T (RHS(R)) • PSUF (T (p))).
Claim: lt / ∈ V Proof : Assume lt ∈ V . According to the definition of V , we distinguish three cases: Case 1: lt ∈ T (p) But this is not possible since T (p) = {t} = {at } and l ∈ L = HT (R) − { a }. Case 2: lt ∈ T (RHS(R)) But this is not possible since l ∈ HT (R) while R is right-normalized. Case 3: lt ∈ (T (RHS(R)) • PSUF (T (p))) But this is not possible since l ∈ HT (R) and T (RHS(R))
We want to emphasize two aspects of this result: First of all, this result holds for an arbitrary right-normalized set
] compatible with some total admissible well-founded ordering; it does not require that R is a prefix Gröbner basis. Secondly, the bound shows that the sizes and forms of the rules of R do not have an essential influence on the lengths of the reduction sequences that can be performed: It is only the cardinality of R that plays an important role in this context.
Of course, at first sight one might wonder why Theorem 5 and its rather technical proof is presented here, although its bound is asymptotically equivalent to the previous bound. The reason for doing so is that the second bound is sharp. 
Then R is obviously compatible with > and hence terminating. Moreover, it is easy to see that R is interreduced. Thus R is a prefix Gröbner basis, and the normal formp of p is uniquely determined. Since R is interreduced, there exists exactly one reduction sequence of the form p → * Rp . This sequence can be summarized as follows:
The length of this reduction sequence is:
It remains to show that the length of any normalizing reduction sequence starting from p is at least |R| · size(p) − |R| + 1.
Rp . Since R is left-normalized, the reduction strategy → R is optimal for R (s. [8] ) and thus, there must also exist a reduction sequence of the form p → <|R|·size(p)−|R|+1
Rp . But this contradicts the fact that there exists exactly one reduction sequence of the form p → * Rp and that the length of this sequence is, as shown above,
Note that the systems R constructed in the above proof are not only right-normalized but also left-normalized and hence prefix Gröbner bases. Thus the proof shows that the bound in Theorem 5 is sharp even for interreduced prefix Gröbner bases.
According to Theorem 5, the number of reduction steps needed for computing normal forms w.r.t. → R is linearly bounded in size if
] is a right-normalized terminating set of rules compatible with some appropriate ordering. This shows that right-normalized sets of rules should be preferred in practice when dealing with prefix Gröbner bases, since they allow an efficient normal form algorithm. But what is the time complexity for the problem of normalizing the right-hand sides of a terminating set
Of course the number of reduction steps performed when normalizing the right-hand sides of a terminating set R can depend essentially on the reduction strategy used and on the order in which the rules are treated. To see this, we consider Example 1 again: For each n ∈ N 0 , the system R n is a prefix Gröbner basis and thus, each polynomial p ∈ K [Σ * ] has exactly one normal form w.r.t. → R n . Thus, normalizing the right-hand sides of the rules of R n yields a uniquely determined rightnormalized set T n , independent of the strategies used. The set T n has the following form:
Hence, the size of T n grows exponentially in n as well as in size(R n ).
However, for the number of reduction steps needed to generate the set T n the order in which the right-hand sides of R n are reduced is essential: If the rules of R n are treated in decreasing order with respect to the lengths of their left-hand sides,
− 2n − 4 reduction steps are needed for computing T n . In contrast to this, linearly many reduction steps, namely n i=1 2 = 2n reduction steps, will only be performed when the right-hand sides of the rules of R n are normalized in increasing order w.r.t. the lengths of the corresponding left-hand sides.
Can this observation be generalized, i.e. is it always a good strategy to treat the rules in such an order that the left-hand sides increase w.r.t. > when normalizing the right-hand sides of a terminating set R ⊆ K Σ * × K [Σ * ]? Of course this might depend on the reduction strategy used. However, if we proceed in the way described, it suffices to normalize each right-hand side w.r.t. a right-normalized subset of the current set. Hence then, as Theorem 5 shows, the reduction strategy → R leads to polynomially bounded reduction sequences. These considerations suggest to use the following algorithm for transforming a given set of rules
compatible with some given total admissible well-founded ordering > into an equivalent right-normalized set T .
Algorithm: NORMALIZE_RHS INPUT:
A total admissible well-founded ordering > on Σ * and
begin Sort the rules of R w.r.t. > such that l 1 ≤ l 2 ≤ · · · ≤ l n ; r 1 := r 1 ;
The subalgorithm NORMALIZE → computes for a given polynomial p ∈ K [Σ * ] and a given terminating set of rules
] compatible with the given ordering > a normal form of p w.r.t. S using the reduction strategy → S .
Analysis of this algorithm shows that the number of basic steps on a given input is indeed polynomially bounded. Here reduction steps, steps for comparing strings with respect to the underlying ordering, and assignment steps are counted as basic steps.
Theorem 7. Algorithm NORMALIZE_RHS computes for a given input (>, R) in O(|R| · size(R)) basic steps an equivalent rightnormalized set T that is compatible with >.
Proof. In the first step of the algorithm NORMALIZE_RHS, the rules of R are sorted w.r.t. the given ordering > such that l 1 ≤ l 2 ≤ · · · ≤ l n . Hence, afterwards we have for all i ∈ { 1, . . . , n }: r i is reducible w.r.t. R iff r i is reducible w.r.t. { l 1 → r 1 , . . . , l i−1 → r i−1 }.
In addition, for all i ∈ { 1, . . . , n } the following holds: The set of normal forms of r i w.r.t. R is equal to the set of normal forms of r i w.r.t. { l 1 → r 1 , . . . , l i−1 → r i−1 }. Thus, for all i ∈ { 1, . . . , n }, the polynomial r i is an R-normal form of r i as well as a T -normal form of r i . This shows that the algorithm is correct, i.e. the output set T = { l 1 → r 1 , . . . , l n → r n } is right-normalized and ↔ * T = ↔ * R holds. Now let us consider the time complexity of the algorithm NORMALIZE_RHS. First of all, the rules of R are sorted such that their left-hand sides are in increasing order with respect to the relation ≥. This can be done in O(n · log(n)) basic steps. Then
basic steps. Hence, in summary we get that O(n · size(R)) basic steps are sufficient to compute the set T .
Prefix Gröbner basis check
] is a prefix Gröbner basis if and only if R is confluent, i.e. if and only if all S-polynomials can be reduced to 0 w.r.t. → * R . The corresponding standard decision algorithm can be found for instance in [5, 9] . What is the time complexity of this algorithm?
Since the number of reduction steps needed for computing a normal form of a polynomial p w.r.t. a set R of prefix rules can be exponential in the size of the input, it is not difficult to see that the number of reduction steps needed by the standard decision algorithm is not bounded above by a polynomial function (cf. [9] ). To illustrate this we consider Example 1 again:
If we add to the alphabet Σ the new symbol h and extend for n ∈ N 0 , the set R n by the two rules h 2n+4 → g 2n+2 f and h 2n+4 → 0, then the resulting set S n contains two S-polynomials, namely g 2n+2 f and, for reasons of symmetry, −g 2n+2 f . As shown in Example 1, for all n ∈ N 0 we have:
Since the two new rules are obviously not applicable during a reduction sequence starting with g 2n+2 f we get:
Thus, the standard decision algorithm will perform ≥ 2 · (2 n+1 − 1) reduction steps when applied to input S n . Of course, for reasons of symmetry it would suffice to reduce only one of the two S-polynomials. But even then the number of reduction steps performed by the algorithm will be exponential in the size of the input.
In the following we will show how the results obtained in the previous section can be used to derive a more efficient algorithm solving the described decision problem. The main idea of the algorithm is to first right-normalize the set R since for a right-normalized set of prefix rules, normal forms can be computed using polynomially many basic steps (see Theorem 5) . As the next lemma shows, the resulting right-normalized system T is confluent if and only if R is. reduction steps are sufficient to normalize all S-polynomials that are generated by overlapping a fixed rule l 1 → r 1 of T with another rule l 2 → r 2 of T satisfying that l 2 is a prefix of l 1 . Thus, whether or not there exists an S-polynomial of C that cannot be reduced to 0 can be decided in 
Concluding remarks
Transforming a terminating set R ⊆ K Σ * × K [Σ * ] into an equivalent left-and right-normalized system T by interreduction may require exponentially many reduction steps (see [8] ). Moreover, normalizing the right-hand sides of R may result in a right-normalized system whose size is exponential in the size of the original system. However, as proved in Theorem 7, polynomially many basic steps are sufficient to transform R into an equivalent right-normalized system.
In [9] , Zeckzer has proved that O(m · k 2
· |R|
2 ) head reduction steps are sufficient to compute a head normal form of a polynomial p with respect to R (i.e. a descendant whose head term is irreducible w.r.t. R) in case R is an interreduced prefix Gröbner basis. Here m is the length of the maximal term of R ∪ {p} w.r.t > and k is the maximal number of terms in a polynomial of the set { l − r | (l, r) ∈ R } ∪ {p}.
Our results show that this bound can be improved significantly in that |R| · size(p) reduction steps are sufficient to compute a head normal form of p and even a normal form of p; this even holds in case R is not left-normalized, but only right-normalized.
An essential property of the new bound is that it does not depend on the sizes of the rules in R, but only on the cardinality of R. Thus if T is obtained from a terminating set R ⊆ K Σ *
×K [Σ *
] by normalizing the right-hand sides of R, the number of basic steps needed for computing a normal form of a polynomial p w.r.t. T is bounded by |R| · size(p), although the size of T may be exponential in the size of R.
These new complexity results for right-normalized systems are the basis for the algorithm IS_PGB, which decides in polynomially many basic steps whether or not a given terminating set R ⊆ K Σ * × K [Σ * ] is a prefix Gröbner basis. This shows that the corresponding standard algorithm used in practice is very inefficient.
