Abstract. In this paper, by making use of optimal models, we study the weighting matrices of the multisplitting parallel methods for solving the symmetric positive definite linear complementarity problem, which is a powerful alternative for solving the large sparse linear complementarity problems. In our multisplitting there is only one that is required to be P-regular splitting and all the others can be constructed arbitrarily, which not only decreases the difficulty of constructing the multisplitting of the coefficient matrix, but also relaxes the constraints to the weighting matrices (unlike the standard methods, they are not necessarily nonnegative diagonal scalar matrices or given in advance). Finally, we prove the convergence of this new method.
Introduction
This paper focuses on the linear complementarity problem, which is to find a pair of real vectors r and This problem has been intensely studied since the 1960s. Many alternative formulations have been investigated, and efficient algorithms have been proposed in Cottle et al. (1992) [1] . Much attention has recently been paid on a class of iterative methods called the matrix-splitting method [2] [3] [4] . Matrix splitting method for linear complementarity problem exploits particular features of matrices such as the sparsity and the block structure. Such an approach is motivated by matrix splitting methods for the linear complementarity problem.
Recently, Wen present a multisplitting parallel methods for solving the symmetric positive definite linear systems [5] .This method is based on the matrix multisplitting technique introduced by O'Leary and White [6] for the system of linear equations.
In this paper, the multisplitting parallel methods for linear complementarity problem will be established, which is a generalization of multisplitting parallel methods for solving the symmetric positive definite linear systems [5] . Some sufficient conditions for convergence of the multisplitting parallel methods will be proposed, when the matrix A is an H-matrix with positive diagonal elements positive definite.
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i E is a diagonal matrix with nonnegative entries for 
Then the collection of triples
is called a multisplitting of A .
Definition 1.4([1]) A matrix
is said to be a P-matrix if all its principal minors are positive. The class of such matrices is denote P.
The Multisplitting Iterative Method for the Linear Complementarity Problem
In order to achieve higher computing efficiency by making use of the information contained in the matrix A , based on the matrix splitting iteration method, we present a multisplitting iterative method for solving the linear complementarity problem (1) .
Let the matrix A is a symmetric positive definite matrix,
(2) Then, we definite the multisplitting iterative method for the linear complementarity problem as follows:
Algorithm 2.1 (The multisplitting iterative method for the linear complementarity problem )
Step 1: Let
Step 2: For each
Step 
Convergence Theorems
In this section, we establish the convergence theory for Method 3.1 when the system matrix A of the ) , ( A q LCP is an H -matrix with positive diagonal entries.
is an H-matrix with positive diagonal elements positive definite, then the linear complementarity problem (1) has a unique solution for all vectors n R q  . . Subtracting the last two expressions and rearranging terms, we deduce
M is an H-matrix with positive diagonal elements and
In a similar fashion, we may establish the same inequality (6) if
Consequently, the inequality (6) 
