have suggested a method of designing codes for channels with intersymbol interference, such as the magnetic recording channel. These codes are designed to exploit intersymhol interference. The standard method is to minimize intersymbol interference by constraining the input to the channel using run-length limited sequences. Calderbank, Heegard, and Ozarow considered an idealized model of an intersymbol interference channel that leads to the problem of designing codes for a partial response channel with transfer function (1 -DN) / 2, where the channel inputs are constrained to be * 1. This problem is considered here. Channel inputs are generated using a nontrivial coset of a binary convolutional code. The coset is chosen to limit the zero-run length of the output of the channel and so maintain clock synchronization. The minimum squared Euclidean distance between outputs corresponding to distinct inputs is bounded below by the free distance of a second convolutional code which we call the magnitude code. An interesting feature of the analysis is that magnitude codes that are catastrophic may perform better than those that are noncatastrophic.
I. INTRODUCTION A CODING TECHNIQUE suitable for high-density magnetic recording has been described by Calderbank, Heegard and Ozarow in [l] . Simple recording codes are presented that allow an increase in recording density and that decrease the probability of error when the information stored on the disk or tape is retrieved. The codes are designed to exploit intersymbol interference in the magnetic recording channel. Decoding is accomplished by maximum likelihood sequence estimation which is implemented using the Viterbi algorithm.
Modulation codes designed under the assumption of a peak detector use run-length limited sequences to guarantee a minimum (and maximum) separation between the peaks of the read signal (the maximum separation is provided for clock synchronization). These modulation codes seek to minimize intersymbol interference by constraining the input to the channel. The recent papers by Manuscript received October 24, 1985; revised May 27, 1986. Parts of this paper were presented at the IEEE International Symposium on Information Theory, Brighton, England, June [23] [24] [25] [26] [27] [28] 1985 , and at the IEEE International Symposium on Information Theory, Ann Arbor, Michigan, October 5-9, 1986. C. Heegard and T.-A. Lee The model of the intersymbol interference channel studied by Calderbank, Heegard, and Ozarow has three significant attributes.
1) The writing current in the recording head is sufficient to ensure positive or negative saturation of the magnetic medium. Thus it is only possible to write the symbols + 1. 2) The recording process differentiates and low-pass filters the input waveform. Differentiation occurs because we assume that the read head detects changes in the pattern of magnetization.
3) The filtered waveform is corrupted by additive noise.
The approach applies (in principle) to any finite duration step response but the authors focus on two idealized step responses. One of these is a true moving average or "square" response p(t) = B,(t), where
4-(t) = ( 1, if -T/2<t<
T/2 0, otherwise The authors argue that at symbol rate N (the write signal x(t) = CTEOajBT(t -jT) where T = l/N and aj = +l) the probability of decoder error behaves as Q(/w), where is the tail of the unit Gaussian distribution, A is the system gain, and d2 = D$;* f(1 -O")(x -x*) Ijl, /I where the minimum is taken over all pairs of distinct codewords (channel inputs) corresponding to messages that agree in all but a finite number of places. This motivates the design of simple trellis codes for channels with transfer functions (1 -Pv)/2 where channel inputs are constrained to be -t 1.
For N > 3 this model is not applicable to the magnetic recording channel. For N = 1, 2 it coincides with models that have been studied previously in the magnetic recording literature (see Kobayashi and Tang [6] , Nakagawa, Yokoyama, and Katayama [7] , Wood, Ahlgrim, 001%9448/86/1100-0797$01.00 01986 IEEE Hallamasek, and Stenerson [S] ). But in any case the problem of code design is of interest in its own right.
The encoders that we consider here transform a binary message into a codeword using a binary convolutional code. We design codes that increase the minimum squared Euclidean distance d2 between outputs corresponding to distinct inputs. We generate the channel inputs using a non-trivial coset of the convolutional code. This eliminates long sequences of zeros as possible channel outputs and so maintains clock synchronization. The most interesting aspect of the analysis is perhaps that encoders leading to "catastrophic" binary convolutional codes perform better than encoders leading to noncatastrophic codes on the (1 -DN)/2 channel. We advise the reader to begin with the examples presented in Section II since they illuminate the theory presented in the rest of the paper. Section III formalizes the problem of code design within an appropriate algebraic framework. Section IV discusses methods of code construction. The problem of clock synchronization is solved in Section V. Theorems covering the overall performance of rate k/(k + 1) codes on the (1 -D)/2 and (1 -D2)/2 charmel are presented in Section VI. Section VII is a list of recording codes and their parameters.
II. SOME SIMPLE RECORDING CODES
In this section we present simple trellis codes for partial response channels with transfer functions (1 -DN)/2 where the channel inputs are constrained to be +l. Calderbank, Heegard, and Ozarow introduced this type of trellis code in [l] . The encoder transforms a binary message into a codeword (sequence of channel inputs) using a binary convolutional code. The minimum squared Euclidean distance between outputs corresponding to distinct inputs determines the probability of decoder error. This distance is bounded below by the free distance of a second binary convolutional code. The transfer function of the partial response channel determines the relationship between these two convolutional codes.
The idea of lower bounding the Euclidean distance of a trellis code by the Hamming distance of a convolutional code is described by Ungerboeck [9] and by Calderbank and Mazo [lo] . It is also used by Wolf and Ungerboeck in [ll] .
. A second purpose served by the trellis code is to provide clock synchronization. If long sequences of zeros are possible charmel outputs then the decoder will have difficulty maintaining synchronization. Lee and Heegard [12] demonstrate that it is possible to limit the zero-run length of the output by adding a fixed periodic binary sequence to each codeword.
Example I: This is the simplest possible example; a rate l/2 code for the (1 -D2)/2 channel requiring a two-state decoder. The repetition code [l, l] is used to generate channel inputs. The encoder receives a message m = Cm,, ml, m2, -* * 1, m, = f 1, and transmits a codeword x = (x0, Xl, x2, * * * ), xi = f 1. At time k the encoder generates code bits xlk, x2k+l by the rule X 2k = x 2kil = mk* (The correspondence between the 0,l world and the + 1 world is quite straightforward; modulo 2 addition in the 0,l world corresponds to multiplication in the + 1 world.) The decoder reconstructs the message m by comparing the corrupted channel output with estimates of the sequence s = (1 -D2)x/2, where
The decoder requires two states. Let w # m be a message, let x * be the codeword corresponding to w and let s * = (1 -D2)x */2. If exactly one of the pairs ( wk, mk), The matrix (1 + D)I is called the channel matrix. It represents the operation of adding (modulo 2) a sequence of 2-bit bytes to a 2-bit shift (N = 2) of itself. We introduce the symbol = to mean "agrees in all but a finite number of places." Consider two codewords X, x' corresponding to messages m, m' respectively. If x ;t: x' and (1 -D2)x/2 = (1 -D2)x'/2 then the decoder will be unable to distinguish x and x'. Write mj = (-l)fim( where uj = 0 or 1. Then andsoy=l/(l+D)=(l,l,l;.*),m'= -m,andx' = -x. If (1 -D2)x/2 = (1 -D2)(-x)/2 then (1 -D2)x = 0 and mk = mkwl for all but finitely many k. The only pair of messages that the decoder cannot distinguish are *(l,l;..).
A second problem with the constant message is that the decoder clock requires transitions in the output sequence s to maintain synchronization, and a constant message sequence produces the zero output sequence. Again this problem is associated only with constant message sequences.
The remedy is very simple; define
The Euclidean distance d2 is still bounded below by the free distance of the code [l + D, 1 + D], which is 4. However there is no message m for which (1 -D2)x/2 2:
(1 -D2)( -x)/2; indeed the maximum zero-run length of an output sequence is just 2. Example 2: In Example 1 we designed a rate l/2 code for the (1 -D2)/2 channel. It is of course possible to regard the (1 -D2)/2 channel as two interleaved (1 -D)/2 channels and to design a rate l/2 code for the (1 -D)/2 channel. This example is designed to illustrate the limitations of this approach.
The code [l + D + D2, l] is used to generate channel inputs and we refer to this code as the sign code (following the terminology introduced by Lee and Heegard [9] ). The encoder receives message bits mk = f 1, and at time k, generates code bits xZk, x2k+l by the rule X 2k = mkmk-lmk-2, X2k+l = mk* The output sequence s = (1 -D)x/2 is given by
The decoder requires 4 states. Let w # m be a message, let x* be the codeword corresponding to w, and let s Hence y = l/(1 + D), m' = -m, and x' = -x (since each product occurring in the formulas for xZk+j, j = 0, 1, involves an odd number of terms ml). Now (1 -D)x/2 = 0 forces m = +(l, 1, 1, . . . ). The only pair of messages that the decoder fails to distinguish is +(l, 1, 1, . . . ). (This is not happenstance. We shah consider codewords x, x' generated by a rate k/n sign code for the 1 -D channel such that x * x' and (1 -D)x/2 = (1 -D)x'/2. We prove that x' = -x and that after applying some nonsingular transformation to the inputs we may suppose m'j = -mj for some j E {O,l; .., k -l} and rnli = m' for i # j.)
Again the remedy is very simple; define X 2k = -mkmk-lmk-2y X2k+l = mkThen
The free distance of the new code is still 4. However it is easily checked that there is no message m for which (1 -D)x/2 = (1 -D)(-x)/2; indeed the maximum zero-run length in an output sequence is 4. Examples 1 and 2 feature rate l/2 codes with squared Euclidean distance d2 = 4 that can both be used on the (1 -D2)/2 channel. Example 1 requires a 2-state decoder operating on a time-varying trellis with period 2 (the expression s2k = (-l)k(m, + mkPI) involves (-l)k). Example 2 requires two 4-state decoders working in parallel on the same stationary trellis. The maximum zero-run length in Example 2 is 4 whereas in Example 1 it is 2.
Example 3: A rate 2/3 code for the (1 -D)/2 channel. This example is designed to introduce the reader to rate k/n sign codes, where k # 1, and to demonstrate the method of calculating the maximum zero-run length.
The generator matrix for the sign code is If an odd number of the pairs (mt, WE), (rni-,, wiwl), (miv2, wim2) are different, then lsjk -s&l = 1. If an odd number of the pairs (mEPI, WE-~), (ml,, wi), ( is bounded below by the free distance of the binary convolutional code with generator matrix
This is the magnitude code and it is obtained by multiplying the sign code by the channel matrix which represents the operation of adding a sequence of 3-bit bytes to a l-bit shift of itself:
The magnitude code results from using the sign code to generate inputs to a modulo 2 channel with transfer function 1 + D. The magnitude code is catastrophic; the greatest common divisor of the determinants of the 2 X 2 minors of F ,is 1 + D.
We identify all pairs of codewords x, x' such that x ;t: x' and (1 - Example 4: A rate l/2 code for the (1 -D2)/2 channel. This example demonstrates that it is not always possible to eliminate all bad message pairs by modifying the encoding rules.
The generator matrix for the sign code is
At time k, the encoder receives the message bit mk = &-1 and generates code bits x2k, xZk+i according to the rule
The output sequence s = (1 -D2)x/2 is given by
The generator matrix of the magnitude code is F = [l + D3,1 + D + D2 + D3] and the free distance of this code is 6. The state diagram of this code is shown below in Fig. 3 .
We identify all pairs of codewords x, x' such that x % x' and (1 -D2)x/2 = (1 -D2)x'/2.
The method used in Examples 1, 2, and 3 shows that x, x' correspond to messages m, -m, and that xsj = -xzj, x;j+l = x,~+~ for all but finitely many j. Next we find all messages m for which [(l -D2)x/2]2j = 0 for all but finitelymany j.
The only constraint on the message m is that s2k = 0 for all but finitely many k. Hence mk = mke3 for all but finitely many k and there are four bad pairs of messages +m.
It is not possible to eliminate the bad message pairs by changing the encoding rules as in Examples 1, 2, and 3. Suppose we change the encoding rule to for all but finitely many k. Changing the encoding rule in this way changes the description of the bad message pairs but it does not change the number of bad pairs. However, the bad message pairs can be avoided by constraining the input to the encoder. The loss in data rate can be made arbitrarily small. It remains to remove long sequences of zeros as possible channel outputs. We modify the encoding rules as follows: Since the inner product
is not a polynomial, this modification of the encoding rule serves to remove arbitrarily long sequences of zeros as channel outputs. To find the maximum zero-run length we write down a binary vector o from the coefficients of the polynomial entries of the syndrome former: Example 5: A rate l/2 code for the (1 -D)/2 channel. The performance of the recording codes described in Examples 1, 2, 3, and 4 is determined by the minimum squared Euclidean distance between outputs corresponding to distinct inputs. The free distance of the magnitude code is a lower bound on this Euclidean distance. The next example is a very simple and widely used recording code (biphase) that demonstrates that the lower bound is not always met with equality.
The generator matrix for the sign code is G = [l, 11. At time k the encoder receives the message bit mk = f 1 and generates code bits xZk, xZk+i according to the rule X 2k = -mk9 X2k+l = mk.
The output sequence s = (1 -D)x/2 is given by
The generator matrix of the magnitude code is F = [l + D, 0] and the free distance of this code is 2. The minimum Euclidean distance d2 = 6; if m = rnj are messages with mk # rn; then ]&+i -sik+i12 = 4, ]szi -s&l2 = 1 for some i < k, and ]s2j -sij12 = 1 for some j > k. The maximum zero-run length is 1.
III. ANALGEBRAICMODEL
In Section 2 we described five recording codes for partial response channels with transfer functions (1 -DN)/2 and we analyzed the performance of these codes. In this section we formalize the problem of code design within an appropriate algebraic framework.
The sign code is a rate k/n binary (IF,) It is important to choose a sign code that is noncatastrophic. Otherwise, for every set of inputs y', there is a second set of inputs j', and corresponding output sequences ii, for which i z zz^' i = O,l;*., n -1. If the channel inputs agree in all but finitely many positions then there is no hope of distinguishing the channel outputs. Example 4 in Section II is a rate l/2 code for the (1 -D2)/2 channel. There are input sequences y for which there exists an input sequence j, and corresponding output 2, with z = z^. However as M + cc the fraction of input sequences of length M with this property tends to zero. If the sign code is catastrophic then this fraction is always 1.
The next lemma plays a role in the method of identifying all codewords X, X' for which x ;t x' and (1 - The magnitude code is the rate k/n convolutional code that results from using the sign code to generate inputs to an IF, channel with transfer function 1 + DN. Let 6 be the n X n matrix
If F is the generator matrix of the magnitude code then F = G( I + aN). The matrix I + SN is called the channel matrix and it represents the operation of adding a sequence of n-bit bytes to an N-bit shift of itself (see Section II for examples). The next lemma is used to identify all codewords X, x' such that x % x' and (1 -DN)x/2 = (1
(mod 2). Lemma 2: Let F be the generator matrix of a rate k/n magnitude code. Let m', wi, i = 0,l; . ., k -1 be &l valued message sequences, let x, x' be the corresponding -t 1 valued channel inputs, and let mi = (-l)'Jwf i = 0,l; . . , k -1, where J$ = 0 or 1. If
This property is independent of the coset of the sign code used to generate the channel inputs. of the recording code is bounded below by the free distance of the magnitude code. Example 5 in Section II shows that this lower bound is not always tight. The probability of decoder error is determined by the minimum squared Euclidean distance d 2. The problem of code design is to maximize d 2 while keeping the number of decoder states as small as possible. A 'procedure for constructing codes is described in Section IV.
The examples described in Section II show that two further problems can occur. The first problem occurs when the magnitude code is catastrophic. We must then identify pairs of k 1 valued messages mi, m", i = 0, 1, * * a, k -1, such that mi * m'j for some j, and such that the corresponding codewords x, x' satisfy (1 -DN)x/2 = (1 -
We shall say that an output sequence (1 -D N)~/2 with the above property is flawed. A code is flawed if there exist flawed output sequences and a code is catastrophic if every output sequence is flawed. The examples described in Section II show that it is sometimes possible to eliminate flaws by generating channel inputs 803 using an appropriate coset of the sign code. The identification of all flawed output sequences is carried out using Lemmas 1 and 2. First we use Lemma 2 to find all pairs of messages m', m'i such that m'j ;t: mj for some j, and such that the corresponding codewords x, x' satisfy (1 -DN)x/2 = (1 -DN)x'/2 (mod2). Then we apply Lemma 1 to identify the flawed output sequences.
The second problem is to eliminate long sequences of zeros at the output by generating channel inputs using an appropriate coset of the sign code. It is necessary to choose a nontrivial coset. Otherwise the channel output corresponding to message m' = (l,l, 1, . . . ) is zero in all but finitely many positions. In Section V we solve the problem of zero-run length limiting the output sequence.
IV. CODECONSTRUCTION
This section discusses methods of constructing recording codes with large squared Euclidean distance d2. (Of course the most reliable method is exhaustive search of the class of noncatastrophic sign codes.) The papers by Fomey 114,151 on the algebraic structure of convolutional codes are important and useful references.
The construction procedure is as follows (write n = sb, N = SC, where gcd(b, c) = 1).
Step 1) Choose a k X n generator matrix Go for a binary convolutional code with a feedback-free delay-free inverse G;'. (The entries of Go, Go1 are polynomials and GoGil = I,$ Go is a basic encoder.)
Step 2) Form M = G,(I + 8" + 62Sc + 4 . ' + Ssc(b-l)), and obtain the invariant factor decomposition (or Smith normal form) of M (see [14] for an algorithm). We write M = A diag[y,; . ., yk]M* where y1]y2J . . * Jyk are the invariant factors of M, the k X k matrix A is unimodular (polynomial entries and determinant l), and M* is a k x n matrix with a feedback-free delay-free polynomial inverse.
Step 3)
The invariant factors yr, * . *, yk are unique since y, = hi/hi-i, where hi is the greatest common divisor of the i X i minors of M. The matrices A and M * are not in general unique. Choose a k x k unimodular matrix B (polynomial entries and determinant 1) which minimizes the constraint length of the code generated by BM*(I + PC) (see [15] for an algorithm). Then set G = BM* and F = G(I + 8").
Observe that the polynomial matrix G has a feedback-free delay-free polynomial inverse and that P= Bdiag The entries of the matrix R = FGil are poly-and nomials. Note that the free distance of (1 + Dc)F is even, and that multiplication by (1 + DC) increases the number of states required by the decoder by a factor of 2". Wolf and Ungerboeck apply the following procedure to find binary convolutional codes for the 1 -D channel in [ll] . First they choose a generator matrix Go for a good binary convolutional code ("good" means large Hamming distance and smalI constraint length). The encoder (sign code) is then taken to be the matrix G = G,(I -8)-i, so the codewords generated by Go are passed through the inverse of the channel matrix before they are introduced to the channel. The generalization to the (1 -DN) channel is ;2.cm;ltiply Go by (I -asc)-' = (1 -DC)-'(I + 6"" + . . . +6sc(b-1)). Wolf and Ungerboeck refer to this inversion procedure as preceding (the procedure occurs before the channel) and this is standard terminology in the 805 magnetic recording area. Perhaps a more descriptive name is "postcoding" since the procedure takes place after the encoder. The magnitude code F = Go, and the Euclidean free distance is bounded below by the Hamming distance of Go. Wolf and Ungerboeck prove that this lower bound is achieved when the free distance of Go is even. They also prove that when the free distance of Go is odd the lower bound is one less than the true distance. They also prove (again for the 1 -D channel) that the constraint length of the code is bounded above by the constraint length of Go plus 1.
In our approach the free distance and the constraint length of the overall code is just a function of the magnitude code. In the approach taken by Wolf and Ungerboeck [ll] the relationship between the sign and magnitude codes must be studied to determine the distance and complexity.
The use of a preceded generator will generally imply that the generator will have rational terms; the encoding function is recursive (i.e., not freeback-free). The advantages and disadvantages of such encoders are described by Fomey [14] . Forney proves that every binary convolutional code has a systematic, nonfeedback-free encoder. Since the method of Wolf and Ungerboeck involves encoders with feedback, they rightfully chose the original matrix Go to be systematic; this has the possible advantage that the message appears as a subsequence of the magnitude codeword. One possible disadvantage of such encoders, as noted by Fomey, is that the average number of data errors associated with the most likely error events tends to be larger with such encoders. This is probably not a serious drawback in magnetic recording systems since the frequency of the error events is usually a more critical parameter of the system than the average bit error rate.
V. CLOCKSYNCHRONIZATION A. Choosing the Coset
Clock synchronization is maintained by eliminating long sequences of zeros as possible channel outputs. This is accomplished by choosing an appropriate coset of the sign code to generate the channel inputs.
We consider a rate k/n sign code with generator matrix G and a coset ai, i = 0,l; * *, n -1. We restrict our attention to lF,-sequences ai that are periodic and we are particularly interested in sequences for which this period is small. If the greatest common divisor (gcd) of the periods of the sequences ai is p then the decoder requires a trellis that is time-varying with period p. If ai = a'(D) = l/(1 + D) or 0 then the recording code is said to be stationary. Stationary recording codes should be used whenever possible.
Messages y' = (J$, yi, . * * ), yj = 0 or 1, determine n output sequences z', i = 0, 1, . . e, n -1, according to the rule Binet-Cauchy theorem (see for example Gantmacher [16, p. 9, vol. 11). Thus A = gcd( fi,. * . , fL) and we say that A is the content of Fck).
Clearly A = gcd(f,, f2, f3, f4) = 1 + D or (1 + D)*, and
Lemma 4: A divides det (I + 6 N).
Proof: The ordering of k-sets induces a natural ordering of (n -k)-sets; the ith (n -k)-set is just the complement of the ith k-set. Define an L x L matrix (I + SN)cnPk), where the ijth entry is the ijth (n -k) X (n -k) minor of I + 6 N. The identity
is a generalization of the usual expansion of the determinant in terms of 1 X 1 minors and (n -1) X (n -1) minors, and can be found in Gantmacher [16] or Aitken [17] . Now Since G is a basic encoder, the row space R(G) modulo 1 + D is three-dimensional over F, and so R(G) = w 1 mod(l + D) for some binary vector w of length 4. It is' straightforward to prove that A = (1 + D)'@ w= (1,1,1,1),(0,1,0,1),or(1,0,1,0) .
Next we consider the problem of finding a basic syndrome former for the magnitude code F = G(I + as,). The identity C(k)[C(n-k)]T = (det C)1 used to prove Lemma 4 will be applied again.
We write the generator matrix G for the sign code in the form 
The content A* of Ecnek) differs from the content A of Fck) by the multiplicative factor (1 + Dc)"-k-s. Lemma 7: Let d,jd21 * . . Idnpk be the invariant factors of E = H(I + as' + a*" + . *. +ascCb-n)', Then every invariant factor divides 1 + DC.
where A' is a unimodular k X k matrix and E' is a k X n polynomial matrix with a feedback-free, delay-free polynomial inverse E'-l. Since We specialize Theorem 8 to the case n = k + 1 and obtain the following corollary.
Corollary 9: Let G be a rate k/(k + 1) sign code and let A be the gcd of the k x k minors of the magnitude code F = G(I + P). Then G can be made zero-run length limiting by generating channel inputs using a coset We have shown how to eliminate arbitrarily long sequences of zeros as channel outputs by choosing an appropriate coset of the sign code to generate channel inputs. In this subsection we assume that an appropriate coset has been chosen and we consider the problem of finding the maximum zero-run length. Baumert, McEliece, and van Tilborg [18] considered the problem of symbol synchronization in convolutionally coded systems, and we shall follow their approach here.
Let If there are nontrivial invariant factors d,, then there exist messages mi, m", i = 0,l; * *, k -1, for which the corresponding codewords x, x' satisfy x # X' and (1 -
then the output sequence (1 -DN)x/2 is flawed. Sometimes it is possible to correct flaws by choosing an appropriate coset of the sign code (Example 3) and sometimes it is not possible (Example 4). The problem of distinguishing these two cases is addressed in Section VI. The problems presented by noncorrectable flaws can be finessed by observing that the fraction of messages of length M corresponding to flawed output sequences tends to 0 as M tends to co. The input to the encoder can then be constrained to avoid bad messages at some marginal loss in data rate. However it may be quite complicated to do this in practice.
However, magnitude codes with nontrivial invariant factors di have the following advantages. 1) As the degree of the polynomial X(D) = (1 + D')/d,-, decreases so does the degree of the smallest polynomial 1 + DP for which 1 + DP t X(D). It is easier to zero-run length limit sign codes for which d,-, is large. 2) Dividing the entries of the rows of the matrix E = H(I + PC + a*" + *.. +Ssc(b-l))T by the invariant factors di reduces the memory required by the syndrome former. This will reduce the maximum zero-run length.
If E' is a basic syndrome former for the magnitude code, then we may write
where Ei is an (n -k) x n matrix with all entries 0 or 1. We form the (n -k) X After pn calculations we know the maximum zero-run length.
Example: There are 128 rate l/2 sign codes for the (1 1 D)/2 channel that require a decoder with no more than eight states. There are 12 noncatastrophic codes with squared Euclidean distance d * = 6 and they are listed in Table I . Consider the first entry of this table.
A basic syndrome former for the magnitude code is A similar argument applies to the case C$k~~)/~g~~+i = 0 mod(l + 0). Note that since G is a basic encoder either the even columns are independent over F [ D] or the odd columns are independent (or both). Theorem 11 summarizes the above discussion. then since n = k + 1 is odd, Theorem 11: Let G be a noncatastrophic rate k/( k + 1) sign code for the (1 -D2)/2 channel, where k is odd. Let F = G( I + a2), and let A be the gcd of the k X k minors of F. then the modified code is no longer flawed and the minimum squared distance is 4. We leave it as an exercise for the reader to prove that if F is a generator matrix for a magnitude code and one column of F is identically zero, then the minimum squared distance cannot exceed 4.
VII. TABLES OF CODES
Generator polynomials for the codes listed below are given in octal form; the octal representation of D4 + D3 + D2 + 1 is 35. Codes with flaws that cannot be corrected by choosing an appromiate coset of the sign code to generate inputs are marked with a star. All flawed codes have the property that the fraction of messages of length M corresponding to flawed output sequences tends to 0 as M tends to co. (In Example 4 there are essentially four pairs of bad messages.) In practice it may be quite complicated to constrain the input to the encoder to avoid these bad messages. However, it is theoretically possible to do this at some marginal loss in data rate. We include codes for the 1 -D3 channel to illustrate Corollary 9 and to further illustrate the fact that flawed codes have good zero-run length properties.
VIII. CONCLUSION
Motivated by an idealized model of the magnetic recording channel, we have designed codes for a partial response channel with transfer function (1 -DN)/2. Channel inputs are generated using a nontrivial coset of a binary convolutional code called the sign code. The probability of decoder error is determined by the minimum squared Euclidean distance between outputs corresponding to distinct inputs. This Euclidean distance is bounded below by the free distance of a second binary convolutional code called the magnitude code. The coset of the sign code is chosen to limit the zero-run length of the output of the channel and we have shown how to select an appropriate coset. We have analyzed the performance of rate k/( k + 1) codes on the (1 -D)/2 and (1 -D2)/2 channels. Recording codes for which the magnitude code admits nontrivial invariant factors (that is, catastrophic magnitude codes) can outperform magnitude codes with trivial invariant factors.
One problem demanding further study is the design of trellis codes for partial response channels with more complicated transfer functions. We note that transfer functions arising in optical-magnetic recording need not involve (1 -D) as a factor. A first step would be to design codes for a transfer function f(D) = (ON1 -II) . . . (0% -I,) where Ni, Zi are positive integers.
A second problem is the design of codes with spectral nulls at certain frequencies. This is important when writing data on disks with an embedded servo system. There are fixed frequencies fi, f, and the servo signal e is the amplitude of fi minus the amplitude of fi. If e > 0 then the head is moved left and if e < 0 then the head is moved right. Recent work by Marcus and Siegel [19] and by Ancheta, Hassner, and Howell [20] concerns the encoding of input data as run-length limited sequences with spectral nulls at certain frequencies using finite state machines. These authors consider run-length limited sequences because they are trying to minimize intersymbol interference. An alternative approach is to combine a finite state machine with a code designed to exploit intersymbol interference. Since we are no longer concerned with run-length constraints the finite state machine may'well be less complicated.
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