We define a new local invariant (called degeneracy) associated to a triple (M, M , H), where M ⊂ C N and M ⊂ C N are real submanifolds of C N and C N , respectively, and H : M → M is either a holomorphic map, a formal holomorphic map, or a smooth CR-map. We use this invariant to find sufficient conditions under which finite jet dependence, convergence and algebraicity results hold. This paper is available via http://www.pacjmath.org/2001/201-2-7.html.
Introduction and statement of results.
In this paper, we discuss mappings of generic real submanifolds in complex spaces of different dimensions. We address the following specific problems:
• Give conditions which ensure that a mapping depends on its finite jet.
• Give conditions under which a formal mapping between real-analytic generic submanifolds is convergent. • Give conditions under which a map between algebraic submanifolds is algebraic. The first two questions have attracted considerable attention in the equidimensional case, and quite complete results have been obtained for the class of finitely nondegenerate manifolds (see [2] , [4] ), and more recently, for target manifolds of finite type in the sense of D'Angelo ([9] ) in [3] . Whether similar results hold for mappings of generic submanifolds of spaces of different dimension is an intriguing problem which leads to some new geometric notions. The third question has also been answered in terms of characterizing the algebraic manifolds on which every holomorphic map is algebraic (see especially [18] and [1] , [6] , [7] , [11] , [17] , [13] , [16] , [14] ). We give a new sufficient condition, which can be checked using finitely many derivatives. For the definitions of a generic and a CR-manifold as well as other basic definitions, we refer the reader to e.g., [5] .
Our starting point is the notion of (k 0 , s)-degeneracy. This is a local invariant associated to the triple (M, M , H), where M ⊂ C N and M ⊂ C N are generic C ∞ -submanifolds of C N and C N , respectively, through 0, and H : M → M is a map (for example, C ∞ -CR) which in loose terms measures how "flat" H(M ) is as a submanifold of M ⊂ C N . The numbers k 0 and s can be defined (at 0) as follows: If ρ 1 , . . . ρ d are defining functions for M , L 1 , . . . , L n is a local basis for the CR-vector fields on M , and H(0) = 0, then
where for a multi-index α ∈ N n we write L α = L α 1 1 · · · L αn n , and k 0 is the least integer k for which the maximum dimension on the right hand side of (1) is realized. Here we write N = n + d, where d is the codimension of M ; similarly, we shall write N = n + d , where d is the codimension of M . An extension of this definition is given in Section 2 in the context of formal submanifolds and formal maps, which allows us a unified treatment of realanalytic and smooth manifolds. This new notion is related to the concept of finite nondegeneracy of a real submanifold (which was introduced for hypersurfaces in [6] ), and we explore this relationship further in 2.4.
Particularly satisfying is the situation for mappings for which s = 0. We call such mappings "nondegenerate", or more specifically, k 0 -nondegenerate. These maps fulfill a sufficient condition to give a positive answer to all three points above; for example, every CR-diffeomorphism of class C k 0 of (k 0 -)finitely nondegenerate submanifolds of C N , as introduced for hypersurfaces by Baouendi, Huang and Rothschild [6] (we will define those in Section 2) is a k 0 -nondegenerate map. The other maps allowing for a further treatment are the ones which are of constant degeneracy (to be defined in Section 2 as well).
Let us recall that a formal holomorphic map H = (H 1 , . . . , H N ) : C N → C N at a point p 0 is an N -tuple of formal power series H j (Z) = α c j α (Z − p 0 ) α , and if H(p 0 ) = p 0 ∈ C N , we write H : (C N , p 0 ) → (C N , p 0 ) for such a map. If p 0 ∈ M , p 0 ∈ M then we say that H : (C N , p 0 ) → (C N , p 0 ) maps M into M if the following property is satisfied: If ρ = (ρ 1 , . . . , ρ d ) is a defining function of M and ρ = (ρ 1 , . . . , ρ d ) is a defining function of M (where d and d are the codimensions of M and M , respectively), then there is a d × d matrix A of formal power series such that ρ (H(Z), H(ζ)) = A(Z, ζ)ρ (Z, ζ) . (Here we are abusing notation: This equation shall hold in the sense of Taylor series.)
Let us recall that we say that M is of finite type at p (in the sense of Kohn-Bloom-Graham) if the CR and the anti-CR vectors together with their commutators of all length span the complexified tangent space of M at p. We prove the following theorems. If not stated explicitly otherwise, all submanifolds are assumed to be smooth and connected. Theorem 1. Let M , M be generic real-analytic submanifolds of C N and C N , respectively, p 0 ∈ M , M of finite type at p 0 , p 0 ∈ M , and assume that H : (C N , p 0 ) → (C N , p 0 ) is a formal holomorphic map which maps M into M and is k 0 -nondegenerate at p 0 . Then there exists a neighbourhood U of p 0 in C N on which H is convergent.
For the next theorem, we denote by j k p 0 f the k-jet of f at p 0 . Theorem 3. Let M , M be generic real submanifolds of C N and C N , respectively, p 0 ∈ M , such that M is of finite type at p 0 . There exists an integer K such that if H : U → C N is a holomorphic map defined on some neighbourhood U of p 0 with H(U ∩M ) ⊂ M and such that H is k 0 -nondegenerate at p 0 , and H is another holomorphic map defined on some neighbourhood
Theorem 3 is an immediate consequence of Theorem 2. The proof of Theorem 1 and Theorem 2 is given in Section 3. Theorem 3 together with the reflection principle in [12] yields the following. Note that the notion of nondegeneracy makes sense even for maps which are a priori only smooth up to a certain finite order, so that the statement of this corollary makes sense. The last result we prove about nondegenerate maps is an algebraicity theorem. Our next results are for hypersurfaces. They are valid either in the setting where N = N + 1, and the hypersurfaces are assumed to be Levinondegenerate, or, where the target hypersurface is strictly pseudoconvex and the source hypersurface is of finite type (and there are no restrictions on N ). In the case of Levi-nondegenerate hypersurfaces, we will consider maps H which are (CR) transversal (the formal definition of this property is given in Definition 19). We will refer to the following properties in the theorems below: (P1) M is strictly pseudoconvex at p 0 . (P2) N = N + 1 and M and M are Levi-nondegenerate at p 0 and p 0 , respectively, and H is transversal at p 0 . Theorem 6. Let M , M be real-analytic hypersurfaces in C N and C N , respectively, p 0 ∈ M , p 0 ∈ M , M of finite type at p 0 , and let H : (C N , p 0 ) → (C N , p 0 ) be a formal holomorphic map of constant degeneracy which maps M into M . Then there exists a neighbourhood U of p 0 in C N on which H is convergent given that either (P1) or (P2) holds.
Note that the case N = N + 1 is very special, as the following example shows.
Example 1.
Let M ⊂ C N be given by Im w = n j=1 |z j | 2 , and M ⊂ C N +2 be given by Im w = |z n+2 | 2 − n+1 j=1 |z j | 2 ("adding a black hole"). Then the
This example also shows that in general, algebraicity and dependence on jets of finite order for Levi-nondegenerate hypersurfaces can only be expected in the case N = N +1 (without further restrictions on the mappings, as for example nondegeneracy as introduced above). 
then H = H , provided that either (P1) or (P2) holds.
We also have the following algebraicity result. Case (i) below is actually contained in the results in [18] . Theorem 9. Let M and M be algebraic hypersurfaces in C N and C N , respectively, H a holomorphic map defined on some connected neighbourhood
Then H is algebraic, provided that either of the following additional properties hold:
(i) There exists a point p 0 in M where M is of finite type and M is strictly pseudoconvex at H(p 0 ); (ii) N = N +1, and there exists a point p 0 ∈ M at which H is transversal, and M and M are Levi-nondegenerate at p 0 and H(p 0 ), respectively.
Theorem 8 is again an immediate consequence of Theorem 7. In the case N = N + 1, with the assumptions of the theorem, s = 0 or s = 1 (see Lemma 20); the case s = 0 is covered by Theorems 2 and 3. The proofs of Theorems 6, 9 and 7 in the Levi-nondegenerate case are given in Section 4. The proof for strictly pseudoconvex hypersurfaces is given in Section 5.
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Formal holomorphic maps of constant degeneracy.

Some definitions.
In this section we want to give a short review of some basic definitions. We will be very brief, focusing mostly on the facts which we shall need later on. The purpose of this section is mainly for reference. A thorough discussion of the definitions given here can be found in e.g., [3] . 
where A(Z, ζ) is a d × d matrix of formal power series in (Z, ζ). If in addition d = d and H is a formal holomorphic change of coordinates, then det A(0, 0) = 0, so that A is an invertible matrix of formal power series.
We work with formal power series since if we want to handle C ∞ -submanifolds, then they are a convenient way of keeping track of all equations which we arrive from by repeated differentiation. This brings us to the subject of formal vector fields. A formal vector field X is an operator of the form
where a j (Z, ζ) and b j (Z, ζ) are formal power series. One checks that the formal vector fields are exactly the derivations of the A formal CR-vector field tangent to M is a formal vector field of type (0, 1) tangent to M . We write D 0,1 M for the formal CR-vector fields tangent to M . This is a C[[Z, ζ]]-module. Finally, we say that L 1 , . . . , L n (where n = N − d) is a basis of the formal CR-vector fields tangent to M if they generate the quotient module D 0,1 M /ID 0,1 M . For the anti-CR-vector fields tangent to M (that is, the formal vector fields of type (1, 0) tangent to M ) we write D 1,0 M , and set D M = D 0,1 M ⊕ D 1,0 M . For the Lie algebra generated by D M , we write g. We say that M is of finite type (at 0) if dim C g(o) = 2n + d.
Formal normal coordinates.
Let M be a generic formal submanifold of codimension d. Then after a formal holomorphic change of coordinates we can assume Z = (z, w) = (z 1 , . . . , z n , w 1 , . . . , w d ) ∈ C n ×C d (for the corresponding ζ we write ζ = (χ, τ )) and that I is generated by d functions
In that case, another useful set of generators is given by τ j = Q j (χ, z, w), j = 1, . . . , d. We shall call such coordinates formal normal coordinates. We can use them in order to parametrize M : Under this, we will understand the ring isomorphism
or
Note that a basis of CR-vector fields tangent to M is given by
For a multi-index α = (α 1 , . . . , α n ) ∈ N n we write L α = L α 1 1 · · · L αn n . Let now φ(z, w, χ, τ ) be a formal power series. We want to relate the image of φ in the parametrization of M given by (9) with its derivatives along CR-directions. Expand φ as a series in
Now the s α are obtained by partial differentiation:
The last equality is proved by induction on |α| and its proof is left to the reader.
2.1.3.
Segre-mapppings and a finite type criterion. Again, we are considering a generic formal submanifold M ⊂ C N of codimension d. Assume that formal normal coordinates (z, w) as in 2.1.2 have been chosen, along with the corresponding (vector valued) function Q(z, χ, τ ) ∈ C[[z, χ, τ ]] d , fulfilling (7) , such that I (the ideal associated to M ) is generated by
We will write (z,
These mappings have the property that for every k ≥ 0, and for every f ∈ I,
We shall need the finite type criterion of Baouendi, Ebenfelt and Rothschild, which we state here for reference; see e.g., [3] or [5] .
Let F : C p → C r be a formal mapping, that is, an r-tuple of formal power series in p variables (x 1 , . . . , x p ). We denote by rk F the rank of the Jacobian matrix of F over the quotient field of the ring of formal power
Note the following consequence for real-analytic submanifolds: There exist points (z 0 , ξ 0 ) ∈ C n × C 2k 1 , arbitrarily close to 0, such that the function v 2k 1 has a holomorphic right inverse ψ :
This follows from the inverse function theorem and Theorem 10.
Constant-rank submodules.
We are now considering a free module
. . , e l , e l+1 ∈ E, where e j = (e 1 j , . . . , e k j ), every subminor of length l + 1 of the matrix (e n m ) 1≤m≤l+1,1≤n≤k is an element of I. We may refer to a submodule of constant rank l as a formal vector bundle over M . This is also highlighted by the following Lemma, which can be thought of as a characterization of the bases of sections of a formal vector bundle. ζ] ] such that l m=1 a n v j m = e j , j = 1, . . . , l. Now consider e = e − j a j v j ∈ E. We want to show that the components of this vector are elements of I; this is clear for the first l components (which are 0, after all). Taking a subminor of length l + 1 of the matrix 
which contains the first l columns and developing it along the last row, by assumption we have that
which implies e j ∈ I since the determinant in (16) 
and we usually think of it as a row vector. So
We define an ascending chain of submodules
The chain E k (0) of subspaces of C N will stabilize, say at the index k 0 , that is, ζ] ] N as a free module over a Noetherian ring is Noetherian itself; say E = ∪ k E k , and there is some
. We then say that H has formal degeneracy (k 0 , s) (at 0) or shortly, that H is (k 0 , s)-degenerate (at 0). If E is of constant rank N − s over I, we say that H has constant degeneracy s and that H is constantly ζ] ] N , H has automatically constant degeneracy 0.
Note that if H is of constant degeneracy, then the submodule E k 0 will actually generate E up to vectors whose components are in I (this follows from matrix manipulations, see Lemma 12) . However, in general, we do not know whether k 0 = k 0 . Clearly, the degeneracy s fulfills the inequality 0 ≤ s ≤ N − d . Without further restrictions on M , M and H, this is the best we can hope for, as the example of a Levi-flat submanifold as the target shows: If M is defined by the equations Im
We will now show that Definition 13 is actually independent of choices of formal coordinates and generators. First consider a different set of genera-
Taking the complex gradient, we obtain
Now the first sum in (19) is a vector whose entries are elements of I . We
where ζ] ] N for each k, which implies that dim E k (0) = dim E k (0) = e and that E k is of constant rank e if and only if E k is. This shows that the choice of defining function does not matter.
Note that Definition 13 is independent of the choice of formal holomorphic coordinates in C N ; that follows easily from the fact that such a biholomorphic change of coordinates F pushes formal CR-vector fields tangent to M to formal CR-vector fields tangent to F (M ). The independence from choice of formal holomorphic coordinates in C N is proved in the next Lemma. 
Proof. Let ρ be the fixed generators for the ideal I representing M in the coordinates Z . Then we can choose ρ = F ρ as generators for
We now take the complex gradient, and use the chain rule to obtain
Pulling (22) to M and applying CR-vector fields tangent to M , we obtain (21), since all (0,1)-vector fields annihilate the entries of the matrix ∂F ∂Z (H(Z)). We have already shown above that if we choose different generators for I in the same variables, the spaces E k are equal modulo IC[ [Z, ζ] ζ] ] N into itself. So Definition 13 is in fact independent of all the choices made there. The next Lemma, the proof of which we leave to the reader, gives a means of actually computing with Definition 13. (18) . Then E k (0) = F k (0), and E k is of constant rank over I if and only if F k is; hence, in order to determine the degeneracy of H, it suffices to consider the F k .
We now want to give a different characterization of the degeneracy s in the case of constant degeneracy. For that, we will formulate the conditions of Definition 13 in terms of formal normal coordinates (see 2.1.2). So I is generated by the functions ρ j = w j − Q j (z , χ , τ ), j = 1, . . . , d , and we will write H = (f, g) = (f 1 , . . . , f n , g 1 , . . . , g d ) for H in these normal coordinates. The complex gradient is easily computed to be
where e j is the jth unit vector in C d . In particular, the last d entries of any CR-derivative of length bigger than 0 of any ρ j,Z (H(Z), H(ζ)) will be 0. We will write
. So H is of constant degeneracy s if and only if (after possibly reordering the z variables) there exist t = n − s multi-indices α 1 , . . . , α t ∈ N n and integers
More specifically, if H is constantly (k 0 , s)-degenerate, one of the α t must have length k 0 . We can use this to formulate the following technical result: Lemma 16. Assume that normal coordinates (z, w) and (z , w ) have been chosen for M and M , respectively, that L 1 , . . . , L n is a basis of the (formal) CR-vector fields tangent to M and that w j −Q j (z , χ , τ ) are generators of I as in 2.1.2. Let H : M → M be of constant degeneracy s, let t = n − s, and write H Q j,z k = φ k j . We can choose t multi-indices α 1 , . . . α t , and integers l 1 , . . . , l t , 1 ≤ l j ≤ d , such that (after possibly reordering the z variables) the vectors
where
and ∆ mk (z, w)
and where the means that this column has been dropped. More specifically, if H is constantly (k 0 , s)-degenerate, then the α j can be chosen to fulfill 1 ≤ |α j | ≤ k 0 , and the same choice of α j is possible for every map H : M → M (of constant degeneracy) agreeing with H up to order k 0 .
Proof. We will be using the parametrization of M as in 2.1.2. Note that by (7) , for a formal series φ(z, w, χ, τ ) ∈ I, φ(z, w, 0, w) = 0. We use this in (25). Developing the resulting determinant along the last row, we see that for every β ∈ N n , for every l, 1 ≤ l ≤ d , and for every k, t
where ∆ and ∆ mk are defined by (27) and (28), respectively. Recalling (12) we conclude that
This immediately implies (26). The last statement follows from the construction.
We are now going to characterize the degeneracy s of a mapping of constant degeneracy in terms of certain formal holomorphic vector fields. These results generalize some results about holomorphic nondegeneracy (defined in [15] ) which can be found in e.g., [5] . 
where a j ∈ C[[Z]] (called the coefficients of X), with the property that for ev- H(ζ) ) ∈ I. We say that a set {X 1 , . . . , X l } of such formal holomorphic vector fields is linearly independent if their coefficients evaluated at 0 form a linearly independent set of vectors in C N .
If H is an immersion, one can associate to X as in Definition 17 a formal holomorphic vector field in C N in the following way. Proof. Let s denote the dimension of the space on the right hand side of (32). From Lemma 16 we see that there are at least s linearly independent holomorphic vector fields along H tangent to M along H(M ), so that s ≤ s. In fact, choosing local holomorphic coordinates (z, w) for M , (z , w ) for M and a defining function Q = (Q 1 , . . . , Q d ) for M as in Lemma 16, we have that the formal holomorphic vector fields , and let ρ = (ρ 1 , . . . , ρ d ) be a set of generators for I . We
Applying CR-vector fields L 1 , . . . , L r tangent to M to (34), we see that
Evaluating (35) at 0, we conclude that dim C E k (0) ≤ N − s for all k. Hence, s ≤ s, and the proof is complete.
Note that the second part of the proof of Proposition 18 shows that if we denote the dimension of the space on the right hand side of (32) by s, then the degeneracy s of a formal map H always satisfies s ≤ s, whether the degeneracy is constant or not.
We now want to relate our notion of nondegeneracy of a map with the notion of finite nondegeneracy of manifolds. In particular, we give a bound on the degeneracy for a certain class of maps between finitely nondegenerate manifolds.
Finitely nondegenerate manifolds.
The notion of finite nondegeneracy was introduced for hypersurfaces in [6] , and has been used extensively in the study of mapping problems. We say that a generic submanifold is finitely nondegenerate (or, more specifically, 0 -nondegenerate) if its identity map is 0 -nondegenerate in the sense of Definition 13. For the original definition, see e.g., [5] , Chapter IX. By the chain rule we see that if there is a k 0 -nondegenerate map into some generic formal submanifold M ⊂ C N , then M is 0 -nondegenerate for some 0 ≤ k 0 . In fact, we also see that every formal biholomorphism between generic formal submanifolds M ⊂ C N and M ⊂ C N of the same codimension which are 0 -nondegenerate is in fact In order to use finite nondegeneracy of submanifolds to put bounds on the degeneracy, we need the mapping to fulfill another crucial property, which we will introduce next. 
Applying CR-vector fields L 1 , . . . , L r tangent to M to (36), we see that
By hypothesis, if evaluated at 0, the dimension of the space spanned by the vectors on the right hand side of (37) is N . On the other hand, the span of the vectors L 1 · · · L r ρ j,Z (H(Z), H(ζ)) evaluated at 0 has dimension N − s, where s is the degeneracy of H. Hence, (37) implies that N ≤ N − s, which is the inequality claimed.
Real-analytic and smooth submanifolds.
We now want to apply the theory developed above to smooth submanifolds of C N and C N . To M and M we associate formal submanifolds of C N and C N , respectively, by choosing holomorphic coordinates Z and Z in C N and C N , respectively, in which p 0 = 0 and p 0 = 0 and assigning them the ideals I ⊂ C[[Z, ζ]] and I ⊂ C[[Z , ζ ]] which are generated by the Taylor series of their defining functions. H corresponds to a formal holomorphic map-by its Taylor expansion, if it is holomorphic, and by its formal holomorphic power series (see [5] , §1.7.) if it is C ∞ -CR. Also, a local basis L 1 , . . . L n of the CR-vector fields tangent to M gives rise (by taking the Taylor expansion of the coefficients) to a basis for the formal CR-vector fields tangent to the formal manifold M.
Abusing notation, we shall always use the same letters to denote the formal object associated to a concrete object; this will cause no confusion, since the operations done on them clearly distinguish the two classes.
Choose defining functions ρ = (ρ 1 , . . . , ρ d ) for M and a local basis L 1 , . . . , L n for C ∞ (M, V(M )). As above, for a multi-index α ∈ N n , we write L α = L α 1 1 . . . L αn n . After possibly shrinking U , we can define the vector subspaces
We can then say that H is of degeneracy s(0) at 0, and that H is of constant degeneracy s at 0 if s(p) is constant on a neighbourhood of 0 in M . By taking k 0 to be the least integer for which E k (0) = E k 0 (0) for k ≥ k 0 , we can also define the finer invariant of (k 0 , s)-degeneracy, like in Definition 13. Just as in the case of formal degeneracy, one sees that this definition is in fact independent of the choices made, and invariant under biholomorphic changes of coordinates in both C N and C N .
Finally, as noted above, the notion of k 0 -nondegeneracy makes sense for mappings which are a priori only assumed to be C k 0 . This was used in [12] to prove a reflection principle, and is used in the statement of Corollary 4.
In the case of real-analytic submanifolds, we can give generic bounds on both k 0 and s (under some additional assumptions), which we want to do now. The proof is immediate from Lemma 20. We are now going to derive a bound on k 0 . Assume for simplicity that 0 ∈ M , 0 ∈ M , and that H(M ) ⊂ M with H(0) = 0. Also let normal coordinates (z, w) for M and (z , w ) for M with corresponding real-analytic functions Q : C 2n+d → C d and Q : C 2n +d → C d (each defined and convergent in a neighbourhood of 0 ∈ C 2n+d and 0 ∈ C 2n +d ) be chosen. That is, both Q and Q fulfill (7) , M is given by w = Q(z, z, w) in a neighbourhood of 0, and M is given by w = Q (z , z , w ). As in 2.3, we write H = (f, g) w, z, w) . If H is of constant degeneracy s at 0, say H is (s, k 0 )-degenerate at 0, then after reordering we may assume that (writing e = n − s) the vector valued functions
where e j is the jth unit vector in C d , are real-analytic at 0 ∈ C N ; they are clearly linearly independent at 0, and furthermore, if we choose the basis of CR-vector fields tangent to M
and let L α = L α 1 1 · · · L αn n , then the set {L α φ j 0 : α ∈ N n , 1 ≤ j ≤ d } spans C N −s . Now we can complexify all of these statements. So we let
and if we denote the complexification of φ j again by φ j , then we have that the set {L α φ j 0 : α ∈ N n , 1 ≤ j ≤ d }, spans C N −s . Now note that we can restrict our attention to M 0 in this statement, since none of the L k differentiates in z or w; hence, we have that
We now apply e.g., Lemma 11.5.4 . in [5] to conclude that generically, the derivatives of φ j (0, 0, χ, 0) up to order N − s − d span C N −s ; which in turn implies that generically, k 0 ≤ N − d − s. We summarize: 
Nondegenerate mappings.
In this section we shall discuss nondegenerate mappings. We start with the "basic identity", and in the next subsection, prove Theorems 1, 2, and 5.
3.1. The basic identity. We write K(t) = |{α ∈ N N : |α| ≤ t}| for the number of all multi-indices of length less than t. For a multi-index α, ∂ α denotes the operator ∂ |α| ∂Z α . The following proposition is our starting point.
Proposition 25 (Basic identity for nondegenerate maps). Let M ⊂ C N , M ⊂ C N be generic formal submanifolds, H : M → M a formal holomorphic map which is k 0 -nondegenerate. Then there exists a formal function Ψ : Proof. Choose a basis L 1 , . . . , L n of the CR-vector fields tangent to M and defining functions ρ = (ρ 1 , . . . , ρ d ). By Lemma 15, we can choose N multiindices α 1 , . . . α N and integers l 1 , . . . , l N with 0 ≤ |α j | ≤ k 0 , 1 ≤ l j ≤ d for all j = 1, . . . , N such that
We write Φ j (Z, ζ, H(Z), H(ζ), (∂ β H(ζ) H(ζ) ) ∈ I for 1 ≤ j ≤ N ; using the chain rule, we see that
where W are variables in C (K(k 0 )−1)N . We make a change of variables by replacing W by W + ∂ β H(0) 1≤|β|≤k 0 and write again Φ j in these new variables; hence, Φ j (Z, ζ, H 
; also, Φ j depends only on M , M , and on the values of ∂ β H(0) for |β| ≤ k 0 . Now consider the equations
We claim that this family of equations has a unique solution in Z . In fact, if we compute the Jacobian of (45) with respect to Z at 0, by the definition of Φ j and using (44), we see that the Jacobian matrix
is nonsingular. It follows by the formal implicit function theorem that there exist N unique formal power series Ψ j ∈ C[[Z, ζ, ζ , W ]], j = 1, . . . , N , with the property that Φ j (Z, ζ, Ψ 1 (Z, ζ, ζ , W ) , . . . , Ψ N (Z, ζ, ζ , W ), ζ , W ) = 0.
We recall that Φ j (Z, ζ, H(Z), H(ζ), (∂ β H(ζ) − ∂ β H(0)) 1≤|β|≤k 0 ) ∈ I; if we replace Z and ζ by a parametrization (as, for example, in 2.1.2) of I, say Z(x) and ζ(x), we conclude that Φ j (Z(x), ζ(x), H(Z(x)), (∂ β H(ζ(x)) − ∂ β H(0)) 1≤|β|≤k 0 ) = 0. It follows that H j (Z(x)) = Ψ j (Z(x), ζ(x), H(ζ(x)), (∂ β H(ζ(x)) − ∂ β H(0)) 1≤|β|≤k 0 ), 1 ≤ j ≤ N . Passing back to the ring C[[Z, ζ]], we conclude that Ψ = (Ψ 1 , . . . , Ψ N ) fulfills (43).
By construction, the map Φ depends only on M , M , and ∂ β H(0), 0 ≤ |β| ≤ k 0 . The same choice of α 1 , . . . , α N and l 1 , . . . l N works for every other map H with ∂ β H (0) = ∂ β H(0), |β| ≤ k 0 . Finally, if M and M are real analytic or algebraic, we can choose the defining functions and the basis of CR-vector fields to be real-analytic (or algebraic, respectively) and the last two claims of Proposition 25 follow since those classes of maps are closed under application of the implicit function theorem.
We shall need some formal vector fields tangent to M , which will help us to exploit (43). Let ρ = (ρ 1 , . . . , ρ d ) be a real-analytic defining function for M . After renumbering, we may assume that ρζ = ∂ρ j ∂ζ k 1≤j,k≤d is invertible;
Then S j is a (formal) vector field tangent to M , and its coefficients are convergent, if M is assumed to be real-analytic, and algebraic functions if M is assumed to be algebraic. If for α ∈ N N we
Applying these vector fields repeatedly to (43) and using the chain rule we get the following Corollary to Proposition 25.
Corollary 26. Under the assumptions of Proposition 25, the following holds: For all α ∈ N N , there exists a formal function Ψ α : C N ×C N ×C K(k 0 +|α|)N → C N which is polynomial in its last (K(k 0 + |α|) − K(k 0 ))N entries such that
The next step is to repeatedly use (47) on the Segre sets. Recall (13a) and (14) . Hence, choosing normal coordinates Z = (z, w), ζ = (χ, τ ), we have that f (z, 0, 0, 0) = 0 for all f ∈ I. Applying this fact to (47), we conclude that ∂ α H(z, 0) = Ψ α (z, 0, 0, 0, 0, (∂ β H(0)) k 0 <|β|≤k 0 +|α| ).
Note that the evaluation occuring causes no problems, since by Corollary 26, Ψ α is a polynomial with respect to these variables. Hence the right hand side of (48) defines a formal map C n → C N , is convergent if M and M are real-analytic, and algebraic, if M and M are algebraic. This is the case k = 0 of the following Corollary (we are using the notation introduced before (14)):
Corollary 27. For all α ∈ N N , there exists a formal function Υ k,α : C kn → C N which depends only on M , M , and the derivatives ∂ β H(0) for |β| ≤ (k + 1)k 0 + |α| such that Proof. We note that (48) is just the case k = 0. We are doing induction on k. Assume the Corollary holds for k < k . By (47),
Note that the compositions occuring on the right hand side are all welldefined. We now plug the induction hypothesis (49) for k = k − 1 into (50). In fact, conjugating (49) and replacing (z, ξ) by (ξ ), we get that
Now the highest order derivative we need is |β| = k 0 + |α|, which by assumption depends on the derivatives of H of order up to (k + 2)k 0 + |α|. This finishes the induction.
Proof of Theorems 1, 2, and 5.
We start with Theorem 1. We use Corollary 27 for k = 2k 1 − 1, where k 1 is the integer given by Theorem 10. Since the manifolds are assumed to be real-analytic, Υ 2k 1 ,0 is convergent in a neighbourhood of the origin. By Theorem 10, we can choose (z 0 , ξ 0 ) in this neighbourhood with v 2k 1 (z 0 , ξ 0 ) = 0 and such that the rank of v 2k 1 is N at (z 0 , ξ 0 ). As in the remark after Theorem 10, this implies that there is a holomorphic function ψ defined in a neighbourhood of 0 ∈ C N such that ψ(0) = (z 0 , ξ 0 ) and v 2k (ψ(Z)) = Z. Hence,
Since the right hand side of (52) is convergent, so is the left hand side. This completes the proof of Theorem 1. Now assume that H is C ∞ -CR and that M and M are smooth. Its associated formal holomorphic power series is then a formal holomorphic map between the formal submanifolds associated to M and M (see the remarks in 2.5). We use Corollary 27 for k = k 1 − 1, where k 1 is the integer given by Theorem 10. Now set K = k 1 . Then Corollary 27 implies that
But rk(v k ) = N , which by e.g., Proposition 5.3.5. in [5] implies that H = H in the sense of equality of formal power series, which finishes the proof of Theorem 2.
Theorem 5 follows from Corollary 27 exactly like Theorem 1; we just note that it is enough to check that H is algebraic on some open set U containing the point p 0 where H is assumed to be k 0 -nondegenerate.
Levi-nondegenerate hypersurfaces.
The case N = N + 1.
In this section, we will assume that M and M are hypersurfaces, i.e., d = d = 1. In addition, we assume that they are Levi-nondegenerate (at our distinguished points). We start with a couple of general facts. 4.1. Levi-nondegeneracy. In normal coordinates, which we choose at our distinguished points p 0 and p 0 , M being Levi-nondegenerate means that we can assume
where every k is either +i or −i, and likewise for M . Here is an easy technical result about the pullback of the Levi form by a map H in normal coordinates, which we will use in the proof of Proposition 30. Q(z, χ, 0) ), f(χ, 0), g(χ, 0)). Differentiation with respect to z j and χ k and evaluating at z = χ = 0 yields (55). This has the following consequence: has rank n. But by (55),
This implies that if H is transversal, the rank of ∂f (0) is at least n, which proves the corollary.
The basic identity for 1-degenerate maps.
From now on we shall assume that N = N + 1. Note that in the Levi-nondegenerate case,
By Lemma 20, if N = N + 1 and H is transversal, the degeneracy s of H at p 0 is either 0 or 1. In the case s = 0, we can apply Theorem 1 and 2 to obtain Theorem 6 and 7, since by Theorem 10 we see that K ≤ 2 if the source manifold is a hypersurface. Hence, from now on we will assume that s = 1. In this subsection, we will develop a basic identity for 1-degenerate maps between Levi-nondegenerate hypersurfaces. From (59) we see that in Lemma 16 we can choose α j to be the multi-index with a 1 in the i-th spot and 0 elsewhere and reorder the z 's, to get that after barring (26),
. .
, this matrix evaluated at (z, w, 0, w),
Since H maps M into M , the chain rule implies that we have formal functions Φ 1 , . . . , Φ n such that Φ j (Z, ζ, H(Z), H(ζ), ∂H(ζ)) = L j Q (f (z, w), f (χ, τ ), g(χ, τ )) which are convergent if M and M are, and are polynomial in the derivatives of H. As in the proof of Proposition 25 we obtain functions
From (60) 
in C[[Z, ζ, Z , ζ , T, U, W, W ]]. We claim that we can apply the implicit function theorem to (67) to see that this system admits a unique solution in Z . In order to compute the Jacobian of (67) with respect to Z , first note that since Υ Z N +1 (0, 0, 0, 0, 0) = 0 and Z N +1 does not appear in any of the Φ j , it is enough to show that the determinant
is nonzero. Note that Φ k,Z j = j f j,z k (0), that Υ Z j (0) = − j ∆ j (0) for 1 ≤ j ≤ n and Υ Z N (0) = N ∆(0). To simplify notation in the following argument, we write ∆(0) = −∆ N (0). Developing D along the last row and using (62) and (64) we see that
We apply the Cauchy-Binet Formula to (69) to see that ±D is equal to the determinant of
The Cauchy-Binet formula tells us that in order to compute the determinant of this product, we just need to take the sum of the products of the determinants of square matrices obtained from A and BC by deleting a column in A and the corresponding row in BC; but this sum is just the sum in (69). Now apply Lemma 28 to see that the determinant of (70) is just ±ig w (0) which we assume to be nonzero. Hence, the claim is proved, and summarizing, we have proved the following. Differentiating this identity as in the proof of Corollary 26 we obtain the following.
Corollary 31. Under the assumptions of Proposition 30, the following holds: For all multi-indices α ∈ N n , there is a formal function Ψ α : C N × C N × C N +1 ×C N +1 ×C (K(1+|α|)−1)(N +1) ×C K(|α|) ×C N +1 ××C (K(1+|α|)−1)(N +1) → C N +1 which is polynomial in its 6th, 7th and 10th variable such that The main difference between (47) and (72) is that in (72) the argument (0, τ) appears. This means that we can only iterate (71) once, and hence we can determine H from its 2-jet at 0 only on the 2nd Segre set. This is the main reason why we have to restrict to hypersurfaces here. The proof of this corollary is by induction just as in Corollary 26 and left to the reader. Theorem 7 in the case s = 1 follows from Corollary 32 just as Theorem 2 follows from Corollary 26. Theorem 9 also follows easily from Corollary 32 since by Lemma 22 we can always pass to a point where H is of constant degeneracy. However, since we can only work on the second Segre set, we have to work a little harder for Theorem 6. We are basically following an argument given in [2] .
Proof of Theorem 6. From Corollary 32 we conclude that
where H j (z) = 1 j! H w j (z, 0) is convergent. We now want to solve the equation w = Q(z, χ, 0) for χ in w. Choose a χ 0 such that the function φ(z, t) = Q(z, χ 0 t, 0), which is defined in a neighbourhood of the origin in C n × C, has a derivative in t which is not constantly vanishing. We write φ(z, t) = ∞ j=1 φ j (z)t j (75) and define a convergent power series ψ(z, t) = t + ∞ j=2 C j (z)t j where C j (z) = φ j (z)φ 1 (z) j−2 for j ≥ 2. By the implicit function theorem, the equation w = ψ(z, t) has a solution t = θ(z, w) which is convergent in a neighbourhood of the origin in C n × C. Then t = φ 1 (z)θ(z, w φ 1 (z) 2 ) solves w = Q(z, χ 0 t, 0). By changing θ, we can assume that φ 1 (z) = A(z) is a Weierstrass polynomial. Hence we conclude that
where F is now a function which is convergent in a neighbourhood of the origin in C N . We expand F in the following way: F (z, t) = ∞ j=1 F j (z)t j . Comparing coefficients in (76), we conclude that H j (z) = F j (z)A(z) −2j . We now apply the division theorem to see that where r j (z) is a (C N +1 -valued) Weierstrass polynomial of degree less than 2jp where p is the degree of the Weierstrass polynomial A(z). Furthermore, we have the inequality B j (z) ≤ C j F j (z) (78) which holds for z in a neighbourhood of the origin, with some constant C (see e.g., [10] , Theorem 6.1.1.). Since H j is convergent, we conclude that r j is the zero polynomial. So H j (z) = B j (z) and from (78) we finally conclude that H(z, w) is convergent in a neighbourhood of the origin.
Strictly pseudoconvex targets.
We will just indicate how to derive a basic identity in this case; the proof is then finished by exactly the same arguments as in the Levi-nondegenerate case. By the Chern-Moser normal form ([8]), we can in particular assume that the target hypersurface is given in normal coordinates (z , w ) by w = Q (z , χ , τ ), where Q (z , χ , τ ) = τ + i z , χ + α,β,γ |α|,|β|≥2
the implicit function theorem to solve the system Φ j (Z, ζ, Z , ζ , W ) = 0, 1 ≤ j ≤ t, Υ k (Z, ζ, Z , ζ , S, T, W ) = 0, 1 ≤ k ≤ s, (82) Z N = Q (Z 1 , . . . , Z n , ζ ), uniquely in Z . First note that Φ j,Z N (0) = Υ k,Z N (0) = 0 for 1 ≤ j ≤ t, and 1 ≤ k ≤ s. So we only need to consider the Jacobian of (Φ 1 , . . . , Φ t , Υ 1 , . . . , Υ s ) with respect to (Z 1 , . . . , Z n ). Now Φ j,Z (0) = ξ j , and a little computation shows that Υ k,Z (0) = (∆ 1 (0), . . . , ∆ t (0), 0, . . . ∆(0), . . . , 0), where the ∆(0) appears in the (t + k)-th spot, 1 ≤ k ≤ s. Recall that ξ k j = 0, j > k, by our choice of coordinates. Writing out the determinant we see that indeed the implicit function theorem applies. This gives the desired basic identity.
