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Abstract
In this paper we are going to generalize Gromov’s mm-Reconstruction theorem (cf. [Metric Structures for Rie-
mannian and Non-Riemannian Spaces, Birkhäuser, Basel, 1999] 3 1
2
.5) to a probability measures on the spaces of
mm-spaces. And for this purpose, we give alternative proof of mm-Reconstruction theorem.
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1. Introduction
The subject of this article is a random mm-space. Gromov considered in [2] a random n-tuple of points
on an mm-space and proved that the distribution of their mutual distances over all n determines the mm-
space, which is called mm-Reconstruction theorem in [2] 3 1
2
.5. The main result here is a randomized
version of his theorem, i.e., a reconstruction of a probability measure on the space of mm-spaces.
The mm-Reconstruction theorem asserted the following. Let (X,dist,µ), (X′,dist′,µ′) be mm-spaces
with µ(X) = µ′(X′) = 1. Then, µX
r
= µX′
r
for any r implies X ∼= X′. Here an mm-space is a triple
(X,dist,µ), where (X,dist) is a complete separable metric space and µ is a finite Borel measure on
(X,dist). And the measure µX
r
is a measure on Mr , the set of all r × r matrices, which is defined as a
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Kr :X × · · · × X︸ ︷︷ ︸
r
→ Mr, {xi}ri=1 →
(
dist(xi, xj )
)
ij
.
Furthermore, (X1, d1,µ1) is mm-isomorphic to (X2, d2,µ2) if there exist an isometry ϕ between Suppµ1
and Suppµ2 such that ϕ∗(µ1) = µ2 and we denote as X1 ∼= X2. From the definition, for any mm-space X,
(X,dist,µ) is mm-isomorphic to (Suppµ,dist,µ). So from now on, we assume that X has a full support
(i.e., X = Suppµ).
Here we consider the space χ of all mm-spaces, put a metric 1 on χ following Gromov (cf. [2] 3 12 .3)
and take a probability measure ν on χ . Averaging the measure µX
r
, that is to consider νr :=
∫
χ
µX
r
dν(X),
we again obtain a measure on Mr . Let χ1 denote the set of all mm-spaces with probability measures.
Then, the main result of this paper is the following.
Theorem 1.1 (Main theorem). Let ν, ν ′ be Borel probability measures whose supports are in χ1. If νr = ν ′r
holds for any r , then ν = ν ′. Here, νr :=
∫
χ
µX
r
dν(X).
In this context, the mm-Reconstruction theorem corresponds to the case when the probability mea-
sure ν is a δ-measure on χ . Since the measure νr is the average of µXr , it may seem at first sight less
informative compared to before the procedure. However, the main theorem says that similarly to the
mm-Reconstruction theorem, if we are given the measures νr for any r , we are able to reconstruct the
probability measure ν from them.
The key of the proof of the main theorem is the fact that the family of measures µX∞ (X ∈ χ) on M∞,
which can be constructed from µX
r
(r ∈N), are mutually singular and that these measures are on disjoint
sets which correspond to uniformly distributed sequences in each spaces. For this reason, no information
is lost during the averaging process and the initial measure is fully recovered by means of a mapping
reducing each set to a single point.
The fact that µX∞ are mutually singular can also be proved by using the fact that measures µ
X
∞ (X ∈ χ)
are ergodic invariant measures with respect to the action of infinite symmetric group S∞ to M∞. In this
point of view, the main theorem can also be regarded to state the uniqueness of the ergodic decomposi-
tion (where we mean the decomposition by not all the ergodic invariant measures but its subset) of S∞
invariant measure ν∞. For this reason, there is a possibility of an existence of another proof by using a
general tool such as Choquet’s theorem. But the non-compactness of the space M∞ and the property that
the group S∞ is too big make it difficult. It will be a further problem to work from this point of view.
To think the probability measure ν on the space χ of all mm-spaces, we need a σ -field on it. Here
we use a metric λ on χ introduced by Gromov and our probability measure ν is a Borel measure with
respect to this metric. Furthermore, to think the integral
∫
χ
µX
r
dν(X), the measurability of its integrand
becomes an issue, so we will discuss them in Section 3.
2. Proof of mm-Reconstruction theorem
To generalize the mm-Reconstruction theorem to the probability distribution of mm-spaces, we need
alternative proof of mm-Reconstruction theorem. In this section, we give alternative proof of the mm-
Reconstruction theorem.
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2
.7, [5]). Let (X,dist,µ), (X′,dist′,µ′) be mm-
spaces with µ(X) = µ′(X′) = 1. Then, µX
r
= µX′
r
for any r implies X ∼= X′.
Proof. First, we introduce some notations. M∞ denotes the set of all infinite matrices. (Here we give
the topology as a projective limit of Mr .) XN denotes the set of all the sequences {xi}∞i=1 in X and we
give the product measure µN on it. We define the map KX∞ :XN → M∞ as {xi}∞i=1 → (dist(xi, xj ))ij and
µX∞ := K∞∗(µN).
We divide the proof into some lemmas.
Lemma 2.2. If µX
r
= µX′
r
for any r , then µX∞ = µX
′
∞.
Proof.
Xr
Kr
Xr+1
Kr+1
U ⊂ Mr Mr+1πr,r+1
Let Xr be the r product of X, the map Xr+1 → Xr meaning the exclusion of the last component, and
the map πr,r+1 :Mr+1 → Mr is a projection, that is omitting the last column and row. Let U ⊂ Mr be any
open set,
πr,r+1∗
(
µX
r+1
)
(U) = µX
r+1
(
π−1r,r+1(U)
)= µr+1(K−1r+1(π−1r,r+1(U)))= µr+1(K−1r (U) × X)
= µr(K−1r (U))= µXr (U).
Hence πr,r+1∗(µXr+1) = µXr holds. So from Kolmogorov’s extension theorem, there is a unique measure
ν∞ on (M∞,B(M∞)) such that πr∗(ν∞) = µXr for the projection πr :M∞ → Mr . Here B(M∞) means
the Borel σ -field. It suffices to prove ν∞ = µX∞.
Xr
Kr
XN
K∞
U ⊂ Mr M∞πr
Let U ⊂ Mr be any open set,
πr∗
(
µX∞
)
(U) = µX∞
(
π−1r (U)
)= µN(K−1∞ (π−1r (U)))= µN(K−1r (U) × X × X × · · ·)
= µr(K−1r (U))= µXr (U).
Thus πr∗(µX∞) = µXr for any r , ν∞ = µX∞. 
Here we introduce the notation of a uniform distribution which we need to prove the theorem.
Definition 2.3 (Uniform distribution; cf. [4]). The sequence {xi}∞i=1 of elements in mm-space (X,dist,µ)
is called uniformly distributed if
lim
n→∞
f (x1) + · · · + f (xn)
n
=
∫
f dµ ∀f ∈ Cb(X).
X
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Lemma 2.4. Let E be the set of all uniformly distributed sequences in X, viewed as a subset of XN. Then
µN(E) = 1.
Proof. Let Ω be XN, B(Ω) be the Borel σ -field of Ω , P be µN. For any bounded continuous function
f on X, we define random variable Xk on (Ω,B(Ω),P ) by {xi}∞i=1 → f (xk). Then {Xi} is i.i.d. and∫
Ω
|Xi |dP =
∫
X
|f |dµ < ∞.
Therefore by the law of large numbers,∑N
i=1 Xi
N
=
∑N
i=1 f (xi)
N
→
∫
X
f dµ (N → ∞) (a.s. P).
We have already proved that for any bounded continuous function f ,
µN
{
{xi}∞i=1 ∈ XN
∣∣∣∣ limn→∞ f (x1) + · · · + f (xn)n =
∫
X
f dµ
}
= 1.
But we haven’t proved yet
(∗)E :=
{
{xi}∞i=1 ∈ XN
∣∣∣∣ limn→∞ f (x1) + · · · + f (xn)n =
∫
X
f dµ ∀f ∈ Cb(X)
}
is measurable and satisfies µN(E) = 1. To prove these, we use the following fact.
Lemma 2.5 (cf. [1]). Let X be a separable metric space. Then there exist countably many elements
f1, f2, . . . in Cb(X) such that
µn → µ (weakly) ⇔
∫
X
fk dµn →
∫
X
fk dµ ∀k ∈ N
holds.
Let us return to the proof. Let f1, f2, . . . be countable sequences satisfying the above property, and we
denote the Dirac measure on xi by δxi .
E =
{
{xi}∞i=1 ∈ XN
∣∣∣∣ δx1 + · · · + δxnn → µ (weakly)
}
=
⋂
k∈N
{
{xi}∞i=1 ∈ XN
∣∣∣∣ fk(x1) + · · · + fk(xn)n →
∫
X
fk dµ
}
.
Hence E is an intersection of countably many sets which have measure 1. So it is measurable and
µN(E) = 1. 
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′
∞, then there exist uniformly distributed sequences {xi}∞i=1, {x ′i}∞i=1 in X and X′
such that distX(xi, xj ) = distX′(x ′i , x ′j ) holds.
Proof. Let E = {{xi}∞i=1 ∈ XN | µ-uniformly distributed} and E′ = {{x ′i}∞i=1 ∈ X′N | µ′-uniformly distribu-
ted}. Then µNX(E) = µNX′(E′) = 1, so µX∞(KX∞(E)) = µX
′
∞(K
X′∞ (E′)) = 1. Hence KX∞(E) ∩ KX′∞ (E′) = ∅
and there is a common element. 
Lemma 2.7. Because the map xi → x ′i is an isometry, we can extend it continuously and get an isometry
φ :X → X′. This map satisfies φ∗(µ) = µ′.
Proof. For any bounded continuous function f on X′,∫
X′
f dµ′ = lim
n→∞
f (x ′1) + · · · + f (x ′n)
n
= lim
n→∞
f (φ(x1)) + · · · + f (φ(xn))
n
=
∫
X
f ◦ φ dµ.
∴ φ∗(µ) = µ′. 
So we get X ∼= X′. 
After the preliminary version of this article [3] is completed, the author found a paper [6] where the
alternative proof of the mm-Reconstruction theorem in this section is given.
3. The topological structure
We want to generalize the mm-Reconstruction theorem to the probability distribution of mm-spaces.
For that purpose, we need an appropriate σ -field on χ and we must prove the measurability of the map
X → µX
r
. Here, as we said in the introduction, we use a metric λ on χ introduced by Gromov in [2]
and use a Borel σ -field with respect to this metric. So in this section, we review the definition of the
metric λ on χ (cf. [2] 3 12 .3) and some lemmas without proof for readers’ convenience. We also prove
the continuity of the map X → µX
r
and X → µX∞.
Definition 3.1 (Metric between distance functions). Let (X,µ) be a measurable space and λ be a positive
number. The metric λ between two maps d1, d2 :X × X →R is defines by
λ(d1, d2) := inf
{
ε > 0 | ∃Xε ⊂ X with µ(Xε) λε
s.t.
∣∣d1(x, y) − d2(x, y)∣∣ ε ∀(x, y) ∈ (X \ Xε) × (X \ Xε)}.
That is to say, there is a difference of less than ε between the two functions out of the exceptional
set Xε. This is actually a metric and is bi-Lipschitz equivalent with respect to λ; that is there exist
constants C,C ′ > 0 such that C ·λ′ λ  C ′ ·λ′ holds. For that reason, the topology induced from
this metric is independent of λ > 0.
Definition 3.2 (Parameter). Let (X,µ) be a measure space and µ(X) = m there exist a measurable map
ϕ : [0,m] → X such that ϕ∗(dx) = µ. Here, dx is a Lebesgue measure on [0,m]. We call ϕ a parameter.
Notice that the parameter is not unique.
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of measure zero denoted by 0. We introduce a metric here.
Definition 3.3 (Metric λ on χ ). If mm-space X,Y ∈ χ satisfy µX(X) = µY (Y ) = m, we define the
metric λ between two mm-spaces as follows.
λ(X,Y ) := infλ(ϕ∗XdistX,ϕ∗Y distY ),
where the infimum is taken over all parameterizations ϕX : [0,m] → X, ϕY : [0,m] → Y . And ϕ∗X rep-
resents the pullback of the distance function, that is ϕ∗XdistX(t1, t2) := distX(ϕX(t1), ϕX(t2)). When
µX(X) < µY (Y ), suppose m = µX(X), m′ = µY (Y ) and let (m/m′)Y := (Y, (m/m′)µY ,distY ) then we
define
λ(X,Y ) :=λ
(
X,
m
m′
Y
)
+ m′ − m.
This is also bi-Lipschitz equivalent with respect to λ.
Definition 3.4 (Traλ). Between two measures µ1,µ2 on a metric space X, we are going to define a
distance Traλ(µ1,µ2). At first, we define ε-transportation as a measure ν on X × X satisfying Suppν ⊂
Yε (here Yε := {(x1, x2) ∈ X × X | dist(x1, x2)  ε}). And for the projections p1,p2 from X × X to its
first and second component,
p1∗(ν) µ1,
p2∗(ν)  µ2
holds. Here, the inequality µ µ′ means that µ′ = µ+µ′′ holds for some measure µ′′. Furthermore, we
define the deficiency of ν as
defν := max{µ1(X) − ν(Yε),µ2(X) − ν(Yε)},
and finally define the distance Traλ as
Traλ(µ1,µ2) := inf
{
ε > 0 | ∃ε-transportation ν s.t. defν  λε}.
For any ν on Yε, the corresponding p2∗(ν) can be regarded as p1∗(ν) displaced by ε. In this case, the
measure concerning defν is being ignored.
This metric is also bi-Lipschitz equivalent with respect to λ and the relevant topology coincides with
the weak topology of the measures (cf. [2] 3 1
2
.10).
The next proposition shows that weak convergence of measures on a space can be thought as a 1
convergence of mm-spaces.
Proposition 3.5 (cf. [2] 3 1
2
.10). Weak convergence µi → µ on a metric space X implies (X,dist,µi) →
(X,dist,µ) as mm-spaces.
The next lemma shows that when a countable sequence of mm-spaces are 1 converging, we can
embed them isomorphically into a certain mm-space and think it as a weak convergence of measures on
the space.
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2
.12). Let Xi ∈ χ(i ∈ N) be a sequence of mm-spaces satisfying
1(Xi,Xi+1) < 2−i . Then, there exist a Polish space (X,dist) and a sequence of measures µi , a measure
µ on it and
(X,dist,µi) ∼= (Xi,disti ,µi),
and µi → µ (weakly) hold on X.
By using the Union lemma, we are going to prove the following proposition which is an aim of this
section.
Proposition 3.7. The maps X → µX
r
, X → µX∞ are continuous maps.
Proof. It suffices to prove
Xi → X ⇒ µXir → µXr (weakly).
According to the Union lemma, there exist a Polish space X and a sequence of measures µi → µ
(weakly) on it such that
(X,µi) ∼= (Xi,µi), (X,µ) ∼= (X,µ).
Then, on Xr ; an r-time product of X, µri → µr (weakly). Furthermore since the map Kr is continuous,
Kr∗(µri ) → Kr∗(µr) (weakly). Because
Kr∗(µri ) = µXir , Kr∗(µr) = µXr ,
µXi
r
→ µX
r
(weakly) are satisfied. Similarly, because when µi → µ (weakly) on X, µ∞i → µ∞ (weakly)
holds on X∞ (cf. [1]), and of the continuity of the map K∞, µXi∞ → µX∞ (weakly). 
4. The probability distribution of mm-spaces
In the previous section, we proved that the maps X → µX
r
and X → µX∞ are continuous. Therefore
if there is a Borel probability measure ν on χ , we can consider the integral νr :=
∫
χ
µX
r
dν(X). In this
section, we are going to prove the extension of the mm-Reconstruction theorem to the probability dis-
tribution, that is we will show that the original probability measure ν can be reconstructed from these
νrs.
Let χ1 denote the set of all mm-spaces with probability measures.
Theorem 4.1 (Main theorem). Let ν, ν ′ be Borel probability measures whose supports are in χ1. If νr = ν ′r
holds for any r , then ν = ν ′. Here, νr :=
∫
χ
µX
r
dν(X).
Proof. First, similarly as the mm-Reconstruction theorem, we prove that from the family of measures νr
(r = 1,2, . . .), we can construct a measure ν∞ on (M∞,B(M∞)). Because the consistency condition for
Kolmogorov’s extension theorem is πr,r+1∗(νr+1) = νr , it suffices to prove this.
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πr,r+1∗(νr+1)(U) = νr+1
(
π−1r,r+1(U)
)=
∫
χ
µX
r+1
(
π−1r,r+1(U)
)
dν(X)
=
∫
χ
µX
r
(U)dν(X) (∵ by using the consistency condition of µX
r
)
= νr(U).
Hence, by Kolmogorov’s extension theorem, there exists a unique measure ν∞ on (M∞,B(M∞)) such
that for any r , πr∗(ν∞) = νr .
On the other hand, from the continuity of the map X → µX∞, we can define the integral
∫
χ
µX∞ dν(X),
but we show that this in fact coincides with ν∞ onB(M∞).
Putting ν ′∞ =
∫
χ
µX∞ dν(X), let U ⊂ Mrbe any open set.
Then,
πr∗(ν ′∞)(U) =
∫
χ
µX∞
(
π−1r (U)
)
dν(X) =
∫
χ
µX
r
(U)dν(X) = νr(U).
Therefore, πr∗(ν ′∞) = νr holds for each r , and by using the uniqueness of Kolmogorov’s extension
theorem, ν ′∞ = ν∞.
Next, for an mm-space (X,µ), we denote the set of all uniformly distributed sequences in it by E(X,µ),
that is to say,
E(X,µ) :=
{
{xi}∞i=1 ∈ XN
∣∣∣∣ limn→∞ f (x1) + · · · + f (xn)n =
∫
X
f dµ ∀f ∈ Cb(X)
}
,
(compare (∗) in the proof of Lemma 2.4) and F(X,µ) := KX∞(E(X,µ)). Then the following lemma holds.
Lemma 4.2. (X,distX,µX) /∼= (Y,distY ,µY ) ⇒ F(X,µX) ∩ F(Y,µY ) = ∅.
Proof. The element of F(X,µX) is a matrix expressing mutual distances of a countable sequence which is
uniformly distributed in X, so we can regard this as a metric d on N. Considering the metric completion
of (N, d), because µX has a full support, it becomes isometric to (X,distX).
Furthermore, (N, d) defines a countable sequences {xi} in (X,distX), but because this was originally
uniformly distributed in µX , it satisfies
lim
n→∞
δx1 + · · · + δxn
n
= µX (weakly).
In other words, we can reconstruct the original mm-space (X,distX,µX) from an element of F(X,µX).
Hence, if there is an intersection of F(X,µX) and F(Y,µY ), (X,µX) ∼= (Y,µY ) must hold, so the lemma is
proved. 
From this lemma, there exists a disjoint family of sets ∐X∈χ F(X,µX) in M∞.
We want to define the map ψ for reconstructing mm-spaces from each point in these sets. That is,
we define the map ψ : M∞ → χ to correspond (X,µX) to each point in F(X,µX) and 0 to elements of
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∐
X∈χ F(X,µX))
c
. By this ψ , we want to prove ψ∗(ν∞) = ν, but for this purpose, we must show the Borel
measurability of ψ . (In M∞ we are considering the weak topology as a projective limit of Mr .) We
explain it in the following.
First, we define the map ψN :M∞ → χ as shown in the following. For the matrices in M∞ which
correspond to some metric space, that is for
R := {(dij ) ∈ M∞ | dij  0, dii = 0, dij = dji, dij  dik + djk},
the first N × N matrix defines a metric on N points. We denote this metric space by (XN,dN). That is
XN := {x1, . . . , xN } and dN(xi, xj ) = dij . Here we define a measure µN := (δx1 + · · · + δxN )/N and get
an mm-space (XN,dN,µN). We map elements in Rc to 0. We denote this correspondence as ψN . This
correspondence is continuous on R. It suffices to prove the following lemma.
Lemma 4.3. Let C := {(dij ) ∈ M∞ | limN→∞ ψN((dij )) does not converge}, then C is Borel measurable.
Furthermore (dij ) /∈ C ⇒ limN→∞ ψN((dij )) = ψ((dij )).
Proof. In general, when there is a sequence of continuous maps fi :X → Y between metric spaces, we
prove the set C ′ := {x ∈ X | limi→∞ fi(x) does not converge} is measurable.
(C ′)c = {x ∈ X | fi(x) is a Cauchy sequence}
= {For any n, there exist N such that for any i, j N, d(fi(x), fj (x))< 1/n}
=
⋂
n1
⋃
N∈N
⋂
i,jN
{
x ∈ X | d(fi(x), fj (x))< 1/n}.
Therefore C is measurable. Furthermore, as we consider the mm-space (XN,dN,µN) embedded in
(X,distX,µX),
lim
n→∞
δx1 + · · · + δxn
n
= µX (weakly)
holds, so µN converges weakly to µX . This implies (XN,dN,µN) → (X,distX,µX), so we get (dij ) /∈ C
implies limN→∞ ψN((dij )) = ψ((dij )). 
Here we define the map ψ ′N :M∞ → χ 0 on C and to coincide with ψN on elsewhere. From the above
lemma, this map is measurable and converges pointwisely to ψ . Hence ψ is measurable.
From the above, we can consider a push-forward measure of ν∞ by the map ψ :M∞ → χ . We prove
this satisfies ψ∗(ν∞) = ν. Let A ⊂ χ be any measurable set.
ψ∗ν∞(A) = ν∞
(
ψ−1(A)
)= ν∞
( ⋃
(X,µ)∈A
F(X,µ)
)
=
∫
χ
µY∞
( ⋃
(X,µ)∈A
F(X,µ)
)
dν(Y )
=
∫
χ
1A dν(Y ) = ν(A).
Hence we can obtain the measure ν from the sequence of measures νr . 
130 T. Kondo / Differential Geometry and its Applications 22 (2005) 121–130Acknowledgement
We would like to thank K. Fukaya for valuable suggestions and having many fruitful discussions
during the preparation of this paper.
References
[1] P. Billingsley, Convergence of Probability Measures, Wiley, New York, 1968.
[2] M. Gromov, Metric Structures for Riemannian and Non-Riemannian Spaces, Birkhäuser, Basel, 1999.
[3] T. Kondo, Probability distribution of metric measure spaces, Master thesis of Kyoto university, 2002 (in Japanese).
[4] L. Kuipers, H. Niederreiter, Uniform Distribution of Sequences, Interscience, 1974.
[5] A.M. Vershik, The universal Urysohn space, Gromov metric triples and random metrics on the natural numbers, Russian
Math. Surv. 53 (1998) 921–938.
[6] A.M. Vershik, Random metric spaces and the universal Urysohn space. 2, math.PR/0205086.
