(1. 4) which has been much studied (cf Aczel [i, p. 176], Corovei [3] , Hosszu [6] , Kannappan [7] , O'Connor [12] , Rejto [14] ). It also arises in statistical applications (Rukhln [15] ). which also was an object of detailed study. Clearly (1.5) implies that the space obtained by taking finite linear combinations of translates of is of finite dimension, and this of course means that is a matrix element of a finite dimensional representation of the group . It is known (cf Engert [4] , Laird [8] , Stone [17]) that, for a locally compact group, every finite dimensional (or only closed in the space of all continuous functions) translation invariant subspsce consists of exponential polynomials. In other terms #. must have the form n (x) L Pi(x) gi(x), i=l where gi are multiplicative homomorphisms of into and Pi are polynomials in different additive homomorphisms of Q into . Actually, the solutions of the functional equation (1.5) are known to be of such a form in a more general situation when Q is a groupoid or a semigroup and is a commutative ring (see Aczel [2] , McKiernan [I0], [ii] ). However, as we shall see, not every exponential polynomial is a solution of (1.5) in the nonlocally compact case.
In Section A polynomial @ is said to be homogenous, if (e (x) -l) n@ (. nl@(x).
The following elementary results [9] will be used in Section 3.
If is a homogenous polynomial of degree n, then for all integer j (jx) jn(x), x q.
If is a polynomial of degree n, then (x) (Lx)-l)n(y) does not dedepend on y and is an homogenous polynomial of degree n in x.
If @ is a polynomial of degree n, then (L(Xl)-l)...(L(xj)-l(x) is a poly-nomial in x of degree n-j. 4 If is a polynomial of degree n, then (x) n (x) + + 0 (x), where j (x) is a homogenous polynomial of degree j, j=O n. One has i n(X) -. (L(x)-l)n(") and for j=n-i O,
j+l(.)). 5 . If 9 is a homogenous polynomial of degree n, then x) X(x,... ,x) where X(X I ,x n) is a symmetric function of Xl,...,x and for fixed n x 2
Xn,X(-,x 2 Xn) 6Horn
If is a polynomial of even degree and 2 then in all formulas above L (x)-I can be replaced by L (x/2)-L (-x/2).
If k 6 n and k E n, where *n is the dual space, then <h,k> will always denote the value of the linear functional k on the element h. With this conven- 
R. r
We do not prove the next Theorem 2 since its proof is analogous to that of 2At(x)k(y). (3.4) It is evident that all matrices A(x) commute. Therefore (see Suprunenko We prove now that The uniqueness up to equivalence of the matrices in formula (3.1) is a corollary of the uniqueness of the decomposition of the space m into direct sum of subspaces invariant with respect to commuting matrices A(x) from (3.4) . Theorem i is proved.
REMARK i. If q is a topological group and f (or g) is assumed to be a continuous (or only a measurable) function, then the condition 2 Q of the Theorem 1 (or 2) can be replaced by the following one: the subgroup 2 is dense in q Incidentally, this condition means that the dual group does not have elements of order two. where the forms of f(x) and g(x) are given in Theorems i and 2.
DISCUSSION.
It follows from the proof of Theorem 1 that every solution f of ( As another application of Theorems i and 2 notice that every solution of (1.2) or (i. 3) is an exponential polynomial. (However, as we noticed, not every exponential polynomial can be a solution.) Indeed, the proof of Theorem 1 shows that <S(x)f I, (x)> and <T(X)Qlg(X),9(x)> are polynomials in components of (x) of degree 2m and Fr(X) gr(X) (I+C r(x)) where gr(X) is a multiplicative homomorphism, I is m r the identity matrix, and the matrix C (*) is a nilpotent one, C (x) 0. Thus r r <Fr(X)fr 'r >= r(x)<l + Cr(x)fr,r > gr(X)Pr (x) where Pr(X) is a polynomial of degree m In the case = R m one can indicate conditlons on the coefficients of these polynomials (See [16] .).
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