ABSTRACT Action mechanisms of anesthetics remain unclear because of difficulty in explaining how structurally different anesthetics cause similar effects. In Saccharomyces cerevisiae, local anesthetics and antipsychotic phenothiazines induced responses similar to those caused by glucose starvation, and they eventually inhibited cell growth. These drugs inhibited glucose uptake, but additional glucose conferred resistance to their effects; hence, the primary action of the drugs is to cause glucose starvation. In hxt 0 strains with all hexose transporter (HXT) genes deleted, a strain harboring a single copy of HXT1 (HXT1s) was more sensitive to tetracaine than a strain harboring multiple copies (HXT1m), which indicates that quantitative reduction of HXT1 increases tetracaine sensitivity. However, additional glucose rather than the overexpression of HXT1/2 conferred tetracaine resistance to wild-type yeast; therefore, Hxts that actively transport hexoses apparently confer tetracaine resistance. Additional glucose alleviated sensitivity to local anesthetics and phenothiazines in the HXT1m strain but not the HXT1s strain; thus, the glucose-induced effects required a certain amount of Hxt1. At low concentrations, fluorescent phenothiazines were distributed in various membranes. At higher concentrations, they destroyed the membranes and thereby delocalized Hxt1-GFP from the plasma membrane, similar to local anesthetics. These results suggest that the aforementioned drugs affect various membrane targets via nonspecific interactions with membranes. However, the drugs preferentially inhibit the function of abundant Hxts, resulting in glucose starvation. When Hxts are scarce, this preference is lost, thereby mitigating the alleviation by additional glucose. These results provide a mechanism that explains how different compounds induce similar effects based on lipid theory.
ABSTRACT Action mechanisms of anesthetics remain unclear because of difficulty in explaining how structurally different anesthetics cause similar effects. In Saccharomyces cerevisiae, local anesthetics and antipsychotic phenothiazines induced responses similar to those caused by glucose starvation, and they eventually inhibited cell growth. These drugs inhibited glucose uptake, but additional glucose conferred resistance to their effects; hence, the primary action of the drugs is to cause glucose starvation. In hxt 0 strains with all hexose transporter (HXT) genes deleted, a strain harboring a single copy of HXT1 (HXT1s) was more sensitive to tetracaine than a strain harboring multiple copies (HXT1m), which indicates that quantitative reduction of HXT1 increases tetracaine sensitivity. However, additional glucose rather than the overexpression of HXT1/2 conferred tetracaine resistance to wild-type yeast; therefore, Hxts that actively transport hexoses apparently confer tetracaine resistance. Additional glucose alleviated sensitivity to local anesthetics and phenothiazines in the HXT1m strain but not the HXT1s strain; thus, the glucose-induced effects required a certain amount of Hxt1. At low concentrations, fluorescent phenothiazines were distributed in various membranes. At higher concentrations, they destroyed the membranes and thereby delocalized Hxt1-GFP from the plasma membrane, similar to local anesthetics. These results suggest that the aforementioned drugs affect various membrane targets via nonspecific interactions with membranes. However, the drugs preferentially inhibit the function of abundant Hxts, resulting in glucose starvation. When Hxts are scarce, this preference is lost, thereby mitigating the alleviation by additional glucose. These results provide a mechanism that explains how different compounds induce similar effects based on lipid theory. KEYWORDS anesthesia; glucose transport; membrane lipid; actin; lipid theory A NESTHETICS have been used clinically for over 160 years, but their mechanism of action remains unclear because of difficulty in explaining why anesthetics with widely varying structures can cause similar effects (Urban et al. 2006) . Lipid and protein theories have been proposed to explain the mechanism and have been debated for many years (Antkowiak 2001) . The lipid theory was proposed to explain the Meyer-Overton rule, which states that the anesthetic potency of various anesthetics correlates with their lipophilicity (hydrophobicity), and it assumes that membrane lipids are the hydrophobic sites of nonspecific interactions with anesthetics (Meyer 1899) . However, this theory does not explain why nonspecific interactions with membranes that affect numerous targets result in a specific phenotype such as anesthesia. Therefore, the protein theory was proposed to explain several other observations, including a contradiction of the Meyer-Overton rule. This theory assumes that anesthetics interact specifically with proteins, and it suggests that specific target proteins have anesthetic-binding pockets of limited size as their hydrophobic sites (Franks and Lieb 1990) . To date, numerous neurotransmitter receptors and ion channels have been identified as relevant targets (Antkowiak 2001; Urban et al. 2006) . Antipsychotic effect has been found initially for chlorpromazine (CPZ), a phenothiazine (Laborit et al. 1952) . A dopamine D 2 receptor was considered to be the target for CPZ at an early stage (Snyder et al. 1974) , but numerous targets for phenothiazines have now been identified (Prozialeck and Weiss 1982; Ogata et al. 1989; Mozrzymas et al. 1999) . According to the protein theory, the large number of possible targets for anesthetics and phenothiazines raises a question about interactions with specific receptors or channels. Therefore, the mechanisms of action of these clinical drugs remain unclear. One reason why crucial targets cannot be determined is the difficulty in demonstrating correlations between drugs and high-order biological phenomena such as anesthesia and psychiatric effects.
Quaternary ammonium compounds (QACs), which are representative cationic surfactants, have potent antibiotic effects. The destruction of membranes by surfactant activity accounts for the antibiotic-effect mechanism at high concentrations, but the antibiotic-effect mechanism at lower concentrations, where membranes are not destroyed, remains unknown (Wessels and Ingmer 2013) . Structures of local anesthetics, phenothiazines, alcohols, and QACs are largely different, but they are all amphiphiles and thus, at high concentrations, have sufficient surfactant-like activity to lyse erythrocytes (Seeman 1972; Sheetz and Singer 1974) , model membranes (Kitagawa et al. 2004) , and the budding yeast Saccharomyces cerevisiae (Uesono et al. 2008 (Uesono et al. , 2011 . This activity accounts for the common toxicity of these compounds at high concentrations. At low concentrations that do not cause cell lysis, these compounds induce similar responses, including the inhibition of both translation initiation and polarization of the actin cytoskeleton, nuclear localization of the stress-responsible transcription factor Msn2, and processingbody (P-body) formation for messenger RNA (mRNA) decay in a dose-dependent manner in yeast (Uesono et al. 2008 (Uesono et al. , 2011 Araki et al. 2015) . Volatile anesthetics (Bruce 1975; Heys et al. 1989; Horber et al. 1988) , local anesthetics (Banerjee and Redman 1977; Wang et al. 2011) , and phenothiazines (Raghupathy et al. 1970; Kumar et al. 1991) are known to inhibit protein synthesis in animals at cellular, tissue, and whole-body levels. Because volatile anesthetics inhibit translation initiation in yeast (Palmer et al. 2005) , inhibition of protein synthesis would be an important response that is common to these compounds irrespective of species. Thus, the question remains: how do these compounds with widely varying structures induce similar effects? We consider that the amphiphilic structure that is common to these compounds, rather than their detailed structures, induces these responses at low concentrations (Uesono 2009) .
Monitoring actin polarization is more convenient than analyzing protein synthesis to quantify the rapid drug effects of numerous samples ( Figure 1A ). The dose-response curves are obtained by plotting the percentages of cells with polarized actin vs. the drug concentrations. A half-inhibitory concentration (IC 50 ) of polarized actin serves as a measure of a drug's potency to inhibit intracellular processes, and it makes pharmacologic analysis possible in yeast (Uesono et al. 2011) . The experimental octanol-water partition coefficients (logP) serve as a measure of the lipophilicity of the compounds (PhysProp Database, http://esc.syrres.com/ fatepointer/search.asp). The correlation between the IC 50 and logP values of local anesthetics, phenothiazines, and alcohols obeys the Meyer-Overton rule even in yeast (Uesono et al. 2011) (Figure 1B ). The rule is confirmed in yeast between the growth-inhibitory activities of volatile anesthetics and their lipophilicities (Keil et al. 1996) , the growth-inhibitory activities of alcohols and their chain lengths (lipophilicity) (Kato and Shibasaki 1980; Kubo et al. 1995) , and the IC 50 values of QACs and their chain lengths (Uesono et al. 2011) . These observations indicate that the mechanism that determines the Meyer-Overton rule, the lipid theory, is conserved in yeast. Thus, an unidentified conserved factor rather than channels or receptors present only in animals would likely be responsible for the mechanism that follows the lipid theory.
Here we demonstrate that local anesthetics and phenothiazines induce the glucose-starvation-mimetic state in yeast and show that hexose transporters (Hxts) are the common targets of these drugs. In addition, we describe a mechanism that determines how the nonspecific interactions of the drugs having various structures with membrane preferentially induce glucose starvation by targeting abundant Hxts. Finally, we describe a way for alleviating drug-induced cytotoxicity.
Materials and Methods
Strains, media, chemicals, growth conditions, and plasmids
Standard genetic manipulation of yeast and DNA manipulation were performed as described previously (Guthrie and Fink 1991) . The strains are listed in Table 1 . The media used in this study included YP (2% polypeptone, 1% yeast extract), YPD (YP containing 2% glucose), SD (0.67% yeast nitrogen base, 2% glucose), and SM (0.67% yeast nitrogen base, 2% maltose). Hydrochloride salts of local anesthetics (e.g., tetracaine, lidocaine, procaine, and dibucaine), antipsychotic phenothiazines (e.g., chlorpromazine and trifluoperazine), 3-Omethyl-D-glucose (OMG), 2-deoxy-D-galactose (dGal), and G418 disulfate salts were purchased from Sigma-Aldrich (St. Louis, MO). Lauryltrimethylammonium chloride (TMA12), sodium dodecyl sulfate (SDS), and cycloheximide (CYH) were purchased from Wako Pure Chemicals (Tokyo, Japan). Sodium phosphate buffer (pH 6.0) and Tris-HCl buffer (pH 7.5) were added to all the media at a final concentration of 10 mM to avoid the pH change induced by drugs and growth. Excessive amounts of histidine, methionine, uracil (each 100 mg/ml), and leucine (150 mg/ml) were added to YPD as the final concentrations (53 aa). CYH was added to the culture at a final concentration of 0.3 mM. Yeast cell growth (A 600 ) was monitored by UV spectrophotometer (Amersham Ultrospec 1100 Pro). Another spectrophotometer (Shimazu UV160A) was used for pulse labeling and lysis assays. Ninety-six-well microtiter plates (Corning, NY) were used to test the drug sensitivity of the yeast growth. In brief, logarithmically growing cells (5 3 10 5 cells) were transferred to each well containing medium and drugs at a total volume of 100 ml, respectively, and incubated for the indicated time at 25°. For construction of the plasmids pHXT1s and pHXT2s, 2.3-kb SphI fragments (ADH1 promoter-driven HXT1 or HXT2) in Hxt1mnx-pVT and Hxt2mnx-pVT (Kasahara and Kasahara 2003) were inserted into YCplac33 (Gietz and Sugino 1988) , respectively. The plasmids used in this study are listed in Table 2 .
Measurement of glucose uptake by pulse-labeling assay
Logarithmic cultures (OD 600 = 0.3; 1 3 10 7 cells/ml, Shimazu UV160A) in YPD (pH 6.0) were treated with the drugs at the indicated concentrations at 25°. At the indicated times, 300 ml of the cultures was removed, and 200 ml was pulse labeled with 1.2 mCi of D-[U-14 C]glucose for 7 min at 25°(Amersham), and another 100 ml was measured for OD 600 . The reaction mixture was collected on a GF/B filter and then washed with an excess amount of water at room temperature. The cell-associated counts were quantified using a Beckman LS6000IC liquid scintillation counter. The uptake rates were calculated as the cell-associated counts/(A 600 Áminute) at the indicated times (Uesono and Toh-e 2002) .
Microscopic analysis
Actin staining and calculation of the percentages of polarization were performed as described previously (Delley and Hall 1999; Uesono et al. 2004) . One milliliter of logarithmic cultures (OD 600 = 0.7; 1 3 10 7 cells/ml, Ultrospec 1100 Pro) in YPD (pH 6.0) was treated with the indicated drugs. Cultures (100-200 ml) grown under the indicated conditions were fixed by adding formaldehyde to a culture at a final concentration of 5%, washed twice with phosphate-buffered saline, and then stained with rhodamine phalloidin (Molecular Probes, Eugene, OR). The percentages of polarization were calculated as the fraction of cells exhibiting a polarized actin cytoskeleton in small-and medium-budded cells (n . 300). Cells with ,50% of their actin patches in the bud were considered to have a depolarized actin cytoskeleton. For the detection of phenothiazines (De Filippi et al. 2007 ) and GFPtagged Hxts (Yoshida et al. 2012) , logarithmic cultures of the BY4741 strains expressing HXT1-GFP and HXT2-GFP in YPD (pH 6.0) were treated with the indicated drugs. The fluorescence signals for phenothiazine detected by UV excitation (330-385 nm) were immediately recorded before changing their colors. Images were recorded using an Olympus BX50 microscope with a DP71 CCD camera using DP controller software (Olympus, Tokyo, Japan). Olympus U-MWU, U-MWIG, and U-MWIB/GFP cubes were used to detect phenothiazines, actin, and GFP, respectively.
Lysis assay
Alkaline phosphatase (ALP) activity was determined as described previously (Toh-e et al. 1976; Uesono et al. 2011) . Because mature ALP is localized in the vacuoles, the activity is detected in the cells permeabilized by clinical drugs but not in living cells without the drugs. Logarithmic cultures (OD 600 = 0.3; 1 3 10 7 cells/ml, Shimazu UV160A) in YPD (pH 6.0) were treated with the drugs for the indicated times. The cultures (100 ml) were mixed with 300 ml of reaction mixture containing 50 mM Tris-HCl (pH 9.0) and 5 mM MgSO 4 , and 100 ml of 3.2 mg/ml p-nitrophenylphosphate (p-NPP, Wako, Osaka, Japan) was added to start the reaction. Cells were incubated at 35°for 10-60 min, and then reactions were stopped by the addition of 250 ml of 20% trichloroacetic acid, followed by 750 ml of 1 M Na 2 CO 3 . Liberated p-nitrophenol was measured spectrophotometrically at A 420 nm, and the specific activity (A 420 nm/A 600 nm) was calculated as [A 420 2 A 420 (C)] 3 0.25/[time (min) 3 A 600 ]. A 420 (C) indicates the value of the YPD solution without cells.
Polysome analysis
Polysome analysis was carried out as described previously (Araki et al. 2015) . Logarithmic cultures (1 3 10 7 cells/ml) grown in 40 ml of YPD (pH 6.0) were treated with the indicated drugs and used for polysome analysis. Lysates equivalent to 5 A 260 units were prepared in the presence of CYH (0.3 mM) and were layered onto 11 ml of a continuous 10-45% sucrose gradient, and then ultracentrifugation was performed using a p40ST rotor (Himac CP80MX, Hitachi, Tokyo, Japan) at 35,000 rpm for 2.5 hr at 4°. Gradients were fractionated using an ALC automatic liquid charger (Advantec, Tokyo, Japan) and detected at 254 nm with a UV-1I monitor system (Amersham, Piscataway, NJ). The polysome/ monosome ratio was determined as the ratio of the area of polysomes to the area of 80S monosomes using ImageJ (developed and maintained by the National Institutes of Health, Bethesda, MD).
Viability
Early logarithmic cultures (4 3 10 6 cells/ml, 500 ml) were treated with 2.5 mM TC for 4 hr with shaking at 25°. The diluted cultures were spread onto YPD plates at 25°for 3 days. Viabilities were determined as colony-forming units (CFUs) by counting cell numbers in a hemacytometer and comparing them with colony numbers on YPD plates.
Halo assay
Logarithmic cultures (2 310 5 cells) of BY4741 were mixed with 4 ml of YPD (pH 7.5, 1% agar) containing 2 or 8% glucose and then layered onto the YPD plates (pH 7.5, 2% agar) containing the same concentrations of glucose. Drug solution (3 ml) at the indicated concentration was dripped onto a disk filter that was placed on each plate and incubated for 2 days at 25°. The drug solution is $100 times the concentration of the IC 50 determined by actin polarization (Uesono et al. 2011) .
Data availability
Strains and constructs described in this paper are available on request.
Results

Local anesthetics and antipsychotic phenothiazine inhibit uptake of glucose
In yeast, local anesthetics [e.g., tetracaine (TC), lidocaine (LC), dibucaine (DC), and procaine (PC)], antipsychotic phenothiazines [e.g., chlorpromazine (CPZ) and trifluoperazine (TFZ)], and a QAC [i.e., lauryltrimethylammonium compound (TMA12)] induce rapid and simultaneous inhibition of both translation initiation and actin polarization, responses that resemble those induced by high salinity and glucose starvation (Uesono et al. 2008 (Uesono et al. , 2011 . This response is unlikely to be caused by amino acid starvation inhibiting translation initiation without rapid depolarization of actin or by mild heat stress inhibiting actin polarization without translational inhibition (Delley and Hall 1999; Uesono and Toh-e 2002; Uesono et al. 2004; Uesono 2009 ). Thus, it is conceivable that these clinical drugs induce glucose starvation, salt stress, or other responses that inhibit both translation initiation and actin polarization in yeast. Because high salinity stimulates glucose uptake (Uesono and Toh-e 2002) , these possible responses can be evaluated by testing 
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Sources of plasmids listed: 1. Kasahara and Kasahara 2003; 2, this study; 3, Yoshida et al. 2012 .
the effects of the drugs on glucose uptake using pulse labeling of [ 14 C]glucose. The uptake rate of [ 14 C]glucose decreased following 30-min treatments with TC, LC, and CPZ at the indicated concentrations ( Figure 2A ). The uptake rate of [ 14 C]glucose decreased rapidly following treatment with 10 mM TC, whereas it decreased gradually following treatment with 2.5 mM TC ( Figure 2B ), which indicates that the administration of TC inhibits uptake of glucose in a dosedependent manner. These results suggest that responses to local anesthetics and phenothiazine occur via glucose starvation.
Additional glucose confers multidrug resistance specific to cationic amphiphiles
Assuming that cationic amphiphiles, such as local anesthetics, phenothiazines, and QACs, nonspecifically interact with amphiphilic membrane lipids, various transporters and channels on membranes would be affected by these drugs. Thus, it is not surprising that they induce glucose starvation by inhibiting the glucose uptake system, i.e., one of their various targets. However, if glucose starvation were crucial for the effects of these drugs, additional glucose likely would alleviate their effects. Thus, we examined whether the addition of excessive amounts of glucose alleviated the growth inhibitions induced by these compounds. The ability of the compounds to inhibit growth can be evaluated by assessing the size of the inhibitory zone in a plate (halo assay), with the exception of LC and PC, which require high concentrations. Because the halo size reflects the potencies of the compounds to inhibit growth, concentrations of the drug were adjusted to form similar sizes of halo ( Figure 3A ). The halo sizes formed by these compounds in the presence of 8% glucose were smaller than those formed with 2% glucose, except for antibiotic G418 and amphiphilic SDS, which have an anionic sulfate and the same straight alkyl chain (C 12 ) as the TMA12 ( Figure 3A ). The growth inhibitions caused by LC and PC also were alleviated in the presence of 8% glucose ( Figure 3B ). Therefore, additional glucose specifically alleviates the growth inhibitions caused by compounds with cationic amphiphilic structures irrespective of the differences in their detailed structures. Importantly, in the presence of 2% glucose, growth recovery was observed in the halo formed by TMA12 but not in the halo formed by DC, which indicates that TMA12 is less toxic than DC ( Figure 3A , left). This is consistent with the idea that the lysis/shutdown ratios of these compounds (TMA12 = 4.2; DC = 0.5), which are considered to be indicators of the safety of the drugs in yeast, function as the therapeutic index (Uesono et al. 2011) . Thus, the halo assay also can be used to evaluate drug safety. The size of the clear halo formed by DC in the presence of 8% glucose also was smaller than that formed with 2% glucose, which suggests that the toxicity of DC is reduced by additional glucose.
Glucose starvation accounts for the early responses induced by low concentrations of TC
We then examined the effects of additional glucose on the early responses induced by TC. Both actin polarization and translation initiation in the cells grown in YPD (2% glucose) were gradually but severely inhibited by 2.5 mM TC within 6 hr ( Figure 3 , C and D, left), a response that was similar to the timing of the inhibition of glucose uptake caused by 2.5 mM TC ( Figure 2B , bottom). Thus, inhibition of the intracellular reactions is correlated with the inhibition of glucose uptake. The severe inhibition of both reactions was not observed in cells grown in YPD containing 6% glucose during the experimental period (Figure 3, C and D, left) . These results indicate that glucose starvation is responsible for the early responses induced by TC. We also investigated whether the alleviation of drug effects by additional glucose depended on the metabolism of glucose. Preadministration (4%) of 3-O-methyl-D-glucose (OMG), a nonmetabolizable glucose analogue, weakened depolarization of actin in the cells treated with 2.5 mM TC ( Figure  3C , left); this indicates that a mechanism other than glucose metabolism also might contribute to alleviating the effects of drug administration.
Neither additional glucose nor OMG conferred resistance to both the rapid inhibitions induced by 10 mM TC (Figure 3, C and D, right) . Therefore, the addition of glucose or a glucose analogue effectively alleviates the responses induced by low drug concentrations, e.g., 2.5 mM TC. Actin polarization recovered to 80% in the budded cells, which was caused by omission of TC from the cells treated with 2.5 mM for 4 hr ( Figure 3C , left, black circle); this indicates that the effect of 2.5 mM TC is reversible, similar to the effects of low concentrations of cationic surfactant (Uesono et al. 2008) . In contrast, actin polarization recovered to just 27% after omission of TC from cells treated with 10 mM for 30 min ( Figure 3C , right, black circle), which shows that 10 mM is severely toxic. Based on ALP activity, TC treatment led to rapid cell lysis at 10 mM, possibly via its surfactant activity, but not at 2.5 mM ( Figure 3C , bottom) (Araki et al. 2015) . This suggests that the cell membrane is damaged by 10 mM TC and that membrane damage would not be rescued by additional glucose or OMG. Consequently, glucose starvation accounts for the early responses induced by low concentrations of TC, and the alleviation of drug effects by additional glucose requires the cell membrane to have a normal state. Filter papers containing 3 ml of the drugs (20 mM CPZ, 20 mM TFZ, 200 mM SDS, 72 mM G418, 10 mM TMA12, 500 mM DC, and 500 mM TC) were put onto each plate and incubated for 2 days at 25°. Close-ups of the halos formed by DC and TMA12 are shown in the left panel. (B) The BY4741 strain was grown for 3 days at 25°on 96-well plates containing YPD (2 or 8% glucose, pH 6.0) supplemented with LC and PC (procaine) at the indicated concentrations. (C) Logarithmic cultures (OD 600 = 0.7) of BY4741 grown in YPD (2% Glc, pH 6.0) and in YPD supplemented with additional 4% glucose (6% Glc) and 4% methylglucose (2% Glc + 4% OMG) were treated with 2.5 mM (left) or 10 mM (right) of TC at time zero. The percentages of cells with polarized actin (top) and ALP activities (bottom) are indicated, respectively. TC was omitted from the cell cultures containing each concentration of TC at the indicated times (arrows) and then incubated (without tetracaine) (top panels). (D) Logarithmic cultures of BY4741 cells grown in YPD (2 or 6% glucose, pH 6.0) were treated with TC at 2.5 mM for 4 hr or 10 mM for 15 min, and their polysome profiles were analyzed. The polysome/ monosome (P/M) ratios are indicated in each panel.
Additional glucose can partially control the response already induced by the administration of TC We examined whether additional glucose can affect the TCinduced response by monitoring actin polarization. In comparison with treatment with 2% glucose ( Figure 4A , white circles), pretreatment with 6% glucose for 1 hr clearly reduced the rate of actin depolarization in the cells after administration of 2.5 mM TC ( Figure 4A, triangles) , as shown in Figure 3C (left). This result might have been caused indirectly by preadaptation to TC via the expression of glucoseinducible genes during the administration of additional glucose. In this case, additional glucose would not reduce the rate of actin depolarization in the cells pretreated with TC. However, we found that additional glucose did reduce the rate of actin depolarization at any time after treatment with TC, which suggests that the addition of glucose directly reverses TC-induced depolarization of actin. If glucose and TC act on the actin polarization via competitive binding at the same site, e.g., at a substrate recognition site of Hxt (see later), elimination of TC from the site by excessive amounts of glucose would lead to the repolarization of actin, as observed following omission of TC ( Figure 3C , left, black circle). However, we found that additional glucose interrupted the progression of the actin depolarization by TC but did not lead to apparent repolarization at any time ( Figure 4A ). This indicates that glucose and TC do not act competitively at the same site; indeed, they apparently act at different sites; i.e., glucose interacts with Hxts and TC interacts with membranes ( Figure 7) . Consequently, additional glucose can partially control the response already induced by the administration of TC at any time.
Additional glucose alleviates the reduction in cell viability caused by TC Most local anesthetics are known to induce cell death, although the mechanism remains unknown (Werdehausen et al. 2009 ). We found that high concentrations of TC, e.g., 10-20 mM, lysed yeast cells and thereby reduced cell viability ( Figure 3C , right, and Figure 7B ). A lower concentration of TC, 2.5 mM, did not lyse cells but still caused cell death; indeed, cell viability decreased by approximately 50% after 4 hr of incubation ( Figure 4B ). Glucose deprivation alone did not reduce cell viability ( Figure 4B ), but it rapidly and severely inhibited both translation initiation and actin polarization (Ashe et al. 2000; Uesono et al. 2004) ; this indicates that the reduction in viability cannot be explained by inhibition of glucose uptake. Thus, TC apparently inhibits another unknown survival process. The reduction in cell viability caused by 2.5 mM TC also was alleviated in the presence of 6% glucose or improved slightly by the addition of 4% OMG (plus 2% glucose), as observed with alleviation of the intracellular inhibitions (Figure 3, C and D, left) . Therefore, the reduction in cell viability is not due to undetectable and irreversible membrane disruption caused by the surfactant activity of TC. Collectively, TC appears to induce the glucose-starvation-mimetic state via unknown survival processes and inhibition of glucose uptake, both of which are redundantly required for cell survival.
Additional glucose, but not overexpression of HXT1/2, confers resistance to TC If the Hxts are the targets of the clinical drugs, a reduction or loss of function of Hxts might increase drug sensitivity; conversely, an increase or gain of function of Hxts might confer drug resistance. One of the obstacles to investigating the function of Hxts comes from the fact that 18 genes (HXT1-17 and GAL2) encode Hxts, and their expression is intricately regulated by carbon sources in media (Ozcan and Johnston 1999) . First, we examined whether TC sensitivity was affected by carbon sources. The wild-type (WT) strain was more sensitive to TC in media containing a nonfermentable carbon source or polysaccharides rather than monosaccharides. The percentages of cells with polarized actin in BY4741 cells treated by TC before or after treatment with additional glucose. TC was added to the cell cultures (OD 600 = 0.7) grown in YPD (2% glucose, pH 6.0) at the final concentration of 2.5 mM (arrow), then the glucose was added to the cultures at a final concentration of 6% at each time point (white circles), and the cultures were further incubated for 2 hr (black circles). Glucose was added to the cell cultures grown in YPD at a final concentration of 6% at 1 hr before treatment with TC (white triangle), then TC was added to the cell cultures (OD 600 = 0.7) at a final concentration of 2.5 mM (arrow), and the cultures were further incubated for 2-4 hr (black triangle). (B) BY4741 cells (OD 600 = 0.2) grown in YPD (pH 6.0) (TC + 2% Glc) and in YPD containing additional 4% glucose (TC + 6% Glc) or 4% methylglucose (TC + 2% Glc, 4% OMG) were treated with 2.5 mM TC, and the cells grown in YPD were shifted to YP (no Glc) for 4 hr with shaking, respectively. The CFUs are indicated as a percentage of the cells grown in YPD without TC (2% Glc). Error bars represent SDs, n $ 3
However, it was difficult to evaluate the correlation between HXT gene expressions based on carbon sources and TC sensitivity (data not shown) because the HXT5-7 genes are expressed even by nonfermentable carbon sources (Liang and Gaber 1996; Ozcan and Johnston 1999) . Therefore, we chose to examine TC sensitivity in mutants that affected HXT gene expression when they were grown on a medium containing glucose as a sole carbon source (Ozcan and Johnston 1999) (Figure 5A ). Rgt2 and Snf3 are the glucose sensors for high and low levels of glucose, respectively, and Grr1 is a component of an SCF ubiquitin ligase complex; these proteins are positively involved in the expression of many HXT genes. We found that the rgt2 and snf3 disruptants were slightly sensitive to TC and that the rgt2 snf3 double disruptant was more sensitive than each of the respective single disruptants. The grr1 disruptant also was sensitive to TC. Rgt1 is a bifunctional transcription factor that is positively involved in the expressions of HXT genes at high concentrations of glucose and negatively involved in their expression in the absence of glucose. The rgt1 disruptant also was slightly sensitive to TC in the presence of 2% glucose. These results suggest that a reduction in HXT gene expression increases TC sensitivity. The expressions of many HXT genes are greatly increased in the ssn6 disruptant, which is defective in a general repressor of various genes. However, the ssn6 disruptant was slightly sensitive to TC rather than being TC resistant, which suggests that an increase in HXT expression does not confer TC resistance. Because the rgt2 snf3, grr1, and ssn6 disruptants grew slowly even in the absence of TC, the TC sensitivities reported here might not be precise evaluations; thus, alternative evaluations are necessary.
We then investigated whether glucose concentration was crucial for TC sensitivity. Glucose concentrations of ,2% increased TC sensitivity, but concentrations .2% conferred TC resistance in a dose-dependent manner ( Figure 5B ). TC sensitivity caused by lowering glucose concentration is consistent with that caused by decreasing HXT gene expression ( Figure 5A ); this suggests that reduction in Hxt function and the decreased number of Hxts are responsible for the observed TC sensitivity. To determine whether the additional glucose-induced TC resistance depended on HXT gene expression, the HXT1 and HXT2 genes, which encode low-and high-affinity glucose transporters, were highly expressed under the ADH1 promoter on multicopy vectors (pHXT1m and pHXT2m) (Kasahara and Kasahara 2003) . The WT strains harboring pHXT1m and pHXT2m did not confer TC resistance in the presence of 2% glucose ( Figure 5C ), as observed in the ssn6 disruptant ( Figure  5A ). Although these strains displayed TC resistance in the presence of 6% glucose, this resistance did not increase further following overexpression of HXT1 and HXT2. Because many HXT genes are already highly expressed in the WT strain (Ozcan and Johnston 1999) , additive HXT expression would not further affect TC resistance. Thus, these results suggest that the rate-limiting factor for TC resistance is the amount of substrate for Hxts rather than the number of Hxts.
Additional glucose alleviates TC sensitivity via Rgt2/Snf3 and Grr1
Extracellular glucose is sensed by the Gpr1-Gpa2 system (G-protein-coupled glucose receptor) and the Rgt2-Snf3 The WT strain (BY4741) was incubated in wells containing YP (pH 6.0) supplemented with glucose (vertical) and TC (horizontal) at the indicated concentrations, respectively. (C) The WT strains harboring YCplac22 (v), pHXT1m (1m), and pHXT2m (2m) precultured in SD-Ura were grown in YPD for 4-5 hr. The strains were incubated in wells containing YP (pH 6.0) supplemented with glucose (vertical axis) and TC (horizontal axis) at the indicated concentrations, respectively. (D) The indicated mutant strains (vertical axis) were incubated in wells containing YP (pH 6.0) supplemented with glucose and TC at the indicated concentrations (horizontal axis), respectively. (E) The WT strain was incubated in wells containing YP (pH 6.0) supplemented with the indicated sugars (glucose, Glc; fructose, Fru; mannose, Man; galactose, Gal; sucrose, Suc; maltose, Mal; and raffinose, Raf) (vertical axis) and TC at the indicated concentrations (horizontal axis). (F) The WT strain was incubated in wells containing YPD (pH 6.0) supplemented with sugars (see in E), sugar alcohols (sorbitol, Sor), and excessive amounts of amino acids and uracil (53 aa) (vertical axis) and TC at the indicated concentrations (horizontal axis). These 96-well plates were incubated at 25°for 3 days (A-D) and 2 days (E and F), respectively. glucose sensors, as well as the Hxt system (Gancedo 2008) . Hence, excessive amounts of glucose might stimulate the growth of yeast via these hexose-sensing systems. Additional glucose alleviated TC sensitivity at 4-8% in the gpr1 and gpa2 disruptants ( Figure 5D ), which suggests that the Gpr1-Gpa2 system is not required for glucose-induced alleviation of the drug's effects. Additional glucose alleviated TC sensitivity at 6-8% but not at 4% in the rgt2 and snf3 disruptants, whereas it did not alleviate TC sensitivity at 4-8% in the rgt2 snf3 double disruptant. Because apparent growth of the rgt2 snf3 double disruptant was observed after 3 days in the absence of TC, the inability to restore the growth by additional glucose cannot be attributed to the slow growth of the rgt2 snf3 double disruptant. These results indicate that the glucose-induced alleviation of TC effects requires the redundant function of both the Rgt2 and Snf3 glucose sensors. Both these glucose sensors positively regulate HXT expression via Grr1 (Ozcan and Johnston 1999) . If the sensors were involved in the alleviation of effects via targets other than the Grr1-dependent HXT expression, additional glucose would alleviate TC sensitivity in the grr1 disruptant. However, this is not the case, which indicates that alleviation of TC effects requires Grr1. In summary, these observations show that alleviation of TC effects by additional glucose requires the expression of HXT genes.
Additional monosaccharides alleviate TC sensitivity
Hxts transport various monosaccharides as well as glucose, but they do not transport polysaccharides. If TC induces Hxt-specific carbon-source starvation, additional monosaccharides other than glucose would specifically alleviate the observed TC sensitivity. As shown in Figure 5E , as a sole carbon source, the addition of excessive amounts of monosaccharides (e.g., glucose, fructose, mannose, and galactose) alleviated TC sensitivity, whereas addition of disaccharide sucrose and trisaccharide raffinose did not. Interestingly, addition of disaccharide maltose at 8% also slightly alleviated TC sensitivity. In the presence of 2% glucose, additional maltose clearly alleviated TC sensitivity, whereas additional sucrose and raffinose did not ( Figure  5F ). This is so possibly because maltose transporters have structural similarity to Hxts (Cheng and Michels 1989) . Because administration of TC stimulated the eIF2a phosphorylation that is induced by amino acid starvation (Araki et al. 2015) , TC also might induce amino acid starvation. However, administration of excessive amounts of auxotrophic amino acids and uracil did not alleviate the sensitivity to 2.5 mM TC in the presence of 2% glucose, which indicates that amino acid starvation and uracil starvation are not involved in the sensitivity to TC at low concentrations. This finding is in agreement with reports that TC induced eIF2a phosphorylation at 10 mM but not at 2.5 mM (Araki et al. 2015) . The addition of excessive amounts of sorbitol, a nonfermentable sugar alcohol, did not alleviate TC sensitivity, as observed with other polysaccharides, which indicates that alleviation of the effects of TC is not due to high osmolarity. Collectively, these results suggest that the transporters for monosaccharides and maltose are involved in the sensitivity to TC at low concentrations, but the systems that assimilate other polysaccharides and those for sensing amino acids and osmolarity appear not to be involved.
Additional monosaccharides alleviate sensitivity to the clinical drugs via Hxt1
The Hxts encoded by 18 genes have a similar structure and are functionally redundant; thus, none of the Hxts are essential for growth on glucose (Ozcan and Johnston 1999) . This indicates that TC-sensitive growth is not due to the inhibition of a Hxt only. Indeed, when considered individually, the rgt2 or snf3 disruptants were defective in the expression of several HXT genes and only slightly sensitive to TC, whereas the rgt2 snf3 double disruptant and the grr1 disruptant were defective in the expression of many HXT genes and severely TC sensitive ( Figure 5A ). These findings suggest that many HXT genes could be redundantly involved in the observed TC sensitivity. However, the expression levels of the 18 HXT genes vary depending on the type and amount of the carbon source, and this makes evaluating Hxts based on their drug effects complicated. In addition, because various sugars and the aforementioned mutants would affect the expression of numerous genes, we cannot completely exclude the possibility that TC sensitivity and its alleviation by additional sugars are due to the expression of non-HXT genes. To avoid the complicated effects of multiple HXT genes and their regulation, we examined the drug effects in the hxt 0 mutant (EBY.S7) (Wieczorke et al. 2003) , in which all HXT genes are deleted but a HXT gene is expressed under the same ADH1 promoter. The ADH1 promoter-driven HXT1 and HXT2 genes were expressed on single-copy vectors (pHXT1s and pHXT2s) or multicopy vectors (pHXT1m and pHXT2m) in the hxt 0 mutant. As shown in Figure 6A , the hxt 0 mutant harboring pHXT1s (HXT1s) was more sensitive to TC than that harboring pHXT1m (HXT1m) for 3 days. Although the HXT1s strain also grew slowly, similar to the rgt2 snf3 and grr1 disruptants, the strain was still sensitive to TC at concentrations .1.5 mM after 5 days (data not shown). This result indicates that a reduction in HXT1 expression accounts for TC sensitivity. We could not evaluate the effect of differing levels of Hxt2 because the hxt 0 mutant harboring pHXT2s (HXT2s) grew poorly in the absence of TC for 7 days.
Additional monosaccharides (e.g., glucose, fructose, and mannose) alleviated the sensitivity to TC (2.5 and 3.5 mM) in the HXT1m strain but not in the HXT1s strain ( Figure 6B ), as observed with the rgt2 snf3 and grr1 disruptants ( Figure 5D ). Additional glucose alleviated the sensitivity to other local anesthetics (e.g., DC and LC) and phenothiazine (CPZ) in the HXT1m strain but not in the HXT1s strain ( Figure 6C ). These results indicate that additional monosaccharides alleviate the observed clinical drug-induced sensitivities via Hxt1 irrespective of the drug structures. Additional glucose alleviated the sensitivity to TMA12 in the WT strain ( Figure 3A) but not in the HXT1m or HXT1s strain ( Figure 6C) ; this suggests that other Hxts might be involved in the sensitivity to TMA12.
Nonmetabolizable hexose analogues alleviate TC sensitivity via Hxt1
The Hxts have different substrate specificities to monosaccharides (Leandro et al. 2009 ). In a WT strain expressing various Hxts, it is impossible to evaluate the effects of drugs on the substrate specificity of individual Hxts, although it is easy to monitor the growth of the hxt 0 mutant harboring only a single HXT gene. As shown in Figure 6D (left), in the absence of TC, the HXT1m and HXT2m strains grew on a medium containing glucose, fructose, and mannose, but not galactose, as a solo carbon source. This reflects the fact that Hxt1 and Hxt2 are unable to transport galactose (Leandro et al. 2009 ). Both strains were sensitive to 2.5 mM TC in the presence of 2% glucose or fructose but not in the presence of mannose; furthermore, these sensitivities were alleviated by additional monosaccharides (4-8%) ( Figure 6D ). The HXT1m strain was sensitive to 3.5 mM TC, and this effect was alleviated by additional mannose (4-8%) ( Figure 6B ). These observations suggest that administration of TC effectively inhibits the transport of glucose and fructose rather than mannose in Hxt1 and Hxt2 irrespective of the difference in their substrate affinities.
Interestingly, in the presence of 2% glucose, additional galactose (2-4%) effectively alleviated TC sensitivity in the HXT1m strain, but it had only a slight effect in the HXT2m strain ( Figure 6D, right) . Thus, the galactose-induced alleviation pattern depends on the properties of individual Hxts rather than on other systems. Because both Hxts are unable to import galactose, excessive amounts of galactose might stimulate glucose import in the presence of TC. Alternatively, the coexistence of glucose might stimulate galactose import in these Hxts. In the latter case, galactose metabolism would contribute to the alleviation. However, addition of 2-deoxygalactose (dGal), a nonmetabolizable galactose analogue, also alleviated the TC sensitivity of the HXT1m strain in the presence of 2% glucose ( Figure 6E, +2% dGal) . Thus, additional galactose likely would stimulate glucose import. Similar alleviation of TC effects was observed following the addition of OMG ( Figure 6E , +4% OMG). In the HXT1s strain, alleviation of TC sensitivity was not apparent with additions of OMG, galactose, or dGal, although slight alleviation was observed in the presence of 6% glucose (+4% Glc) following prolonged incubation for 5 days ( Figure 6E, 1s) . These results indicate that alleviation of TC sensitivity by the addition of nonmetabolizable hexose analogues also depends on the amount of Hxt1 rather on other systems such as the Gpr1-Gpa2 and Rgt2-Snf3 sensors.
Addition of 4% OMG, but not 4% dGal, alleviated the TC sensitivity of the HXT1m strain ( Figure 6E, 1m) . This difference may have arisen because high concentrations of nonimportable galactose preferentially mask the Figure 6 The effects of drugs and sugars on the growth of hxt 0 mutants harboring only a HXT gene. The hxt 0 mutants harboring pHXT1s (1s), pHXT1m (1m), pHXT2s (2s), and pHXT2m (2m) were precultured in SMal-Ura, respectively, and then grown in YPD for 4-5 hr. A. These strains were incubated on 96-well plates containing YPD (pH 6.0) supplemented with TC at the indicated concentrations (horizontal axis) for 3 days at 25°. (B) The hxt 0 mutants (1m and 1s) were incubated in wells containing YP (pH 6.0) supplemented with the indicated sugars (vertical axis) and TC at the indicated concentrations (horizontal axis) for 3 days at 25°. (C) The hxt 0 mutants (1m and 1s) were incubated in wells containing YP (pH 6.0) supplemented with the drugs (vertical axis) and glucose (horizontal axis) at the indicated concentrations for 3 days at 25°. (D) The hxt 0 mutants (1m and 2m) were incubated in wells containing YP (left) and YPD (right) (pH 6.0) supplemented with the indicated monosaccharides (vertical axis) and TC at the indicated concentrations (horizontal axis) for 3 days at 25°. (E) The hxt 0 mutants (1m and 1s) were incubated in wells containing YPD (pH 6.0) supplemented with additional glucose, OMG, galactose, dGal, and TC at the indicated concentrations (horizontal axis) for 5 days at 25°.
hexose-recognition portions of Hxt1, resulting in interference of the glucose import, but transportable OMG does not. These observations suggest that Hxt1, defective in galactose transport, can recognize galactose but not transport it. In other words, additional galactose might stimulate glucose import by affecting the hexose-recognition portions of Hxt1.
Amphiphilic clinical drugs, nonspecifically distributed in various membranes, affect Hxts on the plasma membrane According to the protein theory, local anesthetics and phenothiazines would inhibit hexose transport via direct interaction with Hxts; however, according to the lipid theory, these drugs would indirectly inhibit hexose transport via direct interaction with membranes. To examine these possibilities, we observed the intracellular localization of phenothiazines. The fluorescence of phenothiazines was detected by UV excitation (330-385 nm) as blue-like signals for CPZ (De Filippi et al. 2007 ) and yellow-like signals for TFZ, although both colors rapidly changed to a white-like color possibly because of UV degradation. Similar fluorescence signals for both CPZ and TFZ were distributed in various membranes, including vacuolelike structures ( Figure 7A, top) , irrespective of their structural differences. The signals were observed just after treatment with the phenothiazines, which was apparently different from the slow staining of vacuoles by FM4-64 dye (data not shown). This suggests that penetration of the phenothiazines is a rapid process without endocytotic trafficking. Similar localizations were observed following treatments with perphenazine (PPZ), thioridazine (TRZ), and fluphenazine (FPZ) as blue-like, blue-white-like, and yellow-like signals, respectively. These observations suggest that chloride (CPZ and PPZ), the methylthio group (TRZ), and the trifluoromethyl group (TFZ and FPZ) in their phenothiazine rings contribute to the color differences (data not shown). Thus, the localization to membranes is due to the common structure of phenothiazines rather than the individual structures. These observations indicate that the phenothiazines with cationic amphiphilic structures nonspecifically interact with membranes, possibly via the amphiphilic intercalation along the orientation of the membrane phospholipids.
In comparison, GFP-tagged Hxt2 and Hxt1 were specifically localized in the plasma membrane ( Figure 7A , bottom, and Figure 7B , ctrl), as reported previously (Yoshida et al. 2012) . The difference in these localizations indicates that phenothiazines do not interact only with Hxts. In cells with reduced glucose uptake caused by treatment with 0.4 mM CPZ for 30 min (Figure 2A) , the Hxt1-GFP signals were retained at the plasma membrane ( Figure 7B ), which indicates that the inhibition of glucose uptake is not due to delocalization of Hxt1. If CPZ were anchored at the plasma membrane via interactions with Hxts and other membrane proteins, according to the protein theory, a small increase in CPZ would not affect membrane structures. However, at 1 mM, the CPZ signals on the membranes were lost and distributed as dot-like structures; concomitantly, Hxt1-GFP signals on the plasma membrane also were lost. Because this concentration induces cell lysis, as judged by ALP activity (Uesono et al. 2011) , CPZ at 1 mM destroys membranes via the surfactant-like activity of the amphiphilic structure, and it thereby delocalizes Hxt1 from the plasma membrane. Thus, CPZ directly and nonspecifically interacts with various membranes rather than with membrane proteins.
LC and TC also have amphiphilic structures, although they do not have the structures for fluorescence (Uesono et al. 2011) . At concentrations that reduce glucose uptake (i.e., 0.2 M LC, 0.5 hr; 2.5 mM TC, 4 hr; and 10 mM TC, 0.5 hr) (Figure 2) , the Hxt1-GFP signals were retained at the plasma membrane ( Figure 7B ), although apparent permeabilization was observed following treatment with 10 mM TC ( Figure  3C, left) . Thus, the inhibition of glucose uptake, which is caused by the conditions, is not due to delocalization of Hxt1. The intrinsic fluorescence signals were observed by UV excitation, and the Hxt1-GFP signals were lost from the plasma membrane at high concentrations that induced cell lysis (i.e., 0.5 M LC, 0.5 hr, and 20 mM TC, 0.5 hr) (Uesono et al. 2011) . These effects were likely the result of membrane destruction at high concentrations caused by surfactant-like activity based on the amphiphilic structures of local anesthetics, as observed with 1 mM CPZ. These results suggest that the amphiphilic clinical drugs, which are distributed nonspecifically in various membranes, indirectly and incidentally interact with the Hxts specifically localized on the plasma membrane rather than anchoring the drugs by Hxts or other membrane proteins and that they thereby inhibit the function of Hxts at low concentrations.
Discussion
Cationic amphiphilic compounds nonspecifically interact with whole-cell membranes
The nonspecific interaction of local anesthetics and phenothiazines with membranes is not specific to yeast cells because similar membrane interactions have been proposed following morphologic analysis of erythrocyte cells (Deuticke 1968; Sheetz and Singer 1974) . These interactions simply may be due to the intercalation of the amphiphilic drugs along the orientation of amphiphilic phospholipids in the lipid bilayer. Even if these drugs have the potential to interact with specific proteins at low concentrations, the nonspecific interaction between the drugs and membranes would remain unchanged because the amphiphilic structures do not change with concentration. Therefore, we suggest that the action mechanism of these amphiphilic drugs can be understood based on the lipid theory.
Protein theory is based on several observations, including the cutoff phenomenon of long-chain alcohols (Franks and Lieb 1990) . Cutoff is the unresolved phenomenon by which long-chain compounds with more than C 12 carbons, such as alcohols and QACs, lose their anesthetic activity in animals (Pringle et al. 1981; Curtis and Scurlock 1981) . Thus, cutoff is an apparent contradiction of the Meyer-Overton rule. To explain the cutoff and the luciferase inhibition by anesthetics, protein theory assumes that the target proteins, such as neurotransmitter receptors and ion channels, might have anesthetic-binding pockets of limited size as their hydrophobic sites that are unable to fit long-chain compounds larger than the cutoff length. However, the cutoff of long-chain alcohols was observed in the growth-inhibitory activity in microorganisms, indicating that the phenomenon is not specific for anesthesia of animals (Kato and Shibasaki 1980; Kubo et al. 1995) . Pharmacologic analysis of yeast has revealed that cationic TMAs, which have anesthetic activity in animals (Curtis and Scurlock 1981) , do not lose their inhibitory activities, i.e., actin polarization and translation initiation, even if they have long alkyl chains (C 6 -C 18 ). This indicates that the anesthetic-binding pocket of limited size does not exist (Uesono et al. 2011) . In addition, the real potencies of TMAs found by escaping cutoff at the lower concentrations proportionally increase (i.e., IC 50 values decrease) with their carbon number and peak at C 16 , which is the average length of yeast membrane fatty acids (van der Rest et al. 1995) . This suggests that an interaction exists between long-chain compounds and one side of the membrane lipid bilayer (Uesono et al. 2011) . The lipids of the plasma membrane are usually distributed asymmetrically. The inner leaflet of the yeast plasma membrane is enriched in phosphatidylethanolamine (PE), phosphatidylinositol (PI), and phosphatidylserine (PS) (van der Rest et al. 1995) ; this composition is similar to that of erythrocyte membranes (Op den Kamp 1979) . Morphologic studies of erythrocytes suggest that the positively charged cationic amphiphiles, including local anesthetics and phenothiazines, preferentially intercalate into the inner leaflet enriched in the negative-charged PI and PS (Deuticke 1968; Sheetz and Singer 1974) . Thus, cationic amphiphiles would preferentially and nonspecifically intercalate into the inner leaflets of the yeast lipid bilayer via electrostatic interactions with anionic phospholipids (Figure 8) .
A mechanism that motivates nonspecific interaction between drugs and membranes induces specific glucose starvation
The nonspecific interaction of the cationic amphiphiles with the membrane is considered to inhibit the function of numerous proteins on membranes, and this results in various phenotypes rather than a specific phenotype. However, our results indicate that the cationic amphiphiles induce specific glucose starvation via inhibition of Hxt function. This apparently contradicts the various phenotypes. To explain this contradiction, we propose two models (Figure 8, A and B) . In one model, we explain how the nonspecific interaction inhibits the function of Hxts ( Figure 8A ). An alternating conformation model has been proposed previously to explain the mechanism of facilitated glucose transport (Gorga and Lienhard 1981; Oka et al. 1990 ). In this model, glucose is selectively transported across membranes via oscillated changes between outward-and inward-facing conformations. Nonspecific intercalation of amphiphiles with membrane would inhibit this oscillation. However, in contrast to the effects caused by cationic TMA12, anionic SDS does not inhibit translation initiation (Uesono et al. 2008) , and additional glucose does not alleviate the SDS-associated growth inhibition ( Figure 3A) . Therefore, anionic amphiphiles, which are considered to intercalate into outer leaflets (Deuticke 1968) , are unlikely to induce glucose starvation. This simply suggests that cationic amphiphiles efficiently inhibit Hxts by penetrating into the open space of the oscillation area at the inner leaflet, but anionic amphiphiles do not because the area at the outer leaflets has no space if the Hxts importing extracellular hexoses usually exist as the outward-facing form ( Figure 8A , low drugs). This implies that compounds with widely varying structures, other than the drugs used in this study, might induce glucose starvation if they penetrate into inner leaflets.
The rate-limiting step for TC resistance was the amount of substrate for Hxts rather than the number of Hxts themselves ( Figure 5 , B and C). This implies that TC resistance is conferred by Hxts that are actively oscillated by transporting hexose but not by nonoscillated Hxts that do not transport hexose ( Figure 8A , no drugs, white and black shapes). Thus, additional hexose would lead to increasingly efficient oscillation of Hxts by maintaining a substrate supply and thus would prevent the penetration of the drugs into the actively oscillating area, which, in turn, would confer resistance to the drugs ( Figure 8A , excess hexoses, white shapes). However, once the drugs penetrate into the oscillating area, the transporters that are stuck no longer oscillate efficiently, even if excessive amounts of glucose are added ( Figure 8A , excess hexoses, black shapes). Therefore, the state of glucose uptake would depend on the first attack, either of the oscillation area by the drugs or of the transporters by the additional glucose. This assumption is supported by the observation that the state of actin depolarization depends on the first treatment, either of TC or of additional glucose ( Figure 4A) . Eventually, the drugs would penetrate into the oscillation area with consumption of glucose even if it were in excessive amounts. This is supported by the fact that actin tended to gradually depolarize in the cell pretreated with 6% glucose ( Figure 4A ). This mechanism for drug resistance by stimulation of oscillatory change would be applicable to numerous compounds that penetrate the membrane. Therefore, this mechanism might provide insight into multidrug resistance in cells that actively assimilate glucose via Hxts, such as cancer cells (Phelps 2000) . At higher concentrations, these amphiphilic drugs would destroy the membrane by excessively penetrating into the lipid layers, as observed in erythrocytes, model membranes, and yeast (Seeman 1972; Kitagawa et al. 2004; Uesono et al. 2011 ) ( Figure 7B) ; thereafter, Hxts no longer exist ( Figure 8A , high drugs), and additional glucose cannot therefore alleviate the defects (Figure 3 , C and D, 10 mM TC).
We acknowledge that the aforementioned model alone cannot explain the specificity of Hxts because the mechanism is applicable to other transporters/channels that severely change the structures on membranes (Yan 2015) . Thus, another model is also required ( Figure 8B ). S. cerevisiae has the largest number of major facilitator superfamily (MFS) transporters of any organism; these transporters move their substrates by passive, energy-independent facilitated diffusion (Pao et al. 1998) . Of the MFS transporters, the hexose transporter is the largest family, encoded by 18 genes and 2 sensors (Ozcan and Johnston 1999) . Because several HXT genes are highly expressed in media containing sufficient amounts of glucose, Hxts likely would be abundant in the plasma membrane of the WT strain. In this study, excessive amounts of hexoses alleviated drug sensitivity in the HXT1m strain but not in the HXT1s strain ( Figure 6 , B and C). This indicates that glucose starvation is responsible for drug sensitivity in the presence of high, but not low, levels of Hxt1, which is a gene dose-dependent biphasic behavior. In other words, cationic amphiphiles distributed nonspecifically in membranes would preferentially inhibit abundant Hxts in a WT strain with high expression of various HXT genes, and this would induce glucose starvation as a preferential phenotype. Thus, this effect can be alleviated by additional hexoses (Figure 8B , left). In the presence of small numbers of Hxts, the cationic amphiphiles would equally inhibit the functions of other membrane targets as well as Hxts, which would result in various defects. This effect, therefore, would not be alleviated by additional hexoses only ( Figure 8B, right) . If this were a convincing mechanism, broadening the drug penetration area by increasing the concentration would induce various defects; i.e., it would show drug dose-dependent Figure 8 Models for the preferential inhibition of Hxts caused by nonspecific interaction between cationic amphiphiles and membranes. (A) Hexoses are selectively transported across the plasma membrane via oscillated changes in the Hxts between outward-and inwardfacing conformations (no drug). Active Hxts transporting hexoses are indicated as white shapes, and inactive Hxts without transporting hexoses are indicated as black shapes. The dotted boxes indicate the oscillation area for the conformational change of Hxts. At low concentrations, cationic amphiphilic drugs (e.g., local anesthetics, phenothiazines, and cationic surfactants) nonspecifically intercalate into the inner leaflet of membranes (drugs, low). When the drugs penetrate into the oscillation area of Hxts, their structural changes are prevented as the outward-facing configuration (black shapes), resulting in glucose starvation. Additional hexoses stimulate the oscillation of Hxts by efficient interaction with hexoses (drugs, low + excess hexoses) and thus prevent drug penetration into the oscillating area, thereby conferring resistance to drugs (white shapes). Once the drugs penetrate into the oscillating area, the stuck Hxts no longer oscillate efficiently, even in the presence of additional hexose (black shapes). Increasing the drug concentrations destroys membranes by excessively penetrating into the lipid layer, and thus Hxts do not exist in the plasma membrane and lose their function (drugs, high). (B) A certain concentration of cationic amphiphiles preferentially inhibits the function of abundant Hxts in plasma membrane (left). In the case of scarce Hxts, the drugs inhibit various targets, thereby diminishing the preference of Hxts as a drug target (right).
biphasic behavior. Indeed, this is confirmed by the fact that TC induces the eIF2a phosphorylation sensing starvation of amino acids at high concentrations only (Araki et al. 2015) . Alternatively, Hxts might have a special cytoplasmic domain where the oscillation is easily inhibited by the nonspecific interaction of drugs with the membrane. However, this latter case cannot explain the aforementioned biphasic behaviors because Hxts alone are inhibited irrespective of the amounts of Hxts and drugs. In summary, these two models would explain a possible mechanism by which a nonspecific interaction between cationic amphiphiles and membranes preferentially induces specific glucose starvation and leads to similar responses.
Inhibitory effects of clinical drugs on glucose transport in animals
The function of Hxts is highly conserved from yeast to animals (Kasahara and Kasahara 1997; Wieczorke et al. 2003) . Administration of volatile and local anesthetics is known to increase blood glucose levels in animals and humans (Diltoer and Camu 1988; Nakamura et al. 2001) . Antipsychotic drugs, including phenothiazines, are also known to induce hyperglycemia irrespective of whether the drugs are typical or atypical (Haupt and Newcomer 2001) . These facts suggest that administration of these clinical drugs inhibits glucose transport at a cellular level as a common effect and that this increases blood glucose levels in animals. In addition, the apparent inhibition of glucose uptake is observed in human erythrocytes and brain during administration of volatile anesthetics (Salah et al. 1982; Alkire et al. 1997) , as well as in PC12 cells following treatment with phenothiazines (Dwyer et al. 1999) . With our findings, these facts suggest that anesthetics and antipsychotic phenothiazines inhibit the function of Hxts in animals in a similar manner irrespective of the structural difference of the drugs. According to our theory, the nonspecific interaction of the cationic drugs with membrane would preferentially affect the most abundant transporters/channels/receptors with structural changes on the membrane in tissues. For example, because glucose is used efficiently in the brain in all the human tissues (Phelps 2000) , the inhibitory effects caused by anesthetics and phenothiazines would preferentially appear on glucose transporters highly expressed in the brain. Glucose starvation in the brain, compulsively caused by these drugs, might account for the loss of consciousness during anesthesia, similar to hypoglycemic comas observed in diabetic patients (Languren et al. 2013) . In tissues with insufficient glucose transporters, phenotypes other than glucose starvation would appear.
Alleviation of drug-induced toxicity: Anesthetics and phenothiazines are known to induce cytotoxicity in mammalian cells at clinically relevant concentrations, which is considered to correlate with drug-induced neurodegenerative diseases (Gil-Ad et al. 2004; Werdehausen et al. 2009; Stratmann 2011) . The viability of yeast cells also gradually decreased, without cell lysis, following exposure to TC at low concentrations ( Figure 4B ), as observed in long-term treatment with isoflurane (Keil et al. 1996) . This indicates that these anesthetics lead to irreversible toxic effects even in yeast cells. This effect is possibly attributable to the aberrant glucosestarvation-mimetic state, which is compulsively caused by the drugs being distributed to various membranes (Figure 7) . Our results suggest that the aberrant state is caused by inhibition of an unknown survival process linked to glucose utilization ( Figure 6B ). The respiration system might be a candidate because it is required for homeostasis after glucose deprivation (Uesono et al. 2004) . Drug penetration into both mitochondrial and plasma membranes might generate toxicity as a result of irregular inhibition of both respiration and glucose uptake. At the tissue level in rats, additional glucose alleviates the neurotoxicity induced by TC (Fukushima et al. 2011) , similar to our observations in yeast ( Figure 4B) . Thus, the toxicity-alleviation mechanism might be similar between yeast and rats. If the mechanisms for drug toxicity are also similar in humans, alleviation of the glucose-starvationmimetic state by the administration of excessive amounts of hexoses, insulin, or both might be effective for avoiding the adverse effects induced by anesthetics in the brain, such as postoperative cognitive dysfunction in normal patients (Moller et al. 1998) , which has already been performed as the tight glycemic control for other purposes (Malmberg et al. 1995; van den Berghe et al. 2001) .
