Inevitable experimental noise lies on the way to demonstrate the computational advantage of quantum devices over digital computers in some specific tasks. One of the proposals is Boson Sampling of Aaronson & Arkhipov, where the specific classically hard task is sampling from the many-body quantum interference of N indistinguishable single bosons on a M -dimensional unitary network. Can a noisy realisation of Boson Sampling be efficiently and faithfully simulated classically? We consider how the output distribution of noisy Boson Sampling can be distinguished from that of classical simulation accounting for the many-body interference only up to a fixed order. It is shown that one can distinguish the output distribution of noisy Boson Sampling from that of classical simulation with a number of samples that depends solely on the highest order of quantum interference accounted for by the classical simulation, noise amplitude, and density of bosons ρ = N/M . The results indicate that noisy Boson Sampling in a regime of finite density of bosons, ρ = Θ(1), i.e., on a small network M = N/ρ, retains quantum advantage over digital computers if the amplitude of noise remains bounded as N scales up.
Quantum mechanics promises computational advantage over digital computers [1, 2] . Current technology is on the brink of building quantum devices with the promised superiority in some specific computational tasks, named the quantum supremacy [3] , for which goal several quantum systems are considered [4] [5] [6] [7] [8] . Will noise (imperfections), always present in an experimental setup, prevent demonstration of the quantum supremacy by allowing an efficient classical simulation [9] ?
In Boson Sampling of Aaronson & Arkhipov [4] the specific classically hard computational task is sampling from many-body quantum interference of N indistinguishable bosons on a unitary linear M -dimensional network (M -port) in the no-collision regime, when the output ports receive at most a singe boson (i.e., for M ≫ N 2 [10] ). Precisely, a classical simulation of the output probability distribution of Boson Sampling to an error ǫ with the computations polynomial in N and 1/ǫ is impossible, if some plausible conjectures are true [4] . While the formal arguments are given for the no-collision regime, a possibility of going beyond it is not discarded. There are N ! quantum amplitudes contributing to many-body interference of N bosons, the sum of which is the matrix permanent of an N -dimensional submatrix of a unitary M -port matrix [11, 12] , hard to compute [13] [14] [15] [16] .
Single photons [17] [18] [19] [20] [21] , Gaussian states [22] [23] [24] in optical networks, and the temporal-mode encoding [25, 26] were proposed and tested for experimental implementation with quantum optics. Alternative platforms include ion traps [27] , superconducting qubits [28, 29] , neutral atoms in optical lattices [30] and dynamic Casimir effect [31] . Initially it was estimated that the threshold system size for demonstration of quantum supremacy with Boson Sampling was N ≈ 30 bosons [4] . However, recent Markov Chain Monte Carlo classical simulation algorithm [32] and subsequent analytical estimate [33] pushed the threshold to N ≈ 50 bosons. This seem to significantly affect feasibility of demonstration of quan-tum advantage with Boson Sampling with the current technology, notwithstanding the reported spectacular advances in experimental implementation [34] [35] [36] [37] . Indeed, inevitable experimental imperfections [29, [38] [39] [40] [41] [42] [43] [44] allow for efficient classical approximation algorithms [45] [46] [47] [48] [49] [50] , which seem to prevent reaching the current threshold N ≈ 50 by combining the best of reported components [49] , assuming that the amplitudes of imperfections/noise remain fixed when scaling up. Moreover, the transmission in the currently used planar optical networks decreases with the network depth, thus allowing for an efficient classical simulation [47, 48] .
A crucial point of the efficient classical simulation [46] [47] [48] [49] [50] , that applies to imperfections of fixed amplitudes as the system size scales up, is that the output of a noisy/imperfect Boson Sampling is approximated to an error ǫ (in the total variation distance). The main point of Boson Sampling proposal [4] was to allow an approximation error by proving (under plausible conjectures) stability under a small error of the asymptotic classical hardness as the system size scales up. But for a finite-size experimental system, that realises noisy Boson Sampling, exactly how small such an error should be? Alternatively, following Ref. [1] , we can ask if an efficient classical algorithm is possible that samples from the output distribution of a real experimental quantum system, realising an imperfect Boson Sampling, in such a way that it would be impossible to tell from the sampling data whether we have the classical simulation or the quantum system. This experimentally meaningful reformulation relates the approximation error, to be imposed on a classical simulation, and the total number of available samples, obtained from the quantum system.
As a partial answer to the above question, below it is shown how one can distinguish the output of imperfect/noisy Boson Sampling, where imperfections have fixed amplitudes as the system size scales up, and a wide range of classical algorithms capable to approxi-mate its output distribution. We consider the strongest experimental imperfections: partial indistinguishability of bosons, boson loss, and dark (random) counts of detectors. Noise in experimental platforms, e.g., in optical networks [21, 39] , or in superconducting qubits [29] , has similar effect on classical hardness of Boson Sampling to that of partial distinguishability of bosons [21, 50] . We consider the classical algorithms that account for the manybody quantum interference up to a fixed order. Precisely this type of algorithms was recently shown [46, 49, 50] to efficiently approximate noisy/imperfect realisation of Boson Sampling in the no-collision regime.
In our discussion below of the effect of noise we consider quantum many-body interference of N identical bosons on a unitary M -port for arbitrary M ≥ N , which we will call the ρ-density Boson Sampling with the density of bosons defined by ρ = lim N →∞ N M . The classical computational hardness in this general setting depends on N and M , or, equivalently, N and ρ, due to significant bunching of bosons at the output ports for finite ρ [10] and reduced classical hardness of the matrix permanents of rank deficient matrices [51, 52] . To estimate the classical sampling complexity in this case one can employ the Markov Chain Monte Carlo classical simulation algorithm of Refs. [32, 33] , applicable uniformly over 0 < ρ ≤ 1. The resulting estimate on the sampling complexity is as follows. For any ǫ > 0 with the probability at least 1 − ǫ in the Haar measure, the number of classical computations C satisfies for N ≫ 1 [53] O N 2
Eq. (1) bounds from below and from above the leading order of the number of classical computations, by the algorithm of Refs. [32, 33] , required to get a sample from the output distribution of Boson Sampling for arbitrary ρ ≤ 1 (reducing to the previous leading order O(N 2 N ) [33] in the no-collision regime). The lower bound of Eq.
(1) predicts that N -boson ρ-density Boson Sampling remains at least as exponentially hard for classical simulations as no-collision Boson
Eq. (1) applies only to noiseless ρ-density Boson Sampling. Errors/noise in network [39, 40, 42] , partial distinguishability of bosons [41] , boson losses [43] , etc, add noise to many-boson quantum interference realised in an experimental setup, thus compromising the classical hardness of an experimental system realising Boson Sampling [39, [45] [46] [47] [48] [49] [50] . Noise affects stronger higher orders of the many-boson quantum interference, allowing for efficient classical approximations of the output distribution of such a noisy (no-collision) Boson Sampling by accounting for the many-boson interferences only up to a fixed order K = O(1) for all N ≫ 1 [46, 49, 50] . Such a classical approximation is efficient, since the necessary classical computations scale exponentially only in K and polynomially in N, M [46] . Below we consider precisely this type of classical approximations to Boson Sampling in an arbitrary regime of density of bosons.
Consider now an imperfect/noisy realisation of ρdensity Boson Sampling with arbitrary partially distinguishable bosons on an arbitrary lossy linear network U, U † U ≤ I (below we will also account for the dark counts of detectors). An arbitrary state of partial distinguishability of N bosons is described by a function (J) on the symmetric group S N of permutations σ [41, 54] , defined by J(σ) = 
where l 1 , . . . , l n are the output ports corresponding to m, m! = m 1 ! . . . m M !, and k 1 , . . . , k N is a permutation of 1, . . . , N . We are interested in the total variation distance between the distribution (p) of Eq. (2) and that of the approximation (p (K) ) accounting for the many-boson quantum interference only up to a fixed order K. The latter can be introduced [50] by noting that J-function factorises according to the disjoint cycle decomposition of permutation: for σ = ν 1 ν 2 . . . ν q [56] we have J(σ) = J(ν 1 )J(ν 2 ) . . . J(ν q ), where each cycle ν i : k i1 → . . . → k i |ν| → k i1 (|ν i | being the cycle length) gets a unique factor J(ν i ), in the case of pure internal states J(ν i ) = |ν| i=1 ψ ki+1 |ψ ki , accounting for specific |ν i |-boson interference process [57] . This fact allows to easily introduce a cut-off K on the order of many-body quantum interferences by limiting the largest cycle length to K, i.e., by requiring that there are at least N −K fixed points (N −K bosons not participating in many-body interferences) [46] . The approximation we are looking for corresponds, therefore, to the distribution given by Eq.
(2) with a modified distinguishability function J (K) [50] :
where c 1 (σ) is the number of fixed points (1-cycles) in σ.
To find the total variation distance D(p, p (K) ) analytically, as well as numerically (for N ≫ 1), is a very hard problem. One can use, however, that it is bounded from below by any difference in probability ∆P , D(p, p (K) ) ≥ |∆P |, with equality achieved for a certain probability P . Consider the difference in the probability to detect all output bosons in a certain subset of M − L output ports, or, equivalently, no counts in the complementary output ports Ω L ≡ {l 1 , . . . , l L }. This choice allows us to take into account also the dark counts, for each detector following a Poisson distribution p d (n) = ν n n! e −ν with a certain rate ν. Under the uniform rate assumption, they contribute to the above difference in probability the factor e −Lν , equal to the probability of zero dark counts in Ω L . Setting ∆J = J − J (K) we get from Eqs.
(2)-(3) the total variation distance bounded as follows [55] 
Given a network U, one can optimise the lower bound by selecting a specific subset Ω L . The crucial point is that for a fixed L and large N ≫ 1 the lower bound in Eq. (4) depends only on K, amplitudes of imperfections, and density of bosons. Assume, for simplicity, that network has a uniform transmission η, U = √ ηU , U † U = I, and internal states of bosons have a uniform overlap ξ = ψ k |ψ l , thus J(σ) = ξ N −c1(σ) . Then the asymptotic lower bound of Eq. (4) depends only on (K, ρ, ξ, η, ν). To show this, let us average ∆P L over the Haar-random network and compute the relative variance. In the simplest case L = 1, the averaging gives the following results [55] :
where the approximations are obtained assuming that K ≪ √ N . W 1 of Eq. (5) serves also as a lower bound in networks with one balanced output port |U k,1 | = 1 √ M [55] (in this case the subset Ω 1 consists of the balanced output port). Such networks contain a wide class: U = F (1 ⊕ V ) with the Fourier network F kl = 1 √ M e 2iπ kl M and an arbitrary (M − 1)-dimensional unitary network V .
In case of multiple bosons per input port, corresponding to a configuration n = (n 1 , . . . , n M ), |n| = N , the output probability of Eq. (2), hence the lower bound in Eq. (5), is divided by n! [54, 58] . We have in this case n! ≥ (n 0 !) M > (n 0 /e) N n 0 +1 , with n 0 = [ρ], i.e., the bound is exponentially small in N for multiple bosons per input port and ρ > e. Moreover, numerical results show that he lower bound in Eq. (5) rapidly goes to zero for ρ ≥ 1. Below we focus on ρ ≤ 1 and single bosons.
In general, setting L > 1 in Eq. (4) can result in a larger lower bound than that for L = 1. Indeed, for (1, 2, 0, 1, 1, 0 (1, 2, 0, 1, 1, 0) FIG . 1: (a) Noisy Boson Sampling. Imperfections/noise affect stronger the contribution from the higher orders of many-boson quantum interference in an imperfect Boson Sampling (left). An efficient classical algorithm (right), that accounts for the many-boson interference only to a fixed order K, independent of N , tries to emulate the output distribution of an imperfect Boson Sampling for all N ≥ K. noiseless Boson Sampling, ξ = η = 1 and ν = 0, for K = 1 and L ≪ M the total variation distance averaged over the Haar-random network satisfies D(p, p (1) [59] , maximised for ρ ≤ 1 at the value of L equal to the integer part of ρ −1 .
Eq. (4) was simulated numerically in a uniformly lossy network U = √ ηU (for ξ = 1 and ν = 0), by choosing networks U uniformly randomly from the unitary group. The results are shown in fig. 1 , where the scale-invariance (the dependence only on (K, ρ, η)) is checked by comparing the average lower bound | ∆P 1 | for N = 12 and N = 24. The numerics shows that the expression W 1 of Eq. (5) is a very good approximation to the average | ∆P 1 | for K ≥ 3 (for N ≫ K 2 ). For K ≥ 3 it is observed that the average lower bounds | ∆P L | of Eq. (4) for different L converge to that for L = 1, for N ≫ K 2 , therefore, they are well approximated by W 1 .
Observe that in the no-collision regime ρ ≪ 1/N [4] the lower bound W 1 of Eq. (5) vanishes polynomially in 1/N . On the other hand, for ρ = Θ(1) we get W 1 = O(1), i.e., the total variation distance is independent of N and defined only by a cut-off value K, the amplitudes of imperfections, and the density of bosons. Therefore noisy Boson Sampling is far from the classical simulators in the regime of a finite density of bosons. Previously noiseless Boson Sampling was shown [60] to be far from the uniform distribution (contrary to the opposite belief [61] ), leaving as open problems to analyse better classical approximations and noise dependence. Our results partially resolve open problems (2) and (4)-(6) of Ref. [60] by considering a whole class of such approximations to a noisy realisation of Boson Sampling for general M ≥ N , beyond the no-collision regime.
The above results on the distinguishability of noisy Boson Sampling from classical simulations suggest that quantum supremacy could be achieved in an experimental setup realising a finite-density regime, i.e., on a small network M = ρ −1 N , ρ = Θ(1), rather than in the usual no-collision regime (M ≫ N 2 ) [4] , or in any vanishingdensity regime, M ≫ N , in general. A specific ρ ≤ 1 could be selected by optimising between the reachable experimental coherence time and the feasible size of a device, observing that, by Eq. (1), the classical computational hardness decreases, whereas the resistance to noise, if judged by Eq. (5) and numerical results, increases with ρ.
In a regime of finite density of bosons, multiple occupations (boson bunching) of the output ports of a network necessitate the boson-number resolving detection. It is known that when the probability of dark counts is larger than the loss rate, Boson Sampling without the boson number resolution (with the on-off detection) allows for an efficient classical simulation [45] in an arbitrary regime of density of bosons. Let us further analyse the effect of just the on-off detection, assuming that the dark counts rate is negligible. For M ≥ N ≫ 1, in a Haar-random network, the average probability that boson bunching at a network output is bounded by s reads [10] Prob(max(m l ) ≤ s)
By Eq. (6), in a finite-density regime, with probability p = 1 − δ, the maximal boson bunching count s at a network output becomes s ≈ ln N ρδ / ln 1+ρ ρ . Therefore, the on-off detectors, sufficient in the no-collision regime [4, 10] , for ρ = Θ(1) would act similarly to nonlinear non-uniform losses of bosons at the detection stage, the equivalent average transmission in a Haar-random net-work decreasing at most as η ∼ 1/ ln(N ). If a logarithmically decreasing transmission allows for an efficient classical simulation is an open problem. The known threshold for efficient classical simulation of ρ-density Boson Sampling for all ρ ≤ 1 is η = o(1/ √ N ) [47, 48] . We can only observe that, the lower bound of Eq. (5) vanishes as N scales up if the on-off detectors are employed.
As transmission in the currently used (composite) optical networks decreases exponentially with the network size, such platforms limit the maximal size of a Boson Sampling device before classical simulations would be efficient [48] . Post selection on a fixed number of bosons is considered as a means to combat losses of bosons [36] (when the dark counts are negligible) at the expense of reducing the sampling rate by the factor equal to the respective probability. Post selection, increasing the effective transmission η, increases the lower bound in Eq. (5) (as one can easily verify), allowing one to distinguish such a post-selected noisy Boson Sampling from a classical simulation with a smaller number of samples.
It is important to note that shifting to a finite-density regime resolves previously reported issue with experimental Boson Sampling by using microwave photons and superconducting qubits [28] , namely: the limiting number of quantum operations M ∼ 500 (in the no-collision regime allowing to reach only N ≈ 20). Moreover, the experimentally tested non-demolition (i.e., without loss) photon-number resolving detection [62] would allow for a high-fidelity photon-number resolved counting, making such platform very promising for reaching the quantum supremacy threshold with ρ-density Boson Sampling.
In conclusion, in the spirit of Ref. [1] , we have considered if a realistic quantum system realising imperfect/noisy Boson Sampling of Ref. [4] can be efficiently and faithfully simulated classically as the system size scales up. It turns out that specifying the regime of density of bosons, defined as the ratio of the number of bosons N to the network size M , ρ = N/M , is a critical parameter for the answer. It is shown how one can distinguish the output distribution of noisy Boson Sampling, with bounded amplitude of noise, from classical algorithms that try to emulate the distribution for any N ≫ 1 by accounting for the many-body interference only up to a fixed (N -independent) order. This indicates on essential contribution from the higher orders of manybody quantum interference, the source of the classical hardness [13, 15] , to the output of such a noisy Boson Sampling. We have presented evidence that noise sensitivity of Boson Sampling, i.e., the total variation distance of its distribution to the approximating classical distribution, scales up inversely with the density of bosons, with the results pointing on a phase transition as N → ∞ from vanishing density regime ρ → 0 to ρ = Θ(1). Most importantly, Boson Sampling in the regimes of finite density of bosons ρ = Θ(1) remains at a finite N -independent distance from the classical distributions, under the con-dition that noise amplitude remains bounded as N scales up. Therefore, scaling up the network size proportionally to the number of bosons in a realistic experimental quantum system realising Boson Sampling allows to demonstrate quantum advantage over digital computers, despite the presence of noise. 
