Interactive image segmentation based on level sets of probabilities by Liu, Y & Yu, Y
Title Interactive image segmentation based on level sets ofprobabilities
Author(s) Liu, Y; Yu, Y
Citation Ieee Transactions On Visualization And Computer Graphics,2012, v. 18 n. 2, p. 202-213
Issued Date 2012
URL http://hdl.handle.net/10722/152486
Rights Creative Commons: Attribution 3.0 Hong Kong License
Interactive Image Segmentation Based
on Level Sets of Probabilities
Yugang Liu and Yizhou Yu
Abstract—In this paper, we present a robust and accurate algorithm for interactive image segmentation. The level set method is
clearly advantageous for image objects with a complex topology and fragmented appearance. Our method integrates discriminative
classification models and distance transforms with the level set method to avoid local minima and better snap to true object
boundaries. The level set function approximates a transformed version of pixelwise posterior probabilities of being part of a target
object. The evolution of its zero level set is driven by three force terms, region force, edge field force, and curvature force. These forces
are based on a probabilistic classifier and an unsigned distance transform of salient edges. We further propose a technique that
improves the performance of both the probabilistic classifier and the level set method over multiple passes. It makes the final object
segmentation less sensitive to user interactions. Experiments and comparisons demonstrate the effectiveness of our method.
Index Terms—Image segmentation, level set method, statistical classification, distance transform, curvature.
Ç
1 INTRODUCTION
OBJECT cutout from images have proven to be a vitaltechnology with many applications in computational
photography, image synthesis as well as special visual
effects for film making. These applications typically require
pixel-level or even subpixel accuracy. With todays image
processing and computer vision methods, computers still
need human assistance in successfully performing this task
at such a high level of accuracy. Hence, there has been
much work on interactive object cutout.
Object cutout is essentially image segmentation that
exploits region statistics and/or edge responses. Pure
region-based segmentation makes use of region statistics
and can produce more semantically meaningful results, but
typically suffers from poor localization of region boundaries.
On the other hand, pure edge-based methods offer accurate
boundary localization, but need an extra propagation step to
obtain completely closed region boundaries and usually do
not have sufficient global knowledge toperform the taskwell.
An ideal solution would perform global object segmenta-
tionwith integrated region and edge information so that both
region statistics and local edge responses can be utilized. The
result would still be regions but with accurate boundary
localization at pixels where edge detection operators
produce strong responses. The rest of the region boundaries
can also be viewed as a viable solution to contour completion
based on region information.
In this paper, we adopt the level set method for
interactive object cutout that integrates region statistics
and edge responses. Performing object cutout using the
level set method has obvious advantages. First, the zero
level set can represent the boundaries of an object with an
arbitrary topology. It is also very convenient to evolve the
topology of the zero level set during the solution process.
Thus, the level set method can be effectively used for
extracting a foreground layer with fragmented appearances,
such as leaves. Second, it is possible to make the zero level
set snap to relatively distant salient edges by devising a
force based on the location of these edges. We achieve this
goal using a specially designed edge distance field.
Nevertheless, a serious limitation of existing level set
algorithms for image segmentation is that the final result is
sensitive to the location of the initialization. This is because
level set evolution is typically driven by forces computed
from local image data. We overcome this problem by
integrating the level set method with a probabilistic pixel
classifier. This classifier encodes characteristic statistics of
pixels belonging to a target object. Given the attributes of a
pixel, it outputs anestimated likelihoodof thepixel beingpart
of the target object. To integrate the classifierwith the level set
method, the level set function is defined to approximate the
posterior probabilities of the pixels. We use the estimated
likelihoods from the classifier as an initialization, which is
further improved by the level set method. Since an accurate
classifier does not exist at the beginning, we alternate
classifier training and the level set method to improve the
performance of both.
In summary, the key contributions of this paper are as
follows:
. A supervised image segmentation method that
integrates the level set method with a per-pixel
probabilistic discriminative classifier. Because of
such an integration, the level set function is defined
to approximate posterior probabilities of pixels
being part of a target object. The level set function
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is initialized with the likelihoods produced by the
per-pixel classifier, making the level set method less
vulnerable to local minima. Comparisons with
generative models for classification, such as Gaus-
sian mixture models, have confirmed that the
discriminative model we use is a more effective
per-pixel classifier, and makes the level set algo-
rithm achieve higher quality results.
. A specially designed edge field to make the zero level
set in our method snap to distant object boundaries.
This is achieved with a technique for suppressing
spurious image edges inside texture regions and an
unsigned distance transform of remaining salient
edges which typically align with true object bound-
aries. Experiments have shown that this edge field
can effectively guide the zero level set toward object
boundaries. Although a signed distance transform of
the zero level set has traditionally been used as the
level set function itself, the use of such an edge field
with spurious edge suppression is novel in the
context of the level set method.
. Amethod that improves the performance of both the
per-pixel classifier and the level set method over
multiple passes. The per-pixel classifier is retrained
at the end of every pass, and the training data are
obtained from the latest segmentation result gener-
ated by the level set method. The retrained classifier
helps the level set method obtain an improved
segmentation result in a subsequent pass. Although
such an EM approach has been employed in other
image segmentation frameworks, such as graph cut
based segmentation, its adoption in the level set
method is novel. It makes final object segmentation
less sensitive to random factors in user interaction,
such as the exact location where a box is drawn.
2 BACKGROUND AND RELATED WORK
2.1 Interactive Segmentation
Many interactive techniques have been developed for
object cutout from still images [1], [2], [3], [4], [5], [6].
Gaussian mixture models have been frequently used for
color distributions. Final results in recent work have been
achieved with the graph cut algorithm [7]. Graph cut is a
popular method and can be employed to solve a variety
of image segmentation problems. One of its limitations is
that its energy function can only model pairwise interac-
tions between pixels or patches. Thus it is hard for graph
cut algorithms to consider global statistics and higher
order geometric properties, such as the curvature of
object boundaries.
An important inspiration of our technique came from
user-defined scribbles or bounding boxes which have been
extensively exploited among aforementioned interactive
segmentation techniques. For example, a user drags a
bounding box around a target object in [3] and [6].
However, we use user-drawn boxes in a different way
from these methods. We do not require a user-drawn box to
be a bounding box of the target object, but instead use a
histogram computed from pixels inside the box to initialize
a foreground region, as described in Section 6.1.
2.2 Levelset-Based Segmentation
An introduction to the level set method and its applications
can be found in [8], [9], and [10]. The level set method has
been applied to supervised image segmentation in [11]
where a user can provide hints by drawing a convex hull of
the foreground object. A coupled variational framework
was proposed to integrate boundary, region, and texture
information. However, this work only adopts a relatively
simple statistical model and does not consider distant
interactions with edge pixels. As a result, region boundaries
are often trapped in local minima, and do not snap to true
object boundaries.
The majority of previous work on level set based image
segmentation is unsupervised. An active contour model
based on the Mumford-Shah functional and the level set
method was developed in [12]. This method can detect
object boundaries in blurry or noisy images. The relation-
ships between the boundary and region functionals in level
set based segmentation were analyzed in [13]. On the other
hand, methods for incorporating shape, intensity and
curvature prior information into level set based segmenta-
tion have been developed in [14] and [15]. At each step of
level set surface evolution, they estimate the maximum a
posteriori position and shape of the object in the image.
However, these methods require much prior information to
start with, and are not appropriate for general interactive
segmentation where it is desired to have little user
interaction. Variational frameworks with shape priors have
been proposed in [16], [17], and [18]. In particular, Rousson
and Paragios [17] integrate a shape prior with geodesic
active regions [11], and the method in [18] introduces a
PCA-based statistical shape prior for active contours. Our
method in this paper does not rely on any shape priors.
Recently, methods [19], [20] for unsupervised texture
segmentation based on active contours have been intro-
duced. The method in [19] integrates active contours with
Gabor filters, while [20] proposes an intrinsic texture
descriptor based on the Beltrami representation, semilocal
image information and the metric tensor. It chooses to
maximize the Kullback-Leibler distance between the prob-
ability density functions of the foreground and background.
Because of their unsupervised nature, results presented in
these papers do not have very accurate object boundaries.
2.3 Segmentation Based on Supervised
Classification
Supervised classification has been recently integrated with
image segmentation in [21], [22], [23], [24], [25], and [26].
Boosting [27] has been adopted to improve the perfor-
mance of a supervised classifier in [22], [23], and [26] to
learn the statistics of an object region. Among them,
Shotton et al. [23] detail automatic visual understanding
and segmentation based on Joint Boost [28]. It uses a
conditional random field (CRF) model to learn a condi-
tional distribution over the class labels given an image. The
gentleboost classifier was adopted in [24] to generate an
initial solution for edge-aware interpolation of local image
adjustments. Classical AdaBoost was used in [26]. Instead
of boosting, an ensemble of overlapping local classifiers
was adopted in [25] to achieve accurate pixel classification
for video object cutout.
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3 OVERVIEW
Our method consists of three stages: preprocessing, multi-
pass level set method, and refinement. In the preprocessing
stage, we perform various low-level image processing
operations, including edge detection, Gabor filtering, and
color histogram computation. Results from the preproces-
sing stage benefit later stages. For instance, detected edges
will be used for boundary localization and Gabor filter
responses will be used for discriminating different texture
regions. The preprocessing stage has linear complexity
because it consists of a majority of filtering operations,
which has constant complexity per pixel.
The multipass level set method is a vital part of our
algorithm. During this stage, the estimation of the posterior
probability of every pixel being part of the target object is
iteratively improved. The user initiates the process by
drawing one or few rectangular regions over the target
object. These rectangles do not need to be bounding boxes
completely enclosing the object. We compare a histogram of
the pixels within the boxes with a histogram of the entire
image to initialize the likelihood of every histogram bin.
Such likelihoods are then used for training a supervised
probabilistic classifier, which in turn is used to estimate a
likelihood for every pixel. As we know, independent
pixelwise classifications are typically noisy and lack spatial
coherence (Fig. 1c). Thus, we use pixelwise likelihood
generated from the classifier to seed initial object bound-
aries (the zero level set), which are then iteratively evolved
to improve both boundary localization and boundary
smoothness using the level set method until convergence.
Here both spatial coherence and boundary localization act
as priors, and the converged result from the level set
method is considered as the pixelwise posterior probabil-
ities. We have designed three force terms for the level set
method to address boundary localization, boundary
smoothness as well as consistency with classifier results.
During each pass, we run the level set method until
convergence. At the end of each pass, the pixelwise
posterior probabilities from the level set method represent
an intermediate segmentation result, which is used for
training a new probabilistic classifier with improved
accuracy. This new classifier will be used for generating
pixelwise likelihood at the beginning of a subsequent pass,
where the level set method is called again to compute
improved pixelwise posterior probabilities. We thus alter-
nate classifier training and the level set method in multiple
passes to reach the final segmentation result. Typically 2-3
passes are sufficient to generate good results. Fig. 1
illustrates this entire process.
The segmentation from the aforementioned process may
still have minor inaccuracies and edge misalignments. We
run a final refinement stage to resolve them. In the
refinement stage, the level set method is performed with
larger boundary localization and smoothness force terms.
Since some of the inaccuracies may be caused by
misclassifications, before running the adjusted level set
method, the user may choose to train local classifiers in
restricted regions along the object boundary and use such
local classifiers to correct segmentation in such regions.
Fig. 1h shows a refined result.
4 PREPROCESSING
In the preprocessing stage, we perform various low-level
image processing operations, including edge detection,
edge field computation, Gabor filtering, and projected color
histogram computation.
4.1 Weighted Canny Edges
The Canny edge detector (including its variants) is still a
state-of-the-art edge detector [29]. Canny edge detection
obtains more precise results than the Sobel operator because
of its nonmaximum suppression. Unless in an unusual
setup, it is hard to find an edge detector that performs
significantly better than the Canny edge detector.
Traditional Canny edge detection [30] works on gray
scale images and produces binary edge detection results.
For color images, we first compute weighted Canny edges
on each color channel independently. This is followed by a
step to have such independent results merged. The strength
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Fig. 1. The pipeline of our method. (a) initial user-drawn rectangular region, (b) initial foreground pixels selected by the global color histogram, (c) the
output from the classifier in the first pass, (d) the output from the level set method at the end of the first pass, (e) the output from the classifier in
the second pass, (f) the output from the level set method at the end of the second pass, (g) two rectangular regions with their own local classifiers in
the refinement step (optional), and (h) the final segmentation result.
of an edge pixel is set to the magnitude of the gradient at
that pixel. We merge the edge strengths from three color
channels by collecting the strengths from all channels into a
3-vector and computing the L2 norm of this vector. Fig. 3b
shows the weighted edges of Fig. 3a.
To make region boundaries (the zero level set) quickly
snap to salient edges without being trapped in local
minima, we need a global mechanism to facilitate distant
interactions between detected edges and level sets. We
achieve this goal by computing an unsigned distance
transform of the edges using a revised version of the Fast
Marching Method in [9]. Since edges are not closed curves,
we cannot compute a signed distance transform. We further
clamp and normalize the distances using a prescribed
maximal distance, dmax.
1 The result is called an edge field
ðxiÞ ¼
0 for xi 2 Se;
minðdmax;minxj2Sedðxi;xjÞÞ
dmax
for xi 62 Se;
(
ð1Þ
where Se is the set of edge pixels, and dðxi;xjÞ is the
euclidean distance between two pixels xi and xj.
4.2 Gabor Filtering
Texture descriptors based on Gabor filter responses are
built in this step. Oriented filter banks have proven to be an
effective method to characterize textures [31], [32]. We
primarily use local statistics of oriented filter responses to
differentiate textures. We apply 24 Gabor filters [31] at six
orientations and four scales at every pixel, and such
filtering is performed for each of the three color channels
separately. Thus, every pixel has a 72-component filter
response vector.
4.3 PCA-Based Color Histograms
Image color histograms represent a rich source of informa-
tion [33]. However, directly building a three-dimensional
color histogram would not be space efficient. On the other
hand, computing three independent histograms for three
color channels, respectively, would not be able to capture
the correlation among the color channels. We propose a
PCA-based color histogram. We first sample a number of
pixels from an image and represent the color of every
sampled pixel as a three dimensional vector. Principal
component analysis is then applied to this set of vectors to
extract the first principal direction. We use this principal
direction to compute a one-dimensional color histogram.
This is achieved by projecting all the pixel colors in the
image onto this principal direction and then depositing the
scalar projections into their corresponding histogram bins.
We build two types of color histograms using the
extracted principal direction. To build a global histogram
for an entire image, we choose to set up a large number of
bins, typically 1,000 to 2,000. This global histogram is
primarily used for distinguishing the target foreground
object from the background. We also build a local color
histogram for the neighborhood surrounding every pixel.
The number of bins for such histograms ismuch smaller, and
typically set to be the same as the number of components in
the Gabor filter response vector. Both the filter response
vector and the color histogram are concatenated together to
form the texture descriptor of a pixel. In our experiments, the
neighborhood size is typically set to 9 9.
5 LEVEL SETS OF PROBABILITIES
Given an input image I, the goal of our level set method is
to obtain a posterior probability for every pixel. This
posterior probability defines the likelihood of a pixel being
part of a target object given the evidences from the entire
image. We use the level set function, ðx; tÞ,2 to achieve an
increasingly better approximation of such posterior prob-
abilities over time. Since probabilities fall into ½0; 1 while
the values of our level set function belong to ½1; 1 with
positive values falling outside the zero level set, probabil-
ities and level sets have the following relationship:
ðxÞ ¼ 2ðP ðlðxÞ ¼ 1jIÞ  0:5Þ; ð2Þ
where lðxÞ denotes the label of pixel x, and P ðlðxÞ ¼ 1jIÞ
represents the posterior probability of pixel x being part of
the foreground target object. Once we have obtained the
final solution of the level set function, the final object
segmentation is defined accordingly as follows:
lðxÞ ¼ 1; ðxÞ  0;
0; ðxÞ > 0;

ð3Þ
where 1 represents foreground pixels and 0 represents
background pixels.
5.1 Region Term
Very often, the information available from a local image
neighborhood is already sufficient to perform foreground/
background classification on a pixel. Such information
includes pixel colors, local histograms, and local Gabor filter
responses. To fully utilize local pixel classification results in
global image segmentation, our first goal is to make the
global posterior probabilities close to the likelihoods esti-
mated by a local pixel classifier. We use the following energy
term ER to measure the degree of inconsistency between the
two and then try to minimize this energy
ER ¼
Z Z
I
ðxÞ þ 2ðP ðlðxÞ ¼ 1jNðxÞÞ  0:5Þð Þ2dx; ð4Þ
where P ðlðxÞ ¼ 1jNðxÞÞ denotes the likelihood of pixel x
being part of the target object according to a local
discriminative probabilistic classifier, which only gathers
evidences available from a local neighborhood NðxÞ.
Given initial user-supplied scribbles or boxes, such a
probabilistic pixel classifier can be trained. The output of
this classifier should be a continuous likelihood value
between 0 and 1. Logistic regression can satisfy this
requirement. In practice, we train probabilistic boosting
trees [34] as the discriminative classifier using pixelwise
texture descriptors defined at the end of Section 4. Suppose
this classifier is reasonably accurate, its likelihood estima-
tion should be large than 0.5 over a majority of pixels inside
the regions defined by the target object. This is indeed the
case. Fig. 2 demonstrates that the probabilistic classifier
we use achieves higher classification accuracy than Gaus-
sian mixture models.
LIU AND YU: INTERACTIVE IMAGE SEGMENTATION BASED ON LEVEL SETS OF PROBABILITIES 205
1. dmax is set to (Image Width + Image Height)/8.
2. In the rest of the paper, when all quantities in an equation refer to the
same time step, we drop the temporal variable t in the notations.
We design the following force term to reduce the energy
defined in (4):
RðxÞ rkrk ¼ ðxÞ þ 2ðP ðlðxÞ ¼ 1jNðxÞÞ  0:5Þð Þ
r
krk ;
ð5Þ
where rkrk represents the unit outward normal vector of
the zero level set. Suppose x is a point on the zero level set.
P ðlðxÞ ¼ 1jNðxÞÞ > 0:5 means x is considered inside the
target object by the local classifier. To make the posterior
probability consistent with the local classifier, the zero level
set should be expanded along the outward normal direc-
tion, which is consistent with the force term prescribed in
(5). On the other hand, P ðlðxÞ ¼ 1jNðxÞÞ < 0:5 means x is
considered outside the target object by the local classifier.
To make the posterior probability consistent with the local
classifier, the zero level set should be shrunk along the
reversed normal direction, which is also consistent with the
force term prescribed in (5).
5.2 Edge Field Term
Our second goal is to make the zero level set snap to salient
edges in the image because salient edges are likely to lie on
the boundary of the target object. We rely on the edge field
computed in the previous section to facilitate distant
interactions between edges and level sets. Since the edge
field reaches its minimal value at edge pixels and has a
magnitude increasing monotonically with the distance from
edge pixels, we design the following energy term EB to
measure the overall proximity between the zero level set
and the set of detected edge pixels:
EBðÞ ¼
I

ððsÞÞk _ðsÞkds; ð6Þ
where ðxÞ is the edge field defined in (1), ðsÞ is a 1D
parametric representation of the zero level set and s 2 ½0; 1,
k _ðsÞk represents the derivative of the arc length of the zero
level set with respect to the parameter. To minimize the
energy EB, we apply the Euler-Lagrange equations to (6),
and obtain the following equation for optimizing the
position of points on the zero level set:
dx
dt
¼  ðxðsÞÞðxðsÞÞ þ rðxðsÞÞ NðxðsÞÞð ÞNðxðsÞÞ; ð7Þ
where ðxÞ is the curvature of the zero level set at x and
NðxÞ is the outward normal of the zero level set at x. The
first term in (7) tries to make the zero level set as straight as
possible while the second term tries to move the zero level
set toward relatively distant edges along the negative
gradient of the edge field. Both terms can reduce the
energy term defined in (6).
The first term in (7) concerns the smoothness of the
detected object boundary, which we will be addressed in the
next section. Therefore, here we only focus on the second
term, which improves boundary localization. Since the
normal of the zero level set can be formulated using
the gradient of the level set function, we can replace the unit
normal vector NðxÞ in (7) with the normalized gradient,
rðxÞ
krðxÞk . Thus, we design the second force term for boundary
localization as follows:
BðxÞ rkrk ¼  rðxÞ 
rðxÞ
krðxÞk
  r
krk ; ð8Þ
Although edge pixels are very useful in shaping the
boundary, in the presence of textures in the interior of
the target object, there may exist too many spurious edges in
the texture regions, as shown in Fig. 3b. Such spurious edges
in the middle of an object region may severely interfere with
boundary localization, making the zero level set converge to
certain edges inside the object region instead of edges on the
object boundary. We use the pixel classifier trained for the
region term to identify edges lying on the true object
boundary and suppress edges inside texture regions. The
basic idea is to look at the likelihoods returned by the
classifier within a neighborhood of every edge pixel. If an
edge pixel lies on the true object boundary, its neighborhood
has a significant percentage of pixels both inside and
outside the object region, and their likelihoods exhibit two
extreme values, giving rise to a large variance. On the other
hand, if the edge pixel lies inside a texture region, its
neighborhood mostly consists of either foreground or
background pixels, and their likelihoods would be similar,
giving rise to a small variance. Thus, we suppress edges
inside texture regions according to centered and normalized
standard deviation of the likelihoods in their neighbor-
hoods. The detailed steps of our edge suppression technique
can be found in Algorithm 1. Figs. 3c and 3d show a
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Fig. 2. Comparisons of classification accuracy between a probabilistic discriminative classifier and the Gaussian Mixture Model (GMM). (a) initial
user-drawn box, (b) classification results using a GMM obtained from one iteration of Expectation Maximization (EM), (c) classification results using
a GMM obtained from 3 iterations of EM, (d) classification results using a GMM obtained from 100 iterations of EM, (e) classification results using a
probabilistic discriminative classifier [34] obtained from one iteration of EM, (f) classification results using a classifier of the same type but with two
iterations of EM, (g) classification results from a classifier of the same type but with 3 iterations of EM. Because of the limited discriminative power of
a GMM, even a large number of EM iterations are unable to improve its classification accuracy while the classification accuracy of the discriminative
classifier we use can be significantly improved over a small number of EM iterations.
comparison of edge fields computed from all edges and
edges surviving suppression, respectively.
_____________________________________________________
Algorithm 1. Edge Suppression
_____________________________________________________
Declarations: C (weighted Canny edges),
P (pixelwise foreground probability), S (standard
deviation of probability), e (a threshold), xi (pixel).
procedure EDGE_SUPPRESSION(C;P; e)
Initialize all SðxiÞ  0, ðxiÞ  0
for CðxiÞ > 0 do
SðxiÞ  standard deviation of P ðxiÞ within
a 9 9 neighborhood of pixel xi
end for
m mean value of all SðxiÞ > 0
d standard deviation of all SðxiÞ > 0
for all SðxiÞ do
SðxiÞ  ðSðxiÞ mÞ=d
end for
for CðxiÞ > 0 do
if ðCðxiÞ þ SðxiÞÞ > e then
Add pixel xi to the set of edge pixels Se
end if
end for
 edge field of 
end procedure
Result:  is the edge field after edge suppression.
_____________________________________________________
5.3 Curvature term
The curvature term is a standard force term in level set
methods. It is primarily used for improving boundary
smoothness. However, it is unnecessary to enforce bound-
ary smoothness unconditionally, especially when the true
object boundary has rough details. Our curvature term tries
to provide a trade-off between boundary smoothness and
boundary faithfulness. That means in the neighborhood of
unsuppressed edge pixels, boundary localization is still a
more important goal than boundary smoothness. But in the
absence of edge pixels, boundary smoothness serves as an
effective prior to determine the shape and position of the
local object boundary. Thus, we define the curvature force
term as follows:
CðxÞ rkrk ¼ ððxÞ þ ð1 ÞðxÞðxÞÞ
r
krk ; ð9Þ
where ðxÞ denotes the curvature of the level set passing
through x, and 0    1. Locally convex regions have  >
0 on the boundary while locally concave regions have  < 0
on the boundary. The second term in (9) modulates
curvature with the edge field to weaken the curvature term
in the neighborhood of edges. Nevertheless, the first term
guarantees that the curvature term does not disappear
completely as long as  remains positive.
The curvature of a level set in a two dimensional level set
method can be computed using the following equation,
which has been proved in [15]:
 ¼ 
sd
xx
sd
y
2  2sdx sdy sdxy þ sdyysdx 2
sdx
2 þ sdy 2
3
2
; ð10Þ
where sd represents a signed distance transform of the
zero level set in our method. Since it is extremely unlikely to
have a circle with a radius smaller than the size of a pixel,
we clamp any computed curvature to ½ 1x ; 1x, where x
represents the size of a pixel [10]. Since the default level set
function in our method is defined using probabilities, the
signed distance transform of the zero level set needs to be
recomputed during every time step.
5.4 Overall Scheme
Our level set method embeds a propagating front ðs; tÞ as
the zero level set of a level set function ðx; tÞ (i.e.,
ðs; tÞ ¼ fxjðx; tÞ ¼ 0g). At any given time t, this level
set function tries to approximate a transformed version of
the pixelwise posterior probabilities of being part of a target
object while its zero level set tries to snap to the true
boundary of the target object. The evolution of the zero level
set is driven by three force terms discussed in the previous
sections, the region force, edge field force, and curvature force
terms. The level set method tracks the evolution of the front
by numerically solving the following differential equation
and extracting the zero level set of the solution:
@
@t
¼   Rðx; tÞ|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
region
þ  Bðx; tÞ|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
boundary
þ   Cðx; tÞ|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
curvature
2
64
3
75 rk k; ð11Þ
where x denotes pixel coordinates in the image and t
denotes the time of advection. The computation of r is
based on upwind differencing in [10]. The initial level set
function is defined according to the probabilistic classifier.
That means, instead of initializing the zero level set to be the
borders of the user-drawn boxes, we train a probabilistic
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Fig. 3. Edge suppression. (a) Original image, (b) weighted Canny edges,
(c) edge field computed directly from (b), (d) edge field computed after
edge suppression. In (b)-(d), white represents high values; black
represents low values, (e) segmentation boundary using an edge field
without spurious edge suppression, (f) segmentation boundary using our
edge field with spurious edge suppression.
classifier according to the user-given hints (Section 6.1) and
use the pixelwise likelihoods produced by this classifier as
the initial level set function.
The equation in (11) can be efficiently solved using the
Narrow Band Method in [9] and [10] and the Fast Local
Level Set Method in [35]. They restrict most computation to
a narrow band of active pixels immediately surrounding the
zero level set. In general, the narrow band is the following
set of pixels, fx : sdðxÞ  < bg where b is a prescribed
threshold (typically set to 10), and sd is the signed distance
transform of the zero level set. Note that we only need to
update the signed distance transform within the narrow
band during every time step.
The evolution of the zero level set driven by the force in
(11) is illustrated in Fig. 4. The initial zero level set is
fragmented because of the noisy pixelwise likelihoods from
the classifier. Note that although being fragmented, these
contours spread over the entire foreground object, making
the level set method less likely to be stuck in local minima.
These initial contours are evolved by the level set method.
They gradually merge with each other and also move
toward true object boundaries to improve their localization
and spatial coherence. Thus, our segmentation algorithm
can also be viewed as an advanced version of region-split-
and-merge algorithms.
6 MULTIPASS LEVEL SET METHOD
Our level set method heavily relies on the accuracy of the
pixel classifier because the region force term is defined with
reference to the probability returned by this classifier and
the edge field relies on this classifier to suppress spurious
edges. Nevertheless, the accuracy of a classifier depends on
the quality of its training data and we do not have high-
quality training data at the beginning because we only
require the user to draw one or few rectangular boxes that
roughly cover the target object. However, we believe the
posterior probabilities returned by the level set method is
more accurate than the initial likelihoods provided by the
classifier because the posterior probabilities have improved
spatial coherence and conform better to the edge field.
We can potentially obtain a better classifier if we use the
posterior probabilities as training data. In this way, we
cannot only incorporate a classifier to achieve better results
in the level set method, but also use higher quality training
data provided by the level set method to obtain an
improved classifier. Therefore, we decide to alternate
classifier training and the level set method multiple times
to achieve increasingly better results. The steps of this
multipass level set method is illustrated in Algorithm 2.
During every pass, we update the edge field according to
Algorithm 1 by suppressing spurious edges using pixelwise
probabilities provided by the most recent classifier.
_____________________________________________________
Algorithm 2. Multipass Level Set Method
_____________________________________________________
Declarations: C (weighted Canny edges),
P (pixelwise foreground probability),  (level set
function),  (edge field), n (number of passes).
procedure MULTIPASS_LEVEL_SET
while n  0 do
n n 1
Data Sampling:
Construct a set M of randomly sampled pixels
if ðxiÞ  0 and i M then
add pixel xi to positive training set F
else
add pixel xi to negative training set B
end if
Classifier Updating:
Train a new probabilistic classifier with F and B
Recompute P with the new classifier
 ¼ Edge SuppressionfC;P ; eg
Level Set Method:
Re-initialize the level set function  using P
Run the level set method using P and 
until convergence
end while
end procedure
Result: The label of all pixels computed from the final
level set function 
_____________________________________________________
Our multipass scheme is insensitive to initial user
interactions and capable of gradually improving the result.
Some intermediate results of our multipass level set method
are shown in Fig. 5. It is evident that the summation of the
region and edge field energy terms drops quickly over
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Fig. 4. The evolution of the zero level set of probabilities. (a) an initial
zero level set initialized by the probabilistic classifier, (b) an updated
zero level set at time step 1, (c) an updated zero level set at time step 2,
(d) an updated zero level set at time step 3, (e) the final zero level set,
and (f) final pixelwise posterior probabilities.
multiple passes. Although there is no theoretical proof, our
multipass scheme always converged in all our experiments.
6.1 Initial Training Data
Since we adopt a probabilistic classifier, we need prob-
ability values in the initial training data. Such probability
values are not readily available from the user interactions.
Therefore, we develop the following scheme based on the
global histogram to generate the initial probabilities. Let
fC1; C2; . . . ; Cng be the number of pixels in the entire image
that fall into the global histogram bins, and fB1; B2; . . . ; Bng
be the number of pixels in the user-drawn boxes that fall
into the global histogram bins. Then it is straightforward to
compute the a priori probability of global histogram bin hi
as P ðhiÞ ¼ BiCi . Thus, every pixel in the image can be
assigned a probability according to which histogram bin it
falls into. Such pixelwise probabilities are spatially
smoothed using a Gaussian filter. The mean of these
smoothed probabilities is used as a threshold to classify
all pixels into foreground and background pixels. The set of
foreground pixels is used to update fB1; B2; . . . ; Bng. This
process is repeated 3-5 times to obtain a set of initial
foreground pixels and their associated probabilities as
positive training data. The rest of the pixels are used as
negative training data. The Gaussian filter we use incorpo-
rates an edge mask. That is, if two pixels are divided by an
edge, they do not influence each other. Fig. 1b shows an
example of initial training data obtained in this way.
6.2 Refinement
We provide two schemes to refine the segmentation result
obtained from our multipass level set method, local classi-
fiers, and boundary refinement. For the first scheme, we
provide an interface for a user to draw a rectangular region
where the result needs further improvement. The latest
foreground/background labels as well as pixelwise prob-
abilities are used as training data to obtain a local classifier
within the rectangular region. Finally, we update the
foreground/background labels in the region using the local
classifier. This refinement scheme is shown in Figs. 1g and 1h.
In the second scheme, we further improve boundary
localization and smoothness by running the level set
method in (11) with larger values for  and  with respect
to . This scheme makes the zero level set cling to edges and
removes high-curvature artifacts along the segmentation
boundary. A refinement result is shown in Fig. 6.
7 EXPERIMENTAL RESULTS
We have implemented our multipass level set method on an
Intel Core 2 Duo 3.0 GHz processor with 2 GB RAM and
successfully applied it to a large number of images (Figs. 1,
5, 8, 9, 10, and 11). A user only needs to draw one or at most
two rectangular boxes over a target object in every image,
and our technique will take that as a hint and iteratively
obtain more and more accurate segmentation results. User
interactions typically take less than 5 seconds. The location
and size of the rectangular region do not need to be accurate
as our method is insensitive to initialization. The time
complexity of our algorithm is also reasonable since we
only need to update the level set function within a narrow
band of the zero level set.
There exist a few parameters in our method. In all our
experiments, we use the same set of parameter settings. The
size of a pixel neighborhood is always set to 9 9. In
Algorithm 1, e ¼ 1:4. In the level set speed (11),  ¼ 0:5,
 ¼ 0:5, and  ¼ 0:25 during a regular pass. However,
during the refinement stage,  ¼ 0:2,  ¼ 0:8, and  ¼ 0:4
because we would like to emphasize boundary localization
and smoothness. In (9), we always set  ¼ 0:5.
We have compared our method with three representa-
tive techniques, including geodesic active regions [11],
Grabcut [3] and, lazy texture selection [26]. The first
technique is based on the level set method while the other
two are based on graph cuts [36], [7]. Visual comparison
results can be found in Figs. 8, 9, and 10. It is evident that
our method produces the best results. It accurately
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Fig. 5. Multipass level set method. (a) Initial user-drawn region, (b) foreground pixels selected by the global color histogram, (c) foreground
segmentation after the first pass, (d) the second pass, (e) the third pass, (f) the fourth pass, (g) the final segmentation result, and (h) region and edge
field energy after each pass.
segments out the fragmented leaves in Fig. 9 and our
segmentations are more accurate along concave portions of
the object boundaries in Figs. 8 and 10. Such results confirm
the effectiveness of the edge field and the discriminative
classifier employed in our method.
To provide a fair numerical comparison, we further
compute the percentage of misclassifications for all meth-
ods using the ground truth data provided by the authors of
[3] (also shown in Fig. 7). The numerical results shown in
Table 1 clearly demonstrates that our method produces
more numerically accurate segmentations than existing
techniques.
7.1 Comparison with Geodesic Active Regions
Both our method and the method in [11] have a similar
flavor. However, the method in [11] employs Gaussian
mixture models as the statistical models discriminating
foreground from the background. Gaussian mixture models
are generative models while the probabilistic classifier in
our method is a discriminative one. It is well known in
machine learning that discriminative models in general can
achieve better classification performance than generative
models. The comparison shown in Fig. 2 confirms this
conclusion. In addition, our method incorporates an edge
field which permits distant interactions between salient
edges and the zero level set. As a result, our method can
achieve better foreground/background discrimination and
more accurate boundary localization.
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Fig. 6. Refinement. (a) Original image, (b) user-drawn rectangle,
(c) result without boundary refinement (shadow pixels on the ground
are misclassified as foreground pixels), and (d) final result after
boundary refinement (second scheme).
Fig. 7. Ground truth data (first row shows original images, and the
second row shows ground truth segmentation). (a) Cat, (b) Flowers,
(c) Fish, and (d) Boy.
TABLE 1
A Comparison of the Percentage of Misclassified Pixels in
Supervised Foreground/Background Segmentation
among Four Methods
The original images and ground truth segmentation are shown in Fig. 7.
Fig. 8. First comparison. (a) Geodesic Active Regions, (b) Grabcut, (c) Lazy Texture Selection, and (d) our method.
7.2 Comparison with Grabcut
Our multipass method for achieving progressively better
results is inspired by Grabcut [3]. However, Grabcut as well
as other related techniques, such as [2], still make use of
Gaussian mixture models. Therefore, they have a similar
discriminative power as [11]. From its segmentation results,
it can be observed that Grabcut is not very effective for a
foreground layer with a complex topology and fragmented
appearances, such as the leaves in Fig. 9b, and misses the tail
of the cat in Fig. 10b. Another limitation of GrabCut is that
the user-drawn rectangle needs to completely encloses the
foreground object, while our method only requires that the
rectangular regions partially cover the foreground object.
Note that the method in [6] can produce better results than
Grabcut, but still share similar limitations with Grabcut.
7.3 Comparison with Lazy Texture Selection
Both our method and the method in [26] adopt discrimi-
native models for pixel classification. Nevertheless, our
method requires less user interaction but achieves better
results. The method in [26] requires user scribbles over both
image foreground and background, and it requires addi-
tional user inputs during the query-by-boosting step. Its
results are also relatively more sensitive to the location of
user scribbles. If the initial scribbles missed certain textures
in the foreground, it would be hard to correct this later on.
The results from lazy texture selection also exhibit less
boundary smoothness and spatial coherence.
8 CONCLUSIONS
Wehave presented a robust and accurate level setmethod for
interactive image segmentation. The level set method is
advantageous for image objectswith a complex topology and
fragmented appearance. Our method integrates statistical
classification and distance transforms to avoid local minima
and better snap to true object boundaries. We have further
proposed a computational framework that improves the
performance of both pixelwise classification and the level set
method over multiple passes. Most of the running time is
spent on the computation of pixelwise likelihood using the
probabilistic classifier. Since such computation is performed
independently over every pixel, the overall performance of
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Fig. 9. Second comparison. (a) Geodesic Active Regions, (b) Grabcut, (c) Lazy Texture Selection, and (d) our method.
Fig. 10. Third comparison. (a) Geodesic Active Regions, (b) Grabcut, (c) Lazy Texture Selection, and (d) our method.
our method can be significantly improved by parallelization
on multicore CPUs. Experiments and comparisons have
demonstrated the effectiveness of our method.
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