Suppose g is a fixed positive integer. For N 2, a set
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From the works of Singer [13] and Erdős and Turán [7] (observed by Erdős [6] ), we have known that
where α is the smallest positive number such that, for every sufficiently large x, the interval [x, x + x 2α ] contains a prime. The only issue remained in the study of F (1, N) is the improvement of the error term. It is generally believed that the error term in (1.1) should be O(N ) (but not O(1) though) for any > 0. For g 2, there has been no asymptotic formula for F (g, N) similar to (1.1) known to us. There is still a big gap between the best known lower and upper bounds for F (g, N) , even for g = 2. For the lower bound, there have been various constructions of B 2 [g] sets with large cardinality (cf., [3] [4] [5] 9, 10] ). Each of these constructions gives a result F (g, N) (c + o(1)) √ gN for some constant c > 1.
There have also been a number of results concerning the upper bound for F (g, N). To list a few, let
Using the technique of Fourier analysis, Cilleruelo, Ruzsa and Trujillo [5] showed that σ (g) √ 3.4745. Combining the idea of [5] with the consideration of the fourth moment of the Fourier transform of a B 2 [g] set, Green [8] showed that, among other things,
By a more careful analysis of the test function involved in Green's study, Martin and O'Bryant improved Green's result to σ (g) √ 3.3819, which seems to be nearly the limit of what Green's method can give.
It should be remarked that another result Green proved in [8] , σ (g) √ 3.5 − 1.75/g, has significantly improved the previous results for small g. In particular, it gives σ (g) √ 2.625 for g = 2, the most interesting case that has been studied by many people (cf., [1, 9, 12] ).
In this paper, we are interested in giving an upper bound for σ (g). The result we shall prove gives an improvement for (1.2). More precisely, we shall prove Theorem 1. We have
We can actually strengthen (1.3) a little bit, with the upper bound replaced by √ 3.2 − κ(g) for some positive κ(g) which tends to 0 as g → ∞. But we shall not do so since such a result does not yield any improvement for σ (g) when g is small.
The new ingredient involved in the proof of Theorem 1 is based on the following observation: for any set B ⊂ [N], either the difference set B − B or the shifted sum set B + B − N has a large concentration around 0. We also define that, for any n ∈ Z,
With our notation, a B 2 [g] set A thus satisfies r A (n) 2g for any n. And our observation, as stated at the end of last section, essentially says that d B (n) + r B (N + n) has an average value on short intervals around 0 larger than its overall average on [−N, N]. To precisely describe this phenomenon, we need introduce a weight function w(x) into play.
Let
We see that w(x), as an even function on [−1, 1], is non-negative and twice differentiable on [0, 1]. Moreover, w(±1) = 0 and
Lemma 2. Suppose w(x) is a function satisfying the given conditions. For
B ⊂ [N ], let D(L, w, B) = 0 |m| L w(m/L)d B (m) and R(L, w, B) = 0 |m| L w(m/L)r B (N + m).
Then for any positive integer L N , we have
D(L, w, B) + R(L, w, B) 2|B| 2 L N + L + O |B| 2 /L . (2.2) Proof. For m ∈ Z ∩ [−L, L], let φ(m/L) := 1 L 1 k L−|m| u(k/L)u k + |m| /L . Since u(x) is differentiable on [0, 1], we have w(m/L) = φ(m/L) + O L −1 . (2.3)
From this and the definitions of D(L, w, B) and R(L, w, B), we thus have
From (2.4)-(2.6), and the fact that φ(1) = 0, we get
where
It is easy to check that, for any β ∈ R,
Note that
(2.8) and (2.9) together imply that the real part of each term in the sum in (2.7) is non-negative.
Recall (2.3), and that w(x) is even and differentiable on [0, 1], then we have 
Proof. A proof has essentially been included in [8, §8] . Note that the sum We also note that
Hence,
The lemma then follows from (2.12) and (2.13). 2
The function u(x)
The weight function w(x) involved in Lemma 2 is defined by (2.1) with u(x) ∈ C 2 [0, 1] satisfying the conditions given there. In the proof for Theorem 1 that we will give in the next section, the upper bound for σ (g) is determined by the second moment of w(x)
Roughly speaking, the smaller M(w) is, the better an upper bound for σ (g) follows.
Lemma 4. There is such a function w(x) satisfying
Proof. Let Since w(x) is non-negative and differentiable, we have 
Then it is clear that u(x) is non-negative and twice differentiable on
This yields
which can be seen by expanding the |f A (n/2N)| 2 on the right-hand side and changing the order of summation. According to the conditions w(x) satisfying, we have
for n 1.
and by Cauchy's inequality
where from Parseval's identity
Recall that, for our choice of w(x), we have M(w) < 0.5771. Thus, from (4.3)-(4.6), we have
An optimal choice of δ (depending on g) based on (4. 
Further remarks
Previous works on the upper bound for σ (g) essentially rely on the irregular distribution of either the sumset A + A or the difference set A − A. In this paper, we have combined them together and obtained an improvement for the previous results for large g. In our study, it naturally arises the following question. 
It is generally believed that the best upper bound one can expect for B 2 [g] (g 2) sets would be σ (g) √ 2 which, by a simple counting argument, directly follows from Conjecture 1. We remark that the constant 2 in this conjecture cannot be improved. It is easy to check that, when B is uniformly distributed over [1, N] [1, N] . 1 This then obviously yields the expected upper bound σ (g) √ 2 for g 2. Their conjecture, however, has only been proved for g = 1 (see Cilleruelo [2] ).
While we do not know whether Conjecture 1 is true in general, it has actually been proved indirectly in [8] that, for any B ⊂ [N ], (5.2) holds with the 2 replaced by 8 7 . Also our proof of Theorem 1 is essentially consisting of two parts, in accordance with whether (5.2) holds with the constant 2 replaced by a number around 5 4 . We remark that the expected estimate σ (g) √ 2 also follows from the following weak version of Conjecture 1. In estimating the upper bound for σ (g), while it is not clear how far one can go with the techniques currently involved in the studies, it seems to us that any significant improvement may require non-trivial information about the distribution of the B 2 [g] set itself on [1, N] .
