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Abstract
The integrability of multivector fields in a differentiable manifold is studied. Then,
given a jet bundle J1E → E → M , it is shown that integrable multivector fields in
E are equivalent to integrable connections in the bundle E → M (that is, integrable
jet fields in J1E). This result is applied to the particular case of multivector fields in
the manifold J1E and connections in the bundle J1E → M (that is, jet fields in the
repeated jet bundle J1J1E), in order to characterize integrable multivector fields and
connections whose integral manifolds are canonical lifting of sections.
These results allow us to set the Lagrangian evolution equations for first-order clas-
sical field theories in three equivalent geometrical ways (in a form similar to that in
which the Lagrangian dynamical equations of non-autonomous mechanical systems are
usually given). Then, using multivector fields; we discuss several aspects of these evo-
lution equations (both for the regular and singular cases); namely: the existence and
non-uniqueness of solutions, the integrability problem and Noether’s theorem; giving
insights into the differences between mechanics and field theories.
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I Introduction
The theory of multisymplectic manifolds (that is, differentiable manifolds endowed with a
closed non-degenerate k-form, with k ≥ 2) has been revealed as a powerful tool for geo-
metrically describing some problems in physics. In particular, jet bundles and their duals,
equipped with specific multisymplectic forms, are the suitable geometrical frameworks for
describing the Lagrangian and Hamiltonian formalisms of first-order classical field theories (a
non-exhaustive list of references is [1], [2], [3], [4], [5], [6], [7], [8], [9]).
As a consequence of this fact, the study of multisymplectic manifolds and their properties
has increased lately [10], [11], [12]; in particular, those concerning the behavior of multisym-
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plectic Hamiltonian systems, which are the generalization of the corresponding symplectic
case. This generalization requires the use of multivector fields as a fundamental tool, and
their contraction with differential forms, which is the intrinsic formulation of the systems of
partial differential equations locally describing the field. Hence, the study of the integrability
of such equations; (that is, of the corresponding multivector fields), is of considerable interest
and constitutes the first aim in this paper.
A particular situation of special relevance arises when multivector fields in fiber bundles
are considered. In these cases, a result on the equivalence of integrable multivector fields and
jet fields, or connections in the corresponding first-order jet bundles, can be stated.
Furthermore, in the jet bundle description of classical field theories, the evolution equa-
tions are usually obtained using the multisymplectic form in order to characterize the critical
sections which are solutions of the problem. Nevertheless, in mechanics we can write the evo-
lution equations in a more geometric-algebraic manner using vector fields, and then obtain the
critical sections as integral curves of these vector fields. Different attempts have been made
to achieve the same goal with the evolution equations of field theories. So, for the Lagrangian
formalism, this is done in two different ways: by using Ehresmann connections in a jet bundle
[13], [14] or, what is equivalent, their associated jet fields [4]. Moreover, in [15], [16], [17] and
[18], the evolution equations in the Hamiltonian formalism and generalized Poisson brackets
are stated (mainly in local coordinate terms) using multivector fields (although, as far as we
know, the first use of multivector fields in the realm of field theories can be found in [6]).
A further goal of this work is to carry out a deeper and pure geometrical analysis of these
procedures for the Lagrangian formalism, showing that all these ways are, in fact, equivalent.
Thus, the aims of this paper are:
1. To study the integrability of multivector fields in differentiable manifolds in general.
2. To set the equivalence between jet fields in the jet bundle J1E and a certain kind
of multivector fields in E. This equivalence will in fact be used for jet fields in the
“repeated” jet bundle J1J1E and the corresponding multivector fields in the jet bundle
J1E.
3. To use these results to state the Lagrangian evolution equations for first-order classical
field theories using multivector fields; and to prove this formalism is equivalent to the
above mentioned ways of setting these equations.
4. To use, in particular, this multivector field formalism to study some features of La-
grangian field theories; namely: existence and non-uniqueness of solutions, the problem
of the integrability and Noether’s theorem. In this way the differences between mechan-
ics and field theories will be made evident.
The structure of the paper is the following:
The first part is devoted to an analysis of the fist two items. In particular:
In Section II.1 we introduce the notion and characterization of integrable multivector fields
in a manifold, as well as several properties for them.
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Section II.2 is devoted to the presentation of an algorithm for finding the submanifold (if
it exists) where a non-integrable multivector field is integrable. This algorithm is applied to
solve a particular system of partial differential equations in Section II.3.
In Section II.4 and II.5, we study the integrability of jet fields, connections and special
kinds of multivector fields in jet bundles; and their equivalence. This equivalence is considered
for the particular case of jet fields in J1J1E, and the suitable multivector fields in J1E.
In Section II.6, after giving different geometrical characterizations for semi-holonomic and
holonomic multivector fields, they are finally related with semi-holonomic and holonomic jet
fields.
In the second part, the applications to Lagrangian first-order field theories are considered.
Thus:
Section III.1 is a short background on Lagrangian first-order classical field theory.
Section III.2 is devoted to establishing the evolution equations for classical field theories
(the Euler-Lagrange equations) using multivector fields in J1E, showing that this is equivalent
to using jet fields in J1J1E or their associated connections in J1E →M .
In Sections III.3 and III.4, the analysis of the evolution equations is made for regular and
singular Lagrangian field theories, using multivector fields. In particular, we show that the
existence of integrable multivector fields solution of the equations is not guaranteed, (even in
the regular case). The non-uniqueness of solutions is also discussed, as well as the integrability
of these solutions. Furthermore, algorithmic procedures for finding multivector fields solutions
in the singular case is outlined in section III.4.
Section III.5 deals with the generalized symmetries of a Lagrangian system, and a version
of Noether’s theorem using the multivector field formalism is proved.
An example, which is a quite general version of many typical models in field theories, is
analyzed in section III.6.
Finally, a summary with the main results in the work is given.
An appendix is included as a remainder of the definitions and main properties of the
canonical structures in a jet bundle, which are used in some parts of the work.
All manifolds are real, paracompact, connected and C∞. All maps are C∞. Sum over
crossed repeated indices is understood.
II Multivector fields and connections
We begin this work by studying the integrability of multivector fields in differentiable man-
ifolds in general; and setting the equivalence between jet fields and multivector fields in jet
bundles.
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II.1 Multivector fields in differentiable manifolds
Let E be a n-dimensional differentiable manifold. Sections of Λm(TE) are calledm-multivector
fields in E. We will denote by Xm(E) the set of m-multivector fields in E. In general, given a
m-multivector field Y ∈ Xm(E), for every p ∈ E, there exists an open neighbourhood Up ⊂ E
and Y1, . . . , Yr ∈ X (Up) such that
Y =
Up
∑
1≤i1<...<im≤r
f i1...imYi1 ∧ . . . ∧ Yim (1)
with f i1...im ∈ C∞(Up) and m ≤ r ≤ dimE. The situation we are interested in is when, for
every p ∈ E, we can take r = m; therefore [19], [20]:
Definition 1 A m-multivector field Y ∈ Xm(E) is said to be decomposable iff there are
Y1, . . . , Ym ∈ X (E) such that Y = Y1 ∧ . . . ∧ Ym.
The multivector field Y ∈ Xm(E) is said to be locally decomposable iff, for every p ∈ E,
there exists an open neighbourhood Up ⊂ E and Y1, . . . , Ym ∈ X (Up) such that Y =
Up
Y1 ∧ . . . ∧
Ym.
Every multivector field Y ∈ Xm(E) defines a derivation i(Y ) of degree −m in the algebra
of differential forms Ω(E). If Ω ∈ Ωk(E) is a differentiable k-form in E; using (1), this is
i(Y )Ω =
Up
∑
1≤i1<...<im≤r
f i1...im i(Y1 ∧ . . . ∧ Ym)Ω =
∑
1≤i1<...<im≤r
f i1...im i(Y1) . . . i(Ym)Ω
if k ≥ m, and it is obviously equal to zero if k < m. The k-form Ω is said to be j-nondegenerate
(for 1 ≤ j ≤ k− 1) iff, for every p ∈ E and Y ∈ X j(E), i(Yp)Ωp = 0 ⇔ Yp = 0 (see [10], [11]
for more information on these topics).
Let D be a m-dimensional distribution in E; that is, a m-dimensional subbundle of TE.
Obviously sections of ΛmD are m-multivector fields in E. The existence of a non-vanishing
global section of ΛmD is equivalent to the orientability of D. We are interested in the relation
between non-vanishing m-multivector fields in E and m-dimensional distributions in TE. So
we set the following:
Definition 2 A non-vanishing m-multivector field Y ∈ Xm(E) and a m-dimensional distri-
bution D ⊂ TE are locally associated iff there exists a connected open set U ⊆ E such that
Y |U is a section of Λ
mD|U .
As a consequence of this definition, if Y, Y ′ ∈ Xm(E) are non-vanishing multivector fields
locally associated, on the same connected open set U , with the same distribution D, then
there exists a non-vanishing function f ∈ C∞(U) such that Y ′ =
U
fY . This fact defines an
equivalence relation in the set of non-vanishing m-multivector fields in E, whose equivalence
classes will be denoted by {Y }U . Therefore we can state:
Theorem 1 There is a bijective correspondence between the set of m-dimensional orientable
distributions D in TE and the set of the equivalence classes {Y }E of non-vanishing, locally
decomposable m-multivector fields in E.
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( Proof ) Let ω ∈ Ωm(E) be an orientation form for D. If p ∈ E there exists an open
neighbourhood Up ⊂ E and Y1, . . . , Ym ∈ X (Up), with i(Y1 ∧ . . . ∧ Ym)ω > 0, such that
D|Up = span {Y1, . . . , Ym} . Then Y1 ∧ . . . ∧ Ym is a representative of a class of m-multivector
fields associated withD in Up. But the family {Up ; p ∈ E} is a covering of E; let {Uα ; α ∈ A}
be a locally finite refinement and {ρα ; α ∈ A} a subordinate partition of unity. If Y
α
1 , . . . , Y
α
m
is a local basis of D in Uα, with i(Y
α
1 ∧ . . . ∧ Y
α
m)ω > 0, then Y =
∑
α
ραY
α
1 ∧ . . . ∧ Y
α
m is a
global representative of the class of non-vanishing m-multivector fields associated with D in
E.
The converse is trivial because if Y |U = Y
1
1 ∧ . . . ∧ Y
1
m = Y
2
1 ∧ . . . ∧ Y
2
m, for different sets
{Y 11 , . . . , Y
1
m}, {Y
2
1 , . . . , Y
2
m}, then span {Y
1
1 , . . . , Y
1
m} = span {Y
2
1 , . . . , Y
2
m}.
Comments:
• If Y ∈ Xm(E) is a non-vanishing m-multivector field and U ⊆ E is a connected open
set, the distribution associated with the class {Y }U will be denoted by DU(Y ). If U = E
we will write simply D(Y ).
• If D is a non-orientable m-dimensional distribution in TE, for every p ∈ E, there exist
an open neighbourhood Up ⊂ E and a non-vanishing multivector field Y ∈ X
m(U) such
that D|Up = DU(Y ).
Definition 3 Let Y ∈ Xm(E) a multivector field.
1. A submanifold S →֒ E, with dimS = m, is said to be an integral manifold of Y iff, for
every p ∈ S, Yp spans Λ
mTpS.
2. Y is said to be an integrable multivector field on an open set U ⊆ E iff, for every p ∈ U ,
there exists an integral manifold S →֒ U of Y , with p ∈ S.
Y is said to be integrable iff it is integrable in E.
Obviously, every integrable multivector field is non-vanishing.
Now, bearing in mind the statement in theorem 1, we can define:
Definition 4 Let Y ∈ Xm(E) be a multivector field.
1. Y is said to be involutive on a connected open set U ⊆ E iff it is locally decomposable
in U and its associated distribution DU(Y ) is involutive.
2. Y is said to be involutive iff it is involutive on E.
3. Y is said to be locally involutive around p ∈ E iff there is a connected open neighbourhood
Up ∋ p such that Y is involutive on Up.
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Note that if Y is locally involutive around every p ∈ E, then it is involutive.
Now, the classical Frobenius’ theorem can be reformulated in this context as follows:
Proposition 1 A non-vanishing and locally decomposable multivector field Y ∈ Xm(E) is
integrable on a connected open set U ⊆ E if, and only if, it is involutive on U .
Note that if a multivector field Y is integrable, then so is every other in its equivalence
class {Y }, and all of them have the same integral manifolds.
As is well known, a m-dimensional distribution D is integrable if, and only if, it is locally
spanned by a set of vector fields (Y1, . . . , Ym) such that [Yµ, Yν] = 0, for every pair Yµ, Yν.
Thus a multivector field Y ∈ Xm(E) is integrable if, and only if, for every p ∈ E, there exists
an open neighbourhood Up ⊂ E and Y1, . . . , Ym ∈ X (Up) such that:
1. Y1, . . . , Ym span DUp(Y ).
2. [Yµ, Yν ] = 0, for every pair Yµ, Yν.
Then there is a non-vanishing function f ∈ C∞(Up) such that Y |Up = fY1 ∧ . . . ∧ Ym .
Now, let {τµ} be the local one-parameter groups of diffeomorphisms of Yµ around p (for
µ = 1, . . . , m). The second condition above implies that τµ◦τ ν = τ ν ◦τµ, for every µ, ν. Then,
if Sp is the integral manifold of Y through p, there exist open neighbourhoods V (0) ⊂ R
m
and Wp ⊂ Up ⊂ E, and a map
τ : V (0)×Wp ✲ Up
(t, q) 7→ τt(q) := (τ
1
t1
◦ . . . ◦ τmtm)(q) (t = (t1, . . . , tm))
verifying that:
1. τ is injective.
2. τt+s = τt ◦ τs, for t, s, t+ s ∈ V (0).
3. For every q ∈ Wp, the set {τt(q) ; t ∈ V (0)} is an open neighbourhood of q in Sq.
The map τ is called the m-flow associated with the multivector field Y (see [21] for the
terminology and notation). Therefore we can define:
Definition 5 A multivector field Y ∈ Xm(E) is said to be a dynamical multivector field iff
1. Y is integrable.
2. For every p ∈ E, there exists an open neighbourhood Up ⊂ E and Y1, . . . , Ym ∈ X (Up)
such that [Yµ, Yν ] = 0, for every pair Yµ, Yν, and Y |Up = Y1 ∧ . . . ∧ Ym .
Thus, as a consequence of all these comments we have that:
Proposition 2 Let {Y } be a class of integrable m-multivector fields. Then there is a repre-
sentative Y of the class which is a dynamical multivector field.
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II.2 Integrability algorithm for locally decomposable multivector
fields
Every locally decomposable multivector field Y ∈ Xm(E) defines a system of (first-order)
partial differential equations, whose solutions (if they exist) give locally the integral manifolds
of Y .
Nevertheless, in many applications, we have a locally decomposable multivector field which
is not integrable in E, but integrable in a submanifold of E. What this means is that the
corresponding system of partial differential equations has no solution everywhere in E, but
only on the points of that submanifold. For instance, this problem arises when we look for
solutions of evolution equations in field theories (as we will see later) .
Next we present an algorithm which allows us to find this submanifold. Although we will
maintain the global notation (E for the manifold), this is a local algorithm; that is, we are in
fact working on suitable open sets in E. Hence, let Y ≡
∧m
µ=1 Yµ.
• Integrability condition:
The condition for Y to be integrable is equivalent to demanding that the distribu-
tion spanned by Y1, . . . , Ym is involutive. Then, let Z1, . . . , Zn−m ∈ X (E), such that
Y1, . . . , Ym, Z1, . . . , Zn−m are a local basis of X (E). Therefore, for every couple Yµ, Yν
(1 ≤ µ, ν ≤ m) we have
[Yµ, Yν] = ξ
ρ
µνYρ + ζ
l
µνZl
for some functions ξρµν , ζ
l
µν . Consider the system ζ
l
µν = 0 and let
E1 = {p ∈ E ; ζ
l
µν(p) = 0 , ∀µ, ν, l}
we have three options:
1. E1 = E.
Then the distribution spanned by Y1, . . . , Ym is involutive, and the multivector field
Y is integrable in E. If, in addition, all the functions ξρµν are zero everywhere, then
Y is also a dynamical multivector field.
2. E1 = ∅.
Then the distribution spanned by Y1, . . . , Ym is not involutive at any point in E,
and hence the multivector field Y is not integrable.
3. E1 is a proper subset of E.
In this case we assume that E1 is a closed submanifold of E and the functions ζ
l
µν
are the constraints locally defining E1. The distribution spanned by Y1, . . . , Ym is
involutive on E1; that is, the multivector field Y is involutive on E1. Moreover,
if all the functions ξρµν are zero everywhere in E1, then Y is also a dynamical
multivector field in E1.
Obviously, Y :E1 → Λ
mTE|E1. If, in addition, Y :E1 → Λ
mTE1, then Y is an
integrable multivector field tangent to E1. Nevertheless, this is not the case in
general, so we need the following:
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• Tangency condition:
Consider the set
E2 := {p ∈ E1 ; Y (p) ∈ Λ
mTpE1}
For E2 we have the same problem, so we define inductively, for i > 1,
Ei := {p ∈ Ei−1 ; Y (p) ∈ Λ
mTpEi−1}
and assume that we obtain a sequence of non-empty (closed) submanifolds . . . ⊂ Ei ⊂
. . . ⊂ E1 ⊂ E.
Observe that the necessary and sufficient condition for a locally decomposable multi-
vector field Y = Y1 ∧ . . . ∧ Ym to be tangent to Ei is that Yµ is tangent to Ei, for every
µ. Hence, if Ef := ∩1≥1Ei , and assuming that Ef is a non-empty (closed) submanifold
of E with dim Ef ≥ m, we have that Y :Ef → Λ
mTEf ; this is involutive and therefore
integrable on the manifold Ef .
Using the constraints, we have that, if {ζ (i)αi } is a basis of constraints defining locally Ei
in Ei−1, the tangency condition is
0 =
Ei
Yµ(ζ
(i)
αi
) , ∀µ, αi
that is, we have
Ei+1 := {p ∈ Ei ; Yµ(ζ
(i)
αi
)(p) = 0 , ∀µ, αi}
and again we have the same situation as in the case of E1 ⊂ E.
This algorithm ends in one of the following two options:
1. We obtain a submanifold Ef →֒ E, with dim Ef ≥ m, where Y is an integrable multi-
vector field (and, maybe, dynamical).
2. We obtain a submanifold Ef with dim Ef < m, or the empty set. Then the problem
has no solution in E.
We will call this procedure the integrability algorithm for multivector fields.
Remark: As is clear, although we have developed this algorithm for locally decomposable
multivector fields, the procedure is obviously applicable for distributions in general.
II.3 An example
In order to show how the above algorithm of integrability is applied we take the following
example of a system of partial differential equations which does not verify the integrability
condition (see [22])
∂y1
∂x1
= y1 − x1 − x2 ,
∂y1
∂x2
= y1
2 − x1
2 − x2
2 − 2x1 − 2x2 − 2x1x2
∂y2
∂x1
= −y2 + x1 + x2 ,
∂y2
∂x2
= 1
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For this system we have E ≡ R4, with local coordinates (x1, x2, y1, y2). The associated
distribution is locally spanned by the vector fields
Y1 =
∂
∂x1
+ (y1 − x1 − x2)
∂
∂y1
+ (−y2 + x1 + x2)
∂
∂y2
Y2 =
∂
∂x2
+ (y1
2 − x1
2 − x2
2 − 2x1 − 2x2 − 2x1x2)
∂
∂y1
+
∂
∂y2
and a representative of the corresponding class of locally decomposable multivector fields
{Y } ⊂ X 2(E) is Y = Y1 ∧ Y2.
• Integrability condition:
As local basis of X (E) we take the set
(
Y1, Y2,
∂
∂y1
,
∂
∂y2
)
. Then the condition of
involutivity of the above distribution leads to
[Y1, Y2] = ((x1 + x2 − y1)
2 − 1)
∂
∂y1
= 0
which gives the constraint ζ (1) ≡ (x1+x2−y1)
2−1 = (x1+x2−y1−1)(x1+x2−y1+1) ≡
ζ (1)a ζ
(1)
b ; and we have the two disjoint submanifolds
Ea1 := {(x1, x2, y1, y2) | x1 + x2 − y1 − 1 = 0}
Eb1 := {(x1, x2, y1, y2) | x1 + x2 − y1 + 1 = 0}
and the tangency condition must hold separately for each one of them.
• Tangency condition:
1. Tangency condition for Ea1 : We obtain that Y1(ζ
(1)
a ) =
Ea
1
2; then Y1 is not tangent
to Ea1 at any point, and the system has not any solution on E
a
1 .
2. Tangency condition for Eb1: In this case we have that Y1(ζ
(1)
a ) =
Eb
1
0 and Y2(ζ
(1)
a ) =
Eb
1
0.
Then Y |Eb
1
∈ X 2(Eb1) and it is integrable on E
b
1.
• Integration of the system on Eb1:
The general solution of the system on Eb1 is
y1 = x1 + x2 + 1 , y2 = x1 + x2 − 1 + ce
−x1 (c ∈ R)
and there exists an integral manifold through every point on Eb1. (Compare with [22],
pp. 47,53).
II.4 Multivector fields in fiber bundles
The particular situation in which we are interested is the study of multivector fields in fiber
bundles and, in particular, in jet bundles. Bearing this in mind, first we state some results
concerning multivector fields in fiber bundles in general.
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Let π:E →M be a fiber bundle with dim M = m. We denote by V(π) the vertical bundle
associated with π (that is, V(π) = KerTπ), and by XV(pi)(E) the corresponding sections or
vertical vector fields.
We are interested in the case that the integral manifolds of multivector fields are sections
of the projection π. In order to characterize this kind of multivector fields we set:
Definition 6 A multivector field Y ∈ Xm(E) is said to be transverse to the projection π
(or π-transverse) iff, at every point y ∈ E, (i(Y )(π∗ω))y 6= 0, for every ω ∈ Ω
m(M) with
ω(π(y)) 6= 0.
Comments:
• This condition is equivalent to (ΛmTπ ◦ Y )(y) 6= 0, for every y ∈ E.
• If Y ∈ Xm(E) is locally decomposable, then Y is π-transverse if, and only if, Tyπ(D(Y )) =
Tpi(y)M , for every y ∈ E. (Remember that D(Y ) is the m-distribution associated to Y ).
Then we can state:
Theorem 2 Let Y ∈ Xm(E) be integrable. Then Y is π-transverse if, and only if, its integral
manifolds are local sections of π:E → M .
( Proof ) Consider y ∈ E, with π(y) = x. In a neighbourhood of y there exist Y1, . . . , Ym ∈
X (E) such that Y1, . . . , Ym span D(Y ) and Y = Y1 ∧ . . . ∧ Ym. But, as Y is π-transverse,
(i(Y )(π∗ω))y 6= 0, for every ω ∈ Ω
m(M) with ω(x) 6= 0. Thus, taking into account the
second comment above, D(Y ) is a π-transverse distribution and Yµ 6∈ X
V(pi)(E) at any point,
for every Yµ. Now, let S →֒ E be the integral manifold of D(Y ) passing through y, then
TyS = span{(Y1)y, . . . , (Ym)y}. As a consequence of all of this, and again taking into account
the second comment above, for every point y ∈ S, Tyπ(D(Y )) = Tpi(y)M , then π|S is a local
diffeomorphism and S is a local section of π.
The converse is obvious.
Observe that, in this case, if φ:U ⊂ M → E is a local section with φ(x) = y and φ(U) is
the integral manifold of Y through y, then Ty(Imφ) is Dy(Y ).
Now, considering the diagram
ΛmTπ
ΛmT(π−1(U))
✲
✛ ΛmTU
ΛmTφ
ΛmτE
❄
✻
Y
❄
ΛmτU
φ
π−1(U)
✛
✲ U ⊂M
π
we have that:
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Proposition 3 Y ∈ Xm(E) is integrable and π-transverse if, and only if, for every point
y ∈ E, there exists a local section φ:U ⊂M → E such that φ(π(y)) = y; and a non-vanishing
function f ∈ C∞(E) such that ΛmTφ = fY ◦ φ ◦ ΛmτU .
( Proof ) If Y is integrable and π-transverse, then by theorem 2, for every y ∈ E, with
π(y) = x, there is an integral local section φ:U ⊂ M → E of Y at y such that φ(x) = y.
Then, by definition 3, Yy spans Λ
mTyφ, and hence the relation in the statement holds and
the above diagram becomes commutative on the open set U .
Conversely, if the relation holds, then Imφ is an integral manifold of Y at y, then Y is
integrable and, as φ is a section of π, Y is necessarily π-transverse.
II.5 Multivector fields and connections in jet bundles
Next we are going to establish the relation between multivector fields and connections in jet
bundles. Let π:E → M be a fiber bundle, π1: J1E → E the corresponding first-order jet
bundle of local sections of π, and π¯1 = π ◦ π1: J1E −→ M . If (xµ, yA) is a local system of
coordinates adapted to the projection π (µ = 1, . . . , m, A = 1, . . . , N), let (xµ, yA, vAµ ) be the
induced local system of coordinates in J1E.
With the aim of relating the elements in Xm(E) to connections in π:E → M , we briefly
recall several ways of giving a connection (see [14]):
Definition 7 A connection in π:E → M is one of the following equivalent elements:
1. A global section of π1: J1E → E, (that is, a mapping Ψ:E → J1E such that π1 ◦ Ψ =
IdE). It is called a jet field.
2. A subbundle H(E) of TE such that TE = V(π) ⊕ H(E). It is called a horizontal
subbundle.
3. A π-semibasic 1-form ∇ on E with values in TE, such that ∇∗α = α, for every π-
semibasic form α ∈ Ω1(E). It is called the connection form or Ehresmann connection.
The equivalence among these elements can be seen in [14], or it suffices to observe their
local expressions. In a natural chart (xµ, yA, vAµ ) we have
Ψ = (xµ, yA, ΓAρ (x
µ, yA))
∇ = dxµ ⊗
(
∂
∂xµ
+ ΓAµ (x
µ, yA)
∂
∂yA
)
H(E) = span
{
∂
∂xµ
+ ΓAµ (x
µ, yA)
∂
∂yA
}
(2)
Comments:
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• The horizontal subbundle H(E) is also denoted D(Ψ) when it is considered as the
distribution associated with Ψ.
• A jet field Ψ:E → J1E (resp. an Ehresmann connection ∇) is said to be orientable iff
D(Ψ) is an orientable distribution on E.
• If M is orientable, then every connection is also orientable.
Let Ψ:E → J1E be a jet field. A section φ:M → E is said to be an integral section of
Ψ iff Ψ ◦ φ = j1φ (where j1φ:M → J1E denotes the canonical lifting of φ). Ψ is said to
be an integrable jet field iff it admits integral sections through every point of E or, what is
equivalent, if, and only if, D(Ψ) is an involutive distribution (that is, D(Ψ) is integrable).
Locally, if φ = (xµ, fA(xν)), then φ is an integral section of Ψ if, and only if, φ is a solution
of the following system of partial differential equations
∂fA
∂xµ
= ΓAµ ◦ φ (3)
As is well known, a jet field Ψ is integrable if, and only if, the curvature of the connection
form ∇ associated with Ψ vanishes identically; where the curvature of a connection ∇ is the
(2,1)-tensor field defined by
R(Z1, Z2) := (Id−∇)([∇(Z1),∇(Z2)]) = i([∇(Z1),∇(Z2)])(Id−∇)
for every Z1, Z2 ∈ X (E). Using the coordinate expressions of the connection form ∇ and the
1-jet field Ψ, a simple calculation leads to
R =
1
2
(
∂ΓBη
∂xµ
−
∂ΓBµ
∂xη
+ ΓAµ
∂ΓBη
∂yA
− ΓAη
∂ΓBµ
∂yA
)
(dxµ ∧ dxη)⊗
∂
∂yB
Hence, from this local expression of R we obtain the local integrability conditions of the
equations (3).
Now, the relation between multivector fields and connections (jet fields) is given as a
particular case of theorem 1:
Theorem 3 There is a bijective correspondence between the set of orientable jet fields Ψ:E →
J1E (that is, the set of orientable connections ∇ in π:E →M) and the set of the equivalence
classes of locally decomposable and π-transverse multivector fields {Y } ⊂ Xm(E). They are
characterized by the fact that D(Ψ) = D(Y ).
In addition, the orientable jet field Ψ is integrable if, and only if, so is Y , for every
Y ∈ {Y }.
( Proof ) If Ψ is an orientable jet field in J1E, let D(Ψ) its horizontal distribution. Then,
taking D ≡ D(Ψ), we construct {Y } by applying theorem 1 and, since the distribution D(Ψ)
is π-transverse, the result follows immediately. The proof of the converse statement is similar.
Moreover, Ψ is integrable if, and only if, D(Ψ) = D(Y ) also is. Therefore it follows that
Y is also integrable, for Y ∈ {Y }, and conversely.
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As is obvious, recalling the local expression (2), we obtain the following local expression
for a particular representative multivector field Y of the class {Y } associated with the jet
field Ψ
Y ≡
m∧
µ=1
Yµ =
m∧
µ=1
(
∂
∂xµ
+ ΓAµ
∂
∂yA
)
and φ = (xµ, fA(xν)) is an integral section of Y if, and only if, φ is a solution of the system
of partial differential equations (3).
Remarks:
• IfM is an orientable manifold and ω ∈ Ωm(M) is the volume form inM , then the above
representative can be obtained from the relation i(Y )(π∗ω) = i
(
∂
∂x1
∧ . . . ∧
∂
∂xm
)
(π∗ω)
• It is interesting to point out that, if we consider the integrability algorithm described
in section II.2 for this kind of multivector fields, then the integrability condition (given
by the involutivity condition for the associated distribution) is equivalent now to the
condition R = 0 (R being the curvature of the associated jet field). Furthermore, in
this case, at the end of the algorithm, we will obtain directly a dynamical multivector
field as the representative of the class of integrable multivector fields.
In Lagrangian classical field theory we are interested in multivector fields in the bundle
π¯1: J1E →M . Hence, all the above considerations must be adapted to the bundle projections
J1J1E
pi1
1−→ J1E
p¯i1
−→M . In this way we have:
1. Let X ∈ Xm(J1E) be integrable. Then X is π¯1-transverse if, and only if, its integral
manifolds are local sections of π¯1: J1E →M , (theorem 2).
2. X ∈ Xm(J1E) is integrable and π¯1-transverse if, and only if, for every point y¯ ∈ J1E,
there exists a local section ψ:U ⊂ M → J1E such that ψ(π¯1(y¯)) = y¯; and a non-
vanishing function f ∈ C∞(J1E) such that ΛmTψ = fX ◦ ψ ◦ ΛmτU , (proposition 3).
3. In order to relate multivector fields in J1E with connections in π¯1: J1E → M , let
Y : J1E → J1J1E be a jet field, and ∇ and H(J1E) its associated connection form and
horizontal subbundle respectively. If (xµ, yA, vAµ ) is a natural local chart in J
1E, then
the induced chart in J1J1E is denoted (xµ, yA, vAµ , a
A
ρ , b
A
ρµ). We have the following local
expressions for these elements
Y = (xµ, yA, vAµ , F
A
ρ (x, y, v), G
A
µρ(x, y, v))
∇ = dxµ ⊗
(
∂
∂xµ
+ FAµ
∂
∂yA
+GAµρ
∂
∂vAρ
)
H(J1E) = span
{
∂
∂xµ
+ FAµ
∂
∂yA
+GAµρ
∂
∂vAρ
}
4. Let ψ = (xµ, fA(x), gAµ (x)) be a local section of π¯
1. It is an integral section of Y if, and
only if, ψ is a solution of the following system of partial differential equations
∂fA
∂xµ
= FAµ ◦ ψ
∂gAρ
∂xµ
= GAρµ ◦ ψ (4)
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and the necessary and sufficient condition for this system to be integrable is that the
curvature R of Y vanishes everywhere; that is, in coordinates
0 =
(
∂FBη
∂xµ
+ FAµ
∂FBη
∂yA
+GAγµ
∂FBη
∂vAγ
−
∂FBµ
∂xη
− FAη
∂FBµ
∂yA
−GAρη
∂FBµ
∂vAρ
)
(dxµ ∧ dxη)⊗
∂
∂yB
+
(
∂GBρη
∂xµ
+ FAµ
∂GBρη
∂yA
+GAγµ
∂GBρη
∂vAγ
−
∂GBρµ
∂xη
− FAη
∂GBρµ
∂yA
−GAγη
∂GBρµ
∂vAγ
)
(dxµ ∧ dxη)⊗
∂
∂vBρ
(5)
5. From the above local expressions we obtain for a representative multivector field X of
the class {X} associated with the jet field Y , the expression
X ≡
m∧
µ=1
Xµ =
m∧
µ=1
(
∂
∂xµ
+ FAµ
∂
∂yA
+GAµρ
∂
∂vAρ
)
(6)
Moreover, as in the case of the bundle E, ifM is an orientable manifold and ω ∈ Ωm(M)
is the volume form inM , then the above representative can be obtained from the relation
i(Y )(π¯
1∗ω) = i
(
∂
∂x1
∧ . . . ∧
∂
∂xm
)
(π¯1
∗
ω) .
II.6 Holonomic multivector fields and holonomic jet fields
We wish to characterize the integrable multivector fields in J1E whose integral manifolds
are canonical prolongations of sections of π. In order to achieve this we first recall the same
situation for jet fields [4], [14].
Definition 8 A jet field Y is said to be holonomic iff it is integrable and its integral sections
ψ:M → J1E are holonomic; that is, they are canonical liftings of sections φ:M → E.
Let y ∈ J1J1E with y
pi1
17→ y¯
pi1
7→ y
pi
7→ x , and ψ:M → J1E a representative of y; that is,
y = Txψ. Consider the section φ = π
1 ◦ψ:M → E, and let j1φ be its canonical prolongation.
Then we are able to define another natural projection
j1π1 : J1J1E −→ J1E
y 7→ j1(π1 ◦ ψ)(π¯11(y))
(xµ, yA, vAµ , a
A
ρ , b
A
µρ) 7→ (x
µ, yA, aAρ )
Definition 9 A jet field Y : J1E → J1J1E is said to be a Second Order Partial Differen-
tial Equation (SOPDE) or a semi-holonomic jet field, (or also that it verifies the SOPDE
condition), iff it is also a section of the projection j1π1; that is, j1π1 ◦ Y = IdJ1E.
This is equivalent to saying that Y is a section of the projection Jˆ2E → J1E, where Jˆ2E
denotes the semi-holonomic 2-jet manifold (see [14], p. 173).
The relation among integrable, holonomic and SOPDE jet fields (connections) is the fol-
lowing:
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Theorem 4 A jet field Y : J1E → J1J1E is holonomic if, and only if, it is integrable and
SOPDE.
The condition j1π1 ◦ Y = IdJ1E is locally expressed as follows: Y = (x
µ, yA, vAµ , F
A
ρ , G
A
νρ)
is a SOPDE if, and only if, FAρ = v
A
ρ .
For multivector fields in J1E, first we define:
Definition 10 A multivector field X ∈ Xm(J1E) is said to be holonomic iff:
1. X is integrable.
2. X is π¯1-transverse.
3. The integral sections ψ:M → J1E of X are holonomic.
In order to study the SOPDE question for multivector fields, we adopt two different
approaches: The first one, which is similar to the characterization of second order (that
is, holonomic) vector fields in time-dependent mechanics, is based on the study of the two
different bundle structures of TJ1E over TE. The second one uses the structure canonical
form θ ∈ Ω1(J1E, π1
∗
V(π)) (see the appendix).
In the first approach, we have a natural vector bundle projection Tπ1: TJ1E → TE and
another one κ: TJ1E → TE defined by
κ(y¯, u¯) := Tp¯i1(y¯)φ(Ty¯π¯
1(u¯))
where (y¯, u¯) ∈ TJ1E and φ ∈ y¯. If (W ; xµ, yA, vAµ ) is a local natural chart in J
1E and y¯ ∈ J1E
with y¯
pi1
→ y
pi
→ x, then
κ
(
αµ
∂
∂xµ
∣∣∣
y¯
+ βA
∂
∂yA
∣∣∣
y¯
+ λAµ
∂
∂vAµ
∣∣∣
y¯
)
= αµ
∂
∂xµ
∣∣∣
y
+ vAµ (y¯)α
µ ∂
∂yA
∣∣∣
y
This projection is extended in a natural way to ΛmTJ1E, and so we have the following
diagram
τJ1E Λ
mτJ1E
TJ1E ✲ J1E
✛ ✲ ΛmTJ1E
X
κ
❄ ❄
Tπ1
❄
π1 ΛmTπ1
❄ ❄
Λmκ
TE ✲ E ✛ ΛmTE
τE Λ
mτE
and we can define:
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Definition 11 A π¯1-transverse multivector field X ∈ Xm(J1E) verifies the SOPDE condition
(we also say that it is a SOPDE or a semi-holonomic multivector field) iff Λmκ◦X = ΛmTπ1◦
X.
The condition for X to be π¯1-transverse is necessary in order to relate this definition to the
fact that, if X is integrable, then its integral sections are canonical prolongations of sections
of π (as will be seen later).
With regard to the second approach, observe that for every X ∈ X (J1E), we obtain that
θ(X) ≡ i(θ)X is a section of the bundle π1
∗
V(π)→ J1E (that is, an element of Γ(π1
∗
V(π))).
Then we have a natural extension of the action of θ to every X ∈ Xm(J1E). Furthermore, de-
noting Vm(π) := ker ΛmTπ and recalling the definition of θ (see definition 15 in the appendix)
we can define:
Definition 12 The structure canonical m-form of J1E is the m-form θm in J1E with values
on π1
∗
Vm(π), which is defined by
(θm(X))(y¯) ≡ (i(θm)X)(y¯) := (ΛmTy¯π
1 − ΛmTy¯(φ ◦ π¯
1))(Xy¯)
where X ∈ Xm(J1E), y¯ ∈ J1E and φ is a representative of y¯.
Observe that θm ∈ Ωm(J1E, π1
∗
Vm(π)) and that θm 6=
m︷ ︸︸ ︷
θ ∧ . . . ∧ θ .
Now we can state:
Proposition 4 Let X ∈ Xm(J1E) be π¯1-transverse and locally decomposable. Then the
following conditions are equivalent:
1. X is a SOPDE.
2. i(θm)X = 0.
3. i(θ)X = 0.
4. If (W ; xµ, yA, vAµ ) is a natural chart in J
1E, then the local expression of X is
X ≡
m∧
µ=1
Xµ =
m∧
µ=1
fµ
(
∂
∂xµ
+ vAµ
∂
∂yA
+GAµρ
∂
∂vAρ
)
(7)
where fµ are non-vanishing functions.
5. i(α)X = 0, for every α ∈ Mc; where Mc denotes the contact module in J
1E (see the
appendix).
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( Proof ) Let (W ; xµ, yA, vAµ ) be a natural chart in J
1E. Suppose that X ∈ Xm(J1E) is
π¯1-transverse and locally decomposable, then in this chart we have
X =
m∧
µ=1
fµ
(
∂
∂xµ
+ FAµ
∂
∂yA
+GAµρ
∂
∂vAρ
)
with fµ non-vanishing functions.
( 1 ⇔ 2 ) It is obvious.
( 2 ⇔ 4 ) If y¯ ∈ U ⊂ J1E and φ ∈ y¯, then
(θm(X))(y¯) = (ΛmTy¯π
1 − ΛmTy¯(φ ◦ π¯
1))(Xy¯)
=
m∧
µ=1
fµ(y¯)
(
∂
∂xµ
+ FAµ (y¯)
∂
∂yA
)
y
−
m∧
µ=1
fµ(y¯)
(
∂
∂xµ
+ vAµ (y¯)
∂
∂yA
)
y
therefore θm(X) = 0 ⇔ FAµ = v
A
µ , for every A, µ.
( 3 ⇔ 4 ) Since θ =
(
dyB − vBρ dx
ρ
)
⊗
∂
∂yB
, we have that
i(θ)X =

f 1(FB1 − vB1 ) ∧
µ6=1
fµ
(
∂
∂xµ
+ FAµ
∂
∂yA
+GAµρ
∂
∂vAρ
)
−
f 2(FB2 − v
B
2 )
∧
µ6=2
fµ
(
∂
∂xµ
+ FAµ
∂
∂yA
+GAµρ
∂
∂vAρ
)
+ . . .

⊗ ∂
∂yB
therefore i(X)θ = 0 ⇔ FAµ = v
A
µ , for every A, µ.
( 4 ⇔ 5 ) It is immediate from the item 4, and bearing in mind the local expressions
given in the appendix.
The relation between integrable, holonomic and SOPDE multivector fields in J1E is:
Theorem 5 A multivector field X ∈ Xm(J1E) is holonomic if, and only if, it is integrable
and SOPDE.
( Proof ) Let y¯ ∈ J1E and ψ:M → J1E an integral section of X at y¯, with ψ(x) = y¯. For
Z ∈ ΛmTxM with Zx 6= 0, as ψ is an integral section, there exists λ ∈ R with λ 6= 0 such
that ΛmTxψ(Zx) = λXy¯ and hence
(i(θ)X)(y¯) =
1
λ
i(θ)(ΛmTxψ(Zx)) =
1
λ
i(ψ∗θ)Zx = 0
therefore i(X)θ = 0 ⇔ ψ∗θ = 0, which is the necessary and sufficient condition for ψ to be
holonomic (see proposition 7 in the appendix).
Finally, as a consequence of theorems 3, 4 and 5 we have:
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Theorem 6 There is a bijective correspondence between the set of orientable jet fields Y : J1E →
J1J1E (i. e., the set of orientable connections ∇ in π¯1: J1E → M) and the set of the equiv-
alence classes of locally decomposable and π¯1-transverse multivector fields {X} ⊂ Xm(J1E).
They are characterized by the fact that D(Y) = D(X). In addition:
1. The jet field Y is integrable if, and only if, so is X, for every X ∈ {X}.
2. The jet field Y is a SOPDE if, and only if, so is X, for every X ∈ {X}.
3. The jet field Y is holonomic if, and only if, so is X, for every X ∈ {X}.
If Y is a SOPDE, then we can choose (see the local expressions (6) and (7))
X ≡
m∧
µ=1
(
∂
∂xµ
+ vAµ
∂
∂yA
+GAµρ
∂
∂vAρ
)
(8)
as a representative multivector field of {X}. For a SOPDE multivector field or jet field, on
the other hand, if a section j1φ =
(
xµ, fA,
∂fA
∂xµ
)
has to be an integral section of such a
field, the necessary and sufficient condition is that φ is the solution of the following system of
(second order) partial differential equations
GAνρ
(
xµ, fA,
∂fA
∂xµ
)
=
∂2fA
∂xρ∂xν
(9)
which justifies the nomenclature. It is important to remark that, since the integrability of a
class of multivector fields is equivalent to demanding that the curvature R of the connection
associated with this class vanishes everywhere; the system (9) has solution if, and only if, the
following additional system of equations (which arise from the condition (5) for a SOPDE)
holds (for every B, µ, ρ, η)
0 = GBηµ −G
B
µη
0 =
∂GBηρ
∂xµ
+ vAµ
∂GBηρ
∂yA
+GAµγ
∂GBηρ
∂vAγ
−
∂GBµρ
∂xη
− vAη
∂GBµρ
∂yA
−GAηγ
∂GBµρ
∂vAγ
(10)
Observe that this is a system of
1
2
Nm(m − 1) linear relations (the first group of equations)
and 1
2
Nm2(m− 1) partial differential equations (the second group).
III Application to Lagrangian classical field theories
At this point, our goal is to show that the Lagrangian formalism for field theories can also
be established using jet fields in J1J1E, their associated connections in J1E or, equivalently,
multivector fields in J1E. Then, we use multivector fields for discussing the main features of
the evolution equations.
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III.1 Background on Lagrangian field theories
Henceforth we assume that M is a m-dimensional oriented manifold and ω ∈ Ωm(M) is the
volume m-form on M .
A classical field theory is described by its configuration bundle π:E → M (where M is an
oriented manifold with volume form ω), and a Lagrangian density which is a π¯1-semibasic m-
form on J1E. A Lagrangian density is usually written as L = £(π¯1
∗
ω), where £ ∈ C∞(J 1E )
is the Lagrangian function associated with L and ω. In a natural system of coordinates
this expression is L = £(xµ, yA, vAµ )dx
1 ∧ . . . ∧ dxm . Then a Lagrangian system is a couple
((E,M ; π),L). The states of the field are the sections of π which are critical for the functional
L : Γc(M,E) −→ R
φ 7→
∫
M(j
1φ)∗L
where Γc(M,E) is the set of compact supported sections of π.
In order to characterize these critical sections, and using the vertical endomorphism V of
the bundle J1E (see the appendix), we construct the differentiable forms
ΘL := i(V)L+ L ∈ Ω
m(J1E) ; ΩL := −dΘL ∈ Ω
m+1(J1E)
which are called the Poincare´-Cartan m and (m + 1)-forms associated with the Lagrangian
density L. The Lagrangian system is said to be regular iff ΩL is 1-nondegenerate and, as a
consequence, (J1E,ΩL) is a multisymplectic manifold [10].
In a natural chart (xµ, yA, vAµ ) in J
1E, the expressions of the above forms are:
ΘL =
∂£
∂vAµ
dyA ∧ dm−1xµ −
(
∂£
∂vAµ
vAµ − £
)
dmx
ΩL = −
∂2£
∂vBν ∂v
A
µ
dvBν ∧ dy
A ∧ dm−1xµ
−
∂2£
∂yB∂vAµ
dyB ∧ dyA ∧ dm−1xµ +
∂2£
∂vBν ∂v
A
µ
vAµ dv
B
ν ∧ d
mx+
(
∂2£
∂yB∂vAµ
vAµ −
∂£
∂yB
+
∂2£
∂xµ∂vBµ
)
dyB ∧ dmx (11)
(where dm−1xµ ≡ i
(
∂
∂xµ
)
dmx ) and the condition of regularity is equivalent to demand that
det
(
∂2£
∂vAµ ∂v
B
ν
(y¯)
)
6= 0 , for every y¯ ∈ J1E.
Then, the (compact-supported) critical sections φ:M → E of the variational problem can
be characterized as follows:
Proposition 5 Let ((E,M ; π),L) be a Lagrangian system. The critical sections of the vari-
ational problem posed by L are those which satisfy the following equivalent conditions
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1.
d
dt
∣∣∣
t=0
∫
M
(j1φt)
∗L = 0 , being φt = τt ◦ φ, where {τt} is a local one-parameter group of
any π-vertical and compact supported vector field Z ∈ X (E).
2. (j1φ)∗ i(X)ΩL = 0 , for every X ∈ X (J
1E).
3. The local components of φ satisfy the Euler-Lagrange equations:(
∂£
∂yA
)
j1φ
−
∂
∂xµ
(
∂£
∂vAµ
)
j1φ
= 0
(See, for instance, [4] for the proof, and also [1], [5], [8], [9] as complementary references
on all these topics):
III.2 The evolution equations in terms of connections and multi-
vector fields
As is well known, the evolution equations in analytical mechanics can be written in a geometric-
algebraic manner using vector fields, and then the solutions of the variational problem can be
obtained as integral curves of these vector fields. Now we wish to do the same with the evolu-
tion equations of field theories, using jet fields (connections) and their equivalent multivector
fields, and then obtaining the critical sections as integral sections of these elements.
As a previous step, we must define the action of jet fields on differential forms (see [4]).
Let Y : J1E → J1J1E be a jet field. A map Y¯ :X (M) → X (J1E) can be defined in the
following way: let Z ∈ X (M), then Y¯(Z) ∈ X (J1E) is the vector field defined as
Y¯(Z)(y¯) := (Tp¯i1(y¯)ψ)(Zp¯i1(y¯))
for every y¯ ∈ J1E and ψ ∈ Y(y¯). This map is an element of Ω1(M)⊗M X (J
1E) and its local
expression is
Y¯
(
fµ
∂
∂xµ
)
= fµ
(
∂
∂xµ
+ FAµ
∂
∂yA
+GAρµ
∂
∂vAρ
)
This map induces an action of Y on Ω(J1E). In fact, let ξ ∈ Ωm+j(J1E), and with j ≥ 0, we
define i(Y)ξ:X (M)× (m). . . ×X (M) −→ Ωj(J1E) given by
((i(Y)ξ)(Z1, . . . , Zm))(y¯;X1, . . . , Xj) := ξ(y¯; Y¯(Z1), . . . , Y¯(Zm), X1, . . . , Xj)
for Z1, . . . , Zm ∈ X (M) and X1, . . . , Xj ∈ X (J
1E). This is a C∞(M)-linear and alternate
map on the vector fields Z1, . . . , Zm. This map i(Y)ξ so-defined, extended by zero to forms
of degree p < m, is called the inner contraction of the jet field Y and the differential form ξ.
The following result characterizes the action of integrable jet fields on forms (see [4] for
the proof):
Proposition 6 Let Y be an integrable jet field and ξ ∈ Ωp(J1E) with p ≥ m. The necessary
and sufficient condition for the integral sections of Y, ψ:M → J1E, to verify the relation
ψ∗ i(X)ξ = 0, for every X ∈ X (J1E), is i(Y)ξ = 0.
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At this point the following theorem gives the characterization of the critical sections of a
Lagrangian field theory in terms of connections (jet fields) and multivector fields.
Theorem 7 Let ((E,M ; π),L) be a Lagrangian system. The critical sections of the varia-
tional problem posed by L satisfy the following equivalent conditions:
1. They are the integral sections of a holonomic jet field YL: J
1E → J1J1E, such that
i(YL)ΩL = 0
2. They are the integral sections of a holonomic jet field YL: J
1E → J1J1E, such that
i(∇L)ΩL = (m− 1)ΩL
where ∇L is the associated connection form.
3. They are the integral sections of a class of holonomic multivector fields {XL} ⊂ X
m(J1E),
such that
i(XL)ΩL = 0
( Proof ) These results are consequences of all the above results. In particular:
1. It follows from the second item in proposition 5 and proposition 6.
2. See [13] and [9] for this proof.
3. It is a consequence of the first item and theorem 6.
The conditions in this theorem are the version of the Euler-Lagrange equations in terms
of jet fields, connection forms and multivector fields respectively.
III.3 Analysis of the evolution equations for regular Lagrangians
Using these formulations and, in particular, the multivector fields formalism, it is possible
to explore some important properties of the evolution equations in field theories, specifically
the existence and multiplicity of solutions. As a first situation, we can consider the case of
regular Lagrangian systems.
First, let us recall that the equivalent problem in (time-dependent) mechanics consists
in finding vector fields XL ∈ X (TQ × R) (where TQ is the velocity phase space of the
system), such that they verify the dynamical equation i(XL)ΩL = 0, and they are holonomic
vector fields (their integral curves are canonical lifting of curves in Q; that is, sections of the
projection Q ×R → R). In this case, the regularity of the Lagrangian function assures the
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existence and uniqueness of an holonomic vector field which is the solution of the intrinsic
equation of motion, with the additional condition i(XL)dt = 1.
In field theories we search for (classes of) non-vanishing and locally decomposable multi-
vector fields XL ∈ X
m(J1E) such that:
1. The equation i(XL)ΩL = 0 holds.
2. XL are SOPDE.
3. XL are integrable.
(12)
Remarks:
• If a multivector field satisfies condition 2 and also verifies that i(XL)(π¯
1∗ω) = 1, then
its local expression is (6).
• Let us recall that, if {XL} ⊂ X
m(J1E) is a class of locally decomposable and π¯1-
transverse multivector fields, then condition 3 is equivalent to demanding that the cur-
vature R of the connection associated with this class vanishes everywhere.
Following the terminology introduced in [13] and [14] for connections, we define:
Definition 13 XL ∈ X
m(J1E) is said to be an Euler-Lagrange multivector field for L iff it
is locally decomposable and verifies conditions 1 and 2 of 12.
Regularity of Lagrangians assures the existence of Euler-Lagrange multivector fields (or
connections). In fact:
Theorem 8 (Existence and local multiplicity of Euler-Lagrange solutions) Let ((E,M ; π),L)
be a regular Lagrangian system.
1. There exist classes of locally decomposable and π¯1-transverse multivector fields {XL} ⊂
Xm(J1E) (and hence equivalent jet fields YL: J
1E → J1J1E with associated connection
forms ∇L), such that
(a) The following equivalent conditions hold
i(XL)ΩL = 0 , i(YL)ΩL = 0 , i(∇L)ΩL = (m− 1)ΩL (13)
(b) XL ∈ {XL} are SOPDE (and therefore so is the corresponding YL).
2. In a local system the above solutions depend on N(m2 − 1) arbitrary functions.
( Proof ) In order to prove this, we use the multivector field formalism (for another proof of
these statement using the Ehresmann connection formalism see [13] and [14]).
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1. First we analyze the local existence of solutions and then their global extension.
In a chart of natural coordinates in J1E, the expression of ΩL is (11), and taking the
multivector field given in (6) as the representative of the class {XL}, from the relation
i(XL)ΩL = 0 we obtain the following conditions:
• The coefficients on dvAµ must vanish:
0 = (FBµ − v
B
µ )
∂2£
∂vAν ∂v
B
µ
(for every A, ν) (14)
But, if L is regular, the matrix
(
∂2£
∂vAν ∂v
B
µ
)
is regular. Therefore FBµ = v
B
µ (for
every B, µ); which proves that if XL exists it is a SOPDE.
• The coefficients on dyA must vanish
0 =
∂£
∂yA
−
∂2£
∂xµ∂vAµ
−
∂2£
∂yB∂vAµ
FBµ −
∂2£
∂vBν ∂v
A
µ
GBνµ+
∂2£
∂yA∂vBµ
(FBµ −v
B
µ ) (A = 1, . . . , N)
(15)
and taking into account that we have obtained FBµ = v
B
µ , these relations lead to
∂2£
∂vBν ∂v
A
µ
GBνµ =
∂£
∂yA
−
∂2£
∂xµ∂vAµ
−
∂2£
∂yB∂vAµ
vBµ (A = 1, . . . , N) (16)
which is a system of N linear equations on the functions GBνµ. This is a compatible
system as a consequence of the regularity of L, since the matrix of the coefficients
has (constant) rank equal to N (observe that the matrix of this system is obtained
as a rearrangement of rows of the Hessian matrix).
• Finally, from the above conditions, we obtain that the coefficients on dxµ vanish
identically.
These results allow us to assure the local existence of (classes of) multivector fields
satisfying the desired conditions. The corresponding global solutions are then obtained
using a partition of unity subordinated to a covering of J1E made of local natural charts.
(Observe that, if j1φ =
(
xµ, fA,
∂fA
∂xµ
)
is an integral section of XL, then v
A
µ =
∂fA
∂xµ
and
GAνµ =
∂2fA
∂xν∂xµ
, and therefore the equations (16) are the Euler-Lagrange equations for
the section φ).
2. In a chart of natural coordinates in J1E, the expression of a SOPDE multivector field
XL ∈ {XL} is given by (8). So, it is determined by the Nm
2 coefficients GBνµ, which are
related by the N independent equations (16). Therefore, there are N(m2− 1) arbitrary
functions.
Comments:
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• If, in addition, {XL} is integrable; then every XL ∈ {XL} is a holonomic multivector
field (and, therefore, YL is also a holonomic jet field).
• As additional conditions on the functions GAρµ must be imposed in order to assure that
XL is integrable, hence the number of arbitrary functions will be in general less than
N(m2 − 1) (see the next section).
The last problem consists in studying if it is possible to find a class of integrable Euler-
Lagrange multivector fields. This question is posed in the following terms: taking the suitable
representatives in each class, the set of Euler-Lagrange multivector fields XL can be locally
written in the form (8), where the coefficients GAµν verify the equations (16). This is a linear
system and, then, if GAµν is a particular solution of this system, we can write
XL =
m∧
µ=1
(
∂
∂xµ
+ vAµ
∂
∂yA
+ GBµγ
∂
∂vBγ
+ gCµη
∂
∂vCη
)
where gCηµ satisfy the homogeneous linear system
∂2£
∂vCη ∂v
A
µ
gCηµ = 0 (A = 1, . . . , N)
As the problem now is to select the integrable Euler-Lagrange multivector fields, from the
solutions of this system we can choose those that make the corresponding multivector field
XL verify the integrability condition; that is, the curvature of the associated connection ∇L
vanishes (equations (10)).
As far as we know, since we have a system of partial differential equations with linear
restrictions, there is no way for assuring the existence of an integrable solution; or how to select
it; Observe that, considering the Euler-Lagrange equations for the coefficients GAµν (equations
(16)), together with the integrability conditions (equations (10)), we have N +
1
2
Nm(m− 1)
linear equations and
1
2
Nm2(m − 1) partial differential equations. Then, if the set of linear
restrictions (made of the equations (16) and the first group of equations (10)) allow us to
isolate N +
1
2
Nm(m − 1) coefficients GAµν as functions on the remaining ones; and the set
of
1
2
Nm2(m− 1) partial differential equations (the second group of equations (10)) on these
remaining coefficients satisfies the conditions on Cauchy-Kowalewska’s theorem [23], then the
existence of integrable Euler-Lagrange multivector fields is assured (see the example in section
III.6).
On the other hand, if we can eventually select some particular Euler-Lagrange multivector
field solution, then the integrability algorithm developed in section II.2 can be applied in order
to find a submanifold where this multivector field is integrable (if it exists).
III.4 Discussion on the evolution equations for singular Lagrangian
field theories
Next we discuss the case of singular Lagrangian systems (ΩL is 1-degenerate). As in the
regular case, the existence of multivector fields (or connections) verifying conditions (12) is
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not assured. The difference with the regular case lies in the following facts:
1. A locally decomposable and π¯1-transverse multivector field X ∈ Xm(J1E) verifying
condition 1on J1E (the evolution equation) does not necessarily exist.
2. If such a multivector field exists, it does not necessarily hold condition 2 (SOPDE
condition).
As in the regular case, the existence of Euler-Lagrange multivector fields does not imply their
integrability. Nevertheless, it is possible for these integrable multivector fields to exist on
a submanifold of J1E. So we can state the following problem: to look for a submanifold
S →֒ J1E where integrable Euler-Lagrange multivector fields XL ∈ X
m(J1E) exist; and
then their integral sections are contained in S. Observe that these conditions imply that
π¯1|S:S → M is onto on M , because XL is SOPDE.
As a first step, we do not consider the integrability condition. (In this way, the situation
is quite analogous to that in (time-dependent) mechanics [24], [25]).
The procedure is algorithmic (from now on we suppose that all the multivector fields are
locally decomposable):
• First, let S1 be the set of points of J
1E where Euler-Lagrange multivector fields do
exist; that is
S1 := {y¯ ∈ J
1E ; ∃XL ∈ X
m(J1E) such that


(i(XL)ΩL)(y¯) = 0
(i(XL)(π¯
1∗ω))(y¯) = 1
XL is a SOPDE at y¯

}
We assume that S1 is a non-empty (closed) submanifold of J
1E.
This is the compatibility condition.
• Now, denote by XmL (J
1E, S1) the set of multivector fields in J
1E which are Euler-
Lagrange on S1. LetXL:S1 → Λ
mTJ1E|S1 be in X
m
L (J
1E, S1). If, in addition, XL:S1 →
ΛmTS1; that is, XL ∈ X
m(S1), then we say that XL is a solution on S1. Nevertheless,
this last condition is not assured except perhaps in a set of points S2 ⊂ S1 ⊂ J
1E,
which we will assume to be a (closed) submanifold, and which is defined by
S2 := {y¯ ∈ S1 ; ∃XL ∈ X
m
L (J
1E, S1) such that XL(y¯) ∈ Λ
mTy¯S1}
This is the so-called consistency or tangency condition.
• In this way, a sequence of (closed) submanifolds, . . . ⊂ Si ⊂ . . . ⊂ S1 ⊂ J
1E, is assumed
to be obtained, each one of them being defined as
Si := {y¯ ∈ Si−1 ; ∃XL ∈ X
m
L (J
1E, Si−1) such that XL(y¯) ∈ Λ
mTy¯Si−1}
It is important to point out that, for every submanifold Si of this sequence, π¯
1|Si:Si →
M must be onto on M .
• There are two possible options for the final step of this algorithm, namely:
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1. The algorithm ends by giving a submanifold Sf →֒ J
1E, with dim Sf ≥ m, (where
Sf = ∩i≥1Si) and Euler-Lagrange multivector fields XL ∈ X
m(Sf). Sf is then
called the final constraint submanifold.
2. The algorithm ends by giving a submanifold Sf with dim Sf < m, or the empty
set. Then there is no Euler-Lagrange multivector fields XL ∈ X
m(Sf). In this case
the Lagrangian system has no solution.
Comment:
• The problem here considered can also be treated in an alternative manner by splitting
the procedure into two steps (see [13] for a more detailed discussion on this method,
using Ehresmann connections):
1. First, searching for a submanifold Pf of J
1E and locally decomposable multivector
fields XL ∈ X
m(J1E), such that:
(a) (i(XL)ΩL)|Pf = 0.
(b) (i(XL)(π¯
1∗ω))|Pf = 1.
(c) XL:Pf → Λ
mTPf .
This procedure is called the constraint algorithm.
2. Second, searching for a submanifold Sf of Pf and locally decomposable multivector
fields XL ∈ X
m(J1E), such that:
(a) (i(XL)ΩL)|Sf = 0.
(b) XL is a SOPDE on Sf .
(c) XL:Sf → Λ
mTSf .
It is then clear that, in some particular cases, locally decomposable and π¯1-transverse
multivector fields, solutions of the evolution equations on some submanifold Pf , can
exist, but none of them being SOPDE at any point belonging to Pf .
The local treatment of the singular case shows significative differences to the regular
one. In fact, although the starting equations are the same in both cases (equations (14) and
(15)); since the matrix
(
∂2£
∂vAν ∂v
B
µ
)
is not regular, the first group does not imply the SOPDE
condition. Nevertheless, we can impose this condition by making FAµ = v
A
µ , for every A, µ.
Therefore, we have the system of equations for the coefficients GAµν which is (16) again. As we
have stated, this system is not compatible in general, and S1 is the closed submanifold where
the system is compatible. Then, there are Euler-Lagrange multivector fields on S1, but the
number of arbitrary functions on which they depend is not the same as in the regular case,
since it depends on the dimension of S1 and the rank of the Hessian matrix of £. Now the
tangency condition must be analyzed in the same way as in the algorithm of section II.2
Finally, the question of integrability must be considered. We make the same remarks as
at the end of the above section, but for the submanifold Sf instead of J
1E.
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III.5 Noether’s theorem for multivector fields
Next we recover the idea of conserved quantity and state Noether’s theorem in terms of
multivector fields. First we need a previous lemma:
Lemma 1 Let Y ∈ Xm(J1E) be a holonomic multivector field. If ζ ∈ Ωm(J1E) belongs to
the ideal generated by the contact module, (this ideal is denoted I(Mc)), then i(Y )ζ = 0.
( Proof ) Consider y¯ ∈ J1E, with π¯1(y¯) = x, and a section φ:M → E such that j1φ is an
integral section of Y passing through y¯; that is j1φ(x) = y¯. Then, as Y is SOPDE, there
exists f ∈ C∞(J1E) with
(ΛmTxj
1φ)
(
∂
∂x1
∧ . . . ∧
∂
∂xm
)
= (fY )y¯
and therefore
(i(Y )ζ)(y¯) = (i(Y )ζ)(j
1φ(x)) = i(Yj1φ(x))(ζ(j
1φ(x)))
=
1
f(y¯)
i
(
(ΛmTxj
1φ)
(
∂
∂x1
∧ . . . ∧
∂
∂xm
))
(ζ(j1φ(x)))
=
1
f(y¯)
i
(
∂
∂x1
∧ . . . ∧
∂
∂xm
)
((j1φ)∗ζ)(x)) = 0
because ζ belongs to the ideal generated by the contact module and then (j1φ)∗ζ = 0.
Now we are able to prove that:
Theorem 9 (Noether): Let ((E,M ; π),L) be a Lagrangian system and XL ∈ X
m(J1E) an
integrable Euler-Lagrange multivector field. Let X ∈ X (J1E) be a vector field satisfying the
following conditions:
1. X preserves the contact module: L(X)Mc ⊂Mc.
2. There exist ξ ∈ Ωm−1(J1E), and α ∈ I(Mc) ∩ Ω
m(J1E) such that L(X)L = dξ + α.
Then i(XL)d(ξ − i(X)ΘL) = 0.
( Proof ) First we have that
L(X)ΘL = i(X)dΘL + d i(X)ΘL
however, as ΘL := i(V)L+ L ≡ ϑL + L,
L(X)ΘL = L(X)(ϑL + L) = L(X)ϑL + dξ + α
and L(X)ϑL ∈ I(Mc), because ϑL ∈ I(Mc). So we obtain
i(X)dΘL + d i(X)ΘL = dξ + ζ
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with ζ = α + L(X)ϑL ∈ I(Mc). Then
d(ξ − i(X)ΘL) = i(X)dΘL − ζ
and therefore
i(XL)d(ξ − i(X)ΘL) = i(XL) i(X)dΘL + i(XL)ζ = 0
since i(XL) i(X)ΩL = 0, for every X ∈ X (J
1E), because XL is a solution of the Euler-
Lagrange equations, and i(XL)ζ = 0, by the previous lemma.
Definition 14 Let ((E,M ; π),L) be a Lagrangian system. An (infinitesimal) generalized
symmetry of the Lagrangian system is a vector field X ∈ X (J1E) such that it verifies condi-
tions 1 and 2 of the above theorem.
In particular, X is said to be an infinitesimal natural symmetry if it is the canonical
prolongation of a vector field Z ∈ X (E).
Remark: As a special case, if L(X)L = 0, then i(XL)d i(X)ΘL = 0. These are the
so-called symmetries of the Lagrangian.
An immediate consequence of the above theorem is the following fact: if α = ξ−i(X)ΘL ∈
Ωm−1(J1E), then i(XL)α = 0, and hence, if :N →֒ J
1E is an integral submanifold of XL,
we have ∗dα = 0 and then d∗α = 0. But the integral submanifolds of XL are images of
canonical lifting of sections, j1φ:M → J1E; therefore 0 = (j1φ)∗dα = d(j1φ)∗α; that is:
Theorem 10 (Noether): Let X be an infinitesimal generalized symmetry of the system
((E,M ; π),L). Then, the (m − 1)-form ξ − i(X)ΘL is closed on the critical sections of the
variational problem posed by L.
III.6 Example
Most of the (quadratic) Lagrangian systems in field theories can be modeled as follows:
π:E → M is a trivial bundle (usually E = M × RN) and then π1: J1E → E is a vector
bundle. g is a metric in this vector bundle, Γ is a connection of the projection π1, and
f ∈ C∞(E) is a potential function. Then the lagrangian function is
£(y¯) =
1
2
g(y¯ − Γ (π1 (y¯)), y¯ − Γ (π1 (y¯))) + π1
∗
f (y¯)
and in natural coordinates takes the form [26]
£ =
1
2
aµνAB(y)(v
A
µ − Γ
A
µ (x ))(v
B
ν − Γ
B
ν (x )) + f (y)
In order to apply the formalism which has been developed in this work, we consider a model
where the matrix of the coefficients aµνAB is regular and symmetric at every point (that is,
a
µν
AB(y) = a
νµ
BA(y)). This fact is equivalent to the non-degeneracy of the metric g.
A Echeverr´ıa-Enr´ıquez et al: Multivector Fields... 29
The associated Poincare´-Cartan (m+ 1)-form is then
ΩL = −a
νµ
BAdv
B
ν ∧ dy
A ∧ dm−1xµ −
∂a
νµ
CA
∂yB
(vCν − Γ
C
ν )dy
B ∧ dyA ∧ dm−1xµ + a
νµ
BAv
A
µ dv
B
ν ∧ d
mx+(
∂a
νµ
CA
∂yB
(vCν − Γ
C
ν )v
A
µ −
∂a
νµ
CA
∂yB
(vCν − Γ
C
ν )−
∂f
∂yB
− aµνAB
∂ΓAν
∂xµ
)
dyB ∧ dmx
and the system is obviously regular. Then, taking (8) as the local expression for represen-
tatives of the corresponding classes of Euler-Lagrange multivector fields {XL} ⊂ X
m(J1E),
their components Gµν are related by the equations (16), which in this case are
a
νµ
BAG
B
νµ =
1
2
∂a
νµ
CB
∂yA
(vCν − Γ
C
ν )(v
B
µ − Γ
B
µ ) +
∂f
∂yA
+ aµνBA
∂ΓBν
∂xµ
−
∂a
νµ
CA
∂yB
vBµ (v
C
ν − Γ
C
ν ) (17)
This system allows us to isolate N of these components as functions of the remaining N(m2−
1); and then it determines a family of (classes of) Euler-Lagrange multivector fields. In order
to obtain an integrable class, the condition of integrability R = 0 (where R is the curvature
of the associated connection) must hold; that is, equations (10) must be added to the last
system.
A simpler case is obtained when Γ is an integrable connection. Then there exist local
natural charts in J1E such that ΓAµ = 0 [3]; and then £ =
1
2
aµνAB(y)v
A
µ v
B
ν + f (y) . If, in
addition, we consider that the matrix of coefficients is aµνAB(y) = δABδ
µν (that is, we take an
orthonormal frame for the metric g), then we have that
£ =
1
2
δABδ
µνvAµ v
B
ν + f (y)
In this case equations (17) reduce to
δBAδ
νµGBνµ =
∂f
∂yA
From this system we can isolate N of the coefficients GAµν ; for instance, if µ, ν = 0, 1, . . . , m−1,
those for which µ = ν = 0: Thus
δABG
B
00 =
∂f
∂yA
−
m−1∑
µ=1
δABG
B
µµ
Therefore the Euler-Lagrange multivector fields are
XL =
m−1∧
µ=0

 ∂
∂xµ
+ vAµ
∂
∂yA
+ δ0µ
[
∂f
∂yA
−
m−1∑
ν=1
δABG
B
νν
]
∂
∂vA0
+
∑
µ=γ 6=0
GBµγ
∂
∂vBγ
+
∑
µ6=γ
GCµγ
∂
∂vCγ


Now, if we look for integrable Euler-Lagrange multivector fields, the integrability conditions
(10) must be imposed.
As a particular case, we can consider this last model with dim M = 2. The equations (16)
are
δBA
∂f
∂yA
−GB00 −G
B
11 = 0
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and the expression of the Euler-Lagrange multivector fields will then be
XL =
(
∂
∂x0
+ vA0
∂
∂yA
+GA00
∂
∂vA0
+GA01
∂
∂vA1
)
∧
∧
(
∂
∂x1
+ vA1
∂
∂yA
+GA10
∂
∂vA0
+
[
GA00 − δ
AB ∂f
∂yB
]
∂
∂vA1
)
The integrability conditions (10) are
0 = GB01 −G
B
10
0 =
∂GB10
∂x0
+ vA0
∂GB10
∂yA
+GA00
∂GB10
∂vA0
+GA01
∂GB10
∂vA1
−
∂GB00
∂x1
− vA1
∂GB00
∂yA
−GA10
∂GB00
∂vA0
−
(
GA00 − δ
AC ∂f
∂yC
)
∂GB00
∂vA1
0 =
∂GB00
∂x0
+ vA0
∂GB00
∂yA
− vA0
∂2f
∂yA
2 +G
A
00
∂GB00
∂vA0
+GA01
∂GB00
∂vA1
−
∂GB01
∂x1
− vA1
∂GB01
∂yA
−GA10
∂GB01
∂vA0
−
(
GA00 − δ
AC ∂f
∂yC
)
∂GB01
∂vA1
The first relation imposes GB01 = G
B
10, and then the others are a system of 2N partial differ-
ential equations on the functions GB00 and G
B
01. For this system the hypothesis of Cauchy-
Kowalewska’s theorem holds [23], and hence there exist integrable multivector fields solutions
of the Euler-Lagrange equations for L.
IV Conclusions and outlook
We have studied the integrability of multivector fields in a differentiable manifold and the
relation between integrable jet fields and multivector fields in jet bundles, using this to give
alternative geometric formulations of the Lagrangian formalism of classical field theories (of
first order). In particular:
• We have introduced the notion of integrable multivector fields in a manifold E, first
proving that every orientable distribution in E is equivalent to a class of non-vanishing,
locally decomposable multivector fields, and then demanding that this distribution be
integrable. The idea ofmultiflow for a certain kind of integrable multivector fields (which
we call dynamical) is studied, showing in addition that from every class of integrable
multivector fields we can select a representative which is dynamical.
In addition, an algorithmic procedure for finding the (maximal) submanifold of E where
a locally decomposable multivector field is integrable (if it exists) is also developed.
The results obtained can be summarized in the following table:
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Integrable
Orientable
distribution
⇔
Integrable m.v.f.
(class)


{
Non-van. m.v.f.
Loc. dec. m.v.f.
}
(class) ⇔
Orientable
distribution
Involutive m.v.f. (class)y
Dynamical m.v.f.
(representative)
• We have established the relation between integrable jet fields in J1E and a certain kind
of integrable m-multivector fields in E, by proving that every orientable jet field Ψ is
equivalent to a class of non-vanishing m-multivector fields {Y }, and conversely, in such
a way that their associated distributions D(Ψ) and D(Y ) are the same. Of course, in
order to make this equivalence consistent, it is necessary for the distribution D(Y ) to
be transverse to the projection π:E →M . So we have:
Transverse m.v.f.
Locally decomp. m.v.f.
}
(class) ⇐⇒ Orientable j.f.
• We have applied these ideas to prove that every orientable jet field Y in J1J1E is
equivalent to a class of locally decomposable and non-vanishing m-multivector fields
{X} in J1E, and conversely. In this case, the consistency of this equivalence requires
the distribution D(X) to be transverse to the projection π¯1: J1E → M .
The integrability and the SOPDE condition for multivector fields in this framework are
then discussed, giving several equivalent characterizations for SOPDE multivector fields,
which lead finally to establishing the equivalence between classes of holonomic multi-
vector fields and orientable, holonomic jet fields. So we have the following summarizing
scheme:
Holonomic m.v.f
(class)


{
π¯1-Transverse m.v.f.
Involutive m.v.f.
}
(class) ⇔
{
Orientable j.f.
Integrable j.f.{
Loc. decom. m.v.f.
SOPDE m.v.f.
}
(class) ⇔
{
SOPDE j.f.
Orientable j.f.
}
Holonomic
j.f.
• We prove that the evolution equations for first order classical field theories in the La-
grangian formalism (Euler-Lagrange equations) can be written in three equivalent ge-
ometric ways: using multivector fields in J1E, jet fields in J1J1E or their associated
Ehresmann connections in J1E. These descriptions allow us to write the evolution
equations for field theories in an analogous way to the dynamical equations for (time-
dependent) mechanical systems.
• Using the formalism with multivector fields, we show that the evolution equations can
have no integrable solutions in J1E, for neither regular nor singular Lagrangian systems.
In the regular case, Euler-Lagrange multivector fields (that is, SOPDE and solution of
the Lagrangian evolution equations) always exist; but they are not necessarily integrable.
In the singular case, not even the existence of such an Euler-Lagrange multivector field
is assured. In both cases, the multivector field solution (if it exists) is not unique. These
features are significant differences in relation to the analogous situation in mechanics.
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• With regard to these facts, for the singular case we outline an algorithmic procedure in
order to obtain the submanifold of J1E where Euler-Lagrange multivector fields exist.
Further research on these latter topics will be carried out in the future.
• A version of Noether’s theorem using multivector fields is also proved.
In a forthcoming paper devoted to the Hamiltonian formalism of field theories, we will
extend these results to the dual bundle of J1E.
A Canonical structures of a jet bundle
(Following [5]. See also [4]).
Consider a first-order jet bundle J1E
pi1
−→ E
pi
−→ M . Let φ:M → E be a section of π,
x ∈M and y = φ(x). The vertical differential of the section φ at the point y ∈ E is the map
dvyφ : TyE −→ Vy(π)
u 7−→ u− Ty(φ ◦ π)u
If (xµ, yA) is a natural local system of E and φ = (xµ, φA(xµ)), then
dvyφ
(
∂
∂xµ
)
y
= −
(
∂φA
∂xµ
)
y
(
∂
∂yA
)
y
, dvyφ
(
∂
∂yA
)
y
=
(
∂
∂yA
)
y
Observe that the vertical differential splits TyE into a vertical component and another which
is tangent to the imagen of φ at the point y. In addition, dvyφ(u) is the projection of u on the
vertical part of this splitting.
Definition 15 Consider y¯ ∈ J1E with y¯
pi1
7→ y
pi
7→ x and u¯ ∈ Ty¯J
1E. The structure canonical
form of J1E is a 1-form θ in J1E with values on π1
∗
V(π) which is defined by
θ(y¯; u¯) := (dvyφ)(Ty¯π
1(u¯)) = (Ty¯π
1 − Ty¯(φ ◦ π¯
1))(u¯)
where the section φ is a representative of y¯.
Definition 16 Let θ be the structure canonical form of J1E. It can be considered as a
C∞(J1E)-linear map θ: Γ(J1E, π1
∗
V(π))∗ → Ω1(J1E). The image of this map is called the
contact module or Cartan distribution of J1E. It is denoted by Mc.
The expression of θ in a natural local system of J1E is θ = (dyA − vAµ dx
µ)⊗
∂
∂yA
. Then
Mc is generated by the forms θ
A = dyA − vAµ dx
µ in this open set.
If φ:M → E is a section of π, we denote by j1φ:M → J1E its canonical prolongation.
Then, a section ψ:M → J1E is said to be holonomic iff ψ = j1φ, for some φ. Holonomic
sections can be characterized using the structure canonical form or, equivalently, the contact
module, as follows:
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Proposition 7 Let ψ:M → J1E be a section of π¯1. The following assertions are equivalent:
1. ψ is a holonomic section.
2. ψ∗θ = 0.
3. ψ∗α = 0, for every α ∈Mc.
Definition 17 1. For every y¯ ∈ J1E, consider the canonical isomorphism
Sy¯: T
∗
p¯i1(y¯)M ⊗ Vpi1(y¯)(π) −→ Vy¯(π
1)
which consists in associating with an element α⊗v ∈ T∗p¯i1(y¯)M⊗Vpi1(y¯)(π) the directional
derivative in y¯ with respect to α ⊗ v. Taking into account that α ⊗ v acts in J1yE by
translation
Sy¯(α⊗ v) := Dα⊗v(y¯): f 7→ lim
t→0
f(y¯ + t(α⊗ v))− f(y¯)
t
for f ∈ C∞(J1yE). Then we have the following isomorphism of C
∞(J1E)-modules
S: Γ(J1E, π¯1
∗
T∗M)⊗ Γ(J1E, π1
∗
V(π)) −→ Γ(J1E,V(π1))
which is called the vertical endomorphism S.
2. As S ∈ Γ(J1E, (π1
∗
V(π))∗) ⊗ Γ(J1E,V(π1)) ⊗ Γ(J1E, π¯1
∗
TM) (where all the tensor
products are on C∞(J1E)); the vertical endomorphism V arises from the natural con-
traction between the factors Γ(J1E, (π1
∗
V(π))∗) of S and Γ(J1E, π1
∗
V(π)) of θ; that
is
V = i(S)θ ∈ Ω1(J1E)⊗ Γ(J1E,V(π1))⊗ Γ(J1E, π¯1
∗
TM)
If (xµ, yA, vAµ ) is a natural system of coordinates, the local expression of S and V are given
in this local system by
S = ξA ⊗
∂
∂vAµ
⊗
∂
∂xµ
; V =
(
dyA − vAµ dx
µ
)
⊗
∂
∂vAν
⊗
∂
∂xν
where {ξA} is the local basis of Γ(J1E, π1
∗
V(π))∗ which is dual of
{
∂
∂yA
}
.
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