The considered problem concerns constructing independent sets in a random intersection graph. We concentrate on two cases of the model: a binomial and a uniform random intersection graph. For both models we analyse two greedy algorithms and prove that they find asymptotically almost optimal independent sets. We provide detailed analysis of the presented algorithms and give tight bounds on the independence number for the studied models. Moreover we determine the range of parameters for which greedy algorithms give better results for a random intersection graph than this is in the case of an Erdős-Rényi random graph G(n,p).
Introduction
The random intersection graph model was introduced by Karoński, Scheinerman and SingerCohen [11] and generalised by Godehardt and Jaworski [9] . We state the general definition after [9] . Let V = {v 1 , . . . , v n } and W = {w 1 , . . . , w m } be two disjoint sets. Let moreover P (m) = {P 0 , . . . , P m } be a probability distribution. A random intersection graph G n, m, P (m) is a graph with the vertex set V in which each vertex v ∈ V is assigned a subset of features W(v) ⊆ W independently from all other vertices. The subset of features W(v) ⊆ W is chosen uniformly at random from all d-element subsets of W, where the cardinality d is determined according to P (m) . Two vertices v 1 and v 2 are adjacent in a random intersection graph if W(v 1 ) ∩ W(v 2 ) = ∅.
We will concentrate on analysing two most natural random intersection graph models. Let d = d(n) be a sequence of positive integers and p = p(n) ∈ (0, 1). A uniform random intersection graph G u (n, m, d) is a random intersection graph G n, m, P (m) in which P (m) is the distribution with point mass in d, i.e. in G u (n, m, d) for all v ∈ V the set W(v) is chosen uniformly at random from all d-element subsets of W. A binomial random intersection graph G bin (n, m, p) is a random intersection graph G n, m, P (m) with P (m) -the binomial distribution Bin (m, p), i.e. for each pair (v, w) ∈ V × W, w is added to W(v) independently of all other pairs with probability p = p(n).
By an independent set in a graph we mean any subset of vertices inducing no edge. The size of the maximum independent set of G we call the independence number of a graph G and denote by α(G). In the article we analyse two algorithms, which construct independent sets in G u (n, m, d) and G bin (n, m, p). Moreover we find asymptotic bounds on α(G u (n, m, d)) and α(G bin (n, m, p)) and compare them with the size of the independent set generated by the algorithms.
The aim of this paper is, above all, to complement and extend the results presented in the articles of Nikoletseas, Raptopoulos and Spirakis [14, 13] . First of all we give tight bounds on the value of the independence number for an important range of parameters. Moreover we provide a detailed analysis of the performance of the greedy algorithm on random intersection graphs G bin (n, m, p) and G u (n, m, d). Last but not least we propose a new greedy algorithm, which rely heavily on the structure of intersection graphs and in many cases performs far better than the classical one.
We analyse asymptotic properties of random graphs. We say that a random graph on n vertices has a property with high probability if probability that it has the property is tending to 1 as n → ∞. Throughout the paper we use standard asymptotic notation o(·), O(·), Ω(·), Θ(·), , , ∼, defined as in [10] . All inequalities hold for large n. For clarity of notation we usually omit · and · , when it does not affect the proof. In the statements of the theorems all limits as well as asymptotic notation are taken as n → ∞. Moreover by Bin (n, p) and Po (λ) we denote the binomial distribution with parameters n and p and the Poisson distribution with a parameter λ, respectively. For any V ⊆ V we set W(V ) = v∈V W(v).
Motivation
Since appearance of the two seminal papers of Erdős and Rényi [5, 6] random graphs have become one of the major tools in theoretical computer science. The classical so-called Erdős-Rényi graph G(n,p) introduced by Gilbert [8] has a vertex set V = {v 1 , . . . , v n } and each pair of vertices {v i , v j } is connected by an edge in G(n,p) independently with the same probabilitŷ p. G(n,p) is homogeneous and exhibit no edge appearance dependency, therefore it does not fit to many real life applications. Many more suitable models have been introduced but one of the most promising ones is the random intersection graph model. It has already shown to be the best tool to study many problems in theoretical computer science, for example: the problem of gate matrix layout for VLSI design (see [11] ), designing wireless sensor networks with random key predistribution (see for example [15] ), modelling of complex networks such as internet network on internet router level, internet network on autonomous systems level or World Wide Web (see for example [1, 2, 4, 16] ).
The problem of determining the value of the independence number for any random graph model is interesting on its own. However in the case of a random intersection graph the issue of finding the optimal independent set is even more attracting, due to possible applications. In this context we should stress those connected to the networks modelling. Recall that G u (n, m, d) is the best model of wireless sensor networks with random key predistrubution (see for example [15] ). Moreover the analysis of the structure of G bin (n, m, p) gives a flavour of how the algorithms work in any other random intersection graph model G n, m, P (m) , thus also in the case of the complex networks (see for example [1, 2, 4, 16] ).
Related work
The problem of finding the independence number for random intersection graphs have been studied in the Master Thesis of Ueckerdt [17] and in two papers of Nikoletseas, Raptopoulos and Spirakis [14, 13] . The results from [17] give very rough bounds on the independence number only in some particular cases. In [14] Nikoletseas, Raptopoulos and Spirakis propose three greedy algorithms for finding independent sets and analyse roughly their behaviour on G bin (n, m, p) for p = Θ(ln n). In [13] the independence number of G u (n, m, d) is studied but with no relation to the algorithms presented in [14] .
Finding the asymptotic value of the independence number for Erdős-Rényi random graph G(n,p) has been a long lasting open problem. Even though in the dense case it was resolved by Bollobás and Erdős [3] and Matula [12] , it took long time to extend the result to the sparse case by Frieze [7] . In particular it has been shown that for 1/n p 1 with high probability
where α 1 denotes the size of the independent set in G(n,p) constructed by the greedy algorithm. We should stress here that the phase transition of G(n,p) occurs whenp ∼ 1/n, thus the stated results concerns a random graph which with high probability has the giant component. We will also concentrate on finding the independence number of G n, m, P (m) with the giant component.
Main Results
The main results presented in the paper concern analysing greedy algorithms constructing independent sets in G u (n, m, d) and G bin (n, m, p). The first of the algorithms is the standard greedy one, however we write it for clarity of notation. Its efficiency was studied in [14] in the special case of G bin (n, m, p) with p = Θ(ln n), however only some rough bounds were given. The second algorithm is new and it is defined only for intersection graphs.
Algorithm I Input: a graph G(V, E) and an ordering of the vertices V = {v 1 , . . . , v n }; Output: an independent set S 1 = S 1 (n);
For v ∈ V denote by N (v) the set of all neighbours of v. Moreover for any family of sets W = {W(v) ⊆ W : v ∈ V}, by the intersection graph generated by W we mean a graph with the vertex set V in which v 1 and v 2 are connected by an edge if → a ∈ (0; ∞) and b n = 0 then with high probability
If a n → a ∈ [0; 1) and b n = 0 then with high probability
If a n = 1 and b n = b ∈ (1; ∞) then with high probability
If a n → a ∈ (1; ∞) and b n = 0 then with high probability
where c = c(a) is the solution of the equation
If a n → ∞ and b n = 0 then with high probability
Some of the cases of the following theorem are mentioned in the first two. We state them one more time in order to include in one theorem the range of parameters for which random intersection graphs act similarly to G(n,p).
and
We prove all theorems simultaneously. Each section is devoted to a different topic. Sections 3 and 4 provide an analysis of Algorithm I for G u (n, m, d) and G bin (n, m, p), respectively. In fact, in Sections 3 and 4 we give bounds on α 1 and find value of α in the case α ∼ α 1 . In Section 5 we study Algorithm II on G bin (n, m, p) and prove all statements concerning α 2 (G bin (n, m, p) ). In Section 6 we give simple bounds on α (G u (n, m, d) ) and G bin (n, m, p) using the method of the first moment.
For the sake of clarity of the reasoning, all limits as well as asymptotic notation in Sections 3, 4, and 5 are taken as m → ∞, thus also d = d(m), p = p(m) and n = n(m). All those results translate straight forward to those concerning n → ∞ by taking suitable subsequences of
be a sequence of integers and ε = ε(m) > 0. We consider a series of graph processes:
. Before the first step of the process we take an auxiliary set W of cardinality m and an empty set V = ∅. In the t-th step (t ≥ 1) we add a vertex v t to the vertex set {v 1 , . . . , v t−1 } and choose W(v t ) uniformly at random from all d-element subsets of W. Then for each 1
by an edge with v t . During the process we construct an independent set S 1 (t). S 1 (0) = ∅ and in the step t we set
Note that at time t the produced graph is in fact an instance of G u (n, m, d) with n = t and S 1 (t) is an independent set constructed by Algorithm I. Therefore without abuse of notation we may denote by α 1 = α 1 (G(t, m, d)) = α 1 (t) the size of S 1 (t).
Proof. α 1 (t) is a Markov chain with the set of states {0, 1, 2, . . . , (1 − ε)m/d }. Let t i be the time spent at state i and Q i = Pr {α 1 (t) = i + 1|α 1 (t − 1) = i} be the probability of leaving state
and t i has the geometric distribution with parameter Q i . By standard bounds
T k is the time needed to get to state k. Since t i has the geometric distribution with parameter Q i
Bounding by an integral we get
Moreover similarly
and the result follows.
Lemma 2. Let n = n(m) and d(m) be sequences of positive integers, n(m) be strictly increasing and 1/n
for some sequence of positive real numbers a m , then with high probability
Moreover if n = O(m) then with high probability
Proof. Define T k as in Lemma 1. Let k − = k − (m) and k + = k + (m) be sequences of positive integers. Then by the definition of T k :
(3) If with high probability T k − n T k + then with high probability
Therefore it is enough to establish suitable values k − and k + to prove the statement.
Then by Lemma 1 with high probability
For a m → a ∈ (0; ∞) let
The result follows by (3) .
where ω is a function max{1, ln
Thus by Lemma 1 with high probability
The result follows by (3).
In the analysis of Algorithm I on G bin (n, m, p) we will use a generalisation of the process described in Section 3. Instead of G u (n, m, d) we take G n, m, P (m) . We consider now a sequence of processes:
. We start the process with an empty vertex set V. In the t-th step (t ≥ 1) we add a vertex v t to the vertex set V, choose cardinality of W(v t ) according to P (m) and given |W(v t )| = d we choose W(v t ) uniformly at random from all d-element subsets of W. Then, as previously, for each 1 ≤ i ≤ t − 1 such that W(v i ) ∩ W(v t ) = ∅, we connect v i by an edge with v t . During the process we construct an independent set S 1 (t). S 1 (0) = ∅. In the step t we set
does not intersect any of the sets W(v i ) with v i ∈ S 1 (t − 1). Otherwise S 1 (t) = S 1 (t − 1). In the finite version we stop after the n-th step. As previously after n = n(m) steps we get an instance of G n, m, P (m) and an independent set S 1 (G n, m, P (m) ).
The analysis of Algorithm I will be divided into parts corresponding to different ranges of p. We assume that 1 n mp
The following lemmas correspond to different ranges of p included in (4).
Lemma 3. Let m = o(n) and (4) then with high probability 
Proof of Lemma 3. Let V 0 = {v ∈ V : |W(v)| = 0}. |V 0 | has the binomial distribution Bin (n, (1 − p) m ) and
By sharp concentration of the binomial distribution with high probability |V 0 | ∼ E|V 0 |.
In order to prove Lemma 4 we will need an additional fact concerning sparse random intersection graphs. Let N and M be two disjoint sets of cardinality N and M , respectively. Denote by G bin (N, M) a binomial random intersection graph G bin (N, M, p) with V = N and W = M. (N, M) ) be an independent set constructed by Algorithm I on G bin (N, M) and R be the set of features of the vertices from S 1 (G bin (N, M) ). Then with probability 1 − o(ln 6 m/m) the sets N and N, M) ) differ by at most one vertex and |R| = N M p(1 + O(1/ ln 2 m)).
Proof. For any vertex v ∈ N denote by M(v) the set of its features in G bin (N, M) and for any w ∈ M denote by N (w) the set of vertices, which have chosen the feature w, i.e. such that w ∈ M(v). Note that the cardinality of Thus with probability 1 − o ln 6 m/m we have
Therefore with probability 1 − o ln 6 m/m G bin (N, M) has at most one edge, which implies that S 1 and N differ by at most one vertex, say v 0 . Thus |M(N )| differ from |M(S 1
Therefore with probability 1
Proof of Lemma 4. We will divide the proof into two parts according to the value of mp. First let mp ln n. Consider the generalised process (G(t, m, P (m) ), t = 1, 2, 3, . . .). Let P (m) = (P d − , . . . , P d + ), i.e. such that d − ≤ |W(v)| ≤ d + with probability 1. Then the process is a Markov chain with the set of states 
Moreover random variables t i,m i , t 
where ≺ stays for "is stochastically dominated by". Therefore for any
where T − k and T + k is the time needed to get to state k in the process described in Lemma 1 for d = d − and d = d + , respectively, and T k is the time needed to get to the set of states
Therefore Lemma 2 is still true if we replace G u (n, m, d) by any general random intersection graph G n, m, P (m) such that under P (m) we have d − ≤ |W(v)| ≤ d + with probability 1 for some
Note that by Chernoff's bound (see Theorem 2.1 in [10] ) there exists ε = ε(m) = o(1) such that with high probability in G bin (n, m, p)
Moreover G bin (n, m, p) under condition (5) 
Now assume that mp = O(ln n). Under the assumptions of the lemma ln n = O(ln m). In this case it is not so easy to control the sizes of W(v).
Therefore we divide the above described process into rounds. Given a sequence N 1 , . . . , N k in the i-th round we make N i steps. We introduce some additional notation. For 1 ≤ i ≤ k let
(i.e. S 1,i is the set of vertices added to S 1 in the i-th round)
In the i-th round we proceed with 
We have
Moreover, for 2 ≤ i ≤ k, given the value R i−1 the random variable
and by Chernoff's bound with probability 1 − o(ln 6 m/m)
Let ε > 0 be a small constant. By the above reasoning we get that as far as
satisfies all the conditions needed to apply Fact 1. Thus with probability 1 − o(ln 6 m/m) Thus also
Here all o(·) and O(·) are uniformly bounded over all i ≤ (1 − (1/ ln m))m/ ln 6 m. Therefore
Now assume that
Let ε(m) be such that (mp)
Recall that under assumptions of the lemma mp → ∞.
Now we will use obtained asymptotic values of .
By (6) with high probability
Therefore as a m → a ∈ (1, ∞) with high probability
Let now mp = ln By (6) with high probability 
Thus with high probability
Consider now the case n = O(m) or m = o(n) and p = a m ln(n/m) with a m → ∞. Let ε > 0 be a small constant and
.
Note that by the assumptions of the theorem c ± m → ∞ and nmp 2 → ∞. By (7) with high probability
Thus also by (7) with high probability
First we state a lemma describing relations between α 2 and α 1 .
, and γ = γ(m) be sequences of positive integers.
(i) If with high probability |V ≤d | ≥ n d and
Then with high probability
(ii) If with high probability |V ≥d | ≥ n d and α 1 (G u (n, m, d)) ≤ γ. Then with high probability
Proof. (i) We start with general remarks concerning Markov processes related to the construction of S 2 . Let {v 1 , . . . , v n } be an ordering of V established by Algorithm II. Let moreover d = (d 1 , . . . , d n ) be a non-decreasing sequence of positive integers. Assume that
Consider n d first steps of the process of constructing S 2 under condition (8) . It may be depicted by a Markov process analogous to this described in Section 3 with the following changes. First of all W(v t ) is chosen uniformly at random from all d t -element subsets of W. Secondly the set of states is
where i is the size of the constructed set S 2 (t − 1), t is an index of the vertex considered in the following step, and m i = |W \ W(S 2 (t − 1))|. Finally we stop after step n d . For any 0 ≤ i ≤ m/d , denote by Q i,t,m i the probability of transition form state (i, t, m i ) to (i + 1, t + 1, m i − d t ) and denote by Q i the probability of exiting state i in the process described in Section 3. Then for any t ≤ n d we have
Therefore reasoning as in the proof of Lemma 4 we get that for k ≤ m/d,
where T k is defined as in Lemma 1 and T 2,k is the time needed to get to the set of states
Recall that after the n d -th step the outcome of the described process are
Thus finally
(ii) Let {v 1 , . . . , v n } be an ordering of V constructed by Algorithm II and
Using the same reasoning as this in (i) we analyse the process of constructing S 2 after step t d , under condition (9) . Note that for any t > t d and i ≥ i 0 , we have
Thus we get
and the lemma follows by an analogous reasoning to this from (i). 
and by sharp concentration of the binomial distribution with high probability |V ≤d | > n d . Therefore by Lemma 5 and Lemma 2 with high probability
m, m ≥ n β for some constant β > 0, and
for any δ ∈ (0; 1). Let d 0 = (1 − δ)mp. Then for any v ∈ V a simple calculation shows that
Moreover for any
Recall that |V ≤d | has the binomial distribution, thus by the above calculations we get that if aϕ(δ) < 1 then with high probability |V ≤d | > n d .
By Lemma 2 for
m with high probability
Thus by Lemma 5
for any δ ∈ (0; 1) such that aϕ(δ) < 1. The function
attains its maximum for
Moreover a m ϕ(δ 0 ) → aϕ(δ 0 ) > 0. Thus finally with high probability Moreover let 1/n mp 2 1. Then with high probability
Proof. Note that in both cases, by assumptions of the lemma, mp → ∞. The lemma follows by the same reasoning as in the previous case.
6 Estimating α(G u (n, m, d)) and α(G bin (n, m, p)).
Let k = k(n) be a sequence of integers and X k be the number of independent sets of size k in G bin (n, m, p) (or G u (n, m, d)). Note that {X k = 0} = {α(G bin (n, m, p)) < k} (or {X k = 0} = {α(G u (n, m, d)) < k}), thus if EX k = o(1) then by the first moment method with high probability X k = 0 and α(G bin (n, m, p)) < k (or α(G u (n, m, d)) < k). Therefore in order to get the needed bounds on α, it remains to determine k for which EX k = o(1).
Let X k be the number of independent sets in G bin (n, m, p). Then for any k = o(n) For a n → a ∈ (1; ∞), let c n = c(a n ) be the solution of the equation a n − 1 a n = ln(1 + c n ) c n , and c be the solution of the equation
Note that if a n → a ∈ (1; ∞) then c n → c. Let moreover δ = δ n = 1 1 + c n − ln(1 + c n ) c n −1 ln ln n m + ln a n − ln c n + 1 + ε a n ln n m , for some small constant ε > 0, and k = k(n) = c n m a n ln n m (1 + δ) = c n p (1 + δ) ∼ c p
By (12)
EX k = exp k ln n m + ln a n − ln c n + ln ln n m + 1 − a n ln n m + a n c n ln n m ln (1 + c n + δc n ) 1 + δ + o (1)
= exp k ln a n − ln c n + ln ln n m + 1 + ln n m 1 − a n + a n c n ln(1 + c n ) + c n 1 + c n − ln(1 + c n ) δ + O(δ 2 ln n m ) + o (1) = exp k ln a n − ln c n + ln ln n m + 1 + a n ln n m 1 − a n a n + ln(1 + c n ) c n + 1 1 + c n − ln(1 + c n ) c n δ + o (1) = exp k ln ln n m + ln a n − ln c n + 1 − a n ln n m 1 1 + c n − ln(1 + c n ) c n δ + o (1) = exp(−k(ε + o(1))).
Finally consider the case a n → ∞ or n = O(m). Let k = 2 mp 2 ln nmp 2 − ln ln nmp 2 − ln 2 + 1 + ε ,
