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Abstract
Turbidity currents are one of the main processes by which sediment is
moved from the continental shelf to the deep ocean. They are a potential
environmental hazard and they form a significant component of the stratigraphic
record. Computationalmodelling is an important tool for understanding turbidity
current dynamics, for augmenting experimental analyses, and for interpretingdata
that is collected in the field.
This work begins by presenting a depth-averaged turbidity current model that
is differentiated to facilitate the use of gradient-based optimisation algorithms.
These optimisation algorithms are applied in selecting model parameters to best
fit model output with data obtained in the field. To the best of the author’s
knowledge this is the first publishedworkwhere optimisation of input parameters
is applied to turbidity current modelling.
The work also presents the first high resolution three-dimensional simulation
of a turbidity current using the finite element method. One of the key benefits of
the finite element method is the ability to easily accommodate complex domain
geometries. As such this model is uniquely capable of producing high resolution
simulations of turbidity currents in unconstrained complex domains. Methods of
reducing the computational cost of these very expensive simulations are explored.
The use of Large Eddy Simulation is shown to provide some improvements at
moderate simulation resolutions. Unstructured mesh optimisation is shown to
reduce the cost of these simulations by approximately two orders of magnitude
when compared to a fixed mesh simulation. The savings afforded by the use of
these techniques make the problem tractable using finite elements and will enable
simulation of turbidity currents in complex and expansive domains where DNS
modelling was previously unachievable.
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1.1 Introduction
Density currents, also known as gravity or buoyancy currents, occurs when
two fluids with different densities meet. The density difference creates a pressure
gradient that causes the denser fluid to intrude beneath the less dense fluid.
This phenomena occurs in a multitude of situations, both natural and man-made,
and over a vast range of temporal and spatial scales. Examples in nature include
pyroclastic flows, dust storms, avalanches, and turbidity currents. Other examples
include the dispersal of industrial eﬄuent in to the ocean and other waterways,
or even the movement of air between two rooms of different temperatures when a
door is opened. Having a detailed understanding of this phenomena is of obvious
interest.
This thesis uses the turbidity current as a case study and a focus for research
efforts. Turbidity currents are density currents driven by a dilute suspension of
sediment particles that occur frequently in the Earth’s oceans, although they are
not restricted to this location. Turbidity currents are a hugely interesting and
very active research subject. Geologists, experimental scientists, and applied
mathematicians work closely within this research area. Surprisingly little is
known about turbidity currents [Talling et al., 2014]. This can be attributed to
the challenging range of environments in which they occur makingmeasurements
of natural currents very difficult [Talling et al., 2014]. A brief background to
turbidity currents is presented in the following section (section 1.2).
Mathematical models have been used as a method for better understanding
turbidity currents since the 1950’s when the first, single equation, steady-state,
hydraulic balance model was presented by Kuenen [1952]. A number of methods
are used for modelling turbidity currents ranging in complexity from these single
equation steady-statemodels, through to full three-dimensional simulationswhich
resolve all of the scales of motion in these highly turbulent flows. A summary of
the range of models used is provided in section 1.3.
This work presents several novel areas of model development based around
the areas of inversion/input parameter optimisation using the adjoint model,
three-dimensional DNS simulations using finite elements and adaptive mesh
optimisation, and also in applying turbulence models in application to turbidity
currents with discontinuous finite element discretisations. Section 1.4 provides an
2
introduction to these areas of development.
Finally a description of the structure of the following chapters in this thesis is
given in section 1.5.
1.2 Turbidity currents
Turbidity currents are one of the main processes by which sediment is moved
from the continental shelf to the deep ocean and can occur at a huge range of
scales. A single turbidity current can involve 100’s of km3 of sediment [Talling
et al., 2007c]. That is approximately 10 times the annual sediment flux into the
ocean from all of the Earth’s rivers combined [Talling et al., 2007c]. They can travel
for hundreds of kilometres over the sea bed at speeds of tens of metres per second
[Heezen and Ewing, 1952].
Turbidity currents are a potential environmental hazard. They deliver enough
destructive power to break telecommunications cables which can have huge
financial implications [Heezen and Ewing, 1952]. They also have an impact on
pollutant dispersal from river outflows [Huang et al., 2005, Bombardelli et al.,
2004], industrial discharge [Hallworth and Huppert, 1998, Bonnecaze et al., 1993],
oil drilling [Curran et al., 2002] and water-injection dredging [Harris et al., 2002].
Turbidity currents are a key process for the movement of organic material into
the depths of the ocean. They form a significant component of the stratigraphic
record, and their deposits can form hydrocarbon reservoirs [Kneller and Buckee,
2000, Sequeiros et al., 2009]. Having a good understanding of density current
behaviour can also allow us to predict and improve water quality in reservoirs
by enhancing our understanding of pollutant concentrations [Alavian et al., 1992,
Huang et al., 2005] and oxygenation [Best et al., 2005].
Turbidity currents form the most dilute and turbulent portion of a continuum
of sub-aqueous sediment gravity flows. Sanders [1960], Middleton and Hampton
[1973], and Lowe [1979] developed definitions for the range of flow types in this
continuumbased upon the sediment supportmechanism. Turbidity currents were
defined as flows where sediment particles are suspended by fluid turbulence. A
classification given by Lowe [1979] is shown in Table 1.1. This definition, however,
is still an area of ongoing development [Kneller and Buckee, 2000, Talling et al.,
3
Flow
behaviour
Flow type Sediment support
mechanism
fluid
plastic
fluidal
flow
debris
flow
turbidity current
fluidised flow
liquefied flow
granular flow
mudflow / cohesive
debris flow
fluid turbulence
escaping pore
fluid (full support)
escaping pore fluid
(partial support)
dispersive pressure
matrix strength
/ density
Table 1.1: Nomenclature of sediment gravity flows based on flow rheology and
particle support mechanism [Lowe, 1979].
2012]. It is complicated by the fact that many mechanisms may be responsible for
sediment suspensionwithin a single flowat anyone time. There is alsomuch that is
not well understood about how these support mechanisms work and interact with
one another [Kneller and Buckee, 2000]. Talling et al. [2012] recently suggested a
more complete classification of sub-aqueous sediment gravity flows based upon
the characteristics in deposits that they produce and up-to-date theories about the
support mechanisms that produce them. This thesis specifically concentrates on
flows where the only method of suspending the sediment is through turbulence
and herein that is the definition that will be used.
The classical description of a turbidity current is that it consists of a head, a
body, and in some cases a tail (Figure 1.1). The front of the current is generally
deeper than the following flow. This deep section is referred to as the head of the
current [Britter and Simpson, 1978]. The head will typically have an overhanging
nose due to a no-slip condition at the base of the current and frictional resistance at
the top of the head [Simpson and Britter, 1979]. The front of the head will consist
of a complicated structure of ’lobes and clefts’ which shift with time [Britter and
Simpson, 1978] (Figure 1.1b). This lobe and cleft structure is a product of fluid
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Figure 1.1: Schematic showing the main features of a turbidity current from a side
view (left), and from the bottom (right). The side view shows an idealised view of
the head and body structures, the region of mixing behind the head in the outer
body, and the elevated nose at the front of the head. The bottom view shows a
representation of the lobe and cleft structure that forms at the front of the current.
that is entrained, or overrun, at the base of the flow, which cause gravitational
instabilities [Simpson, 1972]. At the rear of the head a series of transverse vortices
are generated. These have been identified as being quantitatively similar to Kelvin-
Helmholtz instabilities [Simpson and Britter, 1979].
The body of the flow is a region behind the head. Early literature used a two
layermodel to describe the vertical structure of the body of the flow. This consisted
of an inner, dense, laminar layer, and an outer turbulent, low density layer where
ambient fluid is entrained into the flow through mixing processes [Britter and
Simpson, 1978] (Figure 1.1a). The turbulent eddies in the outer layer can carry
sediment to heights above the height of the head of the current [Middleton, 1966].
Some authors did not consider the turbulent eddies in the outer layer to be part
of the turbidity current body but to be a region of ’clouded water’ above the
turbidity current [Middleton, 1966]. This description is sufficient for sub-critical
saline currents, or currents with near homogeneous very fine grained sediment
[Sequeiros et al., 2010]. However, this simplemodel of the density profile is known
to be insufficient for sediment laden currents with larger grained sediment, or a
distribution of sediment grain sizes. There is significant evidence that the flow
is continuously stratified in these situations from both field measurements [Hess
and Normark, 1976, Migeon et al., 2012] and also from laboratory experiments
[Garcia, 1994, Straub et al., 2011]. Finer grained sediment is found at the top of
5
the current with sediment grain size increasing towards the bed. This continuous
stratification is especially evident in super-critical flow [Peakall and Sumner, 2015].
The body of a turbidity current often travels faster than the head of the current.
Middleton [1966] found that the speed of the head of a density current is not
significantly affected by small changes in gradients, or slope angles (< 4%). This
is due to increases in frictional resistance balancing the increased buoyancy force.
The body of the flow however is affected by changes in slope, and hence, on
steeper slopes, the head tends to increase in size as the body velocity increases and
sediment flows into the head of the current.
The amount of sediment within a turbidity current changes through time.
A fast moving turbidity current may create sufficient shear stress along the sea
bed to erode the surface such that the quantity of suspended sediment increases.
Conversely, sediment that is in suspensionwill eventually settle out of the flow and
be deposited on the sea floor reducing the total amount of sediment suspended
in the flow. For this reason they are termed non-conservative density currents
[Kneller and Buckee, 2000]. The term ‘ignitive’, or autosuspending flows is given
to a special case of turbidity currents that, whilst travelling down a slope, creates
sufficient shear stress to erode the bed, increasing the sediment load, buoyancy
forces, head velocity, and shear stress such that evenmore sediment is eroded, and
so on [Pantin, 1979].
Turbidity currents generally originate from either failures of the continental
shelf due to instabilities, which may be caused by seismic events, or directly
from fluvial discharge. Flows resulting from shelf failures most likely begin as
slumps but increase in intensity until a suspension is formed [Simpson, 1997].
The resulting surge-type current is most analogous to a current generated by a
lock-release laboratory experiment and often has a distinct head, body, and tail
[Kneller and Buckee, 2000]. Turbidity currents generated from fluvial discharge
may last for days, or weeks, and hence may not clearly exhibit the classical head,
body, and tail features outlined above [Kneller and Buckee, 2000].
Natural turbidity currents are one of the least monitored major sediment
transport processes on our planet. Their timing and triggers, especially within
submarine canyons and delta-fronts, and freshwater lakes and reservoirs have
been well documented and researched, but the sediment concentration of flows
that runout beyond the continental slopehasnever beenmeasureddirectly [Talling
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et al., 2013]. This is attributed to the challenging range of environments within
which they occur [Talling et al., 2014].
The vast majority of observations of natural turbidity currents are based upon
analysis of the deposits that they leave behind [Talling et al., 2013]. Different
flows create different deposits, and it is very difficult to infer the character of a
sediment flow from its deposit alone [Talling et al., 2012]. Recent technological
advances in measurement equipment have enabled accurate measurements of
turbidity currents in shallow water [Talling et al., 2014, Clarke et al., 2012b].
Repeat measurements and mapping from these studies has produced important
contributions [Talling et al., 2013, Clarke et al., 2012b,a] and they have also raised
new questions about how turbidity currents propagate [Clarke et al., 2012a]. The
lack of, and difficulty in obtaining, direct measurements of turbidity currents
increases the importance of studies based upon laboratory experiments and
computational models.
Laboratory experiments have provided much useful insight into the dynamics
of turbidity currents. These experiments are essential for testing and developing
simplifying assumptions that are necessary in computational models [Kneller
and Buckee, 2000]. There is a huge literature related to experiments of turbidity
currents in the laboratory, and a huge amount has been learnt, and is still being
learnt from these experiments [Talling et al., 2014]. However, processes that
occur in laboratory flows may differ significantly from those in full-scale turbidity
currents, due to scaling issues and input conditions [Talling et al., 2013].
Mathematical models have become an essential tool for improving our under-
standing of turbidity current dynamics, for augmenting laboratory experiments,
and for interpreting field data. These models are typically validated against
experimental data [Bonnecaze et al., 1993, Gladstone et al., 1998, Necker et al.,
2002]. Computational models provide high resolution diagnostics which have
provided very useful insight into the dynamics of turbidity currents [Necker et al.,
2002, Espath et al., 2014]. Anunderstanding of themathematics of density currents
has led to a solid understanding of how these flows propagate under a range of
conditions [Hogg, 2006, Hogg et al., 2005, Dorrell et al., 2013b, 2011]. Details of
the range of mathematical models of turbidity currents are provided below.
7
1.3 Modelling turbidity currents
Mathematical models of turbidity currents take a range of forms from simple
hydraulic equations through to three-dimensional models that resolve all scales
of motion with a flow. Each type of model is best suited to different use cases.
For example, simple hydraulic equations can give a quick and coarse indication of
the bulk properties of natural turbidity currents. Full three-dimensional models
are useful for understanding details about the dynamics of a turbidity current.
Models are generally derived from the Navier–Stokes equations, which are based
upon the conservation of fluid mass, sediment mass, and momentum.
1.3.1 Single equation models
The simplest, and first models of turbidity current behaviour were based upon
theChézy equation for steadyuniformflow,which canbederived from theNavier–
Stokes equations, and take the form
u =
√
8 gρ′ sin(α)h
fb + fi
, (1.1)
where u is the depth-averaged current velocity, g is the acceleration due to gravity,
ρ′ is the density of the current relative to the ambient density, α is the slope of
the sea bed over which the current is propagating, h is the height of the current,
and fb and fi are friction coefficients for the lower and upper boundaries of the
current [Kneller and Buckee, 2000]. This simple model was first used in predicting
the bulk flow properties of the Grand-Banks turbidity current [Kuenen, 1952].
Modifications to the equation have beenmade to study turbidity current evolution
[Mulder et al., 1998].
1.3.2 Box models
Boxmodels differ from theothermodellingmethods in that they arenotderived
from the Navier–Stokes equations. They provide a simple and fast method of
modelling the propagation of surge currents and their deposits. The current is
modelled as an evolving horizontally and vertically uniform rectangle. In the
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Figure 1.2: Schematic representation of a dense gravity current (left), and shallow
water approximation (right), shows current height h, volume fraction c, and depth-
averaged volume fraction ψ, velocity u, and forward component of the depth-
averaged velocity u, and deposit depth η .
simplest form this rectangle has constant area and can be described as
hxN = A , (1.2)
dxN
dt = Fr (g ρ
′ h)1/2 , (1.3)
d ρ′
dt = −us
ρ′
h
, (1.4)
where xN is the length of the current such that A is the cross-sectional area of
the current, Fr is the current Froude number, and us is the mean particle settling
velocity [Huppert, 1998]. These equations can generally be solved analytically
and have been found to produce good results in comparison to experimental data
Harris et al. [2001]. Many modification have been made to the above equation
including modification to model for polydisperse currents [Harris et al., 2002],
current propagating in a mean flow [Hallworth et al., 1998], and currents with
reversing buoyancy [Sparks et al., 1993].
1.3.3 Shallow water models
Amore accurate representation of the flow is obtained by using shallow-water
theory. Shallowwatermodels solve theNavier–Stokes equations indepth averaged
form (Figure 1.2). They are validwhere the horizontal length scale, or length of the
current, ismuch larger than the vertical length scale, the height of the current. This
is the case for sediment-laden density currents for all times a short period after an
initial release. In this case the vertical pressure gradients are in near hydrostatic
balance. Shallow water models make the assumption that the vertical pressure
gradient is hydrostatic. Additionally, sediment in the current is assumed to be
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well mixed by the turbulence in the flow such that there is a vertically uniform
sediment distribution.
Shallow water sediment-laden density current models come in a variety of
forms. Parker et al. [1986] proposed the ‘four-equation’ model. This is a complex
model which accounts for entrainment of sediment from the bed, and entrainment
of ambient fluid into the flow. It has an extra equation for the internal kinetic
energy of the flow, which is translated into potential energy through these mixing
processes. A drag force is applied along the length of the current which takes
account of the viscous forces retarding the flow motion at the base and top of
the flow. This model has been applied to the modelling of large scale turbidity
currents [Fukushima et al., 1985, Huang et al., 2009]. It is dependent upon the
selection of numerous governing parameters. A similar, but slightly simplified
model was used by Doyle et al. [2008, 2010] for modelling the plume of a dense
pyroclastic basal flow. This model also included a dense underflow modelled
using a similar technique. This has been applied in direct comparison with field
measurements [Doyle et al., 2010]. This two-layer model allowed exploration of
the complex interaction between a dense basal flow, and low-density plume above
it with the run-out distance being strongly influenced by the rate of mass-transfer
between the layers.
Bonnecaze et al. [1993] proposed one and two-layer sediment-laden shallow
water density current models. The two-layer model includes equations for the
motion of the ambient fluid through which the density current is propagating,
which is important where the ambient fluid depth is similar to the initial current
depth. The one and two-layer models presented by Bonnecaze et al. [1993] use
a coordinate system that adapts relative to the length of the flow. The moving
coordinate system allows for the application of a boundary condition on the
front of the flow. This is a more accurate way of prescribing the nose condition,
which is governed by dynamics that cannot be resolved by a vertically averaged
model [Bonnecaze et al., 1993]. The moving coordinate system also results in
a discretisation that scales with the horizontal length scale of the flow. This is
beneficial for capturing the important flow features. This model has been used
extensively in understanding turbidity current flow characteristics [Harris et al.,
2001, Hogg, 2006], including the effects of modelling polydisperse suspensions
[Harris et al., 2002, Garcia, 1994] and the effects of external flow [Hallworth et al.,
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1998].
1.3.4 Depth resolving models
Models that resolve the vertical structure of the flow solve the full Navier–
Stokes equations in two or three dimension. These models are the only form of
turbidity current model that can resolve turbulent structures in the flow and that
are valid over the full period of propagation of a turbidity current.
Direct Numerical Simulation (DNS) models represent the simplest form of
these model. DNS models resolve all of the scales of motion in the flow and have
to be run at very high mesh resolutions due to the small scale turbulent structures
in the flow. Direct numerical simulations (DNS) of particle-laden density currents
should also be carried out in three-dimensions as unrealistic cohesive vortices form
in two dimensions that have a significant impact on virtually all of the important
outputs from these simulations [Cantero et al., 2007, Espath et al., 2014]. These
high resolution three-dimensional numerical models have become an important
tool for the detailed analysis of particle-laden density current dynamics. The
scale of lock-exchange flows is typically described using the Grashof number,
which approximates the ratio of buoyant to viscous forces. This is equivalent
to the square of the Reynolds number of a flow where the buoyancy velocity
is used as the characteristic velocity. DNS modelling of particle-laden density
currents has been achieved in three dimensions at moderate Grashof numbers
of O (106) by Necker et al. [2002] and Nasr-Azadani and Meiburg [2011]. Espath
et al. [2014] have simulated a particle-laden density current at a Grashof number of
O (108). Computational power has limited modelling of higher Grashof number
flows. A Grashof number of O (108) translates to modelling of low volumetric
particle concentration ≈ 10−3 % flows in water at laboratory scales. Even at these
moderate Grashof numbers a fully turbulent flow is obtained [Necker et al., 2002,
Espath et al., 2014], and very useful insights have been obtained from simulations
of gravity currents within this range.
There has been some success in modelling these flows using DNS in two
dimensions which makes the problemmore computationally tractable [Blanchette
et al., 2005, Ooi et al., 2007]. However, Espath et al. [2014] showed that the only
important diagnostic that can be accurately predicted using a two-dimensional
11
DNS model is the sedimentation rate. Another alternative to three-dimensional
DNS is to use turbulence models to handle the small scale turbulence and only
resolve the large scale motions. Turbulence modelling is undoubtedly important
for extendingmodels that resolve the vertical structure of the flow tomore realistic
Grashof numbers. Whether it is appropriate to use a turbulence model depends
upon the diagnostics that are important in the study. DNS simulations are
necessary to perform detailed analysis of turbulent structures, and also for the
validation of turbulence models for this application.
1.4 Contributions
1.4.1 Model inversion
The vast majority of the available data for turbidity currents is contained in the
deposits that they leave behind. Significant effort is spent attempting to diagnose
details about the turbidity current that produced them. Recent papers by Talling
et al. [2007a] and Talling et al. [2012] show the current state of understanding on
how deposits found in the field were formed. Theories for their formation exist
but are, in many cases, unproven, leaving many questions that need answering.
Computer models, along with laboratory experiments, have been useful tools in
improving our understanding of the dynamics of turbidity currents [Talling et al.,
2007a, Kneller and Buckee, 2000]. However, computer models have not often been
directly applied to model deposits found in the field despite their capacity to do
so. They are generally applied to idealised cases such that understanding about
a specific dynamical mechanism can be ascertained. It is useful to directly apply
models in attempts to recreate natural deposits [Fukushima et al., 1985, Huang
et al., 2009, Doyle et al., 2010] but this requires good knowledge of the initial and
boundary conditions, and accurate estimates of values for other controlling model
parameters which are often hard to determine [Talling et al., 2007a].
The task of obtaining a set of model input parameters based upon a desired
model output represents an inverse problem. This can also be interpreted as an
optimisation problemwheremodel parameters are optimised tominimise the data
misfit between the deposit profile generated by the model, and a target deposit
profile, which is produced from measurements taken in the field. In this work a
12
shallow water model is used to simulate turbidity currents. Optimisation of such
a model is termed PDE-constrained optimisation, a class of problem that is faced
throughout science and engineering [Jorge and Stephen, 1999]. There is a growing
interest in applying inverse modelling techniques to turbidity currents [Naruse,
2013, Rowley, 2013].
A model requires the definition of initial and boundary conditions. In the
simplest case this could involve the definition of a static lock-release laboratory
configuration with uniform sediment depth and a single, uniform sediment grain
size. Such a simple configuration would at least require the definition of the initial
depth of the current, concentration of sediment in the fluid, ratio of initial depth
to length, and parameters controlling the particle settling velocity and flow front
speed. More realistic initial conditions would be an inflow condition with time-
varying depth, velocity, and concentrations of a wide range of sediment grain
sizes, along with information defining the topography of the bed, its composition,
and parameterisations governing bed erosion rates, flow rheology, and bedload
transport. As the choice of boundary and initial conditions, andmodel complexity
increase, the range of deposit shapes that can be generated by the model increase
such that it is capable of better recreating a range of deposits found in the field.
However, with this added complexity, the parameter space grows and manual
tuning of parameters becomes a greater challenge.
This thesis presents a shallow water sediment-laden density current model
discretised using the finite element method and using adaptive time-stepping.
Themodel is differentiated using the adjoint method. This enables optimisation of
model parameters using efficient gradient-based optimisation techniques. These
optimisation capabilities are applied tominimise the datamisfit betweenmodelled
sediment deposits and field measurements taken in the Miocene-age Marnoso
Arenacea Formation (Italy). To the best of the author’s knowledge, this represents
the first published work where optimisation is applied to turbidity currents and
demonstrates the usefulness of these techniques for interpreting sedimentary
successions that have been deposited by turbidity currents.
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1.4.2 Mesh adaptivity
DNS modelling of turbidity currents is computationally expensive. Natural
turbidity currents have extremely high Reynolds numbers (O(1010) or more).
Modelling of natural turbidity currents is unachievable using DNS modelling
techniques but DNS models can be used at experimental scale (Re = O(104) or
less) [Espath et al., 2014] with very useful results.
DNS depth resolving models of turbidity currents have generally been
formulated using spectral element techniques [Necker et al., 2002] and finite
differences [Espath et al., 2014, Nasr-Azadani and Meiburg, 2011]. These models
are designed to be highly efficient, having structured meshes and, in most cases,
high-order elements such that these computationally expensive problems become
tractable. However, these computationally optimised methods make simulations
in irregularly shaped domains very difficult [Mohd-Yusof, 1998]. Natural turbidity
currents propagate over complex bathymetries. The interaction of turbidity
currents over complex geometries is therefore of obvious interest. The model of
Nasr-Azadani andMeiburg [2011] goes someway to addressing this problemusing
the immersed boundary method. However, this method has many limitations.
Boundary layers are generated over solid surfaces in turbidity current simulations.
When using the immersed boundary method it is important to ensure that high
enough resolution is provided wherever an immersed boundary is [Mohd-Yusof,
1998]. With a structured grid and a complex geometry this could result in large
areas of the domain having resolution sufficient to resolve a boundary layer,
dramatically increasing the cost of the simulation. There are also costs involved in
having elements that are within the solid surface, behind the immersed boundary
[Mittal and Iaccarino, 2005]. This is essentially wasted computational effort. The
costs of these issues will increase as the geometry complexity increases.
The finite element method (FEM) benefits from the ability to easily accom-
modate complex geometries [Donea and Huerta, 2005]. Hence FEM provides an
alternative approach to modelling interactions of turbidity currents with complex
geometries. However, most FEM models are typically first or second order
accurate. To achieve the accuracy of a spectral model, FEM models must have
a very fine mesh resolution. This makes them computationally expensive in
comparison to spectral element techniques [Mohd-Yusof, 1998]. In this work we
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propose the use of FEM along with unstructured grid adaptivity such that the
number of elements within the simulation is optimised, making DNS simulations
of turbidity currents using FEM a possibility and future modelling of turbidity
currents in unrestrained complex geometries achievable.
1.4.3 Turbulence modelling
There is noprecise definition of turbulence but it has a number of characteristics
[Pope, 2000, Tennekes and Lumley, 1972]. Turbulence is:
Irregular Turbulent flow is irregular and chaotic. It consists of rotating flow
(eddies) with a spectrum of length and time scales. In nature, turbulent flow
is random. The flow is controlled by the Navier–Stokes equations, which are
deterministic, but turbulence is acutely sensitive to tiny variations in material
properties, boundary conditions and initial conditions which will never be
absolutely consistent across experiments. From a computational perspective
however, turbulence is not random.
Diffusive Diffusivity is increased within turbulent regions which increases
momentum exchange and mixing.
Three-dimensional Turbulence is a rotational and three-dimensional phenom-
ena. Turbulence is characterised by high levels of fluctuating vorticity which can
not be sustained in two-dimensional flow.
Dissipative Turbulent flows are always dissipative. Viscous shear performs
deformationworkwhich increases internal energy at the expense of kinetic energy.
Turbulence needs a constant source of energy to make up for the viscous losses.
Without a constant source of energy it will decay rapidly. This energy dissipation
occurs at the smallest eddy scales, the Kolmogorov scale [Kolmogorov, 1941].
Large eddies break down into smaller ones passing energy down the length scale
spectrum in what is termed the energy cascade.
High Reynolds number Turbulence occurs in high Reynolds number flows. The
Reynolds number at which a flow becomes turbulent varies between applications.
15
For example, turbulent flow in pipes occurs at Re ≈ 2300, where the diameter
of the pipe is the characteristic length, and in atmospheric boundary layers at
Re = 500000, where the height of the boundary layer is the characteristic length.
Turbidity currents at any interesting scale are highly turbulent. Thus there
is a large range of length scales present in the flow which make it a difficult to
solve. Direct Numerical Simulation (DNS) modelling aims to resolve all of the
important length scales of motion within a flow. An alternative approach is to use
a turbulence model.
Turbulence models approximate the effect of the small scales of motion in the
flow. In this work we focus our attention on eddy-viscosity models where this is
achieved by locally increasing the viscosity and diffusivity of a simulation. The
eddy-viscosity is assumed to be proportional to the rate of strain of the resolved
scales of turbulence [Hanjalić, 1994]. This is a very popular approach to turbulence
modelling. The increased viscosity and diffusivity increases the minimum length
scale that occurs in the flow. This enables the use of larger elements whilst
retaining stability, and, so long as a suitable turbulence model is chosen and
applied correctly, retaining sufficient accuracy in the key flow diagnostics.
The range of scales that the model approximates varies dependent upon the
type of turbulence model used. The two most widely used approaches are
Reynolds-averaged Navier Stokes (RANS) modelling and Large Eddy Simulation
(LES). RANS models produce a time-averaged result with no turbulent fluctu-
ations. Turbulent fluctuations are three-dimensional structures and hence, to
resolve turbulence, simulations must also be three-dimensional. However, due
to the fact that no turbulence is resolved when using a RANS approach, the use
of a two-dimensional approximation can be a valid approach [Davidson et al.,
2003]. So long as only the bulk, non-fluctuating, flow properties are of interest,
this method greatly reduces the computational cost of a simulation.
There are numerous examples of RANS being applied in application to
modelling turbidity currents [Sequeiros et al., 2009, Huang et al., 2007, Georgoulas
et al., 2010]. Turbidity current simulations cannot be time-averaged except in a few
very specific experimental set-ups where a steady state current is obtained. In this
use case the approach is termed unsteady RANS modelling (URANS) [Iaccarino
et al., 2003]. In URANS the time derivative in the governing equations is retained,
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but the equations are still time-averaged. The time-scale of the resolved unsteady
motion should be much larger than the time-scale of the turbulent fluctuations
for this to be a valid approach [Davidson and Peng, 2003]. Where the resolved
unsteady motion is the movement of the turbidity current as a whole this will be
the case, and hence this approach represents a useful method of obtaining the bulk
flow properties.
However, researchers are also often very interested in diagnostics that are not
available in RANS simulations such as three-dimensional lobe and cleft structures,
and turbulent processes in the head of the current [Espath et al., 2014], and
the structure and role of turbulence in the flow [Cantero et al., 2008a]. These
diagnostics will not be available when using a RANS approach. Another class
of turbulence models known as LES uses spatial averaging to filter the smaller
length scales of turbulence in a problem. LES has been increasingly implemented
in computing turbulent buoyant flows [Peng and Davidson, 2001]. LES has been
used in application to modelling density currents by Ozgokmen et al. [2007] and
Mahdinia et al. [2012]. Although LES has not been applied widely to modelling
stratifiedflows [Ozgokmen et al., 2007]. The technique assumes that the small scale
turbulence is isotropic and locally homogenous. The effect of these homomgenous,
isotropic eddies can be approximated using some fairly simple diagnostics. The
large eddies must be resolved to obtain an accurate solution as they are not
homogenous, are usually not isotropic, and they have a large impact on the flow
[Peng and Davidson, 2001]. The spatial filter width is generally set to be some
function of the grid spacing. Using this approach many diagnostics relating
to the turbulent fluctuations can still be calculated. However, as turbulence is
being resolved, simulations must be conducted in three-dimensions to accurately
represent the turbulent structures.
FEM is used throughout this work. We use a discontinuous Galerkin (DG)
formulation for the velocity and sediment concentration fields in the model. LES
in conjunctionwith DG FEMhas only been used by a few research groups [van der
Bos and Geurts, 2010, Uranga et al., 2011]. This formulation has not been used
in application to mixing of buoyant stratified flows. In this work we assess an
implementation of LES in conjunction with DG FEM in application to a lock-
exchange problem and review its performance.
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1.4.4 Summary
In summary this thesis makes the following contributions
• to the best of the author’s knowledge, the first published work where op-
timisation methods have been applied to turbidity currents, demonstrating
the usefulness of these techniques for interpreting sedimentary successions
that have been deposited by turbidity currents.
• the first high resolution three-dimensional simulations of turbidity currents
using FEM resulting in a three-dimensional turbidity current model that is
uniquely capable of simulating turbidity currents in unrestrained complex
geometries.
• the first high-resolution three-dimensional simulation of a turbidity current
using anisotropic mesh adaptivity.
• to the best of the author’s knowledge, the first application of LES in
conjunction with DG FEM to buoyant stratified flows.
1.5 Thesis structure
With the subject area and proposed contributions discussed the thesis
continues by first describing the models that are used within this work (chapter
2). Parameter optimisation of a turbidity current model is presented in chapter
3 where optimisation is used to best fit model output with data obtained in the
field. Chapter 4 presents the first high resolution three-dimensional simulation of
a turbidity current using finite elements and utilises anisotropic mesh adaptivity.
In chapter 5 the effectiveness of an LESmodel implementation using discontinuous
finite elements in application to density current modelling is analysed. The work
is reviewed and opportunities for further development are presented in chapter 6.
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2.1 Introduction
Two computational models are used in this thesis. Shallow water, or depth-
averaged simulations use amodel developed specifically for thiswork. This is built
using FEniCS [Logg andWells, 2011], a collection of open-source software libraries
that provide features for the automated, efficient solution of differential equations.
This model uses a novel finite element mixed discontinuous Galerkin function
space, with adaptive time-stepping. Depth resolving simulations use Fluidity, an
opensource, general purpose finite element CFD code [Imperial College London
AMCG, 2014]. Fluidity utilises adaptive mesh optimisation technology and a
choice of continuous or discontinuousGalerkin discretisations. The discontinuous
option in particular is a focus here.
Both of themodels are based upon the Navier–Stokes equations, both use finite
elements, and both use discontinuous Galerkin discretisations. Hence there are
many similarities between the two models, and much of the background to the
model formulation is common to both models.
This chapter describes the formulation of the two models. The first section,
section 2.2, briefly introduces finite elements, the numerical technique that is used
to solve the model equations. The governing equations for the two models are
derived in sections 2.3 and 2.4. At this point the formulation for the two models
diverges. Section 2.6 continues the derivation for the depth-averaged model and
describes how the equations are discretised and solved. Section 2.7 presents the
form of the equations used in the depth-resolved simulations and describes their
discretisation and solution method. In particular the implementation of LES with
a discontinuous Galerkin discretisation is described in section 2.7.2.
2.2 Finite elements
The models used in this thesis are constructed using the finite element method
(FEM). FEM is a powerful numerical method that can be used to solve systems
of partial differential equations (PDEs). The method is used widely due to some
key advantages over other methods which include the ease in modelling complex
geometries, the consistent treatment of boundaries, mathematical elegance, and
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the possibility for programming in a flexible and general purpose format [Donea
and Huerta, 2005].
A Eulerian approach is used to model the flows in this thesis. This means
that the computational grid remains fixed in space whilst fluidmoves with respect
to it. This method facilitates large deformations of the fluid, which is critical to
modelling turbulent flow.
The process of discretisation by the FEM rests upon obtaining a discrete
representation of the weak form of the partial differential equations to be solved.
The strong form of a general PDE with Neumann, and Dirichlet boundary
conditions, denoted gD and gN respectively, can be written as
L(u(x)) = q(x) , (2.1)
u|ΓD = gD , ni
∂u
∂xi
|ΓN = gN , (2.2)
where L is an operator, u(x) is the solution, q(x) is a source term, and x represents
the independent variables. ΓD and ΓN define the boundaries over which Dirichlet
and Neumann boundary conditions are applied respectively. The weak integral
form is obtained by multiplying by an arbitrary function, v(x), and integrating
over the domain, Ω, to obtain∫
Ω
v(x)L(u(x))dx =
∫
Ω
v(x)q(x)dx ∀v(x) . (2.3)
The solution, u(x), is commonly referred to as the trial function, and v(x) is
termed the test function. To realise (2.3), function spaces need to be defined for both
the test and trial functions. A common choice is the space of functions that are
square integrable, and who’s derivatives are square integrable over the domain.
This function space is known as a Hilbert space and is denoted H1.
Finite element spaces are built from afinite-dimension subset of such a function
space, characterised, among other things, by a partition of the domain. Their are
several choices for this restricted function space. The choice made will impact the
order of accuracy as well as many other numerical properties of the discretisation
scheme. These restricted function spaces aredenoted asVh = {φv} andSh = {φu}
for v(x) and u(x) respectively.
It is now useful to consider the domain as being discretised into elements.
Considering T h(Ω) as a regular partition of Ω into ne elements. The Galerkin
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formulation of (2.3) is obtained by restricting it as:
find uh ∈ Sh such that∫
Ω
vhL(uh) dx =
∫
Ω
vhqh dx ∀vh ∈ Vh . (2.4)
vh and uh are a linear combination of the basis functions, φv and φu respectively,
and can be written as
vh(x) =
∑
i
φvi(x) vˆi , (2.5)
uh(x) =
∑
i
φui(x) uˆi , (2.6)
where vˆi and uˆi are the nodal unknowns. Assuming that L is a linear operator,
equation (2.4) can now be written as∑
i
∑
j
∫
Ω
φvivˆi L(φujuˆj) dΩ =
∑
i
∫
Ω
φvivˆi qˆi dΩ , (2.7)
where qˆi is the nodal values of q(x). As v(x) is arbitrary we can remove it and
rearrange a little to obtain∑
i
∑
j
∫
Ω
a(φvi,φuj) uˆj dΩ =
∑
i
∫
Ω
φvi qˆi dΩ . (2.8)
Where a(φvi,φuj) is known as the bilinear form. This is now in the form of a linear
system of equations which we can solve using iterative techniques to obtain uh.
2.3 Particle motion in a turbidity current
A general discussion of particle motion in a non-uniform flow by Maxey
and Riley [1983] stated that pressure gradient, added mass, viscous Stokes and
augmented drag, and buoyancy forces need to be considered. This work considers
flowswhere the particles are very small in relation to the length scales ofmotion. It
also considers situations where the particle density is significantly larger than that
of the surrounding fluid. For example, silica is ≈ 2.6 times the density of water
in turbidity currents, and ≈ 2600 times the density of air in dust storms. Based
upon these restrictions Maxey and Riley [1983] showed that the dominant forces
in the equations of motion for a single particle relative to the fluid in which it is
suspended are the viscous Stokes drag and buoyancy terms. Additionally, Cantero
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et al. [2008b] showed that the effects of inertia onparticlemotion in density currents
are insignificant for particles smaller than 250µm in diameter (fine sand).
Particle-laden density currents consist of a collection of particles and hence
particle collisions must also be considered. The effect of these collisions can be
safely ignored by limiting the model to applications where the sediment volume
fraction is less than 5% [Necker et al., 2002]. Flocculation of sediment particles can
be ignored if the model is further restricted to sediment sizes of sand and larger
(> 64µm) [Maerz et al., 2011].
Particle concentrations will never be completely uniform. Individual particles
will have a range of masses and settling velocities which lead to slight variations in
speed and trajectory. As particles move past one-another they interact and cause
a self-induced hydrodynamic diffusion [Davis and Hassen, 1988]. In models that
consider particle diffusion, the magnitude of this diffusivity is generally chosen to
be between 0.7− 1.0 times the ambient fluid viscosity [Necker et al., 2002, Cantero
et al., 2008b]. Higher values help convergence and stability of the solution. It has
been shown that this value has little effect on the relevant flow quantities so long
as it does not significantly exceed the ambient fluid viscosity [Hartel et al., 2000].
Taking all of the above into account, restricting models to sediment diameters
between 64µmand 250µmand volume fractions< 5%, the acceleration of particles
will be the same as that of the containing fluid. Particles will move with a velocity
equal to the sum of the fluid velocity, u, and a settling velocity, usk, with us being
the settling speed and k = (0, 0, 1)T . The settling speed is obtained by balancing
buoyancy and the Stokes drag. Therefore only a single velocity field has to be
solved for. The particle volume fraction, c, can be considered as an active scalar
quantity within the containing fluid. This active scalar will alter the bulk density
of the fluid within which it is suspended such that it affects the velocity field of
that fluid.
2.4 Conservation equations
The fundamental equations that govern turbidity current motion are based
upon the conservation of fluid mass, momentum and sediment volume. Conser-
vation laws for these quantities can be derived by considering a given volume of
fluid, a control volume (CV).We choose the fundamental variables to be intensive, or
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independent of the amount of volume considered. For example, for fluid mass, an
extensive property that is dependent upon the amount of volume considered, we
use the fluid density, ρa, for sediment volumeweuse the sediment volume fraction,
c. Any extensive property can be expressed as an integral of the corresponding
intensive property. As an example, the mass of fluid within the CV, m, can be
described using
m =
∫
ΩCV
ρa dΩ (2.9)
where ΩCV is the domain occupying the CV.
Using the above definition the rate of change of an extensive property,Φ, within
a CV can be described using the corresponding intensive variable, φ, as
dΦ
dt =
∂
∂t
∫
ΩCV
φ dΩ+
∫
ΓCV
φuini dσ =
∑
fφ, (2.10)
where t is time, ΩCV is the domain occupied by the CV, ΓCV is the surface
encompassing ΩCV , and n is the boundary outward unit normal. Throughout
this thesis summation over repeated indices is implied. (2.10) is the general form
of a conservation equation.
2.4.1 Conservation of sediment
Using (2.10) we can write an equation for the conservation of sediment volume
in integral form over a CV
∂
∂t
∫
ΩCV
c dΩ+
∫
ΓCV
cuini dσ =
∑
fc , (2.11)
where c is the sediment volume fraction. The right-hand side term, fc, represents
any transport mechanism other than advection by the fluid velocity. The sediment
will diffuse and will also settle as described in Section 2.3. Diffusion is described
using a gradient approximation. This gives
∂
∂t
∫
ΩCV
c dΩ+
∫
ΓCV
cuini dσ =
∫
ΓCV
κ
∂c
∂xi
ni dσ +
∫
ΓCV
cuskini dσ , (2.12)
where κ is the sediment diffusivity.
Using the divergence theorem and the basis that ΩCV is arbitrary and fixed,
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we can rewrite (2.12) as
∂c
∂t
+
∂ (c [ui − uski])
∂xi
=
∂
∂xi
(
κ
∂c
∂xi
)
. (2.13)
2.4.2 Conservation of mass
Using (2.10) we can write an equation for the conservation of fluid mass in
integral form over a CV
∂
∂t
∫
ΩCV
ρa dΩ+
∫
ΓCV
ρauini dσ = 0 , (2.14)
Note that the right-hand side equals zero asmass of fluid is not createdordestroyed
in a turbidity current and there are no transport mechanisms of fluid mass other
than through advection. Considering that the control volume is fixed however,
this ignores changes in the quantity of sediment particles that will displace the
fluid. This is an acceptable simplification when modelling turbidity currents due
to the very low concentrations of sediment considered [Necker et al., 2002].
Again, using the divergence theorem and that ΩCV is arbitrary and fixed
∂ρa
∂t
+
∂(ρaui)
∂xi
= 0 (2.15)
⇒ Dρa
Dt
+ ρa
∂ui
∂xi
= 0 , (2.16)
where D/Dt = ∂/∂t + ui∂/∂xi is the material derivative. ρa is a constant
throughout this work, the fluid can be considered to be incompressible, and hence
Dρa/Dt = 0. This leads to our continuity equation which enforces a non-divergent
velocity field
∂ui
∂xi
= 0 . (2.17)
2.4.3 Conservation of momentum
The momentum of a fluid is given by ρu where ρ = ρa + (ρs − ρa)c is the
density of the fluid and sediment mixture, with ρs being the sediment density.
Again using (2.10) we obtain
∂
∂t
∫
ΩCV
ρui dΩ+
∫
ΓCV
ρuiujnj dσ =
∑
fρu (2.18)
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The right-hand side, fρu, is based upon Newton’s second law for conservation of
momentum in a fixed frame of reference. It represents the forces that are acting
on the domain, doing work, and changing the momentum. These can can be split
into body forces, B(u), and surface forces, T(u)
fρu =
∫
ΩCV
B(u) dΩ+
∫
ΓCV
T(u) dσ . (2.19)
Here, the body forces are only buoyancy forces B(u) = −ρgk, where g is the
acceleration due to gravity. The surface forces comprise of pressure and shear
stresses which form a tensor known as the stress tensor and can be written, for an
incompressible fluid, as [Ferziger and Perić, 1999]
T(u) = −pI+ 2µs , (2.20)
s = 1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
, (2.21)
where p is the pressure, I is the identitymatrix, and µ is themolecular, or dynamic,
viscosity.
Again, using the divergence theorem and the basis thatΩ is arbitrary and fixed,
we can now rewrite (2.18) as
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
= −ρgk + ∂Tij
∂xj
=
∂p
∂xi
− ρgki + ∂
∂xj
(2µsij) . (2.22)
Equation (2.22) combines with (2.17) to form the incompressible Navier–Stokes
equations.
2.5 Common simplifications
2.5.1 The Boussinesq approximation
If the density variations throughout the system are not large then the density
can be treated as a constant in all terms except the buoyancy term without any
significant impact on the results obtained. The resulting Boussinesq form of the
momentum equation (2.22) is then
∂ui
∂t
+
∂(uiuj)
∂xj
=
1
ρa
∂p
∂xi
− (1 + ρ′)gki + ∂
∂xj
Sij , (2.23)
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where Sij = 2νsij , and ρ′ = c (ρc − ρa)/ρa is the relative perturbation from that
reference density such that ρ = (1 + ρ′)ρa. Note that, due to dividing through
by the ambient fluid density, ρa, the viscous term now contains the kinematic
viscosity, ν, rather than the molecular viscosity, µ. The assumption c  1 and
(ρc − ρa)/ρa = O (1) justify the use of the Boussinesq approximation throughout
this work.
2.5.2 Removing the non-dynamic pressure/buoyancy
balance
The pressure and buoyancy terms in (2.23) can be split into dynamic, and
non-dynamic components as
1
ρa
∂p′
∂xi
− ρ′gki︸ ︷︷ ︸
dynamic
+
1
ρa
∂p0
∂x2
− gki︸ ︷︷ ︸
non−dynamic
. (2.24)
The non-dynamic components have no impact on the dynamics of the flow. These
non-dynamic components of the pressure and buoyancy terms can be removed
from (2.23) to yield
∂ui
∂t
+
∂(uiuj)
∂xj
=
1
ρa
∂p′
∂xi
− cg′ki + ∂
∂xj
Sij , (2.25)
g′ = g (ρc − ρa) /ρa (2.26)
We remove these non-dynamic components throughout this work. The pressure
term p′ is now only the dynamic pressure. For simplicity in nomenclature this will
hereby be written as p.
2.5.3 Non-dimensional simulations
In order to reduce the number of parameters equations (2.13), (2.15) and (2.25)
can be non-dimensionalised using:
u˜ =
u
U0
, x˜ =
x
h0
, t˜ =
U0
h0
t , p˜ =
p
ρaU20
, c˜ =
c
c0
, (2.27)
where U0 and h0 are the characteristic velocity and length scales respectively and
c0 is the initial sediment volume fraction.
27
Applying (2.27), and dropping ·˜ for clarity, produces the following equations
∂c
∂t
+
∂([ui − βki] c)
∂xi
=
1
ScRe
∂2c
∂x2i
, (2.28)
∂ui
∂t
+
∂(uiuj)
∂xj
= − ∂p
∂xi
− 1
Fr2
kic+
∂
∂xj
Sij , (2.29)
∂ui
∂xi
= 0 , (2.30)
Sij =
1
Re
(
∂ui
∂xj
+
∂uj
∂xi
)
. (2.31)
Fournon-dimensionalparametershavebeen introduced. Eachof these isdescribed
below.
Reynolds number Re, approximates the ratio of inertial to viscous forces and is
defined as
Re =
U0h0
ν
. (2.32)
Where the characteristic velocity, U0, is chosen to equal the buoyancy velocity,
ub, this is equivalent to the square root of the Grashof number, Gr. The Grashof
number is commonly used for describing the scale of lock-exchange flows and is
defined as
Gr =
(
ubh0
ν
)2
, (2.33)
where the buoyancy velocity is defined using
ub =
√
c0g′h0 . (2.34)
Schmidt number Sc, approximates the ratio of momentum diffusivity, or
viscosity, to mass diffusivity
Sc =
ν
κ
. (2.35)
Froude number Fr, the ratio of the characteristic velocity to the buoyancy
velocity
Fr =
U0
ub
. (2.36)
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Non-dimensional settling velocity β
β =
us
ub
, (2.37)
The length scales,U0 andh0, and the fournon-dimensional parameters outlined
above are key variables that define a turbidity current flow.
2.6 Shallow water modelling
The shallow water sediment-laden density current model used in this work is
based upon the single layer shallow water model of Bonnecaze et al. [1993]. This
models sediment-laden density currents in two-dimensions, x and z, where x is
parallel to the flow direction and z is perpendicular to the sea-floor. The single
layer model ignores the effect of the motion of the overlying fluid on the motion of
the current, an approximation that is valid for flows where the maximum column
height is significantly less than the depth of the ambient fluid [Bonnecaze et al.,
1993, Hogg, 2006].
This shallowwater model is based on the inviscid shallowwater equations and
hence viscosity and diffusivity terms are removed. For high Reynolds number
flows the viscous forces will be negligible in relation to the buoyancy forces.
Bonnecaze et al. [1993] found that this assumption is valid while the Reynolds
number is greater than O(1).
The derivation of the shallow water equations for the sediment model begins
by writing (2.28) to (2.29) in inviscid form expanded across x and z along with the
conservation equation in the form given by (2.15), i.e.
∂c
∂t
+
∂ (cux)
∂x
+
∂ (cuz)
∂z
=
∂ (cβ)
∂z
, (2.38)
∂ux
∂t
+
∂(uxux)
∂x
+
∂(uxuz)
∂z
=
∂p
∂x
, (2.39)
∂uz
∂t
+
∂(uzux)
∂x
+
∂(uzuz)
∂z
=
∂p
∂z
− c , (2.40)
∂ρa
∂t
+
∂(ρaux)
∂x
+
∂(ρauz)
∂z
= 0 , (2.41)
where ρa = 1 in (2.41) and has been non-dimensionalised by the dimensional
ambient density. The characteristic velocity, U0 = ub, as is the case for all shallow
water simulations in this thesis, following the work of Bonnecaze et al. [1993].
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The shallow water equations use the hydrostatic approximation, i.e. that the
buoyancy and pressure terms in (2.40) very nearly balance
∂p
∂z
≈ c . (2.42)
This implies that the pressure gradient is constant in z and thatuz ≈ 0. Integrating
over z from the sea floor to the height of the turbidity current, h∫ h
0
∂p
∂z
dz =
∫ h
0
c dz , (2.43)
p = ψh , (2.44)
where ψ is the depth-averaged sediment volume fraction.
The conservative form of the shallow water equations can now be obtained
by integrating (2.38), (2.39), and (2.41) over z, using (2.44), and applying the
assumption that uz ≈ 0 to yield
∂(hψ)
∂t
+
∂ (hψu)
∂x
= −ψβ , (2.45)
∂(hu)
∂t
+
∂
∂x
(
hu2 +
ψh2
2
)
= 0 , (2.46)
∂h
∂t
+
∂(hu)
∂x
= 0 . (2.47)
where u is the depth-averaged velocity in the x-direction. To obtain the right-hand
side of (2.45) we have imposed the conditions that no sediment enters the current
at the top of the flow and that sediment leaves the flow only by settling into the
sea bed at z = 0 [Bonnecaze et al., 1993]. These equations are valid so long as
the horizontal length scales are significantly larger than the vertical length scales
which is the case for themajority of the duration of a turbidity current propagation
[Hogg, 2006].
These equations can be rewritten in terms of the conserved quantities: the
current column height, h, the vertically integrated momentum, q = uh, and the
vertically integrated volume fraction of sediment, ϕ = ψh, which will form our
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state variables
∂h
∂t
+
∂q
∂x
= 0 , (2.48)
∂q
∂t
+
∂
∂x
(
q
h
+
ϕh
2
)
= 0 , , (2.49)
∂ϕ
∂t
+
∂
∂x
(qϕ
h
)
= −βϕ
h
, (2.50)
This is the form of the equations presented by Bonnecaze et al. [1993].
Some boundary conditions are required to completely define the system. A no
flow boundary condition, at x = 0 to stop flow exiting the start of the domain.
q = 0 at x = 0 . (2.51)
This restricts the model to initial conditions where all sediment material is already
within the domain. A second boundary condition is applied at the front of the
current, x = xN (t) which relates the velocity at the front of the current, x˙N , to the
pressure head
q = x˙Nh at x = xN (t) , (2.52)
given that
x˙N = FrNϕ
1/2 at x = xN (t) . (2.53)
where FrN is a Froude number approximating the ratio of velocity of the nose
of the current to the buoyancy velocity at the front of the current. Through
experimentation this has been found to be 1.19 [Huppert and Simpson, 1980].
Note that this is not the same as Fr defined in 2.36.
The amount of deposited sediment, η, is also recorded. This is calculated using
∂η
∂t
= β
ϕ
h
, (2.54)
with the boundary condition
η = 0 at x = xN (t) . (2.55)
Following Bonnecaze et al. [1993], a coordinate transformation from (x, t) to
(y, τ) is applied where y = x/xN (t) and t = τ . This is a convenient form for
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the equations as the front of the current is always at the right hand boundary of
the computational domain y = [0, 1], and hence the boundary condition at the
front of the flow is applied at the right-hand side of the domain. The transformed
derivatives are given by
∂
∂t
=
∂
∂τ
− yx˙N
xN
∂
∂y
, (2.56)
∂
∂x
=
1
xN
∂
∂y
. (2.57)
Applying this coordinate transformation, but keeping t in place of τ for
simplicity following the notation of Bonnecaze et al. [1993], produces the following
system of equations:
∂h
∂t
=
1
xN
(
yx˙N
∂h
∂y
− ∂q
∂y
)
, (2.58)
∂q
∂t
=
1
xN
(
yx˙N
∂q
∂y
− ∂
∂y
(
q2
h
+
ϕh
2
))
, (2.59)
∂ϕ
∂t
=
1
xN
(
yx˙N
∂ϕ
∂y
− ∂
∂y
(qϕ
h
))
− βϕ
h
, (2.60)
∂η
∂t
=
1
xN
(
yx˙N
∂η
∂y
)
+ β
ϕ
h
, (2.61)
∂xN
∂t
= x˙N , (2.62)
with boundary conditions:
q = 0 at y = 0 , (2.63)
q = x˙Nh at y = 1 , (2.64)
η = 0 at y = 1 , (2.65)
given that:
x˙N = FrNϕ
1/2 at y = 1 . (2.66)
Note that an equation (2.62) for xN has been introduced to close the system.
It is now shown that the boundary conditions (2.63) to (2.65) are sufficient to
uniquely solve this system. Equations (2.58) to (2.61) are a hyperbolic system of
PDEs. For such a system to be well-posed there must be a boundary condition
for each inwardly propagating characteristic. Equations (2.58) to (2.62) can be
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rewritten in the form
∂U
∂t
+
∂f(U)
∂x
+ g(U) = 0 , (2.67)
where
U = [ h, q, ϕ, η, xN , x˙N ]
T
. (2.68)
The characteristic velocities are obtained using themethod of characteristics. (2.67)
is rewritten as
∂U
∂t
+
∂f(U)
∂U
∂U
∂x
+ g(U) = 0 , (2.69)
the characteristic velocities are then obtained by calculating the eigenvalues of the
advecting velocity, ∂f(U)/∂U .
It is found that this system of equations has four characteristic velocities
dy
dt = c± :=
1
xN
(
u− y x˙N ± ϕ1/2
)
, (2.70)
dy
dt = c :=
1
xN
(u− y x˙N ) , (2.71)
dy
dt = cη := −
1
xN
y x˙N . (2.72)
Physically, c± is the characteristic velocity of waves in shallow water, c is the
advection velocity of sediment, and cη is the advection velocity of deposited
sediment which is advected away from the current head as the domain length
increases.
Due to the boundary conditions on momentum, u = q/h = 0 at y = 0 and
u = q/h = x˙N at y = 1, c = 0 at both y = 0 and y = 1. Therefore there are three
inwardly propagating characteristics, c+ = ϕ1/2/xN at y = 0, c− = −ϕ1/2/xN at
y = 1 and cη = −y x˙N/xN at y = 1. Hence three boundary conditions are required
for the problem to be well-posed and three boundary conditions (2.63) to (2.65)
are exactly what is required.
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2.6.1 Adaptive time-step
As the mesh element size grows throughout the simulation, it is possible to
use a much larger timestep at the end of the simulation than at the start of the
simulation. To exploit this property an adaptive time-stepping scheme is used in
this model. A new time-dependent variable is introduced, ∆t, which will vary
according to a CFL-criteria, C, based upon a velocity scale, x˙N , and the mesh
element size such that
∆t = C
∆x
x˙N
= C
xN∆y
x˙N
, (2.73)
where ∆x is the mesh element size in x and ∆y is the mesh element size in the
transformed coordinate system y.
The vector of state variables, U , is now redefined as
U = [ h, q, ϕ, η, xN , x˙N , ∆t]
T
. (2.74)
2.6.2 Discretisation and numerical method
The system is discretised in time using a second-order explicit Runge-Kutta
time discretisation [Cockburn and Shu, 2001]. An implicit term is added to solve
for the diagnostic variables, x˙N and ∆t. This makes the equations non-linear.
With Un as the solution at the beginning of the timestep, Un+1 as the solution at
the end of the timestep, and U (0), U (1) and U (2) being intermediate values, the
system of equations, discretised in time can be written as
U (0) = Un ,
U (1) = A(U (0)) + L(U (0)) +K(U (1)) ,
U (2) = A(U (1)) + L(U (1)) +K(U (2)) ,
Un+1 =
1
2
U (0) +
1
2
U (2) ,
(2.75)
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where
A(U) = [ h, q, ϕ, η, xN , 0, 0, ]
T
, (2.76)
L(U) = ∆t
(
1
xN
[
yx˙N
∂f1(U)
∂x
− ∂f2(U)
∂x
]
+ f3(U)
)
, (2.77)
f1 = [ h, q, ϕ, η, 0, 0, 0]
T
, (2.78)
f2 =
[
q,
q2
h
+
ϕh
2
,
qϕ
h
, 0, 0, 0, 0
]T
, (2.79)
f3 =
[
0, 0, −βϕ
h
, β
ϕ
h
, 0, 0, 0,
]T
. (2.80)
A(U) is non zero where there is a time derivative. L(U) is the explicit right hand
side terms multiplied by ∆t. K(U) contains the implicit right hand side terms.
K(U) can only be easily described well in weak form, so this is defined later.
The weak form of (2.75) is obtained by multiplying by a test function, Ψ, and
integrating over the domain, Ω. This gives: ∀ Ψ∫
Ω
Ψ ·U (0) dΩ =
∫
Ω
Ψ ·Un dΩ ,∫
Ω
Ψ ·U (1) dΩ =
∫
Ω
Ψ ·A(U (0))dΩ+∫
Ω
Ψ · L(U (0))dΩ+
∫
Ω
Ψ ·K(U (1))dΩ ,∫
Ω
Ψ ·U (2) dΩ =
∫
Ω
Ψ ·A(U (1))dΩ+∫
Ω
Ψ · L(U (1))dΩ+
∫
Ω
Ψ ·K(U (2))dΩ ,∫
Ω
Ψ ·Un+1 dΩ = 1
2
∫
Ω
Ψ ·
(
Un +U (2)
)
dΩ .
(2.81)
Piecewise-linear discontinuous Galerkin (DG) elements are used to discretise
spatially varying state variables. Thus the spatial and temporal discretisations
both have second-order accuracy. DG element types are known to be particularly
suitable for advection dominated problems [Peraire and Persson, 2008]. They are
good at preserving discontinuities as they produce stable discretisations without
theneed fordiffusive stabilisation strategies suchas streamline-upwinding [Peraire
and Persson, 2008]. These are important features in shallow water particle-laden
density current models.
In order to construct a DG formulation a regular partition, T h = {e}, of Ω
into non-overlapping sub-domains Ωe ∈ Ω with boundaries ∂Ωe is considered.
The piecewise-linear DG function space is denoted DG1. For this function
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space, piecewise-linear test functions with no global continuity requirement are
considered, i.e. functions that have the potential to be double-valued on element
boundaries, ∂Ωe. xN , x˙N and∆t are defined on a ‘real’ function space,R. This is a
function space which has only one degree of freedom, i.e. is constant throughout
the domain. Therefore,U is defined on a mixed function space, Vh = DG14×R3.
The test function in the mixed function space is denoted with Ψh ∈ Vh, and the
discretised approximation of the state variable with Uh ∈ Vh. This definition is
important where gradients of discontinuous functions are used as jumps across
interfaces must be accounted for.
L(U) contains derivatives of discontinuous functions. As noted above we
must account for jumps across element interfaces. The weak undiscretised form
for L(U) is∫
Ω
Ψ · L(U)dΩ =
∆t
∫
Ω
Ψ ·
(
1
xN
[
y x˙N
∂f1(U)
∂x
− ∂f2(U)
∂x
]
+ f3(U)
)
dΩ .
(2.82)
The DG formulation of (2.82) is then∑
e∈T h
∫
Ωe
Ψh · L(Uh)dΩ =
∆t
∑
e∈T h
∫
Ωe
Ψh ·
(
1
xN
(
y x˙N
∂f1(U
h)
∂x
− ∂f2(U
h)
∂x
)
+ f3(U
h)
)
dΩ .
(2.83)
There is no good definition of the derivative of the discontinuous function Uh
throughout the domain so we cannot solve the equation in this form. Integrating
the gradient terms by parts to remove this derivative, and rearranging slightly,
yields∑
e∈T h
∫
Ωe
Ψh · xN
∆t
L(Uh)dΩ =
−
∑
e∈T h
∫
Ωe
∂
∂x
(
Ψh y x˙N
) · f1(Uh)dΩ
+
∑
e∈T h
∫
∂Ωe
Ψ̂h · y x˙N f̂1(Uh) n̂dσ +
∑
e∈T h
∫
Ωe
∂Ψh
∂x
· f2(Uh)dΩ
−
∑
e∈T h
∫
∂Ωe
Ψ̂h · f̂2(Uh) n̂dσ +
∑
e∈T h
∫
Ωe
Ψh · xNf3(Uh)dΩ .
(2.84)
where ·̂ indicates that the function is double-valued and special attention is
required. The various summations can now be rewritten as integrals over the
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entire domain Ω, all element interfaces Σh, and domain boundaries Γh. Note that∑
e∈T h
∫
∂Ωe
Ψh · Ûh dσ ≡
∫
Σh
Ψh · Ûh dσ +
∫
Γh
Ψh ·U0 dσ , (2.85)
and ∑
e∈T h
∫
Ωe
Ψh ·Uh dΩ ≡
∫
Ω
Ψh ·Uh dΩ . (2.86)
Additionally, note that within the domain boundary integrals ·̂ notation is
dropped as the function is single-valued at this location, and also that Uh is
replaced with U0 which is either the boundary value if a Dirichlet boundary
condition is present, or the function value at the boundary if it is not. Note that
in the case of the boundary condition for q at y = 1, U0 is still a function of Uh.
Applying (2.85) and (2.86) to (2.84)∫
Ω
Ψh · xN
∆t
L(Uh)dΩ =
−
∫
Ω
∂
∂x
(
Ψh y x˙N
) · f1(Uh)dΩ+ ∫
Σh
Ψ̂h · y x˙N f̂1(Uh) n̂dσ
+
∫
Γh
Ψh · y x˙N f1(U0)ndσ
+
∫
Ω
∂Ψh
∂x
· f2(Uh)dΩ−
∫
Σh
Ψ̂h · f̂2(Uh) n̂dσ
−
∫
Γh
Ψh · f2(U0)ndσ
+
∫
Ω
Ψh · xNf3(Uh)dΩ .
(2.87)
A choice of flux term must be made to handle the double-valued terms. This
will involve some coupling between the elements on either side of the interface.
An upwind flux is used for the advection term, f̂1. An average flux works well for
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f̂2. These choices of flux scheme produced a stable simulation. This gives∫
Ω
Ψh · xN
∆t
L(Uh)dΩ =
−
∫
Ω
∂
∂x
(
Ψh y x˙N
) ·Uh dΩ+ ∫
Γh
Ψh · y (x˙N n)down f1(U0)dσ
+
∫
Σh
(
Ψh
+ − Ψh−
)
· y (f+1 (Uh) (x˙N n+)up + f−1 (Uh) (x˙N n−)up) dσ
+
∫
Ω
∂Ψh
∂x
· f2(Uh)dΩ−
∫
Γh
Ψh · f2(U0)ndσ
−
∫
Σh
(
Ψh
+ − Ψh−
)
· 1
2
(
f2(U
h)+ + f2(U
h)−
)
n+ dσ
+
∫
Ω
Ψh · xNf3(Uh)dΩ ,
(2.88)
where (·)+, and (·)− indicate the function values on either side of an interior
element boundary. (·±)up is equal to (·) where x˙N n± > 0 and zero otherwise.
Conversely, (·±)down is equal to (·)where x˙N n± < 0 and zero otherwise.
K(U), which contains the implicit right hand side terms as described in (2.75),
can be described in weak discretised form as∫
Ω
Ψh ·K(Uh) dΩ =
∫
Ω
Ψh ·KΩ(Uh) dΩ+
∫
∂ΩR
Ψh ·Kσ(Uh) dσ , (2.89)
KΩ(U
h) =
[
0, 0, 0, 0, 0, 0, C
xN∆y
x˙N
]
, (2.90)
Kσ(U
h) =
[
0, 0, 0, 0, 0, F rN (ϕ)
1/2, 0,
]
. (2.91)
where ∂ΩR is the boundary at y = 1 such that a solution for x˙N is obtained by
solving only at the front of the current.
Using (2.81), (2.88) and (2.89), and applying (2.86) the full weak, discontinuous
form of (2.75) can be obtained:
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Find Uh(0),Uh(1),Uh(2),Uh(n+1) ∈ Vh such that ∀ Ψh ∈ Vh∫
Ω
Ψh ·Uh(0) dΩ =
∫
Ω
Ψh ·Uhn dΩ ,∫
Ω
Ψh ·Uh(1) dΩ =
∫
Ω
Ψh ·A(Uh(0))dΩ+∫
Ω
Ψh · L(Uh(0))dΩ+
∫
Ω
Ψh ·K(Uh(1))dΩ ,∫
Ω
Ψh ·Uh(2) dΩ =
∫
Ω
Ψh ·A(Uh(1))dΩ+∫
Ω
Ψh · L(Uh(1))dΩ+
∫
Ω
Ψh ·K(Uh(2))dΩ ,∫
Ω
Ψh ·Uhn+1 dΩ = 1
2
∫
Ω
Ψh ·
(
Uh
(0)
+Uh
(2)
)
dΩ .
(2.92)
This set of equations is solved for each timestep of the simulation as a non-linear
variational problem using a Newton method and an LU solver.
2.6.3 Slope limiting
DG discretisations are prone to suffer from over and under-shoots that can
cause instability problems at discontinuities. A slope limiter can be applied as
a non-linear projection operator, Λ, throughout the time-marching algorithm to
solve this problem.
The gradient of this shallow water model is used to enable the use of gradient-
based optimisation in section 3. It is important for this work that the model is
differentiable and that this derivative is continuous.
The operator Λ is generally discontinuous. This makes differentiating the
overall model problematic. A discontinuity exists in the gradient where a nodal
value switches in to the slope-limited regime, or within the slope limited regime
where the definition of the maximum permissible slope changes.
It was found that the use of a slope limiter had an increasingly negative effect
on the accuracy of the gradient with increasing simulation length. For full length
runs the gradient information was not at all useful. When using smooth initial
conditions that do not create shocks, under and over shoots are much smaller,
and slope limiting is not essential. Therefore, simulations were limited to having
smooth initial conditions within the work presented here and slope limiting is not
applied. Future work will consider implementation of a continuous slope limiting
function to remove this limitation.
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Figure 2.1: Schematic diagram of the lock-release static initial condition (a) and the
following dam-break (b) and slumping (c) phases with shock wave propagation
direction indicted ( )
2.6.4 Implementation
The shallow water sediment-laden density current model was built using
FEniCS [Logg and Wells, 2011], a collection of open-source software libraries that
provide features for automated, efficient solution of differential equations. Using
a high-level interface, the model partial differential equations are described in
UFL (Unified form language) [Alnaes et al., 2012] in Python or C++ code in a way
that is remarkably similar to how one would describe the equations on paper. At
run-time this model description is compiled into efficient C++ kernels that handle
assembly of the required matrices to generate the systems of equations that are
then solved using PETSc [Balay et al., 2014].
2.6.5 Model verification
Many laboratory experiments, and computer models are based around the
classical lock-release static initial condition (Figure 2.1a). Following release of
the lock-gate the current accelerates forwards. This is known as the dam-break
stage (Figure 2.1b). As the lock-gate is released a shock forms which travels in the
opposite direction to the front of the current. This shock carries information that
sets thefluid inmotion. Once this shock reaches the rearwall, all of thefluidbehind
the lock-gate is in motion. This marks the point of transfer from the dam-break
to the slumping phase (Figure 2.1c). For a non-depositional current (i.e. β = 0)
with initial h and xN = 1, the slumping phase begins at t = 1.0. The current front
height and velocity stays approximately constant during this phase of motion. The
rear propagating shock is reflected off of the no flow boundary and travels faster
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than the front of the current such that a short while later it reaches the front of
the current marking the end of the slumping phase. The current is now able to
‘forget’ the initial condition and begins adjusting to self-similar propagation. For
a non-depositional current (i.e. β = 0) the reflected shock reaches the front of the
current at t = 3.0 [Ungarish, 2010].
Hoult [1972] showed that a similarity solution could be obtained for a single-
layer shallow water density current model during the self-similar phase of
propagation. This is described as
xN = κt
2/3, u =
2
3
κt−1/3y, h = κ−1t−2/3H, ψ = 1.0 , (2.93)
where
y = x/κt2/3, κ =
(
27Fr2N
12− 2Fr2N
)1/3
,
H =
4
9
κ3
(
y2
4
− 1
4
+
1
Fr2N
)
.
(2.94)
This solution is valid for the model described in this work so long as the settling
velocity of particles, β, is equal to zero (i.e. no particle settling). This analytical
solution is useful in verifying the implementation of the governing equations and
boundary conditions for this model. The solution to the model PDEs should
converge to this analytical solution as the grid resolution increases, at the correct
rate for the temporal, and spatial discretisation used in the simulation. This is a
good test that the equations have been discretised and implemented correctly. The
use of piecewise discontinuous linear elements and a second-order time stepping
regime mean that the convergence order should be 2.0 in both space and time.
For the convergence test the analytical solution is projected on to the model
function space forming the initial condition at t = 3.0. At t = 10.0 the L2 norm of
the difference between the model variables and the analytical solution is obtained
and used to measure convergence. The analysis shows that all variables converge
on to the analytical solution at an order of 2.0 or greater as the element size
decreases (Figure 2.2). Note that the time step is adaptive and will therefore
decrease along with the element size such that this test is checking both spatial
and temporal convergence. This is a strong confirmation that model equations are
implemented correctly. Qualitative comparison shows that the solution matches
the analytical solution very well (Figure 2.3).
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Figure 2.2: Similarity convergence analysis. All variables are shown to converge
on the correct solution at 2nd order or greater.
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Figure 2.3: Similarity results for the most fine mesh (solid lines ), compared
against the analytical results (dashed lines ) at t = 10.0.
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2.7 Depth-resolved modelling
Depth-resolved simulations in this thesis are based upon equations (2.28) to
(2.31). The equation are solved in non-conservative form, which was found to
give more numerical stability. Equations (2.28) to (2.31) are rewritten here in
non-conservative form
∂c
∂t
+ (ui − βki) ∂c
∂xi
=
1
ScRe
∂2c
∂x2i
, (2.95)
∂ui
∂t
+ uj
∂ui
∂xj
= − ∂p
∂xi
− 1
Fr2
kic+
∂
∂xj
Sij , (2.96)
∂ui
∂xi
= 0 , (2.97)
Sij =
1
Re
(
∂ui
∂xj
+
∂uj
∂xi
)
. (2.98)
2.7.1 Interactions with the bed
Particle-laden density currents deposit and/or erode the surface over which
they travel. This means that the suspended mass changes with time i.e. they are
non-conservative. They have the potential to accelerate if their mass increases,
or decelerate more rapidly due to settling out of the suspended sediment. The
dynamics of sediment erosion, or entrainment, are complex. Sediment on the bed
will affect turbulence in the boundary layer. Larger sediment grains will shield
smaller ones and grains may adhere to each other in the bed. The bed shape will
also change as sediment is erodedwhichwould generate complex topography that
may promote or inhibit further sediment erosion. Empirical algorithms have been
developed for predicting entrainment rates based upon particle parameters and
the bed shear stress. Erodible boundaries, Γd, can be modelled as a flux boundary
condition
niκ
∂c
∂xi
= usE on Γd , (2.99)
where E is the non-dimensional entrainment rate of sediment into suspension, n
is the boundary unit normal vector.
Garcia and Parker [1991] reviewed empirical formulae by Fukushima et al.
[1985], Akiyama and Stefan [1985], and Parker et al. [1986] for predicting the
entrainment of non-cohesive sediment in finite size ranges. They validated these
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against laboratory results, and produced an improved formula for sediment re-
entrainment. This has been successfully used in work by Huang et al. [2007] and
Sequeiros et al. [2009] when modelling sediment-laden density currents:
E =
AZ5
1 +AZ5/0.3
, (2.100a)
Z =
√
τb
us
Rp
0.6 , (2.100b)
where A = 1.3 × 10−7 is a non-dimensional constant. The bed shear stress, τb, is
defined as
τb = |niSij | . (2.101)
We have introduced a new non-dimensional parameter, the Particle Reynolds
Number, Rp, which is a Reynolds number based upon a characteristic particle
velocity and the particle diameter, d. This is defined by Garcia and Parker [1991]
as
Rp =
√
g′d
d
ν
. (2.102)
It is also possible for sediment to be moved along the bed without being
entrained into the flow. This process is known as bedload transport. This has not
been included in the current work. Sequeiros et al. [2009] stated that suspended
sediment is the key factor in the movement of sediment in turbidity currents and
that bedload transport can be neglected for currents that do not have a significant
fraction of particles larger than 100µm.
The total flux through an erodible boundary is calculated as:
∂η
∂t
= ni uski cb − usE, (2.103)
where η is the depth of the deposited sediment in the bed and cb is the value of
c, the volumetric concentration of sediment, at the sediment bed boundary. E is
limited such that it never exceeds η/∆t, where∆t is the period of a time step.
2.7.2 Large Eddy Simulation
InChapter 5 theuse of LargeEddySimulation (LES) is investigatedwith the aim
of reducing the computational cost of sediment-laden density current simulations.
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In LES the spatially varying functions are filtered (spatially averaged). This filter
is a low-pass box filter of the form
γ¯(x, t) =
∫
Ωi
G(x− ξ) γ(ξ, t) dξ (2.104)
Applying this filter to equations (2.28) to (2.30) and (2.31) I obtain
∂c
∂t
+ (ui − βki) ∂c
∂xi
=
1
ScRe
∂2c
∂x2i
, (2.105)
∂ui
∂t
+ uj
∂ui
∂xj
= − ∂p
∂xi
− kic+ ∂
∂xj
Sij , (2.106)
∂ui
∂xi
= 0 , (2.107)
Sij =
1
Re
(
∂ui
∂xj
+
∂uj
∂xi
)
. (2.108)
The filter must be chosen such that differentiation and filtering commute. i.e.
∂γ
∂xi
=
∂γ
∂xi
. (2.109)
If the filter volume is constant this is the case. For all of the simulations described
in this thesis the filter volume is kept constant so this is not considered further. I
can then rewrite the filtered equations as
∂c
∂t
+ (ui − βki) ∂c
∂xi
=
1
ScRe
∂2c
∂x2i
− ∂κi
∂xi
, (2.110)
∂ui
∂t
+ uj
∂ui
∂xj
= − ∂p
∂xi
− kic+ ∂
∂xj
Sij − ∂τ ij
∂xj
, (2.111)
∂ui
∂xi
= 0 , (2.112)
Sij =
1
Re
(
∂ui
∂xj
+
∂uj
∂xi
)
, (2.113)
κi = ui
∂c
∂xi
− ui ∂c
∂xi
, (2.114)
τ ij = uj
∂ui
∂xj
− uj ∂ui
∂xj
. (2.115)
A sub-grid model is needed to calculate τ and κ and close our model. The
popular and very simple Smagorinsky model [Smagorinsky, 1963] is used to
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estimate τ :
τ ij − 1
3
δijτ kk = −νsgs
(
∂ui
∂xj
+
∂uj
∂xi
)
, (2.116)
νsgs = (Cs∆)
2
√
2sijsij = (Cs∆)
2 |sij | , (2.117)
sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (2.118)
where νsgs is the eddy viscosity,Cs is the Smagorinsky coefficient, and∆ is the filter
width and δij is a function that is equal to onewhen i = j and zero otherwise. This
is an eddy-viscositymodel, themost popular formof LESmodel. The Smagorinsky
coefficient, Cs, is tuneable parameter which can take a range of values. A value
of ≈ 0.05 [Peng and Davidson, 2001, Ozgokmen et al., 2007, Eidson, 1985] has
often been found to performwell and has been used here. Modifications of (2.117)
dynamically calculate an optimal value for Cs which can provide improvements
[Germano et al., 1991, Meneveau et al., 1996]. These methods are not considered
further here but would be an interesting area of development for future research.
The filter width, ∆, is usually a function of the mesh cell size. The filter
width should be chosen such that it is in the inertial subrange of the turbulence
energy spectrum. Within this range the turbulent fluctuations are usually locally
homogenous and isotropic [Pope, 2000].
Substituting (2.116) in to (2.111) yields
∂ui
∂t
+uj
∂ui
∂xj
= − ∂p
∂xi
−kic+ ∂
∂xj
Sij+
∂
∂xj
νsgs
(
∂ui
∂xj
+
∂uj
∂xi
)
+
1
3
∂τ ii
∂xi
. (2.119)
The final term on the right hand side gets absorbed in to the pressure term to give
∂ui
∂t
+ uj
∂ui
∂xj
= − ∂p
∂xi
− kic+ ∂
∂xj
Sij +
∂
∂xj
νsgs
(
∂ui
∂xj
+
∂uj
∂xi
)
, (2.120)
where p is now a modified pressure.
κ is calculated as a function of νsgs and the Richardson number, Ri where
Ri =
N2
(∂ux/∂z)2 + (∂uy/∂z)2
, (2.121)
is the ratio of the square of the buoyancy frequency, N2 = − 1Pr2 ∂c/∂z, to the
vertical shear. [Ozgokmen et al., 2007] performed a thorough investigation of a
range of Ri-dependent SGS models. It was found that a Ri-dependent vertical
diffusivity gave good results. The non-vertical components of κ are equal to νsgs.
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Throughout this work the sameRi-dependent vertical diffusivity is used such that
κi = (f(Ri)k − 1) νsgs ∂c
∂xi
, (2.122)
f(Ri) =

0 for Ri < 0 ,
1−
√
1− RiRic for 0 ≤ Ri ≤ Ric ,
1 for Ric < Ri .
, (2.123)
2.7.3 Spatial discretisation
A linear Discontinuous Galerkin (DG) scheme is used for the discretisation
of both the velocity and sediment concentration fields. DG methods are a good
choice of discretisation for advection-dominated problems as they produce stable
discretisations without the need for stabilisation strategies such as streamline-
upwinding [Peraire and Persson, 2008]. DG methods also work well on arbitrary
meshes and have the desirable properties of having a block diagonal mass matrix
that can be trivially inverted locally for each element. This allows for certain
equations to be solved very efficiently [Bassi and Rebay, 1997].
Use of the DG method also requires a choice of flux schemes for the advective
and diffusive terms in both scalar field transport equations and the momentum
equation. Throughout this work a simple upwind flux is chosen for advective
terms. A centred flux is used for the diffusive terms, except in those terms that arise
from discretisation of second derivatives, as discussed in the following section.
For the pressure field a quadratic Continuous-Galerkin scheme is used. We
therefore have amixed finite element pairing for solving the incompressibleNavier
Stokes equations. This element pairing, described by Cotter et al. [2009], has the
benefit of satisfying the Ladyženskaja-Babuška-Brezzi (LBB) stability condition
and hence needs no stabilisation of the pressure field. Additionally, a higher order
accurate pressure field means that the pressure gradient term in the momentum
equation is the same order accuracy as the buoyancy forcing term. These two terms
dominate in early stages of propagation and hence the ability for these terms to
balance is important in determining how the flow evolves.
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Discontinuous methods and second derivatives
As in section 2.6.2, gradient terms need special attention when formulating
a discontinuous discretisation. Solutions are not consistent across element
boundaries, and hence there is no simple description of the gradient of the
solution throughout the domain. As shown in section 2.6.2, the weak form can be
reformulated as a sum of integrals over individual elements. Also as in section
2.6.2, the integrals can be integrated by parts to transform derivatives in to an
integral over the element and its surface. Trial and test functions are consistent
within an element, and hence can be integrated within each element. The surface
integral can be formulated as a function of the values at the surface within an
element and the values at the surface of neighbouring elements to account for
discontinuities in the solution.
However, there are terms in equations (2.28) and (2.29), and (2.110) to (2.111)
when using the LES model, that contain a second derivative. When integrated
by parts, these components still contain a derivative term. This is illustrated by
considering the Poisson equation
∂a
∂xi∂xi
= f , (2.124)
where a(x) is a state variable and f is a source term. This is considered in weak
form by multiplying by an arbitrary test function v(x) and integrating over the
domain Ω ∫
Ω
v
∂a
∂xi∂xi
dΩ =
∫
Ω
vf dΩ . (2.125)
Integrating by parts to obtain∫
Γ
v
∂a
∂xi
ni dσ −
∫
Ω
∂v
∂xi
∂a
∂xi
dΩ =
∫
Ω
vf dΩ , (2.126)
where Γ is the surface surrounding Ω.
There are principally two approaches to handling the issue of discretising the
second derivative, which have been shown to be essentially equivalent [Arnold
et al., 2002]. The first approach produces a class of methods known as interior
penaltymethodswhere (2.126) is solvedwithin each element, taking note of jumps
in gradient and test functions across interfaces, and with a term that penalises
jumps across the interface. This method is not used within this work and hence is
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not discussed in more detail here. The reader is referred to Arnold et al. [2002] for
a detailed description of the method. The second approach, known as the Local
Discontinuous Galerkin (LDG) framework [Cockburn and Shu, 2001], introduces
an auxilliary vector field, ξ, to rewrite (2.124) as a system of first-order PDE’s
ξ =
∂a
∂xi
, (2.127)
∂ξ
∂xi
= f . (2.128)
The weak form is obtained by multiplying by an arbitrary test function v(x),
integrating over the domain and integrating by parts∫
Ω
v ξi ni dΩ =
∫
Γ
v ani dσ −
∫
Ω
∂v
∂xi
a dΩ , (2.129)∫
Γ
v ξi ni dσ −
∫
Ω
∂v
∂xi
ξi dΩ =
∫
Ω
vf dΩ . (2.130)
This form of the equations is known as the dual-form.
The same function space is used for the components of the auxiliary function, ξi,
and the original function, a, which are knownas the trial functions. Asdescribed in
section 2.2, when discretised in space the trial and test functions are approximated
using a linear combination of the basis functions, φ, defined by the function space,
as
a ≈ φi aˆi , v ≈ φi vˆi ,
ξk ≈ φi ξˆki .
(2.131)
where (·)i indicates the unknown, (·), value at node i. Using this definition (2.129)
can be written in discretised matrix form as
M ξˆk = Gk aˆ , (2.132)
such that
ξˆk =M
−1Gk aˆ . (2.133)
Where M =
∫
φiφj is the mass matrix and G is the gradient matrix which can
subtly vary depending upon choice of flux terms. Mass matrix inversion can be
achieved locally as with DG discretisations this matrix is block-diagonal and does
not couple together nodes from different elements. Hence this can be used locally
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in the discretised matrix form of (2.130)
GTk ξk =Mf , (2.134)
GTk M
−1Gk a =M f . (2.135)
where GT is the divergence matrix. Hence the auxilliary variable is ultimately
eliminated and the Poisson equation has been successfully discretised. This
technique can generally be applied to the diffusive terms in the advection
diffusion, and momentum equations when the viscosity is constant and the fluid
is incompressible. There are some complications when a fluid is compressible,
or if the viscosity is spatially varying, as in LES. Details of how this problem are
resolved is detailed in section 2.7.3.
Several variations of this method exist. These methods differ in the choice
of flux terms that arise from element boundary integrals, as described in section
2.6.2. Two methods are used in this thesis. The Compact discontinuous Galerkin
(CDG), and the Bassi-Rebay (BR) methods. LES is only implemented using the BR
scheme, and therefore in chapter 5 BR is used throughout. More detail about how
this is implemented are given in section 2.7.3. In chapter 4 the CDG method is
used. The CDG method benefits from having a much smaller stencil which helps
in scaling the problem, as well as being optimally convergent [Peraire and Persson,
2008]. In practice, no noticeable difference was observed in any diagnostic when
switching between the two methods.
LES spatial discretisation
The viscous term in (2.96) simplifies as
∂
∂xj
Sij =
∂
∂xj
1
Re
(
∂ui
∂xj
+
∂uj
∂xi
)
=
1
Re
∂2ui
∂x2j
, (2.136)
using the continuity equation and the assumption that the fluid is incompressible.
Using (2.135) this term is discretised as
GTj
1
Re
ξij = G
T
j
1
Re
M−1Gj ui . (2.137)
However, when using LES, the Reynolds stress term in (2.120) is
∂
∂xj
νsgs
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.138)
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where νsgs(x, t) varies in space and time such that the same simplification cannot
be made. This problem is overcome by posing the sum of derivatives as a linear
function of the derivative [Bassi et al., 2005, Klaĳ et al., 2006]
∂
∂xj
νsgs (2 sij) =
∂
∂xj
νsgsAijrs
(
∂ur
∂xs
)
(2.139)
where Aijrs is a linear operator defined as
Aijrs = ∂(2 sij)
∂(∂ur/∂xs)
= (δirδjs + δisδjr) (2.140)
where δ is equal to one when its indices are equal and zero otherwise.
Using (2.135) this Reynolds stress term is then discretised as
GTj νsgsAijrsξrs = GTj νsgsAijrsM−1Gs ur . (2.141)
Slope limiting
As discussed in section 2.6.3, advection when using a DG discretisation is not
bounded. It is very important for this problem that the solution remains bounded.
Under shoots in the sediment concentration field produce negative densitieswhich
become buoyant and lead to completely unrealistic physics within the flow.
Slope limiters may be employed to bound the solution, although these can be
dissipative. Slope limiting is applied in vertically resolved models throughout
this thesis. Where applied, vertex-based slope limiting, as suggested by Kuzmin
[2010], is used.
Vertex-based slope-limiting limits the values of the nodes, ui, at vertex, xi, to
be within the bounds of the mean value, uc, of each element that shares vertex xi.
To achieve this, the first step is to calculate the values of umaxi and umini . These
are initially set to extreme low and high values respectively, and then updated by
looping through all of the elements containing vertex xi and computing:
umaxi = max(uc, u
max
i ), (2.142)
umini = min(uc, u
min
i ). (2.143)
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A correction factor, αe, is then computed for each element as follows:
αe = min
i

min
(
1,
umaxi −uc
ui−uc
)
, if ui − uc > 0 ,
1 if ui − uc = 0 ,
min
(
1,
umini −uc
ui−uc
)
, if ui − uc < 0; .
(2.144)
ui is then updated as:
ui(x) = uc + αe
(
∂u
∂xj
)
c
(x− xc)j . (2.145)
where (∂u/∂x)c is the local gradient within the element before slope limiting is
applied.
It should be noted that, at sufficiently high resolutions, slope limiters may not
be necessary [Bassi and Rebay, 1997]
2.7.4 Temporal discretisation
A Crank-Nicolson time discretisation is used throughout the model. The
Crank-Nicolson scheme takes the average of the function values in each timestep
as
an+1/2 =
an + an+1
2
, (2.146)
where an is the known value of a function, a, at the end of the last time step
and an+1 is the unknown value at the end of the time step. This discretisation is
second-order accurate in time. Thus both the spatial and temporal discretisation
are second order accurate.
The coupled system of non-linear equations is solved using two non-
linear iterations known as Picard iterations. Within each Picard iteration the
momentum equation and advection-diffusion equation for sediment are solved.
The momentum equation is solved first. The advection term is non-linear. To
linearise the equation the advecting velocity is set to a non-linear velocity defined
as
unl =
un + un+1∗
2
, (2.147)
where un+1∗ is the current best guess of un+1. On the first iteration this best guess
will be equal to un. Within the gravity term, the best available guess for cn+1/2 is
52
used, which is termed cnl. The best available guess for the pressure term is also
used, denoted p∗. Thus the discretised form of the momentum equation is
M
u∗ − un
∆t
+A(unl)un+1/2 +Kun+1/2 +G p∗ = B cnl , (2.148)
whereA(unl) is the advection matrix,K is the viscosity matrix,B is the buoyancy
matrix, and u∗ is an intermediate velocity which will not satisfy the continuity
equation as the pressure is wrong.
A pressure correction follows. If the pressure was known the exact form of
(2.148) would be
M
un+1 − un
∆t
+A(unl)un+1/2 +Kun+1/2 +G pn+1/2 = B cnl . (2.149)
Combining (2.148) and (2.149) one can obtain
M
u∗ − un+1
∆t
= G (pn+1/2 − p∗) = G∆ p , (2.150)
where∆ p is the sought after pressure correction term. The continuity andpressure
basis functions are chosen to be the same. Using the continuiuty equation this can
then be reformulated as
GTu∗ −MDgD
∆t
= GTM−1G∆ p , (2.151)
whereMD =
∫
ΓD
M ·n, with ΓD being the surfaces over which Dirichlet boundary
conditions are applied to velocity, and gD being the values applied at the Dirichlet
boundaries [Gresho and Chan, 1988, Imperial College London AMCG, 2014]. This
equation is solved to obtain∆ p. The pressure and velocity can then be updated as
pn+1/2 = p∗ +∆p (2.152)
un+1 = u∗ −∆tM−1G∆p . (2.153)
The sediment volume fraction advection-diffusion equation is solved next.
Time discretised, this equation takes the form
M
cn+1 − cn
∆t
+As
(
un+1/2, β
)
cn+1/2 +Ks c
n+1/2 = 0 , (2.154)
where As(un+1/2, β) is the sediment advection matrix, which is a function of the
velocity and sinking velocity,Ks is the diffusion matrix.
When using theRi-dependent LESmodel, the diffusivitymatrix is a function of
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the eddy viscosity, the velocity gradient, and the sediment concentration gradient,
Ks(νsgs, ∂u/∂x, ∂c/∂x). This makes the equation non-linear. The equation is
linearised similarly to the velocity equation, taking the best guess of c available
prior to solving the equation, cnl, such that the advection-diffusion equation
becomes
M
cn+1 − cn
∆t
+As
(
un+1/2, β
)
cn+1/2+Ks
(
νn+1/2sgs ,
∂un+1/2
∂x
,
∂cnl
∂x
)
cn+1/2 = 0 .
(2.155)
Time discretisation non-conformities
There are a few exceptions to the use of Crank-Nicolson time discretisation.
The bed shear stress is calculated at the start of each time step and hence the
re-entrainment rate is fully explicit. Additionally, slope limiters used with DG
discretisations only guarantee a bounded solution in conjunction with an explicit
advection scheme. Therefore the sediment transport andmomentumequations are
solved in two stages when slope limiting is applied. Advection is calculated using
sub cycles with a small time step defined by a CFL criteria one order of magnitude
tighter than for the rest of the model, then diffusion/viscous dissipation occurs
with Crank-Nicolson discretisation.
This process is described in detail for the advection-diffusion of sediment. The
method is identical for the momentum equation. The time discretised advection-
diffusion equation for sediment with an explicit advection term can be written in
matrix form as
M
cn+1 − cn
∆t
+As
(
un+1/2, β
)
cn +Ksc
n+1/2 = 0 . (2.156)
This can be reformulated as
M
cn+1 − c∗
∆t
+M
c∗ − cn
∆t
+A
(
un,un−1, β
)
cn +Kcn+1/2 = 0 , (2.157)
and then split into two equations as
M
c∗ − cn
∆t
+A
(
un+1/2, β
)
cn = 0 , (2.158)
M
cn+1 − c∗
∆t
+Kcn+1/2 = 0 . (2.159)
Equation (2.158) is sub cycled in n stepswith a CFL criteria one order ofmagnitude
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tighter than that implied by∆t, such that we solve n equations of the form
M
c† − c†−1
∆t/n
+A
(
un+1/2, β
)
c†−1 = 0 , (2.160)
where c†−1 = cn for the first sub cycle, c† = c∗ at the end of the last sub cycle. Then
(2.159) is solved for.
An adaptive time step is used. This makes the simulation more robust
when using a changing mesh and also takes advantage of the reducing current
velocity over time which allows for much larger time steps towards the end of
the simulation. The time step length is based upon obtaining a target Courant
number of 2. This is a relatively conservative requirement for the implicit time
discretisation used. A summary of the full time-loop is included in Figure 2.4.
un, pn, cn, ηn
Calculate τb and E
Sub cycle advection
Solve diffusion
Sub cycle advection
Solve viscous dissipation
Calculate pressure correction∆p
Use∆p to correct u∗ to un + 1 and obtain pn+1
Solve for ηn+1
×2
n = n+ 1
Solve for cn+1
Solve for u∗
Figure 2.4: A summary of the time loop. u∗ is the intermediate velocity before
correction. Advection is shown here as being sub cycled. Slope limiting is applied
after each explicit sub cycle.
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2.7.5 Model verification
The Fluidity code is extensively tested [Farrell et al., 2011]. Code verification is
based upon unit tests, and tests based upon theMethod of Manufatured Solutions
(MMS) [Roache, 2002]. The code is validated against a large range of benchmark
test cases. These tests are performed repeatedly in an automated build cycle
[Farrell et al., 2011]. As new code is generated, new tests are added to the Fluidity
test suite.
This work involved a number of changes to the Fluidity code. The majority of
these are tested using unit tests which are not documented here. However, the
implementation of LES required more significant testing. A convergence test was
created to verify the implementation of the LES code. This is detailed below.
MMS tests are a rigorous method of verifying that a set of equations have been
implemented correctly in computer code. The test domain is defined as a two
dimensional square with equal sides of length 2pi.
The purpose of this test is to verify the implementation of the viscous term
in the momentum equation, and the diffusion term in the sediment advection-
diffusion equation. Therefore mass, advection, pressure, and buoyancy terms are
removed from the equations. The momentum equation has an added absorbtion
term to enable convergence and as such takes the form of the Helmholtz equation
∂
∂xj
Sij +
∂
∂xj
νsgs
(
∂ui
∂xj
+
∂uj
∂xi
)
+ ui = 0 . (2.161)
The sediment advection-diffusion equation takes the form
1
ScRe
∂2c
∂x2i
− ∂κi
∂xi
= 0 . (2.162)
The value of parameters in an MMS test does not need to be representative of a
real problem. The values are chosen to be Re = Sc = Pr = 1.0, Ric = 3.0.
Analytical solutions are generated for u and c against which the model output
can be compared. The arbitrary solutions are of the form
f0 sin(αxx) + f1 cos(αxx) + f2 sin(αyy) + f3 cos(αyy) + f4x+ f5y (2.163)
The coefficients of the solutions are mostly selected randomly with −1 < f0−5 <
1 and −2 < αx,y < 2. f2 is selected manually such that the value of Ri is
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Figure 2.5: Generated analytical solutions for u and c in Ri-dependent LES MMS
test.
always positive and is less than Ric = 3.0. Thus the computed value of f(Ri) in
(2.123) is always in the range of the continuous function and the solution has no
discontinuities. The selected values for u are
f0 = 0.8, f1 = −0.6, f2 = −0.3, f3 = 0.8, f4 = −0.9, f5 = 2.0,
αx = 1.7, αy = 0.3 .
(2.164)
The selected values for c are
f0 = 0.3, f1 = −0.5, f2 = 0.1, f3 = 0.2, f4 = 0.4, f5 = −1.0,
αx = 1.3, αy = −1.2 ,
(2.165)
which produces analytical solutions as shown in Figure 2.5.
The above analytical solutions are substituted in to (2.161) and (2.162).
These generated solutions are generally not the exact solution to the equations.
A non-zero source term is added such that the residual is zero. As such
the chosen analytical solutions are now the correct solution to the equations.
Dirichlet boundary conditions matching the analytical solution are applied on all
boundaries. Themomentumequation is solvedfirst, providing the necessary value
of νsgs for the advection-diffusion solve, then the advection-diffusion equation is
solved. This is repeated for a range of element characteristic lengths. The L2-norm
error in the computed functions is calculated at each of the mesh resolutions and
the order of convergence is analysed. The spatial convergence rate should be 2.0.
The minimum convergence rate obtained is 1.981which is a strong indication that
the spatial discretisation is implemented correctly (Figure 2.6).
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Figure 2.6: L2 error norm for variables in the LES MMS test over a range of
characteristic edge lengths.
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Chapter 3
Using the adjoint approach to optimise
the initial conditions of a turbidity
current.
Synopsis
The vast majority of the available data for turbidity currents is con-
tained in the sedimentary deposits that they leave behind. Significant
effort is spent attempting to diagnose details about the turbidity current
that produced them. Computer models are a useful tool to help
to diagnose these deposits and they have been directly applied in
attempts to recreate real-world deposits. Obtaining reliable results
requires good knowledge of the initial and boundary conditions, as
well as accurate estimates of values formodel parameters such as those
defining the distribution of sediment diameters in the flow. Obtaining
good estimates for all of the model inputs is a difficult challenge.
This chapter describes how a shallow water sediment-laden density
current model is differentiated using the adjoint method. This
enables optimisation of model parameters using efficient gradient-
based optimisation techniques. These optimisation capabilities are
applied to minimise the data misfit between modelled sediment
deposits and field measurements taken in the Miocene-age Marnoso
Arenacea Formation (Italy). To the best of the author’s knowledge,
this work represents the first published work where optimisation is
applied to turbidity currents and demonstrates the usefulness of these
techniques for interpreting sedimentary successions that have been
deposited by turbidity currents.
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3.1 Introduction
This chapter presents the use of a differentiated depth-averaged model of a
turbidity current. Gradient information is used to optimiseparameters tominimise
the datamisfit betweenmodelled sediment deposits andfieldmeasurements taken
in the Miocene-age Marnoso Arenacea Formation (Italy). The adjoint method is
used which is an efficient way of computing the sensitivity of a model output to
many input parameters.
This chapter is organised as follows. Section 3.2 describes the adjoint method.
In section 3.3, gradient-based optimisation is applied to minimise data misfit
between the modelled sediment deposit and field measurements. This includes
a description of initial conditions and parameters, the functional used in the
optimisation, verification of the gradient functional, and optimisation results. This
section also includes details of how the model is extended to include a second
sediment class which can represent mud in the flow, and optimisation results
following the addition of a mud sediment class. Conclusions are drawn in section
3.4.
3.2 The adjoint model
Consider a problem with N input parameters, forming a vector, m. Let
F (U,m) ≡ 0 be the set of PDEs that describe a model where U is the model
variables throughout time such that U can be seen as an implicit function of m
through finding a solution to F (U,m) ≡ 0. Suppose the aim is to minimise an
objective functional, J(U,m) by optimising m. Here, J(U,m), will be defined as
a function measuring the difference between a deposit profile generated by the
model and a target deposit profile. Where optimisation is required to a tolerance
of δmi, with i being the index of each parameter, and where each parameter has
bounds spanning a range∆mi, optimisation by a brute force approach will require∏N
i ∆mi/δmi iterations to find a solution. N may be very large for a sediment-
laden density current model which could potentially have time-varying boundary
conditions for sediment concentration, velocity and height, uncertainty in the
elevation profile and friction coefficient of the surface over which the current is
flowing, and uncertainty in parameters that govern physics of the flow such as
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entrainment of ambient fluid, front speed, and sediment erosion. Many of these
form functions that vary over space and time such that the parameter space grows
as the resolution in time or space increases. Such a large potential parameter space
motivates the use of a more advanced and efficient optimisation strategy.
Numerous algorithms have been developed that improve on this brute force
approach. These optimisation algorithms begin with an initial guess of the
input parameters and iterate, generating improved estimates until they terminate,
hopefully at the optimised solution. The author refers the reader to Jorge and
Stephen [1999] for an extensive description of the range of numerical optimisation
methods.
Most of these optimisation algorithms require the derivative of the objective
functional, dJ/dm [Jorge and Stephen, 1999]. Given that U(m) is a function that
involves solving a large set of PDEs numerically, obtaining dJ/dm is a difficult
challenge. Approximation techniques, such as finite differencing, could be used to
evaluate the gradient, but this will require an excessive number of function calls
and may suffer from noise [Jorge and Stephen, 1999]. Here, the adjoint model is
used to calculate the derivative. This approach is favoured as it calculates dJ/dm
for any number of parameters with a single evaluation of the adjoint model.
Obtaining the adjoint model begins by applying the chain rule to dJ/dm
dJ(U(m),m)
dm =
〈
∂J
∂U
,
dU
dm
〉
+
∂J
∂m
. (3.1)
∂J/∂U and ∂J/∂m are both vectors, and they are typically straightforward to
compute as J is typically a given analytical function of U and m. dU/dm on the
other hand is a matrix that is typically dense and is very difficult to compute. A
relationship for dU/dm can be obtained by taking the total derivative ofF (U,m) ≡
0with respect tom
dF (U(m),m)
dm =
∂F
∂U
dU
dm +
∂F
∂m
= 0 , (3.2)
⇒ ∂F
∂U
dU
dm = −
∂F
∂m
. (3.3)
Equation 3.3 is the tangent-linear equation. ∂F/∂U and ∂F/∂m are both matrices.
The solution of this equation is obtained by solvingN systems of equations. When
there aremany functionals and a small set of parameters this equation can beuseful
for obtaining dJ/dm. With a large set of parameters and only one functional, as
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is the case here, this is not an efficient approach.
However, suppose that ∂F/∂U in (3.3) is invertible so that one can obtain
dU
dm = −
(
∂F
∂U
)−1
∂F
∂m
. (3.4)
This expression can be substituted for dU/dm directly into (3.1) to obtain
dJ(m)
dm = −
〈
∂J
∂U
,
(
∂F
∂U
)−1
∂F
∂m
〉
+
∂J
∂m
. (3.5)
A simple property of inner products, 〈y,Ax〉 = 〈A∗y, x〉, where A∗ is the
conjugate transpose, or adjoint, of A, can be used to shift (∂F/∂U)−1 to the left
hand side of the inner product
dJ(m)
dm = −
〈(
∂F
∂U
)−∗
∂J
∂U
,
∂F
∂m
〉
+
∂J
∂m
. (3.6)
Gathering the left-hand side of the inner product into a new variable,
λ:=
(
∂F
∂U
)−∗
∂J
∂U
, (3.7)
yields the linear system of equations for the adjoint variable, λ(
∂F
∂U
)∗
λ =
∂J
∂U
. (3.8)
Equation 3.8 is the adjoint equation. The right hand side is a vector and hence
only one evaluation is required to obtain λ for a specific functional, J . Once (3.8)
is solved, dJ/dm can easily be computed with respect to any parameter m by
substituting the value of λ in to (3.5).
(∂F/∂U)∗ and ∂F/∂m still need to be obtained, no simple task for a large
set of complex PDEs implemented in computer code. The challenge of obtaining
these matrices is often prohibitive to using the adjoint model. However, the high-
level abstraction of the coding provided by using FEniCS to create this model
makes calculating ∂F/∂u and ∂F/∂m an automatable task using an additional
tool, dolfin-adjoint [Farrell et al., 2012]. This powerful tool automatically derives
the discrete adjoint and tangent linear models from a forward model written in
dolfin, the front-end user interface for FEniCS. This makes differentiating the
forward model, and solving the adjoint equation to obtain the derivative of the
objective functional a much simpler task. Additionally to this, dolfin-adjoint also
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contains tools for carrying out optimisation of model parameters by interfacing
with scipy and IPOPT [Wachter and Biegler, 2006] optimisation algorithms [Funke
and Farrell, 2013].
3.3 Estimation of parameters for the turbidity
current that generated bed 1.1 in the
Marnoso Arenacea Formation
The Marnosa Arenacea Formation spans 17 to 7 Ma (Late Burdigalian to
Tortonian) and is over 3500m thick [Talling et al., 2007b]. Deposition occurred
from two sources: the northwesternAlpine source and the southwesternApennine
source [Lucchi and Valmori, 1980, Gandolfi et al., 1983]. The deposit contains
turbidites deposited in a relatively wide (>60km) basin, in a non-channelised
manner [Talling et al., 2007b, Lucchi and Valmori, 1980, Gandolfi et al., 1983]. The
formation provides the most extensive and detailed correlation of flow deposits
(beds) in any ancient turbidite system and is therefore a natural laboratory for
studying turbidite depositional processes [Amy and Talling, 2006]. It has been
extensively mapped with more than 100 sections being accurately recorded over
a correlated distance of more than 120 km [Amy and Talling, 2006]. Bed volumes
range fromO(10−3)km3 to several km3 [Talling et al., 2007a]. It contains extensive
data for the evaluating the performance of the adjointed turbidity current model
described here.
In this section an optimisation algorithm is used to select model parameters
that produce an output deposit that best matches part of bed 1.1 in the Marnoso
Arenacea Formation, as recorded by Amy and Talling [2006]. This is defined as a
small volume flow deposit with a total sediment volume of ≈ 0.215km3 [Talling
et al., 2007a]. Talling et al. [2007a] produced an approximate one-dimensional
profile for the Bed 1.1, 1.2.2 and 1.2.3 deposits parallel to the palaeoflow which is
used to produce an approximate one-dimensional flow deposit for Bed 1.1 (Figure
3.1). The shape of the deposit strongly resembles that of very low concentration
currents in laboratory tests, and also resembles the shape of bed profiles generated
by the Bonnecaze et al. [1993] model. This implies that the flow that created this
deposit was a very low concentration current. The model used in this chapter is
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Figure 3.1: Sandstone depths measured for Bed 1.1 along the Pietralunga and
Ridracoli structural elements orientated approximately parallel to the palaeoflow.
This has been reconstructed from the Figure 5 in Talling et al. [2007a]. A fourth
order polynomial approximation of the deposit profile, ηT is also shown. This is
used as a target for the optimisation algorithm. The base of the bed is shown as a
horizontal datum in order to illustrate lateral changes in deposit thickness. Note
that a different datum is used in the source figure, which uses the top of Bed 1.2.2
rather than the top of Bed 1. The palaeo-elevation of the base of the bed would
have varied spatially, reflecting basin-floor relief.
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very simple. It does not model any stratification, or particle-particle interactions
in the flow. As such it’s application is limited to very low concentration flows and
hence Bed 1.1 is a good candidate case study for this model.
The deposit consists of both a sandstone and mudstone deposit. The focus is
on attempting to recreate only the sandstone portion of the deposit. It is likely
that ponding effects have influenced the shape of the mud deposit in this bed
[Talling et al., 2007b]. The outcrop quality also deteriorates beyond the extent of
the sandstone deposit. Therefore, no attempt is made to model this portion of the
bed.
3.3.1 Choice of initial conditions and parameters
The initial conditions are based upon the analytical solution for a non-
depositional flow at a non-dimensional time, t = ts = 3.0 after a column collapse,
as described in (2.94) and repeated here for reference. These are as follows
xN = κt
2/3, u =
2
3
κt−1/3y, h = κ−1t−2/3H, ψ = 1.0 , (3.9)
where
y = x/κt2/3, κ =
(
27Fr2N
12− 2Fr2N
)1/3
,
H =
4
9
κ3
(
y2
4
− 1
4
+
1
Fr2N
)
.
(3.10)
Some assumptions are therefore made as to the initial shape, sediment concentra-
tion profile, and velocity profile of the flow.
The non-dimensional particle settling velocity, β is calculated using the
standard Stokes settling law for a particle in suspension [Lamb, 1993], non-
dimensionalised by the buoyancy velocity ub =
√
h0 g′ψ0, as in (2.37), where ψ0 is
the initial depth-averaged sediment volume fraction, to give
β =
g′D2
18 ν (h0 g′ψ0)1/2
=
g′1/2D2
18 ν (h0 ψ0)
1/2
, (3.11)
where D is the average sediment diameter. The sediment reduced gravity,
g′ = (ρp − ρa) g/ρa ≈ 16, is based upon the reduced gravity of silica in water.
Using these initial conditions there are three unknowns, which become the set
of input parameters that will be optimised, m = (h0, ψ0, D)T . Note that these
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input parameters only affect the non-dimensionalised simulation by changing the
settling velocity of the sediment. However, the important output, which forms part
of the objective functional, the dimensional deposit shape, is differently affected
by h0 and ψ0. Hence the three input parameters must be varied independently.
The beginning of the basin is defined as being at the front of the current at
t = ts such that the current is not in the basin prior to the start of the simulation.
The current enters the domain as soon as the simulation starts. The end of the
simulation, tf , is defined as the time at which the total suspended sediment is less
than 1% of the starting quantity.
3.3.2 Choice of optimisation functional
The aim is to reduce the difference between the deposit profile generated by
this model and the target deposit profile from field measurements. Therefore, the
functional to minimise, J , has the form
J(U(m),m) =
∫ xˆmax
0
(η˜ − ηT )2 dxˆ , (3.12)
where ηT is the dimensional target deposit profile, η˜ = ψ0 h0 η is the dimension-
alised modelled deposit, xˆmax = 82000, is the extent of the measured data, and
xˆ = x˜ − x˜N (ts), is a coordinate transformation such that xˆ = 0 at the front of the
current at t = ts, x˜ = y x˜N (tf ) is the dimensionalised reverse of the coordinate
transformation outlined in section 2.6, and x˜N (t) = h0 xN (t), is the dimensional
length of the current.
To calculate this functional, ηT must be a function of xˆ. The deposit is
approximated using an fourth-order polynomial as
ηT =
4∑
i=0
ci xˆ
i , (3.13)
where ci is the ith coefficient. The coefficients are obtained using the least squares
method. The fourth-order approximation fits the measured data points well (see
Figure 3.1).
It is important to note that at the end of the simulation, t = tf , the length of the
current does not necessarily match the length of the deposit, or xˆN 6= xmax, where
xˆN (t) = x˜N (t)− x˜N (ts), is the dimensional length of the modelled deposit within
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the basin. This complicates calculation of the above integral.
Calculation of J is split in to two components, an integral over the length of
the modelled current, xˆ < xˆN (tf ), defined as J0, and an integral over the region
beyond the length of the modelled current xˆN (tf ) < xˆ < xˆmax, defined as J1 such
that
J = J0 + J1 (3.14)
The first integral takes the form
J0 =
∫ max(xˆN , xˆmax)
0
[ηT (xˆ)− η˜(xˆ)]2 dxˆ (3.15)
such that J0 integrates the difference between the modelled deposit and the target
deposit over the greater of the length of the modelled deposit, or the length of the
measured data. This can be approximately transformed in to themodel coordinate
system as
J0 =
∫
Ω
[ γ0 ηT (xˆ(y))− γ0 η˜(xˆ(y)) ]2 dy (3.16)
where γ0 is a scaled filter defined as
γ0(xˆ) = max(xˆN , xˆmax)
exp [ min(xˆ− xˆmax, xˆ, 0) ]
sγ0
, (3.17)
sγ0 =
∫
Ω
exp [ min(xˆ− xˆmax, xˆ, 0) ] dxˆ , (3.18)
where min() and max() are suitable smooth, differentiable minimum and
maximum functions.
The second integral, J1, takes the form
J1 =
∫ xˆmax
min(xˆN , xˆmax)
ηT (xˆ)
2 dxˆ (3.19)
such that J1 integrates the target deposit volume beyond the extent of themodelled
deposit. If the modelled deposit length exceeds the length of the measured data
this integral will be zero. Again, this can be approximately transformed in to the
model coordinate system as
J1 =
∫
Ω
[ γ1 ηT (x˜(y)) ]
2 dy , (3.20)
x˜(y) = min(xˆN + y(xˆmax − xˆN ), xˆN ) , (3.21)
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where γ1 is a scaled filter defined as
γ1(xˆ) = [ xˆmax −max(xˆN , xˆmax) ] exp [ min(xˆ− xˆmax, 0) ]
sγ0
, (3.22)
sγ0 =
∫
Ω
exp [ min(xˆ− xˆmax, 0) ] dxˆ , (3.23)
3.3.3 Verification of the gradient calculation
The gradient computationwas verifiedusing the Taylor remainder convergence
test. Let Ĵ(m) ≡ J(U(m),m), a pure function of m. The first-order Taylor
expansion states that:∣∣∣∣∣Ĵ(m+ δm)− Ĵ(m)− dĴ(m)dm δm
∣∣∣∣∣ = O (‖δm‖2) . (3.24)
The above calculation was carried out for a number of perturbation directions
and magnitudes. The convergence of the remainder term was second order with
respect to this varying δm magnitudes, for all perturbation directions, providing
strong evidence that the adjoint model and gradient computation is implemented
correctly.
3.3.4 Initial optimisation results
With confidence that the forward and backward models are working,
optimisation of the input parameters, m, to minimise the objective functional
J can now be performed.
min
m
= J(U(m),m) , (3.25)
subject to
g(m) ≤ 0 , (3.26)
where g(m) is a set of functions that apply the following bounding constraints on
the input parameters
10.0 ≤ h0 ≤ 1.0× 104 , (3.27)
1.0e− 5 ≤ ψ0 ≤ 0.5 , (3.28)
1.0× 10−6 ≤ D ≤ 1.0× 10−3 . (3.29)
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These bounding constraints are chosen based upon very loose limits of expected
values that each parameter may possibly take. The principal purpose of these
bounds is to avoid invalidnegativevaluesbeinggenerated for anyof theparameters
and to avoid physically impossible, or highly improbable starting values.
The nonlinear optimisation library, IPOPT [Wachter and Biegler, 2006], is
used to solve this problem. This library implements a primal-dual interior-point
algorithm which has good global and local convergence properties [Wachter and
Biegler, 2005]. The interface to this library is supplied by dolfin-adjoint [Funke
and Farrell, 2013].
The initial input parameters are set to
m =

h0 = 2300.0
ψ0 = 7.0× 10−4
D = 200.0× 10−6
 . (3.30)
The aim is to recreate the sand deposit by modelling only the sand in the flow
using a single average grain size. The value of ψ0 is based upon a combined
initial volumetric concentration for the sand and mud mixture of 0.5%, and a
mud percentage of 0.86. The starting value for h0 is based upon the area of
the two-dimensional deposit profile and the value of ψ0. The average sediment
grain size is a reasonable estimate of the average grain size based upon the
information provided by Talling et al. [2007a]. The input parameters provided to
the optimisation algorithm are normalised. This helps the optimisation algorithm
work effectively [Jorge and Stephen, 1999].
The criteria for finishing the parameter optimisation is based upon the relative
change in J between iterations such that
|Ji − Ji−1| /Ji < 1.0× 10−5 , (3.31)
where Ji is the value of J after the ith iteration. The optimisation is completed in
21 iterations, with a final functional value of J = 1.75 (Figure 3.2). The optimised
deposit profile, η, compares well with ηT (Figure 3.3). Most notably there is a
significant variation in the thickness at the most distal end of the deposit. This
will be addressed later.
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Figure 3.3: Optimised dimensional deposit output from themodel, η˜, with a single
sediment phase shown against the field measurement from Bed 1.1 [Talling et al.,
2007a] and fourth-order polynomial target deposit profile, ηT .
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The final optimised values are
m =

h0 = 2560
ψ0 = 4.94× 10−4
D = 103× 10−6
 . (3.32)
These optimised values are not completely acceptable. The value for h0 represents
the initial height of the current if it started fromastatic lock-release initial condition.
This translates to an initial current height of 993.3m at the start of this simulation,
andas the current enters thebasinplain. This values appear tobe a little extreme for
a relatively small turbidity current. Additionally, the average sediment diameter of
103µm is lower than expected. Talling et al. [2007a] defines the sandstone interval
as being dominated by sediment grains estimated to be larger than ≈ 125µm.
A clear omission from the model is presence of mud in the suspension. The
presence of mud in the flow will significantly alter the energy budget of the flow.
A mud phase can be easily included such that the model produces more realistic
optimised values. This is detailed below.
3.3.5 Extending the model to include a mud phase
Investigating the effect of including mud in the sediment mixture can be
achieved relatively simply by including an additional transport equation [Dorrell
et al., 2013b]
∂ϕm
∂t
=
1
xN
(
yx˙N
∂ϕm
∂y
− ∂
∂y
(qϕm
h
))
− βmϕm
h
, (3.33)
where ϕm = ψmh is the vertically integrated volume fraction of mud in the
suspension with ψm being the depth-averaged volume fraction of mud within
the flow, and βm is the settling velocity of the mud particles. Assuming that the
density of both sediment classes are the same, (2.59) is modified to include this
new sediment class in the gravity term
∂q
∂t
=
1
xN
(
yx˙N
∂q
∂y
− ∂
∂y
(
q2
h
+
(ϕ+ ϕm)h
2
))
. (3.34)
Finally ϕ and ϕm are scaled such that at the start of the simulation ϕ+ ϕm = 1.0.
The aim is still to recreate the deposit of sand and hence the equation for η stays
the same, although the deposit generated by the two phase model is termed η2 for
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clarity. The discretisation for (3.33) is consistent with the rest of the model.
The initial condition needs to be altered to include the new sediment class. The
initial vertically averaged volume fraction of sand is changed to be ψ = fs, and
a new initial condition for the initial vertically averaged volume fraction of mud
is introduced ψm = 1.0 − fs. The sand fraction, fs, is estimated by Talling et al.
[2007a] to be 0.14 and is kept fixed.
βm must also be calculated. This is done in the same way as for β except that a
different sediment diameter parameter, Dm, the mean diameter of mud particles
in the flow, is used and optimised. The equation for βm is therefore
βm =
g′1/2D2m
18 ν (h0 ψ0)
1/2
. (3.35)
Note that ψ0 is now the combined initial volume fraction of sand and mud in the
flow.
3.3.6 PDE constrained optimisation for the two phase
model
The set of optimised input parameters is redefined as m = (h0, ψ0, D,Dm)T .
An additional bounding constraint is added for Dm such that the new bounding
constraints form are
10.0 ≤ h0 ≤ 1.0× 104 , (3.36)
1.0e− 5 ≤ ψ0 ≤ 0.5 , (3.37)
1.0× 10−6 ≤ D ≤ 1.0× 10−3 , (3.38)
1.0× 10−6 ≤ Dm ≤ 100.0× 10−6 , (3.39)
The initial input parameters are set to
m =

h0 = 2100.0
ψ0 = 5.0× 10−2
D = 200.0× 10−6
Dm = 20.0× 10−6
 . (3.40)
As previously, these are normalised before being passed to the optimisation
algorithm. The criteria for finishing the optimisation is consistent with the
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iterations against the value of the objective functional, J , that we are aiming to
minimise. Values shown are normalised by their starting values. (∗)n is the value
of parameter ∗ at the start of iteration n.
previous optimisation (see (3.31)).
Optimisation of the two-phase model is completed in 17 iterations, with final
functional value of J = 2.13 (see Figure 3.4). The resultant deposit is very similar in
shape to that obtainedusing the single phasemodel (see Figure 3.5). Quantitatively
the fit is very slightlyworse thanwhen using the single phasemodel. Qualitatively
it is very hard to determine which model fits the data better. Notably the runout
length is slightly longer using the two-phase model, although the fit with the
measured data is still poor towards the end of the deposit. Talling et al. [2007a]
noted how the distal section of small deposits in the Marnoso Arenacea formation
show evidence of transport in a tractional boundary layer. This simulation does
notmodel bedload transport or erosionwhich is the likely reason for the difference
in results. The velocity of the head of the turbidity current in this simulation varies
between 10m/s and 2.4m/s over the period where sand is deposited (Figure 3.7).
At these head velocities erosion is very likely to occur. Models for erosion and
bedload transport exist [Garcia, 1994, Sequeiros et al., 2009] and will be added in
future work.
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Figure 3.5: Optimised dimensional deposit output from the model with both a
mud and sand sediment phase, η˜2 shown against the optimised results from the
single sediment phase model, η˜, the fieldmeasurement from Bed 1.1 [Talling et al.,
2007a] and fourth-order polynomial target deposit profile, ηT .
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The final optimised values are
m =

h0 = 1920
ψ0 = 5.94× 10−3
D = 125× 10−6
Dm = 28.1× 10−6
 . (3.41)
Comparing these results to those obtained for the single phase model, the value of
h0 has reduced by 25% and translates to an initial current height of 745.0m as the
current enters the basin plain. The average sediment diameter has also increased
by 21% to 125µm bringing the average diameter closer to the estimates from field
measurements by Talling et al. [2007a]. Arguably, the sand andmud phase should
be subdivided further. Dorrell et al. [2013b] described how polydisperse density
currents will have longer run out distances than equivalent currents with uniform
sediment at the mean value of the poydisperse current.
It is also interesting to assess the sensitivity of the model to variations in the
input parameters by analysing the final gradient of the objective functional,
dJ
dm¯ =

dJ/dh¯0 = 5.1× 10−3
dJ/dψ¯0 = −1.8× 10−3
dJ/dD¯ = −2.4× 10−3
dJ/dD¯m = 1.5× 10−6
 . (3.42)
where ·¯ indicates a parameter value normalised by its value on the initial
optimisation iteration. The sensitivity of the functional to changes in the mud
diameter is several orders of magnitude smaller than the sensitivity to changes in
the other variables.
It is indeed found that changing this value has very little effect on the obtained
deposit. The same simulation is run with the mud diameter decreased by two
orders of magnitude such that the input parameter values are
m =

h0 = 1920
ψ0 = 5.94× 10−3
D = 125× 10−6
Dm = 0.281× 10−6
 . (3.43)
The resulting functional value, J = 2.13, which is identical to that obtained for the
optimised simulation. There is no discernible difference in the resulting deposit,
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Figure 3.6: Optimised dimensional deposit output from the model with both a
mud and sand sediment phase, η˜2 shown against results from the same model,
with the same parameters but a mud settling velocity reduced by two orders of
magnitude, η˜3.
η3 (Figure 3.6). The head height and velocity only vary a small amount over
the period where sand is deposited (Figure 3.7). The current properties vary
significantly after the sand has been deposited, but this does not have any effect
on the sand deposit.
Although the sandstone deposits generated by the single and twophasemodels
are very similar, properties of the turbidity currents that produced them are
very different (Figure 3.7). The turbidity current with mud in suspension travels
approximately twice as quickly due to the increased gravitational forces produced
by the sediment and sand mixture. It also deposits its sediment suspension much
more rapidly. All of the sand is deposited within approximately six hours. The
single phase model deposits sediment over a period of more than twenty hours.
This is due to the reduced height of the current at the start of the simulation,
and the faster decrease in the height of the current as a result of the higher head
velocity. Clearly the presence of mud in the suspension has a big impact on the
resultant flow and must be included in the model.
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The simulated turbidity currents that produced η2 and η3 deposited sand over
a period of more ≈ 6 hours. However, for both configuration, at this point in time
less than 25% of the mud has settled from the flow, the current head is > 50m tall,
and the head is moving at > 1.0m/s (Figure 3.7). Hence there is still a significant
amount of energy in the flow. The remaining mud suspension will reach the end
of the basin (x˜N ≈ 130km) and will still have a significant amount of energy left
when it does so. It is very hard to predict what will happen after this point. The
current may be partly reflected and ponding of the suspended mud is likely to
occur. This result is in agreement with the explanations of Talling et al. [2007b].
The height of the current in the optimised two phase simulation is ≈ 750m as
it enters the basin, although this decreases very quickly as the current propagates.
It is possible that including processes such as fluid entrainment, erosion, and
bedload transport, may reduce the necessity for such a large initial current
height in producing this deposit. More complex initial and boundary conditions
may also have a significant impact on this value. It is unclear what effect an
inflow boundary conditionwith time-varying height, sediment concentration, and
velocity would have on the results. This would be an interesting addition to the
models capabilities.
The model also neglects variations in the bed profile. The gradient of the
sea floor in the basin where the Marnoso Arenacea formation was created was
substantially less than one degree [Amy and Talling, 2006]. Variations in gradient
of this magnitude will have negligible impact on the head velocity [Middleton,
1966]. However, small variations will have an impact on the velocity of the body
of the current. Future work will address this.
3.4 Conclusions
This chapter has presented a novel implementation of the shallow water
equations formodelling density currents using amixed finite element formulation.
The model has been differentiated to allow for parameter optimisation using
gradient-based optimisation techniques, and the use of gradient information in
sensitivity analyses.
The proposed model is a simple shallowwater sediment-laden density current
model which has recreated a low volume deposit from the Marnoso Arenacea
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Formation, Italy with some success. The optimised input parameters are not
reasonable. This is attributed to the simplicity of themodel used and its lack of any
models for many flow processes including bedload transport and reentrainment.
This chapter has demonstrated the power of gradient-based optimisation
methods for determining the set of input parameters that best fits a particular
turbidity current deposit. Since input parameters are rarely known with any
accuracy for these flows, optimisation represents a sensible way to better estimate
these values.
Future developments of the model will enable more complex boundary
conditions and will include the addition of parameterisations for ambient fluid
entrainment, bed erosion, and bedload transport. This will increase the capacity
for themodel to recreate a range of deposits found in thefield. Theparameter space
will grow significantly. The optimisation techniques presented in this chapter will
allow for efficient selection of optimised values for a large parameter space.
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Chapter 4
High resolution simulations of particle-
laden density currents with adaptive,
discontinuous finite elements
Synopsis
High resolution direct numerical simulations (DNSs) are an important
tool for thedetailed analysis of turbidity current dynamics. Models that
resolve the vertical structure and turbulence of the flow are typically
based upon the Navier–Stokes equations. These models must resolve
the flow in three-dimensions to accurately represent the turbulent
structures. This is a computationally expensive problem.
This section presents a novel finite element (FE) DNS turbidity current
model that has been built within Fluidity, an open source, general
purpose, computational fluid dynamics code. The model is validated
through re-creation of a lock release density current at a Grashof
number of 5 × 106 in two, and three-dimensions. Validation of the
model considers the flow energy budget, sedimentation rate, head
speed,wall normal velocityprofiles and thefinal deposit. Conservation
of energy inparticular is found to be a goodmetric formeasuringmodel
performance in capturing the range of dynamics on a range of meshes.
FE models scale well over many thousands of processors and do not
impose restrictions on domain shape, but they are computationally
expensive. The use of adaptive mesh optimisation is shown to reduce
the required element count by approximately two orders of magnitude
in comparison with fixed, uniform mesh simulations. This leads to
a substantial reduction in computational cost. The computational
savings and flexibility afforded by adaptivity along with the flexibility
of FE methods make this model well suited to simulating turbidity
currents in complex domains.
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4.1 Introduction
High resolution direct numerical simulations (DNSs) are an important tool for
thedetailed analysis of turbidity current dynamics. Models that resolve thevertical
structure and turbulence of the flow are typically based upon the Navier–Stokes
equations. These models must resolve the flow in three-dimensions to accurately
represent the turbulent structures. This is a computationally expensive problem.
DNS models of turbidity currents in three dimensions have generally been
formulated using spectral element techniques [Necker et al., 2002] and finite
differences [Espath et al., 2014, Nasr-Azadani and Meiburg, 2011]. These models
are designed to be highly efficient, having structured meshes and, in most
cases, high-order methods such that these computationally challenging problems
become tractable. However, these computationally optimised methods make
simulations in irregularly shaped domains very difficult [Mohd-Yusof, 1998].
Natural turbidity currents propagate over complex bathymetries. The interaction
of turbidity currents over complex geometries is therefore of obvious interest.
The model of Nasr-Azadani and Meiburg [2011] can model turbidity currents in
geometries with some complex features using the immersed boundary method,
but this method has limitations and is not suitable for all use cases [Mohd-Yusof,
1998].
The finite element method (FEM) benefits from the ability to easily accom-
modate complex geometries via the use of flexible unstructured meshes [Donea
and Huerta, 2005]. Hence, FEM provides an alternative approach to modelling
interactions of turbidity currents in complex geometries. However, FEM is
significantlymore expensive than spectral element techniques [Mohd-Yusof, 1998].
This chapter presents a novel particle-laden density current model that has been
built within Fluidity, an open source, general purpose, multiphase computational
fluid dynamics FEM code [Imperial College London AMCG, 2014].
The test case used is a lock release density current at a Grashof number
of 5 × 106 in two and three dimensions with a configuration similar to that
of Necker et al. [2002]. The governing equations are well established and
have been validated extensively against experimental data across a range of
simulation configurations [Sequeiros et al., 2009, Necker et al., 2002, Espath et al.,
2014, Huang et al., 2007, Georgoulas et al., 2010]. This chapter validates the
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use of novel computational methods, including unstructured mesh adaptivity
and discontinuous finite elements, through convergence analyses and by direct
comparison with the results from the previous models of Necker et al. [2002]
and Espath et al. [2014], providing a framework for future modelling efforts
of this type. It is shown that adaptivity reduces the required element count
by approximately two orders of magnitude for this application in comparison
with fixed, uniform mesh simulations. The computational savings and flexibility
afforded by adaptivity along with the flexibility of FEM make this model well
suited to simulating turbidity currents in complex domains.
The chapter is organised as follows. Section 4.2 describes how adaptivity
is implemented in Fluidity. Section 4.3 describes the simulation configuration.
Section 4.4 describes how suitable interpolation error bounds, which control the
mesh resolution in the simulation, are selected. Section 4.5 analyses the benefits
that are obtained through the use of mesh adaptivity. Section 4.6 analyses results
from the three-dimensional adaptive turbidity current simulation in comparison
with results from other modellers. Key conclusions are drawn in section 4.7.
4.2 Anisotropic Mesh Adaptivity
The motivation behind using mesh adaptivity is to optimise the spatial
resolution with time such that both the discretisation error and computational
cost of a simulation are minimised [Piggott et al., 2005]. Adapting the mesh is
split into three tasks. The first step is to determine the desired edge lengths, or to
form a metric against which element edge lengths can be defined, the second part
involves generating a newmesh that better fits these requirements and distributing
this mesh amongst the active processors, and the third involves transferring data
from the old mesh to the new mesh (see Figure 4.1). A description of each phase
of the process is included below. The reader is referred to the work of Piggott et al.
[2008] for more details.
4.2.1 Metric formation
Determining the desired edge lengths for a mesh requires some quantification
of the error in the solution due to spatial discretisation. This is difficult to do
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Compute the hessian of
u and c [Pain et al., 2001]
Convert the hessians to
metrics [Chen et al., 2007]
Create the final metric
by superposition of
metrics [Pain et al., 2001]
Adjust the metric for: max/min
element size, aspect ratio,
number of elements, metric
advection [Hiester et al., 2011]
Adapt the mesh based upon
the metric using: libmba2d
in 2D, libadaptivity in 3D
Measure the mesh
quality against the metric
Repartition the mesh using
Zoltan [Boman et al., 2012].
Avoid placing low quality
elements on partition boundaries.
Is the mesh quality high enough
Transfer data from the old mesh to
the new mesh using: consistent
interpolation for pressure p,
Galerkin projection for u and
c [Farrell and Maddison, 2011]
yes
no
timestep loop
timestep loop
Metric formation
Mesh generation and partitioning
Data transfer
Figure 4.1: A description of the high-level algorithm involved in adapting the
mesh. This algorithm is invoked repeatedly throughout the simulation at a fixed
interval specified as a number of time steps.
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as there is usually no better estimate of the exact solution than the estimate
from the current discretisation. An indirect method of measuring the error is
required. Ciarlet [1991] showed that the finite element error can be bounded by
the interpolation error for elliptic problems. It is assumed that this also holds for
other partial-differential equations. This is a reasonable way of defining an error
estimate [Fortin, 2000].
The aim is to minimise the error in fields that are discretised using first order
discretisations. For first order elements, the interpolation error depends upon
the Hessian,H (the matrix of second-order partial derivatives) [Frey and Alauzet,
2005]. The second derivative of such a discretisation is formally zero and hence
some method of recovering the Hessian for these fields is needed. In Fluidity a
double lumpedGalerkin projection is used to compute theHessian as described by
Pain et al. [2001]. This Hessian will contain information about both the magnitude
and direction of the curvature of a field and hence can be used to guide generation
of anisotropic elements. This is very useful in regions, such as boundary layers,
where the solutions vary significantlymore rapidly in one direction than in others.
The Hessian is used to form a metric tensor, M, that will guide the mesh
optimisation. M is defined such that the optimal mesh,M, would have edges, v,
with unit length when measured against it
√
viMij vj = 1 ∀v ∈M . (4.1)
The choice of formulation forM is therefore fundamental to the way in which
the mesh adapts. A formulation suggested by Chen et al. [2007] which controls
the L2 norm of the interpolation error is used
M = 1
ε
det |H|− 14+n |H| , (4.2)
where n is the number of dimensions, and ε is the interpolation error bound, a
value which is defined by the user. For Lp methods, Loseille and Alauzet [2011]
found p = 2 to be the optimal value and incorporatemore influence fromdynamics
of smaller magnitudes. Experience has shown this metric formation to be very
effective for gravity current simulations [Hiester et al., 2011, 2014].
It is often important to adapt to more than one solution field. When this is the
case the final metric is a superposition of themetrics calculated for each individual
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field [Pain et al., 2001]. At this point themetric is alsomodified to take into account
bounds upon the maximum and minimum element size, maximum allowable
aspect ratio, edge length gradation, and the number of elements. Additionally,
this metric can be advected forward in time providing an estimate of future
requirements for the mesh resolution and allowing for more time between adapt
operations [Hiester et al., 2011].
4.2.2 Mesh generation and partitioning
The second stage of creating the newmesh is handled by the open-sourcemesh
optimisation library libmba2d in two dimensions, or libadaptivity, another open
source library developed alongside Fluidity, in three dimensions. This involves
a series of topological and geometrical operations, with the aim of obtaining a
mesh with unit edge lengths with respect to the determined metric, see (4.1).
These operations include node insertion or deletion, edge/face swapping, which
preserves the node locations but manipulates edge lengths by changing the
configuration of a edge/face between elements, and node movement.
The Zoltan library [Boman et al., 2012] is used to partition the mesh in parallel
after each adapt iteration. Nodes cannot be adapted at the edge of partitions. After
each adapt iteration parameters are passed to the Zoltan library which discourage
it fromgeneratingpartitions through elements that havenot been able to adapt. For
three-dimensional simulations, a minimum of three adapt iterations are required
to allow all elements to adapt and create a mesh that satisfies the metric constraint
everywhere. Zoltan’s graph re-partitioning algorithm is used to partition themesh
efficiently between adapt iterations. Once a good quality mesh has been obtained
the hypergraph partitioning method is used to redistribute the elements amongst
the processes.
4.2.3 Data transfer
After creating the new mesh the data is transferred on to it from the previous
mesh. For the purposes of describing this step these meshes will be referred to as
the target and donor meshes respectively.
Consistent interpolation is used for the transfer of the Pressure field from the
donor to the target mesh. This field is continuous, and conservation of Pressure
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is not essential. Consistent interpolation is very cheap and hence is a good choice
for data transfer of this field.
All other prognostic fields are discontinuous. Consistent interpolation cannot
be used for discontinuous fields as test and trial functions are not continuous across
element boundaries. Additionally, consistent interpolation is not conservative and
is dissipative. It is important to conserve sediment mass during data transfer.
It is also important that dissipation of both velocity and sediment is kept to a
minimum. Galerkin projection is used for data transfer of these fields, this is both
conservative and non-dissipative [Farrell et al., 2009]. This requires the generation
of a supermesh, which is the union of both the donor and targetmesh. Within each
element of the supermesh the test and trial functions for both discretisations are
consistent and thus this method is valid for DG discretisations. The construction
of a supermesh can be a very expensive operation. Fluidity uses an algorithm
developed by Farrell and Maddison [2011] where the supermesh is created locally
for each target element. For DG discretisations the Galerkin projection can be
carried out entirely locally due to the fact that the mass matrix is block diagonal.
This combination greatly increases efficiency.
Where the projection occurs over a surface of the volume mesh (e.g. deposited
sediment) projection is carried out in a n − 1 dimension space. For DG
discretisations, all donor mesh surface elements that intersect a target mesh
element must be in the same plane as the target mesh element. The Galerkin
projection is carried out locally for each target element by rotating the coordinates
of the target element and all intersecting donor elements into the x− y plane.
4.3 Simulation configuration
The classic lock-release setup is used as a test case for the model. This is
a well researched configuration with a range of data against which to validate
results [Gladstone et al., 1998, Necker et al., 2002, Cantero et al., 2006, Espath
et al., 2014]. As defined in fig. 4.2, L2 = L3 = 2.0, L1R = L3/2.0, and L1 =
19.0 which is slightly longer than the final run out length of the density current
considered. The characteristic velocity, U0 = ub, is chosen to be the buoyancy
velocity and the characteristic length, h0 = L3/2.0, is half the tank height, which
is a good approximation of the density current height shortly after release. The
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xy z
Figure 4.2: Lock-release simulation domain configuration. The grey region
indicates the volume of non-zero sediment concentration at t = 0. The coordinate
system defines the origin, x0, y0, z0
dimensionless parameters are then
Fr = 1.0, Gr = Re2 = 5.0× 106 , Sc = 1.0 ,
β = 0.02 , Rp = 20.0 .
(4.3)
As such the experiment configuration is identical to that of Necker et al. [2002],
with the exception of the addition of sediment erosion, and hence a requirement
for the definition ofRp. Rp is defined to lie in the range ofRp for which the erosion
algorithm outlined in (2.100) is valid, as detailed in Garcia and Parker [1991].
Boundary conditions for velocity are free-slip for all side walls, u1 = 0.0 at
x = −1.0 and x = 18.0, u2 = 0.0 at y = 0.0, and y = 2.0, and no-slip at the top
and bottom of the domain, u = (0.0, 0.0, 0.0)T at z = 0.0 and z = 2.0. All velocity
boundary conditions are applied weakly. Where a velocity component is not set
with a Dirichlet condition, a zero Neumann boundary condition is applied. Note
that the side wall boundary conditions vary from those of Necker et al. [2002]. A
free slip boundary conditionwill give comparable results to the periodic boundary
conditions used in that work.
Boundary conditions for the sediment concentration field are as follows. The
erosion boundary condition outlined in (2.99) is applied at the bottom surface,
z = 0.0. A zero Dirichlet boundary condition is prescribed at z = 2.0 (the top
surface of the tank). At all other boundaries (u + kβ) · n equals zero, hence zero
Neumann boundary conditions are applied which enforce zero flux of sediment
across these surfaces.
The initial condition for the sediment concentration field in the three-
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dimensional simulation is similar to that suggested by Hartel et al. [1997] and
Cantero et al. [2006]. This initial condition is based upon the solution obtained
from a purely diffusive problem. Hartel et al. [1997] argued that the problem
will be dominated by diffusion for very early stages of the simulation and hence
this initial condition is justified as being the condition of the flow a short time
period after the initial release. This initial condition includes a perturbation, γ, in
a similar way to the work by Cantero et al. [2006]. A random perturbation of the
initial condition is important to help promote the generation of three-dimensional
structures in the flow. Necker et al. [2002] and Espath et al. [2014] use an alternative
perturbation of the velocity field for the same purpose. The initial condition for
the sediment concentration, including the perturbation, is as follows
c =
1
2
− 1
2
erf
{√
ReSc [x− γ]
}
, (4.4)
with
γ = cos
(∑
i
f(i, x, y, z)
)
∆x , (4.5)
where ∆x is chosen to be 0.2. γ is constructed of four sets of waves originating
from the four corners of a plane aligned with the lock gate. Each set of waves
contain 60waves with random phases and random wavelengths ranging between
0.02 and∞. Wave i has amplitude f(i, x, y, z) at positions x, y, z. The perturbation
chosen covers a wide range of frequencies so as to not preferentially generate
particular wavelengths of oscillations. The mesh is adapted before the first time
step to produce a good mesh for this initial condition.
To use adaptivity several controlling parameters need to be defined. The
fundamental parameters which define the mesh resolution in the simulation are
the interpolation error bounds. The next section describes how values for these
parameters were chosen. The time between adapts also requires definitions, and it
is necessary to ensure that there is adequate resolution in periods between adapts.
Through experimentation it was found that an adapt every 5 time steps kept the
simulation stable towards the beginning of the simulation. At later stages in the
simulation an adapt was required every 2 time steps. The high frequency of mesh
adaptswas required to limit instabilities in the boundary layerwhich grow rapidly.
Small instabilities that developed did not have any noticeable impact on the
important outputs from the simulation. This is discussed further in the following
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sections. As mentioned in section 4.2.1, metric advection is used to advect the
metric, which defines the edge lengths required to meet the interpolation error
bounds, forward in time. The metric is conservatively advected through 5 adapt
intervals at each adapt.
4.4 Choosing appropriate interpolation error
bounds
It is possible to define an interpolation error bound for any of the functions in
the simulation. In this simulation sediment concentration, velocity, and pressure
are solved for. It is common practice to adapt to the velocity field for the purposes
of resolving the velocity and pressure fields. Good resolution of the sediment
concentration field is also required. Hence four interpolation error bounds require
definition for the simulation, one for each velocity component, and another for the
sediment concentration.
In order to select good values for these parameters a convergence analysis
is required. Doing this with three-dimensional models would be prohibitively
expensive and hence two-dimensional simulations are used to carry out this
convergence analysis. The two-dimensional simulations are defined in the x − z
plane. It has been well documented by Necker et al. [2002] and Cantero et al.
[2007] that output from two-dimensional simulations of particle-laden density
currents do not compare well with three-dimensional simulations. However,
two-dimensional simulations are useful for the purpose of understanding the
resolution requirements of simulations.
Ameasure of the quality of a mesh, in terms of the dynamics computed within
it, is required. The simulation is of a turbulent flow. Head speed, deposit profile,
quantity of suspended sediment and deposition rates are all important outputs
from these simulations, but due to the turbulent nature of the flow, which is very
sensitive to small changes in the mesh, it is very hard to show convergence of these
quantities.
However, one important quantity does show convergence. This is the energy
lost due to discretisation, and data transfer errors. DNS simulations resolve all
length scales of motion. Convergence analysis will show that the discretisation
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errors are small enough that they have a negligible impact on the result and
that the mesh resolution is fine enough to resolve all of the energy in the flow.
The combination of upwind flux terms and slope limiting in the discretisation
dissipates energy at scales that the mesh cannot resolve. Additionally, adapting
the mesh requires a data transfer operation which will introduce some relatively
small errors. By computing the energy budget in the simulation and how this
varies over time a value for the energy lost due to discretisation, and data transfer
errors, d can be obtained. This quantity gives us some indication of how well the
scales of motion in the flow are being resolved. Importantly, this value converges
as the mesh resolution increases and so gives us a good method of comparing the
quality of different mesh configurations. Following the method of Winters et al.
[1995], Necker et al. [2002], and Espath et al. [2014] after them, equations for the
rates of change of potential energy, Ep, and kinetic energy, Ek, in the system can
be derived as follows.
The kinetic energy in the system is
Ek =
1
2
∫
Ω
|u|2 dΩ . (4.6)
To obtain the time derivative for Ek compute the dot product of the momentum
equation (2.29) with u and apply the chain rule to obtain
1
2
∂ |u|2
∂t
+
1
2
uj
∂ |u|2
∂xj
= −ui ∂p
∂xi
− u3 1
Fr2
c+ ui
∂Sij
∂xj
. (4.7)
Integratingover thedomain and integratingbyparts, using the continuity equation
(2.30) and the knowledge that there are no normal flow boundary conditions on
all boundaries, i.e. uini = 0, an equation for the rate of change of Ek is obtained
∂Ek
∂t
= −
∫
Ω
1
Fr2
c u3 dΩ−
∫
Ω
Sij
∂ui
∂xj
dΩ . (4.8)
The potential energy in the system is
Ep =
∫
Ω
1
Fr2
c x3 dΩ . (4.9)
To obtain the time derivative for this term first multiply the equation for sediment
concentration (2.28) by x3/Fr2
1
Fr2
∂c
∂t
x3 +
1
Fr2
x3
(
ui − 1
Fr2
βki
)
∂c
∂xi
=
1
Fr2
x3
1
ScRe
∂2c
∂x2i
. (4.10)
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Integrating over the domain, and by parts, using the chain rule and noting that all
velocities normal to the wall are zero, an equation for the rate of change of Ep is
obtained
∂Ep
∂t
=
1
Fr2
∫
Ω
c u3dΩ+
β
Fr2
∫
Ω
x3
∂c
∂x3
dΩ+
1
Fr2 ScRe
[∫
Γ
x3
∂c
∂xi
nidσ −
∫
Ω
∂c
∂x3
dΩ
]
. (4.11)
An equation for the transfer of energy from Ek and Ep to and from internal
energy and heat, and also lost due to the settling of particles can be obtained by
combining (4.8) and (4.11). This equationwill not hold for an under-resolvedmesh.
Energy dissipation that occurs at scales below the grid resolutionwill be dissipated
through application of slope limiting. An additional term, d, is therefore included
to balance the equation and represent the dissipation due to numerical errors.
∂ (Ep + Ek)
∂t
= −− s − d , (4.12)
where
 =
∫
Ω
Sij
∂ui
∂xj
dΩ , (4.13)
and
s =
1
Fr2ScRe
[∫
Ω
∂c
∂x3
dΩ−
∫
Γ
x3
∂c
∂xi
ni dσ
]
− β
Fr2
∫
Ω
x3
∂c
∂x3
dΩ . (4.14)
In order to compare mesh quality d is integrated over time to give
ED =
∫ t
0
|d(τ)| dτ . (4.15)
ED is computed for a set of two-dimensional simulations forming a parameter
sweep of values for the interpolation error bounds for the two components of
velocity and sediment concentrationwith values of 4×10−3, 4×10−2.5 and 4×10−2.
This leads to a total of 27 simulations. The range of values used in the parameter
sweep were determined from sensitivity analyses performed prior to this. For the
purposes of comparing results against fixed mesh simulations the above quantity
was also computed for a range of regular, structured triangular mesh simulations
with edge-lengths 5×10−2, 2.5×10−2, 1.25×10−2, and 6.25×10−3 resulting in 2.88×
104, 1.15× 105, 4.6× 105 and 1.84× 106 elements respectively. The adaptive mesh
simulations converge at a higher order than the fixed mesh simulations in relation
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Table 4.1: Minimum, maximum, and mean number of elements for selected
adaptive two-dimensional simulations from the interpolation error bound
parameter sweep.
id εc εu1 εu2 min (Ne) max (Ne) N¯e
A0 4× 10−2.0 4× 10−2.0 4× 10−2.0 12924 15000 14017
A1 4× 10−2.5 4× 10−2.5 4× 10−2.5 16025 31083 24900
A2 4× 10−3.0 4× 10−3.0 4× 10−3.0 20515 71055 55031
A3 4× 10−3.0 4× 10−2.5 4× 10−2.5 19094 63767 41827
to the mean number of elements, N¯e, used in the simulation (Figure 4.3). The
number of elements in adaptivemesh simulations,Ne, varies with time (Table 4.1).
The difference between themaximumandminimumnumber of elements increases
superlinearly as the interpolation error bounds tighten. The number of elements
in the domain is a function of the interpolation error bounds, the dynamics of
the flow, which vary significantly with time and also mesh resolution, creating a
non-linearity in this relationship, and also the bound set for themaximum element
size. The largest relative difference between the maximum and minimum number
of elements occurs in adaptive simulationA2where themaximum is≈ 130% of the
mean, and the minimum is≈ 40% of the mean. The distribution of element counts
throughout a simulation is skewed. An increase in the number of elements implies
that element size has decreased. This in turn implies that the length of timesteps
has decreased leading to more time steps being required at periods during which
there are a large number of elements.
Importantly, Figure 4.3 shows that, at the highest resolutions, a saving of more
than one order of magnitude is obtained in themean number of elements required
in the simulation. In three-dimensions the saving are likely to be even greater.
Integrating (5.6) over time
Ep + Ek =
∫ t
0
−(τ)− s(τ)− d(τ) dτ = −E − Es − Ed . (4.16)
Figure 4.4 shows how the above quantities vary over the period of the simulation
for adaptivity options A3, as detailed in table 4.1. Values are compared against
two-dimensional results [Espath et al., 2014]. There is very good agreement for
E, but there is a notable variation between the values for Es in this work and that
of Espath et al. [2014]. This is because of the zero Dirichlet boundary condition
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Figure 4.3: Time integrated energy conservation error, ED, against the mean
number of elements for a range of two-dimensional simulations using fixed
and adaptive meshes. Adaptive simulations represent a parameter sweep of
interpolation error bounds with values 4 × 10−3, 4 × 10−2.5 and 4 × 10−2 for
velocity and concentration. Fixed meshes are on uniform triangular grids with
edge-lengths 5 × 10−2, 2.5 × 10−2, 1.25 × 10−2, and 6.25 × 10−3. Four adaptive
simulations are highlighted. The settings for these simulations are detailed in
table 4.1.
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Figure 4.4: Energy budget evolution with time for simulation with adaptivity
optionsA3 (solid lines ) compared against 2D results from Espath et al. [2014]
(dashed lines ). Values are normalised by the initial potential energy, ET .
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for sediment concentration at the top of the tank in this work where Espath et al.
[2014] has a zero flux condition. At very early stages of the simulation the Dirichlet
condition results in a flux of sediment through the top of the domain. The overall
impact on the simulation is a loss of sediment mass of < 1% and a total energy
loss of ≈ 3%. The zero flux condition is preferable but is not implemented in
Fluidity for this discretisation. A future aim will be to implement this boundary
condition. Generally there is good agreement for Ek and Ep. In two-dimensional
simulations strong coherent vortices form that contain and move large quantities
of the suspended sediment. These vortices play an important role in the transfer
of energy between Ek and Ep. Because of the chaotic nature of the creation and
propagation of the vortices, there will always be variations in the values of Ek, Ep
and to some extent E between simulations.
Another important aspect of the flow is the boundary layer at no-slip
boundaries. This feature of the flow requires very small elements in the wall
normaldirection to resolve theboundary layerproperly. Convergenceona solution
is quickly obtained for the boundary layer using an adaptive mesh (Figure 4.5).
All but the most coarse adaptive simulation configurations have converged on to a
solution. The fixedmesh configurations show a similar level of convergence for the
two highest resolution simulations. Anisotropic mesh adaptivity is particularly
useful for resolving features such as boundary layerswhich require high resolution
in one direction compared to others.
Using the evidence outlined above, the chosen interpolation error boundswere
those of adaptive simulation A3. This simulation had a well resolved boundary
layer and good conservation of energy. This simulation had interpolation error
bounds of 4 × 10−2.5 for both velocity components. An assumption is made that
this error bound will also be suitable for the third velocity dimension in the three-
dimensional simulation.
Figure 4.6 shows a qualitative comparison of results from high and low
resolution fixed mesh simulations, and an adaptive mesh simulation, A3. The low
resolution fixedmesh simulation has approximately the same number of elements
as the adaptive simulation but is clearly not resolving the turbulent structures as
well as the adaptive mesh simulation. Results from the high resolution fixedmesh
and the adaptive mesh simulations are very similar. There are some variations
in the vortices that are generated and these variations grow with time. Within
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(a) Selected adaptive mesh simulations.
10−1 100 101 102
0
2
4
6
y+
u
+
5.00 × 10−2
2.50 × 10−2
1.25 × 10−2
6.25 × 10−3
(b) Fixed mesh simulations. Legend
indicates element edge lengths.
Figure 4.5: Wall normal velocity profile at the location of the nose of the gravity
current at t = 7.5 for the fixedmesh simulations and selected adaptive simulations.
Note that A2 is a higher resolution simulation than A3.
the scope of this investigation no two simulations ever produced identical results.
Very small variations in spatial discretisation lead to small variations at early stages
in the simulation which propagate and lead on to larger variations downstream.
4.5 The benefits of using adaptivity
In three-dimensions, adaptivity is essential to compute this simulation using
finite elements with Fluidity. A fixed, and regular tetrahedral grid would have
required more than 1 × 109 elements which would have led to an unachievable
run time and unmanageable post-processing and visualisation demands. By using
adaptivity the number of required elements has been reduced to a maximum of
approximately 1 × 107, at least a two order of magnitude reduction, making all
aspects of the simulation manageable.
The Fluidity simulation run time is dominated by the pressure solve. The
pressure field uses a second order continuous discretisation (P2). There is one
global degree of freedom for each vertex in a P2 mesh and one for each element
edge [Cotter et al., 2009]. A three dimensional mesh will have O(1) edges and
vertices for each element in the mesh. Hence the pressure field in the simulation
with O(109) tetrahedral elements will have O(109) degrees of freedom.
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Figure 4.6: Heat map of sediment concentration at t = 4 and t = 12 for the highest
resolution fixed mesh simulation the adaptive simulation with configuration A3,
and a fixed mesh simulation with a similar number of elements to the adaptive
simulation.
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Figure 4.7: Number of elements in the three-dimensional simulation as a function
of time.
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It is useful to recognise that Espath et al. [2014] resolved a comparable flow
using a mesh with ≈ 6 × 107 degrees of freedom. The finite difference method
used by Espath et al. [2014] uses a large stencil in its high-order accurate scheme.
This increases the order of accuracy by increasing the size of the stencil rather than
the number of degrees of freedom in the model.
Figure 4.7 shows how the number of elements in the simulations varied over
time. Throughout the simulation thenumber of processor cores thatwereusedwas
varied between 36 and 512 to keep the number of elements per core in the region
of 20, 000. The initial drop in number of elements at the start of the simulation
is due to the fact that conservative interpolation bounds were used to generate
the mesh from the initial conditions. Following this initial drop, during early
periods of the simulation the flow is transitioning from a laminar to a turbulent
flow. Throughout this period u becomes more and more complex and hence the
number of elements required to resolve the flow increase rapidly. The highest
amount of elements required is at a t ≈ 10 at which point the flow has developed
into a fully three-dimensional, highly turbulent flow. Beyond this point thenumber
of elements required for the simulation steadily decreases as energy is dissipated
from the flow. Additionally, c gradually diffuses such that the curvature of the
field decreases and fewer elements are required to resolve the field. Note the drop
in elements at t ≈ 25 of approximately 12.5%. This coincides with the reduction in
time between adapts from 5 to 2 as mentioned in Section 4.3. A reduction in adapt
interval means that the metric is not advected so far, and hence fewer elements are
required. Also note the noise in the number of elements in the simulation. This
is reduced by adapting more regularly and is due to the adapt routine responding
to small instabilities in the boundary layer. Future work will look into removing
these instabilities. This may require mesh adapts after every time step.
Figure 4.8 shows the adapted mesh over a subdomain in the region of the
current head at two times, t = 3.5 and t = 4.0. The images are generated from the
three-dimensional simulation, and are taken from a plane at y = 0. The cut plane
is chosen to be at the edge of the domain as a good two-dimensional representation
of themesh can be obtained at boundarieswhere all element surfaces are parallel to
one another. These images demonstrate how the mesh adapts to the concentration
field c, and velocity field, u. The images also show how the mesh changes over
a short period of the simulation. The change between t = 3.5 and t = 4.0 is
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Figure 4.8: Images showing concentration c, velocity magnitude |u|, and the
adapted mesh at t = 3.5 (a) and t = 4.0 (b) over the subdomain, 3.5 < x < 3.75,
z < 1.25 on a y-normal plane at y = 0.
dramatic. Very few, if any elements, within this view are consistent. The images
clearly display how anistropic elements are generated along the density interface
and the boundary layer where the curvature of the solution is highly anisotropic.
Figure 4.9 shows the distribution of element sizes across a plane of the domain
at y = 1.0 at times t = 8 and t = 20. Three images for each time show the
dimensions of the elements in the x, y, and z directions. High resolution in the
z, or wall normal direction, can be seen on no-slip boundaries in proximity to
the wall. Much larger relative resolutions are found in the same regions for the
x and y directions. This is enabled by the use of anisotropic mesh adaptivity
which keeps the number of elements to a minimum, whilst still resolving this
important feature of the flow. These images also highlight the cost of resolving
the wall boundary layer with a high density of small elements, and hence a large
proportion of the elements found in the near wall region. The high wall resolution
in the z direction is present on all no-slip surfaces and extends beyond the front
of the gravity current head. In the x direction the highest resolution is generally
found at the front of the gravity current head. This is caused by a sharp interface
in c at the front of the head. There is also high resolution around vortices and
at the left hand wall where there is a strong recirculation of the overlying fluid.
The increase in resolution at the left hand wall is present at both t = 8 and at
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Figure 4.9: Heat map indicating the size of the elements in x, y and z across a plane
at y = 1.0 for a subset of the domain (−1.0 < x < 12) and times t = 8 (left) and t =
20 (right). Note that the domain extends to x = 18. The region 12 < x < 18 had
no significant regions with element sizes smaller than 0.1.
t = 20. The same increase in resolution is not present at the right hand wall at
either t = 8 or t = 20 (not shown in Figure 4.9). This is because the fluid has more
space to recirculate in front of the current than behind it in both cases such that
the curvature of the velocity field, and thus the mesh resolution, is less. In the y
direction the largest region of high resolution is in the gravity current body just
behind the head of the current due to recirculating flow in this region and hence
high curvature in c and u2. The distribution of element sizes in this region varies
rapidly due to the three-dimensional turbulent structure of the flow. There is a
large difference in the resolution between t = 8 and t = 20. Within the current the
resolution has generally decreased by t = 20 but a significantly larger proportion
of the domain is below themaximum element size. Generally, the elements appear
to be smaller in the z direction. This implies that the interpolation error bound
may be proportionally tighter on u in this direction, and could be reduced a little
to bring the resolution in line with the other directions.
In section 4.4 it was shown that an adaptive simulation with the interpolation
error bounds used here compared well with the finest fixed mesh simulation
(1.25 × 10−2). It is no surprise that, in the most computationally demanding
regions of the flow, Figure 4.9 shows that the smallest element edge lengths in the
adaptive simulation match well with the fixed mesh edge length.
Adaptivity does come at a cost. The mean time required for a parallel adapt
operation throughout this simulation, including mesh adaptation, data-transfer,
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mesh partitioning and data-migration, was 110s. This can be compared to a
mean time required to compute a time step in parallel of 67s. Therefore, when
adapting every 5 time steps, approximately 1/4 of the simulation time is spent
adapting the mesh, or the run time is increased by 33% compared to a fixed
mesh simulation using the same number of elements. When adapting every
2 time steps approximately 1/2 of the simulation is spent in the adapt stage.
The mesh optimisation algorithm used provides the most flexibility for mesh
refinement, and hence will produce a highly optimised mesh, but it is potentially
more expensive than other adaptivity algorithms. A high percentage of the
total simulation time is spent in the adapt phase and hence it may be worth
considering cheaper alternatives based upon hierarchical refinement for future
models. Regardless of this, the benefits of reducing the number of elements by
two orders of magnitude far outweigh the cost of adaptivity. The simulation
required approximately 100, 000 processor hours. Over 500 cores this equates
to just under a week of run time. Assuming a linear increase in run time with
number of elements, a fixed mesh simulation would have taken at least an order
of magnitude longer and would have been nearly impossible to post-process.
The run time of a simulation is dependent upon many parameters. This run
time includes the time required for many online diagnostics and the writing of
data to disk. When using adaptivity the frequency of adapts is an additional
key parameter that governs a trade-off between total processing time and time
to completion. Increasing the time between adapts requires a larger amount
of elements to ensure that there is adequate resolution throughout the period
between adapts. This will increase number of processor hours required to solve
the problem. However, with more elements, the problem can be split amongst
more cores whilst keeping the minimum number of elements per core constant.
The time to completion is then likely to reduce as fewer adapt operations are
required. This parameter can be varied dependent upon what is important to the
scientist. Size of output, time to completion, the cost of processor time, and the
size of available computers must all be taken in to account. Another adaptive
simulation with similar properties, but slightly varied parameters, could require
significantly more, or less total processing hours.
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Figure 4.10: Propagation of density interface over time. This figure shows a
contour at a concentration 0.25 at times 0, 2, 8, and 14.
4.6 Results
Figure 4.10 shows how the density current propagates along the tank. The
perturbation in the initial condition for the concentration field is shown in the
image relating to t = 0. This initial condition creates the initial three-dimensional
instabilities required to generate a realistic density current. By t = 8 this flow is
fully turbulent and three-dimensional. This is in agreement with other models
[Necker et al., 2002, Espath et al., 2014]. The well known structures of lobes and
clefts are present at the front of the density current from this point onward.
Figure 4.11 shows how the head position varies with time throughout the
simulation. This is computed as the maximum x value, averaged across the width
of the domain, obtained from a sediment concentration contour at c = 0.01. Lines
are plotted showing the agreement with other models. The results compare well
with Espath et al. [2014], whose model predicted a head position slightly in front
of the model by Necker et al. [2002]. The same simulation would need to be run
without erosion to know whether this is the case. Espath et al. [2014] noted the
importance of the initial condition to the development of the flow. The initial
conditions used in this work are slightly different to those of Espath et al. [2014]
and Necker et al. [2002] and hence complete agreement is not expected.
Figure 4.12 shows the spatially integrated deposition rates over the course
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Figure 4.11: Position of density current head against simulation time for the
Fluidity simulation and the simulations of Necker et al. [2002] and Espath et al.
[2014].
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Figure 4.12: Deposition rates for the three-dimensional simulation. Deposition
rates fromFluidity (F1), Fluiditywith amodified deposition ratewhere the erosion
rate has been removed (F2), Espath et al. [2014], and Necker et al. [2002].
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Figure 4.13: Span-wise averaged deposit profile from the three dimensional
simulation at t = 60. Comparisons are made against results from Necker et al.
[2002], Espath et al. [2014] and De Rooĳ and Dalziel [2001].
of the simulation. Again the deposition rate shows good agreement with other
published values. As noted by Necker et al. [2002] the deposition rate increases
at a rate proportional to t0.5 until approximately t = 14, at which point there is a
sharp change and the deposition rate begins to drop rapidly at a rate proportional
to t−2.5. A key difference between the results from this work and those of the
other models is the presence of erosion in this simulation. The deposition rates
from this simulation are higher than those of Necker et al. [2002] and Espath
et al. [2014]. Noting that the vertical fluid velocities are small near the bed due
to the no slip boundary condition, and that eroded sediment will be settling, the
majority of eroded sediment will almost immediately be deposited, and will never
be fully entrained back into the flow. This will lead to an increased deposition
rate compared to a simulation without erosion. By making the assumption that
all eroded sediment is immediately deposited, a modified deposit rate can be
calculated for the Fluidity simulation with the effect of erosion removed. As
shown in Figure 10, this modified deposition rate shows much better agreement
with the results of both Necker et al. (2002) and Espath et al. (2014) leading to the
conclusion that it is the inclusion of erosion in the simulation that led to the higher
deposition rate.
An important diagnostic for applications is the final deposit profile from a
particle-laden density current. Figure 11 shows the span-wise averaged deposit
profile from the three-dimensional Fluidity simulation compared against those of
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previous modellers, and also from the experiments of De Rooĳ and Dalziel [2001].
A good match is observed in the peak deposit height of η ≈ 0.12 at x ≈ 4 between
all of the models and the experimental results.
There is a notable variation in deposit depths near the lock-gate. All models
show a smaller deposit depth in this region when compared to the experimental
results. The reason for this is unclear and explanations can only be speculative.
One potential cause may be that the sediment in the experimental set up had
already begun to settle before the lock-gate was released. This may also help
to explain the slightly shorter run-out distance resulting from a reduced initial
potential energy. Alternatively, there may be processes occurring in the laboratory
that are not accurately captured by the computational models.
The results from Fluidty are further from the measured results than the other
models in this region. The inclusion of an erosion algorithm is the likely cause
of this. The experimental measurements show larger deposits than all of the
models upstream, and smaller deposits downstream. Erosional processes will
predominately decrease upstream deposits and increase downstream deposits,
and hence would increase this discrepancy if applied to any of the models. In
addition to this, the erosion algorithm is not configured correctly to match the
De Rooĳ and Dalziel [2001] experiment. Rp ≈ 1 for the De Rooĳ and Dalziel [2001]
experiment, in comparison to Rp ≈ 20 in the Fluidity simulation. This will result
in significantly more erosion in the simulation than is likely to have occurred in
the experiment.
4.7 Conclusions
This chapter has presented validation of a novel three-dimensional finite
element model for simulating particle-laden density currents. The model is
validated by assessing the convergence of key variables in two-dimensional
simulations andby comparisonwith results frompreviousDNS three-dimensional
simulations by Necker et al. [2002] and Espath et al. [2014]. It has been shown that
by using adaptive meshing the number of required elements in these simulations
can be reduced by between one and two orders of magnitude. This makes DNS
modelling of particle-laden density currents at moderate Grashof numbers an
achievable goal using finite elements.
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In addition, simulationswithin complexdomains canbeachieved fairly trivially
using the flexibility afforded by unstructured finite elements. Future work will
study flow of turbidity currents along circular channels and across breaks in slope,
and will help answer outstanding questions about the dynamics of flows in these
situations. Using mesh adaptivity also makes modelling in very large domains
achievable. Large regions of the domain where very little is happening come at
very little cost. This will allow us to model turbidity currents in deep water where
the dynamics are not dominated by the bore created by the overlying fluid. It may
also allow us to simulate situations such as sinuous channels with over spilling
density currents as well as numerous other similar scenarios.
The cost of these simulations is still very high. It may be possible to
further reduce the cost of these simulations, whilst retaining important three-
dimensional dynamics, using Large Eddy Simulation (LES). Future work will
focus on implementation and testing of LES for this simulation with the aim of
reducing the simulation cost.
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Chapter 5
Large Eddy Simulation of a lock-
exchange experiment using a
discontinuous Galerkin discretisation
Synopsis
Three-dimensional simulations of turbidity currents are very computa-
tionally expensive. Turbidity currents are highly turbulent and hence
contain motion over a large range of length scales. Resolving all of
these length scales requires a very large number of relatively small
elements.
An alternative to resolving all of the scales of motion is to resolve the
largest, most influential scales of motion, and model the smaller scales
using anLESmodel. This chapter presents a novel application of LES to
turbidity current modelling using finite elements with a discontinuous
Galerkin discretisation. The chapter analyses the success of this
implementation by comparison with DNS results obtained from the
same model. The effect of discretisation stabilisation via slope limiting
in these simulations is also analysed and discussed.
The LES model is shown to produce improved results over a
comparable simulation without an LES model at moderately high
resolutions. The LES model does not greatly improve stability.
This is largely because the LES model does not bound the solution.
Unbounded solutions are a problem that needs to be addressed when
using the LES model with a DG formulation.
Slope limiting bounds the solution and is essential at low resolution.
However, it is found to significantly alter results and to hinder
convergence at very high resolutions. Future high resolution DG
models should try to avoid slope limiting if possible.
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5.1 Introduction
Chapter 4 highlighted the high cost of simulating sediment-laden density
currents in three-dimensions. This type of flow is highly turbulent which leads to
a large range of length scales in the system. Resolving all of these length scales
requires a large number of small elements.
An alternative to resolving all of the scales of motion is to resolve the largest,
most influential scales of motion, and model the smaller scales using an LES
model. Ozgokmen et al. [2007] investigated the use of LES in simulations of
gravity currents. The work presented in this chapter builds upon that work.
The chapter presents a novel application of LES to turbidity current modelling
using finite elements with a discontinuous Galerkin discretisation. The effective-
ness of this LES implementation is analysed qualitatively, in terms of conservation
of energy, in its ability to stabilise the problem, and in terms of the amount of
mixing that occurs.
As in the work described in chapter 4, when using a discontinuous Galerkin
discretisation it is common to use slope limiting to keep the simulation bounded,
which aids stability. This chapter also performs a thorough analysis of the effect
of slope limiting on the solution, particularly at high resolutions.
This chapter is organised as follows. The simulation configuration is described
in section 5.2. In section 5.3 convergence of the DNS solution is obtained and
convergence of the result on to this solution is analysed qualitatively (section
5.3.1), through conservation of energy (section 5.3.2), and through analysis of the
bounds of the solution (section 5.3.3). In section 5.4 the performance of the LES
model is analysed using the same metrics, qualitatively (section 5.4.1), through
conservation of energy (section 5.4.2), and through analysis of the bounds of the
solution (section 5.4.3). In section 5.5 the effect of the LES on mixing rates in the
simulation is analysed. This is a popular method of validating simulations of
this type [Ozgokmen et al., 2007, Hiester et al., 2014]. An important aspect of an
LES model is how it stabilises a simulation, and this is analysed in section 5.6.
Conclusions from the chapter are drawn in section 5.7.
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Figure 5.1: Lock-release simulation domain configuration. c0 and c1 are the
sediment concentrations either side of the density interface. The coordinate system
defines the location of the origin, x = y = 0
5.2 Simulation configuration
The simulation configuration is identical to that of Ozgokmen et al. [2007]. This
is an idealised lock-exchange setup. The simulation of Ozgokmen et al. [2007] is
based upon an active tracer, not sediment. In this work, we set the settling velocity
to 0.0 which essentially makes the sediment concentration an active tracer. The
focus is on the effectiveness of the LESmodel and the impact on dynamics of slope
limiting. To this end the settling of particles is not important. Diffusion in thework
of Ozgokmen et al. [2007] is based upon the rate of diffusion of heat in water and
so is set as being 1/7th the viscosity. Here, we are generally interested inmodelling
sediment where a higher diffusion, equal to the viscosity, is more generally used
[Necker et al., 2002]. For this reason, two levels of diffusion are used.
The simulations are carried out in two-dimensions as is the case in the work
of Ozgokmen et al. [2007]. This is done primarily due to the cost implications of
carrying out this type of analysis in three-dimensions. As discussed in section
1.4.3, two-dimensional LES simulations are technically invalid due to the three-
dimensional nature of the turbulent structures that are resolved. Thus the results
obtained from these simulations will not be a good representation of a real three-
dimensional lock-exchange experiment. However, for the purposes of analysing
the performance of the LES model in terms of the stabilisation it provides, and
also its performance in generating diagnostics that are comparable with a two-
dimensional DNS model, a two-dimensional simulation is considered sufficient
[Ozgokmen et al., 2007].
The geometry is as defined in Figure 5.1, with L2 = 2.0, and L1 = 10.0. The
112
characteristic length scale is h0 = L2/2.0, which will be the height of a fully
developed density current within the simulation. The characteristic velocity is as
calculated by Ozgokmen et al. [2007]. This is based upon the speed of an internal
wave in a two layer system, which is given by
U0 =
√
g′h0
2
=
√
1
2
ub , (5.1)
when each layer in the system is of equal height.
The dimensionless parameters, as defined in (2.33) to (2.37) and (2.102) are set
as
Re = 2800 , Sc1 = 1.0 , Sc2 = 7.0 ,
F r = 2−1/2 , β = 0.0 , Rp = n/a .
(5.2)
With β = 0.0 there can be no erosion and hence there is no need to prescribe Rp.
Boundary conditions for velocity are free-slip for all walls, u1 = 0.0 at x = −5.0
and x = 5.0, u2 = 0.0 at y = −1.0, and y = 1.0. All velocity boundary conditions
are applied weakly. Where a velocity component is not set with a Dirichlet
condition, a zero Neumann boundary condition is applied. Zero Neumann
boundary conditions are used for sediment on all boundaries such that there
is no flux of sediment through any of the boundaries.
Note that this choice of boundary conditions means that there will be no
boundary layers, which are produced by no-slip wall conditions. Any no-slip
surfaceswouldgreatly complicate this analysis. This is so for the following reasons.
Firstly, shear stresses increase in proximity to a solid wall, yet the turbulence
length scales decrease to zero in proximity to a solid wall. This contradicts
the eddy-viscosity model, hence it is not valid at solid boundaries. There are
many approaches to handling this problem. The simplest of these is to use
a damping function that adjusts the filter width as a function of the distance
from solid boundaries, with the filter width being zero at solid boundaries. This
essentially creates a DNS simulation at solid boundaries. This would greatly
increase the complexity of comparison of results from different mesh resolutions,
with and without LES. More complicated methods of overcoming this problem
involve modelling the boundary layer in some way. These methods are generally
designed to work for industrial applications and may not translate well in to
a geophysical model. Again, using these models would greatly complicate an
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already complicated analysis.
Secondly, commutation errors need careful consideration when using an LES
model. The theory behind LES depends upon function differentiation, and spatial
filtering, being commutative. A spatially varying filter width, as is required for
no-slip boundaries, implies that this is not the case. Hence when using a spatially
varying filter width commutation errors are introduced. Commutation errors are
avoided here by keeping the filter width constant throughout the entire domain
and enforcing zeroNeumann conditions on all boundaries for all filtered variables.
Hence the boundary conditions used are the most simple that can be applied for
this model, and are a good choice for analysis of the fundamental properties of
using LES in combination with a DG discretisation in simulation of stratified flow.
The initial condition for the sediment concentration field is similar to that
prescribed in chapter 4. This initial condition is based upon the solution obtained
fromapurelydiffusiveproblemafter a short period [Hartel et al., 1997]. Thismakes
the initial condition smooth, although the gradient in the sediment concentration
field is still very large across the initial condition at the start of the simulation. The
difference in concentration across the interface is∆c = 1. The initial condition for
the sediment concentration is as follows
c = −1
2
erf
(√
ReSc x
)
. (5.3)
This generates a concentration of c = 0.5 for x < 0 and c = −0.5 for x > 0 with
a smoothed transition at x = 0. Clearly having a negative concentration is not
realistic, but technically it makes no difference, it is the density difference that is
the important variable here. Having a concentration field that varies around zero
helps to keep the simulation symmetric, which is useful for analysis.
Nine mesh resolutions are used to demonstrate convergence of the DNS
solution, and to benchmark the LES model against. Details of these meshes is
given in 5.1. The mesh resolutions are chosen to match those of Ozgokmen et al.
[2007] as much as possible whilst also keeping the element edge lengths in x and
y as uniform as possible. The highest are used only for the purposes of showing
convergence of the DNS solution.
The time period over which the simulation is run is based upon the buoyancy
period, Tb = 2piN−1∞ , where N∞ =
√
∆c/(Fr2L2) = 1 is the buoyancy frequency.
Hence, conveniently, Tb = 2pi. The total simulation time must be significantly
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DNS LES
id Ne ∆x Sc = 1 Sc = 7 Sc = 1 Sc = 7
L1 14440 5.26× 10−2 X* X* X X
L2 20610 4.36× 10−2 X* X* X X
M1 155360 1.62× 10−2 X* X* X X
M2 342620 1.08× 10−2 X* X* X X
H1 534996 8.63× 10−3 X X
H2 835788 6.91× 10−3 X X
Table 5.1: Details of mesh configurations and the simulation types that are carried
out using each mesh. Ne is the number of elements in the mesh,∆x is the element
size in x. ∆y is the element size in y. This is constant throughout the domain. It
is chosen to be as close to ∆x as possible such that ∆y ≈ ∆x. However, note that
∆y 6= ∆x. Xdetails on which mesh configurations DNS and LES simulations are
carried out. X* highlights where a DNS simulation cannot be termed true DNS,
based upon analysis later in this chapter, as the resolution is too coarse. We term
these under resolved DNS simulations.
longer than this for the effects of stratification to fully develop [Ozgokmen et al.,
2007]. Here the simulation is terminated a t/Tb = 18.
TheLES simulationsuse theRi-dependentLESmethodoutlined in section 2.7.2.
Unless otherwise stated the Smagorinsky coefficient is chosen to be, Cs = 0.05,
as used by Ozgokmen et al. [2007]. This Smagorinsky coefficient is used to allow
direct comparison with the work of Ozgokmen et al. [2007].
5.3 Convergence of the DNS solution and the
effect of slope limiting
For the purposes of assessing the performance of the LES model it is first
important to generate a reliable DNS result. This can be used as a baseline.
The aim of the LES simulations is to recreate the DNS result to an acceptable
level, but using significantly less degrees of freedom, and hence significantly less
computational cost. The LES result should at least be an improvement over an
under resolved DNS simulation.
When performing a DNS simulation using a DG discretisation a decision is
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made about whether to include slope limiting. As DNS resolution is reached the
grid will better resolve the curvature of the solution, and it will become smoother.
In this case limiting is not necessarily required to avoid under-, and over-shooting
[Bassi and Rebay, 1997]. However, slope limiting should not have a significant
impact on a smooth solution and will allow for coarse resolution simulations to
be carried out, which is useful for comparison. Both cases are investigated here
to verify this. The use of slope limiting demands an explicit advection scheme
to ensure boundedness. The velocity is sub-cycled to achieve this as described in
section 2.7.4.
To fully appreciate the impact of these various implementations, the DNS
simulations are run with three configurations:
DNSA Slope limiting disabled and a Crank-Nicolson advection scheme
consistent with the rest of the model
DNSB Slope limiting disabled with an explicit advection scheme for both
momentum and sediment volume fraction
DNSC Vertex-based slope limiting [Kuzmin, 2010] enabled with an explicit
advection scheme for both momentum and sediment volume
fraction
5.3.1 Qualitative analysis
A qualitative comparison of the density field across DNS simulations at t ≈
0.55 Tb gives some indication of the convergence of the solution (Figure 5.2). This
same comparison is conducted by Ozgokmen et al. [2007].
This analysis suggests that convergence of the solution up to this point in
time is being obtained at the highest simulation resolutions. Variation in the
solutions between simulations conducted onH1 andH2 is very small, for all DNS
configurations and Schmidt numbers. The same quantity of eddies are generated,
and the position and shape of these eddies is very similar.
The results are not consistent when the Schmidt number is changed. A lower
Schmidt number increases scalar field diffusion. This leads to a smoother density
interface with lower density and velocity gradients across the interface. The
generation of Kelvin-Helmholtz instabilities in stratified flows is dependent upon
116
−0.6 0 0.6
y
x
−5 −4 −3 −2 −1 0 1 2 3 4 5
−1
0
1
(a) DNSA with Sc = 7
−5 −4 −3 −2 −1 0 1 2 3 4 5
−1
0
1
(b) DNSA with Sc = 1
−5 −4 −3 −2 −1 0 1 2 3 4 5
−1
0
1
(c) DNSB with Sc = 7
−5 −4 −3 −2 −1 0 1 2 3 4 5
−1
0
1
(d) DNSB with Sc = 1
−5 −4 −3 −2 −1 0 1 2 3 4 5
−1
0
1
(e) DNSC with Sc = 7
−5 −4 −3 −2 −1 0 1 2 3 4 5
−1
0
1
(f) DNSC with Sc = 1
Figure 5.2: Sediment concentration at t = 0.55Tb for all DNS simulation
configurations, Schmidt numbers and mesh resolutions L2 (top) to H2 (bottom).
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the Richardson number, Ri. They develop where Ri falls below a critical value
[Miles, 1961]. The Richardson number is inversely proportional to the square of
the velocity gradient across a stratification. A lower velocity gradient will increase
Ri and lead to a reduction in production of Kelvin-Helmholtz instabilities.
Qualitatively, there is very little variation in the results obtained between
configurations DNSA and DNSB at t ≈ 0.55 Tb. There is notable difference
between the results obtained from these configurations and DNSC with a high
Schmidt number. Arguably, slope limiting is not required for these simulations
at higher resolutions. The simulation remains stable and over and under shoots
appear to be minimal and have very little impact on the simulation. The results
appear to have converged on to a solution, and so themesh resolution appears to be
high enough to resolve all length scales in the flow. However, the result obtained
with Sc = 7 for the highest mesh resolution using DNSC is significantly different
to the results when using DNSA or DNSB. This implies that the solution is not
sufficiently smooth and is such that slope limiting is having a relatively significant
effect. At a lower Schmidt number the results from all three configurations look
very similar when using the finest mesh resolutions. This shows that when the
solution is sufficiently smooth, the effect of slope limiting is negligible. However,
qualitatively the solution does not change considerably between mesh resolutions
M2, H1 and H2 for configurations DNSA and DNSB. The solution varies more
for DNSC, most notably at the nose of the density currents. This may imply that
slope limiting is hindering convergence of results. Further quantitative analysis
follows.
It is important to note how the results progress beyond t ≈ 0.55 Tb. The
turbulent structures that develop are highly sensitive to very small changes inmesh
resolution. Hence all solutions diverge with time and qualitative convergence is
very hard to obtain over longer time scales (Figure 5.3).
5.3.2 Energy budget
This analysis follows the same method as that described in Section 4.4. It is
shown how the time integrated energy lost due to spurious numerical effects, ED,
converges towards zero as the mesh resolution increases (Figure 5.4).
Interestingly, ED is significantly larger for simulations with configurations
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Figure 5.3: Sediment concentration for simulation configurationDNSA with Sc =
1 on the two highest resolution meshes. Snapshots are shown a t = 0.55Tb,
t = 1.15Tb, t = 2.0Tb and t = 4.0Tb. These figures show how solutions eventually
diverge even between two very high resolution simulations as the turbulence is
highly sensitive to small changes in the simulation configuration. At t = 4.0Tb the
solutions are significantly different.
DNSB and DNSC than it is for DNSA. The key variation in the configurations
is the use of an explicit time discretisation for advection. As noted above, this
is necessary when using slope limiting. However it does appear to be causing
a significant amount of energy dissipation. Slope limiting further increases the
value obtained for ED.
The explicit time discretisation used is first-order accurate. As the mesh
resolution increases, the explicit time step will need to be reduced significantly
to match the accuracy achieved by the second-order accurate Crank-Nicholson
time stepping scheme. It is possible that the size of the explicit time step is not
sufficiently small. Reducing the sub-cycle time step further however, would have
implications on the computational cost of the simulation.
Additionally, vertex based slope limiting is a conservative process [Kuzmin,
2010]. However, the conserved variables whose functions are slope limited, are
velocity and sediment concentration, rather than kinetic and potential energy, so
it expected that energy may not be conserved during slope limiting.
Figures 5.5 and 5.6 shows the time evolution of kinetic energy, Ek, potential
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Figure 5.4: Time integrated energy imbalance, ED for the three DNS simulation
configurations over a range of characteristic mesh element lengths, ∆x. Results
are shown for Sc = 7.0 and Sc = 1.0.
energy, Ep, time integrated viscous dissipation, E, the time integrated change in
energy due to diffusionEs, and the time integrated loss in energy due to numerical
errors, Ed for t < 1.0 Tb with mesh H2. For both Schmidt numbers, values of Ep
andEk in simulations usingDNSB andDNSC configurations fall below the values
forDNSA despite generally having lower values ofEd, resulting in a loss of energy
in the system.
5.3.3 Over/undershooting of sediment volume fraction
Advection with a DG discretisation is not bounded. Under and over shoots
occur which can have a serious impact on a simulation. This is illustrated in Figure
5.7 which shows the concentration profile near the head of a density current
generated on a coarse mesh (L1) with and without slope limiting. The use of
slope limiting greatly reduces the under and over shooting in this simulation.
The unbounded solution at the nose, where slope limiting is enabled, is likely
to be due to the use of a non-conservative approach to advection, which does
not strictly enforce divergence free advection, rather than over-shooting due to
advection using the discontinuous discretisation. In a gravity current simulation,
over and undershoots can generate artificial dynamics. For example, the sediment
volume fraction field feeds into the equation of state affecting the density and
generating momentum.
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Figure 5.5: Total potential energy, Ep, kinetic energy, Ek, and time integrated
energy imbalance, Ed for all DNS simulation configuration with Sc = 7 (left) and
Sc = 1 (right).
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Figure 5.6: Time integrated viscous dissipation, E, and energy change through
sediment diffusion, Es for all DNS simulation configuration with Sc = 7 (left) and
Sc = 1 (right).
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Figure 5.7: Sediment concentration for configuration DNSA (no slope limiting,
left) and DNSC (with slope limiting, right) for a sub domain in the region of the
density current head at t = 0.55Tb on mesh L1.
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The sediment field should be bounded by the maximum and minimum initial
values for the field. Mixing processes alone can only ever create sediment
concentrationswithin these bounds. The sediment has nomethod of accumulating
as it follows the fluid velocity field which is divergence-free. This provides a
method of quantifying the over, and under-shoots. The effect can be measured
where these errors generate sediment concentration that exceeds these bounds.
Figure 5.8 shows the sediment concentration distribution between c = 0.4 and
c = 0.6 at t = 0.55 Tb throughout the domain for simulations using the three
DNS configurations on meshes L2, M2 and H2. The effect of slope limiting is
clear. Focussing on the results from mesh L2, there are regions of the domain
where the sediment concentration is > 20% over-shooting the top bound for
the sediment concentration without slope limiting. Slope limiting reduces the
unbounded values, although it does not completely remove them. Slope limiting
creates a more bounded solution at all of the mesh resolutions. However, looking
at the concentration distribution within the bounds of the initial condition (i.e.
< 0.5) it is also clear that added diffusion is introduced by the slope limiting.
More mixing has occurred where slope limiting is applied, increasing the volume
of fluid with concentrations below the initial condition value. Here we have
analysed overshoots in the solution of c. The same analysis and conclusions can
be drawn by analysing under-shoots between c = −0.6 and c = −0.4.
Generally, as the resolution increases the solution becomesmore bounded. The
maximum overshoot decreases as does the volume of unbounded concentration
values. Unboundedness is more of a problem when the Schmidt number is
higher. This is as expected as a lower Schmidt number leads to higher diffusion,
which creates a smoother solution on a given mesh. The resolution at which the
boundedness is acceptable is a difficult question. With higher diffusion, Sc = 1,
it would be hard to argue that the highest resolution simulation is not sufficiently
bounded. With Sc = 7, arguably more resolution is required. This highlights the
difficulty involved simulations involving advection of a tracerwith a lowdiffusion.
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Figure 5.8: Fraction of domain volume with sediment concentrations in the range
0.4 < c < 0.6 for all DNS simulation configuration on meshes L2,M2 and H2.
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5.4 DG LES
5.4.1 Qualitative analysis
At low mesh resolutions, L1 and L2, the addition of a LES model has a small
impact on the result obtained but qualitatively it is hard to recognise these changes
as an improvement over the DNS results (Figures 5.9 and 5.10). For both the DNS
and LES simulations, the largest eddies are resolved to some extent. Over-, and
under- shooting is clearly a problem for both theDNS and LES simulations at these
resolutions.
At higher resolutions, M1 andM2, LES has an impact on the results obtained,
and arguably this is a positive improvement. Particularly, with Sc = 7 the results
using mesh M2 appear to more closely match the DNS results using mesh H2
(Figure 5.9). The result appears to be stabilised and less diffusive at t = 0.55Tb.
At t = 1.10Tb the eddy shape of the H2 DNS result appears to be more consistent
with theM2 LES result than theM2 DNS result.
With Sc = 1 the results at t = 1.10Tb qualitatively appear to be improved
by the use of LES. The LES results on meshes M1 and M2 both appear to be an
improvement over the results obtained using DNS at the same resolution (Figure
5.10).
This suggests that LES is improving results at moderately high resolutions and
may enable the use of a moderately coarser grid whilst still obtaining results that
compare well with DNS results. Mesh M1 has ≈ 1/5 the number of elements
compared to mesh H2 and ≈ 1/3 the number of elements in mesh H1. Mesh M2
has ≈ 2/5 the number of elements in mesh H2 and ≈ 2/3 the number of elements
compared to mesh H1. This reduction in the number of elements represents a
significant saving in computational effort.
5.4.2 Energy budget
Calculation of the energy budget, and energy lost due to numerical errors, d,
involves some extra termswhen using an LESmodel. Equations (2.110) and (2.111)
have an extra diffusive term which is a function of the eddy viscosity.
Applying the same process as outlined in Section 4.4 to the LES form of the
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Figure 5.9: Sediment concentration at t = 0.55Tb (left) and t = 1.3Tb (right) for
simulations with Sc = 7 using DNSA configuration (top) and with LES (bottom)
with mesh resolutions L1 to M2. The result from DNSA using mesh H2 is shown
for reference.
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Figure 5.10: Sediment concentration at t = 0.55Tb (left) and t = 1.3Tb (right) for
simulations with Sc = 1 using DNSA configuration (top) and with LES (bottom)
with mesh resolutions L1 to M2. The result from DNSA using mesh H2 is shown
for reference.
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governing equations. The rate of changeof kinetic energy is obtainedby computing
the dot product of the momentum equation (2.111) with u, integrating over the
domain, and applying boundary conditions
∂Ek
∂t
= − 1
Fr2
∫
Ω
c u2 dΩ−
∫
Ω
Sij
∂ ui
∂xj
dΩ−
∫
Ω
τ ij
∂ ui
∂xj
dΩ . (5.4)
The rate of change of potential energy is obtained bymultiplying (2.110) byx3/Fr2,
integrating over the domain, and applying boundary conditions
∂Ep
∂t
=
1
Fr2
∫
Ω
c u2dΩ− 1
Fr2 ScRe
∫
Ω
∂ c
∂x2
dΩ− 1
Fr2
∫
Ω
κ2jdΩ , (5.5)
noting that here, in contrast to in Section 4.4, ni∂c/∂xi = 0 on all domain
boundaries, β = 0, and in this two-dimensional simulation the vertical component
of u and x is the second component rather than the third.
Again, an equation for the transfer of energy from Ek and Ep to and from
internal energy and heat can be obtained by combining (5.4) and (5.5)
∂ (Ep + Ek)
∂t
= −− T − s − sT − d , (5.6)
where
 =
∫
Ω
Sij
∂ui
∂xj
dΩ , T =
∫
Ω
τ ij
∂ui
∂xj
dΩ ,
s =
1
Fr2 ScRe
∫
Ω
∂ c
∂x2
dΩ , sT =
1
Fr2
∫
Ω
κ2j dΩ .
(5.7)
where the d term is added to balance the equation where energy is not conserved
due to spurious numerical errors. The magnitude of d gives a measure of the
numerical errors of the simulation.
Again we compare simulations using the time integrated absolute value of d
ED =
∫ t
0
|d| dτ . (5.8)
It is found that LES reduces the magnitude ofED (Figure 5.11). This implies that it
is stabilising the simulation, and applying diffusivity of momentum and sediment
concentration in regions where the mesh is not fine enough to resolve all energy
scales. As the Smagorinsky coefficient is increased the solution becomes smoother
and the magnitude of Ed decreases.
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Figure 5.11: Time integrated energy imbalance, ED from LES simulations with a
range of Smagorinsky coefficients, Cs, compared against simulations DNSA for
two characteristic mesh element lengths,∆x = 0.0436 and 0.0162 (meshesM1 and
M2). Results are shown for Sc = 7.0 and Sc = 1.0.
5.4.3 Over/undershooting
Using LES generally does not fix the problems arising from over and under
shooting that result from unbounded advection when using a discontinuous
discretisation. It was found that increasing the Smagorinsky coefficient to 0.1
significantly reduced over and under shooting. The largest unbounded values are
significantly reduced for all meshes when using a Smagorinsky coefficient of 0.1.
This is as expected. Raising this value increases the momentum and sediment
diffusivity which will generally create a smoother solution (Figure 5.12).
However, LES is not designed to tackle the problemof over and under shooting.
The eddy viscosity is a function of shear in the velocity field. Unbounded solutions
in the tracer field will not necessarily occur in regions of high fluid shear. Hence
there is no guarantee that sediment diffusionwill occurwhere the sediment field is
not smooth. Unbounded solutions are a problem that needs tackling when using
LES with a discontinuous discretisation of advected tracers unless a high enough
resolution is used such that the solution remains sufficiently bounded.
It is unclear as to whether under and over shoots in the velocity field are
rectified by using LES. Future work will focus on problems that do not involve an
advected tracer so as to answer this question.
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Figure 5.12: Fraction of domain volumewith sediment concentrations in the range
0.4 < c < 0.6 for all DNS simulation configuration on meshes L2 andM2.
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5.5 Analysis of mixing
A key output from this simulation, and an output that is the main focus of
analysis in the works of Ozgokmen et al. [2007] and Hiester et al. [2014], is the
amount of mixing that occurs in these simulations. The mixing can be analysed in
a number of ways.
Ozgokmen et al. [2007] quantifiedmixing by subdividing the fluid in to regions
of heavy, mixed and light fluid. Heavy fluid is defined as having concentrations
more than two thirds the maximum initial concentration perturbation, light fluid
contains concentrations less than one third the maximum initial concentration
perturbation. Mixed fluid is where the concentration lies between these two. In
this experiment that is where −1/6 < c < 1/6. The diagnostic of interest is the
mixed volume fraction, cm, which is defined as the percentage of the volume with
mixed fluid.
As in chapter 4 it is veryhard to showconvergenceofmanyquantities, including
mixing, for these time-dependent turbulent simulations. Turbulence is highly
sensitive to small changes in simulation parameters which create significant and
unpredicatble variations in results which grow over time. No convergence can be
shown for this diagnostic. Due to these unpredictable significant perturbations
there is significant uncertainty in results obtained formixingwhichmakes analysis
difficult.
However, it may be possible to obtain some useful insights from these results.
The results obtained with a Schmidt number of 7 are analysed first. The results
obtained from simulations over meshesM1 toH2 all fall approximately within the
range of values obtained from the DNS simulation of Ozgokmen et al. [2007] such
that the results from this study are in broad agreement with previouswork (Figure
5.13a). The variation in results between meshes is not hugely significant.
Adding LES to the simulation has an impact on the amount of mixing that
occurs (Figure 5.13b). It appears to reduce the amount of mixing that is occurring.
This may not be as expected as the introduction of LES will increase diffusivity
in the model. The amount of mixing that occurs is dependent upon the turbulent
structures that are generated as the fluid moves around the domain. As discussed
above this is highly sensitive to small changes in parameters.
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Figure 5.13: Evolution of mixed fraction of sediment concentration, cm = −1/6 <
c < 1/6 over the period of the simulation with Sc = 7. The left figure shows
results from simulation configuration DNSA on a range of meshes compared
against the results of Ozgokmen et al. [2007]. The right image shows results from
LES simulations on meshes M1 and M2 compared against the range of results
obtained using simulation configuration DNSA with meshesM1 to H2.
Based upon these presented results, this implementation of LES does not
appear to improve the results. Statistically, based upon the number of simulations
conducted and the variability between each simulation, it is very hard to state
whether the LES model has had a positive or negative impact on these results.
With a lower Schmidt number of 1, mixing increases, such that the maximum
final mixed volume fraction from the DNS simulation was 0.53 as opposed to 0.34
with a Schmidt number of 7. This is as expected with a higher rate of diffusion
of the sediment concentration (Figure 5.14a). The variability in results across
the DNS simulations is larger with a lower Schmidt number. Again it is very
hard to determine whether an LES model provides any improvement over a DNS
simulation with the same mesh based upon the limited number of simulations
conducted (Figure 5.13b).
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Figure 5.14: Evolution of mixed fraction of sediment concentration, cm = −1/6 <
c < 1/6 over the period of the simulation with Sc = 7. The left figure shows
results from simulation configuration DNSA on a range of meshes compared
against the results of Ozgokmen et al. [2007]. The right image shows results from
LES simulations on meshes M1 and M2 compared against the range of results
obtained using simulation configuration DNSA with meshesM1 to H2.
DNS LES
id DNSA DNSB DNSC Cs = 0.05 Cs = 0.1
L1 X* X*
L2 X X
M1 X X X X X
Table 5.2: Indication of simulations that ran to completion without failing with
Sc = 7 using the three DNS simulation configurations and LES simulations with
Smagorinsky coefficients of 0.05 and 0.1. X indicates a successfully completed
simulation. X* indicates that the simulation ran to completion, but the final result
was highly irregular and not at all consistent with results from higher resolution
meshes. All simulationswere completed successfullywith Sc = 1. All simulations
were completed successfully with Sc = 7 on meshesM2, H1 and H2
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5.6 Stability
LES can be thought of as a method of stabilising a solution by adding extra
diffusivity to dissipate energy at scales that the model cannot resolve. This energy
would otherwise have the potential to create instabilities in the simulation.
One of the key benefits of DG element types is that they produce stable
discretisations and hence these diffusive stabilisation strategies are not required.
However, as discussed, advection is unbounded. Hence slope limiting is often
required. Slope limiting is diffusive. It has been shown here that this will have a
significant impact on the results, especially at low resolutions.
In this work LES has been used in place of slope limiting. It is found that
LES can help to stabilise instabilities produced by this unbounded advection (See
Table 5.2). As expected, stabilisation of the solution increases as the Smagorinsky
coefficient is increased, but the range of length scales that are resolved, and hence
the accuracy of the solution, is reduced as a result.
5.7 Conclusions
In this chapter we have successfully obtained a converged DNS solution for
a two-dimensional lock-release experiment simulation at a Reynolds number of
2, 800. 534, 996 elements are required to achieve a converged solution for this
problem in a domain with non-dimensional size 10 × 2. This equates to O(10−3)
edge lengths.
Convergencehas beenmeasuredqualitatively andquantitatively. Qualitatively,
we show that convergence of the solution is generally obtained for longer periods of
time as the mesh resolution increases. Although it is possible to show qualitative
convergence over short periods of time for a turbulent problem of this type, it
is very hard to show convergence for longer periods. Qualitative assessment of
when a solution has converged will largely depend upon the simulation time
at which convergence is considered. Here we show good convergence of the
solution up until t = 2Tb. Convergence is hard to quantify for problems of this
type as many variables, integrated or otherwise, do not sensibly converge on to
a solution as the mesh resolution is increased. Here we show convergence by
133
integrating the total energy imbalance. This is shown to sensibly converge as the
mesh resolution increases. Quantitative analysis of over/under shooting in the
solution is also presented. This can be used as a measure of simulation accuracy
for DG simulations with advected tracers.
The DNS solutions obtained are used to evaluate an implementation of LES in
a finite element model using a DG discretisation, with application to a stratified,
buoyant flow. This is compared with the use vertex-based slope limiting as
alternative method of stabilising an under resolved simulation.
Qualitatively, results using an LES model on moderately high resolution
meshes appear to show some improvements over results on the samemeshwithout
an LES model. The solutions appear to be stabilised and exhibit features that are
more similar to the highest resolution DNS results. Use of an LES model also
reduces the energy budget inconsistency implying that the dissipation of energy
due to numerical errors is reduced.
TheuseofLESdoesnot appear to improve stability considerably. AnLESmodel
also does not bound a DG solution. Hence, without slope limiting, the mesh used
must still be high enough to keep the solution sufficiently bounded. Simulations
with slope limiting and LES were performed. The results were very similar to
those with slope-limiting but without an LES model, and are not presented here.
The effect of slope limiting on the solution is significantly greater than the effect
of LES on the solution. When using an LES model ideally all other sources of
dissipation are kept to a minimum. This is not the case when slope limiting is
used.
It has been shown that slope limiting successfully bounds solutions when
using DG discretisations. However, it is also found that slope limiting can hinder
solution convergence and that at sufficiently high resolution the solution may be
smooth enough that slope limiting is not necessarily required. This is as expected
as the solution will become relatively smooth as the mesh resolution reaches the
resolution required to fully resolve all scales of motion in the flow.
The explicit advection scheme that is used in conjunction with slope limiting
in Fluidity is found to produce an inconsistency in energy conservation that
is significantly larger than the energy dissipated by slope limiting. This is a
significant concern in density current simulations where the temporal evolution
of the energy budget is an important and useful diagnostic [Espath et al., 2014,
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Necker et al., 2002]. As discussed, it may be possible to rectify this by decreasing
the time step size for the explicit sub-cycle as the time discretisation here is first-
order accurate. However, to achieve the accuracy of the second-order accurate
scheme used elsewhere, this may require a prohibitively small time step. An
alternative approach would be to employ a higher-order accurate explicit time
stepping scheme for the advecting sub-cycles.
The amount of mixing that occurred in the simulations was analysed. Results
from simulations with an LESmodel were compared against results from the DNS
simulations. This diagnostic is a popular method of assessing the performance of
a simulation of this configuration [Hiester et al., 2014, Ozgokmen et al., 2007]. The
results of this analysis were inconclusive due the variability in the results obtained
across experiments.
An upwind flux is used in the advection term of both the sediment advection-
diffusion equation and the momentum equation. This is dissipative. When using
an LES model it is preferable to use a centred flux for the advection term to reduce
sources of dissipation [van der Bos and Geurts, 2010]. Future work should aim to
implement a centred advective flux for use with LES.
Future work should validate the LES model using a less complex test case,
removing any buoyant fields, to further validate the LES implementation.
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Chapter 6
Epilogue
6.1 Summary of presented work
This thesis has presented several novel modelling techniques in application to
the simulation of turbidity currents.
In chapter 2 themodels used in thiswork are derived frombasic principles. The
models presented in this section had several novel features. The depth-averaged
model is a novel implementation using the DG FEMand an adaptive time stepping
scheme. The discretisation is well suited to this problem which is dominated by
advection. The adaptive time stepping scheme allows the model to exploit the
growing element size in simulations using this model. The depth-resolved model
uses the DG FEMand adaptivemesh optimisation. Thismodel is uniquely capable
of simulating turbidity currents in three-dimensions in unrestrained complex
geometries.
In chapter 3 parameter optimisation is used to best fit model output with
data obtained in the field. To the best of the author’s knowledge this is the first
published work where optimisation is applied to turbidity current modelling.
This chapter demonstrated the usefulness of these techniques for interpreting
sedimentary successions that have been deposited by turbidity currents and also
understanding model sensitivities to changes in initial conditions.
Chapter 4 presents the first high resolution three-dimensional simulation
of a turbidity current using the FEM. The use of unstructured adaptive mesh
optimisation is shown to reduce the cost of this simulation by two orders of
magnitude. This computational saving results in high resolution DNS models
of turbidity currents at a fraction of the cost of traditional fixed mesh FEM
models. The benefits of this technique will enable simulation of turbidity
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currents in complex and expansive domainswhereDNSmodellingwas previously
unachievable.
In chapter 5 the effectiveness of an LES model implementation using
discontinuous finite elements in application to density current modelling is
analysed. LES is not frequently applied to stratified flow, neither is it frequently
applied in DG FEM models. The effectiveness of this novel application of LES is
analysed and is found to provide some improvements over comparative models
without an LESmodel. The effect of slope limiting is also discussed and it is found
that at sufficiently high resolution slope limiting is not necessarily required, and
that it may hinder convergence of the solution.
6.2 Future work
There are numerous areas of future research based upon the work outlined in
this thesis. Below, key future directions are highlighted for each area of work.
Using the adjoint approach to optimise the initial conditions of a turbidity
current.
Slope limiting The discontinuous slope limiting operator could not be applied
to this model where gradient information was required. This limits simulations
to having smooth initial conditions. It is quite possible that a slope limiter with a
continuous derivative could be formulated that would rectify this problem.
Inflow boundary condition The boundary conditions in the current imple-
mentation of this model are fixed to a no flow condition at the rear boundary.
Enabling an inflowboundary conditionwould greatly increase flexibility. Velocity,
concentration, and current height at this boundary could all vary over time and
be optimised to better reproduce deposits found in the field. The adjoint method
is well suited to optimisation of a large parameter space.
Bed profile The shape of the bathymetry is neglected in the current implementa-
tion of the model. The slope of the bed is substantially less than one degree in the
basin where the Marnoso Arenacea formation was created. Variations in gradient
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of this magnitude will have negligible impact on the head velocity [Middleton,
1966]. However, small variations will have an impact on the velocity of the body
of the current. It would be interesting to add the effect of varying slope angles in
to the model formulation.
Entrainment of ambient fluid The current model neglects ambient fluid
entrainment. It is well known that this is an important mechanism in turbidity
currents that has a significant impact onpropagation [Hallworth et al., 1996,Garcia,
1994]. Future development of the model should address this.
Sediment erosion Erosion of the bed below a turbidity current has a substantial
impact on the deposit profile left behind by a turbidity current. Erosion rates will
be larger for larger turbidity currents where velocities, and bed shear stresses are
likely to be greater. For the model to be able to reproduce deposit profiles laid
down by larger turbidity currents, a parameterisation for the erosion of the bed
[Garcia and Parker, 1991, Garcia, 1994], and for bedload transport [Sequeiros et al.,
2009] will have to be included in the model.
Sediment distributions This work showed how including an additional sedi-
ment concentration class for mud had a significant effect on the results obtained
and must be included in the model. This inclusion of an additional sediment
class for mud, such that there are two discrete sediment diameters modelled in
the flow, is the first step in modelling a sediment distribution instead of a single
discrete diameter. Dorrell et al. [2013b] found that polydisperse density currents
will have longer run out distances than equivalent currents with uniform sediment
at the mean sediment diameter. It would be useful to model the sediment as a
distribution of sediment diameters rather than discrete diameters. This could be
achieved using the method of moments [Marchisio et al., 2003], or by including a
number of additional sediment classes at a range of diameters.
High resolution simulations of particle-laden density currents with adaptive,
discontinuous finite elements.
Slope limiting Based upon the conclusions drawn from chapter 5 it would be
interesting to carry out the same simulation as presented in chapter 4 without
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slope limiting enabled, and also with an LES model.
Channelised flow Many turbidity currents in the ocean occur in channels that
have been created by past events. Many laboratory experiments and numerical
studies have focused on turbidity currents dynamics in channels [Zemach and
Ungarish, 2013, Keevil et al., 2007, Dorrell et al., 2013a] but to the best of the
author’s knowledge no three-dimensional DNS models of channelised flow have
been published. The model presented in this work is well suited to producing
a simulation in complex domains such as flow in channels with various cross-
sections. A DNS simulation of this type would be a great contribution to
research in this area. This could be followed by a simulation in a channel with
a bend. The dynamics of three-dimensional flow in submarine channel bends is
poorly understood [Wei et al., 2013] and would greatly benefit from the depth of
information available from a DNS simulation.
Expansive domains The dynamics of a turbidity current originating from a
lock-release in deep water are very different to those exhibited in shallow water
[Ungarish, 2010]. To the best of the author’s knowledge all existing DNS
simulations are based in shallow water. This is because of the cost of simulations
in deep domains. The model described in this work can easily model a turbidity
current in deep water at very little extra cost as elements far above the turbidity
current where curvature of the solution is small can be very large. A lock-release
simulation in deep water would produce interesting and novel results.
This is certainly not an exhaustive list of applications for this model. There is
an extensive list of other potential applications for this model which we leave to
the readers imagination.
Large Eddy Simulation and slope limiting in a lock-exchange simulation using
a discontinuous Galerkin discretisation.
A simpler case study This study was somewhat complicated by the presence of
an active scalar field. The LES implementationwould benefit from being validated
using a simpler test case with only velocity and pressure fields.
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Advective flux Anupwindflux is used in the advective termof both the sediment
advection-diffusion equation and the momentum equation. This is dissipative.
When using an LESmodel it is be preferable to use a centred flux for the advection
term to reduce other sources of dissipation [van der Bos and Geurts, 2010]. Future
work should look to implement a centred flux for this term and analyse how this
affects the results obtained.
Sub-cycle timediscretisation The timediscretisation of the sub-cycled advection
in Fluidity is first-order accurate. This could be responsible for some of the
dissipation observed in high resolution simulations where sub-cycled advection
was used. It would be very interesting to investigate this further. To both try the
same simulations with a much reduced sub-cycle time step, and also to implement
a second-order accurate explicit time discretisation for advectionwhen using slope
limiting.
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