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Abstract
In this paper, for any prime p11, we consider Cp-decompositions of Km × Kn and Km ∗ Kn and also Cp-factorizations of
Km × Kn, where × and ∗ denote the tensor product and wreath product of graphs, respectively, (Km ∗ Kn is isomorphic to the
complete m-partite graph in which each partite set has exactly n vertices). It has been proved that for m, n3, Cp-decomposes
Km × Kn if and only if (1) either m or n is odd and (2) p |mn(m − 1)(n − 1). Further, it is shown that for m3, Cp-decomposes
Km ∗ Kn if and only if (1) (m − 1)n is even and (2) p |m(m − 1)n2. Except possibly for some valid pairs of integers m and n, the
necessary conditions for the existence of Cp-factorization of Km × Kn are proved to be sufﬁcient.
© 2005 Published by Elsevier B.V.
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1. Introduction
All graphs considered here are simple and ﬁnite. Let Cn denote a cycle of length n. If the edge set of G can be
partitioned into cycles Cn1 , Cn2 , . . . , Cnr , then we say that Cn1 , Cn2 , . . . , Cnr decompose G. If n1 =n2 = · · ·=nr = k,
then we say that G has a Ck-decomposition and in this case we write Ck |G. If G has a 2-factorization and each
2-factor of it has only cycles of length k, then we say that G has a Ck-factorization, with notation Ck‖G. We write
G=H1⊕H2⊕· · ·⊕Hk , ifH1, H2, . . . , Hk are edge-disjoint subgraphs ofG andE(G)=E(H1)∪E(H2)∪· · ·∪E(Hk).
The complete graph on m vertices is denoted by Km and its complement is denoted by Km. For some positive integer
k, the graph kH denotes k disjoint copies of H . For a graph G, G() denotes the graph obtained from G by replacing
each of its edges by  edges. A cycle of length k is called a k-cycle. Pk denotes the path on k vertices.
For two graphs G and H their wreath product G ∗ H has vertex set V (G) × V (H) in which (g1, h1) and (g2, h2)
are adjacent whenever g1g2 ∈ E(G) or g1 = g2 and h1h2 ∈ E(H). Similarly, G × H , the tensor product of the
graphs G and H has vertex set V (G) × V (H) in which two vertices (g1, h1) and (g2, h2) are adjacent whenever
g1g2 ∈ E(G) and h1h2 ∈ E(H). Clearly the tensor product is commutative and distributive over edge-disjoint union
of graphs, that is, if G = H1 ⊕ H2 ⊕ · · · ⊕ Hk , then G × H = (H1 × H) ⊕ (H2 × H) ⊕ · · · ⊕ (Hk × H). For
h ∈ V (H), V (G)× h= {(v, h)|v ∈ V (G)} is called the column of vertices of G×H corresponding to h. Further, for
x ∈ V (G), x × V (H)= {(x, v)|v ∈ V (H)} is called the layer of vertices of G×H corresponding to x. Similarly we
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can deﬁne column and layer for wreath product of graphs also. We can easily observe that Km ∗ Kn is isomorphic to
the complete m-partite graph in which each partite set has exactly n vertices.
A latin square of order n is an n × n array, each cell of which contains exactly one of the symbols in {1, 2, . . . , n},
such that each row and each column of the array contains each of the symbols in {1, 2, . . . , n} exactly once. A latin
square is said to be idempotent if the cell (i, i) contains the symbol i, 1 in.
Let the vertices ofKn be {1, 2, . . . , n}; then the edge ij ofKn is said to be of distancemin{i−j (mod n), j−i(mod n)}.
Hence there are exactly two edges of distance k, 1k(n− 1)/2, incident with each of its vertices. If G is a bipartite
graph with bipartition (X, Y ), where X = {x1, x2, . . . , xn}, Y = {y1, y2, . . . , yn} and if G contains the set of edges
Fi(X, Y )={xjyi+j | 1jn, where addition in the subscript is takenmodulo nwith residues 1, 2, . . . , n}, 0 in−1,
then we say that G has the 1-factor of distance i from X to Y . Clearly, if G=Kn,n, then E(G)=⋃n−1i=0Fi(X, Y ). Note
that Fi(Y,X) = Fn−i (X, Y ), 0 in − 1. In a bipartite graph with bipartition (X, Y ) with |X| = |Y |, if xiyj is an
edge, then xiyj is called an edge of distance j − i if ij , or n− (i − j), if i > j , from X to Y . (The same edge is said
to be of distance i − j if ij or n − (j − i), if i < j , from Y to X.)
Recently, it has been proved that if n is odd andm | (n2 ) or n is even andm | ((n2 )− n2 ), then Cm |Kn or Cm |Kn − I ,
where I is a 1-factor of Kn [1,16]. A similar problem can also be considered for regular complete multipartite graphs;
Cavenagh and Billington [7] and Mahmoodian and Mirzakhani [11] have considered C5-decompositions of complete
tripartite graphs. Moreover, Billington [3] has studied the decompositions of complete tripartite graphs into cycles of
length 3 and 4. Further, Cavenagh and Billington [6] have studied the decompositions of complete multipartite graphs
into cycles of length 4, 6 and 8. Recently, the present authors have proved [12,13] that the necessary conditions for
the existence of a C5- and C7-decompositions of Km ∗ Kn are sufﬁcient; a similar problem has also been considered
by them for Km × Kn. Billington et al. [4] have solved the problem of decomposing (Km ∗ Kn)() into 5-cycles. A
detailed account of cycle decompositions of complete graphs can be seen in [8].
In this paper, we prove that the obvious necessary conditions for Km × Kn, m, n3, to have a Cp-decomposition
are proved to be sufﬁcient, where p11 is a prime. The proof technique employed here can be extended to prove
existence of a Cp-decomposition of the complete multipartite graph Km ∗Kn, m3. In the later part of the paper, we
prove that the necessary conditions for a Cp-factorization of Km × Kn, m, n3, are sufﬁcient for many values of m
and n. We list below some of the important results obtained here.
1. For a prime p11 and m3, Cp |Km ∗ Kn if and only if (1) n(m − 1) is even and (2) p |m(m − 1)n2.
2. For a prime p11 and m, n3, Cp |Km ×Kn if and only if (1) p | nm(m− 1)(n− 1) and (2) either m or n is odd.
3. For any prime p11, m, n3, Cp‖Km ×Kn if and only if (1) either m or n is odd and (2) p |mn, except possibly
for the following cases,
(a) m = 7 or 11 and n ≡ 0 (mod 2p) or
n = 7 or 11 and m ≡ 0 (mod 2p),
(b) m /∈ {7, 11} and n = 2p or 6p or
n /∈ {7, 11} and m = 2p or 6p.
In [10] the necessary conditions for the existence of a Ck-factorization of Km ∗ Kn are proved to be sufﬁcient.
For our future reference we list below some known results.
Theorem A (Alspach et al. [2]). Let t be an odd integer and p be a prime so that 3 tp. Then Ct ∗ Kp has
a 2-factorization so that each 2-factor is composed of t cycles of length p.
Theorem B (Alspach et al. [2]). For odd n, Kn has a 2-factorization F = {F1, F2, . . . , F(n−1)/2} such that
each Fi, 1 i(n − 1)/2, consists of cycles of length 3 or 5 if and only if n = 7 or 11.
Theorem C (Alspach et al. [2]). For any odd integer t3, if n ≡ t (mod 2t), then Ct‖Kn.
Theorem D (Alspach and Gavlas [1]). For any odd integer t3, if n ≡ 1 or t (mod 2t), then Ct |Kn.
The following theorem can be found in [9].
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Theorem E. Let m be an odd integer, m3.
(1) If m ≡ 1 or 3 (mod 6), then C3 |Km.
(2) If m ≡ 5 (mod 6), then Km can be decomposed into (m(m − 1) − 20)/6 3-cycles and two 5-cycles.
Theorem F (Šajna [16]). Let n be an even (resp. odd) integer and m be an odd (resp. even) integer with 3mn
(resp. 4mn). Then the graph Kn − I (resp. Kn) can be decomposed into cycles of length m whenever m divides
the number of edges in Kn − I (resp. Kn), where I is a 1-factor of Kn.
Theorem G (Liu [10]). For t3 and m2, Km ∗Kn has a Ct -factorization if and only if t divides mn and (m− 1)n
is even, t is even if m = 2, and (m, n, t) = (3, 2, 3), (3, 6, 3), (6, 2, 3), (2, 6, 6).
Theorem H (Piotrowski [15]). Let k1, m3. If a1, a2, . . . , ak are positive integers which are divisible by m and
nm =∑i ai , then F‖Cm ∗Kn, where F consists of k cycles, namely, Ca1 , Ca2 , . . . , Cak , except in the cases: (1) n= 2
and m odd, (2) n = 6, m = 3 and (a1, a2, . . . , ak) = (3, 3, 3, 3, 3, 3), in which case the contrary is true.
2. Cp-decompositions of C3 × Km and C3 ∗ Km
Lemma 2.1. For any odd integer t3, Ct‖C3 × Kt .
Proof. Clearly, C3 × KtKt × C3(Ct × C3) ⊕ (Ct × C3) ⊕ · · · ⊕ (Ct × C3), since Kt admits a Hamilton cycle
decomposition and tensor product is distributive over edge-disjoint subgraphs. LetV (Ct )={x1, x2, . . . , xt } andV (C3)=
{y1, y2, y3}. ThenV (Ct×C3)=⋃ti=1{xi}×V (C3)=⋃ti=1{(xi, yj ) | 1j3}. LetXi={(xi, yj ) | 1j3}, 1 i t .
Then E(Ct × C3) =⋃ti=1{F1(Xi,Xi+1) ∪ F2(Xi,Xi+1)}, where additions in the subscripts are taken modulo t with
residues 1, 2, . . . , t . The graph Ct × C3 can be factorized into two Ct -factors, say, F ′1 and F ′2, as follows:
F ′1 =
⎛
⎝(t−3)/2⋃
i=1
{F1(X2i−1, X2i ) ∪ F2(X2i , X2i+1)}
⎞
⎠ ∪ F1(Xt−2, Xt−1) ∪ F1(Xt−1, Xt )
∪ F1(Xt ,X1) and
F ′2 =
⎛
⎝(t−3)/2⋃
i=1
{F2(X2i−1, X2i ) ∪ F1(X2i , X2i+1)}
⎞
⎠ ∪ F2(Xt−2, Xt−1) ∪ F2(Xt−1, Xt ) ∪ F2(Xt ,X1).
This completes the proof. 
Lemma 2.2. For any prime p7, Cp |C3 × K2p.
Proof. Let the partite sets (three layers) of the tripartite graph G = C3 × K2p be U = {u1, u2, . . . , u2p}, V =
{v1, v2, . . . , v2p} and W = {w1, w2, . . . , w2p}. Let us assume that the vertices having the same subscript are the cor-
responding vertices of the partite sets, that is, vertices in a column of G. Let Zi = {u2i−1, v2i , w2i−1, u2i , v2i−1, w2i},
1 ip, be the set of vertices of column 2i − 1 and 2i of G; Zi induces a 6-cycle in G, say, Ci = (u2i−1, v2i , w2i−1,
u2i , v2i−1, w2i ). We associate with G the complete graph Kp as follows: to each subset Zi of vertices of G introduce
a vertex zi and join any pair of distinct vertices zi and zj by an edge. The set {z1, z2, . . . , zp} of vertices thus induces
the graph Kp. We associate with each edge zizj of Kp the set of edges between Zi and Zj in G, see Fig. 1. Throughout
the proof of this lemma the order of occurrence of the vertices of Zi is assumed to be u2i−1, v2i , w2i−1, u2i , v2i−1, w2i
in all the ﬁgures, see Fig. 1.
In this paragraph, we give the idea behind the proof of the lemma. The proof goes as follows: we decompose the Kp
into paths P = {P 1, P 2, . . . , P p} such that each P i is of length (p − 1)/2 and contains the edges having distances
1, 2, . . . , (p−1)/2, consecutively. Then we associate with eachP i a subgraph, say,Hi , ofG so thatHi andHj , i = j ,
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Fig. 1.
are edge-disjoint and⋃pi=1 Hi = G. Then, in each Hi , we choose a set of six edge-disjoint cycles of length p. Let G′
be the subgraph of G obtained by deleting the 6p p-cycles that are chosen in the Hi’s in G. Then we decompose G′
into p-cycles. This is achieved by again ﬁnding a Hamilton cycle decomposition C of Kp such that each cycle in the
decomposition contains only edges of the same distance (this is possible since p is a prime) and associating with each
Hamilton cycle in C a subgraph of G′ and decomposing it into cycles of length p.
Now we shall give the proof.As we mentioned earlier, ﬁrst we decomposeKp into p paths of length (p−1)/2 each,
so that the distances of any two edges of each of these paths are distinct. Let tj =0+1+2+· · ·+j, 0j(p−1)/2.
For each i, 1 ip, we deﬁne the path P i = zi+t0zi+t1zi+t2 · · · zi+t(p−1)/2 , where additions in the subscripts are taken
modulo p with residues 1, 2, . . . , p, of length (p − 1)/2 in Kp. (Note that P i is indeed a path; for zi+ta = zi+tb if and
only if ta /≡ tb (modp) if and only if a(a+1)/2 /≡ b(b+1)/2 (modp) if and only if (a−b)(a+b+1) /≡ 0 (modp).
Then if 0a <b(p − 1)/2, since p is prime and p7, a − b /≡ 0 (modp), and a + b + 1 /≡ 0 (modp)).
Note that the edge ztj−1zi+tj is of distance j in Kp and hence the path P i, 1 ip, consists of edges of distances
1, 2, . . . , (p − 1)/2. Thus P= {P i | 1 ip} is a required path decomposition of Kp.
Let Hi be the union of the subgraph of G associated with the edges of the path P i of Kp and Ci , the 6-cycle induced
by Zi(=Zi+t0), see Fig. 2. Note that
⋃p
i=1 Hi = G, since each vertex zi of Kp appears as the initial vertex of exactly
one of the paths, namely, P i of P. First we decompose the graph Hi into six p-cycles and 6(p − 1) edges. (Those
edges which are not on the six p-cycles will be used later.) To obtain the six p-cycles ofHi, 1 ip, ﬁrst we consider
two “base p-cycles”, say, C′ and C′′ in Hi as shown in Fig. 3. Let  = (Zi+t0)(Zi+t1)(Zi+t2) · · · (Zi+t(p−1)/2) be the
permutation, where (Zk) stands for the permutation (u2k−1v2kw2k−1u2kv2k−1w2k). Now the required six p-cycles are
C′, C′′, 2(C′), 2(C′′), 4(C′) and 4(C′′).
LetG′ be the graph obtained fromG by deleting the 6p p-cycles obtained above from theHi’s. SinceCj , 1jp,
is covered by these 6p p-cycles, the subgraph induced by Zi in G′ is the empty graph. Again, we associate with each
edge zizj of Kp the subgraph of G′ induced by Zi ∪ Zj . Let Hji , 1j(p − 1)/2, 1 ip, be the subgraph
of G′ induced by Zi+tj−1 ∪ Zi+tj , that is, Hji contains those edges of G′ corresponding to the edge of distance j
in P i of Kp (P i is deﬁned above). Clearly, for each i, the graph Hji is isomorphic to H ′, H ′′ or H ′′′ according as
j(p−5)/2, j = (p−3)/2 or (p−1)/2, respectively, see Fig. 4. One can observe thatH ′′′ is nothing but a redrawing
of H ′′. An isomorphism between H ′′ and H ′′′ is obtained as follows: let the vertices of H ′′ (resp. H ′′′) in one part be
a1, a2, . . . , a6 (resp. b′2, b′3, . . . , b′6, b′1) and the other part be b1, b2, . . . , b6 (resp. a′2, a′3, . . . , a′6, a′1), in order. Then
the required isomorphism is ai → a′i and bi → b′i . Consequently, we shall use H ′′′ in the place of H ′′ for our future
purpose.
Let Gj =⋃pi=1 Hji , 1j(p − 1)/2. Observe that Gj is nothing but the subgraph of G′ which corresponds to
all the edges of distance j in Kp; also note that the set of edges of distance j in Kp induce a Hamilton cycle of Kp
(since p is a prime). Hence Gj, 1j(p − 5)/2, is isomorphic to the graph obtained by identifying the ﬁrst and last
layers of the graph G′j of Fig. 5(a) and for j = (p − 3)/2 or (p − 1)/2, Gj is obtained by identifying the last and ﬁrst
layers of the graph G′′j of Fig. 5(b) (since H ′′ and H ′′′ are isomorphic) wherein the additions in the subscripts are taken
modulo p with residues 1, 2, . . . , p.
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Fig. 2.
To complete the proof, it is enough to prove that G′j and G′′j each have decompositions into paths of length p, and
each path has its end vertices on the same column (and so, on superimposing the last and ﬁrst layers, these yield the
required cycle decomposition of Gj ). Now G′j can be factorized into two Pp+1-factors, say, F ′1 and F ′2 as follows:
F ′1 =
⎛
⎝(p−3)/2⋃
k=1
{F2(Z1+(2k−2)j , Z1+(2k−1)j ) ∪ F4(Z1+(2k−1)j , Z1+2kj )}
⎞
⎠
∪
⎛
⎝ p−1⋃
k=p−3
F2(Z1+kj , Z1+(k+1)j )
⎞
⎠ and
F ′2 =
⎛
⎝(p−3)/2⋃
k=1
{F4(Z1+(2k−2)j , Z1+(2k−1)j ) ∪ F2(Z1+(2k−1)j , Z1+2kj )}
⎞
⎠
∪
⎛
⎝ p−1⋃
k=p−3
F4(Z1+kj , Z1+(k+1)j )
⎞
⎠
.
In G′′j , to ﬁnd the required decomposition, ﬁrst we construct four “base paths” of length p each, in G′′j . Let
 = (Z1)(Z1+j )(Z1+2j ) · · · (Z1+pj ) be the permutation, where (Zk) stands for the permutation (u2k−1v2kw2k−1u2k
v2k−1w2k) and the addition in the subscripts is taken modulo p with residues 1, 2, . . . , p. The required paths are the
four base paths and the paths obtained by letting the permutations 2 and 4 act on these four “base paths”. The four
base paths of G′′j are obtained by attaching copies of G′′′1 , G′′′2 and G′′′3 , shown in Fig. 6, one over the other.
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For example if p=7, then consider the four paths inG′′′1 alone. If p=11, putG′′′3 overG′′′1 , that is the bottom layer of
G′′′3 is superimposed with the ﬁrst layer of G′′′1 . If p = 13, then putting G′′′1 over G′′′2 would do. Similarly, if p = 17, we
use G′′′1 , G′′′2 and G′′′3 by keeping one over the other, successively, and so on (because for any prime p, p7, p + 1
can be obtained by adding multiples of 8, 6 and 4). This completes the proof. 
Lemma 2.3. For any odd integer t11, Ct |C3 × Kt+1.
Proof. Let the partite sets (three layers) of the tripartite graph G = C3 × Kt+1 be U = {u1, u2, . . . , ut+1}, V =
{v1, v2, . . . , vt+1} and W = {w1, w2, . . . , wt+1}. Let us assume that the vertices having the same subscript are the
corresponding vertices of the partite sets, that is, vertices in a column of G. We prove this lemma in two cases.
Case 1. t ≡ 3 (mod 4).
Let t = 4k + 3. Consider the t-cycle C = (u2k+1, v1, u2k, v2, u2k−1, v3, u2k−2, . . . , vk−1, uk+2, vk, uk−2, vk+1,
uk−3, vk+2, uk−4, . . . , v2k, u4k+2, v2k+1, w2k), where addition in the subscripts is taken modulo t + 1 with residues
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1, 2, . . . , t + 1, in G. Note that the edges in the cycle C are of distances 1, 2, . . . , t , where distances are taken in the
order (U, V ), (V ,W) and (W,U). Letting the permutation = (u1u2 · · · ut+1)(v1v2 · · · vt+1)(w1w2 · · ·wt+1) and its
powers act onC give (t+1) t-cycles, say,C1t , C2t , . . . , Ct+1t .Again, letting the permutation (u1v1w1)(u2v2w2) · · · (ut+1
vt+1wt+1) and its powers act on the t-cycles C1t , C2t , . . . , Ct+1t give us a required t-cycle decomposition of G.
Case 2. t ≡ 1 (mod 4).
Let t =4k+1.As in the proof of Lemma 2.2, let Zi ={u2i−1, v2i , w2i−1, u2i , v2i−1, w2i}, 1 i2k+1. The subset
Zi, 1 i2k + 1, induces a 6-cycle, say, Ci = (u2i−1, v2i , w2i−1, u2i , v2i−1, w2i ) in G. To each subset Zi of vertices
of G, introduce a vertex zi and join any pair of distinct vertices zi and zj by an edge. The set {z1, z2, . . . , z2k+1}
of vertices thus induces the graph K2k+1. We associate with each edge zizj of K2k+1 the set of edges between Zi
and Zj in G, see Fig. 1. A word of caution! Throughout this lemma, in all the ﬁgures, the order of occurrence
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of the vertices of Zi is assumed to be u2i−1, v2i , w2i−1, u2i , v2i−1, w2i or a cyclic permutation of it (for example
w2i−1, u2i , v2i−1, w2i , u2i−1, v2i).
First we show that K2k+1 can be decomposed into paths of length k such that each path has edges of distances
1, 2, . . . , k. Let tj = 1− 2+ 3− 4+ · · · + (−1)j+1j, 1jk. Let P i = zizi+t1zi+t2 · · · zi+tk , 1 i2k + 1, where
addition in the subscripts is taken modulo 2k + 1 with residues 1, 2, . . . , 2k + 1. Note that, for each i, the edges in P i
are of distances 1, 2, . . . , k. Thus P= {P i | 1 i2k + 1} is a required path decomposition of K2k+1.
Let Hi, 1 i2k + 1, be the union of the subgraph of G corresponding to the path P i of the K2k+1 and Ci , the
6-cycle induced by Zi (similar to Hi of the proof of Lemma 2.2), see Fig. 7. Note that Hi contains exactly one of the
6-cycles inducedby theZi’s.As eachvertex ofK2k+1 happens to be the origin of exactly onepathP i ofP,
⋃2k+1
i=1 Hi=G
and hence, it is enough to prove that the graph Hi, 1 i2k + 1, has a t-cycle decomposition.
The rest of the proof goes as follows: ﬁrst we construct two base t-cycles C′ and C′′ in Hi . Then we ﬁx a suitable
permutation , so that C′, C′′, 2(C′), 2(C′′), 4(C′) and 4(C′′) are edge-disjoint t-cycles of Hi .
Next we describe the constructions of C′ and C′′ in Hi . First we consider the case k4. Initially, we construct two
paths P ′1 and P ′2 (in Hi) which will be used to construct the cycles C′ and C′′. The sections of the paths P ′1 and P ′2
in the last three layers of Hi , namely, Zi+tk−2 , Zi+tk−1 and Zi+tk are shown in Fig. 8(a). These sections are extended
further as follows: observe (from Fig. 8(a)) that these sections of the paths have their end vertices in Zi+tk−2 . We shall
build up these sections so that the resulting sections of P ′1 and P ′2 have their end vertices in Zi+tk−3 . The end vertices
of P ′1 (resp. P ′2) in Fig. 8(a) are in the ﬁrst (resp. second) and third (resp. fourth) columns of Hi . Add to each of these
paths edges having distances 1, 2, 4 and 5 (from Zi+tk−3 to Zi+tk−2 ) as shown in Fig. 8(b), so that the end vertices of
the resulting sections of P ′1 (resp. P ′2) are in Zi+tk−3 and in columns three (resp. four) and ﬁve (resp. six) of Hi .
By “cyclically permuting” the columns of vertices of the graph Hi , the end vertices of the sections of the paths P ′1
(resp. P ′2) in Zi+tk−3 can be brought to columns one (resp. two) and three (resp. four) of the resulting graph (see Fig.
8(c)); here the graph is obtained by the “cyclic rotation” of the columns (column i → column i + 4, where addition
is taken modulo 6 with residues 1, 2, . . . , 6). Again attach to each of these resulting paths (in Fig. 8(c)), the edges of
distances 1, 2, 4 and 5 (from Zi+tk−4 to Zi+tk−3 ) so that the sections of the paths P ′1 and P ′2 have their end vertices in
Zi+tk−4 . Again make cyclic rotation of the columns of Hi so that the ends of the resulting section of P ′1 (resp. P ′2) are
in columns one (resp. two) and three (resp. four). Extend these paths, as described above, up to the layer Zi+t2 . Call
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the resulting paths P ′1 and P ′2. Note that the end vertices of P ′1 (resp. P ′2) can be assumed to be in columns one (resp.
two) and three (resp. four). Then complete these paths into cycles C′ and C′′ as shown in Fig. 8(d).
Cycles C′ and C′′ have the following properties: both the cycles C′ and C′′ together contain exactly two edges in
each distance, namely, 1, 2, 4 and 5 between any two consecutive layers. The cycle C′ (resp. C′′) uses two (resp. six)
edges between Zi and Zi+t1 and six (resp. two) edges between Zi+t1 and Zi+t2 ; but in any two other consecutive
layers each of them uses exactly four edges of distinct distances, namely, 1, 2, 4 and 5. The edges between Zi and
Zi+t1 and Zi+t1 and Zi+t2 are suitably chosen, to include in C′ and C′′, so that C′, C′′, 2(C′), 2(C′′), 4(C′) and
4(C′′) are edge-disjoint t-cycles, where  is the permutation  = (Zi)(Zi+t1)(Zi+t2) · · · (Zi+tk ) and (Zk) stands for
the permutation (u2k−1v2kw2k−1u2kv2k−1w2k). For the case k = 3, the cycles C′ and C′′ are shown in Fig. 9. This
completes the proof. 
Remark 2.4. Let the partite sets (layers) of the complete tripartite graph C3 ∗ Km, m1, be {u1, u2, . . . , um},
{v1, v2, . . . , vm} and {w1, w2, . . . , wm}. Consider a latin square L of order m. We associate a triangle of C3 ∗ Km
with each entry of L as follows: if k is the (i, j)th entry of L, then the triangle of C3 ∗ Km corresponding to k is
(ui, vj , wk). Clearly the triangles corresponding to the entries ofL decompose C3 ∗ Km; see e.g. [3].
Theorem 2.5. For any prime p11, Cp |C3 × Km if and only if m ≡ 0 or 1 (modp).
Proof. The necessity is obvious. We prove the sufﬁciency in two cases.
Case 1. m ≡ 1 (modp).
Let m = pk + 1.
Subcase 1.1. k = 2.
Let the partite sets of the tripartite graphC3×Km beU={u0}∪
(⋃k
i=1{ui1, ui2, . . . , uip}
)
, V ={v0}∪
(⋃k
i=1{vi1, vi2,
. . . , vip}
)
and W = {w0} ∪
(⋃k
i=1{wi1, wi2, . . . , wip}
)
; we assume that the vertices having the same subscript and
superscript are the corresponding vertices of the partite sets. By the deﬁnition of the tensor product, {u0, v0, w0} and
{uij , vij , wij }, 1jp, are independent sets and the subgraph induced by each of the sets U ∪V, V ∪W and W ∪U
is isomorphic to Km,m − F0, where F0 is the 1-factor of distance zero in Km,m.
We obtain a new graph fromH = (C3 ×Km)−{u0, v0, w0}C3 ×Kpk as follows: for each i, 1 ik, identify the
sets of vertices {ui1, ui2, . . . , uip}, {vi1, vi2, . . . , vip} and {wi1, wi2, . . . , wip} with new vertices ui, vi and wi , respectively;
two new vertices are adjacent if and only if the corresponding sets of vertices inH induce a complete bipartite subgraph
Kp,p or Kp,p − F , where F is a 1-factor of Kp,p. This deﬁnes the graph isomorphic to C3 ∗ Kk with partite sets
{u1, u2, . . . , uk}, {v1, v2, . . . , vk} and {w1, w2, . . . , wk}. Consider an idempotent latin square L of order k, k = 2
(which exists, see [9]). To complete the proof of this subcase, we associate with entries ofL edge-disjoint subgraphs of
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C3∗Km which are decomposable byCp. The ith diagonal entry ofL corresponds to the triangle (ui, vi, wi), 1 ik,
ofC3 ∗Kk , see Remark 2.4. The subgraph ofH corresponding to the triangle ofC3 ∗Kk is isomorphic toC3 ×Kp. For
each triangle (ui, vi, wi), 1 ik, ofC3 ∗Kk corresponding to the ith diagonal entry ofL, associate the subgraph of
C3 ×Km induced by vertices {u0, ui1, ui2, . . . , uip} ∪ {v0, vi1, vi2, . . . , vip} ∪ {w0, wi1, wi2, . . . , wip}; since this subgraph
is isomorphic to C3 × Kp+1, it can be decomposed into cycles of length p, by Lemma 2.3. Again, if we consider the
subgraph of H corresponding to the triangle of C3 ∗ Kk , which corresponds to a non-diagonal entry ofL, then it is
isomorphic toC3 ∗Kp. By TheoremA,C3 ∗Kp can be decomposed into cycles of length p. Thus we have decomposed
C3 × Km into cycles of length p when k = 2.
Subcase 1.2. k = 2.
ByTheoremD,Cp |K2p+1 and hencewewriteC3×K2p+1K2p+1×C3=(Cp×C3)⊕(Cp×C3)⊕· · ·⊕(Cp×C3).
NowCp×C3 can be decomposed into cycles of lengthp; see the proof of Lemma 2.1. This proves thatCp |C3×K2p+1.
Case 2. m ≡ 0 (modp).
Letm=pk. If k=2, then the result follows from Lemma 2.2. Hence wemay assume that k = 2. Let the partite sets of
the tripartite graphC3×Km beU=⋃ki=1{ui1, ui2, . . . , uip},V =⋃ki=1{vi1, vi2, . . . , vip} andW=⋃ki=1{wi1, wi2, . . . , wip}.
We assume that the vertices having the same subscript and superscript are the corresponding vertices of the partite
sets. As in the proof of Subcase 1.1, from C3 × Km = C3 × Kpk we obtain the graph C3 ∗ Kk with partite sets
{u1, u2, . . . , uk}, {v1, v2, . . . , vk} and {w1, w2, . . . , wk}.
Consider an idempotent latin square L of order k, k = 2. The diagonal entries of L correspond to the triangles
(ui, vi, wi), 1 ik, of C3 ∗ Kk . If we consider the subgraph of C3 × Km corresponding to a triangle of C3 ∗ Kk ,
which corresponds to a diagonal entry ofL, then it is isomorphic to C3 × Kp. By Lemma 2.1, Cp |C3 × Kp. Again,
as in the previous case, the triangle of C3 ∗Kk corresponding to a non-diagonal entry ofL, corresponds to a subgraph
of C3 × Km isomorphic to C3 ∗ Kp; by TheoremA, Cp |C3 ∗ Kp. 
Theorem 2.6 (Cavenagh [5]). For k3, C3 ∗Km can be decomposed into cycles of length k if and only if k | 3m2 and
k3m.
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3. Cp-decompositions of C5 × Km and C5 ∗ Km
Lemma 3.1. For any odd integer t5, Ct‖C5 × Kt .
Proof. Clearly, C5 × KtKt × C5(Ct × C5) ⊕ (Ct × C5) ⊕ · · · ⊕ (Ct × C5). We shall show that Ct × C5 can be
factorized into t-cycles. LetV (Ct )={x1, x2, . . . , xt } andV (C5)={y1, y2, y3, y4, y5}. LetV (Ct×C5)=V (Ct )×V (C5).
Let Xi = {(xi, yj ) | 1j5}, 1 i t . Then E(Ct ×C5)=⋃ti=1{F1(Xi,Xi+1)∪ F4(Xi,Xi+1)}, where addition in
the subscripts is taken modulo t with residues 1, 2, . . . , t . The graph Ct × C5 can be factorized into two Ct -factors,
say F ′1 and F ′2, as follows:
F ′1 =
⎛
⎝(t−5)/2⋃
i=1
{F1(X2i−1, X2i ) ∪ F4(X2i , X2i+1)}
⎞
⎠ ∪ F1(Xt−4, Xt−3) ∪ F1(Xt−3, Xt−2)
∪ F1(Xt−2, Xt−1) ∪ F1(Xt−1, Xt ) ∪ F1(Xt ,X1) and
F ′2 =
⎛
⎝(t−5)/2⋃
i=1
{F4(X2i−1, X2i ) ∪ F1(X2i , X2i+1)}
⎞
⎠ ∪ F4(Xt−4, Xt−3) ∪ F4(Xt−3, Xt−2)
∪ F4(Xt−2, Xt−1) ∪ F4(Xt−1, Xt ) ∪ F4(Xt ,X1).
This completes the proof. 
Lemma 3.2. For any prime p11, Cp |C5 × K2p.
Proof. Let the partite sets (ﬁve layers) of the 5-partite graph G = C5 × K2p be U = {u1, u2, . . . , u2p}, V =
{v1, v2, . . . , v2p}, W = {w1, w2, . . . , w2p}, X = {x1, x2, . . . , x2p} and Y = {y1, y2, . . . , y2p}. Let us assume that the
vertices having the same subscript are the corresponding vertices of the partite sets, that is, vertices in a column of G.
Let Zi ={u2i−1, v2i , w2i−1, x2i , y2i−1, u2i , v2i−1, w2i , x2i−1, y2i}, 1 ip, be the vertices of columns 2i −1 and 2i
of G and it induces a 10-cycle in G, say, Ci = (u2i−1, v2i , w2i−1, x2i , y2i−1, u2i , v2i−1, w2i , x2i−1, y2i ). We associate
with G the complete graph Kp as follows: to each subset Zi of vertices of G introduce a vertex zi and join any pair
of distinct vertices zi and zj by an edge. The set {z1, z2, . . . , zp} of vertices thus induces the graph Kp. We associate
with each edge zizj of Kp the set of edges between Zi and Zj in G (see Fig. 10). Throughout the proof of this lemma
the order of occurrence of the vertices of Zi is assumed to be u2i−1, v2i , w2i−1, x2i , y2i−1, u2i , v2i−1, w2i , x2i−1, y2i
in all the ﬁgures, see Fig. 10.
We divide the proof into two cases.
Case 1. p = 13.
In this paragraph we give the idea behind the proof of the theorem. The proof goes as follows: we decompose the
Kp into pathsP={P 1, P 2, . . . , P p} such that each P i is of length (p− 1)/2 and contains the edges having distances
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1, 2, . . . , (p−1)/2, consecutively. Then we associate with eachP i a subgraph, say,Hi , ofG so thatHi andHj , i = j ,
are edge-disjoint and⋃pi=1 Hi = G. Then, in each Hi , we choose a set of 10 edge-disjoint cycles of length p. Let G′
be the subgraph of G obtained by deleting the 10p p-cycles that are chosen in the Hi’s in G. Then we decompose
G′ into p-cycles. This is achieved by again ﬁnding a Hamilton cycle decomposition C of Kp such that each cycle in
the decomposition contains only edges of same distance (this is possible since p is a prime) and associating with each
Hamilton cycle in C a subgraph of G′ and decomposing it into cycles of length p.
Now we shall give the proof. As we mentioned earlier, ﬁrst we decompose Kp into p paths of length (p− 1)/2 each
and, distance of any two edges of each of these paths are distinct. Let tj = 0 + 1 + 2 + · · · + j, 0j(p − 1)/2.
For each i, 1 ip, we deﬁne the path P i = zi+t0zi+t1zi+t2 · · · zi+t(p−1)/2 , where addition in the subscripts is taken
modulo p with residues 1, 2, . . . , p, of length (p − 1)/2 in Kp. Note that the edge ztj−1zi+tj is of distance j in Kp,
and hence the path P i, 1 ip, consists of edges of distances 1, 2, . . . , (p − 1)/2. Thus P = {P i | 1 ip} is a
required path decomposition of Kp.
Let Hi be the union of the subgraph of G associated with the edges of the path P i of Kp and Ci , the 10-cycle
induced by Zi(=Zi+t0), see Fig. 11. Note that
⋃p
i=1Hi =G, since each vertex zi of Kp appears as the initial vertex of
exactly one of the paths, namely, P i of P. First we decompose the graph Hi into 10 p-cycles and 10(p − 1) edges.
(Those edges which are not on the 10 p-cycles will be used later.) To obtain the 10 p-cycles of Hi, 1 ip, ﬁrst
we construct two “base p-cycles”, say, C′ and C′′ as shown in Fig. 12. Let  = (Zi+t0)(Zi+t1)(Zi+t2) · · · (Zi+t(p−1)/2)
be the permutation, where (Zk) stands for the permutation (u2k−1v2kw2k−1x2ky2k−1u2kv2k−1w2kx2k−1y2k). Now the
required 10 p-cycles are C′, C′′, 2(C′), 2(C′′), 4(C′), 4(C′′), 6(C′), 6(C′′), 8(C′) and 8(C′′).
LetG′ be the graph obtained fromG by deleting the 10p p-cycles obtained above from theHi’s. SinceCj , 1jp,
is covered by these 10p p-cycles, the subgraph induced by Zi in G′ is the empty graph. Again, we associate with each
edge zizj of Kp the subgraph of G′, induced by Zi ∪ Zj . Let Hji , 1j(p − 1)/2, 1 ip, be the subgraph of
G′ induced by Zi+tj−1 ∪Zi+tj , that is, Hji contains those edges of G′ corresponding to the edge of distance j in P i of
Kp (P i is deﬁned above). Clearly, for each i, the graph Hji is isomorphic to one of the graphs in {H ′, H ′′, H ′′′}, see
Fig. 13. One can observe that H ′′′ is nothing but a redrawing of H ′′. An isomorphism between H ′′ and H ′′′ is obtained
as follows: let the vertices of H ′′ (resp. H ′′′) in one part be a1, a2, . . . , a10 (resp. a′2, a′3, . . . , a′10, a′1) and the other
part be b1, b2, . . . , b10 (resp. b′2, b′3, . . . , b′10, b′1), in order. Then the required isomorphism is ai → a′i and bi → b′i .
Consequently, we shall use H ′′ in the place of H ′′′ for our future purpose.
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Let Gj =⋃pi=1 Hji , 1j(p − 1)/2. Observe that Gj is nothing but the subgraph of G′ which corresponds to all
the edges of distance j in Kp; also note that the set of edges of distance j in Kp induce a Hamilton cycle of Kp (since
p is a prime). Hence Gj, j = (p − 3)/2, (p − 7)/2, is isomorphic to the graph obtained by identifying the ﬁrst and
last layers of the graph G′j of Fig. 14(a) and for j = (p − 3)/2 or (p − 7)/2, Gj is obtained by identifying the last and
ﬁrst layers of the graph G′′j of Fig. 14(b) (since H ′′ and H ′′′ are isomorphic) wherein the additions in the subscripts are
taken modulo p with residues 1, 2, . . . , p.
To complete the proof, it is enough to prove that G′j and G′′j have decompositions into paths of length p each and
each path has its end vertices on the same column (and so, on superimposing the last layer with the ﬁrst layer yield the
required cycle decomposition of Gj ). Now G′j , j = (p − 3)/2, (p − 7)/2, can be factorized into two Pp+1-factors,
say, F ′1 and F ′2 as follows:
F ′1 =
⎛
⎝(p−5)/2⋃
k=1
{F6(Z1+(2k−2)j , Z1+(2k−1)j ) ∪ F4(Z1+(2k−1)j , Z1+2kj )}
⎞
⎠
∪
⎛
⎝ p−1⋃
k=p−5
F4(Z1+kj , Z1+(k+1)j )
⎞
⎠ and
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F ′2 =
⎛
⎝(p−5)/2⋃
k=1
{F4(Z1+(2k−2)j , Z1+(2k−1)j ) ∪ F6(Z1+(2k−1)j , Z1+2kj )}
⎞
⎠
∪
⎛
⎝ p−1⋃
k=p−5
F6(Z1+kj , Z1+(k+1)j )
⎞
⎠
.
In G′′j , to ﬁnd the required decomposition ﬁrst we construct four “base paths” of length p each. Let = (Z1)(Z1+j )
(Z1+2j ) · · · (Z1+pj ) be the permutation, where (Zk) stands for the permutation (u2k−1v2kw2k−1x2ky2k−1
u2kv2k−1w2kx2k−1y2k) and the additions in the subscripts are taken modulo p with residues 1, 2, . . . , p. The re-
quired path decomposition consists of four base paths and the paths obtained by letting the permutations 2, 4, 6 and
8 act on them. The four base paths of G′′j are obtained by attaching copies of G′′′1 , G′′′2 and G′′′3 , shown in Fig. 15, one
over the other.
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For example if p=11, then consider the four paths inG′′′1 alone. If p=17, putG′′′2 overG′′′1 , that is, the bottom layer
of G′′′2 is superimposed with the ﬁrst layer of G′′′1 . Similarly, if p = 19, we use G′′′1 and two copies of G′′′3 by keeping
one over the other, successively, and so on (as for any prime p19, p + 1 can be obtained by adding multiples of
12, 6 and 4).
Case 2. p = 13.
Clearly, K13 = P 14 ⊕ P 24 ⊕ · · · ⊕ P 134 ⊕ C113 ⊕ C213 ⊕ C313, where P i4 = zizi+4zi−1zi+5, 1 i13, and addition in
the subscripts is taken modulo 13 with residues 1, 2, . . . , 13 and Ci13, 1 i3, is the 13-cycle induced by the edges
of distance i in K13. All the edges of distance 4, 5, 6 in K13 are covered by the paths P i4 , 1 i13, and the rest of
the edges of K13 are covered by the cycles Ci13, 1 i3. We associate with each P i4 of K13, the subgraph Hi of G,
isomorphic to the graph of Fig. 16(a).
Let = (Zi)(Zi+4)(Zi−1)(Zi+5) be a permutation, where (Zk) stands for the permutation (u2k−1v2kw2k−1x2ky2k−1
u2kv2k−1w2kx2k−1y2k). Let C′ and C′′ be two “base 13-cycles” of Hi , shown in Fig. 16(b). Now C′, C′′, 2(C′),
2(C′′), 4(C′), 4(C′′), 6(C′), 6(C′′), 8(C′) and 8(C′′) are the 13-cycle decomposition of Hi . Observe that all
the edges of the cycles Ci, 1 i13, induced by Zi are covered by these 130 13-cycles. Let G′ be the subgraph of G
obtained by deleting these 130 13-cycles. Let G′i be the subgraph of G′ corresponding to the cycle C
i
13, 1 i3, of
K13; G′i is isomorphic to the graph of Fig. 17 by superimposing the ﬁrst layer vertices with the last layer vertices.
444 R.S. Manikandan, P. Paulraja /Discrete Mathematics 306 (2006) 429–451
To complete the proof it is enough to decompose the graphG′i , 1 i3, into 13-cycles. In fact,G′i can be factorized
into four C13-factors, say F ′1, F ′2, F ′3 and F ′4 as follows:
F ′1 =
( 7⋃
i=1
F1(Zi, Zi+1)
)
∪ F9(Z8, Z9) ∪ F4(Z9, Z10) ∪ F1(Z10, Z11) ∪ F1(Z11, Z12)
∪ F9(Z12, Z13) ∪ F9(Z13, Z1),
F ′2 =
( 7⋃
i=1
F9(Zi, Zi+1)
)
∪ F1(Z8, Z9) ∪ F9(Z9, Z10) ∪ F6(Z10, Z11) ∪ F9(Z11, Z12)
∪ F1(Z12, Z13) ∪ F1(Z13, Z1),
F ′3 =
( 6⋃
i=1
F6(Zi, Zi+1)
)
∪ F4(Z7, Z8) ∪ F4(Z8, Z9) ∪ F6(Z9, Z10) ∪ F4(Z10, Z11)
∪ F6(Z11, Z12) ∪ F4(Z12, Z13) ∪ F6(Z13, Z1) and
F ′4 =
( 6⋃
i=1
F4(Zi, Zi+1)
)
∪ F6(Z7, Z8) ∪ F6(Z8, Z9) ∪ F1(Z9, Z10) ∪ F9(Z10, Z11)
∪ F4(Z11, Z12) ∪ F6(Z12, Z13) ∪ F4(Z13, Z1).
This completes the proof. 
Lemma 3.3. For any odd integer t11, Ct |C5 × Kt+1.
Proof. Let the partite sets (ﬁve layers) of the 5-partite graph G = C5 × Kt+1 be U = {u1, u2, . . . , ut+1}, V =
{v1, v2, . . . , vt+1}, W = {w1, w2, . . . , wt+1}, X = {x1, x2, . . . , xt+1} and Y = {y1, y2, . . . , yt+1}. Let us assume that
the vertices having the same subscript are the corresponding vertices of the partite sets, that is, vertices in a column of
G. We prove this lemma in two cases.
Case 1. t ≡ 3 (mod 4).
Let t=4k+3. Consider the t-cycleC=(u2k+1, v1, u2k, v2, u2k−1, v3, u2k−2, . . . , vk−1, uk+2, vk, uk−2, vk+1, uk−3,
vk+2, uk−4, . . . , u4k+3, v2k, w4k+2, x2k+1, y2k), where the additions in the subscripts are taken modulo t + 1 with
residues 1, 2, . . . , t + 1, in G. Note that the edges in the cycle C are of distances 1, 2, . . . , t , where distances are taken
in the order (U, V ), (V ,W), (W,X), (X, Y ) and (Y, U). Letting the permutation = (u1u2 · · · ut+1)(v1v2 · · · vt+1)
(w1w2 · · ·wt+1)(x1x2 · · · xt+1)(y1y2 · · · yt+1) and its powers act on C give (t + 1) t-cycles, say, C1t , C2t , . . . , Ct+1t .
Now letting the permutation (u1v1w1x1y1)(u2v2w2x2y2) · · · (ut+1vt+1wt+1xt+1yt+1) and its powers act on the t-cycles
C1t , C
2
t , . . . , C
t+1
t give us a required t-cycle decomposition of G.
Case 2. t ≡ 1 (mod 4).
Let t = 4k + 1. As in the proof Lemma 3.2, let Zi = {u2i−1, v2i , w2i−1, x2i , y2i−1, u2i , v2i−1, w2i , x2i−1, y2i},
1 i2k+1.The subsetZi, 1 i2k+1, induces a 10-cycle, say,Ci=(u2i−1, v2i , w2i−1, x2i , y2i−1, u2i , v2i−1, w2i ,
x2i−1, y2i ) in G. To each subset Zi of vertices of G, introduce a vertex zi and join any pair of distinct vertices zi and zj
by an edge. The set {z1, z2, . . . , z2k+1} of vertices induces the graphK2k+1.We associate with each edge zizj ofK2k+1
the set of edges between Zi and Zj in G, see Fig. 10. A word of caution! Throughout this lemma, in all the ﬁgures, the
order of occurrence of the vertices of Zi is assumed to be u2i−1, v2i , w2i−1, x2i , y2i−1, u2i , v2i−1, w2i , x2i−1, y2i or a
cyclic permutation of it (for example w2i−1, x2i , y2i−1, u2i , v2i−1, w2i , x2i−1, y2i , u2i−1, v2i).
First we show that K2k+1 can be decomposed into paths of length k such that each path has edges of distances
1, 2, . . . , k. Let tj =1−2+3−4+· · ·+(−1)j+1j, 1jk.We deﬁne a pathP i=zizi+t1zi+t2 · · · zi+tk , 1 i2k+1,
where the additions in the subscripts are taken modulo 2k + 1 with residues 1, 2, . . . , 2k + 1, of length k. Note that,
for each i, the edges in P i are of distances 1, 2, . . . , k. ThusP={P i | 1 i2k + 1} is a required path decomposition
of K2k+1.
LetHi, 1 i2k+1, be the union of the subgraph ofG corresponding to the path P i ofK2k+1 andCi , the 10-cycle
induced by Zi , see Fig. 18. Note that Hi contains exactly one of the 10-cycles induced by the Zi’s. As each vertex of
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Fig. 18.
K2k+1 happens to be the origin of exactly one path P i of P,
⋃2k+1
i=1 Hi = G and hence, it is enough to prove that the
graph Hi, 1 i2k + 1, has a t-cycle decomposition.
The rest of the proof goes as follows: ﬁrst we construct two “base t-cycles” C′ and C′′ in Hi . Then we ﬁx a suitable
permutation , so that C′, C′′, 2(C′), 2(C′′), 4(C′), 4(C′′), 6(C′), 6(C′′), 8(C′) and 8(C′′) are edge-disjoint
t-cycles of Hi .
Next we describe the constructions of C′ and C′′ in Hi . First we consider the case k4. Initially, we construct two
paths P ′1 and P ′2 (in Hi) which will be used to construct the cycles C′ and C′′. The sections of the paths P ′1 and P ′2
in the last three layers of Hi , namely, Zi+tk−2 , Zi+tk−1 and Zi+tk are shown in Fig. 19(a). These sections are extended
further as follows: observe (from Fig. 19(a)) that these sections of the paths have their end vertices in Zi+tk−2 . We shall
build up these sections so that the resulting sections of P ′1 and P ′2 have their end vertices in Zi+tk−3 . The end vertices
of P ′1 (resp. P ′2) in Fig. 19(a) are in the ﬁfth (resp. sixth) and ninth (resp. tenth) columns of Hi . Add to each of these
paths edges having distances 1, 4, 6 and 9 (from Zi+tk−3 to Zi+tk−2 ) as shown in Fig. 19(b), so that the end vertices
of the resulting section of P ′1 (resp. P ′2) are in Zi+tk−3 and in columns six (resp. seven) and 10 (resp. one) of Hi . By
“cyclically permuting” the columns of vertices of the graph Hi , the end vertices of the section of the path P ′1 (resp.
P ′2) in Zi+tk−3 can be brought to columns ﬁve (resp. six) and nine (resp. 10) of the resulting graph (see Fig. 19(c));
the graph of Fig. 19(c) is obtained from the graph Fig. 19(b) by the “cyclic rotation” of its columns (column i →
column i + 9, 1 i10, where addition is taken modulo 10 with residues 1, 2, . . . , 10). Again, attach to each of these
resulting paths (in Fig. 19(c)), the edges of distances 1, 4, 6 and 9 (from Zi+tk−4 to Zi+tk−3 ) so that the sections of the
paths P ′1 and P ′2 have their end vertices in Zi+tk−4 . Again make cyclic rotation of the columns of Hi so that the ends
of the resulting section of the P ′1 (resp. P ′2) are in columns ﬁve (resp. six) and nine (resp. 10). Extend these paths, as
described above, up to the layer Zi+t2 . Call the resulting paths as P ′1 and P ′2. Note that the end vertices of P ′1 (resp. P ′2)
can be assumed to be in columns ﬁve (resp. six) and nine (resp. 10) because of the permutation of the columns. Then
complete these paths into cycles C′ and C′′ as shown in Fig. 19(d).
CyclesC′ andC′′ have the following properties: both the cyclesC′ andC′′ together contain exactly two edges in each
distance, namely, 1, 4, 6 and 9 between any two consecutive layers. The cycle C′ (resp. C′′) uses two (resp. six) edges
between Zi and Zi+t1 and six (resp. two) edges between Zi+t1 and Zi+t2 ; but in any two other consecutive layers each
of them uses exactly four edges of distinct distances, namely, 1, 4, 6 and 9. The edges between Zi and Zi+t1 and Zi+t1
andZi+t2 are suitably chosen to include inC′ andC′′, so thatC′,C′′, 2(C′), 2(C′′), 4(C′), 4(C′′), 6(C′), 6(C′′),
8(C′) and 8(C′′) are edge-disjoint t-cycles, where  is the permutation = (Zi)(Zi+t1)(Zi+t2) · · · (Zi+tk ) and (Zk)
stands for (u2k−1v2kw2k−1x2ky2k−1u2kv2k−1w2kx2k−1y2k). For the case k = 3, the cycles C′ and C′′ are shown in
Fig. 19(e). This completes the proof. 
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Fig. 19.
Theorem 3.4 (Manikandan and Paulraja [12]). For m3, k1, C2k+1 |C2k+1 × Km.
Theorem 3.5 (Manikandan and Paulraja [12]). For m, k1, C2k+1 |C2k+1 ∗ Km.
Remark 3.6. Let the vertex set of the 5-partite graph C5 ∗ Km, m = 2, be {u1, u2, . . . , um}, {v1, v2, . . . , vm},
{w1, w2, . . . , wm}, {x1, x2, . . . , xm} and {y1, y2, . . . , ym}. From Theorem 3.4, C5 ∗ Km has a 5-cycle decomposition
containing the cycles of length 5 {(ui, vi, wi, xi, yi)|1 im}, since C5 ∗Km differs from C5 ×Km only by m vertex
disjoint copies of C5, a 2-factor of C5 ∗ Km.
Theorem 3.7. For any prime p11, Cp |C5 × Km if and only if m ≡ 0 or 1 (modp).
Proof. The proof of the necessity is obvious. We prove the sufﬁciency in two cases.
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Case 1. m ≡ 1 (modp).
Let m = pk + 1.
Subcase 1.1. k = 2.
Let the partite sets (the layers) of the 5-partite graph C5 × Km be U = {u0} ∪
(⋃k
i=1{ui1, ui2, . . . , uip}
)
, V =
{v0} ∪
(⋃k
i=1{vi1, vi2, . . . , vip}
)
, W = {w0} ∪
(⋃k
i=1{wi1, wi2, . . . , wip}
)
, X = {x0} ∪
(⋃k
i=1{xi1, xi2, . . . , xip}
)
and
Y = {y0} ∪
(⋃k
i=1{yi1, yi2, . . . , yip}
)
,where we assume that the vertices having the same subscript and superscript
are the corresponding vertices of the partite sets. From the deﬁnition of the tensor product, {u0, v0, w0, x0, y0} and
{uij , vij , wij , xij , yij }, 1jp, 1 ik, are independent sets of C5 × Km, and the subgraph induced by each of the
sets U ∪V, V ∪W, W ∪X, X∪Y and Y ∪U is isomorphic to Km,m −F0, where F0 is the 1-factor of distance zero.
We obtain a new graph fromH=(C5×Km)−{u0, v0, w0, x0, y0}C5×Kpk as follows: for each i, 1 ik, identify
the subsets of vertices {ui1, ui2, . . . , uip}, {vi1, vi2, . . . , vip}, {wi1, wi2, . . . , wip}, {xi1, xi2, . . . , xip} and {yi1, yi2, . . . , yip} into
new vertices ui, vi, wi, xi and yi , respectively, and two new vertices are adjacent if and only if the corresponding
sets of vertices in H induce a complete bipartite subgraph Kp,p or Kp,p − F , where F is a 1-factor of Kp,p. The
new graph thus obtained is isomorphic to the graph C5 ∗ Kk with partite sets {u1, u2, . . . , uk}, {v1, v2, . . . , vk},
{w1, w2, . . . , wk}, {x1, x2, . . . , xk} and {y1, y2, . . . , yk}. The graph C5 ∗ Kk has a C5-decomposition containing the
5-cycles {(ui, vi, wi, xi, yi) | 1 ik}, by Remark 3.6.
The subgraph ofH corresponding to these k 5-cycles of the graphC5∗Kk is isomorphic to k vertex disjoint copies of
C5×Kp. To each of these k 5-cycles (ui, vi, wi, xi, yi), 1 ik, associate the 5-partite subgraph ofC5×Km induced
by {u0, ui1, ui2, . . . , uip} ∪ {v0, vi1, vi2, . . . , vip} ∪ {w0, wi1, wi2, . . . , wip} ∪ {x0, xi1, xi2, . . . , xip} ∪ {y0, yi1, yi2, . . . , yip};
since this induced subgraph is isomorphic to C5 × Kp+1, it can be decomposed into p-cycles, by Lemma 3.3. Again,
the subgraphs of C5 × Km corresponding to the other 5-cycles in the decomposition of C5 ∗ Kk are isomorphic to
C5 ∗Kp, and they can be decomposed into p-cycles, by TheoremA. Thus we have decomposedC5 ×Km into p-cycles
when k = 2.
Subcase 1.2. k = 2.
By Theorem D, Cp |K2p+1 and hence C5 × K2p+1K2p+1 × C5(Cp × C5) ⊕ (Cp × C5) ⊕ · · · ⊕ (Cp × C5).
Further, Cp × C5 can be decomposed into p-cycles, see the proof of Lemma 3.1.
Case 2. m ≡ 0 (modp).
Let m = pk. If k = 2, then the result follows from Lemma 3.2. Hence we may assume that k = 2. Let the
partite sets (the layers) of the 5-partite graph C5 × Km be U = ⋃ki=1{ui1, ui2, . . . , uip}, V = ⋃ki=1{vi1, vi2, . . . , vip},
W = ⋃ki=1{wi1, wi2, . . . , wip}, X = ⋃ki=1{xi1, xi2, . . . , xip} and Y = ⋃ki=1{yi1, yi2, . . . , yip}. We assume that the ver-
tices having the same subscript and superscript are the corresponding vertices of the partite sets. As in the proof
of Subcase 1.1, we obtain the graph C5 ∗ Kk with partite sets {u1, u2, . . . , uk}, {v1, v2, . . . , vk}, {w1, w2, . . . , wk},
{x1, x2, . . . , xk} and {y1, y2, . . . , yk}, by suitable identiﬁcation of vertices of C5 × Km. By Remark 3.6, the graph
C5 ∗Kk has a C5-decomposition containing the 5-cycles (ui, vi, wi, xi, yi), 1 ik. Corresponding to each of these
k 5-cycles, associate the corresponding 5-partite subgraph ofC5×Km induced by {ui1, ui2, . . . , uip}∪{vi1, vi2, . . . , vip}∪
{wi1, wi2, . . . , wip}∪{xi1, xi2, . . . , xip}∪{yi1, yi2, . . . , yip}; since this subgraph is isomorphic toC5×Kp, it can be decom-
posed into p-cycles, by Lemma 3.1. Corresponding to each of the other 5-cycles of the C5-decomposition of C5 ∗Kk ,
we associate the corresponding subgraph of C5 × Km, namely, a subgraph isomorphic to C5 ∗ Kp. Now C5 ∗ Kp can
be decomposed into p-cycles, by TheoremA. Thus we have decomposed C5 × Km into p-cycles. 
Theorem 3.8. For any prime p11, Cp |C5 ∗ Km if and only if m ≡ 0 (modp).
Proof. The proof of the necessity is obvious. We prove the sufﬁciency. Let m=pk. Let the partite sets of the 5-partite
graph C5 ∗ Km be ⋃ki=1{ui1, ui2, . . . , uip}, ⋃ki=1{vi1, vi2, . . . , vip}, ⋃ki=1{wi1, wi2, . . . , wip}, ⋃ki=1{xi1, xi2, . . . , xip} and⋃k
i=1{yi1, yi2, . . . , yip}. As in the proof of Subcase 1.1 of Theorem 3.7, obtain the graph C5 ∗ Kk with partite sets
{u1, u2, . . . , uk}, {v1, v2, . . . , vk}, {w1, w2, . . . , wk}, {x1, x2, . . . , xk} and {y1, y2, . . . , yk}, by suitable identiﬁcation
of vertices of C5 ∗ Km. Now C5 ∗ Kk can be decomposed into 5-cycles, by Theorem 3.5. Each 5-cycle of the 5-cycle
decomposition ofC5 ∗Kk corresponds to a subgraph ofC5 ∗Km isomorphic toC5 ∗Kp. By TheoremA,Cp |C5 ∗Kp.
This completes the proof. 
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4. Cp-factorization of Km × Kn
Theorem 4.1 (Manikandan and Paulraja [12]). If m is a positive integer, m = 2, 6, then the graph C3 ∗ Km with
partite sets U = {u1, u2, . . . , um}, V = {v1, v2, . . . , vm} and W = {w1, w2, . . . , wm} has a C3-factorization in which
{(ui, vi, wi) | 1 im} is a C3-factor.
Corollary 4.2 (Manikandan and Paulraja [12]). If m = 2, 6, then C3‖C3 × Km.
Theorem 4.3. For prime p11, Cp‖C3 × Km if and only if m ≡ 0 (modp) except possibly m = 2p, 6p.
Proof. The proof of the necessity is obvious. We prove the sufﬁciency. Let m=pk. Let the partite sets of the tripartite
graph C3 × Km be U = ⋃ki=1{ui1, ui2, . . . , uip}, V = ⋃ki=1{vi1, vi2, . . . , vip} and W = ⋃ki=1{wi1, wi2, . . . , wip}; we
assume that the vertices having the same subscript and superscript are the corresponding vertices of the partite sets.
From the graph C3 × Km we obtain the graph C3 ∗ Kk as in the proof of Subcase 1.1 of Theorem 2.5 with partite
sets {u1, u2, . . . , uk}, {v1, v2, . . . , vk} and {w1, w2, . . . , wk} by suitably identifying the vertices of C3 × Km. Since
k = 2, 6, the graphC3 ∗Kk has aC3-factorizationF in which F ={(ui, vi, wi) | 1 ik} is aC3-factor, by Theorem
4.1. The subgraph ofC3×Km corresponding to F ofC3 ∗Kk is k vertex disjoint copies ofC3×Kp. NowCp‖C3×Kp,
by Lemma 2.1. Similarly consider the subgraphs of C3 ×Km corresponding to each of the other C3-factors inF; each
of these subgraphs is isomorphic to k vertex disjoint copies of C3 ∗ Kp. Now Cp‖C3 ∗ Kp, by Theorem A, and this
completes the proof of the theorem. 
Remark 4.4. Let Ui = {ui1, ui2, . . . , uim}, 1 i2k + 1, be the partite sets of the graph C2k+1 ∗ Km, m = 2, k2.
We know that C2k+1‖C2k+1 ∗ Km, by Theorem H. By suitably relabeling the vertices, if necessary, we get another
C2k+1-factorization of C2k+1 ∗ Km in which F = {(u1j , u2j , . . . , u2k+1j ) | 1jm} is a C2k+1-factor. Thus we have
C2k+1‖(C2k+1 ∗ Km − F). Since C2k+1 ∗ Km − F is isomorphic to C2k+1 × Km, C2k+1‖C2k+1 × Km. We quote this
as a theorem below.
Theorem 4.5. For m = 2 and k2, C2k+1‖C2k+1 × Km.
Theorem 4.6. For any prime p11, Cp‖C5 × Km if and only if m ≡ 0 (modp) except possibly m = 2p.
Proof. The proof of the necessity is obvious. We prove the sufﬁciency. Let m = pk. Let the partite sets of the 5-
partite graph C5 × Km be U =⋃ki=1{ui1, ui2, . . . , uip}, V =⋃ki=1{vi1, vi2, . . . , vip}, W =⋃ki=1{wi1, wi2, . . . , wip}, X =⋃k
i=1{xi1, xi2, . . . , xip} and Y =
⋃k
i=1{yi1, yi2, . . . , yip}; we assume that the vertices having same subscript and superscript
are the corresponding vertices of the partite sets. From the graph C5 ×Km, obtain the graph C5 ∗Kk as in the proof of
Subcase 1.1 of Theorem 3.7 with partite sets {u1, u2, . . . , uk}, {v1, v2, . . . , vk}, {w1, w2, . . . , wk}, {x1, x2, . . . , xk}
and {y1, y2, . . . , yk}, by suitably identifying the vertices of C5 × Km.
Since k = 2, the graphC5 ∗Kk has aC5-factorizationF in which F ={(ui, vi, wi, xi, yi) | 1 ik} is aC5-factor,
by Remark 4.4. The subgraph of C5 ×Km corresponding to F of C5 ∗Kk is k vertex disjoint subgraphs isomorphic to
C5 ×Kp and Cp‖C5 ×Kp, by Lemma 3.1. Similarly consider the subgraphs of C5 ×Km corresponding to each of the
other C5-factors ofF; each of these subgraphs is isomorphic to k vertex disjoint copies of C5 ∗ Kp and by Theorem
A, Cp‖C5 ∗ Kp. 
Theorem 4.7. For any prime p11, m, n3, Cp‖Km × Kn if and only if (1) either m or n is odd and (2) p |mn,
except possibly for the following cases,
(a) m = 7 or 11 and n ≡ 0 (mod 2p) or
n = 7 or 11 and m ≡ 0 (mod 2p),
(b) m /∈ {7, 11} and n = 2p or 6p or
n /∈ {7, 11} and m = 2p or 6p.
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Proof. The proof of the necessity is obvious. We prove the sufﬁciency in two cases. Since the tensor product is
commutative, we may assume that m is odd.
Case 1. m ≡ 0 (modp).
Since m is odd and p |m, we have m ≡ p (mod 2p). By Theorem C, we have Cp‖Km, that is Km =F1 ⊕F2 ⊕· · ·⊕
F(m−1)/2, where each Fi is a Cp-factor of Km. Now Km × Kn = (F1 × Kn) ⊕ (F2 × Kn) ⊕ · · · ⊕ (F(m−1)/2 × Kn).
Since Fi × Kn = (Cp × Kn) ⊕ (Cp × Kn) ⊕ · · · ⊕ (Cp × Kn) and Cp‖Cp × Kn, by Theorem 4.5, the result follows.
Case 2. m /≡ 0 (modp).
From the necessary condition we have n ≡ 0 (modp).
Subcase 2.1. m /∈ {7, 11}.
By (b), n /∈ {2p, 6p}. ByTheoremB,Km=F1⊕F2⊕· · ·⊕F(m−1)/2, whereFi is a 2-factor ofKm and each cycle inFi
is of length 3 or 5. NowKm×Kn=(F1×Kn)⊕(F2×Kn)⊕· · ·⊕(F(m−1)/2×Kn) andFi ×Kn=(C3⊕C3⊕· · ·⊕C3⊕
C5⊕C5⊕· · ·⊕C5)×Kn=(C3×Kn)⊕(C3×Kn)⊕· · ·⊕(C3×Kn)⊕(C5×Kn)⊕(C5×Kn)⊕· · ·⊕(C5×Kn), where
we assume that some cycles in Fi are of length 3 and some cycles are of length 5. Since n ≡ 0 (modp), Cp‖C3 ×Kn,
by Theorem 4.3 and Cp‖C5 × Kn, by Theorem 4.6. Thus Cp‖Fi × Kn and hence Cp‖Km × Kn.
Subcase 2.2. m = 7 or 11.
By (a) we conclude that n ≡ p (mod 2p). ByTheoremC,Kn=F1⊕F2⊕· · ·⊕F(n−1)/2, where eachFi, 1 i(n−
1)/2, is a Cp-factor of Kn. Now Km × KnKn × Km = (F1 × Km) ⊕ (F2 × Km) ⊕ · · · ⊕ (F(n−1)/2 × Km). Now
Cp‖Cp × Km, by Theorem 4.5, and hence Cp‖Fi × Km, 1 i(n − 1)/2. Therefore Cp‖Km × Kn. 
5. Cp-decompositions of Km × Kn and Km ∗ Kn
Theorem 5.1. For any prime p11, m, n3, Cp |Km ×Kn if and only if (1) p |mn(m− 1)(n− 1) and (2) either m
or n is odd.
Proof. The proof of the necessity is obvious and we prove the sufﬁciency in two cases. Since the tensor product is
commutative, we may assume that m is odd and so m ≡ 1, 3 or 5 (mod 6).
Case 1. n ≡ 0 or 1 (modp).
Subcase 1.1. m ≡ 1 or 3 (mod 6).
By Theorem E, C3 |Km and hence Km × Kn = (C3 × Kn) ⊕ (C3 × Kn) ⊕ · · · ⊕ (C3 × Kn). Since Cp |C3 × Kn,
by Theorem 2.5, Cp |Km × Kn.
Subcase 1.2. m ≡ 5 (mod 6).
By Theorem E, Km = C3 ⊕ C3 ⊕ · · · ⊕ C3︸ ︷︷ ︸
(m(m−1)−20)/6-times
⊕(C5 ⊕ C5).
Now Km × Kn = ((C3 × Kn) ⊕ (C3 × Kn) ⊕ · · · ⊕ (C3 × Kn)) ⊕ ((C5 × Kn) ⊕ (C5 × Kn)). Since Cp |C3 × Kn,
by Theorem 2.5, and Cp |C5 × Kn, by Theorem 3.7, Cp |Km × Kn.
Case 2. n /≡ 0 (modp) and n /≡ 1 (modp).
Since n(n − 1) /≡ 0 (modp), condition (1) implies that m ≡ 0 or 1 (modp). Since m is odd we have m ≡
1 or p (mod 2p). Since Cp |Km, by Theorem D, Km × Kn = (Cp × Kn) ⊕ (Cp × Kn) ⊕ · · · ⊕ (Cp × Kn). Now
Cp |Cp × Kn, by Theorem 4.5, and so Cp |Km × Kn. This completes the proof. 
Theorem 5.2. For any prime p11, m3, Cp |Km ∗ Kn if and only if (1) n(m − 1) is even and (2) p |m(m − 1)n2.
Proof. The necessary conditions are obvious and we prove the sufﬁciency in two cases.
Case 1. m is odd.
Subcase 1.1. m ≡ 1 or p (mod 2p).
Since Cp |Km, by Theorem D, Km ∗ Kn = (Cp ∗ Kn) ⊕ (Cp ∗ Kn) ⊕ · · · ⊕ (Cp ∗ Kn). Now Cp |Cp ∗ Kn, by
Theorem 3.5, and hence Cp |Km ∗ Kn.
Subcase 1.2. m /≡ 1 (mod 2p) and m /≡ p (mod 2p).
Condition (2) implies that n ≡ 0 (modp). If m ≡ 1 or 3 (mod 6), then C3 |Km, by Theorem E, and so Km ∗ Kn =
(C3 ∗Kn)⊕ (C3 ∗Kn)⊕· · ·⊕ (C3 ∗Kn). Now Cp |C3 ∗Kn, by Theorem 2.6. Thus Cp |Km ∗Kn. If m ≡ 5 (mod 6),
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then by Theorem E, Km = C3 ⊕ C3 ⊕ · · · ⊕ C3︸ ︷︷ ︸
(m(m−1)−20)/6-times
⊕C5 ⊕ C5 and henceKm ∗ Kn = ((C3 ∗ Kn) ⊕ (C3 ∗ Kn) ⊕ · · · ⊕
(C3 ∗ Kn)) ⊕ ((C5 ∗ Kn) ⊕ (C5 ∗ Kn)). Now Cp |C3 ∗ Kn, by Theorem 2.6, and Cp |C5 ∗ Kn, by Theorem 3.8 and
consequently, Cp |Km ∗ Kn.
Case 2. m is even.
Condition (1) implies that n is even.
Subcase 2.1. m ≡ 0 or 1 (modp).
First we suppose that n ≡ 2 (mod 4). Let V (Km) = {x1, x2, . . . , xm} and V (Kn) = {y1, y2, . . . , yn}. Let V (Km ∗
Kn) =⋃mi=1{xi} × V (Kn) =⋃mi=1{(xi, yj ) | 1jn} =⋃mi=1{xij | 1jn}, where xij stands for (xi, yj ). For our
convenience, letXi ={xij | 1jn} be the ith layer ofKm ∗Kn. In each layer, pair the consecutive vertices as follows:
{xi1, xi2}, {xi3, xi4}, . . . , {xin−1, xin}, 1 im. Clearly, the subgraph ofKm ∗Kn, say,Gk , induced by
⋃m
i=1{xi2k−1, xi2k},
1kn/2, is isomorphic toK2m−I , where I is a 1-factor ofK2m. ByTheoremF,K2m−I has aCp-decomposition, that
isGk has aCp-decomposition. Next we prove thatKm∗Kn−⋃n/2k=1{Gk} admits aCp-decomposition. FromH =(Km∗
Kn)−⋃n/2k=1{Gk}, we obtain a new graph as follows: identify each pair of vertices {xi2k−1, xi2k}, 1 im, 1kn/2,
into a single vertex, say, xik and join xik and xjl by an edge if and only if the corresponding pairs of vertices, namely,
{xi2k−1, xi2k} and {xj2l−1, xj2l} induce the complete bipartite graph K2,2 in H . Then the new graph is isomorphic to
Km × Kn/2. Since n ≡ 2 (mod 4), n/2 is an odd integer. Because mp and n/23 is an odd integer, Km × Kn/2
admits a Cp-decomposition, by Theorem 5.1. But each p-cycle of this decomposition corresponds to a subgraph of H
isomorphic to Cp ∗ K2. But Cp |Cp ∗ K2, see [14].
Next we suppose that n ≡ 0 (mod 4). In this case, we prove the result by induction on n. Let n = 4k. If k = 1,
then Km ∗ Kn = Km ∗ K4(Km ∗ K2) ∗ K2(K2m − I ) ∗ K2, where I is a 1-factor of K2m. Now Cp |K2m − I ,
by Theorem F, and Km ∗ K4(Km ∗ K2) ∗ K2(K2m − I ) ∗ K2(Cp ∗ K2) ⊕ (Cp ∗ K2) ⊕ · · · ⊕ (Cp ∗ K2).
Since Cp |Cp ∗ K2, see [14], we conclude that Cp |Km ∗ K4. Assume that the result is true for all n = 4t, 1< t <k.
Clearly, Km ∗ K4k(Km ∗ K2k) ∗ K2. If k is odd, then Cp |Km ∗ K2k , by the ﬁrst part of the proof this subcase. If
k is even, then Cp |Km ∗ K2k , by induction hypothesis. Therefore irrespective of the parity of k, Km ∗ K4k(Km ∗
K2k) ∗ K2(Cp ∗ K2) ⊕ (Cp ∗ K2) ⊕ · · · ⊕ (Cp ∗ K2). Since Cp |Cp ∗ K2, we have Cp |Km ∗ K4k .
Subcase 2.2. m /≡ 0 (modp) and m /≡ 1 (modp).
Condition (2) implies that n ≡ 0 (mod 2p) and, Cp‖Km ∗ Kn, by Theorem G. This completes the proof. 
In [12,13] it has been shown that for p = 5, 7, the necessary and sufﬁcient conditions for the existence of Cp-
decompositions of Km ×Kn and Km ∗Kn are proved to be sufﬁcient. These results, in conjunction with Theorems 5.1
and 5.2 completes the characterization of the Cp-decompositions of Km × Kn and Km ∗ Kn for all primes p5.
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