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Ž .Let q x, y satisfy the Laplace equation in an arbitrary convex polygon. By
performing the spectral analysis of the equation   ik q  iq , z x iy,z x y
Ž .which involves solving a scalar RiemannHilbert RH problem, we construct an
Ž .integral representation in the complex k-plane of q x, y in terms of a function
Ž . Ž . k . It has been recently shown that the function  k can be expressed in terms
of the given boundary conditions by solving a matrix RH problem. Here we show
that this method is also useful for solving problems in a non-convex polygon.
We also recall that for simple polygons it is possible to bypass the above integral
representation and to solve the Laplace equation by formulating a RH problem in
the complex z-plane.  2000 Academic Press
1. INTRODUCTION
Let z x iy, z x iy. Using
1 1
    i ,     i ,Ž . Ž .z x y z x y2 2
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Ž .it follows that q x, y  satisfies the 2D Laplace equation iff the
Ž .function Q z , defined by
 q  q
Q z   i , Q, 1.1Ž . Ž .
 x  y
satisfies the analyticity condition
Q
 0, Q. 1.2Ž .
 z
Given q, the equation Q 2 q yields Q; conversely, given Q, this equa-z
tion yields q within a constant of integration, z ,0
z
q x , y Re Q z dz. 1.3Ž . Ž . Ž .H
z0
We have recently introduced a transform method for solving the Laplace
 equation in an arbitrary convex polygon 11 . This method is based on the
Ž . Ž .fact that if Q z is an analytic function in a convex polygon , then Q z
admits a simple integral representation; see Theorem 2.1. This integral
Ž . Ž .representation expresses q x, y in terms of a certain function  k , which
we call the spectral function. This function is expressed as an integral over
the boundary of the polygon involving both q and q . Since for a wellx y
posed boundary value problem only one boundary condition is given, some
Ž .of the boundary values appearing in  k are unknown. This difficulty can
Ž .be bypassed by using the fact that  k satisfies a certain global relation. A
 general procedure is given in 11 for using this global relation to express
Ž .the part of  k involving the unknown boundary values in terms of the
given boundary conditions. This procedure is illustrated by solving several
boundary value problems formulated in the quarter plane, in a wedge, in a
semi-infinite strip, in a triangle, and in a rectangle. For all these problems,
Ž .if q satisfies general boundary conditions,  k can be obtained through
the solution of a classical mathematical problem formulated in the com-
plex k-plane, the so-called RiemannHilbert problem.
In this paper:
Ž .i We derive the above integral representation by performing the
spectral analysis of the equation   ikQ. This gives rise to a scalarz
RH problem in the complex k-plane which can be solved in closed form.
Ž .ii We show that this integral representation, although valid for a
conex polygon, is also useful for the solution of the Laplace equation in a
non-convex polygon. This is illustrated in Section 4 where the following
Ž .boundary value problem is solved in closed form: q x, y satisfies the
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Laplace equation in the upper half of the complex z-plane with the gap
Ž . Ž . Ž .y , y 	 y , y 	 	 y , y , along the imaginary axis; q van-1 2 3 4 2 n1 2 n
ishes at infinity, q satisfies appropriate ‘‘edge conditions’’ at y y , and qk
satisfies the boundary conditions
q x , 0  q x , 0  f x , x,Ž . Ž . Ž .y
q 0, y  q y , q 0, y  q y ,Ž . Ž . Ž . Ž .x L x R
y 0, y 	 y , y 	 	 y ,	 ,Ž . Ž . Ž .1 2 3 2 n
where f , q , q are given functions and  0.L R
Ž .iii We recall that for simple polygons and for simple boundary
conditions it is possible to bypass the new method and to analyze directly
the complex z-plane. This analysis also gives rise to a RH problem. This
approach is well known. The main reason for discussing it here is in order
to emphasize the important role played by the RH problem. Also we use
this approach as an introduction to the basic notions of the theory of RH
problems. Using this direct approach, the following problems are solved in
closed form in Section 3:
Ž .1. q x, y satisfies the Laplace equation in the upper half plane, q
vanishes at infinity, and q satisfies any of the following boundary condi-
tions on the real axis:
Ž . Ž . Ž . Ž . Ž . Ž .a a x q x, 0  b x q x, 0  f x , where a, b, f are givenx y
functions.
ˆŽ . Ž . Ž . Ž . Ž .b q x, 0  g x , x L; q x, 0  g x , x L, where g , gy 1 2 1 2
are given functions, L
 is the set of the segments
L 	, x 	 	 x , x 	 	 x ,	 ,Ž . Ž . Ž .1 2 j 2 j1 2 n
ˆ ˆand L is the complement of L, L  L.
Ž .2. q x, y satisfies the Laplace equation in the first quadrant of the
z-complex plane, q vanishes at infinity, and q satisfies the boundary
conditions
f y q 0, y  g y q 0, y  h y , y 0,Ž . Ž . Ž . Ž . Ž .1 y 1 x 1
f x q x , 0  g x q x , 0  h x , x 0,Ž . Ž . Ž . Ž . Ž .2 y 2 x 2
where f , f , g , g , h , h are given functions.1 2 1 2 1 2
We emphasize that this alternative approach can be applied only to the
Laplace equation and only to very simple domains. In contrast, the new
 method can be applied to other linear PDEs including the Helmholtz 5 ,
   the modified Helmholtz 2 , and the bi-harmonic equations 6 .
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Particular cases of some of the problems solved here are of well known
Ž .physical significance, which include: 1 the ‘‘outer approximation’’ of the
short wave limit of the radiation due to the oscillations of a union of n
Ž . Ž . Ž . Ždocks located at x , x 	 x , x 	 	 x , x in this approxi-1 2 3 4 2 n1 2 n
Ž . 2 Ž .mation the free surface boundary condition 
 x, 0   g 
 x, 0  0 isy
Ž . . Ž .replaced by 
 x, 0  0 ; 2 the radiation due to oscillations of the union
Ž . Ž . Ž .of n vertical plates located at 0, y 	 y , y 	 	 y , y .1 2 3 2 n 2 n1
This work is part of a larger program of study initiated by one of the
authors. It involves studying boundary value problems for linear and for
integrable nonlinear PDEs. The general methodology for studying such
  Ž .problems, which was announced in 8 , is based on the following: a Linear
equations with constant coefficients and integrable nonlinear equations
share the distinctive property that they possess a Lax pair formulation; i.e.,
they can be written as the compatibility condition of two linear eigenvalue
  Ž .equations 10, 21 . b Boundary value problems for these equations can be
studied by performing the simultaneous spectral analysis of both parts of
the Lax pair, and by analysing the global relation satisfied by the boundary
Ž .  values of the solution q x, y 9 . The generalization of this method to
 non-polygonal domains is discussed in 12 . For the Laplace equation the
associated Lax pair takes the very simple form
  ikQ,   0,z z
Ž .where Q z  q  iq . In the case of arbitrary boundary conditions, bothx y
the analysis of the global relations satisfied by the boundary values of
Ž .q x, y , as well as the direct approach to solving the Laplace equation, give
rise to an RH problem. In some cases this RH problem is scalar. Scalar
RH problems can be solved in closed form. If they are continuous, their
solution depends on the index of the associated jump function. If they are
discontinuous, their solution depends on the behavior of the solution at
the points of discontinuity; the ‘‘edge conditions’’ are precisely needed for
determining this behavior. For more complicated problems one finds
either a matrix RH problem or a differential RH problem which can be
reduced to a matrix RH problem. A matrix RH problem with an analytic
jump matrix can be reduced to a scalar RH problem. A matrix RH
problem with an arbitrary jump matrix cannot in general be solved in
closed form. However, in recent years substantial progress has been made
Ž .in the study of certain types of such problems: a If the relevant jump
matrix satisfies certain symmetry conditions, it is possible to prove that the
Ž .solution exists and is unique. b If the jump matrix is oscillating there
exists a rigorous technique for studying the asymptotic behavior of the
 solution 7 . An example of a problem that can be reduced to a matrix RH
 problem is the scattering by a finite dock 19, 20, 22, 29 . Using the above
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modern developments it is possible to prove the well posedness of this
problem, as well as to obtain rigorously its short wave limit.
Notation.
 Bar denotes complex conjugation; in particular, z x iy.

  and  denote the lower and upper half of the z-complex
plane; i.e.,
  4  z and Im z 0 .
 Ž .f x satisfies the Holder condition with exponent 0  1, in¨
Ž . Ž .which case we write f x H  , iff
1 1
 f x  f x  C  ,  x , x , Im z  0,Ž . Ž .1 2 1 2 0x  z x  z1 0 2 0
where C is some positive constant.
 RH is an abbreviation for RiemannHilbert.
 I, II, III, IV denote the first, second, third, and fourth quadrants of
the z-complex plane.
 prime denotes differentiation.
 Ž . Ž . Ž . Ž . Ž .f x H  means that f x and f  x  L  .1 2
2. AN INTEGRAL REPRESENTATION FOR A FUNCTION
ANALYTIC IN A CONVEX POLYGON
DEFINITION OF THE POLYGON . Consider the convex broken line with
Žcorners z , . . . , z , which can be closed or open in the latter case, assume1 n
.z and z are moved to infinity . Denote by 
 the angles of the polygon at1 n j
the finite corners:
arg z  z  arg z  z  
  0, ,Ž . Ž . Ž .j1 j j1 j j
j 1, . . . , n , z  z . 2.1Ž .n1 1
In the case of an unbounded polygon z , z  	, let 
 denote the angle1 n 	
 .  .between the rays z , z  	 and z , z  	 :n1 n 2 1
 
  arg z  z  arg z  z  0, . 2.2Ž . Ž . Ž .	 n n1 1 2
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We recall that if all the corners z are finite, the sum of their angles isj
n

   n 2 . 2.3Ž . Ž .Ý j
j1
Otherwise,
n1

   n 3  
 . 2.4Ž . Ž .Ý j 	
j2
Ž .THEOREM 2.1. Let Q z be holomorphic in the interior of the conex
Ž .polygon  defined aboe and let the restriction of Q z to its boundary,
Ž . Ž .Q z  belong to the space L  . Moreoer, in the case of an un- 2
Ž .bounded polygon let Q z  0 as z 	. If  is bounded, then
n1
i k zQ z  e  k dk , 2.5Ž . Ž . Ž .Ý H j1, j2 l jj1
where l , j 1, . . . , n, are the rays on the k-complex planej
l  k : arg k arg z  z , z  z , 2.6Ž . Ž . Ž . 4j j j1 n1 1
Ž .oriented from zero to infinity, while the functions  k , j 1, . . . , n, arej1, j
defined by the line integrals
zj i k z k  e Q z dz , z  z , k. 2.7Ž . Ž . Ž .Hj1, j n1 1
zj1
Ž .The functions  k satisfy the cyclic relationj1, j
n
 k  0, k. 2.8Ž . Ž .Ý j1, j
j1
If  is unbounded, z  z  	, the following modifications are made: the1 n
Ž . Ž .function  k is zero and thus the summation in 2.5 is only up to n 1;1, n
 ,  are not defined for all k but in the domains S , S , respectiely,2, 1 n, n1 1 n
where
S  k : arg k arg z  z , arg z  z , 4Ž . Ž .1 2 1 2 1
S  k : arg k arg z  z , arg z  z ; 4Ž . Ž .n n1 n n1 n
Ž .the global relation 2.8 is replaced by
n1
 k  0, k S  S . 2.9Ž . Ž .Ý j1, j 1 n
j1
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FIG. 2.1. Part of the convex polygon .
Remark 2.1. In the case of an analytic function in the interior of a
  closed angle arg z   , one can use the Polya representation 3, 26,´2
1 Ž . Ž .27 , for an entire function of exponential type. In our case, Q z  O atz
Ž .infinity; thus the associated indicator function satisfies h 
1 i Ž .    Ž . lim r ln Q re  0,    . Hence its Borel transform  k r	
	 k z Ž . Ž .H e Q z dz exists for any k 0 and defines a function  k analytic0
outside the unbounded convex set with the trivial supporting function
Ž .  h 
  0, for 
   . The inversion of the Borel transform is given by
1 zkŽ . Ž .the integral Q z  H e  k dk, where the contour C consists of twoC2 i
lines meeting at some positive point B of the real axis and intersecting the
Ž .   Žreal axis at angles   3 . This construction coincides up to2
.appropriate change of notations with the case considered in Example 2.4
below. In the case of an arbitrary entire function of exponential type, the
Polya representation becomes rather implicit, involving an integral of the´
Ž .function  k defined as analytic continuation of the Borel transform of
Ž .the original function Q z .
Now, let us proceed with the proof of the theorem.
Ž .Proof. Consider an auxiliary function  z, k , z, satisfying the
system
  ikQ, 2.10Ž .z
  0.z
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The compatibility condition of this system is equivalent to the analyticity
Ž .condition Q  0. Let us introduce the particular solutions of Eq. 2.10z
 z , k  eikŽ zz .Q z dz, j 1, . . . , n , 2.11Ž . Ž . Ž .Hj
Ž . z , zj
Ž .where z are the corners of the polygon  and  z , z is a contour ofj j
integration from z to z.j
We first consider the case of a bounded polygon. Because of the
Ž . Ž .analyticity of Q z , z, the contour  z , z 
 can be deformed inj
any convenient way. In particular, since  is convex, we choose as the path
of integration the straight-line segment
 z , z  z , z . 2.12Ž . Ž . Ž .j j
The function  is entire with respect to k, with k 	 as the onlyj
possible singularity. In order for  to be bounded at k 	, we restrict kj
to be in the domain S :j
S  k : arg k arg z  z , arg z  z . 2.13Ž . Ž . Ž . 4j j1 j j1 j
In this case,
Re ik z z  0 z and z  z , z . 2.14Ž . Ž . Ž .Ž . j
Ž .Indeed, for the straight-line segment 2.12 , we have
arg z z  arg z  z , arg z  z ,Ž . Ž . Ž .j1 j j1 j
Ž .which together with relation 2.13 implies
 arg k arg z z  0, ,Ž .
Ž .i.e., inequality 2.14 .
FIG. 2.2. The sector S associated to the corner z of the convex polygon .j j
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The angle of the sector S , which we denote by  , isj j
   arg z  z  arg z  z   
 .Ž . Ž .j j1 j j1 j j
The sector S lies to the right of the sector S ; furthermore these sectorsj j1
Ž .have as common boundary the ray l defined by 2.6 . This follows fromj
Ž .Eq. 2.13 , the analogous equation for arg k S , and the identityj1
arg z  z   arg z  z mod 2 .Ž . Ž . Ž .j j1 j1 j
 4nThe union of all sectors S is the complex plane:j 1
n n
  n 
  n  n 2  2 .Ž .Ý Ýj j
j1 j1
The functions  and  are related by the equationj1 j
 z , k   z , k  eik z  k , 2.15Ž . Ž . Ž . Ž .j1 j j1, j
Ž .where the function  is defined by Eq. 2.7 . This function is entirej1, j
and satisfies the estimate
eik z k  O k1 as k 	, k l , z ; 2.16Ž . Ž . Ž .j1, j j
i k z Ž . Ž .thus e  k  L l , z.j1, j 2 j
Ž .Let  k be defined byi, j
 k  ei k z Q z dz. 2.17Ž . Ž . Ž .Hi , j
Ž . z , zi j
These functions satisfy the set of identities
 k   k   k ,  k  0,Ž . Ž . Ž . Ž .i , l l , j i , j j , j
 k  k , k, 2.18Ž . Ž . Ž .i , j j , i
as well as the cyclic relation
 k   k   k   k  0, k. 2.19Ž . Ž . Ž . Ž . Ž .2, 1 3, 2 n , n1 1, n
Ž .Equation 2.11 implies that the main contribution of the large k behavior
of  comes from the neighborhood of the end point z of the contour ofj
integration and is given by
 z , k  O k1 , k 	, k S , z . 2.20Ž . Ž . Ž .j j
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FIG. 2.3. The RH problem graph associated with the Laplace equation in a convex
polygon.
In summary, the function
 z , k   z , k , k S , j 1, . . . , n , z , 2.21Ž . Ž . Ž .j j
satisfies the scalar RiemannHilbert problem
 z , k  O k1 , k 	, z ,Ž . Ž .
 z , k   z , k  eik z k , k l ,Ž . Ž . Ž .  j1, j j
where the rays l , which are oriented from zero to infinity, are defined byj
Ž . i k z Ž . Ž n .Eq. 2.6 , and the jump coefficients e  k  L Ý l , defined byj1, j 2 j1 j
Ž . Ž . Ž . Ž .Eq. 2.7 , satisfy Eqs. 2.18 and 2.19 . The cyclic condition 2.19 implies
Ž .that  z, k is continuous at k 0.
The unique solution of this RH problem is
n i z1 e  Ž .j1, j
 z , k  d. 2.22Ž . Ž .Ý H2 i  kljj1
 Since the Cauchy operator is bounded in L 17, 23 , it follows that2
Ž . Ž . Ž . Ž . Ž . z,   L Ý , l . Substituting Eq. 2.22 into 2.10 , we obtain Eq. 2.5 .2 j j
We now consider the case of an unbounded domain. We identify
z  z  	. The function  is defined with respect to a contour which is1 n 1
Ž  Ž . Ž .parallel to the ray z  	, z . On this contour, arg z z  arg z  z ;1 2 2 1
thus  is analytic and bounded in the complex half plane S ,1 1
S  k : arg k arg z  z , arg z  z . 2.23 4Ž . Ž . Ž .1 2 1 2 1
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Similarly, the function  is defined with respect to a contour which isn
Ž  Ž . Žparallel to the ray z  	, z . On this contour arg z z  arg zn n1 n1
. z . Thus,  is analytic and bounded within the complex half plane Sn n n
S  k : arg k arg z  z , arg z  z . 2.24 4Ž . Ž . Ž .n n1 n n1 n
Let  denote the angle of the sector S  S  S . Then	 	 1 n
   arg z  z  arg z  z   
 ; 2.25Ž . Ž . Ž .	 1 2 n n1 	
   4nthus    , 2 . The union of all the sectors S is the complex plane	 j 1
n1 n1
    n 2  
   
Ž .Ý Ýj 	 j 	
j2 j2
 n 2   n 3  
   
  2 .Ž . Ž . 	 	
Ž .For the finite corners z and z , the functions  k are entirej1 j j1, j
i k z Ž . Ž . Ž .functions and e  k  L l , z. The functions  k andj1, j 2 j 2, 1
Ž . k are analytic in the interior of the half-planes S and S , respec-n, n1 1 n
tively. Furthermore, on the boundaries S and S , these functions are1 n
defined as improper integrals in the sense of the limits on the average and
i k z Ž . i k z Ž .satisfy e   L S and e   L S , z. The function2, 1 2 1 n, n1 2 n
Ž . Ž . k is defined for k S  S . Equation 2.14 , the assumption1, n 1 n
Ž .lim Q z  0, and Jordan’s lemma implyz	
 k  0 k S  S . 2.26Ž . Ž .1, n 1 n
Ž . Ž .For the finite corners, the functions  k satisfy Eqs. 2.18 . Further-i, j
Ž .more, in addition to Eq. 2.26 , the following cyclic relation is valid:
 k   k   k  0, k S  S . 2.27Ž . Ž . Ž . Ž .2, 1 3, 2 n , n1 1 n
All other considerations are similar with the bounded case. Q.E.D.
We now present some illustrative examples.
Ž .EXAMPLE 2.1 the upper half plane: z  	, z 	 . In this case1 2
	1
i k zQ z  e  k dk , 2.28Ž . Ž . Ž .H2 0
where
	
i k x k  e Q x dx , k. 2.29Ž . Ž . Ž .H
	
REIMANNHILBERT APPROACH 781
Furthermore, the following global relation is valid:
	
i k xe Q x dx 0 for k 0. 2.30Ž . Ž .H
	
Ž . Ž . Ž .Indeed, Eq. 2.7 becomes Eq. 2.29 with   . Using arg z  z2, 1 1 2
Ž . Ž . 0, arg z  z  arg z  z   , it follows that the rays l , l2 1 1 2 1 2
Ž . Ž .are defined by arg k 0 and arg k  . Equation 2.9 yields Eq. 2.30 .
We note that because of the absence of any finite corners, the half-planes
S and S also border on the positive part of the real axis; on this ‘‘extra’’1 2
border, the difference between    and    , is not trivial.1  2 
In this particular example it is instructive to give the associated holo-
morphic functions  ,  ,1 2
z
ikŽ zz . z , k   z , k  e Q z dz, Im k 0,Ž . Ž . Ž .H1 
	
z
ikŽ zz . z , k   z , k  e Q z dz, Im k 0, 2.31Ž . Ž . Ž . Ž .H2 
	
where the integration paths are the horizontal rays Im z Im z. Thus
 z , k   z , k  eik z k ,Ž . Ž . Ž . 
Ž . Ž . Ž .where the function  k is defined by Eq. 2.29 . The condition Q z  0
Ž . Ž . Ž .as Im z	 implies Eq. 2.30 ; thus  z, k   z, k for k 0. 
ŽEXAMPLE 2.2 the first quadrant of the complex z plane: z  	, z  0,1 2
.z  i	 . In this case3
	1 1i	 i k z ik zQ z  e  k dk e  k dk , 2.32Ž . Ž . Ž . Ž .H H2, 3 2, 12 20 0
where
 3i	 i k z k  e Q z dz , arg k , ,Ž . Ž .H2, 3 2 20
2.33Ž .
	
i k z   k  e Q z dz , arg k  , 2 .Ž . Ž .H2, 1
0
Furthermore, the following global relation is valid:
3
 k   k , arg k  , . 2.34Ž . Ž . Ž .2, 1 2, 3 2
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Ž . Ž . Ž . Ž .Indeed, Eqs. 2.7 yield Eqs. 2.33 . Using arg z  z  0, arg z  z1 2 2 3
Ž . arg z  z   , it follows that the rays l , l are defined by3 2 1 22
  arg k 0, arg k . The sectors S and S are defined by arg k  , 21 32
 3 3   and arg k , ; thus the global relation is valid for arg k  , .2 2 2
ŽEXAMPLE 2.3 the half-strip parallel to the real axis with the corners
.z 	, z  0, z  il, and z  il 	 . In this case,1 2 3 4
	1
i k zQ z  e  k dkŽ . Ž .H 2, 12 0
	1 1i	 i k z ik z e  k dk e  k dk , 2.35Ž . Ž . Ž .H H2, 3 1, 32 20 0
where
	
i k z k  e Q z dz , Im k 0,Ž . Ž .H2, 1
0
0 i k z k  e Q z dz , k,Ž . Ž .H3, 2
il
2.36Ž .
il i k z k  e Q z dz , Im k 0.Ž . Ž .H4, 3
il	
Furthermore, the following global relation is valid:
 k   k   k  0, Im k 0. 2.37Ž . Ž . Ž . Ž .2, 1 3, 2 4, 3
Ž . Ž . Ž . Ž .Indeed, Eqs. 2.7 yield Eqs. 2.36 ; using arg z  z  0, arg z  z1 2 2 3
 Ž . , arg z  z  , it follows that the rays l , l , l are defined3 4 1 2 32
  by arg k 0, ,  . Both sectors S and S are defined by arg k  , 2 ;1 42
Ž . Ž .thus the global relation 2.9 becomes 2.37 .
Ž i
EXAMPLE 2.4 the wedge with the corners z 	, z  0, z  e 	,1 2 3
.0 
  . In this case,
	1 1 iŽ
 .e 	i k z ik zQ z  e  k dk e  k dk , 2.38Ž . Ž . Ž . Ž .H H2, 1 2, 32 20 0
where
ei
	 i k z   k  e Q z dz , arg k  
 , 2 
 ,Ž . Ž .H2, 3
0
2.39Ž .
	
i k z   k  e Q z dz , arg k  , 2 .Ž . Ž .H2, 1
0
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Furthermore, the following global relation is valid:
  k   k  0, arg k  , 2 
 . 2.40Ž . Ž . Ž .2, 1 2, 3
Ž . Ž . Ž . Ž .Indeed, Eqs. 2.7 yield 2.39 ; using arg z  z  0, arg z  z 1 2 2 3
Ž .arg z  z   
  , it follows that the rays l and l are defined by3 2 1 2
arg k 0 and arg k  
. The sectors S and S are defined by1 3
   arg k  , 2 and arg k  
, 2 
 . Thus the global relation is
 valid for arg k  , 2 
 .
Ž i 2  nŽ j1.EXAMPLE 2.5 regular n-gon with the corners z Re , jj
.1, . . . , n . Proceeding as before we find
n 1 i 2 i2 j n i ne 	 i k zQ z  e  k dk , 2.41Ž . Ž . Ž .Ý H j1, j2 0j1
where
Rei2 Ž j1. n i k z k  e Q z dz , k. 2.42Ž . Ž . Ž .Hj1, j i2 j nRe
Furthermore, the following global relation is valid:
n
 k  0, k. 2.43Ž . Ž .Ý j1, j
j1
In the case of a regular triangle with corners z Rei 2 Ž j1.3, jj
Ž . Ž .1, 2, 3, R 0, Eqs. 2.41  2.43 become
1 1i	6 i	e ik z ik zQ z  e  k dk e  k dkŽ . Ž . Ž .H H2, 1 3, 22 20 0
1 i7	6e ik z e  k dk , 2.44Ž . Ž .H 1, 32 0
where
R i k z k  e Q z dz ,Ž . Ž .H2, 1 i2 3Re
Rei2 3 i k z k  e Q z dz ,Ž . Ž .H3, 2 i4 3Re 2.45Ž .
Rei4 3 i k z k  e Q z dz , k.Ž . Ž .H1, 3
R
Furthermore, the following global relation is valid:
 k   k   k  0, k. 2.46Ž . Ž . Ž . Ž .2, 1 3, 2 1, 3
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Remark 2.2. For many physical applications, the harmonic function q
is complex. In this case, let
Q 2 q , U 2 q . 2.47Ž .z z
Then the Laplace equation implies the analyticity and anti-analyticity
conditions
Q  0, U  0. 2.48Ž .z z
Ž .Conversely, given Q and U, Eqs. 2.48 yield the harmonic function
z1 z
q Q z dz U z dz . 2.49Ž . Ž . Ž .H Hž /2
Ž . Ž .The function U z possesses an integral representation similar to 2.5 .
The harmonic function q is real iff UQ.
Remark 2.3. The application of the above formulae for the solution of
several boundary value problems formulated in the quarter plane, in a
 wedge, in a triangle, and in a rectangle is discussed in 11 .
3. SOME SIMPLE BOUNDARY VALUE PROBLEMS
It was shown in the Introduction that solving the Laplace equation for
Ž .the function q x, y  is equivalent to determining a holomorphic
Ž . Ž .function Q z , defined in terms of q by Eq. 1.1 . For some simple
Ž .domains and boundary conditions, it is possible to determine Q z directly
without using the integral transform of Section 2. This involves formulating
a RiemannHilbert problem in the complex z-plane.
3.1. The Laplace Equation in the Upper Half Plane
Ž . We first will show that if q x, y satisfies the Laplace equation in 
Ž .and if q x, y satisfies certain simple boundary conditions at infinity and
Ž .on the real axis, then it is possible to determine Q z directly. Indeed, if
 Ž .Q z is holomorphic in  then Q z is holomorphic in  . Thus theŽ .
Ž .function F z ,
Q z , z,Ž .
F z  3.1Ž . Ž .½ Q z , z ,Ž .
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Ž .is a sectionally holomorphic function. F z can be obtained as the solution
of an RH problem in the z-complex plane, provided that one specifies:
Ž . Ž .a the behavior of F z at infinity,
Ž .b the jump condition on the real axis.
Ž .It turns out that the boundary conditions of q x, y can be used to
Ž . Ž .determine both a and b .
Ž . Ž .EXAMPLE 3.1 a continuous RH problem . Let q x, y vanish at infinity
and let
a x q x , 0  b x q x , 0  f x , x, 3.2Ž . Ž . Ž . Ž . Ž . Ž .x y
where a, b, f are given real Holder functions which satisfy the following¨
Ž . Ž .conditions: Let the functions G x and h x be defined by
a x  ib x 2 f xŽ . Ž . Ž .
G x  , h x  . 3.3Ž . Ž . Ž .
a x  ib x a x  ib xŽ . Ž . Ž . Ž .
Ž . Ž .i The index  of the function G x is a finite integer, where the
index is defined by
1
 Ind G x  change arg G x .Ž . Ž .Ž . 2 x
Ž . Ž .ii ln G x is a Holder function, and¨
	 ln G zŽ .
dz C , Im z  0,H 0z z	 0
where C is some positive constant.
Ž . Ž .iii The function h x is a Holder function decreasing at infinity.¨
Ž . Ž .The solution q x, y of the above problem is given by Eq. 1.3 with
1
Q z   z  z , z , 3.4Ž . Ž . Ž . Ž .Ž . 2
where the functions  and  are constructed as follows: 
Ž .a Let  0.
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Ž .In this case, the function G x can be factorized in the form
n x x zŽ . 
G x  , Im z  0, Im z  0, n   , 3.5Ž . Ž .   ž / x x zŽ . 
Ž . Ž .  Ž .where  z are the values of  z in  , and  z is given by
n
	1  z d
 z  exp ln G  . 3.6Ž . Ž . Ž .H ž /½ 52 i  z  z	 
Ž .The functions  z are defined by
	1 h  d P zŽ . Ž .n1  z   z  , z ,Ž . Ž . H n ½ 52 i    zŽ . Ž . z zŽ .	 
3.7Ž .
n
	z z 1 h  d P zŽ . Ž . n1 z   z  ,Ž . Ž . H n ½ 5ž /z z 2 i    zŽ . Ž . z zŽ .	 
z,
Ž . Ž . Ž .where h x is given by 3.3 , and P z is an arbitrary polynomial ofN
degree N  1 n 1.
Ž .b Let  0.
In this case,
n x x zŽ . 
G x  ,Ž .  ž / x x zŽ . 
Im z  0, Im z  0, n  , 3.8Ž .  
Ž . Ž .where the function  x is defined by 3.6 with n replaced by n. There
exists a solution decreasing at infinity iff the following orthogonality
relations are valid:
	 h Ž .
d 0, N 1, 2, . . . , n. 3.9Ž .H N	    zŽ . Ž .
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Ž . Ž .If the solution exists, it is unique and is given by Eqs. 1.3 and 3.4 where
Ž .the functions  z are defined by

	 z h Ž . Ž .  z  d , z ,Ž . H 2 i    zŽ . Ž .	
3.10Ž .n
	 z z z h Ž . Ž .  z  d , z .Ž . H ž /2 i z z    zŽ . Ž .	
Ž .The derivation of the above results is straightforward. Indeed, Eq. 1.1
and its complex conjugate imply
2 q x , 0 Q x , 0 Q x , 0 , 2 iq x , 0 Q x , 0 Q x , 0 .Ž . Ž . Ž . Ž . Ž . Ž .x y
3.11Ž .
Ž .Using these notations, the boundary condition 3.2 can be written in terms
Ž . Ž .of Q x, 0 and Q x, 0 ,
a x  ib x Q x , 0  a x  ib x Q x , 0  2 f x , x.Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
Ž . Ž . Ž .Thus if the function F z is defined by Eq. 3.1 , F z satisfies the
RiemannHilbert problem
Ž .i
F z  0 as z 	, 3.12Ž . Ž .
Ž .ii
F x G x F x  h x , x, 3.13Ž . Ž . Ž . Ž . Ž .
Ž . Ž . Ž .where G x and h x are defined by 3.3 .
Ž .iii We must choose solutions of this RH problem which satisfy the
symmetry condition
 F z  F z . 3.14Ž . Ž . Ž .
Ž . Ž .The solution of the scalar RH problem 3.12 , 3.13 can be found in
 textbooks; see for example 1, 14 . In particular, the canonical solution
Ž . z of the homogeneous RH problem with zero index is given by Eq.
Ž . Ž .3.6 . The solution of the inhomogeneous RH problem is given by Eq. 3.7
Ž . Ž .if  0 and by Eq. 3.10 if  0. We assume that h x decreases
sufficiently fast at infinity to ensure the existence of the integral
	 h Ž .
d .H    zŽ . Ž .	
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Ž . Ž .The functions G x and h x satisfy the symmetry relations
1 h
G , h .
G G
 Ž . Ž .4This implies that if the functions  z , z satisfy the jump condi- 
Ž .  4tion 3.13 then the functions  z , z satisfy the same jumpŽ . Ž . 
condition. Thus the functions
1 1
 z  z ,  z  zŽ . Ž . Ž . Ž .Ž . Ž .   ½ 52 2
Ž . Ž .satisfy Eqs. 3.12  3.14 .
Ž . Ž .EXAMPLE 3.2 a discontinuous RH problem . Let q x, y vanish at
infinity and let
ˆq x , 0  g x , x L,Ž . Ž .y 1
3.15Ž .
q x , 0  g x , x L,Ž . Ž .2
where g and g are given real functions, L
 is the set of segments1 2
L 	, x 	 	 x , x 	 	 x ,	 , 3.16Ž . Ž . Ž . Ž .1 2 j 2 j1 2 n
ˆ ˆand L is the complement of L, L  L. Assume that
Ž . Ž . Ž .  Ž .i g x H L ; i.e., g is differentiable and g , g  L L .2 1 2 2 2 2
ˆŽ . Ž .ii g  L L .1 2
Ž . Ž .The solution q x, y of the above problem is given by Eqs. 1.3 and
Ž . Ž . Ž . Ž .  3.4 , where  z and  z are the values of  z in  and  and 
Ž .the function  z is defined as
	 z h Ž . Ž .
 z  d P z  z , 3.17Ž . Ž . Ž . Ž .H m12 i    zŽ . Ž .	
where
ˆ2 ig x , x L,Ž .1h x  3.18Ž . Ž .½ 2 g x , x L;Ž .2
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Ž . z is a solution of the homogeneous RH problem
 ˆ x , x L,Ž . x  3.19Ž . Ž .½ x , x L,Ž .
such that
 z  O zm , z 	, 3.20Ž . Ž . Ž .
r i z  O z x , z x , 3.21Ž . Ž . Ž .Ž .i i
  Žwhere m is a non-negative integer and Re r  1 the conditions Re r i i
Ž .1 ensure that  z has an integrable singularity at z x ; the conditioni
Ž ..Re r  1 ensures existence of the integral 3.17 .i
Ž .In order to derive the above result we note that the function F z
Ž . Ž . Ž . Ž . Ž .satisfies Eqs. 3.12  3.14 with h x defined by 3.18 and G x defined by
ˆ1, x L,G x  3.22Ž . Ž .½1, x L.
Because this is a discontinuous RH problem, its solution depends on the
 kind of discontinuities one allows at the points x , . . . , x ; see, e.g., 1, 14 .1 2 n
For example, if the solution is unbounded at all the singularities then
1
 z  ; 3.23Ž . Ž .
2n
z xŽ .Ł j(
j1
Ž . Ž .in this case P z  P z and the solution depends on 2n arbitrarym1 2 n1
constants. If the solution is bounded at x , x , . . . , x and it is un-1 3 2 n1
bounded at x , x , . . . , x , then2 4 2 n
n z x2 j1
 z  ; 3.24Ž . Ž .Ł( z xj1 2 j
Ž .in this case P z  0 and the solution is unique. We note that in orderm1
Ž .for 3.20 to be satisfied the number of the points where the solution is
bounded cannot be larger than the number of the points where the
solution is unbounded.
Ž .  Ž .It is interesting to note that if g x and g x are rational functions1 2
Ž .then  z can be expressed in terms of hyper-elliptic integrals.
Remark 3.1. A particular case of Example 3.2 is the problem arising
from the outer approximation of the short wave limit of the radiation due
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Ž .to oscillation of the finite dock located at l, l . In this case the free
Ž . Ž .  surface boundary condition  x, 0   x, 0  0, x  l, is approxi-y
Ž .    mated by  x, 0  0, x  l. This problem was solved by Holford 20
Ž .using a conformal mapping. This problem is a particular case of 3.15 ,
Ž .3.16 with n 1, x x  l, g  , g  0. Its solution is given by2 1 1 2
2 2'z  l   d aŽ .l
 z   ,Ž . H 2 2 2 2' '2 i  zl   l z  l
where a is an arbitrary constant. This is in agreement with result of
Holford.
Another interesting particular case is the problem arising from the
‘‘outer approximation’’ of the radiation problem due to the oscillation of a
union of n finite docks located on the surface.
Ž . Ž .In this case, g  , g  0. The solution is given by 1.3 , 3.4 ,1 2
Ž . Ž .3.17  3.20 .
3.2. The Laplace Equation in the Quarter Plane
We now consider some simple boundary value problems in the quarter
Ž .plane. We will determine the holomorphic function Q z by solving a RH
problem in the z-complex plane for the sectionally holomorphic function
Ž .F z ,

F z Q z , arg z 0, ,Ž . Ž .I ž /2

F z Q z , arg z  , 0 ,Ž . Ž .I V ž /2
3
F z Q z , arg z  , ,Ž . Ž .III ž /2
3.25Ž .

F z Q z , arg z , ,Ž . Ž .II ž /2
where we use the notation I, II, III, and IV for the four quadrants of the
complex plane.
     y y y
 0  0  0
x x x x1 2 3 4
 y
 0  0
x x2 n1 2 n
FIG. 3.1. Radiation by n finite docks.
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ŽEXAMPLE 3.3 an RH problem with jumps on the real and on the
. Ž .imaginary axes . Let q x, y vanish at infinity and let
f y q 0, y  g y q 0, y  h y , y 0,Ž . Ž . Ž . Ž . Ž .1 y 1 x 1
3.26Ž .
f x q x , 0  g x q x , 0  h x , x 0,Ž . Ž . Ž . Ž . Ž .2 y 2 x 2
where f , f , g , g , h , h are given real Holder functions.¨1 2 1 2 1 2
Ž .In this case, F z satisfies a RH problem with jumps on the real and on
the imaginary axes of the complex z-plane:
f x  ig x F xŽ . Ž . Ž .Ž .2 2 I
 f x  ig x F x  2 ih x , x 0,Ž . Ž . Ž . Ž .Ž .2 2 I V 2
f x  ig x F xŽ . Ž . Ž .Ž .2 2 III
 f x  ig x F x  2 ih x , x 0,Ž . Ž . Ž . Ž .Ž .2 2 II 2
3.27Ž .
f y  ig y F iyŽ . Ž . Ž .Ž .1 1 I
 f y  ig y F iy  2 ih y , y 0,Ž . Ž . Ž . Ž .Ž .1 1 II 1
f y  ig y F iyŽ . Ž . Ž .Ž .1 1 III
 f y  ig y F iy  2 ih y , y 0,Ž . Ž . Ž . Ž .Ž .1 1 I V 1
F z  0 as z 	. 3.28Ž . Ž .
This RH problem can be solved in closed form using standard methods 1,
14 .
Ž . Ž .Equations 3.27 can be derived as follows. Rewriting Eq. 3.26 in terms
Ž Ž ..of Q and Q see Eqs. 3.11 we find
f  ig Q f  ig Q2 ih , z i ,Ž . Ž .1 1 1 1 1 
f  ig Q f  ig Q2 ih , z ,Ž . Ž .2 2 2 2 2 
Ž .which are the third and the first equations of the system 3.27 ; replacing
yy and xx in these equations we obtain the fourth and the
Ž .second equations of 3.27 .
Below, we discuss in detail only the particular case
f y  , g y  1, h y  0, 3.29Ž . Ž . Ž . Ž .1 1 1
where  is a given constant. In this case, the associated RH problem can
be reduced to an RH problem on the real axis only. Indeed, the last two
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Ž .equations of 3.27 reduce to
 i F iy   i F iy , y 0,Ž . Ž . Ž . Ž .I II
 i F iy   i F iy , y 0.Ž . Ž . Ž . Ž .III I V
Ž .Thus if we introduce the auxiliary functions F z ,
 i F z , z I ,Ž . Ž .IF z Ž . ½  i F z , z II ,Ž . Ž .II
3.30Ž .
 i F z , z III ,Ž . Ž .IIIF z Ž . ½  i F z , z IV ,Ž . Ž .I V
Ž . Ž .  then F z and F z are analytic in  and  . These functions satisfy
the RH problem
i F z  0 as z 	, 3.31Ž . Ž . Ž .
ii F x G x F x  h x , x, 3.32Ž . Ž . Ž . Ž . Ž . Ž .
where
f x  ig x  iŽ . Ž .2 2
G x  ,Ž .
f x  ig x  iŽ . Ž .2 2
2 ih x  iŽ . Ž .2
h x  , x 0,Ž .
f x  ig xŽ . Ž .2 2
3.33Ž .
f x  ig x  iŽ . Ž .2 2
G x  ,Ž .
f x  ig x  iŽ . Ž .2 2
2 ih x  iŽ . Ž .2
h x  , x 0.Ž .
f x  ig xŽ . Ž .2 2
Ž .iii We must choose solutions of this RH problem which satisfy the
symmetry condition
F z  F z  F z  F z . 3.34Ž . Ž . Ž . Ž . Ž .
Ž .The jump condition 3.32 is a consequence of the first and the second
Ž . Ž . Ž .equations of 3.27 . The RH problem 3.31 and 3.32 can be solved by
Ž .standard technique. In particular, the jump function G x satisfies the
relations
1
i Ž x .G x  e , ; G x G x  . 3.35Ž . Ž . Ž . Ž .
G xŽ .
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Ž . Ž .Thus G x has a discontinuity at the origin unless G 0 1. Hence
this is a discontinuous RH problem unless
f 0 f 0 1Ž . Ž .2 2 or  . 3.36Ž .
g 0 g 0 Ž . Ž .2 2
The discontinuous RH problem can be reduced to a continuous one by
using an auxiliary function z,
1 G 0  0   0 1 1Ž . Ž . Ž .
 ln    , , 3.37Ž .ž /2 i G 0 2 2 2Ž .
Ž .where the branch is defined on the plane cut along  . Let  z denote
Ž .the solution of the associated homogeneous RH problem. Then if  z isc
defined by
 z  z z , 3.38Ž . Ž . Ž .c
Ž . z satisfies the continuous RH problem,c
 x G x  x ,Ž . Ž . Ž .c c c
 G 0Ž .
3.39Ž .G x , x 0,Ž . G 0G x  Ž .Ž .c G x , x 0.Ž .
Ž .Thus the canonical solution  z of the homogeneous RH problem is
Ž .  Ž . Ž .given by  z  z  z , and the solution  z of the inhomogeneousc
Ž . Ž .problem is given by the usual formulae 3.7 and 3.10 . Using the symme-
Ž . Ž Ž ..try properties of G x Eqs. 3.35 , it follows that the solution of the RH
Ž . Ž . Ž .problem 3.31 and 3.32 satisfying the symmetry property 3.34 is given
by
1
F z   z  z  z  z . 3.40Ž . Ž . Ž . Ž . Ž . Ž .Ž .
4
4. LAPLACE EQUATION IN MORE COMPLICATED
DOMAINS
In this section we illustrate the application of the transform derived in
Section 2 to polygons which consist of the union of convex polygons. For
simple polygons of this type, we find it convenient to use a hybrid of the
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new method and of the direct approach used in Section 3. In this respect
the following remark is useful:
Ž . Ž . Ž .Remark 4.1. a Let w x  L  satisfy the equation2
	
i k xe  x dx g k , k 0, 4.1Ž . Ž . Ž .H
	
Ž . Ž .where g k  L  is a given function. Then2 
1 0 i k x x G x  x , G x  e g k dk , 4.2Ž . Ž . Ž . Ž . Ž . Ž .H   2 	
Ž .where the unknown function  x is holomorphic in the upper half of
the complex x-plane.
Ž . Ž . Ž .b Let  x  L  , j 1, 2, satisfy the equationj 2 
	
i k x ik xe  x  e  x dx g k , k 0, 4.3Ž . Ž . Ž . Ž .Ž .H 1 2
0
Ž . Ž .where g k  L  is a given function. Then2 
 x G x  x ,Ž . Ž . Ž .1  
4.4Ž .
 x G x  x , x 0,Ž . Ž . Ž .2  
Ž . Ž . Ž .where G x is defined in Eq. 4.2 and the unknown function  x is 
holomorphic in the upper half of complex x-plane.
This remark is illustrated in the following example:
Ž .EXAMPLE 4.1. Let q x, y satisfy the Laplace equation in the upper
Ž .half complex z-plane, let q x, y vanish at infinity, and let
q x , 0  f x , x 0; q x , 0  q x , 0  f x , x 0,Ž . Ž . Ž . Ž . Ž .y 1 y 2
4.5Ž .
Ž . Ž . Ž . Ž .where f x  L  , f x H  are given real functions and  is a1 2  2 1 
given real constant.
In this case the global relation satisfied by the boundary value of q is
Ž Ž ..given by see Eq. 2.30
	
i k xe Q x dx 0, k 0. 4.6Ž . Ž .H
	
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Ž . Ž . Ž .Thus, according to Eq. 4.2 , Q x  x , which using the boundary
Ž .condition 4.5 , becomes
q x , 0  if x  x , x 0;Ž . Ž . Ž .x 1 
4.7Ž .
  i q x , 0  if x  x , x 0.Ž . Ž . Ž . Ž .x 2 
The complex conjugates of these equations imply
q x , 0  if x  x , x 0;Ž . Ž . Ž .x 1 
4.8Ž .
  i q x , 0  if x  x , x 0.Ž . Ž . Ž . Ž .x 2 
Ž . Ž . Ž .Eliminating from Eqs. 4.7 and 4.8 the unknown q x, 0 we obtain
 x  x 2 if x , x 0,Ž . Ž . Ž .  1
 x  xŽ . Ž .   i  x  x 2 if x , x 0.Ž . Ž . Ž .Ž .  2 x  x
These equations define the jump conditions for a scalar differential RH
Ž .problem for the function  z and  z .Ž . 
4.1. Two Neighbouring Quarters
Ž .Let q x, y satisfy the Laplace equation in the upper half-plane with
some gap along the positive imaginary axis. For concreteness we consider
Ž .the class of boundary value problems for which q x, y vanish at infinity
and
q x , 0  q x , 0  f x , x,  0, 4.9Ž . Ž . Ž . Ž .y
Ž . Ž . Ž .where f x is a given real differentiable function such that f x H  .1
Ž . Ž .We will show that for this class of problems q x, y is given by Eq. 1.3
Ž .where Q z is constructed by
	1 1 i	i k z I ik z Ie  k dk e  k dk , z I ,Ž . Ž .H H2, 1 3, 22 20 0Q z Ž .
	1 1i	 i k z II ik z IIe  k dk e  k dk , z II ,Ž . Ž .H H 2, 1 3, 22 20 0
4.10Ž .
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where
	 	
I k y II k y k i e Q 0 iy dy ,  k  i e Q 0 iy dy ,Ž . Ž . Ž . Ž .H H3, 2 2, 1
0 0
4.11Ž .
	 k yi  k H e Q 0 iy dy 2q 0, 0  2 ikF kŽ . Ž . Ž . Ž .0 I k  ,Ž .2, 1  k
4.12Ž .
	 k yi  k H e Q 0 iy dy 2q 0, 0  2 ikF kŽ . Ž . Ž . Ž .0 II k  ,Ž .3, 2  k
4.13Ž .
Ž .and the known functions F k are given by
	 0i k x i k xF k  e f x dx , F k  e f x dx . 4.14Ž . Ž . Ž . Ž . Ž .H H 
0 	
Furthermore, the following global relations are valid:
	
k y k e Q 0 iy dyŽ . Ž .H
0
	
k y  k e Q 0 iy dyŽ . Ž .H
0
 2 iq 0, 0  2kF , k i . 4.15Ž . Ž . 
These global relations imply
  Q 0 iy G y  y ,Ž . Ž . Ž .Ž .y  
   Q 0 iy G y  y , 4.16Ž . Ž . Ž . Ž .Ž .y  
  Q 0 iy G y  y ,Ž . Ž . Ž .Ž .y  
   Q 0 iy G y  y , 4.17Ž . Ž . Ž . Ž .Ž .y  
where
	 	1 1 f  xŽ .0 k y i k xG y  e e f  x dx dk dx ,Ž . Ž .H H H ž /  i x iyi	 0 0
1 1 f  xŽ .i	 0 0k y i k xG y  e e f  x dx dk dx , 4.18Ž . Ž . Ž .H H H ž /  i x iy0 	 	
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and  ,  are some functions holomorphic in the upper, lower half 
complex y-plane.
The above result can be derived using the results of Theorem 2.1. Since
the relevant domain is not convex, it is necessary to consider two separate
Ž .formulations, one for z I and one for z II. In the former case Q z is
Ž . Ž .given by Eqs. 2.32  2.34 . The algebraic manipulation of the global
Ž .relation 2.34 implies the equation
	 	
i k x k y k e q x , 0 dx e Q 0 iy dyŽ . Ž . Ž .H H
0 0
	
i k x iq 0, 0  e f x dx , k IV . 4.19Ž . Ž . Ž .H
0
Ž . Ž .Indeed, since the boundary condition 4.9 involves q x, 0 , we first inte-
Ž .grate by parts the first term in Eq. 2.34 and then replace q by q f :y
	 	
i k x k y k e q x , 0 dx e Q 0 iy dyŽ . Ž . Ž .H H
0 0
	
i k xiq 0, 0  e f x dx , k III . 4.20Ž . Ž . Ž .H
0
Taking the complex conjugate of this equation and replacing k by k, we
Ž . 	 i k x Ž .find Eq. 4.19 . Eliminating H e q x, 0 dx from the above two equa-0
Ž .tions we obtain Eq. 4.15 for the plus index. Also, using integration by
I Ž Ž .. Ž .parts in the first term of the expression for  Eq. 2.33 and using 4.9 ,2, 1
we find
	 	
I i k x i k x k q 0, 0  i e f x dx i k  e q x , 0 dx .Ž . Ž . Ž . Ž . Ž .H H2, 1
0 0
Replacing the last integral in this equation by the expression obtained
Ž . Ž . Ž . Ž .from Eq. 4.19 , we find Eq. 4.12 . Equations 4.13 and 4.15 for the
Ž .other index can be obtained in a similar manner. Indeed, if z II, Q z is
Ž . II Ž . Ž . II Ž .given by 4.10b , while  k is defined by 4.11b ,  k is defined by2, 1 3, 2
0II i k x k  e q x , 0  iq x , 0 dx , 4.21Ž . Ž . Ž . Ž .Ž .H3, 2 x y
	
and the following global relation is valid:
	0 i k x k ye q x , 0  iq x , 0 dx i e Q 0 iy dy 0,Ž . Ž . Ž .Ž .H Hx y
	 0
k II. 4.22Ž .
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Ž . Ž .Proceeding as with the derivation of Eqs. 4.19 and 4.20 , we obtain
	0 i k x k y k e q x , 0 dx e Q 0 iy dyŽ . Ž . Ž .H H
	 0
0 i k xiq 0, 0  e f x dx , k I , 4.23Ž . Ž . Ž .H
	
	0 i k x k y k e q x , 0 dx e Q 0 iy dyŽ . Ž . Ž .H H
	 0
0 i k x iq 0, 0  e f x dx , k II. 4.24Ž . Ž . Ž .H
	
0 i k x Ž . Ž .Eliminating H e q x, 0 dx from these two equations we obtain 4.15	
0 i k x Ž .for k i . Also using the expression for H e q x, 0 dx obtained 	
Ž . Ž . Ž .from Eq. 4.23 , Eq. 4.21 becomes 4.13 .
Ž .We note that the expressions for Q z are defined in terms of the
Ž .unknown functions Q 0 iy . Furthermore, these unknown functions
Ž .satisfy the global relations 4.15 . In this simple case, these global relations
Ž .can be analysed using Remark 4.1 b . In order to write these equations in
Ž Ž ..a canonical form compare with Eqs. 4.3 we use integration by parts
Ž Ž . .together with the equation obtained by evaluating Eq. 4.9 at x0 to
obtain
	
k ye   Q 0 iy dyŽ .Ž .H y
0
	
k y  e   Q 0 iy dy g k , k i , 4.25Ž . Ž . Ž .Ž .H y 
0
where
	 0 i k x  i k xg k 2 i e f  x dx , g k  2 i e f  x dx .Ž . Ž . Ž . Ž .H H
0 	
Ž . Ž . Ž Ž ..These equations imply Eqs. 4.16  4.18 compare with Eq. 4.4 .
Ž . Ž .For a given boundary value problem Eqs. 4.16 and 4.17 , together with
the complex conjugate of these equations, can be used to formulate a RH
problem for the functions  and  . The general situation is illustrated 
by a simple example.
Ž . Ž .EXAMPLE 4.2 n gaps along the imaginary axis . Let q x, y satisfy the
Ž .Laplace equation in the upper half plane with the n gaps y , y 	1 2
Ž . Ž . Ž .y , y 	 	 y , y on the imaginary axis, and let q x, y vanish3 4 2 n1 2 n
Ž .at infinity. Let q satisfy Eq. 4.9 , the edge conditions
q 0, y has integrable singularities at y y , 4.26Ž . Ž .x j
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and let
q 0, y  q y , q 0, y  q y ,Ž . Ž . Ž . Ž .x L x R
4.27Ž .
y L 0, y 	 y , y 	 	 y ,	 ,Ž . Ž . Ž .1 2 3 2 n
Ž .where q , q H L are given real functions.L R 1
Ž . Ž .The solution of this problem is given by Eqs. 4.10  4.13 where the
Ž . Ž . Ž .functions Q 0 iy are defined by Eqs. 4.16 and 4.17 in terms of the
Ž .functions  y which are constructed by
	1 h t dtŽ .
 y  y  , 4.28Ž . Ž . Ž .H  2 i t y i0Ž .	
	 y H t dtŽ . Ž .
 y  y  ; 4.29Ž . Ž . Ž .H  2 i  t t y i0Ž . Ž .Ž .	 
Ž . 1the function  y is defined by
2n y l j
 y  , 4.30Ž . Ž .Ł) y lj1 j
where the root is defined on the complex y-plane cut along the set
 4 Ž .L	 L and the branch of the root is chosen in such a way that  y
satisfies the asymptotic condition
 y  1 as y 	; 4.31Ž . Ž .
Ž .the function h y is defined by
 Ž R. Ž R.Q y Q y G y G y , y L,Ž . Ž . Ž . Ž .L R  
Ž R. Ž R.  4Q y Q y G y G y , y L ,Ž . Ž . Ž . Ž .h y Ž . L R   ˆ ˆ 4G y G y , y L	 L ,Ž . Ž .
4.32Ž .
1 ˆŽ . Ž .  4 Ž . Ž . satisfies the jump condition  y  y , y L	 L ;  y   y , y L   
ˆ 4	 L .
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ˆ Ž .where L L ; the function H y is defined by
 Ž R. Ž R.Q y Q y G y G y , y L,Ž . Ž . Ž . Ž .L R  
Ž R. Ž R.  4Q y Q y G y G y , y L ,Ž . Ž . Ž . Ž .H y Ž . L R   ˆ ˆ 4G y G y , y L	 L ;Ž . Ž .
4.33Ž .
Ž . Ž .the functions appearing in the definitions of h y and H y can be
computed in terms of the given data by
Q y  2   q y , Q y  2   q y , 4.34Ž . Ž . Ž . Ž . Ž .Ž . Ž .L y L R y R
Ž R. Ž R.G y G y G y , G y G y G y , 4.35Ž . Ž . Ž . Ž . Ž . Ž . Ž .     
G y G y G y .Ž . Ž . Ž . 
Ž .The derivation of these results follows from the fact that Eqs. 4.16 and
Ž . Ž .4.17 together with the given boundary conditions 4.27 yield a simple RH
Ž .problem for the functions  and  : we first analyse equations 4.16a 
Ž . Ž .and 4.17a . Using 4.27 for y L and the continuity of q and q forx y
ˆ Ž . Ž . Ž .y L y , y 	 y , y 	 	 y , y , these equations be-1 2 3 4 2 n1 2 n2
come
y L: i   q 0, y    q y G y  y ,Ž . Ž . Ž . Ž .Ž . Ž .y y y R  
i   q 0, y    q y G y  y ,Ž . Ž . Ž . Ž .Ž . Ž .y y y L  
ˆy L:   q 0, y  iq 0, y G y  y ,Ž . Ž . Ž . Ž .Ž . Ž .y x y  
  q 0, y  iq 0, y G y  y .Ž . Ž . Ž . Ž .Ž . Ž .y x y  
Taking the complex conjugate of these equations and eliminating
Ž . Ž . Ž .q 0, y , q 0, y  iq 0, y , we findy x y
Ž R. Ž R.y L:   Q G ,   Q G ,  L    R 
ˆy L:   G ,   G. 4.36Ž .   
Ž . Ž .In a similar way, analysing equations 4.16b and 4.17b with yy
we find
Ž R. 4y L :   Q y G ,Ž .  L 
Ž R.  Q y G ,Ž .  R 
ˆ 4y L :   G ,   G. 4.37Ž .   
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Ž . Ž .Equations 4.36 and 4.37 define an RH problem for the functions
 4  4 , and  , . Indeed, on each interval of the y axis, there exist   
two relations between these functions. In order to solve this RH problem,
it is convenient to add and subtract the above equations:
    Ž . Ž .   
 Ž R. Ž R.Q Q G G , y L,L R  
Ž R. Ž R.  4Q y Q y G G , y L ,Ž . Ž . L R   ˆ ˆ 4GG , y L	 L ,
4.38Ž .
    Ž . Ž .   
Q Q GŽ R.GŽ R., y L,L R   4.39Ž .Ž R. Ž R.½  4Q y Q y G G , y L ,Ž . Ž .L R  
ˆ ˆ 4     GG , y L	 L .Ž . Ž .   
The solution of the RH problem for the function   satisfying the 
Ž .jump condition 4.38 is unique, provided that  and  decay at 
Ž .infinity; this solution is given by Eq. 4.28 . It is easy to see that the
Ž . Ž .difference  y  y can have logarithmic singularities at the edges 
Ž .Ž .y proportional to Q Q  2   q  q .j L R y L R
The solution of the RH problem for the functions   satisfying 
Ž .the jump condition 4.39 depends on the nature of the singularities at
Ž . Ž . Ž .yy see Example 3.2 . Using the edge conditions 4.26 , Eqs. 4.39j
Ž .imply 4.29 .
Ž . Ž . Ž . Ž .The functions  k and  k determined by 4.11  4.13 can be3, 2 2, 1
Ž . Ž .computed by using 4.16 , 4.17 ,
	
 Ž ty .0: Q 0 iy  e G t  t dt ,Ž . Ž . Ž .Ž .H  
y
4.40Ž .
	
 Ž ty .Q 0 iy  e G t  t dt .Ž . Ž . Ž .Ž .H  
y
Remark 4.2. It is straightforward to extend the above results in the case
I Ž . II Ž .that  0. Indeed, in this case the functions  k and  k appear to2, 1 3, 2
Ž . Ž .be singular; see Eqs. 4.12 , 4.13 . However, for  0 the inversion of
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FIG. 4.1. Radiation by n vertical plates.
Ž . Ž .equations 4.16 , 4.17 is not unique in the space of functions decreasing
as y 	,
y
 Ž yt .  y 0: Q 0 iy  e G t  t dt C e ,Ž . Ž . Ž .Ž .H   
y0
4.41Ž .
y
 Ž yt .  yQ 0 iy  e G t  t dt C e ,Ž . Ž . Ž .Ž .H   
y0
where y , C and C are arbitrary constants. It is possible to choose0  
I Ž . II Ž .these constants in such a way that the singularity of  k and of  k2, 1 3, 2
at k  is eliminated.
Remark 4.3. A particular case of Example 4.2 is the problem arising
due to the radiation generated by the oscillations of a union of n vertical
 4  4  4plates located at 0, y , y , y , . . . , y , y .1 2 3 2 n 2 n1
In this case, g  0, g  . We note that two particular cases of this1 2
 problem were solved in 19, 29 : the case of an infinite plate was solved by
Havelock and the case of a single finite plate of length l was solved by
Ursell. For brevity we made the assumption of  0; this eliminates the
existence of traveling waves. It is straightforward to modify the formulas to
handle the case  0; see Remark 4.2.
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