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Suppose that a Frobenius group FH with kernel F of order 4 and
complement H of order 3 acts coprimely on a ﬁnite group G in
such a manner that CG (F ) = 1 and CG (H) has exponent e. We
prove that the exponent of G is e-bounded. Earlier results of this
nature were known only for metacyclic Frobenius groups.
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1. Introduction
Recently certain attention was given to the situation where a Frobenius group acts by automor-
phisms on another group. Recall that a Frobenius group FH with kernel F and complement H can
be characterized as a ﬁnite group that is a semidirect product of a normal subgroup F by H such
that CF (h) = 1 for every h ∈ H \ {1}. By Thompson’s theorem [15] the kernel F is nilpotent, and by
Higman’s theorem [3] the nilpotency class of F is bounded in terms of the least prime divisor of |H|
(explicit upper bounds for the nilpotency class are due to Kreknin and Kostrikin [8,9]). Suppose that
the Frobenius group FH acts on a ﬁnite group G in such a way that CG(F ) = 1. It was discovered
that many properties of G must be close to the corresponding properties of CG(H). In particular, it
was shown in [5] that the order and rank of G are bounded in terms of |H| and the order and rank
of CG(H), respectively. Further, it was shown that if F is cyclic, then the nilpotency class of G is
bounded in terms of |H| and the nilpotency class of CG(H). In the case when GF is also a Frobenius
group with kernel G and complement F (so that GFH is a double Frobenius group) the latter result
was obtained earlier in [13]. This solved in the aﬃrmative Mazurov’s Problem 17.72(a) in Kourovka
Notebook [6].
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Notebook – is whether in a double Frobenius group GFH the exponent of G is bounded in terms
of |H| and the exponent of CG(H) only. That problem seems to be very hard and so far no viable
approach to it has been found. We will quote just one result from [5] that indirectly addresses the
problem:
Theorem 1.1. Suppose that a Frobenius group FH with cyclic kernel F and complement H acts on a ﬁnite group
G in such a manner that CG(F ) = 1 and CG (H) has exponent e. Then the exponent of G is bounded solely in
terms of e and |FH|.
The proof of the above theorem uses Lazard’s Lie algebra associated with the Jennings–Zassenhaus
ﬁltration and its connection with powerful p-groups.
It is natural to ask if the theorem remains valid without assuming that F is cyclic. In the present
paper we concentrate on the case of the smallest Frobenius group whose kernel is non-cyclic. This
is of course the non-abelian group of order 12 also known as the Alternating group A4 of degree 4.
The following theorem is the main result of the paper.
Theorem 1.2. Suppose that the Frobenius group FH of order 12 acts coprimely on a ﬁnite group G in such a
manner that CG(F ) = 1 and CG (H) has exponent e. Then the exponent of G is bounded in terms of e only.
Recall that an action of a ﬁnite group A on a ﬁnite group G is coprime if (|G|, |A|) = 1. It is
amazing that tools required for the treatment of the situation where FH has order 12 are more so-
phisticated than those employed in the proof of Theorem 1.1. In particular, the proof of Theorem 1.2
uses in the very essential way the solution of the Restricted Burnside Problem [16,17] while the proof
of Theorem 1.1 is based on more simple techniques. Some explanation of this phenomenon can be
found in the study of automorphisms of Lie algebras. By the Kreknin theorem [8] a Lie algebra that
admits a ﬁxed-point-free automorphism of ﬁnite order n is soluble with n-bounded derived length.
On the other hand, a Lie algebra that admits a non-cyclic ﬁxed-point-free group of automorphisms can
be unsoluble or soluble with arbitrarily large derived length (see examples in [4, pp. 149–150]). It is
the necessity to work with Lie algebras of unbounded derived length that accounts for the complexity
of the proof of Theorem 1.2.
We do not know whether the assumption that (|G|,12) = 1 is necessary in Theorem 1.2. It
seems likely that the theorem remains valid without that hypothesis. We use the expression “(m,n)-
bounded” for “bounded above in terms of m, n only”.
2. A nilpotency criterion for Lie algebras
Our goal in this section is to establish a criterion of nilpotency for Lie algebras (see Theorem 2.12).
Though the hypotheses of the theorem may look bizarre, the theorem is suﬃcient (and perhaps even
necessary) for the purposes of the present paper. In fact, the “bizarre” hypotheses are very natural
from point of view of possible group-theoretic applications.
Throughout this section the term “Lie algebra” means Lie algebra over some commutative ring
with unity in which 6 is invertible. An element a of a Lie algebra L is called ad-nilpotent if there
exists a positive integer n such that [x,a, . . . ,a︸ ︷︷ ︸
n
] = 0 for all x ∈ L. If n is the least integer with the
above property then we say that a is ad-nilpotent of index n. If X ⊆ L is a subset of L, we denote
by 〈X〉 the subalgebra generated by X . By a commutator of weight 1 in elements of X we mean
just any element of X . We deﬁne inductively commutators in X of weight w  2 as elements of
the form [x, y], where x and y are commutators in X of weight w1 and w2 respectively such that
w1 + w2 = w . As usual, Z(L) and γi(L) denote the center and the ith term of the lower central series
of L, respectively. The centralizer CL(S) of a subset S is the subalgebra comprised of all elements
x ∈ L such that [S, x] = 0.
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L =
⊕
1i3
Li, and [L1, L2] L3, [L2, L3] L1, [L3, L1] L2. (2.1)
We remark that the condition (2.1) naturally arises whenever a Lie algebra admits a ﬁxed-point-
free action by a four-group V . In this case the role of the subalgebras L1, L2, L3 is played by the
centralizers of the nontrivial elements of V .
For every x ∈ L we write x = x1 + x2 + x3, where xi ∈ Li .
Lemma 2.1. Let a,b ∈ L and suppose that [a,b] = 0. Then also [a2 + a3,b2 + b3] = [a1 + a3,b1 + b3] =
[a1 + a2,b1 + b2] = 0.
Proof. Taking into account that all Li are abelian, direct computation shows that [a,b]1 =
[a2 + a3,b2 + b3]. Hence [a2 + a3,b2 + b3] = 0. Similarly it follows that [a1 + a3,b1 + b3] =
[a1 + a2,b1 + b2] = 0. 
Lemma 2.2. Let a,b ∈ L and suppose that [a,b] = 0. Assume further that b1 = 0. Then both b2 and b3 com-
mute with a1 . If additionally b2 = 0, then b3 commutes with each of the elements a1,a2,a3 .
Proof. We apply the previous lemma with b1 = 0. It follows that a1 + a2 commutes with b2. Since
[a2,b2] = 0, we conclude that [a1,b2] = 0. The other statements follow by similar argument. 
Lemma 2.3. Let a ∈ L be ad-nilpotent of index m and suppose that the elements a1,a2,a3 pairwise commute.
Then each of a1,a2,a3 is ad-nilpotent of index at most 2m − 1.
Proof. By symmetry it suﬃces to prove that a1 is ad-nilpotent of index at most 2m − 1. For every
element x ∈ L we let x¯ = x1 − x2 − x3. It is easy to check that [x¯, y¯] = [x, y] for all x, y. Thus, the map
that takes every element x to x¯ is an automorphism of L. It follows that a¯ is ad-nilpotent of index m.
Since 2a1 = a + a¯ and since a and a¯ commute, we conclude that 2a1 is ad-nilpotent of index at most
2m − 1. Now the result follows from the fact that 2L = L. 
If X ⊆ L, we denote by I(X) the minimal ideal of L containing X . The next two lemmas are taken
from [14].
Lemma 2.4. (See [14, Lemma 1.2].) Suppose that a ∈ Li , b ∈ L j for some i = j and [a,b] = 0. Then I([b, Li])
CL(a).
Lemma 2.5. (See [14, Proposition 1.1].) Let a ∈ L1 ∪ L2 ∪ L3 and suppose that a is ad-nilpotent of index m.
Then I(a) is nilpotent of class at most 2m − 1.
From now on we assume additionally that L admits an automorphism φ of order three such that
L1
φ = L2, L2φ = L3, L3φ = L1. (2.2)
We denote by Lφ the ﬁxed-point subalgebra for φ. It is clear that x ∈ Lφ if and only if x2 = x1φ
and x3 = x2φ . If X ⊆ L, we denote by ID(X) the minimal φ-invariant ideal K of L containing X and
satisfying the condition that K =⊕1i3 Ki , where Ki = K ∩ Li . In the sequel we use the fact that
the quotient L/ID(X) naturally satisﬁes all the necessary assumptions without explicitly mentioning it.
The same applies to quotients over any other φ-invariant ideal K such that K =⊕1i3 Ki . Certainly
γr(L) and CL(γr(L)) have this property. Given an element x = x1 + x2 + x3, we put x(1) = x and denote
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obvious that x(i) ∈ Lφ whenever x ∈ Lφ .
Lemma 2.6. Let a ∈ L1 ∪ L2 ∪ L3 and suppose that a commutes with some element x ∈ Lφ . Then a centralizes
the ideal ID(x(4)).
Proof. We can assume that a ∈ L1. Then a2 = a3 = 0 and so by Lemma 2.2 the element a centralizes
all the elements x1, x2 and x3. By Lemma 2.4 the element a centralizes the ideal I([x1, x2]). Let
y = x(4) . It is immediate from deﬁnitions that the elements y1, y2 and y3 belong to I([x1, x2]). Since
y ∈ Lφ , we deduce that ID(y) = I(y1) + I(y2) + I(y3). Hence the lemma follows. 
Lemma 2.7. Let y, z ∈ CL(x) for some element x ∈ Lφ . Then also the elements [y, z]1, [y, z]2, [y, z]3 belong
to CL(x).
Proof. By symmetry it is suﬃcient to show that [y, z]1 ∈ CL(x). Lemma 2.1 shows that y2 + y3 and
z2 + z3 both belong to CL(x2 + x3). Hence [y2 + y3, z2 + z3] ∈ CL(x2 + x3). We note that [y, z]1 =
[y2 + y3, z2 + z3] and so actually [y, z]1 ∈ CL(x2 + x3). Since L1 is abelian, it also follows that [y, z]1 ∈
CL(x1). Therefore [y, z]1 ∈ CL(x). 
Given a set X ⊆ L such that L = 〈X〉, an element of L is said to be homogeneous (of weight w) with
respect to the generating set X if it can be written as a homogeneous Lie polynomial (of degree w)
in elements of X . The set of all homogeneous elements of weight w is called the homogeneous
component of weight w of L. The next lemma is given without proof as it is an obvious analogue of
Lemma 3.3 from [5].
Lemma 2.8. Let L be a Lie algebra generated by a ﬁnite set X with respect to which every homogeneous
component is spanned by elements that are ad-nilpotent of index at most r. Suppose further that L is soluble
with derived length k. Then L is nilpotent of (|X |, r,k)-bounded class.
From now on we assume the following additional hypothesis.
Hypothesis 2.9. The algebra L is generated by a ﬁnite set X ⊆ L1 ∪ L2 ∪ L3 for which there exist
positive integers m and n such that every homogeneous element contained in Lφ is ad-nilpotent in L
of index at most m and every pair of homogeneous elements contained in Lφ generates a subalgebra
that is nilpotent of class at most n.
Our goal is to show that under the above hypothesis L is nilpotent of (|X |,m,n)-bounded class.
But ﬁrst we have to do some preparatory work.
Lemma 2.10. The homogeneous component of weight w is spanned by elements that are ad-nilpotent of index
at most m.
Proof. Let Lw denote the homogeneous component of weight w . Since Lw =⊕1i3(Li ∩ Lw), it is
suﬃcient to show that every element a ∈ Li ∩ Lw can be written as a sum of ad-nilpotent elements
of index at most m. Write a = 12 (a + aφ + aφ
2 + a − aφ − aφ2). By the hypothesis a + aφ + aφ2 is ad-
nilpotent of index at most m. Since the map that takes every element x to x¯ is an automorphism of L
(see the proof of Lemma 2.3), it follows that a− aφ − aφ2 is likewise ad-nilpotent of index at most m.
This completes the proof. 
Proposition 2.11. Suppose that there exists an element x ∈ Lφ such that X = {x1, x2, x3}. Then L is nilpotent
of (m,n)-bounded class.
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class. We require the following fact.
If y ∈ Lφ is a homogeneous critical element, then so is y(i) for every i = 1,2,3,4.
Indeed, suppose that y(2) = 0. It means that the elements y1, y2 and y3 commute and so, by
Lemma 2.3, each of them is ad-nilpotent in L of index at most 2m − 1. Now Lemma 2.5 tells us that
each of the ideals I(y1), I(y2), I(y3) is nilpotent of class at most 4m− 3. Bearing in mind that y ∈ Lφ
we remark that ID(y) = I(y1)+ I(y2)+ I(y3) and so it follows that ID(y) is nilpotent of class at most
12m − 9. Taking into account that L/ID(y) is nilpotent of (m,n)-bounded class, we conclude that L
is soluble with (m,n)-bounded derived length. By Lemma 2.10 all the subspaces Lw are spanned by
elements that are homogeneous of index at most m. Hence, by Lemma 2.8 L is nilpotent of (m,n)-
bounded class. This shows that y(2) is critical. The fact that so are y(3) and y(4) now follows by the
repeated argument.
Let k be the minimal number with the property that
[x1 − x2, x, . . . , x︸ ︷︷ ︸
k
] = 0.
By the hypothesis, k  m. If k = 1, then Lemma 2.2 shows that both x1 and x2 commute with x3.
Therefore x3 ∈ Z(L) and so L is abelian because then it also follows that x1, x2 ∈ Z(L). Hence we can
assume that k  2 and use induction on k. It follows in particular that [x1 − x2, x, . . . , x︸ ︷︷ ︸
i
] is critical
whenever i  k − 1.
Let d1 = [x1 − x2, x, . . . , x︸ ︷︷ ︸
k−1
]1 and let d = d1 + d1φ + d1φ2 . Since [x1 − x2, x, . . . , x︸ ︷︷ ︸
k−1
] has form l − lφ for
a suitable l ∈ L and since 3L = L, it follows that [x1 − x2, x, . . . , x︸ ︷︷ ︸
k−1
] /∈ Lφ while, of course, d ∈ Lφ .
Suppose ﬁrst that [x,d] = 0. Let g = [x1 − x2, x, . . . , x︸ ︷︷ ︸
k−1
]−d. Then [x, g] = 0 while g /∈ Lφ and g1 = 0.
Lemma 2.2 now tells us that g2 and g3 commute with x1. By Lemma 2.5 g2 centralizes the ideal
I([x1, x2]). Now arguing as in the proof of Lemma 2.6 we conclude that g2 centralizes the ideal
ID(x(4)). Indeed, if y = x(4) , it is immediate that the elements y1, y2 and y3 belong to I([x1, x2]) and
therefore ID(y) I([x1, x2]).
Since x(4) is critical, it follows that there exists an (m,n)-bounded number r such that γr(L) 
ID(x(4)). Therefore g2 ∈ CL(γr(L)). Similarly we conclude that g3 ∈ CL(γr(L)). It follows that
[x1 − x2, x, . . . , x︸ ︷︷ ︸
k−1
] ∈ Lφ + CL
(
γr(L)
)
and, by induction, L/CL(γr(L)) is nilpotent of (m,n)-bounded class. Hence L is soluble with (m,n)-
bounded derived length. As we have seen above now Lemma 2.10 and Lemma 2.8 enable us to
conclude that L is nilpotent of (m,n)-bounded class.
Therefore we can assume that [x,d] = 0. We will now use the number of distinct commutators in
x and d as the second induction parameter. By the hypothesis this number is n-bounded. Therefore
all commutators in x and d are critical elements. Choose a commutator z in x and d such that 0 =
z ∈ Z(〈d, x〉). Both elements x and d lie in CL(z) so by Lemma 2.7 a = [x,d]1 centralizes z. Hence,
according to Lemma 2.6 a centralizes J = ID(z(4)).
Next, we observe that ID(a) = ID([x,d]) because [x,d] ∈ Lφ . Since [x,d] is critical, we conclude that
so is a. Let K = ID(a). Combining the facts that [K , J ] = 0 and that both algebras L/ J and L/K are
nilpotent of (m,n)-bounded class we deduce that L is soluble with (m,n)-bounded derived length.
We know that this implies nilpotency of (m,n)-bounded class for L. This completes the proof. 
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in the next section. For completeness’ sake however we state and prove the following, formally more
general, theorem.
Theorem 2.12. Let L =⊕1i3 Li be a Lie algebra satisfying (2.1) and admitting an automorphism φ of order
three as in (2.2). Assume further that L is generated by a ﬁnite set X ⊆ L1 ∪ L2 ∪ L3 with respect to which every
homogeneous element contained in Lφ is ad-nilpotent in L of index at most m and every pair of homogeneous
elements contained in Lφ generates a subalgebra that is nilpotent of class at most n. Then L is nilpotent of
(|X |,m,n)-bounded class.
Proof. It is suﬃcient to show that every element in X is contained in an ideal that is nilpotent of
(m,n)-bounded class. In view of Lemma 2.5 this can be achieved by showing that every element
of X is ad-nilpotent in L of (m,n)-bounded index. Without loss of generality we can assume that
X contains elements from L1. Choose x1 ∈ X ∩ L1 and set x2 = x1φ , x3 = x2φ , x = x1 + x2 + x3, y =
x1−x2−x3. Thus, both x and y are ad-nilpotent of index at most m (see the proof of Lemma 2.10) and
x1 = 12 (x+ y). By Proposition 2.11 〈x1, x2, x3〉 is nilpotent of (m,n)-bounded class. Therefore there are
only boundedly many different commutators in x1, x2, x3. We will show that x1 is ad-nilpotent in L
of (m,n)-bounded index using induction on the number of commutators in x1, x2, x3. If 〈x1, x2, x3〉 is
abelian, then by Lemma 2.3 x1 is ad-nilpotent of index at most 2m− 1 and we are done. Assume that
〈x1, x2, x3〉 is not abelian and choose a commutator a in x1, x2, x3 such that a ∈ Z(〈x1, x2, x3〉). It is
clear that a ∈ L1 ∪ L2 ∪ L3. Moreover a+aφ +aφ2 and a−aφ −aφ2 commute and so it follows that a is
ad-nilpotent of index at most 2m−1. Now Lemma 2.5 tells us that each of the ideals I(a), I(aφ), I(aφ2)
is nilpotent of class at most 4m − 3. It follows that ID(a) is nilpotent of class at most 12m − 9. By
induction x1 is ad-nilpotent in L/ID(a) of (m,n)-bounded index. Therefore, repeating the argument,
we arrive at the conclusion that ID(x1) is soluble with (m,n)-bounded derived length. It follows from
Lemma 2.8 that every subalgebra of ID(x1) generated by two homogeneous elements is nilpotent of
(m,n)-bounded class. In particular, this implies that x1 is ad-nilpotent in L of (m,n)-bounded index.
The proof is complete. 
3. Proof of Theorem 1.2
The proof of Theorem 1.2 uses the construction of a Lie algebra associated with the Jennings–
Zassenhaus ﬁltration of a group. We will now describe the construction.
Let G be a group and p a prime. We set
Di = Di(G) =
∏
jpki
γ j(G)
pk .
The subgroups Di form the Jennings–Zassenhaus ﬁltration
G = D1  D2  · · ·
of the group G . The series satisﬁes the inclusions [Di, D j]  Di+ j and Dpi  Dpi for all i, j. These
properties make it possible to construct a Lie algebra DL(G) over Fp , the ﬁeld with p elements.
Namely, consider the quotients Ki = Di/Di+1 as linear spaces over Fp , and let DL(G) be the direct
sum of these spaces. Commutation in G induces a binary operation [ , ] in L. For elements xDi+1 ∈ Ki
and yD j+1 ∈ K j the operation is deﬁned by
[xDi+1, yD j+1] = [x, y]Di+ j+1 ∈ Ki+ j
and extended to arbitrary elements of DL(G) by linearity. It is easy to check that the operation is well
deﬁned and that DL(G) with the operations + and [ , ] is a Lie algebra over Fp .
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Lemma 3.1. (See Lazard [10].) For any x ∈ G we have (ad x¯)p = ad xp . Consequently, if x is of ﬁnite order pt ,
then x¯ is ad-nilpotent of index at most pt .
Let Lp(G) = 〈K1〉 be the subalgebra of DL(G) generated by K1. The following lemma goes back to
Lazard [11]; in the present form it can be found, for example, in [7].
Lemma 3.2. Suppose that X is a d-generator ﬁnite p-group such that the Lie algebra Lp(X) is nilpotent of
class c. Then X has a powerful characteristic subgroup of (p, c,d)-bounded index.
Recall that powerful p-groups were introduced by Lubotzky and Mann in [12]: a ﬁnite p-group
G is powerful if Gp  [G,G] for p = 2 (or G4  [G,G] for p = 2). These groups have many nice
properties, so that often a problem becomes much easier once it is reduced to the case of powerful
p-groups. The above lemma is quite useful as it allows us to perform such a reduction.
We are now ready to prove our main theorem.
Suppose that the Frobenius group FH of order 12with kernel F and complement H acts coprimely on a ﬁnite
group G in such a manner that CG(F ) = 1 and CG (H) has exponent e. Then the exponent of G is bounded in
terms of e only.
Proof. Let v1, v2, v3 be the involutions in F and φ a generator of H such that v1φ = v2. Put Gi =
CG (vi) for i = 1,2,3. Since (|G|, |FH|) = 1, it follows that FH normalizes a Sylow p-subgroup of G
for every prime p dividing the order of G [2, Theorem 6.2.2]. If Theorem 1.2 is valid in the case
where G is a ﬁnite p-group, the exponents of all Sylow subgroups of G are bounded in terms of e,
which implies that the exponent of G is bounded. Thus, we may assume G to be a ﬁnite p-group
for a prime p  5 and e a p-power. It was shown in [7] that the exponent of a ﬁnite group acted
on by a non-cyclic abelian group A of order q2 is bounded in terms of q and the exponents of
CG (a), where a ∈ A \ {1}. Under the hypothesis of the theorem we have G1φ = G2 and G2φ = G3.
Therefore Theorem 1.2 will be proved once it is shown that the exponent of G1 is e-bounded. By
[2, Theorem 10.1.4] v2 and v3 act on G1 by taking every element to its inverse. Hence, if x ∈ G1, the
subgroup 〈x, xφ, xφ2 〉 is FH-invariant. Thus, without loss of generality we can assume that there exists
x ∈ G1, such that G = 〈x, xφ, xφ2 〉.
Let L = Lp(G). Denote by x1 the image of x in G/D2, by x2 the image of xφ in G/D2 and by
x3 the image of xφ
2
in G/D2. Then L = 〈x1, x2, x3〉. The action of the group FH on G induces in a
natural way an action by automorphisms on L. Slightly abusing terminology we will regard FH as a
group of automorphisms of both L and G . Since p = 2,3, it follows that CG/N (V ) = CG(V )N/N for
every subgroup V of FH and every normal V -invariant subgroup N of G [2, Theorem 6.2.2]. Sim-
ilar fact holds for the action induced by V in a V -invariant quotient of L. Since L is constructed
from FH-invariant quotients of G , many properties of CG(V ) translate into corresponding properties
of CL(V ).
By the hypothesis CG(φ) is a p-group of exponent e. Therefore Zelmanov’s solution of the Re-
stricted Burnside Problem tells us that every two elements of CG(φ) generate a subgroup of e-
bounded nilpotency class, say n. It follows that every two homogeneous elements in CL(φ) generate a
subalgebra of class at most n. Moreover, Lazard’s Lemma 3.1 shows that every homogeneous element
of CL(φ) is ad-nilpotent in L of index at most e. Further, we remark that x1φ = x2 and x2φ = x3.
Let Li = CL(vi) for i = 1,2,3. Then Li admits a ﬁxed-point-free automorphism of order two and
so each Li is abelian. Moreover, we have the inclusions [L1, L2]  L3, [L2, L3]  L1, [L3, L1]  L2.
Thus, Proposition 2.11 tells us that L is nilpotent of (e,n)-bounded class. Since n depends only on e,
we conclude that L is nilpotent of e-bounded class. We deduce from Lemma 3.2 that G contains a
characteristic powerful subgroup of e-bounded index. So without loss of generality we can assume
that G is powerful. According to Lemma 2.4 of [5], G is generated by the centralizers CG(φv), where
v ranges through F . Therefore G is generated by elements of order dividing e. Powerful p-groups
P. Shumyatsky / Journal of Algebra 331 (2011) 482–489 489have the property that if a powerful p-group is generated by elements of order dividing pk , then the
exponent of the group also divides pk (see [1, Lemma 2.2.5]). Therefore the exponent of G divides e.
This completes the proof. 
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