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Abstract 
We characterize the distance matrices with an equal distance subset in terms of eigen- 
structure and determine EDMs in this class by examination of a lower dimensional 
matrix. 0 1998 Elsevier Science Inc. All rights reserved. 
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1. Introduction 
The Euclidean distance matrices E of squared distances, all of whose entries 
are one, is on the center ray of the cone of Euclidean distance matrices, similar 
to the identity matrix for the cone of positive definite matrices. We study dis- 
tance matrices having a part of this special structure of equal distances but only 
for a subset of points. This set of matrices is characterized in terms of their 
eigenvalues and eigenvectors. The eigenvectors associated with such matrices 
are shown to form a regular polygon on the surface of a hypersphere. An 
extension of a result of Fiedler (see [ 1,2]) is use to further examine the eigenval- 
ues of this class. An application of a theorem of Hayden and Wells [3] is use to 
characterize EDM in this class by examination of a lower dimensional matrix. 
The following notations and definitions are used in this paper. The 
eigenvalues of a n x n real symmetric matrix are denoted by 3&j (1 6 i< n) 
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and are ranked in decreasing order, A, < . < iI. As usual, Diag(& ,A*, . . , in) 
denotes a diagonal matrix with Li the ith diagonal element. e, E R” is the vector 
of all ones, and hence the EDM of all ones can be expressed as E,, = e,,e;f - I,. 
The norm is the usual two norm, that is, ]ixll’ = xTx. 
A II x n real symmetric non-negative matrix D, = [d$] with zero diagonal is 
called a distance matrix. If there exist points xl ,x2, . . . ,x, E R’(Y < n) such that 
d,, = /Ix, - xjll for (1 < i, j < n), then D, is called a Euclidean distance matrix 
(EDM). A matrix X is cogredient to a matrix Y if there exists a permutation 
matrix P such that X = PTYP. 
In Section 2, we introduce distance matrices with an equal distance subset 
and obtain results concerning the eigenvectors and eigenvalues of such a ma- 
trix. A subset of the eigenvectors is shown to form a regular polygon. 
In Section 3, an extension of a result of Fiedler [l] is used to obtain further 
information about the eigenvalues and eigenvectors of distance matrices with 
an equal distance subset. Finally, these matrices are shown to be EDMs pro- 
vided a bordered associated submatrix has only one positive eigenvalue. 
2. Distance matrices with an equal distance subset 
Definition 2.1. A n x n distance matrix is said to have an equal distance subset if 
there exists a subset CI c { 1,2,. . . , n} with card(a) = k such that 
(i,jEcc)di=dJ, Vk#i,j. (2.1) 
It is clear from the definition that a n x n distance matrix D, satisfies (2.1) if 
and only if D, is cogredient to 
a(eke: - Ik) ekvT 
vel 02 1; (2.2) 
where a > 0, v E WPk and D2 is a (n - k) x (n - k) distance matrix. 
The eigenstructure of the block 
Dk = u(e,eE - Zk), a 3 0, (2.3) 
is easy to compute since Dk is a shift of the rank one matrix ekef. Dk has one 
eigenpair (a(k - I), ek) and k - 1 eigenpairs (-a,~~), where x, E Rk and the Xi 
are an orthogonal set in the subspace perpendicular to 6%. 
Lemma 2.1. The eigenvector matrix of D, given in (2.2) has up to column 
permutations the following form: 
K,,= [: ‘ET], (2.4) 
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where w E R”-ki’, KI isakx(k-l)matrixandK2isa(n-k)x(n-k+l) 
one. 
Proof. The observations about the eigenpairs of & in (2.3) imply that the k - 1 
eigenvectors: 
k 
(l<i<k- 1) J+= E [wn 
n-k 
(2.5) 
are eigenvectors of D, corresponding to -a. By orthogonality, the remaining 
eigenvectors have the form 
n-k 
where wi E IR and zi E PPk. 0 
By noting that K,,KT = I, and expanding the blocks, one obtains the follow- 
ing lemma. 
Lemma 2.2. Let ki (1 6 i < k) denote the ith row vector of Kl in (2.4). Then the 
n - k row vectors of K2 and w/II w 11 constitute an orthonormal basis of Rn-k+‘. 
Further 
I/ II 
k, 2=1-wTw (l<i<k), CT& = -wTw (1 <i,j<k), i# j. 
With the previous notations, the following theorem characterizes the distance 
matrices with an equal distance subset. 
Theorem 2.1. D, is cogredient to (2.2) tff (2.4) holds with KI corresponding 
to -a. 
Proof. Lemma 2.1 gives the necessity. Sufficiency is based on spectral 
decomposition of D, and on Lemma 2.2. ??
Theorem 2.2. Let K,, be defined in (2.4). Then the row vectors k, (1 < i < k) of K1 
form a regular polygon which lies on the surface of a hypersphere with center at 
the origin and radius dw. 
Proof. For 1 < i! j 6 k, 
d*(& k,) = GTk, + k,Tk, - 2GTh. 
The results of Lemma 2.2 show that d2(k,, k,) = 2, 1 6 i, j < k, i # j. Hence the 
distance matrix Dk corresponding to the points k, (1 < i < k) has the form 
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Dk = 2(ekez - Ik) 
and hence the points k, (1 < i < k) form a regular polygon of I@-‘. 
Since det (Dk) # 0, the other results follow from an application of Gower 
([4], Theorem 1) for computing the circumcenter, centroid, and radius of the 
hypersphere containing the vertices. 0 
3. Study of D, by a lower dimensional matrix 
We find the eigenpairs of D, through a lower dimensional matrix. Also a cri- 
teria for D, to be a EDM is obtained by requiring a smaller dimensional bor- 
dered matrix to have only one positive eigenvalue. 
The first theorem is a variation of a result of Fiedler (see [ 1,2]). 
Theorem 3.1. Let A be a symmetric k x k matrix with eigenvalues al, . . , s(k and 
let u be a normalized eigenvector of A corresponding to ~11. Let B be a symmetric 
(n - k) x (n - k) matrix with eigenvalues fi,, . . , fin-k. Then for any real y and 
any vector v E RnPk, matrix 
has eigenvalues a2, . . , xk and those of 
B 
M, = 
Yv 
[ 1 yvT CC1 . 
(3.1) 
(3.2) 
Proof. Let A = U diag(ak, . . . 1 al)UT be the spectral decomposition of A. Then 
u 0 
= 0 In-k [ 1 0 UT 0 [ 1 0 6-k 
and the result is clear. 0 
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Remark 3.1. By choosing u to be a normalized eigenvector corresponding to PI 
and applying a similar factorization to ii4t, the original result of Fiedler is 
obtained. 
Corollary 3.1. Let D,, be the distance matrix de$ned in (2.2). Then D, 
has k - 1 eigenvalues equal to -a and n - k + 1 eigenvalues qf the 
(n -k + 1) x (n -k + 1) matrix 
c, = D2 A 
v’h’ 1 (k - l)a ’ (3.3) 
Proof. The proof follows from theorem 3.1, the eigenvalues of 
Dk = a(,@: - &) and the fact that ek/& is the normalized eigenvector of 
Dk corresponding to (k - 1)a. 0 
Theorem 3.2. Let D, be defined as in (2.2) and Cl by (3.3). The jollowing 
statements are equivalent: 
1. Wick 
( 1 
k 
ER” (l<i<n-k+l), wiE[W, z;~[W”-k 
zi n-k 
is a normalized eigenvector of D, corresponding to pi, I,, # -a. 
E lPk+’ (1 <i<n-kf 1) 
is a normalized eigenvector of Cl corresponding to Ai, i,, # -a. 
Proof. The n - k + 1 normalized eigenvectors of D, corresponding to EL, # -a 
have the form (see (2.6)) 
k 
E R”, wj E R. 
n-k 
Hence 
DZZ~ f &(JltWi)tl = /l;Z, 
fivTz, + (k - l)a(fiw!) = &&w, 1 
Note 
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2 2 
=l * =l. 0 
The next result shows that D, is a EDM provided a smaller dimensional ma- 
trix has exactly one positive eigenvalue. 
Theorem 3.3. Let 
with D, and Cl defined as before. Then 
(3.4) 
D, is EDM * C2 = Cl f
[ 1 fT 0 
has exactly one positive eigenwlue. 
Proof. D, is EDM if and only if 
-A,+, = [$ -;] 
has exactly one positive eigenvalue by Hayden and Wells [3] 
a(eke;f - Zk) 
-A n+l = 
wle: 
where WI = (y,) E BYk+‘. 
From our previous results: -A,+, has k - 1 eigenvalues equal to --a (-a 
< 0) and n - k + 2 remaining ones are eigenvalues of the (n - k + 2) x (n - k 
f2) matrix 
C = 
[ 
[ 
02 -e+k 
-eT_k 0 
X.4& 
V%Wf ’ 1. (k - l)a 
Let P be a permutation that exchanges the n - k + 1 and n - k + 2 columns. 
Then 
cz = PTCP, 
and hence they have the same eigenvalues. 0 
The proof of Theorem 3.3 is based on the fact that f$/& is a normalized 
eigenvector of a(e$,’ - Ik) corresponding to the greatest eigenvalue. Hence 
Theorem 3.3 can be extended to distance matrices of the form 
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D, = 
D1 ekvT 
[ 1 vet 02 ’ (3.5) 
where the k x k distance matrix DI belongs to A,(Q), the subcone of EDMs 
with eigenvector ek [5]. Hayden and Tarazaga have shown that /Ik(ek) corres- 
ponds to regular figures, which include all regular polygons. 
Theorem 3.4. Let 
where f is defined in (3.4) and D, in (3.5). Then 
D, is EDM u Cd = c3 f 
[ 1 fT 0 
has exactly one positive eigenvalue. 
Proof. Since D1 E &(ek), D1 is EDM and hence, by interlacing property, DI 
has exactly one positive eigenvalue which is 
~(1 = ezDlek/k 
(see [5]). The remainder of the proof is the same as in Theorem 3.3. 0 
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