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ABSTRACT 
 Terrestrial evapotranspiration (ET) is a significant component of the energy and 
water balances at the land surface. However, direct, continuous measurements of ET are 
spatially limited and only available since the 1990s. Due to this lack of observations, 
detecting and attributing long-term regional trends in ET remains difficult. This 
dissertation aims to alleviate the data limitation and detect long-term trends by 
developing a method to infer ET from data collected at common weather stations, which 
are spatially and temporally abundant. The methodology used to infer ET from historical 
meteorological data is based on an emergent relation between the land surface and 
atmospheric boundary layer. We refer to this methodology as the Evapotranspiration 
from Relative Humidity at Equilibrium method, or the “ETRHEQ method”.  
In the first section of this dissertation, we develop the ETRHEQ method for use at 
common weather stations and demonstrate the utility of the method at twenty eddy 
covariance sites spanning a wide range of climate and plant functional types. Next, we 
apply the ETRHEQ method at historical weather stations across the continental U.S. and 
show that ET estimates obtained via the ETRHEQ method compare well with watershed 
scale ET, as well as ET estimates from land surface models. From 1961 to 1997, we find 
		 vii 
negligible or increasing trends in summertime ET over the central U.S. and the west coast 
and negative trends in the eastern and western U.S. From 1998 to 2014, we find a sharp 
decline in summertime ET across the entire U.S. We show that this decline is consistent 
with decreasing transpiration associated with declines in humidity. Lastly, we assess the 
sensitivity of ET to perturbations in soil moisture and humidity anticipated with climate 
change. We demonstrate that the response of ET to changing humidity and soil moisture 
is strongly dependent on the biological and hydrological state of the surface, particularly 
the degree of water stress and vegetation fraction. In total, this dissertation demonstrates 
the utility of the ETRHEQ method as a means to estimate ET from weather station data 
and highlights the critical role of vegetation in modulating ET variability. 
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PREFACE 
Terrestrial evapotranspiration (ET) represents the total mass flux of water from 
the land surface to the atmospheric boundary layer. This includes evaporation from soil 
pores, stomatal pores on leaf surfaces, and direct evaporation from wet surfaces. Because 
ET represents a phase change from liquid to vapor, it is also associated with a flux of 
energy, which cools the Northern Hemisphere by 15-25° C (Shukla & Mintz 1982). It is 
well known that ET rates are dependent on energy and water limitations, vegetation, 
meteorological conditions, and feedbacks between the land surface and the atmospheric 
boundary layer; however, according to the Intergovernmental Panel on Climate Change’s 
Fifth Assessment Report (Bindoff et al, 2013), there remains large uncertainties and “low 
confidence” in detecting and attributing regional trends in terrestrial ET. This large 
uncertainty is primarily due to the scarcity of ET measurements and the complexities 
associated with modeling ET over large spatial scales. For example, a recent model 
intercomparison study found regional ET trends to vary both in magnitude and sign 
dependent on model structure, parameterizations, and/or calibration (Mueller et al. 2013).   
 In this dissertation, we aim to understand the sources of variability in terrestrial 
ET by expanding the spatial and temporal resolution currently provided by direct 
observations and satellite-based methods. Specifically, we utilize an emergent relation 
between the land surface and the atmospheric boundary layer to infer ET from data 
collected at common weather stations. The emergent relation is that the best-fit surface 
conductance to water vapor transport minimizes the vertical variance of the calculated 
relative humidity profile averaged over the day. This emergent relation was first 
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demonstrated by Salvucci and Gentine (2013). We refer to the methodology associated 
with emergent relation as the Evapotranspiration from Relative Humidity at Equilibrium 
(ETRHEQ, /et-rek/) method. In the following four dissertation chapters, the ETRHEQ 
method is utilized as described below:  
Chapter 1 develops the ETRHEQ method for use at common weather stations 
and applies the methodology across the continental U.S. from 1961 to 2014. In this 
chapter, the ETRHEQ method is validated both at eddy covariance sites and watersheds 
across the U.S. Chapter 1 and associated appendices were published in Water Resources 
Research (Rigden & Salvucci 2015).  
Chapter 2 detects and attributes the trends in summertime ET across the U.S. 
from 1961 to 2014. In Chapter 2, a more robust and computationally efficient version of 
the ETRHEQ method is presented, as described in Appendix B. Chapter 2 and associated 
appendices were published in Global Change Biology (Rigden & Salvucci 2017).  
Chapter 3 develops a modeling framework to investigate the biological and 
hydrologic surface processes driving changes in the ETRHEQ inferred surface 
conductance and thus, ET. In Chapter 3, the ETRHEQ method is applied only from 2015 
to 2016 to increase the number of weather stations across the U.S. and overlap temporally 
with satellite derived soil moisture data from the Soil Moisture Active Passive Mission. 
Chapter 3 is currently in preparation for submission to a peer-reviewed journal.  
Chapter 4 explores numerous parameterizations to estimate the thermal 
roughness length, which is a required parameter when applying Monin Obukhov 
		 x 
similarity theory within the ETRHEQ method. Chapter 4 and associated appendices have 
been published in a Special Issue of Agriculture and Forest Meteorology celebrating the 
20th anniversary of the AmeriFlux network (Rigden et al. 2017).  
Any future publications of this research will supersede the results and analysis 
shown herein. 
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CHAPTER 1. Evapotranspiration Based On Equilibrated Relative Humidity 
(ETRHEQ):  Evaluation Over The Continental United States  
 
1.1 Introduction 
Evapotranspiration (ET) is a key component of the terrestrial surface energy and 
water balance. Although direct measurements of ET have increased since the 1990s with 
the implementation of eddy covariance methods (Baldocchi et al. 2001), the sparse and 
short coverage inhibits long-term or regional studies (K. Wang & Dickinson 2012); this 
necessitates the use of models that depend on more readily measured variables to predict 
ET over large areas. Ideally, an ET model is robust, with the ability to predict ET over a 
range of climates and ecosystems using commonly measured parameters, while 
effectively balancing model simplicity and biophysical realism (Cleugh et al. 2007; 
Fisher et al. 2008).  However, modeling ET has proven difficult due to, for example, land 
surface heterogeneities, complex feedbacks between the land and the atmosphere, and the 
need for numerous site-specific calibrated parameters. 
With recent advancements in remote sensing, numerous algorithms have been 
proposed to estimate large-scale ET from satellite-derived land surface values (see Kalma 
et al. 2008; Verstraeten et al. 2008; K. Wang & Dickinson 2012). Although satellite-
based products provide global coverage with reasonable spatial variability in ET, the 
development and application of most algorithms remain contingent on ground-based 
measurements for calibration and/or parameterizations (Jimenez et al. 2011). For large-
scale applications, gridded reanalysis output is often used in conjunction with satellite 
		
2 
data (Shuttleworth & Wallace 1985; Mu et al. 2007; Sheffield et al. 2010). However, bias 
in reanalysis meteorological data, which is model output, has been shown to propagate 
considerable error (Zhao et al. 2006). In addition to satellite-based products, land surface 
models (LSMs), which physically represent the land surface energy and water budget 
with increased complexity, are used to predict ET over large spatial scales. However, 
LSM output has been found to differ substantially with model parameterizations, model 
structure, and forcing data (e.g. Dirmeyer et al. 2006; Schlosser & Gao 2010; Seneviratne 
et al. 2010; Xia et al. 2012). Overall, at a global scale, comparisons of ET data products 
derived from satellite data, land surface models, and reanalyses have revealed relatively 
large absolute differences (between ET datasets) at monthly, annual, and climatic (multi-
year mean) time scales (Jimenez et al. 2011; Mueller et al. 2013; Mueller et al. 2011). 
As an alternative to representing the physical processes of ET in full spatial detail 
(i.e., liquid flow in soils and vegetation, water vapor diffusion through soil pores and 
stomata, and molecular and turbulent diffusion in the canopy air space and the 
atmospheric boundary layer), many models, including both satellite-based products and 
LSMs, depend on upscaled parameters such as the surface conductance to water vapor 
transport (Csurf, in units m s-1). In these models, Csurf is a rate-limiting effective parameter 
that represents the control on evaporation imposed by the hydrologic and biological status 
of the surface, including the effects of soil moisture, water table depth, vegetation 
structure, stomatal conductance, etc. Although incorporating Csurf reduces the complexity 
of the land surface to one effective parameter, estimating Csurf often requires site-specific 
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calibration or further parameterizations of the land surface, limiting applicability to sites 
with measured ET (for calibration) or measurements of surface characteristics.  
In this study, we estimate daily Csurf using a new approach developed by Salvucci 
and Gentine (2013), which we will refer to as the ETRHEQ method (for 
Evapotranspiration from Relative Humidity at Equilibrium, pronounced /et-rek/). The key 
advantage of this approach is that biophysical and hydrological surface parameters 
(vegetation structure, stomatal conductance, soil texture, soil moisture, etc.) are not 
required to model Csurf. In the ETRHEQ method, daily Csurf is determined based on an 
emergent relationship between the diurnal cycle of the relative humidity (RH, defined as 
the ratio of actual vapor pressure to saturated vapor pressure at the same temperature) 
profile and ET. The emergent relation is that the best-fit daily Csurf (i.e. the Csurf which 
best predicts ET) also minimizes the vertical variance of RH averaged over the day.  
Specifically, the vertical variance of the RH profile is less than what would occur for 
under or over estimated Csurf values, suggesting that land-atmosphere feedback processes 
minimize this variance. Similar to Penman-Montieth combination approaches, which 
combine the standard diffusion equations with a surface energy budget to alleviate the 
need for surface temperature, minimizing the vertical variance of RH alleviates the need 
for a prior specification of Csurf. Thus, ET can be calculated from meteorological data 
without detailed knowledge of the surface hydrologic and biophysical state. 
The goal of this study is to apply the ETRHEQ method, which was originally 
developed and tested with AmeriFlux (http://public.ornl.gov/ameriflux/) data, across the 
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United States using historical meteorological data measured at weather stations. To do 
this, several modifications were made to the ETRHEQ method including the 
incorporation of sub-models for terms not commonly measured at weather stations, such 
as friction velocity, longwave incoming radiation, and ground heat flux. The modified 
ETRHEQ method requires hourly measurements of five meteorological variables: screen 
height air temperature, humidity, wind speed, pressure, and downwelling shortwave 
radiation. It also requires vegetation height, which we inferred from satellite estimated 
land cover, to characterize the roughness length and an estimate of soil thermal inertia to 
calculate ground heat flux. By relying mostly on commonly measured weather data, 
ETRHEQ ET estimates can have far greater spatial coverage than the direct 
measurements available at experimental sites, greater historical coverage than can be 
provided by satellite methods, and less parameterizations than LSMs. We apply the 
ETRHEQ method across the US as a proof of concept, demonstrating that ET can be 
estimated using data collected at common weather stations; however, the utility in this 
method is far reaching, as there is an extensive record of global historical weather station 
data. 
In this study, our objectives were to: (1) modify the ETRHEQ model for use at 
common weather stations, (2) validate the modified ETRHEQ model at twenty 
AmeriFlux sites spanning a wide range of ecosystems and climates, (3) apply the 
modified ETRHEQ model at 305 weather stations across the United States from 1961-
2010, and (4) compare ET estimates obtained using the ETRHEQ method to four other 
independent estimates of ET. 
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1.2 Data and Methods 
The ETRHEQ method is built around the idea that the surface conductance to 
water vapor transport (and thus evaporation rate) can be estimated by choosing the 
surface conductance that minimizes the vertical variance of the calculated relative 
humidity profile in the surface boundary layer averaged over the day. To apply this 
relationship, vertical profiles of humidity and temperature are calculated using the 
Monin-Obukhov similarity theory, in conjunction with a surface energy balance 
constraint, Businger-Dyer stability functions, and standard diffusion equations. Molecular 
diffusive transport is represented in the so-called roughness sub-layer using a kB-1 
parameterization (described in section 1.2.5.2) and through the soil and vegetation 
substrate using an effective daily Csurf. To implement the method, for each day, half-
hourly vertical profiles of relative humidity are calculated for the range of all possible 
daily Csurf values (varying from Csurf  = 3 x 10-7 m s-1 to Csurf  = 1 m s-1), such that each 
Csurf corresponds with a unique set of 48 half-hour relative humidity profiles. The vertical 
variance of each half-hour RH profile is calculated and time averaged over the day, 
resulting in one daily variance associated with each daily Csurf. According to the 
ETRHEQ hypothesis, the daily surface conductance associated with the minimum 
vertical variance of RH represents reality, i.e. this surface conductance is the true surface 
conductance at that site for that day, and thus will well predict ET. For a visual 
demonstration of the ETRHEQ method, see Fig. A.1 in Appendix A. 
By exploiting this relationship between surface conductance and the vertical 
variance of RH, the ETRHEQ method allows ET estimation without detailed 
		
6 
parameterizations of Csurf. Instead, the method relies only on diurnal meteorological data 
to calculate RH profiles, which is easily measured and accessible. A detailed overview of 
the ETRHEQ method is presented in Appendix A and described in full by Salvucci and 
Gentine (2013). 
1.2.1 AmeriFlux Validation Data 
Prior to application across the US using meteorological data, the adjusted 
ETRHEQ method was validated by comparison to AmeriFlux data at a twenty 
hydrologically, climatically, and biophysically diverse sites (see Table 1.1 for site list). 
The data was obtained from the “Level 2 with gaps” files at the AmeriFlux data 
repository, with only minor adjustments made to the original data to preserve the integrity 
of the measurements. Adjustments to the AmeriFlux data were as follows: (1) if the 
measured energy balance (net radiation minus latent, sensible, and ground heat flux) at 
any half-hourly measurement exceeded 300 J m-2 s-1, the fluxes for that half hour were 
treated as missing; (2) if the measured energy balance averaged over the day exceeded 50 
J m-2 s-1, the whole day was excluded from the analysis; (3) if data gaps were less than 6 
hours in length, linear interpolation was used to estimated the missing data; (4) any day 
which, after interpolation, did not have a complete diurnal cycle (i.e., 48 half-hourly 
values) of the necessary measurements for estimation was not used in the analysis. At 
Tonzi, we used the radiation measurements from a nearby companion station (Vaira 
Ranch, ~3 km away) because Tonzi lacks radiation measurements. Additionally, the 
meteorological data at these two sites were previously found to be interchangeable (Ryu 
et al. 2008). 
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Because eddy covariance data has known energy balance closure problems 
(Foken 2008), we used both the measured latent energy flux (LE) and the “energy 
balance” LE (EB LE) to validate the ETRHEQ method. EB LE is calculated by 
subtracting measured ground and sensible heat fluxes from the measured net radiation. 
Likewise, the “energy balance” sensible heat (EB SH) flux is calculated by subtracting 
measured ground and latent heat fluxes from the measured net radiation. At sites where 
ground heat flux was not measured, it was assumed to be zero. This was the case at the 
following AmeriFlux sites, appearing in Figs. 1.1A-D, Table 1.1, and Fig. 1.2: Duke 
Hardwood Forest, Metolius Intermediate Pine, Bartlett Experimental Forest, and Valles 
Caldera Mixed Conifer. 
1.2.2 Weather Station Data 
After validation, the ETRHEQ model was applied to 305 weather stations across 
the contiguous United States over fifty years (1961-2010) using hourly meteorological 
data. The weather data was obtained from three data sources and organized into two data 
sets. The first set of data (215 stations) combines the National Climate Data Center’s 
(NCDC) Solar and Meteorological Surface Observation Network (SAMSON, archived by 
the National Climate Data Center, Asheville, NC) for years 1961-1990 and the National 
Solar Radiation Database (NSRDB, archived by the National Renewable Energy Lab) for 
years 1991-2010. This data set, which we will refer to as the SAMSON-NSRDB dataset, 
includes all five meteorological input parameters required by the ETRHEQ model. The 
second set of data was obtained from the NCDC’s Integrated Surface Hourly Database 
(NCDC-ISH, data available at http://www1.ncdc.noaa.gov/pub/data/ish/), which we will 
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refer to as the NCDC-ISH dataset. Ninety NCDC-ISH stations were selected based on the 
following criteria: (1) stations are located within contiguous United States; (2) the station 
period of record starts before January 1, 1965 and ends after December 31, 2006; and (3) 
greater than 80% of days are usable from 1961-2010. The NCDC-ISH dataset includes all 
of the required inputs except downwelling shortwave radiation (discussed in section 
1.2.4). 
Adjustments to weather station data were as follows: (1) data outside broad range 
limits (Van den Hurk et al. 2000; Zahumensky 2004; Koster & Suarez 1992) was treated 
as missing (i.e., temperature measurements outside the validity range of -80 °C and 60 
°C); (2) gaps in data less than 6 hours in length were estimated by linear interpolation; (3) 
24-hour hourly data was linearly interpolated to 48 half-hour data; and (4) any day which, 
after interpolation, did not have a complete diurnal cycle (i.e., 48 half-hourly values) of 
the necessary measurements for estimation was not used in the analysis. Additionally, 
temperature, humidity, and wind speed measurement heights were assumed to be at 
standard instrumentation screen heights, which are 1.5 m, 1.5 m, and 10 m respectively 
(World Meteorological Organization 2008). 
Daily records of precipitation occurrence (but not amount) were also required as a 
secondary input to the model (its use is described in section 1.2.5.2).  Although the 
weather station datasets include hourly precipitation, the hourly precipitation frequencies 
are discontinuous due to the change from rain gauges to heated tipping buckets in the 
early 1990s with the implementation of the Automated Surface Observation System 
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(ASOS) (National Research Council 2012). For this reason, daily precipitation was 
acquired from the Global Historical Climate Network Database (GHCN) (Menne et al. 
2012) for each station. 
1.2.3 Spatial Interpolation 
Spatial interpolation was used to make adjustments to the weather station data, as 
well as to visualize and validate the final ET estimates across the United States. Of the 
numerous algorithms available to spatially interpolate climate data, the ANUSPLIN 
software package (Hutchinson & Xu 2013; Hutchinson 1995), a multivariate thin-plate 
smoothing spline, was used throughout this analysis. ANUSPLIN was developed for 
fitting climatological surfaces and has been widely used to spatially interpolate 
hydrometeorological variables including: air temperature (e.g. Hijmans et al. 2005; Hong 
et al. 2005; McVicar et al. 2007; McVicar & Jupp 2002); precipitation (e.g. Hijmans et al. 
2005; Hong et al. 2005; Hutchinson 1995); wind speed (e.g. Hutchinson et al. 1984; 
McVicar et al. 2007); solar radiation (e.g. Jeffrey et al. 2001); vapor pressure (e.g. Jeffrey 
et al. 2001; McVicar et al. 2007; McVicar & Jupp 2002); and pan evaporation (e.g. 
Jeffrey et al. 2001). In this analysis, second order spline functions were used for bivariate 
(longitude, latitude) and trivariate (longitude, latitude, and elevation) models and third 
order spline functions were used for models with four independent variables (Van 
Niekerk & Joubert 2011). The digital elevation model was derived from the US 
Geological Survey's Global 30 Arc-Second Elevation data set, GTOPO30 (data available 
at https://lta.cr.usgs.gov/GTOPO30).  
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For all spline models in this analysis, the generalized cross validation (GCV) error 
was minimized to determine the optimal smoothing parameters for the spline. In the 
spline program, the GCV value is calculated by removing one data point, fitting the 
surface without the one removed data point, and calculating the residual of that removed 
data point when the spline is fitted to all other data points. When determining the 
smoothing parameter for the spline, we ensured that the GCV had a unique local 
minimum, as multiple minima would indicate misspecification of the spline model or 
large errors in the data (Hutchinson & Xu 2013). In addition to using the GCV to 
optimize the spline smoothing parameter, we also use the GCV to assess the spline fit, as 
the GCV is often interpreted as a weighted sum of the squares of the residuals 
(Hutchinson & Xu 2013). For each spline, we report the square root of the GCV (RGCV) 
and the root mean square error (RMSE) outputted by the spline, both of which are in the 
same units as the fitted surface. The RMSE outputted from the spline is an estimate of the 
error in the fitted function after removing the noise in the data from the RGCV 
(Hutchinson & Xu 2013). 
1.2.4 Corrections to Meteorological Data 
Three additional adjustments were made to the weather station data to improve 
the data’s continuity over the period of record and to mitigate site-specific bias in 
temperature and dew point, as described below.  
First, diurnal downwelling shortwave radiation was added to the NCDC-ISH set 
of stations for years 1961-2010. To do this, ANUSPLIN was used to spatially interpolate 
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monthly downwelling shortwave radiation across the US using the SAMSON-NSRDB 
shortwave radiation data, for a total of 600 surfaces (12 months for 50 years) of monthly 
shortwave radiation. A bivariate spline was used, with independent variables of latitude 
(in degrees) and longitude (in degrees) (RGCV = 5.39 W m-2, RMSE = 1.8 x 10-8 W m-2). 
Using the 600 interpolated surfaces, we determined the ratio of monthly shortwave 
radiation between the SAMSON-NSRDB station location and the nearest NCDC-ISH 
station location. To generate half-hourly downwelling shortwave radiation at the NCDC-
ISH location for each month, we multiplied the half-hourly downwelling radiation at the 
nearest SAMSON-NSRDB station by the ratio determined by the spline for that 
corresponding month. 
A second adjustment was made to the wind speed data in the NCDC-ISH dataset, 
which like precipitation, showed a clear discontinuity with the implementation of ASOS 
(but only in the NCDC-ISH dataset). To correct for instrumentation bias, ANUSPLIN 
was used to spatially interpolate monthly average wind speed across the US using the 
SAMSON-NSRDB wind speed data, for a total of 600 surfaces (12 months for 50 years) 
of monthly wind speed. A trivariate spline was used with independent variables of 
latitude (in degrees), longitude (in degrees), and elevation (in km) (RGCV = 0.62 m s-1, 
RMSE = 2.1 x 10-9 m s-1). At NCDC-ISH stations, we adjusted the diurnal cycle of wind 
speed by the difference between the monthly average wind speed at each NCDC-ISH 
station and the corresponding monthly average wind speed generated by the spline at the 
same location. 
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Finally, because many of the stations are located in developed areas, such as on 
airport grounds, all of the weather data was adjusted to mitigate site-specific anomalies in 
temperature and dew point. To adjust the weather station data, we utilized temperature 
and dew point monthly climate normals (1971-2000) derived from PRISM (Parameter-
elevation Relationships on Independent Slopes Model). PRISM is an 800-m resolution 
gridded climate data product derived from an intensive spatial interpolation algorithm 
that accounts for elevation and physiographic factors, such as coastal proximity and 
topographic facet orientation (Daly et al. 2008). PRISM temperature and dew point 
monthly climate normals were averaged over a 0.5-degree area surrounding the stations 
and then compared with the monthly climate averages of temperature and dew point at 
the weather stations (calculated from 1971-2000 for consistency). The weather station 
half-hourly temperature and dew point were adjusted by the difference between the 
PRISM monthly climate data and the weather station monthly climate data; for example, 
if the weather station’s January temperature average is 10 °C and the PRISM temperature 
average is 11 °C, all January data at that weather station is adjusted up 1 degree °C so 
that the station average matches the PRISM 0.5-degree average centered around the 
station. 
1.2.5 Additions and Modifications to ETRHEQ Model 
To apply the ETRHEQ method beyond sites with eddy covariance flux 
measurements, we modify the method outlined by Salvucci and Gentine (2013) for use at 
common weather stations. This involves incorporating sub-models of parameters that are 
not commonly measured at weather stations, such as ground heat flux, friction velocity 
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(𝑢∗), and downwelling longwave radiation, as well as making minor changes to the model 
structure. 
1.2.5.1 Additions to ETRHEQ Method 
Ground heat flux is estimated from the time history of model calculated surface 
temperature using an analytical solution of the diffusion equation for heat transfer 
(Bennett et al. 2008; J. Wang & Bras 1999). Because the ground heat flux calculation 
requires surface temperature, which is an output of the ETRHEQ model, the ETRHEQ 
model is initialized with air temperature and iterates three times to allow the ground heat 
flux to converge. To keep the system stable and maintain continuous surface 
temperatures over the period of record, missing days are forced with climatology 
meteorological data; these climate-forced days are removed prior to the final data 
analysis.  
The ground heat flux algorithm also requires an estimate of soil thermal inertia 
(𝐼!"#$), which is a physical property of the soil that represents the resistance to temperature 
changes. 𝐼!"#$ is strongly related to the soil water content as the thermal properties of 
water and air vary significantly. Using the measured surface energy fluxes at the 
AmeriFlux sites, we determined the optimal range of 𝐼!"#$ to be between 300 and 1000 J 
m-2 s-½ K-1. To determine the sensitivity of the ETRHEQ method to 𝐼!"#$, we ran the 
model at a range of 𝐼!"#$ estimates (between 300 and 1000 J m-2 s-½ K-1) at the twenty 
AmeriFlux sites and 305 weather stations across the US. Based on these results, we 
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determined that the model was minimally sensitive to changes in 𝐼!"#$ and treated it as a 
constant 500 J m-2 s-½ K-1 at all sites.  
To estimate 𝑢∗, we incorporate a log-linear wind law in conjunction with 
universal stability functions as another constraint in the ETRHEQ method (Garratt 1994; 
Brutsaert 2005). The ETRHEQ model iterates until the estimated 𝑢∗ predicts a screen 
height wind speed within 0.5 m s-1 of the actual measured wind speed. To increase 
computational efficiency, the model initially predicts the 𝑢∗ using a six-dimensional 
lookup table filled with energy balance solutions and designed to represent all possible 
weather conditions, including air temperature, humidity, pressure, wind speed, and 
radiation forcing.  
To close the energy balance at the surface, models of reflected shortwave 
radiation and downwelling longwave radiation are incorporated into the ETRHEQ 
method, as these two energy fluxes are not measured at common weather stations. These 
simple radiation models are only applied at the weather stations; at AmeriFlux stations, 
we use measured longwave down and net shortwave (if the data is available). At weather 
stations, downwelling longwave radiation is estimated as a function of vapor pressure and 
temperature, according to Abramowitz et al. (2012). To estimate net solar radiation, 
monthly climatological albedos are obtained via the NSRDB 1991-2010 database, which 
are derived from the Earth Radiation Budget Experiment Monthly Albedo data set 
(Barkstrom 2009), a satellite product provided at a one-degree resolution grid. 
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1.2.5.2 Modifications to ETRHEQ Method 
In addition to incorporating sub-models of unmeasured parameters, slight changes 
were made to the original ETRHEQ model structure outlined by Salvucci and Gentine 
(2013). Originally, the roughness heights for water vapor and heat were estimated using 
the kB-1 approach (Garratt 1994; Brutsaert 2005) for relating the momentum and scalar 
roughness heights, with kB-1 estimated as a function of the roughness Reynolds number. 
The incorporation of this kB-1 parameterization in the ETRHEQ model leads to accurate 
latent heat fluxes, but it also leads to unrealistic diurnal variations of surface temperature, 
which in turn yield unrealistic sensible and ground heat fluxes. While we recognize the 
need for a different kB-1 parameterization, a clear understanding of the kB-1 parameter 
does not exist (Verhoef et al. 1997). Using the twenty AmeriFlux sites to explore the kB-1 
parameter, we determined that kB-1 was most simply explained as a function of vegetation 
height, which is in agreement with previous literature. For grasses and other permeable 
rough objects, (Garratt & Hicks 1973) found kB-1 to be nearly constant at ~2 for a wide 
range of roughness Reynolds numbers. They also found that relatively smooth surfaces 
differ from surfaces exhibiting a large bluff body effect, with kB-1 around 0 and 10 
respectively.  
Based on the commonly observed dependence that kB-1 increases with vegetation 
height, and our own model calibrations, we specify kB-1 as follows: When applied at 
AmeriFlux sites, grassland and forested sites are assumed to have seasonally and 
diurnally constant kB-1 values of 2 and 8, respectively. However, because agricultural 
sites exhibit a strong seasonal cycle of vegetation height, we allowed vegetation height 
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and kB-1 to vary seasonally between 2 and 5, using ET as a metric of vegetation stage. At 
the agricultural sites, we set kB-1 to 5 during the three peak months of the climatic 
growing season, which we defined as the three months with the highest monthly climatic 
ET, and kB-1 to 2 during the remaining nine months. Additionally, we set the vegetation 
height to 1.0 m during the peak growing season and 0.5 m during the remaining nine 
months.  
We thoroughly explored the seasonality of kB-1, vegetation height, and other 
biophysical parameters at the three agricultural AmeriFlux validation sites and found this 
scheme more realistic and accurate than assuming constant values.  We assumed the 
vegetation heights at the AmeriFlux sites rather than utilizing the site-specific vegetation 
information provided by AmeriFlux to ensure applicability beyond AmeriFlux sites (i.e. 
across the US at weather stations). 
All AmeriFlux sites are relatively homogeneous in vegetation, except at the Tonzi 
site, which is a mix of grassland (60%) and oak trees (40%) (Baldocchi et al. 2004). At 
Tonzi, the ETRHEQ method is run separately for grassland (kB-1 = 2) and trees (kB-1 = 8) 
and the results are combined via a weighted average.  
When applied to weather station data, the ETRHEQ model was run at three 
vegetation heights, each with a corresponding constant kB-1 value, similar to the 
AmeriFlux sites; vegetation heights are assumed to be 0.5 meter, 1.0 meter, and 20 
meters, with corresponding constant kB-1 values of 2, 5, and 8. In the tall vegetation case, 
we define the screen height as if the instrumentation is 1.5 meters above the vegetation 
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(21.5 meters). This is similar to the Community Land Model, which defines the screen 
height above the scalar roughness height plus the displacement height (Oleson et al. 
2010).  As discussed later, the results from each assumed vegetation height are then 
averaged according to approximate presence of each measured land cover. 
Smaller changes to the ETRHEQ include: (1) At night, which is defined when 
downwelling shortwave radiation is less than 5 W m-2, Csurf is set to the smallest value for 
those half- hour increments, which mitigates numerical instabilities;  (2) We use a 
simpler averaging scheme than in Salvucci and Gentine (2013) when window averaging 
the daily-averaged vertical variance of RH prior to estimating Csurf . Before estimating the 
actual Csurf (via minimization), the daily-averaged vertical variances of RH are window 
averaged using a centered triangular window, with the length of the window dependent 
on precipitation occurrence. If no precipitation occurs, the window length is set to 21-
days. If precipitation occurs, no window averaging is applied (i.e. the window length is 
set to one). This averaging scheme mitigates the effects of synoptic scale variability in 
the meteorological forcing data, resulting in smoothly varying Csurf estimates, except 
when rainfall rapidly increases soil moisture. (3) In the revised ETRHEQ model, the 
“dry” version of the Monin-Obukhov length (i.e., excluding dependence on humidity and 
moisture flux) is used instead of the “moist” version. Although this changes the model 
output negligibly, using the “dry” version is more numerically stable when solving the 
system of 𝑢∗ and surface temperature equations. Additionally, the universal stability 
functions were originally calibrated using the "dry" version of the Monin-Obukhov 
length (Foken 2006). 
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1.2.6 Mapping ET across US 
1.2.6.1 ETRHEQ ET 
For each vegetation height, monthly averages of ETRHEQ ET at the 305 sites are 
interpolated across the US using a trivariate spline model, with independent variables of 
latitude (degrees), longitude (degrees), and elevation (km), at 0.25-degree resolution. 
Although the station distribution lacks representation of high elevation stations, elevation 
is included as a third independent variable in the spline model for consistency with the 
interpolated validation data (though the addition of elevation to ETRHEQ ET makes 
negligible difference to the spline output). We combine the ET estimates from the three 
vegetation heights (zveg) using land cover data from the USGS 2001 National Land Cover 
Database (NLCD) (Homer et al. 2007) aggregated to 0.25 degrees resolution. The NLCD 
legend is categorized in our analysis as follows: shrubland, herbaceous, barren, and 
wetlands are classified as short vegetation (zveg = 0.5 m); forests are classified as tall 
vegetation (zveg = 20 m); planted/cultivated are classified as intermediate vegetation (zveg 
= 1.0 m) during the peak three month of the climatic growing season and as short 
vegetation (zveg = 0.5 m) during the remaining nine months, consistent with the method 
used at the AmeriFlux agricultural sites. Developed and open water land cover classes are 
excluded from the weighting and the weights are normalized to add to one. Changes in 
land cover are not incorporated into the model, due to lack of land cover change data over 
the temporal and spatial domain of this study, and may be a source of error in the final 
ETRHEQ ET estimates.  
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To generate a composite 0.25-degree ET estimate across the US, the three sets of 
gridded monthly ET, which represents short, intermediate, and tall vegetation, are 
combined using a weighted average of the percent of each vegetation height (short, 
intermediate, and tall) in each 0.25-degree resolution grid box. We estimated the peak 
three months of the growing season using the same method applied at the AmeriFlux 
agricultural sites. First, we aggregated the 600 monthly ET surfaces from the intermediate 
vegetation case (zveg = 1.0 m) into 12 monthly climate surfaces. At each grid point, we 
associated the three months of peak growing season with the three months with the 
largest climate mean ET. Thus, for grid points with planted/cultivated land cover, the 
three peak months were set to intermediate vegetation (zveg = 1.0 m) and the remaining 
nine months were set to low vegetation (zveg = 0.5 m). This improved the model’s ability 
to represent the seasonal cycle of ET as compared with validation data. 
1.2.6.2 Validation Data 
The final, composite ETRHEQ ET map is compared with four ET datasets. The 
first validation data set is based on water budget ET estimates derived from 1168 USGS 
gauged watersheds across the US from 1971-2000 (Sanford & Selnick 2013). Using 
estimates of actual ET based on measured precipitation (P) and streamflow (Q) data in 
these watersheds, Sanford and Selnick (2013) developed a regression equation relating 
the ratio of ET/P to climate and land-cover variables within the watersheds. They used 
PRISM climate data and NLCD 2001 land cover data averaged over the watershed to 
drive the regression. Sanford and Selnick (2013) optimized the regression equation for 
838 watersheds with an R2 value of 0.88 and validated the regression on an independent 
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set of 342 watersheds with an R2 of 0.90. Because the robustness of the regression, we 
utilized the regression equation to more accurately spatially interpolate between the non-
uniformly spaced 1168 water budget estimates of ET. We spline the water budget ET 
using a model with four independent variables, including latitude (in degrees), longitude 
(in degrees), elevation (in km), and regression derived ET (cm yr-1, but units are 
“undefined” in spline model) (RGCV = 6.77 cm yr-1, RMSE = 5.93 cm yr-1). We included 
elevation as an independent variable because the watersheds span a large range of 
elevations. We refer to this water balance derived gridded dataset (0.25-degree spatial 
resolution) as “USGS water balance” ET and only compare this dataset to ETRHEQ ET 
estimates averaged over the same period of record, which is from 1971-2000.  
The second set of validation data is derived from a machine-learning algorithm 
that integrates ET measurements at FLUXNET observing sites with meteorological and 
remote-sensing observations (Jung et al. 2010), which we refer to as “MPIBGC” ET, 
similar to Mueller et al. (2013). MPIBGC ET was predicted using a model tree ensemble 
(MTE) trained on 29 explanatory variables using 4678 site-months at 198 FLUXNET 
towers. The MPIBGC ET is a monthly gridded dataset with global coverage at 0.5-degree 
resolution from 1982-2010.  
A third set of validation data is derived from the North American Land Data 
Assimilation System project phase 2 (NLDAS-2) (Mitchell et al. 2004; Rodell et al. 
2004; Xia et al. 2012). NLDAS-2 drives offline LSMs by combining large quantities of 
observational based and model reanalysis data. Of the four LSMs run in the NLDAS-2 
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project, we used ET data derived from the Noah land surface model (Ek et al. 2003), as 
Xia et al. (Xia et al. 2014) found that the Noah model performed best when compared to 
daily observational ET data measured at AmeriFlux sites. For comparison with ETRHEQ 
ET, we used the NLDAS-2 monthly model data, which is at 0.125-degree spatial 
resolution from 1979-2010. We refer to this dataset as “NLDAS-2 Noah” ET.  
Lastly, a composite dataset, which integrates 14 global ET estimates, is used for 
validation. Mueller et al. (2013) designed this dataset as a benchmark product for large-
scale terrestrial ET model evaluation. In this study, we refer to this dataset as 
“benchmark” ET. The benchmark ET product synthesizes data from five “diagnostic” 
datasets, which are datasets that “derive ET from combinations of observations or 
observations-based estimates together with a targeted algorithms” (Mueller et al. 2013), 
five LSMs, and four reanalyses. Note that the MPIBGC ET data is included as one of 14 
global datasets, specifically one of the diagnostic dataset. The benchmark ET is a 
monthly gridded dataset with global coverage at one-degree resolution from 1989-2005.  
When comparing the MPIBGC, NLDAS-2 Noah, and benchmark ET estimates to 
ETRHEQ ET estimates, all datasets, including ETRHEQ ET, were aggregated to a one-
degree spatial resolution, which is the coarsest of the four datasets. Thus, for the rest of 
the analysis, we used the MPIBGC, NLDAS-2 Noah, and benchmark ET data at one-
degree spatial resolution and only compared these products to ETRHEQ aggregated 
similarly to one-degree. Because the USGS water balance data and ETRHEQ data are 
both at 0.25-degree resolution, these are compared directly. The ETRHEQ ET data is also 
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averaged to match the specific time period for each dataset; for example, when 
comparing the ETRHEQ ET with the MPIBGC dataset, we average the ETRHEQ data 
from 1982-2010. 
1.3 Results and Discussion 
1.3.1 AmeriFlux Validation 
Prior to applying the modified ETRHEQ model at weather stations across the US, 
the model was validated at twenty AmeriFlux sites spanning a wide range of climate and 
energy environments. Our central finding is that the ETRHEQ model continues to 
accurately estimate surface conductance, despite the modifications described above. 
Predicted latent heat and sensible heat fluxes are generally in agreement with measured 
fluxes. This is demonstrated in Figs. 1.1A-D, which show the average seasonal cycles of 
fluxes, smoothed with a 5-day filter, for twenty AmeriFlux sites. We recognize that errors 
in eddy covariance LE measurements can range from 5 to 20% (Foken 2008). In Figs. 
1.1A-D, EB LE is plotted (in magenta) as a second observational reference, along with 
directly measured LE (in green). Recall, EB LE represents the energy available for 
evapotranspiration inferred from other measured fluxes. Likewise, the EB SH is plotted 
(in magenta) along with directly measured SH (in green) in Figs. 1.1A-D. Surface 
temperatures computed by inverting the Stephan-Boltzmann equation using measured 
upwelling longwave radiation (if available) are also in agreement with ETRHEQ 
predicted surface temperatures, shown in the third column of the plots in Fig. 1.1A-D. 
Surface temperatures in Fig. 1.1A-D are also smoothed with a 5-day filter. Note, for plots 
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missing measured surface temperatures, measured upwelling longwave radiation was not 
available. In general, Salvucci and Gentine (2013) obtained similar error structures at 
their five AmeriFlux validation sites, which were Vaira, Audubon, Mead, Peck, and 
Duke. 
 
Figure 1.1A. Estimated and measured latent heat fluxes, sensible heat fluxes, and surface 
temperatures at five AmeriFlux test sites. The green lines are measured values, the red lines are 
predicted values, and the magenta lines (in the LE and SH plots) are energy balance derived LE and 
SH values (EB LE and EB SH). 
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Figure 1.1B. Estimated and measured latent heat fluxes, sensible heat fluxes, and surface 
temperatures at five AmeriFlux test sites. The green lines are measured values, the red lines are 
predicted values, and the magenta lines (in the LE and SH plots) are energy balance derived LE and 
SH values (EB LE and EB SH). 
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Figure 1.1C. Estimated and measured latent heat fluxes, sensible heat fluxes, and surface 
temperatures at five AmeriFlux test sites. The green lines are measured values, the red lines are 
predicted values, and the magenta lines (in the LE and SH plots) are energy balance derived LE and 
SH values (EB LE and EB SH). Note that at the Duke Forest and Bartlett Forest sites, the ground 
heat flux is assumed to be zero when calculating EB LE and EB SH because ground heat flux was not 
measured at these sites. 
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Figure 1.1D. Estimated and measured latent heat fluxes, sensible heat fluxes, and surface 
temperatures at five AmeriFlux test sites. The green lines are measured values, the red lines are 
predicted values, and the magenta lines (in the LE and SH plots) are energy balance derived LE and 
SH values (EB LE and EB SH). Note that at the Valles Forest and Metolius Forest sites, the ground 
heat flux is assumed to be zero when calculating EB LE and EB SH because ground heat flux was not 
measured at these sites. 
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observed values multiplied by 100%), and bias of daily LE, EB LE, and 𝑢∗ are calculated 
for each site, shown in Table 1.1. Across all sites, the daily average LE RMSE is 26.0 W 
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forested sites. However, EB LE NRMSE values indicate more similar errors between 
vegetation classes, with EB LE NRMSE values ranging from 11.8% at forested sites to 
12.2% at agricultural sites. The monthly average LE RMSE is 17.7 W m-2 (and EB LE 
monthly average RMSE 18.7 W m-2), which is similar to recent validation studies of ET 
models. Although the AmeriFlux sites used for validation differ between studies, for 
example, (Fisher et al. 2008) obtained a monthly RMSE of approximately 15 W m-2 (or 
16 mm yr-1, as reported in their study) and (Mu et al. 2007) obtained an 8-day RMSE of 
29.5 W m-2. Using the ETRHEQ method, daily LE NRMSE values averaged across all 
sites are 15% for LE, 12% for EB LE, and 12% for 𝑢∗.  
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Table 1.1. AmeriFlux site list with daily RMSE values (in units W·m-2), daily NRMSE values (in units 
%), and daily bias (in units W·m-2).  
AmeriFlux Site 
Name, State 
LE LE EB 𝒖∗ 𝒙 𝟏𝟎𝟎 
RMSE NRMSE Bias RMSE NRMSE Bias RMSE NRMSE Bias 
Audubon Research 
Ranch, AZ 15.2 10.4 -4.4 25.3 12.6 15.0 6.5 9.6 -5.5 
Lucky Hills 
Shrubland, AZ 19.6 13.4 10.2 18.1 9.7 1.9 9.5 14.2 7.9 
Santa Rita 
Mesquite Savanna, 
AZ 
18.7 11.9 -3.5 23.7 12.0 -11.5 5.8 5.9 -0.4 
Vaira Ranch, CA 31.5 23.7 13.4 38.2 13.5 7.4 2.0 4.8 0.9 
Tonzi Ranch, CA 20.4 13.9 5.6 23.1 12.6 -7.1 8.2 10.7 -7.1 
Fort Peck, MT 18.1 9.9 -2.0 22.7 12.2 5.3 6.4 8.2 -1.4 
Konza Prairie, KS 30.3 13.4 4.5 29.7 12.0 0.6 10.1 13.5 2.7 
Mead Rainfed, NE 29.1 13.9 1.3 32.7 11.9 -7.8 15.0 18.4 10.1 
Bondville, IL 24.9 13.4 3.7 30.2 13.1 -1.0 11.9 16.8 5.6 
Rosemount G211, 
MN 23.5 9.0 -2.0 27.2 10.1 -11.1 9.3 12.8 -0.3 
Goodwin Creek, 
MS 17.7 10.3 -1.4 20.4 9.9 -12.3 7.5 14.4 -6.3 
Mangrove Forest1, 
FL 32.8 17.1 14.8 22.2 11.9 10.0 6.4 7.3 -1.9 
Missouri Ozark, MO 33.5 15.4 17.0 29.9 10.3 5.7 25.6 20.9 23.7 
Duke Forest 
Hardwoods, NC 24.2 9.7 -3.9 27.1 10.7 -9.4 6.6 6.1 0.1 
Bartlett 
Experimental 
Forest, NH 
33.8 19.2 25.9 25.5 10.5 -8.8 16.5 14.4 -12.5 
Flagstaff Wildfire, 
AZ 22.3 17.1 -0.9 26.0 15.5 -2.8 6.3 6.7 2.0 
Flagstaff 
Unmanaged Forest, 
AZ 
21.6 15.2 9.8 22.9 11.5 7.5 19.0 14.1 14.2 
Niwot Ridge, CO 25.4 14.7 -3.1 30.7 11.5 -11.5 11.7 4.8 -3.7 
Valles Caldera 
Mixed Conifer, NM 45.3 31.1 31.9 36.9 16.3 7.9 24.4 19.2 22.5 
Metolius 
Intermediate Pine, 
OR 
32.7 15.5 6.0 29.3 11.7 7.8 15.5 11.6 13.3 
Average at low 
vegetation sites2 21.5 13.8 2.4 25.3 12.2 -0.4 6.9 9.8 -0.8 
Average at 
agricultural sites 25.8 12.1 1.0 30.0 11.7 -6.7 12.1 16.0 5.1 
Average at forested 
sites 31.2 17.2 12.3 28.1 11.8 1.2 15.7 12.3 7.0 
Overall Average 26.0 14.9 6.1 27.1 12.0 -0.7 11.2 11.7 3.2 
1 Official AmeriFlux site names are Rosemount G21 Conventional Management Corn Soybean Rotation and Florida 
Everglades Shark River Slough Mangrove Forest. 
2 Low vegetation sites include grasslands, savannas, and shrublands, as summarized in section 1.3.1.1.  
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Below we describe the results in more detail. It is important to note in assessing 
these results that no calibration was performed at any of the twenty sites. The Csurf used 
was inferred entirely from weather data without subsidiary model dependence on time 
varying drivers like soil moisture or leaf area. 
1.3.1.1 Grassland, Savanna, and Shrubland Sites (kB-1 = 2) 
At the Audubon, Lucky Hills, and Santa Rita sites the ETRHEQ model accurately 
estimates an increase in LE as the North American Monsoon develops in early July 
(around day 182) and lasts to mid-September (around day 258), providing the region with 
most of its annual rainfall (Adams & Comrie 1997). The ETRHEQ model captures the 
peak in observed LE well at Audubon and Lucky Hills, but underestimates LE at Santa 
Rita. Although we classified the Santa Rita site as grassland, woody leguminous trees, 
ranging from 0.25-6 m in height (average height 2.5 m), are encroaching in the region 
(Scott et al. 2009). Thus, classifying this site as “low vegetation grassland” may by 
leading to an underestimation of LE by the ETRHEQ method. We discuss this issue of 
shrubland classification in more detail in section 1.3.2.1. At Audubon, during the dry 
season the EB LE is substantially lower (less than 0 W m-2) compared with the directly 
measured LE, as seen by comparing the magenta line (EB LE) to the green line (direct 
measured LE) in Fig. 1.1A. In contrast, the EB LE exceeds the directly observed LE for 
most of the year at the Lucky Hills site.  
Although Vaira and Tonzi are close in proximity (~3 km apart) and located in the 
same savanna, the ETRHEQ method predicts the season cycle of LE more accurately at 
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Tonzi; the daily LE RMSE is ~10 W m-2 greater at Vaira compared with Tonzi at 31.5 W 
m-2 and 20.4 W m-2, respectively. At Vaira, which is located in a grazed grass clearing (in 
the same savanna as Tonzi), the ETRHEQ model fails to capture the sharp summer dry 
down, leading to an LE bias of +13.4 W m-2. Salvucci and Gentine (2013) found a similar 
LE overestimation during the dry down using the ETRHEQ method at Vaira, but not as 
severe as shown in Fig. 1.1A. The bias at Vaira may indicate an overestimation by the 
ETRHEQ method, or that the ETRHEQ method reflects energy balance partitioning over 
a larger footprint than the flux measurements. Note that the measurement heights of 
temperature and humidity differ significantly from Vaira to Tonzi, at 2.5 m and 23 m, 
respectively. Kim et al. (2006) assessed the ability to scale AmeriFlux CO2 flux data from 
the measurement scale to a 1-km2 patch at these two sites and found a large tower 
location bias at Vaira due to the patchy landscape, but no tower location bias at Tonzi.  
The four other grassland sites, Fort Peck, Konza, Goodwin Grasslands, and 
Flagstaff Wildfire (Fig. 1.1B-D) show overall good agreement in LE estimates. 
1.3.1.2 Agricultural Site (varying kB-1) 
At the three agricultural sites, the error appears to have magnitude-dependent 
structure such that the estimation procedure underestimates LE when LE is large and 
overestimates it when it is small (Fig. 1.1B). Salvucci and Gentine (2013) noted a similar 
error structure at the Mead Rainfed site; however, the original ETRHEQ method assumed 
a constant vegetation height at Mead Rainfed, leading to even larger errors. The error 
structure is less at the Rosemount and Bondville sites, as the ETRHEQ LE estimates 
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agree well with observations during the summer at Bondville and spring at Rosemount 
G21. In general, although we allowed the vegetation height and kB-1 to vary seasonally, 
the model structure and biophysical parameterizations do not appear to capture the fast 
changes in the land surface.  
1.3.1.3 Forested Sites (kB-1 = 8) 
A total of eight forested sites (Fig. 1.1C-D) are shown, including four evergreen 
needleleaf forests (Metolius, Flagstaff, Niwot, and Valles), two deciduous broadleaf 
forests (Ozark and Bartlett), an evergreen broadleaf forest (Mangrove), and a mixed 
forest (Duke). Overall, the forested sites show good agreement in surface flux 
partitioning compared with measured fluxes. At Duke, the modifications to the ETRHEQ 
method only increased the RMSE from 21 W m-2 to 24.2 W m-2 and the bias changed 
from +2 W m-2 to -3.9 W m-2.  
Predicted ETRHEQ seasonal cycles of LE agree better with EB LE compared 
with the directly measured LE at the Ozark, Mangrove, Bartlett, Valles, and Metolius 
forests. For these sites, lower daily RMSE and bias estimates are calculated with EB LE 
estimates, compared with the directly measured LE, as shown in Table 1.1. At Bartlett 
(Jenkins et al. 2007), the daily bias calculated for the LE and LE EB bound zero and 
differ substantially, at 25.9 W m-2 and -8.8 W m-2 respectively. However, the SH 
predictions agree well with SH measurements, as shown in Fig. 1.1C. The inconsistency 
between LE and EB LE highlights the error associated with the measured fluxes and lack 
of energy balance closure at the eddy covariance sites.  
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1.3.2 Application of ETRHEQ across the US 
The results from the AmeriFlux validation warranted our application of the 
method across the US using meteorological data measured at 305 weather stations. The 
weather station ETRHEQ ET estimates are interpolated by fitting a spline across the US 
(as described in section 1.2.6.1) to create a gridded ET dataset with 0.25-degree 
resolution (RGCV = 4.72 cm yr-1, RMSE = 0.49 cm yr-1), as shown in Fig. 1.2. For 
reference, USGS water budget ET estimates, which are based on 30 years of measured 
precipitation and stream flow data from 1186 watersheds, are also plotted on the map as 
diamonds in Fig. 1.2. 
Figure 1.2. US map of ETRHEQ ET (cm·yr-1). Circles represent ET predictions at the stations and 
diamonds represent watershed water budget ET estimates. The map background is ETRHEQ ET 
predictions, which are interpolated to a grid using a multivariate thin-plate smoothing spline. 
 
Although the weather stations are relatively uniformly spaced across the US, the 
majority of stations are located in populated, low elevation regions. This elevation bias is 
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typical of long-term weather stations, as station coverage is lacking in high elevation, 
remote areas of the US (Hijmans et al. 2005). However, even though the station 
distribution is biased toward low elevation stations, the incorporation of gridded land 
cover data provides some spatial information between weather stations, specifically in the 
topographically complex Western US. For example, the strip of high ET in central 
Arizona is captured in the gridded ETRHEQ ET data because it is characterized as 
forested, though the majority of stations surrounding the strip are in drier, less productive, 
non-forested environments; specifically, the gridded ETRHEQ ET data (background of 
map) matches the watershed water budget data (diamonds) in this Arizona strip. Unlike 
the weather station data, the watershed water balance data tends to be concentrated in 
higher and wetter regions, especially in the Western US. 
1.3.3 Comparison with Other Data Products 
1.3.3.1 Annual Climatology 
On average, the ETRHEQ model estimates an ET rate of 52.5 cm yr-1 across the 
US from 1961-2010, which compares well with the four gridded validation datasets, as 
seen in Table 1.2. Because the time period of each validation dataset varies, a 
corresponding ETRHEQ ET estimate is also provided in Table 1.2, although there is little 
variation.  
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Table 1.2. Average ET over the United States from validation ET datasets and using the ETRHEQ 
method (in units cm·yr-1). For the ETRHEQ ET, as well as the MPIGBC, NLDAS-2 Noah, and 
Benchmark products, the averages are equivalent for the data aggregated to one-degree and the 
original spatial resolution. 
Validation Dataset Time Interval Validation ET ETRHEQ ET 
USGS water balance 1971-2000 53.8 52.7 
MPIBGC 1982-2010 49.4 52.2 
NLDAS-2 Noah 1979-2010 45.8 52.2 
Benchmark 1989-2005 53.4 52.9 
 
Some spatial differences emerge between the USGS water balance ET and the 
ETRHEQ ET estimates (Fig. 1.2). Compared to USGS water balance ET, the ETRHEQ 
model estimates higher ET in the High Plains and Central Valley of California. However, 
these regions are heavily irrigated, accounting for ~50% of groundwater depletion in the 
US since the 1900s (Scanlon et al. 2012). None of the watersheds in the USGS water 
balance data are located in irrigated regions because watersheds with water imports or 
exports were excluded from the USGS watershed dataset, as the water balance approach 
assumes zero change in water storage. When Sanford and Selnick (2013) applied the 
regression at the county scale across the US using PRISM and NLCD forcing data, they 
observed ET/P ratios greater than one in the High Plains and in the Central Valley of 
California. The ET/P ratio exceeds one because of the incorporation of a land cover 
multiplicative term in the regression, in this case an agricultural land cover term. 
However, because the regression is not trained on manipulated watersheds and relies on 
land cover data to explain imports and exports of water, the USGS water balance derived 
ET data may not be the most informative dataset in irrigated regions. Also note that the 
impact of allowing kB-1 and zveg to vary seasonally in agricultural regions (as discussed in 
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section 1.2.5.2) was an improvement in the mean annual water balance ET of 
approximately 4%.  
Additionally, the ETRHEQ model estimates higher ET in some coastal regions, 
specifically the West Coast of the US and the Texas Coast, as highlighted in Fig. 1.3 in 
red. These two coastal regions have strong summertime onshore winds (Klink 1999) and 
represent the boundaries of the two major sources of water vapor from the ocean to North 
America (Brubaker et al. 1994; Rosen & Omolayo 1981). Because the ETRHEQ model 
assumes the land surface and the atmosphere are in equilibrium (Salvucci & Gentine 
2013), coastal advection onto adjacent dry soil leads to erroneous estimations by the 
ETRHEQ method. The advection of moist air from the ocean onto dry land forms 
complex moisture and temperature gradients that cannot be predicted using this method. 
Daly et al. (2002) found daytime air temperature gradients of more than 10 °C a few km 
across the coastal strip along the West Coast of the US. Similar to the ocean coasts, 
ETRHEQ ET is also overestimated along the coastal region of the Great Lakes compared 
to the USGS water balance ET by ~9 cm yr-1. Again, this is probably due to the influence 
of the lakes on the surrounding air masses, as 5-16% of the atmospheric water vapor 
downwind of the lakes is evaporated directly from the lake during the summer (Gat et al. 
1994). When excluding all highlighted coastal and great lakes stations, the RMSE 
decreases from 11.6 cm yr-1 to 9.8 cm yr-1.  Fig. 1.3 also shows annual averages of 
AmeriFlux measured ET, EB ET, and ETRHEQ ET, as a reference to validation data.  
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Figure 1.3. One to one scatter of ET (cm·yr-1) estimated using the ETRHEQ method and ET (cm·yr-1) 
from the USGS water balance and AmeriFlux data. The small points represent climatological ET 
estimates at the 305 stations by ETRHEQ model compared with the gridded USGS water balance ET 
at that station location. Both the ETRHEQ estimates and the USGS Data are from 1971-2000. The 
red points are stations within 25 miles of the West Coast or Texas Coast. The light blue points are 
stations within 25 miles of the Great Lakes Coast. The orange points are stations within 25 miles of 
the East Coast.  The darker blue points are the remaining grid-points in the continental US. The R2 
value is 0.65 including coastal stations and 0.74 excluding coastal station. The RMSE value displayed 
on the plot includes all 305 stations. For reference to validation data, the large green and magenta 
circles are measured and energy balance derived ET, respectively, compared with ETRHEQ 
modeled ET at AmeriFlux sites.  
 
 
The ETRHEQ model underestimates ET rates compared to watershed water 
balance ET estimates in parts of the Western US, as seen in Fig. 1.2. This difference may 
stem from our classification of shrubland as “low vegetation” in the ETRHEQ model, as 
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shrublands are extensive in the Western US but are heterogeneous ecosystems by 
definition. The NLCD defines shrublands as, “areas dominated by shrubs less than 5 
meters tall with shrub canopy typically greater than 20% of total vegetation. This class 
includes true shrubs, young trees in an early successional stage or trees stunted from 
environmental conditions” (Homer et al. 2004). Therefore, if a shrubland were vegetated 
with 4 m tall young trees, the “low vegetation” assumption (zveg = 0.5 m) would lead to 
an underestimation of ET using the ETRHEQ model, as seen at the Santa Rita at 
AmeriFlux site. On the other hand, we found that when shrubs are classified in the 
intermediate vegetation class (zveg = 1.0 m), ET is overestimated over the majority of area 
in arid regions.  
When comparing individual grid points (aggregated to one-degree spatial 
resolution) across the US, the ETRHEQ ET agrees well with the MPIBGC ET, NLDAS-2 
Noah ET, and benchmark ET, as shown in Fig. 1.4, with RMSE values of 8.7 cm yr-1, 
12.5 cm yr-1, and 9.0 cm yr-1, respectively. Additionally, although not shown in Fig. 1.4, 
the gridded USGS water balance ET also agrees well with the gridded ETRHEQ ET (at 
0.25-degree resolution), with an RMSE value of 9.2 cm yr-1 when comparing the grid 
points spatially. Given the amount of data used to train and calibrate the model tree 
ensemble to predict MPIBGC ET and the number of datasets synthesized in the 
benchmark ET dataset, we are satisfied with the comparison of these datasets to the 
ETRHEQ gridded ET data, which only uses five meteorological variables and land cover 
to predict sub-daily ET. Again, there are no free, calibrated parameters in ETHREQ.  The 
only land surface parameters are the approximate vegetation height, which is derived 
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from a satellite derived land cover map, and an approximation of the soil thermal inertia, 
which is assumed constant.  Overall, the water balance-derived ET, data-driven MPIBGC 
ET, NLDAS-2 Noah ET, and benchmark ET product support the validity of the ETRHEQ 
gridded ET data with respect to climate annual averages.  
Figure 1.4. One to one scatter of ETRHEQ ET (cm·yr-1) compared with NLDAS-2 Noah ET 
(magenta markers), benchmark ET (blue markers), and MPIBGC ET (green markers). Recall that 
the MPIBGC and NLDAS-2 Noah data are aggregated to one-degree resolution to match the 
benchmark ET. The R2 values for ETRHEQ ET compared with NLDAS-2 Noah ET, MPIBGC ET, 
and benchmark ET are 0.73, 0.82, and 0.82 respectively.  
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1.3.3.2 Seasonal Climatology 
In addition to analyzing the annual climate data, we also compared the seasonality 
of the ETRHEQ, MPIBGC, NLDAS-2 Noah, and benchmark ET datasets, as shown in 
Fig. 1.5. In Fig. 1.5, ET data from each dataset is averaged over a two-degree grid box to 
climatological monthly data. The twelve grid boxes vary in biological, hydrologic, and 
limiting conditions. In the southeastern US (Fig. 1.5H, J, K, and L), there is good 
agreement between the four models. The agreement is reassuring, but does not 
conclusively indicate that the models are correct. For example, in the northeastern US 
(Fig. 1.5F), the NLDAS-2 Noah seasonal cycle is much lower than the other three 
models; however, the average of 19 USGS watershed outlets that are located within this 
grid box is 51 cm yr-1, indicating that the NLDAS-2 Noah model may be estimating ET 
accurately.  
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Figure 1.5. The center map shows gridded ETRHEQ ET (cm·yr-1) estimates from 1961-2010 across 
the contiguous US. Plots A-L show climatic monthly seasonal cycles of ET (cm·yr-1) averaged over a 
two-degree box (plotted on the map) at twelve locations. In plots A-L, the red lines are ETRHEQ ET 
estimates, the green lines are MPIBGC ET estimates, the magenta lines are NLDAS-2 Noah ET 
estimates, and the blue lines are benchmark ET estimates (all in units cm·yr-1).  
 
Figs. 1.5C and 1.5D are predominantly agriculture, with approximately 80% and 
40% of the 2-degree box classified as planted/cultivated, respectively. In Fig. 1.5C, there 
is poor agreement between the four models in the summer; in Fig. 1.5D, the NLDAS-2 
Noah model estimates lower ET while the other three model fall within a close range. 
When comparing observational ET with NLDAS-2 ET, Xia et al. (2014) found that all 
four LSMs in NLDAS-2, including the Noah model, overestimate spring ET for cropland. 
The overestimation was attributed to model structure and parameter error, rather than 
energy balance closure at these cropland sites.  
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In the two grid boxes near the West Coast (Fig. 1.5E and 1.5G), the seasonal 
cycles in ET vary considerably between models. In this region, the ETRHEQ model tends 
to overestimate ET, which is expected as advection from the ocean onto the land leads to 
overestimation by ETRHEQ method. In the southwestern US (Fig. 1.5I), the four models 
capture the monsoon-driven ET.  
1.3.3.3 Uncertainties Associated with Weather Station Data 
Although historical weather station meteorological data is extensive and easily 
accessible, the quality of the data can sometimes lead to error. For example, although 
complex quality control and quality assurance algorithms have been implemented prior to 
data publication, instrument changes at the weather stations, such as the implementation 
of ASOS, degrade the station’s data quality and continuity over time. Even with 
continuous instrument measurements, proper instrumentation exposure may not be up to 
standards. For example, the instrument may not be positioned at the standard 
measurements height of 1.5 m for humidity and temperature and 10 m for wind speed.  
Additionally, although we incorporated elevation as a third independent variable 
in the spline model, we recognize that representing the land surface heterogeneities in full 
across the United States requires more than 300 weather stations, specifically in the 
topographically complex Western US. Although the stations in this study are reasonably 
uniformly distributed across the US, they tend to be in low elevation, populated regions. 
Daly (2006) provides guidelines for assessing spatially interpolated climate surfaces, 
noting that regions with significant terrain features, coastal regions, rain shadows, and 
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temperature inversions are difficult to accurately map and require special attention. For 
example, the PRISM algorithm accounts for physiographic features using a weighting 
system (e.g., coastal stations are weighted considering how well the station represents the 
target grid cell) (Daly et al. 2002; Daly et al. 2008). Although elevation was taken into 
account in the spline function when interpolating ETRHEQ ET, other physiographic 
features were not taken into account, leading to greater uncertainty in these regions (as 
seen by the overestimation of ET by the ETRHEQ method in coastal regions, highlighted 
in Fig. 1.4). 
1.4 Concluding Remarks 
In this study, we modified the ETRHEQ method for use at common weather 
stations and validated the modified model at twenty AmeriFlux sites located in a wide 
range of climate and energy conditions. Post validation, the ETRHEQ method was used 
to predict ET rates across the US at 305 weather stations. ET estimates were mapped over 
the US using a spline model in conjunction with gridded land cover data. To achieve this 
level of parsimony in the model, some assumption are made, specifically with respect to 
land cover, as follows: (i) land cover data is assumed to be stationary over time; (ii) land 
cover data is classified into three vegetation height bins; (iii) based on vegetation height, 
constant kB-1 values are assigned to parameterize the scalar roughness length.   
In summary, the modified ETRHEQ method provides a parsimonious and data-
driven framework to estimate ET at weather stations. As input data, the ETRHEQ model 
requires sub-daily meteorological data, including measurements of temperature, 
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humidity, wind speed, pressure, and incoming solar radiation, as well as estimates of 
vegetation height and thermal inertia. The modified model performed well at the twenty 
AmeriFlux validation sites, with an average daily RMSE of 26 W m-2 (NRMSE = 15%) 
using directly measured LE and 27 W m-2 (NRMSE = 12%) using EB LE, which is the 
LE inferred from the other surface fluxes. At the sub-annual scale, the ETRHEQ ET 
generally follows the measured seasonal cycle of ET; however, the ETRHEQ 
underestimates the range of seasonal dynamics at agricultural sites, particularly at the 
Mead Rainfed site (where LE increases and SH decreases dramatically in July). When 
applied at weather stations, the ETRHEQ ET estimates generally show good agreement 
with USGS water budget estimates of ET (RMSE = 11.6 cm yr-1). However, ETRHEQ 
method overestimates ET at coastal stations, specifically stations in coastal regions with 
strong horizontal advection of moisture, such as on the West Coast and Texas Coast.  
The gridded ETRHEQ ET dataset is within the range of the MPIBGC, NLDAS-2 
Noah, benchmark gridded datasets, both with respect to climatological annual means and 
seasonal cycles. Errors in the ETRHEQ ET station estimates, such as the overestimation 
in regions with strong horizontal advection of moisture, are propagated into the gridded 
ETRHEQ ET estimates. Additionally, although the ETRHEQ model falls within the 
range of seasonal cycles of the other models, the gridded product my have compensation 
errors in agricultural regions, with overestimation of ET in the spring and 
underestimation in the summer. Additional errors in the gridded ETRHEQ data likely 
stem from using a static land cover map. 
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Although the ET estimates presented in this analysis are climate averages, the ET 
data predicted by the ETRHEQ model is sub-daily, which allows for a wide range of 
future research. Currently, using annual estimates of ET across the US, we are working 
on an analysis of multi-decadal trends in evapotranspiration, focusing on spatial patterns 
of trends and the associated drivers of these trends across the US. Additionally, we plan 
to develop a high-resolution map over the United States by focusing on more recent data 
and, thus, increasing the weather station density. With increased station density, the 
ETRHEQ data would be more compatible with satellite data, such as satellite derived 
land cover change data, and less dependent, if at all, on the spline model for spatial 
interpolation. 
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CHAPTER 2. Stomatal Response to Humidity and CO2 Implicated in Recent 
Decline in U.S. Evaporation 	
2.1 Introduction 
Evapotranspiration (ET) is the flux of water (with associated latent energy) from 
the land surface to the atmosphere, coupling the hydrologic cycle to the surface energy 
balance and the land surface to the boundary layer. ET is directly linked to carbon 
assimilation (Bernacchi & VanLoocke 2015), as vegetation is a primary conduit of 
moisture from the soil to the atmosphere via transpiration (Jasechko et al. 2013). Because 
ET connects the carbon, energy, and water cycles, detecting and attributing trends in ET 
is essential to understanding land-atmosphere interactions in the context of climate 
change.  
Measurements of ET have increased since the late 1990s with advancements in 
eddy covariance methods (Baldocchi et al. 2001), but observational datasets alone are 
temporally and spatially insufficient to calculate large-scale, long-term ET trends 
(Huntington 2006). Efforts have been concentrated on indirectly estimating ET using 
water balance approaches, land surface models, data assimilation techniques, and/or with 
remote sensing (K. Wang & Dickinson 2012). However, these methods are often 
temporally or spatially limited due to the lack of measurements (e.g. prior to the satellite 
era), land surface heterogeneities, and the need for numerous, site specific, calibrated 
parameters. Because of these limitations, there remains a general lack of agreement on 
the sign and magnitude of regional ET trends. According to the Intergovernmental Panel 
		
46 
on Climate Change’s Fifth Assessment Report, there are large uncertainties and “low 
confidence” in detecting and attributing trends in terrestrial ET (Bindoff et al. 2013). 
Additionally, errors and uncertainties associated with non-optimal model structure 
and parameter estimation can significantly influence the evaluation of ET and ET trends, 
particularly in the commonly used Penman-Monteith modeling framework (Mueller et al. 
2013; Ershadi et al. 2015; Fisher et al. 2008). Regarding trends, for example, if soil 
moisture declines and causes stomatal closure and reductions in canopy conductance, ET 
will decrease. This, in turn, would likely cause atmospheric humidity in the surface layer 
to decrease. For this scenario, if the canopy conductance is not accurately adjusted (i.e. 
lowered) within the Penman-Monteith model, then the trend in ET could be grossly 
misestimated, even with the wrong sign, since the lower humidity will cause Penman-
Monteith to predict higher evaporation rates at a given conductance. 
In this study, we detected and attributed long-term changes in ET over the 
continental United States from 1961 to 2014. We attempted to overcome the lack of 
direct ET measurements and model structure/parameterization limitations by utilizing an 
approach referred to as the ETRHEQ (Evapotranspiration from Relative Humidity at 
Equilibrium) method (Salvucci & Gentine 2013; Rigden & Salvucci 2015). In the 
ETRHEQ method, daily ET is inferred by choosing the surface conductance to water 
vapor transport (Csurf) that minimizes the vertical variance of the calculated relative 
humidity (RH) profile averaged over the day. Unlike Penman-Monteith methods, which 
rely on parameterizations of Csurf based on land surface properties (soil moisture, stomatal 
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conductance, leaf are index, etc.), the ETRHEQ method does not require knowledge of 
the surface state or site-specific calibration. Therefore, unlike Penman-Monteith methods, 
the ETRHEQ method can estimate historical ET without measurements or assumptions 
about past surface hydrologic conditions or vegetation state.  
Our three research objectives were to (1) quantify the spatial and temporal 
patterns of ET trends across the U.S.; (2) attribute the trends in ET to environmental 
drivers, such as energy supply, wind, and Csurf`; and (3) investigate the role of plant 
stomatal conductance (gs) in controlling Csurf dynamics, and ultimately, ET trends. For 
objective 3, we utilized an independent model of gs to compare with ETRHEQ inferred 
Csurf. We focused this study on summertime ET (June, July, August, and September), as 
the summertime fluxes are significantly larger than in non-summer months. 
2.2 Materials and Methods 
2.2.1 Overview of ETRHEQ Method 
The ETHREQ method is based on the hypothesis that the best-fit Csurf  (i.e. the 
Csurf which best predicts ET) also minimizes the vertical variance of RH averaged over 
the day. To implement the ETRHEQ method, vertical profiles of humidity and 
temperature are calculated using Monin-Obukhov similarity theory, a surface energy 
balance constraint, and standard diffusion equations. For each day, half-hourly vertical 
profiles of RH are calculated for a wide range of possible daily Csurf values (varying from 
Csurf = 3 x 10-7 m s-1 to Csurf = 1 m s-1), such that each Csurf corresponds with a unique set 
of 48 half-hour RH profiles. Following the ETRHEQ hypothesis, the Csurf that results in 
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the lowest vertical variance of RH on a given day is taken as an estimate of the true Csurf. 
Likewise, the modeled diurnal cycle of ET, sensible heat flux, ground heat flux, and 
radiometric temperature are taken as estimates of their true values. Salvucci and Gentine 
(2013) first demonstrated the ETRHEQ method using meteorological data collected at 
five AmeriFlux sites. Rigden and Salvucci (2015) revised the method for use at common 
weather stations, re-validated the method at 20 AmeriFlux sites, and applied the method 
at 305 weather stations. In this study, we utilized the method developed and described by 
Rigden and Salvucci (2015), but with six minor modifications to improve computational 
efficiency and robustness, as described in Appendix B. 
As input data, the ETRHEQ method requires five diurnal meteorological 
variables: screen height air temperature, humidity, wind speed, pressure, and net 
shortwave radiation. The only surface parameters required are an estimate of vegetation 
height (to characterize roughness lengths) and an estimate of soil thermal inertia to 
calculate ground heat flux.  No information is required on leaf area, stomatal 
conductance, soil hydraulic properties, soil moisture, or soil temperature. Occurrence of 
daily precipitation (but not amount) is an optional input that is used as a guide in 
temporally smoothing estimates of Csurf, which otherwise fluctuate too much in response 
to synoptic weather variability (Rigden & Salvucci 2015). 
The ETRHEQ method captures seasonal dynamics of ET across climates, plant 
functional types, and energy vs. water limiting conditions (Rigden & Salvucci 2015). Fig. 
2.1 demonstrates the ETRHEQ method’s ability to capture seasonality at two contrasting 
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ecosystems: an arid grassland and a temperate deciduous forest (details on AmeriFlux 
data processing in Appendix C). For the arid grassland, which is located in Arizona, the 
ETRHEQ method accurately estimates the increase in ET associated with the summer 
monsoon (Fig. 2.1e), which brings the majority of water to this otherwise water-limited 
ecosystem. For the temperate forest, which is located in Missouri, the ETRHEQ inferred 
ET generally reflects seasonal changes in solar radiation, as this ecosystem receives 
precipitation relatively uniformly throughout the season (Fig. 2.1f). To visualize the lack 
of energy balance closure at the eddy covariance sites (Wilson et al. 2002), we included 
ET inferred as a residual in the energy balance (which equals the net radiation minus the 
sum of sensible and ground heat fluxes) in Fig. 2.1a,b (magenta line) in addition to 
directly measured ET (green line). We refer to the indirect estimate of ET as the “energy 
balance ET”, or “EB ET”.  
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Figure 2.1. ETRHEQ method applied at two contrasting sites: Audubon Grasslands, AZ (left 
column) and a temperate deciduous forest, Missouri Ozarks, MO (right column). (a,b) Climatological 
season cycles of ET estimated by the ETRHEQ method (red), directly measured ET (green), and EB 
ET (magenta). Climate averaged ET data was smoothed using a 10-day moving triangular window. 
(c,d) The corresponding Csurf used to estimate ETRHEQ ET in Fig. 2.1a,b. Daily Csurf  data was 
smoothed with a 7-day locally weighted robust (i.e. removes outliers) linear regression prior to 
averaging to climate-daily data. (e,f) Climate monthly average precipitation (blue, left axis) and 
NDVI (Pinzon & Tucker 2014) at the two sites.  
 
For each day, ET was inferred using the corresponding estimate of daily Csurf 
chosen by the ETRHEQ hypothesis, as shown in Fig. 2.1c,d. In the ETRHEQ framework, 
Csurf represents the combined effect of soil conductance and canopy conductance (where 
canopy conductance is approximately the leaf stomatal conductance scaled by leaf area). 
The ETRHEQ method does not distinguish the sources of conductance (e.g. leaf and soil) 
and does not specify functional dependence between Csurf and other variables such as soil 
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moisture or leaf-area. Recall, the ETRHEQ method estimates a daily-average Csurf by 
minimizing the variance of the RH profiles implied by Csurf in conjunction with measured 
forcing. Therefore, any correlation between the ETHREQ derived Csurf and these 
environmental drivers, as shown in Fig. 2.1c-f, is not predetermined by model structure. 
For example, the dramatic increase in estimated Csurf (Fig. 2.1c) with the arrival of 
monsoonal rains (Fig. 2.1e) and the emergence of green leaf area (Fig. 2.1e) was inferred 
by ETRHEQ solely through information hidden in the calculated RH profiles and 
revealed through minimizing the profile variance. 
 Previous tests of ETRHEQ focused on long-term mean, daily, and seasonal time 
scales at a total of 20 eddy covariance sites. Prior to applying the ETRHEQ estimates in a 
trend analysis, we further validated the method by testing its ability to capture interannual 
variability using data collected at 62 AmeriFlux sites (http://public.ornl.gov/ameriflux/), 
as described in Appendix C. These sites span a broad range of climates, vegetation, and 
water/energy limitations. The ETRHEQ methods captured approximately 40% of the 
interannual variance in measured ET in the summer, which is similar to recent empirical 
machine-learning ET algorithms (Jung et al. 2011). To explore the effect of measurement 
error, we also calculated the monthly correlation between directly measured eddy 
covariance ET and EB ET. The maximum performance that can be expected is 
approximately 70%, as indicated by the correlation between direct (i.e. eddy covariance) 
and indirect (i.e. EB ET) estimates of monthly ET anomalies. 
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2.2.2 Input Data 
We applied the ETRHEQ method at 236 weather stations from 1961 to 2014 
using the method developed by Rigden and Salvucci (2015). The forcing dataset is 
equivalent to Rigden and Salvucci (2015), with minor changes detailed in Appendix B. 
The historical meteorological data was obtained from NOAA's National Climatic Data 
Center Integrated Surface Database (https://www.ncdc.noaa.gov/isd). To be included in 
the analysis, the data needed to have the necessary inputs to run the ETRHEQ method for 
50% of each 5-year interval (i.e. 50% of the days needed to be complete from 1961-1965, 
etc.). Additionally, the station could not be within 0.5 degrees of the ocean or Great 
Lakes, as the advection of moisture leads to an overestimate of ET by the ETRHEQ 
method (Rigden & Salvucci 2015). Because common weather stations do not measure 
solar radiation, net solar radiation data was obtained from Japanese 55-year Reanalysis 
(JRA-55) project (Ebita et al. 2011). Weather stations were matched to the corresponding 
JRA-55 1.25-degree grid box center that minimized the distance between the station and 
grid center. To estimate surface roughness at each station, we utilized the USGS 2001 
National Land Cover Database (Homer et al. 2007) following Rigden and Salvucci 
(2015). 
2.2.3 Spatial Interpolation 
To spatially interpolate between weather stations, we used a multivariate thin-
plate smoothing spline provided by the ANUSPLIN software package (Hutchinson 
1995). A trivariate (longitude, latitude, and elevation) spline was used to spatially 
interpolate station based ET to 0.25-degree. For the trend maps in Fig. 2.2b-d, we: (1) 
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interpolated climate monthly ET; (2) averaged the climate monthly ET surface to a JJAS 
surface; (3) interpolated the JJAS perturbations for each year so that there are 54 surfaces 
(representing the 54 years of data); (4) added the JJAS surface to each of the 54 
perturbation surfaces to obtain 54 final surfaces; (5) calculated the 54-year trend at each 
0.25-degree grid from the surfaces obtained in step 4. For each of the surfaces, we took 
into account surface roughness and vegetation height similar to Rigden and Salvucci 
(2015). The trend surfaces are only used as visual aid in Figs. 2.2 and 2.4. No 
interpolated fields were used in the trend analysis. 
2.2.4 U.S. Trend Detection and Attribution 
 To investigate the drivers of ET trends at the continental scale, we decomposed 
trends at the 236 sites using a linear regression of four primary drivers: (1) downwelling 
solar radiation (SWD), (2) downwelling longwave radiation (LWD), (3) atmospheric 
conductance (Catm), and (4) Csurf. Catm is equal to the inverse of the bulk aerodynamic 
resistance to heat and moisture.  It represents how well mixed the surface boundary layer 
is and depends primarily on wind speed, atmospheric stability, and roughness (Garratt 
1994). To decompose the ET trends, we modeled the perturbations from the mean ET 
using a linear regression of the perturbations of four drivers, as shown in Eq. 2-1.  
 𝐸𝑇! =  𝐸𝑇!"# 𝑏!𝑆𝑊𝐷! +  𝑏!𝐿𝑊𝐷! + 𝑏!𝐶!"#! + 𝑏! log (𝐶!"#$)′  2-1 
Perturbations are shown with apostrophes and the subscript “ave” implies the quantity is 
the summertime average for that station. Eq. 2-1 is applied to summertime values for 54 
years at all 236 stations; thus the four coefficients (b1, b2, b3, b4) are universal across all 
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stations for both time periods. To estimate the trends in ET directly, we calculated the 
Sen’s slope (Sen 1968) for each driver (Xtrend) and substituted these into Eq. 2-1 to 
directly determined trends in ET, as shown below in Eq. 2-2.  
 𝐸𝑇!"#$% = 𝐸𝑇!"# 𝑏!𝑆𝑊𝐷!"#$% + 𝑏!𝐿𝑊𝐷!"#$% + 𝑏!𝐶!"#!"#$%+𝑏!log (𝐶!"#$)!"#$%  2-2 
We refer to this regression as the “trend attribution regression”. We spatially interpolated 
the trend predicted by the trend attribution regression and each contribution in Eq. 2-2 
(e.g., the “SWD contribution” ≡ 𝐸𝑇!"#𝑏!𝑆𝑊𝐷!"#$%) to visualize the drivers across the 
U.S. and identify regions of similar behavior. 
To interpret the relative variations in ETRHEQ derived Csurf, we evaluated a set of 
possible environmental drivers of Csurf, including soil moisture (SM), normalized 
difference vegetation index (NDVI, used as a surrogate for leaf area index), atmospheric 
carbon-dioxide (CO2), and atmospheric humidity. We categorized the environmental 
drivers by the spatial scale of the driver, i.e. ecosystem scale (SM and NDVI) and leaf 
scale (CO2 and humidity). 
2.2.5 Role of Stomata 
For comparison with ETRHEQ inferred Csurf, we approximated relative variations 
in leaf scale stomatal conductance (gs) using the Farquhar photosynthesis model 
(Farquhar et al. 1980) coupled with the empirical Ball-Berry stomatal conductance model 
(Ball et al. 1987) during summertime at the 236 weather stations. In the Ball-Berry 
model, we assumed nominal vegetation parameter values (Niu et al. 2011). As a further 
simplification, we evaluated the Ball-Berry model with screen height measurements of 
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meteorological variables instead of (unmeasured) leaf surface measurements. Thus, we 
assumed the surface is well coupled with the atmosphere, similar to Launiainen et al. 
(2011). When applying the gs model, we used maximum daily temperature and minimum 
daily RH (RHmin) to best ensure non-light limiting conditions. Applying the model during 
the 3-hours of peak solar radiation during the day led to similar results. The maximum 
carboxylation velocity (Vcmax), Michaelis–Menten constant for oxygen inhibition (KO), 
Michaelis–Menten constant for CO2 fixation (Kc), and CO2 compensation point (cpt), 
which are all temperature dependent, were calculated according to Niu et al. (2011) using 
nominal vegetation parameters, specifically those used in the Noah-MP model associated 
with mixed forest (Niu et al. 2011). Similar results were obtained with different land 
cover types, as demonstrated in Appendix D.  
Under light saturated conditions, we assume the Farquhar-model coefficients (a1 
and a2) can be estimated as (Launiainen et al. 2011), 
 𝑎! = 𝑉!"#$ 2-3 
 𝑎! = 𝐾! 1 + 𝐶!"𝐾!  2-4 
In Eq. 2-4, coa is the oxygen concentration in air, which was held constant at 2 x 105 ppm. 
The leaf-level internal CO2 mixing ratio (ci) can be calculated following Launiainen et al. 
(2011) as, 
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 𝑐! = 12 + −𝑎! − 𝑎!𝑔! + 𝑎! + 𝑎! − 𝑐! 𝑔! ! + 4𝑔! 𝑎!𝑐!" + 𝑎!𝑐!𝑔!2𝑔!𝑐!  2-5 
In Eq. 2-5, ca is the atmospheric concentration of CO2, which we assumed was spatially 
homogeneous over the U.S. (data obtained from NOAA’s Earth System Research 
Laboratory). Based on the Farquhar photosynthesis model (Farquhar et al. 1980), we 
estimate photosynthesis (𝑃!), 
 𝑃! = 𝑎! 𝑐! − 𝑐!"𝑎! + 𝑐!  2-6 
Following the Ball-Berry model, we then estimated gs as, 
 𝑔! = 1.6 𝑔! 𝑃!  𝑅𝐻𝑐!  2-7 
In Eq. 2-7, g1 is a slope parameter. Using Eqs. 2-5 through 2-7, we iteratively solved for 
gs.  
In order to compare gs with ETRHEQ derived Csurf, we normalized Csurf and gs by 
their respective climatological summertime mean at each station. Recall, the goal of this 
analysis was not to model Csurf from gs, but instead to compare the relative variations in 
ETRHEQ derived Csurf to the relative variations in Ball-Berry derived gs. If the canopy 
behaved as a single “big leaf”, the regulation of Csurf was exclusively through stomatal 
control, and ETRHEQ and the Ball-Berry model were both exact, then estimates of Csurf 
would scale with estimates of gs through leaf area index. In such a case, relative 
variations in gs would precisely follow the relative variations in Csurf, as leaf area would 
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cancel out in the normalization. However, there are other sources of variability in Csurf 
not accounted for by gs and leaf area index, for example due to the exchange of moisture 
directly from the soil to the atmosphere (Paw & Meyers 1989; Kelliher et al. 1995) and 
the vertical structure and orientation of leaves.  Despite these confounding factors, 
comparing normalized values (i.e. relative variations) mitigates the impact of unmeasured 
leaf area variations and thus helps to isolate sources of variability in the long-term record. 
Once the gs is normalized by its mean gs at that station, the resulting relative variations do 
not depend on Vcmax and are relatively insensitive to g1 (see Appendix D). To explore the 
temporal dependence of atmospheric RHmin and CO2 on gs, we repeated Eqs 2-5 through 
2-7 with temporally constant values of RHmin and CO2.  
2.3 Results 
2.3.1 ET Trends: Detection and Attribution  
When trends in summertime ET were averaged across all stations, summertime 
ET declined by 0.0034 mm day-1 yr-1 from 1961 to 2014, which is approximately 6.6%. 
Note that we estimated the percent change as the trend (in this case, 0.0034 mm day-1 yr-
1) multiplied by number of years in which the trend was calculated (in this case, 54 years) 
and normalized by the summertime mean over the period of interest (in this case, the 
summertime mean from 1961 to 2014). When ET was spatially averaged for each year 
prior to estimating the trends, we found a similar magnitude decline in ET of 0.0033 mm 
day-1 yr-1 from 1961 to 2014 (p-value = 2.42E-05), which is approximately 6.4%, as 
shown in Table 2.1 (see “Full U.S.” columns, as sub-regions are described in the 
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following section). Thus, our results suggest a general decline in ET from 1961 to 2014 
across the U.S. However, the negative trend is not spatially uniform and/or temporally 
linear. For example, although the spatially averaged ET trend is negative from 1961 to 
2014, ET increases in the Upper Great Plains (Fig. 2.2b). Additionally, the rate of decline 
in ET has markedly increased since 1998, possibly signifying a regime change. Over 80% 
of the weather stations (194 of 236) exhibit decreases in ET post-1998; thus, we 
estimated trends from 1961 to 1997 and 1998 to 2014 separately, as shown in Fig. 2.2c,d 
and in Table 2.1.  From 1998 to 2014, when ET is spatially averaged across the U.S. prior 
to estimating the trend, ET declined by -0.0212 mm day-1 yr-1 (p-value = 1.14E-03), 
which is approximately 13.4% (Table 2.1). The mean of the station trends from 1998 to 
2014 was -0.0183 mm day-1 yr-1, or approximately 11%.  
 
Figure 2.2. Changes in ET across the U.S. (a) Summertime ET (mm/day) and trends (mm/day/yr) 
from (b) 1961 to 2014, (c) 1961 to 1997, and (d) 1998 to 2014. Symbols represent the trends at 
weather stations. For maps b-d, trend significance is specified by symbol shape, with diamonds at α = 
0.1, triangles at α = 0.05, and circles not significant.  
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Table 2.1. Summertime Sen’s slopes and two-tailed p-values of ET and the drivers for three time 
periods in three sub-regions. To estimate a Sen’s slope and associated significance (Mann-Kendall 
test), ET was averaged across all 236 stations for each year, resulting in one time series from 1961-
2014. All slopes and p-values were estimated from station-based data except ETspl, which is an 
estimate of the trends in ET associated with the spatially interpolated ET (background of maps in 
Fig. 2.1b-d). All Sen’s slopes are scaled by 100 and the units are as follows: ET is in mm day-1; LWD 
and SWD are in Wm-2; and Csurf and Catm are in mm s-1, with all slopes per year (JJAS). As an 
example, the trend in ET from 1961 to 2014 over the full U.S. is -0.330/100 mm day-1 yr-1. Note that 
the “Full U.S.” region represents the entire U.S., i.e. Region NN + Region ZN. Statistical significance 
(α = 0.05) is indicated by bold font.  
 
Prior to interpreting the results of the trend attribution regression (Eq. 2-2), we 
divided the ET time series into two distinct periods, 1961-1997 and 1998-2014. Station 
based trends in attribution variables are shown in Fig. 2.4, with symbols indicating 
statistical significance. With four spatially constant coefficients (i.e., one coefficient for 
each driver; Table 2.2), the trend attribution regression accurately reproduces the spatial 
 Sen's slope × 100 
 1961-2014 1961-1997 1998-2014 
 Full U.S. 
Region 
NN 
Region 
ZN Full U.S. 
Region 
NN 
Region 
ZN Full U.S. 
Region 
NN 
Region 
ZN 
ETspl -0.299 -0.381 0.146 -0.210 -0.209 -0.032 -2.002 -2.211 -1.331 
ET -0.330 -0.438 0.155 -0.227 -0.264 2.97E-02 -2.121 -2.279 -1.148 
LWD 7.861 7.226 12.275 10.534 10.126 14.351 -11.830 -8.101 -19.084 
SWD -7.712 -8.635 -2.594 -17.612 -18.181 -12.403 -23.115 -23.859 -13.557 
Catm -5.357 -5.474 -4.494 -3.989 -4.222 -3.023 -10.883 -11.270 -5.722 
Csurf -1.657 -1.843 -0.190 -1.082 -1.270 0.287 -8.011 -8.265 -5.948 
 P-value 
 1961-2014 1961-1997 1998-2014 
 Full U.S. 
Region 
NN 
Region 
ZN Full U.S. 
Region 
NN 
Region 
ZN Full U.S. 
Region 
NN 
Region 
ZN 
ETspl 2.03E-04 9.36E-06 0.205 0.133 0.082 0.886 3.45E-03 1.51E-03 0.044 
ET 2.42E-05 1.07E-06 0.175 0.040 0.016 0.886 1.14E-03 1.14E-03 0.064 
LWD 3.84E-04 4.06E-04 2.45E-03 2.74E-03 2.52E-03 0.024 0.434 0.592 0.387 
SWD 2.84E-03 1.48E-03 0.276 7.40E-05 1.03E-04 3.25E-03 0.266 0.202 0.592 
Catm 1.70E-13 1.22E-14 1.73E-05 6.42E-06 5.47E-07 0.102 6.29E-04 8.48E-04 0.303 
Csurf 1.42E-04 2.58E-05 0.777 0.058 0.022 0.865 0.036 0.029 0.091 
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structure of estimated ET trends across the U.S. for both time periods with R2 values of 
0.88 (1961-1997) and 0.85 (1998-2014) (Fig. 2.3).  
Table 2.2. Regression coefficients from the trend attribution regression (Eq. 2-2) and the associated 
estimated confidence intervals, estimated as 1.96 × the standard error. Note that the regression 
coefficients are universal across all stations and for both time periods. 
Coefficient Fit value 
b1 0.0042 ± 0.00025 m2 W-1 
b2 0.0055 ± 0.00036 m2 W-1 
b3 0.0035 ± 0.00081 s mm-1 
b4 0.3423 ± 0.00466 
 
Sen’s slopes and associated p-values for each of the drivers in the trend attribution 
regression are shown in Table 2.1. In Table 2.1, the variable of interest is averaged 
spatially across the U.S. prior to estimating the trend and significance. 
Figure 2.3. One to one scatter of modeled ET trends (mm/day/yr) using Eq. 2-1 (blue circle) and Eq. 
2-2 (magenta triangles) vs. actual ET trends (mm/day/yr) for both time periods: (a) 1961-1997 and 
(b) 1998-2014. The R2 values and a least squares linear fit are located in the legend. 
 
Spatial patterns emerge when assessing the drivers of the ET trends (Fig. 2.4c-j). 
From 1961 to 1997, the ET increases along the West Coast are associated with increases 
in SWD, while the ET increases in the mid-west are associated with increases in Csurf 
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(Fig. 2.4, left column).  Outside of these two regions, the decreases in Csurf are strong 
enough to overcome the large-scale increase in LWD, which represents the dominant 
green house gas signal (Fig. 2.4c). In the more recent time period (1998-2014), the 
decline in ET is primarily due to a decrease in Csurf as shown in the right column of Fig. 
2.4. This indicates that ET is increasingly limited by the hydrologic and/or biological 
state of the surface, and not by changes in energy supply (SWD and LWD) or wind (Catm). 
These results reveal the importance of Csurf in controlling ET dynamics, most 
dramatically in the past 16 years.  
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Figure 2.4. ET trends (mm/day/yr) predicted by the trend attribution regression and the four 
contributing drivers for the period 1961 to 1997 (left column) and 1998 to 2014 (right column). The 
bottom four plots in each column add up to the top plot, i.e. for the left column (1961-1997) plots (i) + 
(g) + (e) + (c) = (a).  Thus, all maps are in equivalent units (mm/day/yr). Trend significance is 
specified by symbol shape, with diamonds at α = 0.1, triangles at α = 0.05, and circles not significant. 
Significance in plots (a) and (b) are determined from trends of the perturbations in Eq. 2-1.  
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2.3.2 Ecosystem vs. Leaf Scale Drivers of Csurf 
To interpret the trends in Csurf (and, thus, ET), we evaluated ecosystem scale (SM 
and NDVI; Fig. 2.5d-g) and leaf scale (CO2 and humidity; Fig. 2.6a,b) drivers of Csurf. To 
avoid Csurf trends compensating spatially, we categorized the weather stations into two 
spatial regions based on sign of the Csurf trend (Fig. 2.4i,j). Specifically, “Region NNCsurf” 
represents the spatial region that exhibits a negative trend in Csurf during the first time 
period (1961-1997) and a negative trend in Csurf during the second time period (1998-
2014), while “Region ZNCsurf” represents the spatial region that exhibits zero trend during 
the first time period and a negative trend during the second time period, as shown in Fig. 
2.5a.	In Region NNCsurf, Csurf trends were significant in both time periods (α = 0.05).  In 
Region ZNCsurf, the estimated trend was insignificant from 1961 to 1997 (consistent with 
its name), and marginally significant (α = 0.10) from 1998 to 2014, as shown in Table 
2.1. In Region ZNCsurf, which is composed of 34 sites, the interannual variability of SM 
and NDVI is highly correlated with Csurf and likely responsible for its changes (Fig. 2.5, 
right column). These results are consistent with a scenario of precipitation drought 
reducing soil moisture, which in turn leads to decreased Csurf, NDVI, and, ultimately, ET 
(and vice-versa). However, in Region NNCsurf, although SM and NDVI are also correlated 
with Csurf, the ecosystem scale drivers do not exhibit trends consistent with the trends in 
Csurf (Fig. 2.5, left column). For Region NNCsurf, which represents 202 of 236 stations, our 
results suggest strong leaf scale control on Csurf (Fig. 2.6a,b), with positive trends in CO2 
and decreases in RHmin consistent with trends in ET.  
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Figure 2.5. (a) Map of Csurf regions, with 202 station in Region NNCsurf (teal circles) and 34 stations in 
Region ZNCsurf (purple circles). Weather stations are assigned to the two regions based on the sign of 
the trend of Csurf. (b-g) Time series of ETRHEQ derived Csurf (left y-axis) for Region NNCsurf (left 
column) and Region ZNCsurf (right column) and (b,c) ETRHEQ derived ET, (d,e) satellite derived 
NDVI (Pinzon & Tucker 2014), and (f,g) satellite derived soil moisture (SM) (Liu et al. 2011; Liu et 
al. 2012; Wagner et al. 2012). Csurf and ET are estimated at the weather stations and NDVI and SM 
are estimated at nearest grid box center.  
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To further investigate the role of CO2 and humidity in reducing Csurf and 
transpiration, we applied the semi-empirical Ball-Berry stomatal conductance model, 
which is independent of the ETRHEQ method, at the 236 weather stations. The Ball-
Berry model estimated similar relative stomatal conductance patterns as the ETRHEQ-
inferred Csurf trends (Fig. 2.6c,d). This was particularly true for Region NNCsurf, which 
exhibited no trend in NDVI and SM and, thus, appears to be predominantly controlled by 
stomata. When atmospheric CO2 was artificially held constant in the Ball-Berry model, 
stomatal conductance trends were weakened over the 54-year period. When RHmin was 
held constant, the last 16 years experienced only a gradual change in stomatal 
conductance. 
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\ 
Figure 2.6. For Region NNCsurf (left column) and Region ZNCsurf (right column), the (a,b) time series 
of measured atmospheric RHmin (left y-axis) and CO2 (right y-axis) and (c,d) normalized ETRHEQ 
Csurf and normalized Ball-Berry stomatal conductance (with and without dynamic CO2 and humidity 
in forcing data). For plots (c) and (d), data are smoothed with a 5-year moving window and edge 
effects are not shown (i.e. plots are from 1963 to 2012). 
 
2.4 Discussion and Conclusion 
The results of this study contradict the common paradigm that the hydrologic 
cycle will accelerate (i.e. more ET) with increasing temperatures (Huntington 2006). 
Instead, our results reveal that trends in ET vary spatially and temporally, depending on 
the amount of energy received at the surface, winds, and, more importantly, the Csurf. 
From 1961 to 1997, we found little or increasing trends in ET over the center of the U.S. 
and the west coast, with negative trends in the eastern and western U.S. The positive ET 
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trend in the central U.S. is consistent with water balance approaches across the 
Mississippi Basin, which suggest increases in ET from approximately 1950 to 2000 
(Milly & Dunne 2001; Walter et al. 2004). The contributions of SWD and Catm to the ET 
trend generally agree with global “dimming” and “stilling” hypotheses, specifically that 
overall declines in SWD and wind act to reduce ET, as shown in Fig. 2.4e-h (McVicar et 
al. 2012; Roderick & Farquhar 2002). The abrupt decline in ET during the late 1990s is 
consistent with other independent studies (Jung et al. 2010; Mueller et al. 2013). 
Globally, the recent decrease in ET has been attributed to a reduction in Southern 
Hemisphere soil moisture (Jung et al. 2010), which may reflect transitions to El Niño 
conditions (Miralles et al. 2013). However, over the majority of the U.S., our results 
suggest the decrease in ET is a result of decreasing Csurf induced by stomatal closure. 
We used the Ball-Berry photosynthesis model to gain insight into the trends in 
Csurf. We expect the relative variations in gs and Csurf (Fig. 2.6c,d) to be similar when soil 
evaporation is negligible and the atmospheric conductance is large; however, even in this 
case, relative gs and Csurf will not be exactly equivalent because the bulk canopy stomatal 
conductance is not simply the area-weighted sum of gs (see Finnigan & Raupach 1987). 
As shown in Fig. 2.6, the relative variations in gs and Csurf are highly correlated are 
largely controlled by RHmin, specifically from 1998 to 2014. This result highlights the 
critical role of stomata in modulating the transfer of moisture to the atmosphere, 
specifically in the last 16 years. In the Ball-Berry model, both CO2 and RH are required 
to explain the ETRHEQ inferred relative variations in Csurf. The mathematical 
dependence through which CO2 and RH act to reduce Csurf is prescribed in the Ball-Berry 
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model, but is not prescribed in the ETRHEQ method. Thus, two independent lines of 
evidence (ETRHEQ, an inference method, and Ball-Berry, a semi-empirical model of 
stomatal conductance) lead to the same result: atmospheric levels of CO2 and humidity 
are critical when estimating Csurf dynamics.  
In some respects, our results are not surprising, given that stomata respond to 
environmental conditions (Berry et al. 2010); however, here we show (via ETRHEQ) the 
behavior independently over large spatial and temporal scales. Our results agree with 
previous research that stomatal closure is induced by increases in atmospheric CO2 and 
decreases in atmospheric humidity. Physiologically, increasing CO2 reduces transpiration 
by increasing plant water use efficiency. This inverse relationship between CO2 and 
transpiration has been demonstrated both experimentally by increasing free-air CO2 
levels (Leakey et al. 2009) and in natural ecosystems as CO2 concentrations increase due 
to fossil-fuel combustion (Keenan et al. 2013). To conserve water and protect the xylem 
from damage, plants generally close their stomata as the atmosphere dries (Breshears et 
al. 2013; Damour et al. 2010), eventually decreasing transpiration. Implementing these 
relationships in models has received recent attention as empirical Ball-Berry type 
relations have been shown to be consistent with carbon-water optimization theories 
(Medlyn et al. 2011; Launiainen et al. 2011; Bonan et al. 2014). 
Although it is possible that the observed decline in RHmin is itself due to increased 
CO2 decreasing ET and leading to a drier atmosphere, the recent decreases in humidity 
over the U.S. have previously been attributed to global scale hydrologic processes 
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involving both land and ocean. Specifically amplified warming of the land surface 
relative to the ocean surface limits the atmospheric moisture supplied by the oceans 
(Joshi et al. 2008), decreasing specific humidity over land and leading to an overall 
decrease in RH (Simmons et al. 2010; Willett et al. 2014). We observe this signature of 
decreasing specific humidity in our meteorological forcing data (Appendix E).  
Therefore, it seems likely that both CO2 and RH are independently causing changes, as 
opposed to RH changes themselves being a result of CO2 changes.  
In conclusion, we estimated trends in summertime (JJAS) ET from 1961 to 2014 
at 236 stations across the U.S. using the ETRHEQ method, an approach that infers ET 
from meteorological data based on daily patterns of RH. The ETRHEQ framework 
allows for an analysis of historical ET over time periods with few land surface 
observations. In this study, we assumed that the weather station data and the attribution 
variables had negligible measurement error and implicit biases affecting year-to-year 
summertime variability. Our estimates suggest that recent declines in ET are due to 
decreases in Csurf. Physically, the decrease in Csurf appears to be a response of plants to 
conserve water in an atmosphere with decreased RHmin. Over the entire 54-year time 
period, however, our results suggest a decline in ET associated with both drought 
avoidance (i.e. stomatal closure due to drier air) and increased water use efficiency 
induced by carbon fertilization. 
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CHAPTER 3. Implications of Projected Increases in Vapor Pressure Deficit Under 
Climate Change on Evapotranspiration Rates across the U.S.  	
3.1 Introduction 
Evaporation is the physical process by which liquid water is converted to a 
gaseous state. Over a vegetated surface, water evaporates directly from soil pores, wet 
surfaces, and stomata, which are the pores on leaves that facilitate gas exchange, i.e. 
transpiration. Over land, the sum of these evaporation rates is referred to as 
evapotranspiration (ET). Instead of modeling ET in full spatial detail from the sites of 
evaporation to the atmosphere, ET is often modeled using spatially upscaled methods. In 
the simplest form, which is often called a “big-leaf model”, ET (in units kg m-2 s-1) is 
estimated as if it were from one source with one surface temperature as, 
 𝐸𝑇 = 𝜌𝐶!"#$(𝑞∗ 𝑇! − 𝑞!) 3-1 
In Eq. 3-1, 𝜌 is the air density (kg m-3), 𝑞 is the specific humidity (kg kg-1), 𝑇! is 
the effective temperature of the “big-leaf” surface (K), and 𝐶!"#$ is the surface 
conductance to water vapor transport (m s-1). The subscript “s” denotes surface values 
and the superscript asterisk denotes 𝑞 at saturation. The 𝐶!"#$ represents the limitation to 
evaporation as water vapor moves from the site of evaporation (i.e. stomata, soil pores) to 
the air above. Because the 𝐶!"#$ represents the entirety of biological and hydrologic 
limitations to evaporation, it cannot be directly measured and must be inferred from 
surface flux and meteorological measurements. Once inferred from measurements, the 
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𝐶!"#$ can then be modeled as a function of measurable surface variables, such as soil 
moisture, stomatal conductance, and leaf area index (LAI). 
To more accurately represent the land surface, ET can be modeled as the sum of 
evaporation from multiple sources. For example, in a “two-source evaporation model”, 
transpiration is distinguished from soil evaporation (Shuttleworth & Wallace 1985). In 
this framework, there are two separate conductances acting in parallel: a canopy 
conductance, which represents the biological limitation to transpiration, and a soil 
conductance, which represents the hydrologic limitation to soil evaporation. There are 
also two effective surface temperatures (one representing vegetation and one representing 
soil). To estimate ET, the canopy conductance would be parameterized as a function of 
vegetation characteristics (e.g. LAI, plant type, etc.) and the soil conductance would be 
parameterized as a function of soil properties (moisture, texture, etc.). In modern land 
surface models, the sources of ET are further partitioned. For example, in the European 
Centre for Medium-Range Weather Forecast’s (ECMWF) land surface model, there are 
six potential sources of evaporation including bare ground, low and high vegetation, 
intercepted water, and shaded and exposed snow (Van den Hurk et al. 2000; Koster & 
Suarez 1992). In this framework, a surface energy balance is solved for each source and, 
thus, each source has a unique surface temperature.  
Although partitioning ET into multiple sources more accurately represents reality 
compared to a “big-leaf” scheme, the magnitudes of each source vary substantially 
between various models (see Wei et al. 2017). For example, in Coupled Model 
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Intercomparison Project 5 simulations the percent of global terrestrial ET partitioned to 
transpiration (abbreviated “T/ET”) varied from 22% to 58% (Wei et al. 2017). Land 
surface models estimate global T/ET at about 40% (Lawrence et al. 2007), while remote-
sensing-based evaporation models estimate a range of T/ET from 26% to 76% (Miralles 
et al. 2016). Using leaf area index (LAI) as a proxy to upscale T/ET, Wei (2017) 
estimated T/ET to be 57% with a standard deviation of 6.8%. Analyses of isotopes from 
lake systems estimate that global T/ET is 80-90% (Jasechko et al. 2013); however, when 
the analysis of Jasechko et al. (2013) was repeated with different input data and more 
conservative estimates of uncertainty, T/ET was found to range from 35% to 80% 
(Coenders-Gerrits et al. 2015). Overall, the uncertainty in T/ET remains large because 
there are limited observational datasets that quantify ET partitioning at large spatial 
scales. Concurrently, there is often large spatial and temporal variability in the sources of 
evaporation. Wang et al. (2014) synthesized available field data from 48 studies in a 
meta-analysis framework (totaling 334 sets of data) and found observations of T/ET to 
vary from 38 to 77% (which represent the 25th and 75th percentiles of the individual field 
measurements). 
Although ET partitioning is not globally well constrained, accurately 
characterizing the partitioning of ET is essential when predicting the impact of climate 
change on ET dynamics, specifically in models that sum individual evaporation 
components to estimate total ET. This is primarily because transpiration is biologically 
mediated, while physical processes control soil evaporation. Thus, soil evaporation and 
transpiration can have diverging responses to perturbations in climatic variables. This 
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divergence is exemplified in the context of vapor pressure deficit (VPD), which is 
defined as the difference between the saturated vapor pressure and the actual vapor 
pressure. Specifically, if soils are not moisture limited, an increase in VPD will enhance 
soil evaporation. However, many plants respond to increases in VPD by closing their 
stomata, which reduces transpiration (Oren et al. 1999). This is a biological response to 
prevent excess water loss and xylem damage. It is importance to recognize that the 
decline in stomatal conductance with increasing VPD does not necessarily imply a 
decline in transpiration, as the increasing VPD acts to enhance evaporation (see Fig. 3.1a, 
which is adapted from Fig. 6.18 in Jones 2014). In other words, while evaporation from 
soil pores and stomatal pores are both fundamentally driven by a humidity gradient, 
stomata have the ability to modify their aperture size with changes in VPD to reduce 
transpiration. Hence, stomatal conductance can be a function of VPD, while soil 
conductance cannot.  
The influence of VPD on transpiration has been demonstrated across spatial 
scales, from the leaf scale, which has been extensively studied (see McAdam & Brodribb 
2015; Damour et al. 2010), to the regional scale. Rigden and Salvucci (2017) showed that 
declines in ET from 1998 to 2014 over the U.S. were consistent with humidity induced 
stomatal closure. Additionally, using data from 38 eddy covariance flux sites, Novick et 
al. (2016) showed that VPD limits total 𝐶!"#$ to a larger extent than soil moisture in 
many biomes. Although these studies highlight the importance of VPD in modulating 
transpiration, the strength of this relationship strongly depends on the fraction of 
vegetation, as bare soil evaporation will undoubtedly increase with increasing VPD if 
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moisture is available, and the type of vegetation, as not all plants respond to VPD 
similarly. 
Understating the response of transpiration and soil evaporation separately to 
changes in VPD is critical when considering the effect of climate change on ET. General 
circulation models (GCM) project summertime VPD over the U.S. to increase by 51% 
from the 1979-2013 period to the 2065-2099 period (Ficklin & Novick 2017). This 51% 
increase in summertime VPD is due to the combination of rising temperatures, which 
increase the air’s saturation vapor pressure, and minimal changes in actual vapor pressure 
(Ficklin & Novick 2017). The projection of increasing VPD is consistent with historical 
trends in VPD, which has shown increases of 0.007 kPa/yr from 1979 to 2013 (Ficklin & 
Novick 2017).  
In this study, we aim to disentangle the impact of increasing VPD on ET spatially 
across the continental U.S under different soil moisture (SM) scenarios. To do this, we 
develop a parsimonious modeling framework that incorporates the influence of VPD on 
canopy conductance and soil conductance separately prior to estimating ET. We focus on 
summertime, which we define as June, July, August, and September, to mitigate the 
impact of phenology in our model. Within our model, we utilize SM data from the Soil 
Moisture Active Passive (SMAP) satellite, as well as 𝐶!"#$ estimates from the 
Evapotranspiration from Relative Humidity at Equilibrium (ETRHEQ) method (Salvucci 
& Gentine 2013; Rigden & Salvucci 2015; Rigden & Salvucci 2017). The combination of 
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SMAP derived SM, ETRHEQ inferred 𝐶!"#$, and meteorological data allows for a 
unique analysis of the response of ET to changes in VPD and SM.   
Importantly, we do not use the ETRHEQ method directly to estimate ET in future 
climate scenarios because it is a diagnostic model. Specifically, the ETRHEQ method 
estimates 𝐶!"#$ and ET after having observed a full diurnal cycle of relevant 
meteorological and radiation variables. These variables are all coupled responses to an 
interacting land surface, atmosphere surface layer, and boundary layer. Thus, we are not 
confident that the ETRHEQ framework can be used to estimate a response to, for 
example, increasing air temperatures without also altering humidity and longwave 
radiation from the boundary layer in the correct way. Rather than using the ETRHEQ 
method to estimate 𝐶!"#$ and ET, we model 𝐶!"#$ using a Jarvis-Stewart based model 
(abbreviated C!"#$,!"; Jarvis 1976; Stewart 1988). Then, in conjunction with the 𝐶!"#$,!" 
estimates, we utilize a land surface energy balance model and Monin Obukhov similarity 
theory, which are predictive models, to assesses the sensitivity of ET to changes in VPD 
and SM. An overview of the methodology is shown in Fig. 3.1 and described in detail in 
section 3.2. 
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Figure 3.1. (a) Conceptual diagram of transpiration response to increases in VPD and (b) summary 
of methodology used in this study, which is described in detail in section 3.2. Note, the subscript “JS” 
implies the value was estimated via the Jarvis-Stewart based model and the subscript “EQ” implies it 
was estimate using the ETRHEQ method. 
 
3.2 Modeling Framework 
3.2.1 Model Structure  
We estimate ET using a “big-leaf” model (Eq. 3-1) that combines Monin 
Obukhov similarity theory and a surface energy balance, similar to the ETRHEQ method 
outlined in Appendix A and Rigden and Salvucci (2015). However, instead of estimating 
the 𝐶!"#$ using RH profiles, as done in the ETRHEQ method, we define the 𝐶!"#$ based 
on surface processes. Specifically, we estimate 𝐶!"#$ as the sum of the vegetation and 
soil components, as, 
 𝐶!"#$ = 𝐶!"# + 𝐶!"#$ 3-2 
In Eq. 3-2, 𝐶!"# represents the canopy conductance and 𝐶!"#$ represent the soil 
conductance. Hence, although we are estimating ET using a “big-leaf” framework 
following Eq. 3-1, we are estimating the 𝐶!"#$ as the sum of two separate conductances 
Step 1. Estimate daily Csurf,EQ at 1729 weather stations across the 
continental U.S. during the summertime of 2015 and 2016.
Step 2. For each land cover type shown in Fig. 3.2, fit the 8 
parameter Csurf,JS model (Eq. 3-9) by minimizing the mean squared 
error between the modeled daily Csurf,JS and the Csurf,EQ.
Step 3. Using the best fit parameters, estimate Csurf,JS for the five 
climate scenarios described in section 3.2.2: Csurf,JS,VPDé, Csurf,JS,SMé, 
Csurf,JS,SMê, Csurf,JS,VPDéSMé, Csurf,JS,VPDéSMê
Step 4. Estimate ET for each of the 5 climate scenarios, including: 
ETVPDé, ETSMé, ETSMê, ETVPDéSMé, ETVPDéSMê
(a) (b) 
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from two sources. We model 𝐶!"# using a framework based on the Jarvis-Stewart 
stomatal conductance model (Jarvis 1976; Stewart 1988) as, 
 𝐶!"# = 𝐶!"#$𝑓! 𝑉𝑃𝐷 𝑓! 𝑅 𝑓! 𝑆!  3-3 
In Eq. 3-3, 𝐶!"#$ is the maximum canopy conductance (mm/s), 𝑅 is net solar radiation 
(W/m2), and 𝑆! is the soil moisture divided by the porosity (unitless), or the degree of 
saturation, which ranges between zero and one. The functions 𝑓!!! range between zero 
and one and represent the stress of the explanatory variables (VPD, R, and Sd) on 𝐶!"#, 
and thus transpiration. The 𝐶!"#$ parameter is representing both the amount of 
vegetation, which is often described in terms of LAI, and the maximum stomatal 
conductance. For this study, the limiting functions are defined as follows: 
 𝑓! 𝑉𝑃𝐷 = max (min 1−𝑚 ln 𝑉𝑃𝐷 , 1 , 0) 3-4 
 𝑓! 𝑅 = 𝑅𝑅 + 𝑏 3-5 
 𝑓! 𝑆! = 𝑏𝑒𝑡𝑎𝑖𝑛𝑐(𝑊! ,𝑍!) 3-6 
In Eq. 3-4, the parameter 𝑚 describes the sensitivity of 𝐶!"# to VPD (Oren et al. 1999), 
with the maximum value of 𝑓! 𝑉𝑃𝐷  set to one and the minimum set to zero. In Eq. 3.5, 𝑏 describes the sensitivity of 𝐶!"# to 𝑅, such that when 𝑏 → 0, 𝑓! 𝑅 → 1. To describe 
the relationship between 𝑆! and 𝐶!"#, we used an incomplete beta function (abbreviated 
“betainc”), which requires two parameters, 𝑊! and 𝑍!. This function can be prescribed 
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such that 𝑓! 𝑆! → 1 when 𝑆! → 1 and is very flexible in shape (e.g., can display convex 
and concave regions in an otherwise monotonic function) 
 To estimate 𝐶!"#$, we utilized a similar multiplicative framework as Eq. 3-3, as,  
 𝐶!"#$ = 𝐶!"#$𝑓! 𝑆!  3-7 
In Eq. 3-7, 𝐶!"#$ is the maximum soil conductance. This concept of reducing 𝐶!"#$ by a 
fraction is utilized in some land surface modeling schemes, including the ECMWF land 
surface model (ECMWF 2016). To describe the limitation imposed by soil moisture, we 
used an incomplete beta function analogous to 𝑓! 𝑆!  but with different parameters 
(𝑊!,𝑍!), as, 
 𝑓! 𝑆! = 𝑏𝑒𝑡𝑎𝑖𝑛𝑐(𝑊!,𝑍!) 3-8 
By combining Eq. 3-2, Eq. 3-3, and Eq. 3-7, we arrive at the final model for 𝐶!"#$, 
 𝐶!"#$ = 𝐶!"#$𝑓! 𝑉𝑃𝐷 𝑓! 𝑅 𝑓! 𝑆! + 𝐶!"#$𝑓! 𝑆!  3-9 
The above 𝐶!"#$ model has eight parameters, including: 𝐶!"#$, 𝑚, 𝑏, 𝑊!, 𝑍!, 𝐶!"#$, 𝑊!, 
and 𝑍!.  
3.2.2 Model Fitting 
To fit the model parameters, we used estimates of daily 𝐶!"#$ from the ETRHEQ 
method applied at 1729 U.S. weather stations for the summers of 2015 and 2016. For 
clarity, from herein we refer to the 𝐶!"#$ values estimated via the ETRHEQ method as 𝐶!"#$,!" and those estimated via Eq. 3-9 as 𝐶!"#$,!" (“JS” for “”Jarvis-Stewart”). To 
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determine to optimal parameter set, we performed a grid search over the parameter space 
and selected the set of parameters that minimized the daily mean square error between 𝐶!"#$,!" and 𝐶!"#$,!". We focused exclusively on minimizing the error during the daytime 
(defined when R > 0 W/m!) because the 𝐶!"#$,!" represents a daytime conductance 
(Rigden & Salvucci 2015). Specifically, Eq. 3-9 estimates half hourly conductances 
values and these are averaged to daytime daily average prior to calculating the error from 𝐶!"#$,!". Possible parameters choices within the grid search included: 
𝐶!"#$ and 𝐶!"#!: 1, 5, 10, 15, 20, 30  
𝑚: 0.4, 0.5, 0.6, 0.7, 0.8, 0.9  
𝑏: 1, 5, 15, 35, 80, 150  
𝑊!  and 𝑊!: 1, 2, 3, 4, 5, 6  
𝑍! and 𝑍!: 0.05, 0.15, 0.5, 1, 3.5, 6  
Rather than performing one grid search across the entire country, we fit the eight 
parameters separately for eight land cover types, which we based on MODIS-2012 land 
cover data (Friedl et al. 2010). The eight land cover types include evergreen needle leaf 
forests, deciduous broadleaf forests, mixed forests, open shrublands, woody savannas, 
grassland, croplands, and cropland/vegetation mosaics. Fig. 3.2 displays the distribution 
of weather stations across the U.S., as well as the dominant land cover type. We also 
optimized the parameters for each land cover type using Markov chain Monte Carlo 
methods and obtained similar parameter values, as demonstrated in Appendix F.  
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Figure 3.2. Map of 1729 weather stations used in this analysis with the dominant land cover type 
indicated by color. The number of stations within each land cover type (N) is indicated in the legend, 
e.g. there are 42 weather stations that are classified as evergreen needleleaf forests. 
 
We recognize that modeling the ETRHEQ model output is not ideal; however, 
because the ETRHEQ method is a diagnostic model, we cannot use the ETRHEQ method 
directly to estimate 𝐶!"#$ under increased VPD and modified soil moisture conditions. 
This necessitates the intermediate step of modeling the ETRHEQ inferred 𝐶!"#$ using Eq. 
3-9 prior to estimating ET with altered environmental conditions. The two key benefits of 
using the ETRHEQ method to estimate 𝐶!"#$ are that (1) it does not require surface 
variables to estimate ET (Salvucci & Gentine 2013; Rigden & Salvucci 2015) and (2) it 
can be applied at weather stations, which are numerous over the U.S. during the period of 
interest (2015-2016). The ETRHEQ method has been validated against measurements at 
>60 eddy covariance sites spanning a diverse range of plant functional types and climates 
(Rigden & Salvucci 2017) and have been shown to compare well with watershed scale 
estimates of ET (Rigden & Salvucci 2015).   
Evergreen needleleaf forest (N=42)
Deciduous broadleaf forest (N=75)
Mixed forest (N=151)
Open shrublands (N=101)
Woody savannas (N=228)
Grasslands (N=463)
Croplands (N=398)
Cropland/Natural vegetation mosaic (N=279)
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Unlike land surface models, which estimate conductances via surface 
parameterizations, the ETRHEQ method utilizes an emergent relation between the land 
surface and the diurnal cycle of relative humidity to determine daily 𝐶!"#$. The method 
primarily requires meteorological data collected at weather stations rather than surface 
variables such as soil moisture, leaf area index, or vegetation fraction. The only surface 
parameters required by the ETRHEQ method are an estimate of vegetation height (to 
characterize roughness lengths) and an estimate of soil thermal inertia to calculate ground 
heat flux (calibrated with eddy covariance data, 1300 Jm-2s-1/2K-1). To characterize 
vegetation height, we utilized MODIS-2012 land cover data (Friedl et al. 2010). At each 
site, the ETHREQ method is run for one of three vegetation heights (zveg = 0.5 m, 1.0 m, 
and 20 m) dependent on the dominant land cover within a 0.25-degree box surrounding 
the station. The MODIS-2012 legend is categorized in our analysis as follows: shrubland, 
savannas, grasslands, and bare soil are classified as short vegetation (zveg = 0.5 m); forests 
are classified as tall vegetation (zveg = 20 m); croplands and cropland/vegetation mosaics 
are classified as intermediate vegetation (zveg = 1.0 m).  
3.2.3 Data 
Hourly meteorological data (temperature, humidity, wind speed, and pressure) 
were obtained from NOAA's National Climatic Data Center Integrated Surface Database, 
which are available at: https://www.ncdc.noaa.gov/isd. In total, there were 1729 stations 
with sufficient data available to run the ETRHEQ method. Because many of the stations 
are located in developed areas, such as on airport grounds, all of the weather data were 
adjusted to mitigate site-specific anomalies in temperature and dew point. To adjust the 
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weather station data, we utilized temperature and dew point monthly data provided by 
PRISM (Daly et al. 2008). The PRISM data is available at: 
http://www.prism.oregonstate.edu. For each weather station, the PRISM temperature and 
dew point monthly data for 2015-2016 were averaged over a 0.25-degree area 
surrounding the stations and then compared with the monthly climate averages of 
temperature and dew point at the weather stations. The weather station data was then 
adjusted to match the monthly means of the PRISM data (Rigden & Salvucci 2015).  
Precipitation data was acquired separately from the Global Historical Climate 
Network Database at each weather station. The occurrence of daily precipitation (but not 
amount) is an optional input to the ETRHEQ method and is used to temporally smooth 
estimates of 𝐶!"#$,!!, which otherwise fluctuate too much in response to synoptic 
weather variability. 
Hourly net solar radiation data was acquired from MERRA2 at 0.5-degree latitude 
by 0.625-degree longitude spatial resolution (GMAO 2017). Weather stations were 
matched to the corresponding MERRA2 grid box center that minimized the distance 
between the station and grid center.  
Satellite-based surface soil moisture estimates were acquired from the Soil 
Moisture Active Passive (SMAP) Mission (Entekhabi et al. 2010). Specifically, we 
utilized the SMAP Level-3 36-km radiometer product, which has a nominal return 
frequency of 3 days and an exact repeat frequency of 8 days. To regularize the timing of 
the asynchronous SMAP data, we temporally smoothed the daily soil moisture data using 
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an 8-day box filter. For consistency, we also smoothed the 𝐶!"#$,!" estimates with a 
similar 8-day box filter. We did not apply such filters to the meteorological or radiation 
data because these are reported at an hourly time scale, while SM and 𝐶!"#$,!" are daily.  
3.2.4 Increasing VPD in Meteorological Data 
To simulate future increases in VPD, we utilized the findings of Ficklin and 
Novick (2017). Based on 18 GCMs for Representative Concentration Pathway 8.5 (i.e. 
the highest emission pathway), Ficklin and Novick (2017) found summertime VPD to 
increase 51%, or 0.72 kPa, across the U.S. (ensemble median, with a quartile range 39% 
and 64%). They attributed the increase in summertime VPD to increases in maximum 
temperature of 5.3 degrees C, increases in minimum temperature of 4.8 degrees C, and 
declines in relative humidity (RH) of 4.4%. Note that these changes in temperature and 
RH represent the ensemble median across the 18 GCMs. To simulate an analogous 
increase in VPD at the 1729 weather stations, we increased the temperature uniformly by 
5 degrees, calculated the new average summertime RH at each weather station (with the 
increase of 5 degrees), and adjusted the mean specific humidity such that the RH 
decreased on average by 4.4% at that station. Although Ficklin and Novick (2017) 
identified some spatial patterns associated with VPD increases, we applied the 
perturbations uniformly across the U.S. because the spatial variability of temperature and 
RH projections vary substantially between GCM models (see Supplementary Figs. S11-
S13 in Novick and Ficklin 2017). To simulate increases and decreases in SM, we added 
or subtracted 10% of the soil moisture at each station, setting the upper bound of Sd at 
one and the lower bound of Sd at zero.   
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To determine the influence of these changes in VPD and SM on daytime ET, we 
estimated 𝐶!"#$,!" and daytime ET for five scenarios, including: (1) increased VPD, (2) 
decreased SM by 10%, (3) increase SM by 10%, (4) increased VPD with 10% increase in 
SM, and (5) increased VPD with 10% decrease in SM. To denote these cases, we use the 
subscripts “éVPD”,  “éSM”, and “ê SM” to signify increasing VPD, increasing soil 
moisture, and decreasing soil moisture, respectively. Note, we did not include a “decrease 
VPD” scenario because this is highly unlikely to occur with projected increases in 
temperature based on the Clausius-Clapeyron relation. 
3.3 Results and Discussion 
In the following text, we (1) assess the ability of the 𝐶!"#$,!" model (Eq. 3-9) to 
estimate 𝐶!"#$,!" (section 3.3.1); (2) examine the partitioning of 𝐶!"#$,!" into vegetation 
and soil moisture components (section 3.3.2); and (3) spatially analyze the sensitivity of 𝐶!"#$,!" and ET to VPD and SM under the five outlines scenarios (section 3.3.3). Lastly, 
we address limitations to the modeling framework presented in this study (section 3.3.4). 
Note that herein we refer to ET in terms of its associated energy flux, or the latent heat 
flux (LE, units W/m2).   
3.3.1 Csurf Model Fit and Parameters Estimates 
Overall, the 𝐶!"#$ model presented in Eq. 3-9 fits the 𝐶!"#$,!" estimates well, 
with a daily RMSE of 1.59 mm/s across all 1729 stations (as shown in Fig. 3.3a). Best-fit 
parameters are shown in Table 3.1. RMSE estimates for each land cover type are shown 
in Table 3.2. Although the overall fit is good, there are some systematic errors in the 
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𝐶!"#$,!". Specifically, the 𝐶!"#$,!" does not capture the extreme values of 𝐶!"#$,!". As 
shown by Fig. 3.4a-b, the high 𝐶!"#$,!" values in the north-central U.S. are 
underestimated by 𝐶!"#$,!" and the low 𝐶!"#$,!" values in the southwest U.S. are 
overestimated by 𝐶!"#$,!". Recall though, we are fitting a model (𝐶!"#$,!") to a model-
inferred 𝐶!"#$ (𝐶!"#$,!"); thus, the extremes in 𝐶!"#$,!" may or may not represent reality. 
In fact, when averaged over each station, the average 𝐶!"#$,!" is more spatially correlated 
with summer climatological greenness fraction (r = 0.88) than the average 𝐶!"#$,!" (r = 
0.77; greenness data was obtained from: 
https://ldas.gsfc.nasa.gov/nldas/NLDASgreen.php). Note that vegetation amount 
(greenness, LAI, etc.) is not an input to either of these models. Thus, the high correlation 
provides assurance that both models are identifying a vegetation signal. A map of 
greenness is shown in Fig. 3.5.  
Figure 3.3. Two-dimensional histogram across all 1729 sites of daytime daily average (a) 𝑪𝒔𝒖𝒓𝒇,𝑬𝑸 and 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺 (via Eq. 3-9) and (b) the resulting daytime daily average LE [W/m2] estimated according to 
Appendix A, except using 𝑪𝒔𝒖𝒓𝒇,𝑬𝑸 to estimate 𝑳𝑬𝑬𝑸 and 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺 to estimate 𝑳𝑬𝑱𝑺 (rather than solving 
for 𝑪𝒔𝒖𝒓𝒇 using the ETRHEQ framework). The background color and associated color bar represent 
the histogram, i.e. number of days of data that fall in that bin, on a log scale. 
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Figure 3.4. Summertime average estimates of (a) 𝑪𝒔𝒖𝒓𝒇,𝑬𝑸, (b) 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺 (Eq. 3-9), (c) 𝑪𝒗𝒆𝒈 (Eq. 3-3), (d) 𝑪𝒔𝒐𝒊𝒍 (Eq. 3-7), (a) 𝑪𝒗𝒆𝒈 divided by 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺, and (b) 𝑪𝒔𝒐𝒊𝒍 divided by 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺. Note that the color bars 
in (a)-(c) range from 0 to 10, while the color bar in plot (d) only ranges from 0 to 1.  
 
 
Figure 3.5. Summertime average (a) greenness and (b) greenness compared with 𝑪𝒗𝒆𝒈 divided by 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺. In subplot (b), the station means are shown with black dots and the background color 
represents the histogram, i.e. number of stations that fall in that bin, on a log scale.  
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Using the best-fit parameters (Table 3.1), we estimated the limiting functions in 
Eq. 3-3 and Eq. 3-7, as shown in Figs. 3.6A-B. The parameter magnitudes give insight 
into the degree of limitation imposed on the total 𝐶!"#$ by the environmental variables 
through either 𝐶!"# or 𝐶!"#$. For example, a high 𝑚 value indicates that VPD limits 𝐶!!" 
to a greater extent compared to a low 𝑚 value. As seen in Table 3.1, 𝑚 values are largest 
at forested sites (𝑚 = 0.9) and lowest at grasslands sites (𝑚 = 0.5). Using direct 
observations, the values of 𝑚 has been found to be approximately 0.6 (Oren et al. 1999; 
Novick et al. 2016), which is slightly lower than the forested land covers. The 𝑏 
parameter is highest at grasslands, open shrublands, and evergreen needleleaf forests 
(𝑏 = 150) and lowest at broadleaf and mixed forests (𝑏 = 15). The optimal 𝐶!"#$ was 
10 mm/s for all land cover types except for open shrublands, where 𝐶!"#$ = 5 mm/s. 
Additionally, the optimal 𝐶!"#$ was constant across all land cover types at 1 mm/s. With 
the exception of grasslands, the soil response function 𝑓!(𝑆!) (plotted in red on Fig. 3.6) 
decline at a faster rate when Sd goes to zero than the response function of vegetation to 
soil moisture 𝑓!(𝑆!) (plotted in blue on Fig. 3.6). This is most likely due to the fact that 
vegetation can access deep moisture via roots, while the soil moisture conductance is 
only a function of moisture at the surface. Note that the SM data from SMAP represents 
moisture only in the top 5 cm. 
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Table 3.1. Parameter fits using grid search techniques. Parameter set were selected for each land 
cover type by minimizing the mean squared error between 𝑪𝒔𝒖𝒓𝒇,𝑬𝑸 and 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺. 
Land Cover Type Cmaxv Cmaxs m b Zv Wv Zs Ws 
Evergreen needleleaf 
forest 10 1 0.9 150 1 5 0.5 2 
Deciduous broadleaf 
forest 10 1 0.7 15 0.5 2 1 2 
Mixed forest 10 1 0.7 15 0.05 1 1 1 
Open shrublands 5 1 0.9 150 0.05 6 1 3 
Woody savannas 10 1 0.6 80 1 3 3.5 4 
Grasslands 10 1 0.5 150 1 3 0.5 3 
Croplands 10 1 0.7 35 0.5 5 3.5 4 
Cropland/Natural 
vegetation 10 1 0.7 35 0.15 1 1 3 
 
 
Table 3.2. Summary statistics associated with best fit 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺 model, i.e. 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺 is estimated using 
parameters in Table 3.1. Daily RMSE (mm/s) values are calculated between daily average 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺 
and 𝑪𝒔𝒖𝒓𝒇,𝑬𝑸.  
Land Cover Type RMSE 
𝑪𝒗𝒆𝒈𝑪𝒔𝒖𝒓𝒇,𝑱𝑺 
Evergreen needleleaf forest 1.48 0.79 
Deciduous broadleaf forest 2.10 0.88 
Mixed forest 1.91 0.90 
Open shrublands 0.88 0.60 
Woody savannas 1.23 0.86 
Grasslands 1.24 0.75 
Croplands 2.35 0.93 
Cropland/Natural vegetation 1.48 0.86 
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Figure 3.6A. The four limiting functions of Eq. 3-9 with fit parameters. The left column represents 𝒇𝟏 𝑽𝑷𝑫 , the middle column represents 𝒇𝟐 𝑹 , and right column represents 𝒇𝟑 𝑺𝒅  in blue and 𝒇𝟒 𝑺𝒅  in red. Each row represents a different land cover indicated by the row title. The solid line 
indicates the 10th to 90th percentiles for that explanatory variable over that land cover.  
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Figure 3.6B. Same as Fig. 3.6A, but for the remaining land cover classes.  
 
3.3.2 Soil and Vegetation Conductance 
The functional form of Eq. 3-9 allows for 𝐶!"# and 𝐶!"#$ to be estimated 
separately using the fit parameters in Table 3.1. The magnitudes of 𝐶!"# and 𝐶!"#$ at the 
1729 stations are shown in Fig. 3.4c-d. Across land cover types, we found the 
contribution from 𝐶!"# to be larger than 𝐶!"#$ (note that the color bar in Fig. 3.4c 
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ranges from 0 to 1). Because the average surface conductance varies between stations, we 
examined the fractional contributions of vegetation and soil conductance to the total 
surface conductance, e.g. 𝐶!"#/𝐶!"#$ and 𝐶!"#$/𝐶!"#$ at each station, as shown in Fig. 
3.4e-f. In these maps, it is clear that there is an east-west gradient in the 𝐶!"#/𝐶!"#$ and 𝐶!"#$/𝐶!"#$, with higher 𝐶!"#/𝐶!"#$ in the eastern U.S. and higher 𝐶!"#$/𝐶!"#$in the 
western U.S. This east-west gradient is consistent with greenness patterns across the U.S., 
as shown in Fig. 3.5a. Additionally, there is 0.74 correlation between 𝐶!"#/𝐶!"#$ and 
greenness, as shown in Fig. 3.5b. This pattern is also apparent when analyzing 𝐶!"#/𝐶!"#$ at each land cover, as shown in Table 3.2. Uncertainty estimates of 𝐶!"#/𝐶!"#$ from MCMC simulations are shown in Appendix F.  
3.3.3 Sensitivity of LE to VPD and SM 
Using the 𝐶!"#$,!" estimates (Eq. 3-9) and a simple land surface modeling scheme, 
we estimated LE at the 1729 weather stations. We refer to the LE estimated with 𝐶!"#$,!" 
as 𝐿𝐸!" and the LE estimated from ETRHEQ as 𝐿𝐸!". Because the 𝐶!"#$,!" does not 
perfectly capture 𝐶!"#$,!", 𝐿𝐸!" varies from 𝐿𝐸!" as expected, which is shown in Fig. 
3.3b. These variations of 𝐿𝐸!" from 𝐿𝐸!" are within the error of the ETRHEQ method; 
thus, we feel justified to use both 𝐶!"#$,!" and 𝐿𝐸!" as baselines to assess the sensitivity 
of 𝐶!"#$ and LE to changes in VPD and SM. 
Not surprisingly, we found that decreasing SM decreases 𝐶!"#$,!" (Fig. 3.7c) and 
leads to a decline in LE (Fig. 3.7d). Similarly, increases in SM increase 𝐶!"#!,!" (Fig. 
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3.7e) and lead to a rise in LE (Fig. 3.7e). This sign of this response is uniform across the 
U.S. because Sd modifies 𝐶!"#$,!" in a predictable manner. However, the strength of the 
relationship between SM and 𝐶!"#$,!" depends both on the shape of the Sd response 
function for each land cover (Fig. 3.6), and the variability in SM, i.e. where on the 
response curve the SM falls. Thus, the magnitude of the response of 𝐶!"#$,!" and LE 
varies spatially, as seen in Fig. 3.7d-f. For example, note that there is little sensitivity of 
ET to changes in SM in the already relatively moist Northeast and upper mid west (i.e., 
green areas in Fig. 3.7d-f).  These are areas where the soil moisture stress function for 
vegetation is near its asymptote. 
Unlike SM, the response of LE to changes in VPD is not straightforward. 
Increasing VPD both enhances LE and induces declines in 𝐶!"#, which acts to reduce LE 
(Fig. 3.7a). It is important to recognize that even with declines in 𝐶!"!, transpiration may 
still increase due to the increased VPD enhancing evaporation from stomata, as 
demonstrated by Fig. 3.1a (Jones 2014). Whether or not transpiration is reduced (and at 
what VPD) is strongly dependent on the magnitude of the parameter 𝑚. These responses 
obscure the relationship between VPD and LE, and lead to spatially dependent responses 
of LE to increasing VPD (Fig. 3.7b). Specifically, although increasing VPD reduces 𝐶!"#$,!", we find increases in LE over much of the U.S. Increases in LE dominate the 
Great Plains, while declines in LE are concentrated on the west coast and in the 
southeastern U.S. When quantified by land cover, for example, the increase in VPD leads 
to a ~4% decrease in LE of over woody savannahs (which dominate the southeast), but a 
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~4% increase over grasslands. Conceptually, we would expect to see declines in LE in 
regions that are not soil moisture limited and dominated by transpiration (as increasing 
VPD can only reduce transpiration, not soil evaporation).  
 
Figure 3.7. Effect of changing VPD or SM on 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺 (left column, units mm/s) and corresponding 
changes in 𝑳𝑬𝑱𝑺 (right column, units W/m2). In each map, the differences between the perturbed and 
the original runs are plotted, as indicated in the map title. For example, plot (a) shows the difference 
between the 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺,𝑽𝑷𝑫↑ and the original 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺. 
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both act to reduce 𝐶!"#$,!", the decline in 𝐶!"#$,!" when VPD is increased and SM is 
decreased is stronger than each perturbation separately (Fig. 3.8a). However, the decline 
in 𝐶!"#$,!" does not lead to a strict decline in LE across the U.S. The increase in VPD 
enhances LE in many northern regions of the U.S., including the northern Great Plains, 
northern Midwest, and the northeast (Fig. 3.8b). Thus, the physical enhancement of LE is 
greater than the biological limitations imposed by 𝐶!"#. 
When VPD is increased and soil moisture is also increased, the response of 𝐶!"#$,!" is not straightforward, as increasing VPD decreases 𝐶!"#$,!", while increasing 
SM enhances 𝐶!"#$,!". Given the combined effect on 𝐶!"#$,!" (Fig. 3.8c), our results 
suggest that LE is enhanced in the Great Plains, but still declines on the west coast and in 
the southeastern U.S., as shown in Fig. 3.8d.  
Figure 3.8. Effect of simultaneously changing VPD and SM on 𝑪𝒔𝒖𝒓𝒇,𝑱𝑺 (left column, units mm/s) and 
corresponding changes in 𝑳𝑬𝑱𝑺 (right column, units W/m2), such that in (a-b) both VPD and SM are 
increased and in (c-d) VPD is increased and SM is decreased.  
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3.3.4 Model Limitations  
In this proposed modeling framework, the largest source of uncertainty comes 
from the fact that we are modeling ETRHEQ inferred 𝐶!"#$. Thus the errors in the 
ETRHEQ method are propagated to these results. Although modeling model output is not 
ideal, the unique framework proposed allows vegetation and soil conductances to have 
diverging responses to environmental conditions. Additionally, the ET model is based on 
a “big-leaf” model, which assumes one effective surface temperature, rather than separate 
surface temperatures for vegetation and soil. Additionally, any modeling errors in LE 
(e.g. through Monin Obhukov similarity theory parameterizations) are propagated to the 
predictions of LE. Lastly, in Eq. 3-9, we assume the limitations to transpiration act in a 
multiplicative manner. Although this is functional form is commonly used when 
estimating stomatal conductance, the multiplicative nature of this model is still debated 
(see review of methods by Damour et al. 2010). 
3.4 Summary and Conclusions 
In this study, we decomposed the daily surface conductance estimated by the 
ETRHEQ method (𝐶!"#$,!") into vegetation and soil conductances (via Eq. 3-9). This 
decomposition, which predicts 𝐶!"#$,!", allows for vegetation and soils to respond to 
changes in environmental conditions (VPD and SM) independently. We explored the 
results of the decomposition, and found higher 𝐶!"#/𝐶!"#$ in the eastern U.S., where 
there is higher density of vegetation. Lastly, we simulated the response of LE to increases 
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in VPD and changes in SM (±10%) using the 𝐶!"#$,!" estimates to drive a land surface 
modeling scheme.  
 Our results highlight the opposing hydrologic and biological responses to 
increasing VPD across the U.S. Unlike changes in SM, which are predictable in sign, 
increases in VPD can induce stomatal closure (decreasing transpiration) and enhance 
evaporation. Our results suggest that increasing VPD decrease LE in the southeastern 
U.S., and increase LE in the Great Plains. The strength of this response is land cover 
dependent through the magnitude of the parameter 𝑚. Additionally, changes in soil 
moisture that occur concurrently with increasing VPD act to both enhance and decrease 
LE.  
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CHAPTER 4. Dependence of Thermal Roughness Length on Friction Velocity 
Across Land Cover Types: A Synthesis Analysis Using AmeriFlux Data 
 
4.1 Introduction   
Accurate estimates of turbulent fluxes of momentum, heat, and water vapor from 
the surface are critical for simulating atmospheric dynamics. Turbulent transport near the 
surface is often represented using an analogue to the transfer of electrical charge as 
described by Ohm’s law, such that the turbulent flux and driving gradient are analogous 
to the electrical current and potential, respectively (Monteith & Unsworth 2013). This 
resistance analogue is useful when describing turbulent fluxes as electrical current theory 
is well established, and facilitates the modeling of complex networks, i.e. resistance in 
series and/or in parallel. Using a resistance analogue, sensible heat flux (H) is described 
as:   
 𝐻 =  −𝜌𝑐! ∙ 𝑇! − 𝑇!𝑟!"  4-1 
In Eq. 4-1, 𝜌 is the air density, 𝑐! is the specific heat of air at constant pressure, 𝑇! is the 
air temperature measured at height 𝑧, 𝑇! is the temperature at the apparent source/sink 
height, and 𝑟!" is the aerodynamic resistance to sensible heat transfer between the 
apparent height of the source/sink and height 𝑧.  
Often, the source/sink height of heat is parameterized as a function of the sink 
height of momentum. For aerodynamically smooth surfaces, the transfer of momentum 
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and heat are both controlled by diffusive forces (i.e. viscosity). Under such conditions, 
the apparent source/sink heights for heat and momentum are similar. Over rough 
surfaces, the sink of momentum is assumed to be the height at which the extrapolated 
wind speed from the logarithmic profile goes to zero, or at 𝑧! + 𝑑, where 𝑧! is the 
momentum roughness height and 𝑑 is the zero-plane displacement height. The 
source/sink height of heat is assumed to be the height at which the extrapolated 
temperature equals the surface radiometric temperature, or at 𝑧!! + 𝑑, where 𝑧!! is the 
thermal roughness height. Since pressure forces dominate the transfer of momentum 
while the transfer of heat remains controlled by viscous forces over rough surfaces 
(Thom 1972), the sink height for momentum is typically higher than the source/sink 
height of heat, i.e. 𝑧! >  𝑧!!, reflecting more efficient momentum transfer by pressure 
forces. Over vegetated or partially vegetated surfaces, the distribution of sources/sinks of 
momentum and heat are also spatially variable, leading to further divergence of heat and 
momentum roughness lengths. In addition to structural characteristics of the vegetation 
(LAI, vegetation flexibility, canopy height, fraction of soil cover) modifying the 
distribution of sources/sinks, roughness lengths have also been found to vary with the 
degree of water stress and climate conditions, specifically over sparse canopies (Lhomme 
et al. 1997). 
To account for these differences between heat and momentum transfer, heat 
transfer is often modeled using an excess resistance (𝑟!), such that 𝑟!"(𝑧!! → 𝑧) =𝑟!"(𝑧! → 𝑧)+ 𝑟!, where 𝑟!(𝑧! → 𝑧) represents the turbulent aerodynamic resistance for 
heat integrated to 𝑧! and,  
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 𝑟! = ln 𝑧!𝑧!!𝑘𝑢∗  4-2 
In Eq. 4-2, 𝑘 is the von Karman constant and 𝑢∗ is the friction velocity. This common 
representation (Eq. 4-2) ignores any influence of stability corrections over the small 
region 𝑧! → 𝑧!!.  Eq. 4-2 is often rearranged in terms of the inverse Stanton number 
(𝐵!!) and the parameter 𝑘𝐵!! is defined as (Owen & Thomson 1963; Chamberlain 
1966),  
 𝑘𝐵!! = 𝑘 𝑟!𝑢∗ = ln 𝑧!𝑧!!  4-3 
From Eq. 4-3, 𝑧!! can be parameterized as a function of 𝑘𝐵!!, such that,  
 𝑧!! = 𝑧!exp (𝑘𝐵!!) 4-4 
As seen in Eq. 4-4, 𝑘𝐵!! is a parameter that acts to reduce 𝑧! exponentially to estimate 𝑧!!. The parameter 𝑧!! is a critical input to land surface models, and is especially 
important when estimating processes at the land surface that depend on surface 
temperature, such as stomatal conductance. Thus, tremendous effort has been made to 
parameterize this proportionality constant, 𝑘𝐵!! (see reviews by Massman 1999; 
Verhoef et al. 1997); however, no universal scaling and parameterization have been 
agreed upon. Models of 𝑘𝐵!! vary in complexity, including simplified parameterizations 
treating 𝑘𝐵!! as a constant, perhaps dependent on land cover, more complex 
parameterizations that depend on 𝑢∗ and/or 𝑧! (e.g. Brutsaert 1982; Kanda et al. 2007; 
Yang et al. 2008; Zilitinkevich 1995), models that incorporate vegetation fraction, canopy 
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structure, and/or canopy density (e.g. Blumel 1999; Massman 1999; Yang & Friedl 
2003), and machine learning algorithms trained on eddy covariance data (Chaney et al. 
2016).  
 In this study, we focus on characterizing the dependence of 𝑘𝐵!! on 𝑢∗ across 
land cover types. Our aim is not to develop a new parameterization, but to reexamine the 
dependence of thermal roughness length (through 𝑘𝐵!!) on friction velocity using an 
unprecedented amount of data. We utilize the AmeriFlux network of eddy covariance 
data to synthesize the relationship between 𝑘𝐵!! on 𝑢∗ at evergreen needleleaf forests, 
broadleaf deciduous forests, croplands, grasslands, and shrublands. Our three main 
objectives are to (1) estimate half-hourly 𝑘𝐵!! from measured sensible heat flux and 
meteorological variables, (2) determine the correlation between 𝑢∗ and 𝑘𝐵!! by land 
cover type, and (3) evaluate commonly used models of 𝑘𝐵!!. To minimize the effect of 
vegetation phenology on our results, we focus the analysis during the summertime, which 
we define as June, July, and August. 
4.2 Materials and Methods 
4.2.1 Inferring kB-1 from Observations 
To estimate 𝑘𝐵!!, we used summertime data from 74 eddy covariance sites within the 
AmeriFlux data network (data available at http://www.ameriflux.lbl.gov; additionally, see 
link for a map of all sites). Table G.1 presents the full list of sites used in this study with 
corresponding latitude, longitude, and land cover classification. To facilitate our analysis, 
we aggregated the sites by land cover types. In particular, we focused on shrublands 
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(SHR, N (number of sites) = 8), grasslands (GRA, N = 17), croplands (CRO, N = 13), 
deciduous broadleaf forests (DBF, N = 11), and evergreen needle leaf forests (ENF, N = 
25). In the shrubland classification, we included open shrublands, woody savannas, and 
savannas. Note, the “shrubland” land cover types are defined by the International 
Geosphere–Biosphere Programme (IGBP) as less densely vegetated than forests, with 
open shrublands defined as shrub canopy cover between 10% and 60%, woody savannas 
as forest canopy cover between 30% and 60%, savannas as forest canopy cover between 
10% and 30%. All AmeriFlux Level-2 data were processed following Rigden and 
Salvucci (2015). 
 To estimate 𝑘𝐵!!, we combined Eq. 4-1, Eq. 4-3, and the fact that 𝑟!"(𝑧!! →𝑧)  = 𝑟!"(𝑧! → 𝑧) + 𝑟!, as,  
 𝑘𝐵!! = 𝑘 ∙ −𝜌𝑐! 𝑇! − 𝑇!"𝐻 − 𝑟!"(𝑧! → 𝑧) ∙ 𝑢∗ 4-5 
In Eq. 4-5, 𝑇!" represents the surface radiometric temperature, which was estimated 
primarily from upwelling longwave radiation (𝑅!") following the Stephan Boltzmann 
relation as,  
 𝑇!" = 𝑅!" − 1− 𝜀 𝑅!"𝜀𝜎 !/! 4-6 
In Eq. 4-6, 𝜎 is the Stefan-Boltzmann constant, 𝜀 is the emissivity, and 𝑅!" is the 
downwelling longwave radiation. To estimate 𝑟!"(𝑧! → 𝑧), we utilized Monin Obukhov 
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similarity theory (Brutsaert 2005; Garratt 1994) neglecting the stability correction from 𝑧!! to 𝑧!, as previously mentioned, as, 
 𝑟!"(𝑧! → 𝑧!) = 1𝑢∗𝑘 ln 𝑧! − 𝑑𝑧! −Ψ! 𝑧! − 𝑑𝐿 +Ψ! 𝑧!𝐿  4-7 
In Eq. 4-7, 𝑧! is the measurement height and 𝐿 is the Obukhov length, defined as, 
 𝐿 = −𝑢∗!𝜌𝑇! ∙ 1+ 𝜖𝑞! ∙ 𝑐!𝑘𝑔𝐻  4-8 
In Eq. 4-8, 𝜖 (= 0.61) is the dimensionless ratio of the gas constants for dry air to water 
vapor and 𝑔 is the gravitational acceleration. The Businger–Dyer stability function for 
heat (Ψ!), which accounts for deviations of the temperature profile due to stabilizing or 
destabilizing thermal stratification, was calculated from the dimensionless stability 
parameter 𝜉 = 𝑧!/𝐿 following (Brutsaert 2005; Garratt 1994), 
 Ψ! = 2 ln 1+ 1− 16𝜉 2                  𝜉 < 0−5𝜉                                               0 ≤ 𝜉 ≤ 1−5− 5 ln 𝜉                                       𝜉 > 1   4-9 
Note, in Eq. 4-5 through 4-9, all variables are either measured (𝐻,𝑇! ,𝑅!",𝜌, 𝑞! ,𝑢∗) or 
constants (𝑘,𝑔, 𝑐!, 𝜖) except 𝑧!, 𝑑, and 𝜀. To estimate 𝑧! and 𝑑, we assumed 𝑧! to be 
10% of the vegetation height (𝑧!"#) and 𝑑 to be 70% of 𝑧!"#. To more accurately 
characterize 𝑧!"#, for each site we determined the climatological monthly 𝑧!"# (ranging 
from 0 to 𝑧!) that best predicted the measured wind speed assuming atmospheric 
neutrality following Pennypacker and Baldocchi (2016). To account for the effect of 𝜀, 
we performed the analysis over a range of 𝜀 values from 0.94 to 0.98.  
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When analyzing the diurnal cycles of 𝑘𝐵!!, we excluded half-hours with counter-
gradient heat fluxes, e.g. 𝐻 > 0 when 𝑇! <  𝑇!, which sometimes occurred during early 
morning and afternoon transitional periods. Friction velocities less than 0.01 m/s were 
also excluded from the analysis. Additionally, to minimize errors associated with small 
temperature gradients, we excluded half-hours when 𝐻 was less than 20 Wm-2. The total 
amount of data used in this analysis is located in Table 4.1. When determining the 
relationship between 𝑘𝐵!! and 𝑢∗, we further subsampled the data to minimize errors 
associated with small temperature gradients. Specifically, we subsampled the data to 
include only the 8 half-hours with the largest sensible heat flux for each day.  Lastly, as 
another quantitative tool to assess the strength of the relationship between 𝑘𝐵!!, 𝑟!, and 𝑢∗, we fitted a power model to the subsampled half-hourly data, in the form 𝑟! = 𝑎(𝑢∗!!) 
and 𝑘𝐵!! = 𝑏(𝑢∗!!), using a robust linear regression in the logarithmic space.  
Table 4.1. Total number of sites and amount of data for each land cover type (𝜺 = 𝟎.𝟗𝟖). The “total 
amount of data” includes half hours when 𝑯 > 𝟐𝟎 𝑾𝒎𝟐, 𝒖∗ > 𝟎.𝟎𝟏 𝒎𝒔!𝟏, and no counter-gradient 
heat fluxes. Recall, when determining the relationship between 𝒌𝑩!𝟏 and 𝒖∗ (as demonstrated in Fig. 
4.2 and Fig. 4.3), the data is further subset to include only the 8 half-hour of maximum 𝑯 during that 
day. This subsetting routine reduces the total number of observations across all land covers by 
almost half (from 532,546 to 254,980 half hour observations).   
Land Cover Type Number of Sites (N) Total amount of data (number of half hours) 
Shrubland (SHR) 5 81,985 
Grasslands (GRA) 17 140,186 
Croplands (CRO) 13 72,106 
Deciduous Broadleaf Forest (DBF) 11 62,306 
Evergreen Needleleaf Forest (ENF) 25 175,963 
 
4.2.2. Parameterizations of kB-1 
To further explore the relationship between 𝑘𝐵!! and 𝑢∗, we estimated 𝑘𝐵!! using 
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established models. Because we were primarily interested in the dependence of 𝑘𝐵!! on 𝑢∗, we focused on models with explicit 𝑢∗ dependence. Frequently, models relate 𝑘𝐵!! 
to 𝑢∗ through the roughness Reynolds number (𝑅𝑒∗), which is defined as 𝑅𝑒∗ = 𝑧!𝑢∗ 𝜈, 
where 𝜈 is kinematic viscosity (Brutsaert 1982; Kanda et al. 2007; Zilitinkevich 1995). 
We focused on two functional forms of power functions, as follows: 
 𝑘𝐵!! = 𝐶!𝑅𝑒∗!.!" − 2 4-10 
 𝑘𝐵!! = 𝐶!𝑅𝑒∗!.! 4-11 
Eq. 4-10 was first proposed by Brutsaert (1982) with 𝐶! = 2.46 and was re-
parameterized by Kanda et al. (2007) such that 𝐶! = 1.29. Eq. 4-11 was proposed by 
Zilitinskevich (1995) with 𝐶! = 0.1. We also estimated 𝑘𝐵!! using the model of Yang et 
al. (2008), which is based on friction temperature (𝜃∗) in addition to 𝑢∗ as, 
 𝑧!! = 70𝜈𝑢∗ ∙ exp −𝐶!𝑢∗!.! 𝜃∗!.!"  4-12 
where 𝜃∗ is defined as,  
 𝜃∗ = 𝜃!𝑢∗!𝜅𝑔𝐿  4-13 
In Eq. 12, 𝜃! is the potential temperature of the air. Yang et al. (2008) estimated 𝐶! =7.2.  
Lastly, we applied a leaf boundary layer model (Defraeye et al. 2013; Parlange et 
al. 1971; Parlange & Waggoner 1972), which depends on the leaf scale Reynolds 
number, 𝑅𝑒!"#$ = 𝑢!"#$𝐿! 𝑣 where 𝑢!"#$ is the extrapolated wind speed at the source 
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height and 𝐿! is the characteristic scale of the leaves, which we refer to as the “leaf 
width”.  For this model, we assume that the vegetation top, or 𝑧!"#, is the source height, 
and define the excess resistance at the leaf (𝑟!") according to the leaf boundary layer 
height (Defraeye et al. 2013). For forced-convective laminar and turbulent flow, the 
models for 𝑟!" are, respectively, as follows:  
 𝑟!"! = 𝐿!!𝜏 𝑁!𝑃𝑟!/!𝑅𝑒!"#$!/!  4-14 
 𝑟!"! = 𝐿!!𝜏 𝑁!𝑃𝑟!.!"𝑅𝑒!"#$!.!  4-15 
In Eq. 4-14 through 4-15, 𝜏 is the thermal diffusivity of air (= 𝑘! (𝜌𝑐!), where 𝑘! is the 
thermal conductivity of air), 𝑃𝑟 is the Prandtl number (= 𝑣 𝜏), and 𝑁! is a scaling 
coefficient. We calibrated the scaling coefficients 𝑁! and 𝑁! from 0.332 and 0.032 
(Defraeye et al. 2013) to 1 and 0.20, respectively, to rescale 𝐿!. Because we set the 
source height to be the vegetation height, which is above 𝑧! + 𝑑, we define a new 
aerodynamic resistance from 𝑧!"# − 𝑑 to 𝑧! − 𝑑 (rather than from 𝑧! + 𝑑 to 𝑧! − 𝑑), 
which we refer to as 𝑟!",!!"#→!!, as, 
 
𝑟!",!!"#→!! = 1𝑢∗𝑘 ln 𝑧! − 𝑑𝑧!"# − 𝑑
= 1𝑢∗𝑘 ln 𝑧! − 𝑑𝑧! + 1𝑢∗𝑘 ln 𝑧!𝑧!"# − 𝑑  
4-16 
To put these resistance in terms of 𝑘𝐵!!, we rely on the definition of 𝑟!" (neglecting 
stability correlations), which is,  
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 𝑟!" = 1𝑢∗𝑘 ln 𝑧! − 𝑑𝑧!!  4-17 
If we model the total resistance as a series of the “excess” leaf resistance and resistance 
from 𝑧! → 𝑧!"#, such that 𝑟!" = 𝑟!" + 𝑟!",!!"#→!!, 𝑘𝐵!! can be estimated by combining 
Eqs. 4-3 and 4-14 through 4-17 as, 
 𝑘𝐵!! = 𝑢∗𝑘𝑟!" − ln 𝑧!"# − 𝑑𝑧!  4-18 
We refer to this model as the “leaf boundary layer” model.  It is similar in form to Eq. 4-
3, but includes the offsetting constant term ln !!"#!!!! . 
4.2.3. Assessing the Performance of kB-1 Parameterizations 
To assess the performance of each 𝑘𝐵!! model, we calculated the root mean 
square error (RMSE) of the predicted surface temperature (by rearranging Eq. 4-5 to Eq. 
4-19, as shown below) and the inferred 𝑇!" (Eq. 4-6) during the daytime (𝐻 > 20 Wm-2). 
Note, when Eq. 4-5 is rearranged, 𝑇! can be estimated as a function of 𝑘𝐵!! as, 
 𝑇! = 𝐻 ∙ 𝑟!" + 𝑘𝐵!!𝑢∗𝑘𝜌𝑐! + 𝑇! 4-19 
For each site, we calibrated the coefficients 𝐶!, 𝐶!, 𝐶!, 𝐿!! and 𝐿!! to minimize the 
RMSE of predicted versus observed surface temperature. Additionally, for each site we 
determined a constant 𝑘𝐵!! value and a constant 𝑧!! value that minimize the RMSE of 𝑇!.  
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4.3 Results 
In the following, we present results primarily for 𝜀 = 0.98; however, the 
following results are consistent with those using two other emissivity values (𝜀 = 0.94 
and 𝜀 = 0.96), as demonstrated in Appendix G. All results are aggregated by land cover 
type.  
4.3.1 Diurnal Scale Variations 
To assess diurnal variations in the thermal roughness length, we analyzed both 𝑟! 
and 𝑘𝐵!!, as variations of 𝑧!! from 𝑧! are reflected in both variables (Eq. 4-3). Recall 𝑘𝐵!! = 𝑘 𝑟!𝑢∗ (Eq. 4-3); thus, it is of interest to look at how both 𝑟! and 𝑘𝐵!! vary with 𝑢∗. It became immediately apparent that across all vegetation types, the nighttime 
magnitudes of 𝑘𝐵!! and 𝑟! are strongly sensitive to emissivity (Fig. G.1-G.3); thus, we 
focused our attention on the daytime dynamics, which are less sensitive to emissivity. 
The daytime variations of 𝑟!, 𝑢∗, and 𝑘𝐵!! for each land cover type are shown in Fig. 4.1 
for 𝜀 = 0.98. As expected, we see a diurnal pattern during the daytime in 𝑢∗, with the 
largest 𝑢∗ occurring midday.  
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Figure 4.1. The daytime diurnal cycle of summertime (a-e) 𝒓𝒃 [s/m], (f-j) 𝒖∗ [m/s], and (k-o) 𝒌𝑩!𝟏 
[unitless] across five land-covers (columns) with 𝜺 = 𝟎.𝟗𝟖. The red line represents the median 
diurnal cycle across all sites, with the shaded region indicating the 25th and 75th percentile for each 
half hour. The number of sites (N) for each land cover type is indicated in the title. In Fig. 4.1, data is 
plotted for the hours in which the climatological diurnal cycle of 𝑯 > 𝟐𝟎 𝑾𝒎!𝟐. Similar figures with 
nighttime included are shown in Appendix G for 𝜺 = 𝟎.𝟗𝟒, 𝜺 = 𝟎.𝟗𝟔, and 𝜺 = 𝟎.𝟗𝟖. 
 
In this paper, we are particularly interested in exploring how both 𝑟! and 𝑘𝐵!! 
vary with 𝑢∗. During the daytime hours, 𝑟!, 𝑘𝐵!!, and 𝑢∗ tend to vary during the daytime, 
with the degree of variation dependent on land cover type, as shown in Fig. 4.1. At 
shrublands and grasslands, our results show that 𝑘𝐵!! has a diurnal cycle, increasing 
throughout the morning and decreasing in the evening. These daytime dynamics in 𝑘𝐵!! 
over shrublands and grasslands parallel the daytime dynamics of 𝑢∗. However, we do not 
see similar patterns of 𝑘𝐵!! at forested sites. Even though there are large dynamics in 
daytime 𝑢∗ at forests, 𝑘𝐵!! is relatively constant during the daytime over these land 
covers. Visually, this suggests a weaker relationship between 𝑘𝐵!! and 𝑢∗ at forested 
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sites. Croplands exhibit variations in both daytime 𝑘𝐵!! and 𝑟!, however, the temporal 
patterns do not visually match the temporal variations in 𝑢∗.  
4.3.2 Dependence of kB-1 on u* 
Recall, when quantitatively determining the relationship between 𝑘𝐵!! and 𝑢∗, we 
subsampled the data to include only the 8 half-hours with the largest sensible heat flux 
for each day. To ensure robust results, we also subsampled the data from 11AM to 3PM 
(rather than subsampling based on the magnitude of the sensible heat fluxes) and the 
results are similar between subsampling methods, as demonstrated in Appendix G. Using 
this subsample of data, we calculated the correlation between 𝑘𝐵!! and 𝑢∗ at each site. 
We grouped the correlations by land cover type, as shown in Fig. 4.2a-b. All land cover 
types exhibit small and negative correlations between 𝑟! and 𝑢∗ (Fig. 4.2a). However, 
patterns emerge when assessing the correlation between 𝑢∗ and 𝑘𝐵!! (Fig. 4.2b). On 
average, shrublands exhibited the highest correlation between 𝑘𝐵!! and 𝑢∗ (median = 
0.64), followed by grasslands (median = 0.36). Crops and deciduous broadleaf forests 
had lower correlations between 𝑘𝐵!! and 𝑢∗ (median = 0.04 and	0.04, respectively), with 
some sites exhibiting negative correlations. Although the average correlation between 𝑘𝐵!! and 𝑢∗ across evergreen needleleaf forests was also low (median = 0.20), the 
strength of the relationship between varied across sites, with correlations ranging from -
0.20 to 0.86.  
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Figure 4.2. The relationship between 𝒛𝒐𝒉 and 𝒖∗ with 𝜺 = 𝟎.𝟗𝟖 in terms of (a) the Pearson 
correlation coefficient of 𝒖∗ and 𝒓𝒃, estimated from a subset of data including the 8 half-hours of 
maximum sensible heat flux each day in summer. For each box, the red line represents the median 
and the top and bottom edges of the box represent the 75th and 25th percentiles, respectively. The 
whiskers encompass the range of data not considered outliers and the outliers are plotted as red '+' 
symbols; (b) same as (a), but between 𝒖∗ 𝐚𝐧𝐝 𝒌𝑩!𝟏; (c-d) fit power functions with the functional 
form indicated in the bottom left panel of the subplot. Similar figures with 𝜺 = 𝟎.𝟗𝟒 and 𝜺 = 𝟎.𝟗𝟔 
are shown in Appendix G. 
 
As the second metric to assess the relationship between 𝑟!, 𝑘𝐵!!, and 𝑢∗, we fit a 
power law model to the half-hourly data at each site in the form 𝑟! = 𝑎(𝑢∗!!) and 𝑘𝐵!! = 𝑏(𝑢∗!!). In these equations, positive values of 𝑃1 and 𝑃2 indicate a positive 
relationship between 𝑟! and 𝑢∗ and 𝑘𝐵!! and 𝑢∗, respectively. Additionally, the 
magnitude of 𝑃1 and 𝑃2 indicates the strength of the relationship between 𝑟! and 𝑢∗ and 𝑘𝐵!! and 𝑢∗, while the coefficients 𝑎 and 𝑏 are scaling parameters. Results of this fit are 
consistent with the correlation analysis, as shown in Fig. 4.2c-d. Specifically, 𝑃1 tends to 
be negative, indicating an inverse relationship between 𝑟! and 𝑢∗. Additionally, 
shrublands and grasslands are associated with the smallest magnitude of 𝑃1, but the 
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largest magnitude of 𝑃2. Croplands and forested sites have moderate values of 𝑃1 and 𝑃2. Interestingly, the median values of 𝑃2 are all between 0.48 (croplands) and 0.95 
(shrublands). However, as shall be seen later, parameterizations with 𝑃2 = 0.25 almost 
yielded errors of the same order of magnitude as those with 𝑃2 = 0.50 when a free 
parameter in each parameterization (e.g., the b in 𝑘𝐵!! = 𝑏𝑢∗!!) is calibrated.  
Lastly, using the same subset of data, we investigated the relationship 
between 𝑘𝐵!! and 𝑢∗ through the 𝑅𝑒∗, as shown in Fig. 4.3. The 2-dimensional 
histogram in Fig. 4.3 reveals no discernable scaling relationship between 𝑘𝐵!! and 𝑅𝑒∗. 
Additionally, there is no relationship between site-averaged 𝑘𝐵!! and site-averaged 𝑅𝑒∗ 
at the 74 sites. Although the average 𝑅𝑒∗ varies across land cover types, the average 𝑘𝐵!! is relatively constant at approximately 2.7, as shown by the large symbols in Fig. 
4.3. Recall, 𝑅𝑒∗ is a function of 𝑢∗ and 𝑧!, which is assumed to be 10% of the vegetation 
height. The dependence on vegetation height is seen here as two groupings of data that 
reflect varying vegetation heights. Specifically, values associated with short vegetation 
(shrublands and grasslands) are centered around log!" 𝑅𝑒∗ ≈ 3.4 and 𝑘𝐵!! ≈ 4.4 , 
while values associated with tall vegetation (deciduous and evergreen forests) are 
centered around log!" 𝑅𝑒∗ ≈ 4.8 and 𝑘𝐵!! ≈ 1.3. Croplands, which are represented by 
triangles in Fig. 4.3, have intermediate values between the shrublands/grasslands and 
forested sites.   
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Figure 4.3. Two-dimensional histogram of 𝐥𝐨𝐠𝟏𝟎 𝑹𝒆∗  and 𝒌𝑩!𝟏 across all 74 AmeriFlux sites during 
the summer daytime with 𝜺 = 𝟎.𝟗𝟖. The background color and associated color bar represent the 
histogram, i.e. number of half-hours of data, on a log scale. Small symbols represent site-specific 
averages, while the large symbols represent the average across land cover types. The shape of the 
symbol indicates the land cover type, with triangles representing shrublands, squares representing 
grasslands, circles representing croplands, plus signs representing deciduous broadleaf forests, and 
crosses representing evergreen needleleaf forests. The gray and black solid lines represent the 
maximum and minimum 𝑪𝟏 (= 𝟎.𝟏𝟓,𝟎.𝟗𝟎) in Eq. 4-10 from Table 4.2 (𝜺 = 𝟎.𝟗𝟖), respectively. The 
gray and black dashed lines represent the maximum and minimum 𝑪𝟐 (= 𝟎.𝟎𝟎𝟐,𝟎.𝟎𝟗𝟒) in Eq. 4-11 
from Table 4.2 (𝜺 = 𝟎.𝟗𝟖), respectively. Similar figures with 𝜺 = 𝟎.𝟗𝟒 and 𝜺 = 𝟎.𝟗𝟔 are shown in 
Appendix G. 
 
4.3.3 Parameterizing kB-1 
Using daytime (𝐻 > 20 Wm-2) data from 74 AmeriFlux sites, we re-calibrated 
previously proposed models of 𝑘𝐵!! for each land cover type by minimizing the RMSE 
between predicted and observed surface temperatures. After estimating the RMSEs, we 
averaged the RMSEs across land cover type and determined the coefficients (𝐶!, 𝐶!, 𝐶!, 𝐿!! and 𝐿!!) associated with the minimum RMSE for each land cover, as shown by the 
colored lines in Fig. 4.4, as well as for all 74 sites, as shown by the black line in Fig. 4.4. 
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For reference, we also calibrated a constant 𝑘𝐵!! and a constant 𝑧!!, which are also 
aggregated by land cover type similarly, as shown in Fig. 4.4a-b.  
Figure 4.4. RMSEs associated with temporally constant (a) 𝒌𝑩!𝟏, (b) 𝒛𝒐𝒉, (c) 𝑳𝒘𝟏 (solid line with 
filled circles) and 𝑳𝒘𝟐 (dashed line with open circles), (d) 𝑪𝟏, (e) 𝑪𝟐, and (f) 𝑪𝟑 aggregated across land 
cover types with 𝜺 = 𝟎.𝟗𝟖. Land cover types are indicated by color as described in panel (a), with 
shrublands in blue, grasslands in red, croplands in gold, deciduous broadleaf forests in purple, 
evergreen needleleaf forests in green, and the across all site average in black. The points represent 
the minimum RMSE and are listed in Table 4.2 for 𝜺 = 0.94, 0.96, and 0.98. 
 
The patterns displayed in Fig. 4.4 tend to follow the relationship, or lack of 
relationship, between 𝑘𝐵!! and 𝑢∗ described above in section 4.3.2; specifically, the 
forested and cropland sites behave different when compared to the grasslands and 
shrublands. Values associated with the minimum RMSE, i.e. the circular points in Fig. 
4.4, are listed for each land cover type in Table 4.2 for all three 𝜀 values (0.94, 0.96, 
0.98). As shown in Table 4.2, the magnitudes of these values (𝑘𝐵!!, 𝑧!! , 𝐿!!, 𝐿!!,𝐶!,𝐶!, 
and 𝐶!) are sensitive to 𝜀, which is consistent with Eq. 4-5 and Eq. 4-6. Although the 
0 1 2 3 4 5
kB-1
0
2
4
6
8
10
12
RM
SE
 o
f T
s (
K)
(a) SHR (N=8)
GRA (N=17)
CRO (N=13)
DBF (N=11)
ENF (N=25)
ALL (N=74)
-8 -6 -4 -2 0
log(zoh)
0
2
4
6
8
10
12
RM
SE
 o
f T
s (
K)
(b)
0 5 10 15 20 25
Lw (cm)
0
2
4
6
8
10
12
RM
SE
 o
f T
s (
K)
(c)
0 0.5 1 1.5
Coefficient (C1)
0
2
4
6
8
10
12
RM
SE
 o
f T
s (
K)
(d) C1 x Re*
0.25 - 2
0 0.05 0.1
Coefficient (C2)
0
2
4
6
8
10
12
RM
SE
 o
f T
s (
K)
(e) C2 x Re*
0.5
-10 -5 0 5 10
Coefficient (C3)
0
2
4
6
8
10
12
RM
SE
 o
f T
s (
K)
(f) f(C3, u*, *)
		
114 
magnitudes are dependent on 𝜀, the relative patterns across land cover are consistent. 
When comparing the land covers, coefficients 𝐶! and 𝐶! are lower at forested and 
cropland sites compared to shrublands and grasslands. Additionally, coefficient 𝐶! is 
often negative at the forested sites, indicating that, on average, there is an inverse 
relationship between daytime 𝑘𝐵!! and 𝑢∗ at these locations. For all 𝐶!, 𝐶!, and 𝐶!, 
errors in temperature tend to be more sensitive to perturbations in the coefficients, as 
demonstrated by the slope of the green and purple lines in Fig. 4.3d-e compared to the 
red, blue, and green. The leaf boundary layer model associated with 𝐿!! (dashed lines on 
Fig. 4.4c), on the other hand, has a relatively flat error function across all land cover 
types, signifying that the model is relatively insensitive to variations in 𝐿!!.  
When holding 𝑘𝐵!! constant, smaller 𝑘𝐵!! values tend to minimize RMSEs in 
temperature at forested sites (𝑘𝐵!! = 0.25 to 0.75, 𝜀 = 0.98) compared to croplands 
(𝑘𝐵!! = 1.75, 𝜀 = 0.98), grasslands (𝑘𝐵!! = 2.5, 𝜀 = 0.98), and shrublands (𝑘𝐵!! = 
3.5, 𝜀 = 0.98). Similarly, the calibrated 𝑧!! values at forests (𝑧!! = 0.61 to 1.6m, 𝜀 = 0.98) tended to be higher compared to croplands and shrublands (both 𝑧!! = 
0.0067m, 𝜀 = 0.98), and grasslands (𝑧!! = 0.0041m, 𝜀 = 0.98). When 𝜀 decreases, 𝑘𝐵!! 
increases and log 𝑧!!  decreases as shown in Table 4.2.  
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Table 4.2. The constant 𝒌𝑩!𝟏, 𝐥𝐧 (𝒛𝒐𝒉), 𝑳𝒘𝟏, 𝑳𝒘𝟐, 𝑪𝟏, 𝑪𝟐, and 𝑪𝟑 associated with the minimum RMSE 
for each land cover, as represented by the points in Fig. 4.4.  
 
Emissivity = 0.94 𝒌𝑩!𝟏 𝐥𝐧 (𝒛𝒐𝒉) 𝑳𝒘𝟏 𝑳𝒘𝟐 𝑪𝟏 𝑪𝟐 𝑪𝟑 
SHR 4 -5.5 3.50 40 0.7 0.048 0.5 
GRA 3 -6 3.50 12 1 0.110 2.5 
CRO 2 -5 1.48 4 0.75 0.062 0 
DBF 0.5 0 0.28 0.021 0.2 0.004 -11 
ENF 1 -1 0.46 0.021 0.25 0.006 -8 
ALL 2.25 -4 1.26 0.541 0.35 0.008 -2.5 
 
Emissivity = 0.96 𝒌𝑩!𝟏 𝐥𝐧 (𝒛𝒐𝒉) 𝑳𝒘𝟏 𝑳𝒘𝟐 𝑪𝟏 𝑪𝟐 𝑪𝟑 
SHR 
 3.75 -5.5 3.00 30 0.7 0.046 0 
GRA 2.75 -6 3.00 9 0.95 0.102 2 
CRO 1.75 -5 1.28 3 0.75 0.058 -0.5 
DBF 0.5 0 0.22 0.021 0.2 0.004 -11.5 
ENF 1 -0.5 0.36 0.021 0.2 0.004 -8.5 
ALL 2 -3.5 1.08 0.36 0.3 0.006 -3 
 
Emissivity = 0.98 𝒌𝑩!𝟏 𝐥𝐧 (𝒛𝒐𝒉) 𝑳𝒘𝟏 𝑳𝒘𝟐 𝑪𝟏 𝑪𝟐 𝑪𝟑 
SHR 3.5 -5 3.00 23 0.65 0.042 -0.5 
GRA 2.5 -5.5 2.50 7 0.9 0.094 1.5 
CRO 1.75 -5 1.10 2 0.7 0.052 -0.5 
DBF 0.25 0.5 0.18 0.021 0.15 0.002 -11.5 
ENF 0.75 -0.5 0.30 0.021 0.2 0.004 -8.5 
ALL 1.75 -3.5 0.94 0.26 0.3 0.006 -3.5 
 
The minimal RMSE values associated with each model and each land cover type 
are shown in Fig. 4.5. In general, the RMSE values at the croplands and forested sites 
remained relatively constant regardless of model, while the RMSE values at the 
grasslands and shrublands varied depending on the specific model, as shown by the 
colored bars in Fig. 4.5. The hatched bars (plotted on top of the colored bars in Fig. 4.5) 
represent the standard deviation (STDEV) of the errors. When compared to the total 
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RMSE values across land cover types, the hatched bars provide information on the 
amount of error resulting from variability rather than bias. For example, at the shrubland 
sites, the 𝑅𝑒∗ power function with exponent equal to 0.5 (Eq. 4-11, “Constant C2” in Fig. 
4.5 legend) has a higher RMSE compared to the “Constant C1” (Eq. 4-10) and “Constant 
C3” models (Eq. 4-12), but not the highest STDEV, indicating the model has more bias 
contributing to the error than the other models. With respect to average temperature 
errors, the constant 𝑘𝐵!! model generally had slightly smaller errors that the constant 𝑧!! 
model. 
Figure 4.5. RMSEs of computed 𝑻𝒔 and standard deviations (STDEV; hatched bars) associated with 
different 𝒌𝑩!𝟏 in Fig. 4.4 (with 𝜺 = 𝟎.𝟗𝟖). Bars are grouped by land cover type and colored by 
constants, as shown in the legend. The number of sites (N) aggregated for each land cover type is 
located below each land cover type. Similar figures with 𝜺 = 𝟎.𝟗𝟒 and 𝜺 = 𝟎.𝟗𝟔 are shown in 
Appendix G. 
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4.4 Discussion 
4.4.1 Errors Associated with Inferred kB-1  
It is important to recognize that 𝑘𝐵!! cannot be directly measured and must be 
inferred from surface flux and meteorological measurements coupled with Monin-
Obukhov similarity theory or some other models. Thus, errors in flux and meteorological 
measurements, as well as errors in model structure and parameterizations, are propagated 
to 𝑘𝐵!!. These errors are particularly evident during the nighttime. For example, we 
found that the inferred 𝑘𝐵!! values at nighttime were strongly sensitive to emissivity 
(Figs. G.1-G.3), indicating that robust inferences cannot be drawn from nighttime results 
when emissivity is unknown. Additionally, 𝑘𝐵!! was often less than zero during the 
nighttime (Fig. 4.3), implying that 𝑧!! > 𝑧! and, thus, negative 𝑟!. Although many 
previous studies have reported similar negative 𝑘𝐵!! values during the nighttime (Liu et 
al. 2015; Su et al. 2001; Verhoef et al. 1997; Yang et al. 2008), negative resistances 
imply that momentum transfer is less efficient than heat transfer, which is not physically 
realistic. Thus, negative 𝑘𝐵!! values are often attributed to measurements errors in 
ancillary data, an over-simplification of Eq. 4-4 for complex surfaces, such as natural 
vegetation (Su et al. 2001), and/or the breakdown of Monin-Obukhov similarity theory 
because of interactions between active and inactive turbulence in the surface layer (Yang 
et al. 2008). Thus, to minimize the error associated with small temperature gradients and 
nighttime errors, we restricted our analysis to the daytime 𝐻 > 20 𝑊𝑚!! , and further 
subsampled the data when determining the dependence of 𝑘𝐵!! on 𝑢∗ (the 8 half-hours 
of the day with the largest sensible heat flux). 
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It is also important to note that the daytime 𝑘𝐵!! values also depend on the 
emissivity value (Eq. 4-6), which is unknown. For a given land cover type the inferred 𝑘𝐵!! increases with decreasing emissivity values (Table 4.2). Uncertainties in the 
emissivity thus introduce ambiguity in the exact 𝑘𝐵!! value to be recommended for use 
in large-scale models. Errors associated with the viewing angle of the radiometer are not 
considered here but are likely to also induce uncertainties in the inferred 𝑘𝐵!! 
(Matsushima & Kondo 1997). However, the relative variations between land cover types 
are consistent across emissivities. For example, when a constant 𝑘𝐵!! is assigned to each 
land cover to minimize the errors in computed surface temperatures, this 𝑘𝐵!! value 
tends to be smaller at forested sites than at shrublands/grasslands, with intermediate 
values at croplands (Table 4.2). 
4.4.2 Dependence of kB-1on u* 
 From the inferred 𝑘𝐵!! estimates, we investigated the correlation between 𝑢∗ and 𝑘𝐵!! across varying land cover types. We anticipated land cover dependence of 𝑘𝐵!! because 𝑘𝐵!! should depend on the bulk geometry of surface and the source/sink 
positions in the canopy, e.g. fraction and distribution of leaves (Garratt 1994).  During the 
daytime, 𝑢∗ and 𝑘𝐵!! both increase at shrublands and grasslands, as shown in Fig. 4.1; 
however, forests tend towards constant 𝑘𝐵!! during the daytime. At croplands 𝑘𝐵!! 
generally increases throughout the day, but does not decline in the afternoon similar to 𝑢∗. Quantitatively, our results suggest a stronger relationship between 𝑢∗ and 𝑘𝐵!! over 
shrubland/grassland sites compared to croplands/forest sites, as shown in Fig. 4.2. 
Brutsaert (1979) found similar results when comparing a grassland site to a forest site, 
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noting that 𝑘𝐵!! was relatively insensitive to 𝑢∗ and independent of 𝑧! over a forest site 
with dense vegetation because flow above the forest canopy primarily interacts with the 
top of the canopy rather than the leaves and the soil surface below.  
 We also calculated the correlation between 𝑢∗ and 𝑟! and found minimal 
correlations across all land cover types (Fig. 4.2a). These results are generally consistent 
with Eq. 4-3. Specifically, as demonstrated by Eq. 4-3, if 𝑟! were constant, we would 
expect 𝑘𝐵!! to be 𝑢∗ dependent; while if 𝑟! scaled inversely with 𝑢∗, then we would 
expect a constant 𝑘𝐵!!. However, although the median diurnal 𝑘𝐵!! values are 
consistent with the observed relation between the median diurnal 𝑟! and median diurnal 𝑢∗, the covariance of diurnal median 𝑟! and diurnal median 𝑢∗ (Fig. 4.1) is inconsistent 
with the power-law fits and inter-day correlations (Fig. 4.2). For example, we see strong 
positive diurnal covariance between 𝑟! and 𝑢∗ at shrublands in Fig. 4.1, but weak 
covariance of 𝑟! and 𝑢∗ between days in Fig. 4.2. This could be due to either diurnal 
biases in the radiometric estimate of 𝑇! (e.g. due to angle dependent emissivity), mixed 
soil vegetation effects, or diurnal biases in the diffusion model (e.g. in the 𝑢∗, 𝑇!, and 𝐻 
dependent Obukhov length) introducing diurnal biases in 𝑟! through Eq. 4-1, Eq. 4-7, and 
Eq. 4-8. Recall, 𝑘𝐵!! is a definitional quantity fictitiously used to extend the turbulent 
profiles into laminar sub-layer (Brutsaert 2005). In Eq. 4-5, we are fundamentally 
estimating 𝑟! and, in the process, defining 𝑘𝐵!! such that an artificial dependence on 𝑢∗ 
is introduced.  
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If we treat shrublands/grasslands as bluff body roughness elements and 
croplands/forests as permeable, well-packed roughness elements, our results agree well 
with the previous literature. For example, Garratt (1994) found that, for surfaces with 
bluff elements, 𝑘𝐵!! scales with 𝑅𝑒∗; however, for surfaces with permeable or randomly 
distributed elements, 𝑘𝐵!! is almost independent of 𝑅𝑒∗, and can be assumed to be 
approximately 2. Across all land cover types, Garratt (1994; Fig 4.4, page 94) found little 
variations in 𝑘𝐵!! with 𝑅𝑒∗, with a relatively constant average 𝑘𝐵!!, as also 
demonstrated here in Fig. 4.3.  
The contrasting dependence of 𝑘𝐵!! on measured 𝑢∗ over shrubland/grassland 
and cropland/forest sites appears to be consistent with numerical and experimental 
investigations of turbulent structures over sparsely and dense canopies (see Raupach and 
Thom 1981, Finnigan 2000, and Beltcher et al. 2012 for reviews). It is now well 
recognized that when there is no canopy or when the canopy density is low (e.g., 
shrublands and grasslands), the atmospheric flow over the land surface resembles a rough 
wall boundary layer. However, in the case of dense canopies over the land surface (e.g., 
forests and croplands), the atmospheric flow and turbulent transport are significantly 
altered and a mixing layer is developed at the canopy top (Raupach 1996; Poggi et al. 
2004;  Finnigan et al. 2009). As a result, the measured statistics above the canopy do not 
represent the turbulent characteristics inside the canopy due to the ‘blocking’ effect of the 
mixing layer (Raupach 1996; Poggi et al. 2004;  Finnigan et al. 2009). It is thus 
understandable why 𝑘𝐵!! over forests/croplands is less correlated with variations in the 
measured 𝑢∗. 
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4.4.3 Parameterizations of kB-1 
When comparing parameterizations of 𝑘𝐵!!, our results suggest similar RMSEs 
in the computed surface temperature regardless of the model, as shown in Fig. 4.5. Thus, 
we cannot strongly recommend one model for use in large-scale models. Recall, we have 
calibrated one free parameter in each model depending on land cover type, as shown in 
Fig. 4.4. Patterns emerge when assessing the magnitude of the parameters 𝐶!, 𝐶!, and 𝐶!, 
specifically with forests and croplands displaying smaller 𝐶! and 𝐶! values compared to 
shrublands and grasslands. For forested sites, 𝐶! is even negative. These findings are 
consistent with the finding that 𝑘𝐵!! in forests/croplands is not dependent on the 
measured 𝑢∗ above the canopy, as previously discussed.  
However, our results do show that the leaf boundary layer model is less sensitive 
in the calibration of 𝐿!! than other models (Fig. 4.4c), which minimal changes in RMSE 
as the free parameter diverges from the optimal. In general, for shrublands and 
grasslands, using a 𝑘𝐵!! model with velocity dependence tends to reduce RMSEs. 
However, if 𝑢∗ is not measured, as at eddy covariance sites, it may be useful to use a 
constant 𝑘𝐵!! (with recommended values in Table 4.2) or the leaf boundary layer model. 
Note that the formulation of Yang (2008) requires 𝐻 to be an input for modeling 𝑧!!, as 
shown in Eq. 4-13 through its dependence on 𝐿,  and thus 𝑧!! would need to be estimated 
iteratively in modeling applications. 
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4.5 Conclusion 
 In summary, our analysis synthesizes the relationship between 𝑘𝐵!! and 𝑢∗ 
across land cover types using a vast amount of eddy covariance data (i.e., more that 250 
thousand observations across 74 sites post-subsampling). We find the 𝑘𝐵!! values at 
shrublands and grasslands to be well correlated with measured 𝑢∗, while 𝑘𝐵!! values at 
forests and croplands are independent of measured 𝑢∗. This is consistent with the 
contrasting features of turbulent structures over sparse and dense vegetation canopies. 
Additionally, our results suggest that 𝑘𝐵!! parameterizations lead to similar RMSE 
values when one free parameter is calibrated.  When comparing the calibrated parameters 
(𝐶!, 𝐶!, and 𝐶!) in 𝑘𝐵!! parameterizations across land covers, the strength of the 
correlation between 𝑘𝐵!! on 𝑢∗ is reflected in the magnitude/sign of the coefficients. 
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SUMMARY AND FUTURE DIRECTIONS 	
In summary, this dissertation provides evidence of the ETRHEQ method’s ability 
to estimate ET using meteorological data collected at common weather stations and the 
utility of ETRHEQ method to determine the sources of variability in multi-decadal water 
fluxes. Rather than modeling ET from estimates of land surface properties, the ETRHEQ 
method estimates ET using an emergent relation between the land surface and the diurnal 
cycle of vertical relative humidity profiles. We validated the method using measurements 
at eddy covariance sites and watershed estimates of ET, and compared the ETRHEQ ET 
estimates to other ET data products across the continental U.S. (Chapter 1). We found 
that the method works well across plant functional types and climates (average LE RMSE 
of 26 W m-2 across 20 diverse AmeriFlux sites and ET RMSE = 11.6 cm yr-1 across 1168 
U.S. watershed estimates of ET) and has similar annual and seasonal cycles when 
compared to other U.S. ET estimates. 
Thus, the ETRHEQ method provides a unique framework to estimate ET prior to 
the satellite era, which enabled multi-decadal trend analyses across the continental U.S. 
(Chapter 2). Using the ETRHEQ method, we found a statistically significant decrease in 
ET of approximately 6% from 1961 to 2014, with a significant sharp decrease of 13% 
from 1998 to 2014. From 1961 to 1997, we attributed the decrease in ET mostly to 
declines in Csurf, but also to offsetting changes in longwave radiation, wind speed, and 
incoming solar radiation. Then, using an established stomatal conductance model, we 
demonstrated that the sharp decline in Csurf post-1998 was mediated by vegetation, i.e. 
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due to a decline in stomatal conductance. The reduced stomatal conductance was induced 
by a sharp decrease in relative humidity and, less importantly, carbon fertilization. We 
also constructed a modeling framework that utilizes estimates from the ETRHEQ method 
to characterize the spatial response of ET to increasing vapor pressure deficit across the 
U.S. (Chapter 3). Results of this analysis suggest that the southeastern U.S. is more 
sensitive to increasing VPD than the western U.S., particularly the Great Plains (which 
exhibit a strong sensitivity to soil moisture).  
In developing the ETRHEQ method, we explored parameterizations of surface 
roughness, which are required in the ETHREQ modeling scheme, and found similar 
errors predicted across surface roughness models when applied at 74 AmeriFlux sites 
(Chapter 4). We explored the relationship between the parameter 𝑘𝐵!! and friction 
velocity at the 74 sites because 𝑘𝐵!! is often modeled as a function of friction velocity. 
We found that 𝑘𝐵!! was moderately correlation with friction velocity over shrublands 
and grasslands, but was independent of friction velocity over forests and croplands.  
Moving forward, I hope to identify the physical processes underlying the 
ETRHEQ method, which is not addressed in this dissertation. Specifically, why does the 
diurnal cycle of relative humidity tend towards constant when averaged over the day? 
Although this optimization principle (minimizing the vertical variance of relative 
humidity over the day) leads to predictions of Csurf that well represent reality across land 
cover types and climates, there is currently no derivation explaining the underlying 
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physical mechanisms. Additionally, I would like to test the ability of the Csurf model 
outlined in Chapter 3 to predict ET across eddy covariance sites.  
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APPENDIX A. ETRHEQ Method 	
A.1 Land-Atmosphere System Equations 
The principal concept of the ETRHEQ method is that evapotranspiration can be 
estimated by choosing the surface conductance (Csurf, m s-1) that minimizes the vertical 
variance of relative humidity (RH) averaged over the day, as shown in Fig. A.1.  
 
Figure A.1. Visualization of the ETRHEQ method applied at a weather station in Flagstaff, Arizona 
on April 12, 2001. In panel A, the x-axis represents surface conductance (Csurf). The y-axes represent 
the vertical variance of the relative humidity profile averaged over (left y-axis) and the daily average 
latent energy flux (right y-axis). In panels B-D, the colored vertical lines represent the half-hourly 
vertical profiles of RH during the daytime at three varying Csurf values. In panels B-D, the x-axis 
represents RH and the y-axis represents the model vertical level, which is further described in section 
A2. Note that panel C is associated with the minimum vertical variance. The ETRHEQ method uses 
the Csurf associated with the minimum vertical variance to estimate LE.  
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To apply this method, humidity and temperature profiles are calculated using the 
Monin-Obukhov similarity theory, in conjunction with Businger-Dyer stability functions, 
a surface energy balance constraint, and standard diffusion equations, with varying Csurf 
(Salvucci & Gentine 2013). Specific humidity (q) and potential temperature (𝜃) profiles 
are calculated to intersect screen height measurements of temperature and humidity, 
maintain energy balance closure at the land surface, and account for water vapor 
diffusion through the soil-vegetation continuum using a daily-constant Csurf.  
To characterize stability, the dimensionless “dry” Monin-Obhukov length (L) is 
determined, defined as: 
 𝐿 = −𝑢∗!𝜌𝜃! ∙ 1+ 𝜖𝑞! ∙ 𝑐!𝑘𝑔𝐻  A-1 
In Eq. A-1, 𝑢∗ is the friction velocity (m s-1), ρ is the air density (kg m-3), θa and qa are the 
potential temperature and specific humidity at the measurement height, Rv is the gas 
constant for water vapor (461 J kg-1  oC-1), 𝜀 is the dimensionless ratio of the gas constant 
for dry air (Rd, 287 J kg-1 oC-1) to Rv, which is 0.622, cp is the specific heat of air at 
constant pressure (1004 J kg-1 oC-1), k is the dimensionless von Karman constant, set to 
0.41, g is the gravitational acceleration (9.81 m s-2 ), and H is the sensible heat flux (J m-2 
s-1 ).  
The flux-gradient relationships for humidity (q), potential temperature (𝜃), and 
momentum are as follows (A-2 through A-4): 
 𝑞 = 𝑞! − 𝐸𝑘𝑢∗𝜌 𝑙𝑛 𝑧 − 𝑑𝑧!" −Ψ! 𝑧 − 𝑑𝐿 +Ψ! 𝑧!"𝐿  A-2 
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 𝜃 = 𝜃! − 𝐻𝑘𝑢∗𝜌𝑐! 𝑙𝑛 𝑧 − 𝑑𝑧!! −Ψ! 𝑧 − 𝑑𝐿 +Ψ! 𝑧!!𝐿  A-3 
 𝑢 = 𝑢∗𝑘 𝑙𝑛 𝑧 − 𝑑𝑧! −Ψ! 𝑧 − 𝑑𝐿 +Ψ! 𝑧!𝐿  A-4 
In Eq. A-2 through A-4, zov, zoh, and zo are the roughness length (m) for water vapor, heat, 
momentum, respectively and d is the displacement height (m), set to 0.7 times the 
vegetation height (zveg, in units m). The subscript s denotes surface values (e.g. qs is the 
surface humidity), where the surface is defined as the roughness height plus the 
displacement height (e.g., d + zov). The momentum roughness (zo) is set to 0.1 times the 
vegetation height (zveg). Ψ! , Ψ! , and  Ψ! are the stability functions for water vapor, heat, 
and momentum, which describe the deviation of the specific humidity profile from the 
standard logarithmic (law of the wall) profile due to either stabilizing or destabilizing 
thermal stratification. 
The roughness heights for water vapor and heat are estimated using the so-called 
kB-1 approach (Garratt 1994; Brutsaert 2005) relating the momentum (zo) and scalar (zoh 
and zov) roughness heights to constants dependent on vegetation heights (as discussed in 
section 1.2.6.1), as follows: 
 𝑘𝐵!! = 𝑙𝑛 𝑧! 𝑧!" = 𝑙𝑛 𝑧! 𝑧!! = 2                             𝑙𝑜𝑤 𝑧!"#  5          𝑖𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒 𝑧!"#  8                              𝑡𝑎𝑙𝑙 𝑧!"#   A-5 
The stability functions used for vapor and heat (Ψ! ,Ψ!) are given in terms of 
dimensionless height 𝜉 as (Garratt 1994; Brutsaert 2005),  
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 Ψ! = Ψ! = 2𝑙𝑛 1+ 𝑠𝑞𝑟𝑡 1− 16𝜉 2         𝜉 < 0−5𝜉                                               0 ≤ 𝜉 ≤ 1−5− 5 ln 𝜉                                       𝜉 > 1 A-6 
The stability functions used for momentum (Ψ!) are given in terms of dimensionless 
height 𝜉 as (Garratt 1994; Brutsaert 2005):  
 Ψ! = 2 ln !!!! + ln !!!
!! − 2𝑡𝑎𝑛!!𝑥 + !!𝑤ℎ𝑒𝑟𝑒 𝑥 = (1− 16𝜉)!/!−5𝜉                                                              −5− 5 ln 𝜉                                                           
        𝜉 < 00 ≤ 𝜉 ≤ 1        𝜉 > 1  A-7 
The evapotranspiration mass flux (E) in Eq. A-2 is related to the latent heat flux 
(LE), through: 
 𝐿𝐸 = 𝜆𝐸 A-8 
In Eq. A-8, 𝜆 is the latent heat of vaporization (taken as 2.502E6 J kg-1). The energy 
balance of the land surface, with all terms in J m-2 s-1, is written as:   
 𝑆𝑊𝐷 − 𝑆𝑊𝑈 + 𝐿𝑊𝐷 − 𝐿𝑊𝑈 − 𝐿𝐸 − 𝐻 − 𝐺 = 0 A-9 
In Eq. A-9, 𝑆𝑊𝐷 is the measured solar downwelling radiation, 𝑆𝑊𝑈 is the upwelling 
solar radiation, 𝐿𝑊𝐷 is the downwelling longwave radiation, 𝐿𝑊𝑈 is the upwelling 
longwave radiation, LE is the turbulent flux of latent heat, H is the turbulent flux of 
sensible heat, and G is the ground heat flux.  
Upwelling solar radiation (𝑆𝑊𝑈) is estimated as a function of downwelling solar 
radiation (𝑆𝑊𝐷) and the broadband albedo (𝛼) of the land surface, as:  
 𝑆𝑊𝑈 = 𝑆𝑊𝐷 1− 𝛼  A-10 
Ground heat flux (G) is modeled using a diffusion equation for heat transfer in a 
soil layer (Bennett et al. 2008; J. Wang & Bras 1999), as follows: 
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 𝐺 𝑡 = 𝐼!"#$𝜋 𝑑𝑇 0, 𝑠𝑡 − 𝑠!!! ≃ 𝐼!"#$𝜋 𝑇!!!! − 𝑇!!𝑠!!! − 𝑠! 𝑡 − 𝑠! − 𝑡 − 𝑠!!!!!!!!!  A-11 
In Eq. A-11, 𝑇(0, 𝑡) is the surface temperature (Ts, in units K) time series, 𝐼!"#$ is the 
thermal inertia of the bulk soil (J m-2 s-½ K-1), and s is a dummy integration variable. 
Downward longwave (𝐿𝑊𝐷) is modeled as a function of vapor pressure (ea, in 
units Pa) and temperature (Ta, in units K) at the measurement height (Abramowitz et al. 
2012), as: 
 𝐿𝑊𝐷 = 0.031𝑒! + 2.84𝑇! − 522.5 A-12 
The upwelling longwave flux (𝐿𝑊𝑈) is modeled based on surface temperature 
(Ts), the Stefan-Boltzmann constant (𝜎) and emissivity (𝜀), taken here as 0.98, as: 
 𝐿𝑊𝑈 = 𝜀𝜎𝑇!! A-13 
Because the emissivity is not unity, a fraction (0.02) of the downwelling longwave 
radiation is also reflected from the land surface, which is represented in the model.  
Specific humidity (q) is related to the partial pressure of water vapor (e) through: 
 𝑞 = 𝜖𝑒𝑃 − 1− 𝜖 𝑒 A-14 
In Eq. A-14, 𝑝 is atmospheric pressure (N m-2), whose vertical variation is modeled using 
an isothermal and hydrostatic approximation as: 
 𝑝 = 𝑝! ∙ 𝑒𝑥𝑝 −𝑔𝑧𝑅!𝑇!"#  A-15 
In Eq. A-15, 𝑝! is the measured surface pressure (N m-2).  
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Saturation specific humidity (q*) is related to saturation vapor pressure (e*) using 
Eqs. A-14, A-15, and the integrated Clausius-Clapeyron relation, approximated here from 
Garratt (1994) as: 
 𝑒∗ = 611.2 ∙ 𝑒𝑥𝑝 17.67 ∙ 𝑇 − 273.15𝑇 − 29.65  A-16 
The potential (𝜃) and actual (T) temperatures are related using the definition of potential 
temperature and the modeled hydrostatic pressure distribution (Eq. A-15): 
 𝑇 = 𝜃 ∙ 𝑝𝑝! !! !! ≅ 𝜃 ∙ 𝑒𝑥𝑝 −𝑔𝑧𝑅!𝑇!"# !! !! A-17 
The final equation represents the effective limitation of evapotranspiration as 
water vapor moves from the site of evaporation (i.e. stomata, soil pores) to the air above. 
This limitation is modeled with a single, effective surface conductance parameter Csurf  (m 
s-1): 
 𝐸 =  𝜌 ∙ 𝐶!"#$ ∙ (𝑞∗ 𝑇! − 𝑞!) A-18 
Equation A-18 links the surface energy balance to the specific humidity profile (Eq. A-2) 
through their mutual dependence on qs.   
 The latent heat flux (LE), which appears in the surface energy balance (Eq. A-9), 
becomes dependent on the surface temperature (through Eq. A-8 and Eqs. A-14 through 
A-18), coupling the system of equations. The system is solved simultaneously for surface 
temperature and the associated latent and sensible heat fluxes via iteration. Because 
measurements of 𝑢∗ and ground heat flux are not provided, the model is further iterated 
until the ground heat flux converges and the 𝑢∗ predicts the actual wind speed to within 
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0.5 m s-1. Because the ground heat flux is dependent on surface temperature (Eq. A-11), 
the ground heat flux is initialized with air temperature. If condensation is predicted (e.g. 
at night), Csurf is set to the largest value (Csurf set to 1 m s-1) for these half hour 
increments. 
A.2 Estimating Csurf using ETRHEQ Hypothesis 
 For each RH profile, the vertical variance is calculated using the RH evaluated at 
20 evenly spaces values of the nondimensional distance 𝜁 = 𝑙𝑛 !!!!!! −Ψ! !!!! +Ψ! !!!!  from the source height is (𝑧 = 𝑧!! + 𝑑), where 𝜁 = 0, to the boundary layer 
top (set to z = 1000 m). For each of the 48 half-hour increments, the vertical variance of 
RH is calculated. The 48 half-hour increments are time averaged to daily vertical 
variance, resulting in one daily vertical variance for each Csurf. Before choosing the actual 
Csurf (via minimization), the daily vertical variances are window averaged depending on 
the presence of precipitation, mitigating the effects of synoptic scale variability in the 
meteorological forcing data (described in section 1.2.5.2). Days without precipitation are 
window averaged over centered a 21-day triangular window, while days with 
precipitation are not window averaged at all, resulting in smoothly varying Csurf 
estimates, except when rainfall rapidly increases soil moisture.  
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APPENDIX B. ETRHEQ Method and Forcing Data Modifications 	
 We made six modifications to the ETRHEQ framework described by Rigden and 
Salvucci (2015) as listed below: 
1) Rigden and Salvucci (2015) estimated ground heat flux (GHF) from the time 
history of model calculated surface radiometric temperature using an analytical 
solution of the diffusion equation for heat transfer (J. Wang & Bras 1999). Instead 
of using ETRHEQ derived surface radiometric temperature and iterating the 
ETRHEQ model until the GHF converges as outlined by Rigden and Salvucci 
(2015), we estimated GHF from an estimate of ground temperature (Ts) based on 
screen height air temperature (Ta) for each half hour. Specifically, we developed a 
relationship between measured ground temperature and screen height air 
temperature using observations at twenty AmeriFlux sites (same sites as Rigden 
and Salvucci (2015)), specifically: 𝐺𝐻𝐹 𝑇!,! ≈ 𝐺𝐻𝐹 0.56 𝑇!,!!!  with a 
(calibrated) thermal inertia of 1300 Jm-2s-1/2K-1. In the above equation, the 
subscript “t” represents time in half hours. The regression is consistent with Wand 
and Bras (1999), which found near surface air temperature could be substituted 
for ground temperature using a regression equation within the GHF model. 
2) To estimate friction velocity, we incorporated numerical scheme outlined by 
Blumel (2000) into the ETRHEQ framework instead of using pre-calculated 
lookup tables. 
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3) Rigden and Salvucci (2015) calculated the vertical variance using the relative 
humidity evaluated at 20 evenly spaces values of the nondimensional distance 𝜁 = 𝑙𝑛 !!!!!! −Ψ! !!!! +Ψ! !!!!  from the source height is (𝑧 = 𝑧!! + 𝑑), 
where 𝜁 = 0, to the boundary layer top (set to z = 1000 m). In this paper, we 
simplified the method such that we only calculate relative humidity at two 
heights: the source height (𝑧 = 𝑧!! + 𝑑) and the measurement height. 
4) Because we analyzed summertime trends only, we did not incorporate the 
phenological changes in vegetation or roughness height described by Rigden and 
Salvucci (2015). 
5) We improved the parameterization of daily downwelling longwave radiation 
(LWD) by re-parameterizing the relationship between LWD and screen height 
specific humidity and temperature using all AmeriFlux Level-2 data. In Rigden 
and Salvucci (2015), the relationship was based on 10 sites (Abramowitz et al. 
2012). In the updated regression, we also added elevation as a third explanatory 
variable. The new parameterization decreased the daily LWD RMSE from 35 
Wm-2 to 33 Wm-2 and decreased the bias from 8.4 Wm-2 to 0 Wm-2 (statistics 
calculated across all Level 2 sites). The new parameterization is, 
 𝐿𝑊𝐷 = 0.045𝑒 + 2.18𝑇 − 0.0069𝑧 − 351. B-1 
where 𝑒 is the actual vapor pressure (Pa), 𝑇 is the air temperature (K), and z is the 
elevation (m). 
6) To improve a cold bias in ETRHEQ estimates of nighttime surface temperature, 
we removed the Brutsaert correction to the stability function (Rigden and 
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Salvucci 2015; Brutsaert 2005) for 𝜉 > 0  (Ψ! = Ψ! = −5− 5 ln 𝜉 ), and 
retained the original function (Ψ! = Ψ! = −5 𝜉 ), but set the maximum critical 
Richardson number to 0.15. This modification prevents the land surface from de-
coupling with the atmospheric surface layer (Louis 1979). 
Modifications 1-4 considerably improve the computational efficiency of the model, while 
modifications 5-6 improve the accuracy and robustness of the ETHEQ method.  
We modified the input data from Rigden and Salvucci (2015) as follows: 
1) We used net solar radiation from Japanese 55-year Reanalysis (JRA-55) project 
(Ebita et al. 2011). For each weather station, we used the JRA-55 net solar 
radiation data that minimized the distance between the station and the nearest 
JRA-55 1.25-degree grid box center. We used the JRA-55 reanalysis data product 
because the Surface Observation Network and the National Solar Radiation 
Database, which was used by Rigden and Salvucci (2015), cautioned against 
using the data for trend analysis. 
2) Weather stations within 0.5 degrees of the coast or the Great Lakes were excluded 
from the study, as Rigden and Salvucci (2015) determined these ET estimated 
were unreliable due to coastal advection of moisture.  
3) We redefined the criteria for a weather station data to be included in the trend 
analysis (based on available data). All weather station data used in this analysis 
were downloaded from NOAA's National Climatic Data Center Integrated 
Surface Database. To be included in the analysis, the data needed to be 50% 
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complete (i.e. have the necessary inputs to run the ETRHEQ method) for each 5-
year interval (i.e. 50% of the days needed to be available from 1961-1965, etc.). 
4) Lastly, instead of using an interpolation method to correct for wind-speed bias 
associated with instrumentation changes, we used a regression-based method at 
each individual station. Specifically, we fit two linear least-squares regressions to 
the annual wind speed data with breakpoints from 1961 to 2015. Then, we 
minimized the mean square error to determine the breakpoint year. Finally, we 
shifted the recent wind speeds to match the mean of the previous time period by 
shifting the intercept of the second time period to match the end of the first. 		 	
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APPENDIX C. Further Validation of the ETRHEQ Method 	
C.1 AmeriFlux Observations vs. ETRHEQ 
 To validate the ETRHEQ method’s ability to capture interannual variability, we 
applied the ETRHEQ method at 62 AmeriFlux sites (http://public.ornl.gov/ameriflux/) 
spanning a broad range of climates, vegetation, and water/energy limitations (Table C.1) . 
The 62 sites were selected from all Level-2 AmeriFlux sites based on whether the site 
met the data requirements to run the ETRHEQ method. For a detailed analysis of the 
seasonal structure of ETRHEQ predicted heat and moisture fluxes, as well as inferred 
surface temperature, the reader is referred to Rigden and Salvucci (2015). 
 Prior to calculating summertime interannual variability from the ET 
measurements, we adjusted the AmeriFlux data as follows: (1) if the measured energy 
balance (net radiation minus latent, sensible, and ground heat flux) at any half-hourly 
measurement exceeded 300 J·m-2·s-1, the fluxes for that half hour were treated as 
missing; (2) if the measured energy balance averaged over the day exceeded 50 J·m-2·s-
1, the whole day was excluded; (3) if data gaps were less than 6 hours in length during 
the day, linear interpolation was used to estimated the missing data; (4) any day which, 
after interpolation, did not have a complete diurnal cycle (i.e., 48 half-hourly values) of 
the necessary measurements for estimation was not used. To account for the lack of 
energy balance closure, we applied the Bowen ratio closure method (Twine et al. 2000). 
To be included in the validation analysis, AmeriFlux monthly averaged needed at least 
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60% percent of days, JJAS averages needed at leave 3 months, and annual averaged 
needed at least 8 months. 
 At the 62 sites, we revalidate the ability of the ETHREQ to capture seasonality 
and annual climatology (Fig. C.1a,b). Additionally, we performed a correlation analysis 
to analyze the ability of the ETRHEQ method to capture variations through time. Year-
to-year monthly ET derived from the ETRHEQ method correlates well with measured ET 
at the majority of sites (dashed line in Fig. C.1c). For an across site analysis, the monthly 
mean correlations are site correlations (R) transformed to a normal variance (z = 1/2 
ln[(1+R)/(1-R)]) weighted by their uncertainty (σ2=1/(N-3)) and then back transformed 
to a single, weighted correlation coefficient (solid line in Fig. C.1c). Across all sites, the 
ETRHEQ method captures summertime variation in ET well, with weighted mean 
correlations of 0.50, 0.65 0.63 and 0.50 for June, July, August, and September, 
respectively, as shown in Fig. C.1c. For reference, in Fig. C.1c we plotted the correlation 
between AmeriFlux directly measured eddy covariance data and ET inferred as a residual 
in the energy balance (EB ET = Net Radiation – Sensible Heat Flux – Ground Heat Flux). 
For June, July, August, and September, the direct and energy balance ET correlations are 
0.85, 0.87, 0.86, and 0.82. 
C.2 Water Balance Observations vs. ETRHEQ 
 Additionally, we compared the climatological annual ET estimates at the 236-
weather stations to ET derived from a watershed-scale water balance (Sanford & Selnick 
2013). To estimate the watershed ET at each weather station, we used a multivariate thin-
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plate smoothing spline provided by the ANUSPLIN software package (Hutchinson 1995) 
to spatially interpolate 1168 water budget ET estimates (to a 0.25 degree grid) using a 
model with four independent variables, including latitude (in degrees), longitude (in 
degrees), elevation (in km), and regression-derived ET (cm yr-1, regression ET described 
by Sanford and Selnick (2013)), similar to Rigden and Salvucci (2015). For each station, 
we minimized the distance to the nearest 0.25-degree grid box to estimate a “water-
balance ET at the weather station”. 
 
Figure C.1. Validation of ETRHEQ. (a) One-to-one plot of seasonality at 62 AmeriFlux sites. The x- 
and y-axes represent the monthly climatology minus annual climatology measured at the AmeriFlux 
site and estimated using the ETRHEQ method, respectively. (b) One to one plot of annual 
climatology ET estimated at the watershed scale using a water-balance approach (Sanford & Selnick 
2013) (y-axis, open circles), observed at AmeriFlux sites (y-axis, filled points), and estimated by the 
ETRHEQ method (x-axis). (c) Across site corrected correlation between the Bowen corrected 
AmeriFlux ET and ETRHEQ ET (red) and Ameriflux ET and energy balance ET (blue). The solid 
lines represent weighted means and the dashed lines represent the median correlations (across sites). 
 
Table C.1. AmeriFlux sites used in interannual variability analysis with associated elevation (z, in 
meters), International Geosphere–Biosphere Program (IGBP) ecosystems surface classifications, and 
climate zones. Data and additional site information can be found at http://ameriflux.ornl.gov.  
Site Name Latitude Longitude z (m) IGBP 
Köppen 
Climate 
Zone 
ARM SGP Main 36.61 -97.49 314 CRO Cfa 
ARM USDA UNL OSU Woodward 
Switchgrass 1 36.43 -99.42 611 GRA Cfa 
ARM USDA UNL OSU Woodward 
Switchgrass 2 36.64 -99.60 646 GRA Cfa 
ETRHEQ ET (mm/day)
-2 -1 0 1 2 3 4
Am
er
iF
lux
 E
T 
(m
m
/d
ay
)
-2
-1
0
1
2
3
4
(a)
ETRHEQ ET (mm/day)
0 0.5 1 1.5 2 2.5 3 3.5
W
at
er
 B
ala
nc
e 
an
d 
Am
er
iF
lux
 E
T 
(m
m
/d
ay
) 
0
0.5
1
1.5
2
2.5
3
3.5
(b)
Water Balance ET
RMSE: 0.3 mm/day
AmeriFlux ET
RMSE: 0.4 mm/day
Month
J F M A M J J A S O N D
Co
rre
lat
ion
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(c)
AmeriFlux-AmeriFlux
AmeriFlux-ETRHEQ
		
140 
Audubon Grasslands 31.59 -110.51 1469 GRA Bsk 
Bartlett Experimental Forest 44.06 -71.29 272 DBF Dfb 
Black Hills 44.16 -103.65 1718 ENF Dfb 
Bondville 40.01 -88.29 219 CRO Dfa 
Brookings 44.35 -96.84 510 GRA Dfa 
Brooks Field Site 10 41.97 -93.69 275 CRO Dfa 
Brooks Field Site 11 41.97 -93.69 314 CRO Dfa 
Canaan Valley 39.06 -79.42 994 GRA Cfb 
Chestnut Ridge 35.93 -84.33 286 DBF Cfa 
Chimney Park 41.07 -106.12 2750 ENF Dfc 
Corral Pocket 38.09 -109.39 1520 GRA Bsk 
Duke Forest Hardwoods 35.97 -79.10 168 DBF Cfa 
Duke Forest Loblolly Pine 35.98 -79.09 163 ENF Cfa 
Duke Forest Open Field 35.97 -79.09 168 GRA Cfa 
Fermi Agricultural 41.86 -88.22 225 CRO Dfa 
Fermi Prairie 41.84 -88.24 226 GRA Dfa 
Flagstaff Managed Forest 35.14 -111.73 2160 ENF Csb 
Flagstaff Unmanaged Forest 35.09 -111.76 2180 ENF Csb 
Flagstaff Wildfire 35.45 -111.77 2270 GRA Csb 
Florida Everglades Shark River 
Slough Mangrove Forest 25.36 -81.08 0 EBF Cwa 
Florida Everglades Taylor Slough 
Short Hydroperiod Marsh 25.44 -80.59 1 WET Cwa 
Fort Dix 39.97 -74.43 48 MF Cfa 
Fort Peck 48.31 -105.10 634 GRA Bsk 
GLEES 41.36 -106.24 3190 ENF Dfc 
Goodwin Creek 34.25 -89.87 87 GRA Cfa 
Howland Forest East Tower Harvest 
Site 45.21 -68.73 61 ENF Dfb 
Howland Forest Main 45.20 -68.74 60 ENF Dfb 
Howland Forest West Tower 45.21 -68.75 91 ENF Dfb 
Kansas Field Station 39.06 -95.19 333 GRA Cfa 
Kendall Grassland 31.74 -109.94 1531 GRA Bsk 
Konza Prairie 39.08 -96.56 443 GRA Cfa 
Lost Creek 46.08 -89.98 480 WET Dfb 
Lucky Hills Shrubland 31.74 -110.05 1372 OSH Bsk 
Mead Irrigated 41.17 -96.48 361 CRO Dfa 
Mead Irrigated Rotation 41.16 -96.47 362 CRO Dfa 
Mead Rainfed 41.18 -96.44 363 CRO Dfa 
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Metolius Intermediate Pine 44.45 -121.56 1253 ENF Csb 
Missouri Ozark 38.74 -92.20 219 DBF Cfa 
Morgan Monroe State Forest 39.32 -86.41 275 DBF Cfa 
Niwot Ridge 40.03 -105.55 3050 ENF Dfc 
North Carolina Clearcut 35.81 -76.71 5 ENF Cfa 
North Carolina Loblolly Pine 35.80 -76.67 12 ENF Cfa 
Rosemount G21 Conventional 
Management Corn Soybean 
Rotation 
44.71 -93.09 260 CRO Dfa 
Santa Rita Creosote 31.91 -110.84 991 OSH Bsk 
Santa Rita Mesquite Savanna 31.82 -110.87 1116 WSA Bsk 
Sevilleta Desert Grassland 34.36 -106.70 1622 GRA Bsk 
Sevilleta Desert Shrubland 34.33 -106.74 1593 OSH Bsk 
Silas Little Experimental Forest 39.91 -74.60 30 DBF Dfa 
Sylvania Wilderness 46.24 -89.35 540 MF Dfb 
Tablelands Juniper Savanna 34.43 -105.86 1926 SAV Bsk 
Tonzi Ranch 38.43 -120.97 169 WSA Csa 
UMBS 45.56 -84.71 234 DBF Dfb 
UMBS Disturbance 45.56 -84.70 239 DBF Dfb 
Vaira Ranch 38.41 -120.95 129 GRA Csa 
Valles Caldera Mixed Conifer 35.89 -106.53 3003 ENF Dfb 
Walker Branch 35.96 -84.29 343 DBF Cfa 
Walnut River 37.52 -96.86 408 GRA Cfa 
Willow Creek 45.81 -90.08 515 DBF Dfb 
Wind River Crane Site 45.82 -121.95 371 ENF Csb 		 	
		
142 
APPENDIX D. Stomatal Conductance Sensitivity to Land Cover 	
Similar results were obtained when varying the land cover types and, thus, 
photosynthetic parameters within the photosynthesis-conductance model, as shown in 
Fig. D.1. As stated in the main article text, all photosynthetic parameters were obtained 
from the nominal vegetation parameters within the NOAH-MP land surface model (Niu 
et al. 2011). Below, we reproduced the relative stomatal conductance estimates for two 
additional land cover types, evergreen needleleaf forest and grasslands, in addition to 
mixed forest. These three land covers types have a range of Vcmax at 25°C values and, 
more importantly, stomatal slopes (g1), as shown in Table D.1. Because we assume that 
the atmosphere is well coupled to the surface and, in the final comparison, normalize gs 
by its mean, relative gs does not depend on Vcmax, as seen when comparing the mixed 
forest to the grassland; however g1 does not cancel out. For all land cover types, the 
nominal Noah-MP have g1 = 9, except for deciduous and evergreen needleleaf forests in 
which g1 = 6 [Niu et al., 2011]. When we set g1 = 6, the relative variations in gs are 
slightly different (compared to when g1 = 9), but the lead to the same conclusions (Fig. 
D.1). 
Table D.1. Photosynthesis parameters for three vegetation types.  
Land Cover Vcmax (umol CO2 m-2 s-1) g1 
Mixed Forest 55 9 
Evergreen Needleleaf Forest 50.0 6 
Grassland 40.0 9 	
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Figure D.1. Normalized ETRHEQ Csurf and normalized Ball-Berry stomatal conductance (with and 
without dynamic CO2 and humidity in forcing data) for three vegetation types. Region NNCsurf is 
shown in left column and Region ZNCsurf is shown the right column. Data are smoothed with a 5-year 
moving window and edge effects are not shown (i.e. plots are from 1963 to 2012). 	 	
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APPENDIX E. Decomposition of Trends in Relative Humidity 	
We decomposed the JJAS RH into specific humidity and temperature components 
(Fig. E.1), finding specific humidity drives the majority of variation in RH, specifically in 
the past decade. We also verified that the 236 weather stations used in this analysis were 
a representative subsample of U.S. weather stations by comparing the humidity and 
temperature data to HadISDH gridded global land surface humidity dataset (Willett et al. 
2014) (Fig. E.2). 
 
Figure E.1. JJAS average RH anomaly (%, black line) decomposed into the temperature (magenta 
line) and humidity (blue line) components. The components are derived by holding temperature or 
humidity constant and calculating RH. Anomalies are calculated with respect to the base period from 
1961 to 2014. 
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Figure E.2. Anomalies in JJAS screen height specific humidity (q), temperature (T), and relative 
humidity (RH). The red line represents q, T, and RH anomalies averaged over all 236 stations and 
the blue line represents q, T, and RH anomalies provided by the HadISDH gridded data. Anomalies 
are calculated with respect to the base period from 1976 to 2005. 
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APPENDIX F. Markov chain Monte Carlo Optimization 	
F.1 Parameter Estimates 
In addition to performing a grid search to optimize the parameters, we also optimized the 
parameters using Markov chain Monte Carlo (MCMC) methods. To do this, we utilized a 
Matlab MCMC package (downloaded from: http://helios.fmi.fi/~lainema/mcmc/), which 
uses a Metropolis-Hastings algorithm (Haario et al. 2001; Haario et al. 2006). Parameter 
estimates from the MCMC generally agree with values of the grid search, as shown in 
Table F.1 and Figs F.1A-B. 
 
Table F.1. Optimal parameters selected by the MCMC runs and rejection rates in MCMC 
chain for each land cover.  
 
Parameter Fits Rejection 
Rate 
 
Cmaxv Cmaxs m b Zv Wv Zs Ws 
Evergreen 
needleleaf forest 
9.3 1.0 0.997 138 2.29 9.80 0.17 9.89 0.58 
Deciduous 
broadleaf forest 10.1 3.0 0.991 66 0.43 1.20 0.65 8.69 0.59 
Mixed forest 9.7 3.5 0.964 76 0.88 7.88 0.28 0.50 0.86 
Open shrublands 7.1 0.5 0.746 300 0.51 9.46 2.21 9.74 0.90 
Woody savannas 8.2 1.6 0.625 58 4.26 9.94 1.20 1.37 0.93 
Grasslands 8.0 1.7 0.639 98 1.92 4.78 0.47 5.17 0.85 
Croplands 11.5 0.8 0.693 54 1.18 7.35 9.87 3.29 0.83 
Cropland/Natural 
vegetation 7.9 3.1 0.991 75 0.99 2.96 0.01 4.58 0.87 	
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Figure F.1A. The four limiting functions of Eq. 3-9 with fit parameters using a grid search (blue) and 
MCMC methods (red). The left column represents 𝒇𝟏 𝑽𝑷𝑫 , the second column represents 𝒇𝟐 𝑹 , 
and third column represents 𝒇𝟑 𝑺𝒅 , and the fourth column represents 𝒇𝟒 𝑺𝒅 . Each row represents 
a different land cover indicated by the row titles in the leftmost column. The solid line indicates the 
10th to 90th percentiles for that explanatory variable over that land cover.  
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Figure F.1B. Same as Fig. F.1A, but for the remaining land cover classes. 
 
F.2 Uncertainty Estimates 
We also utilized the MCMC simulations to generate uncertainty estimates, 
specifically assessing the uncertainty with respect to the partitioning of 𝐶!"#$,!" into 
vegetation (𝐶!"#) and soil 𝐶!"#$  components. To generate a distribution of !!"#!!"#$,!" 
estimates, we estimated 
!!"#!!"#$,!" at each station for each set of parameters in the MCMC 
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simulation, which we refer to as 𝑓 !!"#!!"#$,!" . As shown in Fig. F.2a-b, !!"#!!"#$,!" calculated 
using the optimal parameter set is very similar to the mean (𝜇) of 𝑓 !!"#!!"#$,!" , indicating 
convergence of parameter values. We estimated the uncertainty associated with 
!!"#!!"#$,!" by 
calculating the lower bound and upper bound of the interval that includes 95% of the 
values in the distribution, i.e. 𝜇 ± 2𝜎, where 𝜎 is the standard deviation of 𝑓 !!"#!!"#$,!" . 
These results are shown in Fig. F.2c-d.   
Figure F.2. Cveg/Csurf,JS estimated from (a) the set of optimal parameters in Table F.1, (b) the mean of 
the Cveg/Csurf,JS distribution estimated from the chain of MCMC parameters, (c) the mean of the 
Cveg/Csurf,JS distribution minus two standard deviations (lower confidence bound), and (d) the mean of 
the Cveg/Csurf,JS distribution plus two standard deviations (upper confidence bound). The (c) and (d) 
represent the 95% confidence interval.  
 
Lastly, we assessed the relationship between the soil moisture terms 𝑓! 𝑆!  and 𝑓! 𝑆!  in 
Eq. 3-9. To do this, we calculated the spatial-temporal mean 𝑓! 𝑆!  and 𝑓! 𝑆!  for each 
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set of parameters in the MCMC simulation for each land cover, as shown in Fig. F.3. 
Results show minimal correlation between mean 𝑓! 𝑆!  and mean 𝑓! 𝑆!  at the forests 
and shrubland sites, with higher correlations at cropland sites, indicating that there may 
be higher tradeoffs between the soil moisture functions at cropland sites.  
Figure F.3. A two dimensional histogram of the spatial-temporal mean f3(Sd) and spatial-temporal 
mean f4(Sd) for each land cover type for each simulation in the MCMC. The total number of 
simulations (Nsim) in indicated in the bottom left corner of each subplot.  The background color and 
associated color bar represent the count of values a log scale. 
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APPENDIX G: Thermal Roughness Analysis 	
G.1 AmeriFlux Sites Information  
Table G.1. Site information for the 74 eddy covariance sites, including FLUXNET site ID, site name, 
latitude, longitude, land cover classification (as specified in this analysis), and DOI. All data was 
obtained from the AmeriFlux data repository (http://www.ameriflux.lbl.gov). 
Site ID Site Name Latitude Longitude Land cover DOI 
US-ARM ARM SGP Main 36.6058 -97.4888 CRO 10.17190/AMF/1246027 
US-AR1 ARM USDA UNL OSU Woodward Switchgrass 1 36.4267 -99.42 GRA 
10.17190/AMF
/1246137 
US-AR2 ARM USDA UNL OSU Woodward Switchgrass 2 36.6358 -99.5975 GRA 
10.17190/AMF
/1246138 
US-Aud Audubon Research Ranch 31.5907 -110.5092 GRA 10.17190/AMF/1246028 
US-Blk Black Hills 44.158 -103.65 ENF 10.17190/AMF/1246031 
US-Bo1 Bondville 40.0062 -88.2904 CRO 10.17190/AMF/1246036 
US-Bo2 Bondville Companion Site 40.0061 -88.2918 CRO 10.17190/AMF/1246037 
US-Bkg Brookings 44.3453 -96.8362 GRA 10.17190/AMF/1246040 
US-Br1 Brooks Field Site 10 41.6915 -93.6914 CRO 10.17190/AMF/1246038 
US-Br3 Brooks Field Site 11 41.9747 -93.6936 CRO 10.17190/AMF/1246039 
US-CaV Canaan Valley 39.0633 -79.4208 GRA 10.17190/AMF/1246042 
US-ChR Chestnut Ridge 35.9311 -84.3324 DBF 10.17190/AMF/1246044 
US-CPk Chimney Park 41.068 -106.1187 ENF 10.17190/AMF/1246150 
US-Ctn Cottonwood 43.95 -101.8466 GRA 10.17190/AMF/1246117 
US-CRT Curtice Walter Berger Cropland 41.6285 -83.3471 CRO 10.17190/AMF/1246156 
US-Dia Diablo 37.6773 -121.5296 GRA 10.17190/AMF/1246146 
US-Dk2 Duke Forest Hardwoods 35.9736 -79.1004 DBF 10.17190/AMF/1246047 
US-Dk3 Duke Forest Loblolly Pine 35.9782 -79.0942 ENF 10.17190/AMF/1246048 
US-Dk1 Duke Forest Open Field 35.9712 -79.0934 GRA 10.17190/AMF/1246046 
US-Fmf Flagstaff Managed Forest 35.1426 -111.7273 ENF 10.17190/AMF
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/1246050 
US-Fuf Flagstaff Unmanaged Forest 35.089 -111.762 ENF 10.17190/AMF/1246051 
US-Fwf Flagstaff Wildfire 35.4454 -111.7718 GRA 10.17190/AMF/1246052 
US-FPe Fort Peck 48.3077 -105.1019 GRA 10.17190/AMF/1246053 
US-GLE GLEES 41.3644 -106.2394 ENF 10.17190/AMF/1246056 
US-Goo Goodwin Creek 34.2547 -89.8735 GRA 10.17190/AMF/1246058 
US-Ho3 Howland Forest East Tower Harvest Site 45.2072 -68.725 ENF 
10.17190/AMF
/1246063 
US-Ho1 Howland Forest Main 45.2041 -68.7402 ENF 10.17190/AMF/1246061 
US-Ho2 Howland Forest West Tower 45.2091 -68.747 ENF 10.17190/AMF/1246062 
US-KUT KUOM Turfgrass Field 44.995 -93.1863 GRA 10.17190/AMF/1246145 
US-KFS Kansas Field Station 39.0561 -95.1907 GRA 10.17190/AMF/1246132 
US-Wkg Kendall Grassland 31.7365 -109.9419 GRA 10.17190/AMF/1246112 
US-Whs Lucky Hills Shrubland 31.7438 -110.0522 SHR 10.17190/AMF/1246113 
US-MRf Marys River Fir Site 44.6465 -123.5515 ENF 10.17190/AMF/1246049 
US-Ne1 Mead Irrigated 41.165 -96.4766 CRO 10.17190/AMF/1246084 
US-Ne2 Mead Irrigated Rotation 41.1649 -96.4701 CRO 10.17190/AMF/1246085 
US-Ne3 Mead Rainfed 41.1797 -96.4396 CRO 10.17190/AMF/1246086 
US-Me2 Metolius Intermediate Pine 44.4523 -121.5574 ENF 10.17190/AMF/1246076 
US-Me3 Metolius Second Young Pine 44.3154 -121.6078 ENF 10.17190/AMF/1246077 
US-Me6 Metolius Young Pine Burn 44.3232 -121.6043 ENF 10.17190/AMF/1246128 
US-MOz Missouri Ozark 38.7441 -92.2 DBF 10.17190/AMF/1246081 
US-MMS Morgan Monroe State Forest 39.3231 -86.4131 DBF 10.17190/AMF/1246080 
US-Mpj Mountainair Pinyon Juniper Woodland 34.4385 -106.2377 SHR 
10.17190/AMF
/1246123 
US-NR1 Niwot Ridge 40.0329 -105.5464 ENF 10.17190/AMF/1246088 
US-NC1 North Carolina Clearcut 35.8115 -76.7115 ENF 10.17190/AMF/1246082 
US-NC2 North Carolina Loblolly Pine 35.8031 -76.6679 ENF 10.17190/AMF/1246083 
		
153 
US-Oho Ohio Oak Openings 41.5545 -83.8438 DBF 10.17190/AMF/1246089 
CA-TP4 Ontario Turkey Point 1939 Plantation White Pine 42.7098 -80.3574 ENF 
10.17190/AMF
/1246012 
CA-TPD Ontario Turkey Point Mature Deciduous 42.6353 -80.5577 DBF 
10.17190/AMF
/1246152 
US-Prr Poker Flat Research Range Black Spruce Forest 65.1237 -147.4876 ENF 
10.17190/AMF
/1246153 
CA-Qcu Quebec Boreal Cutover Site 49.2671 -74.0365 ENF 10.17190/AMF/1246828 
CA-Qfo Quebec Mature Boreal Forest Site 49.6925 -74.342 ENF 10.17190/AMF/1246829 
US-Ro1 
Rosemount G21 Conventional 
Management Corn Soybean 
Rotation 
44.7143 -93.0898 CRO 10.17190/AMF/1246092 
US-SRC Santa Rita Creosote 31.9083 -110.8395 SHR 10.17190/AMF/1246127 
US-SRG Santa Rita Grassland 31.7894 -110.8277 GRA 10.17190/AMF/1246154 
US-SRM Santa Rita Mesquite Savanna 31.8214 -110.8661 SHR 10.17190/AMF/1246104 
CA-SF1 Saskatchewan 1977 Fire 54.485 -105.8176 ENF 10.17190/AMF/1246006 
CA-SF2 Saskatchewan 1989 Fire 54.254 -105.8774 ENF 10.17190/AMF/1246007 
CA-SF3 Saskatchewan 1998 Fire 54.0916 -106.0053 SHR 10.17190/AMF/1246008 
US-Seg Sevilleta Grassland 34.3623 -106.702 GRA 10.17190/AMF/1246124 
US-Ses Sevilleta Shrubland 34.3349 -106.7442 SHR 10.17190/AMF/1246125 
US-Slt Silas Little Experimental Forest 39.9137 -74.596 DBF 10.17190/AMF/1246096 
US-SFP Sioux Falls Portable 43.2408 -96.902 CRO 10.17190/AMF/1246126 
US-Tw3 Twitchell Alfalfa 38.1159 -121.6467 CRO 10.17190/AMF/1246149 
US-Tw2 Twitchell Corn 38.1047 -121.6433 CRO 10.17190/AMF/1246148 
US-UMB UMBS 45.5598 -84.7138 DBF 10.17190/AMF/1246107 
US-UMd UMBS Disturbance 45.5625 -84.6975 DBF 10.17190/AMF/1246134 
US-Var Vaira Ranch 38.4067 -120.9507 GRA 10.17190/AMF/1245984 
US-Vcm Valles Caldera Mixed Conifer 35.8884 -106.5321 ENF 10.17190/AMF/1246121 
US-Vcp Valles Caldera Ponderosa Pine 35.8624 -106.5974 ENF 10.17190/AMF/1246122 
US-Wdn Walden 40.7838 -106.2618 SHR 10.17190/AMF/1246832 
		
154 
US-WBW Walker Branch 35.9588 -84.2874 DBF 10.17190/AMF/1246109 
US-Wjs Willard Juniper Savannah 34.4255 -105.8615 SHR 10.17190/AMF/1246120 
US-WCr Willow Creek 45.806 -90.0798 DBF 10.17190/AMF/1246111 
US-Wrc Wind River Field Station 45.8205 -121.9519 ENF 10.17190/AMF/1246114 	
G.2 Sensitivity to Thermal Roughness Length to Emissivity 
 Since the thermal roughness length is a function of emissivity (𝜀), we performed the 
analysis for three-emissivity values: 0.94, 0.96, and 0.98. In the main text, we focus on 
analyzing results with 𝜀 = 0.98. Below, we provide analogous results with 𝜀 = 0.94 and 𝜀 = 0.96. Additionally, we include the nighttime values in Figs. G.1-G.3 (which are 
analogous to Fig. 4.1) to highlight the sensitivity of nighttime values of 𝑟! and 𝑘𝐵!! to 𝜀. 
Note, when including the nighttime values, we limit the data to half hours when the 
absolute magnitude of the sensible heat flux is greater than 20 Wm-2 to minimize errors 
associated with small temperature gradients.  
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Figure G.1. Same as Fig. 4.1 but with nighttime plotted in addition to daytime values. 
Figure G.2. Same as Fig. G.1 but with 𝜺 = 𝟎.𝟗𝟒.  
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Figure G.3. Same as Fig. G.1 but with 𝜺 = 𝟎.𝟗𝟔.  
Figure G.4. Same as Fig. 4.2 but with 𝜺 = 𝟎.𝟗𝟒.  
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Figure G.5. Same as Fig. G.4 but with 𝜺 = 𝟎.𝟗𝟔. 
Figure G.6. Same as Fig. 4.3 but with 𝜺 = 𝟎.𝟗𝟒. The gray and black solid lines represent the 
maximum and minimum 𝑪𝟏 (= 𝟎.𝟐,𝟏.𝟎) in Eq. 4-10 from Table 4.2 (𝜺 = 𝟎.𝟗𝟒), respectively. The 
gray and black dashed lines represent the maximum and minimum 𝑪𝟐 (= 𝟎.𝟎𝟎𝟒,𝟎.𝟏𝟏) in Eq. 4-11 
from Table 4.2 (𝜺 = 𝟎.𝟗𝟒), respectively. 
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Figure G.7. Same as Fig. G.6 but with 𝜺 = 𝟎.𝟗𝟔. The gray and black solid lines represent the 
maximum and minimum 𝑪𝟏 (= 𝟎.𝟐,𝟎.𝟗𝟓) in Eq. 4-10 from Table 4.2 (𝜺 = 𝟎.𝟗𝟔), respectively. The 
gray and black dashed lines represent the maximum and minimum 𝑪𝟐 (= 𝟎.𝟎𝟎𝟒,𝟎.𝟏𝟎𝟐) in Eq. 4-11 
from Table 4.2 (𝜺 = 𝟎.𝟗𝟔), respectively. 
Figure G.8. RMSE in 𝑻𝒔 (colored bars) and standard deviation (STDEV; hatched bars) associated 
with the calibrated constants in Fig. 4.4 (with 𝜺 = 𝟎.𝟗𝟒). Bars are grouped by land cover type and 
colored by constants, as shown in the legend.  
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Figure G.9. Same as Fig. G.8 but with 𝜺 = 𝟎.𝟗𝟔.  
 
G.3 Alternative Subsampling  
To ensure robust results, we also subsampled the data from 11AM to 3PM rather 
than subsampling the data for the 8 half-hours with the largest sensible heat flux. The 
results and conclusions are not sensitive to the subsampling methods, as shown below in 
Fig. G.10 and Fig. G.11. 
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Figure G.10. Same as Fig. 4.2 but using data from 11AM to 3PM rather than the 8 half-hours with 
the largest sensible heat flux.  
 
Figure G.11. Same as Fig. 4.3 but using data from 11AM to 3PM rather than the 8 half-hours with 
the largest sensible heat flux.  
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