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The theory of normal forms for autonomous differential equations based 
on the Lie bracket has proved to be an important technique in determining 
the behaviour of solutions of nonlinear differential equations near a 
stationary solution. It has been widely used in the bifurcation theory for 
autonomous ordinary differential equations (see, e.g., [ 1, 3, 6, 9, 11 I). In 
its simplest form the theory applies to an equation of the form 
y’=Ay+Qz(y)+ Q,(y)+ ... + Q,Jy)+ ..., (0.1) 
in which A is an n x n matrix and Q,(y) is a homogeneous polynomial of 
degree j (in each component) in y E R”. One seeks to make a near identity 
transformation of the form 
y=u+L&(u)+ “’ +DK(U) (0.2) 
in which the Di(u), homogeneous of degree ,j in u, 2 d ,j < k, are selected in 
such a way that resulting equation for u 
u’=Au+Q,(u,+ “’ +(7&)-t ‘.‘) (0.3) 
has as simple a form (normal form) as possible through terms of order k. 
The theory amounts to a systematic way of choosing D,(u), 2 <j< k, in 
(0.2) so as to eliminate as many terms of order less than or equal to k in u 
as possible from (0.1). Ultimate success would be Q,(u) = 0, 2 6 j d k, and 
this can sometimes be accomplished depending on the spectrum of A. Suf- 
fice it to say here that the normal form (0.3) is obtained by solving linear 
equations in the vector spaces of homogeneous polynomials of degree j, 
2 < j < k. For more complete description of the theory we refer the reader 
to one of the sources [ 1,4, 111. 
It appears not to be well known that this theory has been extended to 
periodic systems and that significant applications can be made of this 
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theory. The author rediscovered the generalization of normal forms to 
periodic systems in recent work involving a perturbed Hill’s equation [lo]. 
The method is briefly described in a recent translation of a book of V. I. 
Arnold [12]. Our purpose in this paper is to flesh out the description in 
[12] and to systematically study the qualitative properties of normal 
forms. We show how the theory can be modified to approximate integral 
manifolds of solutions and how the theory can be useful in bifurcation 
problems. Much of this work is patterned after similar results in the recent 
text of S. N. Chow and J. K. Hale [ 11 for autonomous systems. We do not, 
however, follow the mathematical approach to normal forms described in 
[I], preferring the conceptually simpler view of successive changes of 
variable characteristic of the method of averaging. 
Briefly, we consider the periodic system 
Y’ = A(f) Y + Q,(4 Y) + C?,(c Y) + . . . + Qdf, .Y) + . . , (0.4) 
in which the n x n matrix and the homogeneous polynomials of degree j are 
T-periodic in t. The assumption of periodicity in the higher order terms in 
(0.4) is not absolutely necessary. One can sometimes get away with almost 
periodic or bounded (in t) coefficients in the Q,(t, y) but not generally 
because of the failure of the Fredholm alternative for periodic linear dif- 
ferential equations with almost periodic inhomogeneities. Since A(t) is 
periodic in t, the Floquet theory implies that we can make a Floquet 
change of variables 
where P(t) is T-periodic in t and nonsingular so that the resulting equation 
for j has the same form as (0.4) except that A(t) is now a constant matrix 
the eigenvalues of which are the Floquet exponents of the linear system 
z’= A(r) z (0.5) 
Indeed, for a fundamental matrix solution G(t) of (0.5), G(t) = P(t) eA’, 
where A is the above mentioned constant matrix. We assume this Floquet 
change of variables has been performed so that A is constant in (0.4). 
We will show that a near identity change of variables of the form 
y=u+D,(t, u)+ .‘. +DJt, u) 
(0.6) 
can be determined in such a way that the resulting differential equation for 
u has generally a simpler (normal form) through terms of order k in u 
d=Au+&(l, u)+ .” +&(f, u)+ ..‘. (0.7) 
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In (0.6) the o,(t, U) are homogeneous polynomials of degree j in u with T- 
periodic coefficients. The theory will consist of a systematic way of finding 
Qi( t, U) and choosing O,( t, U) which will involve solving constant coefficient 
linear inhomogeneous ordinary differential equations with T-periodic 
inhomogeneities in the vector space of homogeneous polynomial functions 
of degree j, 2 < j < k. 
It is well known that one can study (0.4) by considering its Poincare 
map (time T-map) which maps an initial condition to the point on its tra- 
jectory a time T later. One can then apply the theory of normal forms for 
mappings to the Poincare map. This is a well developed theory: a par- 
ticularly readable description of this method can be found in [7]. The 
major drawback to both the theory of normal forms for mappings applied 
to the Poincare map and the normal form (0.7) which we develop in this 
work is the difficulty of computing the coefficients, whether of the mapping 
or the Q,Jt, U) in (0.7). We feel, however, that it is simpler to deal with the 
differential equation (0.4) than with its Poincare map, the nonlinear part of 
which is very difficult to compute. 
In the following section we introduce some notation and conventions 
which we will use throughout the paper. Our main results are contained in 
Section 1 and are patterned after the corresponding results for autonomous 
equations described in [l]. Our presentation, as mentioned earlier, is from 
a different point of view than in [ 11. In Section 2 we apply our results to a 
well-understood model problem, namely, the bifurcation of an invariant 
cylinder of solutions from a periodic solution of a nonautonomous periodic 
planar system as two Floquet exponents exit the unit circle in a non- 
resonant fashion. We also consider two resonant cases. This example 
illustrates the usefulness of the results to bifurcation problems. The author, 
in previous work [lo], has applied the normal form theory to a perturbed 
Hill’s equation. 
PRELIMINARIES 
In the following sections we will require some notation and modes of 
representation for homogeneous polynomials of a fixed degree. We develop 
the necessary material here. Denote by V(k, m, n) the finite dimensional 
vector space of functions f: R” + R” each component of which is a 
homogeneous polynomial of degree k in x E R”. Let e,, e2,..., e, be the 
usual basis vectors in R”. We choose an ordered basis for the vector space 
V(k, m, n) as follows 
B= {xfe,, xf-’ xzel ,..., xk,e,, x:e2 ,...,..., $2, >. 
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More precisely, let q = (q q , , Z ,..., qm) be a multi-index, qi > 0 a positive 
integer, (q/ EC qi. We use (., .) for the ordinary inner product on R”. 
Then B consists of the elements xyej, 141 = k, 1 <~<Pz, where x4= 
xf’ xj2 . . * x2. The element xqe, precedes x4ej in the ordering ifj < i or ifj = i 
and the first nonzero difference q1 - qi, q2 - q2,..., is positive. The basis B 
for V(k, m, n) induces an inner product on V(k, m, n) by taking the 
elements of B to be an orthonormal basis for V(k, m, n). We use (., . ) to 
denote this inner produce on V(k, m, n). 
It will be convenient to have the following notation concerning T- 
periodic functions with values in some normed vector space, V. Let P,( V) 
denote the space of continuous, T-periodic, V-vector valued functions 
where V is a fixed normed vector space. If V is R we have the usual T- 
periodic continuous scalar functions. The mean value of such a function 
will be denoted by [. ] T, 
1. MAIN RESULTS 
We will be concerned with the periodic system of differential equations 
y’ = Ay + e,c4 Y) + Q,(f, v) + ‘. ., (1.1) 
in which A is an n x n constant matrix and Q,(t, y) E PT( V(j, n, n)), j> 2. 
This rather fancy notation will soon be justified. Typically only the first few 
terms of (1.1) will interest us so that we need not assume the right-hand 
side of ( 1.1) is analytic. 
Our aim is to understand the behavior of solutions of (1.1) near y = 0 by 
making a T-periodic time-dependent near-identity transformation of 
variables such that the resulting equations have a much simpler “normal 
form.” More precisely, we introduce the change of coordinates 
y=u+D,(t, u)+ ... +Dk-,(t, u), DjE PT( w, 4 n)) (1.2) 
and seek to determine, Dj, 2 <j< k - 1, so that the resulting differential 
equation for u has as simple a form as possible through order (k - 1) terms, 
o’=Au+Q,(t,u,+ ‘.. +~k~,(t,u)+e,(t,u,+e,+,(t,u),.., (1.3) 
where Qj(t, u) E PT( V(j, n, n)) depend on certain choices of projections Pi, 
2 ,<j< k - 1, on the spaces PA V(j, n, n)). The truncated version of (1.3) 
u’=Au+Q,(t,u)+ ‘.. +Qkmm,(f,U) (1.4) 
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(which has still to be properly defined) will be called the normal form of 
(1.1) through order (k - 1) based on the projections P, E Pr( V(j, n, n)). We 
make all this precise by showing how one obtains the normal form of ( 1.1) 
through order k from (1.3). Introduce the change of variables 
v = u + DJ t, u), D, E PA f’(k, ix, n)) (1.5) 
in (1.3). A straightforward computation gives the differential equation for U, 
u’=Au+Q&,u)+ ..’ +Qk-,(t,U) 
+ e,(l,u)-~D,(I,u)+AD~- +O(Jz#+‘).(1.6) 
Note that the transformation (1.5) did not effect the normal form of order 
(k- 1) but it certainly did effect the terms of order k and the higher order 
terms which are not explicitly presented. Our task now is to select D, so 
that the term in brackets has a simple form. For this we need some 
additional notation. Define 
M,: V(k, n, n) + V(k, n, n) by (Mk.f)(u)= (Au) -Mu). (1.7) 
It is easily seen that Mk is a linear operator on V(k, n, n). Now consider the 
differential equation for f(t) E V(k, n, n), 
f’ + M,J = 434 E PA W, n, n)). 
Equation (1.8) can be solved for f~ P,( V(k, n, n)) if and only if 
A,(d)- [(d(f)? g(t))l,=O 
(1.8) 
(1.9) 
for every solution g E PT( V(k, n, n)) of the adjoint equation 
g’-MI,g=O, (1.10) 
where MI, is the transpose of Mk with respect to the basis B and inner 
product ( ., . >. Let { gr(t), g*(t),..., g!(t)] be a linearly independent set of 
solutions of (1.10) which span the T-periodic solutions of (1.10). Then it 
follows that the range of the operator (d/dt + MJ on P,( V(k, n, n)) is 
R, = (4 E PAVk, n, n)): A,,(d) = 0, 1 bidl}. 
Let Sk be a (finite dimensional) complement o Rk 
PT( VG n, n)) = R, 0 Sk 
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and P, be the projection onto S, along R,. Finally, let N, denote the null 
space of ((d/tit) + Mk) on PT( V(k, n, n)) and let 0, denote a choice of a 
complement o Nk in P,( V(k, n, n)) 
P,(W,n,n))=N,OO,. 
Then 
( > $fM, : O,+R, 
is an isomorphism and we denote by Kk its inverse. 
Now consider the order k terms in brackets in (1.6). This term may be 
rewritten in our notations as 
- CPk + MkDk - (I- P/c) &, - Pdd (1.11) 
Since (I- Pk) ok E Rk we can select Dk E P,( V(k, n, n)), 
D, = &(I- P,c) ok, (1.12) 
so that the term in parentheses in (1.11) vanishes. The remainder we define 
to be f&At, u), 
aAt, u) = UL. (1.13) 
Thus we obtain the normal form of (1.1) through terms of order k, 
u’=Au+Q-2(t,U)+ ... +Qk(t,u)+O(lulk+‘). (1.14) 
It is important to note that this normal form depends on the matrix A and 
the choice of complements to the spaces R, and N,, 2 d j< k. 
Now, to perform the computations outlined above we need to know the 
ranges Rk and null spaces Nk of ((d/c&) + Mk) on P,( V(k, n, n)). For this, 
one must know the spectrum of Mk, a(M,). 
PROPOSITION 1.1 (see, e.g., Cl]). Zfc(A)= (A ,,..., An} then 
c(Mk)= {(q,l)-ij: 141 =k, 1 <j,<n}, 
where R = (Al ,.,., A,). 
It follows that (1.10) has solutions in PT( V(k, n, n)) if and only if 
(Hl) (q, A) - A, = 2m7ri/T, 
for some q, 141 = k, nonnegative integer m, and j, 1 d j,< n. The above 
observation proves 
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THEOREM 1.2. Ij 
(Hl), (q, A)-Aj#271mi/T, 2~ (q/ dk, m>O, 1 <j<n, then etvr~~ 
normal form for (1) through order k is u’ = Au. 
If (H 1 )k holds for all k > 2, then there is a formal change of coordinates 
such that (1) becomes 
u’ = Au. (1.15) 
Theorem 1.2 follows from the fact that R, = &( V(j, n, n)) and P, = 0, 
1 < j < k. Since the infinite series describing the change of coordinates 
effecting (1.15) may not converge, we term this a formal change of coor- 
dinates. Hereafter we will be concerned with obtaining qualitative infor- 
mation about normal forms for (1.1) when (Hl )k fails for some k. 
THEOREM 1.3. Suppose that (Hl) fails to holdfor some set qf k, hut fails 
only for m = 0. More precisely, suppose 
(H2)k (q, I.)-lj#2zmi/T, 2~ (q( <k, m> 1, 1 bj<n. 
Then some normal form for (1 .l ) through order k is autonomous, 
u’ = Au + o,(u) + . . + o,(u). (1.16) 
If (H2), holds for k = cc then a formal change of variables can be found 
reducing (1.1) to an autonomous equation. 
Proof. (H2), is equivalent to the statement hat Eq. (1.10) can have 
only t-independent solutions in PT( V(j, n, n)), 2 < j 6 k. If we take S, = 
span{ g, ,..., gl,}, where (gl,..., g,,} is an orthonormal set spanning the 
solutions of (1.10) in P,( V(j, n, n)) and define 
then the theorem follows (see (1.13)). 
Theorem 1.3 can be very useful in applications since in the new coor- 
dinates the system may be regarded as a periodic perturbation of the 
autonomous equation ( 1.16), i.e., we have 
u’= Au+ Q*(u)+ ... +@k(u)+&+l(f, u)+ . . . . (1.17) 
Standard theorems from ordinary differential equations (see, e.g., [IS]) 
assert that hyperbolic steady states of (1.16) near u = 0 correspond to T- 
periodic solutions of ( 1.16) while hyperbolic periodic orbits near u = 0 of 
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( 1.17) correspond to invariant cylinders of solutions of ( 1.16) in R” x R 
which may be viewed as tori on the identification (x, t) N (x, t + T). 
Below we give an example illustrating some of the computations 
involved in computing a normal form. 
EXAMPLE 1. Consider the T-periodic system 
Y + Qz(t, Y) + Qs(t, Y) + . . . 
We compute a normal form through order 2 for (1.18). We write 
Q2(t, Y) = q,(t) yfe, + 42(t) Y,wl + qdt) y$e, + qdt) de2 
+qdf) Y, y2e2 + h(f) de2 = (qlr-, qd 
The operator M,: V(2,2,2) + V(2,2,2) is given by 
or, in terms of the basis above, 
M,= 
‘0 0 o-1 0 0 
2 0 0 O-l 0 
0 1 0 0 o-1 
0 0 0 0 0 0 
0 0 0 0 0 2 
LO 0 0 0 1 0 
(1.18) 
Since a(A) = {0}, a(M2) = 0. Th e null space of Mi is easily computed; it is 
spanned by or = col(0, 0, 0, 1, 0,O) and v2 = co1(2,0,0,0, l,O). Note 
Theorem 1.3 applies to this example. We set p, =a, and p2 = 
col(0, 0, 0, 0, 1,0) so (pi, vj) = 6, and define the projection P on 
PAW., 2,211 onto S=span(p, p2> by 
(W)(t)= C(f(th 41)lTPI + C(f(~)> q2)1TP2. 
A simple calculation shows that 
(PQ2) = wfe2 + Bvl y2e2, 
where 
‘2 = Cq‘l(t)l T?
B = L%,(t) + ss(t)l T. 
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The normal form of order 2 for ( 1.18) is then given by 
u; = U?, 
u; = auf + /%A, u2. 
(1.19) 
The reader may check that if we had used the projection in the proof of 
Theorem 1.3 our normal form would have contained an additional term. In 
[lo] the author obtained a two parameter unfolding of the normal form 
(1.19) in a study of the dynamics of a perturbed Hill’s equation near an 
eigenvalue corresponding to n-periodic solutions. 
We return to the study of qualitative properties of normal forms. Con- 
sider the case that A =diag[B, C], where B is n, xn, and C is n, xnz, 
n, + n2 = n. Let the eigenvalues of B be {pi,..., pn,} and those of C be 
iv 1 ,...> vn2}. System (1.1) becomes 
Y’I=BY,+Q~(~> Y,, YZ)+ ... +Q/c,(t, YI, Y,)+ ...> 
Y; = CY, + Qdt, YI 5 ~2) + .. + Qdt, Y, > ~2). 
(1.20) 
THEOREM 1.4. rf 
(H3), (r,p)-vj#2nmi/T, 2<(r\fk,m>O, l<j<n,, 
then a normal form for (1.20) of order k has the form 
4 =Bu, +&k ~1, u,)+ ... +&dt, ~1, u,), (1.21a) 
4 = cu,+ Q,,(t, UI, ur)+ ..’ + &(t, UI, $1, (1.21b) 
in which Q,,(t, u, , 0) E 0, 2 < j < k, i.e., u2 = 0 is is an invariant manifold for 
(1.21). In addition, if we set u2 =0 in (1.21a), the resulting equation is in a 
normal form. 
If u2 is set to zero in (1.21) the resulting equation 
u;=Bu,+&,,(t,u,,O)+ ... +&(t,u,,O) (1.22) 
is in a normal form. This equation gives the kth-order approximation to 
the dynamics on the invariant manifold u2 = 0. 
The proof of Theorem 1.4 (to follow) proceeds simply by decomposing 
the various equations (1.8), (1.10) into components and solving each com- 
ponent separately making sure to pick the various projections to be com- 
patible with this decomposition. As a by product of using the framework 
described earlier and used to obtain Theorems 1.2 and 1.3, we have perhaps 
wasted effort on putting all of (1.20) in normal form (1.21) whereas we may 
only be really concerned with making sure u2 = 0 is an invariant manifold 
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for (1.21) and (1.22) is in normal form. The effort expended in putting all of 
(1.20) in normal form has another unfortunate side effect, namely, in 
requiring us to make the change of variables 
As a corollary to the proof of Theorem 1.4 it will follow that a change of 
variables of the form 
y=u+D,(t, Zl,)f ..' +D,(t, u,), DjEPT(V(j3 nl, n, (1.23) 
whose higher order terms depend only on u1 can be found so that the 
resulting equation for u has the form (1.21) with &( t, u,, 0) = 0 and such 
that (1.22) is in normal form. However, the transformed equations (1.21) 
will not be in normal form in the sense of our earlier definition 
The approximation of the invariant manifold to order k in the original 
variables y can be obtained directly from (1.23), 
where u,( y, ) is the inverse transformation of 
Proof of Theorem 1.4. We decompose V(k, n, n) in the natural way 
V(k, n, n) = V(k, n, n,) 0 V(k, n, n,), writing D, = D,, + D,,. The term in 
brackets in (1.6) becomes 
a,,-q+BDk,-2 
1 
(BUJ-2 (CU,) 
2 
e~~-~+cU,,-~(Bu,)-~(~~,) ’ 
(1.24) 
I 2 I
This is to say that the operator Mk = Mk 0 M: is reduced by the decom- 
position of V(k, n, n), 
k$: V(k, n, ni) + V(k, n, n,), i=l,2 
(1.25) (M:fd(u)=~(Bu,)+~(Cu:)-Bf,, 
I 2 
(M:f;)(u)=gGw+$h2)-cfp 
I 2 
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Clearly, Eq. (1.8) decomposes as well: 
.f;+M:f,=d,, d=41 +d2, (1.26) 
.f; + M:.f, = dz> f=f, +.f2, 
in which 4;~ PT( V(k, n, n,)), i= I, 2, and P,(I/(k, 4 n)) = 
PT( V(k, n, n,))@P,( V(k, n, nz)). We need to make two more decom- 
positions, 
defined by,f(u,,u,)=f(u,,O)f(f(ul,uz)-.f(u,,O)) forfE W,n,n,). It 
is easily seen from (1.25) that these decompositions reduce MA and Mz as 
follows: 
Using the fact that fr2(z4r, 0) =O, the reader may easily verify that 
(~:2f12) E Vdk n, 2 nr ). Similarly for M: 
M: = M:’ @ Mz2, 
(M:1/;,)(u,)=~(Bu1)-Ci21: 
1 
w;2f22m41~ u2) =z df22(BU1)+~(CU2)-Cf22. 
I 2 
Thus (1.26) further decomposes into 
f;, + M:‘f,, =&I, d1=911+412, 
f'o+MbZf,z=dn, f, =f11 +fnr 
f;, + M:‘f22 = $21, 42 = 421+ d22, 
(1.27) 
f;z+ M:2f22= 422, f2 =f21 +f22. 
Now (H3)k is precisely the hypothesis that f;, + M:‘f2, =0 has no non- 
trivial solutions in PA V(j, n,, n,)), 2 <j< k (see [l] where it is shown 
that o(M,?) = {(Y, p) - v,: 1~1 = j, 1 d i< n,}). Hence the third equation in 
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(1.27) can be solved for all &r E PT( V(k, n,, n2)) for a unique f2i E 
PT( V(k, n,, n2)). Choose a complementary subspace to R,((d/dt) + Mi) for 
ij= 11, 12, 22 and corresponding projections PA’, Pi’, P:’ and let Pk = 
P:’ @ Pi’@0 0 Pz’. Proceed similarly with each of the null spaces of 
(d/dt) + Ml, defining complements Ok” and Kk = Ki’ @I Ki2 @ e1 0 q2. The 
term in brackets in (1.24) can be written as 
[ 
u&l + w9kll - - QH,) + t&12 + WWc12 - h,) - 
(X21 + w?DkZl - &2J + to;22 + %‘&22 - !%r22) 1 ’ 
The proof is completed by the observation that the first term in the second 
component above vanishes. 
COROLLARY 1.5. (H3), holds for all k > 2 if any one of the following 
holds 
(i) Re a(B) < 0, Re a(C) > 0, 
(ii) Re a(B) > 0, Re a(C) d 0, 
(iii) Re a(B) = 0, Re a(C) > 0, or Re o(C) < 0. 
In case (i), the invariant manifold u2 = 0 is the stable manifold, in case 
(ii), u2 =0 is the unstable manifold, and in case (iii) u2 =0 is the center 
manifold. In each case (1.22) gives an approximation valid to order k of the 
dynamics on the manifold. 
2. AN APPLICATION 
The following problem is now a rather standard one in the differential 
equations literature (see, e.g., [S]). Consider the differential equation 
x’=X(x, t, ry)=X(x, t+ T, q) (2.1) 
for x E R2 depending on the parameter q. We assume (2.1) has a T-periodic 
solution x = p(t, q) for r] near q0 for some real number uO. Assume that the 
variational equation about x = p(t, r]), 
has two Floquet multipliers satisfying 
(2.3) 
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That is, the periodic solution p( 1, q), stable for tl< ‘lo, loses stability as ‘1 
increases through r~,,. We introduce the perturbation variables 
The differential equation governing the perturbation z can be expanded in 
the small quantities (z, E) as follows: 
in which 
z’=&(t)z+r~,(t)z+Q,,(t,~)+E~~~(t)z 
+~Q22(f, z) + Q,(c z) + O(l(z, ~11~) (2.4) 
A,(t)=A,(t)+sA,(t)+&2A2(t)+o(&3), 
;g (146 VI, L dCz12 = Qz,(c .7) + &Qzz(t, ~1, 
+,$ (~(6 ro), f, ro)Cz13 =Q3(& ~1. 
By Floquet theory, there is a real T-periodic nonsingular matrix P(t) such 
that 
Q(t) = P(t) eAt, A=w 
is a fundamental matrix solution of (2.2) for rl= qO. Letting 
z = P(t) y 
in (2.4) we obtain the differential equation for y 
Y’ = AY + E&U) Y + ~~A”20) Y + &l(f, Y) + ~0220, Y) 
+ B30, Y) + O(l(YY E)14) (2.5) 
in which 
i&(t) = P-~ ‘(2) Ai P(l), i= 1,2, 
&i(c Y) = P-‘(t) Qz(f, f’(t) Y)> 
o,ct> Y) = pi- l(t) Q,(k P(f) Y), 
If to (2.5) we add the trivial equation E’ = 0 the result is a system to which 
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our normal form theory applies directly. We will show that there is a near 
identity change of variables of the form 
y=u+~L,(t)u+~~L~(t)u+D~,(f, u)+~D~~(f, u)+DJt, u) (2.6) 
in which the matrices L;(t) are T-periodic, D2i~ PT( V(2, 2, 2)), i = 1, 2, 
D, E PT( V(3, 2, 2)) such that in the new variable (2.5) becomes 
u’,=(o+EZ)U2+E,U,+ClU,r2+/jU2r2+O(~U,E)~4), 
u;= - (q+Ez) Zll +F,u, +az4,r2-/h,r*+ O(J(u, &)14), 
(2.7) 
where 
r=u:+u;, 71 =t EtrJ1lT, 
&1=-?1+&~y2, i, = -i [trJA,],, 
E*=E[1+25*, J= 
provided the nonresonance condition 
OT 
p&f (2.8) 
is satisfied. Expressions for CI and /? will be given. The terms in (2.7) 
represented by O( 1 (E, u)l”) are T-periodic in t. If the nonsingular matrix 
Z’(t) = (p,(t), p2(t)) then the approximate relation between (2.1) and (2.7) 
is given by 
X(f) = At, r) + u,(t) P*(f) + u2(t) P2(l). (2.9) 
The quantities y, and iI can be expressed in terms of the Floquet mul- 
tipliers as 
(2.10) 
Returning to Eq. (2.7) we note that in polar coordinates it has the simple 
form 
r’ = ~(8, + ar’), 
8’ = - (w + &* + /?r2), 
(2.11) 
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in which the higher order terms have been neglected. We assume c( # 0, that 
is, we assume the stability of the periodic solution p(t, qO) is determined by 
the cubic in (2.7). If M < 0 so that p(t, ylo) is stable then (2.11) undergoes a 
supercritical, stable, Hopf bifurcation while if a > 0 so p( t, q,,) is unstable 
the Hopf bifurcation is subcritical and unstable. 
Well-known result from the theory of ordinary differential equations 
(see, e.g., [S, Chap. 81) imply that the Hopf bifurcation in (2.11) 
corresponds to the bifurcation of an invariant manifold of solutions of 
(2.7) a cylinder in (u, t)-space about the periodic solution p( t, L,, + E). Since 
(2.7) is periodic in t, the invariant manifold is also periodic in t and can be 
viewed as a torus on the identification (u, t + T) + (u, t). The second of 
equations (2.11) can be used to estimate the rotation number of the flow on 
the torus in the usual way. 
We outlined the steps involved in obtaining (2.7). First, we obtain the 
normal form through quadratic terms in (a, u) by the change of variables 
y=u+cL,(t)u+D,,(t, u). 
The resulting equation for u is given by 
u’=Au+E[A,-L;+AL,-L,A]u 
in which 
(2.12) 
AZ,u=a,u+a,L,u-L,(A”,-L;+AL,)u- $(d,+d,L,)Zd, 
dD2, - 
It is easy to check that the range of the operator L’ + (LB - BL) on the T- 
periodic, 2 x2-matrices L is the set of T-periodic matrices 4 satisfying 
[tr 41 T= [tr J4] r = 0. If we choose a projection P by 
pdz Ctr41TI- CtrJ41TJ 
2 2 ’ 
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then P projects onto a complementary subspace to the range. Hence we 
can choose L, in the first bracket in (2.12) so that the term in that bracket 
becomes PA",. This justifies the lowest order in E terms in (2.7). 
The quadratic terms in the second bracket in (2.12) can be completely 
eliminated by an appropriate choice of D,, since the spectrum of the 
operator Mz: V(2,2,2) + V(2,2,2) is { fro, f3io) and n 2x/o # T, 
n 2rc/3w # T for any positive integer n by (2.8). 
Now that L, and D,, are known, the higher order terms in (2.12) are 
known and can be simplified somewhat. For example, 
The cubic terms in (2.12) can now be put in normal form. Let 
u=u+&2L2V+&D22(t,U)+D3(f,U). 
It is a straightforward exercise to see that in the resulting equation for v, 
whose quadratic terms in (E, v) are the same as those in (2.71 the term 
aZJ2~ can be treated exactly as was &a1 u and the term E Qz2 can be 
eliminated exactly as was Q,, . Hence we need only treat the cubic terms in 
v, Q,(r, v). The appropriate term in the equation for u will be 
6,-D;- ++AD~ . 1 (2.13) 
The spectrum of the map M3 on 7/(3,2,2) is (0, f2iw, f4io). The range 
of the operator 0; + M3Dx on the T-periodic V(3,2,2)-valued maps is 
easily verified to be those functions f = (q,(t), q*(t),..., q8(f)) satisfying 
C<dt), %)l.=O> i= 1,2, 
where n, = (0, - 1, 0, -3, 3, 0, 1, 0) and n2 = (3, 0, 1, 0, 0, 1, 0, 3). A projec- 
tion onto a complementary subspace is given by 
where m2 = (1, 0, 1, 0, 0, 1, 0, 1) and m, = (0, 1, 0, 1, - 1, 0, - 1, OJ span the 
null space of M, . Hence D; can be chosen so (2.13) becomes PQ, and this 
gives the pure cubic terms in u in (2.7). Explicitly 
a= -4 [(h,, n2>lT3 
B=$ C<h3, n,)lT. 
409'11312.19 
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The computation of c( and fi is made difficult because & depends on D2, 
which is the unique T-periodic solution of 
D;, + M?DI, = &z,, 
where M,: V(2, 2, 2) + V(2, 2, 2) is given in the usual basis by 
M2= 
More generally, if 
-0 -1 O-I 0 0 
2 o-2 0 o-1 
0 1 0 0 O-l 
1 0 0 o-1 0 
0 -1 o-2 0 2 
,o 0 1 0 1 0 
${L -2 1 G&k+, 
2k+ 1’2k+2 
(2.14) 
then a near identity transformation of variables containing terms through 
order 2n + 1 in (u, E) can be found such that the differential equation for u 
is given by 
U;=(W+E~)U2+ElUI+UIf’l(r2,E)+UZf~(r2,E)+O(~U,E)()2n+2, 
u;= -(W+E*)Ul+ElU*+U~f,(r2,E)-u,f2(r2,E)+O(~(U,e)j)2”+2, 
(2.15) 
in which 
c, = E-y, + F2yZ + ..’ + EZnyZn, 
F2=El;, +&*5*+ “. +E2n(2n, 
and fi(y2, E) is a polynomial of degree 2n in (Y, E) the first few terms of 
which are given in (2.7). 
The above assertion follows from two facts. First, a(M,,) = 
+ (2n + 1) io, f (2n - 1) LX,..., +iw} so by (2.14) all terms which are even 
order in u and of order less than 2n + 1 in (u, E) can be eliminated just as 
&i, C& were eliminated from (2.5). Second, a(M,, + ]) = { f (2n + 2)iw, 
~2nio,..., +2io, 0) so the odd order terms in u cannot be eliminated. The 
nonresonance condition (2.14) is a way of saying that the only nontrivial 
periodic solutions of (1.10) are constant solutions and they exist only if 
0 E d(Mk), i.e., for k odd. It is not difficult to see that 
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af2 --- 
A4 2n+ I 
cl) i 
fl = ae f2 
I9 
f E V(2n + 1,2,2). 
2 -gj+f1 
In polar coordinates 
f, = r “‘+ %(cos 0, sin 0) = r2” + x( 0). 
The null space of M,, + , is easily computed by solving 
2x~/2=0 
a.f2 
-Yg+f; =o, 
hence 
f,(t?)=A cos8+Bsinf?, 
f2(t3) = A sin 8 - B cos f3, 
or 
f =Ar2n(~~)+Br2n(i(:,). 
Since V(2n + 1,2,2) = Range M,, + 1 @ Ker(M,, + ]) the form of the non- 
linear terms in (2.15) follows: 
2.1. oT/27( = f 
We briefly discuss the resonance oT/2n = f in this section. The only 
terms of (2.12) which are affected by the resonance are the quadratic terms 
since cr(M,) = ( + io, + 3io). The result is that quadratic terms in y can 
not be eliminated from (2.5). Because +3iw are simple eigenvalues of M,, 
(1.10) with A4 = M,, has two linearly independent T-periodic solutions 
which we have computed: 
(cos 30t, -sin 3wt, -cos 30t, -sin 3wt, -cos 30X, sin 3wt), 
( -sin 30x, - cos 30X, sin 3wt, - cos 3wt, sin 3wt, cos 30t). 
The range of the operator (d/d)+ M, on PT( V((2, 2,2)) are those 
elements of PT( V(2,2,2)) orthogonal to these elements. For a two-dimen- 
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sional subspace complementary to the range we take the span of the two 
vectors, 
(cos 3wt, -2 sin 3wt, -cos 3wt, -sin 3wt, - 2 cos 3wt, sin 30t) 
and 
(-sin 3wt, -2 cos 3wt, sin 30X, --OS 3wt, -2 sin 3wt, cos 3wt). 
The resulting normal form then becomes 
24; = (0 + E*) u2 + E, u1 + (6 cos 3wt - y sin 3wt) u: 
-2(6 sin 3wt + y cos 3wt) 24, u2 - (6 cos 3wt - y sin 3wt) u:, 
24; = - (0 + E*) u1 + &*u2 - (6 sin 3wt + y cos 3wt) uf 
-2(6 cos 3wt + y sin 3wt)u, u2 + (6 sin 3wt + y cos 3wt) u:, 
where we have ignored the higher order terms beginning with the cubic 
terms in (2.7). If we write u = ui + iu, then the differential equation for u is 
given by 
24’ = [El - i(w + E2)] 2.4 +AC (3wr+4)iii2 + (a - ij?)lul*u + O((u, E14), 
where A = dm, tan 4 = SJy and we have included the cubic terms 
exactly as in (2.7) since they are unaffected by the resonance. Recall that 
the terms 0( l(u, s)14) are T-periodic in t. Substituting 
into the above equation, we obtain an equation for v in which the 
0( j(u, .s)14) terms are now 3T-periodic: 
U’=&Z,U+Z*fi2+Z3(U12U+O(I(U,&)14) (2.1.1) 
in which 
&Z,=El--iE2, 
z2 = AeCid, 
z3 = a - i/3, 
the steady states of (2.1.1), ignoring the order four terms, v = EW, are 
solutions of 
O=z,w+z2W2+&ZjIW~*W. (2.1.2) 
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Setting E = 0 in (2.1.2), we find nontrivial w 
w = p@, p= fi, 
I I 
$lc=- 
z2 
k=O, 1, 2, 
where 0 < arg( -z,/z2) < 275 provided of course that z2 # 0. The Implicit 
Function Theorem implies these three solutions can be continued to 
solutions of (2.1.2) for small E. 
Thus there is (z2 ~0) a transcritical bifurcation of 3T-periodic solutions 
given by 
u()( t) = &pe - i(0t - $l”) + O( &Z), 
q(t)=%l(t+ 11, 
242(t) = ug( t + 2). 
2.2. wT/2n = a, 
In this case, the cubic terms of the normal form are affected. The 
quadratic terms can be eliminated exactly as in the nonresonant case. Since 
o(M,) = (0, *2iw, f4iw) on V(3,2,2), the adjoint equation (1.10) has, in 
addition to the constant solutions associated with the zero eigenvalue, 
some time dependent T-periodic solutions associated with the eigenvalues 
+4iw. These are 
( -sin 4wt, - cos 4wt, sin 4wt, cos 4wt, 
- cos 4wt, sin 4wt, cos 4wt, -sin 4wt) 
and 
(cos 4wt, -sin 4wt, - cos 4wt, sin 4wt, -sin 4wt, 
-cos 4wt, sin 4wt, cos 4wt). 
For a complementary subspace to the range of (d/d) + M, we take the 
span of the vectors 
( -sin 4wt, - 3 cos 4wt, 3 sin 4wt, cos 40x, 
- cos 4wt, 3 sin 4wt, 3 cos 4wt, -sin 4wt), 
(cos 4wt, - 3 sin 40.q - 3 cos 4wt, sin 4wt, 
-sin 4wt, - 3 cos 4wt, 3 sin 4wt, cos 4wt), 
(LO, l,O, 0, 190, 11, (0, 40, 1, -l,O, -LO), 
the last two of which are the same as in the nonresonant case. 
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Proceeding exactly as in (2.1.1), we can write a differential equation for 
u=uI +iu, as 
u~=[E,-i(O+&*)]z4+z2e 4n”%3 + z3(u~2u + O( I(u, E)14). 
Letting 24 = ue “” we obtain the differential equation for 2: as 
u’=&Z*u+Z2u3+Z3(U12u+O(~(U, &)14), (2.2.1) 
where EZ~ = E, -is, and the 0( 1 (u, .s)14) terms are 4T-periodic in t. Ignoring 
these higher order terms, the steady states of (2.2.1) can be obtained by 
setting 
E=qd2, q= +1 
u=6w. 
Then the steady state equation becomes 
qz,w+z2w3+z3~w~2w=o. 
If we multiply through by W and rearrange we find 
@4= yw,lw12+z31w14 
z2 
(2.2.2) 
provided z2 #O, which we assume to be the case. Writing w = pe” and 
dividing (2.2.2) through by p4 it is easily seen that (2.2.2) has solutions if 
and only if 
~l~212-l~312~p4-~q~P2~~,,z3~-lz,12=o, 
where (zr , z3) = Re z, Re z3 + Im z, Im z3. There are three cases depending 
on the discriminant 
A = (z,, z3 I’+ 1~,12(1~212- b312). 
FIGURE 1. 
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FIGURE 2 
Case I. A > 0 and jz3/ > Iz2/. 
In this case there are two positive roots, p*, if the sign of q, is such that 
91(ZlY z3) > 0. Hence there is a sub- or super-critical bifurcation of two 
families of 4T-periodic solutions as depicted in the schematic bifurcation 
diagram, Fig. 1, the direction of bifurcation depending on the sign of q,. 
Case II. 1~~1 > 1~~1. 
In this case, for each choice of q = f 1, there is one positive root p*. The 
bifurcation diagram is two sided as depicted in Fig. 2. Each branch 
corresponds to a 4T-periodic solution. 
Case III. d < 0, 
In this case there are no nontrivial 4T-periodic solutions. 
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