Abstract-Robots operate in environments with varying implicit structure. For instance, a helicopter flying over terrain encounters a very different arrangement of obstacles than a robotic arm manipulating objects on a cluttered table top. State-of-the-art motion planning systems do not exploit this structure, thereby expending valuable planning effort searching for implausible solutions. We are interested in planning algorithms that actively infer the underlying structure of the valid configuration space during planning in order to find solutions with minimal effort. Consider the problem of evaluating edges on a graph to quickly discover collision-free paths. Evaluating edges is expensive, both for robots with complex geometries like robot arms, and for robots with limited onboard computation like UAVs. Until now, this challenge has been addressed via laziness i.e. deferring edge evaluation until absolutely necessary, with the hope that edges turn out to be valid. However, all edges are not alike in valuesome have a lot of potentially good paths flowing through them, and some others encode the likelihood of neighbouring edges being valid. This leads to our key insight -instead of passive laziness, we can actively choose edges that reduce the uncertainty about the validity of paths. We show that this is equivalent to the Bayesian active learning paradigm of decision region determination (DRD). However, the DRD problem is not only combinatorially hard, but also requires explicit enumeration of all possible worlds. We propose a novel framework that combines two DRD algorithms, DIRECT and BISECT, to overcome both issues. We show that our approach outperforms several state-of-the-art algorithms on a spectrum of planning problems for mobile robots, manipulators and autonomous helicopters.
I. INTRODUCTION
A widely-used approach for solving robot motion-planning problems is the construction of graphs, where vertices represent robot configurations and edges represent potentially valid movements of the robot between these configurations. The main computational bottleneck is collision checking which is manifested as expensive edge evaluations. For example, in robot arm planning [13] (Fig. 1(a) ), evaluation requires expensive geometric intersection computations. In autonomous helicopter planning [5] (Fig. 1(b) ), evaluation requires expensive reachability volume verification of the closed loop system. State-of-the-art planning algorithms [12] deal with expensive evaluation by resorting to laziness -they first compute a set of unevaluated paths quickly, and then evaluate them sequentially until a valid path is found.
However, such lazy policies overlook a fundamental characteristic of the planning problem -edges in a graph are implicitly correlated. In Fig. 1(a) , the presence of a table in the robot arm workspace implicitly correlates edges in front of the robot. Visualization of the first of three articulated motion planning problems in which the HERB robot must move its right arm from the start configuration (pictured) to any of seven grasp configurations for a mug. Shown is the progression of the Alternate selector on one of the randomly generated roadmaps; approximately 2% of the 7D roadmap is shown in gray by projecting onto the space of end-effector positions.
This form is derived from simplifying the induced geometric series; note that if exp( wab)  Zba, the value Z 0 xy is infinite. One can also derive the inverse: given values Z 0 , calculate the values Z if an edge were removed.
This incremental formulation of (7) allows for the corresponding score p(e) for edges to be updated efficiently during each iteration of LazySP as the wlazy value for edges chosen for evaluation are updated. In fact, if the values Z are stored in a square matrix, the update for all pairs after an edge weight change consists of a single vector outer product.
Experiments
We compared the seven edge selectors on three classes of shortest path problems. The average number of edges evaluated by each, as well as timing results from our implementations, are shown in Figure 8 . In each case, the estimate was chosen so that west  w, so that all runs produced optimal paths. The experimental results serve primarily to illustrate that the A* and LWA* algorithms (i.e. Expand and Forward) are not optimally edge-efficient, but they also expose differences in behavior and prompt future research directions. All experiments were conducted using an open-source implementation. 1 Motion planning results were implemented using OMPL (Ş ucan, Moll, and Kavraki 2012).
Random partially-connected graphs. We tested on a set of 1000 randomly-generated undirected graphs with |V | = 100, with each pair of vertices sharing an edge with probability 0.05. Edges have an independent 0.5 probability of having infinite weight, else the weight is uniformly distributed on [1, 2] ; the estimated weight was unity for all edges. For the WeightSamp selector, we drew 1000 w samples at each iteration from the above edge weight distribution. For the Partition selector, we used = 2.
Roadmap graphs on the unit square. We considered roadmap graphs formed via the first 100 points of the (2, 3)-Halton sequence on the unit square with a connection radius of 0.15, with 30 pairs of start and goal vertices chosen randomly. The edge weight function was derived from 30 sampled obstacle fields consisting of 10 randomly placed axis-1 https://github.com/personalrobotics/lemur aligned boxes with dimensions uniform on [0.1, 0.3], with each edge having infinite weight on collision, and weight equal to its Euclidean length otherwise. One of the resulting 900 example problems is shown in Figure 2 . For the WeightSamp selector, we drew 1000 w samples with a naïve edge weight distribution with each having an independent 0.1 collision probability. For the Partition selector, we used = 21.
Roadmap graphs for robot arm motion planning. We considered roadmap graphs in the configuration space corresponding to the 7-DOF right arm of the HERB home robot (Srinivasa et al. 2012) across three motion planning problems inspired by a table clearing scenario (see Figure 7 ). The problems consisted of first moving from the robot's home configuration to one of 7 feasible grasp configurations for a mug (pictured), second transferring the mug to one of 72 feasible configurations with the mug above the blue bin, and third returning to the home configuration. Each problem was solved independently. This common scenario spans various numbers of starts/goals and allows a comparison w.r.t. difficulty at different problem stages as discussed later.
For each problem, 50 random graphs were constructed by applying a random offset to the 7D Halton sequence with N = 1000, with additional vertices for each problem start and goal configuration. We used an edge connection radius of 3 radians, resulting |E| ranging from 23404 to 28109. Each edge took infinite weight on collision, and weight equal to its Euclidean length otherwise. For the WeightSamp selector, we drew 1000 w samples with a naïve edge weight distribution in which each edge had an independent 0.1 probability of collision. For the Partition selector, we used = 3.
Discussion
The first observation that is evident from the experimental results is that lazy evaluation -whether using Forward (LWA*) or one of the other selectors -grossly outperforms Expand (A*). The relative penalty that Expand incurs by evaluating all edges from each expanded vertex is a function of the graph's branching factor.
Since the Forward and Reverse selectors are simply mirrors of each other, they exhibit similar performance averaged across the PartConn and UnitSquare problem classes, which Similarly in Fig. 1(b) , the presence of power-lines during a UAV overflight implicitly correlates a horizontal strip of edges near the ground. Evaluating such edges provides valuable information about the feasibility likelihood of other edges which in turn can be used to infer the feasibility likelihood of a path. We wish to compute such a policy that judiciously chooses edges to evaluate by reasoning about likely worlds in which the robot operates.
This problem is equivalent to the Bayesian active learning problem of decision region determination (DRD) [21, 4] given a set of tests (edges), hypotheses (worlds), and regions (potential paths), the objective is to select a sequence of tests that drive uncertainty into a single decision region. The DRD problem has one key distinction from the general active learning problem [11] -we only need to know enough about the world to ascertain if a path is feasible.
To solve the DRD problem in our context, we need to address two issues:
(a) Enumeration of all possible worlds.
(b) Solving the DRD problem in general is NP-hard [21] .
Fortunately, Chen et al. [4] provide an algorithm, DIRECT, to address (b) by maximizing an objective function that satisfies adaptive submodularity [15] -a natural diminishing returns property that endows greedy policies with near-optimality In previous work [7] , we addressed (a) by examining the DRD problem when edges are independent. We proposed an efficient near-optimal algorithm BISECT which reduces the compu-
. BISECT reasons about the exhaustive set of worlds without ever explicitly enumerating them by leveraging the independence assumption. However, this assumption is too strong for certain environments (such as those in Fig 1) thus leading to excessive edge evaluations.
Our key idea is to combine the two approaches. We sample a finite database of worlds and apply DIRECT offline on this database to compute a decision tree of edges to evaluate. At test time we execute the tree. When we reach a leaf node, we have either solved the problem or we have narrowed the problem down to a set of 'tail worlds' outside of DIRECT's domain, i.e. low probability worlds that do not appear in the sampled database. We then run BISECT, which implicitly reasons about this set of 'tail worlds', and accept the performance loss due to the independence assumption. We make the following contributions: 1) We show an equivalence between the optimal edge evaluation problem and the decision region determination problem.
2) We propose a framework to combine two DRD algorithms, DIRECT and BISECT, that near-optimally solves the decision region problem, overcomes issues pertaining to finite databases and can be executed efficiently online.
3) We demonstrate the efficacy of our approach on a 1 A typical graph, |E| : 10000, will need 2 10000 bits of storage! spectrum of planning problems for mobile robots, manipulators, autonomous full-scale helicopters.
We note that a limitation of this approach is that it ignores solution quality and requires an explicit library of paths. We discuss ways to alleviate this in Section VI.
II. PROBLEM FORMULATION
We now describe the edge evaluation problem, showing the equivalence to the DRD problem along the way. Let G = (V, E) be an explicit graph that consists of a set of vertices V and edges E. Given a pair of start and goal vertices, (v s , v g ) ∈ V , a search algorithm computes a path ξ ⊆ E -a connected sequence of valid edges. The search is performed on an underlying world φ which corresponds to a specific setting of obstacles. To ascertain the validity of an edge e, the algorithm queries the underlying world φ(e) which returns a binary status. We address applications where edge evaluation is expensive, i.e., the computational cost c(e) of computing φ(e) is significantly higher than regular search operations. We make a simplification to the problem -from that of search to that of identification. Instead of searching G online for a path, we frame the problem as identifying a valid path from a library of 'good' candidate paths Ξ = (ξ 1 , ξ 2 , . . . , ξ m ).
Let H = {h 1 , . . . , h n } be a set of "hypotheses", each of which is analogous to a world. We have a prior distribution P (h) on this set. A "test" t ∈ T is performed by querying a corresponding edge e ∈ E for evaluation, which returns a binary outcome x ∈ {0, 1} denoting if an edge is valid or not. Thus each hypothesis can be considered a function, h : T → {0, 1}, mapping tests to corresponding outcomes. The cost of performing a test is c(t). A path ξ i ∈ Ξ corresponds to a set of worlds on which that path is valid. Hence each path ξ i ∈ Ξ corresponds to a "decision region" R i ⊆ H over the space of hypotheses. Let
be the set of "decision regions" corresponding to Ξ.
For a set of tests A ⊆ T that are performed, let the observed outcome vector be denoted by x A . Let the version space H(x A ) be the set of hypotheses consistent with outcome vector x A , i.e. H(x A ) = {h ∈ H | ∀t ∈ A, h(t) = x A (t)}.
We define a policy π as a mapping from the current outcome vector x A to the next test to select. A policy terminates when at least one region is valid, or all regions are invalid. Let h be the underlying world on which it is evaluated. Denote the outcome vector of a policy π as x A (π, h). The expected cost of a policy π is c(π
is the cost of all tests t ∈ A. The objective is to compute a policy π * with minimum cost that ensures at least one region is valid, i.e.
An illustration of this equivalence is shown in Fig. 2 .
III. RELATED WORK The computational bottleneck in motion planning varies with problem domain and that has led to a plethora of planning techniques ( [24] ). When vertex expansions are a bottleneck, A* [17] is optimally efficient while techniques such as partial expansions [29] address graph searches with large branching factors. However, we examine the problem class that is of particular importance in robotics -expensive edge evaluation. This is primarily because evaluation is performed by querying an underlying representation of the world that is built online and requires expensive geometric intersection computation.
The problem class we examine, that of expensive edge evaluation, has inspired a variety of 'lazy' approaches. The LazyPRM algorithm [1] only evaluates edges on the shortest path while FuzzyPRM [26] evaluates paths that minimize probability of collision. The Lazy Weighted A* (LWA*) algorithm [10] delays edge evaluation in A* search and is reflected in similar techniques for randomized search [14, 6, 18] . An approach most similar in style to ours is the LazyShortestPath (LazySP) framework [12] which examines the problem of which edges to evaluate on the shortest path. Instead of the finding the shortest path, our framework aims to efficiently identify a feasible path in a library of 'good' paths. The Anytime Edge Evaluation (AEE*) framework [25] also deals with a similar problem however it makes an independent edge assumption. Finally, there is a lot of work on modelling belief over configuration spaces [8, 27, 20, 2] . Using such models in DRD would be interesting future work.
We draw a novel connection between motion planning and optimal test selection which has a wide-spread application in medical diagnosis [22] and experiment design [3] . Optimizing the ideal metric, decision theoretic value of information [19] , is known to be NP PP complete [23] . For hypothesis identification (known as the Optimal Decision Tree (ODT) problem), Generalized Binary Search (GBS) [11] provides a nearoptimal policy. For disjoint region identification (known as the Equivalence Class Determination (ECD) problem), EC The algorithm DIRECT is invoked to compute a decision tree offline. Each node of the tree contains the index of the edge to evaluate and branches on the outcome. The leaf node i of the tree correspond either to a feasible path existing or the number of consistent worlds dropping below a threshold fraction η. In the latter case, the bias vector θ i is stored. At test time, the tree is executed till a leaf node i is reached. If the problem is unsolved at that point, the BISECT algorithm is invoked with θ i as bias term.
HEC [21] provides a near-optimal policy. The DIRECT algorithm [4] , a computationally more efficient alternative to HEC, forms the basis of our approach. We also employ the BISECT algorithm [7] , which solves the DRD problem under edge independence assumptions.
IV. APPROACH
A. Overview Fig. 3 shows an overview of our approach. We sample a finite database of worlds to create a training dataset. We employ a greedy yet near-optimal algorithm DIRECT [4] to solve the DRD problem. DIRECT chooses decisions to prune of inconsistent worlds from the database till it can ascertain if a path is valid. The decisions of DIRECT can be compactly stored in the form of a decision tree which is computed offline. At test time, the tree is executed till the leaf node is reached. At this point, either the problem is solved or the fraction of consistent worlds drops below a threshold η, i.e. it is likely that the test world is not in the database. In the latter case, we invoke another DRD algorithm, BISECT. BISECT implicitly reasons about the exhaustive set of O(2 E ) worlds and does this efficiently by assuming edges are independent. BISECT is invoked with a bias vector of edge likelihoods θ computed from the remaining consistent worlds in DIRECT. The combined behaviour of the framework is as follows -the tree makes a set of evaluations to quickly collapse the posterior on to a set of candidate paths, while BISECT completes the episode being guided by the obtained posterior. We describe each component of the framework in the remaining subsections.
B. The Decision Region Edge Cutting algorithm (DIRECT)
In order to solve the DRD problem in (1), we adopt the framework of Decision Region Edge Cutting (DIRECT) [4] . The intuition behind the method is as follows -as tests are performed, hypotheses inconsistent with test outcomes are Algorithm 1: DIRECT (H act , R, X, c)
pruned away. Hence, tests should be incentivized to push the probability mass over hypotheses into a region as fast as possible. Chen et al. [4] derive a surrogate objective function that not only provides such an incentive, but also exhibits the property of adaptive submodularity [15] -greedily maximizing such an objective results in a near-optimal policy.
DIRECT uses a key result from Golovin et al. [16] who address the Equivalence Class Determination (ECD) problem -a special case of the DRD problem (1) when regions are disjoint. Let {R 1 , . . . , R m } be a set of disjoint regions, i.e, R i ∩ R j = 0 for i = j. Golovin et al. [16] provide an efficient yet near-optimal approach for solving ECD in their EC 2 algorithm. The EC 2 algorithm defines a graph G EC = (V EC , E EC ) where the nodes are hypotheses and edges are between hypotheses in different decision regions E EC = ∪ i =j {{h, h } | h ∈ R i , h ∈ R j }. The weight of an edge is defined as w({h, h }) = P (h)P (h ). An edge is said to be 'cut' by an observation if either hypothesis is inconsistent with the observation. Hence a test t with outcome x t is said to cut a set of edges E EC (x t ) = {{h, h } | h(t) = x t ∨ h (t) = x t }. The aim is to cut all edges by performing test while minimizing cost. EC 2 employs a weight function over regions, w EC ({R i }) = i =j P (R i )P (R j ). Naively, computing the total edge weight requires enumerating all pairs of regions. However, we can compute this efficiently in linear complexity as w EC (
defines an objective function f EC (x A ) that measures the ratio of the original weight of subregions R i and the weight of pruned subregions
EC 2 uses the fact that f EC (x A ) is adaptive submodular ( [15] ) to define a greedy algorithm. Let the expected marginal gain of a test be
.
We now return to the general DRD problem where regions are not disjoint. DIRECT reduces the DRD problem with m regions to m instances of the ECD problem. Each ECD 
problem is a 'one region versus all'. ECD problem i is defined over the following disjoint regions: the first region is R i and the remaining regions are singletons containing only one hypothesis h / ∈ R i . The EC 2 objective corresponding to this problem is f r EC (x A ). The key idea is that solving any one ECD problem solves the DRD problem. The DIRECT algorithm then combines them in a Noisy-OR formulation by defining the following combined objective
DIRECT uses the fact that f DRD (x A ) is also adaptive sub-
For details on the theoretical guarantees and proofs, we refer the reader to [4] .
To aid in implementation, we provide a pseudo-code for DIRECT. The pseudo-code is derived by expanding and simplifying ∆ fDRD (t | x A ) which we omit for brevity. Alg. 1 describes the DIRECT policy. H act is the set of active hypotheses which have remained consistent so far with test outcomes. R ∈ R n×m is a binary membership matrix where
is a vector of test costs. Alg. 1 computes the expected gain for each test by computing H cond , the set of hypotheses conditioned on test outcomes, and picks the best test. Alg. 2 computes the DRD gain for H cond by taking a product of individual ECD gains. Alg. 3 calculates the weight of the i th ECD problem. The computational complexity of Alg. 1 is O (|T | mn). Speedups can be obtained by lazily evaluating gains and using graph coloring to reduce the number of ECD problems [4] .
C. Creating an offline decision tree using DIRECT DIRECT needs access to the entire training database which can be prohibitive at runtime for storage and computational reasons. We circumvent this problem by computing a decision tree offline using DIRECT and storing it. The nodes of the tree encode which edge to evaluate. The tree branches on the outcome of the evaluation. Note that the depth of the tree is bounded by log 2 (n) as all leaf nodes must be consistent with the training database. The size is further bounded by the fact that the tree terminates on a leaf node when the uncertainty has been pushed onto one region.
D. Executing BISECT from the leaf node
As discussed in Section I, it is impractical to have a database large enough to encompass all possible worlds that can arise at test time. Hence, if we reach the leaf node of the tree and the problem is still unsolved, we need to execute an online algorithm that can run to completion by reasoning over the exhaustive set of worlds. We use the Bernoulli Subregion Edge Cutting (BISECT) algorithm [7] as our online algorithm. BISECT addresses the DRD problem under the assumption that test outcomes are independent Bernoulli random variables. It leverages this assumption to reduce computational complexity from O 2 E to O (E) and hence can be easily executed online.
BISECT needs as input a bias vector which corresponds to the independent likelihood of an edge being free. Since DIRECT has made a set of decisions to collapse the posterior, albeit on a finite database, we wish to use this to inform BISECT. We do this by growing the DIRECT decision tree only till the version space H η drops below a fraction η of consistent worlds, i.e. |H η | ≤ η |H|. This is then used to create a bias vector θ with a mixture term to ensure non-zero support for all plausible worlds. The bias term for a test t is
Using θ leads to a more informed BISECT as compared to directly invoking BISECT from the beginning using a bias vector computed from the training database.
V. EXPERIMENTS

A. Dataset construction
We evaluated our approach on a collection of datasets spanning a spectrum of motion planning applications that range from simplistic yet insightful 2D problems to more realistic high dimension problems as encountered by a helicopter or a robot arm. The autonomous helicopter dataset in particular is our target application. A typical dataset is constructed as follows. The robot dynamics information is used to create an explicit graph G = (V, E) and a start and goal vertex. A dataset of n worlds is sampled from a designed generative model. Each edge is evaluated on each world to create a test outcome matrix X ∈ R n×|T | . A library of paths is created by solving for k−shortest paths on the dataset and sub-sampling it to maintain a size of m. This is then used to create a binary membership matrix R ∈ R n×m encoding the validity of a path on a world. 10% of the data is used for test, remainder for training. The algorithms work with these abstract representations and do not need access to application specific details. Refer to Choudhury et al. [7] for more details on dataset construction. of MAXTALLY, SETCOVER and MVOI. We add to this the LAZYSP algorithm [12] which operates on the original graph G. We also introduce a new algorithm LAZYSPSET which is restricted to the library of paths Ξ. Table I shows the evaluation cost of all algorithms on various datasets normalized w.r.t DIRECT +BISECT. The two numbers are lower and upper 95% confidence intervals -hence it conveys how much fractionally poorer algorithms are w.r.t our approach. The best performance on each dataset is highlighted. Fig. 4 shows a comparison of algorithms on certain datasets. We present a set of observations to interpret these results. O 1. DIRECT +BISECT has a consistently competitive performance across all datasets. Table I shows on 17 datasets, DIRECT is at par with the best -on 8 of those it is exclusively the best. The terrain also has natural obstacles such as hills. Presence of other aircrafts and no-fly zones also require avoidance. The prior shows a band of low likelihood region that corresponds to the presence of the wires. After 2 checks, DIRECT is able to infer the location of obstacles on either flank. The resultant posterior allows BISECT to focus on the centre region and find a path.
C. Summary of results
O 2. DIRECT is more effective on environments with spatial correlation. Fig. 4 shows that datasets such as TwoWall, MovingWall, Maze and Baffle are more structured. For example in the Maze dataset, there are 5 hallways with one interconnecting passage. DIRECT is able to locate this passage with a few checks and has better performance than BISECT which assumes independence between edges. On the other hand the Forest dataset has less spatial correlation and BISECT performs comparably (has an upper margin of 0.20). Similar phenomemnon was observed in 7D arm planning between Clutter (less correlation) and Table+Clutter (more correlation) datasets. O 3. DIRECT +BISECT improves in performance with more data. Fig. 6(a) shows that both mean and variance reduce as the size of the dataset is increased. This is not only due to DIRECT having better realizability, but also due to BISECT having a more accurate bias term. O 4. BISECT is essential as a post-processing step
We defined an algorithm, DIRECTONLY that runs DIRECT to completion and randomly returns a path from the consistent set of paths, i.e. the a path DIRECT believes should be feasible. Fig. 6(b) shows the failure rate of DIRECTONLY with training size, i.e. the returned path being infeasible. The plot shows the failure does not go to zero. BISECT is essential to reason about the remaining paths and in which order to check edges to ascertain which path is free. D. Case study: Roles played by DIRECT and BISECT We take a closer look at the Baffle dataset for SE(2) path planning as shown in Fig. 5(a) . The combination of the narrow gap between two walls and the curvature constraint of the robot makes this a challenging problem as shown by the performance of baseline LazySP in Fig. 4(e) . Also note that BISECT too struggles on this problem. Returning back to Fig. 5(a) , we see that the prior over edge validity is not informative enough for BISECT to find the gap. As DIRECT proceeds to collision check edges, it is quickly able to localize the gap between the two walls. Interestingly, it is relatively uncertain about the actual vertical location of the wall -this is reflective of DIRECT judiciously reducing uncertainty only enough to make a region valid (i.e to know if a candidate path would be feasible). The posterior is much more informative for BISECT which is able to easily find a feasible path.
We see a similar phenomenon in the Wires dataset for helicopter planning in Fig. 5(b) . As DIRECT proceeds to collision check edges, it is quickly able to ascertain presence of hills in the two flanks and a gap in the centre. BISECT uses this posterior to focus along the centre and find a path.
VI. DISCUSSION AND FUTURE WORK
In this paper, we addressed the problem of identification of a feasible path from a library while minimizing the expected cost of edge evaluation given priors on the likelihood of edge validity. We showed that this problem is equivalent to a DRD problem where the goal is to select tests (edges) that drive uncertainty into a single decision region (a valid path). We proposed an approach that combines two DRD algorithms, DIRECT and BISECT, to efficiently solve the problem. We validated our approach on a spectrum of problems against state of the art heuristics and showed that it has a consistent performance across datasets. These results demonstrate the efficacy of leveraging prior data to significantly reduce collision checking effort. We now discuss some insights and directions for future work. Q 1. How can we relax the restrictions in the framework in (II) -the prior is specified only via a finite database of worlds and selection is limited to a fixed library of paths.
An alternate approach to modeling belief over configuration spaces is to assume edges are locally correlated. Under this assumption, one can use local models such as KDE [8] , mixture of Gaussians [20] , RKHS [28] or even customized models [27] . The efficacy of these models depends on how accurately they can represent the world, how efficiently they can be updated and how efficiently they can be projected on the graph. The active learning not only needs to reason about the current belief of the world, but belief posteriors conditioned on possible outcomes of edge evaluation.
Explicitly reasoning about a set of paths is expensive as the size of the set can be exponential in the number of edges in the graph. An alternate method is to directly reason about a distribution over all possible paths between two vertices implicitly, however, this can be intractable. Tractable approximations to such functions have been explored in the context of edge selection [12] . Adopting such techniques in the active learning setting would be interesting to pursue. Q 2. We have so far been concerned with finding a feasible path. Can we extend our framework to the optimal path identification problem?
Introducing an additional criteria of minimizing path cost creates a tension between producing high quality paths and expending more evaluation effort. A desirable behaviour is to have an anytime algorithm that traverses the Paretofrontier [8, 9] . We can tweak our algorithm to display such behavior -we first solve the feasible path identification problem, prune all costlier paths (including this) from the library, prune worlds which belonged only to those paths, and then solve the feasible path problem again. However, while this will eventually converge to the optimal path, we can not necessarily control the speed of convergence.
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