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We study the anomalous dynamical scaling of equilibrium correlations in one dimensional systems.
Two different models are compared: the Fermi-Pasta-Ulam chain with cubic and quartic nonlinearity
and a gas of point particles interacting stochastically through the multiparticle collision dynamics.
For both models -that admit three conservation laws- by means of detailed numerical simulations we
verify the predictions of nonlinear fluctuating hydrodynamics for the structure factors of density and
energy fluctuations at equilibrium. Despite this, violations of the expected scaling in the currents
correlation are found in some regimes, hindering the observation of the asymptotic scaling predicted
by the theory. In the case of the gas model this crossover is clearly demonstrated upon changing
the coupling constant.
PACS numbers: 05.60.Cd, 52.30.q, 51.20.+d, 66.30.Xj
I. INTRODUCTION
Low-dimensional [i.e., one- (1D) and two-dimensional
(2D)] systems where total size, energy and momen-
tum are the only conserved quantities, typically exhibit
anomalous relaxation and transport properties [1–4]. Un-
der these conditions the standard hydrodynamic descrip-
tion fails, because the transport coefficients are ill-defined
in the thermodynamic limit. For instance, in 2D systems
the heat conductivity κ exhibits a logarithmic divergence
with the system size N , while in 1D systems it turns into
a power-law
κ ∼ Nγ . (1)
The value of γ has been estimated by numerical simu-
lations and various theoretical approaches for different
systems. For a generic non integrable and nonlinear 1D
system it is assumed that the scaling exponent takes
the universal value γ = 1/3, indicating non-diffusive
(anomalous) heat conduction. Numerical evidence has
been found for several systems like the hard point gas
(HPG), the hard point chains (HPC) (both with alter-
nate masses), and the Fermi-Pasta-Ulam (FPU) α + β
model (a Hamiltonian chain of nonlinearly coupled os-
cillators, interacting by a leading cubic nonlinearity [1]).
The universality of the γ exponent has been predicted
by different theoretical arguments (e.g., see Refs. [5, 6]).
More recently, a complete description has been put for-
ward within the Nonlinear Fluctuating Hydrodynamics
∗Electronic address: pdicintio@unifi.it
(NFH) approach, proposed independently by van Bei-
jeren [7] and Spohn [8, 9]. These authors have shown
that the statistical properties of 1D nonlinear hydrody-
namics with three conservation laws (e.g. total energy,
momentum and number of particles) are essentially de-
scribed by the fluctuating Burgers equation for the field
Ψ(x, t) with white noise Z
∂tΨ + cΨ∂xΨ = ν∂
2
xxΨ +
√
2ν∂xZ, (2)
where ν is a diffusion coefficient and c the scale velocity of
advection. Equation (2), on its side, can be mapped onto
the well-known Kardar-Parisi-Zhang (KPZ) equation for
the stochastic growth of interfaces [10]. By exploiting
this formal equivalence between different problems, one
can conclude that anomalous relaxation and transport in
1D systems can be traced back to the superdiffusive be-
havior of density fluctuations imposed by the constrained
dynamics.
However, there exist counterexamples of models with
the three aforementioned conservation laws that depart
from such universal behaviour for different intrinsic rea-
sons. For instance, integrable models, like a chain of
harmonic oscillators and the Toda lattice, exhibit bal-
listic transport (i.e., κ ∼ N), since energy is transmit-
ted through the chain by the undamped propagation of
eigenmodes (phonons and solitons, respectively [11, 12]).
Moreover, for systems in which the local symmetry of
particle displacements with respect to the equilibrium
position is restored, the exponent γ takes higher values,
e.g. 2/5 or 1/2, depending on the model at hand. It
has been argued that this case belongs to a different
universality class. This has been tested numerically in
the FPU-β model, where the displacement symmetry is
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2a straightforward consequence of a purely quartic non-
linearity [13–15], in the hard-point-chain model at zero
pressure [16] and in the FPU-α + β model, where the
displacement symmetry can be imposed by applying a
suitable pressure at the chain boundaries [17]. It has
been further pointed out that such a case corresponds to
the special thermodynamic condition, for which the spe-
cific heat capacities at constant volume and pressure are
equal [18]. A further remarkable example belonging to
this class is provided by the harmonic chain subject to a
conservative noise, where deterministic dynamics coexist
with random collisions among oscillators preserving mo-
mentum and energy. In this case, it has been rigorously
proved that γ = 1/2 [19–21].
An interesting example of normal conduction in non-
linear systems is the rotor chain that can be thought as
the 1D dynamical version of the XY -model. Numerical
studies [22, 23] and recent calculations based on the NFH
approach [9, 24, 25] predict finite κ for such a model in the
thermodynamic limit. This is not surprising for a twofold
reason: (i) in the rotor chain, only energy and momen-
tum are conserved quantities, while the ”length” is not,
because the cosine-like interaction potential depends on
angle-variables, whose relative phase can change by ±2pi
without any consequence on the dynamics, and (ii) due
to the boundedness of the potential, at any finite value of
the energy density there are energy fluctuations that al-
low some rotors to overtake the potential barrier and pro-
duce spontaneously localized excitations (the so-called
rotobreathers), that behave like effective scatterers for
long-wavelength (i.e. hydrodynamic) fluctuations, thus
restoring conditions of normal diffusion.
It also deserves to be mentioned that both classical and
quantum chains with long-range couplings always show
anomalous behaviour in energy transport. In this case,
the deviation from the normal heat diffusion as described
by the classical Fourier law has to be attributed to the
non-local nature of the interaction [26], rather than to the
dimensionality of the system. In particular, such models
appear to trap large fractions of the total energy into one
or more degrees of freedom for long times [27, 28], thus
yielding subdiffusive transport.
All of these results indicate that deviations from uni-
versality may emerge in 1D transport and range from
normal diffusion to ballistic transport depending on spe-
cific additional symmetries or dynamical mechanisms at
work.
Recently, this complex scenario turned to a true puz-
zle, because careful numerical experiments reported that
normal heat conductivity can be observed in models, in
which the universal exponent γ = 1/3 is expected to hold
[29, 30]. The main claim of the authors of these works
is that, at variance with the predictions of NFH and of
previous theoretical approaches, normal heat conductiv-
ity should characterize all 1D lattice models with asym-
metric potentials. Such a situation has been observed
for the FPU-α + β model and for chains of oscillators
coupled through a Lennard-Jones potential [31]. The au-
thors provided an explanation of their results by arguing
that the scattering of long-wavelength phonons could be
attributed to the spontaneous formation of macroscopic
mass gradients along the chain, typical of asymmetric in-
teraction potentials acting between nonlinear oscillators
[32]. The same authors also speculated that the expo-
nent γ = 1/3 is observed in the HPG, because in a gas-
like model the asymmetry of the interaction is much less
effective in producing macroscopic density fluctuations.
A similar conjecture was invoked to explain why the ex-
ponent γ = 1/3 is observed numerically in models with
asymmetric potential when some parameter, e.g. the en-
ergy or the strength of the nonlinearity, is varied. For
instance, in the FPU-α + β model the universal anoma-
lous scaling observed for large values of the energy seems
to turn to normal transport conditions in the low en-
ergy regime. These puzzling results were confirmed also
by numerical simulations performed in non-equilibrium
conditions, by studying stationary states in the presence
of heat baths acting at the chain boundaries [33].
In view of these findings, further numerical studies
were triggered. Das, Dhar and Narayan [34]; Wang,
Hu, and Li [35], and Savin and Kosevich [36] repeated
the same kind of simulations and concluded that finite
heat conductivity is actually a finite size effects and does
not correspond to the expected universal scaling behavior
that should be attained in the thermodynamic limit. In
practice, the seemingly normal diffusion observed in cer-
tain dynamical regimes of nonlinear lattices with asym-
metric interaction should crossover to the power law scal-
ing γ = 1/3 for sufficiently large sizes and sufficiently long
times.
As a matter of fact, it is still quite difficult to check
the crossover in this class of lattice models, because finite
size effects may change sharply by orders of magnitude
when a model parameter, like energy or strength of non-
linear coupling, is varied. As we are going to discuss,
this is a major drawback of nonlinear oscillator models.
In this paper, we explore this matter further by studying
the FPU-α + β model and showing that predictions of
the NFH are verified for the structure factors associated
to density fluctuations in a range of parameter (i.e. en-
ergy) values, where the thermal conductivity κ exhibits
the cross-over from anomalous (low-energy) to normal
(high-energy) transport.
From the side of systems of particles interacting via
long-range forces (e.g. plasmas or self-gravitating sys-
tems), the problem of the cross-over from normal to
anomalous diffusion is even more complicated, as such
systems live for long times in states that are out of equi-
librium (the so-called quasi stationary states [37]). In
addition, the dynamics of plasmas (as well as of gravi-
tational systems) is principally dominated by mean field
effects rather than by inter-particle collisions due to the
long-range nature of the 1/r2 force. Moreover, the large
number of particles in such systems forces to naturally
adopt a description in the continuum collisionless limit in
terms of the phase-space distribution function f(r,v, t)
3through the collisionless Boltzmann or Vlasov equation
(CBE) [38]
∂tf + v · ∇rf + F · ∇vf = 0 (3)
with self-consistent fields F. Therefore, the numerical
modeling of long-range interacting systems is usually car-
ried out with schemes based on the CBE, such as the
widely used particle-in-cell (PIC) [39]. However, the con-
tribution of collisions to the energy transport is not neg-
ligible in certain environments (e.g. hot cores in toka-
mak fusion plasmas [40] and dense galactic nuclei [41]).
In this work we also study a simplified model of a 1D
collisional plasma of particles interacting via an effective
Coulomb-like interaction based on the multiparticle colli-
sion (MPC) scheme, inspired by phenomenological mod-
els adopted in plasma physics [42, 43]. MPC simulations,
previously used to study hydrodynamic correlations [44–
46] and the fluctuation-dissipation theorem [47] in fluid
dynamics, have the advantage of being carried out in
a gas-like model, where the typical excitations yielding
large density fluctuations typical of lattice models can
be neglected.
The rest of the paper is structured as follows. In
Section. II we introduce the most important quantities
that will be used to study the results of the numerical
simulations in the context of the Fermi-Pasta-Ulam sys-
tem, while in Section. III, we describe the MPC plasma
model and we show that it allows a better control of the
crossover region, confirming that normal heat conduc-
tivity is due to a finite size effect. Moreover, we discuss
the possible implementation of the MPC method in stan-
dard mesh-based plasma codes and we study the inter-
play between collisions and mean-field effects. Finally, in
Section. IV we summarize and discuss a possible inter-
pretation of the similarities and analogies of the models
analyzed in this paper.
II. FPU-α+ β CHAIN
A. Model
We consider a system of N particles of equal mass m =
1, arranged in a one dimensional lattice. Let xi be the
position of the i-th particle. Assuming that interactions
are restricted to nearest-neighbor pairs, the equations of
motion for such a system read
x¨i = −Fi + Fi−1; Fi = −V ′(xi+1 − xi) (4)
where V ′(z) is a shorthand notation for the first deriva-
tive of the the inter-particle potential V with respect to z.
The particles are confined in a simulation box of length
L with periodic boundary conditions
xi+N = xi + L. (5)
The FPU-α+ β potential, in suitable units, is
V (z) =
1
2
(z − a)2 + α
2
(z − a)3 + β
2
(z − a)4. (6)
Throughout this paper we take units such that β = 1 and
we only consider cases in which 0 < α 1, so the result-
ing potential is always single welled. Note that FPU-α
models (i.e., β = 0) are excluded from this discussion as
they admit run-away solutions for long integration times.
Considering a periodic simulation interval with L =
Na, where a is the equilibrium distance between two
neighboring oscillators, we can set xi = ia+ ui, ui being
the displacement from the equilibrium position. With
such a choice, widely used in the literature [48], Eq. (4)
becomes
u¨i = ui+1 + ui−1 − 2ui +
+ α
[
(ui+1 − ui)2 − (ui−1 − ui)2
]
+
+ (ui+1 − ui)3 − (ui − ui−1)3, (7)
and the periodic boundary condition now reads uN+i =
ui. At site i, the local particle energy is defined as
Ei = 1
2
u˙2i +
1
2
(ui+1−ui)2+ α
3
(ui+1−ui)3+ 1
4
(ui+1−ui)4.
(8)
Note that the inter-particle distance a disappears from
the equations above thus being a completely arbitrary
quantity.
In order to study the dynamical scaling of the cor-
relations of the energy, and relate them to the thermal
conductivity, we introduce the Green-Kubo formula [49]
κ =
D
kBT 2N
∫ ∞
0
cJ(t)dt, (9)
written here for a finite system of size N . In the equa-
tion above, kB is the Boltzmann constant, T the system
temperature, and D a dimensional constant. Finally, the
quantity cJ(t) = 〈J(t′)J(t′ − t)〉 is the time correlation
function of the energy current J(t), defined as
J(t) =
1
2
N∑
i=1
(u˙i+1 + u˙i)Fi. (10)
In addition, one also can define in the same fashion the
momentum current as
JP (t) =
N∑
i=1
Fi. (11)
For computational reasons, it is convenient to work in
the Fourier space. By taking the modulus square of the
time-Fourier transform of the energy density current we
define
CE(ω) = 〈|Jˆ(ω)|2〉, (12)
where 〈...〉 denotes the average over a set of independent
molecular dynamics runs. In the linear response regime,
an estimate of the exponent γ is obtained by fitting the
low-frequency part of the spectra by an inverse power-
law, CE(ω) ∝ ω−γ [1]. Note that the equivalent quanti-
ties CP (ω) and Cρ(ω) associated to the momentum and
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FIG. 1: (Colour online) FPU chain: Dynamical structure factor of the displacements (upper panels), and local energy (lower
panels) for α = 0.1, N = 4096 for different normalized wave numbers k˜ = 2, 4, 8, and 16 and E∗ = 0.1 (left), and 0.5 (right).
The curves are averaged over 1000 independent molecular dynamics runs.
density (displacement) currents are constructed in a sim-
ilar fashion.
In the spirit of the NFH theory, it is also of inter-
est to study dynamical scaling of the different modes of
structure factors. In order to do so, we first perform the
discrete space-Fourier transform of the particles displace-
ment,
uˆ(k, t) =
1
N
N∑
l=1
ul exp(−ıkl). (13)
The dynamical structure factor S(k, ω) is defined as the
modulus squared of the subsequent temporal Fourier
transform and reads
S(k, ω) = 〈|uˆ(k, ω)|2〉. (14)
The energy structure function SE(k, ω) is obtained in the
same way after Fourier-transforming the energy density
profile defined by Eq.(8) as
SE(k, ω) = 〈|Eˆ(k, ω)|2〉. (15)
Since we are working with periodic boundary conditions,
the allowed values of the wave number k are always inte-
ger multiples of 2pi/N , therefore in the rest of the paper
we will sometimes refer to the (integer) normalized wave
number k˜ = kN/2pi.
B. Numerical simulations and results
To simulate the system described above, we solve Eqs.
(7) with a numerical code using a fourth-order symplectic
integrator [50]. The simulations presented here are mi-
crocanonical (i.e., the system is isolated and energy is, in
principle, conserved) and for fixed α = 0.1. The conser-
vation of energy and momentum was monitored during
a set of preliminary runs and we find that for N > 100,
with a timestep ∆t = 0.01, the total energy of the sys-
tem is conserved in the worst case up to a few parts per
million. The initial conditions are implemented as fol-
lows. The N particles of unitary mass are set at their
equilibrium positions, and the initial velocities are ex-
tracted from a Gaussian distribution of unitary width
and rescaled by a suitable factor to assign the desired
value of the system specific energy per particle E∗. Usu-
ally, a little readjustment is needed in order to set the
total initial momentum Ptot =
∑
i u˙i equal to zero. In
every case, a transient is elapsed before acquisition of
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FIG. 2: (Colour online) FPU chain: Data collapse to the
KPZ scaling function (solid line) of the Fourier spectra of the
dynamical variable u for the modes with k˜ = 4, 8, and 16, for
α = 0.1 and E∗ = 0.1 (left panel), and 0.5 (right panel).
statistical averages.
Figure 1 shows the structure factors of displacement
S(k, ω) (upper panels), and energy SE(k, ω) (lower pan-
els) for N = 4096, and different values of the normalized
wave number k˜ (with k˜  N) and two values of the
specific energy (i.e., E∗ = 0.1, 0.5). For all values of k˜,
S(k, ω) shows a sharp peak, whose position is propor-
tional to the sound speed of the ballistic modes cs as
ωmax = csk. On the other hand, SE(k, ω) presents for all
the explored values of the wave number a prominent peak
at low ω and a sharper second peak around csk. Note
that the low frequency peak appears broadened due to
the logarithmic scale used in the plots.
According to the NFH theory [8], correlations in the
large-time and space scale should obey dynamical scal-
ing of the KPZ equation. The structure factor S(k, ω)
for small enough k and ω ≈ ±ωmax should scale with the
frequency ω as
S(k, ω) ∼ hKPZ
(
ω ± ωmax
λsk3/2
)
. (16)
Moreover, by assuming that the low-frequency part is
dominated by heat modes, one should expect that the
scaling of the energy structure factor SE(k, ω) for ω → 0
behaves as
SE(k, ω) ∼ hLW
(
ω
λhk5/3
)
, (17)
Remarkably, the scaling functions are universal and
known exactly: hKPZ and hLW are the Fourier transforms
of, respectively, the KPZ scaling function and the Le`vy
characteristic function of index 5/3 (see Refs. [8] for de-
tails). The function hKPZ is not known in closed form
but has to be evaluated numerically [51] while hLW is, by
definition, a Lorentzian. The nonuniversal coefficients
λs and λh are model-dependent and can be evaluated in
terms of static correlators [8]. A first positive test of the
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FIG. 3: (Colour online) FPU chain: Dynamical scaling for
dynamical structure factors of local energy for α = 0.1, N =
4096, and k˜ = 2, 4, 8, for values of the energy density E∗ = 0.1
(bottom) and 0.5 (top). The thick dashed line marks the
Lorentzian characteristic function (LCF), as predicted by the
theory.
NFH predictions for the FPU model has been reported
in Ref.[52]. Dynamical scaling is illustrated in Fig. 2
and Fig. 3 that show the data collapse to the theoretical
curve for k˜ = 4, 8 and 16. The predicted scaling func-
tions hKPZ and hLW agree very well with the observed
lineshapes. In order to test the scaling, data have been
rescaled automatically, by extracting the frequency ωmax
corresponding to the maximum of the curve, and then
shifting it to the origin, while the x axis has been renor-
malized according to Eqs. (16) and (17).
In addition, we have performed further tests of the
NFH theory with focus on the nonuniversal prefactor
λs. According to Ref. [8], λs can be explicitly written
in terms of equilibrium averages of connected correlation
functions of suitable thermodynamic quantities. In Fig-
ure 4 we report the dependence of λs on the nonlinearity
parameter α [see Eq.(6)] for fixed values of the system
size (N = 1024) and of the specific energy (E∗ = 0.1).
We compare the theoretical predictions with the values
obtained for equilibrium averages, estimated by MD sim-
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FIG. 4: Comparison of λs obtained from dynamical scaling
(crosses), the MD simulations (triangles) and the NFH the-
ory (solid line). The values of λs from the scaling have been
obtained as averages over the single k modes and the errors
have been calculated accordingly. For this data, all simula-
tions have been performed for N = 1024 and E∗ = 0.1.
ulations, and the ones extracted by a fit of the structure
factor S(k, ω) with the scaling function in (16). The nu-
merical MD results agree with theoretical expectations,
whereas the fitted values deviate significantly. In partic-
ular, they underestimate systematically the theoretical
values, despite the fact that the scaling is quite well sat-
isfied, as shown in Figs. 2 and 3. The actual peak widths
of the dynamical structure factors are thus much smaller
than theoretically predicted. Similar deviations in the
nonuniversal coefficients were reported in Ref. [53].
An unexpected result is presented in Figure 5 where we
plot CE and CP for the same two values of the specific
energy (i.e. E∗ = 0.1, 0.5) and N = 4096. At E∗ = 0.5
the CE curves show a clear ω−1/3 in the low frequency
region before saturating. This is agreement with expecta-
tion that the model should display anomalous transport.
However, for lower energy density, the behavior is some-
what more complicated with several slope changes, but
no evidence of the low frequency singularity. An unequiv-
ocal ω−2 trend for high frequencies can be observed. Also
surprisingly, the CP do not show any low frequency singu-
larity (similar saturation was observed also in Ref. [17]).
The origin of this difference is unclear and rather puz-
zling in view of the excellent KPZ scaling observed for
the structure factors for both energy values.
In conclusion, the analysis of the structure factors as
well as the test of scaling of the thermal and sound peaks
points towards the success of the mode coupling theory
in treating the hydrodynamics of low dimensional sys-
tems. In general, anomalous diffusion is thus expected.
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FIG. 5: (Colour online) Fourier spectra of the total energy
and velocity currents CE (left) and CP (right), for a FPU
chain with N = 4096, α = 0.1. Different curves refer to
different values of the energy density E∗ = 0.1 (lower curves)
E∗ = 0.5 (upper curves). Each curve is averaged over 1000
independent realizations. To guide the eye, the dashed and
solid black curves with the two slopes −1/3 and −2 have been
added to the plot.
In addition, the apparent restoration of normal diffusion
in some systems is to be interpreted only as a combined
effect of finite size and (relatively) short times over which
previous numerical works have been studied.
III. 1D MPC PLASMA
A. MPC method
As we have anticipated in the Introduction, here we ex-
tend our study to the case of one-dimensional collisional
plasma models. Several strategies exist in order to treat
collisions and incorporate their contribution into stan-
dard mesh-based otherwise collisionless numerical codes.
For instance, in the particle-particle-particle-mesh (P3M)
method, the usual technique used to compute the po-
tential on the simulation grid is refined by additionally
computing inside each cell the direct contribution to the
force due to near particles [54, 55], as it is also done in
Barnes-Hut tree-code [56]. Moreover, hybrid approaches
are also available, where either the usual PIC scheme
[57], P3M [58], or a smooth potential method [59] for the
force calculation is combined with Monte Carlo sweeps
in velocity space thereby restoring the collision term in
the right-hand-side of the Boltzmann equation (3). In
general, such methods turn out to be computationally
costly since they involve iterative evaluations of the sys-
tems phase-space distribution function f at each collision
7step.
In this work, aiming at studying the energy transport
due to inter-particle collisions in plasmas, we made use
of a multiparticle collision numerical technique (MPC).
The MPC method, originally introduced by Malevanets
and Kapral [60, 61] in the context of mesoscopic dynam-
ics of complex fluids (e.g. polymers in solution, colloidal
fluids), is based on a stochastic and local protocol that re-
distributes particle velocities, while preserving the global
conserved quantities such as total energy, momentum and
angular momentum. The algorithm (see Refs. [62, 63] for
a detailed review) is ideally articulated in three steps:
1. The system of Np particles is partitioned in Nc cells
where the local center of mass (c.o.m.) coordinates
and velocity are computed.
2. Inside each simulation cell the particle velocities are
rotated around a random axis passing through the
center of mass, and the rotation angles are assigned
in a way that the invariant quantities are locally
preserved.
3. All particles are propagated freely, or under the
effect of an external force if present.
In this work we consider one dimensional systems with
periodic boundary conditions. Therefore, inside each cell
on which the system is coarse grained, the conserved
quantities are the linear momentum Pi and the kinetic
energy Ki [78]. During the collision step the stochastic
velocity shifts wj are extracted for each particle from a
distribution depending on the cell temperature (see also
Ref. [64]), and the conservation of Pi and Ki reads
Pi =
Ni∑
j=1
mjvj,old =
Ni∑
j=1
mjvj,new =
=
Ni∑
j=1
mj(aiwj + bi);
Ki =
Nj∑
i=1
mj
v2j,old
2
=
Ni∑
j=1
mj
v2j,new
2
=
=
Ni∑
j=1
mj
(aiwj + bi)
2
2
, (18)
where Ni is the number of particles in cell i, mj and vj
are the j-th particles mass and velocity, and ai and bi are
the unknown cell-dependent coefficients. Equations (18)
constitute a linear system that can be solved for ai and
bi. First of all we introduce the auxiliary quantities
P ∗i =
Ni∑
j=1
mjwj ; K
∗
i =
Ni∑
j=1
mj
w2j
2
, (19)
and then rescale them, together with Pi and Ei, by the
total mass in cell i, Mi =
∑Ni
j=1mj :
P˜ ∗i = P
∗
i /Mi; P˜i = Pi/Mi;
K˜∗i = K
∗
i /Mi; K˜i = Ki/Mi. (20)
Once setting
σi =
√
2K˜i − P˜ 2i ; σ∗i =
√
2K˜∗i − ˜P ∗2i , (21)
after easy algebra, the coefficients ai and bi are obtained
as
ai = σi/σ
∗
i ; bi = P˜i − P˜ ∗i ai, (22)
and the new velocities then read
vj,new = aiwj + bi. (23)
In the propagation step the positions rj are updated and
at the next step a new partitioning of the system is op-
erated, and the procedure repeats.
So far we have been discussing the MPC method in
the general case. In order to adapt such general scheme
to the modelization of plasmas of charged particles inter-
acting with Coulomb forces, the velocity sweep protocol
has to be conditioned to a local probability capturing the
essence of the Coulombian scattering at low impact pa-
rameters (i.e. of the order of the cell size). A test particle
of mass m and charge Q, moving at velocity v in a homo-
geneous background of particles of the same kind, with
number density n and Maxwellian velocity distribution,
experiences on average in the time interval δt a number
of collisions Ncoll = δtωcoll, where the collision frequency
scales as
ωcoll ∝ 8piQ
4n ln Λ
m2|v|3 . (24)
In the expression above the quantity ln Λ is the so-called
Coulomb logarithm of the maximum and minimum im-
pact parameters bmax and bmin, whose definitions are
somewhat arbitrary. Usually, in a neutral plasma bmax is
the Debye screening length and bmin the minimum inter-
particle distance [65]. Since one has to define a cell de-
pendent interaction probability proportional to the lo-
cal (average) collision frequency, it is tempting to use a
cell-averaged collision frequency 〈ωcoll〉, which requires a
proper rescaling of the time units so that the product
∆t〈ωcoll〉 can be used as an effective collision probability.
However, given that the local velocity distribution may
in principle not be Maxwellian, and since the present
model is intended to capture the essence of the problem,
in the simulations presented here, we condition instead
the interaction step to the cell dependent Coulomb-like
interaction probability [43]
Pi = 1
1 + (K˜i/Eint)2
, (25)
where Eint is a typical interaction energy per unit mass,
proportional to n1/3〈Q2〉/〈m〉, where the mass and the
(squared) charge are averaged over the different compo-
nent of the system. With such a choice, in a system with
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a given number density n, Eint becomes a scale quan-
tity of the simulations that can be normalized to unity.
Note that, a system with two or more species of particles
might have, in principle, more complex transport proper-
ties since the mean collision frequency strongly depends
on the mass (or charge) spectrum, see e.g. Ref. [66]. Test
simulations in which a monocomponent plasma with ini-
tially nonthermal velocity distribution relaxes to thermal
equilibrium have been performed with standard molecu-
lar dynamics and MPC, both approaches yielding similar
results.
In order to include in the model the effects of the long-
range part of the Coulomb interaction, we could rely on
conventional particle-mesh schemes solving the Poisson
and Ampe`re equations on the grid to compute the elec-
trostatic potential and magnetic field. In this work how-
ever, we do not account for these self-consistent fields.
B. Numerical simulations and results
In the line of previous works [67–72], we investigate the
transport properties of a one component plasma via its
dynamical structure factors. Since the scope of this pa-
per is to study and compare transport in low-dimensional
models, we limit ourselves to consider only one dimen-
sional plasmas in a static neutralizing background. In
analogy with the analysis of the FPU lattice, we com-
puted for the plasma-like model the structure factors of
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kinetic energy, momentum and density CE , CP and Cρ
defined as the time-Fourier transforms of the currents Jξ,
associated to the quantity ξ on the simulation grid, that
read
Jξ(t) =
Nc∑
i=1
[ξi(t)− ξi−1(t−∆t)] . (26)
The equilibrium initial conditions are implemented as fol-
lows: Np identical particles are homogeneously placed on
the simulation grid and their charges Q and masses m are
chosen so that Eint = 1. The initial particles velocities
are extracted from a Maxwellian distribution, adjusted
in order to have vanishing total momentum, and renor-
malized to obtain the wanted value of the specific kinetic
energy per unit mass Eb. With this choice we have to
tune a single control parameter, the ratio η = Eb/Eint,
that defines the strength of the coupling between parti-
cles in the plasma implemented via Equation. (25).
The particles’ equations of motion are integrated in the
propagation step by a second order symplectic scheme
with fixed ∆t. Test simulations activating the self-
consistent electrostatic field yield ∆t = 1/100ωP as the
optimal value for the timestep, ensuring energy conser-
vation up to roughly one part in 105, ωP =
√
nQ2/m
being the plasma frequency of the system in computa-
tional units (for the typical simulation parameters used
here ωP ≈ 3).
Figure 6 shows the structure factors of density and en-
ergy for two strongly collisional cases with η = 0.1 and
0.5.
Contrary to the analogous plots for the FPU systems,
at fixed wave number the peak of the density structure
factor (corresponding to that of displacement in the case
of FPU) and the ballistic peak in the energy structure
factor are not placed at the same frequency ω (propor-
tional to the sound speed). This is mainly due to the
fact that in fluid models, contrary to solid, heat transfer
is also due to actual mass transport, since elements of
fluid can overtake each other, and the same energy δE
can be transported between two parts of the system by
either a few energetic particles, or a lot of fewer ener-
getic particles. In solid models of oscillators with only
nearest-neighbor couplings, on the other hand, the fluc-
tuations of the displacement u are proportional to those
of particles energy due to the potential energy V being a
function of u.
Additionally, we found that as for the FPU system,
the dynamical structure factors of the density Sρ nicely
fit with the KPZ-scaling function for all explored values
of η. In Figure 7, we show the rescaled curves for η = 0.1
and 0.5 (i.e. highly collisional systems) and k˜ = 2, 4, 8,
16. Even for a fluid-like model such as MPC the predic-
tions of NFH hold true for combinations of parameters
associated to both anomalous or diffusive transport on
the time scale of the simulations. This reinforces the
idea that the apparent restoration of the normal conduc-
tivity is a non-asymptotic effect.
In Figure 8 we present the Fourier spectra CE , CP and
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Cρ of the energy, momentum [79] and density currents,
respectively, for four typical values of the ratio η = 0.1,
0.5, 1 and 5, and for Np = 12000 particles distributed
on Nc = 1200 cells. Each simulation is extended up
to tf = 2
19∆t. For strongly interacting systems (i.e.
η ≤ 0.1) one recovers the ω−1/3 behavior of the energy
correlator CE . Increasing the particle specific kinetic en-
ergy at fixed Eint (i.e. reducing the collisionality of the
system), CE shows a more and more prominent flat re-
gion at low frequencies departing form the ω−1/3 trend,
and a high frequency tail with slope ω−2. This fact could
be naively interpreted as the restoration of normal con-
ductivity. However, one has to bear in mind that the
curves are plotted over the same frequency interval. It is
therefore only a finite time effect induced by the longer
relaxation times of the fluctuations, due to the lower cou-
pling in this regime. The cross-over from the ω−1/3 to
the ω−2 behavior of CE is evident at around η = 0.5. Re-
markably, the Fourier spectrum of the momentum cur-
rent CP (central panel, same figure) has the same slope
of CE at fixed η. A different behavior is instead found for
the density correlator Cρ, showing instead a ω
−0.45 slope
in the central part and a ω−2 tail at large ω.
IV. CONCLUSIONS AND PERSPECTIVES
We have compared the anomalous transport properties
emerging in 1D models of a nonlinear solid, namely the
FPU-chain (with leading cubic nonlinearity), and a gas
of particles subject to an effective Coulomb interaction.
On the basis of (NFH) [7], both models belong to the
same universality class, namely their heat conductivities
are expected to exhibit a power-law divergence with the
system size as κ ∼ N1/3. Our study confirms that for
both models the scaling properties predicted by NFH are
very well recovered for both the heat and sound modes
structure factors, in a wide range of energies.
On the other hand, our analysis has unveiled dis-
crepancies concerning the numerical results and theo-
retical predictions of the nonuniversal scaling coefficient
λs. Moreover, some significant deviations and crossovers
have been observed for some parameters in the cur-
rent correlators, which decay much faster than predicted.
This should be compared with Refs. [29] that challenged
the predictions of the NFH theory by claiming that ther-
mal conductivity could turn to a normal behavior in the
low-energy region of oscillators chain. Our results, along
with Refs. [8, 73], suggest instead that this puzzling phe-
nomenon should be attributed to dramatic finite–size and
–time effects, rather than assuming that normal conduc-
tion should characterize the asymptotic transport prop-
erties of lattices with asymmetric interaction potentials.
This is particularly evident for the MPC gas where struc-
ture factors again exhibit the scaling predicted by NFH
over a wide range of values of the control parameter (the
interaction energy Eint) whereby a clear crossover is seen
in the current spectra upon reducing the collisionality of
the particles (see again the first panel of Fig. 8). How-
ever, the physical origin of the effect is yet unexplained.
It may be traced back to spontaneous localized density
fluctuations typical of nonlinear solid models, where par-
ticles are not allowed to overtake each other or, more
generally, from other slow excitations non included in
the FHD description. It is also to be understood how this
should affect some correlation functions but not others.
In addition, it must be pointed out that for symmetric
inter-particle potentials (e.g FPU-β) a different scaling
from the KPZ one is expected, as well as higher values
of the exponent γ [9, 13, 16].
Although the MPC model was introduced here to test
the NFH prediction in 1D, we point out that such a pro-
tocol can be easily extended to a wide range of transport
problems in any dimension. In particular, it should be
mentioned that in both plasma physics and stellar dy-
namics there are examples of systems in which the con-
tribution of the particle collisions to their dynamical evo-
lution and transport properties is non negligible. For ex-
ample, in the context of the frictional cooling of charged
particle beams [74, 75], whenever an ion beam is injected
into a denser electron plasma, Coulomb collisions with
the background electrons have the effect of decelerating
the beam particles along the initial direction of propa-
gation (a phenomena referred to in stellar dynamics as
dynamical friction [76]). Moreover, in tokamak (generally
collisionless) plasmas, whenever a hot region is connected
to the colder wall, a strong temperature gradient appears.
In this case, the properties of the plasma and therefore
its collisionality vary strongly along the temperature gra-
dient affecting the plasma’s transport properties [40]. On
the side of gravitational systems, the dynamics in galaxy
cores around massive central black holes is dominated by
two-body encounters with low impact parameter [41, 77],
while in the rest of the galaxy the dynamics is collisionless
over times of the order of the age of the Universe. In all
these cases, a consistent numerical treatment is needed.
As a natural follow-up to this work we are going to
simulate similar gas dynamics in the presence of a self-
consistent electrostatic potential for systems with differ-
ent species of particles – a problem of primary interest for
transport phenomena in plasmas. Furthermore, we are
planning to introduce heat and particle reservoirs in the
MPC scheme to tackle problems of realistic conduction
in gases of neutral and charged particles.
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