Introduction: Mortality risk of patients with end-stage renal disease (ESRD) is highly elevated. Methods to estimate individual mortality risk are needed to provide individualized care and manage expanding ESRD populations. Many mortality prediction models exist but have shown deficiencies in model development (data comprehensiveness, validation) and in practicality. Therefore, our aim was to design 2 easy-to-apply prediction models for 1-and 2-year all-cause mortality in patients starting long-term renal replacement therapy (RRT).
P atients with end-stage renal disease (ESRD) and on dialysis have significantly higher mortality compared with the non-ESRD population of same age.
1,2 Although we have seen progress in many areas of nephrology and in survival of some dialysis subpopulations, 3 and even in dialysis patients as a whole, 4, 5 the prognosis of long-term dialysis patients is still pessimistic. At the same time, with a large number of patients starting long-term dialysis and with less kidney transplantations performed than anticipated, there has been a need for overall expansion of dialysis programs. This has caused growing demands on nephrology services and raised the question about which patients would benefit the most (or least) from long-term renal replacement therapy (RRT). [4] [5] [6] [7] [8] [9] [10] The most objective marker of benefit is survival time on RRT. Risk of death after RRT begins is mainly affected by factors such as age, comorbidities, and overall health status, [11] [12] [13] [14] [15] [16] [17] [18] which are usually known factors. However, prediction of mortality risk for an individual ESRD patient is elusive. Attempts to calculate patient-level risk have been made by constructing risk prediction algorithms or comorbidity indexes based on registry data derived from various ESRD patient populations. [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] At their best, risk algorithms could offer tools to guide individualized decision-making and sound management and use of RRT resources. 21 Unfortunately, previous algorithms have often shown deficiencies in their quality and in comprehensiveness of background data. 29, 30 The objective of this study was to develop 2 mortality prediction models, in the form of mathematical algorithms, by using the extensive data of the Finnish Registry for Kidney Diseases. The prediction models could then be used in everyday clinical work for determining patient-specific, all-cause mortality risk within 1 and 2 years from RRT start.
SUBJECTS AND METHODS

Data Source
All data were retrieved from the Finnish Registry for Kidney Diseases, which has 97% to 99% of records for all Finnish patients on long-term RRT since 1965. 31 This registry is maintained by the Finnish Kidney and Liver Association and financed by the Finnish government. All patients provide written informed consent and permission to use the data anonymously in registry reports and for research purposes. All Finnish dialysis units provide the Registry with specific information on patients starting long-term RRT. Information includes data on demographics, comorbidities, medications, and results of defined measurements and laboratory tests. Diagnoses are reported as International Classification of Diseases-10th Revision codes.
Study Population
To construct the 1-and 2-year all-cause mortality prediction algorithms, we used a training group that consisted of all incident patients 18 years or older who started long-term RRT (hemodialysis, peritoneal dialysis, and consequent kidney transplantation) from January 1, 2000 to December 31, 2008 (n ¼ 4341) in Finland. Six patients were excluded due to pre-emptive kidney transplantation, the remaining 4335 patients were included in the final mortality prediction training group. Patients were followed from the first day of dialysis treatment until: (i) death within 1 (n ¼ 597) or 2 (n ¼ 1080) years, (ii) recovery of kidney function >3 months from RRT start (n ¼ 63 at 1 year and n ¼ 81 at 2 years), (iii) moving abroad (1 both at 1 and 2 years), (iv) loss to follow-up (none at 1 year and 1 at 2 years), or (v) end of the follow-up period at 1 (n ¼ 3674) or 2 years (n ¼ 3172) after start of dialysis. Patients who regained their kidney function in <3 months from dialysis start were excluded from the analyses because they were not considered long-term dialysis patients. However, long-term dialysis patients who died within 3 months were included. Patients were not censored at time of transplantation.
The validation cohort consisted of all incident patients 18 years or older who started long-term dialysis in Finland during a later time period, from January 1, 2009 to December 31, 2012 (n ¼ 1770). Two patients with pre-emptive kidney transplantation were excluded, thus leaving 1768 patients in the validation group. Survival of these patients was followed until December 31, 2013. Therefore, follow-up of 1-year survival was possible for all the patients in the validation group, but the complete follow-up of 2-year survival was limited to patients who started dialysis before 2012 (n ¼ 1341).
Outcome and Candidate Predictor Variables
Outcome was all-cause mortality within 1 or 2 years from RRT start. Based on literature, clinical importance, and availability in the Registry data, we originally selected 32 candidate variables that were tested for survival prognostication (Table 1) .
In the training group, 0% to 23% of the laboratory values and 5% to 33% of the comorbidity data were missing. Of the final 1-and 2-year prediction model variables, data were unavailable as follows: age at RRT start 0%, ESRD diagnosis 0%, albumin 4%, phosphorus 3%, C-reactive protein 20%, heart failure 9%, peripheral vascular disease 6%, and peripheral vascular disease with limb amputation 7%. The percentage of missing data for all the original variables used in model construction is shown in Table 2 .
Statistical Methods
We constructed the 2 mortality prediction algorithms using only the training group to maximize discrimination and calibration, and the final models were selected based only on the results in the training group. The validation group was used exclusively for validation of the final models. Prediction algorithms were developed using multivariable logistic regression with the binary outcome of death or not within 1 or 2 years from start of RRT. We used the HosmerLemeshow (goodness-of-fit) test to assess calibration and the c-statistic (area under the receiver-operating characteristic curve [AUC]) to evaluate discrimination. Calibration of the predictive model was also assessed graphically.
To detect marked nonlinearity between continuous predictors and the outcome, we categorized continuous variables into 3 to 6 groups and modeled the categorical variables in univariable logistic regression analysis. If nonlinearity was observed, logarithmic transformation of the predictor was evaluated and compared with no transformation and the categorical variable. We calculated predicted probabilities and constructed graphs for continuous variables against probability of 1-year mortality and chose the best fitting transformation (either linear, logarithmic, or group variable) according to À2 log likelihood and the HosmerLemeshow test. The predicted probabilities were calculated with the following equation:
where e is the base of the natural logarithm 2.71828, and logit is defined as:
where b0 is the constant of the logistic regression equation and b1 to bm represent regression coefficients of the variables c1 to cm. The regression coefficients can be calculated by taking the natural logarithm of the odds ratios presented in Tables 1 and 3 . The equation can be used to calculate predicted probability of death within 1 year (or 2 years) for each patient. The regression equation constants are shown in Tables 1 and 3 .
The data set was complete with regard to the outcome and the explanatory variables of age, sex, ESRD diagnosis, and dialysis modality, whereas data were missing to varying degrees (0%À33%) for the other variables. To be able to include all patients in the initial modeling with 32 explanatory variables, we performed multiple imputation in which the explanatory variables were used to impute missing values. The multivariable model was pooled from 5 imputed data sets. Missing data were not imputed for in the validation group. Two-sided P values <0.05 were considered statistically significant, and P values <0.001 were considered highly significant.
Forward and backward stepwise procedures were used to make a selection from the original 32 variables ( Table 1 ). The 18 variables in the 1-year model and the 23 variables in the 2-year model were significant in either the forward or backward procedure. These variables were entered into logistic regression without a stepwise procedure, and only variables with a P value #0.05 were taken to the next step (leaving 15 variables in the 1-year model and 13 in the 2-year model) (Tables 1 and 3 ). These variables were again The 32 original variables tested: age at RRT start, sex, body mass index, ESRD diagnosis, initial dialysis modality (hemodialysis or peritoneal dialysis), laboratory test variables (each separately: blood hemoglobin, serum creatinine, serum albumin, serum ionized calcium, serum urea, serum phosphorus, serum total cholesterol, serum high-density lipoprotein cholesterol, serum triglycerides, serum C-reactive protein), systolic blood pressure, diastolic blood pressure, comorbidities (each separately: angina pectoris, myocardial infarction, ischemic heart disease with coronary artery bypass grafting, left ventricular hypertrophy, heart failure, peripheral vascular disease, peripheral vascular disease with surgical operation, peripheral vascular disease with limb amputation, stroke, present, or previous cancer), medication for hypertension, lipid-lowering medication, lipid-lowering diet, smoking status (both separately: ex-smoker, present smoker).
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Therapy assessed in a logistic regression model, and based on the order of statistical significance in these preliminary analyses, variables were further evaluated in 4 to 15 variable combinations that were compared for predictive performance (discrimination and calibration) within the training group. We also tested calibration of the predictive model graphically. Our aim was to build 2 comparably well-performing models that consisted of reasonably few variables to expand the practicality of the models. When selecting variables, we also considered the clinical importance and availability of the variables. The final predictive models contained only highly significant (P < 0.001) variables: 7 variables in the 1-year model and 6 in the 2-year model (Tables 1  and 3 ). To estimate whether the effect of a predictor was dependent on values of another predictor, we added, one at a time, all first-degree interactions (21 in the 7-variable model and 15 in the 6-variable model).
Interactions with a P value <0.01 were considered significant and evaluated for clinical performance in the training group. Validation of the final models was done by applying the final models to the patient cohort that started longterm RRT in 2009 to 2012 (2009À2011 for the 2-year model).
For statistical analyses, we used PASW Statistics 18 and 20 (IBM Inc., Armonk, New York, USA).
RESULTS
Study Populations
There were some significant differences between training and validation groups (Table 4) . Patients in the validation group were older, more often men, and had a higher body mass index. The groups also differed with regard to several laboratory test results; the most significant results are shown in Table 4 . Although statistically significant, the differences in laboratory values between groups were minor. The groups also differed in the etiologies of ESRD. Pyelonephritis and amyloidosis (usually secondary to rheumatoid arthritis) are decreasing as causes of ESRD, whereas ESRD from nephrosclerosis or from an unknown cause is becoming more common mainly because of the increasing age of those who start dialysis. Frequency of most comorbidities was rather similar between the patient groups, but angina pectoris, left ventricular hypertrophy, and cancer were more frequent in the more recent patients.
Mortality rates were significantly higher in the training group with 597 (13.8%; P ¼ 0.006) and 1080 (24.9%; P ¼ 0.005) deaths within 1 and 2 years from start of RRT, respectively, compared with 197 (11.1%) and 283 (21.2%) deaths in the validation group (Table 5) . However, the proportion of patients who received a kidney transplant decreased in the more recent cohort. Few patients recovered kidney function after 3 months on RRT. The number of patients lost to follow-up was low ( Table 5) .
Predictors of Mortality
Our preliminary analyses resulted in 15 (1-year model) and 13 (2-year model) variables with P values <0.05 (Table 1 and 3) . As explained in the Concise Methods section, we tested several combinations of these variables to find a clinically applicable model with sufficient predictive capability. The combination with the fewest variables tested (age at RRT start, ESRD diagnosis, and serum albumin) showed clearly minor predictive performance compared with combinations with a larger number of variables. Finally, we chose combinations with 7 and 6 variables (1-and 2-year final models, respectively) (Tables 1 and 3 ), based on comparatively good performance in calibration (Hosmer-Lemeshow test) and discrimination (c-statistic) ( Table 6 ).
In our interaction analyses, we found 3 significant first-degree interactions in the 1-year model: between ESRD diagnosis and age at start of RRT, between serum albumin and age at start of RRT, and between ESRD diagnosis and heart failure. We found 1 interaction in the 2-year model: between ESRD diagnosis and heart failure. Addition of these interactions to the models did not improve AUC in the training group, and they were therefore not included in the final predictive models.
Validation of the Model
Predictive ability of the final models was assessed in the validation group, and performance was found to be equal in the 1-year model and only slightly lower in the 2-year model compared with the training group (AUC: 0.768 vs. 0.769 and AUC: 0.764 vs. 0.740, respectively) ( Table 6) .
Calibration of the models was graphically assessed in the validation group by categorizing predicted probabilities into deciles (i.e., 10 equally sized groups with increasing magnitude of predicted probability) and comparing average predicted probabilities with observed mortality in the deciles (Figure 1 ). Both the 1-and 2-year models showed suboptimal calibration by overestimating death risks in the validation group, as also indicated by the significant P values in HosmerLemeshow test (Table 6 ). In other words, our models predicted mortality to be higher in the validation group than what was actually seen in reality.
DISCUSSION
We developed prediction algorithms for mortality up to 2 years after start of long-term RRT. We used a less recent patient cohort to create the models, which were applied on a more recent validation population. The models showed comparably good predictive ability with regard to discrimination as assessed with the c-statistic, especially for prediction of mortality during the first year after the start of RRT. However, the models overestimated risk of death because survival had improved in the more recent patient cohort. This distorted calibration of the models. We chose to divide 
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patients into training and validation groups based on year of start of RRT because this realistically reflected how predictive algorithms could be applied in the future. In most of the earlier studies, validation sets were drawn randomly from the entire study population, thus almost inevitably resulting in a larger degree of similarity between the groups. Life-long treatment is demanding both for individual patients and for the health care system. A baseline risk prediction is an important tool when establishing frames for patient management, such as choice of dialysis modality and whether to aim for kidney transplantation. 7, 8 Risk prediction may help care givers and patients to reach the best treatment decisions. In many cases, clinical expertise and experience suffice, but to deliver uniform and justifiable patient care, standardized prediction tools are warranted. Furthermore, efforts to reach equal, fair, and useful sharing of limited health care resources require comparisons of practice patterns and of quality of treatment.
For the preceding reasons, several prediction tools were constructed by many research teams in recent years. These predictive models varied with regard to their length of prediction time, but most were similar in terms of where the data to construct the models were derived: local or national registries of incident ESRD populations. An example of a short-term model is the one by Couchoud et al., who used the French Renal Epidemiology and Information Network (REIN) registry data from 2005 to 2012. 28 In their study, which had >24,000 patients 75 years or older they built a model to predict 3-month mortality, differentiating patients among low-, intermediate-, and high-risk groups. A substantial number of the patients died (10.5%), 22% of them after dialysis withdrawal. Their model had 9 variables and reached an AUC of 0.76 in internal validation. A model focusing on 1-year mortality was developed by Mauri et al. in their study of 5738 incident hemodialysis patients in Catalonia, Spain from 1997 to 2003. 21 These patients were randomly divided into development (60%) and validation (40%) groups. The investigators identified risk factors and built a 10-variable predictive model, which showed adequate discrimination (AUC 0.78). In another study that investigated 1-year mortality, Quinn et al. investigated incident Canadian dialysis patients from 1998 to 2005 (n ¼ 16,025). 24 In their study, the researchers used statistically diverse methods and developed both a prognostic index for 1-year mortality and a summary risk score using derivation, validation, and testing Recovery of kidney function after 3 mo from RRT start, n (%) The subjects for whom data on all included variables were available.
cohorts. Their final model was large, consisting of 15 variables, and might therefore be considered laborious in everyday clinical work. Of studies that aimed at model construction for >1-year mortality, a study by Liu et al. used data of US incident dialysis patients from 2000 for index development, and then validated the index with data from 1999 and 2001 incident and 2000 prevalent dialysis populations. 23 Each of the included comorbid conditions received a numerical weight and the comorbidity score of the patients was the sum of the weights. The number of patients in the cohorts was large (>240,000 in total), with a follow-up of 2.3 to 2.5 years. The performance of the index was better than that of Charlson Comorbidity Index, but the study was criticized for potential weaknesses of data sources and for including only patients who had survived >9 months on RRT. The discrimination ability of the index was rather low (0.67 in the validation cohort). Wagner et al. analyzed a nationwide patient cohort that started peritoneal or hemodialysis from 2002 to 2004 in the United Kingdom. 25 Both the training and the validation cohorts were from the same time period, the patients were censored at transplantation, and were followed for 3 years. The model could sufficiently discriminate among 4 patient groups according to level of mortality risk and had a c-statistic of 0.73. However, almost onehalf of the incident dialysis patients were excluded because of missing data. Another prognostic model, which looked at long-term survival using Dutch registry data and a cohort from 1995 to 2005 (n ¼ 13,868) was designed by Hemke et al., who developed a 10-year model with a c-statistic of 0.72 using internal validation. 26 In comparison to the national studies described previously, the multinational European Renal Association-European Dialysis and Transplant Association (ERA-EDTA) Registry study involved 793 centers from 37 countries and aimed both at developing predictive models for survival and comparing multivariable regression model with another model ("selflearning rule-based model") and the modified Charlson comorbidity score. 20 As a result, 2 novel instruments were created, with a tendency for better performance in longer (5 year) than shorter (1 year) prediction.
There were many similarities between our study and those described previously, especially statistical methods and outcomes with regard to discrimination ability. Overall, AUC for 3-month to 1-year death prediction was between 0.70 and 0.84 and between 0.67 and 0.75 for 2-year prediction. [21] [22] [23] [24] [25] [26] [27] [28] 30, 32 In most of the earlier studies, an AUC of approximately 0.75 was considered adequate. However, the outcome of most studies in the field might still be considered suboptimal. This was inevitable when using medical registry data; for example, death caused by other than registered comorbid factors, models that did not account for severity of an important comorbid condition, and factors that presented only after start of long-term RRT. Regarding our models, data for most of the included variables (e.g., age, serum albumin, and phosphorus) are usually well documented for patients starting chronic RRT. However, other variables, such as ESRD diagnosis and heart failure, may be less explicit.
Many studies that compared performance of different predictive models reported difficulties in reaching definite conclusions. These difficulties mainly resulted from the use of different statistical methods in building the models. Other problems were associated with models being constructed in different patient populations and within dissimilar health care systems. 20, 23, [30] [31] [32] [33] There are also many other reasons why it will remain difficult to establish exact patient prognosis. The age of ESRD patients starting long-term RRT is increasing, and patients have more comorbid conditions compared with dialysis patients of the past. Both these factors increase risk of death. In contrast, general medical and dialysis treatment advancements are expected to improve the prognosis of future RRT populations. Therefore, performance of prediction models constructed with previous data may be lower when applied to present or future patients. If real improvement in prognosis occurs, models are likely to overestimate mortality risk in newer populations, which the present study showed.
This study had some limitations to be addressed. First, the amount of missing data was reasonably high for some variables included in our prediction models, especially on C-reactive protein (but for the benefit of our models, <10% for all other variables (Table 2) . Therefore, in order not to exclude a large proportion of the training group, multiple imputation for missing data was performed and this might have altered the results of our analyses compared with having analyzed a 100% comprehensive original data. In contrast, had we not imputed for missing data (and thus had excluded patients with missing data), we might have caused selection bias. In the final models with 6 to 7 variables, only 9% of the patients lacked data on $1 variables. Furthermore, in the validation group, missing data were not imputed. Second, we did not censor patients at kidney transplantation, and this might have affected our study results. However, censoring at transplantation could have altered the weight of model variables because many of the patients who later received a transplant had more favorable characteristics (e.g., higher serum albumin and fewer comorbidities) at RRT start compared with patients who would never receive a transplant. This approach was also justified because possibility for transplantation and its realization were often unknown at start of RRT. Third, as far as we know, there are no studies that showed the impact of prediction models like ours on patient outcome. It might also be questioned whether the most beneficial timeframe to evaluate mortality was the first year or the first 2 years on RRT, as in our models, or whether prediction should focus on earlier or later mortality. 28 We chose our time intervals mainly because they were used in several earlier studies, [19] [20] [21] 23, 24, 27, 30 and also due to certain characteristics of the Finnish nephrology care system: a relatively high percentage of ESRD patients are treated conservatively, that is, without entering dialysis, thus favoring less short-term prognostication. However, in other settings, a different temporal approach might be better justified. These uncertainties stress the importance of incorporating predictive models to clinical work in various settings to gather practical experience of the usefulness of models. Fourth, because we used data only derived from Finnish ESRD patients, the universality of our prediction models to non-Finnish ESRD populations might be open to doubt. Therefore, we see it as important to establish international collaboration among research teams to test the performance of national prediction models in foreign ESRD populations. Because data collection might be rather incoherent between different national registries, possibly hindering the bilateral applicability of models, model validation would likely be more reliable comparing models with only a limited number of variables and with a precise definition of the variables.
Our study had several strengths. In particular, the registry database we used was of exceptionally high quality in terms of national health care unit and patient coverage. Data from the registry originated directly from dialysis units and nephrologists treating dialysis patients. Furthermore, these data were prospectively collected for incident cohorts without exclusion. We used national administrative data in combination with patient characteristics and comorbidities, as well as laboratory data. Few patients were excluded. The validation group we used was recent, and the training group was also contemporary. Importantly, using an external and newer validation data set increased the credibility of the performance of our models in circumstances that better mimic the clinical situation. Finally, for a prediction model to be applicable for clinical practice, it should be convenient and as little time-consuming as possible to use. We were able to construct prediction models with only a small number of variables, thus increasing practicality of the models in clinical settings. We would be glad to send the exact equations of our models to those interested in applying them.
To conclude, mortality prediction algorithms might serve as additional determinants of treatment plans for ESRD patients. Testing of models should be encouraged to evaluate their objective benefits. Our 1-and 2-year prediction models showed adequate performance, and due to their small size in terms of variable number, they could be easily applied into clinical work.
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