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Für Mama und Papa

“Out of clutter, find simplicity.
From discord, find harmony.




Speech signals radiated in confined spaces are subject to reverberation due to reflec-
tions of surrounding walls and obstacles. Reverberation leads to severe degradation
of speech intelligibility and can be prohibitive for applications where speech is digi-
tally recorded, such as audio conferencing or hearing aids. Dereverberation of speech
is therefore an important field in speech enhancement.
Driven by consumer demand, blind speech dereverberation has become a popular
field in the research community and has led to many interesting approaches in the lit-
erature. However, most existing methods are dictated by their underlying models and
hence suffer from assumptions that constrain the approaches to specific subproblems
of blind speech dereverberation. For example, many approaches limit the derever-
beration to voiced speech sounds, leading to poor results for unvoiced speech. Few
approaches tackle single-sensor blind speech dereverberation, and only a very limited
subset allows for dereverberation of speech from moving speakers.
Therefore, the aim of this dissertation is the development of a flexible and ex-
tendible framework for blind speech dereverberation accommodating different speech
sound types, single- or multiple sensor as well as stationary and moving speakers.
Bayesian methods benefit from – rather than being dictated by – appropriate model
choices. Therefore, the problem of blind speech dereverberation is considered from
a Bayesian perspective in this thesis. A generic sequential Monte Carlo approach
accommodating a multitude of models for the speech production mechanism and
room transfer function is consequently derived. In this approach both the anechoic
source signal and reverberant channel are estimated using their optimal estimators by
means of Rao-Blackwellisation of the state-space of unknown variables. The remain-
ing model parameters are estimated using sequential importance resampling.
The proposed approach is implemented for two different speech production mod-
els for stationary speakers, demonstrating substantial reduction in reverberation for
both unvoiced and voiced speech sounds. Furthermore, the channel model is ex-
tended to facilitate blind dereverberation of speech from moving speakers. Due to the
structure of measurement model, single- as well as multi-microphone processing is fa-
cilitated, accommodating physically constrained scenarios where only a single sensor
can be used as well as allowing for the exploitation of spatial diversity in scenarios
where the physical size of microphone arrays is of no concern.
This dissertation is concluded with a survey of possible directions for future re-
search, including the use of switching Markov source models, joint target tracking
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Speech is the most profound, natural, and efficient form of human-to-human com-
munication. A large proportion of human-to-human communication takes place in
offices, living rooms, theatres, cathedrals, or other confined communal environments.
Thus, speech is subjected to reflections of the sound wave off surrounding walls and
obstacles, such as the floor, ceiling, walls and neighbouring objects. If the reflections
arrive within short time intervals of the order milliseconds after the direct-path sig-
nal, the delayed reflections are referred to as reverberation. In contrast, echoes are
sound reflections that are noticeable as a spatially or temporally separated repetition
of the direct path signal. Reverberation was shown to be equally disturbing as an
echo [4]. Morevover, as reflections are not temporarily distinct, dereverberation, i.e.,
the removal of reverberant effects, is an inherently difficult problem.
1.2 The distorting effects of reverberation
The reduced intelligibility of speech in reverberant environments can be attributed to
several factors. As proposed by Nabalek et al. [5], self-masking and overlap-masking
are two major contributors to impaired intelligibility under reverberation. Self-masking
is the alteration of phonemes in time and frequency caused by the distortion of sound
onsets and decays of transient sounds [6]. Transient sound bursts become less abrupt
[7] and formant transitions between vowels are disrupted due to temporal smearing.
Overlap-masking is referred to the masking of phonemes by preceding phonemes and
their reflections [6], leading to impoverishment of phonemes. Furthermore, reverber-
ation reduces the perception of consonants, an effect referred to as articulation loss
of consonants by Peutz [8]. According to Peutz, the articulation loss of phonemes is
proportional to the source-sensor distance and reverberation time. The distortion of
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consonants is more detrimental than impaired vowels as the intelligibility of speech is
highly dependent on the clear perception of consonants.
Although the human sound perception mechanism often copes with reverberation
due to well-trained psychoacoustic processing, e.g., by exploitation of spatial percep-
tion or partial lip reading, digitally recorded reverberant speech exhibits significant
distortions. Applications affected by reverberation include the following examples:
• Audio conferencing applications facilitate live interaction between groups of
people remote from each other by means of one or several locally central mi-
crophones in a room, recording and transmitting the mass articulation to the
remote end.
• Hearing aids use microphone arrays improve hearing capability by filtering and
amplifying sound signals of interest to the listener.
• Handsfree devices, such as mobile phones on speaker mode, personal digital
assistants (PDAs), or Skype phones record speech signals at a distance, e.g.,
mounted on the dashboard of a car or lying on the desk of a workstation.
• Naval applications using sound navigation and ranging (SONAR) [9], or air-
borne applications using radio detection and ranging (RADAR), where a propa-
gated signal is scattered through obstructions and undesired objects.
Dereverberation, i.e., the enhancement of the reverberant signals to obtain an estimate
of the anechoic speech signal, is thus crucial for the quality and intelligibility of speech
for a vast number of signal processing and scene analysis applications, including tele-
conferencing, automatic speech recognition, hearing aids, or source localisation, track-
ing and identification.
1.3 Removing the effects of reverberation
Driven by consumer demand, speech dereverberation has become a prominent topic
in the research community over the last few years. As exact prior knowledge of the
anechoic speech signal, the reverberant room response, or noisy events such as open-
ing and closing of doors, is generally unavailable in practice, speech dereverberation
needs to be performed blindly. Blind speech dereverberation techniques in the lit-
erature are roughly divided into spatial filtering techniques, homomorphic transfor-
mations, spectral enhancement, approaches exploiting explicit speech modelling and
linear prediction (LP) residual enhancement.
Valuable insight can be gained from the concepts behind the algorithms in the
literature. For example, harmonicity based dereverberation (HERB) exploits the as-
sumption that voiced speech is harmonic and speech can thus be dereverberated by
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the extracting harmonic components and constructing a filter that suppresses rever-
beration by comparing the discrepancy between the extracted harmonic spectrum and
the reverberant spectrum. Explicitly embracing the properties of voiced and unvoiced
speech as prior information in dereverberation frameworks can significantly improve
estimation of the underlying anechoic speech signal and is therefore highly appealing.
LP residual enhancement techniques assume that the RIR leaves the source production
model unchanged. Dereverberation is attempted by iteratively estimating the speech
source assuming the reverberant channel is constant and subsequently estimating the
channel assuming the source is constant. Rather than attempting to simultaneously
estimate (and possibly optimise) the source and channel models, successive updates
of two separate estimators with their respective outputs is a compelling notion.
Almost all blind dereverberation approaches in the literature are founded on rigid
assumptions about either the dynamics of the source signal, or properties of the speech
production and reverberant channel. The quality of reverberant speech can be im-
proved in scenarios where the conditions of the respective approaches are satisfied.
However, as entire dereverberation algorithms are in fact derived from the model
assumptions, extensions to different scenarios either lead to inferior dereverberation
performance or are prohibited altogether. In particular, apart from the odd exception,
dereverberation algorithms rarely attempt to account for moving speakers, where the
source-sensor position and hence the RTF changes with time.
1.4 Aim of this dissertation
This dissertation considers the rigorous constraints to very specific aspects of the
overall problem of speech dereverberation as the actual deficiency of the majority of
approaches in the literature. Therefore, the aim of this dissertation is to develop a
speech dereverberation framework that relies on very generic assumptions about the
speech production mechanism and reverberant environment. The developed frame-
work therefore facilitates extensions to different speech sounds, such as voiced, un-
voiced, transient, or fricative sounds, stationary and moving speakers.
Therefore, rather than attempting to outperform approaches in the literature in
terms of the reconstruction of the anechoic source signal, the aim of this dissertation is
to develop a flexible algorithm that avoids the restriction of blind speech dereverber-
ation to specific sub-problems.
The framework can be targeted at specific problems by choosing appropriate mod-
els. For instance, the dereverberation of voiced and unvoiced speech can be tackled
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by modelling the source production mechanism by source models accounting for the
harmonicity of voiced speech and the turbulent noise resemblance of unvoiced speech.
Furthermore, dereverberation can be extended to moving speakers by choosing time-
varing channel models in order to capture the change of the RIR with varying source-
sensor positions.
Ultimately, the incorporation of models specifying underlying signal and model
structures is equivalent to the inclusion of prior knowledge about the speech produc-
tion and reverberation system. Rather than exclusively relying on the reverberant
observations, belief about the nature of speech and reverberation is embraced as well.
The inclusion of prior knowledge in addition to information inferred from the obser-
vations is at the very core of Bayesian estimation techniques: the prior pdf of any
unknown and desired variables and the likelihood function of the reverberant data
are combined to form the posterior pdf using Bayes’s theorem. Bayesian estimators
maximise the posterior pdf or minimise the posterior expected value of a loss function
to obtain estimates of the unknown parameters.
Therefore, this dissertation investigates whether a stochastic Bayesian perspective
on blind speech dereverberation can provide added benefit of generality and flexibility
to the field.
1.5 Bayesian estimation
In 1961, the National Aeronautics and Space Administration (NASA) launched its
Apollo program, culminating eight years later in the first lunar landing in human
history. At the very core of the navigation computer of Apollo 11 resided an analytical
recursive estimator known as the Kalman filter that NASA developed in collaboration
with Rudolf Kalman. The Kalman filter obtains an estimate of source signals buried
in noise by sequentially predicting and updating the source signal posterior pdf (see,
e.g., [10–15] for a general overview and [16–18] from a Bayesian perspective). Being
the optimal estimator for linear systems and easily extendible to a variety of problems,
the Kalman filter is a highly popular estimator to this date, almost half a century after
the lunar landing. Many estimators therefore strive to utilise the Kalman filters for the
estimation of source signals for its optimal properties and ease of implementation.
In order to obtain an estimate of the source signal, Kalman filters require knowl-
edge of any underlying model parameters. However, due to the blind nature of dere-
verberation problems, prior knowledge of the speech production and channel model
parameters is not available in practice. Furthermore, as realistic data is highly com-
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plex, of high dimensionality, and possibly subject to non-linearities, direct analytic
estimation using the Kalman filter is not possible as the posterior pdf is analytically
intractable.
Many approximate solutions for non-linear Kalman filtering have been proposed
over the years, e.g., the extended Kalman filter, Gaussian sum approximations, or grid-
based filters have been proposed as an alternative of the Kalman filter for non-linear,
non-Gaussian problems [19–21]. However, these approaches often ignore underlying
statistical features of the signals, or are too computationally expensive for practical
application in high-dimensional problems.
In the 1950s, the basic idea of sequential Monte Carlo (SMC) in the form of sequential
importance sampling (SIS) emerged [22]. In order to approximate the intractable pos-
terior pdf, a large number of random variates is drawn sequentially from a hypoth-
esis distribution that approximates and has the same region support as the posterior
pdf. However, due to the availability of comparatively modest computational power,
SIS was largely disregarded for decades until its rediscovery in the early 1990s with
the emergence of the resampling step [23] and the associated sequential importance
resampling (SIR) approach. Similar to the Kalman filter, estimates are propagated re-
cursively in time by construction of a prediction based on the past estimate trajectory
(referred to as importance sampling), and correction the estimates using knowledge
inferred from the measured data (known as the resampling step). SIR varies from the
analytic Kalman filters in that they are numerical rather than analytic solutions. For
instance, particle filters perform SMC estimation based on point-mass representations
of pdfs: a large number of samples is drawn from a hypothesis distribution in order
to approximate analytically intractable posterior pdfs.
Since the evolution of SIR, SMC swiftly became one of the most popular and active
research areas of Bayesian estimation. Publications such as [2, 16, 17, 24, 25] stirred the
interest in SMC approaches in the research community.
A particularly interesting development proposed in the mid-1990s is the concept of
Rao-Blackwellisation of the sampling scheme for variance reduction in the estimates
[26]. The state-space is partitioned into analytically tractable and intractable variables.
Whilst the intractable parameters are estimated using SIR or variants thereof, analyt-
ically tractable substructures are exploited to estimate the corresponding parameters
using their optimal estimators. Estimation of the analytically tractable substructures
can often be achieved using the Kalman filter.
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The optimal Kalman filter can thus be incorporated for state estimation in non-
linear, non-Gaussian systems, where knowledge of the model parameters is not avail-
able a priori. In other words, optimal estimators can be utilised for blind non-linear
estimation problems despite their restriction to non-blind and analytically tractable
systems. Due to its Bayesian foundation, Rao-Blackwellised SMC thus allows for the
combination of prior information inferred from models with the knowledge inferred
from the measured data. Last but not least, Rao-Blackwellised SMC can be specified
as generic algorithms valid for any choice of models facilitating sequential processing.
Therefore, Rao-Blackwellised SMC algorithms are not dictated by models, but rather
benefit from information inferred from carefully chosen models.
Rao-Blackwellised SMC therefore is a strikingly attractive option for the develop-
ment of a flexible and extendible framework for blind speech dereverberation.
1.6 Thesis, contributions, and overview
The essential thesis of this dissertation is therefore that fundamental contributions to-
wards the solution of the overall blind speech dereverberation problem can be made
by the development of a flexible and extendible blind dereverberation framework that
can be established from a Bayesian perspective using Rao-Blackwellised SMC. To sub-
stantiate this thesis:
Chap. 2 presents a critical survey of blind speech dereverberation approaches in the
literature. Valuable insights, shortcomings, and limitations are assessed whilst
emphasising how the insight can be utilised in the context of this dissertation. A
related publication is [1] as below.
Contributed publications on the speech dereverberation literature
[1] P. Naylor, C. Evers, and E. A. P. Habets. Speech dereverberation. In Proc.
EUSIPCO, Aalborg, Denmark, August 2010. Tutorial, proposal submitted
for review.
Although Bayesian approaches benefit from appropriately chosen models, un-
suitable models can be detrimental to even sophisticated algorithms.
Chap. 3 therefore establishes the necessary background knowledge of speech models
required for the developments in Chaps. 7 and 8. Aptness at modelling differ-
ent speech sounds and limitations are discussed in order to ensure appropriate
implementation.
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Chap. 4 studies the benefits and shortcomings for the models of the RTF for derever-
beration of speech from stationary and moving speakers required in Chaps. 7
and 9.
Chap. 5 analyses the fundamental concepts for Rao-Blackwellised SMC approaches
using Kalman filters for estimation of the analytically tractable substructures.
The information presented in this chapter is heavily used in Chap. 6, where:
Chap. 6 proposes the novel blind speech dereverberation algorithm. Based on a gen-
eral source and channel model, the minimum mean-square error (MMSE) esti-
mator of the anechoic source signal, reverberant channel parameters, and speech
production model is derived. The results reveal that the joint MMSE estimator
marginalises both the anechoic source signal and channel parameters from the
speech production model. In other words, the estimator is Rao-Blackwellised by
isolating the anechoic speech signal and channel parameters from the parameter
space of the speech production model. As the speech production model param-
eters are generally highly non-linear in the observations, analytical evaluation
is not possible. Therefore, the source model parameters are estimated using SIR
instead. Moreover, it is shown that the channel parameters are also marginalised
from the speech signal. Uncertainty introduced by channel estimation is there-
fore incorporated in the speech signal estimate. Subsequently, both the source
signal and channel parameters can be estimated using their optimal estimator
which is of the form of a Kalman filter.
Channel estimation within SIR frameworks can be problematic if estimates are
obtained via importance sampling. If the source-sensor positions are invariable,
the acoustic channel does not vary with their position, such that the channel
parameters are static and time-invariant. However, SIR implicitly assumes a dy-
namic on the underlying system parameters in order to recursively sample ran-
dom variates. Importance sampling of static parameters therefore leads to poor
channel estimates [27]. As the channel parameters are estimated using their op-
timal Kalman estimator in this framework, issues of static importance sampling
are avoided.
Therefore, blind speech dereverberation is proposed by sequentially 1. impor-
tance sampling a large number of realisations (or particles) of the speech pro-
duction model parameters, 2. for each resulting particle estimating the channel
parameters, and 3. estimating the anechoic speech signal for each realisation of
the speech production and channel parameters . Related publications are [2–5]
as below.
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Contributed publications on the proposed algorithm
[2] C. Evers and J. R. Hopgood, “Multichannel online blind speech derever-
beration with marginalization of static observation parameters in a Rao-
Blackwellized particle filter,” Springer J. Signal Process. Systems, 2009, in print.
[3] C. Evers, J. R. Hopgood, and J. Bell, “Acoustic models for online blind source
dereverberation using sequential monte carlo methods,” in Proc. IEEE Conf.
ICASSP, Las Vegas, NV, 24 Mar. - 4 Apr. 2008.
[4] ——, “Blind speech dereverberation using batch and sequential monte carlo
methods,” in Proc. IEEE Conf. ISCAS, Seattle, WA, 18-21 May 2008, invited
paper.
[5] C. Evers and J. R. Hopgood, “Marginalization of static observation parame-
ters in a Rao-Blackwellized particle filter with application to sequential blind
speech dereverberation,” in Proc. EUSIPCO, Glasgow, UK, Aug. 2009.
Chap. 7 applies a dynamic time-varying AR (TVAR) source model to the Rao-Blackwellized
particle filter (RBPF). The source parameters vary according to a random walk
constrained to poles within the unit circle to enforce stability of the process. Ex-
periments using synthetic and speech data indicate significant improvement in
speech quality of the estimated signal over the reverberant observations for stop
consonants and fricative sounds. Related publications are [2–5] as above.
Chap. 8 extends the dynamic TVAR parameter model in Chap. 7 to a novel speech
model based on parallel formant synthesizers (PFSs) reparameterised in terms of
PARCOR coefficients in order to improve upon dereverbation of vowels. Results
show overall improvement over the TVAR parameter model, and significant im-
provements for vowels. A related publications is [6] as below.
Contributed publications on the PFS model
[6] C. Evers and J. R. Hopgood, “Articulatory based speech models for blind
speech dereverberation using sequential monte carlo methods,” in Proc. EU-
SIPCO, Aalborg, Denmark, Aug. 2010, invited paper, submitted for review.
Chap. 9 extends the channel model from a stationary to moving speakers. An investi-
gation of the RIR for changing source-sensor positions indicates that the channel
parameters characterising the RIR vary with time. Furthermore, it is shown that
the parameters can be approximated using Fourier polynomials. The channel is
therefore modelled as a linear combination of channel parameters with Fourier
basis functions. Results show that signal improvement can be achieved for suf-
ficiently high source signal power. Related publications are given in [7–10].
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Contributed publications on moving speakers
[7] C. Evers and J. R. Hopgood, “Parametric models for single-channel blind
dereverberation of speech from a moving speaker,” IET J. Signal Process.,
vol. 2, no. 2, pp. 59–74, Jun. 2008.
[8] J. R. Hopgood, C. Evers, and S. Fortune, “Bayesian single channel blind dere-
verberation of speech from a moving speaker,” in Speech dereverberation, P. A.
Naylor and N. Gaubitch, Eds. Springer, 2010.
[9] J. R. Hopgood and C. Evers, “Towards single-channel blind dereverberation
of speech from a moving speaker,” in IMA Intl. Conf. Math. Sig. Proc., Dec.
2006.
[10] ——, “Block-based TVAR models for single-channel blind dereverberation
of speech from a moving speaker,” in Proc. IEEE Conf. SSP, Madison, WI,
2007, pp. 274–277.
Chap. 10 evaluates the computational complexity of the RBPF. Results indicate that
the rate of growth increases quadratically in the channel order and at least quadrat-
ically in the number of sensors. It is proposed that subband filtering approaches
can be used to alleviate the computational burden.
Chap. 11 concludes the dissertation by summarising the results and issues discussed
and encountered in these investigations and outlines directions future research
could take. Specific details are given for a hybrid switching model combining
the speech models in Chaps. 7 and 8, and for the inclusion of individual gain
factors for multi-sensor processing.

Chapter 2
Critical overview of blind dereverberation
approaches in the literature
Dereverberation techniques can be broadly divided into two categories: 1. reverbera-
tion suppression and 2. reverberation cancellation techniques.Reverberation suppres-
sion amplifies characteristics properties of the source signal whilst attenuating effects
due to reverberation. Reverberation cancellation estimates the room acoustic transfer
function used for equalisation of the distorting channel from the observed signal.
The aim of this chapter is to identify the advantages and drawbacks of blind dere-
verberation approaches in the literature in order to identify how the dereverberation
algorithm in this dissertation sets itself apart, and extract beneficial features that can
be incorporated in the proposed approach in this dissertation.
As this chapter is primarily concerned with the differences in methodology, the ap-
proaches presented in this discussion are grouped into spatial filtering (sect. §2.1),
homomorphic transformations (sect. §2.2), spectral enhancement (sect. §2.3), explicit
source modelling (sect. §2.4), and linear prediction (LP) residual enhancement (sect. §2.5).
Conclusions are presented in sect. §2.6.
2.1 Blind dereverberation by spatial filtering
Spatial enhancement techniques are used for multi-microphone dereverberation. By
attenuating signals from certain directions, the observed signal can be enhanced to
spatially separate reverberant paths from the direct path signal. The simplest form of
spatial enhancement is obtained by delay and sum beamforming: a microphone array
increases the sensitivity of the sensors in the direction of the audio source, such that
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sensitivity in the direction of interfering sources is decreased. Interference can thus
be removed even on the same frequency band as the source signal. Incoming plane
waves of spatially distinct sources arrive at the sensors of a microphone array with
a slight time delay. Delay-and-sum beamformers introduce suitable delays by means
of weights to each channel and linearly combine the set of the received signals at the
sensor array. Physically speaking, a beam is formed in the direction of the source by
constructively adding and thus amplifying the coherent direct path component across
channels, whilst smearing with time and thus attenuating interference such as rever-
beration, exhibiting an incoherent structure after the filtering. The weights determine
the filtering characteristics of the beamformer and can be chosen to provide a fixed
response independent of the received data (data independent beamformers), or to op-
timise the beamformer response based on statistics of the received data (statistically
optimum beamformers). Beamforming is therefore equivalent to temporal finite im-
pulse response (FIR) filter and hence often referred to as spatial filtering [28, 29]. A
broad overview of beamforming techniques is given by Van Veen and Buckley in [28].
An investigation of the direct to reverberant ratio of delay and sum beamformers
applied for reverberation [30] shows that the relative improvement depends on the
microphone spacing and the distance of the source from the array, but is independent
of the reverberation time. Nonetheless, as the frequency increases, the beam shape
narrows. Further, the frequency response depends on the angle of arrival, such that
signals arriving off-axis will be subject to spectral colouration by the array.
Several extensions to beamforming have been investigated: in a sub-band exten-
sion of the delay-and-sum beamformer, Allen et al. [31] exploit the observation that
the tail of the room impulse response (RIR) is mostly uncorrelated. Within each sub-
band, the delay between coherent parts, corresponding to the source signal and early
reflections, is removed by phase shifting the sub-band signals. In order to amplify the
source signal and early reflections, the resulting sub-band signals are added and the
sub-band gains are adjusted by the cross-correlation between the distorted observed
signals. Frequency bands with low levels of coherence are thus attenuated whilst
highly coherent bands containing the direct path component and early reflections are
amplified.
Flanagan et al. [32] quantise the spatial range of the beamformer into overlapping
regions which are scanned sequentially, creating a matched filter beamformer. By util-
ising speech characteristics, such as periodicity of speech at the vocal cord rate, as well
as accumulation of acoustic energy primarily in voiced sounds, and the tendency to
be bursty in time, the sound source can be distinguished from continuous background
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noise by spectral analysis of the beamformer output.
In environments with continually changing characteristics, using a predetermined
set of weights might not be suitable. Adaptive beamformers automatically adjust the
weights [28, 29]. In cases of lack of knowledge about the desired signal, linear con-
straints can be introduced in the adaption rule in order to allow for control over the
adapted response of the beamformer [33]. However, adaptive beamformers are sus-
ceptible to changing RIRs, such that most adaptive beamforming techniques for the
enhancement of speech become ineffective in reverberant environments.
[29, 31–34] thus attempt to remove interference by forming a beam in the direc-
tion of the source and thus removing interference with different directionality. How-
ever, reverberant reflections arrive from a multitude of different positions in the room
and are thus highly likely to interfere with the beam path. Hence, the beamforming
techniques described above only removes reverberation to some degree. To improve
dereverberation using beamforming, Affes and Grenier [35] propose a matched filter
beamforming approach that adaptively estimates the channel response and convolves
the received signals with the inverse of the resulting RIR. Flanagan et al. extend
their approach in [32] to a three-dimensional array [34], forming additional beams
steered in the direction of strong initial reflections. Similarly to the image-source
method (ISM) (see sect. §4.3) [31], the reflections are considered as mirror sources [36].
However, both [35] and [34] require at least partial knowledge of the RIR which is
generally not available in practice.
2.1.1 Issues and insights of beamforming techniques
Spatial enhancement techniques generally depend on beamforming techniques, where
microphone arrays are steered in the direction of the desired speech source. Spatial di-
versity can therefore be exploited to infer knowledge about reverberant environment
and hence to recover the source signal. However, as reflections arrive from a multi-
tude of directions and are likely to interfere with the beam path. Furthermore, adap-
tive beamformers are susceptible to changes in the RIR. Extensions to beamforming
using matched filters, or by steering in the direction of strong initial reflections, require
partial knowledge of the RIR, and are hence inappropriate for blind speech derever-
beration.
2.2 Homomorphic transformation
Homomorphic transformations reflect non-additively combined signals to a domain
where they can be considered as additively mixed. The domain of homomorphic
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transformations is called the cepstral domain, an anagram derived from the word
“spectrum” in order to distinguish from the frequency domain. Further terminologi-
cal replacements that are utilised in the research community are “liftering” instead of
“filtering” and “quefrency” instead of “frequency”.
The cepstrum of a signal is given by
yct = IFFT [ln FFT [yt]] (2.1)
where FFT and IFFT denote the Fast Fourier transform (FFT) and its inverse respec-
tively, yt is the observed signal sample at time t ≥ 0 and yct is the signal cepstrum.
Convolution in the time domain is equivalent to addition in the cepstrum domain.
Thus, the source signal can be recovered from its observations using linear filtering
techniques rather than by deconvolution of the source signal from the RIR.
In order to separate the speech cepstrum from that of the reverberations, it is ob-
served that the speech cepstrum typically only has cepstral components concentrated
around the cepstrum origin, whilst the RIR cepstrum is characterised by pulses with
ripples located far away from the origin [37]. Thus, by suppressing any high cepstral
components and maintaining low-time components only, the speech signal can be ex-
tracted from the distorted cepstrum. This technique is also known as liftering and is
essentially a low-pass filter, i.e., a multiplication of the cepstral signal by a window in
the cepstral domain [38, 39]. However, in order to perform liftering, a cutoff thresh-
old is required, which is often acquired using empirical evidence. Heuristic measures
of cutoff times lead to inconsistent dereverberation performance and introduce addi-
tional distortions due to framing effects of the threshold window.
Since the vocal tract model usually varies faster than the RIR, the channel response
can be assumed to be approximately stationary over short time frames. Assuming that
speech signals are zero-mean, whilst the mean of the room transfer function (RTF) is
non-zero, the mean of the reverberant signal can be extracted by averaging over small
time frames of the observed signal. A clean speech estimate can thus be obtained by
cepstral subtraction of the mean of the observed signal over short time frames from
the observed cepstrum. Effectively, the direct current (DC) component of the RIR is re-
moved retaining only the time-varying components of speech [40]. However, cepstral
mean subtraction implicitly assume time-invariant channels and require zero-mean
speech signals.
Homomorphic transformations are mostly applied for dereverberation in speech
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recognition systems, see, e.g., [38, 41–43], but have also been successfully applied for
the restoration of archived records in order to remove surges in volume due as the
pitch of the voice reaches the resonances of the recording equipment [44]. Restoration
using the homomorphic approach is reported to remove megaphone effects whilst
retaining the acoustic flavour of the recording [45].
2.2.1 Issues and insights of homomorphic transformations
Cepstral approaches have been reported to work effectively for speech recognition
systems. Nonetheless, late reverberation can overlap in cepstrum domain with peaks
of the speech signal, prohibiting disambiguation and identification of the clean source
signal for speech estimation systems. Cepstral mean subtraction in these cases leads
to artificially sounding signal estimates, rendering cepstral transforms for dereverber-
ation of speech in highly reverberant rooms inappropriate for speech communications
systems where the human auditory system is targeted.
Nonetheless, homomorphic transformations offer interesting insight into the sepa-
rability of speech signals and reverberant distortions, laying the foundations for spec-
tral enhancement techniques (see sect. §2.3). Notably, a very similar principle to ho-
momorphic transformations can be applied to dereverberation of stationary speakers
in the time domain using histograms: human speech is a highly time-varying func-
tion (see sect. §3.3), whereas the reverberant channel for a stationary speaker can be
considered static if the room transfer function is not physically altered, i.e., doors /
windows are not open / closed, furniture not moved, etc. Furthermore, both the RTF
as well as the human speech production system can be modelled using all-pole models
(see sects. §3.3 and §4.4). The stationarity of the channel vs. non-stationarity of speech
can therefore be exploited by extracting the autoregressive (AR) parameters of rever-
berant speech signals over a sliding window and computing the histogram over the
poles, i.e., the roots of the AR parameters. Whilst the poles characterising the time-
varying speech spectrum smear over the floor of the pole histogram, the stationary
channel poles appear as distinct peaks in the histogram. Using clustering methods,
the reverberant channel can thus be identified from the pole histogram and represent
an estimate of the reverberant channel modelled as an all-pole filter. Using inverse
filtering (or channel equalisation the reverberant channel effects can thus be removed
from the observations, yielding an estimate of the clean speech signal.
Whilst the histogram method offers viable identification of low-order channel mod-
els for stationary speakers, realistic channel models usually involve several hundred
parameters to accurately reflect the reverberant properties (see sect. §4.4). For high
model orders, clustering can prove problematic due to closely spaced pole positions
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whose peaks potentially merge, hence prohibiting exact peak identification.
Based on the insight gained from the histogram method, a more advanced Bayesian
approach in [1] as discussed in sect. §2.4 exploits the non-stationarity of speech signals
in order to estimate speech signals generated using a linear time-varying (LTV) speech
production model and distorted by linear time-invariant (LTI) channel models. Based
on an iterative batch approach, the algorithm firstly estimates the source model as-
suming the channel as a nuisance parameter, and secondly estimating the channel
assuming the source as a nuisance parameter. Using the source and channel model,
the speech signal can be recovered from the reverberant observations by inverse filter-
ing with the channel filter.
In a more insightful manner, the speech dereverberation algorithm proposed in
Chap. 6 operates in a similar way by 1. sequentially estimating the source model pa-
rameters based on the observations only, 2. using the source parameter estimates and
observations obtaining an estimate of the parameters of an LTI channel (extendible to
LTV channel models as discussed in Chap. 9) using its optimal estimator, and 3. esti-
mating the source signal using its optimal estimator based on the channel and source
parameter estimate.
2.3 Spectral enhancement
Spectral enhancement techniques for speech dereverberation modify the short-time
spectrum of the reverberant observed signal. The first spectral enhancement approach
for speech dereverberation was developed as a side-product of an extension to spatial
filtering, and is the sub-band beamformer proposed by Allen et al. [31] as discussed in
sect. §2.1.
Spectral enhancement techniques for noisy speech have been a popular topic in the
literature since Allen’s pioneering paper in 1977. A statistical approach minimising the
mean squared error (MSE) of a distortion measure between the clean and estimated
signal is proposed, for example, in [46]. Juang and Rabiner [47] use hidden Markov
processes, where the probability densities of the speech and noise processes are first
estimated using long anechoic speech and noise training sequences. The estimates are
used to derive an estimator of the source signal. Ephraim and van Trees [48] propose
a subspace approach decomposing the vector space of the noisy signal into a signal-
plus-noise and a noise subspace, removing the latter to estimate the source signal. An
overview of spectral enhancement techniques can be found in, e.g., [49] and references
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therein.
However, spectral enhancement for speech dereverberation has evolved as an ac-
tive field of research with the beginning of the new millenium: Lebart et al. [50] pro-
pose an approach to single microphone dereverberation by spectral subtraction of the
late reverberation energy from the spectrum of the observations. Late reverberant
energy is estimated using a statistical model of the RIR, specified as Gaussian noise
modulated by an exponentially decaying function whose decay is governed by the
reverberation time. Based on an estimate of the late reverberant energy, the spec-
tral attenuation factor in the spectrum of the observations due to late reverberations
can be established [51]. An estimate of the speech signal and early reflections is thus
obtained by filtering the spectrum of the distorted observations with the spectral at-
tenuation factor. Spectral subtraction therefore attenuates late reverberations, whilst
amplifying the spectrum of the speech signal and early reflections.
The approach was extended to multiple microphones by Habets in [52]. Wen et
al. [53] compared the dereverberation performance of the approach in [52] with that of
a delay-and-sum beamformer (DSB) in terms of subjective and objective measures, in-
dicating an improved from approximately a Bark spectral distance (BSD) of 0.02 sones
for the DSB to a BSD of 0.05 sones for multi-microphone spectral subtraction for a re-
verberation time of T60 = 0.291s.
Although spectral subtraction can be successfully applied to blind dereverbera-
tion problems, interference cause by noise sources in addition to reverberation is not
considered in either [50] or [52]. The optimally-modified log spectral amplitude (OM-
LSA) estimator was therefore proposed [54] as an extension of the spectral attenuation
factor in [50] to recover speech signals buried in reverberation and noise, leading to
improved BSD scores as compared to spectral subtraction. The OM-LSA is a spectral
gain function that minimises the mean-square error of the log-spectral amplitude of
speech and its estimate and is determined by statistical models of speech presence and
absence.
Wu and Wang in [55] propose a combination of spectral subtraction and LP resid-
ual enhancement for speech dereverberation: In a first step, the LP residual enhance-
ment technique in [56] discussed in sect. §2.5 is used to enhance the ratio of the direct
signal to the reverberant signal (see sect. §2.5). Late reverberation is removed in a sec-
ond step by application of spectral subtraction.
The sequential algorithm proposed by Yoshioka et al. [57] is one of the few blind
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dereverberation approaches accounting for changes in the speaker location. Operat-
ing in the short-time Fourier transform (STFT) domain, the static channel parame-
ters are recursively updated using a Bayesian recursive least squares (RLS) algorithm.
The proposed RLS algorithm can be written in the form of the update equations of
a Kalman filter as derived in Appendix A.1 (see sect. §5.3 for a detailed discussion of
Kalman filters), although the authors have not explicitly commented on the fact. Given
the channel estimates, the the STFT spectrum of the source signal is reconstructed by
filtering the spectrum of the observed signal with the channel estimate. Results indi-
cate that a distance measure of the estimated signal requires approximately 5s of data,
i.e., 80, 000 samples at a sampling rate of 16kHz, for convergence towards a steady
state for each change in the speaker position. It is argued that the convergence time
can be reduced by the incorporation of prior knowledge about the RIR.
2.3.1 Issues and insights of spectral enhancement
Most spectral enhancement approaches for speech dereverberation are based on spec-
tral subtraction techniques, removing the effects of late reverberations. Retaining early
reflections in the estimated signal is desirable in scenarios where speech is digitally
recorded and the enhanced estimate is played back in almost anechoic environments,
e.g., via headphones or hearing aids. Reinforcement of the direct path signal by early
reflections is thus facilitated that would otherwise not be available due to the lack of
an echoic surrounding environment.
However, in many applications, speech is recorded in highly reverberant rooms
and played back using loudspeakers. For instance, during conference calls it is desir-
able to dereverberate the signal from a remote party and play it back to the partici-
pants in the local office. As the remotely recorded speech signal is radiated locally in
an echoic environment, early reflections are naturally introduced by means of the local
RIR. It is therefore desirable to remove both early and late reflections and reconstruct
the anechoic speech signal.
Although spectral subtraction techniques do not require prior knowledge of the
reverberant channel per se, an estimate of the reverberation time is necessary for eval-
uation of the spectral attenuation factor. However, estimation of the reverberation can
be very problematic and often cannot be estimated blindly. Spectral subtraction there-
fore requires a limited amount of prior knowledge about the RIR in order to evaluate
the late reverberant energy.
Interestingly, it is noted that the approach in [57] considers the estimation of the
reverberant channel from a similar perspective as this dissertation. Although not ex-
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plicitly stated in the paper, the RLS channel estimator is of the form of the Kalman
correction equations. Chap. 6 derives the optimal channel estimator in the minimum
mean-square error (MMSE) sense as a modified version of the Kalman correction equa-
tions.
2.4 Source model based blind speech dereverberation
The production mechanism of human speech gives insight into accurate signal mod-
elling as discussed in Chap. 3, allowing for the deduction of prior knowledge about the
source signal through an explicit source model. Incorporating explicit speech models
in dereverberation algorithms allows for the incorporation of prior information about
the speech production mechanism in order to characterise the anechoic signal to be
reconstructed.
The spatial enhancement approach by Flanagan [32] discussed in sect. §2.1 utilises
a source model to distinguish the speech signal from background noise. Brandstein
[58] assumes that the source signal is generated by a filter excited by a glottal pulse
train for voiced speech or turbulent noise for unvoiced speech (see sect. §3.3.2 on
page 41 for more information on this excitation model for speech). Similar to [32],
the model is incorporated in a DSB for spatial enhancement. However, as discussed in
sect. §2.1, DSBs can perform poorly in reverberant environments due to the interfer-
ence of reflections from different directions with the beampath steared at the speech
source.
Attias and Deng [59] incorporate an AR speech model pre-trained on a large set of
anechoic data in a variational expectation-maximization (EM) framework for single-
and multi-microphone speech dereverberation. Experiments indicate that the ap-
proach outperforms spatial subtraction in terms of the signal-to-noise ratio (SNR) of
the estimated signal compared to the reverberant SNR. However, the approach de-
pends heavily on the training of the model.
Harmonicity is an important structure of speech, particularly with respect to voiced
speech components, generated by vibrations of the vocal chords. The frequency for-
mants of clean speech are often approximately multiples of the fundamental frequency
[60]. Based on this observation, Nakatani et al. [61–65] propose an approach known
as harmonicity based dereverberation (HERB) to dereverberate speech by suppress-
ing non-harmonic components in the signal in order to reconstruct harmonic compo-
nents. By estimating the fundamental frequency, harmonic components are extracted
as multiples of f0 from the distorted speech spectrum for each short-time frame in
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the STFT domain. The estimated harmonic speech spectrum is compared to the dis-
torted spectrum in order to compute a dereverberation filter in each time block and
frequency bin. By averaging over each time segment, an averaged dereverberation
filter is obtained that suppresses reverberation causing non-harmonicity. The inverse
acoustic impulse response (AIR) of the reverberant channel is obtained by computing
the inverse discrete Fourier transform (DFT) of the dereverberation. By convolving
the observed signal with the inverse AIR, an estimate of the direct path signal can be
obtained.
HERB applied as a preprocessing step effectively reduces the word error rate of
automatic speech recognition (ASR) systems [66]. However, more than 5000 reverber-
ant words – more than 60 minutes of speech – are needed to estimate the dereverber-
ation filter assuming the system is time-invariant [67].
Hopgood [45] observes that identification of the channel and source parameters
is possible if the channel and source filter vary at different rates. Consequently, a
static infinite impulse response (IIR) channel model for stationary speakers and a block
stationary AR (BSAR) source model for speech is assumed. By estimating the AR pa-
rameters from the observed signal in each block and plotting the histogram of the
estimated parameters with time [68, 69], it can be shown that the channel parame-
ters can be identified by the peaks in the histogram, whilst the BSAR parameters are
“smeared” on the floor of the histogram. Hence, it is concluded that the source pa-
rameters can be marginalised from the joint posterior probability density function (pdf)
of the unknown model parameters to obtain the marginal posterior pdf of the channel
parameters. The channel parameters are estimated using the Gibbs sampler. The es-
timated channel parameters are used for inverse filtering the observations in order to
obtain a speech signal estimate.
By assuming that the RTF varies slowly as the speaker moves, whilst the source
model varies rapidly between blocks, the approach was extended to moving speakers
by Evers and Hopgood [1]. As block-stationarity is insufficient to capture the time-
varying behaviour of speech, the source model was extended to a block-based time-
varying AR (TVAR) model by Evers and Hopgood [1], where the source model varies
according to a TVAR process in each block.
It was demonstrated in [1,45,70] that speech from a stationary and moving speaker
can be effectively enhanced when distorted by an acoustic horn channel. However, as
the approach is based on Gibbs sampling, a batch Markov chain Monte Carlo (MCMC)
approach, online processing is not possible. Furthermore, it was shown that approxi-
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mately 2000Monte Carlo iterations were necessary, out of which 10% were considered
as the burn-in period.
2.4.1 Issues and insights of dereverberation techniques exploiting explicit
source models
A main concern with HERB is the complete elimination of non-harmonic components.
Voiced speech naturally contains non-harmonic components. Thus, by eliminating
any non-harmonicity from voiced segments, part of the natural sound of speech is re-
moved. Artefacts can thus be perceived in the enhanced signal. Furthermore, due to
the assumption of harmonicity, unvoiced speech sounds cannot be approximated by
HERB, thus reducing the approach to one type of phoneme only. Another shortcom-
ing of HERB is that fundamental frequency estimation in reverberant environments in
itself is problematic as discussed in [71].
Nonetheless, the concept of incorporating harmonic properties of the speech signal
for voiced speech only is highly appealing and inspired the development of Chap. 8,
where an articulatory-based speech model is used for the modelling voiced phonemes.
Unvoiced phonemes are targeted by a Markov-chain based TVAR model in Chap. 7.
The approach exploiting non-stationarity of speech discussed above suffers from
its implementation using a rather naïve Gibbs sampler, leading to significant compu-
tational burden. Furthermore, the performance of the algorithm decreases in silent
periods of the speech signal, i.e., where the channel dictates the over system response.
Regardless, the idea of identifying the poles of the channel filter from those of the
source filter by exploiting the rapid variation of the source parameters is particu-
larly interesting in scenarios where speakers are either stationary or move reasonably
slowly within a room. The development of a more sophisticated and insightful algo-
rithm in Chap. 6 and its extension to moving speakers in Chap. 9 are therefore highly
influenced by the concept of exploitation of the non-stationarity in source signals.
2.5 LP residual enhancement
Linear predictive (LP) residual enhancement models the speech production mecha-
nism as an all-pole filter excited by either glottal pulse for voiced speech, or turbulent
noise for unvoiced speech (see Chap. 3, and sect. §3.3 on page 38 ff. in particular, for a
discussion of all-pole modelling of speech). It is further assumed that the reverberant
channel is modelled by an all-zero filter. Therefore, the detrimental effects of rever-
beration introduce only zeroes to the overall system. Distortion due to additive noise
affects the excitation sequence of source filter only. The all-pole filter coefficients are
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assumed to be left unchanged as reverberation introduces zeroes rather than poles to
the system [72].
As voiced speech is modelled by filtering a glottal pulse train through the all-pole
filter, the excitation sequence due to speech is assumed as a well structured pulse
train. In contrast, impulses in the distorted signal due to reverberation effects and
noise are relatively uncorrelated. Therefore, speech dereverberation can be performed
by computing the LP residual of the observed signal and identifying and eliminating
the spurious and uncorrelated peaks due to reverberation and noise in voiced speech
segments.
Therefore, LP residual techniques estimate the all-pole source filter coefficients us-
ing linear prediction analysis. The excitation sequence of the speech signal is thus
obtained by inverse-filtering the distorted observed signal with the speech filter. The
uncorrelated peaks due to reverberation and noise in the estimated LP residual are
attenuated to approximate the clean speech excitation signal. The speech signal can
thus be reconstructed by filtering the enhanced excitation signal with the estimated
all-pole source filter.
Wavelet transformations can be used to divide a continuous-time signal into dif-
ferent scale components. Each scale component can be assigned a frequency range
and can be studied at an appropriate resolution. As wavelets are the derivative of
a smoothing function, wavelet transformations describe local extrema of the signal
wavelet domain. Impulses in the LP residual of voiced speech can thus be detected
as extrema in the wavelet domain. Based on this observation, Griebel [73–76] and
Griebel and Brandstein [72,77] propose to use wavelet extrema clustering across mul-
tiple channels to obtain a single multi-scale extrema representation.
Rather than processing in the wavelet domain, Yegnanarayana and Sayanarayana
[78, 79] propose to use the Hilbert transformation for LP reconstruction. The Hilbert
transformation is generally used in signal processing to derive an analytic representa-
tion of a signal. The resulting Hilbert envelope has large amplitudes at strong ex-
citations in the time-domain signal and can thus be used to detect glottal closure
instants (GCIs), i.e., excitation pulses. By applying the Hilbert transformation to a
reverberant LP residual, the pulse train structure of voiced speech is thus amplified
and the reverberation effects are attenuated, allowing for improved identification of
peaks in the residual. This approach is applicable for both single and multiple sensors.
As Hilbert envelopes are averaged when utilising multiple microphones, peaks due
to reverberation can be further suppressed.
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Gillespie [56] use the kurtosis, i.e., the fourth central moment of a distribution, as
a measure of the peakiness of the LP residual. As the LP residual of reverberant signal
is a time-spread version of the impulse-like LP residual of clean speech, the kurtosis
decreases with increasing reverberation. Using an online adaptive gradient descent
approach that maximises the LP kurtosis, the reverberation effects can be minimised
and the clean speech signal recovered.
Whilst LP residual enhancement in the wavelet domain, by Hilbert envelope weight-
ing, and kurtosis maximisation reduce the effects of reverberation by attenuating the
impulses due to reverberation and noise in the LP residual, properties of the underly-
ing structure of speech are not considered in their approaches, such that speech esti-
mates can sound less natural.
Gaubitch and Naylor [30, 36, 80–84] observed that the LP residual between adja-
cent larynx cycle varies slowly, such that spurious peaks due to reverberation can
be temporally smeared by averaging each larynx cycles with its nearest neighbours.
Furthermore, suppression of peaks in the time domain can be performed by spatial av-
eraging using beamforming techniques. The DSB is thus utilised to partially remove
distorting effects from the observed signal. Given the spatially averaged signal, the
LP residual is computed. Uncorrelated features in the residual are further suppressed
by temporally averaging the residual over neighbouring larynx cycles. glottal closure
instants are extracted from the spatio-temporally averaged residual using the dynamic
programming projected phase-slope algorithm (DYPSA).
As LP analysis removes any spurious peaks from the residual, any uncorrelated
effects in the clean voiced speech signal are removed as well. Hence, LP analysis suf-
fers from an inherent problem of excessive whitening of the enhanced signal. Delcroix
et al. thus attempt to circumvent whitening in a multi-sensor approach in [85–89] as-
sume that there is always at least one microphone in a sensor array that is closer to
the source than to the noise source. This assumption is valid unless the speaker and
noise source are located on opposite sides of the sensor array and are aligned in either
x- or y-direction. By obtaining an estimate of the error residual of the source signal,
an estimate of the source signal itself is computed. The source parameters can be esti-
mated from the correlation matrix of the output signal. The whitened residual is then
applied to the source filter, reintroducing colouration to the signal. For short impulse
responses, almost perfect dereverberation can be achieved. However, for longer RIRs,
the presence of numerically overlapping zeros among the channels lead to identifia-
bility issues and thus poor dereverberation results [87].
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2.5.1 Issues and insights of LP residual enhancement
From a methodological point of view, LP causes non-harmonic parts natural to speech
to be ignored and artefacts introduced due to the speech synthesis from the GCIs.
Speech estimates can thus sound unnatural. Furthermore, as harmonic signal are tar-
geted by LP residual enhancement, blind dereverberation of unvoiced speech, resem-
bling broadband noise, is not solved by this group of algorithms.
From a modelling perspective, the underlying assumption that the LP coefficients
are unaffected by reverberation can be ambiguous. It was shown, e.g., by Godsill and
Andrieu in [90], that the separation of AR processes (i.e., all-pole filters excited by
white Gaussian noise (WGN)) from all-zero mixture models can be performed with-
out ambiguities. However, RIRs are only approximated by all-zero models and should,
ideally, be modelled using pole-zero models (see sect. §4 for modelling of the RTF).
Therefore, realistic channels responses exhibit poles and, hence, modify the poles of
the all-pole source model. Therefore, for realistic RIRs, both the source excitation (and
hence the LP residual) and the source filter coefficients (and hence the LP coefficients)
are modified by reverberation. Synthesis of the source signal using the extracted and
unprocessed LP coefficients can therefore never fully suppress the effects of reverber-
ation.
Nonetheless, LP residual enhancement exhibits an interesting parallel to the con-
cept of blind dereverberation proposed in this dissertation. In essence, LP residual
enhancement iteratively obtains estimates of the source signal by 1. estimating the
source model whilst assuming that the channel is constant and 2. estimating the chan-
nel model whilst assuming the source model is constant. In this dissertation, it is
proposed that by Rao-Blackwellisation of the joint posterior pdf of the unknown sys-
tem parameters and signals, the source model parameters and noise terms, the source
signal, and the channel parameters can be obtained using three separate estimators.
The source model is estimated whilst holding the channel parameters constant. Based
on an estimate of the source model parameters, the channel model parameters are
evaluated by holding the source model parameters constant. Using the estimates of
both the source and channel model parameters, the source signal is obtained.
An even stronger analogy exists between LP residual enhancement and the blind
dereverberation approach exploiting non-stationarity in [1] and discussed in sect. §2.4.
In this approach, the source model and channel model are iteratively estimated by
1. estimating the source model by assuming the channel as a nuisance parameter,
and 2. estimating the channel model by assuming the source as a nuisance parame-
ter. Therefore, strong analogies exist between the dereverberation approach proposed
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in this dissertation and LP residual enhancement.
2.6 Conclusions
Dereverberation approaches in the literature can be classified by the following groups:
1. spatial filtering, using beamformers to attenuate signal reflections arriving from
different directions in order enhance the direct-path signal (e.g., [34, 35]),
2. homomorphic transformations, reflecting the non-additive mixture of speech
with a reverberant channel to a domain where the mixture can be considered
as additive (e.g., [37]),
3. spectral enhancement, modifying the short-term spectrum of reverberant speech
in order to remove late reverberation effects (e.g., [50, 67]),
4. explicit source modelling, exploiting properties of the source production mech-
anism to identify the anechoic speech signal from the reverberant effects (e.g.,
[1, 64]), and
5. linear prediction residual enhancement, distinguishing peaks due to the excita-
tion of the vocal tract from spurious peaks due to reverberation (e.g., [72,83,86]).
As reverberant reflections arrive from multiple positions in the room and are likely
to interfere with the beam path, beamforming approaches only remove reverberation
to some degree. Nonetheless, the concept of accumulating statistical evidence of the
same statistical event by using multiple sensors inspires the use of microphone arrays
for improvement of the dereverberation performance in Chaps. 7 and 8. In order to
evaluate the computational burden several microphones incur on the proposed algo-
rithm, Chap. 10 investigates the computational complexity of the proposed algorithm
for a variable number of sensors. Inspired by the concept of spectral enhancement, a
sub-band implementation of the dereverberation framework is proposed in order to
reduce the computational complexity.
As an approach to direct dereverberation, spectral enhancement based on spec-
tral subtraction provide the ability to retain early reflections in the estimated signal,
whilst eliminating late reverberation only. However, partial knowledge of the RIR is
required, which is generally not available in practice.
Dereverberation by explicit source modelling often suffers from either the neces-
sity of excessive training or the restriction to one model only. The idea of incorpo-
rating prior information about the speech production mechanism is, however, highly
attractive and therefore influences the development of the proposed dereverberation
algorithm by explicitly modelling unvoiced and voiced speech in Chaps. 7 and 8. Fur-
thermore, the consideration that non-stationarity of the vocal tract can be exploited for
identifiability between the source and channel parameters is a fundamental assump-
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tion of the proposed algorithm in Chap. 6.
LP residual enhancement techniques are often based on synthesising the speech sig-
nal from the identified excitation peaks, thus neglecting natural speech components in
the synthetically generated source signal estimate. Furthermore, as the main under-
lying assumption is that the reverberant channel consists of zeros only and therefore
does not influence the coefficients of the source model, LP residual techniques face
identifiability issues of resonant peaks in realistic RIRs. As spurious peaks due to re-
verberation can only be detected in harmonic data streams, LP residual enhancement
is also unsuitable for unvoiced speech.
That having said, the concept in LP residual enhancement of estimating the source
model whilst holding the channel constant and vice versa has a strong parallel to the
proposed algorithm, where the source model, channel model, and source signal are
estimated using three different estimators, each of which assumes that an estimate of
the remaining two variables is known.
Many of the existing approaches attempt to estimate the RTF from the observed
signal in order obtain a source signal estimate by inverse filtering of the observed sig-
nal with the reverberant channel estimate. However, amongst other issues, inverse
filtering inherently leads to scaling of errors in channel estimate, potentially increas-
ing distortion in the enhanced signal. It is therefore highly desirable to estimate the
source signal directly as opposed to its reconstruction by inverse filtering with a chan-
nel estimate. The proposed dereverberation approach in Chap. 6 is therefore based on
direct and optimal estimation of the source signal using the Kalman filter.
The take-home message of this chapter is two-fold: On the one hand, several
highly appealing ideas are taken away and incorporated from a different perspec-
tive in the dereverberation approach proposed in this dissertation. On the other hand,
it was shown that most dereverberation algorithms in the literature suffer from very
restricting underlying assumptions that theoretically and practically preclude exten-
sions to different scenarios, e.g., to different phoneme types, time-varying source-
sensor positions, or either single- or multi-sensor processing. Furthermore, extremely
few of the discussed algorithms facilitate real-time processing, crucial in, e.g., military
and security applications.
As already elaborated on in Chap. 1, the underlying aim of this thesis is therefore to
investigate a flexible dereverberation framework allowing for extensions to different





Speech production, signals, and models
3.1 Introduction
Human speech is a highly dynamic process, involving various information transfer
stages. On a linguistic level, the message is formed in the speaker’s brain in a dis-
crete or symbolic form [91]. The corresponding instructions are transferred to the
articulators – i.e., lips, tongue, larynx, jaw, etc. – and translated from discrete to con-
tinuous movements on a physiological level. As a result, air is pushed from the lungs
through the vocal tract, forming sound by the time-varying articulators, and trans-
mitted through a distorting noisy and, or, reverberant channel on an acoustic level.
Finally, on the audiological and perceptual level, the sound produced on the acoustic
level is received at the listener’s and speaker’s ears where it is used for feedback con-
trol. The sound is translated to mechanical motion by the ossicles of the middle ear,
to fluid pressure waves in the medium bathing the basilar membrane of the inner ear
and invoking travelling waves. The travelling waves stimulate hair and hence trigger
electrical, mechanical, and biochemical reactions of the auditory nervous fibres. The
neural responses are finally used at higher processing stages in the brain [91].
In order to make sense of and interpret these stages, mathematical models are used
as a characterisation and abstraction of each stage and can be used for speech analysis,
enhancement, recognition, synthesis, coding, production, and perception. Detailed
discussions, especially in the field of speech recognition, can be found in, for exam-
ple [92–98] in chronological order. In these references and in general speech is com-
monly either modelled in terms of the physiological detail of the speech production (or
articulatory) system as discussed in sect. §3.2, or by modelling the speech signal, as
discussed in sect. §3.3.
Speech system models offer high spectral fidelity as formants are shaped accu-
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rately according to physical reality, proving particularly useful for speech synthesis.
However, without a linguistic layer in the physical model, articulatory events are of-
ten difficult to predict and model, such that speech production systems can prove
inefficient for modelling of distorted speech signals in estimation frameworks. In-
stead of modelling the speech production mechanism, speech signal models represent
formants by digital filters used for approximation of uttered resonances. Depending
on the sophistication of the filter, anomalies in the utterances might not necessarily
be captured. Nonetheless, speech signal models can provide analytical tractability,
which is crucial to many Bayesian estimation approaches and are therefore utilised
in Chaps. 6 and 7 for construction of the reverberant speech system model. The con-
cepts discussed in sect. §3.2 are utilised in Chap. 8, where the model developed in
Chaps. 6 and 7 is extended to a model incorporating prior physical knowledge about
the human speech production mechanism in the signal model.
3.2 Speech production models
Speech production models describe the movement of the human articulators in terms
of pressure waves, particle- and volume-velocities. As the articulators are described in
physical terms, co-articulation effects that are difficult to formulate in a mathematical
framework, occur naturally in accurate speech production models. Speech production
models are hence particularly useful for capturing the dynamic properties of speech.
Each language consists of a finite number of speech sounds unique to the speaker
but distinguishable for a listener familiar with the language. The most basic linguistic
elements are called phonemes [99]. The concatenation of phonemes to generate words
and sentences is linguistically organised and structured by the central nervous system
using acoustic feedback of the hearing apparatus and the speech musculature [100].
For the production of phonemes, the respiratory apparatus acts as a motor of the vocal
tract apparatus. The vocal tract apparatus, physically structuring airflow from the
respiratory apparatus, consists of phonatory and articulatory organs and can be broadly
divided into three regions:
• the sub-glottal tract, i.e., the lower respiratory tract below the glottis that in-
cludes the lungs, trachea, and bronchial tubes;
• the glottal tract from the glottis to the lips; and
• the nasal cavities.
Airflow, which can be considered as an unstructured source signal, is produced in the
sub-glottal tract in the lungs, travelling from the glottis to the trachea. The cavities
between the glottis and lips form a complex three-dimensional tube, consisting of im-
mobile walls such as the dental arch and palatal dome, rigid walls allowing for subtle
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changes, such as the pharyngeal wall, as well as soft walls such as the tongue, velum,
uvula, lateral pharyngeal wall, and lip tube. Depending on the changes in the glottal
tract, different speech sounds are generated:
• Voiced sounds are produced by airflow causing vibrations of the vocal cords,
thus modulating the stream of air into discrete puffs or pulses;
• Unvoiced sounds are produced by air forced through a constriction in the vocal
tract, producing turbulent flow and incoherent sounds;
• Plosive sounds are produced by the abrupt release of pressure behind a complete
closure in the articulatory system.
The width of the jaws relative to the pharyngeal cavity affects tongue articulation and
variation of the vocal tract shape. The mobility of the jaw relative to the skull varies
openness of vowels. Furthermore, the size of the tongue relative to the oral cavities de-
termines the articulatory space for vowels. From a modelling perspective, the glottal
tract can therefore be considered as an acoustic filter that structures the unstructured
airflow from the sub-glottal tract. The nasal cavity acts as an “accessory channel” [101]
to the glottal tract, building additional resonances to produce nasal sounds.
The human speech apparatus is therefore a complex system, consisting of organs
of phonation, i.e., voice production, and organs of articulation, i.e., settings of the speech
organs. The sound excitation from the lungs is emitted into the vocal tract resembling
a tube. In its most general form, the vocal tract can be described by the propagation
of waves in a flared horn. Using Newton’s laws, the pressure can thus be derived in
terms of a partial differential equation (PDE) (see Appendix A.2), often referred to as














where p(x, t) is the sound pressure dependent on the distance, x, and time, t, v is the
vector velocity of an air particle, andA(x) is the vocal tract area as a function of the dis-
tance is the sound pressure. Note that in the derivation of eqn. (3.1), transverse modes
are ignored. The reasoning behind this assumption is as follows: If the wavelength of
sound is large compared to the diameter of the tube, the propagation of sound can be
modelled as a planar propagation in just one dimension, such that transverse modes
can be ignored. The length of the vocal tract from the glottis to the lips lies between
14−15cm in female adults and between 16.5−17.5cm in male adults [103]. Assuming
a subglottal resonance frequency of fR = 2100Hz [104], at a body temperature of 35◦C
the speed of sound in air at sea level is c = (331+ 0.6× 35◦C)m/s = 352m/s. Therefore,
the wavelength, λ, of sound in air corresponds to λ = c/fR = 16.76cm. Thus, the wave-
length of sound in the vocal tract is significantly larger than the vocal tract diameter of
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Figure 3.1: Concatenation of lossless acoustic tubes of equal lengths, ∆x [107].
about 2− 23/4 cm [105]. Wave propagation in the vocal tract can thus be approximated
by planar propagation when neglecting parts of the tract with large width [100, 106].
Nonetheless, Webster’s equation can only be solved if A(x) is a well-behaved an-
alytic function. The properties of the vocal tract are changing continuously such that
the area of the acoustic tube cannot be expressed in closed form. Therefore, numerical
approximation is necessary. One of the most widely used speech production mod-
els assumes that the continuous area of the vocal tract can be segmented into small
uniform sections as depicted in Fig. 3.1.
3.2.1 Lossless acoustic tube model
A simplified model of the human vocal tract [107, ch. 3.3] assumes that the vocal tract
can be represented by a concatenation of K lossless acoustic tubes of constant cross-
sectional areas, A(x) = Ak, k ∈ K as illustrated in Fig. 3.1. For sufficiently many seg-
ments the concatenation of the constant cross-sectional areas approximates a slowly
time-varying circular acoustic tube that can be used to model the human vocal tract
as proposed by Kelly and Lochbaum [108]. The model can be modified so that losses
due to friction, heat conduction or wall vibration, influencing the bandwidths of the
modelled resonances can be accounted for at the glottis and lips [107, ch. 8].
3.2.1.1 Relevance to thesis through reflection coefficients
Having a closer look at the sound waves at boundaries between tube sections, part of
a travelling wave propagates through to the next tube section as a wave front meets
the discontinuity area of a section. The remainder is reflected back into its own sec-















Figure 3.2: Sound propagation in concatenated lossless acoustic tubes
tion. A wave only propagates fully if the impedance of the next section meets that of
the previous section, i.e., the cross-sectional areas Ak = Ak+1 [109]. Fig. 3.2 illustrates
how the flow of volume velocity, u+k,t−τ, τ ≥ 0 in section k ∈ K partial traverses into
section k + 1 of different cross-sectional area, whilst part of the wave is reflected into
volume velocity, u−k,t−τ traveling in the opposite direction.
The idea of reflections between tube segments of different cross-sectional areas
leads to the concept of the so-called reflection coefficient between two sections, indi-
cating the ratio between wave propagation and reflection. The volume velocity, uk,t,
can be expressed as a PDE of similar form to the pressure velocity in Webster’s equa-
tion in eqn. (3.1). Solving the resulting PDE for uk,t, and comparing with the volume
velocity in the right adjacent tube segment, uk+1,t, the reflection coefficient, rk, can be





As cross-sectional areas are positive by definition, the right hand side (RHS) in eqn. (3.2)
takes its maximum at +1 as Ak+1  Ak and its minimum at −1 as Ak  Ak+1. There-
fore, the reflection coefficient is a real number satisfying −1 ≤ rk ≤ 1. If Ak = Ak+1,
the reflection coefficient rk = 0 the travelling wave is completely transmitted [110].
Reflection coefficients are used in physics and engineering to describe wave prop-
agation in media with discontinuities. For instance, in telecommunications, reflec-
tion coefficients are utilised for transmission lines in order to describe the ratio of



















Figure 3.3: Parallel formant synthesiser [111]
impedance between the source and the load [107]. In Chap. 8 of this thesis reflection
coefficients play a vital role in that a partial correlation (PARCOR) speech model, gen-
erally expressed in terms of reflection coefficients, is utilised. PARCORs modles are
phrased in terms of infinite impulse response (IIR) lattice filters. The lattices are con-
nected by reflection coefficients, which are identical to the reflection coefficients of the
human vocal tract in eqn. (3.2).
3.2.2 Parallel formant synthesiser model
As opposed to the acoustic tube model in sect. §3.2.1 where the vocal tract was mod-
elled, formant synthesisers model the formants, i.e., the spectral peaks, generated
in the vocal tract. The three to five formants in the speech spectrum are modelled
by means of three to five resonant circuits with variable frequency and amplitude.
Therefore, the vocal tract transfer function is simulated by a sequence of second-order
filters. For cascaded connections between filters, the transfer function of formant
synthesisers resembles that of the vocal tract without nasal coupling [102, 112]. Cas-
caded formant synthesisers automatically control the formant amplitudes by adjust-
ing the bandwidths appropriately. However, due to the omission of of nasal coupling,
stop and fricative sounds are not modelled accurately and require the introduction
of additional resonators to introduce extra poles and zeros in the transfer function
(see sect. §3.3.3 for more information on the relation between poles, zeros, and nasal
sounds). Parallel synthesisers (see Fig. 3.3) are preceded by an amplitude control,
specifying the relative amplitude of the spectral peak (or formant) [113]. Additional
resonators for modelling nasals, stops, or fricatives are therefore not necessary. How-
ever, the formant frequencies need to be explicitly specified.
In order to accurately specify the formant frequencies, typical values in human
speech are consulted. The fundamental and formant frequencies are visible in the
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Figure 3.4: Spectrogram (top) and time-domain signal (bottom) of ‘The farmer’s life must’
uttered by a female at fs = 16kHz; Red areas: high energy, blue areas: low energy.
short-term spectrum of speech as spectral lines. According to [60], vowels generally
exhibit fundamental frequencies, f0, between 136−141Hz in males and 210−235Hz in
females. The first formant frequency, f1, lies between 270 − 730Hz in adult males and
310 − 860Hz in adult females. f2 lies between 840 − 2290Hz in males whilst females
exhibit a f2 of 920 − 2790Hz. The f3 range for male vowels is between 1690 − 3010Hz
and 1960− 3310Hz for females.
In most cases, most energy is concentrated first two formant frequencies, f1 and
f2, such that f1 and f2 are sufficient to disambiguate vowels. Therefore, special atten-
tion must be paid in formant synthesisers to model f0 − f2 accurately. For illustration,
Fig. 3.4 shows the spectrogram of the sentence “The farmer’s life must” uttered by a
female American speaker at 16kHz sampling rate. Three to five formant tracks are
visible for voiced phonemes [102] such as /@/ in “the”. The short-time spectrum of
the speech signal of, e.g., /a:/ in “farmer” and /2I/ in “life” reveals that most energy
lies between approximately 200− 2000Hz, i.e., f0 − f2, with little energy in f3 and f4.
Formant synthesisers are mostly used for text-to-speech interfaces. Particularly
well known for their real-time speech synthesis using formant synthesisers are the
Sega arcade systems developed in the 1980s. Although improved speech synthesisers
have been developed since, e.g., using hidden Markov model (HMM)-based synthesis,
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formant synthesisers are notably accurate at modelling human speech from a physical
perspective. parallel formant synthesizers (PFSs) are utilised in this thesis in Chap. 8,
where the speech signal model utilised in Chaps. 6 and 7 is extended to a more physi-
cally meaningful model, exploiting prior knowledge available about the vocal tract.
Overall, a physical description of the articulators allows for modelling of the hu-
man vocal tract for speech synthesis. Nonetheless, as the source signal is generated
as a side-product and actually not directly described by the model, speech production
models are difficult to apply directly for speech signal estimation, such as the dere-
verberation problem in this thesis. For these applications, it is therefore desirable to
model the source signal directly, rather than the speech production mechanism.
3.3 Speech signal models
Signal models can generally be divided in two classes: parametric and non-parametric
models. Parametric models model the signal as the output of autoregressive moving
average (ARMA) models (or variants thereof). The properties of the filter and hence
characteristics of the speech signal are determined by a finite set of parameters associ-
ated with the model [114]. The parameters are chosen to reflect prior knowledge avail-
able about the system. If no prior knowledge is available, the choice of any underlying
pre-specified mathematical model might be unjustified. In such cases, non-parametric
models should used instead as no assumptions on the underlying structures of the
data are assumed. Histograms [115] or higher order statistics [116–118] are examples
of statistics considered in non-parametric models.
For speech signals, the speech production mechanism and resulting signal prop-
erties are well researched and prior information about the speech production system
can be assumed (see sect. §3.2 and references therein). Parametric models are there-
fore well suited for modelling speech signals. It is therefore desirable to rephrase the
physical model of the human vocal tract as a concatenation of lossless acoustic tubes
in sect. §3.2 in terms of a parametric model. Using the transfer function of the acoustic
tube model, the speech signal can be expressed as a linear combination of past signal
samples with a set of source parameters specifying the properties of the signal.
3.3.1 Transfer function of the vocal tract
Any transfer function is described as the ratio of the input and output of the system.
Recalling that the human vocal tract can be interpreted as a concatenation of K acous-
tic tubes of equal lengths as shown in Fig. 3.1 on page 34, the input of the system is
the airflow generated in the glottis, whereas the output is the signal at the lips. There-














Figure 3.5: Flow chart illustrating relationship between z-transforms at a junction between
two segments of the acoustic tube after [107].
fore, the transfer function of the vocal tract, V(z), can be expressed as the ratio of the





As already explained in sect. §3.2, in particular using Fig. 3.2, at each junction between
tubes an acoustic wave partially propagates through to the adjacent tube segment,
whilst part of it reflected back according to the reflection coefficient, rk. Therefore, at a
random point in the acoustic tube k+1, where k ∈ K, the response of tube k travelling
from the glottis to the lips, U+k (z), as well as the response reflected at the junction to
the adjacent tube, U−k+1(z), are observed. The derivation of the responses in terms of
the reflection is beyond the scope of this thesis, however, a detailed derivation can be
found in [107, ch. 3]. Accordingly, the propagated and reflected transfer functions of
the responses, U+k+1(z), and U
−
k (z) respectively, can thus be expressed as:
U+k+1(z) = (1+ rk) z
− 1
2 U+k (z) + rkU
−
k+1(z) (3.4a)
U−k (z) = −rk z
−1U+k (z) + (1− rk) z
− 1
2 U−k+1(z). (3.4b)
This relationship is shown graphically in Fig. 3.5, illustrating a lattice resembling struc-
ture between the propagated and reflected responses. As one seeks the transfer func-
tion of the system in eqn. (3.3), the response of the glottis, UG(z), and lips, UL(z),
should therefore be expressed in terms of eqn. (3.4).
By rephrasing eqn. (3.4) in terms of matrix description, expressions for UG(z) and
UL(z) can be derived as shown in Appendix A.3.2. The transfer function, V(z), can
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where the concatenated tubes are simplified to sections of equal lengths, ∆x = /̀K. The

























where rG denotes the reflection coefficient in the glottis, r1 is the reflection coeffi-
cient of the tube immediately following the glottis, rK+1 is the reflection coefficient
























Assuming that rG = 1 at the glottis, it can be shown by manipulation of the matrices
in eqn. (3.6) that the denominator of the acoustic tube model can be expressed in terms
of the following recursions (see Appendix A.4.4):
D(z) = DK(z) (3.8a)
D0(z) = 1 (3.8b)
Dk(z) = Dk−1(z) + rk z
−kDk−1(z
−1) k = 1, . . . , K (3.8c)






where αk are combinations of the reflection coefficients, rk. Considering, for example,
the case where K = 2, then α1 = −r1(1 + r2) and α2 = −r2. By approximating the
vocal tract by a concatenation of lossless acoustic tubes of equal lengths, the transfer








Figure 3.6: Glottal pulse waveform; Pitch period, T ; Interval between open and closed phase
of the vocal folds, T0; Period between peak and end of the open phase, TN.
















Hence, the transfer function of the vocal tract is of the form of an all-pole filter [107]
and the source signal corresponds in time-domain to an autoregressive (AR) process.
3.3.2 AR representation of speech
The transfer function of the tube model therefore corresponds to an all-pole filter with
delays corresponding to the number of sections of the model. Thus, by simplifying the
lossless acoustic tube model of the human vocal tract to sections of each length, AR
processes can be used to represent the transfer function of the model. Local correla-
tions in the signal are exploited by modelling the current signal sample as a linear com-
bination of the previous samples [119]. AR models are popular models in the speech
processing community as they accurately capture the short-term spectrum of speech
(see, e.g., [107, 120, 121] and references therein). The transfer function in eqn. (3.5) can










The model excitation varies with the voicing of the speech signal. As discussed
in sect. §3.2, human speech can be broadly divided into voiced sounds, generated by
airflow causing vibrations of the vocal cords, and unvoiced sounds, produced by air
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forced through a constriction in the vocal tract and resembling turbulent flow. The
airflow generated at the glottis resembles the glottal waveform in Fig. 3.6: as the vocal
cords open, the airflow increases slowly. Closely after reaching its maximum ampli-
tude at full opening, the folds close and the waveform plummets to zero amplitude.


















if T0 < t ≤ T0 + TN
(3.12)
where gt denotes the glottal waveform, T0 is the pitch period, i.e., the duration of one
glottal cycle of open and closed phase, and TN is the time interval between the peak
and the end of the open phase.
During voiced periods, speech can thus be modelled by exciting the acoustic tube
model of the vocal tract by the periodic glottal pulse waveform in eqn. (3.12). Dur-
ing unvoiced periods, the excitation signal is turbulent noise. Typically, a random
sequence with flat spectrum, such as white Gaussian noise (WGN), is used. In order
to impose time-varying properties of the unvoiced source, the variance of the WGN
can be modelled as a first-order Markov chain, varying depending on the value of the
standard deviation at the previous time step and driven by WGN. By definition, vari-
ance terms are bound between 0 ≤ σ2 ≤ ∞. In order to reinforce this constraint, the
unvoiced excitation should be sampled from the log-variance rather than the variance
directly. Therefore, the log-variance of the source excitation for unvoiced speech can
be modelled as:
φvt = φvt−1 + σφvt rφvt , rφvt ∼ N (0, 1) (3.13)








∣∣φvt−1 , σ2φvt) (3.14)
where φvt , lnσ2vt is the logarithmic value of the excitation variance, σ
2
vt , and σφvt is




∣∣ 0, σ2v0). The variance, σ2vt , of the source excitation, vt, can thus be obtained
by drawing random samples from the log-variance in eqn. (3.13) and transforming to
linear domain via σ2vt = exp{φvt}.
The alternation between voiced and unvoiced states (or open and closed phases)
can be incorporated in the AR speech model as a switch between a glottal pulse gener-
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ator, with response G(z) corresponding to the z-transform of eqn. (3.12) and a random
noise generator with response N(z) [106]. The response at the output of the lips can






Note that a filter of the form R(z) = 1 − z−1 can be incorporated in this response to
account for the radiation model of the lips [123]. The speech production model incor-
porating the switch between voiced and unvoiced excitation is illustrated in Fig. 3.7.




aq xt−q + σvt vt, (3.16)
for t > Q, where the initial conditions can be set to xt = 0 for t ≤ Q, and where
x0:t =
[
x0 . . . xt
]
is the trajectory of speech signal samples for t ≥ 0, {aq}q∈Q are the
AR parameters of the model of order Q, and σvt vt is the model excitation from the
glottis with standard deviation σvt . vt either takes the form of the glottal waveform
in eqn. (3.12) for voiced periods, or WGN for unvoiced periods, i.e., vt ∼ N (0, 1).
The model parameters can be specified to enforce certain desired properties or even
dynamics on the model and will be discussed in more detail from sect. §3.3.4 onwards.
The general all-pole model developed thus far forms the basis for a majority of
speech recognition, analysis and synthesis systems to date. The popularity of the
AR speech model is not at least due to its extendibility, e.g., to a multitude of vo-
cal tract models specified by the AR parameters. From a mathematical perspective,
the linearity of the signal (see eqn. (3.16)) allows for mathematically tractability. This
is of particular interest in this thesis as the algorithmic framework relies on mathe-
matical expressions of the underlying speech production and reverberation systems.
Nonetheless, it should be noted at this point that the linearity of the speech model
stems from the underlying assumption that the excitation source is independent of
the vocal tract system. In reality, coupling effects due to aeroacoustic events between
the glottal source and vocal tract occur, leading to a far more complex and, in fact, non-
linear relationship (see, e.g., [123–125]). In general, the model nonetheless provides a
sufficiently accurate representation of the human vocal tract, such that these effects are
usually disregarded. Another aspect of coupling, in this case between the nasal and
oral cavities, is sometimes resolved by the introduction of zeros in the speech model.
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Glottis












Figure 3.8: Lossless acoustic tube model including nasal tract
3.3.3 ARMA speech model
The speech model developed in sect. §3.3.2 contains poles only, but has no zeros. Poles
define the resonances or formants of the model, whereas zeros describe the antireso-
nances or troughs of the transfer response. Antiresonances are introduced in the trans-
fer function when side chambers open in the acoustic path. Sound is thus absorbed
near the antiresonant frequencies (particularly at higher frequencies), decreasing the
spectral energy and hence the amplitude of sound. Thus far, the vocal tract is mod-
elled as one closed cavity, excited from the glottis and radiating sound through the
oral tract from the lips. For voiced pronunciation, the velum is thus assumed closed
and sound is radiated through the oral tract only.
For nasal sounds, the velum does not completely close the pharyngeal passage to
the nasal tract, thus allowing the nasal cavity to act as a side chamber to the oral cav-
ity resonator. As a side chamber is opened, antiresonances will occur. However, due
to the negligence of zeros in the model, these antiresonances cannot be model using
an AR process, leading to a model mismatch for nasal sounds. Although many lan-
guages, such as English, are mainly based on non-nasal sounds, the inability to model
nasal sounds can be problematic particularly in French [126].
Nasal sound production can be incorporated in the model by introducing zeros
to the transfer function. Effectively, the introduction of zeros partitions the last tube
segment before the lips into two tracts, i.e., the nasal and oral tract as shown Fig. 3.8.
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Figure 3.9: Estimation of time-varying parameters of source signal using stationary AR mod-
eling where L is the number of blocks, N is the step size between windows, and ai
are the Q source coefficients in blocks i = 1, . . . , L.







dr σvt−r vt−r (3.17)
Nonetheless, the inclusion of zeros in the model can lead to non-uniqueness ambi-
guities in the pole-zero pairs. Despite the exclusion of nasal sounds, speech models
therefore often resort to the AR model in eqn. (3.16). The results presented in this
thesis are based on non-nasal utterances from native English or American speakers.
In order to avoid identifiability issues due to the inclusion of zeros in the model, the
remainder of this thesis therefore focuses on AR models.
In order to process a speech signal using the AR model eqn. (3.16), the parameters,
{aq}q∈Q remain to be specified. Recalling Fig. 3.7 and the discussion in sect. §3.3.2, the
AR parameters specify the resonant peaks in the vocal tract response. The vocal tract
is continually changing, such that the AR model in eqn. (3.16) should compensate for
the time-variance of the vocal tract.
3.3.4 Time-variance of speech
To illustrate the time-varying nature of speech, consider taking a sliding window of
step size n = 1samples, and block length N = 250 samples (i.e., 300msec length at
sampling frequency fs = 8kHz) over a 0.2s long segment of speech data from a fe-
male speaker as shown in Fig. 3.9 and described in [1]: in each window, i = 1, . . . , L,
Q = 6 stationary AR coefficients are extracted by solving the standard Yule-Walker
equations [127]. Fig. 3.10a demonstrates that the overall envelope of the correspond-





















(a) Graph showing smooth variation of the parameter mean over a sliding window of


















(b) Graph showing rapid parameter variation over large areas within the unit
cirlce.
Figure 3.10: Pole trajectories and variation of parameters extracted from a sliding window of
250 samples (0.03s) block length over a real speech segment for model order 6 at
sampling frequency 8 kHz as illustrated in Fig. 3.9.
ing extracted parameters varies relatively smoothly with time. The parameters exhibit
smooth variations over a short duration of around 40 samples, i.e., 0.5msec or 200Hz,
after which the fluctuations in the form of spikes are visible. As the fundamental
frequency of adult women is approximately f0 = 200Hz, the spikes in Fig. 3.10a cor-
respond to the glottal openings and closings in the speech signal.
The poles of the speech signal correspond to the roots of the speech parameters.
Their trajectories with time are shown in Fig. 3.10b, where early samples (t ≈ 0) are
shown as light grey dots whereas late samples (t ≈ 0.2s) correspond to black dots. The
pole positions vary rapidly with relatively smooth trajectories over large areas within
the unit circle. The smooth variation of pole movements is also discussed in [128]
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amongst others.
As both the poles and parameters of the speech signal vary rapidly with time,
modelling speech as a stationary process leads to poor approximations of the signal.
Instead, speech should be modelled as a non-stationary, or time-varying, process.
Local as well as global time-variation of the signal can be captured using time-




aq,t xt−q + σvt vt, (3.18)
where {aq,t}q∈Q is the set of Q TVAR coefficients. Based on the source signal model in
eqn. (3.18), source parameter models need to be specified that capture the characteris-
tics of source generation. As the excitation of the model has already been discussed in
sect. §3.3.2, the source parameters are the only remaining unknowns in eqn. (3.18) and
hence the review of parameter models concludes the scope of this chapter.
3.4 Source parameter models
Recalling Fig. 3.7 the source excitation switches from a glottal pulse waveform to tur-
bulent noise with the closing of the vocal cords and hence the change from voiced to
unvoiced sounds. Similarly, in order to structure unvoiced phonemes appropriately,
the vocal tract response changes with the closing of the vocal cords. To accurately
represent the vocal tract, the AR model of the speech production mechanism should
account for the switching between voiced and unvoiced phonemes not only in the
excitation signal but also in the vocal tract response itself. As the resonant peaks in
the vocal tract response are defined by the AR parameters, {aq}q∈Q, appropriate AR
parameter models should be chosen for both voiced and unvoiced speech segments.
Whilst voiced parameter models should enforce harmonicity in the resulting signal,
unvoiced parameter models should impose turbulent noise properties correspond-
ing to the discussion in sect. §3.3.2 on page 41 ff. Sect. §3.4.1 to sect. §3.2.2 therefore
introduce parameter models for voiced and unvoiced speech relevant to the devel-
opments in this thesis. Sect. §3.4.1 discusses a stochastic TVAR model based on first-
order Markov chains, applicable to unvoiced speech. Sect. §3.2.2 introduces a PFS
representation of the parameters suitable for modelling of the resonant frequencies
(or formants) in voiced speech.
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3.4.1 Dynamic TVAR parameter model for slowly speech variation
Recalling the trajectory of speech parameters in Fig. 3.10a, the TVAR parameters vary
slowly and relatively smoothly in comparison to the speech signal they are extracted
from (Fig. 3.9). The smooth and slowly varying behaviour can be represented by a
first-order Markov chain with low variance on the parameters [130–133]. A first-order
Markov chain is a random process, where the states at time t depend directly only on
the states at t− 1. Therefore, the source parameters are expressed as:
at = at−1 + Σat rat rat ∼ N (0Q×1, IQ) (3.19)
where Qt = Q, at =
[
a1,t . . . aQ,t
]T
is the set of Q source parameters, and Σat =
diag
[




is the covariance on the random walk.
At each time step, t, each source parameter, aq,t, q ∈ Q, is dependent only on
its value at the previous time step, aq,t−1 as well as the driving WGN of the process
and its known variance, σ2aq,t . This property of first-order Markov chains makes the
parameter model in eqn. (3.19) particularly apt for sequential analysis and has thus
been applied in several sequential Monte Carlo (SMC) frameworks, such as the work
by Doucet et al. [24,131,132]. Due to the resemblance of its parameter trajectory to the
slowly varying speech parameters and the applicability to SMC approaches, the dy-
namic TVAR parameter model is adapted in this thesis in Chaps. 6 and 7 as the basic
speech model used to develop the proposed methodology for blind speech derever-
beration.
An issue frequently encountered with the TVAR parameter model and circum-
vented in several attempts is the necessity to constrain the parameters in eqn. (3.19) to
take on stable values only to establish stability of the overall speech model.
3.4.1.1 Enforcing stability of the TVAR parameters
To ensure stability for linear systems, every bounded input has to produce a generate
output as established by James et al.in 1946 [134]. Hence, for linear time-invariant sys-
tems, the poles – i.e., the roots of the Q polynomials in eqn. (3.19) – have to lie within
the unit circle [135]. If all eigenvalues of the system possess negative real parts, the
system is satisfies exponential asymptotic stability in the sense of Lyapunov [136] and
and is therefore bounded-input bounded-output (BIBO) stable [137]. For the linear
time-varying case, the system can be temporarily unstable, yet lead to an globally stable
system. Hence, stability constraints are not as obvious and can lead to ambiguities
between Lyapunov and BIBO stability [138]. As shown by Anderson and Moore [137],








Figure 3.11: Reflection of an unstable pole, pq,t, into the unit circle, 1/pq,t.
a bounded energy content of the input over a time-interval (rather than time-instant)
is required to ensure stability of linear time-varying (LTV) systems. Hence, internal
Lyapunov and external stability are equivalent [137]. However, it can be difficult to
identify appropriate Lyapunov functions to analyse the asymptotic stability of the sys-
tem. Hence, Juntunen etal [139–141] assume systems to be stable if the poles at each
time instance, t, lie within the unit circle.
Stability can therefore be enforced by rejecting AR parameter sets, at whose poles,
pt, lie on or outside the unit circle, i.e., where |pt| ≥ 1 and where | · | denotes the abso-
lute value.
The rejection rule of unstable samples is equivalent to introducing an indicator
function, IAQ(at) over the region of support, AQ, of the source parameters, i.e.,
IAQ(at) =
{
1 if at ∈ AQ
0 otherwise
(3.20)
The source parameters in eqn. (3.19) thus have a pdf of the form
p (at | at−1) ∝ N
(
at
∣∣ at−1, Σat) IAQ(at) (3.21)
where the initial state of the chain is p (a0) ∝ N
(
a0
∣∣ 0Q×1, Σa0) IAQ(a0), and where
the Markov parameters Σat for t ≥ 0 are assumed known.
To avoid rejection of samples through eqn. (3.21), stability can be enforced by re-
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Data: Vector of poles, p̂ =
[
p̂1 . . . p̂Q
]T
Result: Vector of stable poles, p =
[
p1 . . . pQ
]T
for q = 1, . . . ,Q do
if |p̂q| ≥ 1 then
Reflect the pole back into the unit circle: pq = 1/p̂q (eqn. (3.22));1
else
Poles remain unchanged: pq = p̂q;2
end
end
Algorithm 3.1: p = CheckStability( p̂ )
where pt ,
[
p1,t . . . pQ,t
]T
are the Q poles corresponding to the roots of at. As
poles appear in complex-conjugate pairs, the reflection changes the radius but leaves
the phase unchanged.
The reflection of poles into a stable region changes the probability distribution of
the TVAR parameters. Consider the sample drawn from eqn. (3.19) as an auxiliary
sample subject to verification of its stability:
ât = at−1 + Σat rat , rat ∼ N (0Q×1, IQ) .
or, in other words:
p ( ât | at−1) = N
(
ât
∣∣ at−1, Σat) (3.23)
The stability of the source parameter is ensured by evaluating
at =
{
ât if ât ∈ AQ
f (ât) otherwise
(3.24)
where f(·) corresponds to the translation in eqn. (3.22) and is a one to one mapping
where real poles are mapped to real poles, f : R → R, whilst complex poles remain
complex, f : C → C.
The reflection of unstable parameters is summarised in Alg. 3.1 and the dynamic
TVAR parameter model using the reflection of unstable parameters is summarised in
Alg. 3.2. Due to the reduction in computational waste as compared to the introduc-
tion of an indicator function in eqn. (3.20), the reflection of TVAR parameters is used
in Chaps. 6 and 7 to ensure stable TVAR parameters.
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Initialisation:
for t = 0, . . . ,Q− 1 do
Initialise the source signal, e.g., xt = 0;1
Initialise the source parameters, i.e., ât ∼ N (0Q×1, Σa0) and compute the2
poles, p̂t;
Ensure stability of poles: pt = CheckStability(p̂t) (Alg. 3.1) and compute the3
parameters, at;
end
for t ≥ Q do
Draw the auxiliary source parameter sample ât ∼ N (at−1, Σat) (eqn. (3.23))4
and compute the poles pt;
Ensure stability of poles: pt = CheckStability(p̂t) (Alg. 3.1) and compute the5
parameters, at;




aq,t xt−q + σvt vt. (3.18)
end
Algorithm 3.2: Dynamic TVAR parameter model
Another alternative for ensuring stability of the model was proposed by Fong and
Godsill [143], where the TVAR source model is reparameterised in terms of PARCOR
coefficients rather than TVAR parameters. This approach is also utilised in Chap. 8 for
an improved speech model.
3.4.2 PARCOR representation of the AR parameters for ensured stability
The TVAR model in eqn. (3.18) on page 48 is usually represented using a direct-form
IIR filter structure as illustrated in Fig. 3.12a. As discussed in, e.g., [144, ch. 9.3.5], an
equivalent representation is the lattice structure as illustrated in Fig. 3.12b, generat-
ing the signal by means of a forward and a backward lattice that are connected by a
sequence of reflection coefficients. Thus, lattice structures are parameterised by a se-
quence of reflection coefficients rather than AR parameters. The reflection coefficients
are also known as PARCOR coefficients as discussed in sect. §3.4.2.1.
The incentive to choose lattice structures over the direct-form representation is
two-fold: Firstly, PARCOR coefficients by definition lie between −1 and 1. Due to
these boundary conditions and their relation to the AR parameters to be discussed be-
low, any valid choice of PARCOR coefficients corresponds to stable AR parameters (see
sect. §3.4.2.1). Secondly, the reflection coefficients are identical in form to the reflection













Figure 3.12: Equivalent lattice and direct-form IIR structures [144]
coefficients of the acoustic tube model describing the propagation and reflection of a
sound wave in the concatenated tubes representing the different sections of the vocal
tract (see sect. §3.4.2.2). Lattice structures are therefore extensively used in speech pro-
cessing and adaptive filtering applications [107, 142, 144, 145].
The speech signal generated by the lattice structure in Fig. 3.12b is expressed in
terms of the last forward-stage output, i.e.,
xt = λ0,t = φ0,t, (3.25)
where the lattice stage outputs, λ0,t to λQ,t are defined recursively via
λQ,t = φQ,t = σvt vt (3.26a)
λq−1,t = λq,t −ψq,tφq−1,t−1 for q = 1, . . . ,Q (3.26b)
φq,t = ψq,t λq−1,t + φq−1,t−1 for q = 1, . . . ,Q. (3.26c)
where vt is the excitation of the filter with variance σ2vt , i.e., the turbulent noise from
the lungs. In this dissertation, reflection coefficients are utilised in Chap. 8 for the rep-
resentation of resonator circuits for a formant synthesis speech model (see sect. §3.4.3).
As resonator circuits are second-order filters, the following discussion is therefore lim-
ited to Q = 2. The relation between AR and reflection coefficients are thoroughly dis-
cussed for the general case in, e.g., [142, 144].
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Solving the recursions eqn. (3.26) for for the second-order case, i.e., Q = 2, and
inserting into eqn. (3.25), the lattice signal model reduces to (see Appendix A.4.1)
xt = −ψ1,t (1+ψ2,t) xt−1 −ψ2,t xt−2 + σvt vt (3.27)
Comparing to a second-order TVAR speech model in eqn. (3.18) on page 48, i.e.,
xt = −a1,t xt−1 − a2,t xt−2 + σvt vt, (3.18)
the lattice and direct-form structures differ only the definition of their parameters.
By comparing eqns. (3.27) and (3.18) the relation between the TVAR and reflection
coefficients can be expressed as:
a1,t = ψ1,t (1+ψ2,t) (3.28a)
a2,t = ψ2,t. (3.28b)
Due to the direct relation between at and ψt in eqn. (3.28), any constraints on the re-
flection coefficients directly translate to the TVAR parameters. As mentioned above,
the reflection coefficients can also be interpreted as PARCOR coefficients and there-
fore, by definition are bounded between ±1. Sect. §3.4.2.1 derives the partial correla-
tion interpretation of the reflection coefficients and shows how the resulting constraint
enforces stability on the TVAR parameters. The relation between the lattice structure
reflection coefficients and the reflection coefficients are discussed in sect. §3.4.2.2.
3.4.2.1 Bounds of the reflection coefficients
The lattice recursions in eqns. (3.26b) and (3.26c) can be written by slight rearrange-
ment of eqn. (3.26b) in the form of an autoregression, i.e.,
λq,t = λq−1,t +ψq,tφq−1,t−1 = λq−2,t +ψq−1,tφq−2,t−1 +ψq,tφq−1,t−1 = . . .
= φ0,t +ψ1,tφ0,t−1 + · · ·+ψq−1,tφq−2,t−1 +ψq,tφq−1,t−1. (3.29)
As an expression for neither λq,t or φq,t is available, an expression ψq,t cannot be
found by simply rearranging eqn. (3.29). Instead, an expression for the reflection coef-
ficients can be found by maximising the variance between the forward and backward
stage output, λq,t and φq,t, and solving for the reflection coefficients as demonstrated
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Eqn. (3.30) is also known as the partial correlation (PARCOR) function between λq−1,t
and φq−1,t. As the term PARCOR coefficient is generally preferred in the literature,
the following will refer to the reflection coefficients as the PARCOR coefficients.
By definition, the correlation between two random variables is bound between
±1 [146]. Therefore, the reflection coefficients obey at all times
−1 ≤ ψq,t ≤ 1. (3.31)
Inserting into eqn. (3.28), the source parameters thus take extrema between
a1,t =
{
2, if ψ1,t = 1 and ψ2,t = 1




1, if ψ2,t = 1
−1, if ψ2,t = −1
(3.32b)
As discussed in [146, Chapt. 3.2.4], stability is enforced if −2 ≤ a1,t ≤ 2 and −1 ≤
a2,t ≤ 1, such that the boundary conditions of the TVAR parameters in eqns. (3.32a)
and (3.32b) are stable. Therefore, the PARCOR coefficients guarantee stable param-
eters due to the non-linear relationship between ψt and at. The stability of TVAR
parameters will be elaborated on sect. §3.4.3.4 on page 61.
3.4.2.2 Relation of the PARCOR model to the acoustic tube model
Recalling the discussion in sect. §3.3.1 on page 38, the acoustic tube model represents
the vocal tract as a concatenation of lossless tubes of equal tubes. At the junctions be-
tween tube segments, part of sound waves is propagated, whilst part of it is reflected.
Propagated and reflected waves are related by the reflection coefficient of the acous-
tic tube as illustrated in Fig. 3.5 on page 39. This figure triggers particular interest
in the discussion of PARCOR coefficients due to its resemblance to a lattice structure.
As both the PARCOR model as well as the vocal tract model are represented by a
lattice structure, the question arises to what extent the two representations are equiva-
lent. The similarities between both models can be illuminated by investigation of their
transfer functions.
The transfer function, V(z), of the PARCOR model can be obtained by taking the
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where A(z) = 1+ (ψ1,tψ2,t+ψ1,t−1)z−1+ψ2,t z−2 andNP(z) is the z-transform of the
variance of the PARCOR process. By slightly modifying the forward- and backward-
stages in eqn. (3.26) in the z-domain, the denominator of the transfer function in
eqn. (3.33) can be expressed in terms of the following recursions (see Appendix A.4.3):
A(z) = AQ(z) (3.34a)
A0(z) = 1 (3.34b)
Aq(z) = Aq−1(z) +ψq,t z
−qAq−1(z
−1), q = 1, . . . , Q (3.34c)
As the transfer function of the PARCOR structure in Fig. 3.12b can be expressed in
terms of a recursion on the denominator, the aim is to investigate whether the transfer
function of the acoustic tube model can be written as a recursion as well.
Comparing the recursions describing the transfer function of the vocal tract in
eqn. (3.8) on page 40 to those describing the transfer function of the PARCOR model
in eqn. (3.34), the Dk(z) and Aq(z) are equivalent and hence the transfer function of
the vocal tract in eqn. (3.10) on page 41 is equivalent to that of the lattice structure
in eqn. (3.33). Therefore, representing the TVAR model in terms of its reflection (or
PARCOR) coefficients directly relates the model to the propagation and reflection of
sound within the vocal tract.
As the recursion Dk(z) is equivalent to Aq(z) and, by comparison of eqns. (3.8c)
and (3.34c), the reflection coefficients of the PARCOR model, ψt, are equivalent to
the reflection coefficients of the acoustic tube model, rk, the PARCOR coefficients can
hence be expressed of the form




where Ak is the area of the acoustic tube segment, k ∈ K.
Although the dynamic TVAR parameter model presented in this section simulate
the slowly varying nature of speech parameters and are particularly suitable for se-
quential processing, other physical properties of voiced speech, such as harmonic or
even sinusoidal components, are not reflected in the parameters. Therefore, similar to
the reparameterisation of the TVAR model in terms of PARCOR coefficients in [143],
Beierholm and Winther [111] propose to reparameterise the TVAR model in terms of
resonant frequencies, bandwidths, and gains. This parameterisation leads to an inter-
pretation of formant synthesisers (see sect. §3.2.2) from a TVAR perspective.

































Figure 3.13: Modelling of the vocal tract by means of IIR lattice structures. Each tube segment
is equivalent to a stage in the lattice structure, where the reflection coefficients
describe the ratio between the propagated and reflected sound wave.
3.4.3 Parallel formant synthesis from a TVAR perspective
As explained in sect. §3.2.2, parallel formant synthesisers model the formants (or spec-
tral peaks) generated in the vocal tract as a parallel concatenation of resonators, each
of which models one formant. A resonator, in physical terms, can be any body or
device to which a vibrating column such as a string, air column, or membrane is at-
tached. The resonator acts as a filter on the harmonics of the vibrating column such
that some harmonics are amplified and some are attenuated. Resonators therefore
oscillate at certain frequencies, i.e., the resonant frequencies, with higher amplitudes
than at other frequencies.
From a digital perspective, resonators are implemented by means of second order
TVAR processes with a complex-conjugate pair located inside and close to the unit
circle. Hence, the TVAR speech signal model in eqn. (3.18) on page 48 is slightly mod-
ified. As K resonators are connected in parallel in the PFS to model K formants, K
TVAR models of order Q = 2 are employed, where for each resonator k ∈ K, the
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corresponding TVAR model is given by
xt,k = a1,t,k xt−1,k + a2,t,k xt−2,k +
√
gt,k vt, vt ∼ N (0, 1) . (3.36)
where xt,k is the output and a1,t,k and a2,t,k the source parameters of the kth resonator,
and gt,k is the resonator gain, equivalent to the excitation noise, σ2vt in eqn. (3.18). The





Effectively, the source signal model is therefore only mildly modified in that the out-
put signal of K TVAR models is combined. The source parameters of the PFS model
are dictated by the resonant properties of the resonator circuit, i.e., by the resonator
frequency, bandwidth and gain. Sect. §3.4.3.1 to sect. §3.4.3.4 therefore discuss the
TVAR parameter model specified in terms of the resonant frequency, bandwidth and
gain. Sect. §3.4.3.1 demonstrates that the design specifications of the resonator fre-
quency response is expressed in terms of the resonant frequency, bandwidth, and gain
and can be directly related to the poles of the TVAR model in eqn. (3.36). Sect. §3.4.3.2
to sect. §3.4.3.3 relate the poles of the model to the resonant frequency and bandwidth.
Sect. §3.4.3.4 relates the TVAR parameters to their poles, closing the loop between the
relation of resonant parameters, TVAR poles, and TVAR parameters.
3.4.3.1 Relation of the parameters and resonant frequency




, are calculated so as
to satisfy the design criteria of the corresponding resonators. The main concern for
designing the resonators is to ensure poles located near the unit circle to generate large
magnitude responses at the corresponding positions in the spectrum. Five design
equations are generally used to specify the properties of the filter [147]:
|Ht,k(0)| = G0 (3.38a)











| = GB, (3.38e)
where Ht,k(ω) is the frequency response of the filter, G0 is the gain at direct current
(DC),Gπ is the gain at Nyquist frequency,GR is the gain at resonance,GB is the gain at
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the 3dB bandwidth, B is the 3dB bandwidth, ω = 2πf/fs denotes the radial frequency,
ωt,k is the radial frequency at resonance, and fs is the sampling frequency. G0 and
Gπ are typically chosen to be equal and are set to 0dB, i.e., G0 = Gπ = 1 in order
to facilitate the cascading of several parametric equaliser filters [147]. The frequency




(1− p1,t,k e−ω) (1− p2,t,k e−ω)
=
gt,k






is the set of poles, rt,k is the pole radius, and φt,k is the
pole phase, and where p1,t,k = rt,k eφt,k . Note that complex poles occur in complex
conjugate pairs, such that p2,t,k = p?1,t,k, where (·)? denotes the complex conjugate.
The poles can therefore be related to the resonant frequency, bandwidth, and gain by
inserting the design equations in eqn. (3.38) into eqn. (3.39).
3.4.3.2 Relating the poles to the resonant frequency
As a resonance is a local peak in the magnitude response of the filter, the resonant
frequency is the frequency that maximises the magnitude spectrum of eqn. (3.39) as
described by the design specification in eqn. (3.38c). Thus, by taking the derivative
of the magnitude of Ht,k(ω) at the resonant frequency ω = ωt,k, and solving for











ft,k can therefore be fully expressed in terms of the TVAR pole radius and phase. In
order to simplify the expression in eqn. (3.40), it is often assumed that the pole radius
is very close to unity, i.e., rt,k ≈ 1 (see, e.g., [144]). Therefore, φt,k ≈ 2πft,k/fs.
3.4.3.3 Relating the poles to the resonant bandwidth
The bandwidth, Bt,k, of low-order filters is determined by the difference between the
band-edge frequencies at an attenuated level of 3dB relative to the maximum of the
frequency response [148] (see Fig. 3.14). The bandwidth of each resonator is thus
Bt,k = ωu −ω`, (3.41)
where ωu and ω` are the upper and lower band-edge frequencies respectively. The
band-edge frequencies are measured at the 3dB point of the magnitude response, i.e.,
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ωuω￿ ωk,t
Lower bandedge frequency Upper bandedge frequencyResonant frequency
Figure 3.14: Magnitude response showing upper and lower band-edge frequencies, ωu and
ω`; 3dB bandwidth is the difference between the band-edge frequencies.
at hmax/
√
2 where hmax is the maximum of the magnitude response. Thus, consulting
Fig. 3.14, the magnitude response at the band-edge frequencies must equal the magni-
tude response at an attenuated level −3dB from the frequency response at resonance:




The band-edge frequencies, and hence the bandwidth via eqn. (3.41) can therefore be
identified by inserting Ht,k(ω) into eqn. (3.42) and solving for ωu and ω`. Hence,






(1+ r2t,k) cosφt,k ± (1− r2t,k) sinφt,k
)}
. (3.43)
The band-edge frequencies, and, by inserting eqn. (3.43) into eqn. (3.41), the band-
width of the resonator can thus be expressed completely by the pole radius and phase.
Recall that the overall aim of this section is to derive a mapping from the known
resonant frequency, bandwidth, and gain of each resonator to the unknown TVAR pa-
rameters of the speech model to establish a TVAR model of the parallel formant syn-
thesiser. As the model order of each resonator is Q = 2, only two TVAR parameters
need to be determined, corresponding to only two pole positions. As the pole posi-
tions are complex conjugate pairs, only two unknowns need to be identified, namely
the pole radius and phase. Given the pole radius and phase, the TVAR parameters
can be thus be fully identified. As the resonant frequency in eqn. (3.40) and the band-
width in eqns. (3.41) and (3.43) are fully specified in terms of the radius and phase.
Hence, the pole positions and thus the TVAR parameters can be solved using eqns.
(3.40), (3.41) and (3.43). The resonator gain is thus not required for the solution of the
TVAR parameters. In fact, recalling eqns. (3.36) and (3.39), the gain is equivalent to
the standard deviation of the signal model. Thus, assuming a pre-specified resonator







Figure 3.15: Admissible region of stable second-order AR parameters after [146].
gain, the process excitation variance of the speech model is given as well.
Hence, having specified the poles in terms of the resonant frequency and band-
width and the process excitation variance in terms of the resonant gain, it remains to
relate the poles to the TVAR parameters in order to fully specify the TVAR PFS speech
model in eqn. (3.36) on page 58.
3.4.3.4 Relating the AR parameters to their poles
The poles, pt,k of the system can therefore be related via the frequency response in
eqn. (3.39) to the resonant frequency, bandwidth, and gain, ft,k, Bt,k and gt,k through
the design specifications in eqn. (3.38). Taking the z-transform of the impulse response
in eqn. (3.36), Ht,k(ω) can also be expressed in terms of the TVAR coefficients, i.e.,
Ht,k(ω) =
gt,k
1+ a1,t,k z−1 + a2,t,k z−2
. (3.44)
Combining eqns. (3.44) and (3.39), the well-known relationship can be derived be-
tween TVAR coefficients and the pole radius and phase of the resonator, defining the
peak the in the spectral response. The necessary derivations can be found in, e.g., [144]
and are summarised for completeness in Appendix A.5.1, such that, for complex poles:
a1,t,k = −2rt,k cosφt,k a2,t,k = r2t,k (3.45)
such that 0 ≤ a2,t,k ≤ 1 and −2 ≤ a1,t,k ≤ 2 in order enforce stable poles, where
0 ≤ rt,k < 1. Note that this relation reduces to a1,t,k = −(rt,k+r?t,k) and a2,t,k = rt,k r?t,k
for real poles, where r?t,k denotes the radius of the second pole. For real poles, the
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Initialise the source signal, e.g., {xt,k = 0 : k ∈ K, t = 0, 1};1
for each sample t ≥ 2 do
for each resonator k = 1, . . . , K do
Specify the fundamental frequency, ft,k, bandwidth, Bt,k, and gain, gt,k;2
Determine the band-edge frequencies,ωu andω` based on the resonant3
frequency and using the specified bandwidth: Bt,k = ωu −ω` (3.41);
Solve for the radius and phase, rt,k, and φt,k of the poles using the4
















(1+ r2t,k) cosφt,k ± (1− r2t,k) sinφt,k
)}
. (3.43)
Using the pole radius and phase, compute the TVAR parameters:5
a1,t,k = −2rt,k cosφt,k and a2,t,k = r2t,k (3.45);
Generate the resonator signal:6
xt,k = a1,t,k xt−1,k + a2,t,k xt−2,k + gt,k vt, vt ∼ N (0, 1) . (3.36)
end






Algorithm 3.3: PFS based TVAR model
region of support of stable parameters is therefore given as −2 ≤ a1,t,k ≤ 2 and
−1 ≤ a2,t,k ≤ 1. As a2,t,k for complex poles in eqn. (3.45) is quadratic in the pole
radius, the region of convergence of a2,t,k is a parabola shape. Similarly, as a2,t,k is
linear in rt,k for real poles, such that is admissible region is of triangular shape. The
admissible regions for both real and complex poles are shown in Fig. 3.15.
To summarise, PFSs consist of K resonators connected in parallel, each of which
models one formant and is preceded by an amplitude control of the spectral peak as
mentioned in sect. §3.2.2. As discussed in sect. §3.2.2 and [102], three to five formants
are generally visible in the spectrum of human speech, such that K = 5. The formant
frequency, bandwidth and gain of each resonator can thus be assumed known. Each
resonator signal can be modelled by the TVAR process in eqn. (3.36) on page 58. The
resonator signals are combined to form the speech signal using eqn. (3.37) on page 58.
In order to fully specify the TVAR model of each resonator, the TVAR parameters in
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eqn. (3.36) need to be related to the known formant frequency and bandwidth, whilst
the process excitation standard deviation is given by the formant gain. The formant
frequency and bandwidth are related to the TVAR poles – i.e., the roots of the param-
eters – through the frequency response of the resonator via eqns. (3.40), (3.41) and
(3.43). The TVAR poles can thus be specified from the known formant frequency and
bandwidth. The resulting poles are related to the TVAR parameters via eqn. (3.45),
such that the TVAR parameters are identified and the TVAR model in eqn. (3.36) is
fully specified. The source signal generation using the PFS based TVAR speech model
is summarised in Alg. 3.3.
The PFS based TVAR speech model incorporates physical information about the
human speech production mechanism in the TVAR speech signal model obtained from
the formant synthesis speech system model in sect. §3.2.2. As prior knowledge about
the production of speech in the vocal tract is incorporated, the PFS based TVAR model
leads to improved modelling as compared to the dynamic TVAR parameter model in
sect. §3.4.1 [111]. The dynamic TVAR parameter model used for deriving the proposed
speech dereverberation algorithm in Chaps. 6 and 7 is therefore replaced by the PFS
based TVAR model in Chap. 8, demonstrating improved modelling, particularly of
voiced and transient sounds.
3.5 Summary
In order to recover the clean speech signal from reverberant and noisy observations, it
is advantageous to utilise information available about the speech production system
and the distorting channel to remove the degrading effects of the environment. In this
chapter, models of the speech production mechanism relevant to this thesis were pre-
sented. Speech models in the literature and relevant to this thesis were introduced.
It was discussed that speech models can generally be divided in speech system
models, describing the production mechanism of speech in the vocal tract, and speech
signal models, describing properties of the signal directly. In the discussion of speech
system models, it was highlighted that the vocal tract can be modelled by a concatena-
tion of lossless acoustic tubes to represent the different cavities in the vocal tract. Alter-
natively, formant synthesisers represent speech by modelling each of the speech for-
mants as a resonator circuit. Although speech system models are not directly applied
to speech in this thesis, their concepts are applied and incorporated to improve upon
the presented signal models for more physically meaningful modelling of speech.
By investigating the transfer function of the acoustic tube model, an equivalent
speech signal model was developed, modelling the speech signal as a TVAR process
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excited by WGN to produce unvoiced speech resembling turbulent noise and glottal
pulse waveforms to generate voiced speech resembling harmonic waves. The dy-
namic properties of the TVAR signal are specified by underlying parameter models.
By investigation of the TVAR parameters extracted from a real speech sequence, it
was found that the parameters vary relatively smoothly and slowly with time and con-
tain periodic components. Based on the smoothness and slow variation of the parame-
ters, a dynamic TVAR parameter model was introduced, modelling the parameters as
a first-order Markov chain. It was pointed out that it is desirable to incorporate prior
physical knowledge about the speech production system to improve the modelling of
speech. Revisiting the concept of PFSs and their representation as a concatenation of
resonator circuits, a parameter model based on a TVAR interpretation of the PFS was
introduced. It was shown that the TVAR parameters of the generic TVAR signal model
can be related to the formant frequencies, bandwidths, and gains of the resonator cir-
cuits. Assuming that the formant frequencies, bandwidths and gains are known, the
TVAR parameters can be fully specified, thus facilitating an implementation of the PFS
in a TVAR model. The dynamic TVAR parameter model and the PFS model are im-
plemented and their modelling performance compared in the speech dereverberation
framework of this thesis in Chap. 6 to Chap. 8.
Based on the observation that the speech parameters contain periodic components
and voiced speech is highly harmonic, a sinusoidal parameter model was discussed,
considering the signal as a linear combination of sinusoids. A more generalised ap-
proach, modelling the parameters as a linear combination of basis function was also
introduced. Although neither the sinusoidal model nor the basis function model
are directly implemented in the dereverberation framework in this thesis, an future
work extension to the work presented in this thesis proposes to incorporate the sinu-
soidal model in a Markov switching model combining the dynamic TVAR parameter
model, the PFS model, and the sinusoidal model for modelling unvoiced, transient,
and voiced speech components for more versatile speech modelling. The basis func-
tion model is pertinent in Chap. 9, where an extension to dereverberation of moving
speakers is presented. The results of the proposed algorithm are compared to a similar
approach to blind dereverberation of speech from moving speakers in the literature,
utilising the basis function source model.
This chapter therefore provided the necessary background of the production of
speech signals and their models required in this dissertation. In order to complete the
discussion of speech and dereverberation, room acoustics and appropriate models are
reviewed in the following chapter.
Chapter 4
Room transfer function and its models
4.1 Introduction
Room impulse responses (RIRs) can be divided into three parts: the direct path re-
sponse, early reflections and late reflections. The RIR of a 2.78× 4.68× 3.2 office with
reverberation time T60 = 0.2s is illustrated in Fig. 4.1. Due to the small delay, early
reflections are not perceived separately from the direct path signal and reinforce the
direct signal, often referred to as the precedence effect [149, 150]. However, due to
their sparse nature and the short delay between the early sound components, early re-
flections cause spectral colouration to the direct path signal. Late reflections are con-
tinuous in nature and are perceived as either separate echoes or reverberation, thus
impairing intelligibility [7, 151]. Both a distinct echo as well as a succession of reflec-
tions cause a characteristic change of timbre of the direct path sound, also referred to
as colouration [4]. The effects of reverberation are especially pertinent for non-native









Figure 4.1: Illustration of the RIR of a 2.78× 4.68× 3.2 office with reverberation time T60 =
0.2s.













Figure 4.2: Distant noise source filtered through separate channels
In addition to reverberation, the signal is often distorted by interfering noise sources
as well. An illustration of the distortion of speech radiated in enclosed spaces is shown
in Fig. 4.2. Similar to Chap. 3, mathematical models are required to characterise and
abstract the various stages involved in the distortion of speech in acoustic environ-
ments. Whilst speech models are broadly classified into speech production and speech
signal models, room acoustical models can be divided into models that simulate the
RIR and models that describe the RIR. Sect. §4.2 therefore discusses the general ex-
pression for room transfer functions (RTFs). A method used for simulating RIRs and
known as the image-source method (ISM) is discussed in sect. §4.3. The ISM is used
in this thesis for the investigation of realistic impulse responses of rooms. Pole-zero
models describing the RIR mathematically are introduced in sect. §4.4 and are used in
this dissertation for modelling of the acoustic channel, particularly in Chaps. 6 and 9.
Noise models are discussed in sect. §4.6 and are used in Chap. 6. The discussion in
this chapter is summarised in sect. §4.7.
4.2 The room transfer function
The acoustic response in an enclosed space between a sound source and a receiver
is the result of the direct-path signal and all its reflections. Thus the sound wave
can be modelled by the superposition of all sound waves in the room. Similar to the
description of the propagation of the airflow from the lungs through the vocal tract in
sect. §3.2 using Webster’s equation in eqn. (3.1) on page 33, the propagation of sound
in rooms can be described in terms of the propagation of pressure waves. Assuming
that the sound wave travels through a homogenous medium at rest and independent
of the wave amplitude, the following partial differential equation (PDE) describes the





−∇2pro(t) = srs(t), (4.1)
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where pro(t) is the sound pressure at time t and observed at position ro = (x, y, z) in
Cartesian coordinates, srs(t) is a sound excitation as a function of the source position,
rs, and time, t, and ∇2 = ∂2/∂x2 + ∂2/∂y2 + ∂2/∂z2 denotes the Laplacian operator. Ac-
cording to eqn. (4.1), if the power of the sound source is doubled, the sound pressure
at some distant point doubles as well [154]. In practice, air is not completely at rest
due to temperature variations, leading to nonlinearities in eqn. (4.1). Nonetheless, the
effects due to inhomogeneity of air in the room are small and negligible for modelling
purposes of a general expression of the acoustical properties of a room.
In sect. §3.3, the transfer function of the vocal tract was derived in order to obtain
a relation between the input and output of the acoustic system. In the same way, it is





where H(ro,rs)(ω) is the RTF, dependent on the observed and source positions, ro and
rs respectively, and Pro(ω) and Srs(ω) are the Fourier transforms of pro(t) and srs(t)
respectively. Assuming a closed, rectangular room, the wave equation in eqn. (4.1) can
be solved and the RTF in eqn. (4.2) derived as a function of the resonant frequencies





ω2 −ω2i − 2δiωi
(4.3)
where Pi(rs) and Pi(ro) are the mutually orthogonal eigenfunctions of the resonant
frequencies, ωi, ω is the angular frequency, G is a gain factor, and δi is the damping
constant according to the quality factor.
The expression of the RTF in eqn. (4.3) describes the acoustic properties of a rever-
berant room and can be used to model the reverberant channel. The following two
sections discuss how the solution to the acoustic wave equation can be approximated
by either simulating the impulse response of the room (sect. §4.3) or develop mathe-
matical models based on the expression of the transfer function (sect. §4.4).
4.3 Simulating room acoustics
The image-source method proposed in [155] simulates the acoustic impulse response
of a reverberant geometric room by considering that a reflected sound wave can be
represented by the direct-path signal of an image source that is the mirror image by
the reflecting wall.







Figure 4.3: Construction of a mirror source
A sound wave is usually reflected from rigid surfaces with an angle equal to the
incoming angle of the wave according to Snell’s law. Assuming a point source in front
a wall, each reflection from the wall of the sound wave can thus be thought of as orig-
inating from a virtual source (called image source) behind the wall emitting the same
source signal as the original source and located on a perpendicular line to the wall
and at the same distance as the original point source as illustrated in Fig. 4.3 [4]. If the
power spectrum of the image source is adjusted to account for the absorption coeffi-
cient of the wall, the effect of the wall is replaced by the image source.
Assuming both the source and image source are single frequency point sources of














denotes the position of some point source, and r = |r − ro|
is the distance between the point source and the sensor. Hence, the pressure wave,
Ĥ(rs,ro)(ω), at the receiver consists of the pressure wave from the source, H(rs,ro)(ω),




















Note that if the wall is set at x = 0, r2s = (xs − xo)2 + (ys − yo)2 + (zs − zo)2 and
rm = (xs + xo)
2 + (ys − yo)
2 + (zs − zo)
2. This is due to the fact that the image source
is placed at the same distance as the sound source at the opposite side of the wall.
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For the case where the source is enclosed in a room, i.e., by six walls, each image
itself is imaged, such that the pressure wave observed at the receiver is the superposi-
tion of all sources, i.e., [155–157]











4π |rp + rq|
(4.4)
where the permutations of rp =
[
xs ± xo ys ± yo zs ± zo
]T
are given by {rp}8p=1,
and rq = 2
[
nLx ` Ly mLz
]T
for a room of dimensions Lx×Ly×Lz (width× length











which is the exact solution of the wave equation in a rectangular, rigid-walled (i.e.,
lossless) room [155]. By explicitly writing out the leftmost summation in eqn. (4.5) the










. . . 1|r8−rq|
]T
, τq , 1c
[
|r1 − rq| . . . |r8 − rq|
]T
, and δ(t − τq) is
a 8×1 vector of Dirac-delta functions, where each row is shifted by the corresponding
{τp,q}
8
p=1. This formulation leads to two important conclusions:
• As the RIR (but also the RTF in eqn. (4.4)) is expressed in terms of the source
position, rs and the sensor position, ro, the RIR (and RTF) varies with changing
source-sensor positions and distances [158, 159]. As the source-sensor position
varies with time, the RIR and RTF vary with time.
• Eqn. (4.6) suggests that the RIR can be modelled using a linear time-varying
(LTV) representation. If rs and ro are fixed, the RIR is invariant and can be mod-
elled using linear time-invariant (LTI) representations. Therefore, as eqn. (4.5)
and hence eqn. (4.6) are the solution to the wave equation for rectangular rooms
with rigid walls, the wave equation can be modelled using pole-zero models.
Sect. §4.4 therefore discusses pole-zero modelling of the acoustic channel. As the pres-
ence of zeros in the model generally leads to computational overhead, static RIRs are
often approximated by all-pole models as discussed in sect. §4.4.1. Model order selec-
tion of the all-pole model is discussed in sect. §4.4.2.
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4.4 Pole-zero modelling of room transfer functions
By assuming a rectangular room with perfectly rigid walls, and ignoring practical
aspects such as temperature changes, opening and closing of doors and windows, or
people and objects within the room, the solution of the wave equation is of the form
of a rational function. This result suggests that the RTF can be approximated by a



























where P is the number of poles,Q+R is the total number of zeros including those at the








k∈Q are the zeros,{
bPZi
}




k∈Q+R are the moving
average (MA) coefficients. As the RTF is stable and causal, the denominator must be
stable and causal and hence the poles lie within the unit circle, i.e., |pPZi | < 1∀ i ∈ P .
As RTFs are, however, often non-minimum phase, the zeros, qPZk may lie outside of
the unit circle. One can therefore distinguish between a minimum and non-minimum




























`∈Qn lie outside the unit circle and are theQn non-minimum phase
components.
As discussed in [159–161] acoustic impulse responses (AIRs) are, in general, very
long. The inclusion of zeros in eqn. (4.8) thus typically requires ns = T60fs coefficients
only to model the zeros in the model. For example, if T60 = 0.5 seconds and fs = 10
kHz, ns = 5000 all-zero coefficients are necessary. Furthermore, the all-zero part of
eqn. (4.8) leads to large variations in the RTF for even small changes in source-observer
positions such that the resulting pole-zero model may thus only be effective for limited
spatial combinations of source and receiver positions [159, 160, 162, 163]. Instead, the
pole-zero model is often reduced to all-pole models to approximate the RTF.
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4.4.1 All-pole model of the RTF
All-pole models are popular methods for approximating transfer functions, such as
that of the human vocal tract, as discussed in sect. §3.3.2 on page 41. The poles of the
model describe the resonances of the standing waves in a room, allowing for satisfac-
tory representation of the RTF and a reduction in complexity as compared to pole-zero
or all-zero models [160]. All-pole models are also significantly less sensitive to changes
in the source-sensor positions. As all-pole models are minimum phase (i.e., stable and
causal), however, they cannot model the non-minimum phase components of RTFs.
Nonetheless, subband all-pole models as proposed in [164, 165] can be used to over-
come this shortcoming.























i∈P are the corresponding AR





bp yt−p + xt (4.10)
where xt is the source signal as before, yt is the distorted observed signal, and {bp}p∈P
are the P channel parameters.
The all-pole approximation of the response of an acoustic horn, modelled by an
all-pole filter using a model-order of P = 72 is illustrated in Fig. 4.5. The model-order
was chosen according to the results in [69], where P = 72 was found to be the op-
timum model order for the acoustic response. The corresponding pole positions are
shown in Fig. 4.5b. A comparison of the frequency response of the acoustic horn with
the response of its all-pole model is shown in Fig. 4.5a and illustrates the satisfactory
representation of the resonant peaks. The all-pole model for approximation of static
RTFs is therefore used in Chap. 6 to Chap. 10 for the dereverberation of speech from
stationary speakers.
In practice, the model orders are generally unknown, and estimates of the chan-
nel order, Pest, have to be used. If more model parameters than in the actual model
are used – i.e., Pest > P – the model is over-modelled. Usage of less parameters – i.e.,
Pest < P – is referred to as under-modelling. To illustrate the effects of over- and under-
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(a) Acoustic horn modelled at model orders varying between 1 (grey) and 72 (black)















(b) Acoustic horn modelled at model order varying between 72 (grey) and 200 (black)
Figure 4.4: Modelling of horn acoustic response using an increasing channel order; Optimal
order at P = 72.
modelling, the frequency responses for Pest ≤ 72 are shown in Fig. 4.4a, and Pest ≥ 72
are shown in Fig. 4.4b. As seen from these figures, under-modelling causes the omis-
sion of some resonant peaks, whereas over-modelling introduces additional resonant
peaks in the spectrum. Thus, under-modelling can lead to the omission of high-energy
taps required for the description of the acoustic channel. In contrast, over-modelling
can result in the modelling of artificial characteristics of the channel.
In cases where the frequency response of the channel is known, it is desirable to ex-
tract the model order, corresponding to the number of resonant peaks. The estimation
of model orders from known frequency responses is pertinent in Chap. 10, where the
complexity of the proposed dereverberation framework is derived and shown to grow
quadratically with the channel model order. In order to reduce the computational
overhead, a multirate extension to dereverberation framework is proposed, segment-
ing the fullband channel into several subbands in order to reduce the model order in
each frequency band. To show the computational benefit of multirate processing, the
model orders of a fullband and subband channel are investigated. Methods for the
estimation of model orders are hence necessary.
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4.4.2 Theoretical pole order
Recalling that the all-pole transfer function in eqn. (4.9) is an approximation to the
solution of the acoustic wave equation in eqn. (4.1), the order of the all-pole model is
related to the number of modes in the characteristic equation (see Appendix A.6). The
number of modes,N(fu), for a room of dimensions Lx×Ly×Lz with upper frequency

























where V = Lx Ly Lz is the volume of the room, S = 2(Lx Ly + Ly Lz + Lx Lz) is the room
surface area, and L = 4(Lx + Ly + Lz) is the sum of the edge lengths occurring in the
rectangular room. If fu < 500Hz and V  S, the last two terms on the right hand side





. This is often the case for large
concert halls. For instance, the Tokyo Opera City Concert Hall built in 1997 and seat-
ing 1632 spectators is built as a shoebox style with a vaulting pyramid and is of size
20× 41.4× 27.6m (width × depth × height) [167]. Its volume is therefore 2.29 · 104m3,
whereas the surface area amounts to 5.05 · 103m2, such that V  S. Assuming an up-
per frequency of fu = 5kHz, the error betweenN(fu) in eqn. (4.11) and N̂(fu) is 0.28%,
i.e., negligible.
Using N̂(fu), the order of the all-pole model up to sampling frequency, fs, is there-














For all-pole orders equal to P(fs), the all-pole model approximates the actual room
response. For lower model orders, the poles represent major resonant frequencies of
high Q-factors [4]. Recalling that even all-zero models require ns = T60fs parame-
ters to approximate the RTF and comparing to eqn. (4.12), P(fs) requires more than
ns poles and hence represents a very loose upper bound [166]. Furthermore, the as-
sumption that the volume of the room is significantly larger than the surface area only
holds for large halls. For a standard-size shoebox office of the size 2.78 × 4.68 × 3.2,
for example, S > V such that the underlying assumption of simplifying eqn. (4.11) to
N̂(fu) does not hold.
A more reliable model order estimate can be obtained by modelling the AIR as an
all-pole filter by exciting the response with white Gaussian noise (WGN) and estimat-
ing the infinite impulse response (IIR) parameters using the Yule-Walker equations for
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each choice of model order, P = Pmin, . . . , Pmax, between a minimum and maximum
model order. For each resulting set of AR parameters, the mean squared error (MSE),
MSEP, is calculated model order selection criteria such as the Akaike’s information
criterion (AIC) [168, Chapter 1.6], [169]:
AICP = 2P +N ln MSEP (4.13)
or the minimum description length (MDL) [170, Chapter 9.3]:
MDLP = P lnN+N ln MSEP (4.14)
are applied, where N is the length of the number of samples. The optimal model
order corresponds to the minimum model order selection criterion. As any restricting
assumptions about the room size are avoided in eqns. (4.13) and (4.14), the AIC and
MDL are used for model order selection in Chap. 10.
4.5 All-pole model of a gramophone horn response
Instead of radiating a speech signal within a constrained room, consider a speech sig-
nal recorded through a gramophone horn. Due to reflections of the anechoic speech
signal off the enclosing horn, the distorted speech signal exhibits a megaphonic qual-
ity. A typical gramophone horn is investigated in detail in Spencer and Rayner [68]
and Spencer [69]. The response of the horn at a sampling rate of f2 = 11.025kHz is
shown in Fig. 4.5a. Whilst the horn exhibits a relatively flat high-frequency response,
the response is resonant at low frequency.
As discussed in [69], the response can be approximated by an all-pole filter with
optimal model order of P = 72. The magnitude response of the all-pole model is
shown as a grey line in Fig. 4.5a, approximating the shape of the horn response well
with an offset of approximately 20dB. The corresponding pole positions are shown in
Fig. 4.5b. Due to the flatness of the response, the low-frequency response can be ac-
curately modelled by an all-pole filter of model order P = 8 with sampling frequency
fs = 2.45kHz [45] as illustrated in the lower subplot of Fig. 4.5a. The resulting channel
poles are displayed in Fig. 4.5c.
As the distortion of the anechoic speech signals due radiation through the gramo-
phone horn can be considered as reverberation in a simplified enclosing environment,
and the gramophone horn response in Fig. 4.5a can be accurately modelled using an
all-pole filter of known model order, the experiments performed in this chapter are
based on anechoic signals filtered the gramophone horn response.
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(a) Frequency response of acoustic horn in [69] (red line) vs. AR(72) approximation (black








































(c) Position of the AR poles for channel order 8
Figure 4.5: Properties of acoustic horn channel









(a) Conventional model assuming that observation














(b) Model resulting from simplification of Fig. 4.6c to














































(d) Proposed model with spatially separated noise
sources and separation of common and non-
stationary acoustic poles and zeros
Figure 4.6: Modelling assumptions leading to proposed model in Fig. 4.6d
In addition to the distorting effects of reverberation, a source signal exhibited in
confined spaces is distorted by noise radiating from, e.g., computer fans. Noise models
are therefore crucial components in the system model to describe interfering noise
sources in the room.
4.6 Noise models
Noise models are often modelled as an additive common signal observed within the
room, independent of the microphone’s location and unaffected by acoustics of the
room. Therefore, noise is modelled to be added at the output of the system (Fig. 4.6a).
In a more realistic model, spatially distinct noise sources should be observed after they
have propagated through the acoustic system, and therefore have corresponding but
distinct AIRs (Fig. 4.2). Hence, a combination of signals filtered by separate channels
is observed at the receiver (Fig. 4.6c).
However, due to the number of different RIRs and unknown variables that need to
be identified in the system model, issues arise with estimating all the relevant system
parameters in the model in Fig. 4.6c. The model can thus be simplified using the notion
of common acoustical poles. In [163], Haneda et al. decompose individual channels
into a combination of two components: one that is dependent on the source-sensor
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geometry, and the other which is acoustically common to all source-sensor arrange-
ments.
Motivated by the presence of common resonances, we propose to apply this sep-
aration to the model in Fig. 4.6c to obtain a more realistic room acoustical model as
shown in Fig. 4.6d. Although the general model in Fig. 4.6d is of great interest, the
presence of general RTFs dependent on the source-sensor geometry leads to difficul-
ties in uniquely identifying the source signals in the blind deconvolution problem.
Research into the, e.g., the identifiability of model parameters is before this model can
be used with confidence. As this research exceeds the scope of this dissertation, a sim-
plified model of Fig. 4.6c is in this thesis. It is assumed that the noise source is located
close to the speakers, such that the path-specific channels between the speaker and
sensor and the noise and sensor are identical. Hence, by rearrangement of Fig. 4.6c,
the path-specific channels can be included in the common acoustical model, leading




bp yt−p + xt + σwt wt (4.15)
where wt ∼ N (0, 1) for WGN source with measurement noise variance σ2wt .
4.7 Summary
This chapter discussed the room transfer function, describing the acoustic properties
of a room, and its models. The RTF was derived from the acoustic wave equation. It
was shown that the RTF of a room can be simulated using the ISM by modelling reflec-
tions off surrounding walls in a geometric room as additional sound sources outside
of the room. The ISM is particularly helpful when measured RTFs are not available or
when idealistic RTFs are desired. The ISM is used throughout this thesis to generate
realistic room responses. In particular, Chap. 10 utilise the ISM for investigation of
typical channel model orders for evaluation of the computational complexity of the
proposed dereverberation approach.
Furthermore, it was shown that the RIR is of the form of a rational function and
can therefore be modelled using pole-zero models. Due to the required number of
zeros in the resulting model, pole-zero and all-zero models can lead to computational
overhead. All-pole models are therefore often used instead to approximate the RIR.
The derivation of the proposed dereverberation approach in Chap. 6 is hence based on
the all-pole channel model. The required model order can be extracted from the mag-
nitude response of the room as the number of resonant peaks, and can be estimated
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using model selection criteria such as the AIC or MDL. Model order estimation is of
particular interest in Chap. 10, where the computational complexity of the proposed
dereverberation approach is evaluated and found to increase quadratically with the
channel model order. Typical channel model orders are therefore investigated and
a multi-rate extension is proposed to segment the full channel response into several
sub-band responses of lower model order.
As, in practice, speech is also subject to interference by close-by noise sources, a
noise model was proposed whereby the acoustic channel is separated into a path-
specific channel and a channel common to the room at any position therein. However,
research into the parameter identifiability is necessary before confident application in
speech processing applications. Thus, a simplified model assuming one noise source
close to the speaker was introduced instead.
Given the discussion of the source and channel model in Chaps. 2 and 3, the fol-
lowing chapter reviews the estimation approaches required in this thesis, concluding
the background study and hence Part II.
Chapter 5
Bayesian estimation and sequential Monte
Carlo methods
5.1 Introduction
Blind speech dereverberation approaches attempt to recover the clean signal from the
reverberant observations. Due to the underlying assumptions of many approaches in
the literature, however, the solution to blind speech dereverberation is restricted to
only small subgroups of the problem as discussed in Chap. 2.
As discussed in Chap. 1, the aim of this thesis is to investigate whether blind
speech dereverberation techniques can be improved upon and a flexible and extendible
framework be developed by considering the problem from a Bayesian perspective.
In the Bayesian sense, the problem of blind speech dereverberation is viewed as the
selection of the best possible representation of the source signal out of all potential
candidates using the knowledge of all past observations. In other words, the poste-
rior probability density functions (pdfs) of the set of desired variables (in this case the
source signal as well as the source and channel parameters) are constructed and point
estimates of the unknown variables are drawn from the posterior pdfs by either op-
timisation, e.g., using maximum a posteriori (MAP) estimates, or by the formation of
expectations, e.g., using minimum mean-square error (MMSE) estimates.
In order to construct the posterior pdf, i.e., to infer knowledge from the distorted
observations, Bayes’s theorem is exploited. Bayes’s theorem naturally relates the known
observations, y1:t, and the unknown variables, ϕ0:t, via
p (ϕ0:t | y1:t,M) =
p (y1:t | ϕ0:t,M)p (ϕ0:t | M)
p (y1:t | M)
. (5.1)
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where ϕ0:t =
[
ϕ0 . . . ϕt
]T





contains the collection of the Q most current source signal
samples xt =
[
xt . . . xt−Q+1
]T
, the channel parameters, b =
[
b1 . . . bP
]T
as well









y0 . . . yt
]T
are the observations available up to time t, M is
the underlying model, p (ϕ0:t | y1:t,M) is the posterior pdf, p (y1:t | ϕ0:t,M) is the
likelihood function, p (ϕ0:t | M) is the prior pdf and p (y1:t | M) is the evidence term,
given by
p (y1:t | M) =
∫
Rϕ





Φ . . .
∫
φ(·)dϕ1 . . . dϕt over the region of supportΦ ofϕ0:t. Note
that the model, M is constant and is therefore ignored in the following for brevity.
Bayesian inference thus allows the specification of the probability of an unknown
variable and, hence, makes probabilistic statements directly about the unknown pa-
rameters. As Bayesian inference is closely tied to prior knowledge, its estimation per-
formance is highly dependent on the choice of underlying system models. Bearing in
mind that the vocal tract mechanism as well as room acoustics have been thoroughly
researched for decades, a multitude of accurate models exist for both the speech pro-
duction system as well as the room transfer function. Bayesian inference thus seems
particularly appealing for blind speech dereverberation problems.
This chapter motivates the idea of Bayesian statistics and introduces the meth-
ods required in Part III of this thesis. Point estimation from the posterior pdf using
maximum-likelihood (ML), MAP, and MMSE estimates is discussed in sect. §5.2 and
will be used throughout Part III. The Kalman filter is the optimal estimator of linear
state spaces in the MMSE sense and is discussed, including its non-linear variants, in
sect. §5.3. Kalman filtering is utilised in Part III for estimation of the source signal
and the autoregressive (AR) parameters of the room impulse response (RIR) and is ex-
tensively used in Chap. 6. An underlying assumption of the Kalman filter is that the
model parameters of the system are known. In blind speech dereverberation prob-
lems, however, only the received and distorted observations are available.
For unknown system parameters, an ensemble of Kalman filters could theoreti-
cally be evaluated for every possible parameter choice and selecting the solution with
the highest likelihood. To avoid the involved dimensionality issues and computa-
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tional overhead, an ensemble of Kalman filters could be evaluated for stochastically
selected parameters.
This concept directly leads to Monte Carlo methods, a class of algorithms that
repeatedly draw random samples to obtain their results as discussed in sect. §5.4.
Sequential Monte Carlo (SMC) methods sequentially sample a large cloud / set of
random variates, allowing for real-time processing (see sect. §5.5). Kalman filters
have previously been integrated in SMC frameworks for the estimation of analytically
tractable substructures, commonly known as Rao-Blackwellized SMC (see sect. §5.6).
Rao-Blackwellized SMC forms the crucial basis for the blind speech dereverberation
algorithm proposed in Part III. The discussion and key points of this chapter are sum-
marised in sect. §5.7.
5.2 Types of estimators
Based on the speech production and room acoustical model developed in Chaps. 3
and 4, estimators of the clean speech signal and unknown system model parameters
should be developed. Estimators that exhibit optimality with respect to certain criteria
are extremely appealing, as the best possible estimation performance with respect to
the chosen criterion is guaranteed. Popular criteria are the maximisation of the likeli-
hood function of the measured data, or the posterior pdf, as well as the minimisation
of the mean squared error (MSE).
5.2.1 Maximum likelihood estimators
If models of the source and channel are available in probabilistic form, statistical esti-
mation theory can be used for signal enhancement. A simplistic choice is to use ML
estimators that obtain point estimates the unknown variables,ϕ0:t, by maximising the
likelihood of the distorted observations, y1:t, i.e.,
ϕML0:t = arg maxϕ0:t
p (y1:t | ϕ0:t) . (5.3)
ML estimation thus infers knowledge about the source signal, channel, and parame-
ters from only the observations.
As only knowledge about the measured data is taken into account, ML estimators
are based on purely objective observations. ML estimation is thus of particular inter-
est for one-dimensional and bounded unknown variables, where maximisation of the
likelihood in eqn. (5.3) needs to be performed for a single ϕt within a predetermined
region of support. Nonetheless, as the dimension of ϕt increases and the variables
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in ϕt are unbounded within the whole region of real numbers, the optimisation of
eqn. (5.3) causes dimensionality and, hence, computational issues.
In order to reduce the dimension of the parameter space over which eqn. (5.3) is
maximised, subjective information by means of prior pdfs can be incorporated.
5.2.2 Maximum a posteriori estimators
Prior belief and knowledge about the system is provided by the source and chan-
nel parameter models discussed in Chaps. 3 and 4 and can be exploited to improve
estimation. Estimates of the unknown variables are obtained by construction of the
posterior pdf of the states and parameters, p (ϕ0:t | y1:t), which is related to the like-
lihood, p (y1:t | ϕ0:t), via Bayes’s theorem in eqn. (5.1). To obtain the optimal value of
ϕ0:t, MAP estimates can be evaluated by maximisation with respect to the variables
of interest, i.e.,
ϕMAP0:t = arg maxϕ0:t
p (ϕ0:t | y1:t) (5.4)
As compared to ML estimators, MAP estimators thus incorporate knowledge about
the distributions of the unknowns. Hence, uncertainty is introduced in the estimation
of unknown parameters in order to update belief in the estimates as new data becomes
available. MAP estimation is therefore sometimes interpreted as penalised ML [171].
As MAP estimators are based on the posterior pdf, related to the data via Bayes’s
theorem in eqn. (5.1), eqn. (5.4) is part of the group of Bayesian estimators.
5.2.3 Minimum mean squared error estimators
The MMSE estimate is given by minimising the MSE between the unknown variables,
ϕ0:t, and an estimate, ϕ̂0:t and is expressed as
ϕMMSE0:t = Ep(ϕ0:t | y1:t) [ϕ0:t] ,
∫
ϕ0:t p (ϕ0:t | y1:t)dϕ0:t. (5.5)
For completeness, the derivation of eqn. (5.5) can be found in Appendix B.1. Similar
to the MAP estimator, MMSE estimators are part of Bayesian estimators due to the
utilisation of the posterior pdf in eqn. (5.5).
An MMSE estimator that is optimal for linear and Gaussian state spaces and ex-
tensively used in Chap. 6 is the Kalman filter as discussed in the following section.
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5.3 MMSE estimation using the Kalman filter
The Kalman filter, developed by Kalman in [10], is a widely applied tool in statistical
signal processing, aimed at sequential estimation of the unobserved states of a linear
dynamic system. Estimates of the states are predicted based on a priori knowledge
and corrected based on knowledge inferred from the distorted measurements. The
Kalman filter is the optimal estimator of the states in the MMSE sense when the states
and measurements obey a conditionally Gaussian state-space (CGSS) formulation, i.e.,
the posterior pdfs of both the states and measurements are Gaussian.
The underlying system model is assumed to be of the form:
xt = At xt−1 + Σvt vt vt ∼ N (0Q×1, IQ) (5.6a)
yt = Ct xt + Σwt wt wt ∼ N (0M×1, IM) (5.6b)
where xt =
[
xt . . . xt−Q+1
]T
is vector of the past and current Q source signal sam-
ples (or hidden states of the state space), At is the (known) transition matrix from
the state at t − 1 to the state at t, Σvt is the covariance matrix of the excitation noise,
yt =
[
y1,t . . . yM,t
]T
is the observed signal sample at each of the M sensors, Ct is
the (known) transformation matrix from the states to the observations, and Σwt is the
measurement noise covariance. It is important to note that the transition and transfor-
mation matrices, as well as the covariance terms of the excitation and measurement
noise are known, such that estimation of the states is not blind.
Due to the Gaussian excitation and linear structure of the state space in eqn. (5.6),
the posterior pdf of the source signal, p (xt | y1:t), is normally distributed and fully
specified by its mean and covariance. Since the maximum of a Gaussian is located at
its mean, the mean of the posterior pdf corresponds to the MAP estimate of the source
signal.
The states are predicted using the pdf p (xt | y1:t−1), obtained by marginalising the
state, xt−1, at the previous time, t− 1, from p (xt | y1:t−1, xt−1), i.e., [17]
p (xt | y1:t−1) =
∫





where p (xt−1 | y1:t−1) is the marginal posterior pdf obtained at time t − 1. Therefore,
eqn. (5.7) outlines that rather than retaining the entire state trajectory, x0:t−1, it is suffi-
cient to store the most recent marginal pdf, p (xt−1 | y1:t−1) only.
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Figure 5.1: Interpretation of the observations as measurements of a hidden Markov model
Using the predicted posterior pdf in eqn. (5.7), the posterior pdf can be updated
using Bayes’s theorem via [17]
p (xt | y1:t) =
p (yt | y1:t−1, xt)p (xt | y1:t−1)





where p (xt | y1:t−1) is the pdf of the states predicted using the observations only, the
evidence term, p (yt | y1:t−1), can be obtained using eqn. (5.2) and is independent of xt,
acting as a normalising scaling constant, and the likelihood function, p (yt | y1:t−1,ϕt),
can be obtained straightforwardly probability transformation to eqn. (5.6b), such that
p (yt | y1:t−1, xt) = N
(
yt
∣∣Ct xt, Σwt) . (5.9)
The desired posterior pdf at time t therefore can be obtained by inferring knowledge
from most recent observations at time t via p (yt | y1:t−1, xt), to update the predicted
pdf, p (xt | y1:t−1).
By recursively inserting eqns. (5.9) and (5.7) into eqn. (5.8), the mean and covari-
ance can be found as (see, e.g., [17, 172])
µt|t−1 = Atµt−1|t−1 (5.10a)
Σt|t−1 = AtΣt−1|t−1ATt + Σvt Σ
T
vt (5.10b)
µt|t = µt|t−1 + Kt
(
yt − Ct µt|t−1
)
(5.10c)
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is a weighting matrix referred to as the Kalman gain. Eqs. (5.10) are known as the
prediction (or propagation) and update equations of the Kalman filter, also referred to
as the Kalman equations and can be interpreted as follows.
1. In the prediction (or propagation) step, the estimate, µt|t−1, of xt is obtained
based on all the previous observations, y1:t−1 and the estimate of the unknown
variables, µt−1|t−1, at time t− 1.
2. In the correction (or update) step, the predicted estimate, µt|t−1, is updated using
the new information available through yt. Kt
(
yt − Ct µt|t−1
)
can be considered
as a weighting term of the additional information acquired through yt in the
estimate, µt|t, as compared to the predicted estimate, µt|t−1. If yt contains no
new information, the additive term is equal to zero (or contains no entropy or
innovation) and µt|t−1 is “good enough” to reflect an estimate, µt|t, of xt. If yt
contains new information, the additive term is non-zero and yt is incorporated
when updating the estimates.
The covariance terms,Σt|t−1 andΣt|t in eqns. (5.10b) and (5.10d) are of particular inter-
est for performance evaluation of the estimates: as shown in Appendix B.3, the diag-
onal terms in Σt|t−1 and Σt|t are equivalent to the MSE of the corresponding elements
in µt|t−1 and µt|t respectively. As such, they can be utilised to associate a measure of
accuracy with the state estimates. From a computational perspective, it is worthwhile
noting that Σt|t−1 in eqn. (5.10b), the Kalman gain in eqn. (5.11) and Σt|t in eqn. (5.10d)
are all independent of the observations, y1:t. Therefore, they can be computed in ad-
vance before the data sequence becomes available. Computation of Σt|t−1 and Σt|t
prior to estimation of xt allows for saving of computational time at estimation time
and facilitates that the propagation of the MSE with time can be evaluated in advance.
As shown in Appendix B.2, the Kalman filter equations satisfy zero-mean estima-
tion error and orthogonality to the measurements and hence constitute the optimal
estimator of the states, xt, in the MSE sense. As such, the variance specified by the
Cramér-Rao lower-bound (CRLB) can be achieved to obtain the best possible accuracy
of the state estimates. Furthermore, the independence of the MSEof the observations
and states (see Appendix B.2) allows for prior evaluation to estimation of the MSE
in order to gauge in advance whether estimation of the states is worthwhile at all.
Prior evaluation of the MSE is particularly helpful for where computational power is
a scarce resource. A major benefit of the Kalman filter is the facilitation of sequential
processing, allowing for real-time processing. The recursive structure of eqn. (5.10)
is also computationally appealing as only the most recent estimates at time t are re-
quired in order to propagate the estimates to time t.
Although originally developed for linear, Gaussian processes, the Kalman filter
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was shown to be optimal for several non-Gaussian systems as well. The linearity con-
straints can therefore be relieved by variants of the Kalman filter such as the extended
Kalman filter [172–174] or the unscented Kalman filter [175–179]. Further Kalman fil-
ter variants of the Kalman filter exist, allowing for prediction of future states (using the
Kalman predictor), smoothing of estimates by using past and future observations (us-
ing the fixed-interval smoother, the fixed-lag smoother, or the fixed-point smoother)
or even estimation of continuous time systems (using the Kalman-Bucy filter).
However, the Kalman filter restricts the applicability to many signal processing
problems in practice due to the assumption of known model parameters, i.e., known
state transition and measurement transformation. In most signal processing applica-
tions – and in particular speech processing –, the states of the dynamic system need
to be estimated blindly, i.e., without explicit prior knowledge of the model param-
eters. However, the performance of the Kalman filter degrades significantly for un-
known model parameters, rendering the Kalman filter inappropriate for blind estima-
tion problems.
Nonetheless, it is often desired to integrate Kalman filters as the optimal state es-
timator in blind estimation frameworks. Kalman filters can be integrated in possibly
non-linear blind estimation frameworks by means of Rao-Blackwellisation. Whilst the
model parameters are obtained using a separate estimator, their estimates are used for
source signal estimation with the Kalman filter. Rao-Blackwellisation is explained in
further detail sect. §5.6.
However, as will be shown in Chap. 6, expressions for certain system model pa-
rameters are not available in closed form such that, e.g., the MMSE estimate in eqn. (5.5)
cannot be evaluated analytically. Therefore, the integral has to be approximated in-
stead. Monte Carlo integration technique allow for the evaluation of the integral in
eqn. (5.5) by drawing random samples from specified distributions. As will be dis-
cussed in Chap. 6, the analytically intractable parameters are often of large model
order, with boundary conditions dependent on the order of the parameters, i.e., the
intractable pdf must be evaluated for a large number of variables over a vast region
of support. Monte Carlo techniques are particularly apt at solving multidimensional
integrals with complicated boundary conditions and are therefore utilised in Chap. 6
for the evaluation of intractable parameters.
The remainder of this chapter reviews the necessary methodology required for
the Monte Carlo techniques relevant to this thesis. Sect. §5.4.1 reviews the concept
of perfect Monte Carlo integration, assuming that the posterior pdf is easy to sample
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from, such that the integral can be solved by successively drawing samples from the
posterior pdf. As the posterior pdf is often difficult or impossible to sample from,
sect. §5.4.2 introduces acceptance-rejection sampling, drawing random variates from
a proposal (or hypothesis) distribution and accepting the sampling if it lies within
the proposal distribution, and rejecting it otherwise. Acceptance-rejection sampling
is referred to when discussing the stability of parameters and how to ensure poles
inside the unit circle. As acceptance-rejection sampling can lead to excessive over-
sampling, sect. §5.4.3 introduces the concept of importance sampling, where samples
are drawn from the hypothesis distribution and are weighted according to the dis-
crepancy between the hypothesis distribution and posterior pdf and approximate the
integral by means of a discrete sum over the weighted samples. Bayesian importance
sampling, discussed in sect. §5.4.4, extends the posterior pdf in the importance sam-
pling approach by means of Bayes’s theorem into the likelihood function, prior pdf,
and evidence term. Importance sampling and Bayesian importance sampling con-
stitute the foundation for the SMC approaches discussed in sect. §5.5 and utilised in
Chap. 6 for parameter estimation. As it is often desirable to sequentially evaluate inte-
grals over the posterior pdf, sequential importance sampling techniques (sect. §5.5.1)
update the posterior pdf at time t by means of its trajectory between 0 and t − 1. The
optimal choice of the hypothesis distribution the samples are drawn from is discussed
in sect. §5.5.2. In order to retain statistically relevant samples only, resampling tech-
niques as discussed in sect. §5.5.3 are utilised. Finally, Rao-Blackwellisation, where
analyitcally tractable subspaces are estimated using their optimal estimators, whereas
intractable parameters are obtained using sequential importance resampling is dis-
cussed in sect. §5.6. The discussion in this chapter is summarised in sect. §5.7.
5.4 Monte Carlo integration




ϕ0:tp (ϕ0:t | y1:t)dϕ0:t (5.12)
by approximating the continuous integral by point-mass measures. In general, Monte
Carlo approaches operate by 1. defining the region of support of the possible inputs,
2. drawing random samples from the region of support using predefined distribu-
tions, 3. combining the samples to generate the final estimate .
In their most naïve form, referred to as perfect Monte Carlo integration, Monte
Carlo methods assume that it is possible to draw random samples from the posterior
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pdf whose integral is sought.
5.4.1 Perfect Monte Carlo integration
Assuming that the posterior pdf is easy to sample from,N independent and identically
distributed (i. i. d.) samples, ϕ(i)0:t, i ∈ N of the desired variables, ϕ0:t, are drawn from
the posterior pdf p (ϕ0:t | y1:t). The posterior pdf can thus be approximated by the
point-mass measure,












The continuous expected value of ϕ0:t in eqn. (5.5),
ϕ̂0:t =
∫
ϕ0:tp (ϕ0:t | y1:t)dϕ0:t, (5.5)
can thus be approximated by the discrete sum
ϕ̂0:t =
∫








According to the strong law of large numbers (SLLN), the average of an experiment








0:k 7→ Ep(ϕ0:t | y1:t) [ϕ0:t] = ϕ̂0:t
Furthermore, the variance satisfies, [25]:





− E2p̃(ϕ0:t | y1:t) [ϕ0:t]
=
∫
‖ϕ0:t‖2 p̃ (ϕ0:t | y1:t)dϕ0:t − ‖ϕ̂0:t‖2
which is independent of the state-space dimension asN → ∞ as opposed to determinis-
tic integration techniques whose convergence of the estimation error deteriorates with
increasing dimensionality [25].
Perfect Monte Carlo integration assumes that the posterior pdf can be sampled
from. However, for most distributions it is often difficult or even impossible to sample
from the posterior density directly. More applicable Monte Carlo integration methods
sample instead from a hypothesis distribution, π (ϕ0:t | y1:t), instead that is easy to
sample from and approximates the posterior pdf. As the hypothesis distribution only














p (ϕ0:t | y1:t)
Figure 5.2: Acceptance-Rejection sampling for posterior density, p (ϕ0:t | y1:t), and proposal
density, π (ϕ0:t | y1:t); Ratio of proposal and posterior density are compared for
sample .
approximates the posterior pdf, discrepancies between the hypothesis and proposal
distribution exist. Random variates from π (ϕ0:t | y1:t) thus do not always represent
samples drawn from the posterior pdf. One approach to account for this discrepancy
is to only accept samples that fall in the region of p (ϕ0:t | y1:t) and reject any other
random variates. This approach is also known as acceptance-rejection sampling and
is described in the following subsection.
5.4.2 Acceptance-Rejection sampling
Instead of sampling from the posterior pdf, acceptance-rejection sampling draws sam-
ples from a proposal distribution, π (ϕ0:t | y1:t), that is easy to sample from and satis-
fies Mπ (ϕ0:t | y1:t) > p (ϕ0:t | y1:t) for some scaling constant M (see Fig. 5.2) as il-
lustrated in Fig. 5.2. As the hypothesis distribution represents a generous envelope
distribution of the posterior pdf, one has to be wary of oversampling. On average,
it can be expected that the too many of variates that take on a value Ψ are drawn
by a factor of π(ϕ0:t | y1:t)/p(ϕ0:t | y1:t). To reduce the amount of oversampled variates, a
number of variates proportional to the oversampling should be discarded. Therefore,
samples will be accepted with probability
Pr (accept Ψ) =
p (ϕ0:t | y1:t)
Mπ (ϕ0:t | y1:t)
(5.15)
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Initialization:
Select randomly or deterministically ϕ(1)0:t ;
Acceptance-Rejection iterations:
for i = 2, . . . ,N do
Generate a random sample from the proposal distribution:
ϕ?0:t ∼ π (ϕ0:t | y1:t);
Generate a random sample from the uniform distribution: u ∼ U[0, 1];









Reject and go back to generating a random variate from the proposal
distribution until sample accepted;
end
end
Algorithm 5.1: Acceptance-Rejection sampling
and rejected otherwise. The estimate of the model parameters, θ̂0:t is subsequently
obtained by applying the Monte Carlo (MC) integration principle in eqn. (5.14) to the
accepted candidates and scaling by the fraction of samples falling into the area of the
desired posterior pdf.
However, it can be difficult even to find a proposal density that is easy to sample
from such that the condition Mπ (ϕ0:t | y1:t) > p (ϕ0:t | y1:t) holds. Furthermore, if
the parameter-space is high-dimensional, the acceptance probability of the candidate
is usually very small, leading to excessive over-sampling due to an undesirably large
number of rejections.
5.4.3 Importance sampling
Also in importance sampling, the hypothesis distribution, also referred to as the im-
portance function, π (ϕ0:t | y1:t), is used to sample candidates, where π (ϕ0:t | y1:t) is
easy to sample from and approximates p (ϕ0:t | y1:t) with the same support [16, 24,
181, 182]. As opposed to acceptance-rejection sampling, all candidates are accepted.
In order to account for discrepancies between the proposal distribution, π (ϕ0:t | y1:t),
and the desired posterior pdf, p (ϕ0:t | y1:t), samples are weighted by a function of the
observations.
Assuming that the proposal distribution and the desired posterior have the same
region of support, i.e., π (ϕ0:t | y1:t) only takes values in the region support of p (ϕ0:t | y1:t),
denoted as Φ, then
∫
Φ
π (ϕ0:t | y1:t)dϕ0:t = 1. Thus, the proposal distribution can be
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introduced to the posterior distribution by expanding to
p (ϕ0:t | y1:t) =
p (ϕ0:t | y1:t)
π (ϕ0:t | y1:t)
π (ϕ0:t | y1:t) = w?t π (ϕ0:t | y1:t) , (5.16)
where w?t are the so-called importance weights and determine the discrepancy be-
tween the posterior and the proposal distribution via
w?0:t ,
p (ϕ0:t | y1:t)
π (ϕ0:t | y1:t)
. (5.17)








p (ϕ0:t | y1:t)
π (ϕ0:t | y1:t)
π (ϕ0:t | y1:t)dϕ0:t




if and only if π (ϕ0:t | y1:t) 6= 0 for any ϕ0:t ∈ Φ for which p (ϕ0:t | y1:t). Bearing
in mind the principle of Perfect Monte Carlo simulation, assume N i. i. d. samples,
ϕ
(i)
0:t, i ∈ N can be drawn from the importance function. The continuous integral in
eqn. (5.18) can thus be approximated by the discrete sum:























In order to perform importance sampling, a closed form expression of the posterior
pdf must be available in order to solve the importance weights in eqn. (5.17). How-
ever, recalling eqns. (5.1) and (5.2) on page 79 the parameters must be linear in the




p (y1:t | ϕ0:t)p (ϕ0:t)dϕ0:t. (5.2)
In most applications the solution of eqn. (5.2) is not possible due to non-linear de-
pendencies of the parameters in the observations. To circumvent evaluation of the
evidence term, Bayesian importance sampling exploits the fact that p (y1:t) is inde-
pendent of ϕ0:t, thus acting as a scaling constant only.
5.4.4 Bayesian importance sampling
Where the evidence term, p (y1:t), is intractable, Bayesian importance provides a re-
formulation of the importance sampling framework resulting in the cancellation of
the evidence altogether. By application of Bayes’s theorem, the posterior pdf can be
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rewritten as
p (ϕ0:t | y1:t) =
p (y1:t | ϕ0:t)p (ϕ0:t)
p (y1:t)
(5.1)
Inserting this into eqn. (5.17), the importance weights are given by
w?0:t ,
p (ϕ0:t | y1:t)
π (ϕ0:t | y1:t)
=
p (y1:t | ϕ0:t)p (ϕ0:t)
p (y1:t)π (ϕ0:t | y1:t)
. (5.20)
As the evidence term, p (y1:t), is independent of the unknown variable, ϕ0:t, it thus
acts as a scaling constant to the weights. As p (y1:t) is assumed intractable, the impor-
tance weights are redefined by neglecting the normalising evidence, thus resulting in
the unnormalised importance weights, w0:t, where
w0:t ,
p (y1:t | ϕ0:t)p (ϕ0:t)
π (ϕ0:t | y1:t)
. (5.21)
The MMSE estimate ofϕ0:t can thus be derived slightly differently from eqn. (5.18) by



















ϕ0:t p (y1:t | ϕ0:t)p (ϕ0:t)dϕ0:t∫
Φ
p (y1:t | ϕ0:t)p (ϕ0:t)dϕ0:t





p (y1:t | ϕ0:t)p (ϕ0:t)
π (ϕ0:t | y1:t)
π (ϕ0:t | y1:t)dϕ0:t∫
Φ
p (y1:t | ϕ0:t)p (ϕ0:t)
π (ϕ0:t | y1:t)
π (ϕ0:t | y1:t)dϕ0:t
. (5.22)




ϕ0:tw0:t π (ϕ0:t | y1:t)dϕ0:t∫
Φ
w0:t π (ϕ0:t | y1:t)dϕ0:t
=
Eπ(ϕ0:t | y1:t) [ϕ0:tw0:t]
Eπ(ϕ0:t | y1:t) [w0:t]
. (5.23)
Due to the independence of ϕ0:t, the evidence term, p (y1:t), thus cancelled from the
MMSE estimate, such that only the tractable likelihood function, p (y1:t | ϕ0:t), the
prior pdf, p (ϕ0:t), and the hypothesis distribution, π (ϕ0:t | y1:t), are involved in com-
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puting ϕMMSE0:t . Similar to eqn. (5.19), if N i. i. d. samples, ϕ
(i)
0:t, i ∈ N are drawn from
the importance function, ϕMMSE0:t can be approximated by


































Importance sampling as described above requires all data, y1:t, before estimating the
posterior pdf, p (ϕ0:t | y1:t), and hence the MMSE estimate, ϕ̂0:t. Thus, as a new sam-
ple, yt+1, becomes available, the importance weights in eqn. (5.21) need to be recom-
puted over the entire time trajectory. As the trajectory of y1:t and ϕ0:t increases in
dimension with time, the computational complexity involved in computing w0:t from
eqn. (5.21) increases with time.
Instead of performing importance sampling on a batch of data, p (ϕ0:t | y1:t) can be
estimated recursively without modifying the trajectory of previously simulated sam-
ples, ϕ0:t−1 using sequential importance sampling.
5.5 SMC methods and particle filters
In practice, it is often desirable to take advantage of the fact that dynamic models
change with time and can therefore be updated with time. The posterior pdf can thus
be rewritten sequentially using Bayes’s theorem as
p (ϕ0:t | y1:t) =
p (yt | y1:t−1,ϕ0:t)p (ϕ0:t | y1:t−1)
p (yt | y1:t−1)
=
p (yt | y1:t−1,ϕ0:t)p (ϕt | y1:t−1,ϕ0:t−1)p (ϕ1:t−1 | y1:t−1)
p (yt | y1:t−1)
= p (ϕ0:t−1 | y1:t−1)×
p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)
p (yt | y1:t−1)
.
(5.26)
The posterior pdf p (ϕ0:t | y1:t) thus takes the previous posterior, p (ϕ0:t−1 | y1:t−1),
and updates it using knowledge acquired from the most immediate observations, yt.
Based on eqn. (5.26), importance sampling can reformulated in a sequential frame-
work, also referred to as sequential importance sampling (SIS).
SIS forms the basis of a subset of SMC methods that was developed since the 1950s
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and is known under various names such as bootstrap filtering [23], conditional density
propagation (CONDENSATION) [183], survival of the fittest [184], interacting parti-
cle approximations [185], or, most commonly, particle filtering [16]. Although particle
filters are often used synonymously with SMC, SMC methods include any estimator
that propagates the point-mass measure of the random variates drawn from the hy-
pothesis distribution through time [171].
Particle filters perform SMC estimation by means of SIS. The key idea is thus
to represent the desired posterior pdf by a cloud of random variates (also referred
to as particles) drawn from the hypothesis distribution and associated with weights.
Estimates are computed based on the particles and their weights. As the number
of particles increases, the point mass distribution becomes an accurate estimate of
the posterior pdf and the SIS filter approximates the optimal Bayesian estimator. An
extensive review of SMC methods is edited by Doucet et al. [16]. Introductory video
lectures on the topic can be found online, e.g., given by Doucet1 or de Freitas2.
5.5.1 Sequential importance sampling
In order to facilitate a sequential formulation of the importance sampling framework,
the proposal distribution is assumed to be i. i. d., i.e.,
π (ϕ0:t | y1:t) = π (ϕ0)
t∏
k=1
π (ϕk |ϕ0:k−1,y1:k) (5.27)
= π (ϕ0:t−1 | y1:t−1)π (ϕt | y1:t,ϕ0:t−1) . (5.28)
In other words, the importance function, π (ϕ0:t | y1:t), admits the importance function
at t − 1, p (ϕ0:t−1 | y1:t−1). In this case, the importance weights in eqn. (5.21) can be
re-formulated using eqns. (5.26) and (5.27) as
w0:t =
p (ϕ0:t | y1:t)
π (ϕ0:t | y1:t)
p (ϕ0:t)
=
p (ϕ0:t−1 | y1:t−1)
π (ϕ0:t−1 | y1:t−1)
× p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)
p (yt | y1:t−1)π (ϕt | y1:t,ϕ0:t−1)
p (ϕt | ϕ0:t−1)p (ϕ0:t−1)
= w0:t−1 ×
p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)






























p (yt | y1:t−1,ϕ0:t)
Evaluation of importance weights
Figure 5.3: Sequential importance sampling, where particles are drawn from the importance
distribution and weights are evaluated according to the likelihood function.
Recalling that the posterior density can be approximated by the discrete weighted
approximation:

























































where the posterior pdf for the variables at time t is

































Thus, rather than estimating θ̂0:t in one batch, the current estimate can be appended









SIS is summarised in Alg. 5.2 and illustrated in Fig. 5.3.
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for t = 1, 2, 3, . . . do
for i = 1, . . . ,N do







Evaluate the weights up to a scaling constant:
w0:t = w0:t−1 ×
p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)
π (ϕt | y1:t,ϕ0:t−1)
(5.29)
end
for i = 1, . . . ,N do













Algorithm 5.2: sequential importance sampling
5.5.2 Choice of importance sampling function
The performance of SIS approaches is highly dependent on the choice of importance
function. The optimal importance function was first derived by Zaritskii et al. in
[186], extended to a special case by Akashi and Kumamoto in [187] and utilised in
[188–190]. The optimal importance function minimises the variance upon the samples
ϕ
(i)
0:t, i ∈ N and the observations, y1:t [24]. As shown in Appendix B.4, the variance of
the estimator can be expressed as
varπ(ϕt | y1:t,ϕ0:t−1) [wt]
= w2t−1
[∫
(p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1))
2
π (ϕt | y1:t,ϕ0:t−1)





In order to obtain zero variance, the proposal distribution is of the form (see Ap-
pendix B.4 or [191])
π (ϕt | y1:t,ϕ0:t−1) = p (ϕt | y1:t,ϕ0:t−1) . (5.35)
The optimal importance weights are found by inserting eqn. (5.35) into eqn. (5.29), i.e.,
w0:t = w0:t−1 ×
p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)
π (ϕt | y1:t,ϕ0:t−1)
(5.29)
= w:t−1 ×
p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)
p (ϕt | y1:t,ϕ0:t−1)
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and, by application of Bayes’s rule in the denominator,
w0:t = w0:t−1 ×
p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)
p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)
× p (yt | y1:t−1,ϕ0:t−1)
= w0:t−1 × p (yt | y1:t−1,ϕ0:t−1) (5.36)
The likelihood term, p (yt | y1:t−1,ϕ0:t−1), can theoretically be evaluated via,
p (yt | y1:t−1,ϕ0:t−1) =
∫
p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)dϕt. (5.37)
However, as discussed in sect. §5.4.3, in general, the integral is analytically intractable
in practice due to a non-linear relation between ϕt and the likelihood. In those cases,
the optimal importance weights in eqn. (5.36) cannot be evaluated analytically and the
importance function cannot be sampled from. Approximation of the optimal impor-
tance function is thus necessary instead. Prior importance sampling, the most com-
mon form of sub-optimal importance sampling, is discussed in the following.
5.5.2.1 Prior importance sampling
In cases where the optimal importance function cannot be evaluated, the prior pdf
of the unknown variables, p (ϕt | ϕ0:t−1), can be used as the importance function.
The approach was initially proposed by Handschin [192] and Handschin and Mayne
[193] and more recently applied by, e.g., Tanizaki and Mariano in [20, 194]. Insert-
ing the prior pdf into the importance weights in eqn. (5.29), i.e., π (ϕt | y1:t,ϕ0:t−1) =
p (ϕt | ϕ0:t−1), the weights for the prior importance sampling scheme are given by
wt = wt−1 ×
p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)
π (ϕt | y1:t,ϕ0:t−1)
(5.29)
= wt−1 × p (yt | y1:t−1,ϕ0:t) (5.38)
In essence, the importance weights evaluate the quality of the estimates. The samples
of ϕt are compared to the underlying known truth in the observations in order eval-
uate how realistic their choices are. Likely samples subsequently get assigned high
weights, whilst unlikely samples are low-weighted.
5.5.2.2 Issues with non-optimal importance functions
A main problem with non-optimal importance sampling, however, is that the hypoth-
esis distribution only approximates p (ϕt | y1:t,ϕ0:t−1), thus leading to a discrepancy
between the samples and the actual values of the hidden states. Due to the discrepancy
between the hypothesis and posterior pdf, the variance of the importance weights in-
creases stochastically with time as shown by Kong in [189]. Thus, the discrepancy be-
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tween samples drawn from the proposal distribution and actual values of the posterior
pdf increases with time. As the random variates drawn from the hypothesis distribu-
tion become increasingly inaccurate, their weights decrease. After a few iterations, all
but one importance weight are close to zero. Computational effort is thus dissipated
to tracking sample trajectories whose weight prohibits them from contributing to the
final estimate. This effect is known as the degeneracy of SIS. The effects of degeneracy
by replacing particles with low weights with particles associated with high weights
using so-called resampling schemes.
5.5.3 Resampling for avoidance of particle degeneracy
Resampling schemes [3] (also known as rejuvenation [190]) ensure that only statis-
tically relevant samples are retained by replacing samples with low weights with
samples associated with high weights. In other words, the posterior pdf at time t
in eqn. (5.31),








is replaced by [195]















are the resampled particles. As the weights are reset to equiproba-
ble weights after each resampling step, eqn. (5.29) on page 94 reduce to
w0:t = w0:t−1
p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)
π (ϕt | y1:t,ϕ0:t−1)
(5.29)
∝ p (yt | y1:t−1,ϕ0:t)p (ϕt | ϕ0:t−1)
π (ϕt | y1:t,ϕ0:t−1)
= wt (5.40)
Resampling schemes therefore reselect the particle positions and weights such that
the discrepancy between the resampled weights is reduced [196]. Particles can be re-
sampled using stochastic resampling schemes or deterministic resampling. Following
the argument in [197], stochastic sampling is analogous to spinning a roulette wheel
where each particle corresponds to a pocket on the wheel. By repeatedly spinning the
wheel, N particles chosen. Deterministic resampling schemes, in contrast, order the
particles by their associated weight and choose the particles with biggest weights to
replace those with small weights.
The four most frequently encountered and also most basic resampling schemes
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Initialise the cdf: c1 = 0;
for i = 2, . . . ,N do




Draw a starting point: u1 ∼ U[0, 1];
for j = 1, . . . ,N do
Move along the cdf: uj = u1+j−1N ;
while uj > ci do
i = i+ 1;
end




Algorithm 5.3: Systematic resampling according to [2].
are multinomial, systematic, and residual resampling. All four aim to enforce i. i. d.
samples of the particles from the point-mass distribution in eqn. (5.31) by a process
similar to the inverse transform [198, Chap. 2.1.2]. Random samples of the particle in-
dices are drawn from a uniform distribution and transformed to a desired and known
cummulative distribution function (cdf) via
X = F−1(Y) (5.41)
where Y ∼ U[0, 1] and X is a continuous random variable with cdf F(·). Essentially,
the cdf generated by the cumulative sum of the weighted particles is compared to a
function of uniform variables.
5.5.3.1 Multinomial resampling
In multinomial resampling, N ordered uniform random numbers from a set of uni-
form samples, ũj ∼ U[0, 1], i.e.,
uj = uj+1 ũ
1/j
j uN = ũ
1/N
N ,






As multinomial resampling performs the inverse transform toN independent random
samples, it can become computationally expensive. Systematic, stratified, and resid-
ual resampling improve the efficiency of the algorithm by dependent samples from a
uniform distribution.



















Figure 5.4: Systematic resampling with resulting indices i = 2, 3, 4, 4, 6.
5.5.3.2 Systematic resampling
Systematic resampling partitions the interval (0, 1] intoN disjoint and contiguous sets,




u1 ∼ U[0, 1]. (5.43)
The particles are redrawn from the multinomial distribution in eqn. (5.42). Therefore,
the N-step cdf of the weights is constructed and in each segment compared to the
uniform ladder. If the ladder is greater than the cdf value the index is increased until
the cdf is larger, otherwise the sample is assigned with the current index. Systematic
resampling is summarised in Alg. 5.3 and illustrated in Fig. 5.4.
5.5.3.3 Residual resampling
For residual resampling, as used in [199], the number of replications of a particle is
determined by rounding the product of the number of particles and the weights [3].
In a first step of the algorithm, the number of replications is computed and the weights
normalised. Due to the calculations involved, the first step cannot guarantee that the
number of particles is N. Thus, if any residual particles remain, the remaining re-
sampling indices are drawn using systematic resampling in the second step and the
weights are adjusted accordingly. Residual resampling is summarised in Alg. 5.4.
As discussed in [195], in addition to its ease of implementation, systematic re-
sampling generates the lowest discrepancy between the weights of the particles and
is requires the least computational expense as compared to multinomial and resid-
ual resampling. Systematic resampling is therefore widely used in the literature (see,
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Initialise the residual number of particles: Nr = N;
for i = 1, . . . ,N do
Compute the index: j(i) = bw(i)t ·Nc;
Reassign weights: w(i)t = w
(i)
t ·N− j(i);
Update residual number of particles: Nr = N− j(i);
end
ifMr > 0 then
for i = 1, . . . ,N do




Draw theMr residual indices using systematic resampling: jr = SR(Mr);
for i = 1, . . . ,N do
Update the resampling indices: j = j+ jr;
Assign sample: ϕ(i) ?0:t = ϕ0:t(j).
end
else
for i = 1, . . . ,N do
Assign sample: ϕ(i) ?0:t = ϕ0:t(j(i)).
end
end
Algorithm 5.4: Residual resampling according to [3].
e.g., [2]) and is used in this thesis as the preferred resampling scheme.
Although resampling avoids degeneracy of particles, it introduces several other
issues: i) The parallelisability of particle filtering is reduced as the particles need to be
combined for computation of the effective sample size and resampling indices; ii) As
particles with high weight are statistically selected several times, diversity amongst
particles is reduced and the particle cloud contains multiple copies of the same par-
ticles. For small process noise, all particles collapse to a single sample within few
iterations. This effect is also known as sample impoverishment [2,17]; iii) Since the di-
versity of particle paths is reduced, smoothed estimates of the particles’ paths degen-
erate. Several approaches for avoidance of sample impoverishment have been pro-
posed in the literature, including backward-forward filtering, Markov chain Monte
Carlo (MCMC) move steps or resample-move algorithms [132, 200, 201]. As an ad-
ditional MCMC move step in the particle filter framework can lead to significant in-
crease in computational complexity, it is computationally more feasible to evaluate a
measure of degeneracy of the particles at each time step. Only if the measure lies be-
low a certain threshold, i.e., if the particles are degenerate, resampling is performed.
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for t = 1, 2, 3, . . . do
for i = 1, . . . ,N do







Evaluate the weights up to a scaling constant (eqn. (5.29));
end
for i = 1, . . . ,N do
Normalise the weights (eqn. (5.25)):
end
Compute the effective sample size (eqn. (5.44));
if N̂eff < threshold then
Resample using, e.g., Alg. 5.3 or Alg. 5.4;
end
end
Algorithm 5.5: sequential importance resampling
5.5.3.4 Degeneracy measure and deciding when to resample
Although resampling can be performed at any stage of the importance sampling scheme,
it often adds computational burden and diversity amongst samples can be lost. On the
other hand, if resampling is performed too rarely, the Monte Carlo scheme will be in-
efficient due to sample degeneracy. Resampling schemes thus evaluate a measure of
degeneracy that determines whether resampling is necessary at that particular stage.
Kong et al. [189] and Liu [202] propose to use the effective sample size, Neff, as a
measure of degeneracy, i.e.,
Neff =
N










A formal proof can be found in, e.g., [189]. AlthoughNeff cannot be evaluated exactly,








If N̂eff is below a certain threshold, the particles are resampled. Incorporation of the
resampling step in the SIS framework in Alg. 5.2 on page 96 is outlined in Alg. 5.5
and illustrated in Fig. 5.3. The resulting algorithm is known as sequential importance
resampling (SIR).

























p (yt | y1:t−1,ϕ0:t)
Repeat N times
Figure 5.5: Sequential importance resampling, where particles are drawn from the importance
distribution and weights are determined by the likelihood function. Particles with
low weights are replaced by particles associated with high weights.
5.6 Rao-Blackwellisation of particle filters
In many estimation problems, the unknown variable, ϕ0:t, is the collection of several
unknown parameters. Recalling the CGSS in eqn. (5.6) on page 83, and assuming that
the model parameters are, in fact, unknown, the set of all unknown variables, ϕ0:t, is




. Recalling that the states, x0:t, are analytically
tractable and its optimal estimate can be obtained using the Kalman filter, it is desir-
able to estimate θ0:t and x0:t separately.
Rao-Blackwellisation facilitates the separate estimation of variables in the same
state space by marginalisation of analytical substructures as introduced by Casella
in Roberts in [26]. The basic idea is based on the the Rao-Blackwell theorem, which












∣∣∣ x0:t}]+ E [var [θMMSE0:t , xMMSE0:t ∣∣∣∣ x0:t]]
Thus, by marginalising the analytically tractable solution of x0:t from the non-tractable













∣∣∣∣ x0:t]], as compared to the combined estimator
ϕMMSE0:t . The variance of combined parameter estimation using particle filters can thus
be reduced by marginalising analytically tractable substructures from the joint param-
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eter space.
To show this, consider that the posterior pdf of all unknowns can be written by
application of the probability chain rule as
p (ϕt | y1:t,ϕ0:t−1) = p (θt, xt | y1:t, x0:t−1,θ0:t−1)
= p (xt | y1:t, x0:t−1,θ0:t)p (θt | y1:t, x0:t−1,θ0:t−1)
= p (xt | y1:t,θ0:t, x0:t−1)p (θt | y1:t,θ0:t−1) .
(5.45)
asθt is independent of x0:t−1 and hence p (θt | y1:t, x0:t−1,θ0:t−1) reduces to p (θt | y1:t,θ0:t−1).





















θt p (xt | y1:t,θ0:t, x0:t−1)p (θt | y1:t,θ0:t−1)dθtdxt dθt.
 (5.46b)





p (θt | y1:t,θ0:t−1)
∫
X




θt p (θt | y1:t,θ0:t−1)
∫
X







p (θt | y1:t,θ0:t−1) x̂t dθt
θ̂t




where x̂t |θt denotes that the estimate, x̂t, is dependent on θt. Therefore, in order to
obtain the MMSE of the set of unknown variables, the MMSE estimators of θt and xt
are computed independently of each other. In other words, the optimal estimator of
the unknown variables, ϕt, marginalises xt from p (θt, xt | y1:t, xt,θ0:t−1) to obtain the
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marginal posterior pdf
p (θt | y1:t,θ0:t−1) =
∫
M




p (xt | y1:t,θ0:t, x0:t−1)p (θt | y1:t,θ0:t−1)dxt (5.48)
If one of the variables, for argument’s sake xt, is analytically tractable, xt can be es-
timated using its optimal estimator, whereas θ0:t are obtained using the SIR particle
filtering. Again, recalling sect. §5.3 on page 83, the source signal of the state space
in eqn. (5.6) on page 83 can be estimated using the Kalman filter described by the
Kalman filter equations in eqn. (5.10). According to eqn. (5.46), the source signal and
model parameters can be jointly estimated by drawingN importance samples, θ(i)t , of
the model parameters. For each particle, the source signal at time t, x(i)t , is evaluated
using the Kalman filter equations. Using θ(i)t and x
(i)
t , the weight, w
(i)
t , is computed
for each particles and the variables,ϕt, are resampled according to their weights if the
effective sample size, Neff, lies below a predetermined threshold.
The resulting particle filter framework is known as the Rao-Blackwellized parti-
cle filter (RBPF) and was implemented in, e.g., [24, 203–205]. A schematic illustration
is shown in Fig. 5.6. As the RBPF provides improvement in the variance of the esti-
mates and hence facilitates more accurate estimation of the analytically tractable sub-
structures, the proposed dereverberation framework in Chap. 6 is heavily based on
Rao-Blackwellisation of the unknown parameter space.
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5.7 Summary
This chapter discussed the methodology required in the remainder of this thesis. When
performing signal estimation, the estimates are desired to be optimal in the sense of
a statistical mode. ML, MAP, and MMSE are popular choices of modes, optimising
either the likelihood, posterior pdf of error of the estimate with respect to the mea-
surements and clean source signal. One of the most widely used estimators, yield-
ing optimal estimates in the MSE sense of Gaussian state spaces, is the Kalman filter.
Facilitating sequential processing, the Kalman filter is particularly well suited for on-
line signal processing. However, Kalman filters require knowledge of the underlying
model parameters, which are generally unavailable for blind dereverberation prob-
lems. The optimality of Kalman filters can be exploited, whilst avoiding the necessity
of explicit knowledge of the model parameters, by incorporating the Kalman filter in
a particle filter framework. Particle filters are SMC methods that obtain estimates of
unknown and analytically intractable variables. Knowledge is inferred from the most
immediate observations and is sequentially used for updating and tracking the pa-
rameter space. By incorporation of the Kalman filter in a particle filter, sub-spaces of
smaller dimensions are evaluated separately, reducing the variance of the estimator.
As the optimal estimator of a subset of the unknown variables is included, the particle
filter is Rao-Blackwellised.
Using the methodology discussed in this chapter and the speech production and
channel model examined in Chaps. 3 and 4, the proposed frame work for blind speech






Blind speech dereverberation by
marginalisation of the acoustic channel
6.1 Introduction
This chapter proposes to a Rao-Blackwellised particle filter framework for blind speech
dereverberation, facilitating flexible incorporation of different source models and the
application to both dereverberation of speech from stationary and moving speakers.
The underlying idea of the proposed approach is that the 1) source signal, 2) chan-
nel model parameters, and 3) source model parameters and noise variance terms can
be estimated using three different estimators. Recalling the discussions on source
models in Chap. 3 and noise models in sect. §4.6 on page 76, the source model param-
eters and noise variance terms are independent of both the source signal and channel
models. Therefore, the model parameters excluding the channel can be estimated di-
rectly from the observed signal independently of either the channel or source signal.
Due to non-linearities of the observations in the source model parameters, an optimal
estimator cannot be derived for the remaining unknown variables. Instead, these are
obtained using sequential importance resampling (SIR) as discussed in sect. §5.5.
Considering the state space representing the system model discussed in Chaps. 3
and 4 and illustrated in Fig. 6.1, given an estimate of the source model parameters and
variance terms, estimation of the augmented space of the source signal and channel
parameters reduces to a Kalman filter. The Kalman filters for source signal and chan-
nel estimation can therefore be integrated with the estimation of the remaining model
parameters in a Rao-Blackwellized particle filter (RBPF) framework (see sect. §5.6).
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Source model Channel model
Kalman Filter
Figure 6.1: Principle of proposed algorithm by marginalisation of channel
In other words, the proposed algorithm can therefore be interpreted as the evalu-
ation of an ensemble of Kalman filters for the source signal and channel parameters for
a stochastically selected set of source parameters and variance terms.
This chapter is structured as follows: Sect. §6.2 introduces the system model, whilst
sect. §6.3 derives the corresponding marginal probability density functions (pdfs),
showing that the channel parameters and source signal, and the remaining model
parameters can be estimated separately. Sect. §6.4 derives the Kalman filter for source
signal and channel estimation, whilst sect. §6.5 discusses the estimation of the remain-
ing model parameters using SIR particle filtering. Conclusions are drawn in sect. §6.6.
6.2 System model
Given a reverberant and noisy observed signal received at one or several microphones,
speech dereverberation can be interpreted as the estimation of the anechoic speech
signal recorded directly at the speakers mouth. Considering only the information in-
ferred from the measured reverberant signal, estimation of the source signal could
be considered from a maximum likelihood perspective as discussed in sect. §5.2.1 on
page 81. However, maximum-likelihood (ML) approaches require the maximisation
over the multi-dimensional and possibly infinite parameter space. This search can
lead to severe dimensionality issues and computational burden.
In order to reduce the dimension of the parameter space, it can therefore prove
highly advantageous to incorporate prior information about the source production
mechanism and distorting channel in the estimation process. As exact knowledge
of the speech production mechanism and distorting channel are generally unavail-
able, models of the vocal tract and room acoustics are utilised instead as discussed in
Chaps. 3 and 4. Based on these discussions, sect. §6.2.2 to sect. §6.2.3 summarise the
system model utilised for the development of the proposed algorithm.
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6.2.1 General TVAR source model
Chap. 3 showed that the speech production mechanism can be modelled as a con-
catenation of lossless acoustic tubes of equal lengths, whose transfer function can be
approximated by an all-pole filter. Therefore, the speech signal can be modelled as a




aq,t xt−q + σvt vt, (6.1)
where {xt}t≥Q are the source signal samples for time t ≥ 0, {aq,t}q∈Q are the TVAR
parameters, and vt ∼ N (0, 1) is the process excitation with variance σ2vt .
It is crucial to note that the source signal model in eqn. (6.1) only specified that the
source obeys a TVAR process, but leaves the source parameter model, and hence the
dynamic properties of the source signal, unspecified. Eqn. (6.1) therefore provides a
general source model. Specific characteristics, such as harmonicity, can be enforced by
specifying corresponding parameter models on {aq,t}q∈Q.
6.2.2 General all-pole channel model
Whilst speech models were extensively discussed in Chap. 3, Chap. 4 reviewed the
modelling of reverberant channels. It was shown that the transfer function of geomet-
ric reverberant room can be approximated by all-pole models. The observed signal at




bm,p ym,t−p + xt, (6.2)
where {yt}t≥P+Q+1 are the reverberant observed signal samples for time t ≥ P+Q+1, P
is the channel order, and {bp}p∈P are the channel parameters. For stationary speakers,
the channel parameters are static and hence time invariant. In contrast, the room trans-
fer function (RTF) varies with the source-sensor distance, and hence varies with time
as the speaker is moving, i.e., changing position with time. Thus, for moving speak-
ers, a dynamic is induced on the channel parameters bp = bp,t similar to the TVAR
speech parameters, such that parameter models on bp,t are required (see sect. §9.3 on
page 175). Again, as this chapter focuses on the derivation of a generalised speech dere-
verberation algorithm, dynamic parameter models are discussed in Chap. 9 where the
dereverberation of speech from a moving speaker is investigated.
Furthermore, as discussed in sect. §4.6, in scenarios where a noise source is located
closely to the speaker – e.g., for conference calls from a computer workstation –, the












Figure 6.2: Generation of reverberant signals using the source and channel model developed
in Chaps. 3 and 4.
source signal is first distorted by the noise and subsequently filtered with the rever-




bm,p ym,t−p + xt + σwm,t wm,t, (6.3)
wherewm,t is the noise signal with variance σ2wt . white Gaussian noise (WGN) sources
are assumed here, such that wm,t ∼ N (0, 1). Furthermore, time-varying properties of
the interference is incorporated by letting the log-variance evolve according to a ran-
dom walk similar to the process noise in eqn. (3.13) on page 42, i.e.,
φwm,t = φwm,t−1 + σφwm,t rφwm,t , rφwm,t ∼ N (0, 1) (6.4)








∣∣φwm,t−1 , σ2φwm,t) (6.5)
Again, note that the channel model can be easily expanded to that of a moving speaker
by extending bp to a time-varying bp,t whose dynamic is specified by some parameter
model similar to the source parameter models. Eqn. (6.3) therefore provides a general
observation model.
Considering the unknown variables, i.e., the source signal, channel and source
parameters, and noise variance terms, in the system model as random variables, the
system model can be expressed in terms of pdfs. Rather than specifying multiple one-
dimensional pdfs over each dimension of the source order, channel order, number of
microphones, etc., the pdfs can be expressed more compactly in matrix form. There-
fore, eqns. (6.1) and (6.3) should be phrased in state-space rather than scalar form.
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6.2.3 System state space
The source model in eqn. (6.1) can be easily rewritten in matrix form as
xt = At xt−1 + Σvtvt, vt ∼ N (0Q×1, IQ) . (6.6)
Even though b is static, i.e., p (bt | bt−1,θ0:t) is technically a Delta-function, it is desir-
able to include an expression of the channel in the state space model. Hence, the static
channel can be expressed equivalent form as
bt = IMP bt−1 + 01×MP rt rt ∼ N (0MP×1, IMP) . (6.7)
Hence, as both eqns. (6.6) and (6.7) are of the form of a first-order Markov process






















Furthermore, the observations in eqn. (6.3) can be rewritten in matrix form similar to
eqn. (6.6), such that the system state space model is expressed as:
zt = Dt zt−1 + ΣDtvt, vt ∼ N (0MP+Q×1, IMP+Q) , (6.9a)
yt = Ht zt + Σwtwt, wt ∼ N (0M×1, IM) , (6.9b)
where xt is a model-dependent vector of the source signal samples, At is the source
transition matrix governed by the source model parameters, and Σvt is the covari-
ance matrix of the WGN source excitation, vt. The structure of xt, At, Σvt and vt
are defined by the underlying source parameter models and are specified in detail in
Chaps. 7 and 8. yt =
[
y1,t . . . yM,t
]T





σ2w1,t . . . σw2M,t
]










where CT = 1M×1 cT with cT defined as a 1×Q source-model dependent combination
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of ones and zeros retaining only the samples of xt required for the generation of yt
Yt−1 ,





0 . . . ŷTM,t−1
 (6.10)
and where ŷm,t−1 ,
[
ym,t−1 . . . ym,t−P
]T
∀m ∈M.
Given the system model in eqn. (6.9), the aim is to estimate the source signal and




from yt for each sample t. In practice,
any remaining model parameters such as the source model parameters, measurement
and process noise covariance are unknown for blind speech dereverberation problems.






is to be estimated, where θt
contains the remaining, unknown model parameters.
6.3 Rao-Blackwellisation of the source signal and channel
Recalling the discussion of Bayesian estimates in sect. §5.2, the minimum mean-square
error (MMSE) estimate of ϕ0:t can be evaluated via
ϕ̂0:t = Ep(ϕ0:t | y1:t) [ϕ0:t] =
∫
Φ
ϕ0:t p (ϕ0:t | y1:t)dϕ0:t. (5.5)
In order to identify the expected value in eqn. (5.5), the integral over the joint pos-
terior pdf p (ϕ0:t | y1:t) needs to be solved simultaneously over all parameter spaces
contained in ϕ0:t. As discussed in sect. §5.6, the variance of the direct evaluation of
eqn. (5.5) can be reduced by evaluating substructures of ϕ0:t of smaller dimension in-
dividually.
By application of the probability chain rule, the filtering distribution, p (ϕ0:t | y1:t)
in eqn. (5.5) can be expressed as
p (ϕ0:t | y1:t) = p (ϕt | y1:t,ϕ0:t−1)p (ϕ0:t−1 | y1:t)
= p (ϕt | y1:t,ϕ0:t−1)p (ϕ0:t−1 | y0:t−1)
(6.11)
asϕ0:t−1 is independent of yt. Thus, the joint pdf, p (ϕ0:t | y1:t) is obtained by sequen-
tially updating the trajectory at t − 1, p (ϕ0:t−1 | y0:t−1), with the marginal pdf at t,
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p (ϕt | y1:t,ϕ0:t−1). The marginal pdf, p (ϕt | y1:t,ϕ0:t−1), is equivalent to:
p (ϕt | y1:t,ϕ0:t−1) = p (zt,θt | y1:t, z0:t−1,θ0:t−1)
= p (zt | y1:t, z0:t−1,θ0:t)p (θt | y1:t, z0:t−1,θ0:t−1)
= p (zt | y1:t, zt−1,θ0:t)p (θt | y1:t,θ0:t−1)
(6.12)
where zt obeys a first-order Markov chain and is hence independent of z0:t−2, and
θt is independent of zt. Recalling the discussion of Rao-Blackwellisation schemes in



























p (θt | y1:t,θ0:t−1) ẑt dθt
θ̂t




where ϕ̂t, ẑt and θ̂t denote the MMSE estimates of ϕt, zt and θt respectively, Θ cov-
ers the region of support over the source parameters, the excitation covariance and the
measurement covariance, and Z covers the region of support of the channel parame-
ters, BP, and the source signal, X . Note that ẑt|θ̂t is the estimate of the source signal
and channel parameters conditional on θt. Therefore, according to eqn. (6.15), zt, can
be marginalised from θt, such that θt can be estimated independently of zt. As the
source signal is dependent on knowledge of the model parameters, an estimate of zt
can only be obtained conditional on θt. Assuming that an estimate of θ̂t is available,
an estimate conditional on θt of zt can be obtained.
6.4 Kalman filter for source signal and channel estimation
The discussion in sect. §5.3 on page 83 highlighted that the optimal estimator of a
hidden system state is a Kalman filter if the system is of the form of the conditionally
Gaussian state-space (CGSS) in eqn. (5.6), i.e.,
xt = At xt−1 + Σvt vt vt ∼ N (0Q×1, IQ) (6.16a)
yt = Ct xt + Σwt wt wt ∼ N (0M×1, IM) . (6.16b)
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Comparing to the state space in eqn. (6.9), the source signal, xt, can hence be optimally
estimated using the Kalman filter by replacing Ct and xt in eqn. (6.16b) by Ht and zt
respectively. Therefore, the augmented state vector, zt, containing the source signal
and channel parameters is predicted and corrected according to eqns. (5.7) and (5.8) on
page 83 and on page 84 respectively, i.e.,








where the predicted and corrected states, µt|t−1 and µt|t respectively, and their corre-
sponding error covariance terms, Σt|t−1 and Σt|t, are given by:
µt|t−1 = Dt µt−1|t−1 (6.18a)




t Σt−1|t−1 Dt (6.18b)
µt|t = (IMP+Q − Kt Ht)µt|t−1 − Kt yt (6.18c)
Σt|t = (IMP+Q − Kt Ht)Σt|t−1, (6.18d)




Σzt , HtΣt|t−1 H
T
t + Σwt Σ
T
wt (6.19b)
As the Kalman filter jointly estimates the channel and source signal conditional on
θ0:t, information about the structure of the estimates in eqn. (6.18) is desired in order
to determine whether marginal, individual estimates of the channel and source signal
respectively can be extracted from their joint estimator.
6.4.1 From joint to marginal estimation
In order to determine the structure of the Kalman filter equations in eqn. (6.18), as-











where Σb,P and ΣxP|P−1 are the initial estimates of the channel and source signal re-
spectively. This is a reasonable assumption as the states themselves are defined as the
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Under the assumption of block-separability of µP|P and ΣP|P, it can be shown by























where µb,t and Σb,t are the corrected Kalman states and covariance of the channel,
µxt|t−1 and Σxt|t−1 are the predicted states and covariance of the source signal, and
µxt|t and Σxt|t are the updated states and covariance of the source signal. Further-
more, Σ(b|x)t and Σ(x|b)t are the cross-correlations between the channel and source.
As both the predicted and updated states and covariance terms can be separated
into blocks corresponding to the channel and source signal, the marginal estimators
of b and xt can be expressed individually. Therefore, the source signal is estimated,
conditional on θ0:t, by the set of equations:
µxt|t−1 = At µxt−1|t−1 (6.21a)
Σxt|t−1 = A
T




IQ − Kxt C
T
)
µxt|t−1 + Kxt (yt − Yt−1 µb,t−1) (6.21c)
Σxt|t =
(
IQ − Kxt C
T
)
Σxt|t−1 − Kxt Yt−1Σ(b|x)t−1 At (6.21d)
whilst the channel is estimated, conditional on θ0:t, using:
µb,t = (IMP − Kbt Yt−1)µb,t−1 + Kbt
(
yt − CT µxt|t−1
)
(6.22a)
Σb,t = (IMP − Kbt Yt−1)Σb,t−1 − Kbt C
T ATt Σ(x|b)t−1 (6.22b)
where the Kalman gain terms of the channel, Kbt , the source signal, Kxt , and residual
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covariance are defined as
Kbt ,
(







t−1 + Σxt|t−1 C
)
Σ−1zt (6.24)
Σzt = Yt−1Σb,t−1 Y
T
t−1 + C
T Σxt|t−1 C + Σwt Σ
T
wt
+ CT ATt Σ(x|b)t−1 Y
T
t−1 + Yt−1Σ(b|x)t−1 At C
(6.25)
and the cross-correlation terms are given by




IQ − Kxt C
T
)
ATt Σ(x|b)t−1 − Kxt Yt−1Σb,t−1 (6.27)
Comparing to the standard Kalman equations in eqn. (5.10) on page 84, the source
signal is thus propagated in time using the Kalman prediction and update equations,
whilst the channel is estimated using the Kalman update equations.
As the MMSE estimate of the source signal and channel, zt, is conditional on the
remaining model parameters, θ0:t, according to eqn. (6.15), an estimator of θ0:t is re-
quired to perform the Kalman filter estimation of zt.
6.5 Estimation of the intractable model parameters
In order to evaluate the MMSE estimate of the parameters, the expectation over θt




θt p (θt | y1:t,θ0:t−1)dθt, (6.28)
where the posterior pdf of the model parameters can be expressed as
p (θt | y1:t,θ0:t−1) =
p (yt | y1:t−1,θ0:t)p (θt | y1:t−1,θ0:t−1)
p (yt | y1:t−1,θ0:t−1)
. (6.29)
The marginal likelihood, p (yt | y1:t−1,θ0:t), in eqn. (6.29) is obtained by marginalising
zt from the likelihood that can be straightforwardly obtained by probability transfor-
mation of eqn. (6.9b) on page 115. By slightly rewriting eqn. (6.9b) as:
Σwtwt = yt − Ht zt wt ∼ N (0MP×1, IMP)
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and applying the probability transformation from w → yt, the likelihood becomes:
p (yt | y1:t−1, zt,θ0:t) = N
(
yt
∣∣Ht zt, Σwt ΣTwt) , (6.30)
such that the marginal likelihood is obtained via integration of zt, i.e.,
p (yt | y1:t−1,θ0:t) =
∫
Z
p (yt | y1:t−1, zt,θ0:t) p (zt | y1:t−1,θ0:t)dzt, (6.31)
which is equivalent to (see Appendix C.2):




The evidence term, p (yt | y1:t−1), in eqn. (6.29) is obtained by marginalising θ0:t from
the marginal likelihood, p (yt | y1:t−1,θ0:t), i.e.,
p (yt | y1:t−1) =
∫
Θ
p (yt | y1:t−1,θ0:t)p (θ0:t | y1:t−1)dθ0:t (6.33)
However, the likelihood, p (yt | y1:t−1,θ0:t) is generally non-linear in θ0:t due to the
form of the source transition model At. Hence, eqn. (6.33) is analytically intractable
and a closed-form solution for eqn. (6.29) cannot be found. As the optimal estimator
of the model parameters cannot be expressed in closed form, approximate estimation
techniques, such as Monte Carlo integration as described in sect. §5.4, therefore have
to be utilised instead to obtain estimates of θt as discussed in sect. §6.5.
Theoretically, an ensemble of Kalman filters could be evaluated over a determin-
istic grid of all possible permutations of parameter choices, θt, within the region of
supportΦ. By evaluating the corresponding likelihood function, p (yt | y1:t−1,θ0:t), in
eqn. (6.32), the ML estimate over the resulting grid of Kalman filters can be obtained.
However, from a practical perspective, this deterministic approach requires the
evaluation of an infinite grid of Kalman filters and is hence computationally ineffi-
cient. In a more practical approach, an ensemble of Kalman filters can be evaluated
for stochastically sampled parameter choices.
6.5.1 SMC approach to parameter estimation
Rather than attempting to optimise the analytically intractable model parameters based
on the observed signal only over a parameter space of infinite dimension, prior infor-
mation about the parameters can be taken into account in order to reduce the dimen-
sion of the parameter space to be searched.
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Particle filters, as introduced in sect. §5.5, stochastically sample parameter choices
from a hypothesis distribution reflecting prior knowledge about the posterior pdf.
Therefore, rather than trying to directly draw estimates of the parameters directly from
the intractable posterior pdf, a large number of samples (or particles) are drawn from
the hypothesis distribution describing any subjective belief about the posterior pdf:
θ
(i)
t ∼ π (θt | y1:t,θ0:t−1) , (6.34)
where {θt}i∈N are the N particles and π (θt | y1:t,θ0:t−1) is the proposal distribution.
In order to correct for any discrepancy between the posterior pdf and the hypothe-
sis distribution, the measured data is taken into consideration by means of the impor-






































































where w? (i)t ∀ i ∈ N denote the importance weights, p (yt | y1:t,θ0:t) is the likelihood
given by eqn. (6.32) on page 121, p (θt | θ0:t−1) is the prior pdf of the parameters, and
p (yt | y1:t−1,θ0:t−1) is the normalising evidence term, independent of θt.
The evidence, p (yt | y1:t−1,θ0:t−1), is not available in closed form as discussed in
sect. §6.3 on page 116. Furthermore, as p (yt | y1:t−1,θ0:t−1) is independent of θt, it acts
as a normalising factor only. Therefore, to circumvent analytical non-tractability of the
evidence, the discrepancy between the posterior pdf and the hypothesis distribution


































Note that eqn. (6.37) is equivalent to eqn. (6.35) disregarding the evidence term in the
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for t > max {P,Q} do
for i = 1, . . . , N do
Importance sampling of θ(i)0:t;1
Kalman filter prediction of µ(i)t|t−1, Σ
(i)
t|t−1 (eqns. (6.21a) and (6.21b)).;2
Kalman filter estimation of µ(i)b,t and Σ
(i)
b,t (eqn. (6.22));3
Kalman filter correction of µ(i)t|t , Σ
(i)
t|t (eqns. (6.21c) and (6.21d));4
Evaluation of weights w(i)t (eqns. (6.38), (6.32));5
end
Normalization of importance weights;6
Resampling;7































The integral of the MMSE estimate of the parameters in eqn. (6.28) on page 120 can









In order to avoid particle depletion and retain statistically relevant samples only, re-
sampling schemes are utilised if the effective sample size of the particles falls below a
certain threshold as discussed in sect. §5.5.3 on page 98.
To summarise, estimates of the parameters are obtained by sequential importance
sampling (SIS). Consequently, the source signal and channel are estimated using their
optimal Kalman estimator in a Rao-Blackwellized particle filter (RBPF) framework. In
other words, an ensemble of the Kalman filter for source signal and channel estima-
tion is evaluated for stochastically sampled model parameter choices. The resulting
likelihoods are used to evaluate the weights of the particles according to eqn. (6.37).
The overall estimate of the source signal, channel and remaining model parameters
corresponds to the respective particle averages. Finally, if the effective sample size is
below a certain threshold, the particles are resampled according to their normalised
importance weights in eqn. (6.39). The resulting RBPF is summarised in Alg. 6.1.
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6.6 Discussion
This chapter proposed a novel approach for signal enhancement from reverberant
channels modelled as infinite impulse response (IIR) filters and noise. The vocal pro-
duction system was modelled by a time-varying AR source model. The source is dis-
torted by close-by WGN noise sources and filtered by an acoustic channel modelled
by a stationary all-pole filter. Based on this system model, the source signal and chan-
nel parameters can be marginalised from the remaining model parameters and esti-
mated using their optimal estimator, the Kalman filter. As the model parameters are
unknown in practice, the Kalman filters for source and channel estimation are evalu-
ated for a cloud of stochastically samples parameter choices using a Rao-Blackwellized
particle filter (RBPF). By evaluating the likelihood of the resulting estimates, only sta-
tistically relevant estimates are retained and carried on to the next recursion. The
elimination of irrelevant samples is important as the recursion at t depends on the
estimation results at t − 1 and the propagation of irrelevant samples would thus lead
to estimate degeneracy.
As analytically tractable substructures of the system are obtained using their op-
timal estimator – the Kalman filter – the variance of the estimates is intuitively de-
creased [26] as compared to estimating all unknowns using a single estimator. Rao-
Blackwellized particle filters marginalising the source signal by means of Kalman fil-
ter estimation from the remaining unknowns are well known in the literature (see,
e.g., [132, 206]). The novelty of the approach proposed in this chapter therefore lies
in its novel application to systems distorted by IIR channel models. As particle fil-
ters track and update the evolution of state and parameter trajectories with time, a
dynamic is implicitly enforced on the estimated variables. Although particle filters
are particularly well suited for tracking dynamic variables, such as the channel pa-
rameters of a moving speaker, the inclusion of static channel parameters for stationary
speakers leads to particle impoverishment. The issue of static parameter estimation
in particle filters is circumvented in the approach proposed in this chapter by ana-
lytically marginalising the channel from the source signal in the Rao-Blackwellized
particle filter framework [132].
Furthermore, the proposed approach circumvents several problems encountered
with approaches, i.e.:
1. direct source signal estimation rendering speech synthesis unnecessary as encoun-
tered in linear predictive coding (LPC) approaches as discussed in sect. §2.5 on
page 23. Natural artefacts in the anechoic speech signal can thus be retained in
the estimated signal. Furthermore, inverse filtering with an estimated equalis-
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ing filter, as is the case for many explicit source modelling approaches as dis-
cussed in sect. §2.4 on page 21, does not need to be performed, circumventing
non-minimum phase problems or scaling of errors;
2. Sequential processing facilitating real-time speech enhancement; and
3. Blind channel estimation, i.e., no prior knowledge of the room impulse response
(RIR) is necessary as opposed to many spectral enhancement techniques (see
sect. §2.3).
The performance of the RBPF is investigated and discussed in the following chapter
for synthetic and real signals.
Chapter 7
Dynamic TVAR parameter model for
unvoiced speech
7.1 Introduction
Chap. 6 derived the RBPF in a general form that allows for blind speech dereverbera-
tion using any speech model facilitating a CGSS representation. In order to apply the
proposed RBPF particle to speech data, appropriate speech models thus need to be
investigated.
As discussed in sect. §3.4.1 on page 49, the parameters of speech vary relatively
smoothly and can be approximated by a random walk. Therefore, this chapter imple-
ments the RBPF for the dynamic TVAR parameter model. Results based on synthetic
and speech data for a single and multiple sensors are demonstrated on synthetic chan-
nels as well as baseband RIRs.
This chapter is therefore structured as follows: Sect. §7.2 discusses the proposes pa-
rameter model. Sect. §7.3 demonstrates how the RBPF works for the proposed model.
Sect. §7.4 presents results for synthetic and speech data, demonstrating that the qual-
ity of speech can be significantly improved using the dynamic TVAR parameter model
for the RBPF over the reverberant signal. Conclusions are drawn in sect. §7.5.
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7.2 Source model
As discussed in sect. §3.4.1, the TVAR parameters extracted from a real speech se-




aq,txt−q + σvt vt vt ∼ N (0, 1) . (7.1)
vary relatively slowly and smoothly with time as shown in Fig. 3.10a on page 47.
According to eqn. (3.19) on page 49, the smooth and slowly varying behaviour can
be represented by a first-order Markov chain with low variance on the parameters,
at =
[
a1,t . . . aQ,t
]T
, i.e., [130–133]
at = at−1 + Σat rat rat ∼ N (0Q×1, IQ) (7.2)
such that the prior pdf is expressed as eqn. (3.21) on page 50, i.e.,
p (at | at−1) = N
(
at
∣∣ at−1, Σat) . (7.3)
It would therefore stand to reason that the dynamic TVAR parameter model in eqn. (7.2)
approximates the TVAR parameters extracted from speech appropriately. Therefore,
in order to incorporate the parameter model in the CGSS utilised for the RBPF, eqns. (7.1)








σ2vt 0 . . . 0
...
. . . 0
0 0 . . . 0
 (7.4)
in the state space in eqn. (6.9a) on page 115:
xt = Atxt−1 + Σvtvt, vt ∼ N (0Q×1, IQ) (7.5)
where xt =
[
xt . . . xt−Q+1
]T
contains theQmost current source signal samples and,
as discussed in sect. §3.3.2 on page 42 the process covariance noise varies according to
the random walk and prior pdf in eqns. (3.13) and (3.14) respectively:








∣∣φvt−1 , σ2φvt) . (7.7)
where, again, φvt , lnσ2vt is the logarithmic value of the excitation variance, σ
2
vt , and
σφvt is assumed constant and known.
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The unknown variables in the system are therefore the source signal, xt, the chan-
nel model, b, as well as the time-varying model parameters and covariance terms of





Recalling the RBPF summarised in Alg. 6.1, the source signal and channel are obtained
using their optimal estimators, whereas θt is acquired using SIR.
7.2.1 Importance sampling of the time-varying model parameters
For optimal estimation of the time-varying model parameters, θt, it would be desir-
able to utilise the optimal importance sampling function in eqn. (5.35) on page 96,
i.e., [186]
π (θt | y1:t,θ0:t−1) = p (θt | y1:t,θ0:t−1) . (7.8)
As discussed in sect. §5.5.2 on page 96, the optimal importance weights are obtained
via eqn. (5.36), i.e.,
w0:t = w0:t−1 × p (yt | y1:t−1,θ0:t−1)
= w0:t−1 ×
∫
p (yt | y1:t−1,θ0:t)p (θt | θ0:t−1)dθt
(7.9)




, the prior pdf, p (θt | θ0:t−1) =[







∣∣ φwt−1)]T , such that
w0:t = w0:t−1 ×
∫∫∫
p (yt | y1:t−1,θ0:t)





dat dφvt dφwt (7.10)
Recalling the likelihood function, p (yt | y1:t−1,θ0:t) from eqn. (5.9) on page 84:
p (yt | y1:t−1,θ0:t) = N
(
yt
∣∣Htµt|t−1, Σzt) , (7.11)
it is observed that the likelihood function is related to the source parameters, at, via
At in µt|t−1. However, due to the form of the transition matrix in eqn. (7.4), the likeli-
hood is, in fact, non-linear in the source parameters, such that the integral over at in
eqn. (7.10) is non-tractable. Thus, the optimal importance weights cannot be evaluated
analytically and optimal importance sampling cannot be used to obtain θt.
Instead, prior importance sampling as discussed in sect. §5.5.2.1 is used. The prior
pdfs of the time-varying model parameters contained in θt are given by eqn. (7.3)
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for t > max {P,Q} do
for i = 1, . . . , N do
Prior importance sampling of θ(i)t (eqns. (7.3), (7.7), (7.12)) ;1
Kalman filter prediction of µ(i)t|t−1, Σ
(i)
t|t−1 (eqns. (6.21a) and (6.21b)).;2
Kalman filter estimation of µ(i)b,t and Σ
(i)
b,t (eqn. (6.22));3
Kalman filter correction of µ(i)t|t , Σ
(i)
t|t (eqns. (6.21c) and (6.21d));4
Evaluation of weights w(i)t (eqns. (6.38), (6.32));5
end
Normalization of importance weights;6
Resampling;7


















Algorithm 7.1: RBPF using the TVAR model and prior importance sampling of
the time-varying source model parameters and noise variance terms.
and eqns. (7.7) and (6.5), such that the source parameters, at, the process noise log-
variance, φvt , and the measurement noise log-variance,φwt are given by
p (at | at−1) = N
(
at












∣∣ φwt−1) = N (φwt ∣∣φwt−1 , σ2φwt) . (7.12)
The RBPF using the TVAR model and based on prior importance sampling of θt is
therefore summarised in Alg. 7.1, where grey steps are identical to those in the RBPF
in Alg. 6.1.
7.3 Demonstration of importance sampling, weighting, and
resampling
A 1000 sample long second-order TVAR signal is generated according using the dy-
namic TVAR parameter model. The Markov variance on the parameters is Σat =
5 · 10−3IQ according to the observations in sect. §4.5. Likewise, to enforce smooth
variation of the signal, the Markov parameter on the process variance is also σ2φvt =
5× 10−3.
A single receiving sensor is assumed, i.e.,M = 1. The source signal is distorted by
WGN with variance varying according to a smooth and slowly varying random walk,
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Figure 7.1: Demonstration of SIR filtering using 1000 particles of the source parameter, a1,t,
at t = 800 of the synthetic data of order Q = 2, distorted by WGN of SNR
35dB and filtered by the AR(8) model of the gramophone horn response. Red lines
indicate actual parameter value.
where σwt = 5 · 10−3. The noise sequence is adjusted to a signal-to-noise ratio (SNR)
of 35dB, i.e., a low level of noise to demonstrate the performance of dereverberation
rather than denoising. The noisy signal, i.e., the sum of the noise and source signal, is
filtered through the AR(8) model of the gramophone horn response.
The RBPF is executed for N = 1000 samples assuming the same Markov parame-
ters as for the data generation. At sample t = 800, the following stages of the RBPF
are plotted in Fig. 7.1:
Importance samples drawn from the prior importance function. As the source model
is an AR(2) process, the first source parameter is bounded between |a1,t| ≤ 2
for stable parameters (recall Fig. 3.15 on page 61 for the admissible region of
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second-order autoregressive (AR) processes, following [146]). The majority of
importance samples is drawn close to the underlying value of a1,800 = −0.1388
used for source generation as shown by the histogram of the importance sam-
ples in Fig. 7.2. This due to the propagation of accurate particles with time.
I.e., assuming that at time t − 1, the posterior pdf of the source parameters is
accurately represented by the particle cloud, then at time t, the importance sam-
ples are drawn from dependent on the previous particles. Assuming non-abrupt
variation with time of the source parameters, the knowledge inferred from the
estimates at t− 1 is sufficient for a rough estimate at t.
Note that spikes can occur in the histogram, e.g., as found at a1,t ≈ ±1 in Fig. 7.2.
These are due to random fluctuations in the particle set and could, for example,
be diminished by increasing the bin size of the histogram.
Weighted samples: Particles centred around the true value a1,t = −0.1388 are as-
signed high weights, whereas particles further away, e.g., around 1.5 are of low
weight. The point-mass distribution of the particles in this plot approximates
the posterior pdf of the source parameter. Its overall envelope resembles that of
a Gaussian.
Resampled particles: Particles with low weight are replaced by particles with high
weight. Several peaks associated with weights in the point-mass distribution are
visible, one of which is located at the actual source parameter location.
This experiment therefore reiterates the concept of source parameter sampling within
the RBPF and demonstrated that accurate source model parameters can be evaluated
within the proposed framework.
The remainder of this chapter examines the RBPF based on synthetic and speech
data distorted by the gramophone horn response. sect. §7.4.1 investigates the perfor-
mance of the RBPF for synthetically generated source signals. In order to evaluate
the baseband performance, a comparison of the estimates of the anechoic source sig-
nal, channel and source model parameters, and noise variance terms with their ac-
tual, underlying values is necessary. As only the source signal but not the parameters
and variance terms are known as a priori for speech signals, synthetic data generated
from the dynamic TVAR parameter model in sect. §7.2 is used instead. Sect. §7.4.2 ex-
tends the results to speech signals, demonstrating the accuracy of the RBPF for blind
speech dereverberation and the suitability of the TVAR model for speech modelling.
Sect. §7.4.3 investigates the performance for different phoneme types and sect. §7.4.4
shows that the dereverberation performance can be improved by using multiple sen-
sors. Conclusions are drawn in sect. §10.5.
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Figure 7.2: Histogram using 20 bins of the importance samples of a1,t at t = 800 for a AR(2)
process using 1000 particles. Red line indicates actual parameter value.
7.4 Experimental results
Ideally, the RBPF should be tested based on data measured in reverberant rooms.
However, several issues arise with realistic RIRs:
1. As discussed in sect. §4.4.2 on page 73 ff., the model order of the RIR is crucial
for accurate modelling of the response. However, in practice, knowledge of the
required channel model order is unavailable.
2. The model order of an all-pole filter approximation the RTF accurately is gen-
erally unknown and, depending on the sampling frequency, can lie between
100 ≤ P ≤ 1000 for simulated RIRs using the image-source method (ISM) (see
sect. §4.3). The computational burden invoked is therefore prohibitive for com-
putationally efficient dereverberation.
The above-mentioned issues can both be resolved by utilising a multirate extension
of the RBPF as proposed in Chap. 10. However, this chapter focuses on the fullband
application of the RBPF and therefore an alternative channel to realistic or simulated
RTFs is necessary.
Instead of using measured or simulated RTFs, the following results are based on
the gramophone horn response discussed in sect. §4.5 on page 74. This response was
previously used in the blind dereverberation approach in, e.g., [45], and is therefore
considered a viable simplistic reverberant environment for the experiments conducted
in the following.
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In order to evaluate the improvement of the improvement of the estimated signal
over the reverberant signal, the following distortion measures are evaluated:
Segmental signal-to-reverberant component ratio (SRR), measuring the ratio of the
signal energy compared to the error energy of the observed or estimated signal
















The segment SRR is therefore the geometric mean of the SRRs across all frames
of a speech signal. χt = yt when evaluating the SRR of the observed signal and
χt is the estimated source signal sample at time twhen evaluated the SRR of the
estimated signal. The frame length is typically chosen as 15 − 20ms for speech
signals.
Log-spectral distortion (LSD), measuring the distance between the spectra of the















where P(ω) is the spectrum of the source signal and P̂(ω) is the spectrum of the
observed signal or estimated signal.
Bark distortion measure (BSD), a perceptually motivated measure [207] that consid-
ers frequency scale warping and critical band integration in the cochlea, changes
in sensitivity of the ear as the frequency varies, and considers that loudness is
perceived in a non-linear relation to signal intensity [123, 207].
7.4.1 Synthetically generated data according to the source model
A 5000 sample long TVAR signal (in the following referred to as the “source signal”)
is generated according to the dynamic TVAR parameter model in eqn. (3.19). As
speech signals are often modelled using approximately 15 AR coefficients [208, 209],
the model order of the synthetic signal is chosen as Q = 15. The Markov variance on
the parameters is Σat = 5 · 10−3IQ according to the observations in sect. §4.5. Like-
wise, to enforce smooth variation of the signal, the Markov parameter on the process
variance is also σ2φvt = 5× 10
−3.
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Figure 7.3: Comparison of the envelopes of the observed, source, and estimated signal.
A single receiving sensor is assumed, i.e.,M = 1. The source signal is distorted by
WGN with variance varying according to a smooth and slowly varying random walk,
where σwt = 5 · 10−3. The noise sequence is adjusted to a SNR of 35dB. The noisy
signal, i.e., the sum of the noise and source signal, is filtered with the P = 72-nd order
model of the the gramophone horn response in sect. §4.5.
The RBPF is executed using the dynamic TVAR parameter model forN = 500 par-
ticles. The source and channel order, Q and P, as well as the Markov variance terms
Σat and σ2φvt are assumed known.
The resulting segmental SRR, LSD and BSD for the RBPF estimate and the rever-
berant observed signal are summarised in Table 7.1. An improvement of ∆ SRRdB =
8.99dB from a segmental SRR of −4.89dB for the observed signal to 4.10dB of the RBPF
estimate is achieved. Furthermore, the LSD is from 1.35dB of the observed signal to
0.56dB of the estimate signal, i.e., an improvement of 0.79dB or 58% relative to the
observed signal LSD.
Segmental SRR LSD BSD
Observed signal −4.89 1.35 0.17
RBPF estimate 4.10 0.56 0.01
Improvement 8.99 0.79 0.16
Table 7.1: Distortion measures for synthetic data comparing the RBPF estimate and observed
signal distortion.
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(a) Comparison of actual (dashed) and estimated (solid) channel pa-
rameters for b1 (red), b3 (blue), b6 (black) and b8 (green).
















(b) Experiment in Fig. 7.4a for 10 Monte Carlo runs.
Figure 7.4: Convergence of the channel parameter and pole estimates with the actual channel.
The improvement in the signal quality is visible in the time-domain signal. The
envelopes of the observed, source, and estimated signals are shown in Fig. 7.3. The
zoomed-in section between 900 − 950 samples highlights that the estimated signal
accurately approximates the dynamic behaviour of the source signal. The estimated
signal requires approximately 1000 samples to converge towards the source signal.
As particle filters are sequential estimators, the same estimation performance should
be evident for the whole cycle of samples and so-called ‘burn-in’ periods, observed
in Markov chain Monte Carlo approaches, should not occur. However, as shown in
Fig. 7.4a, the channel parameter estimates require approximately 1500 samples to con-
verge towards a steady state. The corresponding 95th convidence intervals for b3 and
b8 are shown in Fig. 7.4b. Fig. 7.4b shows the convergence of the channel parameters
for a repetition of the same experiment over 10 Monte Carlo runs. Fig. 7.4b therefore
demonstrates that the parameters converge to the same values for multiple runs of the
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Figure 7.5: Confidence interval (grey area) of estimated parameters b3 (top) and b8 (bottom)
for 1Monte Carlo run vs. actual parameters (red).
algorithm.
As the source signal estimation is dependent on the channel estimates, inaccurate
channel estimates can cause inaccurate source signal estimates. Thus, the initial ‘burn-
in’ period of the source signal is due to the convergence time required for the channel
estimates. This claim can be confirmed by executing the RBPF for the same data and
setup assuming that the channel parameters are known.
Similar to the parameters, the channel poles converge towards the pole locations of
the horn response within approximately 1500 samples. Fig. 7.6a shows that the initial
estimated poles between t = 1, . . . , 625 are scattered over the unit circle. Nonethe-
less, after the channel estimate has converged, the poles approximate those of the
gramophone horn model accurately, as shown by the trajectory of poles between




















(a) Initial trajectory of poles between t = 1 (red) and





















(b) Trajectory of poles between t = 4900 (yellow) to t =
5000 (red) samples.
Figure 7.6: Convergence of the channel parameter and pole estimates with the actual channel.
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Segmental SRR LSD
Observed signal −6.59 1.67
LP residual technique [79] 2.97 1.59
RBPF estimate 2.97 1.35
Improvement of RBPF over observed signal 9.56 0.31
Improvement of RBPF over [79] 0 0.24
Table 7.2: Distortion measures for speech data comparing the RBPF estimate and observed
signal distortion.
located very closely to each other. Therefore, the convergence of some parameters
towards a false solution could be due to identifiability issues between the closely po-
sitioned poles.
7.4.2 Speech data
The experiment is repeated for the 2.62s long sentence “In the long run, it pays to buy
quality clothing.” uttered by a male American and downsampled to 4kHz. Again, the
signal is distorted by WGN of SNR 35dB. Due to the low sampling frequency, the high
frequency components of the 72-nd order channel model of the 11.025kHz gramo-
phone horn response would not taken into account. Instead, the 8-th order model is
used instead to filter the noisy speech signal.
The RBPF is run for 1000 particles, again using Q = 15 source and P = 8 chan-
nel parameters. The resulting distortion measures are summarised in Table 7.2. The
RBPF achieves an improvement of∆ SRRdB = 9.56dB compared to the observed signal
SRR of −6.59dB to an estimated SRR of 2.97dB. The LSD is improved by 0.31dB from
1.67dB in the observed signal to 1.35dB in the estimated signal. This improvement
can be particularly well demonstrated on the actual speech signals. Audio samples
of the anechoic speech, observed, and estimated signal can be found on the attached
compact disc (CD) in the folder ‘Chapter 5-6 - TVAR and PFS model’. The observed sig-
nal exhibits metallic distant sound, whereas the estimated signal reduces the metallic
sound significantly.
For a comparison to existing blind dereverberation techniques, the same signal is
processed using the linear prediction (LP) residual technique by Yegnanarayana and
Satyanarayana Murthy [79] as discussed in sect. §2.5 on page 23.1 A LPC order of
P = 10 and a frame length of 20ms is assumed. As summarised in Table 7.2, the LP
residual technique results in a segmental SRR of 2.97dB and a LSD of 1.59. An audio
sample of the estimated signal can be found on the attached CD in the folder ‘Chapter
1The author would like to thank Dr Nikolay D. Gaubitch for the implementation of the algorithm.
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Figure 7.7: Comparison of the anechoic, reverberant, and estimated speech signal, “In the long
run, it pays to buy quality clothing.” at fs = 4kHz, between 0.2− 0.5s.
5-6 - TVAR and PFS model’, demonstrating that the improved signal still retains signif-
icant metallic sound effects from the horn response.
Hence, the RBPF performs as well as the LP technique in [79] in terms of the seg-
mental SRR. Furthermore, the RBPF achieves improvement of 0.24dB compared to
the technique in [79]. The provided audio samples demonstrate improved quality of
speech of the RBPF estimate as compared to the signal processed by the LP residual
technique. The significant improvement in audio quality of the RBPF over [79] de-
spite equal segmental SRR demonstrates that the ability to predict subjective speech
quality using the segmental SNR is limited due to the lack of modelling of the audi-
tory system. This is partially due to the fact that the signal energy during intervals
of silence (e.g., breathing pauses or short breaks between words) is small, such that
the segmental SNR in intervals of silence can take large negative values, thus biasing
the overall measure. In order to circumvent this effect, silent frames should either be
excluded from the signal, or the segmental SNR should be floored to a small value,
e.g., by limiting SNRseg in a range of [−10dB, 35dB] in order to avoid voice activity
detection [210].
The improvement of the estimated signal over the reverberant signal and the close
approximation of the underlying anechoic speech signal are reflected by the compar-
ison of the time-domain signals. A zoomed in version plotting the corresponding












































Figure 7.8: Spectrograms of the anechoic, reverberant, and estimated speech signal, “In the
long run, it pays to buy quality clothing.” at fs = 4kHz. Color scale from dark
red (high energy) to dark blue (low energy) indicates the dynamic range of the
signal between 1dB and −7dB.
signals between 0.125 and 0.25s is shown in Fig. 7.7. As illustrated in more detail
between 0.1875 − 0.1937s, the anechoic is approximated accurately by the estimated
signal. Even at abrupt changes in the speech variation (see, e.g., at 0.225s), the speech
model adapts quickly to the changes in variability, leading to accurate estimates.
The spectrograms of the anechoic, reverberant and estimated signals are plotted in
Fig. 7.8. Comparing the observed and anechoic source signal (top and centre graph),
reverberation and noise mainly remove high energy components from the baseband
between 0 − 500Hz and introduce high energy in the subband between 1.75 − 2kHz,
where the anechoic signal consists mainly of low energy components. Furthermore,
energy is smeared in the observed spectrogram into the anechoic low-energy time-
segment between 2.25 − 2.6s. The estimated signal partially reconstructs the high-
energy components in the baseband between 0 − 500Hz and reduces the high energy
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Figure 7.9: Autocorrelation functions of the observed signal (top), anechoic speech signal (cen-
tre), an estimated signal (bottom).
components in the time-segment between 2.25− 2.6s.
The smearing of high energy components into the last time-segment is illuminated
upon by Fig. 7.9, illustrating the autocorrelation of the three signals, i.e., the similarity
between samples as a function of the lag between them. It can be seen that the ob-
served signal is correlated up to lags of 250 samples, whereas the source signal shows
autocorrelations of up to approximately 75 samples. The effect of increased autocorre-
lation in the observed signal is due to the all-pole filter operation of the channel, relat-
ing the current samples to a linear combination of past sample trajectories. This also
explains the smearing of high energy components into the low-energy time segment in
the spectrogram of the observed signal. As can be seen from the autocorrelation func-
tion of the estimated signal, the short-lagged autocorrelation of the anechoic source
signal is restored to a large extent. Hence, the high-energy components in the last
time-segment of the estimated spectrogram are reduced as compared to the observed
signal.
7.4.3 Investigation of performance for different phoneme types
In order to investigate the suitability of the model for different phoneme types in
speech signals, four types of speech sounds are extracted from a database of 10 sen-
tences uttered by a female American speaker from the Texas Instruments, Inc., and
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Phoneme type Segmental SRR LSD
Fricatives Observed signal −3.11 1.19
RBPF estimate 2.14 0.82
Improvement 5.25 0.37
Stop consonants Observed signal −2.65 1.261
RBPF estimate 4.16 1.268
Improvement 6.81 −0.007
Vowels Observed signal −2.70 1.17
RBPF estimate −0.88 1.79
Improvement 1.82 −0.62
Semivowels Observed signal −4.19 1.28
RBPF estimate 0.42 1.74
Improvement 4.61 −0.46
Table 7.3: Distortion measures for speech data comparing the RBPF estimate and observed
signal distortion.
Massachusetts Institute of Technology (TIMIT) database at fs = 16kHz, i.e.,
1. vowels (e.g., /iy/, /ae/),
2. semivowels (e.g. /r/, /l/),
3. fricatives (e.g., /sh/, /z/), and
4. stop consonants (e.g., /b/, /d/).
The phoneme types are concatenated into four separate synthetic speech sequences,
each of which contains only one sound type. The signals are downsampled to fs =
4kHz and distorted by WGN of SNR 35dB and convolved with the 8-th order gramo-
phone horn model.
The four sound type sequences are processed using the RBPF using 1000 parti-
cles. Speech is typically modelled using 15 AR parameters. Hence, the RBPF assumes
Q = 15 and P = 8. The resulting SRR and LSD values are summarised in Table 7.3.
The dynamic TVAR parameter model is particularly apt at modelling fricatives and
stop consonants with SRR improvements of 5.25dB and 6.81dB respectively. How-
ever, issues are encountered with modelling vowels and semivowels. For both types,
the estimates cause LSDs degradations. For vowels, the SRR improvement is as little
as 1.82dB. The modelling accuracy of fricatives and stop consonants and inaccuracy
for vowels and semivowels can be illustrated well by means of the time-domain signal
plots in Fig. 7.10. The envelopes of the anechoic signals for the fricative sounds and
stop consonants are accurately captured by their corresponding estimates. However,
the estimated envelopes for the vowels and semivowels seem to rather attenuate the
overall observed signal than model that of the anechoic source signal.





Figure 7.10: Comparison of the anechoic source, observed, and estimated signals for four
speech sequences containing either fricatives, stop consonants, vowels, or
semivowels.
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Figure 7.11: Improvement in SRR by using multiple sensors
7.4.4 Improving estimates by using multiple sensors
The estimates can be improved upon by using multiple sensors, M > 1, in order to
exploit spatial diversity. As the source-sensor positions are different for each sensor,
m ∈ M, the RIR between each sensor and the source is unique. Hence, the channel
parameters characterising the RIR differ between sensors.
To illustrate this, consider perturbing the pole positions of the 8-th order all-pole
model of the gramophone horn to generate M = 5 distinct variants of the channel
response. The channel between the first sensor, m = 1, and the source is assumed to
be the original 8-th order response. For the remaining four channels, the radii of the
poles are randomly perturbed by a WGN with variance 0.0005. The phases are per-
turbed with a variance of 0.005. Corresponding poles lying outside of the unit circle
are redrawn until a stable channel model is generated. A synthetic source signal is
generated as described in sect. §7.4.1 forQ = 15 source parameters and is filtered with
each of the five channel responses. Four experiments of the RBPF are then executed
using 500 particles forM = 2, . . . , 5 sensors.
The improvement in the segmental SRR for the experiments is shown in Fig. 7.11.
The results indicate that the performance of the RBPF can be significantly increased
by using multiple microphones.
The experiment based on perturbations of the gramophone horn response, is, how-
ever, a rather artificial example for multi-sensor processing. Conclusive results about
the exact improvement of the enhancement performance should therefore be made
using realistic impulse responses instead. However, realistic RIRs are typically char-
acterised by 600 − 1000 poles for fullband signals of sampling frequencies between
8− 16kHz and depending on the reverberation time and dimensions of the room. Es-
timation of 1000 resonant poles close to the unit circle not only leads to identifiability
issues between poles but also induces a significant computational burden as will be
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(b) MARBLE speech estimate
(a) Reverberant, noisy observed signal
(a) Increasing reverberation time, T60.












(b) MARBLE speech estimate
(a) Reverberant, noisy observed signal
(b) SRR improvement with increasing number of
sensors














(b) MARBLE speech estimate
(a) Reverberant, noisy observed signal
(c) SRR improvement with increasing separation be-
tween sensors
Figure 7.12: Indicative results of the subband RBPF performance for increasing reverberation
time, number of sensors and separation between sensors.
discussed in Chap. 10. The same chapter thus proposes that subband methods should
be used for blind speech dereverberation of realistic RIRs, e.g., using responses gener-
ated by the ISM in sect. §4.3.
Therefore, for indicative results for realistic RIRs, a shoe-box room of dimensions
2.78× 4.68× 3.2m (width × depth × height) is simulated using the ISM at a subband
of fs = 500Hz for T60 = 0.2s using a setup similar to Fig. 9.4 on page 178: one sensor is








where xo = 3.265m, yo = 1.17m and zo = 1.3m. The source is located on the West side




where xs = 1.54m,
ys = 1.98m and z0 = 1.7m.
The sentence “She had your dark suit in greasy wash water all year” from the
TIMIT database uttered by a male American speaker is down-sampled to 500Hz and
distorted by WGN varying according to a random walk and of SNR 25dB. The RBPF
is executed for 50 particles over 10 Monte Carlo runs. The experiment is repeated for
T60 times in increments of 0.2s until T60 = 1.8s. The segmental SRR is computed for
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each set of results and is plotted in Fig. 7.12a. Whilst the SRR of the observed signal
decays from approximately −6dB for T60 = 0.2s to −19dB for T60 = 1.8s, the SRR of
the estimated signal only decays by about 1dB between reverberation times between
0.2− 1.8s. The marginal degradation of the RBPF estimate SRR compared to the rapid
degradation in the observed signal SRR therefore suggests that the RBPF is compara-
tively robust against increases in reverberation time.
Next, the experiment is repeated for T60 = 0.45s for the number of sensors increas-
ing over M = 1, . . . , 10. Again, the resulting SRR of the observed signal and RBPF are
plotted in Fig. 7.12b. The SRR of the signal increases from 0dB for a single sensor to
5dB for ten sensors. Multi-sensor processing can therefore lead to significant SRR im-
provement. The performance of multi-sensor processing can be further improved by
increasing the inter-sensor distance in order to exploit spatial diversity. As indicated
in Fig. 7.12c, the performance for M = 2 sensors can be improved by approximately
2dB by increasing the sensor separation by 0.6m.
7.5 Discussion
This chapter introduced a dynamic TVAR speech parameter model for the RBPF,
where the source parameters are assumed to vary according to a smooth random walk.
Experimental results were presented on synthetic and speech data convolved with a
gramophone horn response. Results demonstrated segmental SRR improvements of a
reverberant signal 9.3dB and an LSD improvement of 0.31dB. Audio samples demon-
strated the improvement in signal quality of the estimated signal over the observed
signal.
A survey on individual speech sounds showed that the dynamic TVAR parame-
ter model is particularly apt at modelling fricatives and stop consonants. However,
the model struggles with vowels and semivowels in particular. Therefore, the TVAR
parameter model accurately models unvoiced speech. Enhancement can be improved
by accurately modelling the speech production mechanism for voiced speech sounds.
Chap. 8 therefore proposes a novel speech model based on parallel formant synthesis.
Chapter 8
Articulatory-based speech model using
parallel formant synthesis
8.1 Introduction
The dynamic time-varying AR (TVAR) source parameter model in Chap. 7 facilitates
accurate blind speech dereverberation for fricatives and stop consonants, i.e., for un-
voiced speech. However, no prior information besides the random walk on the TVAR
parameters is assumed that would otherwise bias the model to follow a specified
variation, such as harmonic or plosive behaviour. Therefore, the TVAR parameter
model can be improved upon by exploiting prior knowledge about the human speech
production mechanism in order to improve blind dereverberation for quasi-periodic,
voiced speech segments.
As discussed in sect. §3.4.3, parallel formant synthesizers (PFSs) are popular speech
models in the speech synthesis community for modelling the formants of the vocal tract
by means of a concatenation of several resonator circuits. Formants are defined as the
spectral peaks in the speech spectrum [211], corresponding to the resonances in the
human vocal tract. Therefore, this chapter proposes to parameterise the TVAR source
model from a PFS perspective. As resonator circuits can be described using second-
order autoregressive (AR) models, the PFS can be written in the state space form re-
quired by the Rao-Blackwellized particle filter (RBPF) in eqn. (6.9) on page 115. In the
speech synthesis community, the AR process is driven by the resonant frequency and
bandwidth which are set manually using an amplitude control driving the resonator
circuit. In speech estimation, knowledge of the resonant frequency and bandwidth
are not available. Thus, an appropriate parameter model in terms of the resonant fre-
quency and bandwidth is required.

















Figure 8.1: Parallel formant synthesiser.
This chapter therefore investigates the relation between the TVAR parameters and
the frequencies and bandwidths of the resonators. Based on these results, a novel
parameter model in terms of the partial correlation (PARCOR) coefficients of the res-
onator circuit is developed, enforcing both stable parameters and resonant frequencies
between 0 and π corresponding to valid 3dB bandwidths.
The resulting model is incorporated in the RBPF and results for speech data and
different phonemes are presented and compared to the results obtained using the dy-
namic TVAR parameter model in Chap. 7. Results indicate improved enhancement of
the speech signal for vowels, fricatives and consonants using the proposed PFS model
over the dynamic TVAR parameter model.
This chapter is thus structured as follows: Sect. §8.2 derives the TVAR signal model
of the parallel formant synthesizer. Sect. §8.3 motivates the investigation for a novel
PFS parameter model. Sect. §8.4 investigates the relationship between stable TVAR
parameters and resonant frequencies corresponding to valid 3dB bandwidths in the
magnitude response. Sect. §8.5 derives the proposed novel parameter model based on
a random walk on the PARCOR coefficients of the resonator circuit. Sect. §8.6 presents
results for speech data and a comparison to the results in Chap. 7. Conclusions are
draw in sect. §8.7.
8.2 System model
PFSs simulate the formants of the human vocal tract by means of several resonant
circuits connected in parallel as discussed in sects. §3.2.2 and §3.4.3 on page 36 and on
page 57 and illustrated in Fig. 8.1. Each resonator signal obeys the second-order TVAR
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process in eqn. (3.36) on page 58, i.e.,
xt,k = a1,t,k xt,k−1 + a2,t,k xt,k−2 + gt,k vt,k, vt ∼ N (0, 1) . (8.1)
where k ∈ K and where K is the number of resonators in the PFS model, gt,k is the




are the TVAR parameters describing
the second-order resonator circuit. In speech synthesis, each resonator circuit is driven
by an amplitude control, defining the resonant frequency and bandwidth, ft,k and Bt,k
respectively, of the resonator. As, by definition, resonator circuits have resonant poles,


















where rt,k is the radius φt,k is the phase of the complex poles corresponding to the
TVAR parameters, which can be related via eqn. (3.45) on page 61, i.e.,
a1,t,k = −2rt,k cosφt,k a2,t,k = r2t,k (8.3)
It is important to note that eqn. (8.2a) is only valid for poles close to the unit circle,
i.e., rt,k ≈ 1. Eqn. (8.2b) is generally valid for a one-pole system only according to
sect. §3.4.3.3 on page 59, as discussed in sect. §3.4.3.2 on page 59. Again, eqn. (8.2b)
approximates the bandwidth of resonator circuits for rt,k ≈ 1 only.

































, vt ∼ N (02×1, I2) . (8.4)
The PFS source model can be expressed in the form required by eqn. (6.9) on page 115
by augmenting all K resonator output in one state space, i.e.,
xt = Atxt−1 + Σvtvt, vt ∼ N (02×1, I2) , (8.5)
where {aq,t,k : q ∈ Q, k ∈ K} are given by eqn. (8.2), and the states are defined as xt ,
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[
x1,t x1,t−1 . . . xK,t xK,t−1
]T
. The source transition model is given by
At , diag
[




a1,t,1 a2,t,1 . . . 0 0




0 0 . . . a1,t,K a2,t,K
0 0 . . . 1 0

(8.6)
and the process noise matrix is composed of
Σvt ,
[




The speech signal is constructed by summing over the resonator outputs as expressed





The source model of the PFS model in eqn. (8.5) is hence of the form as required for
the RBPF in eqn. (6.9) in on page 115.





The analytically tractable variables now contain the resonator outputs of the PFS model





. As the source parameters in eqn. (8.5) are
determined by the resonant frequency and bandwidth and the process covariance cor-
responds to the resonator gain, the time-varying, untractable unknown variables are








, where the vector of resonant frequencies is defined
as ft =
[
f1,t . . . fK,t
]T
, the bandwidths are given by Bt =
[
B1,t . . . BK,t
]T
, and
the gains are gt =
[
g1,t . . . gK,t
]T
. It is therefore desirable to specify the proposal
distribution of the RBPF in terms of the resonant parameters, ft, Bt and gt, rather than
the TVAR parameters.
8.3 Sampling of the resonant frequency and bandwidth
Sect. §8.2 introduced the speech signal model of the PFS model. Similar to the TVAR
model in Chap. 7, the dynamic of the modelled speech signal is determined by the
model parameters. As the PFS model is parameterised in terms of ft,k and Bt,k, mod-
els on the resonant frequency and bandwidth are required.
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In order to investigate the time-varying behaviour of the formant frequencies, the
Q = 12 AR coefficients of the speech model are extracted from the sentence “She had
your dark suit in greasy wash water all year.” uttered by a female American speaker at
fs = 16kHz with a duration of 3.87s (i.e., 62, 055 samples). Using the twelve extracted
TVAR coefficients, the speech sequence is modelled as an AR process of 8000 samples
length. In other words, an all-pole filter characterised by the extracted TVAR coeffi-
cients is excited by white Gaussian noise (WGN) to generate a synthetic signal. The
corresponding magnitude responses varying with time are shown in Fig. 8.2. As the
process is of order twelve, Q/2 = 6 formants (or spectral peaks) are extracted from the
magnitude response using the approach in [212]. The resulting trajectories of resonant
frequencies with time over a period of 1000 samples are shown in Fig. 8.3.
From Fig. 8.3 it can be seen that the resonant frequencies vary relatively slowly
with time, with a variation of up to 500Hz and spectral magnitudes variations by up
to 10dB between t = 1 and t = 800. The slow variation suggests that the resonant
frequencies could be modelled as a random walk. Furthermore, as gt,k in eqn. (3.36)
is equivalent to σvt in eqn. (3.18) on page 48, the resonant gain can be modelled as a
random walk as well according to eqn. (3.13) on page 42. Beierholm and Winther [111]
therefore propose to sample the resonant frequencies, bandwidths, and resonant gain
from a first-order Markov chain, i.e.,
fk,t = fk,t−1 + δf rfk,t , rfk,t ∼ N (0, 1) (8.9a)
Bk,t = Bk,t−1 + δb rBk,t , rBk,t ∼ N (0, 1) (8.9b)
lngk,t = lngk,t−1 + δg rgk,t , rgk,t ∼ N (0, 1) . (8.9c)






















Figure 8.2: Variation of the spectral magnitude response between t = 1 (black) and t = 8000
(white).
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Figure 8.3: Variation of the first five formant frequencies during the utterance ‘iy’ by a female
speaker at fs = 16kHz.
where the Markov parameters on the frequency, bandwidth and gain, δf, δB, and δg,
are assumed constant and known. Note that the random walk is modelled on the log-
gain due to the relation between the variance and the gain in eqn. (3.36).
In order to relate the resonant frequency and bandwidth to the TVAR parameters,
Beierholm and Winther [111] utilise the relation in eqn. (8.2) on page 149. However,
eqn. (8.2) is only valid for poles close to the unit circle. Whilst this is a valid assump-
tion in speech synthesis, where the resonant frequency and bandwidth are known and
necessarily generate resonant poles, this assumption is not necessarily true for speech
estimation. In fact, according to eqn. (8.9), the poles can be located anywhere inside
and outside of the unit circle. Furthermore, the random walk in eqn. (8.9) is not con-
strained to generate valid resonant frequencies between 0 and π.
Although stability and frequencies bounded between 0 and π can be enforced us-
ing the methods discussed in sect. §3.4.1.1 on page 49, constraints on the region within
the unit circle is still necessary to enforce resonant poles. Therefore, the following
general relation between the resonant frequencies and bandwidths to the poles of the
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(1+ r2k,t) cosφk,t ± (1− r2k,t) sinφk,t
)}
. (8.12)
However, as only the frequency, fk,t and bandwidth, Bk,t, are available, four un-
knowns, i.e., the pole radius and phase, rk,t and φk,t respectively, and the upper and
lower band-edge frequencies, ωu and ω` respectively, need to be solved from two
knowns. Clearly, this system is underdetermined and a unique solution does not exist.
Using a general relation valid over the whole unit circle between the resonant pa-
rameters and the TVAR coefficients resolves the issue of invalid transformations be-
tween the resonant frequency and bandwidth and the TVAR parameters. However, as
the frequency response becomes increasingly flat with decreasing pole radius, AR pa-
rameters with poles sufficiently close to the origin correspond to magnitude responses
where no band-edge frequencies can be identified and a valid 3dB bandwidth does
not exist. Vice versa, valid resonant frequencies and 3dB bandwidths do not necessar-
ily ensure stable poles as marginally or unstable pole positions close to the unit circle
correspond to magnitude responses with well defined peaks. Therefore, a random
walk on the resonant frequencies and bandwidths is deemed inappropriate for the
modelling the resonant parameters of the PFS model. Therefore, a sampling scheme is
necessary that enforces stable parameters corresponding to valid resonant frequencies
and bandwidths.
Sect. §8.4 thus investigates the relation between stable AR parameters and valid
resonant frequencies and 3dB bandwidths. The region of stable AR parameters cor-
responding to valid resonant parameters is derived. As this region corresponds to a
rather complicated shape in both the parameter space as well as the z-plane (i.e., the
pole space), the shape of the valid and stable region of parameters is approximated
and approximation accuracy compared for three different parameter spaces. Based
on the most accurate approximation, the importance sampling scheme is revised in
sect. §8.5 to ensure stable and valid parameters only. Experimental results, compar-
ing the proposed novel source model, amongst others, to the PFS model in sect. §8.4
and the TVAR model in Chap. 7 are discussed in sect. §8.6 and conclusions drawn in
sect. §8.7.
154 Chapter 8. Articulatory-based speech model using parallel formant synthesis
(a) Region of stable poles generating valid 3dB band-
widths.















(b) Region of stable parameters generating valid 3dB
bandwidths. Parameters underneath black line
correspond to the stable parameters illustrated in
Fig. 3.15 on page 61.
Figure 8.4: Regions corresponding to stable AR parameters with valid resonant frequencies
and 3dB bandwidths (grey areas), obtained by evaluating a grid of poles inside the
unit circle for eqns. (3.40) and (3.41).
8.4 Admissible regions
Letting the resonant frequency and bandwidth of the resonators evolve according to
an uncounstrained random walk can lead to a physically incoherent source model. In
order to develop a source model that a) ensures stable parameters and b) valid res-
onant frequencies and bandwidths , the relationship between ft,k, Bt,k and aq,t,k in
eqns. (3.40) and (3.41) is investigated. A grid of 200 × 200 poles is generated within
the unit circle, i.e., with pole radius 0 ≤ rt ≤ 1 and phase 0 ≤ φt ≤ π. For each pole,
the resonant frequency and 3dB bandwidth in eqns. (3.40) and (3.41) are evaluated.
Only if the 3dB bandwidth, Bt, exists and both Bt and the resonant frequency, ft, lie
between 0 and π, the stable pole corresponds to a valid 3dB bandwidth and resonant
frequency. As a sanity check, the magnitude response, |Ht(ω)|, of each pole pair is
plotted in order to ensure that spectral peaks of at least 3dB magnitude can be identi-
fied. The region of stable poles corresponding to valid resonant frequencies and 3dB
bandwidths is found identical for both experiments and displayed as a grey shape in
Fig. 8.4a. The corresponding stable AR parameters with valid resonant frequencies
and 3dB bandwidths are shown in Fig. 8.4b. Whilst the stable and valid region in the
z-plane resembles an hour-glass shape, the stable and valid area in the AR parameter
space looks akin to a hybrid shape between a triangle and an ellipse.
Due to the unusual shape of the valid and stable regions in both the pole and pa-
rameter space, an exact description of the regional shape is not obvious and cannot
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be found straightforwardly. Instead, approximations are required. Sect. §8.4.1 thus
examines the approximation of the stable and valid region of AR parameters, whilst
sect. §8.4.2 considers the approximation in the pole space. As discussed in sect. §3.4.3
on page 57 ff., the TVAR source model can also be described in terms of the reflec-
tion (or PARCOR) coefficients of a lattice structure. PARCOR models are particularly
popular models in speech processing applications due to their direct relation to the
reflection coefficients of the vocal tract as well as parameters that are guarantee stabil-
ity of the process. Therefore, sect. §8.4.3 examines the valid and stable region and its
approximation in the PARCOR coefficient space.
8.4.1 Admissible regions in parameter space
As illustrated in Fig. 8.4b, the region of AR parameters corresponding to stable coeffi-
cients and valid resonant frequencies and 3dB bandwidths of the PFS model resembles
a hybrid shape between a triangle and an ellipsoid. One would therefore expect to ap-
proximate the boundaries of this shape either by an ellipse or a triangle.
An ellipse centred about the origin with a1,t on the horizontal axis and a2,t on the










Solving for a2,t, eqn. (8.13) can be expressed as








Considering that, from Fig. 8.4b, a1,t is bounded by −2 ≤ a1,t ≤ 2, such that max {a1,t}2 =
4, mirroring the ellipse about the horizontal axis and shifting the origin to 1, an expres-
sion for an elliptical approximation of the shape in Fig. 8.4b can be expressed as






As max {a2,t} is unknown, eqn. (8.15) is plotted in comparison to the stable and valid
AR region for max {a2,t} = 1/10, . . . , 1 in Fig. 8.5a. However, the resulting ellipses
represent a poor approximation of the area in that either a significant amount of the
admissible region is excluded, or parts of the region corresponding to unstable param-
eters are included in the bounding function. Therefore, an elliptical approximation of
the stable and valid region in the AR parameter space seems insufficient.
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(a) Approximation of admissible region in parameter





for varying parameters α = 1, . . . , 1
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(b) Approximation of admissible region in parameter
space by triangles, where a2,t = 0.17+α
p
a21,t
for varying α = 1/4, . . . , 1.
(c) Approximation in parameter by triangle using
α = 0.4 in pole space.
Figure 8.5: Grey areas correspond to regions of stable parameters generating valid 3dB band-
widths. Area underneath thick-lined ellipse in parameter space plots corresponds
to the region of stable parameters according to Fig. 3.15.
Instead of an ellipse, the shape in Fig. 8.4b can be approximated using an isosceles








a1,t for a1,t < 0
(8.16)
The tip of the admissible region is located at approximately a2,t = 0.17, such that
max {a2,t} = 1 − 0.17 = 0.83. The gradient of the triangle stretching from the tip of
the valid region to the maximum and minimum of a1,t is therefore max {a2,t}/max {a1,t} =
0.83/2 ≈ 0.41. Shifting the tip from 0 to 0.17, the triangle that best approximates the
desired region is therefore given by
a2,t = 0.17± 0.41a1,t. (8.17)
Fig. 8.5b verifies these results by comparing the fit of the triangle in eqn. (8.17) to
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triangles with increasing gradients between α = 1/4, . . . , 1. As illustrated, gradients
steeper than 0.41 cause the omission of large portions of the valid and stable region of
AR parameters, whereas more gentle gradients include unstable AR parameters and
coefficients with invalid 3dB bandwidths and resonant frequencies to be included in
the area of support. In contrast, the triangle specified in eqn. (8.17) omits the smallest
portion of the valid regions and avoids the inclusion of invalid areas.
In order to investigate how the the triangular region of support compares to omit-
ted resonances in the frequency spectrum, i.e., poles close to the unit circle, 200 sets
of parameters are generated on the boundary lines specified by eqn. (8.17). The corre-
sponding parameters are converted to pole space using eqn. (3.45) and are plotted as a
black line in comparison to the region of stable and valid poles in Fig. 8.6b. The region
corresponding to eqn. (8.17) in the z-plane is depicted in Fig. 8.5c. From these results it
can be seen that the triangular approximation in parameter space captures the region
of support in pole space resembling an hour-glass figure well. However, due to the
omission of the elliptical sides of the shape in parameter space, the triangular approx-
imation fails to include a considerable portion of poles with radii greater than 0.8 in
pole space. The omission of these areas restricts the speech model to resonances cor-
responding to poles with phases between approximately 30◦ and 150◦. Recalling the
plot of the variation of poles with time extracted from a real speech signal in Fig. 3.10b
on page 47, poles can be exhibited in speech in the region excluded by the triangular
parameter approximation. To avoid to avoid identifiability issues of poles not con-
tained in the valid region of support of the model parameters, it is therefore desirable
to specify a more accurate approximation of the valid areas in the pole space.
8.4.2 Admissible regions in the z-plane
In order to reduce the number of resonant and valid poles excluded from the ap-
proximated region of support, the valid and stable region can be approximated di-
rectly in the z-domain rather than the AR parameter space. Again, due to the shape
of the region of support in Fig. 8.4a, an exact description of the boundaries seems
non-obvious. Ellipses are thus used instead to approximate the region. Similar to
sect. §8.4.1, an ellipse centred about the origin with max {rt} = 1 can be expressed
according to eqn. (8.14) as
φt = max {φt}
√
1− r2t , (8.18)
where the imaginary part is normalised between 0 ≤ φt ≤ 1. As the maximum of the
unsupported region in Fig. 8.4a lies at approximately 0.5, the ellipses corresponding
to max {φt} = 0.475, . . . , 0.7 are plotted in Fig. 8.6a. As the isolated plot in Fig. 8.6b
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(a) Ellipses approximating the admissible region for
α = 0.46 (bottom) to α = 1 (top).
(b) Admissible region max {0.5875}
Figure 8.6: Grey areas correspond to regions of stable parameters generating valid 3dB band-
widths.
illustrates, the best approximation is achieved for max {0.5875}, omitting the least por-
tion of the valid region and avoiding the inclusion of invalid poles.
As compared to the triangular parameter approximation in Fig. 8.5c, only a small
region of poles with rt > 0.8 is excluded. However, the elliptical pole approxima-
tion in Fig. 8.6b fails to model the lobe between 120 ≤ φt ≤ 60 and 0.4 ≤ rt ≤ 0.6.
Nonetheless, the magnitude responses are comparatively flat in this region. The flat-
ness of the magnitude response of the excluded lobe area is demonstrated in Fig. 8.7
where the responses for poles with radius rt = 0.5 and phases between 80 and 100 de-
grees are compared to the response with poles of rt = 0.9 for the same phase values.
As illustrated, the peak of the magnitude response for rt = 0.5 is approximately 3dB
high, whereas the response for rt = 0.9 reveals peaks of up to 20dB height.
Therefore, the poles in the excluded lobe only cause a negligible contribution to the
frequency response. As only only a small region of resonant poles with radii above
0.8 is omitted in the elliptical approximation of the region of support in pole space
as compared to the triangular approximation in parameter space, the elliptical pole
approximation in Fig. 8.6b using eqn. (8.18) proves a more practical option than the
triangular parameter approximation in Fig. 8.5c using eqn. (8.17).
As the approximated region of support in Fig. 8.6b still excludes a small portion of
resonant poles between 0 ≤ φt ≤ 40 and 180 ≤ φt ≤ 140. Ideally, an approximation
of the region of support should thus be identified that only excludes the central lobe
of the hour-glass shape, whilst including any valid areas close to the unit circle.
As discussed in sect. §3.4.2 on page 52, the AR parameters are not only related
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Figure 8.7: Comparison of magnitude responses for poles with radius rt = 0.5 (solid) and
rt = 0.9 (dashed) for phases between 80 and 100 degrees.
to the complex poles in z-plane, but can be interpreted as PARCOR coefficients of a
lattice structure. An investigation of the region of support in the PARCOR space thus
appears as an interesting alternative to the discussions in pole and parameter space in
sects. §8.4.1 and §8.4.2.
8.4.3 Admissible regions in PARCOR space
Instead of parameterising the TVAR model in terms of AR coefficients using a direct-
form infinite impulse response (IIR) structure, the model can be represented by a lat-
tice IIR structure and hence parameterised in terms of the reflection coefficients de-
scribing the lattice. As shown in sect. §3.4.2.1 on page 54, the reflection coefficients of
the lattice structure correspond to so-called PARCOR coefficients, describing the rela-
tion between the forward and backward lattice structure. This description is directly
related to the relation between the propagated and reflected sound waves at junctions
in the acoustic tube, such that the reflection, or PARCOR, coefficients of the lattice
structure are equivalent to the reflection coefficients of the vocal tract transfer func-
tion (see sect. §3.4.2.2). Due to this physical interpretation, the reparameterisation of
the TVAR speech model in terms of PARCOR coefficients is thus extensively applied
in various speech processing applications [107, 142, 144, 145].
Recalling the discussion in sect. §3.4.2 on page 52, the TVAR parameters are related
to the PARCOR coefficients for a second-order model via eqns. (3.28a) and (3.28b) on
page 54, i.e.,
a1,t = ψ1,t (1+ψ2,t) (8.19)
a2,t = ψ2,t. (8.20)
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(a) Admissible region (b) Region of stable parameters generating valid 3dB
bandwidths. Parameters underneath black line
correspond to the stable parameters illustrated in
Fig. 3.15 on page 61.
Figure 8.8: Grey areas correspond to regions of stable parameters generating valid 3dB band-
widths.
whereψ1,t andψ2,t are the two reflection (or PARCOR) coefficients of the lattice struc-
ture. Similar to sect. §8.4.2, the area of stable AR parameters corresponding to valid
resonant frequencies and 3dB bandwidths can therefore be reflected into the PARCOR
coefficient domain using eqn. (3.28). The resulting region is shown as a grey shape in
Fig. 8.8a. This shape strongly resembles the region of support in AR parameter domain
in Fig. 8.4b and, again, resembles a hybrid between a triangle and ellipse. Contrary
to the shape in AR parameter domain, however, the body of the shape appears more
rounded and voluminous. An ellipse using max {ψ1,t} = 1 is therefore fitted to the
region of support in PARCOR parameter space, where
ψ2,t = 1− max {ψ2,t}
√
1−ψ21,t. (8.21)
The ellipses for max {ψ2,t} = 0, . . . , 2/3 are shown in Fig. 8.8a as black lines. It can be
seen that max {ψ2,t} = 2/3 delivers the most accurate approximation of the region of
support, omitting the triangular central lobe of the shape without including any in-
valid PARCOR coefficients.
The elliptical PARCOR parameter approximation is transformed into the z-plane
to draw conclusions about the omission of resonant poles as discussed in sects. §8.4.1
and §8.4.2. The elliptical PARCOR approximation is thus compared to the valid and
stable region of support in pole space in Fig. 8.8b. Compared to Figures 8.5c and
8.6b, the PARCOR approximation omits the central lobe between 60 ≤ φt ≤ 120 and
0.4 ≤ rt ≤ 0.6 like the elliptical pole approximation in sect. §8.4.2. However, unlike
either the pole or the AR parameter approximation, the PARCOR approximation does
Section 8.5. Reparameterisation of the source for stability 161
not exclude any resonant poles close to the unit circle. Therefore, the approximation
in PARCOR parameter space provides the most accurate approximation of the region
of support in the z-plane as compared to the approximation in pole space or AR pa-
rameter space.
Hence, the sampling scheme in sect. §8.3 should be reparameterised in terms of
valid PARCOR coefficients. As an expression for boundaries on the PARCOR param-
eters is available through eqn. (8.21) as illustrated in Fig. 8.4.3, PARCOR coefficients
corresponding to valid frequencies and stable parameters can be enforced by trans-
forming the samples into valid and stable variates. Hence, instead of sampling the
resonant frequencies and bandwidths from an unconstrained random walk as pro-
posed in [111] and discussed in sect. §8.3, the PARCOR coefficients are sampled from
a random walk and projected into the boundaries enforcing stable parameters and
valid frequencies. Parameterisation of the model in terms of PARCOR coefficients and
enforcing samples from the valid region of support in Fig. 8.8a hence avoids instability
of the TVAR parameters, as well as invalid resonant frequencies and 3dB bandwidths.
8.5 Reparameterisation of the source for stability
Rather than modelling the resonant frequency and bandwidth of the resonators as a
random walk, the PARCOR coefficients of the resonator are modelled as









is the covariance of
the coefficients. In order to ensure that the samples lie within the region of support
illustrated in Fig. 8.8a samples drawn from eqn. (8.22) that lie outside of the region
need to be reflected back into the valid area. Similar to enforcing stable AR parameters
as discussed in sect. §3.4.1.1, valid and stable PARCOR coefficients can be obtained by
the introduction of an indicator function that accepts the generated sample if it is valid
and stable or rejects it otherwise. However, as in the case for AR parameters, the rejec-
tion of samples can lead to the depletion of computational effort and numerical issues.
Instead of rejecting unstable or invalid samples, it is proposed to utilise bounded
functions to transform all samples into a bounded area. Any bounded function, e.g.,
inverse trigonometric functions such as the arctan or arcsin, can be used. In this chap-
ter, the inverse logit is utilised. The logit of a number 0 ≤ υ ≤ 1 is defined as
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(a) logit of 0 ≤ υ ≤ 1













(b) logit−1 of −10 ≤ υ ≤ 10
Figure 8.9: Definition of the logit for creating samples bounded between two values
such that −∞ ≤ χ ≤ ∞ (see Fig. 8.9a). The inverse logit-function is thus bounded
between 0 and 1 for any variable −∞ ≤ χ ≤ ∞, where




as shown in Fig. 8.9b. Therefore, any unbounded variable, χ ∈ R, can be bounded
between 0 and 1 by applying eqn. (8.24).
The stable and valid area of PARCOR coefficients in Fig. 8.8a are constrained be-
tween −1 ≤ ψ1,t ≤ 1 and 1 ≤ ψ2,t ≤ 1 − 2/3
√
1−ψ21,t, whereas the inverse logit is
defined between 0 and 1. Eqn. (8.24) should thus be modified to account for any lower
limit in order to accommodate the boundaries set by the region of support in PARCOR
parameter space. Shifting and scaling eqn. (8.24) by some lower limit, α, the inverse




= α+ (1− α) logit−1(χ).
where α ∈ R.
The boundary conditions for stable and valid PARCOR coefficients can thus be
enforced by firstly drawing an auxiliary sample of the two PARCOR coefficients ac-
cording to eqn. (8.22), i.e.,
ψ̂1,t,k = ψ1,t−1,k + σψ1,t,k rψ1,t,k (8.25)
ψ̂2,t,k = ψ2,t−1,k + σψ2,t,k rψ2,t,k (8.26)
and secondly enforcing the PARCOR coefficients to lie between −1 ≤ ψ̂1,t,k ≤ 1 and
ϕ(ψ1,t,k) ≤ ψ2,t,k ≤ 1 where ϕ(ψ1,t,k) = 1 − 23
√
1−ψ21,t,k is the elliptical approx-
imation of the region of support. Hence, the transformed PARCOR coefficients are
Section 8.5. Reparameterisation of the source for stability 163
for t > max {P,Q} do
for i = 1, . . . , N do
for k = 1, . . . K do
Importance sampling of the resonant gain, g(i)t,k, (eqn. (8.9c)) and1
auxiliary PARCOR parameters, ψ̂
(i)
t,k, (eqn. (8.25));
Transformation of auxiliary coefficients, ψ̂
(i)
t,k, to the valid and stable2
region in PARCOR coefficients space (eqn. (8.27));
Transformation of PARCOR coefficients, ψ(i)t , to source parameters,3
a(i)t,k (eqn. (3.28));
end
Importance sampling of measurement noise factor φ(i)wt (eqn. (6.5));4
Kalman filter prediction of µ(i)t|t−1, Σ
(i)
t|t−1 (eqns. (6.21a) and (6.21b)).;5
Kalman filter estimation of µ(i)b,t and Σ
(i)
b,t (eqn. (6.22));6
Kalman filter correction of µ(i)t|t , Σ
(i)
t|t (eqns. (6.21c) and (6.21d));7
Evaluation of weights w(i)t (eqns. (6.38), (6.32));8
end
Normalization of importance weights;9
Resampling;10

































Therefore, two issues with the sampling scheme in sect. §8.3 are resolved: Firstly, as
ψ0:t is enforced to lie in the stable and valid region of support shown in Fig. 8.4.3,
resonant frequencies are ensured to lie between 0 and π, whilst the corresponding
peaks are ensured to have valid 3dB bandwidths. Secondly, only one transformation
from the PARCOR to the AR parameter space is necessary, rather than several trans-
formations between the resonant frequencies and bandwidths, the AR parameter and
pole space. The proposed sampling scheme therefore facilitates a sampling scheme
avoiding multiple transformations between parameter spaces and ensuring stable pa-
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rameters that correspond to valid frequencies and bandwidths.
The proposed parameter model is therefore implemented in the PFS model to pa-
rameterise the resonator circuits. The resulting novel PFS model is implemented in the
RBPF as summarised in Alg. 8.1. Experimental results are presented in the following
section for speech data and compared to the estimated obtained using the dynamic
TVAR parameter model in Chap. 7.
8.6 Experimental results
8.6.1 Speech data
In order to evaluate the performance of the RBPF using the proposed PFS model in
Alg. 8.1 and compare it to the dynamic TVAR parameter model in Chap. 7, the experi-
ment in sect. §7.4.2 on page 138 is repeated. Using the the PFS model, the RBPF is thus
executed using 1000 particles and K = 6 resonators for the speech signal at fs = 4kHz
distorted by WGN and the 8-th order gramophone horn model.
The resulting distortion measures are summarised and compared to the results of
the dynamic TVAR parameter model in Table 8.1. The RBPF using the PFS model
achieves a segmental signal-to-reverberant component ratio (SRR) of 5.80dB and an
log-spectral distortion (LSD) of 1.22dB. Compared to the observed signal SRR of −6.59dB
and LSD of 1.67dB, a SRR improvement of 12.39dB and a LSD improvement of 0.44dB
is achieved. Compared to the estimates obtained using the dynamic TVAR parameter
model, the PFS performs 2.83dB better in terms of the segmental SRR and 0.13dB bet-
ter in terms of the LSD.
Similar to the dynamic TVAR model, the RBPF using the PFS model recovers high-
energy components in the base-band between 0 − 200Hz as illustrated by the spec-
Segmental SRR LSD
Observed signal −6.59 1.67
TVAR parameter model 2.97 1.35
PFS model in [111] 2.12 1.31
PFS model 5.80 1.22
Improvement over observed signal 12.39 0.44
Improvement over TVAR parameter model 2.83 0.13
Improvement over PFS model in [111] 3.68 0.09
Table 8.1: Distortion measures for speech data comparing the RBPF estimate and observed
signal distortion.












































Figure 8.10: Spectrograms of the anechoic, reverberant, and estimated speech signal, “In the
long run, it pays to buy quality clothing.” at fs = 4kHz. Color scale from dark
red (high energy) to dark blue (low energy) indicates the dynamic range of the
signal between 1dB and −7dB.
trogram in Fig. 8.10. Whilst energy introduced through reverberation in the silent
period at the end of the sentence are slightly reduced as compared to the observed
signal, high-energy frequency tracks are reconstructed, e.g., around 2s and between
1 − 1.3kHz. An audio sample demonstrating that the audio quality is improved over
both the reverberant observed signal as well as the dynamic TVAR source model esti-
mates in Chap. 7 can be found on the attached compact disc (CD) in the folder ‘Chapter
5-6 - TVAR and PFS model’.
In order to demonstrate improvement in dereverberation performance over the
PFS model by Beierholm and Winther, the experiment is repeated for the PFS model
in [111] as discussed in sect. §8.3. Here, importance samples of the resonant frequency
and bandwidth are drawn directly from the random walk in eqn. (8.9) and related
to the TVAR parameters of the speech model using eqn. (3.36). This approach leads
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to unbounded samples of the resonant frequencies and bandwidths and hence the
TVAR parameters. However, it was found that a direct application of this approach
leads to computational errors due to importance samples corresponding to unstable
TVAR parameters. In order to ensure TVAR parameters within the unit circle, unstable
choices are reflected back into the unit circle as discussed in sect. §3.4.1.1 on page 49.
Nonetheless, it should be noted that resonant frequencies between 0 ≤ ft,k ≤ π and
0 ≤ Bt,k ≤ π can only be enforced by choosing low variances on the corresponding
random walk. However, formant frequencies of the vocal tract can vary rapidly in
frequency bands. A low variance on the resonant frequency of the PFS model does
not reflect this rapid variation of formant frequencies.
Application of the PFS model by Beierholm and Winther [111] in the RBPF frame-
work to the speech signal described above for 1000 particles and 6 resonators, ini-
tialised at ft,k = Bt,k = π/2 results in a segmental SRR of the estimated signal of 2.12dB
and a LSD of 1.31dB. An audio sample demonstrating that the audio quality of the
PFS model according to [111] can be found on the attached CD in the folder ‘Chapter
5-6 - TVAR and PFS model’. As summarised in Table 8.1, the PFS-PARCOR model pro-
posed in this chapter thus leads to an improvement of 2.83dB in the segmental SRR
and 0.09dB in the LSD compared to the PFS model proposed in [111]. Furthermore,
both valid resonant frequencies and bandwidths as well as stable TVAR parameters
are enforced using the PFS model proposed in this chapter.
8.6.2 Investigation of performance for different phoneme types
Next, the SRR improvement of the PFS model is compared to the dynamic TVAR pa-
rameter model for different phoneme types. Hence, the experiment in sect. §7.4.3 on
page 141 over the databases of phoneme types is repeated for the PFS model. The
results in terms of the distortion measures, i.e., the SRR and LSD, are summarised in
Table 8.2 and compared to the results for the dynamic TVAR parameter model in Ta-
ble 7.3 on page 142.
From these results, it is evident that an overall improvement is achieved by us-
ing the PFS model over the dynamic TVAR parameter model. For instance, the SRR
of fricatives was improved by 3.9dB over the SRR of the dynamic TVAR parame-
ter model, whilst stop consonants are improved by 3.22dB over the dynamic TVAR
model. Signal plots in Figures 8.12a and 8.12b compare the results of the dynamic
TVAR and PFS model for fricatives and stop consonants. These figures highlight more
rapid adjustment to changes and improved accuracy in modelling the signal ampli-
tude of the underlying data by the PFS model. For fricatives, Fig. 8.12a highlights
the accurate modelling of both the PFS and TVAR model for the change from a sig-





Figure 8.11: Comparison of the anechoic source, observed, and estimated signals for four
speech sequences containing either fricatives, stop consonants, vowels, or
semivowels.
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(a) Transient segment in a fricative


















(b) Abrupt changes in consonants















(c) Harmonic segment in a vowel


















(d) Abrupt changes in semivowels
Figure 8.12: Comparison of the dynamic TVAR parameter model (blue) and the PFS model
(red) for different speech phonemes (black)
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Phoneme type Segmental SRR LSD
Fricatives Observed signal −3.11 1.19
TVAR parameter model 2.14 0.82
PFS model 6.04 0.71
Improvement over TVAR model 3.9 0.11
Improvement over observed signal 9.15 0.48
Stop consonants Observed signal −2.65 1.261
TVAR parameter model 4.16 1.268
PFS model 7.38 1.012
Improvement over TVAR model 3.22 0.256
Improvement over observed signal 1.03 0.249
Vowels Observed signal −2.70 1.17
TVAR parameter model −0.88 1.79
PFS model 3.36 1.35
Improvement over TVAR model 4.24 0.44
Improvement over observed signal 6.06 −0.18
Semivowels Observed signal −4.19 1.28
TVAR parameter model 0.42 1.74
PFS model −1.49 1.83
Improvement over TVAR model −1.91 −0.09
Improvement over observed signal 2.7 −0.55
Table 8.2: Distortion measures for speech data comparing the RBPF estimate and observed
signal distortion.
nal segment resembling WGN up to t = 3580 and the change to an almost periodic
segment thereafter. For stop consonants (see Fig. 8.12b), the PFS model captures the
abrupt changes in amplitude well. This can be particularly well seen at approximately
t = 500. In contrast, the TVAR captures less abrupt changes (as seen at approximately
t = 565), but does not capture the variation in amplitude at t = 500 as well as the PFS
model. Similarly, the PFS model approximates the sinusoidal properties of vowels in
Fig. 8.12c significantly better than the TVAR model. Due to the very short duration
and rapid variation of characteristics of semivowels, both the PFS and TVAR model
struggle to reconstruct the anechoic signal segment in Fig. 8.12d.
Vowels, whose harmonicity was insufficiently captured by the dynamic TVAR
model, are improved by 4.24dB to achieve an SRR of 3.36dB using the PFS model.
This improvement is well illustrated by the time-domain plot of the vowel approxi-
mation in Fig. 8.11c and in Fig. 8.11c: the PFS model captures the sinusoidal approx-
imates the sinusoidal variation of the underlying speech segment significantly better
than the TVAR model. In contrast, the TVAR model resembles the mean of the signal
in Fig. 7.10c rather than harmonic behaviour of the anechoic speech signal. A direct
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comparison between the PFS and TVAR model for harmonic components extracted
from the vowel segment is illustrated in Fig. 8.12c. In this figure, in can be seen that
the TVAR model attempts to approximate the sinusoidal speech envelope by a varia-
tion resembling turbulent noise. However, the PFS model captures approximates the
harmonic signal albeit slightly attenuated.
Semivowels, however, are modelled marginally better by the dynamic TVAR pa-
rameter model. Nonetheless, even the dynamic TVAR model only achieves a SRR of
0.42dB. Issues in modelling semivowels can be due to the rapid and sudden varia-
tion in what appears as “pulses” of sinusoidal functions in the signal amplitude as
illustrated in Fig. 8.11d. A comparison of both models with a speech segment of the
semivowel is shown in Fig. 8.11d, highlighting inaccurate approximation of the under-
lying speech phoneme by either model. Although the vowels in Fig. 8.11c due to their
nature as voiced phonemes exhibit strong periodic and harmonic components as well,
sinusoidal segments have a longer duration and smoothen out towards the end of the
phoneme. Instead, semivowels seem to exhibit sharp short blocks of combinations of
sinusoids and turbulent noise, starting and ending abruptly.
8.7 Discussion
In this chapter, a source signal model based on parallel formant synthesis was intro-
duced, in order to improve upon performance of the dynamic TVAR model in Chap. 7
for modelling fricatives and vowels. Three to five resonator circuits are connected in
parallel to model the three to five formants in human speech. PFSs in the speech syn-
thesis literature are parameterised by the resonant frequency and bandwidth of each
resonator circuit. In order to synthesise a speech sound, the frequency and bandwidth
are assumed known, controlling the amplitude control of the resonator. As resonator
circuits can be expressed as second-order TVAR models, the frequency and bandwidth
of the circuit can be related to the TVAR parameters of the source model.
In speech estimation, as opposed to speech synthesis, source signals are approxi-
mated without prior knowledge of the resonator frequency and bandwidth. Therefore,
a model on the resonator parameters is necessary in order to model the dynamic of
the source signal. Following the reasoning in Chap. 7, it seems tempting to model the
resonator frequency and bandwidth, rather than the source parameters, as a random
walk. However, the frequency is limited between 0 and π and the resulting spectral
peak must be at least 3dB high in order to extract a valid bandwidth. An uncon-
strained random walk, however, does not enforce these boundaries.
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This chapter therefore investigated the AR regions corresponding to stable poles
generating valid frequencies and bandwidths of the resonator. It was shown that these
regions can be best approximated in the PARCOR space, i.e., by representing the AR
source model as a lattice structure. PARCOR coefficients are associated with beneficial
properties, such as a direct connection to the reflection coefficients in the acoustic tube
model, or natural boundedness in a region generating stable AR parameters. PAR-
COR representations of AR models are therefore particularly popular in the speech
processing community. Using the PARCOR representation, it was proposed to let the
PARCOR coefficients evolve according to a random walk and reflecting the resulting
parameters into a space corresponding to stable AR parameters and valid frequencies
and bandwidths.
Experiments were presented evaluating this model for speech signals and compar-
ing to the results of the dynamic TVAR parameter speech model. It was demonstrated
that the performance of the RBPF for fricatives, stop consonants and vowels can be
significantly improved by using the PFS model.

Chapter 9
Blind dereverberation of speech from a
moving speaker
9.1 Introduction
The assumption of a static, time-invariant room impulse response (RIR) made in Chaps. 6
and 8 is appropriate in scenarios where the source-sensor geometry is not rapidly
varying, e.g., for hands-free kits in a car cabin or in work environments where the
user is seated in front of a computer terminal. However, users of hands-free confer-
ence telephony equipment or wearers of hearing aids usually wish to be able to move
freely around a room. By moving with 1m/s throughout a room, a distance of 50mm is
covered within 50ms, sufficient to render any assumption of a time-invariant acoustic
impulse response (AIR) invalid.
Dereverberation of speech for moving speakers is therefore an important but also
inherently difficult problem and has received little attention in the research thus far.
Approaches that address this problem can be found in [57,64,213]. This chapter there-
fore proposes an extension of the static channel model in Chaps. 6 and 8 to a time-
varying channel, modelling the variation of the RIR with changing source-sensor posi-
tions.
Assuming an AR source model and a time-varying all-pole (TVAP) channel model,
both the poles of the source and channel vary with time. When estimating the source
and channel poles from the frequency response of the reverberant signal it therefore
seems difficult to differ between time-varying source and channel poles. This chapter
demonstrates using simulated and measured RIRs that the channel poles vary slowly
and smoothly with time. In contrast, the poles of speech vary relatively rapidly with





















(a) Slowly varying channel parameters. (b) Histogram over the extracted poles.
Figure 9.1: Figure illustrating the extraction of slowly varying poles.
time (see sect. §3.4 on page 48). The underlying idea of this chapter is that the channel
can be identified from the rapidly varying source due to the slowly varying channel
poles.
This idea can be illuminated using the following example: consider the speech sig-
nal “In the long run it pays to buy quality clothing” at fs = 4kHz distorted by the
second-order slowly varying channel with poles varying along the unit circle as il-
lustrated in Fig. 9.1a. The distorted observed signal is modelled as an all-pole filter.
I.e., assuming Q = 15 speech poles and P = 2 channel poles, Q + P = 17 poles are
extracted over a sliding window of block size 100 from the observed signal by solv-
ing the Yule-Walker equations using the Levinson-Durbin recursion. The histogram is
then taken over all windows as shown in Fig. 9.1b. The histogram exhibits high peaks
at the locations of the moving channel poles, whereas the speech poles mostly smear
over the bottom of the unit circle. Therefore, due to the slow variation of the channel
poles, their pole positions can be identified from the response of the observed signal.
Based on this idea, this chapter investigates the variation of the channel param-
eters characterising simulated image-source method (ISM) responses and measured
RIRs. Based on the results a time-varying channel model is proposed that models the
time-varying channel parameters as a linear combination of known time-varying basis
functions with unknown time-invariant channel as discussed in, e.g., [128,214–218]. A
similar channel model was previously proposed and shown effective for blind dere-
verberation of moving speakers using Markov chain Monte Carlo (MCMC) methods
in [1] The model can be easily integrated in the observation space of the RBPF in
eqn. (6.9) on page 115. Experimental results on synthetic and speech data are pre-
sented.
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This chapter is therefore structured as follows: Sect. §9.2 introduces the extension
of the static channel in eqn. (6.9) to time-varying channel parameters. The variation
of realistic RIRs and their characterising channel parameters with changing source-
sensor positions is investigated in sect. §9.3. Sect. §9.4 examines the approximation of
the time-varying channel parameters by polynomial functions. Based on the results,
sect. §9.5 introduces the TVAP model using the linear combination of basis functions
and discusses its implementation in the RBPF. Experimental results on synthetic and
speech data are presented in sect. §9.6 and conclusions drawn in sect. §9.7.
9.2 Non-stationary channel model
The RIR describing the acoustic channel between the source and sensor changes with
varying source-sensor geometries. Therefore, as the source changes position with
time, the RIR changes with time. Hence, the channel parameters characterising the
RIR are time-varying. Therefore, the linear time-invariant (LTI) channel model in
eqn. (4.15) on page 77 can be extended to accommodate moving speakers by exten-




bm,p,t ym,t−p + xt + σm,wt wm,t, (9.1)
where {bm,p,t : m ∈M, p ∈M} are the time-varying channel parameters. Therefore,
the problem of modelling the RIR between varying source and sensor positions re-
duces to modelling the time-varying all-pole parameters, {bm,p,t}.
Due to the limited attention moving RIRs have received until recently, specifica-
tion of time-varying channel models is, to a certain extent, an open question and is
partially constrained by the availability of tractable parameter estimation techniques.
Therefore, the RIR variation for moving speakers should be investigated to gain in-
sight into the variation of the time-varying channel parameters, {bm,p,t}p∈P .
9.3 RIR variation with changing source-sensor positions
To introduce time-variation in the all-pole channel model, a dynamic should be in-
duced in the pole positions. To investigate the pole variation of an acoustic channel,
the response of a 2.78×4.68×3.2 office with reverberation time T60 = 0.2s is simulated
at 16kHz sampling frequency using the ISM as discussed in sect. §4.3. One sensor is




(i.e., at table height), whilst a 1.7m tall speaker moves













Figure 9.2: Room setup









T = 62, 055 samples at fs = 16kHz) and using 100 steps (see Fig. 9.2 for an illustration
of the room setup). The resulting audio signal can be found on the enclosed CD. In
order to analyse the room response, the simulated RIR is modelled as an all-pole fil-
ter. In other words, the RIR is excited by WGN and the optimal model order of the
response is extracted as described in sect. §4.4.2. The optimal model order is found
as PAIC = 228 using Akaike’s information criterion (AIC) and PMDL = 100 using the
minimum description length (MDL). As discussed by, e.g., Wax and Kailath [219] or
Liavas et al. [220], the AIC tends to over-model the channel order, whereas the MDL
criterion is “shown to be asymptotically consistent” [220] and hence often favoured
over the AIC.
An estimate of the all-pole filter coefficients, b0:t, is obtained by sliding a window
of block size 5000 samples over the observed signal. In each window, the channel
parameters are estimated by solving the Yule-Walker equations using the Levinson-
Durbin recursion [221]. The corresponding pole trajectories are displayed in Fig. 9.3.
9.3.1 Channel pole variation with time
The variation of poles between t = 5000, . . . , 10, 000, plotted in Fig. 9.3a and mag-
nified about 90 degrees phase in Fig. 9.3b, illustrates that the poles vary slowly and
smoothly with time. It is thus desirable to incorporate the smooth and slow time vari-
ation of poles in the channel model.
As part of the work in [1], the variation of the RIR with changing source-sensor po-
sitions was investigated by practical experiments. According to the layout in Fig. 9.4,
the position of a sensor array consisting of 26 microphones was moved in 2mm inter-





















(a) Poles of the simulated RIR for Fig. 9.2. Time interval between t =



































(c) Poles of the measured RIR for Fig. 9.4. Red corresponds to early
samples, yellow corresponds to samples towards the end of the se-
quence.
Figure 9.3: Pole variation extracted from simulated and measured RIR.


















Sensor moved in 2mm increments
Figure 9.4: Experimental setup for investigation of moving speakers as in [1].
vals for a total change in distance of 7cm, whilst the source position was fixed. The
impulse response of the room was measured for each change in the source-sensor po-
sition. As a result, a database of 32 impulse responses for each of the 26 microphones
was created. For each increment, the response measured between the source and the
seventh microphone is modelled as a subband all-pole filter between 0 − 4kHz using
the subband modelling approach in [222,223]. For each increment, the resulting model
poles are plotted in Fig. 9.3c. The results illustrate that the poles of the RIR are located
close to the unit circle and vary in a smooth and almost circular manner with small
changes in position.
Similar to the argument in sect. §3.4.1 on page 49, the slow variation of the poles in
Figures 9.3b and 9.4 could be modelled as by a first-order Markov chain with low vari-
ance on the pole positions. However, some poles exhibit significantly small variation
and are almost static (see, e.g., the pole around 89 degress in Fig. 9.3b). An appro-
priately small variance on the random walk to reflect extremely small pole variations
could lead to computational and numerical issues. Furthermore, in order to model the
reverberant observed signal in eqn. (4.10), the AR parameters rather than the poles are
required. As the relationship between poles and parameters is non-linear, a closed-
form expression for the poles cannot be derived for high-order models. Therefore, it
is desirable to model the parameters of the all-pole channel model directly, similar to
the speech parameter models in sect. §3.4 on page 48.
The variation of the first, 51st and 100th parameter is shown in Fig. 9.5. Although
the parameter trajectories exhibit small variations resembling WGN, the overall enve-
lope of the trajectories varies relatively smoothly. The time-varying channel parame-
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ters can be approximated by polynomial functions.
9.4 Polynomial approximation of the channel parameters
To investigate the accuracy of polynomial approximations of the channel coefficients,
the curve fitting of the following polynomials to the parameter trajectories is per-
formed:
• Fourier polynomials:
PFouriern = bn cos (nt) + bn sin (nt) (9.2a)
• Chebyshev polynomials: An orthogonal polynomial sequence related to de Moivre’s
formula and defined by the recursion:
PChebn =

1 if n = 0
t if n = 1
2t PChebn−1 − P
Cheb
n−2 if n ≥ 2
(9.2b)
• Legendre polynomials: An orthogonal polynomial sequence forming the solution





1 if n = 0










• Hermite polynomials: An orthogonal polynomial sequence, used in statistics, physics,
























Figure 9.5: Channel parameter variation with time, shown parameter 1, 51, and 100.
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Figure 9.6: Curve fitting of the 51st channel parameter using Fourier, Chebyshev, Hermite,
and Legendre polynomials. Approximation of the parameters is shown in the top








Fig. 9.6 shows the fit of the 51st parameter with the polynomial functions in eqn. (9.2a)
to eqn. (9.2d) and the resulting residual, i.e., the difference between the data and
its fit. The best fit is achieved using Fourier polynomials with a root mean squared
error (RMSE) of 0.0024, closely approximating the general trend of the parameter
variation. Chebyshev, Hermite, and Legendre polynomials cannot model sudden in-
creases or decreases in the parameters. Note that the Hermite polynomials yield the
same fit as Chebyshev polynomials. The partial misfit of the data is reflected in an
RMSE of 0.004 for the Chebyshev and Hermite polynomial and an RMSE of 0.0042 for
the Legendre polynomials.
Fitting the TVAR parameters by any of the polynomials in eqn. (9.2a) to eqn. (9.2d)
is equivalent to projecting the time-varying coefficients, bt, to a space where they can
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be considered as time-invariant coefficients, b.
9.5 TVAP model by a linear combination of basis functions




bp,` ft−p,` = bT ft−p (9.3)
where b = {bp,` : p ∈ P, ` ∈ L} are the unknown time-invariant channel coefficients,
and ft ,
[
ft,1 . . . ft,L
]T
are the known time-varying basis functions.
The crux of eqn. (9.3) is that the basis functions, ft−p span a space in which the
time-varying parameters, {bm,p,t}, can be considered as static parameters, {bm,p,`}. The
known basis functions therefore dictate the dynamic on the parameters. As the inves-
tigation in sect. §9.3 demonstrated, Fourier polynomials represent the time-varying
channel parameters of a simulated RIR most accurately and are therefore used as ba-
sis functions for the representation of time-varying channels, i.e.,
ft =
[















ym,t−p + xt + σwm,t wm,t, (9.5)
This observation model can be easily rewritten in matrix form as
yt = YTt−1 Ft b + C
Txt + Σwt wt = Y
T
t−1 b + C
Txt + Σwt wt (9.8)
where wt ∼ N (0M×1, IM), the channel parameters are defined as b ,
[






bm,1,1 . . . bm,1,L . . . bm,P,1 . . . bm,P,L
]T
are the coefficients corre-
sponding to sensorm ∈M, the observation matrix is adjusted to incorporate the basis
functions via YTt−1 , Y
T
t−1 Ft, and Ft , diag
[
F1,t . . . FM,t
]
contains the basis func-
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for t > max {P,Q} do
for i = 1, . . . , N do
Importance sampling of θ(i)0:t;1
Kalman filter prediction of µ(i)t|t−1, Σ
(i)
t|t−1 (eqns. (6.21a) and (6.21b)).;2
Kalman filter estimation of µ(i)b,t and Σ
(i)
b,t (eqn. (6.22)) using3
















Kalman filter correction of µ(i)t|t , Σ
(i)
t|t (eqns. (6.21c) and (6.21d));4
Evaluation of weights w(i)t (eqns. (6.38), (6.32)):5
p (yt | y1:t−1,θt) = N
(
yt
∣∣Yt−1 µb,t−1 + CT (αt|t−1 + Γt|t−1µb,t−1) , Σzt,b)
end
Normalization of importance weights;6
Resampling;7


















Algorithm 9.1: RBPF for moving speakers.
tions for each sensor,m ∈M, where
Fm,t ,

fm,1,t−1 . . . fm,G,t−1 0 . . . 0
0 . . . 0 fm,1,t−2 . . . fm,G,t−2 0 . . . 0
...
. . . . . .
...
0 . . . 0 fm,1,t−P . . . fm,G,t−P

Comparing eqn. (9.8) to the observation space utilised in eqn. (6.9b) on page 115, i.e.,
yt = Yt−1 b + CTxt + Σwtwt, wt ∼ N (0M×1, IM) , (9.9)
the observation model employing the moving speaker in eqn. (9.8) is identical in form




t−1 Ft. Therefore, the RBPF as derived in
Chap. 6 can be straightforwardly applied by redefining the matrix Yt−1 according to
eqn. (9.8).





















Figure 9.7: Pole varying in a circular motion around the positions of the gramophone horn
response.
The RBPF applied to the blind dereverberation of moving speakers is therefore
modified as outlined in Alg. 9.1. The resulting implementation of the RBPF is used
in sect. §9.6 for experiments on blind speech dereverberation from time-varying chan-
nels.
9.6 Experimental results
The experiments in this section are based on the observation that small changes in
the source-sensor position vary in a smooth and almost circular way for the measured
response as shown by the pole trajectories in Fig. 9.3c. Therefore, a synthetic time-
varying channel is generated whose poles revolve around the pole positions of the
8-th order gramophone horn response in a circular motion as illustrated in Fig. 9.7.
9.6.1 Experiments using synthetic source signals
A synthetic source signal of Q = 15 is generated according to the dynamic TVAR
parameter model in Chap. 7. The signal is distorted by WGN with variance varying
according to a random walk and of signal-to-noise ratio (SNR) 35dB. The resulting
noisy signal is filtered with the channel in Fig. 9.7. The SRR of the observed signal
filtered with the circular channel poles is −4.68dB or a LSD of 1.32dB.
The RBPF is executed using 2000 particles. The estimated channel poles and a com-
parison of the source signal with the observed signal and estimated signal are plotted
in Figures 9.8 and 9.9a. The SRR of the estimated signal for the circular channel is
−0.25dB and the LSD is 0.92dB yielding an SRR improvement 4.43dB and a LSD im-
provement of 0.4dB over the observed signal.
Although the channel poles do not mimic the pole variation precisely, the poles
converge towards the centre of the circular poles in Fig. 9.7 and vary in a, to some ex-













Figure 9.8: Comparison of actual (gray) and estimated (coloured) channel pole trajectory for
circular varying channel parameters for synthetic data generated with model order
Q = 15 between t = P (yellow) and t = 5000 (red).
tent, circular motion around the centre points. Although the channel poles are there-
fore reasonably well captured, the envelope of the estimated signal approximates that
of the source signal accurately only in certain segments, e.g., between 3200−3700 sam-
ples or between 4500 − 5000 samples (see Fig. 9.9a). To reiterate this point, Fig. 9.9b
















that applies a sliding window of step size 1 over the signals and computes the SRR
in each window. The instantaneous SRR in Fig. 9.9b highlights that that the estimate
obtained using the RBPF approximates the source signal with SRRs up to 5dB (i.e.,
an improvement of 9.68dB as compared to the observed signal) for the first and the
last 200 samples. Between 1500 and 3000 samples, the instantaneous SRR plummets
up to values below 0dB, reaching up to −10dB. Therefore, even though some seg-
ments in the distorted observed signal can be enhanced effectively with significant
SRR improvements, other segments cannot be recovered, resulting in the low overall
segmental SRR value of −0.25dB.
It is desirable to investigate the reasons for the vast difference in enhancement per-
formance of the RBPF for different segments in the signal. A possible reason could
be that signal parameters vary slowly in sections with low resulting SRR such that
slowly varying channel parameters cannot be identified from the source parameters
as discussed in sect. §9.1. From Figures 9.9a and 9.9b, it is observed that the SRR
decreases from 0dB to −8dB between 1500 − 2000 samples and reaches values of up
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(a) Comparison of the anechoic, reverberant, and estimated speech signal, “In the long run, it pays to buy
quality clothing.” at fs = 4kHz, between 0.2 − 0.5s




















(b) Instantaneous SRR of the estimated and observed signal
Figure 9.9: Results for circular varying channel parameters for synthetic data generated with
model order Q = 15.
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(a) Histogram between 1500 − 2000 samples. (b) Histogram between 3000 − 3500 samples.




















(c) Clustering between 1500 − 2000 samples.




















(d) Clustering between 3000 − 3500 samples.
Figure 9.10: Yellow dots indicate histogram bins, red circles identify the peaks picked by the
clustering algorithm, grey to black crosses indicate the trajectory of the actual
channel poles in the corresponding segment. Coloured lines denote the contour
plot of the clustered areas.
to 5dB between 3000 − 3500 samples. The histogram method is hence applied to the
observed signal in these regions to investigate whether the pole locations still form
distinct peaks.
The resulting histograms are plotted in Figures 9.10a and 9.10b assuming Q = 15
source parameters and P = 8, i.e., extracting a total of 23 parameters. Both histograms
indicate that distinct peaks close to the locations of the actual poles can be identified.
To confirm this claim, k-mean clustering [224] was applied to the pole histogram, iden-
tifying the peak locations. The corresponding clusters are plotted in Figures 9.10c and
9.10d. In both signal segments, the channel trajectories are located closely to the peaks
identified by the clustering algorithms apart from poles close to the real axis. There-
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(a) PSD of the source signal between 1500 − 2000
samples.
(b) PSD of the source signal between 3000 − 3500
samples.
Figure 9.11: PSD of the source signal in different speech segments.
fore, the channel model varies slowly, creating peaks in the histograms. In contrast,
the source model varies rapidly such that the source poles smear over the floor of the
histogram. The channel poles can thus be theoretically identified using the histogram
method.
The result that the channel poles are, indeed, extractable from the observed sig-
nal using the histogram method suggests that the underlying problem does not lie
with the channel poles. Instead, the source signal spectrum is examined. There-
fore, Fig. 9.11 plots the power spectral density (PSD) of the source signal between
1500 − 2000 samples and between 3000 − 3500 samples. According to these graphs,
the PSD of the source signal between 1500 − 2000 samples contains significantly less
energy than the segment between 3000 − 3500 samples. In fact, the maximum of the
PSD in Fig. 9.11a is −1.78dB, whereas the maximum of Fig. 9.11b is 5.13dB. I.e., the
signal segment between 3000− 3500 samples has a 6.91dB higher power content than
the segment between 1500 − 2000 samples. Therefore, the power contained the seg-
ment between 3000 − 3500 samples is 106.91/10 ≈ 4.91 times the power of the signal
between 1500− 2000 samples.
These results suggest that the dips in the trajectory of the instantaneous SRR, and
hence the overall low segmental SRR, is due to weak power of the source signal in
the corresponding signal segments. For weak signal power, the observed signal is
severely dominated by the reverberant distortion and noise, such that recovery of the
source signal can be difficult. Also, an issue with the SRR measure itself is encoun-
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(a) Comparison of actual (dashed) and estimated
(solid) channel parameter trajectories, bp,t =
bp,` f`,t−p, showing b1,0:t (red), b3,0:t (blue),
b6,0:t (black) and a8,0:t (green).























(b) Static estimated channel parameters, bp,`, for
p = 3 (blue), p = 20 (red), and p = 40 (green).
Figure 9.12: Estimated channel parameters
tered: the segmental SRR in intervals of small signal energy takes on large negative
values, thus biasing the overall measure [123]. In order to circumvent this effect, silent
frames should either be excluded from the segmental SRR, e.g., using voice activity
detector (VAD) [210, 225].
Although weak signal powers were also encountered for the static channel, blind
dereverberation in this case is based on a channel estimate that after a limited time
duration converge towards a steady state. If segments of low signal power are en-
countered after the convergence of the channel, source signal estimation is more ro-
bust and hence less prone to the deleterious effects of the dominating distortion in the
segment. However, for the moving speaker where the channel estimates are continu-
ously changed, the signal estimator is less robust and cannot counter the dominating
distortion.
It might be argued that according to the basis function model of the channel pa-
rameters, the time-varying channel parameters are projected to a space where they can
be considered as a linear combination of static unknown parameters with time-varying
known basis functions and that, therefore, also the time-varying channel parameters
in this model should reach convergence in this model. However, exactly for the reason
that the basis function representation of time-varying channel parameters is a model,
the convergence of the underlying static parameters cannot be guaranteed if genera-
tion of the actual underlying channel parameters used for signal distortion does not
adhere to the basis function model. This point can be clarified by plotting the esti-
mated channel parameters. Fig. 9.12 therefore plots the estimated time-varying chan-





















(a) Comparison of actual and estimated channel tra-
jectory
(b) Comparison of the anechoic, reverberant, and estimated speech signal, “In the long run, it pays to
buy quality clothing.” at fs = 4kHz, between 0.2 − 0.5s
Figure 9.13: Results for circular varying channel parameters
nel parameters, bp,t = bp,` f`,t−p (Fig. 9.12a) and the static parameters, bp,` (Fig. 9.12b).
As can be seen from Fig. 9.12b, the parameters, bp,` do not converge to a constant
value, but exhibit significant variation in amplitude change of up to 0.4 instead.
9.6.2 Experiments using speech data
The experiment in sect. §9.6.1 is repeated for the speech signal “In the long, it pays to
buy quality clothing.” at 4kHz. The SRR of the observed signal is −5.55dB.
The RBPF in Alg. 9.1 on page 182 is evaluated for 2000 particles using the dynamic
TVAR parameter model in Chap. 7 assuming a speech model order ofQ = 15. The es-
timated SRR is −2.97dB, an improvement of 2.57dB. The estimated channel parameter
trajectory is displayed in Fig. 9.13a. Again, although the channel poles do not mimic
the exact dynamic variation of the poles in Fig. 9.7, they converge towards the circle
centres and vary closely around the area of the actual, underlying pole positions. The
estimated signal encounters similar issues as in sect. §9.6.1, whereby the underlying
anechoic speech signal is partially well recovered, but remains buried in the distortion
by the channel and noise in a considerable proportion of segments. An enlarged ver-
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sion of an accurately modelled section is displayed in Fig. 9.13b, illustrating that the
envelope of the estimated signal approximates the envelope of the source signal. The
zoom indicates that the detailed structure of the speech signal is captured accurately
by the estimated signal.
Audio samples of the anechoic speech signal, the distorted observed signal, and
the estimated signal can be found on the attached CD in the folder ‘Chapter 7 - Moving
speaker’. The distorted signal exhibits a distant, metallic sound. The estimated signal
sounds less distant and partially removes the metallic sound particularly at the begin-
ning and towards the end of the signal. However, segments in the middle of the signal
remain buried in the metallic sound of the observed signal.
9.7 Discussion
The RIR was also shown to be dependent on both the source and sensor position and
therefore varies with changing source-sensor distances. Hence, for moving speakers,
the RIR varies with the change in speaker location. As the speaker location varies with
time, the RIR varies with time. It was investigated how the time-varying properties of
the RIR for moving speakers is reflected in the poles and corresponding parameters
of the all-pole channel filter. It was found that both the poles and parameters vary
smoothly and slowly with time. A model based on a linear combination of basis func-
tions was proposed for capturing the slow variation of the channel parameters. The
accuracy for modelling the time-varying channel parameters of several polynomial
functions was tested. Fourier functions were found to be most adequate in capturing
sudden changes in the coefficients. These results are utilised in Chap. 9, where the
blind dereverberation approach for stationary speakers is extended to moving speak-
ers.
This chapter introduced an extension of the channel model used for the RBPF to
facilitate blind dereverberation of speech from moving speakers. Measured and simu-
lated experiments of moving speakers were used to demonstrate that the RIR changes
significantly with changes in the source-sensor position. As the source-sensor posi-
tions change with time, the RIR changes with time, implying that the channel param-
eters characterising the RIR are time-varying as well. Therefore, as a speaker moves
throughout a room, the RIR characterising the channel between the initial speaker lo-
cation will be sufficiently different the RIR characterising the speaker’s location after
a few steps. Therefore, the assumption of a static channel model is not sufficient to
accurately model the reverberant RIR. The channel should therefore be modelled as
time-varying instead.
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It was shown in this chapter that the time-varying parameters of an all-pole model
of a RIR between a sensor and moving source can be approximated by Fourier polyno-
mials. Therefore, it was proposed to model the time-varying channel parameters as a
combination of static unknown parameters with a time-varying known set of Fourier
basis functions. Due to the general form of the RBPF, the model can be easily imple-
mented in the proposed speech dereverberation framework.
Using the resulting RBPF implementation, experimental results based on synthetic
and speech data were conducted. Results indicated that the trajectory of channel poles
is estimated reasonably well. The anechoic source signal is approximated accurately
by the estimated signal in signal segments where the signal power is sufficient. How-
ever, in regions of small signal power, the reverberant distortion cannot be removed.
The issue encountered with low signal powers can be circumvented by using a
variant of VAD, whereby only sections with sufficient signal power are processed
[225]. In periods of low source signal power or silence periods, the RBPF stops to
update the unknown variables,ϕ0:t and “remembers” the states of the last signal seg-
ment of sufficiently large signal power.

Chapter 10
Computational complexity and extension
to multirate processing
10.1 Introduction
Whilst particle filters are well suited for state estimation of non-linear state-spaces
due to their sample-based representation, the improved state space representation
comes at the cost of increased computational complexity. As shown in this chapter,
whilst the computational complexity of the Rao-Blackwellized particle filter (RBPF)
is linear in the number of particles and samples, complexity increases quadratically
in the number of channel parameters and number of sensors. Realistic room impulse
responses (RIRs) require several hundred autoregressive (AR) coefficients for accurate
representation of the response by an all-pole filter. Therefore, the computational over-
head of the RBPF particle in its vanilla form as discussed in Chaps. 6 and 8 becomes
severe when applied to speech distorted in realistic rooms, in particular when utilis-
ing microphone arrays.
The question thus arises how to address real-time or near real-time applications
where the refresh rate of new incoming data is higher than the update rate of the
particle filter. It was noted in the tracking community that adaptive sampling can be
applied to improve the computational efficiency of particle filters. A large number of
samples is required initially to estimate the target position. Nonetheless, as soon as
an accurate estimate of the target location is available, only few samples are neces-
sary to actually track the position with time. As the accuracy of the location estimates
improves, the likelihood of the importance weights increases. Therefore, if the im-
portance weights are of high value, the positional estimates are well in tune with the
actual target position and fewer samples are required. The number of samples can
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thus be reduced if the sum of weights exceeds a certain threshold [226, 227].
Adaptive sampling is an interesting approach for the reduction of computational
complexity in state spaces that might contain sparsity, such as localisation and target
tracking applications. However, speech enhancement generally involves non-sparse
state spaces, such that adaptive sampling would lead to a degradation in the quality of
the reconstructed signal due to, essentially, an adaptively altered sampling frequency.
Alternatively, the marginalisation of the channel and model parameters from the
joint probability density function (pdf) to obtain the marginal pdf of the source signal,





p (x0:t,θ0:t,b | y1:t)dbdθ0:t (10.1)
can be approximated using a variational Bayes (VB) approach [228]. In the VB ap-
proach, p (x0:t | y1:t) is obtained by approximating the joint posterior density by
p (x0:t,θ0:t,b | y1:t) ≈ p (x0:t | y1:t)p (θ0:t | y1:t)p (b | y1:t) (10.2)
and minimising the Kullback-Leibler distance of both sides. Using principal compo-
nent analysis (PCA) and singular value decomposition (SVD) approaches, computa-
tional efficiency can be improved. Nonetheless, VB approaches only approximate the
solution already derived in Chaps. 6 and 8 and thus lead inferior estimates.
An approach for the reduction in computational complexity applicable to a wide
range of audio processing algorithm and not limited to Bayesian inference, is mul-
tirate filtering of the received signal [229–238]. The observed signal is divided into
several frequency subbands using an analysis filterbank. Dereverberation can be per-
formed for each subband signal. The final estimated signal is then reconstructed using
a synthesis filterbank that recombines the enhanced subband signals to the fullband
signal. Subband filtering was effectively applied in the literature for dereverberation
problems in, e.g., [36, 56, 80, 213, 222, 223].
This chapter adapts subband filtering for the RBPF in order to reduce the compu-
tational complexity. Sect. §10.2 derives the computational complexity of the RBPF as
proposed in Chap. 6. Sect. §10.4 investigates the channel order required for realistic
RIRs and shows that the results lead to severe computational burden of the RBPF.
Results are discussed in sect. §10.5.
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10.2 Computational complexity
The results in Chap. 7 to Chap. 9, required several hundred particles for accurately ap-
proximating the multidimensional state space in eqn. (6.9) on page 115. It is therefore
of interest to evaluate the computational complexity of the RBPF in order to evaluate
its computational efficiency or burden.
For the evaluation of the computational complexity of the RBPF, the dynamic time-
varying AR (TVAR) parameter and stationary channel model in Chap. 7 are assumed
for brevity of this chapter. Nonetheless, the results are easily extendible to e.g., the
parallel formant synthesizer (PFS) source model or the moving speaker. Based on
Alg. 7.1 on page 130, the following equations should therefore be estimated for each
time step, t ≥ 1, and particle, i ∈ N :
• Importance sampling of the source parameters and covariance terms:
a(i)t = a
(i)












• Prediction of the Kalman filter equations: According to eqns. (6.21a) and (6.21b)
on page 119:
µxt|t−1 = At µxt−1|t−1 (10.6)
Σxt|t−1 = A
T
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(10.9)
• Estimation of the channel parameters: According to eqns. (6.22a) and (6.22b) on
page 119:
µb,t = (IMP − Kbt Yt−1)µb,t−1 + Kbt
(
yt−1 − CT µxt|t−1
)
(10.10)
Σb,t = (IMP − Kbt Yt−1)Σb,t−1 − Kbt C
T ATt Σ(x|b)t−1 (10.11)
Kbt ,
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• Estimation of the marginalised mean and covariance: According to eqns. (6.21c)
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µxt|t−1 + Kxt−1 (yt−1 − Yt−1 µb,t−1) (10.14)
Σxt|t =
(
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T
)
Σxt|t−1 − Kxt Yt−1Σ(b|x)t−1 At (10.15)
• Estimation of the cross-correlation terms: According to eqns. (6.26) and (6.27):




IQ − Kxt C
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ATt Σ(x|b)t−1 − Kxt Yt−1Σb,t−1 (10.17)
The corresponding number of additions, multiplications, inverses, and determinants
are summarised in Table 10.1.
Note that these results do not include the normalisation of the weights, resampling
or computation of the particle average. However, as normalisation of the weights is
a scalar operation, the computational complexity compared to Table 10.1 is negligi-
ble. Averaging of the particles involves NQ additions and Q multiplications for x̂t,
N(Q+M+ 1) additions and Q+M+ 1 multiplications for θ̂t, as well as NMP addi-
tions andMP multiplications for b̂. Again, compared to Table 10.1, the linear growths
in N, Q, M and P required for particle averaging is negligible. The computational
complexity of resampling algorithms is discussed by Bolic et al. in [239]: According to
these results, the complexity of systematic, residual, residual-systematic, and partial
resampling is linear in the number of particles, i.e., O(N). Assignment of the resam-
pled particles according to the indices obtained by the resampling algorithms reduces
to a sorting problem according to the specified N resampled indices. Sorting algo-
rithms take O(N2) in the worst case (e.g., insertion sort, bubble sort, or quick sort)
and O(N logN) in the best case (e.g., merge sort, or heap sort) [240]. Therefore, nei-
ther normalisation, resampling, or averaging of the particles contributes significantly
to the rate of growth of the algorithm and are negligible compared to the operations
in Table 10.1.
According to the results in Table 10.1, most computational complexity is involved
in computing the channel covariance and gain, the source covariance, and the cross-
correlation terms. As the exact growth depends on the values of the channel order, P,





Q(MP)2, Q2MP, M3P, MP3
})
. (10.18)
As mentioned in Chap. 7 to Chap. 9, the source order is generally assumed asQ = 15.
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Term Multiplications Inv. Rate of growth
at Q 0 O(Q)
φvt 1 0 O(1)
φwt M 0 O(M)
µt|t−1 Q 0 O(Q)
Σt|t−1 2Q
2 + 1 0 O(Q2)






2 + 2M2P +M+MP 0 O(M2P2)
µb,t 2M
2P + (MP)2 +MP2 0 O(M2P2)
Σb,t MP
2 + (MP)3 +MP + 2(MP)2 0 O(MP3)
Kbt M





µxt|t Q+ 2QM+MP 0 O(max {QM,MP})
Σxt|t 2Q
2 +Q2MP +QP 0 O(Q2MP)
Σ(b|x)t 2QMP +Q(MP)
2 +MP2 0 O(Q(MP)2)
Σ(x|b)t QP +Q(MP)





Table 10.1: Operations required for computation of the RBPF sorted by sequence of execution
according to Alg. 6.1.
Furthermore, as will be shown in sect. §10.4, the channel order required to model RIRs
lies between approximately 200 − 1000 parameters. Therefore, the source order can
be assumed to be significantly lower than the channel order for RIRs, i.e., Q  P.
Thus, for full-band applications using relatively small sensor arrays of M < 100,
Q2MP < M3P < Q(MP)2 < MP3.
Executing the RBPF for N particles and T time samples, the operations in Ta-





Q(MP)2, Q2MP, M3P, MP3
})
. (10.19)
In order to confirm the quadratic / cubic growth in the number of sensors, con-
sider the following experiment: M = 1, . . . , 10 synthetic AR channels of channel order
P = 10 are generated by sampling P/2 points in the z-plane with radius 0.95 and ran-
domly sampled phases within [0, π]. The corresponding channel poles are constructed
by computing the P/2 sampled poles p = r exp jω and appending their P/2 complex
conjugates to the pole vector. A second-order TVAR signal of 5000 samples is filtered
with the all-pole filter to generate the observed signal. The RBPF is evaluated for
N = 150 particles for M = 1, . . . , 10 sensors. The run time of the algorithm for the in-
creasing number of channel orders is plotted in Fig. 10.1. The run time increases from
approximately 580s for one sensor to 1100s for 10 sensors. The trend of the data is fit
to a quadratic and cubic curve as indicated in the figure. Both the quadratic and cubic
curve fit the data well, thus verifying the quadratic / cubic growth of complexity with
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Figure 10.1: Increasing run time with number of sensors and its quadratic and cubic approx-
imation.
the number of microphones described in eqn. (10.19).
Ideally, the quadratic growth in the channel order should be confirmed using a
similar experiments where P increases from 2 to 1000.1 MATLAB’s poly function is
required to transform the poles into AR parameters in order to filter the source sig-
nal with the channel response. Unfortunately, for model orders of P > 100 and poles
located close to the unit circle, i.e., r > 0.9, poly causes numerical issues due to the
non-linear transformation between the poles and parameters.
Based on the result in eqn. (10.19), the increase in computational complexity in
the number of particles, sensors, and channel order should be discussed. Sect. §10.3
therefore discusses the rate of growth with the number of sensors, whilst sect. §10.4
discusses the rate of growth with the channel order for realistic RIRs.
10.3 Rate of growth vs. the number of sensors and particles
Assuming Q = 15 source parameters and 30, 000 samples (equivalent to 3.75s of
speech at a sampling frequency of fs = 8kHz), eqn. (10.19) is evaluated increasing
number of particles, N and increasing number of microphones. The resulting growth
rates are plotted in Fig. 10.2.
Due to the quadratic / cubic growth of CMARBLE with M in eqn. (10.19), Fig. 10.2
1As will be shown in sect. §10.4, the channel order of realistic RIRs can take values of up to P = 1000
at 16kHz sampling frequency.
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Figure 10.2: Linear increase of the computational complexity with the number of particles,N,
in eqn. (10.19) with the number of particles for a single sensor ( ) up to 10
microphones ( ) using a source order of Q = 15 and T = 30, 000 samples.




















Figure 10.3: Comparison between complexity of single and dual-sensor RBPF.
shows that single-microphone processing is significantly less computationally demand-
ing than multi-sensor processing. As multiple microphones utilise more statistical
knowledge of the same event, it seems reasonable to argue that less particles are nec-
essary to obtain the same accuracy of performance of single-sensor dereverberation.
However, Fig. 10.2 reveals that regardless of the reduction of necessary particles due to
increasing number of microphones, N, the computational complexity of single-sensor
processing is significantly less. For instance, when using M = 5 sensors, as few as
N = 20 particles would have to suffice for estimation with the same complexity order
as a single sensor using N = 1000 particles.
As an example of the necessary reduction in the number of particles, the results in
Fig. 10.2 are compared for a single and two microphones in Fig. 10.3. As an example
assume an experiment using a single sensor requires 1000 particles for accurate source
signal estimation. As shown in sect. §7.4, it was shown that the dereverberation perfor-
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Figure 10.4: Optimal channel order increasing with sampling frequency of simulated ISM
room acoustics.
mance of the RBPF can be improved by using multiple microphones. Therefore, con-
sider introducing a second sensor to the experiment. However, the markers in Fig. 10.3
indicate that 250 particles should be used at most in order to obtain the same compu-
tational complexity as the single sensor case using 1000 particles. In other words, only
if the additional knowledge inferred from a second sensor is sufficient to achieve ac-
curate estimation using 250 particles as opposed to 1000 particles for a single sensor,
multiple sensors are computationally as feasible as a single sensor. Therefore, a trade-
off between improved dereverberation performance and computational burden has to
be made.
According to eqn. (10.19), the computational complexity of the RBPF increases
quadratically with the number of channel parameters, P. To elaborate on these results
and to gain insight into the channel model orders required for accurate modelling of
realistic RIRs, the following section investigates the optimal channel order required
for simulated RIRs.
10.4 Room acoustic responses using the image-source method
Using the image-source method (ISM) [155] (see sect. §4.3), a 3×4×2.5m room (width
× depth × height) is simulated at 2kHz. A microphone is placed at a distance of 1.2m
from the West wall and 1m away from the South wall at an elevation of 1.3m. The
sound source is placed at a distance of 2m from the West wall and 3m from the South
wall at an elevation of 1.7m. A reverberation time of T60 = 0.3 is assumed. The simu-
lated response is excited by white Gaussian noise (WGN) of N = 10, 000 samples. For
an increasing channel order p = 300, 301, . . . , 2000, the AR parameters and their cor-
responding mean squared error (MSE) are calculated using the covariance method.
Using the MSE, Akaike’s information criterion (AIC) is computed as discussed in
Section 10.5. Discussion 201






























Figure 10.5: Exponential increase of the computational complexity with the channel order, P,
in eqn. (10.19) with the number of particles for a single sensor ( ) up to 10
microphones ( ) using a source order of Q = 15 and T = 30, 000 samples.
sect. §4.4.2 on page 73. By computing the minimum AIC over all model orders, p,
the optimal channel order for modelling the simulated ISM response is identified. The
experiment is performed for increasing sampling frequencies between fs = 2kHz and
fs = 16kHz in 2kHz increments. The optimal channel order in the AIC sense with
increasing sampling frequencies is displayed in Fig. 10.4. The optimal channel order
for the RIR thus ranges between approximately 350 and 850 parameters depending on
the sampling frequency the room acoustics are simulated at.
Assuming Q = 15 source parameters and 30, 000 samples, the experiment over an
increasing number of microphones in sect. §10.2 is repeated for an increasing chan-
nel order, i.e., eqn. (10.19) is evaluated for P = 1, . . . , 1000 parameters and one to ten
sensors. The resulting growth rates are plotted in Fig. 10.5. Results indicate that the
complexity for P > 400 as required for realistic RIRs at fs > 4kHz increases to pro-
hibitive values for real-time implementation of the RBPF.
10.5 Discussion
This chapter investigated the computational complexity of the RBPF. The rate of
growth of the algorithm was found to increase quadratically in the channel order and
quadratically / cubically in the number of sensors. Although it is, in principle, possi-
ble to perform blind dereverberation using channel orders of up to P = 850 channel
parameters, significant computational burden is therefore induced due to the necessity
to evaluate and store the MP × 1 channel parameters and their MP ×MP covariance
matrix. The accuracy in modelling the RIR is therefore traded off against the compu-
tational burden induced. Furthermore, as dereverberation can be improved by using
multiple sensors, a tradeoff between the dereverberation performance and computa-
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tional complexity has to be made.
Although the complexity of the RBPF might be prohibitive for a computationally
efficient fullband implementations, the computational burden can be relaxed by reduc-
ing the channel order. Multirate (or subband) filtering approaches can be exploited
in order to reduce the channel order, thereby improving computational and memory
expense and allowing for more realistic processing of the signal as further discussed
in sect. §11.3.
Multirate processing of speech has become a popular approach in the literature
due to the severe computational savings that can be obtained. Blind speech derever-
beration algorithms using sub-band filtering can be found in, e.g., the work by Enemal
and Moonen [241], Gaubitch [36], Daly and Reilly [242], or Hopgood [166, 223].
Chapter 11
Conclusions and future work
This final chapter discusses the closing arguments for this dissertation. Sect. §11.1
summarises the objectives and problems addressed in this thesis. Sect. §11.2 highlights
the core results and contributions of this dissertation. An outlook for future research
is provided in sect. §11.3.
11.1 Summary and contributions
This dissertation was concerned with the problem of blind dereverberation of speech
from stationary and moving speakers using a single and multiple sensors. It was
highlighted in an extensive literature review in Chap. 2 that existing approaches pro-
vide valuable insight into the field but also suffer from various individual shortcom-
ings. Nonetheless, this dissertation outlined that most approaches in the literature in
general are dictated by their underlying models and therefore suffer from rigorous as-
sumptions that constrain the methods to very specific subproblems of blind speech
dereverberation. The aim of this dissertation was therefore the development of a gen-
eral, flexible, and extendible framework for blind speech dereverberation, allowing for the
incorporation of various models for the speech production mechanism as well as dif-
ferent models for RIRs.
Bayesian methods (Chap. 5) were investigated for the development of the derever-
beration framework. Bayesian methods benefit from prior information that is available
a prior about the speech production mechanism and reverberant distortion. Therefore,
a general system model was devised in Chaps. 3 and 4. In this model, the speech
production mechanism was formulated assuming a TVAR speech model describing
the vocal tract in terms of a concatenation of acoustic tubes. The reverberant channel
was modelled by an all-pole filter approximating the room transfer function (RTF) ac-
cording to the solution of the wave equation. For both the speech and channel model,
204 Chapter 11. Conclusions and future work
parameter models are required to specify the exact dynamic of the resulting signals.
For the derivation of the proposed framework, these parameter models remained un-
specified, such that any suitable model can be incorporated in the algorithm.
Based on the general system model, a novel blind speech dereverberation algo-
rithm using a RBPF was derived in Chap. 6. In this framework, the source signal and
channel are directly estimated using their optimal estimator, the Kalman filter, and in-
tegrated in a sequential importance resampling (SIR) particle filter framework for esti-
mation of the remaining model parameters based on the idea of Rao-Blackwellisation
of estimators. The resulting framework therefore facilitates sequential processing, di-
rect source signal estimation, and blind channel estimation. Assuming the availability
of sufficient processing power, sequential processing could facilitate real-time blind
speech dereverberation in the future. As the source signal is estimated directly, chan-
nel inversion for the construction of an equalising filter and its associated problems
of, e.g., scaling of errors are avoided. Furthermore, as the channel is estimated blindly,
prior information about the RIR, such as the T60 time, is not required. Moreover, as
the channel is estimated using its optimal estimator, issues of implementation within
a particle filter due to the enforcement of dynamics on static channels for stationary
speakers are avoided. As the observation model is phrased in general terms, the RBPF
can be used for single-sensor and multi-sensor blind dereverberation. Whilst single-
sensor processing becomes an important aspect for applications where sensor arrays
are unfeasible due to their physical size. Multiple sensor can be used for improved
dereverberation performance as spatial diversity can be exploited where the physical
size of sensor arrays is not of concern.
Observing that the TVAR parameters of speech vary rapidly and relatively smoothly
with time, a dynamic TVAR source parameter model was incorporated in the RBPF in
Chap. 7. In this model, the source parameters are assumed to vary according to a ran-
dom walk constrained to the area within the unit circle. Experimental results demon-
strated that improved speech quality for unvoiced phonemes, i.e., stop consonants and
fricatives.
In order to improve upon the performance of voiced phonemes, i.e., vowels and
semivowels, the source model was extended to a novel PFS based model in Chap. 8. In
this model, the partial correlation (PARCOR) coefficients of several resonator circuits
connected in parallel are assumed to vary according to a random walk. In order to en-
force resonant frequencies and bandwidths in the model, the PARCOR samples were
constrained to the area corresponding stable parameters and valid frequencies. The
corresponding investigations gave valuable insight into the relationships between the
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resonant frequencies and bandwidths with the TVAR parameters, their correspond-
ing poles and the PARCOR coefficients. Results on real speech confirmed improved
dereverberation for vowels as well as stop consonants and fricatives. The PFS based
model therefore allows for the incorporation of a speech system model in the RBPF.
Furthermore, due to their relation to the reflections of propagating waves in the vocal
tract, parameterisation in terms of the PARCOR coefficients adds an additional physi-
cal perspective to the models.
By appropriate implementation of source models, the RBPF can therefore model
different classes of phonemes and therefore relaxes restrictions to specific types of speech
sounds often encountered in the literature. Furthermore, Chap. 9 demonstrated that
the stationary speaker scenario can be easily extended to moving speakers by appropri-
ate channel modelling. The variation of RIRs with changing source-sensor positions
was investigated based on simulated and measured RIRs. Based on the findings, the
time-varying channel was modelled as a linear combination of known, time-varying
basis functions with unknown, time-invariant channel parameters. Experimental re-
sults demonstrated accurate estimation of the anechoic speech signal in segments of
sufficient signal power.
Last but not least, Chap. 10 evaluated the computational complexity of the RBPF.
Although the proposed approach increases linearly in rate of growth with the source
model order, the channel order and number of sensors cause quadratic growth in com-
putational complexity.
11.2 Contributions
To summarise, this dissertation made the following contributions:
• Development of a the flexible, extendible, and general framework for blind speech
dereverberation using Bayesian methods, facilitating:
• Direct, optimal source signal estimation, avoiding channel inverse filtering or
speech synthesis;
• Direct, optimal channel estimation, avoiding importance sampling of stationary
channel parameters and requirements of a priori information about the RIR;
• The potential for real time processing assuming resolution of the computational
burden;
• Single- and multi-sensor dereverberation, accommodating physically constrained
scenarios where only a single sensor can be utilise, but allowing for exploitation
of spatial diversity and hence improvement of dereverberation where physical
size of sensor arrays of no concern;











Figure 11.1: Sequential multirate filtering of fullband reverberant speech, y1:t, into K sub-
band signals, yk,t, k ∈ K using multirate analysis and synthesis banks with
filter length L of the dereverberated speech estimated, x̂t
• Extendibility to a variety of source models allowing for voiced, unvoiced, and
transient sound modelling; as well as
• Dereverberation of speech from stationary and moving speakers.
Shortcomings and resolutions for future research are discussed in the following,
final section of this dissertation.
Overall, a solid and mathematically sound framework of blind signal estimation
from noise and distorting channel filters was therefore developed. Future extensions
will facilitate more efficient estimation and applicability to a multitude of problems.
11.3 Open extensions and future work
11.3.1 Reducing the computational complexity using multirate filterbanks
A main concern of the proposed approach is the computational complexity discussed
in Chap. 10. As mentioned in sect. §10.5, the RBPF could be embedded in a multirate
filtering approach to reduce the computational burden. In this framework, an analysis
filter bank consisting of K filters Hk(z)k ∈ K, channelizes the input signal, y1:t, into K
sub-band signals, yk,t, and decimates the resulting signals by a factor of K (denoted as↓ K). Because of the reduced sampling frequency, less model parameters and samples
are required, leading to more efficient and faster processing. After processing, the esti-
mated subband signals, xk,t are recombined by interpolating by a factor of K (denoted
as ↑ K) and applying K synthesis filters, Gk(z). The fullband signal is the sum over the
output of the synthesis filters. A sequential multirate processing filterbank is shown
in Fig. 11.1.
Classic perfect reconstruction (PR) filterbanks assume that each subband signal is
extracted using what can essentially be considered as a bandpass filter. In practice, the
bandpass analysis filters have non-zero stop-band gain. Thus, the sub-band signals
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...
Figure 11.2: K-channel analysis filter
are not strictly band-limited and the responses of subband signals overlap. Each sig-
nal can have energy for bandwidths exceeding the ideal passband region as illustrated
in Fig. 11.2. Hence, aliasing is introduced by decimation [231]. PR filterbanks permit
aliasing in the analysis bank and cancel the alias component using appropriate syn-
thesis filters. This approach is appropriate in systems where any subband processing
is absent, i.e., where the analysis and synthesis filter are connected back to back and
the input signal is equal to the output signal. PR subsampling is thus undesirable for
systems that contain subband processing blocks sensitive to aliasing, such as adaptive
filtering [237, 243], or, in this case, blind speech dereverberation. Instead, near perfect
reconstruction oversampled filterbanks suppress aliasing in the subbands rather than
cancelling aliasing at the output. generalised discrete Fourier transform (GDFT) filter-
banks [234,244–246] are particularly promising candidates suitable for subband signal
processing applications as discussed extensively in, e.g., [233–236].
11.3.2 Hybrid speech model using a Markov switching model
It is desirable to combine the dynamic TVAR parameter model for unvoiced speech
with the PFS model for voiced and transit sounds, and possibly even extend the
model to accommodate for a sinusoidal model for improved modelling of vowels and
semivowels. Rather than choosing a single model that best represents all modes of
speech, different speech models can be combined using a model-switching regime.
Multiple model particle filters facilitate source signal estimation using J models that
can transit from one to another. multiple model (MM) particle filters consist of a bank
of J filters for each model for source signal estimation combined with a filter for pa-







+ Dt vt vt ∼ N (0Qt×1, IQt) (11.1)
where f(·) is a function of the previous source signal samples, xt−1, the source model
parameters, at, of the current model, Mt, of model order Qt. The MM particle filter
is governed by a mode regime variable, mt, determining the which of the three dy-
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namic models is currently in effect. The mode transition is modelled by a Markovian




∣∣∣∣Mt−1 = i) = πj j ∈ J . (11.2)
where {πkj}j∈J denotes the transitional switching probabilities for the J model candi-
dates. Recalling that in Chap. 6 the dynamic model parameters were given by θ0:t,





. Assuming thatN particles of the parameter space are drawn each
particle, λ(i), each particle’s weight is (still) denoted as w(i)t , where i ∈ N .
Estimation of the model regime variable itself could be improved by utilising a
voice activity detector (VAD) in order to distinguish between different types of phonemes.
Lehmann and Johansson [248] implement a VAD based particle filter for target track-
ing in order to avoid misguidance of the tracker due to silence gaps. The VAD is based
on the signal-to-noise ratios (SNRs) of data: In segments of voice activity, the signal
power is assumed to be significantly larger than the noise power. Thus, if the SNR lies
below a certain threshold, the signal is flagged as silent. The voice-activity pdf is thus
integrated in the particle filter, such that the estimator can switch between appropriate
tracking for voice active and inactive speech segments.
Although a voice activity detector based on an SNR threshold does not appear ap-
propriate for the distinction of phonemes, a VAD based particle certainly would proof
feasible for a multiple model switching particle filter. Stop consonants and fricatives
are often semivowels and thus partially unvoiced. Thus, introducing a dependency
of the Markovian switching model on a VAD distinguishing between voiced, partially
voiced, and unvoiced phonemes would allow for switching between the TVAR model
for unvoiced speech, the PFS-PARCOR model for transient sounds, and a harmonic
model for vowels.
Implementation of a VAD would also allow for the exclusion of signal segments
with low signal power, avoiding issues for blind dereverberation for moving speakers
in Chap. 9.
11.3.3 Inclusion of channel gain terms for multiple speakers
The system model proposed in eqn. (6.9) on page 115 and summarised in Fig. 11.3a
facilitates multiple observations as demonstrated by the experiments in Chap. 7. Gen-
erally, a channel gain term should added at the system output if the parameters of the
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(a) Ignoring channel gain terms.
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(b) Considering individual channel gain terms.
Figure 11.3: Comparison of MIMO setup ignoring and considering individual channel gain
terms.
system are known (Fig. 11.4a). The system model can be extended to account for indi-
vidual channel gains by introducing the gain factor matrix, G , diag
[
g1 . . . gM
]
where {gm}m∈M is the gain factor for the channel between the source and the m
th
microphone, such that the observation space becomes
yt = Yt−1b + G
[
CTxt + Σwt wt
]
(11.3)
as illustrated in Fig. 11.3b. For a single sensor, this setup corresponds to the system
in Fig. 11.4a and is equivalent to accounting for the channel gain at the source input
and at the input of the observation noise (Fig. 11.4b). If the system parameters are
unknown, the gain term is implicitly included in the estimation of the parameters.
Hence, for single sensors, the channel gain can be omitted due to a scaling ambiguity.
For multiple sensors, the scaling gain cannot be rewritten similar to the principle
in Fig. 11.4b. The channel gain term, G, should therefore be explicitly included in the
system model. Assuming that G is static, i.e., does not vary with time, it cannot be
estimated using importance sampling. Similar to the channel parameters in Chap. 6,
its optimal estimator therefore need to be derived. However, as the gain is involved
in the observation space in eqn. (11.3), the estimator of the source signal and channel




















(b) Equivalent system to Fig. 11.4a with channel
gain at source and noise input
Figure 11.4: Reverberant system including gain term illustrating equivalent arrangements
leading to scaling ambiguity
parameters are dependent on the channel gain and hence need to be rederived as well.
This is easily shown by applying the Rao-Blackwellisation principle in sect. §5.6 again:





, the minimum mean-square error (MMSE) esti-





x0:t p (x0:t | y1:t)dx0:t∫
RP
bp (b | y1:t)db∫
G






where p (x0:t | y1:t) is the marginalised posterior pdf of the source signal, independent
of the channel and gain factor, and p (b | y1:t) is the marginalised channel posterior
pdf, independent of the channel gain, i.e.,
p (x0:t | y1:t) =
∫ [∫
p (x0:t | y1:t,b,g)p (b | y1:t,g)db
]
p (g | y1:t)dg (11.5)
p (b | y1:t) =
∫
p (b | y1:t,g)p (g | y1:t)dg. (11.6)
Not only do the channel parameters need to be marginalised from the source signal
posterior pdf, also does the channel gain need to be marginalised from both the source
signal and channel posterior pdf. Unfortunately, this derivation would require a sig-
nificant amount of work beyond the timeframe of this thesis.
11.3.4 Model order selection using a JMS
Undermodelling of the channel leads to significant performance deterioration due to
omitting high-energy taps in the channel filter. As the channel order is unknown in
practice and trial-and-error simulations until a suitable channel is determined are gen-
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Estimate of location 
of source
Target tracking
Figure 11.5: Joint dependency between enhancement and tracking
erally unfeasible, the implementation of model selection order schemes are desirable.
In scenarios where the speaker position is changing, the channel model is con-
sistently varying with time, which can lead to the birth and death of channel poles.
Hence, the channel order is varying with time as well. jump Markov system (JMS) are
particularly well suited for model order selection schemes where the model order is
changing with time. Defining the state of the JMS as model order, Pt, at time t, the




bm,p ym,t−p + xt + σm,wt wm,t. (11.7)
Note that eqn. (11.7) differs from the observation model in eqn. (4.15) on page 77 by
the limit of the sum, now ranging between 1 and time-varying Pt rather than constant
P. The model order changes (or jumps) with transition probability, p (Pt | Pt−1), de-
pendent on its previous state, Pt−1. As Pt is time-varying and can be assigned to obey
a first-order Markov chain, it makes sense to track the model order in the importance
sampling step of the particle filter. In this case, the unknown channel order is ap-
pended to the space of time-varying model parameters, θt =
[
aTt φwt φvt Pt
]T
.
This principle was successfully implemented for tracking harmonic components in
music and speech in [249], where the number of components changes in time.
11.3.5 Joint tracking and enhancement
In order to improve upon source signal estimation, particularly for moving speakers,
the model of the surrounding room acoustics should be improved. In order to obtain a
better channel model, positional knowledge, and hence tracking, of the sound source
would be advantageous. Should the object be localised or tracked, a clean signal is
necessary in order to track the true source rather than the reflections of source signal.
Target tracking and signal enhancement are thus jointly dependent as illustrated in
Fig. 11.5.



























Figure 11.6: System model facilitating RIR to be implicitly dependent on the source position
through a function of delays.
Target tracking – an example of remote source sensing – and audio enhancement
are both widely researched topics with numerous applications. Various methods for
the solution of either individual problem exist. However, the combination of simul-
taneous tracking and enhancement has received little attention in the literature so far.
Therefore, the establishment of a joint framework is of practical and theoretical interest
to both the research community and industry. For example, this problem finds appli-
cation in the civilian and military sectors such as surveillance, command and control,
air traffic control and navigation.
The models proposed in this thesis can be extended to facilitate joint source track-
ing and dereverberation by modelling the RIR as a function of the location of the






A.1 Weighted RLS approach
This section shows how the algorithm in [57] can be rephrased as a Kalman filter as
mentioned in sect. §2.3 on page 18. Yoshioka et al. propose a sequential algorithm
in [57] that operates in the short-time Fourier transform (STFT) domain and is based
on Bayesian updates of the reverberant algorithm. The STFT, Ym,t,ω, of the observed
signal, ym,t, at time t observed at microphone m ∈ M in frequency bin ω ∈ Ω is
constructed from its time-domain version via




where wt is a window, typically chosen as the Hann window or the Hamming win-
dow, which is defined as






where N is the window length. Based on AR modelling of the observed signal using
multiple microphones, the output at the first microphone in the STFT domain can be






b?m,p,ωYm,τ−p,ω + Xτ,ω = bHωYτ−1,ω + Xτ,ω (A.3)
where ? denotes the complex conjugate andH denotes the Hermitian, Xτ,ω is the STFT
of the source signal in frame τ and frequency band ω ∈ Ω; Pω is the AR model and
bω =
[
b1,1,ω . . . b1,P,ω . . . bMω,1,ω . . . bMω,P,ω
]T
are the coefficients of the
infinite impulse response (IIR) channel model in theωth frequency band;
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and Yτ−1,ω =
[
Y1,τ−1,ω . . . Y1,τ−Pω,ω . . . YM,τ−1,ω . . . YM,τ−Pω,ω
]T
are the past
observed samples. Eqn. (A.3) can be rearranged for the source signal as
Xτ,ω = Y1,τ,ω − bHωYτ−1,ω. (A.4)





ω∈Ω. Using Bayes’s rule, the posterior pdf of the channel













∣∣ Y0:τ−1,B)p (B | Y0:τ−1)dB (A.5)
If the source signal, Xτ,ω, is assumed to be Gaussian with with zero mean and covari-
ance σ2vτ,ω , where σ
2
vτ,ω corresponds to the short-time power spectrum of the speech
signal, then the likelihood of the observations, p
(
Yτ









∣∣bHωYτ−1,ω, σvτ,ω) . (A.6)
If it can be assumed that the posterior pdf of the channel after observing Y0:τ−1 is Gaus-




























In order to avoid computation of the inverse matrix of order Pω, the algorithm is
simplified by application of the Woodbury matrix identity to give
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A.2 Derivation of Webster’s equation
This section outlines the derivation of Webster’s equation as first mentioned sect. §3.2
on page 32. For completeness, recall that Newton’s laws of force describe the depen-









+∇(p(x, t)) = 0, (A.11b)
where p(x, t) is the sound pressure dependent on the distance, x, and time, t, v is the
vector velocity of an air particle, ρ is the density of air in the tube, and c is the speed
of sound. For one-dimensional, planar airflow, the volume velocity is generally used
instead of the particle velocity, where u = Av, with u(x, t) as the volume velocity, and
A(x) is the vocal tract area as a function of the distance is the sound pressure. Thus,











































which can be combined by equating the right hand side (RHS) to obtain Webster’s
equation as in eqn. (3.1).
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A.3 Lossless acoustic tube model
A.3.1 Reflection of sound waves
This section derives the reflection coefficients of the acoustic tube model in sect. §3.2.1
on page 34. Assuming K uniform sections of the acoustic tube, where the cross-
sectional area Ak(x) of the kth tube, k ∈ K, is constant over the total length of each









where pk(x, t) is the sound pressure in the kth tube. Similarly, eqn. (A.14) can be
constructed in terms of the volume velocity, u(x, t), similar to the pressure, p(x, t),









where uk(x, t) is the volume velocity in the kth tube. Eqn. (A.14) and (A.15) can be
expressed as a linear combination of forward and reverse travelling waves as illus-
trated in Fig. 3.2. The forward waves move from the glottis towards the lips, whilst
the reverse waves travel from the lips in the direction of the glottis. Thus, eqns. (A.14)
and (A.15) become [109, ch. 4.2.1, p. 63ff.]
pk(x, t) = p
+
k (x, t−
x/c) − p−k (x, t+
x/c) (A.16a)
uk(x, t) = u
+
k (x, t−
x/c) − u−k (x, t+
x/c). (A.16b)

















Due to conservation of volume continuity in both time and space, at the boundary
between section k and k+ 1 the following condition needs be fulfilled:
u+k (`k, t− τk) − u
−
k (`k, t+ τk) = u
+
k+1(0, t) − u
−
k+1(0, t), (A.19)
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where `k, k ∈ K is the length of the kth section and τk , `k/c for clarity. Likewise,




u+k (`k, t− τk) + u
−











Thus, when a wave front meets the discontinuity area of a section, part of the wave
propagates through to the next section, whilst the remainder is reflected back into its
own section. A wave will only propagate fully if the impedance of the next section
meets that of the previous section, i.e., the cross-sectional areas Ak = Ak+1 [109]. This
concept is clarified by solving for u+k+1(0, t) and u
−
k (`k, t+ τk), i.e.,
u+k+1(0, t) = (1+ rk)u
+










where the reflection coefficient, rk, can be written in the form of eqn. (3.2).
A.3.2 Transfer function
This section derives the transfer function of the vocal tract in sect. §3.3.1 on page 38.
Eqn. (A.21) showed that the volume velocity flow at each junction can be expressed as
u+k+1(0, t) = (1+ rk)u
+










the respective z-transforms are given as
U+k+1(z) = (1+ rk) z
−1/2U+k (z) + rkU
−
k+1(z) (A.22)
U−k (z) = −rk z
−1U+k (z) + (1− rk) z
−1/2U−k+1(z) (A.23)





















Thus, in matrix form, the flow of the system can be formulated as
Uk = Qk Uk+1 (A.26)






















































































As the elements of Q̂k are either constant or proportional to z−
1/2, the matrix product
reduces to a polynomial in z−1 of order N. Thus, the transfer for the lossless tube
model can be expressed by eqns. (3.5) and (3.6) on page 40.
A.4 PARCOR parameter model
A.4.1 Two-stage lattice structure output
This section derives the relation between the AR parameters and the corresponding
PARCOR (or reflection) coefficients of a second-order AR process as first mentioned
in sect. §3.4.2 on page 52.
Any IIR filter of order Q can be described by the direct-form structure illustrated
in Fig. 3.12a. Alternatively, as shown in [144, ch. 9.3.5], the direct-form IIR filter is
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equivalent to a lattice structure illustrated in Fig. 3.12b, where ψt,q, q ∈ Q denote
the reflection coefficients of the lattice structure. Recalling the relation between the
backward and forward lattice structure outputs in eqn. (3.26) and reducing to Q = 2
for the case of resonator circuits, the corresponding reflection coefficients, λ(q)t and
φ
(q)
t for q = 1, 2 simplify to
λ1,t = λ0,t +ψ1,tφ0,t−1 = xt +ψ1,t xt−1 (A.33a)
φ1,t = ψ1,t λ0,t + φ0,t−1 = ψ1,t xt + xt−1 (A.33b)
λ2,t = λ1,t +ψ2,tφ1,t−1 = xt +ψ1,t(1+ψ2,t)xt−1 +ψt,2xt−2 (A.33c)
φ2,t = ψ2,t λ1,t + φ1,t−1 = ψ2,t (xt +ψ1,t xt−1) +ψ1,t−1 xt−1 + xt−2
= ψ2,t xt + (ψ1,tψ2,t +ψ1,t−1) xt−1 + xt−2 (A.33d)
Solving eqn. (A.33c) for xt,
xt = −ψ1,t (1+ψ2,t) xt−1 −ψt,2 xt−2 + λ
(2)
t
and hence xt as described by eqn. (3.27).
A.4.2 Relation between reflection and PARCOR coefficients
This section shows that the reflection coefficients are equivalent to PARCOR coeffi-
cients as mentioned in sect. §3.4.2.1 on page 54. Recalling eqn. (3.26b) for the forward
stage of the lattice structure:
λq−1,t = λq,t −ψq,tφq−1,t−1 (3.26b)
The variance of the forward prediction, λq,t, can be expressed as





















+ 2ψq,t E [λq−1,tφq−1,t−1] . (A.35)












+ 2E [λq−1,tφq−1,t−1] = 0
such that solving for ψq,t yields eqn. (3.30).
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A.4.3 Transfer function of PARCOR model
This section shows that the transfer function of the PARCOR model can be expressed
in terms on a recursion of the denominator as first mentioned in sect. §3.4.2.2 on
page 55. Transforming the lattice equations in eqn. (3.26) to the z-domain,
Λ0(z) = Φ0(z) = V(z) (A.36a)
Λq(z) = Λq−1(z) +ψq,t z
−1Φq−1(z) (A.36b)
ΛQ(z) = NP(z) (A.36c)
where Λq(z) is the z-transform of λq,t and Φq(z) is the z-transform of φq,t. As men-
tioned in sect. §3.4.2.1, the forward and backward feedback path are related via φq,t =
λq,t−1, or in z-domain, Φq(z) = Λq(z−1) [144, ch. 12.3.2]. Inserting for Φq−1(z) in
eqn. (A.36b) thus yields
Λq(z) = Λq−1(z) +ψq,t z
−1Λq−1(z
−1). (A.37)
Furthermore, solving eqn. (3.33) for NP(z) yields NP(z) = V(z)A(z). Inserting into
eqn. (A.37) and dividing by V(z) hence gives recursive relationship in the numerator
of the transfer function as stated in eqn. (3.34) [107, ch. 8.7], [144, ch. 12.3.2].
A.4.4 Relation between reflection coefficients and acoustic tubes
This section shows that the acoustic tube can be represented by the same type of re-
cursion as exhibited by the PARCOR coefficients as first mentioned in sect. §3.4.2.2 on













where the concatenated tubes are simplified to sections of equal lengths, ∆x = /̀K. The
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where D1(z) = 1 + r1 z−1 = D0(z) + r1 z−1D0(z−1) where D0(z) = 1. Inserting


















D1(z) + r2 z
−2D1(z





























D2(z) + r3 z
−3D2(z











whereD3(z) = D2(z)+r3 z−3D2(z−1). As, after this point, the structure of the matrices
does not change anymore, it is safe to generalise the results in eqns. (A.39) and (A.40)























Thus, the denominator, D(z), of the transfer function of the acoustic tube model can
be expressed in terms of the recursions in eqn. (3.8).
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A.5 Digital resonators
A.5.1 Relationship between source parameters and poles
This section derives the relationship between the parameters and poles of a second-
order AR process as in sect. §3.4.3.4 on page 61. The system response, Ht,k(z) of each
digital resonator, k ∈ K can be obtained by taking the z-transform of the impulse
response in eqn. (3.36), i.e.,
Ht,k(z) =
gt,k
1+ a1,t,k z−1 + a2,t,k z−2
(A.43)
where gt,k is the resonant gain. Real poles correspond to pole pairs on the real axis
[250]. Thus, as the phase of real poles is φt,k = 0, eqn. (A.43) is equivalent to
Ht,k(z) =
gt,k
1+ a1,t,k z−1 + a2,t,k z−2
=
gt,k




1− (r1,t,k + r2,t,k)z−1 + r1,t,k r2,t,k z−2
. (A.45)
where r1,t,k and r2,t,k are the locations of the poles on the real axis. Thus, for real pole
pairs, the source parameters are related to the radii of the poles via
a1,t,k = −(r1,t,k + r2,t,k) and a2,t,k = r1,t,k r2,t,k. (A.46)
As −1 ≤ {rt,k, r?t,k} ≤ 1, the second resonator parameter maximum
a1,t,k =
{
−2, if rt,k = r?t,k = 1




−1, if rt,k = ±1 and r?t,k = ∓1
1, if rt,k = r?t,k = 1
(A.47b)
Therefore, the two resonator parameters are related in a triangular shape with the
base between −2 ≤ a1,t,k ≤ 2 and the height between −1 ≤ a2,t,k ≤ 1 (see Fig. 3.15 on























Figure A.1: Poles of a digital resonator
can be applied to eqn. (A.43), such that the system response is given as [251, 252]
Ht,k(z) =
gt,k











1− 2rt,k cosφt,k z−1 + r2t,k z−2
. (A.49c)
where gt,k denotes the filter gain. Comparing eqns. (A.49a) and (A.49c), the parame-
ters are related to the complex poles as stated in eqn. (3.45). Inserting the 0 ≤ rt,k ≤ 1
and −1 ≤ cosφt,k ≤ 1 corresponding to 0 ≤ φt,k ≤ π:
a1,t,k =
−2 for rt,k = 1 and cosφt,k = 12 for rt,k = 1 and cosφt,k = −1 (A.50)










1 for rt,k = 1 and cosφt,k = ±10 for rt,k = 0 (A.51)
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such that 0 ≤ a2,t,k ≤ 1. Recalling that a1,t,k = ±2 for cosφt,k = ∓1 according






which is a quadratic equation and thus a2,t,k varies with a1,t,k in the shape of a
parabola with its minimum at 0 when a1,t,k = 0 (Fig. 3.15). Inserting eqns. (A.50)
and (A.52) for a1,t,k and a2,t,k in eqn. (3.36), the sub-signal of resonator k ∈ K is given
as
xt,k = 2rt,k cosφt,k xk,t−1 − r2t,k xk,t−2 + gt,k vt (A.53)
where σvt,k = gt,k in eqn. (3.36). Eqn. (3.45) thus constitutes the relationship between
the source parameters and the radii and phases of their corresponding phases. Using
the remaining design specifications in eqn. (3.38) the resonant parameters can now be
related to the poles and hence to the source parameters.
A.5.2 Relation of resonator frequency to pole phase
This section derives the relation of the resonant frequency with the complex poles as in
sect. §3.4.3.2 on page 59. The magnitude response of a digital resonator can be found
straightforwardly from eqn. (3.39) as
|H(ω)| =
gt,k√
1+ r2 − 2r cos (φ−ω)
√
1+ r2 − 2r cos (φ+ω)
. (A.54)
As a resonance is a local peak in the magnitude response of the filter caused by a pole
close to the unit circle, the resonant frequency is the frequency that maximises |H(ω)|.







2r cos (φ−ω)︸ ︷︷ ︸
u
√
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r sin (φ−ωR) v+ r sin (φ+ωR)u
(uv)1/2
= −





[u sin (φ+ωR) − v sin (φ−ωR)]
As (uv)−1/2 cannot be zero, the derivative is equivalent to,
0 = u sin (φ+ωR) − v sin (φ−ωR)
=
(






















[sin (φ+ωR) − sin (φ−ωR)]
− 2r [cos (φ−ωR) sin (φ+ωR) − cos (φ+ωR) sin (φ−ωR)] ,
Reordering and applying the trigonometric identity:
sin (A− B) = sinA cosB− sinB cosA (A.56)
to the RHS yields(
1+ r2
)
[sin (φ+ωR) − sin (φ−ωR)] = 2r sin 2ωR.
228 Chapter A. Background derivations
Applying the trigonometric identity
















cosφ sinωR = 2r sin 2ωR. (A.58)
Applying the trigonometric identity






cosφ sinωR = 2r× 2 sinωR cosωR,(
1+ r2
)
cosφ = 2r cosωR, (A.60)









Thus, as the radial frequency is related to the frequency in cycles per sample viaωR =
2πf, the resonator frequency, ft,k, is related to the phase of the pole, φ, via eqn. (3.40)
on page 59.
A.5.3 Relation of resonator bandwidth to pole radius
This section derives the relation between the 3dB bandwidth of the digital resonator
and the complex poles as in sect. §3.4.3.3 on page 59. The bandwidth of low-order
filters is determined at an attenuated level - 3dB relevant to the maximum of the fre-
quency response [148], i.e.,
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1− 2r cosφe−ω + r2e−2ω
=
gt,k
1− 2r cosφ (cosω−  sinω) + r2 (cosω−  sinω)
=
gt,k
1− 2r cosφ cosω+ r2 cos 2ω+  (2r cosφ sinω− r2 sin 2ω)
.
The magnitude response can be obtained by multiplying the denominator with its
complex conjugate,
|H(ω)| =
|g|√√√√√(1− 2r cosφ cosω+ r2 cos 2ω)2 + (2r cosφ sinω− r2 sin 2ω)2︸ ︷︷ ︸
D(ω)2
(A.63)





The squared denominator can be written as
D(ω)2 =
(




2r cosφ sinω− r2 sin 2ω
)2
= 1+
 4r2 cos2φ cos2ω + r4 cos2 2ω − 4r cosφ cosω
+ 2r2 cos 2ω −4r3 cosφ cosω cos 2ω
+
 4r2 cos2φ sin2ω −4r3 cosφ sinω sin 2ω + r4 sin2 2ω .
Noting that the terms in the oval and the squared box can be written respectively as





r4 cos2 2ω+ r4 sin2 2ω = r4
(
cos2 2ω+ sin2 2ω
)
,
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the trigonometric identity:
cos2A+ sin2A = 1 (A.65)
can be applied; Further noting that the terms in the double-framed box are equivalent
to
− 4r3 cosφ cosω cos 2ω− 4r3 cosφ sinω sin 2ω
= −4r3 cosφ (cosω cos 2ω+ sinω sin 2ω) ,
the trigonometric identity:
cos (A− B) = cosA cosB+ sinA sinB (A.66)
can be applied; Thus, the squared denominator is equivalent to,
D(ω)2 = 1− 4r cosφ cosω+ 2r2 cos 2ω+ 4r2 cos2φ− 4r3 cosφ cosω+ r4.
Thus, the squared magnitude in eqn. (A.64) becomes,
|H(ω)|2 =
g2t,k
1− 4r cosφ cosω+ 2r2 cos 2ω+ 4r2 cos2φ− 4r3 cosφ cosω+ r4
. (A.67)
To evaluate |H(ωt,k)|2, insert cosωt,k =
(1+r2)
2r cosφ from eqn. (A.61) into |H(ω)|
2, such
that the denominator becomes,
D(ωt,k)












(1+ cos 2A) (A.68)
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to 4r2 cos2φ:
D(ωt,k)
2 = 1− 4r cosφ× 1+ r
2
2r
cosφ+ 2r2(2 cos2ω− 1)











+ 4r2 cos2φ− 2r2(1+ r2) cos2φ+ r4
= 1− 2(1+ r2) cos2φ− 2r2 + (1+ r2)2 cos2φ+ 4r2 cos2φ
− 2r2(1+ r2) cos2φ+ r4
= 1 − 2 cos2φ− 2r2 cos2φ −2r2 + cos2φ+ 2r2 cos2φ+ r4 cos2φ
+ 4r2 cos2φ− 2r2 cos2φ− 2r4 cos2φ +r4
rewriting the boxed terms as 1− 2r2 + r4 = (1− r2)2 and grouping together terms,
= (1− r2)2 − cos2φ− r4 cos2φ+ 2r2 cos2φ










(1− r2)2 (1− cos2φ)
. (A.69)
Thus, in order to obtainω1/2, equate |H(ω)|2 and |H(ωt,k)|2/2 and solve forω, i.e.,
g2t,k
2(1− r2)2 (1− cos2φ)
=
g2t,k
1− 4r cosφ cosω+ 2r2 cos 2ω+ 4r2 cos2φ− 4r3 cosφ cosω+ r4





= 1 −4r cosφ cosω + 2r2 cos 2ω+ 4r2 cos2φ −4r3 cosφ cosω + r4.





− 4r2 cos2φ− r4 − 1 = −4r cosφ cosω(1+ r2) + 2r2 cos 2ω
= −4r cosφ cosω(1+ r2) + 2r2(2 cos2ω− 1).
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− 4r2 cos2φ− r4 − 1+ 2r2 = −4r cosφ cosω(1+ r2) + 4r2 cos2ω
Grouping in terms of cos2φ on the LHS,
− 1+ 2(1− r2)2 − r4 + 2r2 − cos2φ
(
2(1− r2)2 + 4r2
)
= −1+ 2(1− 2r2 + r4) − r4 + 2r2 − 2 cos2φ
(
1− 2r2 + r4 + 2r2
)






















cosφ cosω(1+ r2) + cos2ω





















































































leading to eqn. (3.43) on page 60.
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A.6 Room acoustical transfer function
This section derives the room acoustical transfer function in sect. §4.2 on page 66.
The acoustic response in an enclosed space between a sound source and a receiver is
the result of the direct-path signal and all its reflections. Thus the sound wave can be
modelled by the superposition of all sound waves in the room. The sound propagation
in terms of the sound pressure, p(r, t), can be described by the acoustic wave equation:





where ∇2 = ∂2/∂x2 + ∂2/∂y2 + ∂2/∂z2 is the Laplacaian over the Cartesian coordinates
r = (x, y, z). If a harmonic disturbance is producing the waves, for which the source
function is given, then eqn. (4.1) can be rewritten as




= −s(r, t) (A.70)
By application of the Fourier transform, the Helmholtz equation is obtained, i.e.,
∇2P(r,ω) + k2 P(r,ω) = −S(r,ω), (A.71)
where P(r,ω) and S(r,ω) are the Fourier transforms of p(r, t) and s(r, t) respectively,
and k is k = ω/c. For a unit-amplitude harmonic point source located at rs = (xs, ys, zs),
the source function is S(r,ω) = δ(r−rs). The partial differential equation in eqn. (A.71)
thus can be solved by solving the inhomogeneous equation:
∇2H(r, rs,ω) + k2H(r, rs,ω) = −δ(r − rs) (A.72)
where H(r, rs,ω) is the RTF, describing the standing waves in the room. Note that as
the RHS is a delta function andH(r, rs,ω) is subject to a linear differential operator, the
sound pressure for an arbitrary sound function, S(r,ω) in eqn. (A.71) can be obtained
by marginalising the source position, rs, from the product of the RTF and the sound




The solution of p(r, t) in eqn. (A.70) thus is the inverse Fourier transform of P(r,ω).
In order to obtain P(r,ω), an expression of the RTF, H(r, rs,ω), in eqn. (A.72) re-
quired. H(r, rs,ω) can be obtained by finding the eigenfunctions (or characteristic so-
lutions), Pi(r,ω), of the homogenous equations, ∇2H(r, rs,ω) + k2H(r, rs,ω) = 0 [4].
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where Ci(rs,ω) is a coefficient dependent on the source position, rs. The eigenfunc-
tions, Pi(r,ω), are mutually exclusive and satisfy∫
Pi(r,ω)Pj(r,ω) =
{
αi, i = j
0, i 6= j
(A.75)
The general expression of the RTF in eqn. (A.74) can be made more physically mean-
ingful by narrowing the specifications to rectangular rooms.
In a rectangular room with rigid walls, the eigenfunctions can be expressed as [4]:
Pi(r,ω) = Pi(r) = cos (kx x) cos (ky y) cos (kz z) (A.76)
where kv = (mv π)/Lv with v = {x, y, z} and wheremv ∈ N and the room is of dimension
Lx × Ly × Lz (width × length × height). By inserting eqn. (A.76) into eqn. (A.74), the















z = ωi/c is the eigenvalue and ωi is the ith eigenfrequency at
which the standing waves resonates (hence also known as resonant frequency). In re-
alistic rooms with non-rigid walls, the eigenvalues, k2i provide damping of resonance,
such that k2i should be expanded to k
2
i =
ωi/c + `δi/c where δi is the so-called damp-
ing constant, orQ-factor. If δi  ωi, eqn. (A.77) can be rewritten as given by eqn. (4.3).
The inverse Fourier transform of the RTF, H(r, rs,ω), gives the solution of the RIR,
h(r, rs, t). As both H(r, rs,ω) and h(r, rs, t) are expressed in terms of the source po-
sition, rs and the receiving position, r0, both the RTF and RIR vary with changing
source-sensor positions and distances [158, 159].
The expression of the RTF in eqn. (4.3) describes the acoustic properties of a rever-
berant room and can be used to model the reverberant channel. The following two
sections discuss how the solution to the acoustic wave equation can be approximated
by either simulating the impulse response of the room (sect. §4.3) or develop mathe-




This section derives the expression of the MMSE addressed first in sect. §5.2 on page 81.
The MSE between the actual value of the desired variables, ϕ0:t, and their estimate,
ϕ̂0:t, can be expressed as






‖̂f0:t −ϕ0:t‖2 p (ϕ0:t | y1:t)dϕ0:t
= ‖̂f0:t‖2
∫
p (ϕ0:t | y1:t)dϕ0:t +
∫
‖ϕ0:t‖2 p (ϕ0:t | y1:t)dϕ0:t
− 2 f̂T0:t
∫
ϕ0:tp (ϕ0:t | y1:t)dϕ0:t




− 2̂fT0:t Ep(ϕ0:t | y1:t) [ϕ0:t] (B.1)
where ‖ · ‖ , (·)T (·) is the Euclidean norm and
Ep(ϕ0:t | y1:t) [ϕ0:t] =
∫
ϕ0:t p (ϕ0:t | y1:t)dϕ0:t (B.2)
is defined as the expected value. Differentiating eqn. (B.1) with respect to f̂0:t and
setting to zero in order to minimise the MSE yields
∂MSEbf0:t
∂f̂0:t
= 2̂f0:t − 2Ep(ϕ0:t | y1:t) [ϕ0:t] = 0. (B.3)
Solving for f̂0:t, the MMSE estimate can be expressed as stated eqn. (5.5) on page 82.
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B.2 Optimality of the Kalman filter
This section shows that the Kalman filter is the optimal estimator in the MSE sense of
the unknown states of conditionally Gaussian state-spaces (CGSSs) as first mentioned
in sect. §5.3 on page 83. By definition, optimal estimators have estimation errors with
zero mean and are orthogonal to the observations, y1:t. Therefore, in order to show
that the Kalman filter is the optimal estimator, it is sufficient to show that the estima-
tion errors have zero mean and are orthogonal to y1:t.
The error between the actual state and its predicted estimate is denoted as εt|t−1 and
the error between xt and its updated estimate is εt|t, where





= Atεt−1|t−1 + vt (B.4)




= εt|t−1 − Kt
(
Htxt + wt − Htµt|t−1
)
= (IQ − KtHt)εt|t−1 + Ktwt (B.5)










where εt|t , xt − µt|t is the error between the actual state of the system, xt, and its
updated estimate, µt|t. By taking the expected value over the error terms, the mean of



















Thus, as both the excitation and measurement noise terms, vt and wt, are zero-mean
by definition, it can be shown by induction that the initial optimality in eqn. (B.6) is









Orthogonality to the observations yk, k ≥ 1 can be shown by taking the expected
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B.3 The MSE of the Kalman filter
This section shows that the diagonal terms in the covariance terms, µt|t−1 and µt|t, of
the predicted and updated Kalman states correspond to the MSE of the corresponding
states as first mentioned in sect. §5.3 on page 83. Recalling the definition of the error
of the predicted and updated estimates in eqns. (B.4) and (B.5) in Appendix B.2, the


























(IQ − KtHt)εt|t−1 + Ktwt
) (
(IQ − KtHt)εt|t−1 + Ktwt
)T]
and after a little rearrangement and application of the Woodbury identity:

















Thus, the covariance of the error of the predicted and updated Kalman states is equiv-
alent to the covariance of the predicted and updated Kalman states. The MSE a




where ε is the scalar error. As ϕt ,[
ft . . . ft−Q+1
]T
the diagonal terms of the covariance matrix correspond to the MSEs
of the corresponding elements in the predicted and updated states.
B.4 Optimal importance sampling function
This section derives the optimal importance sampling function and shows that it, in-
deed, minimises the variance of the MMSE estimator as mentioned in sect. §5.5.2 on
page 96. The variance of the estimator can be expressed as






Eπ(ϕt | y1:t,ϕ0:t−1) [wt]
)2
. (B.11)
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can be obtained by insertingwt as defined in eqn. (5.29)











p (yt | y1:t−1,θ0:t)p (ϕt | ϕ0:t−1)
π (ϕt | y1:t,ϕ0:t−1)
)2
π (ϕt | y1:t,ϕ0:t−1)dϕt
= w2t−1
∫
(p (yt | y1:t−1,θ0:t)p (ϕt | ϕ0:t−1))
2
π (ϕt | y1:t,ϕ0:t−1)
dϕt.
The term Eπ(ϕt | y1:t,ϕ0:t−1) [wt] is equivalent to




p (yt | y1:t−1,θ0:t)p (ϕt | ϕ0:t−1)
π (ϕt | y1:t,ϕ0:t−1)
π (ϕt | y1:t,ϕ0:t−1)dϕt
= wt−1
∫
p (yt | y1:t−1,θ0:t)p (ϕt | ϕ0:t−1)dϕt = p (yt | y1:t−1,ϕ0:t−1)
By inserting into eqn. (B.11), the variance thus is equivalent to eqn. (5.34) on page 96.
The variance is zero if∫
(p (yt | y1:t−1,θ0:t)p (ϕt | ϕ0:t−1))
2
π (ϕt | y1:t,ϕ0:t−1)
dϕt = p (yt | y1:t−1,ϕ0:t−1)
2 (B.12)
If the proposal distribution is chosen according to eqn. (5.35) on page 96, then one can
obtain by inserting eqn. (5.35) into eqn. (B.12):
∫
(p (yt | y1:t−1,θ0:t)p (ϕt | ϕ0:t−1))
2




(p (yt | y1:t−1,θ0:t)p (ϕt | ϕ0:t−1))
2
p (yt | y1:t−1,θ0:t)p (ϕt | ϕ0:t−1)
× p (yt | y1:t−1,ϕ0:t−1)dϕt
=
∫
p (yt | y1:t−1,θ0:t)p (ϕt | ϕ0:t−1)p (yt | y1:t−1,ϕ0:t−1)dϕt
= p (yt | y1:t−1,ϕ0:t−1)×
∫
p (yt | y1:t−1,θ0:t)p (ϕt | ϕ0:t−1)dϕt
= p (yt | y1:t−1,ϕ0:t−1)× p (yt | y1:t−1,ϕ0:t−1)
= p (yt | y1:t−1,ϕ0:t−1)
2 .
Thus, by inserting into eqn. (B.11) for the integral term, the two terms on the RHS
cancel and thus the variance is 0.
Appendix C
Derivations of the RBPF
C.1 Augmented Kalman filter for source signal and channel
estimation
This section derives expressions for the marginal estimators of the source signal and
channel as referred to in sect. §6.4 on page 117.
Using eqns. (6.18a) and (6.18b) and assuming block-diagonality of the µP|P and





































where µxP+1|P , AP+1 µxP|P and ΣxP+1|P , A
T
P+1ΣxP|P AP+1 + ΣvP+1 ΣvP+1
T . In other
words, the block-diagonality of the initial states is retained by the Kalman prediction
equations. Now, by application of eqns. (6.19a) and (6.19b), the residual covariance













= YP Σb,P YTP + C
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and KxP+1 , ΣxP+1|P CΣ
−1
zP+1
. By slightly reordering






























yP+1 − CT µxP+1|P
)
and µxP+1|P+1 ,(
IQ − KxP+1 YP
)
µxP+1|P + KxP+1 (yP+1 − YP µb,P). Similar to eqn. (C.4), by slightly re-

















where the error covariance terms of the channel and source, Σb,P+1 and ΣxP+1|P+1 re-
spectively, and the cross-correlations, Σ(b|x)P+1 and Σ(x|b)P+1 are defined as
Σb,P+1 ,
(









Σ(b|x)P+1 , −KbP+1 C
T ΣxP+1|P (C.6c)
Σ(x|b)P+1 , −KxP+1 YP Σb,P. (C.6d)
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= YP Σb,P YTP + C
T ΣxP+1|P C + ΣwP+1 Σ
T
wP+1
+ CT ATP+2Σ(x|b)P+1 Y
T
t−1 + Yt−1Σ(b|x)P+1 AP+2 C
(C.10)
i.e., due to the cross-correlation terms on the off-diagonals in ΣP+1|P+1, two additional
terms CT ATP+2Σ(x|b)P+1 Y
T
t−1 and Yt−1Σ(b|x)P+1 AP+2 C are introduced to the residual
covariance as compared to at P + 1. The Kalman gain is now expressed as
KP+2 =
(Σb,P+1 YTP+1 + Σ(b|x)P+1 At C)ΣzP+2(
ATt Σ(x|b)P+1 Y
T







Again, additional terms due to the cross-correlations are now taken into account. The



















where, by substituting Σ(x|b)t and Σ(b|x)t by eqns. (C.6d) and (C.6c) respectively:




IMP − KbP+2 YP+1
)
Σb,P − KbP+2 C
T ATP+2Σ(x|b)P+1
(C.14)




IQ − KxP+2 C
T
)
ΣxP+2|P+1 − KxP+2 YP+1Σ(b|x)P+1 AP+2
(C.15)




I − KbP+2 YP+1
)









I − KxP+2 C
T
)
ATt Σ(x|b)P+1 − KxP+2 YP+1Σb,P+1
(C.17)
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As before, the updated states can be computed as:
µP+2|P+2 =
(IMP − KbP+2 YP+1)µb,P+1 + KbP+2 (yP+2 − CT µxP+2|P+2−1)(
IQ − KxP+2 C
T
)








Hence, the block-separability of µt|t and Σt|t is propagated in time due to the diago-
nality of Dt and ΣDt .
C.2 Marginalized likelihood function
This section derives expressions for the marginal likelihood as referred to in sect. §6.5
on page 120.
Recall from sect. §5.3 on page 83 that p (zt | y1:t−1,θ0:t) is the predicted posterior
pdf parameterised by µt|t−1 and Σt|t−1 in eqns. (6.18a) and (6.18b). Using Bayes’s
theorem:
p (zt | y1:t,θ0:t) =
p (yt | y1:t−1, zt,θ0:t)p (zt | y1:t−1,θ0:t)
p (yt | y1:t−1,θ0:t)
(C.20)
Then by inserting for the likelihood in eqn. (6.30) and the prediction pdf parameterised
by eqns. (6.18a) and (6.18b) and integrating both sides with respect to zero, then the
left hand side integrates to 1 and hence, by solving for p (yt | y1:t−1,θ0:t):















































By application of the Gaussian identity:
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Using eqn. (6.19a), Kt = Σt|t−1HTtΣ
−1











zt Htµt|t−1 − 2ytΣ
−1



















































−1HtKt − Σ−1zt HtKt
)
yt (C.22)







wt + HtKtΣzt ⇒ HtKt = IMP − ΣwtΣTwtΣ−1zt
(C.23)
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Inserting into eqn. (C.21),



































Finally, note that the determinants in eqn. (C.24) are equivalent to
|Σt|t|
|Σt|t−1|





by using eqn. (C.23) and the identity det(IQ + uvT ) = 1+ vTy. Hence, eqn. (C.24) can
be written in the simplified form as eqn. (6.32).
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[239] M. Bolić, P. M. Djurić, and S. Hong, “Resampling algorithms for particle filters:
A computational complexity perspective,” EURASIP J. Appl. Sig. Proc., vol. 15,
pp. 2267–2277, 2004.
[240] T. H. Cormen, C. E. Leiserson, R. L. Rivest, and C. Stein, Introduction to algo-
rithms. Cambridge, MA: MIT Press, 2001.
[241] K. Eneman and M. Moonen, “Multimicrophone speech dereverberation: Exper-
imental validation,” EURASIP J. Audio, Speech, Music Proc., 2007.
[242] M. J. Daly and J. R. Reilly, “Blind deconvolution using Bayesian methods with
application to the dereverberation of speech,” in Proc. IEEE Conf. ICASSP, vol. 2,
May 2004, pp. 1009–1012.
[243] A. Gilloire and M. Vetterli, “Adaptive filtering in subbansd: Analysis, experim-
nts, and application to acoustic echo cancellation,” IEEE Trans. Signal Process.,
vol. 40, pp. 1862–1875, Aug. 1992.
[244] M. Harteneck, J. M. P. Borallo, and R. W. Stewart, “An oversampled subband
adptive filter without cross adaptive filters,” Signal Proc., vol. 64, no. 1, pp. 93–
101, 1998.
[245] M. Harteneck, S. Weiss, and R. W. Stewart, “Design of near perfect reconstruc-
tion oversampled filterbanks for subband adaptive filters,” IEEE Trans. Circuits
REFERENCES 261
Syst. II, vol. 46, pp. 1081–1085, Aug. 1999.
[246] J. P. Reilly, M. Wilbur, M. Seibert, and N. Ahmadvand, “The complex subband
decomposition and its application to the decimation of large adaptive filtering
problems,” IEEE Trans. Signal Process., vol. 50, no. 11, pp. 2730–2743, Nov. 2002.
[247] Y. Boers and J. N. Driessen, “Interacting multiple model particle filter,” IEE Proc.
Radar, Sonar and Navig., vol. 150, no. 5, pp. 344–349, Oct. 2003.
[248] E. A. Lehmann, A. Johansson, and S. Nordholm, “Reverberation-time prediction
method for room impulse responses simulated with the image-source model,”
in Proc. IEEE Conf. WASPAA, New Paltz, NY, Oct. 2007, pp. 159–162.
[249] C. Dubois and M. Davy, “Joint detection and tracking of time-varying harmonic
components: A flexible Bayesian approach,” IEEE Trans. Audio, Speech Lang. Pro-
cess., vol. 15, no. 4, pp. 1283–1295, May 2007.
[250] J. M. Turnbull, A. T. Sapeluk, and R. I. Damper, “A new method of pole-
tracking with application to vowel andsemivowel recognition,” in Proc. IEEE
Conf. ICASSP, vol. 1, Glasgow, UK, May 1989, pp. 568–571.
[251] H. H. Robertson, “Approximate design of digital filters,” Technometrics, vol. 7,
no. 3, pp. 387–403, Aug. 1965.
[252] B. Gold and L. R. Rabiner, “Analysis of digital and analog formant synthesiz-
ers,” IEEE Trans. Audio Electroacoust., vol. 16, no. 1, pp. 81–94, Aug. 1968.
[253] J. Benesty, M. M. Sondhi, and Y. Huang, Eds., Springer handbook of speech process-






Adamou-Mitiche, A. B. H. 134
Adib, A. 38




Alengrin, G. 174, 181
Allen, J. B. 14, 15, 18, 67–69, 200
Anderson, B. D. O. 7, 49, 50
Andrieu, C. 7, 26, 49, 90, 96, 101, 105, 125, 128
Arulampalam, M. S. xxv, 7, 99, 101
Arulampalam, S. 6, 7, 83, 84, 101, 207
Atal, B. S. 16, 151
Attias, H. 21
Baken, R. J. 34
Bar-Shalom, Y. 6, 7
Barlaud, M. 174, 181
Barney, H. L. 21, 37
Bees, D. 16, 17
Beierholm, T. 36, 56, 63, 151, 152, 161, 164–166
Benesty, J. 16, 27
Beranek, L. L. 73
Berkani, D. 134
Berkley, D. A. 14, 15, 18, 67–69, 200
Berzuini, C. 101
Blake, A. 94
Blauert, J. 14, 15, 18
Bloch, B. 32
Blostein, M. 16, 17
Boers, Y. 208
Bognar, E. 45
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Alice laughed. “There’s no use trying," she said. “One can’t believe
impossible things."
“I daresay you haven’t had much practice," said the Queen. “When
I was your age, I always did it for half-an-hour a day. Why, sometimes I’ve
believed as many as six impossible things before breakfast. There goes the
shawl again!’"
LEWIS CARROLL, “Through the Looking Glass” (1871)
