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The Standard Model [1] (SM) of electroweak and strong interactions has been proven to
be one of the most succesful physics theories ever built. During almost 40 years it has
survived to every test to which it has been submitted. In this stringent and continuous
testing of the theory, the high statistics collected by the LEP experiments from 1989
to 1995 at the Z resonance (LEP1), together with the small experimental systematic
uncertainties, has played a very important ro^le, allowing checks at the quantum level.
Within the SM, the relation between the masses of the heavy gauge W and Z bosons
is predicted, thus a precise measurement of them is of fundamental physical importance.
The Z mass has very precisely been measured at LEP1, achieving a relative accuracy of
O(10
 5
). Contrarily, the world average of direct measurements of the W mass at hadron
collider experiments has a relative accuracy of O(10
 3
).
A second phase in the experimental programme of LEP (LEP2) was started in the
summer of 1996, where the interest turned to W, instead of Z, physics. One of the main
topics of this new phase is the precise measurement of the W mass, which can be used to
place stringent constraints on the allowed values of the mass of the Higgs boson within
the SM, as well as on the existence of new physics beyond the SM.




collisions. During the summer of 1996,
the LEP centre-of-mass energy was raised to the kinematical threshold of WW production,
around 161 GeV in the centre-of-mass. At this energy, the W bosons are produced at rest
and the cross-section is very sensitive to the W mass. In November of 1996, the centre-of-
mass energy was further raised to around 172 GeV, where the cross-section is large enough
and the W bosons are suciently boosted as to allow a precise measurement of the W
2 Introduction
mass from direct reconstruction of its decay products. Although the bulk of integrated
luminosity is expected to be taken well above threshold, a rst determination of the W
mass from the cross-section measurement results in a complementary measurement with
very dierent systematic uncertainties.
At production threshold, the cross-section measurement suers from the very limited
statistics collected and the presence of large backgrounds, especially in the fully hadronic
decay channel. In order to overcome this diculty and to be able to extract the maximum
of information possible, sophisticated statistical techniques involving multidimensional
methods are needed.
On the other hand, the W mass determination well above threshold requires a pure
sample and an accurate reconstruction of the nal state kinematics. Again, a selection
based on a multidimensional analysis as well as a reconstruction taking into account
the distortions due to fragmentation and detector eects must be used. In addition, a
sophisticated tool to optimally extract the W mass from the selected events is required.
In this thesis, the W mass has been determined in the fully hadronic decay channel
with the threshold and direct reconstruction methods from the data sample collected by
ALEPH at centre-of-mass energies of 161 and 172 GeV, respectively.
The outline of this thesis is as follows: in Chapter 2, the theoretical framework needed
to interpret the results of this thesis is briey described. Chapter 3 is devoted to the
description of the experimental apparatus, the LEP collider and the ALEPH detector,
together with the algorithms used to reconstruct hadronic events. The determination of
the W mass in the fully hadronic decay channel from the cross-section measurement at
161 GeV by using Neural Network techniques is addressed in Chapter 4. In Chapter 5,
the direct reconstruction of WW hadronic events at 172 GeV is described, together with a
sophisticated tting formula used afterwards to extract the W mass from the selected data
sample. In Chapter 6, the W mass measurements performed by the four LEP collabora-
tions at centre-of-mass energies of 161, 172 and 183 GeV are rst combined. Afterwards
this measurement is combined with that obtained at hadron collider experiments, leading
to a new world average value. The summary and conclusions are given in Chapter 7.
3Chapter 2
Theoretical framework
This chapter describes the theoretical framework necessary to interpret the results of this
analysis. In Sect. 2.1 the structure of the Standard Model is briey reviewed. In Sect. 2.2,
there is a review of the status of the W mass measurements before LEP2, as well as a
brief discussion about the methods that are being used at LEP2 to determine the W mass
and the envisaged precision. The impact of an accurate measurement of the W mass to
constrain the allowed range of masses of the Standard Model Higgs boson as well as new
physics beyond the Standard Model is addressed in Sect. 2.3. Finally, some theoretical




collisions are discussed in Sect. 2.4.
2.1 The structure of the Standard Model









, which incorporates in the simplest way possible strong, weak and electromagnetic
interactions, via the exchange of the corresponding spin-1 elds: 8 massless gluons and 1





, for the weak interaction. The fermionic matter content is given
by the known leptons and quarks, which are organised in a 3-fold family structure
1
(see
Table 2.1) where to each particle corresponds an antiparticle with the same mass but with
opposite quantum numbers. Thus, the left-(right-)handed elds transform as SU(2)
L
dou-
blets(singlets), so that both quarks and leptons experiment electroweak interactions. On
the other hand, leptons are SU(3)
C
singlets and therefore do not have strong interactions
1
The number of families is not constrained by the theory. However, the results obtained by LEP [8]
restrict the number of families with light neutrinos to three.
4 Theoretical framework
whereas quarks, which transform as SU(3)
C
triplets, come in 3 dierent \colours" and






g weak isospin eigenstates
are three lineal combinations of the fd; s; bg mass eigenstates. The unitary matrix which
relates both is the Cabibbo-Kobayashi-Maskawa matrix, which depends on three angles
and a phase which have to be determined experimentally. This phase is the responsible for
the CP symmetry breaking in the SM and it is widely believed that CP non-conservation
in the early Universe is one of the sources of the apparent imbalance between matter and
antimatter. There is no equivalent mixing matrix for leptons, although recent experimen-




oscillations, thus invalidating the



















































































































Table 2.1: Gauge group representations of fermion elds.
The spin-1 elds mediating the interactions result from the local gauge invariance of
the SM lagrangian. Such a high degree of symmetry makes initially the theory unphysical
since not only the fermions are massless, but also the weak vector bosons, apparently
responsible for the short-distance weak interactions. The mechanism that generates the






symmetry by the vacuum, which only possesses U(1)
Y
symmetry. As a result,
weak and electromagnetic interactions decouple. The crucial point is that the local gauge
invariance of the lagrangian is preserved by the Spontaneous Symmetry Breaking (SSB)
2.2 Past, present and future of M
W
measurements 5
mechanism, condition \sine-qua-non" for the spontaneously broken theory to be renor-
malisable [3]. The renormalisability ensures the systematic cancellation of the divergences
order by order of the perturbative expansion of the hamiltonian and its absorption in the
denition of a nite set of \bare" parameters. As a consequence of the SSB mechanism,
in the Minimal Standard Model (MSM), the existence of a physical scalar particle, the
so-called Higgs boson, is predicted although it has not been observed experimentally yet.





level [4]. The precise electroweak measurements at LEP1+SLD+N have some sensitivity
to the log(M
H
) through loop corrections, and allow to constrain log(M
H
) to be 1:53
+0:37
 0:29
at 68% condence level [8]. The next generation of machines (LEP2, LHC) should be able
to decide whether the simplest Higgs model is correct. At LEP2, the precise measurement
ofM
W
will be of great relevance in order to place stringent limits on the mass of the MSM
Higss, as well as further constrain the allowed regions in the space of parameters of the
Minimal Supersymmetric Standard Model (MSSM). This will be discussed in some detail
in next section.
2.2 Past, present and future of M
W
measurements
The rst experimental evidence of the existence of the W boson was obtained in 1982 at
the UA1 and UA2 [5] experiments at CERN. The W bosons were singly produced from
quark-antiquark annihilation in pp collisions at SPS at
p
s = 540 GeV, and only events
in which the W decayed leptonically were used to determine the W mass.
Before the start of LEP2, the most precise direct determination of M
W
came from
hadron colliders, in particular from the CDF and D0 experiments at FNAL TeVatron
at
p





X events were used, being selected by requiring a hard electron or muon and missing
momentum in the nal state. Since in this method any information in the longitudinal
direction is lost, an observable involving only information in the transverse direction must

















is the lepton (neutrino) transverse momentum and 
`
is the angle between
the lepton and the neutrino in the transverse plane. The neutrino transverse momentum
is inferred from the measured transverse missing momentum. The W mass is extracted by
6 Theoretical framework
comparing the measured m
T
distribution with Monte Carlo distributions with dierent
input W mass. For the W mass measurement it is crucial to understand the energy
scale and resolution of the charged lepton measurements. Another important source of
systematic errors is the uncertainty in the parton distribution functions (PDF).
Combining the results obtained from UA2 [6] and CDF and D0, the world average




= 80:40  0:09 GeV=c
2
: (2.1)
After 1996, there has been a signicant break in the TeVatron programme. Data-taking
(the so-called Run 2) will start again in 2000 with a much higher luminosity (due to
the main injector and other improvements). The total luminosity that is expected to
be collected is of  2 fb
 1
(about a factor 20 larger than the integrated luminosity
collected so far), which will lead not only to a reduction of the statistical errors but
also of the systematic errors. The expectations are that the combined precision for the
TeVatron experiments will eventually be in the M
W
= 30   40 MeV/c
2
range. It is
important to remember that this improved precision on M
W
will be obtained after the
LEP2 measurement.
Recently, a new measurement of the neutrino-nucleon neutral to charged current ratios




































= 0:2197  0:0021: (2.3)
This measurement can be converted onto a W mass measurement once one takes into




)). Then, for m
t
= 175 GeV and
M
H




= 80:54  0:11 GeV; (2.4)
in good agreement with the world average value from hadron collider experiments.




collisions. Unlike at pp colliders,
the kinematics of the W decay products can be completely reconstructed in the most
important decay channels. Therefore, the main method for the W mass determination
2.3 The ro^le of M
W
in precision tests of the Standard Model 7
will be the direct reconstruction of the W invariant mass. On the other hand, the cross-
section for W-pair production is very sensitive to M
W
close to the kinematical threshold,
p
s ' 161 GeV, which results in a complementary M
W
measurement with very dier-
ent systematic errors. It has been checked that both methods have the same statistical
sensitivity and, although the bulk of integrated luminosity is expected to be collected at
energies  172 GeV, a rst determination of the W mass from the cross-section measure-
ment at threshold has already been performed. With the expected integrated luminosity
of 500 pb
 1
/experiment during the whole LEP2 period, the W mass will hopefully be
measured with an unprecedented accuracy of M
W
= 30  40 MeV/c
2
.
2.3 The ro^le of M
W
in precision tests of the Standard Model
Since the relation between the masses of the heavy gauge W and Z bosons is predicted
by the Standard Model, it is clear that a precise measurement of them is of fundamental
physical importance. The Z mass is measured very precisely at LEP1 [8]:
M
Z
= 91:1867  0:0020 GeV=c
2
achieving a relative accuracy of O(10
 5
), whereas the current world average of direct
measurements of the W mass by hadron collider experiments is given in Eq.(2.1), which
results in a relative accuracy of O(10
 3
).
With the precise measurement of M
W
at LEP2 (and afterwards at TeVatron), the
situation for the electroweak parameters changes with respect to LEP1. At LEP1, the
common practice was to derive M
W
from the Fermi constant G

, accurately known from






































when loop corrections are included.
In fact, the dependence is quadratic onm
t
and only logarithmic onM
H
, as shown schemat-
ically in Fig. 2.1. Therefore, M
W
























At LEP2, the philosophy is dierent since one wants to measureM
W
, reason for which
it must be treated as a t parameter. Therefore, Eq.(2.5) now primarily acts as a test
of the Standard Model. In this sense, a global t to the precision electroweak data can






, which can be compared to the
direct measurements. The indirect measurement of M
W
obtained this way is much more




= 80:351  0:040 GeV=c
2
;








Then, it is clear that a direct measurement of M
W
becomes particularly interesting if
its error can be made comparable to, or smaller than the error of the indirect measure-
ment. In particular, a precise value of M
W
obtained from a direct measurement could
contradict the one obtained indirectly from the global t, thus indicating a breakdown of
the Standard Model.
On the one hand, it might be used, together with the direct determination of m
t
at
TeVatron, to further constrain the allowed region for the Standard Model Higgs mass.




plane between the direct measurements
(at the time of [11]) and the Standard Model prediction for dierent values of M
H
.
It is clear that the direct measurement of M
W
at pp colliders at that time was not
allowing to place an interesting constraint on the value of M
H
. However, the impact of a
precise measurement of M
W
at LEP2 on the indirect determination of M
H
is illustrated
2.4 W-pair production at LEP2 9











Table 2.2: Errors in M
H
for assumed errors in M
W
. The top mass is assumed to be m
t




On the other hand, an improvement in the precision of the M
W
measurement can be
used to constrain the existence of physics beyond the Standard Model. This can be done
by considering the (almost) model independent  parameters [12]. These parameters are
constructed to be sensitive to vector boson propagator eects, from both physics within
and beyond the Standard Model. Thus, the parameter 
1
(= ) is sensitive mainly to
the Z partial and total width. The parameter 
3
depends linearly on both  and ,





. The parameter 
2
depends linearly on ,  and
r (and thus onM
W




are accurately measured at LEP1,
whereas improvements in the precision of 
2
depend directly on improving the error on
M
W
. Then, the smaller the volume allowed in the -space by the precision electroweak
measurements, the greater the constraint on physics beyond the Standard Model.
The MSSM is arguably the most promising new-physics candidate. It is therefore
specially important to consider the MSSM prediction for M
W
. Fig. 2.2(right) shows
M
W
as a function of m
t
in the SM (solid lines) and in the MSSM (dashed lines). In
each case the prediction is a band of values, corresponding to a variation of the model
parameters (basically M
H







measurements and limits at the time of [11]. An additional constraint of \no SUSY
particles at LEP2" is imposed in the MSSM calculation.
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World Average Measurements:
MW  = 80.35 ± 0.13 GeV/c
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Model prediction for dierent values of M
H
. The uncertainty on (M
2
Z
) translates into a band for each
M
H











. The allowed region in the MSSM prediction corresponds to a variation of the
parameters of the model coherent with the constraints resulting from the measurements. The constraint
that none of the supersymmetric particles is observed at LEP2 has also been imposed. (Figures extracted
from [11]).
2.4.1 The W width
The width of the W boson is one of the fundamental parameters in WW physics since
it is the responsible for its o-shellness. It importantly distorts the W lineshape close to
the threshold and determines the topologies of the WW nal states through the partial
widths.
The W-boson width in lowest order
The W width is dominated by decays into fermion-antifermion pairs. In lowest order,








(where i,j denote the generation index and f ,f
0
stands for u (up-type quarks), d
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) and the colour factor N
f
C
equals one. For hadronic decays, N
f
C
= 3 and only the two rst quark generations are
involved with the corresponding mixing between generations as given by the non-diagonal
CKM mixing matrix. The total width is obtained as a sum over the partial fermionic






































































Higher order corrections to the W-boson width
The full one-loop electroweak and QCD corrections for decays into massive fermions,
together with the complete photonic and gluonic bremsstrahlung, have been evaluated in







  1   
QCD






to the  parameter. These corrections can be easily accounted for by parametrising the




instead of  and s
2
W


























































depends in a negligible way onM
H
and remains below 0.5% for the total width,
whereas the QCD correction 
QCD






2:6% (for zero fermion masses). Therefore, the following Improved Born Approximation
12 Theoretical framework






















































































































) 0:2262 0:2255 0:2262 0:1083
 (W! 

) 0:2262 0:2255 0:2262 0:1083
 (W! 

) 0:2261 0:2253 0:2262 0:1082
 (W! lept:) 0:6785 0:6763 0:6787 0:3249
 (W! ud) 0:6455 0:6684 0:6708 0:3211
 (W! us) 10 0:3315 0:3432 0:3444 0:0165
 (W! ub) 10
4
0:1080 0:1122 0:1128 0:000005
 (W! cd) 10 0:3312 0:3431 0:3444 0:0165
 (W! cs) 0:6441 0:6672 0:6697 0:3205
 (W! cb) 10
2
0:1080 0:1121 0:1128 0:0005
 (W! had:) 1:3569 1:4054 1:4104 0:6751
 (W! all) 2:0354 2:0817 2:0891




in dierent approximations (given in GeV).
In Table 2.3 the Improved Born Approximation for the partial and total widths is
compared with the lowest-order widths and the widths including the complete rst order
and leading higher-order corrections for nite fermion masses, all in the G

parametri-






) is below 0.3%, so that
they can be safely neglected. It is seen that the IBA reproduced the exact results within
0.4% (0.6% for the decays into a b-quark). The branching ratios for the individual decay




, agree numerically within 0.1% with those
obtained from the full one-loop results.
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2.4.2 WW cross-section in lowest order
Because of their nite width, W bosons are described as resonances and their presence is
analysed through their decay products. In order to determine the W mass, the interesting






















which in lowest order is represented by the three rst charged-current diagrams (CC03)
shown in Fig. 2.3. However, the full four-fermion process has also contributions from
other diagrams with the same initial and nal states, thus constituting an interfering
background.
All four-fermion nal states can be classied according to the topologies of the Feyn-
man diagrams entering the process. Their number and complexity vary in dependence on









du 43 11 20 10 10
e
e
20 20 56 18 18


10 10 18 19 9
Table 2.4: Number of Feynman diagrams contributing to the production of two fermion doublets (WW-
like nal states).
One may distinguish three dierent event classes, all of them containing the CC03
process as a subset:
(i) The CC11 process.
The nal state contains doubly and singly resonating W bosons. The two fermion
pairs are dierent and the nal state does not contain identical particles neither
electrons nor electron neutrinos (boldface numbers). There are less diagrams if
neutrinos are produced (CC09, CC10 processes).
(ii) The CC20 process.
The nal state contains only one e

together with its neutrino (roman numbers);
compared to (i), the additional diagrams have a t-channel gauge boson exchange.
14 Theoretical framework






d nal state are shown in Fig. 2.3.
For a purely leptonic nal state, a CC18 process results.
(iii) The mix43 and mix56 processes.
Two mutually charge conjugated fermion pairs are produced (italic numbers). Dif-
fering from (i) and (ii), the diagrams may contain neutral boson exchanges. There
are less diagrams in the mix43 process if neutrinos are produced (mix19 process).




















































































































































































































rst diagrams correspond to the CC03 diagrams containing two resonating W bosons. The gure has been
produced by using the GRACE [14] programme.
The total cross-section for W-pair production (after integration over the angular vari-
ables) can be described by a two-fold convolution of a hard-scattering o-shell cross-


















































being the invariant masses of the internal W bosons. The


























contain the nite width of the W boson, the coupling constant of its decay to fermions,
and the corresponding branching ratio BR. In the limit of stable W bosons, the on-shell






















) contains terms corresponding to






















































where the coecients c





















































































































































































































































































Unlike on-shell W-pair production, o-shell W-pair production is plagued by the problem
of gauge non-invariance. In fact there are two sources of gauge non-invariance one has to
be aware of:
1. incomplete set of contributions: in general, all diagrams that contribute to a given
nal state have to be taken into account in order to obtain a manifestly gauge-
independent result. For instance, in case of a nal state with four dierent fermions
and no electrons nor neutrinos, it can be seen that the gauge-dependent terms










), but not both
simultaneously, i.e. they are singly-resonant. Then, in this case the sum of both
doubly and singly-resonant diagrams is gauge-invariant. In fact, they are the only
diagrams that contribute to this particular nal state.
2. ad-hoc introduction of nite width: the W-boson propagators entering the denition






to be cured by introducing the nite width in one way or another, while at the same
time preserving gauge invariance and unitarity through a proper energy behaviour.
In eld theory, such width naturally arises from the imaginary parts of higher-order
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diagrams describing the boson self-energies, resumed to all orders. This procedure
has been successfully used in the past: the Z resonance can be described to very high
numerical accuracy. However, in doing a Dyson summation of self-energy graphs,
only a small subset of higher-order diagrams is singled out, so that it is not surprising
that the result is not gauge invariant. Although sophisticated schemes to include the
W width have been developed in order to end up with a gauge-invariant result (e.g.
the so-called \fermion loop scheme" [16]), they are very expensive and not suited
for a Monte Carlo code. In practice, essentially two \intuitive" ways of introducing
the nite W-width are used, although they are not theoretically justied:





















< 0! Clearly this is not theoretically justied since in perturbation
theory, the propagator for space-like momenta do not develop an imaginary
part. As a result, unitarity is violated.


































although it does not solve the problem of gauge-dependence.
In fact, a legitimate question that one might ask is how important is the gauge-
breaking occurring in these naive schemes, or if it is negligible for all practical purposes
as it occurs in LEP1 analyses. The answer to this question is that a naive inclusion of
running width without the inclusion of fermion corrections to the three-boson vertex leads
to completely unreliable results when collinear singularities are present (since the EM
gauge-dependence is highly amplied) whereas the \constant width scheme", although
not theoretically justied, gives numerical results close to the ones obtained with the
\fermion loop scheme".
2.4.3 Radiative corrections
As a result of the studies carried out in [11], the necessity of Standard Model theoretical
predictions for W-pair production with 0.5% (2% at threshold) accuracy was highlighted.
18 Theoretical framework
This accuracy is required in order to obtain reasonable experimental limits on the struc-
ture of the gauge-boson self-couplings and to determine the W mass with the envisaged
precision of 30-40 MeV/c
2
. Because of that, the computation of radiative corrections to
the lowest order matrix element for W-pair production becomes mandatory.
Unfortunately, so far no complete treatment for the O() electroweak corrections to
o-shell W-pair production is available. A full O() calculation has been performed
for the on-shell case, which can serve as a guideline in order to assess the theoretical
uncertainty inherent to the currently available Monte Carlo codes for o-shell W-pair
production, which include only the known universal leading corrections.
The O() radiative corrections can be divided naturally into three classes: virtual,
soft-photonic and hard-photonic contributions. Unlike at LEP1, the presence of the
charged current in lowest order makes impossible to separate electromagnetic and weak
contributions in a gauge-invariant way.
Essentially, the only radiative corrections treated so far have been the initial state
photonic corrections and the nal state Coulomb correction. Both strongly distort the
W-lineshape. The leading weak eects are taken into account through dressed lowest
order matrix elements (improved Born approximation).
Coulomb singularity
Although at high centre-of-mass energy the approximation of both W bosons as being
free particles may be good enough, it is clearly inadequate near the W-pair production
threshold in the presence of long-range Coulomb interactions between them. In the case
of on-shell W-pair production, these corrections are large and a-priori higher order cal-
culations are required. However, these corrections are substantially modied by eects
that indeed truncate the range of the interaction, like the o-shellness and decay of the
W bosons.
As one might intuitively expect, the W width acts as a natural cuto for multiple
soft-photon interchange between both W bosons and as a result, higher-order Coulomb
corrections are unimportant. Moreover, bound states of the two W bosons do not have
time to form because of the nite-width eects: the time needed to form a bound state

















The WW cross-section including the Coulomb correction can be expressed as:
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  + ΓW
  + ΓW + Coulomb















in various approximations: (i) Born (on-shell) cross-






















































































































The Coulomb correction to the o-shell W

cross-section provides an example of a
large QED interconnection eect between the two W bosons: the correction to the total
20 Theoretical framework
cross-section is' 5:7% at
p
s = 161 GeV and still' 1:8% at
p
s = 190 GeV. The exchange






) and therefore, at least in principle, aects
the direct reconstruction method.
Initial-state radiation














, and therefore the total cross-section is reduced.
Initial-state radiation (ISR) is so important because it yields large corrections from the
leading collinear logarithms ( log(s=m
2
e
)), after the cancellation of infrared singularities
coming from the emission of virtual and soft real photons when including hard photon
radiation. These leading collinear logarithms can be resummed and incorporated in the
cross-section using a \ux-function" (FF) or a \structure-function" (SF) approach.





















is given by Eq.(2.21). The radiator function in the ux
function approach is given by:
F (x; s) = x
 1
















The S term comes from soft and virtual photon emission and the H term comes from
hard photon emission [19].
Improved Born approximation
In the Standard Model, three parameters are sucient to parametrise the electroweak




g, since these are
the three which are measured most accurately. In this case, the value ofM
W
is a prediction
of the model. Radiative corrections to the expression forM
W
in terms of these parameters




, so a measurement of M
W
provides a
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production. The reason is that a variation of the parameterM
W
, which
appears explicitly in the phase-space and in the matrix element, has to be accompanied
by an adjustment of the charged and neutral weak couplings. Beyond leading order this
is a complicated procedure.







g (the so-called G

-scheme), since in this case the quantity of prime


















we see that the dominant t-channel neutrino exchange amplitude, and hence the corre-










) incorporate all the leading universal corrections






associated with the 
parameter. It has also been shown [18] that in the G

-scheme there are no large next-to-






-scheme, in which M
W
appears as a parameter of the model, seems to











The success of the precision measurement of the W mass strongly relies on an accurate









! 4f . Owing to the large W width, these stages are not independent but may
be interconnected by QCD and electroweak interference eects, which must be kept under
theoretical control. Here we talk about virtual interferences in the sense that particles
(e.g. gluons and/or photons) could be produced at one stage and absorbed at another,
but real interferences are also possible since the same real particle can be emitted from
the dierent stages of the process.
Because of these interconnection phenomena, the traditional meaning of the W mass
is undermined as the nal state may no longer be considered as a superposition of two
separate W decays.
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In general, the large width of heavy unstable particles controls the radiative interfer-
ences between emission occurring at dierent stages of the production process. This was
already illustrated during the discussion of one example of important QED reconnection
eects occurring between both W bosons: the Coulomb singularity near threshold. There
are other non-factorisable QED reconnection eects between the production and decay
stages that aect all decay channels.
Specic to the fully hadronic decay channel are QCD interconnection phenomena
(the so-called colour reconnection eects) and Bose-Einstein correlations. Both will be
discussed in more detail below.
In general, the QCD and QED interconnection phenomena aect dierently each
method to determine the W mass, the direct reconstruction method being more aected
than the cross-section method. The reason is that, as shown in [20], such interference









=  or 
s
as appropriate) or better. The only exception is the
contribution from the universal Coulomb interaction between slowly moving W bosons.
Instead, exclusive quantities such as the invariant mass distribution are fully aected.
Colour reconnection


































each colour singlet hadronises independently. As a result, it is not in principle possible





system of the W
+




system of the W
 
decay: some
particles originate from the joint action of the two systems.




decays plays a very
important ro^le in understanding the physics of QCD interference phenomena. At LEP2
energies, the typical separation of the two decay vertices in space-time is of the order
of 0.1 fm. A gluon with an energy !   
W
therefore has a wavelength much smaller




decay vertices, and is emitted almost








one from the other.
Only fairly soft gluons, !   
W
, feel the joint action of all four quarks colour charges.
On the other hand, the typical hadronisation scale is about 1 fm, i.e. much larger than
the decay vertex separation. As a result, the hadronisation phase may induce sizeable
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interference eects. Several studies [21, 22] show that the expected systematic eect on
the W mass from colour reconnection within the perturbative hadronisation phase may
be very small ( 5 10 MeV/c
2
), whereas it is larger from non-perturbative reconnections
( 30 MeV/c
2








overlap, it is natural to assume
that some coherence eects may be present already at the hadron level between particles
belonging to the dierent W bosons. The Bose-Einstein eect [23] is a type of short
range (space distances of about 1 fm) positive correlation in the momentum space among
identical low-momentum bosons (typically charged and neutral pions) stemming from
dierent W bosons. It seems to be related to a quantum-mechanical interference eect
in the unknown multipion wave function in the quark hadronisation process. Therefore,
it is by construction absent from typical hadronisation Monte Carlo event generators,
which are typically based on probabilistic (stochastic chain) models without any quantum-
mechanical interference.
Intuitively, since Bose-Einstein eects favour production of identical bosons closer in
phase-space, one would expect the softest particles to be \dragged" closer to each other,
leading to a reduction of the W momentum and thus increasing the measured W mass.
On the other hand, there is a prejudice that this cross-talk eect should be small, because
it aects the intersecting part of the jets, i.e. low-energy hadrons, whereas fast hadrons,
which are critical for the di-jet masses, should not be aected.
The rst attempt to investigate the inuence of Bose-Einstein correlations in the de-
termination of the W mass was made in [24], where the LUBOEI algorithm, implemented
in the JETSET MC programme, was used. It was assumed that Bose-Einstein eects are
local in phase-space and that the event multiplicity was not aected. In order to reproduce
the experimental results on the two-particle correlation function, the four momenta of the
bosons produced during the hadronisation phase where shifted. As a result, energy and
momentum where not simultaneously conserved, which was cured by an ad-hoc rescaling
of the particle momenta. After correcting for the articial shift induced in the recon-
structed mass by the rescaling procedure, the claimed systematic due to Bose-Einstein
correlations was  100 MeV/c
2
, which would made the hadronic channel essentially use-
less for the W mass determination. The predicted shift increased with the center-of-mass
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energy (feature quite unnatural since both W bosons are decaying further apart) and
decreasing source radius. Recent studies on this \local event weighting technique" [25],
with improved algorithms that handle locally energy and momentum conservation, indi-
cate that a systematic of 50 MeV/c
2
seems to be a safe upper limit over the LEP2 energy
range.
Recently, a dierent approach, based on the assignment of global event weights ac-
cording to the momentum distribution of the nal state bosons has been adopted in order
to assess this systematic uncertainty [26, 27]. The method arises very naturally in a
quantum-mechanical approach, where the weight can be constructed as the ratio of the
square of the symmetrised multiparticle amplitude to the square of the non-symmetrised
amplitude corresponding to the emission of distinguishable particles. The conclusion from
these studies is that the systematic uncertainty on the W mass because of Bose-Einstein





Description of the experiment
The measurement of the W mass presented in this thesis is based on the data produced as






s = 161 GeV and 172 GeV in the LEP accelerator at CERN
and collected by the ALEPH detector. The rst section of this chapter will be devoted to
a brief description of the LEP collider and mainly focussed on the determination of the
beam energy, of crucial importance for this measurement. Then, the ALEPH detector
will be briey described with some stress on the performances relevant to the analysis.
Finally, a few words will be devoted to the event reconstruction and simulation processes.
3.1 The LEP collider




storage ring of 27
Km of circumference (the largest collider of this kind in the world) sited at the European
Centre for Particle Physics (CERN) in Geneva, Switzerland. It is located in a tunnel at a
a depth between 80 m and 137 m, spanning the French and Swiss territories (see Fig. 3.1).
The beams that circulate around the ring are formed by bunches of electrons and
positrons. They are accelerated in opposite directions and cross in eight or sixteen points
in case the number of bunches is four or eight, respectively, although they are steered to
collide every 22 s (or 11 s) only in the four points where the detectors ALEPH [29],
DELPHI [30], L3 [31] and OPAL [32] are installed. The collisions in the other points are
avoided by a system of electrostatic separators.
The LEP injection chain starts with the LINear ACcelerator (LINAC) which acceler-
ates electrons and positrons in two stages. In a rst stage, the electrons are accelerated
26 Description of the experiment
up to an energy of 200 MeV and part of these electrons are used to produce positrons
by collision with a target of tungsten. In a second acceleration stage, both electrons and
positrons reach an energy of 600 MeV. These two linear accelerators constitute the LEP
Linear Injector (LIL). Then, the particles are injected into a small storage ring of 0.12
Km of circumference, the Electron Positron Accumulator (EPA), where they are sepa-
rated into bunches and accumulated until the beam intensities achieve the nominal value
( 10
10
particles). Afterwards, the bunches are injected into the Positron Synchroton
(PS) storage ring, of 0.6 Km of circumference, where they achieve an energy of 3.5 GeV
and then, into the Super Proton Synchroton (SPS) storage ring, of 7 Km of circumference,
reaching an energy of 20 GeV. Finally, the particles are injected into the LEP main ring














e   Electron -
+e   Positron 
Figure 3.1: View of the LEP ring and the four interaction points.
Since the e

trajectory is curved, there is an important loss of energy in the form





is the particle energy, m the particle mass and R the radius of curvature. Then, it is
very important for e

at high energy and becomes manageable only if the radius of the
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machine is suciently large. This loss of energy is compensated for by means of cavities
of radiofrequency (RF), which provide an extra-acceleration.
During a rst phase of the accelerator programme (LEP1), nished in 1995, the LEP
machine has been operated at a centre-of-mass energy of  91 GeV, at the peak of Z






and producing around 4
million visible Z decays per experiment. Since November 1995, in order to increase even
more the luminosity, a new scheme consisting in having four trains of up to four bunches
colliding at each interaction point has been adopted. This scheme is expected to achieve






in order to compensate somehow for the expected
small cross-sections during the LEP2 phase. This second phase of the LEP programme




collisions at a centre-of-mass energy of
p
s = 161
GeV and then at 172 GeV where produced for rst time. In order to achieve this energy
and compensate for the increased synchroton radiation, new niobium superconducting RF
cavities had to be installed, partially replacing the old room temperature copper cavities.




collisions where produced at
p
s = 183 GeV and it is expected
to increase the energy up to
p
s = 189 GeV during 1998 with the installation of more
superconducting cavities. A total integrated luminosity per experiment of about 500 pb
 1
is expected to be collected during the whole LEP2 phase.
3.1.1 Determination of the beam energy
During the LEP1 phase, the highest precision measurement performed at LEP was pre-





with an unprecedented precision. As it will be seen, at LEP2 there are intrinsic lim-
itations in the application of the successful technique applied in LEP1, which has to be
combined with other techniques, ending up with a much worse beam energy determina-
tion.
Since 1992 and before LEP2, the method used to measure the beam energy was taking
advantage of the fact that, under favourable conditions, transverse beam polarisation can
be built up in a circular machine due to the interaction of the electrons with the magnetic
guide eld (Sokolov-Ternov eect [35]). The number of spin precessions in one turn around
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where g
e
is the gyromagnetic constant and m
e
is the electron mass. This relation is exact
only for ideal storage rings and needs to be corrected for small imperfections. In this







being the revolution frequency, which in typical conditions take the value f
rev
=
11245:5041(1) Hz. From the above equations, it is clear that this spin precession frequency
(f
prec
) is predicted with a very high accuracy as a function of the beam energy. On
the other hand, this frequency can be measured using a sweeping kicker magnet which





(n integer), that is when the exciting eld is in phase
with the spin precession, the spin rotations about the radial direction add up coherently
from turn to turn. About 10
4
turns ( 1 s) are needed to turn the polarisation vector into
the horizontal plane (resonant depolarisation). In this way, by plotting the measured beam
polarisation versus f
spin kick
, one can determine f
prec
with a precision which corresponds
to an accuracy on the beam energy at the level of 0.2 MeV. This method is often referred
to as energy calibration by resonant depolarisation and has been extensively used for
accurate beam energy calibrations and measurements of particle masses [36]. However,
only two calibrations per week are in practice feasible, and the extrapolation between
them is aected by errors coming from the status of the RF cavities, the temperature and
humidity in the LEP tunnel, the distortions of the ring length (because e.g. of the tidal
forces of the sun and the moon) and even by the current ow over the vacuum chamber
created by trains travelling between the Geneva main station and destinations in France.
The nal precision of the measurement improves as these eects are understood and in
LEP1 was at the level of 1.5 MeV.
However, at LEP2 the application of the above technique is limited by the fact that at
a beam energy E
beam
 80:5 GeV the beam transverse polarisation can not be maintained.
Therefore, the absolute energy scale at E
beam
= 80:5 and 86 GeV has been obtained by
performing depolarisation measurements at E
beam
= 45 and 50 GeV and extrapolating to
higher energies by making use of the instantaneous measurements performed by nuclear
magnetic resonance (NMR) probes installed in 16 dipole magnets. This calibration pro-
cedure assumes a linear behaviour (with zero intercept) of the NMR probes response as
a function of the beam energy. In addition, the beam energy as determined by the NMR
probes is compared to the one determined from the measurement of the magnetic eld in
the LEP dipoles (\ux-loop").
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The estimated uncertainty in the determination of the beam energy is27 (30) MeV at
E
beam
= 80:5 (86) GeV, about 10 times larger than at LEP1 ! The dierent contributions





= 80.5 GeV 86 GeV
Energy scale uncertainties:






Fill-to-ll variations 10 5
Extrapolation 24 29
Beam-orbit corrections 1 1
Variations in a ll:
Tidal forces model 1 1
NMR/temperature 2 2




Table 3.1: Dierent contributions to the uncertainty on the beam energy determination.
3.2 The ALEPH detector
The ALEPH detector is located at the experimental point number 4 in a cavern 143 m
under the surface. It is a 12 m diameter by 12 m length cylinder positioned around the
beam pipe, a tube of 10 cm of radius that forms part of the accelerator. In the ALEPH
reference system, the z direction is around the beam pipe, positive in the direction followed
by the e
 
, thereby slightly dierent from the local horizontal direction due to the fact
that the accelerator is slightly tilted. The positive x direction points to the centre of
LEP, and is horizontal by denition. The positive y direction is orthogonal to z and x
and deviates 3.5875 mrad from the local vertical direction.
The detector consists of subdetectors, each of one specialised in a dierent task. The
tracking devices allow to reconstruct the trajectories of charged particles and to clas-
sify them using the ionisation left in the detectors. The electromagnetic and hadronic
calorimeters give a measurement of the energy of the particles, being also the only detec-
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tor capable to give position information for the neutral particles. Muons are identied
using the muon chambers and/or the nal planes of the hadronic calorimeter. Specialised
detectors situated at low angle give a precise measurement of the luminosity. Some other
subdetectors monitor the luminosity and the background. Finally, the trigger and data
acquisition system is used to manage everything and record useful information. A brief
description of these devices follows, mainly stressing their performances [34], since a de-
tailed and complete description can be found elsewhere [29, 33].
A particle leaving the interaction point would encounter the following subdetectors
(see Fig. 3.2):
- Mini Vertex DETector (VDET): fully operational since end 1991, is a double
sided silicon strip device with two layers of strips parallel (z) and perpendicular (r)
to the beam, situated around the beam pipe, providing a very accurate vertex tag-
ging of tracks coming from the interaction point. The coordinate spatial resolution
is 10 m in r and 13 m in z. It plays a very important ro^le in the reconstruction
of particles with very short lifetime, like hadrons containing the b or c quarks or
the  lepton, through the accurate measurement of the impact parameter of their
charged decay products.
- Inner Tracking Chamber (ITC): is a cylindrical multiwire drift chamber. It
contributes to the global ALEPH tracking and is also used for the triggering of
charged particles coming from the interaction region. It can provide up to eight
precise r coordinates per track, with an accuracy of 100 m per coordinate.
- Time Projection Chamber (TPC): the central track detector of ALEPH, is
a very large three-dimensional imaging drift chamber. It provides up to 27 three-
dimensional coordinate points for each track. The single-coordinate resolution is 173
m in the azimuthal direction and 740 m in the longitudinal direction. From the
curvature of tracks in the magnetic eld, the TPC gives a measurement of transverse
particle momenta, p
T
, with an accuracy of (1=p
T





GeV, if used together with the ITC and the VDET. The chamber also contributes to
charged particle identication through measurements of energy loss (dE=dx) derived
from the about 340 samples of the ionisation for a track traversing the full radial
range.
- Electromagnetic CALorimeter (ECAL): is a sampling calorimeter consisting
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Figure 3.2: The ALEPH detector.
of alternating lead sheets and proportional wire chambers read out in projective





is obtained. The ECAL measures the energy and position of electromagnetic
showers. The energy resolution is (E)=E = 0:16=
p
E=GeV + 0:009. The high
position and energy resolution achieved lead to good electron identication and
allow to measure photon energy even in the vicinity of hadrons.
- Superconducting coil: is a liquid-Helium cooled superconducting solenoid creat-
ing, together with the iron yoke, a 1.5 T axial magnetic eld in the central detector.
- Hadronic CALorimeter (HCAL): is a sampling calorimeter made of layers of
iron and streamer tubes. It measures energy and position for hadronic showers
and, complemented with the muon chambers, acts as a muon detector. The energy
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resolution for a charged pion is (E)=E = 0:85=
p
E=GeV. The readout is performed
twice: using cathode pads forming projective towers and using digital readout of
the streamer tubes for muon tracking and also for triggering. It also provides the
main support of ALEPH, the large iron structure serving both as hadron absorber
and as a return yoke of the magnet.
- MUON chambers (MUON): outside HCAL, are two double layers of limited
streamer tubes which measure position coordinates of muons, the only detectable
particles reaching this subdetector.
An accurate luminosity measurement is required for the precise measurement of cross-
sections. This is provided by four detectors for small angle Bhabha scattering installed
around the beam pipe:
- Luminosity CALorimeter (LCAL): is a lead/wire calorimeter similar to ECAL
in its operation. It consists of two pairs of semi-circular modules placed around
the beam pipe at each end of the detector. At LEP2, it provides the \ocial"
ALEPH luminosity. Its acceptance in polar angle goes from 45 to 160 mrad, which
corresponds to a Bhabha cross-section of about 59 nb at 161 GeV. The luminosity
measurement consists essentially in \counting" the number of events for which there
has been two back-to-back deposits of energy compatible with the beam energy. The
luminosity is obtained from the normalisation of the number of events observed to
the theoretical cross-section (computed with the programme BHLUMI [38]) taking
into account the experimental acceptance. The statistical and systematic errors in
the luminosity measurement are respectively 0.4% and 0.6%. The systematic error
includes a theoretical error in the cross-section calculation of 0.11%.
- SIlicon luminosity CALorimeter (SICAL): was installed in September 1992
on each side of the interaction region. It uses 12 silicon/tungsten layers to sample
the showers produced by small angle Bhabhas. During the LEP1 phase, it provided
the \ocial" ALEPH luminosity since it improved the statistical precision of the
luminosity measurement by sampling at smaller angles than LCAL. The systematic
error on the luminosity was also reduced thanks mainly to the greater precision in
the positioning of its components. At LEP2, it is not used anymore to provide a
luminosity measurement because it is partially \hidden" by the masks installed to
protect the central detectors from the synchroton radiation, much higher than at
LEP1. Instead, it is used to improve the ALEPH acceptance at very low angle.
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- Bhabha CALorimeter (BCAL): located behind the nal focus quadrupoles, it
gives a measurement of the instantaneous luminosity and acts as a background
monitor. Being sited at lower angles, allows to have high statistics at the cost of
increased systematic errors. It is a sampling calorimeter made of tungsten converter
sheets sandwiched with sampling layers of plastic scintillator. A single plane of
silicon strips with r segmentation is used to locate the shower position.
The optimisation of the LEP performance needs also some monitoring of the beam
conditions which is accomplished by:
- Small Angle Monitor of BAckground (SAMBA): is positioned in front of
LCAL at either end of the detector. It consists of two multi-wire proportional
chambers at each end, read out in two rings of 8 pads per ring. It is used as a
background monitor.
- Beam Orbit Monitors (BOMs): located around the circumference of LEP, they
measure the mean position and angle of the beam orbits which are used by LEP to
optimise the beam conditions, and by ALEPH to determine the (x; y) position of
the beam spot as a starting point for oine reconstruction of the primary vertex.
Not all the collisions that take place at LEP are useful for the physics that ALEPH
is willing to study. The large amount of useless events have to be ltered out in order to
avoid ineciencies in the detector and a large amount of unused data. The purpose of the
trigger system is to produce a signal that starts the readout of the events. It is desirable




collisions and to reduce as much as possible the rate of background
events. The trigger system has been organised in a three-level system:
- The level one decides whether or not to read out all the detector elements. Its pur-
pose is to operate the TPC at a suitable rate. The decision is taken approximately
5 s after the beam crossing from pad and wire information from ECAL and HCAL
and hit patterns from the ITC. The level one rate must not exceed a few hundred
Hz. If the decision is not to take the event, the TPC is reset and kept ready for the
next event.
- The level two renes the level one charged track triggers using the TPC tracking
information. If the level one decision can not be conrmed, the readout process
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is stopped and cleared. The decision is taken approximately 50 s after the beam
crossing (the time at which the TPC tracking information is available). The maxi-
mum trigger rate allowed for level two is about 10 Hz.
- The level three is performed by software. It has access to the information from
all detector components and is used to reject background, mainly from beam-gas
interactions and o-momentum beam-particles. It ensures a reduction of the trigger
rate to 3-4 Hz, which is acceptable for data storage.
This trigger scheme has to be rather exible since it has to be able to reject the
background and keep signals from possible new physics events. Therefore, the available
electronic signals from dierent ALEPH detector components allow for a variety of triggers
which, together, cover all possible types of events.
The data acquisition (DAQ) system allows each subdetector to take data indepen-
dently, process all the information taken by the detector, activates the trigger system at
every beam crossing, writes the data in a storage system and monitorises and regulates
continuously all the detector and electronic system.
The DAQ [39] architecture is highly hierarchical. Following the data and/or control
ow from the bunch crossing of the accelerator down to the storage device, the components
found and their tasks are briey described below:
- Timing, Trigger and Main Trigger Supervisor: synchronise the readout electronics to
the accelerator and inform the ReadOut Controllers (ROCs) about the availability
of the data.
- ROCs: initialise the front-end modules, read them out and format the data.
- Event Builders (EBs): build a subevent at the level of each subdetector and provide
a \spy event" to a subdetector computer.
- Main Event Builder (MEB): collects the pieces of an event from the various EBs
and ensures resynchronisation and completeness.
- Level Three Trigger: as seen, performs a rened data reduction.
- Main host and subdetector computers: the main machine (an AXP cluster) ini-
tialises the complete system, collects all data for storage and provides the common
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services. The subdetector computers get the \spy-events" and perform the moni-
toring of the large subdetectors (TPC, ECAL, HCAL).
The data taken by the online computers is called raw data and is reconstructed quasi
online. In less than two hours after the data is taken, the event reconstruction and a
check of the quality of the data is done, thus allowing ALEPH to have a fast cross-check
of the data and correct possible detector problems. This task is performed by the Facility
for ALeph COmputing and Networking (FALCON) [40].
The year by year continuous increase of CPU power of the machines has made the
hardware and software of FALCON develop in order to accommodate to the available
performance and requirements. In its current conguration, FALCON consists of three
processors (three DEC-AXP machines). Each of the processors runs the full ALEPH
reconstruction programme JULIA (Job to Understand Lep Interactions in ALEPH) [41]
which, for each event of the raw data le, processes all the information from the dierent
subdetectors. Other programmes also run to compute the drift velocity in the TPC
(PASS0), or to analyse the quality of the data taken (RunQuality).
After their reconstruction, the events are written in POT (Production Output Tape)
data les and transmitted to the CERN computer centre where they are converted into
dierent data types more suitable for physics analysis. In this work, the ALPHA (ALeph
PHysics Analysis) [42] package has been used, as an interface that allows an easy access
to the reconstructed physical quantities of particles: momenta, energies, etc.
3.3 Event reconstruction and simulation
In this section, the reconstruction processes more relevant to the analysis are briey ex-
plained, together with the description of the dierent Monte Carlo codes used to generate
simulated events.
3.3.1 Tracking in ALEPH
Tracks are reconstructed starting in the TPC: nearby hits are linked to form track seg-
ments and the segments are connected to make tracks by requiring consistency with a
helix hypothesis. These track candidates are then extrapolated to the inner detectors
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where consistent hits are assigned. Coordinate errors are determined using the prelimi-
nary track parameters. The nal track t, based on Kalman lter [43] techniques, uses
these errors and takes into account multiple scattering eects between each measurement.
Monte Carlo studies on hadronic Z events indicate that 98.6% of tracks that cross at
least four pad rows in the TPC are reconstructed successfully; the small ineciency, due
to track overlaps and cracks, is reproduced to better than 0.1% by the simulation. The
eciency of associating a vertex detector hit to an isolated track is about 94% per layer,
within the geometrical acceptance. By selecting dimuon events at 45 GeV in the angular
acceptance j cos  j< 0:8, the transverse momentum resolution is (1=p
T










when VDET, ITC and TPC are used together.
3.3.2 Energy ow determination
The simplest way to determine the energy ow of an event recorded in the ALEPH detec-
tor is to make the sum of the raw energy found in all calorimetric cells without performing
any particle identication. This method yields a resolution of (E) = 1:2
p
E=GeV for
hadronic Z decays. The energy ow algorithm [34] improves this resolution by mak-
ing use of the track momenta and taking advantage of the photon, electron and muon
identication capabilities.
A rst cleaning procedure is applied to eliminate poorly reconstructed tracks, V
0
's
not compatible to originate from the nominal collision point, and noisy channels and fake
energy deposits in the calorimeter towers. After the cleaning, the charged particle tracks
are extrapolated to the calorimeters and groups of topologically connected tracks and
clusters (so-called \calorimeter objects") are formed. From each calorimeter object are
removed: charged particles identied as electrons (together with the energy contained in
the associated electromagnetic calorimeter towers), charged particles identied as muons
and photons and 
0
's. At this stage, the only particles left in the calorimeter object
should be charged and neutral hadrons. All charged particle tracks coming from the
nominal interaction point or belonging to a reconstructed V
0
are counted as charged
energy assumed they are pions. Neutral hadrons are identied as a signicant excess of
calorimetric energy.
As a result of the energy ow algorithm, a set of \energy-ow objects" (electrons,
muons, photons, charged or neutral hadrons) is obtained, all of them characterised by
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their four-momenta. To this list are added all the clusters found in the luminosity mon-
itors, where no particle identication is available. This list is expected to be a close
representation of the stable particles actually produced in the collision. Neutrinos, which
escape undetected, are indirectly detected by the presence of signicant missing energy
in the event.
As a result of the energy ow algorithm, the energy resolution, as measured on
hadronic Z decays, can be described by the following parametrisation:
(E) = (0:59  0:03)
q
E=GeV + (0:6  0:3) GeV;
which represents a big improvement with respect to what is obtained from the calorimeters
alone.
3.3.3 Event simulation
In order to evaluate background contaminations, compute acceptances and eciencies
and, in general, compare the theoretical models to the experimental prediction, Monte
Carlo simulated events are generated. The chain to produce simulated events is the
following:
- Generation of event kinematics. The particle four-momenta are generated according
to the dierent physics processes. In ALEPH, the dierent Monte Carlo codes
to generate each physics process have been unied through the common interface
KINGAL [44].
- Simulation of the detector response. This is done by using a GEANT [45] based
programme, GALEPH [46], where all information about the geometry and materi-
als involved in the experimental setup are described. For the tracking simulation,
the primary long-lived particles are followed through the detector. Secondary par-
ticles are also produced by interaction with the detector material. GEANT and
GHEISHA [47] are used to simulate, respectively, the electromagnetic and nuclear
interactions of particles with matter. The energy depositions are converted into
measurable signals.
- Reconstruction. The same reconstruction programme (JULIA) used for the real data
is used in the simulated events. Thus, the output of all the simulation processes has
the same format as for the real data.
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The Monte Carlo codes used to generate (at each centre-of-mass energy) the physics
processes relevant to this analysis are briey described below.
Two Monte Carlo event generators were used to simulate the signal events, i.e. four
fermion nal states which can come from WW production and decay:
- KORALW, version 1.21 [48]. This programme includes multiphoton initial state ra-
diation with nite photon transverse momentum via Yennie-Frautschi-Suura expo-
nentiation [49], nal state radiation via PHOTOS [50] and Coulomb correction [17].
It can generate CC03 diagrams only, or include four-fermion diagrams computed
with the GRACE package [14], with xed W and Z widths. The JETSET [51] pack-
age takes care of gluon radiation and hadronisation; no colour reconnection eects
are included. In four-quark nal states the colour ow is chosen with probabilities
proportional to the matrix elements squared for WW and ZZ production [52].
- For comparison, the EXCALIBUR [53] generator was used, which can generate all
diagrams (at tree-level) contributing to a given four-fermion nal state). It includes
initial state radiation collinear with the beams, nal state radiation via PHOTOS,
Coulomb correction and hadronisation by JETSET. In four-quark nal states the
same choice of colour ow as above is made.
At 161 GeV, samples of 10000 WW events were generated with KORALW with three
dierent values of the W mass: 79.75, 80.25 and 80.75 GeV/c
2
, both for CC03 diagrams
only and for all four-fermion (WW-like) diagrams. Two comparison samples, both for





. In order to assess the impact of colour re-
connection eects, the same events (at the parton level) where hadronised following the
colour reconnection Ansatz of [54].
At 172 GeV, samples of 100000 WW events were generated with KORALW with three
dierent values of the W mass: 79.25, 80.25 and 81.25 GeV/c
2
for all four-fermion (WW-
like) diagrams. Seven additional samples of 20000 events were generated with W masses
of 79.25, 79.75, 80.00, 80.25, 80.50, 80.75 and 81.25 GeV/c
2
. A comparison sample was




for all four-fermion diagrams. In
order to assess the impact of colour reconnection eects, the same events (at the parton
level) where hadronised following the colour reconnection Ansatz of [54].
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In the generation of WW Monte Carlo with four-fermion diagrams, loose cuts are
applied on the outgoing electron angle or the fermion-antifermion invariant masses in order
to avoid regions of phase space with poles in the cross-section. Signal events produced in
these regions would in any case be rejected by the selection cuts.
Monte Carlo samples corresponding to integrated luminosities at least twenty times
as large as that of the data where generated and fully simulated for all relevant back-




! qq(), was mainly simulated
with PYTHIA [51] although, in order to assess the systematic eect of a dierent hadro-
nisation model, a sample of events using HERWIG 5.8d [55] was also generated. Tagged
two photon () reactions into leptons and hadrons were generated with PHOT02 [56],
whereas those hadronic untagged were generated with PYTHIA. Dileptons nal states
were generated with KORALZ [57] and UNIBAB [58]. Finally, PYTHIA was also used





We. To avoid double-counting of four-fermion events between the signal and background
Monte Carlos, events with a avour content that could originate from WW production








As already outlined in Sect. 2.2, one of the methods proposed to determine the W mass is
based on the precise measurement of the WW cross-section near the kinematical thresh-




, where the maximum sensitivity on M
W
is attained. This
method has the same statistical sensitivity [11] than the \direct reconstruction method"
(see Chapter 5) and represents a complementary measurement aected by very dierent
systematic uncertainties.
During July and August 1996, the centre-of-mass energy was raised up to 161:314 
0:054 GeV and an integrated luminosity of 11:080:08 pb
 1
was recorded by the ALEPH
detector. Pairs of W bosons were observed for the rst time in ALEPH at the kinematical





This chapter is organised as follows: in Sect. 4.2 it is described the initial choice of
the optimal centre-of-mass energy required to achieve the maximum sensitivity on M
W
.
Sect. 4.3 focusses on the measurement of the WW cross-section in the fully hadronic decay
channel, which is the most dicult due to the large existing background contamination.
The W mass is derived from the total WW cross-section measurement in Sect. 4.4.
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4.2 Choice of the optimal centre-of-mass energy
Would the W mass not has been known in advance with enough accuracy, the usual
procedure would have been the so-called \scan strategy" [59], which consists in taking a
given amount of integrated luminosity at a number of xed centre-of-mass energies and
then decide, based on the results obtained, at which centre-of-mass energies to take the
bulk of the luminosity. This procedure has the advantage of determining the W mass in
complete independence of previous measurements, although it implies spending luminosity
for the initial scan requiring in addition a good control of systematic errors already from
the start. As we will see, this complication is not necessary since by the time the LEP2
phase started, the W mass was known accurately enough as to predetermine the optimal
centre-of-mass energy at which to take the whole luminosity. It must be stressed that
the choice of the centre-of-mass energy does not introduce a bias in the obtained M
W
.




production as a function of
p
s in the threshold
region is shown for various values of M
W
.
In order to determine the optimal centre-of-mass energy at which to measure the
cross-section, one must nd at which
p
s the sensitivity on M
W
is maximum.
Let us consider the realistic situation in which the cross-section is measured from the
selected N
obs
events at a centre-of-mass energy
p
s, at which the collected integrated
luminosity is L. The selection eciency for the signal events is 
ww
, whereas the expected
number of background events is 
bckg













The W mass is determined from the comparison of the measured cross-section with
the theoretical prediction at the same centre-of-mass energy, which is a function of M
W
.
The error on M
W

























and can be split into a statistical error, which arises from the statistical poissonian uc-
tuation in the number of signal and background events in the sample, and the systematic
error, which includes contributions from the systematic uncertainties, among others, in
the background normalisation (
bckg
), the selection eciency (
ww
) and the luminos-
ity measurement (L). For the expected integrated luminosity at threshold, the nal
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production as a function of
p
s in the threshold region, for
various values of M
W
. Finite width eects, the QED Coulomb correction and Initial State Radiation are
included.
error will be largely dominated by the statistical uctuation in the number of observed
events.












































































































whose dierent contributions are weighted by the corresponding sensitivity factors (in
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are shown in Fig. 4.2. In Table 4.1, the sensitivity factors are computed for each of the
three centre-of-mass energies that minimise them. The numbers that appear in the table











































































) 0:94 GeV pb
 1=2
1:98 GeV
Table 4.1: Sensitivity factors of the WW cross-section on the W mass for dierent centre-of-mass
energies. The three centre-of-mass energies considered correspond to the ones for which each sensitivity
factor is minimum (
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, although they are in rst approximation independent of M
W
.
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been taken in the calculation, made with the programme GENTLE. The signicance of the three curves
to the W mass measurement is discussed in the text.
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As already stated, for the expected integrated luminosity at threshold, the dominat-
ing contribution to the nal uncertainty in the W mass will come from the statistical






















+ 0:5 GeV. If the world average of M
W
measurements
available before the LEP datataking in 1996 is used, M
W:A:(1995)
W
= 80:26 0:16 GeV/c
2
,

























, which allows to
place a uctuation of more than 2 in M
W:A:(1995)
W
. This means that the W mass was
already known with enough accuracy as to use this measurement to determine the optimal
centre-of-mass energy for the M
W
measurement at threshold. More detailed studies have
been carried out in [60] in order to assess the impact of the systematic errors on the
determination of the optimal centre-of-mass energy. The conclusion from that study is
that the eect of the large amount of remaining background after selection in the fully





when combining the three decay channels. This would change the error in the W mass by





selection of [60] were improved.
4.3 Measurement of 
WW
in the fully hadronic decay chan-
nel
This section describes the measurement of the WW cross-section in the fully hadronic
decay channel. The strategy is based on a soft preselection which aims to remove as
much background as possible while keeping most of the signal. Then, a multivariate
analysis is performed by making use of Neural Network techniques. After converting to
the total cross-section by assuming the Standard Model branching ratio, the W mass is
derived.
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4.3.1 Method
Neural Networks
Neural Networks (NNs, see e.g. [124, 126] for an introduction) are useful tools for pattern
recognition. In high energy physics, they have been used or proposed as good candidates
for tasks of signal versus background classication. Some examples are the Higgs searches
[61], b and  analyses [62], quark and gluon jet analyses [63], determination of Z to
heavy quarks branching ratios [64], bottom-jet recognition [65] and top-quark search in
pp colliders [66, 67, 68].






















of neurons in two hidden layers.


























is the set of variables describing a physical event e, the sum is extended over
the neurons of the preceding layer (`   1), S
` 1
j



















), has been chosen. This function oers a more sensitive
modeling of real data than a linear one, since it allows to handle existing nonlinear
correlations.
Back-propagation [69] was used as the learning algorithm. Its main objective is to
































) are, respectively, the desired output and the neuron output for event e and e
runs over the learning sample. Taking the desired output as 1 for signal events and 0 for
background events, the network output gives, after training, the conditional probability
that new test events presented to the network are of signal- or background-type [70],
provided that the signal/background ratio used in the learning phase corresponds to the
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real one. Therefore, we can regard the neural network output as an estimator of the














































The main gure of merit is that the neural network output distribution represents
an optimal projection (in the sense that there is no loss of statistical information) from
the N
i
-dimensional input space to a (m   1)-dimensional space (m being the number of
classes) [71] (see Appendix B). In our case, only two classes are considered (signal and
QCD background), so that the neuron output is a 1-dimensional distribution.
Cross-section determination
What is experimentally determined is the inclusive cross-section of all processes leading
to a WW-like 4 quark nal state (called 
4f;ww
hereafter). Therefore, our reference Monte
Carlo sample for signal will contain all these diagrams which, for reasons of generation
eciency, have been generated within some soft cuts (
cuts
4f;ww
). The bulk of the sensitivity
to the W mass comes from the doubly (CC03) resonanting diagrams which, together with
the fact that the 4f cross-section is not precisely measurable/calculable (since there are
diagrams leading to particles collinear with the beam pipe and thus escaping undetected)
leads to the conclusion that it makes much more sense converting the measured 4f cross-
section to those processes only containing two resonant W bosons (CC03 diagrams). A
reasonable way
1
of doing this consists in estimating the number of doubly resonant events
by \subtracting" from the estimated 4f events the expected number of events coming from











































This procedure is similar to the one applied in LEP1 for subtracting the t-channel in the measurement
of the Bhabha cross-section [72].
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The correction described above is additive. It is possible to derive the CC03 cross-section














Both corrections give the same result in case either the number of observed events













what follows, the additive correction will be the default option for calculating the CC03
cross-section.
The character optimal of the projection made by the neural network, as well as its
probabilistic interpretation allow us to determine ^
cuts
4f;ww
by using three methods, each of
them making a dierent use of the information and constituting a stringent check of the
nal result. Each of them will be reviewed in next subsections.
Binned likelihood t




, we perform a binned
log-likelihood t to the output neuron distribution where, because of the expected low
number of events per bin, Poisson statistics must be assumed.
In a rst approach, only the information about the shape of the output neuron dis-
tribution for signal and background would be used so that the number of signal events


























are respectively the number of observed and expected events in bin i.

















In the above expression, the sum runs over all classes of background considered. The
one-dimensional probability density functions (p.d.f.s) (actually, the fraction of events per






, are built up from Monte Carlo events.
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If the background is constrained to the expectation (\constrained t"), only the num-












































L represents the expected number of background events of a given
class.

















The fraction of signal events in the sample, ^, is extracted from an unbinned likelihood
t to the multidimensional input space, where the approximation to the p.d.f.s made by
the Neural Network is used
2
[71].
In the case of the \unconstrained t" (unconstrained background), ^ is determined by
























is the proportion of signal events during the training phase. It can be proven
that, under the assumption that the Neural Network output gives a good approximation
to the a-posteriori Bayesian probability (see Eqs.(4.7) and (4.8)), maximising the above








j4f;ww) + (1  ) P (~x
i
jbckg) (4.18)
and thus, to a t in the input multidimensional space.



























Mathematical theorems prove the existence of a three layer perceptron, with sigmoidal units in the
hidden layer, that approximate arbitrarily well any continuous multivariate function [74].
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where L() is given by Eq.(4.17), N is the number of observed events and

N represents

















































A conceptually dierent approach with respect to likelihood methods is the so-called
\weighting method", were each event enters in the calculation of the cross-section with
a weight, which in this case is the neuron output assigned to that event. It can be
demonstrated that the optimal weight to get the minimum relative error in the cross-
section, corresponds to the conditional probability for the real proportions [78] (precisely
what we want to determine), although the present accuracy in the W mass allows some
knowledge of what roughly should be the real proportions. In fact, what the neural
network approximates is the conditional probability for the training proportions. In this
sense, the weight assigned to a given event is not strictly optimal. One could in any case,
knowing the training proportions and the \approximate real proportions", convert the
weight given by the Neural Net to a weight closer to the optimal one. This has not been
done here and the neuron output, O(~x), has been directly taken. The result is unbiased
anyway independently of the weight assumed.


















where !(~x) = O(~x) and
P
data







spectively, over the reference Monte Carlo samples for signal and background and are
normalised to the same luminosity as in the data.
50 M
W
determination at production threshold




!(~x), which we will refer hereafter as k. The distribution of k could a priori
be very complicated so, in order to compute the statistical error in the cross-section (in
terms of 68% condence level), the concept of \equivalent number of events" (dened as


















k is to a good approximation Poisson distributed [75], the 68% condence interval
for
~


























It can be demonstrated that the weighting method has the same statistical power as
the constrained unbinned log-likelihood t [78]. This is not just an asymptotic property
but stands also for the low statistics case.
It is also possible to build up a weighting method without the constraint of background
normalisation, which can be compared to the unconstrained likelihood t. In this case,









































respectively, the expected number of events for signal and background (given L).













































For unconstrained background and low statistics, one can empirically verify that the
likelihood estimators for the cross-section have lower variance than the one from the
weighting method.
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4.3.2 Evaluation of the Method using Simulated Events
Before being applied to real data, the method was checked using fully simulated Monte
Carlo events generated at
p
s = 161 GeV. The results drawn from these studies are
summarised below.
Preselection
Because of the large amount of existing background, a preselection soft enough to keep
most of the signal but able to remove as much background as possible, becomes mandatory.
The motivation for that is not only to increase the sensitivity to the signal but also to
reduce to some extent the dependence on the exact Monte Carlo modeling of background
processes.
The main backgrounds to the WW ! qqqq
3
signal are summarised in Table 4.2 in
order of importance (after the preselection), together with the total cross-section, the
name of the generator used and the number of events considered.














































  KORL08 [57] 9999 12.10
Table 4.2: Dierent background processes generated at a centre-of-mass energy of 161 GeV. The total




































X) for each process is summarised.
In the preselection, the rst step is to require the events to satisfy CLASS 16 cuts and
thus to be classied as hadronic. Those events contain at least 5 good
4
TPC tracks with
the sum of their energy exceeding 10% of the centre-of-mass energy.
3
Hereafter the signal is assumed to come from WW-like 4-fermion processes.
4
A good track is such with more than 4 TPC hits, originated in a cylinder of radius d
0
= 2 cm and
lenght of z
0
= 10 cm around the interaction point, and forming an angle with the z-axis, , satisfying
j cos  j 0:95.
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In order to keep the highest eciency possible for the signal, the event is forced to
have 4 jets reconstructed by using the DURHAM algorithm [89] in the E recombination
scheme [92]. As a result, the topology and characteristics of non-genuine 4 jet background
events are distorted, and this fact will be used later either to remove them by further
preselection cuts or to distinguish them from the signal by the multivariate analysis.
The cuts applied in order to reduce the background are the following (see Figs. 4.3
and 4.4):
1. Total visible energy > 120 GeV.
2. Missing longitudinal momentum < 25 GeV/c.
Cuts 1 and 2 are basically devoted to remove radiative Z= ! qq events, charac-





=s. In addition, 2-photon events are drastically
killed. Cut 1 also helps in the reduction of those background processes with low
reconstructed visible energy.
3. Missing transverse momentum < 20 GeV/c.






being the invariant mass between 2 jets (computed \a-la-DURHAM")
normalised to the total visible energy for which the jet algorithm transforms a 4-
jet event into a 3-jet event. The above cut is very ecient in the reduction of
non-radiative qq events.
5. At least 1 charged track per reconstructed jet.
6. More than 20 charged tracks in the event.
7. At least 4 energy ow objects per reconstructed jet.
8. More than 40 energy ow objects in the event.
In general, all background processes under consideration are characterised for having
lower multiplicities (charged and neutral), in total and per reconstructed jet, than
the signal.
9. Convergence in kinematical t.
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A 4-constrained (4C) kinematical t (requiring energy and momentum conservation)


























Finally, some cuts in the range of variables used in the multivariate analysis are
applied in order to remove tails and which additionally help in the reduction of
some more background.
After these preselection cuts, the signal eciency is at the level of 85% and the only















=)! qqqq, with eciencies of 4:61% and 6:70%, respectively (see Table 4.3).
The S/B ratio at this stage is around 21%.


























































  12.10  0  0
Table 4.3: Eciency and remaining cross-section at
p









) and the dierent background processes under consideration.
Selection of variables and results
The selection of variables used to train the NN in based upon the criteria of high dis-
criminating power and good reproducibility by the Monte Carlo. NNs can cope with high
dimensionalities of the input space, that is, many variables can be used since there is no
need of binning. This allows to increase the statistical power of the method as long as
the variables used are suciently well reproduced by the Monte Carlo.
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Figure 4.3: Distributions of the total visible energy, total transverse momentum, total longitudinal
momentum and log(y
34
). The shadowed histograms correspond to the signal whereas the open histograms
include dierent sources of background (qq, ,  , ZZ and Zee). The arrows indicate where the
preselection cuts are applied. Signal and background have been normalised to the same number of events.
Low correlations among variables is always desirable but there is no problem if there
are variables highly correlated (at the level of 50% or more) and the NN is able to extract
the extra-information. Initially, the studies to investigate the potential of the method
were carried out by using a set of 14 variables, but as soon as the data were available,
the comparison of some of these distributions with the Monte Carlo was not satisfactory
enough so that they were not considered in the analysis. Some more details are given in
Sect. 4.3.4.
Finally, a set of 9 variables have been selected, namely:
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Figure 4.4: Distributions of the total charged multiplicity, minimum charged multiplicity per jet, total
number of Energy Flow objects and minimum number of Energy Flow objects per jet. The shadowed
histograms correspond to the signal whereas the open histograms include dierent sources of background
(qq, ,  , ZZ and Zee). The arrows indicate where the preselection cuts are applied. Signal and
background have been normalised to the same number of events.
- log(y
34




): once the event is forced to 4 jets by using the DURHAM algorithm in the
E recombination scheme, y
Jade
34
represents the minimum invariant mass (computed





being the invariant mass between 2 jets (computed \a-la-DURHAM")
normalised to the total visible energy for which the jet algorithm transforms a 3-jet
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is the matrix element squared of Z= ! ggqq; qqqq
averaged over the 24 possible parton orientations. The 4 jet 4-momenta fed in are


























): energy of the jet with minimum energy.
- Sphericity: of the event computed using all Energy Flow objects.
- P lanarity: of the event computed using all Energy Flow objects.
- log(Aplanarity): of the event computed using all Energy Flow objects.
- Thrust: of the event computed using all Energy Flow objects.
where the four last variables are described in Appendix A.
Then, a neural net with architecture 9  19  9  1 is trained to separate the sig-





! qqqq (signal) events and  8000 qq() (background) events. Among the dif-
ferent architectures tested, this was the one showing the best performance in terms of
signal versus background separation. In any case, the resulting cross-section (at least for
the binned log-likelihood t and weighting method; see Sect. 4.3.2) is independent on the
particular choice of the network architecture. Indeed, this statement does not apply to
the error in the cross-section, which will be larger for those architectures providing the
worse separation between signal and background. This directly connects with the fact
that the projection to the 1-dimensional space is less optimal and there is some loss of
information.
The distributions of the variables used for the neural net training are shown in Fig. 4.5
where signal (shadowed histograms) and qq() background (open histograms), normalised
to the same number of events, are compared. The horizontal scale has been rescaled into
the [0; 1] range.
After the learning, the signal events tend to be distributed around 1 whereas back-
ground events are localised with maximum probability around 0 in the output neuron
distribution (see Fig. 4.6).
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Figure 4.5: Distributions of the variables used for the neural net training for signal (shadowed his-
tograms) and qq() background (empty histograms). The horizontal scale has been rescaled into the [0; 1]
range. Signal and background have been normalised to the same number of events.
The cross-section has been determined with the dierent methods described in Sect. 4.3.1
by using simulated Monte Carlo events for an integrated luminosity of 100 pb
 1
. The
statistical error in the cross-section leads to an average statistical error in the W mass
which is quoted for each method in Table 4.4.
Biases and consistency tests
We have discussed that three methods to extract the cross-section are compared: binned
log-likelihood t, unbinned log-likelihood t and weighting method.
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Figure 4.6: Output neuron distribution for signal (shadowed histogram) and qq() background (open









Method Bckg. constrained Bckg. unconstrained
Binned log-likelihood 192 202
Unbinned log-likelihood 190 201
Weighting method 193 204
Table 4.4: Expected statistical error in the W mass for an integrated luminosity of 100 pb
 1
.
The weighting method is unbiased by denition and likelihood estimators are in general
biased (although the bias can be very small) for nite samples but they are consistent
(the bias gets smaller as the size of the sample increases). We dene this as the \intrinsic
bias" of the method and which can be estimated by performing many MC experiments.
The ratioR of the mean estimated cross-section for 100 MC experiments corresponding
to an integrated luminosity of 11:1 pb
 1
each and the expected cross-section is given in
Table 4.5 for both the constrained and unconstrained background cases.
It can be observed that the ratio R is consistent with being 1 for all three methods
within the available MC statistics. In fact, the unbiasedness of the methods has been
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R
Method Bckg. constrained Bckg. unconstrained
Binned log-likelihood 1:046  0:030 1:026  0:031
Unbinned log-likelihood 1:034  0:032 0:990  0:030
Weighting method 1:047  0:031 1:028  0:031
Table 4.5: Ratio of the estimated cross-section (averaged over 100 MC samples corresponding to an
integrated luminosity of 11:1 pb
 1
) and the theoretical one.
checked for integrated luminosities as low as 2 pb
 1
.
On the other hand, one has to consider what is the implication of having nite MC
statistics to train the NN as well as the impact of insucient convergence in the learning
procedure (e.g. because it is stopped too early in order to avoid overlearning, learning
limitations from NN architecture,...).
In the cases of binned log-likelihood t and weighting method, since the cross-section
is extracted from the output neuron distribution, which represents a transformation, the
eect of the goodness in the learning procedure on the central value of the estimated
cross-section is irrelevant. The only eect is that the NN approximation to the a-posteriori
Bayesian probability would be worse and as a result, the projection to the 1-dimensional
space would be less optimal, leading to an increase of the error. However, since we are
around a minimum, the degradation in the cross-section error would not be dramatical.
Dierent is the situation in the case of the unbinned log-likelihood t, where a not
good enough learning of the input multidimensional space can result in a bias in the
resulting cross-section. This should be considered just as a \technical bias" that can in
principle be avoided by making the NN learn more (change of NN architecture, increase
of MC statistics used for learning, etc). In this sense, the unbinned log-likelihood t is
less robust.
By performing many MC experiments it is possible to estimate what is the correlation
between methods in order to test the consistency of the dierent results. If the NN approx-
imation to the multidimensional p.d.f.s is good enough, apart from being unbiased (which
on the other hand has already been tested in Table 4.5), the unbinned log-likelihood must
be highly correlated with the binned log-likelihood. The correlation between methods are
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corresponding to the situation of background constrained. It can be observed that in fact
all methods are highly correlated (above 95%). In the case of background unconstrained,
the correlation between binned and unbinned log-likelihoods increases up to almost 100%
(see Fig. 4.8). This provides a way to check the goodness of the unbinned log-likelihood
estimator for the cross-section and to estimate an eventual \technical bias".
The starting point has been that the Monte Carlo perfectly models the data. This is
a basic requirement. Indeed, any variable showing clear dierences between Monte Carlo
and data is discarded from the beginning, but still, dierences in the multidimensional
space in terms of correlations between variables, tails of distributions and so on, would lead
to a bias in the nal result. Even though all three methods would be aected, it is clear
that the fact of binning makes the binned likelihood t more robust against the eventual
Monte Carlo limitations in reproducing the data. It should be mentioned here that there
exist a method that allows to perform a test of agreement between two multidimensional
distributions [121], although the low statistics in the selected data sample made impossible
its application.
Because of the manifestly dierent features of each method and in order to check the
consistency between the dierent results, the whole analysis will be carried out till the
end for each method separately.
4.3.3 Cross-section measurement
The data sample analysed corresponds to an integrated luminosity of 11:08  0:08 pb
 1
taken at a centre-of-mass energy of 161:314  0:054 GeV by the ALEPH detector during
July and August 1996.
The number of events satisfying CLASS 16 cuts is 1953 whereas the Monte Carlo
expectation is 1764 events, which represents a decit of 4:5. This signicant lack of
CLASS 16 events in the Monte Carlo is believed to be caused by an incorrect description
of radiative qq events to the Z resonance (and below) in PYTH04. If KORALZ
5
is used
for the qq() background, the total number of expected CLASS 16 events is increased up
to 1887. The discrepancy is now reduced down to 1:5.
The distributions for the variables where the preselection cuts are applied are com-
pared for data and Monte Carlo (normalised to the expectation) in Figs. 4.9 and 4.10.
5
It provides a much more detailed description of the Z-return since multiple QED hard bremsstrahlung
from the initial state is allowed.
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Figure 4.7: Correlation plot between methods (background constrained) on the cross-section measure-
ment in 100 MC experiments corresponding to an integrated luminosity of 11:1 pb
 1
each.
The QCD background from KORALZ is used in this comparison (
qq()
= 159:46  1:58
pb), although the analysis has been performed by using PYTH04 (
qq()
= 147:5 pb).
After the preselection step, 111 events are selected in the data whereas 95 where
expected. In Table 4.6, the eect of the dierent preselection cuts is illustrated for data




). The QCD background in this table corresponds
to PYTH04, and although the cross-section after C16 is rather dierent from KORALZ,
the nal remaining qq() cross-section is in good agreement for both Monte Carlos.
In Fig. 4.12, the comparison between data and Monte Carlo on the 9 distributions
used to train the Neural Net is made. In general, good agreement in all 1-dimensional
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Figure 4.8: Correlation plot between methods (background unconstrained) on the cross-section mea-
surement in 100 MC experiments corresponding to an integrated luminosity of 11:1 pb
 1
each.
distributions is observed. More quantitatively, none of the 1-dimensional distributions
compared between data and Monte Carlo has a probability of being compatible lower than
20% from a Kolmogorov test. Indeed, what is relevant is the agreement between data and
Monte Carlo in the 9-dimensional space, which a-priori can only be tested with very large
samples in a binned input space
6
. The problem is that, given the available statistics, this
is not feasible. However, this can be tested a-posteriori as it will be discussed in next
section.
The preselected events are evaluated over a 91991 neural net trained to separate
6
This would be the standard procedure. A more sophisticated technique would be that of [121].
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Figure 4.9: Distributions of the total visible energy, total transverse momentum, total longitudinal
momentum and log(y
34
). Data (black dots with error bars) and Monte Carlo (open histogram, normalised
to the expectation) are compared. The shadowed histograms correspond to WW ! 4f processes whereas
the hatched histograms include dierent sources of background (qq, ,  , ZZ and Zee). The arrows
indicate where the preselection cuts are applied.





) are taken as reference for signal and qq() events generated with PYTH04 as
reference for background.
The output neuron distribution for data and Monte Carlo are compared in Fig. 4.13.
The estimated hadronic cross-section (converted to CC03 diagrams) obtained with
the dierent methods is summarised in Table 4.7. In the case of the binned likelihood
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Figure 4.10: Distributions of the total charged multiplicity, minimum charged multiplicity per jet, total
number of Energy Flow objects and minimum number of Energy Flow object per jet. Data (black dots
with error bars) and Monte Carlo (open histogram, normalised to the expectation) are compared. The
shadowed histograms correspond toWW ! 4f processes whereas the hatched histograms include dierent
sources of background (qq, ,  , ZZ and Zee). The arrows indicate where the preselection cuts are
applied.
4.9/9 (3.5/8) for the unconstrained (constrained) background case.
As it can be seen, the estimated cross-section in the case of constrained background is
larger than in the unconstrained case. This is because the number of preselected events in
data is larger (by 1:5) than the Monte Carlo expectation. However, they are consistent
within errors. Some more discussion is given in Sect. 4.3.4.
The consistency between the cross-sections obtained with the three methods can be
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The event has been forced to 4 jets: the two pairs of jets coming from the both W decays are indicated
by the dierently coloured tracks in the TPC.
checked by making use of the statistical correlation between methods (see Table 4.8). It
can be observed that, in general, all results are consistent within statistics with the remark
that the unbinned log-likelihood t is at 2:3 from the binned log-likelihood t in the case
of background unconstrained, which could be a hint of a possible bias in the unbinned
method, since it is more sensitive to the goodness of the Monte Carlo in reproducing the
data.
4.3.4 Systematic checks
In order to estimate the systematic error in the cross-section measurement, a number of
checks have been performed, which are summarised below.
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CLASS 16 36.8 1524.1 23.7 120.5 22.7 36.4 1764.2 1953
+ Cut 1 25.0 752.4 16.6 1.1 6.0 16.7 817.8 900
+ Cut 2 23.1 720.8 16.1 1.1 5.8 14.0 780.9 780
+ Cut 3 18.8 649.9 14.5 0.4 4.1 13.0 700.7 745
+ Cut 4 17.8 215.4 7.2 0.2 2.4 0.6 243.6 257
+ Cut 5 17.5 111.8 5.2 0.2 1.5 0.0 136.2 151
+ Cut 6 17.0 95.2 3.9 0.2 0.8 0.0 117.1 136
+ Cut 7 16.8 80.6 2.8 0.2 0.2 0.0 100.6 114
+ Cut 8 16.7 79.1 2.7 0.2 0.2 0.0 98.9 114
+ Cuts 9+10 16.6 75.7 2.6 0.2 0.2 0.0 95.3 111
Table 4.6: Eect of the sequential application of preselection cuts in the number of selected events in
data and Monte Carlo (normalised to the same integrated luminosity). The Monte Carlo signal events




























Table 4.7: Estimated hadronic cross-section (converted to CC03 diagrams).
Checking the bckg. normalisation/shape of NN Output Distribution
One of the basic checks to be performed in order to test the consistency of the estimated
cross-section is to verify that it is at as a function of a cut in the output neuron distri-
bution, where only the events with a neuron output above the cut are considered in the
cross-section evaluation. This is simultaneously testing the validity of the assumed back-
ground normalisation (in the constrained background case) and the shape of the neuron
output distribution.
4.3 Measurement of 
WW
in the fully hadronic decay channel 67
Figure 4.12: Comparison between data (black dots with error bars) and Monte Carlo (open histogram)
on the 9 variables used to train the Neural Net. The Monte Carlo contribution for signal (doubly hatched
histogram) and background (single hatched histogram) are shown as well. The Monte Carlo has been
normalised to the number of data events. The variables have been rescaled into the [0; 1] range (since it
speeds up the NN learning procedure).
In the case of background unconstrained, if the cross-section versus neuron output cut
is at, this is an a-posteriori test of the goodness of the Monte Carlo in reproducing the
input multidimensional space. This is so because, as already stated, the 1-dimensional
neuron output distribution represents an optimal (or nearly optimal) projection from the
9-dimensional input space of variables and is this character of optimal that converts a
test of agreement in the output space into a test of agreement in the input space [121].
In Fig. 4.14, the cross-section versus neuron output cut is obtained from the weighting
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Figure 4.13: Output neuron distribution for data (black dots with error bars) and Monte Carlo (open
histogram). The Monte Carlo contribution for signal (doubly hatched histogram) and background (single






Method Bckg. constrained Bckg. unconstrained
BLL WM  0:09 0:13  0:06 0:17
UBLL WM +0:08 0:14  0:20 0:15
BLL  UBLL  0:17 0:18 +0:14 0:06
Table 4.8: Dierence in the cross-section obtained with each method. The error in the dierence is
taking into account the statistical correlation between methods given in Sect. 4.3.2.
method in the case of unconstrained background. Even if all points are highly correlated,
it can be seen that it is rather at with increasing statistical uctuations as the cut is
getting tighter and tighter. Therefore, we can conclude that the shape of the neuron
output distribution is reasonably well reproduced by the Monte Carlo and thus, the input
space of 9 variables.
After being convinced that the shape is correct, one can check the eect of the as-
sumption in the background normalisation on the cross-section versus the cut. As shown
in Fig. 4.15, the fact that the number of preselected events is 1:5 larger than the expec-
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Figure 4.14: Cross-section versus cut in the output neuron distribution computed with the weighting
method (unconstrained background case). The theoretical cross-section for
p





is represented by a dotted line.
tation makes the cross-section be less at versus the cut in the region below 0:6. Since
the cross-section from the weighting method corresponds to a cut in the neuron output
at 0 (that is, no cut), that explains why it is higher in the constrained background case.
Using dierent MCs for signal





as reference for signal. As a systematic check, the cross-section has been
obtained by using KRLW02 with M
W




= 79.75, 80.25 and
80.75 GeV/c
2
) in the cases of WW-like 4f processes and only doubly resonant diagrams





, has been used in order to assess a possible dependence on
the Monte Carlo simulation of the signal processes. Of the latter, the same sample (same
events at the parton level) was \rehadronised" following the colour reconnection Ansatz
of [54].
The results on the cross-section are summarised in Table 4.9 (constrained background)
and Table 4.10 (unconstrained background), for each method and for each Monte Carlo
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Figure 4.15: Cross-section versus cut in the output neuron distribution computed with the weighting
method (constrained background case). The theoretical cross-section for
p





is represented by a dotted line.
to which the dierence in the cross-section is calculated. The error in the dierence is
computed from the non-common statistical error.
The maximum deviation with respect to the reference among the 4f Monte Carlo is
taken as a systematic error and appears in the table in bold numbers. Note that in fact,
a larger deviation in the case of the unbinned log-likelihood appears for EXCALIBUR
without Colour Reconnection, but the fact that the other methods give much lower devi-
ations (and since they are strongly correlated) represents a hint that the convergence of
the neural net was not good enough in that particular case so that it is biased.
By comparing the cross-sections obtained from EXCALIBUR without and with colour
reconnection it is veried that indeed the eect of colour reconnection (at least in this
particular model assumed) on inclusive observables such as the total cross-section is neg-
ligibly small. The possible systematic error arising from the fact that we are performing
cuts or using in the multivariate analysis exclusive distributions that could be aected by
colour reconnection turns out to be negligible as well.
The estimated systematic error for each method from the use of dierent Monte Carlo
for signal is summarised in Table 4.11, for the constrained and unconstrained background
cases. To our understanding, this estimate is conservative enough since, on the one hand
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) and on the other hand, the statistical error in the dierence between the test
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Table 4.9: Cross-section obtained with dierent Monte Carlo for signal in the constrained background




) is given for
each method, together with the number of standard deviations.
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Table 4.10: Cross-section obtained with dierent Monte Carlo for signal in the unconstrained background




) is given for
each method, together with the number of standard deviations.
Using dierent MCs for background
To test the systematic coming from a dierent hadronisation model, HERWIG 5.8d was
used instead of PYTH04 for qq(). The preselection eciency is 7% lower than in PYTH04
(4:330:06% in front of 4:620:05%). As a result, the cross-section versus cut in the case
of constrained background is even less at than in the case of PYTH04 (see Fig. 4.16).
This fact has a big impact in the weighting method, whereas the binned likelihoodmethod,
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Method Bckg. constrained Bckg. unconstrained
Binned log-likelihood 0:13 0:14
Unbinned log-likelihood 0:08 0:11
Weighting method 0:07 0:11
Table 4.11: Systematic error in the cross-section from the use of dierent Monte Carlo as reference for
signal.
more sensitive to the signal region, remains essentially unaected as shown in Table 4.12.
Figure 4.16: Cross-section versus cut in the output neuron distribution computed with the weighting
method (background constrained). Dierent Monte Carlo for QCD background, PYTH04 (black dots)
and HERWIG 5.8d (white dots), are compared. The theoretical cross-section for
p





is represented by a dotted line.
On the other hand, it is possible to check that the shape of the output neuron dis-
tribution (once the right normalisation has been found by the unconstrained method)
is in reasonable good agreement between data and HERWIG, as it can be deduced from
Fig. 4.17, where the cross-section versus cut shows a rather at behaviour. The number of
tted background events (binned log-likelihood method) is in good agreement: 93:610:9
for PYTH04 and 91:9  10:7 for HERWIG, both at ' 1:5 from the expected number:
75.7.
The dierence in the CC03 cross-section with respect to the reference one (obtained
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with PYTH04 as reference Monte Carlo for QCD background) is summarised in Table 4.12
for each method.
Figure 4.17: Cross-section versus cut in the output neuron distribution computed with the weighting
method (background unconstrained). Dierent Monte Carlo for QCD background, PYTH04 (black dots)
and HERWIG 5.8d (white dots), are compared. The theoretical cross-section for
p












Method Bckg. constrained Bckg. unconstrained
Binned log-likelihood 0:02 0:19
Unbinned log-likelihood 0:19 0:18
Weighting method 0:37 0:07
Table 4.12: Systematic error in the cross-section for the use of dierent Monte Carlo as reference for
QCD background.
The systematic coming from the limitations of PYTH04 in predicting the level of Z
0
-
returns has been tested by comparing with KORALZ (interfaced with JETSET), which
has a much more detailed description of electroweak corrections (including ISR). The total





. However, the preselection eciency for KORALZ is
7
Analytical calculations made with BHM July-95 and ZFITTER 4.8 predict 157.26 pb and 155.21 pb,
respectively.
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about 8% lower than for PYTH04, which results in the background normalisation being
in good agreement between both Monte Carlos. Unfortunately the number of events
generated with KORALZ was not large enough to train a NN but the output neuron
distribution for these events evaluated over the neural net trained with PYTH04 was in
very good agreement. Therefore, being the normalisation in agreement as well as the
shape of the output neuron distribution, we would expect KORALZ to give essentially
the same answer as PYTH04.
Using dierent variables combinations
Another test of the goodness of the Monte Carlo in reproducing the 9-dimensional input
space of variables is performed by looking at the sensitivity of the cross-section on the
removal of one variable at a time. For doing this, 9 neural nets for each of the 9 possible
combinations of 8 variables were trained and the cross-section determined with the three
methods.
The results are summarised in Tables 4.13 and 4.14 for background constrained and
unconstrained respectively. The bold numbers in the tables refer to biased unbinned
log-likelihood results because of insucient convergence in the learning procedure. The
bias has not been corrected in the table and was estimated by performing many MC
experiments and comparing with the binned case. The dierence with respect to the
reference for all 9 variables is computed for each combination of 8 variables and its error
takes into account the correlation between the measurement by using all 9 variables and
the particular subset of 8 variables. None of the dierences is above 2 and, as shown
in Figs. 4.18 and 4.19, the cross-section is very stable against the removal of variables.
Therefore, no systematic error is quoted.
As already mentioned, in an initial study 14 variables where used. Since the agreement
between Monte Carlo and data in some of them was not satisfactory enough, together
with the fact that the cross-section versus cut when they were added/removed was not
stable, led us not to further consider them even though they were adding considerable
discriminating power. Among these 14 variables, the most obvious discrepancies appeared
in the average tted mass and sum of cosinus of the angle between the 2 W jets (peaked
at -2 for signal)
8
, which showed a decit of events in the signal region and the sum of the
8
After a 4C kinematical t where the di-jet pair combination leading to invariant masses closest to the
nominal W mass was selected.
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transverse momentum squared of charged particles within a jet with respect to the jet
axis, summed over the 4 jets. In the latter distribution, data was slightly shifted towards
higher values with respect to the Monte Carlo (the same was observed in the sum of the
transverse momentum of energy ow objects within a jet with respect to the jet axis,
summed over the 4 jets).








)=2, the CC03 cross-section obtained from




weighting method, much less sensitive to the signal region, remains essentially unaected
and it is found to be 2:03
+0:64
 0:56
pb. If the sum of charged Pt squared is added to the sample







pb for the weighting method.
Varying preselection cuts
The eventual disagreement between Monte Carlo and data in the distributions used to
perform the preselection can bias the nal result. In fact, some distributions like the total
number of energy ow objects or log(y
34
) look slightly shifted with respect to the Monte
Carlo, which could explain the fact that the number of preselected events in data is larger
by 1:5 than the Monte Carlo expectation.
The systematic from the preselection is evaluated by tightening/softening the cuts
by a given amount. The cross-section with the modied preselection is compared to
the reference in Table 4.15, for the case of constrained background. The error in the
dierence of cross-sections takes into account the correlation between the cross-sections
evaluated with both preselections and has been evaluated by performing many Monte
Carlo experiments.
As it can be seen, all dierences are consistent with the statistical uctuations on
the non-shared sample of events. The same conclusion applies to the unconstrained case.
Therefore, no systematic error is quoted.
Uncertainty in remaining background cross-section
The total number of preselected events is found to be larger by 1:5 than the expectation.
This could just be a statistical uctuation in the number of qq events but it could well
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Figure 4.18: Cross-section computed by using dierent sets of variables to train the NN (background
constrained). Each plot corresponds to one method to determine the cross-section. The cross-section for
the full set of 9 variables is given on the right hand side of each plot, whereas the cross-section for each
combination of 8 variables is plotted on the left.
hide a systematic eect in the preselection. The remaining cross-section after preselection
is found to be in good agreement between PYTH04 and KORALZ, even though the total
cross-section diers by 8%. The theoretical error on the QCD cross-section is at the level
of 1  2%.
The remaining QCD cross-section is varied by 5% in the constrained t/weighting
and the resulting systematic is summarised in Table 4.16.
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Figure 4.19: Cross-section computed by using dierent sets of variables to train the NN (background
unconstrained). Each plot corresponds to one method to determine the cross-section. The cross-section
for the full set of 9 variables is given on the right hand side of each plot, whereas the cross-section for
each combination of 8 variables is plotted on the left.
Uncertainty in luminosity measurement
The luminosity is believed to be known with 1% accuracy. The systematic error arising
from this uncertainty is given in Table 4.17.
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Table 4.13: Cross-section obtained with dierent sets of 8 variables in the constrained background case.
The dierence with respect to the reference (full set of 9 variables) is given for each method, together
with the number of standard deviations.
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Table 4.14: Cross-section obtained with dierent sets of 8 variables in the unconstrained background
case. The dierence with respect to the reference (full set of 9 variables) is given for each method, together
with the number of standard deviations.
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+0:06  0:74 +0:08
10% tightened UBLL 2:06
+0:60
 0:63








+0:06  0:73 +0:08
5% tightened UBLL 2:25
+0:62
 0:63

















 0:09  0:66  0:14
5% softened UBLL 2:37
+0:65
 0:64








 0:09  0:70  0:13
10% softened UBLL 2:14
+0:64
 0:62




 0:37  0:69  0:54
Table 4.15: Cross-section dependence on the preselection cuts. The dierence with respect to the
reference preselection is given for each method. The error in the dierence accounts for the statistical










Table 4.16: Systematic error in the cross-section from a 5% uncertainty in the QCD background
normalisation. This systematic error only applies for the constrained background case.
Other systematics
Other minor systematics considered include: eect of limited Monte Carlo statistics in the
p.d.f.s determination, statistical error in preselection eciencies for signal (both CC03 and
4f) and in remaining background cross-section (only constrained t/weighting) and sta-
tistical error (due to MC integration) in the predicted total cross-section for signal (both
CC03 and 4f). These systematics are listed in Tables 4.18 and 4.19 for the constrained
82 M
W







Method Bckg. constrained Bckg. unconstrained
Binned log-likelihood 0:038 0:016
Unbinned log-likelihood 0:056 0:015
Weighting method 0:038 0:017
Table 4.17: Systematic error in the cross-section from a1% uncertainty in the luminosity measurement.







Systematic BLL UBLL WM
MC statitics 0:040 0:040 0:040




















Total other systematics 0:05 0:05 0:05
Table 4.18: Systematic errors in the cross-section (background constrained) arising from limited Monte
Carlo statistics in p.d.f.s determination, statistical error in preselection eciencies and theoretical error
in cross-section for signal.
Systematics summary
The summary of dierent contributions to the total systematic error on the hadronic cross-
section is given in Tables 4.20 and 4.21 for the constrained and unconstrained background
cases, respectively.
4.3.5 Summary
The WW cross-section in the fully hadronic channel has been determined by making use
of Neural Network techniques. The data analysed correspond to an integrated luminosity
of 11:08  0:08 pb
 1
recorded by ALEPH at
p
s = 161:314  0:054 GeV.
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Systematic BLL UBLL WM
MC statitics 0:043 0:043 0:043




















Total other systematics 0:04 0:04 0:04
Table 4.19: Systematic errors in the cross-section (background unconstrained) arising from limited
Monte Carlo statistics in p.d.f.s determination, statistical error in preselection eciencies and theoretical







Systematic BLL UBLL WM
Dierent MCs for signal 0:13 0:08 0:07
Dierent MCs for QCD bckg. 0:02 0:19 0:37




1% uncertainty in L 0:04 0:06 0:04
Total other systematics 0:05 0:05 0:05
Total 0:17 0:28 0:39
Table 4.20: Contributions to the systematic error on the hadronic cross-section in the constrained
background case.
Dierent methods to estimate the cross-section have been investigated and nally the
binned log-likelihood t to the output neuron distribution with background constrained
has been chosen since it leads to the most precise cross-section determination, in terms
of both statistical and systematic uncertainties. The hadronic cross-section, corrected to
doubly resonant diagrams (CC03) is found to be:

CC03
(WW ! qqqq) = 1:93
+0:66
 0:57
(stat:)  0:17 (syst:) pb:




(WW ! all) = 4:23
+1:45
 1:25
(stat:)  0:37 (syst:) pb:
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Systematic BLL UBLL WM
Dierent MCs for signal 0:14 0:11 0:11
Dierent MCs for QCD bckg. 0:19 0:18 0:07




1% uncertainty in L 0:02 0:02 0:02
Total other systematics 0:04 0:04 0:04
Total 0:24 0:22 0:14
Table 4.21: Contributions to the systematic error on the hadronic cross-section in the unconstrained
background case.
4.3.6 Combination of 
WW!qqqq
measurements
Apart from the method we have described so far [77], three more multidimensional analy-
ses devoted to the measurement of the hadronic cross-section were performed: weighting
method [78], rarity method [79] and discriminant variable method [80]. In all of them
the main philosophy was to build, after a initial soft preselection whose aim was to be
maximally ecient in removing QCD background and at the same time keeping most
of the signal, a single discriminant variable from several distributions. The separation
between signal and background is performed through the discriminant variable, either by
assigning it a meaning of event weight (weighting method), by performing a straight cut
(discriminant variable method) or by tting its distribution (rarity method).
Since the correlations between the four methods (determined from 100 MC samples
corresponding each to the luminosity of the data) range between 66% and 85%, some
improvement can be obtained by combining them. The cross-section obtained by either
method as well as their combination (by using the technique of Lyons [81]) are summarised
in Table 4.22.
The systematic error in the combined cross-section results from the quadratic sum of

















Weighting method 1:81  0:54  0:17 pb
Rarity method 1:92  0:60  0:14 pb
Discriminant variable 1:55  0:58  0:19 pb
Neural Network method 1:93  0:62  0:17 pb
Combination 1:80  0:50  0:19 pb
Table 4.22: Cross-section in the fully hadronic decay channel as measured by each of the four methods






Discriminant variables 0:11 pb
WW Monte Carlo 0:03 pb
QCD Monte Carlo 0:09 pb
QCD normalisation 0:07 pb
Monte Carlo statistics 0:03 pb
Luminosity 0:02 pb
Total 0:19 pb
Table 4.23: Dierent contributions to the total systematic error for the combination of the cross-sections





s = 161 GeV
4.4.1 Measurement of 
WW








! ll) = 0:68
+0:34
 0:26







! lqq) = 1:85
+0:51
 0:43







! qqqq) = 1:80  0:50 (stat:) 0:19 (syst:) pb:
The ALEPH total WW cross-section is obtained by combining the measured cross-
section in the individual decay channel by assuming the Standard Model branching ratios
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(0.106, 0.438 and 0.456 respectively for the fully leptonic, semileptonic and fully hadronic
decay channels). This is done, instead of the simple sum of cross-sections, since it allows to
smooth statistical uctuations. The procedure followed to combine the three informations
is to build up a likelihood function where the measured quantities are the number of
observed events both the leptonic and semileptonic channels and the combined cross-
section in the fully hadronic decay channel. Therefore, the resulting likelihood function
is dened as the product of two Poisson distributions and a Gaussian distribution.









! all) = 4:23  0:73 (stat:) 0:19 (syst:) pb;
which is in good agreement with the Standard Model prediction for the total WW cross-
section obtained by using the existing world average W mass value at the time of the LEP
datataking in 1996 (M
W




= 3:77  0:27 pb.
σWW  161 GeV
ALEPH 4.23 +0.75 pb
−0.75
DELPHI 3.67 +0.98 pb
−0.87
L3 2.89 +0.82 pb
−0.71
OPAL 3.62 +0.94 pb
−0.84
LEP 3.69 ± 0.45 pb




Figure 4.20: Total WW cross-section at 161 GeV measured by each LEP experiment and its combina-
tion. The average centre-of-mass energy for the four measurements is
p
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The measured total WW cross-section by the four LEP experiments are compared
in Fig. 4.20. In the case of ALEPH and OPAL [83], the CC03 cross-section is obtained
from the 4f cross-section by applying an additive correction as given by Eq.(4.9), whereas
it is multiplicative (see Eq.(4.11)) for DELPHI [85] and L3 [84]. The combined LEP








! all) = 3:69  0:45 pb;
where the total error is the quadratic sum of the statistical and systematic uncertainties.
The statistical uncertainty is the \expected statistical" uncertainty given the available
integrated luminosity and, since it depends on the W mass, an iterative procedure is
applied. In order to take into account possible correlations among the four experiments
in the dierent contributions to the systematic uncertainties, the smallest total systematic
uncertainty quoted by an experiment is conservatively taken as the systematic uncertainty
on the combined total cross-section.
4.4.2 Extraction of M
W
In order to extract the W mass from the measured WW cross-section, the GENTLE [76]
programme has been used. The predicted cross-section has a theoretical uncertainty of
the order of 2%, which translates onto 30 MeV/c
2
uncertainty on the derived W mass,
which is included in the total systematic uncertainty.
The W mass derived from the cross-section measurement in the fully hadronic decay









(stat:) 0:18 (syst:) 0:03 (LEP ) GeV=c
2
;
where the systematic error due to the uncertainty on the beam energy, estimated to be
0.03 GeV/c
2
[37], is quoted separately.







) = 80:14  0:34 (stat:) 0:09 (syst:) 0:03 (LEP ) GeV=c
2
:













where the quoted error includes the statistical error, which largely dominates the mea-
surement, and the systematic errors on M
W
from the cross-section measurement, the
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σWW = 4.23 ± 0.73 (stat.) ± 0.19 (syst.) pb
MW = 80.14 ± 0.34 (stat.) ± 0.09 (syst.) GeV/c2
Gentle v2
ALEPH

























79.5 80 80.5 81 81.5 82 82.5
Figure 4.21: Total WW cross-section at threshold as a function of the W mass computed by using the
GENTLE programme. The measured WW cross-section by ALEPH as well as the inferred W mass are
also indicated.
LEP energy measurement and the uncertainty on the theoretical prediction for the total
cross-section. The values for the W mass obtained by each of the LEP experiments, as
well as the above combination are compared in Fig. 4.22, where it can be observed the
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LEP 161 GeV W mass
ALEPH 80.14 +0.35 GeV
−0.35
DELPHI 80.40 +0.45 GeV
−0.45
L3 80.80 +0.48 GeV
−0.42
OPAL 80.40 +0.45 GeV
−0.42
LEP 80.40 ± 0.22 GeV
common  0.07 GeV
mW [GeV]
79.5 80 80.5 81 81.5
Figure 4.22: W mass obtained from WW cross-section measurement at threshold by each LEP experi-








In November of 1996 the LEP centre-of-mass energy was raised to
p
s = 172 GeV and an
integrated luminosity of about
R
Ldt = 11 pb
 1
was collected by each of the four LEP
experiments. At this energy, the cross-section for W-pair production is large enough (see
Fig. 2.4) and the W bosons are produced with sucient boost to allow a competitive mea-
surement of the W mass by direct reconstruction. The event kinematics is reconstructed
in the semileptonic
1
and fully hadronic decay channels, and the invariant mass of each
candidate W boson is formed. In the case of the fully hadronic decay channel, there are
three possible di-jet pairs, which in general leads to the necessity of using a \jet-pairing
algorithm" to choose the right combination among the three dierent possibilities.
The goal is to determine the W mass with the highest possible accuracy. The simplest
approach would be to determine the W mass by tting a Breit Wigner probability density
function (p.d.f.) to the reconstructed invariant mass distribution. However, the exper-
imental distribution is distorted because of background contamination, phase-space re-
strictions, initial state radiation (ISR), reconstruction procedure (jet nding, kinematical
tting, etc) and the use an the incorrect p.d.f. leads to an unavoidable loss of information
since the obtained estimator must be calibrated. A more elaborated tting procedure is
based on a Monte Carlo reweighting technique, which automatically takes into account
1
The neutrino momentum is inferred from the total missing momentum in the event.
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the above experimental eects and provides an unbiased and robust W mass estimator.
However, because of the diculty of reweighting n-dimensional distributions, the W mass
has been determined in ALEPH at
p
s = 172 GeV by tting the two 1-dimensional in-
variant mass distributions (after a jet-pairing algorithm in the case of the fully hadronic
decay channel) and properly combining the obtained estimators according to the expected
correlation [108].
In this chapter, a method to extract the W mass by performing a likelihood t to
the whole event topology, that is, to the four fermion 4-momenta, is proposed. The
method, without loss of generality, is applied to the fully hadronic decay channel, the
most dicult one in terms of possible biases coming from the reconstruction procedure
(e.g. due to hard gluon radiation, detector resolution, undetected initial state radiation,
etc), from a non-negligible amount of physical background, combinatorial background,
etc. About the latter, the tting formula avoids the need of performing jet-pairing, thus
making an optimal use of the information.
This chapter is organised as follows: in Sect. 5.2.1 the proposed method is described.
Sect. 5.2.2 is devoted to some checks on Monte Carlo events at the parton level. In
Sect. 5.2.3, the experimental procedure followed to select and reconstruct WW hadronic
events is described and the properties of the estimator are determined by applying the
tting formula to fully reconstructed Monte Carlo events. The W mass from the 172
GeV data sample collected by ALEPH is obtained in Sect. 5.2.4, whereas Sect. 5.2.5 is
devoted to the evaluation of the systematic uncertainties on the W mass. In Sect. 5.3,
the results on the W mass as obtained by ALEPH at 172 GeV in the dierent decay
channels are summarised and the nal ALEPH result is combined with the other LEP
collaborations. For the sake of completeness, the W mass measurement performed by
ALEPH at
p
s = 183 GeV, as well as the LEP combination, is summarised in Sect. 5.4.
5.2 M
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measurement in the fully hadronic decay channel
5.2.1 Method
Although within the direct reconstruction method most of the information about M
W
from W-pair events is contained in the two event-by-event reconstructed invariant masses,
angular variables such as the polar W production angle or the di-jet angles do carry some
additional information. Moreover, the distributions of the angular variables described
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below are very dierent for W-pair events and for the surviving background events which





dierences which are expected to get enhanced with the increasing centre-of-mass energy.
Then, in view of our aim of achieving the maximum accuracy possible in the W mass
determination, the above considerations might be of particular relevance in case of the
fully hadronic decay channel, where there is a substantial amount of remaining background
after selection.
Therefore, the method described below will make use of the four fermion 4-momenta
and not only of the two invariant masses event-by-event in order to determine the W mass.
That simpler approach has also been worked out and implemented as a simplication of
this more sophisticated method.
Simplest formulation
In the simplest situation, not realistic from a experimental point of view, no combinatorial
background, no detector eects and no radiative corrections are considered. In addition,
it is assumed a perfect tagging of the avour the W decay products as well as of the W
charge.
All the kinematical information of a given event can be summarised in a set of 8
variables (see Fig. 5.1):
- s
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: polar production angle of W
 







  : azimuthal production angle of W
 








: polar decay angle of the charged lepton or down-type quark with respect to
the ight direction of the W
 




: azimuthal decay angle of the charged lepton or down-type quark with respect
to the plane dened by the direction of the W
 




: polar decay angle of the charged lepton or down-type quark with respect to
the ight direction of the W
+
, measured in its rest frame,
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: azimuthal decay angle of the charged lepton or down-type quark with respect
to the plane dened by the direction of the W
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Figure 5.1: Set of kinematical variables to describe the W-pair production. The angular variables are
generically denoted by 
 = (; ).




, is obtained by minimising the negative log-likelihood
function L(M
W
























. This probability is given by the 8-fold dierential cross-

















































The 8-fold dierential cross-section can be expressed in terms of the ux factor, the
4-body into two resonances phase space factor and the matrix element squared for W pair
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Inclusion of radiative corrections
Two main radiative corrections that can appreciably distort the W-lineshape are taken
into account: Coulomb Singularity and Initial State Radiation.
As already explained in Sect. 2.4.3, the Coulomb singularity arises as a long-range
Coulomb interaction between two slowly moving W bosons, thus leading to large eects
close to the threshold of W-pair production, although it is not still negligible at
p
s = 172
GeV. It is implemented by multiplying the dierential cross-section by the correction




is given by [17]. The other source of large radiative corrections




, which collide at an eective
reduced centre-of-mass energy s
0
. The initial state radiation (ISR) is taken into account









) in the YFS style [88].


































































Since ISR (assumed collinear hereafter) is most of the times lost along the beam pipe













































































































































In Eq.(5.5) it has been folded in, not only the ignorance on the absolute value of ISR
but also the two possible directions of the boosted centre-of-mass. It must be stressed
that this approach is strictly correct for ISR up to O() and only approximate for higher
orders. The proper denition of the p.d.f. with ISR folded in implies replacing the FF
(ux function) approach by the SF (structure function) approach (in order to properly





















(z; s) represents the electron (positron) structure function giving the proba-








s and virtualness s in an electron (positron). The















































)) and there is no need to explicitly sum over the two possible directions
for the boosted centre-of-mass as before. This more correct treatment has not been
implemented yet but will be done in the near future. As it will be shown afterwards, the
bias on the obtained W mass estimator that this simplication might introduce is below
the statistical accuracy of the tests performed ( 40 MeV).
Certain important higher-order fermion and boson loop corrections have been included
through an improved Born approximation (within the G

-scheme) in the denition of the





















As a consistency check, the cross-section for W-pair production in the fully hadronic
channel at
p
s = 172 GeV, as a function of the W mass, is shown in Fig. 5.2 as computed
by GENTLE [76] (in the Muta [15] approach) and by the tting formula (by integrating
the above 9-fold dierential cross-section), nding an agreement at the permil level. Initial
state radiation and Coulomb singularity have been taken into account. The W propagator
has been included in the constant width approach and the W width is assumed to depend
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Figure 5.2: Cross-section for W-pair production in the fully hadronic channel at
p
s = 172 GeV as a
function of the W mass. The W width is taken to be running and dependent onM
W
. The predictions from
GENTLE and from the tting formula (CC03) are compared. The error bars in the ratio of cross-sections
are dominated by the error in the computation of the CC03 cross-section and are highly correlated for all
points.
Inclusion of combinatorial background
In the case of the fully hadronic decay channel, one does not know a-priori how to assign
each jet to each W boson, so that a certain jet-pairing algorithm is usually applied.
Depending on the particular algorithm chosen, a bias can be introduced in the estimated
W mass (e.g. if information about some reference mass is used) and in any case, a certain
fraction of events (typically of the order of 10   20%) are thrown away in the sense
that, either they are directly rejected by the pairing or they are eectively considered as
background by the tting function, hence not adding any sensitivity to M
W
.
On the other hand, there is the ambiguity coming from the fact that, even with a
perfect jet-pairing algorithm, the W-charge and avour of decay products are not known.
Experimentally, it is possible to reduce that ambiguity by some tagging techniques, gen-
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erally at the cost of some eciency, but since this knowledge is only relevant for the
measurement of the anomalous couplings and not the W mass, we are not going to con-
sider them.
In our general approach a rigorous and optimal treatment of combinatorial background
is possible, leading not only to an increase of the overall eciency (since no events are
thrown away) but also to the avoidance of the necessity of performing any jet-pairing
(thus avoiding possible biases coming from it). This way, all events are contributing to
the likelihood with the proper weight.
In the following, we consider that the output of our jet-pairing algorithm (which
















g. Then, in order to account for combinatorial background (and
for the above ambiguity), a folding procedure over all possible orientations of the nal







































is the eciency of our \jet-pairing" algorithm to \tag right combinations" (or
conversely, one minus the contamination of wrong combinations) and
right = (1234; 2134; 1243; 2143; 3412; 4312; 3421; 4321)
wrong = (1324; 3124; 1342; 3142; 2413; 4213; 2431; 4231;
; 1423; 4123; 1432; 4132; 2314; 3214; 2341; 3241) (5.12)
are all possible permutations of the nal state four 4-momenta leading to correct (right)
and incorrect (wrong) di-jet assignments in case the input 4-momenta were already prop-
erly sorted. On the contrary, in case the input 4-momenta were not properly sorted (jets
1 and 2 and jets 3 and 4 are not forming two W bosons), the permutations leading to
right di-jet assignments belong to the class wrong.
This way, the probabilities of the dierent congurations of a given set of four 4-
momenta being produced by two resonant W bosons are summed up. Note that not only
the information coming from the di-jet invariant masses is used but also the di-jet angles,
thus increasing the \resolution" in the \tagging" of correct di-jet assignments. Among the
dierent possible permutations, the ones leading to the right di-jet assignments have (on
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W
determination through direct reconstruction
average) a probability orders of magnitude larger than the ones leading to wrong di-jet
assignments (see Fig. 5.8).
Note that an interesting particular case is when 
CB
= 1=3, which means no jet-
pairing at all. Then, the 4-momenta can be randomised and directly fed into the tting
formula.
As we will show in Sect. 5.2.2, this strategy is optimal since basically no bias and no
deterioration in the error of the estimated W mass is observed.
Inclusion of experimental resolution




g, have been distorted with respect to
the true 4-momenta (at the parton level), fP

i
g, because of fragmentation and detector
eects, jet clustering, kinematical tting, etc.
In order to perform the link between the parton level and the detector level, a folding





































































































represents the \transfer function" that performs the link between the reconstructed kine-
matical variables and the true ones, and has a probabilistic interpretation in terms of
conditional probability. Note that the notation for the kinematical variables has changed,
trying to reect now the more realistic experimental situation in which we do not know
the charge of each W boson nor the avour of its decay products. That information is
not needed anyway to compute the \transfer function".
Ideally, in absence of strong phase-space restrictions, the dependence of the \transfer
function" on M
W
is very soft, so that it would be a good approximation to neglect it and
determine it at a xed W mass. For instance, in Fig. 5.3 it is shown that the invariant
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s = 172 GeV, the phase-
space restriction (enhanced by the rescaling of invariant masses which will be described
in Sect. 5.2.3) makes the correlation between both reconstructed invariant masses to









simplicity, the \transfer function" has been evaluated from reconstructed Monte Carlo




. Because of the above reason, the W mass







may eventually be biased. However, this problem would disappear
as the centre-of-mass energy increases and the available statistics allows to consider a
narrower range of W masses (because M
W
is already known with sucient accuracy!).
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Figure 5.3: Invariant mass resolution for Monte Carlo events generated at
p
s = 172 GeV with dierent
W masses: M
W
= 79:25 (dashed), 80.25 (solid) and 81.25 (dotted) GeV=c
2
. The available statistics




. The long tail towards negative values of the
dierence between reconstructed and generated invariant mass has a large contribution from events with
important mixing between jets belonging to the dierent W boson.
On the other hand, it turns out that the complete \transfer function" can, to a good
approximation, be factorised into a transfer function for the invariant masses and another
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Figure 5.4: Fractional resolution for dierent kinematical variables. The dotted curve assigned to the
variable 
 means that the resolution in both angular variables (; ) is similar.















































































and, since most of the information about the W mass is contained in the invariant masses,
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Figure 5.5: Scatter plot of reconstructed (vertical axis) versus true (horizontal axis) kinematical vari-
ables.
In Fig. 5.4, the fractional resolution (dened as the dierence between the recon-
structed and the true variable, divided by the true variable) on dierent kinematical
variables is shown. From this gure, one may get the impression that the invariant mass
is among the better (if not the best!) measured kinematical variables. This conclusion
gets less strong by looking at Fig. 5.5, where it is seen that is is precisely the reconstructed
W boson invariant mass the variable showing less correlation with the true invariant mass
In the above simplication, the angular variables have been assumed to be perfectly
measured. However, we can see in the gure that the polar production angle of the W is
the least accurately measured variable. It must be stressed that one might in principle
extend the dimensionality of the transfer function in order to include, for instance, the
production angles of the W boson. However, the impact of this simplication on the
determination of the W mass is expected to be small.
Another simplication made in the determination of the transfer function has been to
assume the invariant mass and angular variables to be uncorrelated. This assumption is
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justied in Figs. 5.6a) and b) where, on the left hand side, it is shown respectively the








). On the right hand side, the histograms of the invariant mass
resolution for cos() > 0:5 (solid line) and cos() <  0:5 (dashed line) are compared,
showing that indeed it is a good approximation to consider invariant mass and angular
variables to be essentially uncorrelated.












; x) can be determined by performing Neural
Network mapping on fully reconstructed events [95]. More details are given in Sect. 5.2.3
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Figure 5.6: Scatter plot of invariant mass resolution as a function of: a) the cosinus of the reconstructed
polar decay angle of the W and b) the cosinus of the reconstructed polar decay angle of one of the decay
products in the W rest frame. The distribution of resolution in invariant mass for the cuts: cos() > 0:5
(solid line) and cos() <  0:5 (dashed line) are compared for a) and b) on the right hand side. It is seen
that invariant mass and angular variables are essentially uncorrelated.
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Inclusion of physical background
In the case of the fully hadronic decay channel, the background contamination is large
enough ( 20%) as to appreciably distort the W-lineshape. In order to properly take it



































are respectively the p.d.f. for signal (dened as P
CB
with detector









respectively the expected fractions of signal and background in the sample (after selection)

















































g) can be directly obtained from Neural Network mapping of the 8-dimensional
p.d.f. in terms of the reconstructed kinematical variables. However, the whole selec-
tion/reconstruction procedure together with the randomisation of the input 4-momenta,
lead to the fact that the angular variables for the background are essentially uncorrelated














































and a simple bidimensional mapping for the invariant masses is required.
Inclusion of event-by-event errors from the kinematical t
So far we have been inclusive in the treatment of the experimental resolutions in the
sense that all signal events are weighted with the same transfer function, regardless on
whether some events may eectively be better measured (because all jets are well inside
the acceptance of the detector, there is no hard gluon radiation, there is less mixing
between jets belonging to the dierent W boson, etc). The fact of giving the same weight
to all events leads to a certain loss of information. Therefore, an optimal treatment
104 M
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Figure 5.7: One-dimensional projections of the angular variables and some bi-dimensional projections
showing that they are essentially uncorrelated with respect to each other and with respect to the invariant
mass variables.
implies being exclusive and giving more weight to those signal events believed to be
better measured.
In order to improve the di-jet invariant mass resolution, a kinematical t (KF) im-
posing energy and momentum conservation is performed. As a result of the kinematical
t, not only the four jet 4-momenta are obtained but also an error covariance matrix in
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terms of kinematical quantities (typically the jet energies and directions). The errors on
each of the invariant masses (for all di-jet pair combinations) are readily derived from
the above covariance matrix. These errors are aimed at carrying information about how
well has each event been measured. However, the dynamics of the kinematical t may
eventually lead to the fact that the resulting errors in the tted invariant masses con-
tain only a fraction of the desired information. For instance, the kinematical t may
eventually be able to correct only for detector eects (which lead to total 4-momentum
non-conservation) but not for particle mixing (which conserves the total 4-momentum).
In order to be general, let us dene  as a set of variables carrying information about the
\goodness" of the measurement of each event. This set of variables may eventually be
formed, among others, by the KF errors in the invariant masses. However, other relevant
variables containing information from the fragmentation/jet clustering may as well be
considered: y
45
, degree of \mixing" between jets, etc.
The way of including this additional information in the tting formula is straightfor-



























The results presented in this chapter have been obtained with an \inclusive" transfer
function. Tests with an \exclusive" transfer function will need to be performed to assess
the eventual improvement one might get.
Technical aspects
In order to compute partially integrated dierential cross-sections (e.g. accounting for
experimental resolution), multidimensional integrations have to be performed in an event-
by-event basis.
The only reasonable way to do it is by means of a Monte Carlo integration technique,
since the computational time (for a required accuracy in the integral evaluation) only
grows linearly with the dimensionality of the integral, whereas for other methods, such
as gaussian quadratures, it blows up with a potential behaviour.
As one would expect, this big advantage is compensated by the fact that the number
of Monte Carlo points used to perform the integration has to be large enough in order not
to introduce Monte Carlo uctuations which may completely destroy the convergence of
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the minimisation. This problem can be overcome by using the so-called \correlated sam-
pling technique", which implies freezing the random numbers used for the computation
of the dierential cross-section of each event during the minimisation phase. In addition,
for some of the integrated variables, suitable mappings are performed (\importance sam-
pling") which result in a considerable reduction in the variance of the integral and thus
in the computational time.
Among dierent multidimensional integrators tested, the one that has been found
to give a better performance in terms of speed and precision in the integral for a given
number of Monte Carlo points has been VEGAS [96], which has been adopted. A modied
version of VEGAS has been developed in order to perform \correlated sampling".
The minimisation of the negative log-likelihood function is performed by means of the
MINUIT [97] package.
The current time performance is about 0.03 CPU sec./event/integration point in case
of detector eects and combinatorial background included, as estimated by running on a
Digital Unix Alpha station (233 MHz). In the case of no combinatorial background, the
required time is reduced by a factor 3. For instance, if 10
3
events are to be tted taking
into account detector eects (with 10
4
points for MC integration/event) and combinatorial




= 300000 CPU seconds. The
simplied tting formula using only the two invariant masses per event (the so-called
First Generation Fitting Formula) leads to a further reduction by another factor 3. On
the other hand, preliminary results indicate that the number of Monte Carlo points needed
(for a required accuracy) in the integration of the event-by-event dierential cross-section
can be reduced by one order of magnitude (an thus the time required) by using inside
VEGAS quasi-random numbers [98] instead of the standard pseudo-random numbers.
5.2.2 Preliminary checks
Before being applied to fully reconstructed events, the tting formula must be tested on
Monte Carlo events at the parton level, where everything is well under control.
Testing the ISR and Comb. Bckg. implementation
In order to make sure that the events are tted with the proper p.d.f., they are generated
with the tting formula itself (used as a Monte Carlo generator) and tted back after-
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wards, so that deviations in the tted parameters with respect to the input ones indicate
possible biases.
A number of 10000 WW events have been generated at
p







= 2:086 GeV, without and with ISR. In addition, dierent fractions of
combinatorial background have been simulated within the same event sample (by properly
permuting the 4-momenta) in order to test its implementation.





together with their correlation. The results of the ts are summarised in Table 5.1, where
the errors represent the 68:3% condence interval in each parameter separately.
In Fig. 5.8, the logarithm of the resulting dierential cross-section (after summing up
over the possible orientations) for the permutations leading to a \right" assignment (solid
line) and to \wrong" assignments (dashed line) of di-jet pairs are compared. Note that
when summing up over all possible orientations of the nal state particles, essentially only
those permutations leading to \right" combinations will contribute to the likelihood.
From Table 5.1, it turns out that the implementation of ISR and combinatorial back-
ground, not only is not introducing a bias in the estimated parameters but it is optimal
in the sense that no deterioration in the errors is observed.
Fitting 4f KORALW events
Next step is to verify that the fully reconstructed Monte Carlo events which we will try
to t afterwards are properly tted already at the parton level.
We take 3000 hadronic events at the parton level, which satisfy at the detector level a
certain selection procedure which is of no interest here. We consider samples of events gen-
erated at dierent W masses with the Monte Carlo event generator KORALW [48]. These
events have been generated taking into account all 4f diagrams leading to \WW-like" nal
states, whereas we t with the matrix element for only CC03 diagrams. Hopefully, the se-
lection procedure removes most of the events coming from non-doubly resonant diagrams
so that no bias in the tted parameters is introduced.
Only the W mass is tted, whereas the  
W
is xed (but depending on M
W
as given
by Eq.(5.10)). The W-propagator is taken in the constant width approach.
The results from the t, for dierent input values of the W mass, are summarised in
Table 5.2. It can be observed that in general all estimators are in \reasonable" agreement
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Figure 5.8: Logarithm of the resulting dierential cross-section (after summing up over the possible ori-
entations) for the permutations of the four 4-momenta (at the parton level) leading to a \right" assignment












0% Comb. Bckg. 80:241  0:010 2:109  0:022 +27:6%
20% Comb. Bckg. 80:238  0:011 2:103  0:022 +26:7%
No ISR 66% Comb. Bckg. 80:235  0:011 2:103  0:022 +23:5%
80% Comb. Bckg. 80:236  0:011 2:104  0:022 +23:6%
100% Comb. Bckg. 80:238  0:011 2:103  0:022 +23:7%
0% Comb. Bckg. 80:244  0:011 2:105  0:022 +22:8%
ISR 66% Comb. Bckg. 80:238  0:011 2:100  0:023 +23:1%





estimators obtained from a t to 10000 WW events generated at
p
s = 172






= 2:086 GeV. The results are given for
events generated without and with ISR and for dierent fractions of combinatorial background.
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with the input M
W
. The agreement can only be \reasonable" since the tted sample
















79:25 79:211  0:018  2:17
79:75 79:725  0:018  1:39
80:00 79:961  0:018  2:17
80:25 80:210  0:018  2:22
80:50 80:509  0:019 +0:47
80:75 80:750  0:019 0:
81:25 81:232  0:020  0:90
Table 5.2: M
W
estimator as obtained from a t to 3000 hadronic events at the parton level, satisfying
a typical selection procedure at the hadron level.
5.2.3 Experimental procedure
Once everything seems to be under control, one can try to apply the tting formula to
fully reconstructed Monte Carlo events.




events at dierent input W masses were generated
with the event generator KORALW, which incorporated not only the CC03 diagrams but
also the interfering background processes leading to \WW-like" nal states. The main
non-interfering background processes (after the selection described below), Z= ! qq
and ZZ were generated with PYTHIA [51]. The events were hadronised following the
JETSET [51] prescription and fully reconstructed.































processes. In order to select hadronic events, several selection steps are followed. First of
all, the events are required to have a minimum charged multiplicity inside the detector
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acceptance. They are forced afterwards into 4 jets by using the DURHAM algorithm [89]
with the P+E recombination scheme (see next subsection). Then, a soft preselection,
whose aim is to remove as much background as possible while keeping basically all the
signal, is applied. This soft preselection requires: the missing energy must be smaller than
50 GeV, the number of energy ow objects must be between 45 and 95, the sphericity of
the event larger than 0.2 and the thrust smaller than 0.95.
Then, a selection is performed by making a cut on the output of a feed-forward
Neural Network which uses 21 variables, most of them topological, and trained to optimize








! qqqq) and the background
processes. Among the variables used are the aplanarity, the Fox Wolfram moments, the
number of energy ow objects, the oblateness, the sum of momenta of all charged tracks,
the sum of cosinus between jets and avour tagging variables. A more detailed description
of the neural network architecture and the variables used for its training can be found
elsewhere [93].
The performance of the neural network is illustrated by Fig. 5.9, where both, the
output neuron distribution for signal and background events and the signal eciency
versus purity curve, are shown.
In order to select the signal events, the neural network output is required to be larger
than -0.3, which leads to a signal eciency of 82:3% with 78:5% purity. The selection e-
ciencies and eective cross-sections for the dierent processes considered are summarised
in Tables 5.3 and 5.4, together with the number of events surviving cuts at each selection
step. As it can be seen, other sources of background other than qq and ZZ are negligible
after the selection step.
The number of expected events for an integrated luminosity of 10:65 pb
 1
is 50.5 for
WW ! qqqq and 13.6 for background (12.5 qq and 1.1 ZZ). The signal eciency is
essentially at as a function of M
W
(see Fig. 5.10) so that from now on it will be assumed






Among the dierent jet clustering algorithms investigated: DURHAM [89], JADE [90]
and LUCLUS [91] in dierent recombination schemes [92]: E, P and E0, DURHAM-
P is the one which has shown a better performance in correctly assigning particles to
jets, evaluated in terms of jet energy and angular resolution. However, because the
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Figure 5.9: Performance of the selection Neural Network. On the left hand side: Neural Network output
for signal events (shadowed histogram) and QCD background (open histogram). Both histograms have
been normalised to the same number of events. On the right hand side: Signal eciency versus purity for
dierent cuts in the output neuron distribution. In both gures the arrow indicates the actual cut that is





Process WW ! qqqq WW ! qq` WW ! ``
 (pb) 5:76 5:54 1:34
Generated events 45845 43070 11083
Class 16 45761 42897 115
NN selection 37780 276 0
Convergence in KF 37743 253 0
Eciency (%) 82:33  0:18 0:59 0:04 0

eff
(pb) 4:74 0:03 0
Table 5.3: Number of events surviving cuts, nal selection eciencies and eective cross-sections for the





P-scheme assumes massless particles, large shifts (of up to 10 GeV) appear between
the reconstructed and generated W masses. Therefore, in order to guarantee Lorentz
invariance, the P-scheme is used to decide which particles are assigned to which jet, but
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 (pb) 121:1 3:066 6:520 1600 10:8
Generated events 475000 13056 7000 200000 5000
Class 16 435456 8934 1295 1992 1295
NN selection 4784 427 0 0 0
Convergence in KF 4585 414 0 0 0
Eciency (%) 0:965  0:014 3:17  0:15 0 0 0

eff
(pb) 1:17 0:10 0 0 0
Table 5.4: Number of events surviving cuts, nal selection eciencies and eective cross-sections for the
dierent background processes.
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Figure 5.10: M
W
dependence of the signal eciency in the fully hadronic decay channel as obtained














the jet four-momentum is computed by using the E-scheme.
Kinematical t
In order to improve the di-jet invariant mass resolution, a kinematical t is applied to the




of the four jets are modied within the kinematical t by scaling them and introducing






















. The unitary vector u
b
i
is in the plane dened by the jet axis and the z axis and
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perpendicular to the former, while u
c
i







have Gaussian distributions and depend on the jet energies and directions. A 
2
is constructed via these variables and constraints are imposed by Lagrange multipliers.
The minimisation of this 
2
is done via an iterative procedure.
Three options are available at this stage. A 4-constrained t (4C), which imposes en-
ergy and momentum conservation, gives two invariant masses per event. A 5-constrained
t (5C) can be performed by imposing the additional constraint that both invariant
masses are equal within some resolution. Finally, a further improvement in the 4C t
(the so-called 4C+rescaling) is achieved by rescaling the 4-momenta in such a way that
the information about the W-velocities (where systematic eects are assumed to cancel
















; i 6= j; (5.23)
where the subindexes i and j refer to those jets belonging to the same di-jet and E
b
is

























































The invariant mass resolution (only for the right di-jet pairs) is compared for the three
dierent kinematical ts. As it can be observed, both 5C and 4C+rescaling yield very
similar invariant mass resolution, so that the nal improvement one may expect would
be very similar. But since the 4C+rescaling seems to be less sensitive to systematic
eects [94], this is the kinematical t chosen for this analysis.
In practice, in order to extract the W mass, the procedure is the following: the
4-momenta from the 4C kinematical t are randomised (since, by taking 
CB
= 1=3,
there is no need of performing any jet-pairing) and fed into the tting formula. It is
inside the tting formula, for each di-jet combination tried, that the input 4-momenta are
\improved" by rescaling them as given by Eq.(5.23).
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Invariant Mass Resolution (GeV)
4-C Fit
4-C + Resc. Fit
5-C Fit
Figure 5.11: Invariant mass resolution for the dierent kinematical ts considered. The reconstructed
invariant mass corresponds to the right di-jet combination.
Mapping of resolution eects for signal
As already stated in Sect. 5.2.1, the resolution eects for signal are taken into account by
a folding procedure with the corresponding \transfer function" in which only the smearing
in the invariant masses is considered.
In this case, the smearing in the invariant masses cannot be easily parametrised (taking
into account the correlations between both masses) and the safest solution is to extract
from the Monte Carlo the proper \transfer function". For that, a Neural Network (NN)
is trained with ' 40000 fully reconstructed WW ! qqqq events generated at
p
s = 172





, in order to map the 5-dimensional p.d.f. for the
invariant mass variables and ISR. In fact, we try to determine the 5-dimensional p.d.f. in






































and y = x
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The reason for using the new variable y for ISR instead of x is because, as shown in
Fig. 5.12c, it is rather at in the whole range, which is convenient for the NN learning.




in each individual invariant mass) and m
i
. The aim of the NN mapping is not only
to be able to reproduce the variables in the 1-dimensional projections but in the whole
5-dimensional space. For instance, in Fig. 5.12d the invariant mass resolution inclusive
over the ISR (open histogram) and for those events with radiated energy larger than 3.7
GeV (y > 0:7, shaded histogram) is shown. It is observed that for events with large ISR,
the reconstructed mass is biased towards higher values by a few GeVs, feature that we
want to properly account for when folding over ISR.
The 5-dimensional p.d.f. for the squared invariant masses can easily be obtained by



































































































) has a compact expression given by the Muta et al. formula [15]
































In order to test that the event-by-event p.d.f. (after folding in resolution eects) is
meaningful, several 1-dimensional p.d.f.s are computed by integrating 7 dimensions of the
8-fold dierential cross-section in terms of the reconstructed variables. The computed
1-dimensional projections are (only for right di-jet pairs): one of the invariant masses,
the average invariant mass and the dierence of invariant masses divided by 2, which
are compared to reconstructed Monte Carlo events generated at dierent W masses (see
Figs. 5.13, 5.14 and 5.15). Note the overall good agreement between the distributions,
although the predicted probability for high invariant masses with low mass dierence is
too low. However, it must be noted that the t is performed in the 8-dimensional space
and not in the 1-dimensional one and that eventual disagreements in the 8-D p.d.f. at the
few percent level are amplied when integrating over 7 dimensions. Therefore, a negligible
bias in the W mass estimator would be expected, as it is indeed observed in Fig. 5.17.
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Mi (reco) - Mi (true) [GeV/c2] Mi (true) - 80.25 [GeV/c2]
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Figure 5.12: 1-dimensional distributions of the variables used for the 5-dimensional mapping of resolu-










and c) y (transformed variable
of the fraction of radiated energy x. In d) the shaded histogram represents the invariant mass resolution
for events with large ISR (y > 0:7).
Mapping of physical background
In order to properly account for the physical background, the probability for each event
must be modied as explained in Sect. 5.2.1.
Therefore, one has to obtain the 2-dimensional p.d.f. for the physical background in
terms of the two reconstructed invariant masses. This can be done again by performing a
Neural Network mapping (see Appendix C). At
p
s = 172 GeV and after selection, most
of the background comes from QCD. Because of the ecient selection procedure, only
 6000 qq are left out of 475000 initial events and this is the statistics used to perform
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Figure 5.13: Normalised p.d.f. for dierent 1-dimensional projections of the 8-dimensional space of




): a) one of the invariant masses, b)
average invariant mass and c) dierence of invariant masses divided by 2. Each invariant mass corre-
sponds to the right combination of di-jet pairs. The points with error bars represent the Monte Carlo
expectation whereas the region between solid lines represents the 68% condence interval of the tting
formula prediction for the 1-dimensional p.d.f.
the NN mapping. Since the dimension of the space to be mapped is low, a determination
of the bidimensional p.d.f. by a \box method" [99], a standard procedure to build up
binned p.d.f.s, has also been tested.
The results are shown in Fig. 5.16, where the normalised p.d.f in dierent 1-dimensional
projections of the 2-dimensional mapped space as predicted by the NN and by the \box
method" are compared to the Monte Carlo.
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Figure 5.14: Normalised p.d.f. for dierent 1-dimensional projections of the 8-dimensional space of




): a) one of the invariant masses, b)
average invariant mass and c) dierence of invariant masses divided by 2. Each invariant mass corre-
sponds to the right combination of di-jet pairs. The points with error bars represent the Monte Carlo
expectation whereas the region between solid lines represents the 68% condence interval of the tting
formula prediction for the 1-dimensional p.d.f.
Calibration curves
In order to test the goodness of the NN mapping of experimental eects for signal, a
number of N
MC
samples of Monte Carlo events corresponding to an integrated luminosity
of 10:65 pb
 1
each and generated at 5 dierent W masses are tted in absence of physical
background and without performing any jet-pairing (the jet 4-momenta are randomised
and 
CB
= 1=3 is assumed in the t). The resulting calibration curve is plotted in
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Figure 5.15: Normalised p.d.f. for dierent 1-dimensional projections of the 8-dimensional space of




): a) one of the invariant masses, b)
average invariant mass and c) dierence of invariant masses divided by 2. Each invariant mass corre-
sponds to the right combination of di-jet pairs. The points with error bars represent the Monte Carlo
expectation whereas the region between solid lines represents the 68% condence interval of the tting








  80:25) is compatible with having 0 intercept and slope 1.
The NN mapping of the physical background is tested by performing the same cal-
ibration curve but including in each tted data sample the corresponding fraction of
background events (as given by the expected purity as a function of M
W
). The result can
be seen in Fig. 5.18, where the resulting calibration curve is again showing 0 intercept
and slope 1.
As a result, there is no need of calibrating the estimator obtained from the tting
120 M
W













































-30 -20 -10 0 10 20 30
Figure 5.16: Normalised p.d.f. for dierent 1-dimensional projections of the 2-dimensional space of
reconstructed invariant masses for background: a) one of the invariant masses, b) average invariant mass
and c) dierence of invariant masses divided by 2. The points with error bars represent the Monte Carlo
expectation whereas the solid (dashed) line represents the Neural Network (\box method") prediction for
the 1-dimensional p.d.f.
formula since it closely corresponds to the physical parameter we are interested in.
Expected error on M
W
Because of the expected low statistics for
R
Ldt = 10:65 pb
 1
, the error on the W mass
estimator for a single data sample of this size has a huge uncertainty itself. Therefore, one
should compute the expected error onM
W
by performing many Monte Carlo experiments
of the same size of the data and take the r:m:s: of the distribution of W mass estimators.
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  1.298    /     3
P1   80.28  0.2409E-01
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Ldt = 10:65 pb
 1
generated at 5 dierent M
W
.
No jet-pairing is performed and no physical background has been considered. The full line corresponds








A number of N
MC
independent Monte Carlo samples of the same size of the data
have been tted without (
ww
= 1) and with 21:1% physical background contamination
(
ww




). The Monte Carlo
experiments have been performed by xing the total number of events in each Monte Carlo




, whereas the number of
events of each class (signal and backgrounds) are allowed to vary multinomially according
to their expected proportions. The results shown in this chapter have been obtained by
performing no jet-pairing at all (
CB
= 1=3). However, the eventual improvement on the
W mass error by the use of an ideal 100% or a typical 80% ecient jet-pairing algorithm
has been investigated in the case of no physical background included. The conclusion
is that, within errors, there is essentially no improvement by the fact of performing jet-
pairing. It must be stressed that conceptually, one does expect some improvement on
the W mass error by the fact of knowing with increasing eciency which is the right
122 M
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 0.8300    /     3
P1   80.28  0.2034E-01
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Ldt = 10:65 pb
 1
generated at 5 dierent M
W
.
No jet-pairing is performed and the corresponding fraction of physical background has been included. The









combination of di-jet pairs, although it might in practice be small and only show up with
high statistics. For the available statistics at 172 GeV, the treatment of combinatorial
background is already optimal enough as to avoid the need of any jet-pairing. The results
are summarised in Table 5.5.
As it can be observed, the r:m:s: of the distribution of estimators is in agreement with
the average tted error, which serves as a cross-check that one is tting with a p.d.f. close
to the underlying one. In addition, this gives meaning to the errors obtained from the
t. Once this is veried, the expected error on M
W
will be dened as the average tted
error, since it is a more robust estimator.
On the other hand, the dependence of the expected error as a function ofM
W
has been
investigated. The results, obtained for 
CB
= 1=3 and 
ww
= 0:789 are summarised in
Table 5.6. It is observed that, within errors, the expected error is essentially independent
5.2 M
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85 1 1 80:24  0:04 0:40  0:03 0:38 0:01
40 0:8 1 80:24  0:06 0:44  0:04 0:39 0:01
44 1=3 1 80:26  0:06 0:39  0:04 0:39 0:01
150 1=3 0:789 80:30  0:05 0:44  0:02 0:43 0:01























































79:25 68 79:24  0:05 0:41  0:04 0:43  0:01
79:75 80 79:78  0:05 0:42  0:03 0:43  0:01
80:25 150 80:30  0:05 0:44  0:02 0:43  0:01
80:75 74 80:79  0:05 0:44  0:04 0:44  0:01
81:25 75 81:27  0:05 0:46  0:04 0:45  0:01
Table 5.6: Expected value and r.m.s. of the distribution of W mass estimators and expected t error from
N
MC
MC experiments corresponding to an integrated luminosity of
R
Ldt = 10:65 pb
 1
, as a function of
the input W mass.
Then, for an integrated luminosity of
R
Ldt = 10:65 pb
 1
, and no pairing at all, the
expected statistical error on M
W





without (with) the corresponding fraction of physical background.
5.2.4 W mass measurement
The tting formula has been used to determine the W mass from the data sample collected
by ALEPH during November 1996 at a centre-of-mass energy of 170.28 GeV (1.114 pb
 1
)
and 172.30 GeV (9.536 pb
 1
). The whole selection/reconstruction procedure is repeated,
ending up with the following number of selected events:
The 4-momenta of the selected events (after the kinematical t) are randomised and
then rescaled inside the tting formula according to their corresponding centre-of-mass
energy. Because of the small number of selected events at 170 GeV, they are tted together
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Preselected events Selected events
170:28 1:114 15 6
172:30 9:536 169 64
Table 5.7: Number of preselected and selected data events taken at every centre-of-mass energy.
with the event sample at 172 GeV, ending up with a total of 70 events tted.
The expected total number of events at
p





corresponding to an integrated luminosity of 10.65 pb
 1
, is 64.1.
The t is performed by xing the W width, which is assumed to depend on M
W
as
given by Eq.(5.10). The W and Z propagators are considered respectively, in the constant




) in the YFS style.
The W mass estimator is obtained by performing a single t to the data sample with




= 81:17  0:43 GeV=c
2
;
where the expected error from many MC experiments of the data size has been quoted
2
.
A positive shift of +27 MeV/c
2
has been applied to the tted W mass in order to be
consistent with the Z mass measurement, where the propagator includes an s-dependent
width (running width approach).
5.2.5 Systematic errors
Finite statistics for MC integration
A source of systematic uncertainty that must be taken into account is the eect of limited
statistics for MC integration in the evaluation of the event-by-event p.d.f.. Let us consider
a data sample from which we want to estimate the W mass and N a xed number
of points for MC integration. Because of statistical uctuations in the evaluation of
the partially integrated dierential cross-section event-by-event, the estimated W mass
would be dierent for dierent sets of random numbers, thus obtaining a distribution of
estimators for the same data sample. For a given set of random numbers (one of the MC
experiments), the systematic error would be the r:m:s: of the distribution of estimators.
2
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By performing a large number of ts to the data sample with dierent samples of N
points for MC integration, the r.m.s. of the distribution of W mass estimators is found





In order to extract the W mass from the data, a single t with a given sample of
N = 25000 points for MC integration has been performed. The systematic error associated
to the obtained W mass estimator because of the nite statistics for MC integration is
taken to be (3932  297)=
p








,  and B) have been
varied by one sigma with respect to their standard values (mainly obtained by tting







is quoted as systematic error due to the uncertainty on the fragmentation parameters
standard values [102].
Recent studies [112] indicate the dierent fragmentation model in HERWIG and JET-
SET (both tunned to ALEPH data) introduce a systematic uncertainty on the W mass
of 35 MeV. This systematic is not quoted here for consistency in the comparison with the
result of [108], where that systematic had not been estimated.
Matrix Element
One simplication made in the tting formula lies in the use of the matrix element for
only doubly resonant diagrams (the so-called CC03 diagrams) instead of the full matrix
element for all diagrams leading to 4 quarks in the nal state. That matrix element is
available but leads to an increase by at least one order of magnitude in the CPU time
needed.
Because of the selection procedure, one expects that most of the events coming from
the non-doubly resonant diagrams will be removed and that the interference is small.
This systematic has been studied in [101] by tting MC events generated with the full 4f
matrix element and after the selection procedure, with the proper matrix element or the
one only for CC03 diagrams. The dierence is found to be of the order of 3 MeV/c
2
and
this is the systematic error assumed here.
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Signal eciency
So far, the signal eciency has been considered to be independent of M
W
and equal to




. However, as shown in Fig. 5.10, it can be
parametrised as a linear function ofM
W
(although the slope is consistent with being 1). If
the t to the data sample is performed with this parametrisation for the signal eciency,
the dierence in the W mass estimator with respect to the default situation (at signal
eciency) is 5 MeV=c
2
, which is quoted as a systematic uncertainty.
Background estimation
It has been veried that the mapping of the background p.d.f. is good enough as to
provide a W mass estimator that does not need calibration. Indeed, this has been checked
on Monte Carlo events and we must now take into account the eect of an eventual
disagreement between data and Monte Carlo for what the background normalisation and
shape is concerned.
A study using LEP1 data has been performed to quantify the systematic uncertainty
coming from the background [103]. The high statistics data taken in 1994 compared with
the hadronic Monte Carlo has been used to evaluate the eect of the limited agreement
between data and Monte Carlo on the W mass determination. A conservative systematic
error of 20 MeV=c
2
was found and assumed here.
The observed dierence between the W mass estimator from the data sample by using
the NN or the \box" mapping for the physical background is 4 MeV=c
2
.
The total systematic error from the background estimation is the quadratic sum of




Another considered source of systematic errors is the possibility of an absolute miscal-
ibration in ECAL and/or HCAL. The observed discrepancies between data and Monte
Carlo [105] lead to consider 1% in ECAL and 4% in HCAL as safe estimates of these
deviations. In order to study this systematic, the data are modied by rescaling in JULIA
the ECAL and HCAL absolute energies and recomputing the energy-ow object after-
wards. Then, the whole analysis is redone and the t performed. In order to enhance the
statistical signicance of the test, only the subsample of common selected events is tted.
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The observed shifts in the tted W mass with respect to the default data are summarised










Table 5.8: Deviations from the reference tted mass for dierent scenarios of calorimeter absolute
miscalibrations.











, is taken as systematic uncertainty due
to detector miscalibrations.
Jet corrections in the kinematical t






















in the kinematical t [100] to allow global momentum rescalings and shifts in  and . If
the reconstruction were perfect, a
i




0. But because of detector
eects, the expected values and resolutions of the above parameters depend on both the
jet energy and polar angle. This dependence is parametrised from fully reconstructed
Monte Carlo events. However, the Monte Carlo is known not to reproduce correctly the
angular dependence of the energy ow calibration. To have an estimate of these eects, the
correction factors have been simultaneously increased/decreased by 30% of the dierence
of their expected values and the whole analysis has been performed again. In order to
enhance the statistical signicance of the test, only the subsample of common selected







been found and quoted as a systematic error.
Initial State Radiation




), i.e. up to second order in the leading-
log approximation, in the YFS style. The eect of the missing terms in the W mass
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) correction is. Using a \rule of thumb" to scale the eect
(about 45 MeV=c
2
), it is claimed a systematic eect in the reconstructed W mass around
15 MeV=c
2
coming from these missing higher order terms. However, the systematic is
evaluated by using a selection/tting procedure quite dierent from the one applied to the
data and in addition, as stated in [26], the \rule of thumb" would only allow to guess the
systematic within a factor 2 or so. Therefore, it would be worth evaluating the systematic
of ISR for the particular selection/reconstruction/tting procedure applied to the data.
In the results shown so far, initial state radiation has been considered up to third order
in the leading-log approximation, in the YFS style. It is possible to check that result by









re-tting the data. Two styles of soft photon exponentiation, GKF [87] and YFS [88], are
also compared. The dierence between the tted W mass with the new radiator function




)) are summarised in Table 5.9.




























Table 5.9: Dierence between the W mass tted with a degraded/improved radiator function and with













) with both styles is taken








The eect of Bose-Einstein correlations on the determination of the W mass is tested by
using a global event weighting method. For that, a subroutine developed by S. Jezequel
and S. Jadach [106], which assigns a weight to each event, has been used.
In order to look for a systematic eect, a sample of N = 6500 KORALW hadronic
events are tted without (unweighted events) and with Bose-Einstein eects (weighted
events, with the weight given by the mentioned routine). To deal with weighted events,
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) are respectively the reciprocal of the BE weight
and the probability density function (in terms of M
W
) for the event i (see [104] for more
details).











found to be +26 MeV=c
2
. In order to compute the statistical error on the dierence, the
two initial samples are divided into 50 subsamples each and a distribution of dierences of
estimators is obtained. Then, the statistical error on the dierence of estimators for the
large sample is taken as the r:m:s: divided by the squared root of 50, that is, 40 MeV=c
2
.
The quoted systematic is the maximum of these two numbers: dierence of estimators




Colour reconnection eects have been tested using two Monte Carlo samples generated
with EXCALIBUR, one of them implementing a model of colour reconnection [54]. In
order to enhance the eventual systematic dierences between non-reconnected and recon-
nected events, the 4-quark events in both samples are the same at the parton level. After
the selection procedure, only the common events are tted. This way, the sensitivity of
the test in enhanced.











, is found to be +19 MeV=c
2
. In order to compute the statistical
error on the dierence, the samples are divided into 10 subsamples and a distribution of
dierences of estimators is obtained with r:m:s: = 157 MeV=c
2
. Then, the statistical error
on the dierence of estimators for the large sample is taken as 157=
p
10 = 50 MeV=c
2
.
The quoted systematic is the maximum of these two numbers: dierence of estimators
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LEP energy
As explained before, the 4-momenta are rescaled so that the following rescaling is per-





























The estimated uncertainty on the centre-of-mass energy is 60 MeV, that is 30 MeV
per beam and therefore a systematic uncertainty of 28 MeV=c
2




The dierent possible sources of systematic error investigated in this analysis are sum-


















Initial state radiation 4
Bose-Einstein correlations +26 40
Colour reconnection +19 50
LEP energy 28
Total 94
Table 5.10: Summary of systematic errors. The total systematic error results from the quadratic sum
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5.2.6 Summary
A method to extract the W mass from W-pair events by performing a likelihood t to the
whole event topology is proposed. The method, whenever applied to the fully hadronic
decay channel, avoids the need of performing jet-pairing and makes an optimal use of the
information contained in the four jet 4-momenta. With 10.65 pb
 1
collected by ALEPH
at 170.28 and 172.30 GeV and using only the fully hadronic decay channel, the W mass




= 81.17  0.43 (stat:)  0.09 (syst:) GeV=c
2
,
in good agreement with the value obtained by using a Monte Carlo event weighting
procedure [108]: M
W
= 81:30  0:47 (stat:)  0:10 (syst:) GeV=c
2
.
In both cases, the statistical error quoted corresponds to the expected error from
many Monte Carlo experiments of the same size of the data. The result obtained with
the method proposed in this thesis improves by about 10% the above number. Recent
results of the event weighting method [112], which now imply the use of a bi-dimensional
p.d.f., indicate that the statistical error on the W mass can be improved by 11  6%
with respect to tting two W masses and combining them according to the expected
correlation between estimators. However, this improvement is obtained whenever there is
enough statistics in the tted data sample to get sensible to these subtleties. For the data
sample collected by ALEPH at 172 GeV, no improvement was obtained [107]. Therefore,
the claimed 10% improvement of the tting formula with respect to the weighting method





s = 172 GeV
The W mass at
p
s = 172 GeV from direct reconstruction has been determined in ALEPH
by the direct comparison of the data invariant mass distributions with those from Monte
Carlo weighted events [108]. The W mass measurements in the dierent decay channels
are summarised below:
WW ! qqqq M
W
= 81:30  0:47 (stat:)  0:11 (syst:) GeV=c
2
WW ! qq` (` = e; ) M
W
= 80:54  0:47 (stat:)  0:11 (syst:) GeV=c
2
WW ! qq M
W
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where the statistical errors are the expected errors from Monte Carlo samples of the same
integrated luminosity as the data. These measurements are combined with a 
2
/n.d.f. =




(172) = 80:80  0:32 (stat:)  0:10 (exp:syst:)  0:03 (th:syst:)  0:03 (LEP ) GeV=c
2
;
where the correlated and uncorrelated errors are combined using the statistical error
weights, the theoretical systematic is due to ISR, Bose-Einstein and Colour Reconnection








ALEPH 80:38  0:43  0:12 81:30  0:47  0:10
DELPHI 80:51  0:57  0:06 79:90  0:59  0:12
L3 80:42  0:54  0:08 80:91  0:42  0:13
OPAL 80:53  0:41  0:10 80:08  0:44  0:15
LEP Average 80:46  0:24 80:62  0:26
Table 5.11: M
W
from direct reconstruction at 172 GeV in the qq` and qqqq channels. The 
2
/n.d.f.
for the two combinations is 0.12/3 and 5.4/3.
The results obtained at
p
s = 172 GeV by each of the four LEP experiments [108, 109,
110, 111] are summarised in Table 5.11, where the measured W mass, for each experiment
and the combination, is separately given for both the semileptonic and fully hadronic decay
channels. In the combination, the LEP beam energy uncertainty and the uncertainty due
to reconnection eects (Bose-Einstein correlations and Colour Reconnection) are taken
100% correlated between the experiments. The systematic due to reconnection eects has
been estimated by ALEPH to be 60 MeV, whereas the other experiments quote 100 MeV
as in [11].
Since the W mass estimators from semileptonic and fully hadronic WW decays are
















s = 183 GeV
In 1997, the LEP centre-of-mass energy was raised up to
p
s = 183 GeV and an integrated
luminosity of 57.01 pb
 1
was collected by the ALEPH detector. The luminosity weighted
centre-of-masss energy was 182.68 GeV. As in the analysis performed at 172 GeV, the W
mass is extracted by a reweighting procedure, but this time the high statistics collected at
183 GeV allows a true 2-dimensional reweighting to be performed with two rescaled masses
per event, leading to an improved statistical accuracy [112]. The W mass measurements
in the dierent decay channels are summarised below:
WW ! qqqq M
W
= 80:45  0:18 (stat:)  0:06 (syst:)  0:09 (FSI) GeV=c
2
WW ! qqe M
W
= 80:19  0:28 (stat:)  0:06 (syst:) GeV=c
2
WW ! qq M
W
= 80:15  0:32 (stat:)  0:07 (syst:) GeV=c
2
WW ! qq M
W
= 80:05  0:60 (stat:)  0:21 (syst:) GeV=c
2
;
where the statistical errors are the single t errors and the theoretical error in the fully
hadronic decay channel is due to nal state interaction (FSI) through Colour Reconnection
and Bose Einstein eects. These measurements are combined with a 
2
/n.d.f. = 1.0/1




(183) = 80:30  0:13 (stat:)  0:06 (syst:)  0:04 (FSI)  0:03 (LEP ) GeV=c
2
;
where the masses have been combined using weights derived from the statistical and








ALEPH 80:16  0:20  0:08 80:45  0:18  0:12
DELPHI 80:50  0:26  0:07 80:02  0:20  0:11
L3 80:03  0:24  0:07 80:51  0:21  0:14
OPAL 80:25  0:18  0:08 80:48  0:23  0:12
LEP Average 80:22  0:11  0:04 80:36  0:10  0:11
Table 5.12: The measurements of M
W
at 183 GeV in the qq` and qqqq channels. The 
2
/n.d.f. for
the two combinations is 0.12/3 and 5.4/3.
The results obtained at
p
s = 183 GeV by each of the four LEP experiments [112, 113,
114, 115] are summarised in Table 5.12, where the measured W mass, for each experiment
134 M
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and the combination, is separately given for both the semileptonic and hadronic decay
channels. In the combination, the LEP beam energy uncertainty and the uncertainty
due to FSI eects (Bose-Einstein correlations and Colour Reconnection) and initial state
radiation are taken as 100% correlated between the experiments. Conservatively, the
systematic error due to reconnection eects has been taken to be 100 MeV.
Since the W mass estimators from semileptonic and fully hadronic WW decays are
statistically compatible, they are combined with a 
2




(183) = 80:30  0:08  0:05 (FSI)  0:03 (LEP ) GeV=c
2
;
where the rst error contains both the statistical and experimental systematic (both
uncorrelated and correlated) errors and the second error is the theoretical uncertainty






The W mass measurements performed by the four LEP experiments at
p
s = 161, 172




(161 + 172 + 183) = 80:35  0:09 GeV=c
2
: (6.1)
This measurement is found to be in agreement with the previous existing world average
from hadron colliders (see Eq.(2.1)). By combining the above LEP measurement with that




= 80:375  0:064 GeV=c
2
; (6.2)
where the quoted error contains the statistical and systematic uncertainties added in
quadrature. The dierent measurements and the Standard Model prediction by using
the current measurement of the top mass are compared in Fig. 6.1. The theoretical
uncertainties in the Standard Model prediction are dominated by the unknown Higgs
boson mass, which is allowed to vary between 70 and 1000 GeV/c
2
.
In order to compare the direct and indirect measurements of the W mass (and the




) is performed [8]. The recent measurement of the neutrino-nucleon neutral to
charged current ratios from CCFR [9] and NuTeV [10] have been included in the indirect
measurement. The results are displayed in Fig. 6.2, which illustrates the good agreement




mass measurement does not yet allow to place a strong constraint on the value of the




is performed, leaving as free parameter the Higgs mass, the following value for
log(M
H












GeV. The one-sided 95% condence level upper limit
on M
H
is 215 GeV, which does not include the lower limit of about 88 GeV from direct
searches [4]. By only using the above quoted new world average value for the W mass,















GeV. As it can be observed, the measured W mass
\prefers" a light SM Higgs boson, although it can not yet place a strong constraint in its
allowed range of values.
MW
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W-Boson Mass  [GeV]
mW  [GeV]
χ2/DoF: 0.2 / 1
80 80.2 80.4 80.6 80.8
pp-colliders 80.40 ± 0.090
LEP2 80.35 ± 0.090
Average(world) 80.375 ± 0.064
LEP1/SLD 80.333 ± 0.040
State: m98
Figure 6.1: Recent determinations of the W mass compared with the expectation of the Standard Model.
The largest uncertainty in the Standard Model expectation comes from the variation of the Higgs mass






















LEP1, SLD, νN Data
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, compared with the Standard Model






A measurement of the W mass in the fully hadronic decay channel from the data sam-
ple collected by ALEPH during 1996 at centre-of-mass energies of 161 and 172 GeV is
presented.
At 161 GeV, the W mass is derived from the cross-section measurement taking ad-
vantage of the high sensitivity close to the production threshold. Due to the presence
of large backgrounds, a multidimensional analysis based on Neural Network techniques
is developed. By combining the measurements in all decay channels and the four LEP
experiments, a precision in the W mass of 220 MeV is nally obtained.
At 172 GeV, the W mass is obtained from the direct reconstruction of the nal state
kinematics. The fully hadronic decay channel becomes particularly dicult due to the
large existing background and the important distortions due to fragmentation and detec-
tor eects when reconstructing four hadronic jets in the nal state. In addition, in this
channel there is the intrinsic diculty associated with the combinatorial background. A
sophisticated tting technique making use of Neural Networks for building up multidi-
mensional probability density functions, as well as an optimal treatment of combinatorial
background, has been developed, allowing the determination of the W mass with high
accuracy. The LEP combination of the measurements in all decay channels at 172 GeV
leads to a precision of about 170 MeV.
For the sake of completeness, the measurement performed with higher statistics at 183
GeV has been included. By combining all LEP measurements, a W mass determination
in good agreement and competitive with the previous measurement at hadron collider
experiments is obtained. Finally, from their combination a new world average value is
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obtained, with an accuracy in the W mass of 64 MeV.
The measured W mass is found to be in very good agreement with the indirect mea-
surement from global electroweak ts. Although the measured value seems to prefer a
light SM Higgs boson it does not place a strong constraint in its allowed range of values.
This situation will change with the increasing statistics to be collected during 1998 and
in forthcoming years, when it is expected that a nal accuracy in the W mass at the level
of 30-40 MeV would be obtained.
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Appendix A
Global event shape variables




annihilation is to use event
shape variables. The procedure is to dene a quantity which measures some particular
aspect of the shape of the hadronic nal states, for example whether the distribution of
hadrons is pencil-like, planar, spherical, etc.
In order to compare the measured distribution with the theoretical prediction, one is
more interested in quantities theoretically calculable within perturbation theory, so that
the variable must be infrared safe, i.e. insensitive to the emission of soft or collinear par-
ticles. In general, quantities made out of linear sums of momenta meet this requirement.















where the sum runs over all nal state particles and ~n represents the axis for which T is
maximum (thrust axis). The thrust value ranges between 1/2 and 1 and approaches one
for extreme two-jet events.
Other event shape variables which, despite not being infrared safe, are indeed very use-
ful for characterising the topology of an event are the sphericity, aplanarity and planarity,











where  and  refer to the x, y and z directions, and the sum is carried out over all nal
state particles in the event. Normalising the eigenvalues, 
i
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dene the event plane.
The sphericity ranges from 0 to 1, approaching zero for extreme two-jet events and one
for spherical events. The aplanarity is a measure of event atness and ranges from 0 to
1/2, approaching zero for planar events.
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Appendix B
Optimal choice of the tting space
Let us suppose that we have a mixture sample fx
e
; e = 1; : : : ; Ng where each n-dimensional
x
e
belongs to one of m dierent classes (or subsamples) fC
i
; i = 1; : : : ;mg, but we do
not know to which one. The p.d.f. of the i-th subsample is p
i
(x), and its proportion in
the mixture sample is 
i














































= 1 : (B.2)
However, Eq. (B.1) cannot be used if we do not have analytical expressions for the p
i
(x),
or we do not know how to calculate them for the whole sample. One possibility is to
bin the x space and approximate the probability of each bin by using Monte Carlo data,
but this is not practical unless the dimensionality of the original space is low, since the
number of Monte Carlo data needed grows exponentially with that dimension.
Let (y; r) = F (x) be an invertible transformation with dim(y) + dim(r) = n, and let
us call f the rst components of F such that y = f(x). The p.d.f. of the i-th class as a











(y; r) ; (B.3)
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where J
F
(y; r) is the jacobian of the F transformation. The goal is to nd a set of
variables y with dim(y) < dim(x), not depending on , for which the log-likelihood


































is the same as l
x
(), up to a constant not depending on . This will assure not only that
the expected value of the  estimator will be the same, but also its variance will be as





with respect to 
k

















































= 0 : (B.5)
The only way to assure the above result (independently of the data sample under consid-














; 8y = f(x) ; 8i; k = 1; : : : ;m : (B.6)
Not all the above equalities are independent. Fixing k to an arbitrary class (say k = m)



























(x); i = 1; : : : ;m   1, map the n-dimensional vector x to the
(m   1)-dimensional space of z. If n < m   1, the z vector spans a n-dimensional
manifold embedded in the (m  1)-dimensional space, but this case is of no interest. Let
us then assume that n  m   1. Due to Eqs. (B.7), it must be possible to perform
this transformation in two steps: rst, mapping the x vector to the y space (still with






The dimension of y cannot be lower than the dimension of z. Thus, the most favourable
case (such that minimises the dimension of the projection space) is when the y vector is
also (m  1)-dimensional.



















; i = 1; : : : ;m  1 ; (B.8)
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; 8y = f(x) ; i = 1; : : : ;m  1 ; (B.11)


























In addition, if we transform our variables y to other new variables y
0
= g(y) through












































= g(y) ; i = 1; : : : ;m  1 :
(B.13)
For instance, the variables y and z dened above are related by an invertible transforma-
tion provided that the proportions and p.d.f. at any point x of all the m classes are not
zero. Thus, it can be said that the most general solution to Eqs. (B.7) is any invertible





(x), as one would naively expect from that equation.
The advantage of projection (B.8) is that the new variables y directly represent the
Bayesian a-posteriori probability of the dierent classes for some a-priori probabilities
(subsamples proportions) 
0
, which need not be the same as the unknown  of the







jx) ; i = 1; : : : ;m  1 : (B.14)
Therefore, if we know how to generate Monte Carlo according to p
i





, and also how to estimate the corresponding a-posteriori probabilities









jx), then we will be able to make the projection (B.14) and t the 
on this lower dimensional space.
Finally, the relationship between the log-likelihood expressions in terms of variables




















which guarantees that the maximum and the t sensitivity is the same in both original
and projected spaces.
B.1 Implementation with Neural Networks
It is well known that feed-forward neural networks can approximate any suciently well-
behaved function provided that the number of units is large enough (see refs. [118, 119,
123, 125] for several theorems on the approximation of functions with neural networks).






















































with respect to the unconstrained functions o(x) is achieved when these are the a-




(x) = P (C
j
jx) ; j = 1; : : : ;m : (B.18)




)); e = 1; : : : ; Ng according
to certain subsample proportions 
MC
, and we apply for instance back-propagation (see




(x) would be a good approximation to (B.18), which in this case is, in fact, the










(x) ; j = 1; : : : ;m : (B.19)
B.1 Implementation with Neural Networks 147
It must be taken into account that the above m functions are not independent because
their sum must be one. However, since the minimisation of (B.17) may produce a neural
network solution with some amount of error, the sum may not be one. Two possible
solutions are, thus, to discard one of the output units, or to normalise the output of each
output unit by the sum of the outputs of all of them.
Now, the  proportions can be determined by performing a simple binned log-likelihood
t (see [120]) of Eq. (B.4) in the projected space of the y variables. By reducing the di-
mensionality of the problem from n to m 1 we have won the fact that less data is needed
when binning the projected space.
An example of the power of this projection method is given in [71], where the problem
consists in the determination of the proportions of 3 dierent 10-dimensional distributed
subsamples, only diering in the existing correlation between the three rst variables:
0%, +20% and  20%, respectively for each class. The diculty associated to the tiny
dierence between the 3 classes is enlarged by the high dimensionality of the data, which
makes the binning of the original space impossible. However, since the problem has
3 classes, our projection reduces the dimension of the tting space from 10 to only 2,
without loss of sensitivity.
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Appendix C
NN mapping of probability
density functions
Estimating a probability density function (p.d.f.) in a n-dimensional space is a necessity
which one may easily encounter in Physics and other elds. The standard procedure is
to bin the space and approximate the p.d.f. by the ratio between the number of events
falling inside each bin over the total and normalised to the bin volume. The fact of binning
not only leads to a loss of information (which might be important unless the function is
smoothly varying inside each bin) but is intrinsically arbitrary: no strong arguments
for a dened binning strategy, e.g. constant bin size versus constant density per bin,
exists. More sophisticated approaches imply for instance the denition of an \intelligent"
binning, with smaller bins in the regions of rapid function variation. However, the main
drawback still remains: even for a low number of bins per dimension, large amounts of
data are necessary since the number of data points needed to ll the bins with enough
statistical signicance grows exponentially with the number of variables. In [95] it is shown
how Neural Networks (NN) can be useful tools for building up n-dimensional probability
density functions in an unbinned way from examples. A quick review of the method
proposed there is given below.
Let us consider the situation in which we have a large amount of events (\data")
distributed according to the p.d.f. P
data
(x), which we want precisely to approximate. If a
Neural Network is trained to disentangle between those events and other ones generated
according to any kwown p.d.f., P
ref
(x) (not vanishing in a region where P
data
(x) is
non-zero), the Neural Network output will approximate, after training, the conditional
probability for a given event to be of the \data" type [122, 127, 128, 131]:
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o
(NN)


























From the above expression it is straightforward to extract P
data



























is known once we have determined the network parameters (weights and bias in-
puts). Since P
ref




will depend on the goodness of the Neural Network approximation to the conditional
probability, so that in general it must be normalised a-posteriori.
On the other hand, one would like to test the goodness of the approximation of the
mapped p.d.f. to the true one. Given a data sample containing N
data
events, it is possible
to perform a test of the hypothesis of the data sample under consideration being consistent
with coming from the mapped p.d.f. For that, one can compute the distribution of some
test statistic by generating Monte Carlo samples containing N
data
events each with the
mapped p.d.f. The chosen test statistic is the log-likelihood function for a given sample,
computed as:













as the value of the log-likelihood for the data sample (which has been
generated with the unknown p.d.f.) for which we want to make the test of hypothesis.
The condence level (CL) associated to the hypothesis of the data sample coming







can be obtained as the fraction of generated Monte Carlo samples of the data size having
a value of the log-likelihood equal or below the one for the data sample. If the mapped
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p.d.f. is a good approximation to P
data
, the CL evaluated for dierent data samples
should have a at distribution as it corresponds to a cumulative distribution.
An application of this method is described in Sects. 5.2.3 and 5.2.3. In those examples,
the normalisation of the obtained p.d.f.s diered from 1 by less than 3%. In Sect. 5.2.3,
the performance of the NN in mapping a n-dimensional p.d.f. has been compared to
the \box method" [99], a standard procedure to build up binned p.d.f.s. In the case of
the background p.d.f., which is only 2-dimensional, the \box method" yielded reasonable
results, while in the case of the 5-dimensional p.d.f. it showed strong limitations which
made impossible its application. The main reason is the time required to compute the
nal p.d.f which needs an integration on top of the adjustement of the \box method"
parameters (initial box size, minimum number of MC points inside each box, etc) in a
space of high dimensionality and limited statistics. Is in this environment where the
mapping of p.d.f.s by means of NNs may be superior to \standard binned procedures"
in terms of accuracy (the p.d.f. is determined in an unbinned way from examples) and
speed (the resulting p.d.f. is an analytic function).
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