This paper explores the effi ciency of various strategies for parallel genetic computation of optimization problems on multicomputer platforms. The strategies for designing parallel genetic algorithms on multicomputer platforms are investigated considering the correlations of the algorithmic and the architectural spaces. Two parallel genetic computational models are considered based on the manager/workers and Single Program Multiple Data parallel paradigms. Parallelism profi ling and analysis of parallel system performance have been made for the different parallel computational models in respect to the scalability of the application and the scalability of the parallel machine size.
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The Problem Area
Genetic algorithms provide search technique in computer science to fi nd approximate solutions to optimization and search problems and present a particular class of evolutionary algorithms (5, 9, 16, 17, 11) . They are typically implemented as computational models simulating biological evolution. Genetic algorithms perform searching a solution space for an optimal or near-to-optimal solution to a problem. The possible solutions are searched by evolving populations of individuals (candidate solutions), represented by chromosomes, over multiple generations to fi nd better solutions to the target problem. The evolution starts from initial population of random individuals and goes on implying the principle of "survival of the fi ttest". The genetic operations comprise activities for producing offspring such as selection, recombination and mutation. The fi tness of the individual represents the quality of solution achieved.
Genetic algorithms are used for prognostication and analysis of nonlinear dynamic systems, neural networks design, modeling the immune system, fi nding out the shape of protein molecules, ecology models, social systems models, genetic programming, strategic planning, robot trajectory, pattern recognition, and all kinds of optimization problems.
Combinatorial search problems require considerable computational time and high performance computational resources. Hence, genetic algorithms are suitable for parallelization and parallel implementation. The major effect of implementing parallel genetic algorithms is obtaining speedup in solving optimization problems (9) .
The traveling salesman problem (TSP) is a well-known NP-hard combinatorial optimization problem and can be used as a benchmark for the effi ciency of combinatorial search on computer platforms (5, 9, 23) . The goal of TSP is to fi nd the minimum cost for the entire tour. A tour is a path that starts from a city, visits each city exactly once, and goes back to the starting city. The main shortcoming of traditional methods for solving of optimization problems based on exhaustive search is that they are extremely time consuming. Our experimental study of the parallel computation of TSP based on exhaustive search for 50 cities and implementing the manager/workers parallel paradigm on a multicomputer platform of 8 workstations showed reduction of the execution time from 19h24min to 8h18min. (4) .
The goal of this paper is to explore the effi ciency of various strategies for parallel genetic computation of optimization problems on multicomputers in respect to the speedup.
Strategies for Designing Parallel Genetic Algorithms for Optimization Problems on Multicomputer Platforms
In order to design effi cient parallel genetic algorithms fi rst of all we have to analyze the correlations of the algorithmic and the architectural spaces ( Fig. 1) .
The architectural space of multicomputers are characterized by the following semantic and performance attributes: homogeneous parallel machine, comprising identical workstations, parallel MIMD computer of the asynchronous type and individual address spaces, there is no remote memory access, inter-processor interaction is based on message passing, and communication latency is high.
The inherent parallelism of genetic algorithms is of the static type. Parallel genetic algorithms are defi nitely characterized by data parallelisms. Obviously, the most effi cient approach is to use the SPMD (Single Program Multiple Data) parallel paradigm i.e. to imply the concept of evolving multiple populations. Each population is to evolve in a separate coarsegrain process assigned to a different processor (island) starting from a random initial population. Furthermore, different forms of genetic operations may be used on different local evolutions to facilitate convergence. For example, some local evolutions may use single-point crossover, while others may utilize two points recombination. Various mutation strategies in local evolution also may benefi t convergence.
The simplest strategy is to implement the independent island model. The populations are evolved concurrently and independently. At the end of the computation the best fi tness of individuals obtained on different "islands" are sent to process 0 which is responsible to select the fi ttest individual. A more sophisticated approach is to add migration of individuals imitating real biological evolution. Each processor performs the genetic operations independently on an isolated subpopulation of the individuals, periodically sharing its best or random individuals with the other processors through migration to facilitate the convergence of parallel genetic algorithms (4) .
Functional parallelism in parallel genetic algorithms can also by utilized i.e. the manager/workers parallel paradigm may be applied. For example, one process may be responsible for the evolution of the population i.e. for performing the genetic operations of selection, crossover and mutation. Then, groups of individuals are sent to different processors for fi tness evaluation. The evaluated values of fi tness are sent back to the manager that is responsible for comparison and selection of the best individuals. The various strategies for designing parallel genetic algorithms for optimization problems on multicomputer platforms are summarized in Fig. 2 .
Parallel Computational Model Based on Manager/ Workers Parallel Paradigm.
The biological metaphor involves evolving populations where each individual is denoted by chromosomes presenting the order of cities in which the salesman will visit them. In our case permutation encoding is used. The fi tness represents the length of the tour. The selection is performed following the rules of Fig. 1 . Correlations of the algorithmic and architectural spaces in designing parallel genetic algorithms for solving optimization problems on multicomputer platforms the roulette wheel method -the individuals of the highest fi tness are selected for parents. The method of recombination is that of two crossover points. The mutation applied is of the normal random type. The parallel genetic computation of the TSP on the multicomputer platform has been performed for 40 generations, the population size being 40, the genome has been represented by 10 bits, the probability of crossover happening used is 0.75, and the probability of each bit being mutated has been 0.1. The parallel model of genetic computation based on the manager/workers parallel paradigm is presented in Fig. 3 . The manager process (rank 0) performs all genetic operations and distributes the computational load among the worker processes. It initializes population, sends a genome to be evaluated, distributes the individuals among the workers by sending the chromosomes of the individuals to the workers to evaluate their fi tness, receives the evaluated fi tness from workers, evaluates the fi tness of the entire population, performs roulette wheel selection, recombination, normal random mutation, in case the number of generations is exhausted, prints the computed solution.
Strategies for Designing Parallel Genetic Algorithms
The operations of a worker process are as follows: signals the manager that it is ready for work, waits for genomes to be sent by the manager until a termination message is received, evaluates the fi tness of each chromosome of the individual, sends the computed fi tness of the individual to the manager, receives termination message from the manager. 
Parallel Computational Model Based on Island Models with Chromosomes Migration
The best individual is always selected and is not subjected to genetic operations i.e. elitism is maintained. A pair of chromosomes to be recombined is selected randomly. Each parallel process uses different single points of crossover in order to provide diversity of individuals in local evolutions. After the recombination of all pairs of chromosomes they are subjected to mutation with a specifi ed rate. The fi tness of the newly generated offspring is calculated and the genetic operations are repeated until the convergence check is satisfactory. The model of parallel computation of solving the TSP by genetic algorithm with chromosome migrations is shown in Fig. 4 . The server process is responsible for initializing parallel computation by broadcasting the randomly generated initial population to the client processes and for terminating parallel computation collecting the fi nal best individuals from each client process, selects the best individual and prints the fi nal result. All the concurrent client processes start with the random initial population generated as a result of local shuffl es in the initial population which is broadcast by the server process. Process of rank i receives migrants from process of rank i-1 and sends migrants to process of rank i+1, periodically. The processor assigned to execute the server process is also responsible for the execution of a client process because of the small computational workload of the server.
Each client process maintains a sorted list of the solutions (individuals) obtained so far in respect to the value of their fi tness. It is responsible for the following activities: receives the initial population broadcast by the server process, shuffl es randomly chromosomes in the received initial population from the server process in order to construct the local initial subpopulation, performs genetic operations to create the current subpopulation, computes the individuals fi tness of the current subpopulation, sorts the list of the individuals of the current subpopulation according to their fi tness, periodically sends and receives migrants, adds the received migrants to the list of individuals substituting the local worst ones, sorts the updated list of the local individuals and the received migrants according to their fi tness, the individuals of the highest fi tness are selected to evolve further, if the number of iterations is exhausted, sends the best individual to the server process.
The list of experiments is presented in Table 1 .
Parallelism Profi ling and Performance Benchmarking
Performance benchmarking involves estimating the speedup and the effi ciency of parallel system as well as application scalability and parallel machine scalability. The speedup of the parallel genetic computation of the TSP for 1000 cities (manager/workers paradigm) is shown in Fig. 5 . Obviously, the communication is quite intensive among the manager and the workers exchanging data about individuals -chromosomes and fi tness (Fig. 6) . The communication transactions are performed via switched media and so, the communication latency is relatively low.
We have explored the effi ciency of the parallel computation of the TSP by genetic approach with best chromosomes migration for 200 cities on multicomputer platform on the basis of 108 experiments. The speedup of the parallel computation of TSP by genetic algorithm with chromosomes migration has been estimated for the experimental scalable multicomputer platform for various number of generations and population sizes for a fi xed mutation rate of 0.05 (Fig. 7) . The performance analysis shows that the parallel computation of TSP by genetic algorithm with chromosomes migration scales well on multicomputer platform -the speedup increases almost linearly with the machine size. The system is well balanced and the computational workload is evenly distributed throughout the system considering the client processes. For mutation rate 0.05 the highest speedup for 5 computers is achieved for 200 generations and 240 populations, while the effi ciency in that case is 92.6%. The worst speedup is obtained for the case of 400 generations and population of size 200, while the effi ciency is 74.6%.
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Conclusions
The conclusions we can draw is that parallel genetic algorithms provide effi cient tools for fi nding near-optimal solutions of combinatorial problems on multicomputer platforms. The most effective strategy is to evolve multiple populations and implement island genetic models because of the inherent coarse granularity and the data parallelism. The type of parallelism inherent to parallel genetic algorithms is static and hence, no problems arise in balancing the parallel computational workload in parallel system. PGA scale well in respect to the application size and the machine size.
