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Abstract 
Modeling of level process in various tanks and vessels is one of the most common problems in the process industry. In this paper, 
system identification process is attempted for CSTH tank process. The CSTH tank process is a classic example of a highly 
nonlinear system. For nonlinear systems, System identification provides a better alternative to find their system transfer function.  
First principle modeling of level process is done with so much of assumption. System identification procedure gives accurate 
model. Inflow rate is taken as the input data and process level is taken as the output for CSTH tank. Collected data is fitted to 
transfer function model set.  The simulation is performed in the MATLAB environment using System Identification coding and 
then worked on FOPID control toolbox. We have found practically the model of the CSTH tank using the MATLAB 
environment which gives the results almost identical to the ideal model of the plant.  The system identification process is used 
here to identify the nature of the system using the inputs and the outputs available. After this identification process best control 
can be chosen with a comparative analysis and then the controller can be implemented. 
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1. Introduction 
The basic control problem is to regulate the liquid level in one tank by varying the speed of the circulating pump. 
The apparatus consist of two separate glass tanks, inter connected by a flow channel, both with drain valves to 
common reservoir situated below. A variable area valve in this Channel is used to vary the flow characteristics 
between the tanks. A speed pump is set to fill the left tank either in manual or automatic control performance was 
monitored. Alternatively the second tank can be filled from the first tank, via varying different positions of the 
valve, and again performance characteristics determined. The water level in each tank is clearly visible through the 
transparent glass. System identification involves building mathematical models of a dynamic system based on a set 
of  measured stimulus and response data samples. You can use system identification in a wide range of applications, 
including mechanical engineering, biology, physiology, meteorology, economics, and model-based control design. 
Here we focus on the transfer function model design of the CSTH tank process. Simulation is an inexpensive and 
fast way to practice many problems unimaginable in laboratory experiments. Simulation does not replace laboratory 
experiments. Analysis of plant structure and dynamics is better done with a real plant, but with the simulation 
experience and the already familiar control panel, students need only about 1/4 of the time to complete an 
experiment. This also shows that simulation experience is transferable to real-life problems. 
2. CSTH Tank 
The continuous-flow, well-stirred CSTH tank reactor finds wide application in the chemical industry from pilot 
plant to full-scale production operation. The basic arrangement, sketched below, comprises a tank thermostated at 
some surrounding temperature Ta into which one or more reactant feed streams flow at some controlled rate. The 
contents react in the tank and are stirred either mechanically or as a consequence of the flow characteristics, and 
there is an outflow. The continuous inflow of fresh reactants (and matching volumetric outflow of reactant and-
product mixture) provides a thermodynamically open system, in which true steady state behavior can be sustained 
'indefinitely'. 
Fig 1: CSTH tank system 
3. System Identification 
System identification is the art and science of building mathematical model of dynamic systems from observed 
input-output data 
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3.1. Steps in System Identification 
The block diagram [6] showing various steps involved in system identification is shown in fig.2.The system 
identification problem can be divided into a number of sub problems:  
 Experimental design 
 Data collection 
 Model structure selection 
 Model parameter Estimation 
 Model validation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.2 Block Diagram for System Identification 
3.2. Experimental Planning & Data Collection 
It is the basis for the identification procedure, where process experiments are designed and conducted.  The 
purpose is to maximize the information content in the data, within the limits imposed by the process. 
3.3. Model Structure Selection 
The choice of appropriate model structure μ is most crucial for a successful identification application. This 
choice must be based both on an understanding of identification procedure and on insights and knowledge about the 
system to be identified. 
4. Model Structure 
The rational Transfer function model can be classified based upon linear and nonlinear regression as  
FIR model          NFIR model 
ARX Model          NARX model  
ARMAX Model          NARAMX model 
BJ model          NBJ model 
Output Error method      NOE model 
The structures we have discussed in this section actually may give different model set based upon the five 
polynomials A,B,C,D, and F are used. The generalized model structure [6] 
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System Identification Procedure 
Choose Model Set
Choose Criterion to Fit
Experimental    
Design 
Data 
Calculate Model 
Validate 
I/O Data
If not ok, then repeat 
If Ok Use it 
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4.1. ARX Model 
The ARX model, is the simplest model incorporating the stimulus signal. The estimation of the ARX model is the 
most efficient of the polynomial estimation methods because it is the result of solving linear regression equations in 
analytic form. Moreover, the solution is unique. In other words, the solution always satisfies the global minimum of 
the loss function. The ARX model therefore is preferable, especially when the model order is high. 
  The disadvantage of the ARX model is that disturbances are part of the system dynamics. The transfer 
function of the deterministic part G(q–1, è) of the system and the transfer function of the stochastic part H(q–1, è) of 
the system have the same set of poles. This coupling can be unrealistic. The system dynamics and stochastic 
dynamics of the system do not share the same set of poles all the time. However, you can reduce this disadvantage if 
you have a good signal-to-noise ratio. 
  When the disturbance e(n) of the system is not white noise, the coupling between the deterministic and 
stochastic dynamics can bias the estimation of the ARX model. Set the model order higher than the actual model 
order to minimize the equation error, especially when the signal-to-noise ratio is low. However, increasing the 
model order can change some dynamic characteristics of the model, such as the stability of the model. The following 
equation shows the form of the ARX model.  
)()()()()( tedtuqBtyq            (2) 
4.2. ARMAX Model 
Unlike the ARX model, the ARMAX model structure includes disturbance dynamics. ARMAX models are useful 
when you have dominating disturbances that enter early in the process, such as at the input. For example, a wind 
gust affecting an aircraft is a dominating disturbance early in the process. The ARMAX model has more flexibility 
in the handling of disturbance modeling than the ARX model. The following equation shows the form of the 
ARMAX model. 
)()()()()()( teqCdtuqBtyqA   (3) 
4.3. Box Jenkins Model 
The Box-Jenkins (BJ) structure provides a complete model with disturbance properties modeled separately from 
system dynamics. 
 
Figure 3 Box-Jenkins Model Structure 
The following equation shows the form of the output error model. 
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The Box-Jenkins model is useful when you have disturbances that enter late in the process. For example, 
measurement noise on the output is a disturbance late in the process. 
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4.4. Output Error Model 
The Output-Error (OE) model structure describes the system dynamics separately. No parameters are used for 
modeling the disturbance characteristics. The following equation shows the form of the output error model. 
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qBtyqA   (5) 
5. Level Process 
The level of the CSTH tank is measured using level transmitter. Level transmitter used here is DPT (Differential 
Pressure Transmitter). Differential pressure is obtained by finding the difference in pressure between the atmosphere 
and tank. DP instruments are usually mounted in a flange or threaded port near the bottom of the monitored vessel. 
These instruments require periodic calibration. Output signal from DPT is (4 to 20) mA which is given as input to 
I/P converter. I/P converter converts the current (4 to 20) mA into (3 to 15) psi pressure signal. The output of I/P 
converter is displayed in G3 (Gauge). The output of I/P converter is given as input to the pneumatic control valve. 
Thereby, the pneumatic control valve controls the flow of water from reservoir tank to the process tank. Inflow to 
the process tank is measured using Rotameter. 
6. Fractional Order Control 
Due to the absence of appropriate mathematical methods, fractional-order dynamical systems have only 
been studied marginally in the theory and practice of control systems. Some successful attempts have been under-
taken but generally the study in the time domain has been almost avoided. However, in the last years a renewed 
interest has been devoted to fractional order systems in the area of automatic control.  The three CRONE control 
generations, CRONE being the French acronym of “Commande Robuste d’Ordre Non Entier” which means Ro-bust 
Control of non-integer order, represent the first framework for non integer order systems application in the 
automatic control area [Oustaloup (1995)], [Oustaloup (1993a)], [Oustaloup (1993b)] and [Oustaloup 
(1993c)].Much interest is equally devoted to P IλDμ parameters tuning, see for example [Vinagre (2006a)], [Valerio 
(2006)], [Vinagre (2006b)] and [Caponetto (2004)].  
P IλDμ has been introduced in [Podlubny (1999a)] and in the same paper a better response of this type of 
controller was demonstrated, in comparison with the classical PID, when used for the control of fractional order 
systems. A frequency domain approach by using P IλDμ controllers is also studied in [Vinagre (2006b)]. 
All over the world a lot of control systems are operated by using industrial PID controllers. Thanks to the 
widespread industrial use of PID controllers, and even a small improvement in PID features can achieved by using P 
IλDμ. The mathematical equation of P IλDμ can be given by 
 
SK
S
KKsC dip)(   (6) 
During the last decades, numerous methods have been developed for the setting of the parameters of P, PI, 
and PID controllers. Some of these methods are based on characterizing the dynamic response of the plant to be 
controlled by using a first-order model with time delay(FOTD). It is interesting to note that even though most of 
these tuning techniques provide satisfactory results, the set of all stabilizing PID controllers for these first-order 
models with time delay remains unknown.  
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7. Results 
The flow data of CSTH tank is taken as the input data and process level is taken as the output for the CSTH tank. 
Data are collected and Identification algorithms are developed using MATLAB 2009. The fitness values of each 
model is given below along with their model fitness percentage values. Here the BJ model is selected which gives a 
better validation fitness when compared to other models. Some model orders give better fitness for validation but the 
model orders mismatch and provides an error function. So the best fit model order along with no error in model 
order matching is taken for simulation. 
Table-1 : Estimation & Validation % of Plotted Data for ARX and OE models 
 
 
 
 
ARX 
A B % 
Estimation 
% 
Validation 
 
 
Output 
Error 
B F % 
Estimation 
% 
Validation 
1 1 88.97 95.86 1 1 23.73 0.6754 
1 2 88.99 96.03 1 2 80.14 10.29 
2 1 90.08 94.07 2 1 80.12 7.142 
2 2 90.09 94.15 2 2 80.2 7.129 
 
 
Table-2 : Estimation & Validation % of Plotted Data for BJ model 
 
 
Box Jenkin’s 
B C F D % Estimation % Validation 
1 1 1 1 90.94 95.91 
1 1 1 2 91.01 96.37 
1 1 2 1 91.03 96.22 
1 2 1 1 91.02 96.07 
1 2 1 2 91.17 96.01 
1 2 2 1 91.06 97.26 
1 2 2 2 99.67 99.39 
1 1 2 2 91.05 93.52 
2 1 1 1 90.89 97.33 
2 2 1 1 90.92 97.47 
2 1 2 1 91.05 96.67 
2 1 1 2 91.15 96.02 
2 1 2 2 91.2 96.57 
2 2 1 2 91.14 92.76 
2 2 2 1 91.21 96.15 
2 2 2 2 91.27 96.3 
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Fig 4: System’s Estimated output     Fig 5: System’s Validated output 
 
Gp(s) =      0.01633 S2 +0.01543S  +  0.004693             (7) 
S2  + 0.006556S + 8.448e-006 
The PID values calculated for the process are Kp=3.004, Ki=0.002, Kd=29.34.The response for the obtained P,I,D 
values is given below. It takes about 1400 seconds to settle in the settling point. For FOPID controller the λ and μ 
values are calculated as vi = 0.0253 , vd = 0.05. The FOPID controller is implemented in MATLAB using FOPID 
control toolbox. 
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Fig 6: Comparative Plot of PID & FOPID responses. 
Looking at figure 6, FOPID controller has less settling time when compared to conventional PID  
controller. There is a delay value in the time from 0 to 1 sec and this is due to the dead time present in the system. 
This happens as the process starts and there is a delay in the flow to reach the tank and the DAQ starts to read as 
soon as the process is started. It takes conventional controller around 86 seconds to match the setpoint and it takes 
FOPID controller nearly 36 seconds to match perfectly with the set point value. The above process have been 
verified in labview environment in realtime also. Thus the FOPID controller proves better for this process, when 
compared to the conventional PID controller. 
8. Conclusion 
In this paper system identification process is done using linear system identification models and FOPID 
controller is implemented. It is compared with conventional PID controller and its analysis are also discussed. In 
future the same system identification process can be done by using non linear models for nonlinear data sets and 
other controller tuning methods are to be implemented. 
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