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RÉSUMÉ 
Les bactériophages (i.e., virus de bactéries) constituent l'un des groupes d'organismes les plus 
abondants dans la biosphère. Ils jouissent d'une très grande biodiversité. Nos connaissances 
partielles de ces microorganismes sont sans cesse remises en cause par de nouvelles 
découvertes et le recensement est loin d'être terminé. Il existe bien des classifications basées 
sur les critères de morphologie et d'homologie génétique, mais celles-ci ne tiennent pas 
compte de l'évolution caractéristique des virus qui comprend à la fois la transmission 
verticale (évolution classique) et horizontale (évolution réticulée) de l'information. De plus, 
ces classifications ne disent rien à propos des ancêtres communs des espèces. Il y a donc 
beaucoup de possibilités d'affiner la taxonomie virale existante. 
Dans cette étude, nous présentons une nouvelle approche de classification des 
bactériophages, basée sur des méthodes heuristiques tirées des sciences cognitives de la 
catégorisation. Cette approche originale vise à reconstruire l'histoire évolutive des 
organismes viraux, en tenant compte de l'hypothèse d'évolution classique ainsi que 
l'hypothèse d'évolution réticulée, i.e., les transferts horizontaux de gènes (THG). 
En d'autres termes, la classification proposée prend en considération d'une part, 
l'approche traditionnelle d'analyse phylogénétique qui inclut la reconstruction d'arbres 
d'espèces par les méthodes de distances et d'inférence bayésienne et la reconstruction de 
séquences de protéines ancestrales par la méthode Tree-H.M:M en tenant compte des 
substitutions, des insertions et des délétions de caractères génétiques [Diallo et al. 2006 ; 
Felsenstein 1981], et d'autre part, l'approche de détection des transferts horizontaux par la 
méthode de réconciliation topologique de l'arbre d'espèces et l'arbre de gène [Makarenkov et 
al. 2008]. 
Mots-clés: classification, catégorisation, phylogénie, taxonomie, virus, bactériophages, 
transferts horizontaux de gènes, reconstruction ancestrale. 
INTRODUCTION 
L'étude des virus est un domaine complexe. De récents travaux ont mis en évidence, par 
exemple, des ressemblances au niveau de la morphologie de certains virus bien que ces 
derniers ne partagent aucun gène homo!ogue*,I, et inversement, des virus avec une grande 
proportion de gènes partagés sont souvent classés dans des familles morphologiquement 
distinctes [Lawrence et al. 2002]. De même, d'autres résultats de recherches ont montré que 
des organismes viraux phylogénétiquement éloignés au niveau des espèces et infectant des 
hôtes de niches écologiques différentes présentent de très fortes similarités structurales au 
niveau des protéines [Spinelli et al. 2005, 2006 ; Ricagno et al. 2006]. 
Ainsi, on peut difficilement imaginer deux organismes plus différents qu'une bactérie 
du lait et un être humain. Et pourtant, la protéine Receptor Binding Protein (RBP), qui 
permet à certains virus d'infecter les cellules de l'un ou l'autre de ces organismes hôtes, 
présente d'étonnantes similitudes structurales [Spinelli et al. 2005]. Cette protéine agissant 
comme une clé pour ouvrir la voie à l'infection virale, a une structure intéressante en soi, 
mais c'est plutôt la serrure qui est visée. Cette « serrure» est la structure de la membrane 
cellulaire de l'hôte qui est reconnue par la protéine RBP de chaque virus impliqué. L'objectif 
est de réussir à inactiver la serrure pour ainsi empêcher les virus d'infecter les cellules 
[Spinelli et al. 2005]. Il est évident qu'il est très important dans ce cas de comprendre les 
relations évolutives entre les hôtes cellulaires et leurs parasites viraux. 
Une des étapes préalables, et non des moindres, consiste aussi à mieux comprendre 
l'histoire de l'évolution des différents types de virus existants en se basant notamment sur 
une taxonomie établie de ces microorganismes. 
Si les premiers travaux autour des virus datent de la fin du XIXe siècle, la 
classification des organismes viraux, elle, est toujours en cours de construction. La difficulté 
intrinsèque, due aux modes d'évolution à la fois classique (i.e., par héritage vertical d'un 
1Le signe ( * ) invite le lecleur à consuller le glossaire en fin du document pour plus de détails. Ce signe n'apparaît qu'à la 
première occunence du mot dans la suite du document. 
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ancêtre commun) et réticulée (caractérisée notamment par les transferts horizontaux de gènes 
entre espèces distinctes), et à la complexité de l'écosystème des sujets, est telle qu'une 
classification exhaustive et de consensus reste à proposer. De plus, la découverte permanente 
de nouvelles espèces vivant dans une très grande biodiversité, vient remettre en cause nos 
connaissances acquises [Pace 1997; Forterre et al. 2002; Galus 2006] ainsi que nos 
méthodes traditionnelles d'analyse phylogénétique qui ne sont pas nécessairement adaptées 
pour étudier de telles espèces [Liu et al. 2006]. 
Il y a là des possibilités d'affiner la taxonomie des virus. C'est précisément ce que 
nous allons essayer de faire à travers la présente étude. 
Nous proposons en effet, une approche de classification des bactériophages (un 
ensemble représentatif des virus) qui vise à classer, avec des méthodes plus appropriées, les 
espèces en tenant compte à la fois de leur mode d'évolution classique et de leur mode 
d'évolution réticulée. Cette classification se résume en trois phases: l'inférence 
phylogénétique [Swofford et al. 1996], la détection des transferts horizontaux de gènes 
[Makarenkov et al. 2008] et la reconstruction de séquences ancestrales [Blanchette et al. 
2007 ; Diallo et al. 2006]. 
De surprenants résultats ont été obtenus à chacune des phases citées: [1] Un arbre 
d'espèces a été généré, et avec lui nombreux sont les signaux phylogénétiques qui ont été 
retrouvés. Plus de la moitié des 22 groupes identifiés par la présente étude sont reconnus par 
l'organisme de classification de référence NCBVICTV. Sur les 10 groupes restant, 7 
regroupent chacun plusieurs espèces différentes, cela explique-t-il la difficulté qu'ont les 
organismes de classification traditionnels comme NCBVICTV de les considérér dans leur 
classification (section 5.1) ? [2] Près de 1500 transferts horizontaux de gènes ont été détectés, 
les deux tiers concernent les transferts entre les groupes (inter) et à l'intérieur de chacun des 
groupes (intra) identifiés précédemment (section 5.2), [3] Des séquences ancestrales ont été 
également générées pour chacun des nœuds internes de l'arbre phylogénétique qui 
représentent les ancêtres communs les plus proches (ACP). L'accent a été mis sur un cas 
d'exemple d'ancêtres communs particulièrement intéressant à étudier à savoir les ancêtres 
possibles des virus Lactoccocal Lactis (section 5.3). 
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Les diverses approches méthodologiques menant à ces résultats seront bien entendu 
discutées tout le long de ce document. Toutes ces approches recourent à la classification. 
Nous avons donc naturellement regardé du côté des sciences cognitives à la recherche des 
modèles2 de catégorisation utilisés en psychologie cognitive. Ce travail de réflexion 
accompli, nous avons été davantage en mesure de parourir le domaine des méthodes2 de 
classification employées en analyse phylogénétique. Cette démarche, qui visait d'abord à 
satisfaire les exigences définies par le doctorat en infonnatique cognitive, et par là même 
d'amener une dimension cognitive au sujet traité quant à la démarche méthodologique 
adoptée, s'est avérée fructueuse. Pour preuves, si besoin en est, les trois points suivants, et 
qui vont être repris en détail dans les chapitres à venir: la bioinfonnatique comme domaine 
inter-disciplinaire, les modèles de catégorisation humaine transposables en méthodes de 
classification machine et un cas concret d'apport mutuel entre les sciences cognitives et les 
sciences de la vie dont l'analyse phylogénétique. 
Sur le plan de la légitimité d'abord, la bioinformatique, mariage entre la biologie et 
l'infonnatique, comprend plusieurs champs de recherche dont la phylogénie qui nous 
intéresse ici. La bioinformatique fait partie intégrante, selon l'organisme IEEE3, d'un 
domaine chaperon inter-disciplinaire sous le nom de « Cognitive Informalics» lequel 
regroupe entre autres: Neural Networks, Machine Learning, Knowledge Representation, 
Problem Solving, Cognitive Modeling, Artificial Intelligence, etc. 
Pour démontrer ensuite, la transposition entre les disciplines, nous mettrons en 
perspective, dans les chapitres II et Ill, d'un côté, les modèles de catégorisation humaine 
utilisés en psychologie cognitive tels que les modèles basés sur la similarité (section 2.3.1) et 
l'inférence bayésienne (section 2.3.2), et de l'autre, en autant de méthodes différentes de 
classification machine employées en analyse phylogénétique comme les méthodes basées sur 
les distances (section 3.3) et les méthodes de types probabilistes (section 3.4). 
2 Dans ce document, le tenne modèle désigne (sauf quelques exceptions) essentiellement Je modèle cognitif de catégorisation, 
tandis que Je telme méthode désigne les techniques de classification machine, spécifiquement celles utilisées en bioinfomatique 
en général et en traitement phylogénétique en paJticulier. 
3 On peut par exemple, consulter: htlp://www2.enel. ucalgmy. ca//CC/2006//CC/2 006y.les//CC/07-CFP-V3.pdj 
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Finalement, à travers un cas concret d'expériences mené durant nos travaux, nous 
essayerons de montrer l'apport mutuel entre la phylogénie et les sciences cognitives. 
Dans un sens, les travaux en psychologie cognitive nous apprennent qu'il existe, lors 
d'un processus de catégorisation, plusieurs modèles cognitifs alternatifs dont celui par 
distances et celui par inférence bayésienne (chapitre II). Fort de ce point, nous avons pu 
opter, face aux différentes méthodes d'analyse phylogénétique (maximum de vraisemblance, 
parcimonie et estimation bayésienne) utilisées pour confronter les résultats de classification 
obtenus, pour un choix éclairé en retenant la méthode d'estimation bayésienne comme une 
alternative valide de la méthode de distances (section 3.6.3.1). Il s'est avéré aussi par la suite, 
en comparaison avec la méthode de distances que c'est la méthode qui donne les meilleurs 
résultats (section 4.2.2.6). 
Dans le sens inverse: grâce à ses performances, la méthode bayésienne gagne en 
popularité chez les phylogénéticiens comme en témoignent les récents travaux [Huelsenbeck 
& Ronquist 2001 ; Larget & Simon 1999; Blanquart & Lartillot 2006], sans oublier la 
présente étude. Avec l'intérêt croissant en phylogénie pour cette méthode de classification, 
nous informons de retour les sciences cognitives des potentiels de l'approche bayésienne 
susceptibles de renforcer notre compréhension des processus de catégorisation des objets. En 
effet, si jusqu'à récemment, les modèles basés sur la similarité comme le modèle des 
prototypes [Rosch 1973, 1975 ; Rosch & Mervis 1975] et le modèle des exemplaires ont été 
historiquement [Medin & Schaffer 1978 ; Nosofsky 1986] utilisés et donc largement diffusés 
dans les expériences cognitives, il faudrait sans doute accorder dorénavant plus de 
considérations encore aux modèles cognitifs bayésiens [Anderson 1991 ; Rehder 2003]. 
Avant de clore cette mise en contexte, voici une brève description du plan général de 
dissertation à venir qui comprend les chapitres suivants: 
•
 Chapitre l - Problématique et objectif de recherche: la biodiversité des VIruS sera 
présentée comme la problématique de recherche. Face à un des enjeux de cette 
problématique, la taxonomie, notre objectif de recherche consiste à avancer une 
proposition originale de classification des espèces. 
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• Chapitre II - Catégorisation humaine: avant d'attaquer la thématique de la classification 
relevant de l'aspect machine, nous l'appréhenderons d'abord sous la perspective 
psychologique à savoir les processus cognitifs de catégorisation. Suivra ensuite, la 
description de la modélistion de ces processus. Il sera question en fin de partie, de la 
façon dont ces modèles seront transposés en méthodes de classification machine. 
• Chapitre III - Classification machine: la classification machine sera décrite sous l'angle 
de l'apprentissage et de l'inférence, puis, plus contextuel, du point de vue des méthodes 
de distances et des méthodes d'inférence bayésienne. La discussion portera par la suite, 
sur la façon dont ces méthodes vont être appliquées dans le cadre d'une analyse 
phylogénétique. 
• Chapitre IV - Approche originale de classification des bactériophages: nous aborderons 
par une mise en contexte à propos des modes d'évolution des bactériophages. Ensuite, il 
sera question des méthodes les plus pertinentes pour la reconstruction d'arbre d'espèces, 
pour la détection des transferts horizontaux de gènes et aussi, pour la reconstruction 
ancestrale. 
• Chapitre V - Résultats: les résultats expérimentaux seront révélés à ce stade, notamment 
au niveau des transferts horizontaux de gènes et la reconstruction de séquences de 
protéines ancestrales, avec une emphase particulière sur le cas des virus L. Lactis (virus 
des bactéries du lait). 
• Conclusion: les principales réalisations seront reprises en gUise de conclusion, en 
particulier, les résultats ayant permis de souligner l'originalité de l'approche de 
classification des bactériophages. Nous terminerons sur plusieurs perspectives 
exploratoires stimulantes dont une suggestion, faite aux biologistes, d'analyser de 
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Les virus en général et les bactériophages (virus de bactéries) en particulier constituent l'un 
des groupes d'organismes les plus abondants en nombre d'individus dans la biosphère (Bergh 
et al. 1989 ; Wommack et Colwell 2000]. Ils jouissent d'une très grande biodiversité. Leur 
recensement est toujours en cours et les classifications proposées sont nombreuses et 
diverses. Cependant, la difficulté intrinsèque due aux modes d'évolution caractéristiques des 
virus par transmission verticale et horizontale, ainsi qu'à la complexité de leur écosystème, 
est telle qu'une classification exhaustive de consensus reste à établir. Il y a donc là des 
possibilités d'affiner la taxonomie virale existante. 
La première partie de ce chapitre posera la problématique entourant l'analyse de 
1'histoire évolutive des virus dans un contexte de biodiversité complexe. L'objectif de 
recherche sera présenté dans la partie suivante, et consistera en une nouvelle approche de 
classification des bactériophages combinant les méthodes de détection des transferts 
horizontaux de gènes et de reconstruction de séquences ancestrales. 
1.1 PROBLÉMATIQUE
 
Nous décrivons dans ce chapitre, le contexte complexe dans lequel évoluent les VIruS,
 




1.1.1 CONTEXTE DE BIOLOGIE VIRALE
 
Le contexte de biologie virale est fort complexe. La diversité des virus est telle que certains
 
émettent l'hypothèse selon laquelle les virus seraient d'origine polyphylétique* [Iyer et al.
 
2001], alors que d'autres les considèrent comme des éléments « anciens» [Gorbalenya et al.
 
1990 ; Koonin & Ilyina 1992], probablement antérieurs à la divergence des trois domaines du
 
vivant. Chose certaine, il est très difficile d'étudier leur histoire évolutive.
 
1.1.1.1 Découverte des virus
 
Les premières études faisant état des virus dataient de la fin du XlXe siècle. Les virus de
 
bactéries ou bactériophages (appelés aussi phages) ont été découverts simultanément par
 
Twort en 1915, sur des colonies de Micrococcus, et par d'Herelle en 1917 sur des cultures de
 
Shigella. Les virus d'Archéobactéries (nouvellement appelés Archaea *) ont été découverts
 
beaucoup plus récemment puisque les premiers bactériophages d'Archéobactérie parasitant
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Halobacterium salinarium n'ont été isolés qu'au milieu des années 1970 [Torvisk & Dundas 
1978]. Mais il faudra attendre les travaux précurseurs de Wolfram Zillig et ses collaborateurs, 
au début des années 1980, pour que l'isolement de virus d'Archéobactéries halophiles puis 
hyperthennophiles prenne une véritable ampleur. 
Depuis ces travaux précurseurs, ce sont près de 3000 espèces virales [van Regenmortel 
et al. 2000] qui ont été isolées et reconnues comme valides par le comité international de 
taxonomie des virus ICTy4 [Büchen-Osmond 2003]. Ces organismes ont été isolés dans 
presque tous les environnements. Sur le plan quantitatif, il s'agit d'un composant majeur de 
la biosphère puisqu'on estime, par exemple, que le nombre de phages infectant des bactéries 
dans des environnements aquatiques approche les 10 millions de particules par ml, soit au 
moins 10 fois plus que les organismes cellulaires [Bergh et al. 1989; Wommack et Colwell 
2000]. 
1.1.1.2 Diversité des virus 
Un virus est traditionnellement défini comme un parasite de la cellule dont il utilise les 
constituants pour se multiplier. Il est capable de provoquer une maladie. Un virus est 
composé d'acides nucléiques (ADN* ou ARN*) entourés d'une enveloppe appelée la capside. 
Derrière cette définition simple se cache une extraordinaire diversité [Rohwer & 
Edwards 2002] (section 4.1.6.1). D'abord sur la nature du génome qui peut être circulaire ou 
linéaire, et être composé d'ADN simple ou double brin, ou d'ARN simple ou double brin 
[sites NCBI et ICTY, les références de liens URL sont en Annexe B] (section 4.1.6.2, tableau 
4.1). La taille des génomes est extrêmement variable [Collins et al. 1998; La Scola et al. 
2003 ; Liu et al. 2006]. De plus, la très grande variabilité de composition génétique des virus 
résulte de riches stratégies réplicatives des gènes [Eisen 2000; Ochman et al. 2000]. La 
plupart des génomes viraux codent, à différents degrés, des éléments de leur propre 
machinerie de réplication et de transcription, incluant en particulier des ADN ou ARN 
polymérases*, et détournent par contre divers composants de la machinerie de leur hôte pour 
compléter leur cycle. 
4 En plus de ICTV, il existe d'autres classifications des virus, se référer entre autres à Jarvis et al. [1991], et Maniloff et 
AckellJlann [1998]. 
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Le séquençage d'un nombre croissant de génomes viraux a permis d'établir certains 
aspects clés de l'évolution des virus qui montrent que la transmission verticale de 
l'information (vision traditionnelle de l'évolution) est loin d'être le seul mécanisme évolutif 
adopté par les virus. Les mécanismes non verticaux d'évolution existent aussi et ils sont 
principalement de trois ordres: la recombinaison homologue [Nilsson & Haggard-ljungquist 
2001], la recombinaison non homologue [Lawrence et al. 2002] et les transferts horizontaux 
de gènes en provenance de leurs hôtes [Doolittle 1999]. Ces mécanismes sont aussi connus 
sous le nom d'évolution réticulée (versus l'évolution classique ou l'héritage vertical à partir 
d'un ancêtre commun). Lire par ailleurs, la section 4.1.2, "Évolution réticulée et transferts 
horizontaux de gènes". 
1.1.1.3 Origine des virus 
Etant donné la très grande diversité des génomes des virus, il semble très peu probable que 
tous ces éléments aient une origine unique [Iyer et al. 2001]. Au contraire, un consensus se 
dégage autour d'une origine multiple des virus (i.e., polyphylétique). Mais parallèlement, des 
analyses comparées de génomes de virus ont parfois suggéré l'existence d'une origine 
commune entre des virus très divergents [Gorbalenya et al. 1990 ; Koonin & Ilyina 1992]. 
Chose certaine, des connections évolutives ont souvent été mises en évidence entre les 
virus et les différents éléments génétiques mobiles des génomes (plasmides *, transposons*, 
rétrotransposons*, etc.) [Xiong & Eickbush 1990 ; McClure 1991]. Il existe par ailleurs, des 
éléments chimériques* tels que par exemple, le bactériophage N15 qui possède un génome 
composé à 50% de gènes de type bactériophage et à 50% de gènes dérivant de plasmides 
linéaires [Ravin et al. 2000]. Bref, dans l'état de connaissances actuelles, il est très ardu de 
reconstruire l 'hisoire évolutive des virus. 
Toutefois, certaines hypothèses se dégagent quant à l'origine des virus. L'hypothèse 
d'un monde des cellules qui accrédite l'idée selon laquelle les virus sont issus d'un fragment 
d'ADN d'origine cellulaire qui s'est échappé, devenu autonome et infectieux [Ravin et al. 
2000] ou bien encore, le produit de l'extrême réduction d'un génome de cellules ou de proto­
cellules [Bandea 1983]. Cette hypothèse échoue, néanmoins, à expliquer l'origine évolutive 
d'un grand nombre de gènes n'ayant aucun homologue cellulaire (qu'ils codent ou non pour 
des protéines de fonction connue). 
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L'hypothèse alternative d'un monde des virus distinct (d'un point de vue originel) 
avance l'idée d'un ancêtre commun très ancien [Gorbalenya et al. 1990; Koonin & I1yina 
1992]. Une convergence de vue se dessine d'ailleurs et vient conflffiler aujourd'hui cette 
idée. Des études génomiques, et surtout structurales, apportent de solides arguments sur une 
origine ancienne des virus, probablement antérieure à la divergence des trois domaines du 
vivant: Archaea (ou Archées), Bacteria* (ou Bactéries) et Eucarya* (ou Eucaryotes). 
Ainsi, Spinelli et al. [2005, 2006] et Ricagno et al. [2006], par exemple, ont montré 
qu'entre des virus d'espèces différentes, il ya de très fortes ressemblances au niveau de la 
structure tridimensionnelle de la protéine RBP bien qu'aucune similarité au niveau de la 
séquence primaire ne soit détectable (lire par ailleurs, la section 5.3.2.1., "Protéine RBP des 
phages L. Lactis"). D'autres similarités structurales ont aussi été mises en évidence entre des 
virus P3 des Adénovirus (virus d'eucaryotes) et des Hexon du phage PRDJ (virus de 
bactéries) [Benson et al. 1999]. Par contre, leurs gènes ne possèdent pas d'homologue 
cellulaire connu à ce jour, ce qui rend peu probable leur acquisition indépendante par 
transferts horizontaux en provenance de leur hôte. Il est donc fort possible que ces structures 
similaires soient héritées d'un ancêtre commun antérieurement à la divergence des bactéries 
et des eucaryotes. 
En fin de compte, ces différents résultats indiquent que des virus très divergents, 
infectant des hôtes phylogénétiquement très éloignés, partagent des caractères homologues. 
Même si l'on ne peut pas exclure des phénomènes de convergence évolutive (i.e., 
homoplasie*), il est très probable qu'au moins une partie de ces caractères soit bien héritée 
d'un ancêtre commun, probablement antérieur à la divergence des trois domaines. 
1.1.2 APPROCHE DE CLASSIFICATION EXISTANTE À REVOIR 
L'approche de classification existante n'est pas en mesure de rendre compte de la réalité 
complexe du monde viral à cause de ses critères de discrimination insuffisants et ses 
méthodes d'analyse phylogénétique inadaptées. 
Il 
1.1.2.1 Classification existante remise en cause 
Historiquement, la grande diversité virale a rendu difficile leur classification. Jusqu'à une 
date récente, les principaux critères de classification retenus par l'ICTV étaient la 
morphologie générale, la nature de l'acide nucléique et les hôtes infectés. Pourtant, le 
séquençage d'un nombre croissant de génomes viraux a très largement remis en cause cette 
classification. 
Ainsi, la morphologie du virion* est utilisée pour grouper les virus dsDNA « à queue» 
(ou bactériophages) en trois groupes principaux (section 4.1.6.2 et tableau 4.1, et section 
5.1.2 et figure 5.2) : Siphoviridae, Myoviridae et Podoviridae. 
HK97 L5 P22 
Hôte bactérien Siphoviridae Siphoviridae Podoviridae 
des phages Escherichia Mycobacterium Salmonella 
coli smegmatis enterica 
HK97 0% 20% 
Gènes L5 0% 0% 
communs 
P22 22% 0% 
Figure 1.1 : Ressemblance morphologique versus ressemblance génétique 
(Tirée de Lawrence et al. 2002) 
Pourtant, comme on peut le voir sur la figure 1.1, ces familles regroupent des éléments 
qui ne partagent que très peu de gènes homologues, sinon aucun, entre eux (les bactéries 
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HK97 et L5 pourtant classées dans la famille Siphoviridae). Alors que des éléments qui 
partagent pourtant une fraction substantielle de gènes homologues sont classés dans deux 
familles différentes (Podoviridae et Siphoviridae pour les P22 et HK97) [Lawrence et al. 
2002]. De plus, les gènes codant pour les protéines associées à des morphologies 
ressemblantes sont souvent non homologues (e.g., les phages T4 et Mu sont classés au sein 
des Myoviridae). Cela ne serait-il pas le signe d'une évolution convergente, indiquant qu'il 
existe des contraintes fonctionnelles favorisant une certaine morphologie de virion? 
1.1.2.2 Méthodes d'analyse phylogénétique inadaptées 
La comparaison, par exemple, des génomes des phages Lambdoïdes a montré que dans les 
groupes de gènes codant pour les protéines de structures, on observe des gènes peu 
conservés, présents d'une manière erratique dans des génomes [Ravin et al. 2000]. Ces gènes 
sont très souvent de fonction inconnue et d'origine évolutive mystérieuse. Comme discuté 
précédemment (section 1.1.1.3), les virus sont considérés à la fois comme d'origine 
polyphylétique probable, mais également COmme des éléments « anciens» certains. 
Ceci pose le problème, en termes de méthodes d'analyse phylogénétique, de la 
reconstruction de l'histoire évolutive des virus avec les outils traditionnellement utilisés pour 
étudier l'évolution des êtres cellulaires. Face à cette biodiversité virale, les outils sont-ils bien 
adaptés? Quelle est l'importance du transfert vertical de l'information en comparaison avec 
le transfert horizontal ? La reconstruction ancestrale peut-elle apporter des éléments de 
réponse dans la recherche de fonctions protéiques non identifiées? 
1.1.3 CONNAISSANCES PARCELLAIRES 
D'un point de vue génomique, les analyses actuelles sont fortement dépendantes de 
l'échantillonnage utilisé et l'afflux de données issues du séquençage de génomes complets 
modifie régulièrement notre vision des choses. Le problème est d'autant plus crucial que 
notre connaissance de la biodiversité microbienne reste très parcellaire, au point que certains 
auteurs estiment que l'on sait cultiver moins de 1% de la biodiversité microbienne [Pace 
1997]. Il ne fait donc aucun doute qu'une meilleure connaissance (au niveau génomique en 
particulier) de cette extraordinaire diversité pourrait apporter des éclairages nouveaux sur les 
questions abordées ici. 
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1.2 OBJECTIF DE RECHERCHE 
Notre objectif de recherche consiste à relever le défi posé par la problématique discutée à la 
section précédente, en apportant des éléments de réponse par le biais d'une proposition 
originale de classification des bactériophages dsDNA (un ensemble représentatif de virus, 
voir la section 4.1.3). Cette classification prend en compte à la fois l'évolution classique et un 
aspect caractéristique de l'évolution réticulée, les transferts horizontaux de gènes. 
En d'autres termes, cette classification prend en considération d'une part, l'approche 
traditionnelle de reconstruction d'arbre phylogénétique d'espèces (comparaison suivant les 
critères de similarité de gènes et de caractères homologues) (section 4.1.1.1) ainsi que la 
reconstruction de séquences ancestrales (inférence, à partir des séquences observées, des 
séquences ancestrales) [Diallo et al. 2006] (section 4.1.5), et d'autre part, l'approche 
novatrice de détection des transferts horizontaux de gènes (réconciliation topologique entre 
l'arbre d'espèces et l'arbre de gènes) [Makarenkov et al. 2008] (section 4.1.2). 
Un exemple de comparaison structurale de protéine sera donné pour étayer nos travaux 
(section 5.3.2). Cela ne signifie pas pour autant que nous ayons la prétention d'attaquer la 
problématique d'analyse structurale des molécules, qui relève davantage des études 
biologiques fondamentales. 
Bien que la biodiversité virale soit de nature fort complexe et les connaissances la 
concernant soient sans cesse renouvelées par des nouvelles découvertes, nous estimons de 
manière raisonnable que la présente étude basée sur les connaissances actuelles pourrait 
contribuer sinon à compléter les différentes classifications existantes perfectibles (e.g., celle 
de l'ICTV), du moins à mieux comprendre l'histoire évolutive des phages. 
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La catégorisation se révèle être une activité cognitive qui consiste à regrouper des objets ou 
des événements non identiques dans des catégories, une catégorie cognitive étant un 
ensemble d'objets considérés comme équivalents par l'individu [Mervis & Rosch 1981]. Dès 
lors, les catégories cognitives facilitent non seulement le stockage et l'organisation des 
connaissances en mémoire, elles jouent aussi un rôle essentiel dans le processus d'évaluation 
des objets. En effet, l'organisation catégorielle des connaissances permet de réduire la 
complexité de l'information à laquelle l'individu est confronté, et ainsi d'améliorer 
l'efficience du traitement de l'information [Cohen & Basu 1987]. Les catégories sont donc 
utilisées dans différentes fonctions cognitives importantes dont la classification, la prédiction, 
l'inférence, la communication, la perception visuelle ou encore le raisonnement complexe 
[e.g., Markman & Ross 2003; Yamauchi & Markman 1998; Hamad 1997; Holyoak & 
Thagard 1995 ; Smith & Medin 1981]. 
L'étude de la catégorisation permet non seulement d'établir quels sont les critères et les 
types de traitements utilisés par le système cognitif pour catégoriser mais également permet 
de rendre compte de la manière dont les connaissances sont structurées dans la mémoire. Et à 
partir de là, la modélisation de la catégorisation s'en trouve facilitée. 
Dans ce chapitre, nous présenterons les différents aspects cognitifs ayant traits à la 
catégorisation pour y mener finalement à sa modélisation. Pour commencer, nous 
présenterons les principales approches théoriques contemporaines de psychologie cognitive 
sur la catégorisation, en particulier les approches basées sur la notion de similarité entre les 
objets ainsi qu'une des approches basées sur l'inférence causale. La discussion portera 
également sur les organisations catégorielles et l'apprentissage de catégories qui sous-tendent 
les processus de catégorisation. Nous aborderons ensuite, les différentes modélisations dont 
le modèle des prototypes, le modèle des exemplaires, le modèle rationnel et le modèle causal. 
Nous montrerons finalement la façon dont nous comptons transposer les modèles de 
catégorisation humaine en méthodes de classification machine, lesquelles ont été appliquées 
dans cette étude d'analyse phylogénétique. 
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2.1 APPROCHES THÉORIQUES DE LA CATÉGORISATION 
Dans cette première partie, nous commencerons par la critique de l'approche théorique 
classique de catégorisation. La discussion se poursuivra avec la présentation des approches 
théoriques contemporaines basées sur la similarité dont la théorie des prototypes et la théorie 
des exemplaires, et les approches basées sur l'inférence causale, dont spécifiquement la 
théorie des models causaux. 
2.1.1 CRITIQUE DE L'APPROCHE CLASSIQUE 
Avant les années 1970, le cadre d'analyse des catégories et des processus de catégorisation 
s'inscrit dans une conception classique ou aristotélicienne, s'appuyant notamment sur les 
travaux pionniers de Bruner et al. [1956]. Une catégOlie est une entité discrète, définie par 
une liste de propriétés nécessaires et suffisantes au sein de laquelle tous les objets sont 
considérés comme étant équivalents quant à leur appartenance à une catégorie. Dans la 
catégorie Oiseau, par exemple, Moineau, Aigle, Autruche et Pingouin ont le même statut. Les 
propriétés sont indépendantes l'une de l'autre et considérées comme d'importance 
équivalente. La détermination de l'appartenance est analytique (c.-à-d., comparaison des 
d'attributs) et est basée sur la distinction vrai/faux. Un nouvel objet est affecté à la catégorie 
dont il possède tous les attributs. Tous les membres d'une catégorie possèdent nécessairement 
un même ensemble d'attributs. 
Le problème avec l'approche classique est que cela suppose une frontière nette 
séparant les catégories. Avec une liste de propriétés nécessaires et suffisantes, il est toujours 
possible de dire que quelque chose appartient ou non à une catégorie. Or, les objets d'une 
catégorie ne semblent pas toujours partager les mêmes propriétés. Par exemple, la capacité de 
Voler est un trait caractéristique de beaucoup d'Oiseaux (e.g., le Moineau) mais pas de tous 
(e.g., l'Autruche). Wittgenstein [1953] propose l'idée de ressemblance de famille ou air de 
famille comme alternative à la notion traditioill1elle de catégorie. Suivant cette idée, bien que 
tous les membres d'une même famille aient tendance à se ressembler, il n'est habituellement 
pas possible de définir un trait commun à tous les membres de la famille. On peut cependant, 
envisager un membre typique qui représente la famille. Par le biais de la catégorie des jeux, 
Wittgenstein [1953] préfigure comme l'un des précurseurs des approches contemporaines de 
catégorisation. 
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2.1.2 ApPROCHES BASÉES SUR LA SIMILARITÉ 
Comme alternative à la vision classique, plusieurs approches contemporaines de psychologie 
cognitive sur la catégorisation ont été proposées, dont les plus influentes sont la théorie des 
prototypes [Posner & Keele 1968, Rosch 1973, 1975 ; Minda & Smith 2001], la théorie des 
exemplaires [Medin & Schaffer 1978 ; Nosofsky 1986], la théorie Decision Bound Theory ­
DBT [Ashby & Townsend 1986; Ashby & Maddox 1993], la théorie basée sur les règles et 
exceptions [Nosofsky et al. 1994; Palmeri & Nosofsky 1995], et la théorie des modèles 
causaux [Rehder 2003; Rehder & Hastie 2004 ; Waldman et al. 1995]. 
Bien que la théorie basée sur les règles et la théorie DBT offrent chacune une 
a1ternativé différente et intéressante sur la catégorisation, nous nous sommes intéressés en 
particulier, dans le cadre de nos travaux, aux seules théories des prototypes et des 
exemplaires, ainsi qu'à la théorie des modèles causaux. Les deux premières citées sont des 
variantes des approches basées sur les mesures de similarité calculées entre le nouvel objet et 
les catégories. La dernière nommée est basée sur l'approche d'inférence causale qui 
nécessitent des hypothèses sur les probabilités a priori des catégories et la génération de cas à 
partir des catégories. 
2.1.2.1 Théorie des prototypes 
L'approche basée sur les prototypes a été proposée par Rosch [1973, 1975]. Cette approche 
s'inscrit dans le cadre d'analyse de catégories naturelles (e.g., Chien, Chat, Oiseau, etc.). 
Tous les membres d'une catégorie naturelle n'ont pas le même statut et les membres les plus 
représentatifs, appelés prototypes ou membres le plus central d'une catégorie (tel un point de 
référence cognitif), jouent un rôle privilégié dans la structure de catégorie (section 2.2.1.1). 
Rosch [1973,1975], et Rosch et Mervis [1975] prennent en compte l'organisation des 
catégories et leur fonctionnalité. La thèse défendue est que les catégories sont structurées par 
6 D'après la théorie basée sur les règles et exceptions, l'individu tente de trouver des règles qui pelmettent de placer tous (ou la 
plupalt) des exemples dans la bonne catégorie. S'il y a des exceptions à la règle, alors ces exceptions peuvent être sauvegardées 
séparément [Nosofsky et al. 1994]. 
Ave!;, l'approche théorique DST, l'individu reprèsente les catégories comme des régions d'espaces de propriétés, et les décisions 
de catégorisation sont plises en déterminant la région dans l'espace de propriétés dans laquelle certains exemples ont plus de 
probabilité d'y être (étant donné un modèle de bruit de perception) [Ashby & Maddox 1993]. Par ailleurs, Ashby et Maddox 
[1993] ont investi en détailles liens formels entre les modèles de catégorisation basés sur les exemplaires et les modèles DBT 
dans la théorie de la reconnaissance générale. Globalement, ils ont constaté qu'il y a de fUItes équivalences enb'e ces deux types 
de modèles. 
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des effets prototypiques qui détenninent des espaces catégoriels hétérogènes, caractérisés par 
des cas centraux typiques et des limites floues : beaucoup de catégories naturelles sont 
structurées intérieurement en un prototype de la catégorie avec des membres non prototypes 
qui tendent vers un ordre allant des meilleurs aux plus faibles exemples. Ainsi, la catégorie se 
défmit par rapport à un prototype, soit le meilleur représentant de la catégorie. Les autres 
membres de la catégorie se repèrent sur un gradient de typicalité, selon leur similitude avec le 
prototype. Par exemple, dans la catégorie Oiseau, Moineau est plus typique que Pingouin ou 
Autruche. La typicalité peut être définie comme l'une des dimensions décrivant l'espace 
catégoriel [Cordier & Dubois 1981]. Pour décider si un objet est membre d'une catégorie, on 
le compare (non plus avec l'ensemble des propriétés partagées par tous les objets mais) avec 
le prototype de catégorie [Posner & Keele 1968]. L'appartenance à une catégorie est 
maintenant définie en tennes de distance (degré de similarité) et non plus en tennes de 
propriétés. Notons aussi, que sur la base du degré de similarité, les cas marginaux peuvent 
être pris en compte (e.g., Chaise à trois pieds ...). 
Le prototype condense en fonction du principe d'économie cognitive, l'ensemble des 
propriétés de la plupart des objets. Cette condensation de la représentation de catégories sous 
fonne de prototypes réduit les coûts de traitement, s'effectue de manière globale ou 
holistique (c.-à-d., processus global de similarité et de typicalité), et pennet des inférences sur 
des valeurs par défaut. Aussi, les prototypes correspondent aux exemplaires les plus 
fréquemment cités, les plus rapidement identifiés, les plus disponibles pour effectuer des 
tâches comme par exemple, la résolution de problèmes [Dubois 1983] ou la classification de 
nouveaux objets. En d'autres tennes, l'organisation de nos catégories suit le principe 
d'exploitation de la structure du monde perçu [Pacherie 2004]. Certaines combinaisons 
d'attributs ont tendance à être rencontrées plus fréquemment dans le monde que d'autres 
[Pacherie 2004]. Ainsi, les créatures qui ont des ailes ont aussi tendance à avoir des plumes 
plutôt que de la fourrure. 
Il reste que, pour certains critiques, la théorie des prototypes s'est avérée insuffisante. 
Comme l'ont notés entre autres Medin et Schaffer [1978], et Murphy et Medin [1985], les 
principaux défauts de la théorie des prototypes sont sans doute liés à l'insuffisance de l'idée 
que les catégories sont représentées par des listes de traits et que la catégorisation est fonction 
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du degré de similitude avec le prototype catégoriel: qu'est-ce qui dételmine la pertinence 
d'un trait et comment définir la similitude? Pour les lecteurs intéressés, se référer par 
exemple, à la discussion développée dans [Pacherie 2004]. Malgré les insuffisances 
soulignées ici, la théorie des prototypes reste pertinente, comme le défendent notamment 
Minda et Smith [200 l, 2002] dans leurs récents travaux. 
2.1.2.2 Théorie des exemplaires 
A partir de l'approche théorique précédente, Medin et Schaffer [1978] ont proposé la théorie 
des exemplaires. Ces derniers soutiennent que les catégories sont représentées par des 
exemples spécifiques et concrets. Une représentation mentale de catégories code donc les 
exemples in extenso qui composent la catégorie, telle une collection d'exemples [Medin & 
Schaffer 1978 ; Nosofsky 1986, Nosofsky & Zaki 1998]. Autrement dit, tous les exemples 
sont mémorisés, c'est-à-dire, stockés en mémoire. Les informations sur la catégorie n'ont pas 
un statut différent de celui des exemples, car les catégories sont représentées par les objets 
qui sont déjà en mémoire. Notre représentation de l'Oiseau est ainsi composée d'un ou 
quelques exemples d'Oiseaux que nous avons rencontrés auparavant. Ainsi, les 
représentations typiques de l'Oiseau sont celles qui se sont produites le plus fréquemment. 
Les tenants de l'approche avancent l'idée que la catégorisation est faite principalement en 
comparant de nouveaux exemples à chaque exemple déjà rencontrés [Nosofsky 1986]. En 
d'autres teImes, la détermination de l'appartenance d'un nouvel objet s'effectue en 
comparant avec le plus proche voisin plutôt qu'un prototype. Si tous les exemples d'une 
catégorie sont codés, tous les exemples n'ont pas besoin de partager les mêmes propriétés. 
Plus les stimuli sont les meilleurs exemples d'une catégorie, plus ils sont étroitement liés aux 
exemples de la catégorie [Dopkins & Gleason 1997]. L'effet prototypique se manifeste par le 
biais de la comparaison entre le stimulus et l'exemple le plus similaire (i.e., la similarité de 
chaque exemple est calculée), faisant office de prototype. Les membres (ou les exemples) les 
plus typiques tendent en moyenne à être les plus actifs [Dopkins & Gleason 1997]. 
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2.1.2.3 Prototypes versus exemplaires 
Si l'approche des exemplaires peut préserver les informations (puisque tous les exemples 
sont mémorisés) sur les corrélations entre les différentes propriétés d'une catégorie [Medin et 
al. 1982], l'évidence suggère qu'après une longue expérience de l'individu avec l'objet, 
celui-ci utilise plutôt l'approche des prototypes pour le catégoriser [Homa et al. 1981]. 
Cependant, l'individu continue à être influencé par les cas qu'il a vu récemment: le 
. Dermatologue,
 par exemple, peut faire un diagnostique d'autant plus juste qu'il a vu 
récemment des cas semblables. 
Que les catégories soient décrites suivant la théorie des prototypes ou la théorie des 
exemplaires, l'une des propriétés récurrentes essentielles [e.g., Rosch & Mervis 1975; 
Deschamps 1977] consiste d'une part, en une accentuation des différences entre les objets 
appartenant à des catégories différentes (soit la minimisation des ressemblances inter­
catégorielles), et d'autre part, en une accentuation des ressemblances entre objets appartenant 
à une même catégorie (soit la maximisation des ressemblances intra-catégorielles) : l'individu 
fait comme si les ressemblances ou les différences étaient plus marquées qu'elles ne le sont 
dans la réalité. 
2.1.3 UNE APPROCHE D'INFÉRENCE: CAUSALE: - THÉORlE DES MODÈLES CAUSAUX 
Les approches d'inférence causale proposent d'aborder les catégories sous un autre angle que 
celui de la similarité vu précédemment. En effet, de récentes études suggèrent qu'au moins 
certaines catégories sont définies ou décrites par une structure causale sous-jacente [Ahn et 
al. 2002 ; Hadjichristidis et al. 2004; Rehder, 2003 ; Rehder & Bumett 2005 ; Rehder & 
Hastie, 2004]. Il existe plusieurs approches théoriques pour expliquer la catégorisation par 
inférence causale, dont les deux principales sont l'approche associationniste [Gluck & Bower 
1988; McClelland & Rogers 2003] et l'approche computationnelle [Anderson 1990, 1991 ; 
Ashby & Alfonso-Reese 1995 ; Rosseel 2002 ; Rehder 2003 ; Rehder & Bumett 2005]. 
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Des deux approches, nous retiendrons la seconde pour discussion. Cette dernière est 
elle-même subdivisée en deux courants: l'inférence par typicalité [Anderson 1990, 1991] et 
l'inférence par structure causale [Rehder 2003 ; Rehder & Bumett 2005]. Avec la recherche 
de typicalité des exemples, le premier courant est ancré en fait quelque part entre la théorie 
des prototypes et la théorie des exemplaires [Markman & Roos 2003]. Nous reviendrons plus 
loin (section 2.2.2.2) sur ce point. Dans cette section, nous discuterons en particulier de 
l'approche d'inférence causale définie sous le terme de théorie des modèles causaux. 
Selon la théorie des modèles causaux, la connaissance de l'individu des différentes 
catégories n'inclut pas seulement une représentation des propriétés de la catégorie mais 
également une représentation explicite des mécanismes causaux que l'individu croit exister 
entre ces propriétés [Rehder 1999, Waldman et al. 1995]. De plus, il utilise l'approche 
causale pour déterminer l'appartenance d'une nouvelle catégorie d'objets. Supposons par 
exemple, que l'individu croit que l'ADN d'Oiseau cause l'apparition des Ailes, laquelle 
cause à son tour la possibilité de Voler qui cause finalement la construction de Nids dans les 
arbres. Il devrait donc croire aussi (toute chose étant égale par ailleurs) que les propriétés 
résultantes les plus directement causées par l'ADN d'Oiseau (e.g., avoir des Ailes) ont plus 
de chances d'être générées que celles qui sont les plus indirectement causées (e.g., 
construction de Nids dans l'arbre). Par conséquent, les propriétés causées directement 
devraient être vues comme des occurrences les plus fréquentes parmi les membres de 
catégories (et donc devraient peser plus fortement dans la détermination de l'appartenance de 
catégorie). 
Par ailleurs, d'après la théorie des modèles causaux, les combinaisons de propriétés 
sont les preuves importantes pour la détermination de l'appartenance de catégorie dans la 
mesure où elles sont conjointement consistantes ou inconsistantes avec la connaissance 
causale de la catégorie. Un animal, par exemple, qui ne Vole pas mais qui construit des Nids 
dans les arbres pourrait être considéré moins plausible comme un Oiseau (comment le Nid 
peut-il se retrouver dans l'arbre ?) qu'un animal qui ne Vole pas et qui construit des Nids au 
niveau du sol (e.g., l'Autruche) même si le premier a plus de propriétés qui sont typiques des 
Oiseaux. 
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Un facteur important qui contrôle les prédictions de patrons (patterns) de corrélation 
inter propriétés, est l'asymétrie des connaissances causales: le fait, par exemple, d'avoir des 
Ailes n'a pas pour cause d'avoir l'ADN d'Oiseau (e.g., la Chauve-souris qui a des Ailes mais 
qui n'est génétiquement pas un Oiseau) (section 2.2.1.2). C'est une caractéristique qui 
distingue des autres modèles d'inférence causale (e.g., modèle rationnel d'Anderson [1991], 
voir la section 2.3.2.1) qui représente les relations de manière symétrique. 
2.2 PROCESSUS DE CATÉGORISATION 
D'abord, nous montrerons dans cette seconde partie, deux différents types de structures 
organisationnelles de catégories, ensuite, la façon dont s'effectuent les processus 
d'apprentissage de catégories. 
2.2.1 ORGANISATIONS CATÉGORIELLES 
Au moins deux formes d'organisations de catégories sont possibles selon le point de vue 
théorique auquel on se réfère. La théorie des prototypes par exemple, a introduit la notion de 
catégories hiérarchisées, laquelle hiérarchie est organisée par une structure interne. Tandis 
que la théorie des modèles causaux décrit, elle, les catégories sous forme de structure causale. 
2.2.1.1 Structures de catégories naturelles 
Il existe différents types de catégories, des plus précises aux plus abstraites: la catégorisation 
est ainsi un concept multidimensionnel, les différents niveaux de catégorie étant hiérarchisés 
par une structure interne [Dubois, 1991]. L'organisation hiérarchique des catégories fait 
référence au niveau d'inclusion d'une catégorie, au degré de généralité de celle-ci: Meuble 
est une catégorie plus inclusive que Chaise, Lampe ou Table (figure 2.1). 
Rosch [1973, 1975] met en évidence le fait que les catégories sont généralement 
organisées selon trois niveaux d'inclusion: le niveau surordonné, le niveau de base et le 
niveau subordonné (figure 2.1). Elle démontre également que le niveau de base est le niveau 
cognitivement le plus important, notamment: c'est le niveau le plus élevé auquel les membres 
d'une catégorie ont une forme générale semblable; c'est aussi à ce niveau qu'une unique 
image (ou représentation) mentale peut résumer la catégorie; c'est le niveau auquel des 
actions motrices semblables sont utilisées par les sujets dans leurs interactions avec les 
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membres de la catégorie; ou bien encore, c'est à ce niveau que les gens identifient le plus 
rapidement l'appartenance catégorielle. 
Surordonné Niveau de base Suborbonné 
Chaise Chaise de bw"eau ~ Fauteuil Chaise basculante 
Meuble Lampe Lampadaire ~ Lampe de bureau 
~ Table Table de cuisine Table basse 
Figure 2.1 : Structure hiérarchique des catégories naturelles 
Le niveau de base est ainsi fondamental sous quatre aspects: [1] La perception: c'est 
la forme perçue générale, la représentation mentale unique et l'identification rapide; [2] La 
fonction: c'est le programme moteur général; [3] La communication: ce sont les mots les 
plus courts et les plus couramment utilisés, ce sont aussi les premiers appris ; [4] 
L'organisation des connaissances: la plupart des attributs des membres d'une catégorie sont 
stockés à ce niveau. Le fait que les connaissances soient organisées principalement à ce 
niveau est établi de la manière suivante: quand on demande aux sujets de citer les attributs 
d'une catégorie, ils citent très peu d'attributs de catégories surordonnées, la plupart citent les 
attributs des catégories de niveau de base, et il n'y a presque aucun les attributs des catégories 
de niveau subordonné. Ainsi, lorsqu'on leur demande «sur quoi êtes-vous assis? », la 
plupart des sujets répondent en utilisant le terme Chaise de préférence à Chaise de Cuisine ou 
bien encore à un terme surordonné tel que Meuble. 
Néanmoins, il y a des différences selon les individus suivant leur degré de 
connaissance d'un domaine. Alors que le niveau de base de catégorisation des instruments de 
musique pour le non musicien est en gros: Piano, Guitare, Flute, Saxophone, les musiciens 
sont quant à eux, capables de faire des distinctions beaucoup plus précises d'instruments 
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individuels. Autrement dit, il semble que le niveau de base s'abaisse (i.e., devient plus précis 
dans la terminologie) avec la connaissance que l'on a d'un domaine [Pacherie 2004]. 
2.2.1.2 Structures de catégories causales 
L'organisation causale des catégories suggère que certains types de catégories soient définis 
par une structure causale: les objets sont membres d'une même catégorie si leurs propriétés 
observées sont générées par la même structure causale sous-jacente [Rehder, 2003; Rehder & 
Hastie, 2004]. 
(b) Corrélations causales (a) chéma cau es-à-effet 
Figure 2.2 : Structure causale des catégories 
(Adaptée de Rehder & Bastie 2001) 
Comme illustration [Rehder & Hastie 2001], considérons la structure causale présentée 
à la figure 2.2a : dans le schéma causes-à-effets, la structure est déterminée par l'organisation 
de la propIiété de catégorie PI à l'origine des trois autres propriétés résultantes P2, P3 et P4• 
Le sens des flèches signifie que la cause précède leurs effets, indiquant une relation 
asymétrique, tel par exemple, le début d'un Feu comme l'élément précédent la production de 
Fumée et l'activation de l'Alarme. Par ailleurs, la structure causes-à-effets implique que les 
trois attributs d'effets sont corrélés parce qu'ils sont issus de la même cause. Ceci est illustré 
à la figure 2.2b avec des lignes en pointillé entre les propriétés P" Pl, P3 et P4 : trois 
Symptômes, par exemple, causés par une Maladie sont susceptibles d'être corrélés à travers 
une population de patients dans laquelle la maladie est présente chez une sous population. 
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Formellement, les structures causales sont représentées par le biais de réseaux 
bayésiens [Waldman et al. 1995, Rehder 2003, Rehder & Hastie 2004]. Les réseaux 
bayésiens se composent de nœuds qui représentent les variables et les arcs orientés pouvant 
être interprétés comme la représentation des relations causales directes entre les variables. 
Pour une description complète de réseaux bayésiens, se reférer à Glymour [1998] et Pearl 
[2000]. 
2.2.2 ApPRENTISSAGE DE CATÉGORIES 
Un objectif majeur de la psychologie cognitive est de comprendre comment les catégories 
sont apprises et utilisées. La recherche sur la catégorisation a exploré à la fois la structure des 
catégories des gens et la faculté de ces derniers à acquérir de nouvelles catégories. 
Il semblerait que la façon dont s'effectue l'apprentissage de catégories peut influencer 
la façon dont les catégories sont représentées [Yamauchi & Markman 1998 ; Markman & 
Ross 2003, Anderson et al. 2002; Chin-Parker & Ross 2004]. En effet, différents types 
d'apprentissage introduisent différents buts aux participants apprenants. Ces buts, à leur tour, 
peuvent affecter la représentation des catégories (soit la structure mentale). L'apprentissage 
par classification, par exemple, est une tâche supervisée? (l'apprenant peut saisir l'étiquette 
de catégorie) avec un but clair: apprendre à déterminer l'appartenance de catégorie des 
objets. La représentation des catégories résultante reflète ce but en incluant l'information la 
plus diagnostique (ou pertinente) utilisée pour déterminer l'appartenance de catégorie 
[Markman & Ross 2003 ; Chin-Parker & Ross 2004]. 
Cependant, une autre tâche d'apprentissage supervisé de catégories, l'apprentissage par 
inférence notamment, avec un autre but, peut mener à des différences dans la représentation 
[Markman & Ross 2003; Minda & Ross 2004]. 
Dans le contexte d'apprentissage de catégories, les deux fonctions fondamentales de 
catégories sont la classification et l'inférence [Smith 1994]. La classification et l'inférence 
? n y a un intérêt croissant pour J'apprentissage non supervisé. L'apprentissage non supervisé ne fournit pas de rétroactions 
(jeedback) penneltant de guider l'apprenant sur les catégories auxquelles les objets appal1iennent [Clapper & Bower 1994 ; Love 
2002]. Bien qu'il ya un cer1ain nombre de travaux sur ce thème [e.g., Fried & Holyoak 1984 ; Love 2002], à ce jour, il n'y a pas 
suffisamment de recherche [Cf. Markman & Ross 2003] pom en tirer une idée claire telle que peut l'être avec J'apprentissage 
supervisé. 
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jouent un rôle critique dans la formation de catégories naturelles [Yamauchi & Markman 
1998]. Par exemple, il est accepté que la structure air de famille des catégories du niveau de 
base émerge dans le processus compris entre la spécificité et la généralité, associé à la 
prédiction de propriétés (i.e., l'inférence) et la classification d'objets [Rosch et al. 1976]. 
De plus, la classification et l'inférence sont fonctionnellement liées et peuvent être 
traitées de manière semblable si l'étiquette8 de catégorie et les propriétés de catégories sont 
compatibles [Anderson 1991]. Par conséquent, le fait de mieux comprendre le mécanisme 
impliquant ces deux fonctions et leurs impacts sur la formation de catégories, on arriverait à 
mieux comprendre la relation entre l'apprentissage de catégories et la formation de catégories 
[Yamauchi & Markman 1998]. 
2.2.2.1 Apprentissage par classification 
Avec l'apprentissage par classification, les sujets focalisent sur l'information de propriétés 
utile pour diviser les exemples en plusieurs groupes [Ahn & Medin 1992]. Les théories des 
prototypes et des exemplaires mettent effectivement l'emphase sur les catégories comme 
quelque chose que les participants utilisent pour classer un nouvel objet: les participants 
classent les exemples un à un, avec des rétroactions (jeedback) à chaque essai. 
Avec ces deux types de théories, on souligne par ailleurs, l'importance dans le 
contraste entre les catégories pour prendre une décision. En d'autres termes, afm d'être utile 
lors de la prise de décision de classification, deux prototypes ou deux regroupements 
(clusters) d'exemples devraient être distincts l'un de l'autre. Les participants apprennent à 
s'occuper des propriétés qui maximisent cette distinction [Kruschke 1992 ; Nosofsky 1987]. 
Markman et Ross [2003], et Chin-Parker et Ross [2004] par exemple, ont souligné ce 
caractère distinctif par le fait que certaines propriétés d'une catégorie sont plus diagnostiques 
que d'autres. Les propriétés qui sont effectivement diagnostiques (par exemple, avoir le cou 
gonflé et être venimeux sont des propriétés diagnostiques du Cobra, alors qu'être long et 
mince ne le sont pas) sont particulièrement importantes pour classer de nouveaux exemples. 
8 Le tenne étiquette de catégorie se réfère au symbole qui désigne le groupe particulier de stimuli et le terme propriété de 
catégorie se réfère au symbole qui désigne la caractéristique d'un stimulus particulier. 
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Les propriétés particulières d'une catégorie qui sont diagnostiques dépendent des autres 
catégories qui sont apprises. Par rapport aux catégories naturelles notamment, Markman et 
Ross [2003] suggèrent que la tâche de classification soit particulièrement concentrée sur les 
informations relatives aux entre-catégories, et ces informations devraient être acquises par 
les apprenants de classification. 
2.2.2.2 Apprentissage par inférence 
En revanche, avec l'apprentissage par inférence, Rips [1975], Rosch et al. [1976], et 
Markman et Ross [2003] entre autres, avancent que les sujets ont tendance à se concentrer sur 
les relations entre les exemples à l'intérieur d'une catégorie naturelle (e.g., l'air de famille 
parmi les exemples à l'intérieur d'une catégorie ou l'information de typicalité à propos des 
exemples dans une catégorie). Rehder et Bumett [2005], mais aussi Waldman et al. [1995], 
ou Markman et Ross [2003] soutiennent, en plus de l'approche classique précédente, l'idée 
novatrice selon laquelle les sujets qui connaissent les relations (ou structures) causales 
spécifiques liant les propriétés sont en mesure d'inférer de propriétés à propriétés (i.e., 
inférence de propriétés à partir d'autres propriétés) où la présence ou l'absence d'une 
propriété non observée est inférée à partir de la présence ou l'absence de propriétés 
spécifiques avec lesquelles elles sont reliées [Medin 1983]. 
En guise d'exemple, imaginons qu'on voit Voler un Oiseau non familier et souhaitons 
faire une inférence sur cet animal. Une première façon d'inférer, inférence par typicalité, est 
basée sur le cas typique de la catégorie d'Oiseau ayant le Vol comme propriété associée. 
Suivant cette approche, un Oiseau, comme le Moineau par exemple, qui a fortement cette 
caractéristique typique de la catégorie, serait jugé plus probable (i.e., en termes de 
pourcentage) que ne le serait un Oiseau moins typique comme l'Autruche. Une autre façon 
d'inférer, inférence par raisonnement causal, est de raisonner sur les causes à l'origine du Vol 
des Oiseaux: de larges Ailes adaptées à la taille du corps, de Forme Aérodynamique, etc. Par 
contre, les propriétés telles qu'un Bec de fOtme caractéristique par exemple, peuvent être 
considérées moins pertinentes pour l'inférence (bien que ces propriétés font que l'Oiseau soit 
plus typique dans sa catégorie). Selon cette approche, l'inférence des propriétés relève d'un 
raisonnement causal. 
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Clairement, l'apprentissage par inférence exige des sujets de connaître comment les 
propriétés des membres de catégories sont reliées. Ces relations internes peuvent être 
exprimées à la fois par le biais de l'inférence de propriétés typiques, et de l'inférence de 
propriétés causales. Ces deux types d'inférences sont appelés dans les deux cas, inférence 
bayésienne. L'inférence bayésienne qui utilise le paradigme de typicalité est issue du courant 
d'analyse rationnelle [Anderson 1991; Griffiths et al. 2008], alors que l'inférence 
bayésienne qui utilise le paradigme de structure causale hérite des travaux sur la théorie des 
modèles causaux [Waldman et al. 1995 ; Rehder, 2003 ; Rehder & Bumett 2005]. Nous y 
reviendrons à la section 2.3.2 plus loin, pour voir comment ces deux approches sont 
effectivement modélisées. 
2.2.2.3 Classification versus inférence 
La classification et l'inférence sont des tâches d'apprentissage supervisées. Elles procèdent 
avec les mêmes ensembles d'informations disponibles mais diffèrent sur la façon dont les 
informations sont traitées. Elles diffèrent aussi sur la façon dont les rétroactions son fournies: 
l'appartenance de catégorie dans un cas, et les propriétés manquantes (ou non observées) 
dans l'autre cas. Markman et Ross [2003] donnent une large revue de cas d'exemples; 
Rehder et Burnett [2005] le complètent avec l'inférence bayésienne via les modèles causaux. 
Dans les conditions d'inférence, les participants apprennent les valeurs de propriétés 
prototypiques [Yamauchi & Markman 1998] et les valeurs de propriétés causales [Rehder et 
Burnett 2005], alors que dans les conditions de classification, ils apprennent plutôt les 
informations sur les exemples [Yamauchi & Markman 1998]. Anderson et al. [2002] ont 
montré que les apprenants en classification ont de meilleurs résultats dans les tâches de 
classification d'exemples avec une optique globale, par contre, les apprenants en inférence se 
montrent plus performants dans les tâches portant sur les simples propriétés. Les participants 
qui se trouvent dans les conditions d'apprentissage par classification ont une moins bonne 
connaissance sur les propriétés prototypiques ou les propriétés causales [Rehder et Burnett 
2005] que ceux dans les conditions d'apprentissage par inférence. 
En [male, on retiendra, que ce soit en classification ou en inférence, qu'il est suggéré 
que la tâche d'apprentissage de catégories peut avoir un effet sur la façon dont les gens 
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acquièrent une catégorie [Minda & Ross 2004]. La classification qui a constitué pendant 
longtemps la base dans les études sur la catégorisation, et pouvant imposer ses propres 
besoins spécifiques au niveau des traitements, n'est plus l'unique moyen d'apprendre une 
catégorie. La classification favorise l'apprentissage des propriétés diagnostiques, l'inférence 
favorise, quant à elle, l'apprentissage de propriétés prototypiques [Chin-Parker & Ross 2004] 
et de propliétés causales [Rehder & Burnett 2005]. 
2.3 MODÈLES FORMELS DE CATÉGORISATION 
Nous avons vu jusqu'à présent, les différents modèles de catégorisation du point de vue 
psychologique et expérimental. Dans cette troisième partie, la présentation va être consacrée 
aux modèles formels de catégorisation basés sur la similarité et aux modèles formels de 
catégorisation basés sur l'inférence. 
2.3.1 MODÈLES BASÉS SUR LA SIMILARITÉ 
La plupart des modèles formels de catégorisation développés depuis les trente dernières 
années prennent pour hypothèse que les catégories soient défmies selon un air de famille. Les 
deux modèles les plus influents sont le modèle des prototypes et le modèle des exemplaires, 
qui postulent que l'individu assigne les stimuli aux catégories en se basant sur les mesures de 
similarité d'un air de famille. 
2.3.1.1 Fonctions d'évaluation de la similarité 
Les mesures de similarité sont formulées comme suit: étant donné un ensemble de N - 1 
stimuli avec des propriétés X N _ 1 = (xpxz""'xN _,) et d'étiquettes de catégorie 
YN- 1 = (Y"YZ,oo"YN-l)' la probabilité que ce stimulus N avec les propriétés xN soit 
assigné à la catégorie j est exprimée par : 
(2.1 ) 
où 1]N.y est la similarité du stimulus x N par rapport à la catégorie y, et f3) est interprété 
comme le paramètre de biais de la réponse de la catégorie y [Nosofsky 1986, p. 40]. Ainsi, 
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la décision de classification est une fonction des différentes similarités de catégorie, et 
implique l'utilisation directe du modèle de choix de similarité (équation 2.1) [Luce 1963 ; 
Shepard 1957). 
Dans la fonnulation initiale de Shepard [1957], les paramètres de similarité sont 
considérés comme une interprétation explicite en tennes de distances dans un espace 
psychologique. Il prend pour hypothèse que: 
(2.2) 
où JO est une certaine fonction monotone décroissante, et les d N,) sont les distances 
métriques, Les questions qui se posent [Nosofsky 1986] sont de savoir [1] quelle fonction de 
distance utilisée pour calculer les relations de distance inter stimulus dans l'espace 
psychologique, et [2] queUe fonction J utilisée pour relier la similarité du stimulus à la 
distance psychologique. Premièrement, la fonction de distance peut avoir la forme de 
Minkowski de métrique r, pour laquelle la distance entre les points xN et x) est exprimée 
par: 
11r 
d.= x -x. r (2.3) 
[ ~I J,yi ]N,} N,y 
où r ~ 1, N est le nombre de dimensions des stimuli, et xN ,y est la valeur psychologique du 
stimulus N à la dimension y. Quand r =2, on obtient la distance euclidienne entre les 
stimuli, et quand r =1, on obtient la distance de Manhattan (ou city-black) entre les stimuli. 






et la fonction gaussienne: 
(2.5) 
Le choix de ces deux fonctions résulte des travaux théoriques autant qu'empiriques 
[Nosofsky 1986]. 
2.3.1.2 Modèle des exemplaires 
La grande différence entre les modèles des exemplaires et le modèle des prototypes réside 
dans la façon dont la similarité 1JN,y d'un stimulus par rapport à une catégorie est calculée. 
Pour généraliser le modèle des exemplaires initial [Medin & Schaffer 1978], Nosofsky 
[1986] a proposé le modèle Generalized Context Madel (GCM), formulé comme suit: 
(2.6) 
où m est le nombre d'exemples. Nosofsky [1986, p. 40] a démontré que le modèle des 
exemplaires (équation 2.6) a une forte ressemblance structurale avec le modèle de choix de 
Luce-Shepard (équation 2.1). Dans le modèle des exemplaires, tous les exemples de la 
catégorie sont stockés. La similarité du stimulus N par rapport à la catégorie j est calculée 
en multipliant la similarité du stimulus avec tous les exemples sauvegardés. Ce qui donne: 
N 
1JN' =TISNi (2.7)
.} i=1 • 
où SN.; est une mesure symétrique de la similarité. Nosofsky [1986, p. 42] a démontré que la 
règle de similarité multiplicative interdimensionnelle entre deux stimuli xN et Xi peut 
s'écrire comme suit: 
N 
1JN' =TIdN · (2.8)
.} i=1 ,} 
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2.3.1.3 Modèle des prototypes
 
Par opposition, le modèle des prototypes [e.g., Minda & Smith 2001] exprimé comme suit:
 
(2.9) 
représente une catégorie j en termes d'exemple prototypique. Suivant cette formulation, la 





où Pj est l'exemple prototypique de la catégorie, et SN,P est une mesure de similarité entre 
l 
le stimulus N et le prototype Pj' Une façon de définir le prototype est de le considérer 
comme le centroïde de tous les exemples de la catégorie dans un certain espace 
psychologique9 [Griffiths et al. 2008], c'est-à-dire: 
(2.11 ) 
où N j est le nombre d'exemples de la catégories (i.e., le nombre de stimuli pour lesquels 
Yi =j). 
2.3.2 MODÈLES BASÉS SUR L'INFÉRENCE 
Comme discuté plus en avant, l'apprentissage par inférence suggère deux approches 
théoriques pour la prédiction des propriétés causales. Le premier est supporté par le modèle 
théorique appelé modèle ratiOIlllel de catégorisation qui utilise le paradigme d'inférence par 
typicalité [Anderson 1990, 1991], le second par le modèle rationnel causal qui utilise le 
paradigme d'inférence par structure causale [Rehder 2003]. 
9 D'un homme moyen, bien entendu. 
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2.3.2.1 Modèle rationnel 
Sur le plan cognitif, le modèle rationnel [Anderson 1990, 1991] est une aitemative 10 aux 
modèles basés sur la similarité. En effet, le modèle des exemplaires et le modèle des 
prototypes discutés dans les sections précédentes tentent d'expliquer le comportement de 
catégorisation en termes de processus cognitifs sur fond de mesures de similarité et de choix 
[Luce 1963 ; Shepard 1957]. Alors que le modèle d'inférence par typicalité tel que celui 
d'Anderson (section 2.2.2.2 plus haut), cherche plutôt une explication dans la résolution de 
problèmes computationnels qui sous-tend la catégorisation. 
Selon l'approche méthodologique préconisée par Anderson [1990], le modèle rationnel 
de catégorisation traduit le comportement humain comme une solution adaptative à un 
problème computationnel posé par l'environnement, plutôt que de mettre l'accent sur 
l'implication des processus cognitifs. Anderson [1990], Ashby et Alfonso-Reese [1995], et 
Rosseel [2002] défendent l'idée de base selon laquelle une des techniques de prédiction ou 
d'identification d'étiquette de catégorie (ou autres propriétés) non observables, consiste à 
utiliser des propriétés qui peuvent être observées. Ce problème de prédiction a une 
interprétation naturelle sous la forme d'inférence bayésienne. 
Suivant le modèle rationnel, le théorème de Bayes (section 3.4.1, l'équation 3.5) 
permet de calculer la probabilité que l'objet N appartienne à la catégorie J étant donné les 
propriétés et les étiquettes de catégorie des objets N -1 : 
P(x Iy = j' X Y) p(y = j'IY )P( ='1 X Y)= N N , N-I' N-l N N-lYN j XN, N-P N-J ~ 1 ( 1) (2.12)L.JP(xNYN=y,XN_pYN_1) P YN =Y YN­ J 
Y 
où nous supposons que la probabilité a priori, P(YN =JIYN-1), d'un objet en provenance 
d'une catégorie particulière est indépendante des propriétés des objets précédents. Dans 
l'équation (2.12), la probabilité a posteriori, p(yN =JlxN,X N-J' YN-J ) de la catégorie J est 
reliée à la probabilité d'échantillon (soit la probabilité conditionnelle ou encore la 
10 Notons que celtains auteurs [e.g. Ashby & Alfonse-Reese 1995 ; Rosseel2002jtravaillent à démontrer l'équivalence enU'e les 
approches basées sur la similarité (i.e., prototypes et exemplaires) et l'approche d'analyse rationnelle d'Anderson [1991]. Nous 
n'aborderons pas cette thématique ici car elle va bien au-delà de la présente discussion. 
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vraisemblance, p(xNIYN = j,XN-I ,YN-1)) d'un objet avec les propriétés xN de cette 
catégorie, et la probabilité a priori de choisir cette catégorie. 
L'apprentissage de catégorie dans un modèle rationnel est alors une question de 
détermination de la probabilité a priori et de la vraisemblance. La probabilité a priori est 
supposée fixe et caractérise les objets issus de la même catégorie. Cette probabilité ne dépend 
pas du nombre d'objets vus jusqu'à présent [Anderson 1991]. La vraisemblance de 
différentes dimensions, étant donné l'appartenance de catégorie, est supposée indépendante 
des probabilités des autres dimensions. Pour plus de détails, se référer à Anderson [1991, 
p.411-414]. 
2.3.2.2 Modèle causal 
Le modèle causal [Waldman et al. 1995; Rehder 2003], contrairement au modèle d'inférence 
précédent, utilise les réseaux bayésiens comme support à la modélisation. 
Les réseaux bayésiens représentent le fait qu'une variable d'effet est influencée de 
manière causale par ses parents immédiats (techniquement, la distribution de probabilité de la 
variable d'effet est conditionnellement indépendante de toute non filiation lorsque l'état des 
variables parents est connu). Pour qu'un réseau bayésien puisse être fonctionnel, des 
hypothèses doivent être émises, et spécifient la façon dont l'individu conçoit les relations 
causales entre les variables binaires (seuls les attributs binaires sont considérés ici, i.e., 
l=présence et O=absence). En particulier, il est supposé que l'individu voit les propriétés 
comme étant liées par des mécanismes causaux probabilistes. Par exemple, avec un modèle à 
deux variables binaires (figure 2.3a), il est supposé que quand une propriété de cause est 
présente (i.e., C = 1), il autorise une opération d'un mécanisme causal qui, avec une certaine 
probabilité, provoque la présence de la propriété d'effet (i.e., E = 1). Quand la propriété de 
cause C est absente, il est supposé qu'il n'y a aucune influence causale sur la propriété d'effet 
E. 
L'autre aspect important du modèle causal concerne la pnse de décision de 
classification. La décision s'effectue à travers l'évaluation de la probabilité qu'un exemple 
est susceptible d'être généré par le modèle [Rehder 2003]. Le modèle causal de la figure 2.3a 
a trois paramètres clés, c, m, h, de probabilité variant de 0 à 1. Suivant la théorie des 
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probabilités élémentaires, ces paramètres spécifient la vraisemblance qu'a le modèle de 
générer toute combinaison de deux propriétés C (cause) et E (effet). Le paramètre c 
représente la probabilité que la propriété C sera présente. Le paramètre m représente la 
probabilité que le mécanisme probabiliste reliant C à E sera effectivement opérationnel (i.e., 
provoquera la présence de E) quand C est présente. Le paramètre b représente la probabilité 
que E sera présent même quand elle n'est pas provoquée par C. Le paramètre b peut être 
interprété comme la probabilité que E soit provoquée par des causes antérieures 
(background) non spécifiées autres que C. 
(a) Modèle causal simple (b) Modèle de chaine cau ale 
c b c b b b 
Figure 2.3 : Modèles causaux 
(Adapté de Rehder 2003) 
Le modèle à deux variables peut être étendu naturellement à un nombre illimité de 
variables connectées de manière causale suivant un patron qui ne boucle pas sur lui-même 
(soit une forme quelconque de graphe acyclique orienté). La figure 2.3b montre un exemple 
d'un modèle de chaîne à quatre variables binaires qui s'influencent séquentiellement de 
causes à effets: Pl ~ P2, P2 ~ P3 et P3 ~ P4. Dans ce modèle de chaîne, on suppose que les 
trois mécanismes causaux interconnectant les quatre propriétés s'opèrent de manière 
indépendante, et ayant chacun une probabilité m. De même, on suppose que les causes 
antérieures de Pl, P3 et P4 sont aussi indépendantes, et ayant chacune une probabilité b. 
La façon dont les vraisemblances générées par le modèle causal sont traduites en 
décision de classification dépend de la nature de la tâche de décision présentée aux 
participants humains. Par exemple, quand il y a deux catégories candidates auxquelles un 
objet est susceptible d'y appartenir, les vraisemblances de chaque catégorie du modèle causal 
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peuvent être combinées selon l'axiome de choix de Luce [1963] pour prédire les probabilités 
de choix. Ainsi, la probabilité qu'un exemple E soit classé dans la catégorie A au lieu de la 
catégorie B est exprimée par l'équation p(AIE) =LA(E) /[LA(E) +LB (E)] où LA et LB 
sont les vraisemblances que E soit généré respectivement par A et B du modèle causal. 
Cependant, dans les études expérimentales [e.g. Rehder 2003 ; Rehder & Bumett 2005], les 
participants apprennent d'abord à reconnaître chaque nouvelle catégorie. Ensuite, on leur 
demande d'évaluer l'appartenance de catégorie à partir d'un ensemble d'exemples. 
L'hypothèse de travail est que l'évaluation d'un exemple E est égale à sa vraisemblance par 
rapport à une catégorie du modèle causal, et multipliée par une constante K, soit [Rehder 
2003] : 
Evalutation(E) = KL(E;c,m,b) (2.13) 
où L(E; c, m, b) est la vraisemblance de l'exemple E, et est une fonction de c, m et b ; K est 
une constante multiplicatrice qui permet de porter les vraisemblances dans l'intervalle 0 à 
100. 
Exemple (E) L (E; c, m, b) L (E; .50, .80, .20) 
P(OO) (l - c)(l - b) .40 
P(OI) (1 - c)(b) .10 
P(IO) (c)[(l - m)(I - b)] .08 
P(ll) (c)(m - b - mb) .42 
Tableau 2.1 : Équations de vraisemblance d'un modèle causal à deux variables 
(Adapté de Rehder 2003) 
Le tableau 2.1 montre les vraisemblances qu'un modèle causal à deux variables 
binaires (figure 2.3a) génère pour les quatre combinaisons possibles de Cet E en fonction des 
paramètres c, m et b. Par exemple, dans la première combinaison du tableau ci-dessus, la 
probabilité que Cet E soient toutes les deux absentes, notée P(OO) , est égale à la probabilité 
que C soit absente (c.-à-d., (l - c)) fois la probabilité que E n'est pas provoquée par des 
causes antérieures (c.-à-d., (l - b)). À noter que le paramètre m n'est pas impliqué dans cette 
vraisemblance parce qu'on suppose que le mécanisme causal relatif à C et à E n'opère 
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potentiellement pas quand C est présent. P(OI) , P(10) et P(ll) et leurs équations de 
vraisemblance L(.) respectives sont les trois autres combinaisons du modèle causal. 
Formellement, supposons que la propriété d'effet de catégorie xN est causée par la 
propriété de cause _ ' et qu'en particulier, _ produit xN par le biais d'un certainXN 1 XN 1 
mécanisme causal qui opère avec la probabilité m quand XN - 1 est présent (et n'a aucun effet 
sur xN quand X N _1 est absent). Avec ces hypothèses, Rehder [2003] spécifie la probabilité 
de xN par rapport aux membres de la catégorie j par la vraisemblance: 
(2.14) 
où b récapitule la probabilité que xN soit provoquée par des causes alternatives antérieures. 
Autrement dit, la probabilité de xN dans certain cas d'appartenance, est la probabilité qu'elle 
soit provoquée par le mécanisme causal (qui est la probabilité que X N_i est présent, fois la 
probabilité que le mécanisme causal puisse opérer, m P(XN-1IYN = j,XN_1,YN_,) , ou 
provoqué par des causes antérieures b). L'équation (2.14) indique que la probabilité 
de xN croît avec l'augmentation de la probabilité de sa cause X N _1 (soit 
P(XN_1IYN =j,XN-"YN_1)), et celle de la force du mécanisme causal reliant XN_1 à xN 
(soit m). 
Enfin, les corrélations inter propriétés (i.e., la force de covariance entre les causes et 
les effets) sont la probabilité d'effet en présence de la cause moins la probabilité d'effet en 
l'absence de la cause. Par conséquent, le contraste probabiliste [e.g., Cheng & Novick 1990] 
entre une propriété de cause A et une propriété d'effet B est exprimé comme suit [Rehder 
2003] : 
(2.15) 
où ~ A signifie l'absence de la cause A . En simplifiant, on obtient: 
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~i,i-I =m(1-b) (2.16) 
pour i = 2, 3, 4 (i.e., un modèle de chaîne à 4 variables, par exemple). Clairement, avec un 
modèle de chaîne, le contraste entre les propriétés directement connectées par des relations 
causales croît avec la force du mécanisme m et la décroissance de la probabilité antérieure 
b tel que montré à l'équation (2.16). Pour plus de détails, se référer à Rehder [2003]. 
2.4 DES MODÈLES DE CATÉGORISATION EN MÉTHODES DE CLASSIFICATION MACHINE 
Nous ferons d'abord, une synthèse sur la thématique de catégorisation en science cognitive. 
Ensuite, nous présenterons la façon dont nous allons transposer les différents modèles de 
catégorisation humaine en méthodes de classification machine avec pour cadre le traitement 
de classification des bactériophages. 
2.4.1 SYNTHÈSE DES APPROCHES ET MODÈLES COGNITIFS 
Dans cette synthèse, nous retiendrons deux points: l'interdépendance des capacités 
cognitives issues des prédictions causales et des prédictions par similarité, et l'importance des 
considérations empiriques dans la modélisation. 
Premier point: après avoir passé en revue les quelques-unes des nombreuses facettes 
de la catégorisation, force est de constater que les processus cognitifs sous-jacents sont 
complexes: [1] Quand un sujet est exposé pour la première fois à un nouvel objet, il se réfère 
d'abord à d'autres exemples connus (modèle des exemplaires), mais plus il apprend sur la 
catégorie de cet objet, plus il se fie à un objet typique de la catégorie (modèle des 
prototypes); [2] Si la tâche de classification favorise l'apprentissage des propriétés 
diagnostiques, l'apprentissage de propriétés prototypiques et causales, est favorisé, lui, par la 
tâche d'inférence; [3] Si l'air de famille entre objets permet de souligner l'importance du 
rôle de la similarité dans la modélisation de la catégorisation (e.g., modèles basés sur la 
similarité), elle n'est toutefois pas le seul critère adopté pour la détermination de 
l'appartenance à une catégorie (e.g., modèles basés sur l'inférence). 
Ces observations suggèrent sinon de réelles interdépendances (partie Perspectives plus 
loin, lire le paragraphe sur la théorie unifiée de catégorisation) du moins en partie entre les 
capacités cognitives issues des prédictions causales et des prédictions par air de famille. Vu 
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sous cet angle, l'approche par similarité et l'approche par inférence causale se complètent 
plus qu'elles se concurrencent avec pour objectif commun de comprendre un peu mieux les 
processus de catégorisation. 
Deuxième point: certes, les différentes modélisations discutées sont basées avant tout 
sur des considérations théoriques, mais les aspects empiriques sont tous aussi importants. 
Pour preuves: [1] Nosofslcy [1986] rapporte qu'effectivement le choix des deux fonctions de 
similarité, exponentielle décroissante et gaussienne, est basé sur des propositions théoriques 
mais aussi sur des expériences empiriques (section 2.3.1.1) ; [2] Anderson [1991] suggère de 
confronter le modèle d'analyse rationnelle de catégorisation avec les résultats empiriques 
obtenus en sortie du modèle. En effet, pour ce dernier, le but n'est pas de savoir si l'esprit 
humain fonctionne comme une quelconque formule mathématique bayésienne, mais d'avoir 
plutôt, peu importe la façon dont le cerveau fonctionne, les sorties d'un système le plus 
optimal possible. Et, les mathématiques ne servent qu'à déterminer (itérativement et 
empiriquement) cette optimisation. 
Cette dernière remarque constitue une bonne transition nous permettant de passer du 
paradigme de catégorisation humaine à une utilisation automatique de la classification 
machine. 
2.4.2 TRANSPOSITION AUX MÉTHODES DE CLASSIFICATION MACHINE 
Le principal objet de la présente étude est de proposer une classification des bactériophages 
(microorganismes viraux biologiques). Notre proposition vise à compléter la taxonomie 
existante. La classification proposée repose sur l'idée originale de combiner la détection des 
transferts horizontaux de gènes et la reconstruction de séquences ancestrales. L'analyse 
phylogénétique pour établir cette classification est composée de phases de reconstruction 
d'arbre phylogénétique, de détection des transferts horizontaux de gènes et de reconstruction 
de séquences ancestrales (voir schéma général de la figure 3.5 à la section 3.6.1, page 63). 
Notre propos ici est de montrer à travers la classification des bactériophages, la 
transposition de l'approche de catégorisation humaine dans l'approche de classification 
machine. 
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La mise en concurrence, dans la première phase de reconstruction d'arbre, de deux 
méthodes de classification, classification hiérarchique (section 3.3.1) versus estimation 
bayésienne (section 3.4.3), pour comparer les meilleurs résultats obtenus par l'une ou par 
l'autre des méthodes, équivaut à mettre de manière sous-jacente en compétition deux modèles 
de catégorisation, modèle des exemplaires (section 2.3.1.2) versus modèle rationnel (section 
2.3.2.1). 
Lorsqu'on utilise en complémentarité, dans les phases de détection des transferts 
horizontaux de gènes et de reconstruction de séquences ancestrales, deux types d'approches 
machines, méthodes de distances (section 3.3) et méthodes probabilistes (section 3.4), pour 
classer les espèces, on fait aussi de manière sous-jacente participer deux approches 
cognitives, mesure de similarité psychologique (section 2.3.1.1) et modèle causal (section 
2.3.2.2), pour catégoriser les objets. 
Nous exposerons au chapitre suivant, les différentes méthodes de classification 
machine mentionnées. 
CHAPITRE III 
DE LA CLASSIFICATION À LA PHYLOGÉNIE 
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Si les processus cognitifs de la catégorisation ne sont pas toujours évidents à expliciter, les 
tâches d'appariement de données d'entrée et de sortie de la classification machine, en 
revanche, peuvent être très bien expliquées, aussi complexes soient-elles, par des fonctions 
mathématiques [Love et al. 2004]. 
Par le titre: De la classification à la phylogénie, nous cherchons dans le premier temps 
à comprendre les différentes méthodes proposées avec le paradigme de classification machine 
(ou plus simplement classification), et à retenir ensuite celles susceptibles de nous aider à 
éclairer sur les différents aspects de classification d'objets dans le cadre d'analyse 
phylogénétique. 
Dans ce chapitre, nous commencerons par la distinction entre la notion d'apprentissage 
machine et la notion d'inférence de données, en soulignant en particulier, l'inférence 
appliquée à la phylogénie, suivra ensuite la discussion sur les méthodes de distances et les 
méthodes probabilistes ainsi que la façon dont ces méthodes ont été employées dans notre 
analyse phylogénétique. Avant de clore le chapitre, nous noterons certaines analogies des 
méthodes présentées avec les modèles de catégorisation développés au chapitre précédent, et 
finalement nous énumérerons quelques principaux défis méthodologiques actuels en 
phylogénie moléculaire, et ceux qui ont été relevés par notre présente étude. 
3.1 APPRENTISSAGE 
3.1.1 ApPRENTISSAGE MACHINE 
Nous avons vu au chapitre précédent comment fonctionnent les différents processus 
psychologiques de catégorisation dont l'apprentissage de catégories (section 2.2.2), nous 
abordons à présent les processus artificiels d'apprentissage (i.e., basés sur les théories des 
mathématiques et des statistiques) qui conduisent aux concepts d'apprentissage machine. 
Contrairement à l'apprentissage humain où une description précise n'est pas toujours 
évidente à expliciter, la complexité d'un problème d'apprentissage machine est comparable à 
la complexité de la fonction qui associe les entrées aux sorties [Love et al. 2004]. 
Le concept d'apprentissage machine met en avant les stratégies permettant aux 
machines d'apprendre à partir des expériences. En pratique, cela implique la création de 
programmes informatiques qui optimisent un critère de performance en faisant une analyse 
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de données. Mitchell [1997, 2006] et Alpaydin [2004] présentent une bonne introduction 
dans le domaine. Les statistiques constituent une des nombreuses sources d'inspiration pour 
l'apprentissage machine: le fait d'estimer la fonction de distribution inconnue est considéré 
comme de l'apprentissage sur un corpus d'échantillons d'un problème donné [Anderson 
1958 ; Vapnik 1995]. 
3.1.2 ApPRENTISSAGE SUPERVISÉ ET APPRENTISSAGE NON SUPERVISÉ 
Considérons une machine qui reçoit certaines séquences d'entrée X"X2,X3 , ... , où xt est 
l'entrée sensorielle à l'instant t. Ces séquences d'entrée que nous appellerons par la suite 
données, pourraient correspondre par exemple, à l'image sur la rétine, au pixel dans une 
caméra, etc. mais aussi de manière moins évidente, à des mots dans une page Web, à la liste 
d'articles dans un caddie de supermarché, ou encore à des séquences biologiques dans les 
banques de données publiques, etc. Selon Duda et al. [2001], durant la conception d'un 
modèle (ou classifieur), toute méthode qui intègre de l'information à partir des données 




Figure 3.1 : Illustration de méthode d'apprentissage liant les données au modèle 
Les algoritlunes d'apprentissage sont classés principalement en fonction de deux" 
modes: l'apprentissage supervisé et l'apprentissage non supervisé. 
En apprentissage supervisé, un enseignant fournit une étiquette de catégorie (données 
de valeur discrète) ou un coût (données de valeur continue) pour chaque patron dans un 
ensemble d'apprentissage, et cherche à réduire la somme des coûts pour ces patrons [Duda et 
Il Il existe en fait, dans la littérature d'autres variantes de J'apprentissage: l'apprentissage semi-supervisé (qui combine les 
exemples étiquetés et non étiquetés pour générer une fonction appropriée) [e.g., Zhu 2006], j'apprentissage par transduction 
(semblable à l'apprentissage supervisé, il ne construit pas explicitement une fonction mais il essaie plutôt de prédire les 
nouvelles sorties basées sur J'apprentissage des entrées, des sOl1ies et teste les entrées disponibles au moment de J'apprentissage) 
[Kasabov et al. 2004], ou bien Je méta apprentissage (Iearning to /earn) qui apprend de ses propres biais inductifs basés sur ses 
expériences antérieures [e.g., Baxter 20001. 
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al. 2001]. L'apprentissage supervisé est donc une technique d'apprentissage machine avec 
pour but de créer une fonction à partir des données apprises. Ces données consistent en paires 
d'objets d'entrée X l' X 2 ,X3,... , et des sorties désirées Yl'Y2'Y3""" La tâche de l'apprenant 
supervisé est de prédire la valeur de la fonction pour n'importe quel objet valide après avoir 
vu un certaine nombre d'exemples lors de l'apprentissage (Le., appariement de paires 
d'entrées et sorties cibles) [Ghahramani 1999]. Par conséquent, l'apprenant doit généraliser, à 
partir de ce qu'il a appris des données, aux nouvelles situations rencontrées suivant 
l'approche de biais inductif (par opposition à l'apprentissage sans biais qui apprend par cœur, 
sans généralisation, et ne peut classer de nouvelles instances), soit l'ensemble des hypothèses 
que l'apprenant utilise pour prédire les sorties compte tenu des nouvelles entrées jamais 
rencontrées encore. 
Pour ce qui concerne l'apprentissage non supervisé (clustering ou regroupement), il 
n'y a pas explicitement d'enseignant. Le système organise des regroupements (c/usters) 
naturels de patrons d'entrée. L'aspect naturel est toujours défini explicitement ou 
implicitement dans le système de regroupement lui-même. Etant donné un ensemble 
particulier de motifs (pattern), chaque type d'algorithme de regroupement conduit à un 
regroupement particulier [Duda et al. 2001]. Dans ce type d'apprentissage non supervisé, on 
ne peut observer que les propriétés des objets, et non les mesures de sorties. Par conséquent, 
notre tâche consiste à décrire comment les données sont organisées ou regroupées [Hastie et 
al. 2001]. Autrement dit, l'objectif de la machine apprenante est de construire des 
représentations à partir des xl' x2' x3 , ... , qui peuvent être servies comme base de 
raisonnement, de prise de décision, de prédiction, de communications, etc. [Ghahramani 
2004]. 
La distinction entre les modes d'apprentissage supervisé et non supervisé devait être 
cependant plus nuancée dans le cadre de nos travaux où il était plus question de méthodes de 
distances et de méthodes probabilistes. En effet, si notre utilisation des méthodes de distances 
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était globalement non supervisée l2, deux cas d'utilisation suivants montrent, en revanche, que 
la dichotomie supervisée et non supervisée ne peut être généralisée. 
Duda et al. [2001] ont rangé les méthodes d'estimation bayésienne, tantôt comme non 
supervisées tantôt comme supervisées, selon les hypothèses faites sur les paramètres du 
modèle à apprendre: « L'apprentissage non supervisé de paramètres d'une densité de 
mélange est similaire à l'apprentissage supervisé de paramètres d'une densité de 
composantes» [Duda et al. 2001, p. 533-534]. Autre cas: Zhu [2007, p. 22] a montré que 
l'approche Tree-HJ\.1M, une estimation du maximum de vraisemblance qui associe le modèle 
HJ\.1M et une topologie d'arbre (i.e., Tree), est de type apprentissage semi-supervisé. 
Par conséquent, pour éviter la redondance conceptuelle entre les concepts 
d'apprentissage et d'inférence de données, plutôt que de distinguer les apprentissages 
supervisés et non supervisés, nous avons opté pour la distinction l3 entre méthodes de 
distances et méthodes probabilistes. Ces deux familles de méthodes sous-tendent en effet par 
essence l'apprentissage machine à travers le paradigme d'inférence de données en général 
[Baldi & Brunak 2001 ; Mitchell 1997, 2006] et d'inférence de données en phylogénie en 
particulier [Durbin et al. 2006]. En effet, l'inférence phylogénétique peut être définie comme 
le processus qui permet l'évaluation de l'histoire de l'évolution grâce à l'analyse d'un 
ensemble choisi de données [Swofford et al. 1996]. Nous aborderons, dans la section 
suivante, le paradigme d'inférence phylogénétique. 
3.2 INFÉRENCE PHYLOGÉNÉTIQUE 
Dans cette section, nous commencerons avec les définitions sur la similarité, la dissimilarité 
et la distance, suivies de celles sur l'arbre phylogénétique et la condition des quatre points. 
Ces définitions sont importantes par la suite pour comprendre l'approche d'inférence de 
distances et l'approche d'inférence probabiliste qui constituent les deux principales 
approches d'inférence phylogénétique. 
12 Excepté dans les cas spécifiques d'utilisation où par exemple, le nombre de regroupements k est donné explicitement à 
l'avance par l'expélimentateur dans les regroupements par partition de k-Means [Ewens & Grant 2005, p.472-473] (voir aussi la 
section 3.3.2). Mais cene méthode n'a pas été utilisée dans cene étude. 
13 Nous laissons ici volontairement de côté les méthodes de parcimonie puisque celles-ci n'ont pas été utilisées dans nos travaux. 
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3.2.1 SlMrLARITÉ, DISSlMILARITÉ ET DISTANCE 
Une similarité ou dissimilarité est toute application à valeurs numériques qui permet de 
mesurer le lien entre les individus d'un même ensemble ou entre les variables. Pour une 
similarité le lien est d'autant plus fort que sa valeur est grande. 
Un indice de similarité (ou plus simplement une similarité) sur un ensemble n est une 
application s de n *n dans R+ qui vérifie les deux conditions suivantes: 
cl (symétrie) : V(a,b)En*n s(a,b) = s(b,a) (3.1 ) 
c2 : V(a,b)En*n aveca:f::.b s(a,a) =s(b,b) > s(a,b) 
Un indice de dissimilarité (ou plus simplement une dissimilarité) est une application d qUi 
satisfait à la condition cl et à c2' qui suit: 
c2': Va En d(a,a) = 0 (3.2) 
Une distance est un indice de dissimilarité qui vérifie en plus les deux propriétés suivantes: 
dl : d(a,b) =0 ssi a = b 
(3.3)d2 (inégalité d(a,b) S; d(a,c) + d(c,b) Va,b,c En
triangulaire) : 
Une distance d est qualifiée métrique si elle satisfait les propriétés dl et d2 (inégalité 
triangulaire) définies ci-dessus [Leclerc 1996; Duda et al. 2001 ; Ewens et Grant 2005]. 
L'espace n muni d'une distance d est appelé espace métrique. Parmi les principales 
métriques proposées, on a la distance euclidienne, la distance de Manhattan, la distance de 




3.2.2 ARBRE PHYLOGÉNÉTIQUE ET CONDITION DES QUATRE POINTS 
Un arbre phylogénétique est une représentation graphique de l'histoire de l'évolution d'un 
groupe de taxa (section 4.1.1) réalisée à partir de l'étude d'un ou de plusieurs caractères. Un 
arbre phylogénétique montre les relations de parentés entre des entités supposées avoir un 
ancêtre commun. 
Un arbre est défini comme un graphe acyclique connexe. Dans un arbre, chaque paire 
de sommets est reliée par un unique chemin, et le nombre de sommets (i.e. nœuds) dépasse 
toujours de 1 le nombre de branches. Un arbre est binaire si chaque sommet a soit un ou trois 
voisins. Un arbre binaire est enraciné si un nœud r a été sélectionné et appelé racine* (figure 
3.2, c'est un arbre binaire sauf au niveau de la racine). Dans un arbre phylogénétique, la 
racine représente l'ancêtre commun de tous les autres sommets. Les nœuds intermédiaires 
représentent les plus proches ancêtres communs des espèces (i.e., taxa ou feuilles) en aval 
(descendantes) . 
Racille 
r (ancêlre de Iouleso k' les aulres elllilb) 
..... . . 
Nœuds lermil/aux oufeuillé.!Nœl1a::~:;':~,~;::;::;;;,~tre •••••• ••••••• (Clllilés acluelle ur lesquelles 01/ 
. ~O/ ···... a di.rpose d'informalioll )
:'. Nb h
 
Branches .... \ .~ ~
 ~/. .;:;.\ 0 . 
.... . . : -..J \••;/ \\. ~ 
Figure 3.2 : Un arbre phylogénétique 
Deux paramètres importants des arbres phylogénétiques (enracinés ou non enracinés) 
sont la topologie et la longueur des branches. La topologie se réfère à la ramification de 
l'arbre associée au temps de divergence. La longueur de branche est souvent utilisée pour 
représenter en quelque sorte la distance temporelle dab ' entre les événements d'évolution a 
et b. Les nœuds internes ou intermédiaires sont représentés par des symboles a et b. Les 
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symboles que l'on peut observer sont au niveau des feuilles. La probabilité d'évolution du 
sommet a au sommet b est notée: P(dab) . 
En classification, on s'intéresse à la représentation d'une distance d sur un ensemble 
d'éléments X par un arbre additif (i.e., arbre phylogénétique ou X-arbre). Dans un tel arbre, 
X est l'ensemble des feuilles, les arêtes ou branches sont valuées l4 , et la longueur des chemins 
entre les feuilles approxime la distance d [Barthélemy & Guénoche 1988; Leclerc & 
Makarenkov 1998 ; Guénoche et al. 2004]. Suivant les domaines d'application, les nœuds 
correspondent à des catégories (psychologie cognitive), à des ancêtres communs (évolution 
moléculaire, filiation de textes) ou tout simplement à des classes d'objets. Il est bien COlUlU 
que cette représentation est exacte si est seulement si d est une distance d'arbre, c'est-à-dire 
qu'elle vérifie la condition des quatre points [Zaretskii 1965 ; Buneman 1971] : 
Va,b,c,d En 
(3.4)
d(a,b) + d(c,d):::;; max {d(a,c) + d(b,d) , d(a,d) + d(b,c) } 
En d'autres termes, parmi les trois sommes d(a,b) + d(c,d), d(a,c) + d(b,d) et 
d(a,d) + d(b,c) , les deux plus grandes sont égales. 
3.2.3 INFÉRENCE DE DISTANCES 
Une distance réelle entre un groupe d'espèces de l'ensemble X est rarement une distance 
d'arbre. Si d est une distance sur un ensemble d'espèces X , d'est une distance sur X et il 
existe une constante C telle que: d(a,b) = C d'(a,b) pour tous a,b EX. Ewens et Grant 
[2005] ont montré qu'il existe une relation entre les mesures de distances d'arbre et les 
mesures de distances de type dérivé d'arbre, car un arbre reconstruit à partir de dia la même 
topologie que celui reconstruit à partir de d . 
L'apprentissage par inférence peut être schématisé de différentes façons, la figure 3.3 
en est une illustration. La figure 3.3a illustre une méthode d'inférence de distances 
(e.g., classification par regroupement hiérarchique, voir la section 3.3.1) qui utilise les 
14 par des distances évolutives, c.-à-d. des taux de mutations. 
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données (terme synonyme de séquences par la suite, qui désigne les séquences de protéines ­
aminoacides* ou de vecteurs binaires de données morphologiques) pour inférer l'arbre (terme 
synonyme de modèle par la suite) phylogénétique correspondant. 
3.2.4 INFÉRENCE PROBABILISTE 
L'inférence probabiliste comprend principalement deux approches appelées estimation du 
maximum de vraisemblance et estimation bayésienne [Durbin et al. 2006]. Avec la première, 
on pose traditionnellement la question: « Supposons que cette hypothèse (arbre) soit vraie, 
quelle est la probabilité des données (séquences) observées? », alors qu'avec la seconde, 
« Quelle est la probabilité que cette hypothèse (arbre) [parmi une collection d'autres 
hypothèses ou arbres] soit vraie sachant les données (séquences) observées soient vraies.» 
[Ewens & Grant 2005]. 
Dans un cas, le meilleur arbre est celui qui maximise la vraisemblance. La stratégie 
consiste à effectuer des recherches sur les topologies d'arbre, et pour chaque topologie T, de 
trouver les longueurs de branches r qui maximisent la vraisemblance p(DIT, r), où D 
représente les données de séquences. La topologie et les longueurs de branches qui donnent le 
maximum global de cette vraisemblance désignent l'arbre désiré. La figure 3.3b illustre 
l'approche d'estimation du maximum de vraisemblance (section 3.4.2) qui utilise les 
séquences pour estimer la vraisemblance de l'arbre phylogénétique correspondant. 
Dans l'autre cas, si on connaissait la probabilité a priori P(T, r) , on pourrait utiliser 
le théorème de Bayes pour calculer la probabilité a posteriori P(T, rlD) , laquelle nous 
donne justement l'information dont on a besoin pour l'estimation, c'est-à-dire la probabilité 
de chaque arbre phylogénétique inféré sachant les séquences observées. La figure 3.3c illustre 
l'approche d'estimation bayésienne (section 3.4.3) qui évalue les arbres phylogénétiques 
inférés en tenant compte des séquences observables disponibles. 
Pour mettre en perspective la discussion à venir sur la classification des bactériophages 
(chapitre IV), nous abordons à présent les méthodes de distances et les méthodes 
probabilistes sous l'angle théorique d'abord, puis ensuite, dans le cadre d'utilisation 
spécifique de l'inférence phylogénétique. 
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Figure 3.3 : Illustration de méthodes d'inférence de distances (a) 
et d'inférence probabiliste (b et c) 
3.3 MÉTHODES DE DISTANCES 
Lorsque l'on étudie d'importants échantillons de données comme c'est souvent le cas en 
analyse phylogénétique, il est souvent nécessaire de disposer de procédés de regroupements 
permettant de répartir les données en catégories afin de mieux comprendre les phénomènes 
sous-j acents. 
C'est précisément le rôle de la classification par regroupement de calculer les groupes 
(clusters) de données. La classification par regroupement vise, en particulier, à nommer les 
classes, à résumer les données. Les données appartenant à une même classe reçoivent le 
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même nom et leurs propriétés communes sont celles de la classe. Il est difficile de donner une 
défmition concise de la classification par regroupement [Hartigan 1975, Jain & Oubes 1988]. 
On se contentera d'indiquer que la classification par regroupement est une technique de 
partitionnement ou de regroupement d'objets basée sur les mesures de distances et de 
similarités [Berkhin 2002; Jain & Oubes 1988]. TI existe deux grandes familles de méthodes: 
le regroupement par hiérarchie et le regroupement par partition [Asselin de Beauville & 
Kettaf 2005]. 
3.3.1 CLASSIFICATION PAR REGROUPEMENT HIÉRARCHIQUE 
L'objectif d'un regroupement hiérarchique est de représenter l'ensemble n des objets à 
classer par un ensemble de parties hiérarchiquement emboîtées. La méthode consiste à 
effectuer une suite de regroupements en agrégeant à chaque étape les objets ou les groupes 




ABCDEF o E F 
(a) (b) (c) (d) 
Figure 3.4 : Exemple de regroupement hiérarchique 
Il existe deux types de méthodes hiérarchiques: les méthodes agglomératives (bottom­
up) et les méthodes descendantes (top-down) [Jain & Oubes 1988]. On s'intéresse ici au 
regroupement hiérarchique ascendant. Son principe algorithmique est comme suit (figure 3.4, 
52 
de l'itération (a) à l'itération (d)) : d'abord, chaque objet est considéré comme représentant 
d'une classe; l'étape qui suit consiste à trouver la paire de classes de plus grande similarité et 
à les agréger en utilisant une similarité entre un groupe et un objet et/ou entre deux groupes 
(voir les lignes rouges de l'exemple à la figure 3.4). Ce processus est répété jusqu'à ce que 
tous les objets soient classés dans une même classe (itération (d)). 
Le résultat est représenté par un dendogramme, c'est-à-dire un diagramme qUi 
enregistre les séquences de fusion. 
3.3.2 CLASSIFICATION PAR REGROUPEMENT PAR PARTITION 
L'approche la plus fréquemment utilisée par les méthodes de regroupement par partition, est 
celle qui optimise des critères dépendants des distances entre objets et centres de classes 
(inerties), ou représentant unique de classes, en utilisant une procédure itérative de type 
recherche du gradient. L'algorithme de partitionnement typique est K-Means [Hartigan 
1975 ; Hartigan & Wong 1979] (où le représentant est le centroïde, soit la moyenne pondérée 
des points de la classe) et sa variante floue, Fuzzy K-Means [Zadef 1965]. L'idée de base de 
l'algorithme est de commencer par une partition initiale, puis à l'étape t, disposant d'une 
solution pl , on recherche dans l'espace des partitions possibles une partition pt+l meilleure 
(ou au moins égale) que pl au sens du critère que l'on s'est fixé. On réitère ce processus 
jusqu'à sa stabilisation. 
Une autre méthode de classification par partition est la famille des méthodes de 
partitionnement probabiliste [Jain & Dubes 1988; Berkhin 2002; Asselin de Beauville & 
Kettaf 2005]. Ces méthodes utilisent l 'hypothèse sur la distribution des objets à classifier. Par 
exemple, on peut considérer que les objets de chacune des classes suivent une loi normale. Le 
problème qui se pose alors est de déterminer quels sont les paramètres des lois (moyenne, 
variance) et à quelle classe les objets ont le plus de chances d'appartenir. C'est la démarche 
notamment de l'algorithme paramétrique espérance-maximisation (EM) appliqué aux 
modèles de mélange de distributions [Dempster et al. 1977]. 
Du fait que ces méthodes n'ont pas été utilisées dans nos travaux, elles ne seront pas 
développées davantage par la suite. Cette brève présentation a toutefois son intérêt pour 
souligner l'analogie entre ces méthodes de classification machine et le modèle des prototypes 
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de catégorisation discuté à la section 2.3.1.3. Lire par ailleurs, la section 3.5, "Analogies entre 
méthodes de classification et modèles cognitifs". 
3.4 MÉTHODES PROBABILISTES 
Les méthodes probabilistes proposent un grand spectre de modèles, allant d'une simple 
distribution à une grammaire stochastique complexe en incluant plusieurs distributions de 
probabilité implicites. Lorsqu'un type de modèle est choisi, les paramètres du modèle doivent 
être inférés à partir des données. 
Pour inférer les données, plusieurs stratégies peuvent être employées (se référer pour 
plus de détails, à Ripley [1996] et MacKay [1992]) dont l'estimation du maximum de 
vraisemblance et l'estimation bayésienne. Elles ont pour but de classer les modèles en 
fonction de leur vraisemblance P(DonnéesIModèle) pour la première, et de leur probabilité a 
posteriori P(ModèleIDonnées) pour la seconde. Définissons au préalable, le cadre 
probabiliste bayésien qui sert de lien entre lesdites estimations probabilistes. 
3.4.1 CADRE PROBABILISTE BAYÉSIEN 
En statistique inférentielle, le théorème de Bayes est utilisé pour mettre à jour ou actualiser 
les estimations d'une probabilité ou d'un paramètre quelconque, à partir des observations et 
des lois de probabilité de ces observations [Durbin et al. 2006]. Le théorème de Bayes énonce 
des probabilités conditionnelles: étant donné deux évènements A et B, il est possible de 
déterminer la probabilité de A sachant B, si l'on connaît les probabilités de A, de B et de B 
sachant A : 
p(AiB) =_p_(B.!....-IA_)P_(A_) (3.5)
P(B) 
Chaque terme de (équation 3.5) a une dénomination usuelle. Ainsi, le terme P(A) est la 
probabilité a priori de A. Elle est antérieure au sens qu'elle précède toute information sur B. 
Le terme P(AIB) est appelé la probabilité a posteriori de A sachant B. Elle est postérieure, au 
sens qu'elle dépend directement de B. Le terme P(BIA) , pour un B connu, est appelé la 
Jonction de vraisemblance de A. Et, le terme P(B) est appelé la probabilité marginale de B. 
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Du point de vue de l'apprentissage et de l'inférence, l'approche bayésienne introduit 
une description intuitive simple: si X implique Y, et Y est vrai, alors X est très plausible. 
L'approche bayésienne pennet, en effet, d'assigner un degré de plausibilité à n'importe 
quelle proposition, hypothèse ou modèle. Cette approche est en ceci remarquable qu'elle peut 
être prouvée au sens strictement mathématique, que c'est la seule façon consistante de 
raisonner en présence de l'incertitude [Baldi & Brunak 2001]. Et en ce sens, les axiomes de 
Cox-Jaynes [Jaynes 1994] suggèrent que les degrés de plausibilité satisfont les règles de 
probabilités. Par conséquent, les calculs de probabilité sont tout ce dont la machine a besoin 
pour inférer, sélectionner et comparer les modèles. 
3.4.2 ESTIMATION DU MAXIMUM DE VRAISEMBLANCE TREE-HMM 
L'estimation du maximum de vraisemblance (ML) est une méthode statistique courante 
utilisée pour inférer les paramètres de la distribution de probabilité d'un échantillon donné. 
Supposons que l'on souhaite inférer les paramètres () = {()i} d'un modèle M, à partir d'un 
ensemble de données D. La stratégie la plus évidente est de maximiser la probabilité 
P(DI(),M) à travers tous les paramètres e possibles de e. C'est ce qu'on appelle le critère du 
maximum de vraisemblance. Fonnellement, on écrit: 
e ML = argmax p(Dle,M) (3.6)
IJee 
De manière générale, lorsqu'on traite P(al/J) comme une fonction de a, on se réfère à 
une probabilité, et comme une fonction de fJ, on se réfère à une vraisemblance. Notons 
qu'une vraisemblance n'est pas une distribution de probabilité ni une densité, mais 
simplement une fonction de la variable fJ. Lorsqu'on se réfère à une probabilité, on effectue 
une estimation de la densité de distribution de la probabilité a posteriori ou estimation 
bayésienne. Lorsqu'on se réfère à une vraisemblance, on effectue une estimation de la 
fonction de vraisemblance ou estimation ML [Durbin et al. 2006, p. 312]. 
Les méthodes ML sont très gounnandes en temps de calculs machines. Par exemple, 
l'explosion combinatoire des topologies d'arbres à explorer limite ces méthodes à estimer un 
petit nombre de topologies. Certains auteurs, tel que Felsenstein [1981], proposent des 
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stratégies d'heuristique (e.g., algorithme de Pruning de Felsenstein [1981]) afin d'améliorer 
les performances des méthodes ML. 
Ls technique Tree-HMM combine un modèle probabiliste HMM (Hidden Markov 
Models) et une topologie d'arbre (Tree). Tree-HMM autorise deux processus stochastiques 
(ou chaînes de Markov, voir Annexe A.l): un dans le temps et un autre dans l'espace. 
L'architecture du modèle est donnée de facto par la topologie de l'arbre proposé a priori. À 
l'instar d'autres modèles HMM standard (Annexe A.2), le modèle Tree-HMM est défini, 
outre par une topologie d'arbre (Tree), par trois composantes HMM : les états initiaux, les 
probabilités d'émission et les probabilités de transition. Les Tree-HMM ont été introduites 
par Felsenstein et Churchill [1996] et Yang [1996] dont le but est d'améliorer les modèles 
phylogénétiques en autorisant les variations de vitesse de substitution propre à chacun des 
sites d'une séquence biologique. Suivant le même principe, mais de manière complémentaire 
(insertion/délétion au lieu de substitution), Diallo et al. [2006] ont développé une méthode de 
reconstruction ancestrale basée sur les scénarios d'insertions et de délétions de nucléotides 
(Indef). 
Etant donné un alignement* de séquences multiple A de longueur de région d'Indel L, 
sur un arbre phylogénétique T, un chemin "Tr dans le modèle Tree-HMM et une séquence 
d'états "Tr= 11:0, "TrI, ... , 11:L, 11:[+1> on a : 
L+1 
P(n,A) =P(no,Ao) TI e(A[i] 1nJ a(nilni-l) (3.7) 
i=\ 
où e(.) est la probabilité d'émission et a(.) est la probabilité de transition. Diallo et al. [2006] 
ont démontré que pour n'importe quelle reconstruction Â de A, on a L(Â) =P(n, A), où 
L(A) est la vraisemblance de Â, et "Tr le chemin correspondant à Â. Donc, 
maximiser P(n, A) revient à maximiser L(A) . 
3.4.3 ESTIMATION BAYÉSIENNE PAR ÉCHANTILLONNAGE MCMC-MH 
L'estimation bayésienne est une méthode statistique courante utilisée pour inférer la 
distribution de la probabilité a posteriori. Reprenons l'exemple des paramètres B = {Bi} de la 
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section précédente et supposons qu'il existe une distribution de probabilité à travers ces 
paramètres. La stratégie consiste maintenant à maximiser la probabilité P( 0rD,M) en 
conditionnant e à tous les modèles M possibles. Dans ce contexte, l'équation (3.5) du 
théorème de Bayes peut être exprimée à nouveau comme suit [Durbin et al. 2006] : 
p(BID M) = _p_(D-,-IB_,M----;-)_P_(B-'-IM_) (3.8) 
, p(DIM) 
où P( ~D,M) est la probabilité a posteriori des paramètres e sachant les données D et le 
modèle M, P(DI e,M) est la vraisemblance de e pour un D donné, P( ~M) est la probabilité a 
priori et P(DIM) est la probabilité marginale. 
La probabilité a priori est la connaissance préétablie de l'expérimentateur sur les 
paramètres e et le modèle M. Cette liberté de choisir une probabilité a priori fait des 
statistiques bayésiennes un sujet de controverse par moment. Mais Huelsenbeck et Ronquist 
[2001], Larget et Simon [1999] et Durbin et al. [2006], notamment, soutiennent qu'elle 
représente un cadre très commode, du moins en biologie, pour intégrer les connaissances 
préalables dans une estimation bayésienne. Des travaux en cours, par exemple Larget et al. 
[2005] ou Blanquart et Lartillot [2006] y défendent la même position. 
L'inférence de la probabilité a posteriori peut se faire suivant deux approches. La 
première consiste en la maximisation de la probabilité a posteriori (MAP). De manière 
analogue aux méthodes ML (équation 3.6), on cherche l'unique instance e du modèle 
maximisant la probabilité P( ~D,M). A cet égard, la méthode ML serait un cas particulier de 
l'approche MAP, pour lequel on considère toutes les réalisations du modèle comme a priori 
équiprobables [Kuhner et al. 1995]. Cependant, on est plus intéressé en analyse 
phylogénétique par la distribution elle-même, soit la densité de probabilité a posteriori en tant 
que fonction définie sur l'ensemble des réalisations du modèle [Blanquart & Lartillot 2006]. 
Or, le calcul des probabilités a posteriori des arbres phylogénétiques étant analytiquement 
impossible [Ronquist & Huelsenbeck 2003]. Il est donc nécessaire de recourir à des méthodes 
numériques permettant d'échantillonner la distribution de probabilité a posteriori. Ces 
méthodes d'échantillonnage constituent la seconde approche. 
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Les méthodes bayésiennes d'échantillonnage présentent elle-même plusieurs 
techniques différentes, à savoir: la transformation à partir d'une distribution uniforme [Feller 
1971], l'échantillonnage à partir d'une DiricWet l5 par rejet [Law & Kelton 1991], 
l'échantillonnage de Gibbs [Geman & Geman 1984] et l'échantillonnage par l'algorithme de 
Metropolis-Hastings (MH) [Metropolis et al. 1953; Hastings 1970]. La technique MH 
associée aux chaînes de Markov Monte Carlo est particulièrement utilisée pour l'estimation 
de la distribution de probabilité a posteriori des arbres phylogénétiques [Mau & Newton 
1997 ; Yang & Rannala 1997; Larget & Simon 1999]. Nous allons détailler cette technique 
dans la section qui suit. 
3.4.3.1 Echantillonnage MCMe 
La technique des chaînes de Markov Monte Carlo (MCMe) qui inclut les méthodes de Monte 
Carlo de marche au hasard (random walk) visent à échantillonner des distributions de 
probabilités inconnues. L'idée sous-jacente aux MCMC est qu'une chaîne de Markov 
(Annexe A.1), prenant la forme d'une marche guidée à travers l'espace multidimensionnel 
des paramètres, peut être utilisée pour estimer une distribution de probabilité en 
échantillonnant les valeurs de ces paramètres de façon périodique. L'approximation de la 
distribution sera d'autant plus exacte que le nombre de pas effectués par la chaîne de Markov 
sera élevé [Lewis 2001]. L'algorithme généralement utilisé en analyse phylogénétique est le 
Metropolis-Hastings (MH) basé sur les travaux de Metropolis et al. [1953] et Hastings 
[1970]. 
3.4.3.2 Algorithme de Metropolis-Hastings 
Posons e, le vecteur de N paramètres XII d'un modèle, e= {XI' XI '00" xN } et 
applicables à chacun des paramètres x" d'une réalisation e du vecteur de paramètres. Le 
mouvement (x"' dx~) permet la transformation de e en une réalisation e', et plus 
particulièrement de la valeur de son paramètre x" en une nouvelle valeur x;,. Le noyau 
15 En statistiques, une distribution de Dirichlet, noté Dir(a), est une famille de distributions de probabilités continues multivariée 
palâmén'ées par Je vecteur a de réels positifs, 
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stochastique MCMC (B, dB') peut être vu dans le cas général comme une application 
F(B) =B'. 
L'algorithme de Metropolis-Hastings est dit « de rejet ». Il permet d'accepter, ou de 
rejeter le nouvel état B', conditionnellement à la probabilité a posteriori de cet état. La 
décision d'acceptation/réjection est formellement exprimée comme suit : 
p(e'ID,M) x Q(e',de) ) 
PaccePler (e'le) = min ( l, 
p(eID,M) Q(e,de')	 (3.9) 
'-v---' '--v-' 
M(O,dO') H(O,dO') 
Le premier terme M (B, dB') est le rapport de Metropolis, c'est-à-dire le ratio des 
probabilités a posteriori du nouveau mouvement sur le mouvement courant (B, dB') : 
Mede' = p(Dle',M)/ p(DIM) x p(e'IM) 
(, ) p(Dle,M)/ p(DIM) p(eIM) 





En appliquant à la nouvelle formulation le théorème de Bayes (équation 3.8), le rapport des 
probabilités a posteriori (équation 3.10) est égal au rappolt des vraisemblances multiplié par 
le rapport des probabilités a priori. La probabilité marginale p(DIM) est une constante et se 
simplifie dans le rappOlt de Metropolis. Le second terme est le rapport de Hastings: 
R(e de') = Q(e',de) (3.11 ) 
, Q(e,de') 
Il s'agit d'une correction appoltée lorsque les mouvements (B,dB') ont des probabilités 
asymétriques d'être réalisés, Le rapport de Hastings se lit comme la probabilité Q(B, dB') de 
faire le mou vement retour (B', dB) compensant exactement la modification aller (B, dB') , 
sur la probabilité d'avoir effectué la modification aller. 
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Enfin, la probabilité d'acceptation du mouvement MCMC (e,de') est égale à 
min(1,M((),d()')xH((),d()'») , ce qui implique que si la modification d'un paramètre a 
permis d'améliorer la probabilité a posteriori du modèle, le rapport de Metropolis-Hastings 
est supérieur à 1 et le nouvel état B' est accepté avec une probabilité 1. Au contraire, si le 
mouvement MCMC produit un nouvel état e' de moins bonne probabilité a posteriori, le 
nouvel état est accepté avec une probabilité égale au rapport de Metropolis-Hastings. 
3.5 ANALOGIES ENTRE MÉTHODES DE CLASSIFICATION ET MODÈLES COGNITIFS 
Les méthodes de classification venant d'être exposées et comparées aux modèles cognitifs de 
catégorisation du chapitre II, présentent certaines analogies évidentes (tableau 3.1). 
D'abord, le concept de distances dans l'espace métrique (section 3.2.1) est équivalent 
au concept de distances dans l'espace psychologique dont nous faisions mention à la section 
2.3.1.1. Il est question en effet des même types de mesures (euclidienne, MaIÙ1attan, etc.) 
utilisées pour calculer à la fois les distances entre les objets dans l'espace métrique et les 
distances entre les stimuli dans l'espace psychologique (tableau 3.1 a). 
À remarquer également qu'il ya d'autres points de ressemblance entre les méthodes de 
distances et les modèles de catégorisation basés sur la similarité. Premièrement, entre le 
regroupement hiérarchique (section 3.3.1) et le modèle des exemplau'es (section 2.3.1.2), la 
tâche qui consiste, dans le premier cas, à classer tous les objets de n (ensemble d'objets), 
s'apparente à la tâche qui consiste, dans le seconde cas, à mémoriser tous les exemplaires 
(ensemble des stimuli) (tableau 3.1 b). Ensuite, comme mentionné par ailleurs, entre la 
méthode de regroupement par partition (section 3.3.2) et le modèle des prototypes (section 
2.3.1.3), la même notion de centroïde est considérée respectivement comme le représentant 
de la classe et le prototype de la catégorie (tableau 3.1c). 
Soulignons que ceci est vrai lorsqu'on utilise le concept de distances. Mais lorsqu'on le 
considère suivant l'approche probabiliste (tableau 3.1 dl), le regroupement par partition prend 
la forme alternative de l'algorithme paramétrique espérance-maximisation (EM) (section 
3.3.2). De manière similaire, avec l'approche probabiliste, la description du modèle des 
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prototypes rejoint celle du modèle d'inférence bayésienne (tel que le modèle rationnel, voir 










(distances entre stimuli) 
Modèle des exemplaires 
(mémorisation de tous les 
exemplaires) 
Modèle des prototypes 
(centroide = prototype de la 
catégorie) 
Modèle rationnel 
(inférence par typicalitej 
Modèle rationnel 
(prédiction à partir des propriétés 
observables) 
Modèle causal 








(a)(distances entre objets) 
Classification par hiérarchie 
(classement de tous les objets) (b) 
Classification par partition 
(centroide = représentant de la (c) 
classe) 
Classification par partition ­
algorithme EM (d,)(approche probabiliste) 
Estimation bayésienne 
(échantillonnage de propriétés a (d2)posteriori) 
Estimation du maximum de 
vraisemblance (ML) suivant le 
modèle Tree-HMM (e) 
(structure de chaînes de Markov) 
Tableau 3.1 : Modèles cognitifs versus méthodes de classification 
Note: l'approche de distances et l'approche probabiliste (mentionnées dans le 
tableau ci-dessus) constituent, avec l'approche de parcimonie, trois ensembles de 
méthodes utilisées en analyse phylogénétique. Nous nous sommes surtout intéressés 
dansle cadre de notre étude aux deux premières approches (lire par ailleurs la section 
3.6.3.1). 
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De même, les méthodes d'inférence probabiliste sont semblables à plus d'un titre aux 
modèles basés sur l'inférence, à savoir: [1] La méthode d'estimation bayésienne (section 
3.4.3) et le modèle rationnel (section 2.3.2.1) : les deux utilisent le même théorème de Bayes. 
La méthode de classification bayésienne l'utilise pour échantillonner les probabilités a 
posteriori d'un modèle sachant les données observées disponibles. Alors que le modèle 
cognitif rationnel l'utilise pour prédire ou identifier les étiquettes de catégorie (ou autres 
propriétés) non observables à partir des propriétés qui peuvent être observées (tableau 3.1 d2) ; 
[2] La méthode d'estimation du maximum de vraisemblance (ML) Tree-HMM (section 3.4.2) 
et le modèle causal (section 2.3.2.2) : si Tree-HMM est structuré par des chaînes de Markov 
où le passage des états est conditionné par les probabilités de transition et d'émission, le 
modèle causal est, quant à lui, structuré par des chaînes causales où l'état d'effet est 
conditionné par les probabilités c, met b de cause à effets (tableau 3.le). 
Par ailleurs, notons également le fait que certains auteurs utilisent des termes 
(intentionnellement) flous tels que l'apprenant ou l'enseignant [Duda et al. 2001; 
Ghahramani 1999] (section 3.1.2) pour désigner tantôt une machine tantôt une personne. 
Finalement, au vu des exposés dans les deux chapitres, l'approche de catégorisation 
humaine et l'approche de classification machine présentent à biens des égards une similitude 
certaine. 
3.6 ApPLICATIONS EN ANALYSE PHYLOGÉNETIQUE 
Nous poursuivons dans cette partie, la description de la façon dont les méthodes de distances 
et les méthodes probabilistes ont été appliquées dans nos travaux de classification des 
bactériophages (chapitres IV et V). 
3.6.1 VUE GÉNÉRALE DES MÉTHODES UTILISÉES 
Pour une plus grande clarté, nous proposons d'aborder le sujet avec une vision d'ensemble 
d'utilisation des différentes méthodes au cours des nombreuses étapes d'analyse 
phylogénétique. 
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Méthodes probabilistes Méthodes de distances 
Nom Fonction Nom Fonction 
Calculs des Pennet de calculer 
Reconstruction dissimilari tés les dissimilarités 
d'arbre (traitement ad hoc) inter-génomiques 
Estimation Pennet de Classification Permet de 
bayésienne reconstruire l'arbre hiérarchique (NJ) reconstruire l'arbre 
(MrBayes) phylogénétique phylogénétique 
Optimisation de Pennet de détecter 
Détection THG distances R&F des THG 
(HGT-Detection) 
Estimation ML Pennetde 
Reconstruction suivant le modèle reconstruire les 
ancestrale Tree-HMM séquences de 
(Ancestor) protéines 
ancestrales 
Tableau 3.2 : Méthodes utilisées dans l'analyse phylogénétique 
Les méthodes de distances et les méthodes probabilistes sont rangées en colonne 
suivant leur type (tableau 3.2). On trouve des méthodes suivies entre parenthèse des noms de 
programme (terme générique par la suite, pour désigner logiciels, outils et autres 
implémentations ad hoc). Pour chaque méthode, on associe une brève description de la 
fonction de traitement phylogénétique. Ces méthodes sont par ailleurs, rangées en ligne en 
fonction des trois phases d'analyse phylogénétique: la reconstruction d'arbre, la détection de 
THG et la reconstruction de séquences ancestrales. 
En détaillant les trois phases d'analyse phylogénétique, on décrit diverses opérations 
de traitement qui nécessitent pour chacune des programmes spécifiques. La figure 3.5 
présente un schéma général d'utilisation des méthodes. 
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ANALYSE PHYLOGÉNÉTIQUE 




composé de séquences protéiques de bactériophages)
 
RECONSTRUCTION D'ARBRES OE-GEN ~ RECONSTRUCTION D'ARBRES D'ESPÈCES 
AVEC MRBAYES AVEC NJ 
Ré~ Rér& 
Comparaison manuelle 
our trouver le "meilleur" arbre 
OÉTECTlON DES THG 
RECONSTRUCTION ANCESTRALE 
Êtat de Iraitement c::J 
Fonction de transition ~ 
Chaine de traitements 
Référence méthodologique R~ 
Figure 3.5 Schéma général montrant les différentes opérations de traitements phylogénétiques 
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La figure 3.5 montre les principaux programmes: MrBayes, NJ, HGT-Detection, 
Ancestor, traitements ad hoc (en ovale plein) et les références méthodologiques associées (de 
(a) à (g) en triangle). Le but de l'analyse est de trouver l'arbre phylogénétique d'espèces avec 
les statistiques de transferts horizontaux de gènes et l'arbre phylogénétique d'espèces avec 
les séquences de protéines ancestrales reconstruites (en gras sur la figure 3.5). 
Les sections subséquentes détaillent l'emploi des différentes méthodes qui vont se 
rapporter successivement au schéma général via les références indiquées sur la figure 3.5 (en 
lettre rouge entourée de triangle bleu: a, b, c, ... , g" g2)' 
3.6.2 ApPLICATIONS DES MÉTHODES DE DISTANCES 
Le concept de distances a été utilisé pour calculer les dissirnilarités inter-génomiques entre 
les espèces. Avec les dissimilarités inter-génomiques comme intrant, le programme 
Neighbor-Joining (NJ) [Saitou & Nei 1987 ; Studier et Keppler 1988] basé sur la méthode de 
classification hiérarchique ascendante a été utilisé pour reconstruire l'arbre phylogénétique 
des bactériophages. Ensuite, le principe d'optimisation par les distances topologiques de 
Robinson et Foulds implémenté dans le programme HGT-DetectioniT-Rex a été utilisé pour 
détecter les transferts horizontaux de gènes. 
3.6.2.1 Coefficients de corrélation 
Pour mettre en œuvre une classification d'un ensemble de séquences (ou données), il est 
important de considérer les propriétés, les traits caractéristiques et les variables décrivant ces 
séquences afin de détenniner les distances qui les séparent. La figure 3.6 illustre un ensemble 
de n observations sur un ensemble de le variables dans X . La comparaison des variables 
consiste à mesurer, deux-à-deux, la similarité/dissimilarité entre les variables dans X. 
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de deux Variables 
variables en ...................... 
fonction de la 
similarité 1 











































Figure 3.6 : Comparaison de variables en fonction de la similarité/dissimilarité des observations 
Les similarités les plus classiques sont calculées à partir de la covariance entre vecteurs 
X. La valeur absolue de la corrélation est un indice de similarité. Plus la ressemblance entre 
séquences est grande, plus l'indice de similarité est petit (inversement, plus l'indice de 
similarité est élevé). Il est facile de transformer une similarité en dissimilarité par 
complémentation à l [Leclerc 1996 ; Asselin de Beauville & Kettaf 2005]. 
Parmi les principaux coefficients de corrélation, celui de Jaccard (appelé aussi 
Tanimoto) est sans doute l'un des plus communément utilisée en biologie [Duda et al. 2001 ; 
Mirkin & Koonin 2003 ; Glazko et al. 2005]. Le coefficient de corrélation de Jaccard est 
formulé comme suit : 
XJ .. = IJ 
IJ Xli +X)j -Xij (3.12) 
où X ij . Xii et X jj sont respectivement les produits scalaires de XiX j . XiXi et X jXj . 
Dans nos travaux, on s'était intéressé en particulier aux variables de type vecteur 
binaire. Chaque variable X représente une espèce de bactériophage étudiée. Soient deux 
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nombre de groupes de données appelés VOG*, chaque composante des vecteurs Xi et X j 
indique la présence ou l'absence d'un gène dans les VaG (section 4.2.2.1). Les corrélations 
ont été calculées suivant le principe de similarité entre deux vecteurs binaires lequel est basé 
sur les quatre nombres suivants: 
nombre de caractéristiques communes aux deux 
vecteurs, 
nombre de caractéristiques possédées par le vecteur i et Xi:IOIO 1 1 0 1 
non par le vecteur j, ~: 1 100 1 0 l 0 
nombre de caractéristiques possédées par le vecteur j et
 
non par le vecteur i,
 
nombre de caractéristiques que ne possèdent ni le
 
vecteur i ni le vecteur j.
 
Avec des vecteurs binaires, le coefficient de corrélation de Jaccard (équation 3.12) est 
transformé comme suit: 
(3.13) 
3.6.2.2 Dissimilarités inter-génomiques 
Nous montrerons, au prochain chapitre, un exemple de classification de séquences de 
protéines de bactériophages. Les distances entre les espèces de bactériophages ont été 
mesurées grâce aux dissimilarités inter-génomiques. Le calcul de ces dissimilarités a été 
effectué en fonction d'un coefficient de corrélation entre vecteurs binaires représentant les 
espèces. Outre le coefficient de corrélation de Jaccard (3.12) mentionné, la littérature [Mirkin 
& Koonin 2003; Dutilh et al. 2004; Glazko et al. 2005] suggère également d'autres 
coefficients tels que les coefficients de corrélation de Maryland Bridge et la Moyenne 
Pondérée: 
ME =_ --..!!....+_u_ (3.14)l(X x:Coefficient de Maryland Bridge: 
U 2 Xii X jj 
Coefficient de la Moyenne Pondérée: (3.15) 
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Tous les coefficients de corrélation mentionnés ont été successivement évalués dans nos 
travaux. 
La valeur J ij (équation 3.12) est comprise entre 0 et 1, et égale au nombre de bits à Un 
dans les deux vecteurs binaires, divisé par le nombre de bits à Un dans l'un ou l'autre des 
vecteurs [G1azko et al. 2005]. Le coefficient de Maryland Bridge représente la proportion 
moyenne du recouvrement dans les deux vecteurs comparés. La valeur MBij (équation 3.14) 
est le nombre de gènes partagés, normalisé par la moyenne harmonique de la taille du 
génome [Mirkin & Koonin 2003]. Autre variante, la valeur de la Moyenne Pondérée 
WAij(équation 3.15) est le nombre de gènes partagés, normalisé par la moyenne pondérée de 
la taille du vecteur [Dutilh et al. 2004]. 
Une matrice de dissimilarités inter-génomiques a été calculée par le programme ad hoc 
que nous avons implémenté, à partir d'une matrice binaire de présence / absence de gènes 
(voir la figure 3.5a de la section 3.6.1, page 63). 
3.6.2.3 Reconstruction phylogénétique avec NJ 
Une fois les dissimilarités inter-génomiques calculées, elles servent aux méthodes de 
classification pour reconstruire un arbre phylogénétique. Dans un arbre phylogénétique, 
seules les distances additives sont considérées. Deux algorithmes d'inférence phylogénétique 
basés sur les méthodes de classification hiérarchique ascendante sont communément utilisés: 
Unweighted Pair-Group Method using Arithmetic averages (UPGMA) [Sokal & Michener 
1958] et Neighbor-Joining (NJ) proposé par Saitou et Nei [1987] et modifié par Studier et 
Keppler [1988]. 
Basé sur la plus simple des méthodes de distances, UPGMA reconstruit l'arbre à partir 
d'une matrice de distances d'évolution. UPGMA utilise la technique de lien moyen (average 
linkage) pour calculer les distances moyennes inter-groupes afin d'agréger (agglomérer) les 
groupes entre eux, et produire un arbre final enraciné et ultramétrique. Bien qu'il soit simple 
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et performant, l'hypothèse d'horloge moléculaire*,'6 utilisée par cet algorithme n'est en 
général pas valide, voire rejetée [Lepage et al. 2006], et par conséquent cela limite son intérêt 
en pratique. NJ présente une alternative bien plus populaire parmi les phylogénéticiens. Car il 
vise à corriger les faiblesses de la méthode précédente en éliminant l'hypothèse d'horloge 
moléculaire. C'est une méthode qui utilise un algorithme d'approximation pour reconstruire 
l'arbre en recherchant la paire de feuilles voisines i et} qui minimise la longueur de l'arbre, 
pour finalement, les joindre ensemble. 
Le calcul des plus proches voisins peut être résumé ainsi: étant donné un arbre T avec 
des longueurs de branches l;, on peut le reconstruire à partir des distances deux à deux entre 
ses feuilles {dij} La recherche des feuilles i et} les plus proches voisines consiste à calculer 
la distance minimale di}, moins les distances moyennes de toutes les autres feuilles (r; + rj ) 
[Durbin et al. 2006] : 
(3.16) 
où k est le nœud parent (interne) des deux feuilles i et} et ILl est la taille de l'ensemble L des 
feuilles actives (à l'étape de l'itération de l'algorithme). Durbin et al. [2006, p. 190] ont 
prouvé que la paire de feuilles i et} pour laquelle Di} est minimal sont les voisines les plus 
proches. 
L'algorithme NJ suit le procédé agglomératif, introduit par Sattah et Tversky [1977], 
qUI, à chaque étape, sélectionne une paire de taxons à agglomérer. Lors de cette 
agglomération, le nouveau nœud créé remplace les deux nœuds sélectionnés et la matrice de 
distances est réduite en remplaçant les distances aux deux nœuds agglomérés par celles au 
nouveau nœud créé. Contrairement à UPGMA, NJ produit un arbre fmal non enraciné et 
additif, et autorise des taux de substitution différents sur les branches. La faible complexité 
polynomiale de NJ, O(n\ où n est le nombre d'espèces, lui permet de traiter de très grands 
16 L'hypothèse d'évolution qui satisfait l'ultramétricité de distances consiste à poser que les taux de mutation ou les vitesses de 
changements sont identiques sur toutes les branches de l'arbre et donc que la distance est proportionnelle au temps d'évolution. 
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jeux de données. De nombreuses simulations informatiques [Kulmer & Felsenstein 1994; 
Nei 1991; Ota & Li 2000] ont montré que NJ est une méthode de reconstruction 
phylogénétique relativement fiable. En outre, NJ est statistiquement consistent sous de 
nombreux modèles d'évolution [Gascuel1997 ; Atteson 1999]. Il existe d'autres méthodes de 
distances dont Bio Neighbor-Joining (BioNJ) [Gascuel 1997], FITCH [Felsenstein 1997] et 
Method ofWeighted least-squares (MW) [Makarenkov & Leclerc 1999]. 
Dans cette étude, l'arbre phylogénétique d'espèces des bactériophages a été reconstruit 
avec NJ implémenté dans le package PHYLIP [Felsenstein, 2004], à partir de la matrice de 
dissimilarités inter-génomiques (voir la figure 3.5b de la section 3.6.1, page 63). 
3.6.2.4 Principe d'optimisation de RF dans la détection de THG 
Après avoir reconstruit l'arbre phylogénétique des bactériophages et les arbres de chaque 
gène de protéine (ou simplement gène, par la suite) particulier, nous avons procédé à la 
détection des transferts horizontaux de gènes (THG) grâce aux teclmiques d'optimisation 
proposées dans le programme HGT-Detection [Makarenkov et al. 2008]. Ce programme 
propose des critères d'optimisation dont celui basé sur la distance topologique de Robinson et 
Foulds (RF) [Robinson & Foulds 1981]. En appliquant l'optimisation RF sur l'arbre 
d'espèces et l'arbre de gène, Makarenkov et al. [2008] ont démontré qu'il est possible de 
détecter des THG. Le principe d'optimisation RF dans la détection de THG sera développé 
plus en détail au chapitre suivant (section 4.3). 
Des statistiques de transferts THG inter et intra-groupes ont été calculées par 
confrontations de distances topologiques entre l'arbre d'espèces et les différents arbres de 
gène grâce au programme HGT-Detection (voir la figure 3.5c de la section 3.6.1, page 63). 
3.6.3 ApPLICATIaNS DES MÉTHODES PROBABILISTES 
Comme alternative à la méthode de distances NJ, le programme MrBayes a été utilisé pour 
reconstruire l'arbre phylogénétique d'espèces. Le principe du modèle Tree-HMM 
implémenté dans le programme Ancestor a été utilisé pour reconstruire les séquences de 
protéines ancestrales. 
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3.6.3.1 Reconstruction phylogénétique alternative avec MrBayes 
Lors d'une reconstruction phylogénétique, il est courant d'utiliser plusieurs familles de 
méthodes concurrentes afin de vérifier les résultats qu'elles donnent (i.e., l'arbre juste). Les 
méthodes du maximum de parcimonie l7 [Farris 1970; Fitch 1971], les méthodes du 
maximum de vraisemblance [Felsenstein 1981] et les méthodes bayésiennes [Huelsenbeck & 
Ronquist 2001] sont concurrentes aux méthodes de distances, telles que NJ discutée plus tôt. 
Sans occulter les deux premières méthodes citées qui pourraient être appelées à servir dans 
des développements subséquents, la méthode bayésienne a été retenue dans les présents 
travaux pour les avantages qu'elle semble appoliée (voir la suite du document). 
Bien qu'étant l'une des approches probabilistes parmi les plus anciennes, l'approche 
bayésienne, comparée aux autres méthodes, n'a été que récemment appliquée au problème de 
la reconstruction phylogénétique [Li 1996 ; Mau 1996 ; Rannala & Yang, 1996]. 
Soit T = {r, v, À} un arbre ( T ), une combinaison de longueurs de branches (v) et un 
ensemble de paramètres (À) d'un modèle d'évolution donné et D un ensemble des données. 
La distribution stationnaire est la probabilité a posteriori représentée ici par la probabilité 
conjointe de T, v et À. Le noyau stochastique MCMC peut être vu comme une application 
de J(T) =T', où (T, T') est une modification de la topologie, c'est-à-dire, un mouvement 
stochastique. En appliquant les équations (3.10 et 3.11), le rapport Metropolis-HastirIgs est 
exprimé comme suit: 
Rapport Ijelropolis Rapport Hastings 
~ 
MH(T T') ='p(DIT') X peT')' 
, P(DIT) peT) 
X P(T/T') 
p(T'iT ) (3.17) 
'-v-' '----v--' '-y----/ 
Ratio des Ratio des Ratio des 
vraisemblances priors etats proposes 
soit, le produit du ratio des vraisemblances (i.e., la vraisemblance du nouvel état T' sur la 
vraisemblance de l'état courant T) fois le ratio des probabilités a priori (i.e., la probabilité a 
priori du nouvel état T' sur la probabilité a priori de l'état courant T) fois le ratio des états 
17 Les méthodes du maximum de parcimonie paltent du principe que le meilleur scénario phylogénétique est celui qui minimise 
le nombre de substitutions nécessaires afin de rendre compte des données [FaITis 1970]. Pour une topologie particulière, on peut 
inférer le score de parcimonie comme le nombre minimum de substitutions nécessaires à la production des données observées. 
Palmi toutes les topologies possibles, on choisira celle dont le score est minimal. 
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proposés (i.e., la proposition du nouvel état T' sur la proposition de l'état courant T). 
Finalement, la probabilité d'acceptation d'un nouvel état T' est: 
A(T,T') =min(1, MH(T,T')) (3.18) 
Une variable aléatoire uniforme variant entre 0 et 1 est alors tirée. Si ce nombre est inférieur à 
MH, alors l'état proposé est accepté et T =T' , sinon la chaîne reste dans son état d'origine 
T . Ce processus est répété un très grand nombre de fois et la séquence des états visités fonne 
une chaîne de Markov qui peut être échantillonnée de façon périodique. Les différents états 
par lesquels passent les MCMC sont souvent désignés sous le tenne de générations. Les 
échantillons tirés de la chaîne de Markov représentent un échantillon de la distribution des 
probabilités a posteriori. Décrits ainsi, les échantillons de la chaîne de Markov fonnent la 
densité de probabilités conjointes des topologies, des longueurs de branches, et des 
paramètres du modèle de substitution {r, v, À} . 
S'il Ya convergence (section 3.6.4.2) vers un état stationnaire, une collection d'arbres 
est générée, et un arbre phylogénétique unique peut être désigné en calculant le consensus 
majoritaire. 
Les premières expériences phylogénétiques bayésiennes ont montré que les 
algorithmes MCMC-MH sont computationnellement plus efficaces que les méthodes du 
maximum de vraisemblance [Larget & Simon 1999]. Des avantages inhérents à ces méthodes 
sont la facilité d'interprétation des résultats (section 3.6.4.2) et la possibilité d'incorporation 
d'information a priori. 
De plus, il est possible de quantifier l'incertitude dans les hypothèses d'évolution 
[Larget et al. 2002, 2005]. Grâce à sa flexibilité qui permet l'analyse de jeux de données de 
taille conséquente sous des modèles d'évolution moléculaire de plus en plus complexes et 
incorporant un très grand nombre de paramètres [Ronquist & Huelsenbeck 2003; 
Huelsenbeck et al. 2004; Lartillot & Philippe 2004], l'approche bayésienne apparaît donc 
particulièrement prometteuse pour le futur de la reconstruction phylogénétique. 
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Reste que l'approche bayésienne est encore Jeune. Certains problèmes comme la 
compréhension de la relation entre valeurs de bootstrap (section 3.6.4.1) et probabilités a 
posteriori bayésiennes nécessitent clairement des études complémentaires [Delsuc & Douzery 
2004]. En particulier, l'évaluation de la sensibilité des méthodes bayésiennes à la distribution 
des paramètres définis a priori et au modèle d'évolution des séquences utilisé apparaît comme 
l'une des priorités. 
L'implémentation de ces algoritlunes dans des programmes tels que BAMBE [Simon 
& Larget 1998] et MrBayes [Huelsenbeck & Ronquist 2001] a contribué à l'essor actuel de 
l'approche bayésienne. Comme alternative à NJ, le programme MrBayes a été choisi pour la 
reconstruction phylogénétique. MrBayes a été utilisé pour inférer d'abord, à partir de la 
matrice binaire une collection d'arbres avant de retenir par consensus majoritaire (i.e., ne 
conserver que les groupes qui apparaissent souvent, soit ~50%) l'arbre phylogénétique 
d'espèces le plus probable (voir la figure 3.5d l et 3.5g j de la section 3.6.1, page 63). Puis, 
pour inférer, à partir des alignements de séquences de chaque gène particulier, les collections 
d'arbres avant de retenir par consensus majoritaire les meilleurs arbres phylogénétiques de 
gène (voir la figure 3.5d2 et 9g2 de la section 3.6.1, page 63). Notons que les alignements de 
séquences ont été réalisés préalablement par le programme ClustalW [Thompson et al. 1994]. 
Le point sur la collection d'arbres et l'arbre consensus sera discuté à la section 3.6.4.2. 
3.6.3.2 Principe de Tree-HMM appliqué dans la reconstruction ancestrale 
Après avoir reconstruit l'arbre phylogénétique d'espèces, nous avons procédé à la 
reconstruction des séquences ancestrales. La reconstruction ancestrale s'effectue en deux 
étapes: la reconstruction du scénario d'insertion et de délétion le plus vraisemblable et 
l'inférence des aminoacides (i.e., protéines) à chaque position des ancêtres où la présence 
d'un caractère a été prédite. Ces deux étapes ont été réalisées respectivement par les 
algoritlunes de Diallo et al. [2006] et Felsenstein [1981] implantés dans le programme 
Ancestor [Diallo et al. 2006]. Ancestor utilise le modèle Tree-HMM sous-jacent. Le principe 
de Tree-HMM appliqué dans la reconstruction ancestrale sera développé plus en détails au 
prochain chapitre (section 4.4). 
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Des séquences protéiques ancestrales ont été inférées à partir de l'arbre d'espèces, des 
arbres de gène particuliers et des séquences alignées des VOG grâce au programme Ancestor 
(voir la figure 3.5e de la section 3.6.1, page 63). 
3.6.4 TECHNIQUES DE VALIDATION DES RÉSULTATS 
Un des sujets de controverse est celui de l'évaluation de la confiance que l'on peut avoir en 
un arbre reconstruit, en un groupe de taxons trouvé ou en des longueurs de branches 
générées. 
Pour estimer le degré de confiance accordé aux nœuds d'un arbre phylogénétique, les 
méthodes de distances doivent recourir à une technique de validation par rééchantillonnage 
de données, alors que les méthodes bayésiennes proposent une réponse quasi naturelle grâce 
à la technique des arbres échantillonnés de facto durant l'inférence bayésienne. Les deux 
techniques seront présentées ici. 
3.6.4.1 Rééchantillonnage de données 
Les méthodes de distances ne peuvent utiliser directement la statistique classique dû au fait 
que les distributions de probabilité des paramètres à estimer sont généralement inconnues ou 
ne peuvent s'exprimer en termes simples [Darlu & Tassy 2004]. Une façon de contourner la 
difficulté consiste à faire appel à une technique usuelle de rééchantillonnage développée par 
Efron [1982], c'est-à-dire la méthode de Bootstrapl8. 
La méthode de bootstrap [Efron 1982; Felsenstein 1985] consiste à tirer au hasard 
avec remise un ensemble de K caractères parmi les K caractères constituant les données 
[Darlu & Tassy 2004]. Ce tirage se faisant avec remise, cela signifie que le nouvel 
échantillon, constitué, lui aussi, de K caractères, peut contenir des caractères présents 
plusieurs fois, car retirés après remise, et au contraire, d'autres caractères absents, n'ayant 
jamais été tirés. Cela revient à pondérer les caractères de manière aléatoire. Le nouvel 
échantillon (soit la pseudo-matrice binaire dans notre analyse) fait ensuite l'objet d'une 
analyse phylogénétique conduisant à l'obtention d'un arbre (soit le pseudo-arbre dans notre 
18 Le bootstt'ap est une méthode statistique pour tt'ouver la variance d'une mesure due à l'utilisation d'un échantillon fini de 
données sous-jacentes. Bien que cette méthode soit devenue cOl1unune en analyse phylogénétique, "interprétation des valeurs de 
boo!strap reste un débat ouvert [Soltis & Soltis 2003]. 
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analyse). Cette procédure de rééchantillonnage peut être effectuée N fois, suivie chaque fois 
par une recherche d'arbre. En fin de bootstrap, on est en possession de N arbres qui peuvent 
éventuellement être différents. 
Si l'on souhaite tester la robustesse d'un clade* ou monophylie* particulière (soit la 
ségrégation d'un ensemble particulier d'espèces sur sa propre branche, autrement dit, un 
ancêtre et tous ses descendants), il suffit de dénombrer combien de fois on le retrouve parmi 
les N arbres. Si l'on donne la valeur 1 à la présence et 0 à l'absence du clade que l'on souhaite 
tester, le paramètre testé est l'occurrence du clade. Par exemple, un clade retrouvé dans 95% 
des échantillons signifie qu'il y a 5 chances sur 100 de se tromper en disant que le clade 
n'existe pas. D'autres techniques de rééchantillonnage dont Delete-halfJackknifing* et 
Permutation * [Efron 1982 ; Duda et al. 2001] peuvent aussi être utilisées. 
La technique de bootstrap a été appliquée dans notre analyse. Des pseudo-matrices 
binaires ont été générées par le programme SeqBoot inclus dans le package PHYLIP (voir la 
figure 3.5fl de la section 3.6.1, page 63). Puis, à partir des pseudo-matrices de distances, des 
pseudo-arbres ont été reconstruits par le programme NJ. Finalement, un arbre d'espèces de 
consensus majoritaire (i.e., ne conservent que les groupes qui apparaissent souvent, soit 
~50%) a été finalement généré par le programme Consens inclus dans le package PHYLIP 
(voir la figure 3.5f2 de la section 3.6.1, page 63). 
3.6.4.2 Génération de collections d'arbres 
Pour les méthodes bayésiennes, la validation est inhérente à l'approche proposée. En effet, 
ces méthodes génèrent une collection d'arbres dont l'information phylogénétique peut être 
résumée en calculant le consensus majoritaire. La fréquence avec laquelle les différents 
nœuds apparaissent dans les arbres visités représente leur probabilité a posteriori associée. 
Par rapport aux pourcentages de bootstrap (section précédente), les probabilités a posteriori 
bayésiennes présentent l'avantage d'être facilement interprétables statistiquement. Elles 
représentent en effet la probabilité qu'un clade donné soit vrai étant donné le modèle 
d'évolution, les probabilités a priori et les données considérées [Huelsenbeck et al. 2001]. 
Or, pour obtenir une collection d'arbres intéressants, c'est-à-dire avec de l'information 
phylogénétique, il faut que les échantillons tirés soient représentatifs, autrement dit, que les 
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chaînes MCMC convergent vers un état stationnaire. Pour qu'une chaîne de Markov puisse 
converger vers un état stationnaire, elle doit être irréductible (ce qui signifie que tout état est 
accessible à partir de n'importe quel autre état) et apériodique (ou acyclique, c'est-à-dire 
qu'elle ne doit pas boucler sur elle-même). 
Concrètement, cela signifie que dans un paysage multidimensionnel aussi complexe 
que celui associé aux problèmes phylogénétiques, les minimums locaux peuvent être 
potentiellement nombreux. Le but est d'éviter d'être piégé par ces minimums locaux. Pour ce 
faire, une variante de l'algorithme MH utilise un couplage de Metropolis des MCMC 
(MCMCMC ou MC3 pour Metropolis Coupling Markov Chain Monte Carlo). Cet algorithme 
permet d'utiliser n MCMC simultanément, dont n -1 sont dites chauffées de manière 
graduelle. Ces chaînes chaudes - utilisant un pas plus large - permettant une exploration plus 
vaste de l'espace des paramètres - sont utilisées pour guider la chaîne dite froide à partir de 
laquelle les inférences sont faites. L'utilisation conjuguée des deux types de chaînes permet 
de sortir d'un minimum local éventuel. L'utilisation de MC3 contribue ainsi à la réduction des 
risques de défaut de convergence des MCMC [Huelsenbeck & Ronquist 2001]. Le 
programme MrBayes implémente une version de cet algorithme. 
Parmi la collection d'arbres générés durant l'inférence bayésienne, les derniers arbres 
les plus stables ont été considérés dans le calcul de l'arbre consensus par le programme 
MrBayes avec l'option Consensus majoritaire. Le calcul de l'arbre consensus a été effectué à 
la fois, pour l'arbre d'espèces (voir la figure 3.5g, de la section 3.6.1, page 63) et tous les 
arbres de gène (voir la figure 3.5g2 de la section 3.6.1, page 63) respectivement à partir des 
collections d'arbres d'espèces et des collections des arbres de gène. De même, ces collections 
d'arbres ont été préalablement générées à la fois, à partir de la matrice binaire (voir la figure 
3.5d, de la section 3.6.1, page 63) et à partir des alignements de séquences de VOG (voir la 
figure 3.5d2 de la section 3.6.1, page 63). 
3.6.4.3 Autres sources de validation 
En complément aux différentes techniques statistiques de validation discutées, il est suggéré 
d'utiliser également d'autres sources telles que les classifications virales existantes basées sur 
d'autres critères (e.g., morphologie) et les informations diverses issues de la littérature 
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(fonction du gène, existence de gènes paralogues*, etc.). La confrontation avec ces autres 
sources d'informations permet de valider les résultats de reconstruction d'arbre obtenus. 
3.7 DÉFIS POUR LA PHYLOGÉNIE MOLÉCULAIRE 
Nous mettons ici en perspective les différents défis méthodologiques auxquels l'analyse 
phylogénétique contemporaine doit faire face. 
Voici quelques-uns des principaux défis méthodologiques actuels: [1] Reconstruire 
l'arbre phylogénétique qui représente le mieux possible l'histoire de l'évolution des espèces. 
La représentation traditionnelle se fait sous forme d'arbre binaire, mais les récents travaux en 
biologie tendent à démontrer, du moins pour les phages, qu'une topologie en réseaux serait 
plus appropriée [Liu et al. 2006]; [2] Estimer correctement les longueurs de branches 
notamment en fonction du taux d'évolution ou des dates de divergence [Lerat et al. 2003 ; 
Douzery et al. 2004] ; [3] Caractériser les processus complexes d'évolution, à savoir [3.i] 
Etablir les écarts entre l'évolution et l'horloge moléculaire [Lepage et al. 2006; Douzery et 
al. 2004], [3.ii] Détenniner la variation du taux d'évolution dans un arbre phylogénétique 
grâce aux modèles covariation [Galtier 2001], [3.iii] Décrire la coévolution entre site 
[Maddison 1997; Felsenstein 2006], [3.iv] Détecter les transferts horizontaux de gènes 
[Makarenkov et al. 2008] ; (4) Reconstruire les séquences ancestrales [Blanchette et al. 2007; 
Diallo et al 2006]. 
Les points [1], [3.iv] et [4], autrement dit, la reconstruction d'arbres et de réseaux 
d'espèces, les transferts horizontaux de gènes ainsi que la reconstruction de séquences 
ancestrales ont été traités dans cette étude sur la classification des bactériophages. Ces points 
vont faire l'objet de nos prochaines discussions dans les chapitres à venir. 
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19 Ce chapitre a fait l'objet de deux articles de publication [Nguyen et al. 2007a ; Nguyen et al. 2007b]. 
Voir aussi Annexes F.2 et F.3. 
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Les bactériophages sont des virus qui infectent les organismes des domaines Bacteria et les 
Archaea. Leur évolution est complexe à cause des mécanismes d'évolution réticulée 
comprenant le transfert horizontal de gènes et la recombinaison génétique. Une 
représentation phylogénétique sous forme de réseau est nécessaire pour interpréter l'histoire 
de l'évolution des phages [Liu et al. 2006]. 
Par ailleurs, la classification de ces microorganismes présente intrinsèquement d'autres 
difficultés dues, d'une part, à la non-conservation de gènes au cours de l'évolution [Rohwer 
& Edwards 2002], et d'autre part, à la diversité des tailles de leurs génomes [Liu et al. 2006]. 
Il existe plusieurs classifications des bactériophages [Jarvis et al. 1991 ; Büchen-Osmond 
2003; Maniloff & Ackermann 1998]. L'approche de classification développée pour les 
phages, adoptée au cours des dernières déceIllÙes, est basée sur les critères de morphologie et 
d'homologie des ADN. Par exemple, la grande majorité des phages Lactococcal lactis 
affectant des bactéries du lait, a été classée en trois principaux groupes: phage936, c2 et 
P335 [Deveau et al. 2006]. Dès lors, la plupart des études des phages tiennent compte de 
l'existence de ces groupes. Or, plusieurs travaux récents sur l'analyse comparative des phages 
semblent démontrer des incohérences dans les regroupements [Spinelli et al. 2005, 2006 ; 
IUcagno et al. 2006] et suggèrent de ce fait une révision du mode de classification actuelle 
[Deveau et al. 2006]. 
Dans cette étude, nous proposons une approche originale en trois principales étapes 
visant à établir la classification des phages : l'inférence phylogénétique, la détection de 
transferts horizontaux de gènes [Makarenkov et al. 2008] et la reconstruction de séquences 
protéiques ancestrales [Diallo et al. 2006 ; Blanchette et al. 2007]. 
Le présent chapitre est consacré à l'étude de la classification des bactériophages. Nous 
aborderons les différents aspects ayant traits à la problématique de classification des 
microorganismes. La discussion portera d'abord sur l'évolution des bactériophages et la 
reconstruction d'arbres phylogénétiques d'espèces et de gènes avec une méthode de distances 
(e.g., Neighbor-Joining [Saitou & Nei 1987; Studier et Keppler 1988]) et la méthode 
concurrente bayésienne (e.g., MrBayes [Huelsenbeck & Ronquist 2001]), suivi ensuite, de la 
détection des transferts horizontaux de gènes grâce à l'approche d'optimisation de distances 
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topologiques de Ronbinson et Foulds (e.g, HGT-Detection [Makarenkov et al. 2008]), et 
enfin, de la reconstruction de séquences de protéines ancestrales avec la méthode du 
maximum de vraisemblance Tree-HMM (e.g, Ancestor [Diallo et al. 2006]). 
Le premier et le troisième point sont soumis à l'hypothèse de l'évolution classique 
(i.e., par héritage vertical d'un ancêtre commun). Tandis que le deuxième point est soumis à 
l' hypothèse de l'évolution réticulée caractérisée notamment par les transferts horizontaux de 
gènes. 
4.1 EVOLUTION DES BACTÉRIOPHAGES 
Cette première partie présente les deux approches traditionnelles de l'analyse 
phylogénétique: la phénétique et la cladistique. La discussion porte également sur les 
représentations sous fonnes d'arbres et de réseaux dans le cadre d'évolution réticulée. Pour 
tenniner, l'accent et mis sur un cas particulier, les bactériophages dsDNA, le lien avec la 
reconstruction ancestrale et la façon dont nous obtenons les groupes VOG de séquences de 
génomes viraux. 
4.1.1 PHYLOGENÈSÉ ET REPRÉSENTATIONS 
La phylogenèse s'intéresse à la reconstruction de l'histoire de l'évolution des êtres vivants. 
La phylogénie moléculaire (i.e., arbre phylogénétique moléculaire) procède par comparaison 
de gènes d'ADN ou de protéines. Les données analysées consistent généralement en un 
ensemble d'organismes (taxons*), et pour chaque organisme en un ensemble de données 
moléculaires (e.g., les séquences). Pour reconstituer les liens de parenté entre êtres vivants, 
l'analyse phylogénétique procède selon deux techniques: la cladistique et la phénétique. Les 
relations de parentés entre des entités supposées avoir un ancêtre commun peuvent être 
représentées sous fonnes d'arbres et de réseaux. 
4.1.1.1 Cladistique et phénétique 
La cladistique 
En cladistique, on ne regroupe dans un taxon que les êtres vivants qui partagent des 
caractères homologues: lorsqu'une ressemblance entre deux taxons peut être attribuée à une 
ascendance commune, on parle d'homologie [source NCBI, voir lien en Annexe B]. La 
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cladistique repose donc sur l'identification (souvent difficile) de l'homologie des caractères. 
Elle est pertinente au niveau morphologique (et est donc le seul moyen de classer les espèces 
fossiles dont l'ADN est rarement conservé) comme au niveau moléculaire. L'homologie est la 
relation de deux caractères (morphologiques ou moléculaires) qui sont des descendants, le 
plus souvent par divergence, d'un caractère d'un ancêtre commun [Fitch 2000]. Les 
caractères orthologues* et paralogues sont des caractères homologues qui sont produits 
respectivement par spéciation de deux lignées, et par duplication de gènes dans l'une ou les 
deux lignées. Les caractères xénologues sont deux caractères orthologues tels que l'un ou les 
deux d'entre eux ont été transférés horizontalement (section 4.1.2) [Liu et al. 2006]. 
La phénétique 
La phénétique repose sur le postulat de base que le degré de ressemblance est corrélé au 
degré de parenté. Elle suppose donc de quantifier la ressemblance entre les êtres vivants à 
classer. Cette méthode se révèle peu pertinente lorsqu'on l'applique aux caractères 
morphologiques en raison des analogies* (e.g., les ailes d'Oiseau et de Chauve-souris 
présentent des caractères analogues mais ces espèces n'ont pas un proche ancêtre commun). 
En revanche, la phénétique devient pertinente dès lors que l'on compare un très grand nombre 
(au sens statistique) de caractères car le nombre de caractères analogues devient négligeable 
panni tous les caractères dont la ressemblance est effectivement due à la parenté. Jusqu'ici, 
l'expérience nous a enseigné que les organismes étroitement liés ont des séquences 
semblables (ou similitude), et inversement, les organismes plus éloignés ont des séquences 
différentes (ou dissimilitude). Par conséquent, les protéines ayant une conservation 
significative de caractères présentent une relation de parenté et sont qualifiées comme faisant 
partie de la même famille de protéines [source NCBI, voir lien en Annexe B]. 
Notons l'analogie du concept de similitude/dissimilitude de séquences avec le même 
concept discuté au chapitre II, sur la catégorisation humaine, en particulier sur la théorie des 
prototypes (section 2.1.2.1). 
L'utilisation conjointe de la cladistique et la phénétique 
Longtemps opposées, la cladistique et la phénétique sont aujourd'hui souvent utilisées 
conjointement comme étant deux méthodes indépendantes. L'utilisation conjointe de ces deux 
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approches ainsi que la confrontation des arbres obtenus a révélé l'existence dans la 
classification traditionnelle (i.e., la classification acceptée jusqu'à récemment qui s'oppose à 
la nouvelle classification phylogénétique basée sur les séquences biologiques) de nombreux 
groupes non fondés sur les liens de parenté, et qui sont donc considérés comme non 
légitimes, et ne devant plus être utilisés en taxonomie. A titre d'exemple, grâce à l'utilisation 
conjointe des deux méthodes, des changements ont été apportés dans l'arbre phylogénétique 
au niveau du groupe des reptiles. En effet, au sein de ce groupe étaient regroupés aussi bien 
les crocodiliens ou Crocodilia (en fait génétiquement proches des oiseaux) que les lézards, 
les serpents et les tortues (qui sont éloignés génétiquement des oiseaux). 
4.1.1.2 Représentations phylogénétiques 
La similitude moléculaire des organismes étudiés suggère fortement que tous les organismes 
sur terre aient un ancêtre commun20 [Mayr 1997]. Par conséquent, n'importe quel ensemble 
d'espèces est relié entre eux, et cette relation est appelée phylogénie. Les relations 
d'évolution sont normalement représentées par des arbres phylogénétiques. Mais, depuis 
quelques années, l'émergence des modèles en réseau viennent complémenter les modèles en 
arbre pour expliquer certains mécanismes d'évolutions réticulées (voir la section qui suit). En 
effet, selon McDade [1995], les outils d'analyse qui permettent de générer des topologies 
réticulées montrent de manière plus précise l'histoire hybride des organismes. Tandis que les 
méthodes traditionnelles appliquées à de tels cas peuvent produire des confusions dans les 
résultats puisqu'elles sont contraintes de générer seulement des patrons de type arbre. La 
tâche des phylogénéticiens consiste donc à inférer des arbres/réseaux à partir des 
observations des organismes existants. 
Les arbres/réseaux phylogénétiques peuvent être utilisés notamment pour trouver des 
caractères orthologues et paralogues, prédire la structure secondaire des RNA, étudier les 
relations hôte et parasite, aligner les séquences multiples. 
20 Ceci semble être en contradiction avec les transferts horizontaux de gènes (section 4.1.2 suivante). Nous ven·ons par la suite 
du document que l'ascendance ancestrale et les lIâosferts horizontaux de gènes se complète dans l'évolution des bactériophages. 
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4.1.2 EVOLUTION RÉTICULÉE ET TRANSFERTS HORIZONTAUX DE GÈNES 
L'évolution des êtres vivants a longtemps été modélisée uniquement à l'aide des arbres 
phylogénétiques. Dans un arbre phylogénétique, deux espèces sont toujours reliées par un 
chemin passant par leur ancêtre commun. Un tel modèle ne peut inclure des scénarios 
d'évolution réticulée. La recombinaison homologue, 1'hybridation, le transfert horizontal de 
gènes, la duplication d'un gène suivie de sa perte et l'évolution convergente sont les 
principaux mécanismes d'évolution réticulée [Legendre & Makarenkov 2002] (figure 4.1) . 
Bacteria f:ukarya .4rchaea 
Figure 4.1 : Un arbre réticulé ou un réseau d'espèces 
(Tirée de Doolittle 1999) 
Le transfert horizontal consiste en un échange direct de matériel génétique d'une lignée 
à une autre [Doolittle 1999]. Les bactéries et les Archées ont développé des mécanismes 
sophistiqués pour acquérir rapidement de nouveaux gènes à l'aide du transfert horizontal. Ces 
mécanismes ont été favorisés par la sélection naturelle par rapport à l'évolution génétique par 
mutations. Les trois principaux mécanismes de transfert de gènes sont (figure 4.2): la 
transformation par acquisition d'ADN directement de l'environnement, la conjugaison qui 
est enclenchée par des plasmides conjugaux ou par des transposons conjugaux, et la 
transduction par transfert d'ADN par bactériophages. Ces mécanismes peuvent introduire des 
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séquences d'ADN de l'espèce donneur ayant très peu de similitude avec le reste de l'ADN de 
l'espèce hôte. 
,Mécanismes d'échanges de genes 
Conjugaison 
Virus 
Figure 4.2 : Transfert horizontal de gènes par transformation, conjugaison et transduction 
(Adaptée de la figure originale localisée sur le site http://www.pitt.edu/-hehl/Research.hlmf) 
De plus, on ne peut pas exclure des phénomènes d'homoplasie (i.e., similarités au 
niveau de la morphologie, des séquences d'ADN ou de protéines qui ne sont pas dues à 
l'existence d'un ancêtre commun assez proche) dont l'analogie et l'évolution convergente. 
Ces phénomènes constituent une autre cause de transferts de gènes possible, et donc de 
confusion supplémentaire pour son interprétation. 
4.1.3 CAS D'ÉTUDE: LES BACTÉRIOPHAGES DsDNA 
Les bactériophages, en particulier les double-stranded DNA (dsDNA ou d'ADN à double 
brin), sont des virus qui infectent les bactéries et les Archées, et sont une des causes de 
mutations génétiques de ces derniers (figure 4.2). Depuis le séquençage récent d'un grand 
nombre de ces microorganismes, les chercheurs ont trouvé que les phages sont extrêmement 
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abondants, avec une concentration typique estimée autour de 10 millions de particules par ml 
dans l'eau de mer côtière et davantage encore dans d'autres milieux tels que les étangs d'eau 
douce, soit au moins 10 fois plus que des organismes cellulaires [Bergh et al. 1989; 
Wommack & Colwell 2000). Suivant ces estimations, la population globale des phages 
pourrait être de l'ordre de 1031 , et par conséquent, cela suggère que ces microorganismes 
soient la forme de vie la plus abondante sur terre [Hendrix 2002]. De multiple possibilité 
d'échange de gènes par des recombinaisons non homologues et des réarrangements de 
séquences à travers les recombinaisons homologues soumettent les phages à une évolution 
réticulée [Legendre & Makarenkov 2002]. 
Dans ce contexte, il est très difficile d'étudier l'évolution des phages en comparant 
uniquement leurs protéines (par homologie et/ou mesures de distances entre séquences) : on 
préfère ainsi effectuer des comparaisons des groupes de plusieurs gènes ou bien carrément 
des génomes entiers d'une espèce par rapport à une autre (section 4.1.6) [Receveur-Bréchot 
& Grob 2006]. En termes de modélisation, le modèle en arbre traditionnel n'est donc pas 
suffisant pour rendre compte de telle évolution. Il est nécessaire d'utiliser des modèles en 
réseaux [Liu et al. 2006). 
Finalement, les phages sont considérés comme des agents intéressants dans l'étude de 
transferts horizontaux de gènes entre les microorganismes [Canchaya et al. 2003]. De plus, 
du fait de leur modèle relativement plus simple en comparaison aux modèles des eucalyotes 
par exemple, les phages constituent un cas d'étude de choix. 
4.1.4 TAXONOMIE EXISTANTE DES BACTÉRIOPHAGES 
li existe plusieurs classifications des virus [Jarvis et al. 1991, Mauiloff & Ackermann 1998, 
Büchen-Osmond 2003). Par exemple, le comité international de taxonomie des virus ICTV 
(International Committee on the Taxonomy of Viruses) [Büchen-Osmond 2003], organisme 
de référence sur la taxonomie virale, reconnaît plusieurs groupes de phages, principalement 
sur la base des propriétés morphologiques partagées (tableau 4.1 de la section 4.1.6.2) telles 
que la forme, l'hôte infecté, la structure du virion libre, ainsi que des considérations sur la 
taille des génomes et les propriétés moléculaires comme l'homologie des ADN. 
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En plus d'être abondants dans la biosphère, les bactériophages jouent aussi 
d'importants rôles dans la pathogénie de bactéries [Wagner & Waldor, 2002] et dans la 
dynamique des génomes hôtes [Hendrix et al. 1999]. 
Ainsi, la difficulté spécifique due à la diversité du mode d'évolution réticulée et à la 
complexité de l'écosystème des sujets est telle qu'une classification exhaustive et de 
consensus n'est pas encore disponible. Par exemple, suivant les classifications déjà établies, 
la majorité des phages infectant les bactéries Lactococcal lactis (ou L. Lactis) 
appartiendraient à l'un des trois principaux regroupements: phage936, c2 et P335 [Deveau et 
al. 2006]. Or, plusieurs travaux récents sur l'analyse comparative d'un nombre croissant de 
séquences génomiques et de l'émergence récurrente de nouveaux phages virulents semblent 
démontrer des incohérences dans les regroupements [Spinelli et al. 2005, 2006 ; Ricagno et 
al. 2006 ; Deveau et al. 2006 ; Lawrence et al. 2002]. 
Notamment, l'équipe de Spinelli et al. [2005, 2006] a montré une certaine similitude 
structurale au niveau de la protéine Receptor Binding Protein (REP) des phages L. lactis, 
avec d'autres types de virus comme les adénovirui' et réovirui2 qui infectent les cellules 
des mammifères dont celles de l'homme (lire par ailleurs, la section 5.3.2.1., "Protéine RBP 
des phages L. Lactis"). Ces résultats semblent donc montrer que les virus éloignés sur le plan 
évolutif pourraient avoir des gènes ancestraux communs malgré le manque de proximité dans 
leurs séquences respectives [Ricagno et al. 2006]. En d'autres termes, les protéines 
responsables d'une même fonction dans différents organismes peuvent soit provenir d'un 
ancêtre commun ou d'une acquisition de gènes indépendante et spécifique à chaque lignée 
d'espèces. Par conséquent, les classifications des phages devraient également tenir compte 
des processus d'apparition des fonctions protéiques et l'évolution réticulée de certains gènes. 
Deveau et al. [2006] par exemple, suggèrent de réviser, du moins pour les phages affectant 
les bactéries L. Lactis, le mode de classification existante. 
21 Des adénovilUs qui regroupent une centaine de variétés, dont une quarantaine environ peuvent infecter l'homme. 
22 La famille des reoviridae comprend Il genres et inclut certains vilUS affectant entre autres le système digestif (tel que Je 
rotavirus), ou le système respiratoire. Ce sont des VilUS qui infectent les inveltébrés, les plantes et les veltébrés. 
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4.1.5 RECONSTRUCTION ANCESTRALE 
De manière générale, la reconstruction ancestrale permet d'étudier l'évolution des espèces, la 
sélection adaptative et la divergence fonctionnelle [e.g., Krishnan et al. 2004]. La 
reconstruction ancestrale tient compte de la recréation de protéines et de l'évolution d'ADN 
en laboratoire de sorte qu'elles puissent être étudiées directement [Chang et al. 2005]. Dans le 
cas des protéines par exemple, on tient compte de la recherche sur l'évolution actuelle de la 
structure et de la fonction moléculaire. De plus, la reconstruction ancestrale de protéines peut 
mener aux découvertes de nouvelles fonctions biochimiques qui ont été perdues au cours de 
l'évolution, c'est-à-dire, absentes dans les protéines modernes [Jermarm et al. 1995]. 
Les séquences de protéines renferment des informations sur leurs passés historiques 
[Pauling & Zuckerkandl 1963]. La similitude entre les séquences appartenant à une même 
famille de protéines peut être utilisée pour construire l'arbre d'évolution qui montre leurs 
degrés de parenté [Benner 2002]. Les séquences ancestrales peuvent être reconstruites en à 
partir des séquences observées existantes. Des dates peuvent être ainsi placées suivant les 
événements passés le long de l 'histoire moléculaire. Et, ces mêmes événements peuvent être 
corrélés avec les événements produits au cours de l'histoire géologique et paléontologique. 
De cette corrélation, enfin, on peut voir émerger une stratégie pour interpréter la 
protéornique. Autrement dit, si nous parvenions à comprendre le passé d'une protéine, nous 
pourrions mieux comprendre son évolution à nos jours [Benner 2001]. 
Dans cette étude, nous nous sommes intéressés en particulier aux fonctions protéiques 
et à la recherche de séquences ancestrales, appliquées plus spécifiquement aux séquences de 
protéines ancestrales de bactériophages (section 4.4). 
4.1.6 VOG - VIRAL ORTHOLOG GROUP 
Du fait que les bactériophages présentent une double caractéristique due à la variabilité de 
composition génétique et de tailles des génomes, nous avons choisi de considérer un 
ensemble de regroupements VOG (i.e., regroupement de gènes viraux orthologues, voir les 
détails dans les sections à venir) prédéfinis comme dormées initiales dans cette étude 
phylogénétique. 
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4.1.6.1 Variabilités de composition génétique et de tailles des génomes 
L'étude phylogénétique des bactériophages présente une double difficulté en raison de la 
grande variabilité à la fois dans la composition génétique et dans les tailles des génomes [Liu 
et al. 2006]. 
La première difficulté découle de la divergence totale des séquences protéiques 
[Rohwer & Edwards 2002]. La très grande variabilité dans la composition génétique des 
phages résulte de la profusion des échanges et le réassortiment de gènes par des 
recombinaisons homologues et illégitimes (non homologues). Ainsi, lorsque l'on compare les 
génomes d'une collection de virus phylogénétiquement proches, on observe des 
réassortiments de groupes de gènes (ou modules), si bien que les génomes comparés 
apparaissent comme des mosaïques de modules les uns avec les autres. La figure 4.3 montre 
un exemple de variabilité de composition génétique des phages Mu et SfV (famille 
Myoviridae) et des phages HK97, Lambda et N15 (famille Siphoviridae), mettant en 
perspective les modules homologues appartenant à des phages différents. 
Le lecteur est renvoyé à la section 5.1.2. "Représentation de l'arbre d'espèces" (figure 
5.3), où les regroupements trouvés par la présente étude représentent les phages Mu et SfV 
dans le groupe 19, et les phages HK97, Lambda et N15 dans le groupe 17. 
Par conséquent, à cause de cette variabilité génétique extrême, l'étude phylogénétique 
des phages n'est pas chose aisée. En effet, des marqueurs moléculaires qui fournissent 
habituellement un cadre pour la compréhension de la phylogénie microbierme tels que le RNA 
ribosomial et l'ensemble des protéines conservées de manière universelle [Wolf et al. 2002] 
ne sont pas applicables dans l'analyse d'évolution des phages à cause de l'absence de gènes 
uniques partagés par toutes les espèces [Rohwer & Edwards 2002 ; Liu et al. 2006]. 
0" o 
N15 Lambda HK97 SN Mu 
Siphoviridae Myoviridae 
Figure 4.3 : Variabilité de compositions génétiques
 
des phages Siphoviridae et Myoviridae.
 
Les modules homologues appartenant à des phages différents sont indiqués avec la même couleur
 
(tirée de Lawrence et al. 2002). 
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La seconde difficulté est due aux tailles très disparates des génomes (figure 4.4), qui 
sont de magnitude d'ordre 2 (le nombre de gènes codant en protéines varie de 8 (phage LoL5) 
à 381 (phage nt]), voir tableau C.3 en Annexe C), en comparaison aux procaryotes (de ~400 
à ~7 000 gènes) et aux eucaryotes (de ~4 000 à ~60 000 gènes), qui sont de magnitude 
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Figure 4.4 : Variabilité de tailles des génomes 
Plus la taille du génome (nucléotides) est importante plus il ya de gènes codants
 




Une alternative à la conservation de gènes uniques consiste à étudier l'évolution des 
phages basée sur le contenu en gènes, notamment sur l'information que l'on retirait des cas 
de gènes orthologues partagés par différents génomes. Il a été prouvé dans le cas des 
bactéries, que non seulement les arbres basés sur le contenu en gènes tendent à être similaires 
au consensus courant de l'arbre de vie [Wolf et al. 2002], mais également cela permet de 
mettre en lumière des événements évolutifs rares [Snel et al. 2005], voire de l'existence 
possible de nouveaux clades de bactéries [Wolf et al. 200 l]. Cependant, les arbres basés sur 
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le contenu en gènes ont leurs propres limites. La plus notable est certainement leur grande 
sensibilité aux méthodes utilisant les mesures de distances entre génomes. En particulier, on 
peut, à moins que les distances soient correctement normalisées (section 4.2.2.1), voir les 
bactéries de petits génomes et plusieurs génomes séquencés de parasites humains placés 
ensemble dans des clades artificiels. La correction de distances (ou normalisation par la taille 
des génomes) réduit l'ampleur du phénomène attraction de branche-courtes [Korbel et al. 
2002], et replace par conséquent les parasites près de leurs espèces, conformément au degré 
de similitude entre les séquences de gènes orthologues pris individuellement [Wolf et al. 
200 l, 2002]. La meilleure façon de normaliser les distances entre les génomes reste toutefois 
un débat ouvert [Mirkin & Koonin 2003]. 
Dans l'état actuel des connaissances, les deux approches d'inférence phylogénétique 
des phages seraient de combiner l'aspect informationnel basé sur le contenu en gènes avec 
correction de distances en normalisant par la taille, et l'analyse des alignements des 
séquences de protéines distribuées dans les génomes de plusieurs phages [Liu et al. 2006]. 
Grâce aux données VOG extraites de NCBI (section suivante), les regroupements des 
protéines orthologues apportent des données informationnelles (i.e., contenu en gènes) 
nécessaires pour résoudre une partie de la première problématique (i.e., la variabilité de 
composition génétique). L'autre partie consiste à normaliser l'hétérogénéité des tailles des 
génomes afm de corriger les distances entre les espèces (sections 4.2.2.1 et 4.2.2.2). La 
résolution de la seconde problématique consiste à aligner les séquences de protéines 
distribuées dans les VOG, et inférer l'arbre de gène relatif à chacun des VOG. Cette méthode 
d'alignement et d'inférence de gènes sera présentée plus loin à la section 4.2.3. 
4.1.6.2 VOG considérés pour l'étude 
La banque de données GenBank, hébergée sur le site du National Center for Biotehcnology 
Information (NCBI) dispose d'une base de données de groupements relatifs aux protéines 
virales. Cette ressource, nommée Viral COG - Clusters of Orthologous Groups (VOG) [Bao 
et al. 2004], fournit des molécules standard pour la recherche génomique virale. Les dorrnées 
disponibles proviennent de génomes complets présents dans GenBank. Les données VOG 
sont des séquences de protéines regroupées (c/usters) de manière prédéfinie en famille selon 
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la fonction protéique à laquelle elles sont associées. Un vaG comprend plusieurs séquences 
de gènes (au moins 4 dans notre cas) et autant d'espèces différentes afin de représenter un 
contenu informationnel (phageness [Liu et al. 2006]) suffisamment intéressante pour l'étude. 
Le contenu informationnel des VaG est utilisé dans les études dont le but est d'améliorer 
l'annotation fonctionnelle des nouvelles protéines. 
La façon de les regrouper est en soi une problématique non triviale, et reste un sujet de 
recherche à part entière. Sans rentrer dans le détail23 , voici les grandes lignes [Liu et al. 
2006]: [1] Prédiction de gènes: à partir des génomes complets de phages extraits de 
GenBanklNCBI, l'utilisation des algorithmes GeneMarkHMM, GeneMarkS, Violin24 
(référence de liens URL en Annexe B) [Besemer & Borodovsky 1999; Besemer et al. 2001] 
permet de prédire les Open Reading Frame (aRF), soit les marqueurs de gènes. Pour la 
même tâche, NCBI utilise plutôt la famille des algorithmes PSI-BLAST [Altschul et al. 1997, 
Schaffer et al. 2001]; [2] Recherche de gènes orthologues (i.e CaG): l'utilisation des 
algorithmes de la famille CaG dont Cognitor [Tatusov 1997] (référence de lien URL en 
Annexe B), permet de catégoriser en groupes de gènes orthologues. Les regroupements CaG 
sont adaptés pour les organismes tels que les eucaryotes, les unicellulaires, etc. mais non pour 
les virus ; [3] Regroupement en ciusters de gènes viraux (i.e., VaG) : les protéines virales 
sont comparées suivant leur profil (profile) via les algorithmes BLASTPIPSI-BLAST, à 
d'autres protéines des organismes non viraux qui sont déjà annotées (i.e., les protéines qui 
sont connues et décrites) dans les banques de données GenBank (Etats-Unis), EMBL 
(Europe) et DDJB (Japon). Les algorithmes BLASTP/PSI-BLAST permettent de regrouper 
en familles de protéines virales suivant les différents critères fonctionnels dont la 
conservation de domaine CDD (Conservation Domain Database) [Soding 2004]. 
Nous avons recensé en juillet 2006 sur le site NCBI (référence de liens URL en 
Annexe B), tout en s'assurant de la validité des références sur ICTV (référence de liens URL 
en Annexe B), 16325 génomes complets de bactériophages dsDNA issus de 8 familles 
23 Pour les intéressés, Bao et al. [2004] sont une bonne référence comme point d'entrée 
24 VIOLIN est spécialement conçu pour prédire les séquences de virus. 
25 En fait, NCBI en dénombre exactement 482 génomes complets de bactériophages dsDNA en date de juillet 2006, mais de ce 
nombre la plupart n'est pas encore reconnu (du moins, pas encore complètement annoté) par ICTV. 
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différentes et un ensemble de phages avec des annotations partielles (unclassified). Les 
séquences de protéines de 163 génomes distribuées dans 60226 regroupements VOG ont été 
extraites et considérées dans la présente étude (tableau 4.1.). 
26 NCB! en dénombre exactement 1007 regroupements VaG. De ce nombre, seulement 602 VaG ayant plus de n'ois espèces 
différentes regroupées sont phylogénétiquement intéressants à étudier. 
Par ailleurs, parmi les 602 VaG, certains ont plus d'un géne d'une espèce donnée dans le regroupement. Ces derniers ne sont 
pas consistants à étudier due à l'approche retenue de nonnalisation (voir section 4.2.2). Pour choisir le « meilleur» gène parmi 
les différents gènes de l'espèce dans le VaG, nous avons effectué d'abord toutes les combinaisons possibles comprenant un des 
gènes de l'espèces en question avec les gènes des autres espèces, puis pour chaque combinaison, nous avons effectué des 
alignements de séquences avec le programme ClustalW [Thompson et al. J994] lequel nous donne un score d'alignement. Nous 
avons finalement choisi la combinaison qui a le plus haut score. 
93 
Bactériophages dsDNA 
Source: Virosphere 2000 de /CTV, htlp://www.virustaxonomyon/ine.com/virtax//pext.d//?f=templates&fn=main-h.htm. 
Les génomes viraux peuvent être circulaires ou linéaires, et être composés d'ADN simple (ssDNA) ou double 
brin (dsDNA ou dsDNA-RT, i.e., à transcriptase inverse), ou d'ARN simple (ssRNA-/+, i.e., ssRNA antisens (3' 
à 5') / sens (5' à 3')) ou double brin (dsRNA). 
A noter que certains virus ssARN satellites possèdent des génomes d'à peine quelques centaines de paires de 
bases (pas plus de 0.22 kb pour le Rice yellow mollie virus [CoJJins et al. 1998]), tandis que certains virus géants 
dsDNA possèdent des génomes de plusieurs centaines de kilobases Uusqu'à 800 kb pour le Mimivirus d'amibe 
[La Scola et al. 2003]), et sont plus gros que certains génomes bactériens. 
Tableau 4.1 : Familles de bactériophages dsDNA 
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Dans notre étude, nous nous intéressons en particulier aux 163 phages dsDNA (tableau 
4.2): Myoviridae, Sipoviridae, Podoviridae, Tectiviridae, Corticoviridae, Plasmaviridae, 
Fuselloviridae, Lipothrixviridae et des phages dsDNA non annotés. 
.... -. ...
-"'- , ,1 ~ 




















dsDNA non annotés 15 
-. -- Iœ 
Recensement effectué sur NCB1 en juillet 2006 sur l'état des données statué par le site, le 12 avril 2004. 
Tableau 4.2 : Familles de bactériophages dsDNA étudiées 
4.1.7 ApPROCHE ORIGINALE DE CLASSIFICATION 
L'objectif de l'étude est de présenter une classification des bactériophages en tenant compte 
des deux hypothèses d'évolution: l'évolution classique de transmission verticale et 
l'évolution réticulée de transferts horizontaux de gènes. 
Notre approche originale se résume comme suit. Les données d'étude de départ sont 
des VOG et les résultats attendus sont: l'arbre phylogénétique d'espèces reconstruit, et les 
reports sur cet arbre sont des statistiques de transferts THG et des séquences de protéines 
ancestrales reconstruites tels qu'illustrés sur la figure 4.5. 
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Données initiales de l'étude	 Arbre d'espèces avec statistiques de THG 
et séquences ancestrales reconstruites au 
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Figure 4.5 : Classification des bactériophages 
Les illustrations de regroupements VOG sont censées être 
une simplification schématique de la figure 4.3. 
La figure 4.5 illustre la classification des 6 phages A, B, C, D, E et F. Partant des 
dOIUlées VOG réparties panni les 6 espèces et les regroupements de leurs gènes (partie 
gauche de la figure 4.5), le but est de classer ces espèces en arbre phylogénétique (pmtie 
droite de la figure 4.5) avec des statistiques de transferts THG et la reconstruction de 
séquences de protéines ancesh'ales reportées sur les nœuds internes représentant les ancêtres 
communs les plus proches (ACP). 
4.2 RECONSTRUCTION D'ARBRES PHYLOGÉNÉTIQUES DES BACTÉRIOPHAGES 
Les expériences et tests décrits ci-après ont été réalisés sur la plate-fonne d'inférence 
phylogénétique que nous avons développée. Nous avons produit d'abord l'arbre 
phylogénétique d'espèces des bactériophages, et ce suivant la méthode de distances et la 
méthode bayésieIUle, ensuite, l'arbre de gène pour chacun des 602 regroupements VOG par la 
méthode bayésieIUle. 
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La reconstruction d'arbre phylogénétique a généré une représentation suivant 
l'hypothèse d'évolution classique des bactériophages. Cette représentation en arbre ne tient 
évidemment pas compte des transferts horizontaux de gènes. 
La seconde partie de ce chapitre commence par une vue générale sur les différents 
cheminements de traitement, suit ensuite la description de la reconstruction d'arbre d'espèces 
et de gène. 
4.2.1 VUE GÉNÉRALE 
La figure 4.6 montre les cheminements pour reconstruire les arbres phylogénétiques 
d'espèces et de gène à partir des données VOG. 
Données VOG Normalisation/Alignement Arbre phylogénétique 
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Figure 4.6: Cheminements de la reconstruction d'arbres d'espèces et de gène 
Pour la reconstruction d'arbre d'espèces, on emploie d'abord une méthode de distances 
(i.e., NJ) puis de manière alternative, une méthode bayésienne (i.e., MrBayes). La génération 
d'arbre phylogénétique d'espèces par le programme NJ, implémenté dans le package 
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PHYLIP [Felsenstein, 2004], consiste à prendre en entrée la matrice de dissimilarités inter­
génomiques préalablement calculée, tandis que la génération d'arbre d'espèces par le 
progranune MrBayes, consiste à prendre directement en entrée la matrice binaire de 
présence/absence de gènes dans les regroupements VOG. 
Pour la reconstruction d'arbres de gène, on emploie, après avoir comparé les résultats 
obtenus des deux méthodes (section 4.2.2.6), la méthode bayésienne. La génération d'arbres 
phylogénétiques de gène par le programme MrBayes, consiste à prendre en entrée, pour 
chacun des 602 VOG, l'alignement de séquences de protéines réalisé préalablement par le 
programme ClustalW [Thompson et al. 1994]. Finalement, durant les tests de robustesse 
des arbres obtenus, on utilise les techniques de bootstrap dans le cas de NJ et de génération 
de l'arbre consensus sur la collection d'arbres dans le cas de MrBayes. 
4.2.2 RECONSTRUCTION D'ARBRES D'ESPÈCES 
4.2.2.1 Matrice binaire de présence/absence de gènes 
Le point de départ de notre analyse consiste à estimer les distances entre les génomes 
complets des espèces étudiées. Nous avons commencé par la construction d'une matrice 
binaire de présence et d'absence de gènes chez les espèces étudiées. Dans le cas des 
bactériophages, cette matrice comprend 163 lignes (i.e., nombre d'espèces) et 602 colonnes 
(i.e., nombre de regroupements VOG) contenant des 'l' (présence du gène dans le 
regroupement correspondant) et des '0' (absence du gène) (figure 4.7a). 
4.2.2.2 Dissimilarités inter-génomiques 
Pour mesurer les dissimilarités inter-génomiques, nous avons évalué différents coefficients: 
le coefficient de Jaccard [Glazko et al. 2005], le coefficient de Maryland Bridge [Mirkin & 
Koonin 2003] et la Moyenne Pondérée [Dutilh et al. 2004] (section 3.6.2.1). Les résultats 
obtenus étaient très similaires, compte tenu qu'il n'y a pas d'ordre a priori dans les 
regroupements VOG. Aussi, nous avons retenu arbitraitement pour la suite de l'étude, le 
coefficient de Jaccard pour le calcul de la matrice de distances (figure 4.7b). 
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(a) Matrice binaire de présence/absence de gènes dans les VOG 
VOG1 VOG2 VOG3 VOG4 VOG5 VOG6 VOG7 .... VOG602 
A 0 1 0 0 1 1 a 1 
B 1 a a 1 1 1 1 .... a 
C a 1 a a 1 a 1 1 
D a a 1 a a a a 
.... 
1 
E 1 1 a a a a a a 
F a a 1 a a 1 a .... 1 
.... • •• 1 .... .... .... 
Phage 1163 1 1 a a a a 1 .... a1 1 1 1 1 1 1 1 
(b) Matrice de dissimilarité inter-génomique 
A B C D E F 
A 0.3 0.1 0.8 0.2 0.3 0.7 
B 0.2 0.3 0.3 0.8 0.4 0.5 
1 c 0.1 0.6 0.1 0.9 0.7 0.2:> 
D 0.5 0.1 0.8 0.5 0.2 0.3 
E 0.9 0.2 0.7 0.8 0.1 0.7 
F 0.5 0.4 0.2 0.4 0.2 0.9 
Figure 4.7 : Matrices de présence/absence de gènes (a) et de dissinùlarité inter-génomique (b) 
4.2.2.3 Reconstruction d'arbre d'espèces avec NJ 
Une fois la matrice de dissimilarité calculée, elle a été utilisée en entrée du programme NJ 
lequel a permis d'inférer l'arbre phylogénétique d'espèces non enraciné. 
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L'arbre phylogénétique d'espèces inféré par NJ est présenté à la figure 5.1 b de la 
section 5.1.1, page 120. 
4.2.2.4 Reconstruction d'arbre d'espèces avec MrBayes 
L'emploi de la méthode concurrente bayésienne permet de confronter les résultats obtenus 
avec la méthode de distance précédente (i.e., NJ). Le programme MrBayes a été utilisé avec 
les options suivantes: [1] Une distribution uniforme de probabilité a priori (prset), [2] Un 
modèle de vraisemblance avec une vitesse de variation gamma (lset), [3] 2 millions de 
générations échantillonnées périodiquement à toutes les 100 générations, [4] Une température 
à 0.2, [5] 4 chaînes et 2 exécutions indépendantes. En résultat, on obtient 20 000 arbres. Un 
arbre de consensus a été inféré à partir des 1000 derniers arbres les plus stables (Le., 
générations stationnaires). 
L'arbre phylogénétique d'espèces inféré par MrBayes est présenté à la figure 5.la de la 
section 5.1.1 , page 120. 
4.2.2.5 Tests de robustesse 
Des tests de robustesse ont été effectués pour mesurer le taux de regroupements d'espèces 
présents dans les arbres obtenus respectivement par NJ et MrBayes. 
Dans le cas de NJ, l'évaluation de la stabilité des regroupements présents dans les 
topologies a été faite à partir des différents échantillons de la matrice binaire, générés par la 
technique de bootstrap (voir la figure 3.5fl et 3.5f2 de la section 3.6.1, page 63). Les 
différents échantillons aléatoires ont été obtenus à l'aide du programme SeqBoot inclus dans 
le package PHYLIP [Felsenstein, 2004]. Dans cette étude, 100 échantillons ont été générés. 
Suite à l'inférence phylogénétique de chacun des échantillons, un arbre de consensus a été 
finalement produit. Le programme Consense inclus également dans le package PHYLIP a 
servi à générer l'arbre consensus par la règle de consensus majoritaire (~50%). Lire par 
ailleurs, la section 3.6.4.1, "Rééchantillonnage de données". 
Quant à MrBayes, l'évaluation a été faite à partir des arbres a posteriori générés par la 
technique d'estimation bayésienne (voir la figure 3.5d, et 3.5g, de la section 3.6.1, page 63). 
Dans cette étude, 40 000 arbres ont été générés, mais seuls les 1000 arbres les plus stables ont 
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été considérés dans le calcul de l'arbre consensus. L'option Consensus dans MrBayes a servi 
à construire l'arbre consensus par la règle de consensus majoritaire (:2:50%). Lire par ailleurs, 
la section 3.6.4.2, "Génération de collections d'arbres". 
4.2.2.6 Sélection du meilleur arbre d'espèces 
L'arbre d'espèces peut être reconnu corrune robuste dans le cas de MrBayes avec des scores 
de probabilité a posteriori supérieur à 50% et une majorité proche de 100% (figure 5.2 de la 
section 5.1.2). Dans le cas de NJ, les scores de bootstrap ont été très variables, variant de 0 à 
100%. Il n'a pas été possible de ce fait, d'obtenir avec NJ un arbre consensus avec des 
regroupements d'espèces stables dans la plupart des cas. 
L'étape de sélection entre les deux arbres inférés retient naturellement l'arbre 
d'espèces généré par MrBayes. Par conséquent, le prograrrune MrBayes a été retenu pour la 
suite de l'étude. 
Le fait que l'arbre généré par NJ soit peu robuste s'explique sans doute par la 
technique d'échantillonnage de bootstrap qui modifie de manière aléatoire la matrice binaire 
initiale très sensible. Cette sensibilité trouve-t-elle son origine dans l'approche de 
regroupement VOG (section 4.1.6) ? Ceci est une question ouverte qui se prête bien à une 
analyse approfondie, mais qui ne sera pas couvette par la présente étude. A noter, toutefois, 
que la même matrice binaire a été utilisée avec succès par MrBayes. Tout ceci interpelle 
évidemment notre questionnement qui a été posé à la section 3.6.3.1 concernant la recherche 
de la relation entre les valeurs de bootstrap et les valeurs de probabilité a posteriori 
bayésiennes [Delsuc & Douzery 2004]. 
L'arbre NJ trouvera cependant son intérêt lorsque nous allons confronter l'arbre généré 
par NJ avec celui généré par MrBayes pour constituer des groupes d'espèces (i.e., clades) 
retrouvés dans notre analyse (voir la figure 5.1 de la section 5.1.1). 
4.2.3 RECONSTRUCTION D'ARBRES DE GÈNE 
Avec la méthode bayésienne choisie, il s'agit maintenant de reconstruire un arbre de gène 
pour chaque groupement VOG. 
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Le programme MrBayes a été utilisé pour inférer les 602 arbres de VOG (i.e., arbre de 
gène) à partir des alignements de séquences protéiques de 602 VOG qui ont été 
préalablement alignées avec ClustalW. Étant donné le nombre modeste de séquences, 7 en 
moyenne, dans un VOG, seuls 400 arbres ont été générés par groupe de VOG. Ce nombre 
d'arbres suffisent à atteindre l'état stationnaire généré par MrBayes. La totalité des 400 
arbres a été considéré dans le calcul de l'arbre consensus majoritaire. L'option Consensus 
dans MrBayes a servi à construire l'arbre de gène par la règle de consensus majoritaire 
(~50%) (voir la figure 3.5d2 et 3.5g2 de la section 3.6.1, page 63). Lire par ailleurs, la section 
3.6.4.2, "Génération de collections d'arbres". 
Bien qu'il ne soit pas pertinent de représenter les 602 arbres de gène (résultats 
intermédiaires) dans ce document, ils sont néanmoins disponibles sur demande. 
Les résultats que nous en retirions de ces expériences ont été mis à contribution dans la 
détection des THG (i.e., la confrontation de l'arbre d'espèces et chacun des 602 arbres de 
gène, voir la section suivante) d'une part, et d'autre part, dans la reconstruction de séquences 
ancestrales (i.e., qui utilise en entrée les 602 arbres de gène et alignements VOG, et l'arbre 
d'espèces, voir la section 4.4). Les représentations finales sont montrées respectivement à la 
figure 5.3 de la section 5.2.2, page 127, et à la figure 5.4 de la section 5.3.1.1, page 129. 
4.3 DÉTECTION DES TRANFERTS HORIZONTAUX DE GÈNES 
Les expériences et tests décrits ci-après ont été réalisés sur la plate-forme d'inférence 
phylogénétique que nous avons développée. Nous avons calculé les statistiques de transferts 
THG, en confrontant l'arbre d'espèces et les 602 arbres de gène. 
En complément à la reconstruction d'arbres phylogénétiques d'espèces et de gène de 
l'étape précédente, la détection des transferts horizontaux de gènes s'effectue par le biais 
d'une représentation en réseaux des espèces suivant l'hypothèse d'évolution réticulée des 
bactériophages. Pour le cheminement des traitements, voir la figure 3.5c de la section 3.6.1, 
page 63. 
Nous présentons ici les modèles de représentation en réseaux et la méthode avec 
laquelle la détection des THO inter/intra groupes a été réalisée. 
102 
4.3.1 MODÈLES DE REPRÉSENTATION EN RÉSEAUX 
Les THG sont décrits typiquement par le scénario hypothétique des transferts. Des modèles 
en réseaux sont nécessaires pour décrire ce geme de scénario. 
4.3.1.1 Scénario hypothétique 
Les transferts horizontaux de gènes sont caractérisés par des processus qui suppriment les 
barrières, les frontières entre espèces (en héritant d'autres espèces), de type unidirectionnel 
dans la majorité des cas (pas d'échange réciproque d'ADN), et qui peuvent impliquer 
plusieurs gènes ou seulement une partie d'un gène. Le transfert se fait par l'acquisition 
d'ADN ou via des virus (section 4.1.3). 
C'est aussi un processus caractérisé par SIX étapes importantes d'un scénario 
hypothétique de transfel1s [Eisen 2000 ; Ochman et al. 2000] (figure 4.9) : 
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Figure 4.8 : Les six étapes d'un scénario hypothétique 
Les six étapes d'un scénario hypothétique de transferts sont décrites comme suit [Eisen 
2000] : l'étape (a) : un gène évolue et il est adapté à l'espèce 1 ; l'étape (b): le gène est 
transféré de la lignée 1 à la lignée 2 via un vecteur (virus, accouplement, échange d'ADN); 
l'étape (c) : les gènes doivent être dans un fonnat adéquat pour la maintenance et l'évolution 
à long tenne face au mécanisme de spéciation de l'espèce 2; l'étape (d) : durant cette étape, 
le gène est soumis à la pression de la sélection quant à son utilité pour l'espèce (e.g., si le 
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gène est résistant aux antibiotiques, on le garde) ; l'étape (e) : le gène doit se répandre dans la 
population; l'étape (f) : c'est le processus d'évolution «amélioration» (i.e., adaptation à son 
nouveau milieu). 
4.3.1.2 Modèles en réseaux 
Le scénario hypothétique des transferts horizontaux peut être décrit par une approche de 
modélisation en réseaux. 
Il existe plusieurs approches de modélisation et de détection des transferts horizontaux. 
Page et Charleston [1998] ont décrit un ensemble de règles d'évolution devant être prises en 
compte lors de la modélisation des transferts. Mirkin et al. [1995] ont suggéré une méthode 
de réconciliation d'arbres permettant de combiner plusieurs phylogénies de gènes afin de 
recontruire un arbre d'espèces unique. Hallett et Lagergren [2001] ont proposé un modèle de 
détection de transferts permettant d'inscrire les phylogénies de gènes en phylogénie 
d'espèces. Boc et Makarenkov [2003] et Makarenkov et al. [2004] ont introduit deux 
méthodes de détection impliquant des scénarios uniques et multiples des transferts 
horizontaux. 
On a, parmi les modèles proposés, NeighborNet et SplitsTree [Bryant & Moulton 
2002; Huson 1998] et HGT-Detection [Makarenkov et al. 2008]. 
Le modèle implémenté dans le programme SplitsTree est basé sur la méthode de 
reconstruction de réseaux et de représentation combinant le principe de Split Decomposition 
[Bandelt & Dress 1992] qui transforme les distances d'évolution en une somme de 
bifurcations (splits) faiblement compatibles. 
Quant au modèle implémenté dans le programme HGT-Detection du package T-Rex 
(www.trex.uqam.ca). il est basé sur la méthode de réconciliation topologique de Makarenkov 
et al. [2008] entre l'arbre de gène et l'arbre d'espèces, et la différence se traduit par l'ajout de 
branches THG supplémentaires dans l'arbre d'espèces pour produire fmalement une 
représentation en réseau. 
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Parallèlement à ces méthodes, malS dans la même veine, notons également le 
programme HGT-Simulator [Nguyen et al. 2005] qui, comme son nom l'indique, simule 
l'évolution des séquences d'ADN le long d'une phylogénie donnée, en générant 
aléatoirement les transferts horizontaux, tout en respectant certaines règles d'évolution 
biologiques de base dont l'interdiction de transferts sur la même lignée [Page & Charleston 
1998]. 
Pour un état de l'art sur les approches et modèles en réseaux, on peut se référer à 
Huson [2005] et Makarenkov et al. [2008]. Outre les modèles pré-cités, on recense aussi 
Median Networks [Bandelt et al. 1995, 2000], Median-Joining Networks [Foulds et al. 
1979 ; Bandelt et al. 1999], Molecular Variance Parsimony [Excoffier & Smouse 1994], 
Pyramides [Diday & Bertrand 1984] et Hiérarchies Faibles [Bandelt & Dress 1989]. 
4.3.2 DÉTECTION DE THG 
4.3.2.1 Méthode de détection 
Après avoir reconstmit l'arbre d'espèces et identifié les 22 groupes (voir la figure 5.1 de la 
section 5.1.1, page 120), le traitement se concentre à présent sur la détection des transfel1s 
THG à travers les mouvements d'échanges inter et intra-groupes. Nous avons retenu 
l'approche de détection proposée par Makarenkov et al. [2008]. 
Les méthodes de détection impliquant des scénarios partiels et complets des transferts 
horizontaux utilisent le concept de distances et sont basées sur la réconciliation des 
topologies des arbres d'espèces et de gène reconsttuits pour le même ensemble d'espèces. Le 
premier scénario suppose le transfert partiel. Il est basé sur le calcul et l'optimisation de la 
distance en longueur du chemin minimum dans un réseau Olienté. Dans ce modèle, l'arbre 
phylogénétique est transformé en un graphe connecté et Olienté dans lequel une paire 
d'espèces peut être liée par plusieurs chemins. Alors que le second scénario suppose le 
transfert complet: l'arbre d'espèces est graduellement transformé en arbre de gène par ajout 
de THG à chaque étape. Durant cette transformation, seules les topologies d'arbres sont 
considérées et modifiées. Bien que le second modèle soit moins général, un algolithme 
efficace et rapide est déclit pour résoudre le problème. 
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En ce qui concerne l'optimisation, deux critères sont proposés: le coefficient des 
moindres carrés et la distance de Robinson & Foulds (RF) [Robinson & Foulds 1981], l'un 
est métrique, l'autre est topologique. Selon Makarenkov et al. [2008], l'utilisation du critère 
topologique, comparé au critère métrique, donne de meilleurs résultats de détection. 
La distance topologique de Robinson & Foulds entre deux arbres phylogénétiques est 
égale au nombre minimum d'opérations élémentaires permettant de fusionner ou séparer les 
nœuds afin de transformer un arbre (e.g., T de la figure 4.9a) en un autre (e.g., T' de la figure 
4.9a). La distance de RF entre T et T' (figure 4.9b) est égale à deux opérations de 
transformation. Le transfert THG qui minimise la distance de RF entre les arbres 
phylogénétiques d'espèces et de gène peut être considéré comme le meilleur candidat pour 
réconcilier les phylogénies d'espèces et de gène. 
(a) 
A c D A E D 
B E B cT T' 
(b) 
cA c D A c D A D 
B E E B E 
T T' 
Figure 4.9: Calcul de la distance topologique de RF par fusion et séparation des nœuds
 
(Tirée de Boe et al. 2004)
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4.3.2.2 Algorithme de détection des THG 
La détection des THG a été effectuée, en utilisant le programme HGT-Detection, suivant une 
version améliorée de l'algorithme de réconciliation topologique entre l'arbre de gène et 
l'arbre d'espèces [Makarenkov et al. 2008]. HGT-Detection prend en entrée un arbre 
d'espèces et un arbre de gène pour le même ensemble d'espèces. Les THG sont ainsi 
calculés, en indiquant en sortie l'origine et la destination pour chacun des transferts inférés. 
Les principales étapes de l'algorithme heuristique pour identifier des THG sont les suivantes: 
Pas préliminaire 
Inférer les arbres phylogénétiques d'espèces et celui de gène, notés respectivement T et T'. 
Dans cette étude, l'arbre T est un arbre réduit de l'arbre complet construit pour 163 
bactériophages et contenant seulement les phages présents dans le VOG considéré. Les deux 
arbres doivent être enracinés (e.g., par la technique du point médian, midpoint). S'il existe 
dans Tet T' des sous-arbres identiques ayant au moins 2 feuilles, réduire la taille du problème 
en remplaçant dans Tet T' les sous-arbres identiques par les mêmes éléments auxiliaires. 
Pas 1 ... k 
Tester tous les THG possibles entre les paires d'arêtes dans l'arbre hl (Tk- i = T au Pas 1) à 
l'exception des transferts entre les arêtes adjacentes et ceux qui violent les contraintes 
d'évolution (pour plus de détails voir Page et Charleston [1998]). Choisir en tant que THG 
optimal, le déplacement d'un sous-arbre dans Tk- I qui minimise la valeur de la distance 
topologique de RF entre l'arbre obtenu après le déplacement de ce sous-arbre et de son 
greffage sur une nouvelle arête, c'est-à-dire l'arbre Tb et l'arbre de gène T'. Réduire ensuite 
la taille du problème en remplaçant des sous-arbres identiques, ayant au moins 2 feuilles, 
dans l'arbre transformé Tk et l'arbre de gène T'. Dans la liste des THG retrouvés, rechercher 
et éliminer les THG inutiles en utilisant une procédure de programmation dynamique de 
parcours en arrière. Un transfert inutile est celui dont l'élimination ne change pas la topologie 
de l'arbre Tk . 
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Conditions d'arrêt et complexité algorithmique 
L'algoritlune s'arrête quand la distance de RF devient égale à 0 ou quand aucun autre 
déplacement de sous-arbres n'est possible suite à des contraintes biologiques. 
Théoriquement, une telle procédure requiert O(kn4) opérations pour prédire k transferts dans 
un arbre phylogénétique à Il feuilles. Cependant, due à des réductions inévitables des arbres 
d'espèces et de gène, la complexité pratique de cet algoritlune est plutôt O(kn\ 
4.3.3 REpORT DES TRANSFERTS THG 
La figure 4.10 illustre la confrontation entre l'arbre d'espèces T et l'arbre de gène T' pour le 
même ensemble d'espèces (i.e., A, B, C, D, E et F). Les arbres T et T' n'ont pas la même 
topologie au niveau des espèces B, D et F (partie gauche de la figure 4.10). Les trois 
transferts THG transforment successivement T en T + THG), puis en T + THG2, et finalement 
en T + THG3, ce qui est équivalent à la topologie T' de l'arbre de gène au départ (partie 
centrale de la figure 4.10). On obtient en résultat un arbre d'espèces ayant détecté trois 
transferts caractérisés par un THG de l'espèce A à l'espèce D, un THG de l'espèce E à 
l'espèce B et un THG de l'espèce C à l'espèce F (partie droite de la figure 4.10). 
Au total, 1451 transferts THG ont été détectés au cours de notre analyse en combinant 
les arbres de gène (602) et les arbres d'espèces (163). Il était donc impossible de tous les 
représenter sur une même figure. Par conséquent, nous les avons mis sous forme de tableaux 
de statistiques (voir tableau 5.2 de la section 5.2.1.2, page 125), et les avons reportés sur la 
figure 5.3 de la section 5.2.2, page 127. 
A noter que parmi ce nombre, il y a aussi des transferts entre espèces n'appartenant à 
aucun groupe de clades identifié. Les résultats finaux des statistiques de transferts inter et 
intra groupes sont montrés à la figure 5.2 de la section 5.2.2, page 122. 
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Figure 4.10 : IUustration de 3 THG par confrontation d'arbres d'espèces Tet de gène T' 
(Tirée de Boc et al. 2004) 
4.4 RECONSTRUCTION ANCESTRALE 
Les expériences et tests décrits ci-après ont été réalisés sur la plate-forme d'inférence 
phylogénétique que nous avons développée, Nous avons généré les séquences de protéines 
ancestrales, en confrontant l'arbre d'espèces, les 602 arbres de gène et les alignements de 
séquences des 602 VOG, 
En complément à la reconstruction d'arbres phylogénétiques d'espèces et de gène, 
amSl qu'à l'alignement des séquences des 602 VOG, effectués préalablement, la 
reconstruction de séquences de protéines ancestrales produit des séquences ancestrales 
suivant l'hypothèse d'évolution classique par héritage vertical des bactériophages. Pour le 
cheminement des traitements, voir la figure 3,5e de la section 3.6,1, page 63. 
109 
La reconstruction des séquences protéiques ancestrales s'effectue en deux étapes: 
reconstruction des ancêtres et représentation des séquences obtenues dans l'arbre d'espèces 
déjà construit. 
4.4.1 ApPROCHE 
Si le problème de reconstruction ancestrale suivant les scénarios de substitution a toujours été 
bien étudié (e.g., Felsenstein [1981]), celui suivant les scénarios d'insertions et de délétions 
(Inde!), en revanche, a retenu moins d'attention. Cette section présente les scénarios Indel et 
la recherche du scénario le plus vraisemblable (IMPL). 
4.4.1.1 Scénarios Indel 
Deux principales approches sont possibles pour la reconstruction du scénario le plus 
parcimonieux des Indels [Diallo et al. 2006] : l'approche selon le critère de parcimonie et 
l'approche selon le critère de vraisemblance. 
Approches de parcimonie et de vraisemblance 
L'approche de parcimonie a été introduite par Fredslund et al. [2004] et Blanchette et al. 
[2004]. Le principe consiste à essayer de trouver la reconstruction ancestrale avec correction 
phylogénétique qui minimise le nombre total d'insertions et de délétions. Cette approche a 
été montrée NP-difficile [Chindelevitch et al. 2006]. De plus, elle ne propose qu'une seule 
solution en sortie et ne fournit pas de mesures d'incertitude aux différents endroits de la 
reconstruction. 
Quant à l'approche de vraisemblance, elle considère la reconstruction Inde! comme un 
problème de type probabiliste, similaire à celui décrit par le modèle de Thorne-Kishino­
Felsenstein [Thome et al. 1992]. Le principe consiste à définir la probabilité de transition 
entre une rangée d'alignement et sa rangée descendante. Diallo et al. [2006] ont proposé via 
les techniques combinant l'arbre phylogénétique et les HMM (soit Tree-HMM) de trouver 
des scénarios Indel ayant le maximum de vraisemblance afin de résoudre le problème appelé 
IMLP -Indel Maximum Likelihood Problem. 
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Illustration du scénario Indel 
La figure 4.11 illustre une reconstruction ancestrale suivant le scénario Inde!. Les entrées 
consistent en un alignement multiple Indel en format binaire obtenu à partir des séquences 
orthologues (i.e., les séquences dans les VOG dans notre cas) d'espèces A, B, C, 0 et E (sur 
la partie gauche de la figure 4.11, les gaps ('-') sont remplacés par des ('0') et les caractères 
par des (' 1')), ainsi qu'une topologie et des longueurs de l'arbre phylogénétique (scénario 
Indel, sur la partie centrale). Les sorties consistent en un ensemble de séquences incluant des 
insertions et des délétions, placées le long des nœuds de l'arbre. 
Seq. Orthologues Alignem1:mt muLtipLe Scénario Reconstruction 
t:l.lignement multiple Indel Indel Ancestrale 
dei (,,21 • s (6.6)1234567 1234567 dei (3.4), ins (5.7~
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B • T - - A • 0 01Û0: ' 01 
1•••• ~ 
··········0111000 
C -10c--- ..... 0111000 dei 1:2.4) •••••••• 0111000 
..\ + 1111000 ~:~~~::: mnn~~ iIlS(l,l ) 
Figure 4.11 : Illustration du scénario Indel 
(Adaptée de Dialla et al. 2006) 
Les zones en pointillées dans l'alignement multiple Indel indiquent les délétions, et les 
zones grisées indiquent les insertions dans le scénario Indel. Le scénario Indel spécifie les 
différentes opérations d'insertion et de délétions (e.g., del(2,2), ins(6,6), del(3,4), etc.) le long 
des branches de J'arbre phylogénétique. La reconstruction ancestrale résultante est composée 
de séquences ancestrales binaires d'insertion et de délétion de nucléotides associées aux 
différents nœuds de l'arbre. 
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4.4.1.2 Problème IMLP 
Le problème IMLP est basé sur le modèle probabiliste où il est nécessaire de déftnir les 
probabilités de transition entre une rangée d'alignement A; et sa rangée descendante A;. 
Cette probabilité est en fait une fonction de probabilité des opérations d'insertion, de délétion 
et de conservation (quand il n'y a ni insertion ni délétion) qui s'est produite entre la séquence 
ancêtre et sa descendante. 
Formellement, étant donné un arbre T=(Vr, Er), de nœuds Vr, de branches Er et la 
longueur IL(b) pour chaque b de ET, on définit de manière raisonnable les probabilités de 
délétion, d'insertion et de conservation comme suit [Diallo et al. 2006] : 
PDe/Slarl (À(b)) =1- e-'II oJ.(b) 
~l/sSlarl (IL(b)) =1- e -'II,J.(b) (4.1 ) 
où lfIl et lfI D sont les paramètres relatifs à la vitesse d'insertion et de délétion. On suppose 
que la taille d'une délétion (respectivement d'une insertion) suit une distribution 
géométrique, où la probabilité d'une délétion de taille k est égale à a~-I(1-aD) 
(respectivement a:- I (1- al))' Ainsi, la probabilité pour que la rangée d'alignement A.: soit 
transformée en rangée d'alignement A; le long de la branche b peut être définie comme suit: 
Pr(A;IA.:,b) = rr PDe/Slarl (IL(b))· a~s,e)-I (1- aD))' 
(s,e):De/elion de A;a A; 
rr PlnsSlarl (IL(b))· a~(s,e)-I (l-a l ))· (4.2) 
(s,e):/nsertion de A;aA; 
rr P (IL(b ))/(s.e)
Cons 
(s ,e): COl/servalioll de A; a A; 
Finalement, le problème IMLP de reconstruction ancestrale est défini par le maximum 
de vraisemblance L(A'), soit : 
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L(A') = Il Pr(A;IA;,b) (4.3) 
b;(x.y)eEr 
Le problème IMLP peut être résolu par le biais du modèle Tree-HMM. 
4.4.2 RECONSTRUCTION DE SÉQUENCES ANCESTRALES 
Si le calcul du chemin le plus probable à travers le modèle Tree-HMM, et les algorithmes 
Viterbi ou Forward-Backward permet d'inférer le scénario Indel, le programme Ancestor 
permet, quant à lui, de compléter l'inférence Indel avec la prédiction de caractères de 
nucléotides ou d'aminoacides pour générer des séquences ancestrales. 
4.4.2.1 Calcul du chemin le plus probable 
Diallo et al. [2006] ont adapté l'algorithme de Viterbi standard [Durbin et al. 2006] (dont 
l'équation A.7 est donnée en Annexe A.2) pour calculer la vraisemblance du chemin le plus 
probable à travers le modèle Tree-HMM. Lire par ailleurs, la section 3.4.2, "Estimation du 
maximum de vraisemblance Tree-HMM" (équation 3.7). 
Pour diminuer la complexité exponentielle O(n32") due au nombre des états valides 
possibles, des optimisations ont été apportées dans l'adaptation de l'algorithme, en faisant 
des recherches, par le parcours préalable de l'arbre, des états valides réels: étant donné un 
alignement A, il est possible de calculer pour chaque colonne A[i], l'ensemble Si des états 
réellement valides qui peuvent émettre AU] avec une probabilité non nulle. 
Par ailleurs, un des avantages de l'approche du maximum de vraisemblance sur 
l'approche de parcimonie mentiOlmée plus tôt, est que celle-ci permet l'évaluation de 
l'incertitude relative à certains aspects de la reconstruction [Diallo et al. 2006]. Par exemple, 
il est utile de pouvoir calculer la probabilité qu'une base était présente à une position i d'un 
nœud ancestral donné u: Pr[,( [i] =liA] =LSeSos(tI);lr[Jr; =s\A]. Cela permet de calculer 
la probabilité de faire une prédiction incorrecte de la position donnée d'un ancêtre donné. 
L'algorithme Forward-Backward (dont l'équation est donnée en Annexe A.2, équation A.8) 
est un algorithme HMM standard [Durbin et al. 2006] qui permet justement de calculer la 
probabilité pr[Jri =s lA] [Diallo et al. 2006] : 
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Pr[n = sIA]= F(i,s) B(i,s) 
, " , s,F(i, s') B(i,s')L..Js e 1 
avec 
1, si i =°el s =c 
FU,s)= 0, sii=Oelsotc 
1
 (4.4)
e(A[i]ls). L" _ (FU -l,s'). a(sls'), si s > ° Si 1 
l, si i =L +1 el ! =c 
BU,!) = 0, si i =L +1 el! ot c 
s,~~(A[i + l]ls'). FU + l,s') . a(s'ls), si i < L +1I
où F(-) est le chemin calculé par l'algorithme FOl-ward (Annexe A2, équation AS), B(·) est 
le chemin calculé par l'algorithme Backward (Annexe A.2, équation A6), e(·) est la 
probabilité d'émission, a(·) est la probabilité de transition, L est la longueur d'Indel et s'est 
l'état qui précède l'état s. Les optimisations développées pour l'algorithme de Viterbi ci­
dessus peuvent être facilement adaptées à ce nouvel algorithme. Pour plus de détails, se 
référer à Diallo et al. [2006]. 
4.4.2.2 Génération de séquences protéiques ancestrales 
Au préalable, les séquences protéiques de chaque VOG ont été alignées en utilisant le 
programme d'alignement de séquences multiples ClustalW [Thompson et al. 1994]. Les 
arbres phylogénétiques représentant l 'histoire évolutive de chacun des VOG ont été 
reconstruits à l'aide du programme MrBayes. L'arbre consensus de gène a été inféré, puis 
emaciné, en utilisant la technique du point médian (midpoint). 
Étant dotll1é un alignement de séquences de régions orthologues et un arbre 
phylogénétique, la reconstruction de séquences ancestrales consiste à l'inférence, pour 
chaque nœud interne de l'arbre phylogénétique, des séquences génomiques correspondante. 
Cette inférence s'effectue en deux étapes: la reconstruction du scénario Indel le plus 
vraisemblable et l'inférence des séquences à chaque position des ancêtres où la présence d'un 
caractère a été prédite. Ces deux étapes ont été réalisées respectivement par les algorithmes 
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de Diallo et al. [2006] et Felsenstein [1981] qui sont implantés dans le programme Ancestor 
disponible à l'URL suivant : <www.mcb.mcgill.ca/~banire/ancestor>. 
La génération de séquences protéiques ancestrales a été effectuée pour chacun des 602 
VOG. Les séquences ancestrales obtenues sont représentées sur l'arbre d'espèce par le biais 
des nœuds internes en guise d'ancêtres communs les plus proches (ACP). Cette 
représentation permet d'identifier au cours de l'évolution les diverses apparitions de 
nouvelles fonctions associées aux protéines étudiées. 
4.4.3 REpORT DES SÉQUENCES ANCESTRALES 
La reconstruction de séquences ancestrales est illustrée à la figure 4.12 montrant la 
confrontation entre l'arbre de gène 1 (VaGI), l'arbre de gène 2 (VOG2) et l'arbre d'espèces 
(partie gauche de la figure 4.12). La séquence ancestrale g2 est l'ancêtre commun le plus 
proche des espèces A, B et C, et la séquence ancestrale g1 est l'ancêtre commun le plus 
proche des espèces A, F et D (partie centrale de la figure 4.12). Les deux séquences 
protéiques ancestrales gl et g2 sont reportées sur les deux nœuds internes de l'arbre 
d'espèces (partie droite de la figure 4.12). 
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Figure 4.12 : Illustration deux séquences ancestrales gl et g2 
représentées sur l'arbre d'espèces 
Avec l'arbre d'espèces produit précéderrunent (section 4.2.2.6) et représenté à la figure 
5.2 de la section 5.1.2, on en énumère 114 nœuds internes numérotés à partir de 0 (i.e., la 
racine). Ces nœuds internes représentent potentiellement des nœuds ACP d'ancêtres 
communs les plus proches. Corrune dans le cas des transferts THG, il était impossible de tous 
les représenter sur une même figure, d'autant plus que chaque ACP peut avoir une ou 
plusieurs séquences protéiques ancestrales. Par conséquent, nous avons reporté seulement les 
numéros des nœuds internes sur la figure 5.4 de la section 5.3.1.1. Les séquences ancestrales 
associées à chacun des nœuds internes sont listées en Annexe E. 
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4.5 CLASSIFICATION DES BACTÉRIOPHAGES 
De ce chapitre, nous retiendrons les points suivants: 
D'un côté, les bactériophages constituent l'un des groupes d'organismes les plus 
abondants dans la biosphère (section 4.1.3). Leur mode d'évolution est complexe et régi en 
partie par des mécanismes réticulés dont le transfeli horizontal de gènes (sections 1.1.1.3 et 
4.1.2). Ceci a sans doute pour conséquence des données observées caractérisées par des 
grandes variations à la fois dans la taille et la composition génétique des génomes (section 
4.1.6.1). 
De l'autre côté, le recensement des phages est toujours en cours et les classifications 
proposées sont nombreuses et diverses (section 4.1.4). La difficulté intrinsèque, due à la 
diversité des modes d'évolution et à la complexité de l'écosystème des sujets, est telle qu'une 
classification exhaustive et de consensus des bactériophages reste à établir. 
Nous avons présenté dans ce chapitre, une approche originale de classification des 
bactériophages qui combine les méthodes de détection des transferts horizontaux de gènes 
d'une part (section 4.3) et de reconstruction de séquences ancestrales d'autre part (section 
4.4). Les résultats expérimentaux montrés au chapitre suivant viendront souligner la 
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Cet ultime chapitre comprend les principaux résultats obtenus au cours de nos expériences. 
D'autres détails sont donnés en Annexes B, C, D et E qui seront référencés plus loin. 
La première partie présentera l'arbre phylogénétique des bactériophages qui nous a 
permis d'identifier 22 groupes de phages dont 12 référencés par l'organisme ICTV. La 
seconde partie est consacrée à la représentation de la détection des transferts horizontaux de 
gènes à travers les mouvements d'échanges inter et intra-groupes. La dernière partie 
consistera en la représentation de l'arbre d'espèces et des séquences protéiques ancestrales, et 
se focalisera plus spécifiquement sur l'exemple de la famille des phages infectant les 
bactéries du lait, les Lactococcal lactis. Notons que cet exemple qui consistera en fait en la 
comparaison structurale de protéine sera donné afm de souligner la pertinence des résultats 
obtenus sur la classification. Nous n'avons pas la prétention ici d'attaquer à la problématique 
de comparaison atomique des différentes protéines. 
S.l ARBRE PHYLOGÉNÉTIQUE DES BACTÉRIOPHAGES
 
On identifie les groupes en confrontant les arbres inférés, et on représente sur l'arbre
 




S.1.1 IDENTIFICATION DE GROUPES
 
Deux arbres phylogénétiques d'espèces ont été inférés par les programmes NJ et MrBayes.
 
Nous les avons confrontés afin de faire ressortir des groupes de clades. La figure 5.1 montre à
 
la fois les similarités et les différences entre les deux arbres.
 
Comme similarités, on peut noter qu'après confrontation, les regroupements des 
espèces sont semblables dans les deux arbres. On identifie ainsi 22 groupes d'espèces de 
tailles différentes variant de 3 (groupes 4, 9 et 10) à 10 espèces (groupe 14). De manière 
remarquable, les 22 groupes sont composés chacun des mêmes espèces identifiées dans les 
deux arbres. Les détails de la figure 5.1 sont donnés en Annexe D. 
La première différence des deux arbres réside dans leur topologie respective: l'arbre 
inféré par NJ est binaire alors que celui inféré par MrBayes admet des nœuds 
multibifurcations. La seconde différence est au niveau de la robustesse des arbres inférés. 
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Celui inféré par MrBayes (i.e., de la figure 5.1) est soumis aux tests de robustes tandis que 
celui par NJ (i.e., de la figure 5.1) ne l'est pas. Si on l'avait soumis aux tests de bootstrap 
(section 4.2.2.6), l'arbre inféré par NJ (i.e., qui n'est pas celui de la figure 5.1) ne donnerait 
pas de clades aussi consistants, tel gu 'on peut voir sur la figure 5.1, et donc ne peut être 
confronté avec l'arbre inféré par MrBayes pour identification de groupes. 
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Figure 5.1 : Les 22 groupes identifiés par confrontation des arbres générés par MrBayes et NJ 
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5.1.2 REpRÉSENTATION DE L'ARBRE D'ESPÈCES 
Comme cela a été discuté à la section 4.2.2.6, l'arbre d'espèces des phages inféré par 
MrBayes a été retenu parce qu'il donnait les meilleurs scores de robustesse. 
La figure 5.2 montre l'arbre phylogénétique d'espèces inféré par le programme 
MrBayes. Les scores de robustesse sont indiqués en rouge pour les arêtes internes, variant de 
50 à 100 % avec une grande majorité à 100 %. Ce qui confère un degré de confiance élevé 
quant aux groupes trouvés. 
La figure 5.2 a été dessinée à l'aide de l'outil de représentation d'arbres iTal 
(disponible sur: http://itol.embl.de) [Letunic & Brok 2007]. 
Note: le code de couleurs présenté ci-après correspond aux différentes familles de phages 
























Figure 5.2: Arbre phylogénétique d'espèces inféré par MrBayes 
Note: les 22 groupes sont les mêmes que ceux de la figure 5.1.
 
Cette représentation sphérique est plus lisible que celle de I.a figure 5.1.
 
Les groupes sont représentés par des triangles creux et pleins ainsi que des traits en 
gras. Globalement, l'arbre phylogénétique d'espèces incorpore un grand nombre de signaux 
phylogénétiques: au total, 116 sur 163 phages, c'est-à-dire 71 % des génomes étudiés, ont été 
classés dans 22 groupes avec des scores de probabilités a posteriori supérieur à 50%. Ces 
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groupes robustes (la plupart ont un score proche de 100%) contiennent entre 3 et 10 phages, 
avec une taille moyenne de clades de 6 phages. Certains groupes sont monophylétiques*, 
d'autres polyphylétiques. 
Plusieurs groupes monophylétiques, 12 (triangles pleins) sur 22, référencés par 
NCBIIICTV27 ont été retrouvés par notre analyse: Siphoviridae (groupes l, 2, 6, 8, 9, 10, 13, 
22), Podoviridae (groupes 14, 20, 21) et Myoviridae (groupe 4). Parmi les 10 autres groupes 
restant (triangles creux), 7 groupes en pointillés rouges sont composés de deux (groupes 3, 7, 
Il, 12, 15 et 17) voire trois familles de phages différentes (groupe 19). Ce sont des groupes 
polyphylétiques. Cela démontre-t-ill'existence de regroupements d'espèces qui n'ont pas été 
identifiés par les classifications classiques (e.g., NCBIIICTV) ? C'est peut-être une piste à 
explorer dans une étape subséquente. 
Cependant, plusieurs clades ou espèces seules demeurent non résolus. Cela est dû à 
l'absence d'information convergente au niveau du contenu en gène (i.e., VOG), traduit par la 
présence de différentes topologies associées à ces organismes parmi les arbres générés par 
MrBayes. Par ailleurs, on constate que la plupart des phages seuls ou appartenant à des petits 
clades font partie des espèces partiellement annotées (unclassified). Étant donné que cette 
étude a été basée sur les VOG lesquels ont été eux-mêmes formés à partir des gènes de 
phages (section 4.1.6.2), notre classification est dépendante du degré d'annotation des 
phages: plus celui-ci est conséquent plus la classification résultante est précise. 
5.2 REPRÉSENTATION DES THG INTER ET INTRA GROUPES DANS L'ARBRE D'ESPÈCES 
L'interprétation des THG revient à analyser manuellement les statistiques de transferts 
générées. La grande difficulté dans la détection de l'évolution réticulée, dont les THG font 
partie, vient du fait que n'importe quel signal contradictoire dans les données testées peut 
suggérer une réticulation. En effet, la non-additivité des distances peut s'expliquer par 
plusieurs facteurs, tels que par exemple, l'approche de regroupement des VOG (section 
4.1.6.2), ou, plus en amont, le problème de l'échantillonnage des données, voire aussi le 
séquençage des données intrinsèquement bruitées à la source, etc. 
27 Possibilité de vérifier avec le nom long des phages (Annexe C) aux adresses suivantes : 
NBCI : http://www.ncbi.nlm.nih.govfTaxonomy/Browser/wwwtax.cgi?id=35237&fi Itel=genome_filter&p=7, 
ou ICTV : http://www.ncbi.nlm.nih.gov/ICTVdb/Ictv/index.btffi. 
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Aussi, à défaut d'avoir une très grande précision dans la détection, l'objectif est de 
chercher à confirmer globalement les THG par des indications de principaux transferts 
horizontaux de gènes. De ces indications, il serait ensuite possible d'analyser un peu plus en 
détails les transferts THG avec l'aide des biologistes, notamment, du point de vue biologique 
et physiologique du problème. Notre ambition dans cette étude est de proposer les premiers 
éléments de réponse quant aux transferts possibles des THG, et de là suggérer des 
perspectives de recherche (voir la section Perspectives plus loin). 
Cette partie présente les statistiques des transferts THG inter et intra-groupes et 
contient une représentation de ces mêmes statistiques sur l'arbre d'espèces. 
S.2.1 STATISTIQUES DES TRANSFERTS THG 
S.2.1.1 Statistiques globales 
Au total, 1451 transferts THG ont été détectés pour les 163 phages étudiés (tableau 5.1). Ce 
nombre inclut les transferts entre les groupes (transferts inter: 211), à l'intérieur de chacun 
des groupes (transferts intra : 722) et à partir ou vers les phages qui n'appartiennent à aucun 
groupe (transferts hors: 518). 
Transferts Nb de 
THG phages (%) 
Inter groupes 
(110) 211 116 
Intra groupes (71 %) 
(W) 722 
Hors groupes 518 
Total 1451 
Tableau 5.1 : Total des transferts inter, intra et hors groupes 
Ces chiffres montrent que les transferts entre les espèces appartenant au même groupe 
(intra) sont supérieurs de deux tiers par rapport aux transferts entre les espèces de groupes 
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différents (inter). Ce qui semble être logique, proportionnellement parlant, au regard de 
l'évolution classique et de l'évolution réticulée (sections Ll.1.3 et 4.1). 
Notons qu'environ le tiers des phages (29%) appartiennent à des hors groupes. Les 
transferts hors groupes (Le., entre les hors groupes mais aussi entre les hors groupes avec les 
autres groupes identifiés) comparés aux inter et intra groupes sont quand même très 
importants (518). Cela se traduit-il par l'une des origines de la difficulté d'annotation 
(unclassified) discutée précédemment? Il s'agit sans doute là, si ce n'est pas déjà fait, d'une 
piste d'investigation de plus pour un travail subséquent d'annotation. 
5.2.1.2 Statistiques détaillées 
Le tableau 5.2 détaille les statistiques des transferts THG. Ces dernières présentent plusieurs 
points remarquables: 
o 2' 
22 0 0 
o 3 0 0 
o 22 0 0 0 0 0 0 0 0 0 
o 46 3 0 0 0 0 0 0 0 0 0 
o 143 0 0 0 0 
o 10 1 12 23 
o 1 7 
0 7 0 
0 67 
15 0 0 15 0 0 o 24 
0 4 25 0 0 0 o 9 
o o 3 o 166 0 0 15 
o o 0 9 0 
0 0 
5 42 0 
0 86 10 
0 9 5 13 
14 6 16 1 26 
o 0 0 1 0 
o 4 26 16 11 25 11 12 10 29 
Tableau 5.2 : Statistiques de transferts inter et intra-groupes 
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[1] La ligne Groupe 1 se lit 25 transferts extrants (notés Out) de ce groupe vers les autres 
groupes. La colonne Groupe 1 se lit 24 transferts intrants (notés In) des autres groupes vers 
ce groupe; 
[2] Il n'y a pas de transferts inter-groupes (ligne et colonne 11) ni d'intra-groupes (diagonales 
10,4 et 9) ; 
[3] Il n'y a pas de transferts inter-groupes qui soient supérieurs ou égaux aux transferts intra­
groupes (groupes l, 10, 17, 19,20,3,4,7,8 et 9); 
[4] Les groupes 1, 5, 6, 7, 10, 12, 14, 16, 21 et 22 en donnent plus qu'ils en reçoivent, et 
inversement pour le reste; 
[5] Les groupes qui en donnent beaucoup plus que la moyenne sont: le groupe 1 au groupe 8 
(19 transferts), le groupe 17 au groupe 20 (12 transferts), le groupe 20 au groupe 17 (15 
transferts) et le groupe 8 au groupe 1 (14 transferts) ; 
[6] On constate que, plus la taille d'un groupe est grande (voir colonne Taille), plus il ya de 
transferts intra-groupes (groupes 15,22 et 6), exceptés les groupes 12 et 14. 
5.2.2 REpRÉSENTATION DES THG 
Pour chaque groupe, 1 (In) désigne le nombre de THG entrant dans le groupe, 0 (Out) le 
nombre de THG sortant du groupe et W (Within) le nombre de THG à l'intérieur de ce 
groupe. 
La figure 5.3 a été dessinée à l'aide de l'outil de représentation d'arbres iTol 






Figure 5.3 : Statistiques des transferts horizontaux inter et intra-groupes 
La figure 5.3 montre les principales statistiques In/Out/Within, reportées sur l'arbre 
d'espèces de MrBayes. 
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5.3 REPRÉSENTATION DES SÉQUENCES ANCESTRALES DANS L'ARBRE D'ESPÈCES 
On montre dans un premier temps, une représentation générale où apparaissent les nœuds 
d'ancêtres communs les plus proches et les séquences de protéines ancestrales. On se 
focalise, ensuite, sur le cas des phages L. Lactis avec une représentation partielle de l'arbre 
d'espèces. 
5.3.1 REPRÉSENTATION GÉNÉRALE 
Les résultats de la reconstruction des séquences protéiques ancestrales sont présentés sous 
forme d'arbres et de tableaux. Ainsi, nous déterminons pour chaque VOG, sa ou ses 
séquences de protéines ancestrales et le nœud ancestral ACP correspondant dans l'arbre 
d'espèces. 
Ce travail permet d'identifier, à des fins de comparaison de génomes, l'ensemble des 
fonctions assignées à chaque nœud ancestral de l'arbre d'espèces. 
5.3.1.1 Nœuds d'ancêtres communs les plus proches 
La figure 5.4 montre les nœuds internes qui représentent les ancêtres communs les plus 
proches (ACP). Seuls 47 (en rouge) des 114 nœuds internes sont identifiés comme des nœuds 
d'ancêtres des phages étudiés. Ces 47 nœuds ACP ont été reportés comme des nœuds 
ancestraux des 602 VOG, c'est-à-dire des 602 fonctions protéiques annotées (car un VOG est 
associé à une fonction, voir la section 4.1.6.2). 
La figure 5.4 a été dessinée à l'aide de l'outil de représentation d'arbres iTal 
(disponible sur: http://itol.embl.de) [Letunic & Brok 2007]. 
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Figure 5.4 : Représentation générale des nœuds internes ACP sur l'arbre d'espèces de MrBayes 
5.3.1.2 Séquences de protéines ancestrales 
Le tableau 5.3 montre un extrait de la liste des nœuds internes ACP (la liste complète est 
donnée en Annexe E). Chaque nœud est associé à une ou plusieurs fonctions protéiques et 
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28 (S) Minor capsid protcin vogpl149 MRLLTAMDKCLLTDILTIKKVTDKDDZGHLVYCEPFTIKHFRFHPHJVSSGNNNSHTGTSNN 
LVFlYFYPSYSLVTVJ>.'NSWVGSKVVYGGREYTIHKlITNYHPFSNEIFSZEMEVI 
28 (SI Minor cap,id p,otcin vogp0509 MNYFENFVSQLIKVSNLPIKPRLDYLTDHDDLAIYPMPGCKVNDEYMDGTQEVSLPFEIAIK 
TKNQQLANTTMWLVTSALANFNSDNPSSNNSYKFMSLDVNSNSMKDQDNQGYYTYILDI 
TAJ''1D1ZGJ>.'NO 
3 [T] Putative DNA vogp0362 EIMNRlKQLRK.SRKMTRVELAEKIGVTKCTILNWEQCTSYTNPHNSQRKLADFFDVsvPYL 
bindiDg prolein LGZDTNZTYSl\'NEMALKDAlGDSIVTLVVLCLQLGYDVEECLKlAYl\'NIKDRQGVMN 
3 [U] Uocharacte,ized vogpOl26 MFNlDHSQAKDFGSIKDGTYEVIIDNANQDATKNGAEFlDlHFRJRKDFQQEFQNNl\'1FHRIW 
NDKDANKYPMAAf},'NIAKAAGFPNGTK.FNSLEDZLNHLLNKAFQVTVKNEKSEYKGKTY 
KNLNVKALAESNIPCNANPVEISEEDLPFF 
32 [L] dTMP (thymidylatc) vogp0801 MKQYSNLFRDILDNGYHEEDRTGIGTFSMFGPKLRWDSREGFPFVTTEKMASKSVIGESLW 
synthase FTSGSTElNHSHEIAHGTHNDFCDZEHDVWESNYKDKEVJ>.'NNVGYTh'DDLGHMYSKHwY 
NRNIHPVYKflIDIDHYNAJ\lPTYHNLMY KA WNPYNENEDHYALAPCHFFFQVFVSKQGRFS 
FEIVYKDSEVNFLGLAFDVRSYRLSVHYMSKRSSLEVSNLVFSGSNLDIYNNRVIQVYEPFN 
HEHRQFAYFANIY 
32 (L] F,d dihyd'ofolatc vogp0802 MMIKSVFASGKSSTFHKNGKLAFGNKNGLPWGHJHEDMLNFKETTKDSFLVMGTKTFKSL 
reduclase PNNLPNRlNIVLSTSNHTYRINAKNNZGQRPNIYMHCHFTHSSSKLQNSYNNISV IGGLTML 
KEALHLADQVFHTIILKATEEDTFDSDIQLSKNFLONIYFDFYVMSNHYFGNEAISYTSIHKN 
KKOF 
ctc... etc.. etc.. etc.. 
La liste exhaustive des 47 nœuds internes AC? et les 602 séquences protéiques ancestrales 
associées est donnée en Annexe E. 
Tableau 5.3 : Liste de nœuds ACP avec fonctions et séquences ancestrales associées (extrait) 
Par exemple, au nœud interne ACP 27 (tableau 5.3), deux séquences ancestrales 
("LIQQIKDLVRSGANYIG ... " et "MLSLAYPLDNTFKFGGK... " ont été générées à 
partir des VOG0029 et VOGO 187 qui correspondent à des fonctions: [Si Minor capsid 
protein et rU} Uncharaterized. 
5.3.1.3 Fonctions protéiques identifiées et inconnues 
Parmi les 602 VOG équivalants à 602 variantes de 6 types de protéines, 55% des protéines de 
phages sont identifées au niveau de leurs fonctions moléculaires (Auxiliary Proteins, DNA 
Replication, Regulation of Cellular Metabolism, Structural Proteins, RNA Replication). Les 
45% restant sont encore à découvrir (Unknown Proteins). Voir figure 5.5. 
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DA - Auxiliary Proteins 
•
 L - DNA Replication, Repair and 
Nucleotide Metabolism 
DR - Regulation of Cellular 
Metabolism 
D S - Structural Proteins 
DT - RNA Replication, Transcription 
and Modification 
DU - Unknown Proteins 
Figure 5.5 : Répartition de fonctions protéiques identifiées et inconnues 
(Les informations sur les fonctions protéiques sont données en Annexe C). 
La reconstruction ancestrale de séquences protéiques peut être sinon un des moyens 
pour découvrir au moins pour apporter des informations complémentaires relatives aux rôles 
des 45% de protéines inconnues recensées dans notre étude. 
5.3.2 REpRÉSENTATION PARTIELLE - CAS DES PHAGES L. LACT/S 
Nous nous sommes intéressés ici en particulier au cas des phages affectant la famille des 
bactéries Lactococcal Lactis afin de présenter un exemple typique de reconstruction 
ancestrale ayant des impacts concrets dans la pratique. 
5.3.2.1 Protéine RBP des phages L. Lactis 
Tous les phages connus infectant les bactéries Lactococcal lactis ont un génome à double 
brin et une queue non contractile [Deveau et al. 2006]. Suivant la taxonomie ICTV, les 
phages infectant les bactéries L. Lactis sont membres de l'ordre des Caudovirales 
(bactériophages à queue), un très grand groupe, morphologiquement et génétiquement varié 
qui comprend plus de 95% de bactériophages connus [Maniloff & Ackermann 1998]. Cet 
ordre regroupe trois familles: Myoviridae (avec des longues queues contractiles), 
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Siphoviridae (avec des longues queues non contractiles) et Podoviridae (avec des queues 
courtes). Les phages infectant les L. Lactis sont principalement membres de la famille 
Siphoviridae incluant quelques individus de la famille Podoviridae. 
Or, des analyses comparatives récentes [Spinelli et al. 2005, 2006 ; Ricagno et al. 
2006; Deveau et al. 2006] semblent remettre en cause la taxonomie établie. En effet, Spinelli 
et al. [2005] ont montré que la protéine REP (Receptor Binding Protein, lire par ailleurs, la 
section 4.1.4, page 84 "Taxonomie existante des bactériophages") comprend trois sections : 
des épaules, un cou et une tête. Semblables à des blocs Lego, certaines espèces, conune le 
virus phage p2, a une structure au niveau de leur tête proche de certains vinls humains, alors 
que d'autres, ont plutôt des épaules ou le cou semblables. Il semble que la protéine REP soit 
de nature modulaire et que les différentes sections soient interchangeables selon les espèces. 
Dans la même veine des expériences, Ricagno et al. [2006] ont analysé plusieurs 
modèles atomiques (ou repliement 3D) de la protéine REP (figure 5.6) au sein de la famille 
des phages infectant les L. Lactis. Ainsi, la comparaison structurale de la protéine REP des 
phages phage p2 et biLl 70 (représentés en rectangle de traits pleins sur l'arbre de la figure 
5.7a), les sous-espèces de phage936, et des phages TP9011 et Tuc2009 (rectangles de traits 
en pointillés sur la figure 5.7a) suggère une très grande modularité des REP des phages 
infectant les L. Lactis. Bien que les deux groupes d'espèces comparés soient éloignés, les 
phages sont, semble-t-il, plus proches au niveau des séquences et probablement au niveau de 
la structure que ne l'aient les phages phage p2 versus biLl 70, et TP9011 versus Tuc20M 
[Spinelli et al. 2006]. 
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Tuc2009 TP9011 p2 blL170 
Comparaison des modèles atomiques RBP de quatre phages: phage p2 (ou simplement p2 sur la 
figure ci-dessus) et biLJ70, des sous espèces de phage 936, avec une autre espèce, les phages 
TP90J J et Tuc2009. Les protéines RBP sont représentées sur la même échelle, et leurs trois 
domaines, le N-terminal (ou les épaules dans le cas de p2), le cou et la tête, sont notés 
respectivement Nt, Neck et Head. 
Les structures déterminées expérimentalement sont représentées en chaînes de rubans de couleur 
bleue, rose et jaune. Les structures modélisées sont représentées en chaînes de rubans grises. Le 
carré et le cercle gris sont des structures qui restent inconnues. 
Figure 5.6 : Comparaison structurale de la protéine REP de quatre phages L. Lactis 
(Tirée de Ricagno et al. 2006) 
5.3.2.2 Cas des noeuds ACP 2 et 3 
Puisque la présente étude est basée sur les données VOG résultantes elles-mêmes de la 
classification de référence ICTV, il est donc naturel que nous trouvions un nœud ACP (i.e., le 
nœud 3 ici) qui soit « proche» des phages reconnus de longue date (phages phage936 et sa 
sous-espèce 1. phage p2, c2, et p335, Cf. classification rCTV) versus ceux mis en évidence 
récemment (TP9011 et Tuc2099 [Ricagno et al. 2006 ; Spinelli et al. 2006]). 
La figure 28a montre un exemple du nœud 3 représentant Je nœud d'ancêtre commun 
le plus proche, entre autres, des phages phage936 et ses sous espèces 1. phage p2 et biL170, 
c2, et p335. A ce nœud interne est associé deux séquences protéiques ancestrales 
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("EIMNRIKQLRKSRKMTRVELAE... "et "MFNIDHSQAKDFGSIKDGTYEVIIDN... ") 
générées à partir des VOG0362 et VOG0126 qui correspondent aux deux fonctions: [T] 
Putative DNA bindingprotein et [U] Uncharaterized (figure S.7b). 
a) 
1 MyovltidaCl , " 
Podoylridae (sous espéces " 

















Figure 5.7: Cas des nœuds ACP 2 et 3 (sous-arbre d'espèce) 
Ainsi, si on veut reconsidérer l'ancêtre le plus proche de tous les phages mentionnés, 
c'est-à-dire en incluant par exemple, aux premiers phages cités, les phages TP9011 et 
Tuc2009, il faut « remonter» au nœud ACP 2 de l'arbre d'espèces (figure S.7a). 
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Finalement, nos expériences de reconstruction révèlent la position et la composition de 
séquences protéiques ancestrales. À l'instar des phages infectant les L. Lactis discutés ici, les 
biologistes moléculaires pourraient maintenant étudier en détail la nature et les fonctions des 
séquences ancestrales générées. Ainsi, au regard des travaux de Spinelli et al. [2006], notre 
approche de classification en générale et de génération de séquences ancestrales en 
particulier, pourrait effectivement apporter des éléments d'information complémentaires 




Le thème de la classification était notre sujet principal tout le long de la présente étude. Elle 
est appelée catégorisation humaine lorsqu'elle est abordée sous l'angle de la psychologie 
cognitive ou classification machine quand on l'employait en termes de traitement de 
l'information. Dans le cadre de l'analyse phylogénétique, les différentes approches 
méthodologiques de la classification machine étaient utilisées pour classer et regrouper les 
données biologiques virales. Ainsi donc, comme conclusion de l'étude, nous retiendrons les 
principaux points suivants: 
•
 Processus de catégorisation exprimés selon les différents modèles: nous avons vu, au 
chapitre II différents modèles de catégorisation qui s'agit de modèle des exemplaires 
versus modèle des prototypes ou de modèle basé sur la similarité versus modèle basé sur 
l'inférence, tous suggèrent des approches complémentaires dont le but est de comprendre 
les différentes facettes de la catégorisation. 
•
 Transposition entre les sciences cognitives et les sciences de traitement de l'information: 
on peut raisonnablement dire, suite aux discussions menées aux chapitres II et III, que les 
modèles de catégorisation humaine et les méthodes de classification machine sont 
équivalents, du moins à haut niveau. 
•
 Apport mutuel entre les sciences cognitives et la phylogénie: grâce aux sCIences 
cognitives, nous avons appris que l'inférence bayésienne (e.g., modèle rationnel) peut 
être une approche alternative à l'approche de distances (e.g., modèle des exemplaires) 
dans la catégorisation des objets. Par transposition, nous avons fait un choix éclairé 
concernant la méthode d'estimation bayésienne (e.g., MrBayes) comme alternative à la 
méthode de distances (e.g., NJ) dans la recherche de méthodes donnant les meilleurs 
résultats de classification (section 4.2.2.6 et chapitre V). En retour, grâce à l'intérêt 
croissant en phylogénie pour les méthodes bayésiennes, soutenu par les récents travaux 
137 
[Huelsenbeck & Ronquist 2001 ; Larget & Simon 1999; Blanquart & Lartillot 2006], 
sans oublier la présente étude, nous informons les sciences cognitives que l'approche 
bayésienne pourrait jouer un rôle grandissant et réellement pertinent dans la 
compréhension des processus de catégorisation humaine [Rehder 2003; Rehder & 
Bumett 2005]. 
•
 Concurrence entre les méthodes de distances et les méthodes d'inférence bayésienne: 
pour reconstruire un arbre phylogénétique, on a utilisé la méthode de distances (i.e., 
Neighbor-Joining) et la méthode concurrente d'inférence bayésienne (i.e., MrBayes) afm 
de valider les résultats et par là même, de conforter les arbres obtenus. 
•
 Complémentarité entre les méthodes de distances et les méthodes d'inférence 
bayésienne: c'est grâce au principe d'optimisation de distances de Robinson et Foulds 
(implémenté dans HGT-Detection) que la détection des transferts THG a pu être 
effectuée, et c'est à travers notamment du principe du maximum de vraisemblance utilisé 
avec le modèle Tree-HMM (implémenté dans Ancestor) que les séquences de protéines 
ancestrales ont pu être générées. Mais, c'est avec la complémentarité des deux principes 
que l'on a entrepris l'analyse de l'histoire évolutive des bactériophages. 
•
 Approche originale de la classification des bactériophages: la méthode de détection de 
transferts THG a été combinée avec la méthode de reconstruction de séquences 
ancestrales afin de proposer une approche originale de la classification des 
bactériophages. Par rapport à la taxonomie existante, les résultats obtenus (chapitre V) 
ont apporté des informations additionnelles visant à donner un éclairage sur la très 
complexe histoire évolutive des phages. L'issue de cette étude a permis effectivement de 
[1] fournir une classification des bactériophages en tenant compte des hypothèses de 
l'évolution classique et de l'évolution réticulée, [2] fournir des statistiques sur les 
différents transferts horizontaux inter et intra-groupes, [3] générer des séquences de 
protéines ancestrales des phages et identifier leur origine avec les nœuds ACP (ancêtres 
communs les plus proches) dans l'arbre d'espèces. Nous n'avons toutefois pas 
approfondi le point sur la comparaison structurale entre les protéines qui dépasse le cadre 
de la présente étude. 
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À noter par ailleurs, que tout le travail d'analyse et de modélisation repose sur J'état de 
connaissances actuelles qui représente selon certains 1%28 de la biodiversité microbienne 
[Pace 1997]. Il ne fait donc aucun doute qu'une meilleure connaissance (au niveau 
génomique en particulier) de cette extraordinaire diversité pourrait apporter des 
éclairages nouveaux sur les questions qui ont été abordées dans cette étude. 
•
 Complémentarité de classifications: notre objectif a été de générer à partir des dOlU1ées 
observées, une classification des phages visant à reconstruire un arbre d'espèces original 
tout en révélant des indications sur les signaux phylogénétiques de types transferts THG 
et séquences ancestrales. Cette démarche complète celle de la classification traditiolUlelle 
arborescente proposée par ICTV où les espèces sont discriminées de manière manuelle et 
très détaillée, en donnant des informations précises sur la nature et le genre des 
bactériophages: taille, morphologie, hôtes infectés, etc. 
•
 Points en suspens: nous avons occulté cependant, plusieurs problèmes dont ceux liés aux 
autres mécanismes de l'évolution réticulée (e.g., l'évolution convergente, la duplication 
d'un gène suivie de sa perte, l'hybridation), l'exactitude des alignements obtenus ainsi 
que les scénarios de reconstructions ancestrales alternatifs. Pour autant, nous estimons 
raisonnablement que la présente étude peut contribuer sinon à une meilleure 
compréhension des phages, du moins à progresser vers une étape importante 
d'interprétation de la phylogénie de ces microorganismes. 
28 Ce chiffre a très certainement progressé depuis ce qu'a avancé Pace [1997]. 
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PERSPECTIVES 
A l'issu de cette étude, nous voyons s'ouvrir des perspectives exploratoires très intéressantes 
pour ceux qui voudront s'y intéresser: 
•
 Vers une théorie de catégorisation unifiée: certains auteurs, corrune Griffiths et al. 
[2008], travaillent à faire converger les théories basées sur la similarité et les théories 
basées sur l'inférence causale. D'autres auteurs, tels que Danks [2007], avancent l'idée 
qu'il est possible de mettre les différentes théories de catégorisation sous une théorie 
unifiée: "Theory Unification and Graphical Models in Human Categorization". Ces 
champs exploratoires suggérés devraient toutefois être confirmés par d'autres travaux à 
venir. 
•
 Investigation au niveau des groupes polyphylétiques et de transferts THG: au moms 
deux pistes d'investigation qui mériteraient d'être étudiées un peu plus en détail. D'une 
part, des groupes polyphylétiques qui ne sont pas reconnus par JCTV comportent 
plusieurs espèces différentes dans le même regroupement (section 5.1.2), et, d'autre part, 
en plus des transferts THG inter et intra groupes, d'autres transfelts hors groupes peuvent 
être porteurs de signaux phylogénétiques intéressants à considérer (section 5.2.1.1). 
De manière générale, nous pensons que notre approche de détection des transferts THG 
pourrait jouer, au même titre que les critères de morphologie ou d'homologie d'ADN, un 
rôle de critère discriminant pour ceux qui cherchent à classer les espèces virales. 
•
 Suggestion d'analyse de séquences ancestrales: au regard des expériences de Spinelli et 
al. [2005, 2006] et Ricagno et al. [2006] par exemple, qui se sont interrogés sur une 
origine ancestrale corrunune probable de la protéine RBP phylogénétiquement différente 
des phages infectant les bactéries du lait L. Lactis (section 5.3.2), notre approche a 
permis de générer des séquences de fonctions protéiques ancestrales qui pourraient être 
examinées plus en détail par les biologistes (section 5.3.2.2, figure 5.7b et Annexe E). 
De manière générale, nous pensons que les séquences ancestrales générées pourraient 
jouer un rôle, grâce aux séquences représentatives de groupes de phages, pour ceux qui 
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analysent la similitude structurale des protéines. Nos résultats ont pennis effectivement 
de réduire la complexité des analyses. Les séquences protéiques ancestrales et leur 
probabilité a posteriori au niveau de chaque caractère ont été prédites. Ces protéines 
ancestrales pourraient donc servir comme représentants de familles de bactériophages 
lors de différentes analyses génomiques comparatives. 
•
 Connaissance sur les virus: notre aperçu de la biodiversité virale demeure parcellaire et 
très biaisé [Pace 1997 ; Forterre et al. 2002]. Malgré les connaissances acquises depuis de 
nombreuses années en biologie, en biochimie et en génétique, les interactions impliquées 
dans la machinerie bactérienne restent encore inconnues [Galus 2006]. Il n'est donc pas 
impossible que nos connaissances sur j'évolution de ce domaine soient largement remises 
en cause dans les années qui viennent. Mais, chose certaine, le séquençage d'un 
beaucoup plus grand nombre de génomes viraux à venir (notal1U11ent l'annotation des 
virus unclassified, voir la section 5.1.2) nous permettra de reconstruire pas à pas l'histoire 
évolutive des virus, en reliant entre eux des virus de plus en plus divergents. 
•
 Enfin, la plate-forme informatique: cette plate-forme pourrait prendre deux directions 
possibles comme environnement généralisé de classification (phylogénétique ou non) et 
comme environnement d'évaluation d'hypothèses informatiques cognitives. 
Dans le premier cas, la présente plate-forme développée pour l'étude des bactériophages 
pourrait être généralisée, grâce à son approche modulaire, à d'autres méthodes de 
classification par ajout de programmes disponibles dans la communauté scientifique, 
notamment les méthodes du maximum de parcimonie [Farris 1970; Fitch 1971] et les 
méthodes du maximum de vraisemb lance [Felsenstein 1981]. La généralisation peut 
s'effectuer aussi au niveau des sujets traités. Ces sujets peuvent être reliés à la phylogénie 
[e.g. Delwiche & Palme?9 1996; Matte-Tailliez et al.3ü 2002] tout comme à d'autres 
problématiques, telles que la classification des langues indo-européennes [e.g. Gray & 
29 Les auteurs discutent de l'hypothèse du THG et de la duplication el perte du gène rbcL dans une phylogénie contenant des 
Protéobacléries, des Cyanobactéries et des planles. 
30 Les auteurs discutent de l'évidence du transfelt horizontal de gène du gène 'pl/2e enU'e Je groupe des Thennoplasmatales et 
celui des crenarchaeota dans une phylogénie de 14 espèces d·Archaea. 
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Atkinson31 2003] et la classification textuelles [e.g. De Pascuale & Meunier32 2002]. 
Autrement dit, tous les sujets susceptibles d'adopter des scénarios réticulés comme 
évolution au sens large. 
Quant à l'environnement d'évaluation d'hypothèses de type informatique cognitive, on 
peut imaginer en effet que les cogniticiens utiliserait cette plate-forme, à l'instar des 
chapitres II et III, comme un moyen concret de procéder à « l' opérationnalisation de 
l'informatique du problème de la classification et de la catégorisation» ayant comme 
objectif la recherche d'approche de modèle unifié de catégorisation [Griffiths et al. 2008 ; 
Danks 2007] (voir le premier point de la présente section). 
)1 Les auteurs discutent de l'évolution des langues indo-européennes. 
)2 Les auteurs discutent d·analyses thématiques et conceptuelles des textes. 
CONTRIBUTION 
MA CONTRIBUTION 
Ma contribution dans cette étude s'est manifestée à plusieurs égards, notamment dans: 
• La recherche sur NCBI, ICTV et autres banques de séquences génomiques, ainsi que 
la sélection des VOG dont le but était de recueillir les informations afin de constituer les 
données de base pour l'analyse phylogénétique des bactériophages. 
Ce travail conjugué à l'accumulation de connaissances en biologie sur les phages est une des 
trois composantes nécessaires, avec les méthodes de détection de THG et de reconstruction 
de séquences ancestrales dont disposent l'équipe, qui ont permis de formuler la proposition 
originale de classification des espèces. 
• La proposition et la programmation d'une plate-forme originale d'inférence 
phylogénétique permettant de tester et de valider de manière intégrée les hypothèses de 
transferts THG des phages et la possibilité de reconstruire les séquences de protéines 
ancestrales. 
Cette plate-forme intègre judicieusement des approches et outils novateurs dont les 
programmes HGT-Detection et Ancestor pour inférer et analyser les différentes modes 
d'évolution, classique et réticulée, des bactériophages. À noter que la modularité de la plate­
forme permet facilement d'ajouter ou de supprimer au besoin les outils d'analyse suivant 
l'approche ou l'hypothèse testée. 
• La transposition de l'approche de catégorisation pratiquée en sciences cognitives en 
approche de classification employée en inférence phylogénétique. De cette transposition, il a 
été permis d'avancer que les deux approches présentent de fortes similitudes, et qu'entre les 
deux disciplines, il peut y avoir un apport enrichissant mutuel. 
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À ma connaissance, il n'existe pas de travaux semblables à ce jour, du moins dans l'effort de 
concilier l'approche de catégorisation des processus cognitifs à l'approche de classification 
machine. 
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GLOSSAIRE 
ADN (acide désoxyribonucléique) : macromolécule constituée de deux chaînes enroulées en 
double hélice. Ses deux brins sont assemblés à partir de nucléotides. Chaque nucléotide 
comprend un sucre, le désoxyribose, un phosphate et une des quatre bases azotées (adénine, 
guanine, cytosine, thymine). L'ADN est le support de l'information génétique des organismes 
vivants. 
ADN (et ARN) polymérase: enzyme qui polymérise les nucléotides. Les 
désoxyribonucléotides sont utilisés dans la synthèse de l'ADN. Les ARN polymérases, elles, 
polymérisent des ribonucléotides pour donner des ARN. 
Alignement: opération qui consiste à disposer les unes en dessous des autres des portions de 
séquences similaires en minimisant leurs différences (on peut aligner entre eux des gènes 
d'une même famille multigénique, des gènes d'espèces différentes.). Si ces gènes sont 
homologues, les différences d'aminoacides ou d'acides nucléiques entre les séquences 
actuelles sont le témoignage de mutations qui ont eu lieu dans le passé. 
Aminoacide (Acide aminé): unité constitutive des protéines. Il existe 20 acides aminés 
communs: alanine, arginine, asparagine, aspartate, cystéine, glutamine, glycine, histidine, 
isoleucine, leucine, lysine, méthionine, phénylalanine, proline, glutamate, sérine, thréonine, 
tryptophane, tyrosine, valine. 
Analogie: des caractères qui se ressemblent (ou similaires), mais non homologues, 
remplissent les mêmes fonctions biologiques. L'analogie est un cas particulier de 
l'homoplasie. 
Archaea: les Archées ou Archaea (anciennement appelés archéobactéries, du grec 
archaios, « ancien» et backterion, « bâton ») sont un groupe majeur de microorganismes. 
Elles constituent un taxon du vivant caractérisé par des cellules sans noyau et se distinguant 
des Eubactéries (vraies bactéries) par certains caractères biochimiques, comme la constitution 
de la membrane cellulaire ou le mécanisme de réplication de l'ADN. 
ARN (acide ribonucléique): polymère linéaire dont la sous-unité de base, un 
ribonucléotide, contient le sucre ribose. 
Bacteria: les bactéries appartiennent au vaste ensemble des microbes qui comprennent 
également les virus, les champignons et les parasites. Microorganismes invisibles à l'œil nu, 
les bactéries sont constituées d'une seule cellule dépourvue d'un vrai noyau. Elles 
contiennent un seul chromosome formé d'un long filament d'ADN. 
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Clade: vient du grec dados qui signifie branche. Taxon strictement monophylétique, c'est-à­
dire contenant un ancêtre et tous ses descendants. 
Chimère: individu composite constitué de cellules provenant de différents zygotes. 
Delete-half-jackknifing: c'est une technique alternative à celle du bootstrap. Elle pennet 
l'échantillonnage aléatoire de la moitié des caractères, et les ré-intégrer ensuite dans 
J'ensemble des données tout en éliminant les autres. L'ensemble des données résultant est de 
taille moitié moindre par rapport à l'original. La variation aléatoire obtenue par cette 
technique devrait être très similaire à celle obtenue avec le bootstrap. Cette technique est 
préconisée par [Wu 1986]. Définition donnée par Felsenstein 
(hltp:/lcmgm.stanford.edu/phylip/seqboot.html). 
Eucarya: les Eucaryotes (du grec eu, vrai et karuon, noyau) comprennent 4 grands règnes 
du monde vivant: les animaux, champignons, les plantes et les protistes. Ils constituent donc 
un très large groupe d'organismes, uni et pluricellulaires, définis par Jeur structure cellulaire 
(noyau, ADN, cytosquelette, etc.). 
Homologie: signifie que deux séquences (ou plus) ont un ancêtre commun. Deux structures 
sont dites homologues si elles ont été acquises par descendance d'un ancêtre commun 
possédant cette même structure. Les différences observées dans les descendants sont dues à la 
divergence génétique. 
Homoplasie : similarité chez une ou plusieurs espèces, d'organes, de parties d'organes ou de 
séquences d'ADN ou de protéines, lorsque l'on peut présumer que cette correspondance ne 
provient pas de l'héritage d'un ancêtre conunun. On distingue plusieurs cas d'homoplasies : 
l'analogie, la convergence, le parallélisme, la réversion. Remarque : Dans le cas des 
caractères moléculaires, l'homoplasie le plus souvent n'est pas détectable a priori et elle est 
révélée par l'arbre le plus parcimonieux. Dans le cas des caractères morphologiques, l'analyse 
fine des caractères et de leur homologie primaire pennet plus souvent de détecter des 
homoplasies. Comme dans le cas précédent, celles qui n'auront pas été décelées seront 
révélées par l'arbre le plus parcimonieux. 
Horloge moléculaire (hypothèse d') : hypothèse selon laquelle les molécules d'une même 
classe fonctionnelle évoluent régulièrement dans le temps et à un rythme égal dans 
différentes lignées. Ainsi la quantité des différences moléculaires constatées de nos jours 
dans des séquences homologues d'espèces distinctes peut être utilisée pour estimer le temps 
écoulé depuis le dernier ancêtre conunun à ces deux espèces (ou temps de divergence). 
Monophylétique (groupe) : c'est un groupe qui comprend une espèce ancestrale et tous ses 
descendants. On dit aussi d'un groupe monophylétique qu'il est un clade. 
Orthologue : ce sont des gènes d'espèces différentes dont les séquences sont homologues, 
qui dérivent d'un même gène ancestral et ont divergé à la suite d'un évènement de spéciation 
(et non pas par duplication conune c'est le cas des gènes paralogues). Ils peuvent ou non 
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avoir la même fonction. Avec les gènes paralogues, ils forment des superfamilles de gènes 
homologues. Voir Paralogue. 
Paralogue : ce sont des gènes d'une même espèce dont les séquences sont homologues et 
résultent de la duplication d'un même gène ancestral. Voir Orthologue. 
Permutation: la permutation des espèces à l'intérieur des caractères. Cette méthode de ré­
échantillonnage est introduite par [Archie 1989] et [Faith 1990]. Elle permet la permutation 
les colonnes de la matrice de données de manière séparée. Cela produit des matrices de 
données qui ont le même nombre et le même type de caractères mais sans la structure 
taxonomique. Elle est utilisée à d'autres fins que celles du bootstrap puisqu'elle ne teste pas 
la variation autour d'un arbre estimé mais l'hypothèse selon laquelle il n'y a pas de structure 
taxonomique dans les données: si une statistique telle que le nombre d'étapes est 
sensiblement plus petit dans les données réelles que celles dans les réplications qui sont 
permutées, alors on peut dire qu'il y a une certaine structure taxonomique dans les données. 
Définition donnée par Felsenstein (http://cmgm.stanford.edu/phylip/seqboot.html). 
Plasmides: molécule d'ADN circulaire douée de réplication autonome et transmise de façon 
stable au cours des générations. Un plasmide porte de multiples gènes et fréquemment des 
gènes de résistance aux antibiotiques. 
Polyphylétique (groupe) : c'est un groupe qui contient un certain nombre d'espèces ou de 
taxons, mais ne contient pas l'ancêtre commun à tous. En d'autres termes, un groupe 
polyphylétique dérive de deux ou plusieurs espèces ancestrales. Un groupe polyphylétique est 
défmi par au moins une homoplasie. 
Raciné (arbre) : arbre muni d'une racine. On dit plutôt enraciné. 
Racine: segment de branche en amont du nœud du rang le plus important, définissant le 
groupe extérieur (voir Extragroupe). En d'autres termes, c'est la position dans l'arbre du 
groupe extérieur. En même temps, elle définit le taxon ingT'oup (voir ci-dessous) La racine 
peut être considérée comme un point de référence pour l'interprétation des caractères : les 
états de caractères de l'extragroupe (outgT'oup) sont des états plésiomorphes, les états qui en 
diffèrent sont apomorphes. Remarque: pour pouvoir comparer aisément deux arbres, il faut 
les enraciner chacun sur la même espèce ou sur le même taxon. 
•
 Extragroupe (outgroup) : on dit aussi groupe extérieur ou encore "outgroup" tiré de 
l'anglais. Groupe que l'on sait a priori placer en dehors d'un ensemble de taxons dont 
on cherche les relations de parenté. 
•
 Ingroup: Tenne anglais désignant un ensemble de taxons dont on recherche les 
relations de parenté. Cet ensemble s'oppose à l'Extragroupe, groupe que l'on sait a 
priori placer à l'extérieur de l'ingroup. 
Rétrotransposons: classe de transposons dont la transposition nécessite la transcription 
inverse de leur produit de transcription. 
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Transposons: séquence d'ADN qui présente la particularité de pouvoir se déplacer du 
chromosome vers un plasmide et d'un plasmide à un autre. Porteurs de gènes de résistance, 
les transposons jouent un rôle majeur dans la dissémination de résistances entre bactéries 
d'espèces éloignées. 
Taxon: ensemble des organismes reconnus et définis dans chacune des catégories de la 
classification biologique hiérarchisée. En d'autres termes : contenu concret d'une catégorie. 
Exemple: Canis lupus, le Loup, est un taxon de rang spécifique (catégorie: espèce) ; les 
canidés (Chien, Loup, Renard) constituent un taxon de rang familial (catégorie: famille). 
Virion: unité élémentaire d'un virus ayant atteint la maturité. 
VOG (Viral Otholog Group) : les données VOG sont des séquences de protéines virales 
regroupées (elusters) de manière prédéfinie en famille selon la fonction protéique à laquelle 
elles sont associées. C'est une base de données utilisées comme données initiales dans la 
présente étude. Une description détaillée est donnée à la section 4.1.6.2. 
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ANNEXES 
Annexe A - Processus stochastiques 
A.t Chaînes de Markov 
En mathématiques, une chaîne de Markov est un processus stochastique possédant la 
propriété markovienne. La chaîne de Markov est souvent décrite par un graphe orienté où 
chaque état est représenté par un sommet et chaque transition par un arc. Les arcs sont 
étiquetés par des probabilités de passage d'un état k à un autre état 1. Ces probabilités portent 
plusieurs noms: probabilités de transitions, matrice de transition ou encore noyau de 
transition. Elles s'écrivent a'l tel que: 
Qkl =P(xl1 =Zlxn_1 =k) (Al) 
Une chaîne de Markov en temps discret est une séquence XI, X2, X3, ... , XL de variables 
aléatoires. L'ensemble de leurs valeurs possibles est appelé l'espace d'états, la valeur XI1 étant 
l'état du processus au moment n. Soit un modèle probabiliste de séquence de variables 
aléatoires x], X2, X3,"" XL, on peut écrire la probabilité conditionnelle de la séquence comme: 
P(X) = P(Xr.,XH,"o,XI) 
=P(XJXL_ I'0'" XI) P(XL_ l lxL _2 ,ooo, XI) .00 P(x l ) (A2) 
La principale propriété d'une chaîne de Markov spécifie que la probabilité de chaque 
état X I1 dépend seulement de la valeur du précédent état Xn_l, et non de l'ensemble de la 
séquence d'états qui précède, c'est-à-dire P(Xn IXn-I"'"XI) = p(xnlxn_l ) = QX"_IXn On parle de 0 
chaînes de Markov d'ordre 1. L'équation (A2) devient alors: 
(A3) 
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A.2 Modèles de Markov Caché 
Une des nombreuses extensions aux chaînes de Markov classiques (e.g., chaînes de Markov 
d'ordre supérieur) est le modèle de Markov caché, ou en anglais Hidden Markov Models 
(HMM). Un modèle HMM a deux types de processus stochastiques, à savoir, le premier sous­
jacent qui n'est pas observable (il est caché), si ce n'est seulement à travers un autre 
ensemble de processus stochastiques qui lui produit de symboles observables [Rabiner & 
Juang 1986]. Un HMM est donc un graphe d'états connectés où chaque état est en mesure 
potentiellement d'émettre une série d'observations. Le processus évolue en fonction d'une 
certaine dimension, souvent mais pas nécessairement, le temps. Pour les séquences 
biologiques, la dimension temps est remplacée par la position dans la séquence. Le modèle 
est paramétré avec des probabilités qui dirigent les états aux temps t+ 1, compte tenu de ce 
qu'on connaît aux états précédents. Comme les processus évoluent en fonction du temps à 
travers les états, chaque état peut potentiellement émettre des observations, lesquelles sont 
vues comme un flux d'observations à travers le temps [Birney 2001]. 
Formellement, un HMM est défini par la probabilité conjointe d'une séquence 
observée X et une séquence d'états 11:: 
L 
P(x,Tf) = ao", Ile"" (xll)a""""" (A.4) 
n=1 
où est la probabilité d'états initiaux, aJT"JT,,+] est la probabilité de transition d'états via lea OJT] 
chemin (séquence d'états) Tfà travers le modèle, et (x,,) est la probabilité d'émission dueJT" 
caractère x. 
Pour un HMM donné, trois types de problèmes peuvent être résolus [Duda et al. 
2001] : l'évaluation, le décodage et l'apprentissage. Ils s'expriment formellement par les 
formules suivantes: 
Forward: 
.f;(n +1) =e,(x"+I)Il;, (n) ak, (A.5) 
k 




Forward-Backward : (A.8) 
L'évaluation s'effectue par la détermination de la probabilité d'une séquence observée 
particulière sachant un modèle HMM. En observant X I1 l, la probabilité associée peut être 
calculée par l'algorithme Forward (A.S). De manière analogue, mais en inversant l'analyse 
en commençant par la fin de la séquence. La probabilité associée peut être calculée par 
l'algorithme Backward (A.6). Le décodage s'effectue par la détermination de la séquence 
d'états cachés (ou le chemin) qui aurait le plus probablement généré la séquence observée. La 
probabilité associée peut être calculée par l'algoritlune Vilerbi (A.7). Enfin, l'apprentissage 
s'effectue par la génération d'un modèle HMM à partir d'un ensemble de séquences 
observées. La probabilité associée peut être calculée par l'algoritlune Forward-Backward 
(A.S). 
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Annexe B - Références bioinformatiques en ligne 
Le tableau B.l ci-dessous liste l'ensemble des ressources bioinformatiques en ligne qui nous 
ont servies dans la présente étude. 





Données de gènes (download) : ftn:/lfto.ncbi.nlm.nih.onv/.,,'npJDATN	 
Utilitaires de famille Elitrez : http://euIÎls,ncbi.nlm.nih,gov/entre7Jquery/static/advancedelllrcz.hlmi
 








BD et taxonomies des virus 
ICTV : http://www.ncbLnlm.nih,gov/ICTVdblindex.hlm 
Taxonomie ICTV : hllp:/lwww.\.iruslnxonomyonline.comlvinaxJh?C.~l.dll?I:....lcmplates&Jil=maio-h.hlm 
Taxonomie NCBI : http://WIVW.nCbi.olm.nih.gOVfTnxoIlOmY/CommOnTrCelwIVWCmI.Cgi 
GénOmes viraux: hllp:l/lVww,ncbi.nlm,nih.gov/gellomeslVIRUSES/viruses.hlml 
Base VOG : http://wlVlV.ncbLnlm.nih.gov/genomeslVIRUSES/vog.hlml 
Sommaire des c1usters : hup:l/www.ncbi.nlm.nih.gt)v/genollleslVIRlJSES/shagog.cgi.!c1ust=PIIOU& fam-all
 




Logiciels pour l'analyse philogénétique 
PHYUP (NJ, SeqBoot) : hUp·llevolution.genetics.washington.eduJphylip.html 
Liste de programme: hup:l/evolution.genetics, wasbinglon,eduJphylip/sothvare,hllnl 
PAUP': htm:l/naup.csil.fsu.edu/index.hlml 
Tutoriel: http://paup.csil.fsu.eduJOuick start vl.pdf
 








Prédiction de gènes 
BLAST (Suite) : hllp:llwlVw.ncbLnlm.nih,gov/BLASTI 
Documenlation : ftp:/lftp.ncbi.nih.govlblast/documenlsl
 




Tableau B.l : Liste de références bioinformatiques en ligne 
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Annexe C - Représentativité des génomes dans VOG 
Le tableau C.2 ci-dessous liste la représentativité des 163 génomes de phages répartis dans 












. • • ft~-~ - \Xml" 
Streptococcus pyogenes phage 315. 1 &ml 39538 56 26 46.43 
Streptococcus pyogenes phage 315.2 41072 60 37 61.67m 
1Streptococcus pyogenes phage 315.3 &ml 34419 54 34 62.96 
Streptococcus pyogenes phage 315.4 Am) 41796 64 41 64.06 
Streptococcus pyogenes phage 315.5 D§ 38206 55 31 56.36 
Streptococcus pyogenes phage 315.6 œ 40014 51 29 56.86 
Staphylococcus phage 44AHJD 1!l!1Il. ... 1 t 16784 21 3 14.29 
Aeromonas phage 44RR2.8t 173591 252 114 45.24 
Bacteriophage 933W mlW 61670 90 76 84.44 
Bacteriophage A118 
.mE 40834 72 26 36.11 
Lactobacillus casei bacteriophage 43411 61 29 47.54A2 
Bacteriophage Aaphi23 43033 66 14 21.21 
"U' 
Aeromonas phage Aeh 1 tmm 233234 352 103 29.26 
Acidianus filamentous virus 1 
.Œil 20869 40 2 5.00 
Acyrthosiphon pisum bacteriophage 36524 54 28 51.85APSE-I 
Bacillus phage BI 03 JmiJ) 18630 17 15 88.24 
Bacillus phage Bam35 l:llJlIm 14935 32 1 3.13 
Mycobacterium phage Bamyard . 70797 109 9 8.26 
Burkholderia cenocepacia phage 48177 71 44 61.97Bcepl 
Burkholderia cepacia phage Bcep22 63879 78 19 24.36~ 
Burkholderia cepacia phage Bcep43 48024 65 42 64.62mmœ 
Burkholderia cepacia phage :mrnrl:11 48247 66 41 62.12Bcep78 1 


















1 t 1 t 
\m \11 tl"'II'i111 
Bacteriophage blL285 mnq 35538 74 41 55.41 
Bacteriophage bJ L286 WIlJ.rn) 41834 71 50 70.42 
Bacteriophage blL309 lH11..nIm
-
36949 67 43 64.18 
Bacteriophage bl L31 0 nmmJ) 14957 34 10 29.41 
Bacteriophage bIL311 QmmJ 14510 24 5 20.83 
Bacteriophage bIL312 llIDDE 15179 30 9 30.00 
Bordetella phage BIP-I mœ 42638 48 47 97.92 
Lactococcus phage BK5-T fiIl'§l 40003 65 39 60.00 
Bordetella phage BMP-l limlU 42663 47 47 100.00 
Bordetella phage BPP-I nm:Rl 42493 49 47 95.92 
Mycobacterium phage Bxbl m:mJ 50550 86 48 55.81 
Mycobacterium phage Bxzl :i1.Yi1 156102 225 12 5.33 
Mycobacterium phage Bxz2 ~ 50913 86 53 61.63 
Lactococcus phage c2 lf) 22172 39 12 30.77 
Mycobacterium phage Che8 01lm3 59471 112 38 33.93 
Mycobacterium phage Che9c ~ 57050 84 24 28.57 
Mycobacterium phage Che9d 











Mycobacterium phage Corndog , 69777 122 28 22.95 
Streptococcus phage Cp-I ~ 19343 28 JO 35.71 
Mycobacteria phage 029 Dm 49136 79 56 70.89 
Pseudomonas phage 03 lm 56425 95 22 23.16 
Bacteriophage 03112 l!BIE 37611 55 3 5.45 
Streptococcus thermophilus 
bacteriophage DT! 34815 45 39 86.67 
Bacteriophage El-I [1]] 42935 73 23 31.51 
Enterobacteria phage epsilon 15 39671 51 21 41.18 
Bacteriophage Felix 01 Drm1lJl 86155 247 28 11.34 
Pseudomonas phage gh-1 ~ 37359 42 27 64.29 
Enterobacteria phage HK022 mIfJm 40751 57 42 73.68 





Enterobacteria phage HK97 
Haemophilus phage HP 1 
Haemophilus phage HP2 
Bacteriophage fN93 
Vibrio phage K 139 
Acholeplasma phage L2 
Bacteriophage lA 13C 
Mycobacterium phage L5 
Enterobacteria phage lambda 
Lactobacillus johnsonii prophage 
Lj928 






bacteriophage MM 1 
Enterobacteria phage Mu 
Bacteriophage Mx8 
Enterobacteria phage N J5 
Vibrio phage nt-I 
Streptococcus thennophilus 
temperate bacteriophage 01205 
Mycobacterium phage Omega 
Mycoplasma virus PI 
Enterobacteria phage P2 
Enterobacteria phage P22 
Bacteriophage P27 
Lactococcus phage P335 
Enterobacteria phage P4 
Synechococcus phage P60 





































































































































































Sinorhizobium meliloti phage PBC5 
Mycobacteriophage PG 1 
Enterobacteria phage 186 




Lactococcus phage 936 sensu lato 
Bacteriophage phBC6A51 
Bacteriophage phBC6A52 
Bacteriophage phi 1026b 
Bacteriophage phi-I 05 
Staphylococcus aureus phage phi II 
Staphylococcus aureus phage phi 12 
Staphylococcus aureus phage phi 13 
Bacillus phage phi29 
Bacteriophage phi3626 
Phage phi 4795 
Yersinia pestis phage phiA 1122 
Lactobacillus bacteriophage phi adh 
Streptomyces phage phiBTI 
Streptomyces phage phiC31 
Virus PhiChl 
Pseudomonas phage phi CTX 
Bacteriophage phiE 125 
Bacteriophage phi ETA 
Bacteriophage phigle 
Bacteriophage phiKMV 
Pseudomonas phage phiKZ 
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• 1 ~ , 1 ~~
'm ..;. ::::: 
fimij 57416 83 II 13.25 
mm 68999 100 17 17.00 
• . :- 30624 46 39 84.78 
. 37618 59 26 44.07 
35466 46 43 93.48 
-
41708 69 50 72.46 
-
. 31754 64 18 28.13 
61395 75 8 10.67 
38472 49 Il 22.45 
1 54865 83 29 34.94 











umm 42722 49 45 91.84 
üfiff,m 19366 62 29 46.77 
33507 50 20 40.00 
1 57930 48 39 81.25 
37555 50 42 84.00 
umtIIIb 43785 63 33 52.38 
onmm 41831 55 14 25.45 
[Jflfi!Dl 41491 53 14 26.42 
Wftim 58498 98 12 12.24 
-uuu.;:: ur.l.:I 35580 47 28 59.57 
• 53373 71 29 40.85 
lJHOioi' 43081 66 42 63.64 
~ 42259 62 22 35.48 
42519 49 Il 22.45 
(I1I!fB 280334 306 8 2.61 
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Staphylococcus phage phiN315 44082 78 40 51.28 
Temperate phage phiNIH1.1 
i 
n 41796 55 40 72.73 
Staphylococcus aureus phage 
phiP68 
1. 18227 22 3 13.64 
Staphylococcus aureus prophage 
phiPV83 
~ : 45636 65 54 83.08 
Staphylococcus aureus temperate 
phage phiSLT 
u,wc:.wr 42942 61 45 73.77 
Bacteriophage phiYe03-12 --. ­ 39600 59 48 81.36 
Pseudoalteromonas phage PM2 D 10079 22 2 9.09 
Enterobacteria phage PRO 1 mnDl 14927 22 1 4.55 
Methanothermobacter wolfeii 
prophage psiM 100 
nN1I."UITlI
.. 28798 35 9 25.71 
Methanobacterium phage psiM2 [lImfJ 26111 32 9 28.13 
Pseudomonas phage PsP3 JiMi] 30636 42 35 83.33 
Staphylococcus aureus 
bacteriophage PVL 41401 62 48 77.42 
Bacteriophage PY54 lm} 46339 67 19 28.36 
Bacteriophage rIt f6p 33350 50 41 82.00 
Enterobacteria phage RB49 llDlm 164018 274 115 41.97 
Enterobacteria phage RB69 m:lm) 167560 273 126 46.15 
Bacteriophage RM 378 ~ 129908 146 10 6.85 
Mycobacterium phage Rosebush 1 67480 90 14 15.56 
Enterobacteria phage Sf6 §l\iH) 39043 33 20 60.61 
Streptococcus thermophilus 
bacteriophage Sfi Il 39807 34 23 67.65 
Streptococcus thermophiJus 
bacteriophage Sfi 19 
. 37370 66 45 68.18 
Streptococcus thermophilus 
bacteriophage Sti2l 40739 53 49 92.45 
Shigella phage SN GmJ) 37074 45 42 93.33 
Sulfolobus islandicus filamentous 
virus 40900 50 45 90.00 
Roseobacter phage S10 1 


















Bacteriophage sk 1 tmJ 28451 72 3 4.17 
Streptococcus mitis phage SM 1 fŒ!l] 34692 34 7 20.59 
Enterobacteria phage SP6 EIW 43769 56 16 28.57 
Bacteriophage SPBc2 ~ 134416 31 20 64.52 
Bacillus phage SPP 1 g 44010 56 31 55.36 
Sulfolobus spindle-shaped virus 1 ~ 15465 52 12 23.08 
1 
Su1folobus spindle-shaped virus 2 ~ 14796 194 19 9.79 
, 
Sulfolobus spindle-shaped virus 17385 101 18 17.82 
Kamchatka- 1 
. 
Sulfolobus spindle-shaped virus 16473 37 2[ 56.76 
Ragged Hills 
1 
Salmonella typhimurium phage 40149 56 38 67.86 
ST64B 
Enterobacteria phage ST64T §DIf 40679 65 42 64.62 
Stx 1 converting bacteriophage §li! 59866 177 152 8588 
Stx2 converting bacteriophage 1 "iR'm 61765 176 152 8636 
Stx2 converting bacteriophage Il ~ 62706 182 155 85.16 
Enterobacteria phage TI un 48836 78 19 24.36 
Enterobacteria phage T3 lE 38208 55 47 85.45 
Enterobacteria phage T4 œ 168903 278 135 48.56 
Enterobacteria phage T7 li} 39937 60 40 66.67 
Mycobacterium phage TM4 '\ml 52797 89 23 25.84 
Lactococcus phage TP90 1-1 ~ 37667 56 45 80.36 
Bacteriophage Tuc2009 1.mir'"1irn" 38347 57 52 91.23 
Lactococcus phage uJ36 lIIm 36798 58 44 75.86 
Vibrio harveyi bacteriophage 43198 57 21 36.84 
VHML 
Vibriophage YpY262 46012 67 3 4.48 
Bacteriophage YT2-Sa \\tmD 60942 92 79 8587 
Bacteriophage VWB ~ 49220 61 7 11.48 
172 
Enterbacteria phage WPhi 32684 44 40 90.91 
Xanthomonas campestris phage 
XplO 44373 60 16 26.67 
Tableau C.2 : Représentativité des 163 génomes dans 602 VOG 
173 
Annexe D - Détails sur l'identification des groupes de clades 
Les 3 partielles suivantes d'une même figure (i.e. figures des trois pages suivantes) montrent 
la confrontation de deux arbres d'espèces inférés par MrBayes (partie gauche) et NJ (partie 
droite). L'arbre inféré par MrBayes est présenté avec des scores de robustesse alors que celui 
inféré par NJ ne l'est pas puisqu'il n'a pas été soumis aux tests de bootstrap. Avec des tests 
de bootstrap, NJ n'aurait pas donné des clades consistants et donc ne pourrait être confronté à 
l'arbre généré par MrBayes. 
Note: le code de couleurs ci-après correspond aux espèces identifiées dans la figure qui suit. 
Les rectangles de couleur grise signifient le regroupement d'un certain nombre d'espèces 
entre elles dans des groupes numérotés de 1 à 22. Les 22 groupes comprennent le même 










































Groupe 3 MM1 
SPPl phlNIH11 
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1.00 phlg1e psJM2 
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phlNIH11 SPBc2 
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APSEl Groupe 4 
1.00 P22 
S164T Groupe 20 
HK620 










0.50 Comelog Groupe 16 
Cho9c 
Che8 
Che9d Groupe 10 
1.00 Groupe 19 P27 
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- --0.50 phl3626 Bam35 
Xp10 PROl 
0.63 PY54 Groupe 12 P1 
phl105 Cp1 
1.00 phlC31 Groupe 10 B103 
o. phlBn phl29 
c2 VpV262 























Annexe E - Nœuds internes ACP et séquences de protéines ancestrales 
La liste E.3 suivante monte les nœuds internes ACP de l'arbre d'espèces associés aux 
séquences de protéines ancestrales générées par la procédure de reconstruction 
ancestrale grâce au programme Ancestor. 
Nd 
Int. Fonction VOG Séquence ancestral" 
0 [RJ Repressor vogp0367 ISMMTTFERIKELCKKQGISLTKLEDDLGFCNNSIYSWKNNNNPTSYDKNQKVANYFNVST 
DYLLGCEEAKRTDNPTITYNNNISYYTSYZDDIPQEANTIAAHIDNDSTEEDMKKIZDYIEFI 
QHKHKKKLNENN 
0 [L) Putative hclicase vogp0693 VMAPKQVAEDTWPAEVGKWNHFNKVSLVLGSPEERDDALKTQADNWLVDHYENKWl'F 
NLVVIDELSSFKSNSYTRFKDHYFKPNQHVCZNIYYPWELRDCSQEEIYKNIEDICLSMKAK 
DN 
0 [L] Recombinase vogp0240 MNLVQPJRDSDQIKPLKDYLKEKSQRNYILFILGFYSGLRISDILPLKVRDVKGRDHIAIIEKK 
TGKQKRFPINPTLKKELKKYIKDKELKEYZFZSHYNHNRPIGREPAYKILNEAAEQLGLHN 
MGTHSLRKTFGYHKYMQTQNIAMLMEIFNHSSPDVTLRYIGfNQDRMDNSMTHFYI 
0 [L] DNA l'olymerase vogl'0258 MQDQLRLDLETYSQDDLPNCSLDIYSDHESTEILLFSCSFNGGPVQHWEITOGKFPPFHADH 
ADVSEALVDPNVIKRSWNSQFERJISRRYLNIHTPYKPNWHCTV AQA YVLCLPGSLDKVCD 
HLGLPQDKV KDATG KKUN LFSKPRNRQTNPYEWHN FU YN HQDI MA KAAIOK WLAPYPT 
PDKEWOLZELDQFINNRGlA VDMOFAHSATALEDRS KEELVRQMHAlTGGALENPNSPHQ 
LKPWVKARGYSK 
0 tU] Uncharaclerized vogl'0260 MKN LN LAS KrY PFH YGGTV ITNN FI U GN HCS FI PR ELNG DHTS DG DODU KA VLEV FNTEZ 
DPKSAMV KALH KV EESQZDLQETKQKSEQA KVT AKA TQKEA KSLEVLTNKSH KMV HLQA 
MHSLTSSTK VYPNIYKGLLEU Hl'AKQG KNQA YDI FTMVDPKHEEQGI\'EGNLVUQVNQPF 
TYKGOTLKELEGEDKVTIIKY A.DLVKQDPON 
0 [A] ClpP prolease vogp0261 PNFWAKAQHKMRMMNNINLKGHIISNNYREVYNYLGMEYHNISPKTVNETLDKANDKDII 
LEINSNGGYVFAGSEIYTTLKDYKGKVTANITGLATSTASFITMAGDNINMSPTAQMMIHK 
ASSNSMGSNSNDLDQDSKALKSFDKSMYNA YTPKSTGMDEEELLHLMA NETWl\ITAKEAI 
OKGFADKI "'IFLNDNKPD FVTSI DSMSMl'H 011 loi FVNSNN KN ITEITN KSLQNKK EDI LLDZ H 
LQDNMAILFlKDN 
0 [A) Holin vogp0263 KlvIMINWKLRLI(,'lKVSWLAIISAIFLLAQQFGNFFGYDLLDFPNNITDVfNTlULLVFLGIVT 
DPTTKGIADSNQALNYKEPSDEKEGKLQSSWEHSQDSHSNQESYHDAPKDYEASQHSSYA 
SPDECSPEYESPLGCGEVNSN 
0 [U) Unchar'C1erized vogpOZ89 MMTNMQELFQEZGVYLVYPTTSZWNREGFYYPDYNIIYINRNLSNKDHKKVILHELGHFD 
RNPKHY KCFREKRNWYESQAN RHVI HQLLKDELALCEDMDDFNPNHFMEK YNLnKN DQ 
VMVKEEYFNUQTII 
0 lUI Unchar'C1erized vogp0301 QIKTSVKRVGIDTSDKNLGKNTSLDDVNKVFZKNTINNNNKTQNLAPVNTGYSKRSIYFKF 
THGVYSSYGNSTSPPTTYSTYMEFGTRYMDAQPFlKPAFNKPNMVLVKDLENLFKPRN 
0 [A] Pon>l prolcin vogp03 15 VSIFFNTFKNSRNLTYTVCCSITSEKLKEVFlKEWAMDSCJNYMARTISQSNFQIZENDKVTK 
NQNNYRFNl KANPNQSSTQFWEKVI y KU YON EAU FI LHCKDIYV ADSFTQDEZTL y DNI FK 
DVTFKDZTYK KIFTV HQVI YLKYNNNNVTSMVESLCEEYGKLLG HlfNNQKKTNQI RI IMKS 
TAAIGHEHDVEKSQG FTQPKSNKDfl.,NQA VITLPI EGFIDI HVSASSNNI DKSSNNTSTI KYY 
VNKN 
0 [L] Terminase vogp0324 MGKVKSKLTPKQKRFTDEYIISGNNATQAAIKAGYSKKTAHSIGPENLTKPNIKDYIDERLE 
KMODKNIMOPEEVLEYLTRYIARGKEKEKVFNTYRRFVHRYHNNZIDNGEDVEKNNIANI 
NLG AKDCI KA LELLG KR YHDQLEEDLVQDQI 1(,\1 FTD KVEMOVYKDITINI GD WDDEES ET 
LDKVHGKDHDGVDNRQSNSTN 
0 [U] UlIehar'C1erized vogpOl73 MTLTIDQI HN LLG 1DEA FKA Pl' RLMEI LFD KZDREDL FR QFLKYEKDMS y DWF""'1 y FEEE 
QA VTVNQKQDFTPKSVSTSSSKIVSCNR YYZAA VGTGSI UQAWQDHRMNS YPFTYRPSNY 
WYQVZELSDKAIPFLLFNMSIRGINGVVIHGDSLTSQVKNVYFLQNTKDNTLSFSDfNVMPH 
TODIKOEFDlKEWIGQAIEHIESKLID"'~PL 





0 [S) Mmor slNctur.1 vogpOl70 MVKANIFPSGTTQTZKFNYUIHYDNELTTNEVMNYFIZKNQDQLEHFZECKNYYZGHHNV 
prolein 1 ZNKGKDNKVIDCPNPKDNYKADNRITLNFPKYllDLNNSYLLGNl'lKYNYNKEILDDfNYLV 
NHNNLDDNNNKLVKNLSIZGHA YZLL y LDKDDHKNNLIH FPPKQTFIIYNDTIQHNSLVAI H 
yYYNKDSTREDNHNIKSYTYYINYNYDYU"ZDYHSTALKDCTDHSYSEIPIIHYTNNKEHPli 
FDSIlNF 
0 [S] T.ilprolein vogl'0381 ??? 
0 {5] Putéltive siructur.=tl vogp0393 IPILLESQNTNFDNDGLGPLEDSFNGNITQNGNCHYKLTFEYPVNRDLRPLIKEGFIFEANAK 
prolcin QG KDLQTfQVYI !DIN KSNSY INI y ANIN AZDTTSNTMDNFSV DA FAGTAFPYELVGNTY H 
LRNFCLDFNSGISNI DNFSSTADZDDNVLDTIAGV KGSSNPRGGELVLNNYYINLLKHASKD 
NDTFFEYSNNLTCFEDKDn'EGLITSMYPfAKDEEHDREEPDTVSDQGFIHHEDSKENSNFN 
VODSYYI 
0 [11] Uncharacterized vogp0396 MPTI DNGLDZI KKy LKENCIKKTY LATTYGI HQQDVTNI LSGRI KAPKANRFJ LKVIQDFN LH 
178 
Nd 
Int. Fonction VOG Séquence ancestratt.' 





0 lU] UncharaClerized vogp0401 MJPKFRAFDKKTKKMYCVDGfKSSERADDEFRSGRLETHIFVEONLDDYILMQSTGLKDK 
NGVEIFEGDWKLQNHYSMTSFLEFFKVNHNIRWTVNFRAGSRRIYNRCRGSYSCSRNKDC 
EVIGNI HENQDLMEA VQETLEN 
0 15) Struclural prOicin vogp0500 YKFQNTTKQKHYCTLTRLTCKVSYDVSKSEDLTYDSLTLEVQGRDMYSFQIDKVAGQDG 
GFITNETZPPRELTINFNLENCNPSSLRQZVYNLKALLIRHEDVPIIFSDDSDCTYZGRFKTAT 
NV DEKGSSIIFSFNIFCYDPFKHGPNQSI KNNV IKDLGZA VTNPIISFNLLTSAKGFN LLPTDG 
HNRfKSSQAKNGFFLEIDFHTGNITLNGQDIMDSLDMDSYCNHMRLPANTNLZSSNSTITIQ 
SRKVF 
0 lU] Unchardclcrized vogp0643 MSRDPTLTLDESNLVIGKDRHIYTFTAEK YN PK VRLASKCLGTTHFNQLMlEHGN KATNY 
VTPMVrNRNPTGLFKDLKELDNELTDTNSHL II'AKI KLi'.'NQGMLQEYSNSDI KTEIFNSAQG 
ISTHVSYVNDKZZSZfKHTlKGIHHKFKSNYNQLASSFDSSIZGLKANLSNZAKDLHALFQA 
SAQG LCQK YNDSQNESSTNFHTTTTGTK VAYVSQTADL WAZLlTTTQGICSELDHKIHGLQ 
ATlQTTSS 
0 lU] Uocharaclerized vogp0685 MKLDISIPTHAKLSPSSAHH WLNCPTSINLEADFPY KSSLFTQEGTSAHELSELYLTZKQDG F 
TQCKFNNAIQDYKGSNHYYNEELREVTEEYIDNVQEYFNNVWSLDNNVKFLLEKHLDFCD 
FVPEASNTSDVIILSSGVLEIIDLK YGKGI KVSANHNPQLGL y ALGAZDZFDLVYDFNTI RMT 
IIQPRLDH.FSTWDMPIYHLLQIVGTLDVKPMAHQANKGAGQFKACSQGHLRPPVFSKJEHH 
CRFCREZIH 
0 lU] Uncharaclerized vogp0688 TK VISSKVRLS l'PH LLEPNPVQGGREAK YSTSFLI PKS HTATI KDI KQAI KAANEENRGNKNE 
GMNQASFKN PLR YCYGEIVEA KEYHGYPGNLFMSASSKTRPIVV IDQNNTPLTSQNNL YSG 
CYINASINFY AYDTNSNKGISACLNNIQFFH KGDPLGGGSNSEEDFDELN KDEEEDLLVS 
0 [Uj Uncharaclerized vogp0690 MRESTMEK YL VZEIS KMGGLGLKFVSPGTSGVPDRLVI LPKGNTFLVEFKAPGEKPRPYQM 
REIfNQLQNSGHQVCVLDSQEWVNI FLA VIGSIVFN 





0 lA] Hyaluronidase vogp0857 MTEi'.~ PLRVQFKR'VIT AEEIVARSDVI LLEGEIGLETDTGYAKFGDG KNRFSDLK YLTNPDNN 




0 lA] Amidase vogpOl97 LATMTQIQANERSZTYZGNGFN1DCSZGFQCSDLANTC1KYLFGINLIVGWGINKVPSNNDQ 
DFEV LATV YKNTPSFMAQFG 0 FAVFN PCS HTS 1GHVOL VSNTTR DNi\~LESN WZGSG RA 1 
NDDCHVSGPDHA TFRTHSYNDRTLFl WPNFPYQS YTNSKTTSTQPPTKDNLNQKAKDSNI K 
FEV AHINSIVHNGDFPCCASZNCEGVSSI'K YAITHTY YSFDYGNGYYCMSSLANSCMCIYLA 
CCDTYHDCDHN 
0 IL] Imegrase vogpOOl5 ?'?? 
0 IR] Ami-repressor vogpOO72 MKELQDFNFNVRSAFHVHTIVVGKEPLFFGKDlAKVLGYTKLHNGMDKHJRDKFKCVSHF 
TTPSGISAGRDVTFISEPSL YKL VFKSN KPRNTAEEFKDWV AKK VLPTIRKHGA YMTNSKLE 
EALLNPDTFlNLATQLKEEQEEDFGLQSENSKLGSENEIMKPKA YYFDSMFESSNI ISLTQIA 
KNYGFCHNKLTR IVL VETHFR YKVKKK.R VMPSRQKDKDFFEFKDSKDVRSTWQEVNTLIT 
PWNQKASKFLL 
0 lU] Uncharaclerized vogpl12S MDLTLKN KDLNTL YSVLDKJ KVTNM RANRGRAKLLAKVVDKFKEY AKDEGDLI DLYAQK 
DEDGKFVIDEHENIKLADPAKLDELNDLLNELADEDJVIKGGEYSK.RFIDFLEYLAESEDEFT 
SDEIIIIDNli.WFEESKKGEKN 
0 [U] Uncharaclcrized vogpl155 MN KLELFLLATTJJLAJIARVQYEVI KKHNSPENKRRI FREV ALENSKGWSEKRSRGEVVS 





0 [5] Major capsid prOiein vogp0745 MAlTYKKSPKSSNATTEFFNTINEGATQEEQDKSFNDMVNQMRNEIMAQAKEEVERMFNL 
IfNSAH ALTSNEFKFFKDVN KN IGCKD KA KLLPQETMDHVFEOLTTK HPLLTOfNFKNTNSR 
LK YLT AETSGT AFWGNICGEIKGQLDKAFNEKNTTQY KLTAFlLlPKDMLDLGPTWLEQFlR 
TQLEEAMALALEAAJFKGTGKDQPIGLMRDLHKATSGKHTVHTTTTZKDTTTATTASTYM 
DPLTHVZZN 
0 1UJ Uncharaclerized vogp0714 MN KRJKKKRKLETAVVLLlAENAMQAEAI KNQNKQIAELRAIYQQNAQATNRELATYKAA 
TLDNQSVIKSIGDGVDYIKKNYKRKWGK 
0 [U) UncharaClerized vogp0702 KAKQLlFSFGSFILPIITSYYFFKAKSIKQDTHJTSLQZEVEHLKJvlFNHQNTSRLEEHDEQNKT 
LMALTEQIKNLSQEYRELKDLMQGKTN 




0 [S) Major tail protein vogpOI15 MAAZTAKVGKDIIZLFRFFNAATKEAASKLAFQTEHSIEKTRDYNTTDTKDGTISASGSIEYS 
LSVTSIATNGDPRLDEMEEAFNDGKMI EVWEINTAKKGSDGNNSGKYKAKYFRA YLTSFZ 
YQANAKDTVELSFEFGVIG KPQKGQATSPNKEQVKVIQYIFKDTlPGHTMGGDHSTATPPP 
K 
0 (l] PUlative primase vogpOI56 NGWDVISHQDKPIPDRrNFSELLDSFGYIEGN HFSCCHQVPSH DFIGHVIQFNYflDQA YALH 
NFNDCNCWNVVNPSNRFGTDIGSSSTANDVTDLDAICCHFDVZSSACRNFANTCHFIEKLSI 
YVGQGPTNVVMAGFETDNLLPHWEIKDNRCVPCTRHTVIPSMQATSDEVDAZATDVHNIR 




 Séquence ancestralt!'Int. 
0 [UI Unchar<lclerized vo~1134	 MLTYDEFKQAIDDGYIVGDTVAIVRKJ\lGQIFDYVLPH EKVRNGEVVTEENV EEVVVElOK 
N 
1 [U] Uncharacterized vogpO;O;
 MTFFPEI DEKKTKKNSKJRKLREYPR WRH IAN DSDNQKVTPA YS FMPRR PCSGPTKPVENLA 
VRRVDAlKELEAIEQAVNGLZDPDYRRILlEKYLASHPKPYNWDIYKELGFYESSYlEMLD 
NALLAFAELYREGKLVVEKGVLSCNCN 
1 [U] Uncharaclerized vogp0946
 RDlVNNCLS FSHLKA FQECQAQALAFMAGH WAQQSI'STI KA MLVGS YV HA y LESNKAPE 
EFKLEffDSDMFAKKGNNKGCLKSDFQIAEKMVHTLKHDPTFKTIYQGNGHKElOIFGKIEG 
1EFQGYlOCLN LERDNN!DI KTI KGSI RDKEWSEMENKVNVY WllA YSYLWQMAI YQEI LE 
QSDNKKJ\1G KNISI'I IY AVTKETLPDSNTITI HNEEWLDDSLDKLGQSINKZMDN INGRKDI'N 
PCDHCNYCKATK 
1 1R] Cro repressor vogp05~9 KKTTPKKTLKOLRTNYNLTPKEV AHKFKIHHQTILKLEKDSTNI PISLLFKLA HFYNFN!DY 1	 
FLGKKYEFNHFlONNlRCILN	 




YIYYCLFNLDHSTFLC KDI 1DSFNATNPN WDFYN RNIZGL WI LA KGVI YNDFY KNI HV VNQL 
PNKDRNFC 




1RKGDLG KCMGPM LKQGTYAFI KKEDSI KDGTIALVV LDGPQEVSLI KR VDICEDCYIN LV S 
LNPN 
1 [U) Uncharaclerized vogp03;6 NNKCDKLlMVSDYEVIKPENMDNVNKPSHYNCCKNESIDFIHNFIGKZPSKSACSRGNAIKY 
LSRFQKKNNGEDLKKARYYLDWLlEZMEZENQNI 
1 [U] Uncharaclerized vogp0331
 MNI KALI KK YEEZIVNEHSPFYEPV PYTSMVELFLK ELKQlOQPK KVKVPHFVADWI EEA K 
KDCKOFVZLFEFDFTNQEVRNFZCKIVFMQESPFHLLARA IVLDGYEVEEEKRYSVTLNNPQ 
PLVKSQSCSTQNIFFFLYFSQD1NARNYKGTHKELEEANFGIVVFHCQGMEI EEVE 
1 [U] Uneharaeterize<! vogp0264 EIIMTTSLKLANQFIIFSILFSVCI,VIYHTDYIQVTKETKPIVIYNADNICVKMLGKVTDKGIV 
GKL YTLTIRA YGKFLVTKEQYKSIKVGDKIPSYLKGRGQZN 




lSSVQLLVMDELGIQNNS YCZYTI LYDMVN HRN KSIITTNLlSNEIFDNYIVAFFISN FlORTN 
NGNINNF 
1 lU] UneharaelCrized vogpO;44
 TIVQKVKDLLMKKNMTQKALSKKAGLNrlNTLRNFKNEHNKNTFKNMCKIADALGISLDE 
LRN 
1 [L] Putative recombinase vogp0222	 MTKNNQLTQKQITY HVSSRJ REMQNQGNLKI PQNYSPSNA LYSA YLA LKNSSNICrQDSIY 




1 [U] UncharaClerized vogp0949
 MPMANEENLlPNTERTKSEPREITYKGGMASGKARRKKADLKKAFETVLHSDVTYPKVKK 
QLEDMGLDTTNQTALALVVIQQAMKGNLRAFEQISKLTTNAKDSLDNQEQKER1KASKLG 
NEKLRKHI EASKVNFEADEVIKS IV AGVV KDTWEDLEN 
104 [S] Pulalive baseplale vo~414	 TNTMSNIPELARTIHNLlRSGTITEVDNARRVRVPTGDLQTTWLNWATTRAGRYRKWKAI' 
protein
 ALGEQVLLLSPSGQLANGFVLTGLFSDDNPPPSSCSDSRHIVFHDGSVIEYDJ'ETHHLSVRGI 
ETN l'IVLVMADTTMTI DTPEVISVNNFTNPSFEVQKGSQIVTDK VSISGN FISNGI l'LVGHTH 
GGLHRGGSSTDDTKK 
104 [SI Baseplale or base of vogp0416
 TTNFATI DLSQLPPPHVV EQSDFETILAERJKATSISLYPDIARALA LESEPLA KSLEENA YREL 
tail fibre
 IWRQRVNEAARANMLASAKGTDLDHMGANYNV KRLV IQPGDHSAVPPI PDV MES DOS YR 
ZRIQMALEGLSTAGSRDSYI l'HA RSADGRV ADASAISPSPACVVVTVLSRQGNGTAPEDLL 
AIVRNYLNDADRSLV ADRFTVQSAQV MEY HVDATLYLS PGSPNEPIRDAAQA NLTAYVNH 
DHN 
104 [S] Tail prolein vogp0417
 STPSLLPPNSSHLERSAAQALAQI KNIPIPLRHL WN PYTCPFTLLPWLA WAFSVDR WDYNW 
PEH1KRQVIHDSYLVHCHKGTFCAFHRVLEPLGSLTNISEWWEPTHPRVPGTFNMAICVSEN 
NITEEMFLEMERLMDNAKPVSRHLTSLDVI LAAHI LACPGSVTLYSDIMDISPCKQPrN 
104 15] Similar 10 Pl Hlil vogp041.
 AADQYffHGAQVLEINDGTRPIRTIPTAIIGLVCTASDADATAFPLNTPVLlTNFQSA VAKAG 
shealh prolein
 TRGTLPPSLQAISDQANA VTVVV RVKEGMDYNAPTTSTIIGGTSDNG KYTGI KALLAAKAII 
GVQPRJLGVPGLDTQEVATALVAISQKSRALA YLSA WGCKTNAEAIA YRENFSPRQSMVIW 
PYFLA WDTVTNTTVTPPPTAHASGLRANV HQEVGWRKTI SNLGV KGVTGISPSVFIVDLQA 
PTTHANLLND 
104 [S] Simi!ar 10 lailluoc vogp0419 ALPR ELKJ'JI\1NLFNDGlSYQGVVKSVTSPKLTRKTEDFRGGGMNGPFEVDLGlODEGFNFE 
prOlein NGFSDLAFLEQYGSVSANAVTLRFAGSFQQDNEIISVEMVMRGRRKEMDMGDGKPGEDA 
QSKITTICSYYKSTNNGKEVVZIDIFNMVEKVNGMDLLEAHRKAIGLL 
104 (S] Putfllive t<lil prOtein vogp0420 QNAPDNVI PLDQPIKRGAQSIEYLTLRKPTSGDLRGLHLLDLFQFEV AATIKI LPRISQPTFTE 
QEATGMDPADLLACGQEV AGFLFQKRAKATNN 
\04 [R] PUI<1tÎve regulalorof vogp0423 LA PffFRLTlOCQDITCYlSH RLlSLTLTDNRGFEADQLAITLDDTDG LLAI PPRGA VLTLRLG 
l,lie gene expression
 WQDSGLVYKGNFTVDETEHSGPPDILTIRARSADLRKGLKTRREGS\V}JNAKNGD1VSAlA 
WGNNLKPSVAPSLAGI PIPHMDQA KESDSN FLTRLAKDY DAIATVKAGNLLFSPAS WGKTA 
SGKALPHITLTRSDGNHHHFVLADRCS YNGVTAYWZDTDDAKHQ KQKVSLKTKPKEKH L 
KTN 
\04 [U] Uneharaclerized vogp0601
 MMLALGMFVFS LHTLAYQAFQRQTDCRRASYSRIGNQPA RQFLGRGEDTITLPGVL YPELA 
GCALSLDALRQMADTGCA WPLVEGTGRJZG LWVI DRVSETRTLFFS DGTPRKI DFSLELKRJ 
DDCCTDLLGSVLN 
104 [S] Tail prolein vogp0411 TKVLTKQGDTLEAICCRHYGRTDVTZTVLEANPGLAEZGPILPPGSTVKLPDII'TSPPNPQTV 
NLWD 
105 [S] PUlntive phoge loil vogp0413 TYZLKALEDRSAGLlASLSPSPRRHLAAZLAKNLRPSQQQRJMAQQAPDGTPYAPRKQQSV 
complelion protein RCKKGRIKRNMFP KLRTSRFLQAKGSPZAATVEFTGNVPRMA RVHQYGLKDRPNHDSHEV 
HYPARPLLGFTCVDVQTIQDVILAHLDNNN 
10; [A] L}.C vogpO;3. MNMKPFASGITSLCLMLWAGCTSAPPSPAPLIVISGCPRVSSCPM.PGSDPKTNGDLSADVRR 
180 
Nd Fonction VOG
 Séquence anc('strale Int. 
LEGALAHCASQVKTIKHCQDETDAQAHN 
105 [5] PUHltive phage [ail vogp0412 MlKPDSLRG ALMDAVPQLHNNPDM LRlFV DNGRI PSTSATSLS FEKA YTLKVI FTDFTG HL 
protein DSFFFPFLA WLRENQPDI MTTYAG HKKG FTFZADINDHSSLDISISLLLTERTLVKEVEGALH 
VI YIPEPPQNEpVTRPVELYVNGELVSKWDQpN 
105 lA) Ly>B vogp0052 MSKLMKVLVSSSSLAVSGLFLLDHENASSRASLDQAN KV ASEQQTTITMLKNQLPVSLTpA 
HNNELAQV ALRQQLEKAAKGEAHREQT1TRLLNEI\'EAFRR WYGPPLPDA VRRLHQRPACT 
YASDCRQRLPQCEpLPHAGQGN 
106 lU] Uncharaclerized vogp0768 LSTpS KTRNNTLDZLFQEA KKEEH EDpASA FSI HLEA LA 1HITKA DMSGTEAAE LLSQEATN F 
QNKSQELRN 
106 rU] Uncharacterized vogp0764 MTAEEKSV LSLFVIGV LlVVGKVLAGGEpITpRLFlGRMLLGGFVSMV AGVVLVQFPDLSLp 
AVCGIGSMLGIAGYQVVEIAIQRRFKGRGEQN 
110 [5] Putative DNA vogpOOGS LpYZPSZSSZTIRCYSTTWRDSSREASFRSVpFSVKEEQARAGRRFQIHEYPNRDKPCTKDLG 
circulation prolein KDTRCPTITA YLVSNNCSDQADPLMDALDTPGPGTLVHPHYGKMQVCVDCRVCISNSNTZ 
GRMACISFKFLZSGESSSPTSSAATAQISAHSCSFSDYFVYDLFSVFSMASVSNFIQNDVMDD 
VTTMLG NISDAJ KMV DSA HTICLLQG y LS VMLTPI'SSS1NLLNTLQNTWS AGKCLVCYTSDS 
VTTIKN 
110 [5] Tail sheath protein vogpOO74 TTI SFNAI PSDTLVPLFYTEMDNS AS NTPpPS RpSLLl GQSSN KAS1ALN SSVUvlPSAy QASQ1 
CGPGSQLACMVDAYCQTNpFGELWFI pLPKATGTAATVN FTFTGKARESGTLV IYIGRPRlL 
QVPVTNGDN ATALATSMEDAI KGLPTLPFTASSHAGFVTLTTHHKGLZCN KPpVSLNTVSF 
CGGEISPSG IQIAFKAGTAGTGTpDLTASI AAMG DZpFNY IGLpFNDTpS FNSMVTEMKDSSG 
NN 
110 [5] Tail prolein vogpOlG8
 SQFYPpTLPQLiS MI HHN LLTRlLHGSC PLA RMDTEV YTNV HA AA LI-ITFYGY IY YLA RNMLP 
YTCDEDWLSHHSRlKGCpRKEATAASGSMPWDGFSGTPKLTASSRIQpDDLVHSTATTTVIS 
SGGFS Hl plTSSAAGTAGNTDDSTS LTLVTPVTC LPSTGFTDTGNGGS DI EDS EN WWS RFV ER 
YYVTpQGGTHFDYV 1WAKEVpGITRA WTFPHWKGTGTVGVTIATDNPTN PI PQESTINAVI' 
HHISpH 
110 [S] Tail prolcio vogp0227
 MNNTVTLRVNGRZWSGWrSVC1SpCIECMARYFNVGITLQRPSDQGIIENGNKVKVLlGDQ 
LVITGWVEASpFHYN AHSISTGIAGRSKTAJ)LlJ)CSAFPNQRNSHTLVQIA RA LApPFGI KV R 
NDRApSAAFPDVQpDI-ICETV FEALN RFSGQHRALA YYNPRGHLVLGSpGTKATTALVLGE 
NILSWDTEESI RERFS YYQVTGY HPG KDDDFGEATIA SFH RTTK DSCVTRYRPMl 1HQSC KA 
TTNN 
110 [S] Tail prolein vogp0462
 VAKDHYlHSLSHLLPPGpA WSNSDPFVEGSA pSLTRVHQRAHQLMRELDpCTTTZLiDH\\'E 
RL WGLPDYCSPDNTLRQRQQRSDAKVNLAGSlNQHFYLDQSAALGCTDATINRFQNSNY II' 
QVNMPATTNTp\\CJTCTDTCNSPLRIWGDTVLECFLNKLCPSHTFFlFIYPEGEENA 
110 [S] Tait prolein vogp0472
 METMLNVNGSSNCASASLDFLTRAVllSLFfWRRAZHDDNTpHI'LGWWGDTWI'AVQN DR 
NGSRL.WLLQRSKSTNKTLQTARGYTQEALEWMIDDGVVSRIDIDTHRTGTDWLGLSITLCR 
RDGplllFIFIDAICSNlHN 
110 IS] Tail prolein vogp0461
 KRSLNTMKRPLRN LiARAVlNAINTARKCQTLDFNLMAGEQKDEV EHLEI'YGFTSPpQI'GA 
EAFlSFPGGHRSQGIAVIVSDRRYRSKGLEpGEVAFYI-IHQGQSITLTHDGIFlNSCSKPIV FpN 
I\pKAJRFKTPIEFTGHVKDQWDSGGKTMSQMHSTYNGHNHIENGKGTNINNPPSHPGATT 
12 lU] Uncharaclerized vogp0348
 MR WKVKDE LVGlYPPRHYEHISVLEETQEFSHWFWDNHQDMEFlSTKLGISTKKLNRlLTL	 
EQLI'DEELLKDMVELCKlKN	 
12 lU] Uocbaracterized vogp0265
 TKRYEYAGLTKELHQRLTLEFDALKEKI-IRRTLTKYIMETKQCDRSEARlKYCQRfDNVVKE 
RSKLSpSTLDDMREY LTDGLVNDLQEYLSEHYSAPRGSCKPDTDKTNAG LTEELFLQY REE 
IQELRAAHpNCFADYIMEVKGCSNQQANTIRTAINTVYTEMGILTPRKVVQLEGLLSRELFG 
K1AKYVFNKYEWPESLDSEVDRIYLEYRTKGDLGLDKESVKRALYKAISMGL 
12 rU] Uncharacterized vogp0518 MFAKLFI\lN1VNNNYTFKRVpKVLKpK VKELlADMVNDEELLA KLTQE 
12 lU] Uncharacterized vogpono MRYKVIVYYDNMEDDVEIYENKDEAINRLH HLRGV KYRNSRLYKVEMVEVE 
13 lU] Uncharacterized vogpOl95 MEIQYLEINQEHEI'I\'ENlSDYlKDFSEAATVI DVQCNAlpV HFEKVGEDYWTDEDYGI KVV A 
FlKYEDNKEI\TpEKKQWLKEFFDKHLDKETKLFIDDpFDNRVTKGDEVYVDTLRNCLFQQ 
ASMA YTDKQIVSIYKEWLQNH 
13 lU] Uncharaclerized vogpO 182 MKKEfMTKA WEIAKEAVKKFGGKAIEYlAEALKMA WSDAKGSNTSLAKFQA VEEKMRKA 
GKYSMlQVLDFAKEVKFNEVMH KEGAYYGIEVVADGDSIGTYYIAEKVWEVA 
2 IL] Putative vogpOl8S MNEEFVNIAGYDGYZVTNKGIVNSMKTDQILHTFTIHHNGYLiVYTYHNNKTKTLSVHRlLV 
endodcox)'Tibonuclease
 AQAFlHNNDDZTMVNHMDGNHLNNHLENLEWCTHSENNYHSVNNNNGTHTRFFERITES 
VKHSSK VFTFISI'NGNTEEFNSMAKFSKA YSL YNSpFCPHINTFTNCKRQKDpGYKPFNHHS 
YTEESYRVHN 
2 lU] Uncharaeterized vogp0542 MYKALQDTTpCIQTAYNQSpNELVRALMAQGWSQEQIEDTTDIYQpSICIUYSGNHKDpRY	 
SIMENLDHLVLNLDN FHLFTSN	 
2 [R] Repressor vogp04SG MAVDLLRVKAERIARGYTQDZMAKRLGWSDRARYAKRENGIVSFDADELAKLAYVLGIS	 
NGIFFTN 
2 lU] Uncharacterized vogp0543 MSNLRKYRESLNVSQTALAEEVGCTQGAIGHWESGRRLpDLKTCRI'LVDCLNYLGAKVI'L 
DDVFPpEHKAA 
2 [U] Uncharacterized vogp0484 MPTLFRKEypRQSRSTEFLFLlLFMJLMTl'lSI'LiFVWAVGKMVELVIEWYNYVVWASFNTL 
HNKINPYKEN 




2 [\.1] Uncbaracterized vogp0482 LHKSFQQFlKSRYKDNSQTISVMEIKDFSWV1WQI\SRSAŒlELDKPKNDI'ZQGTYHMGYDE	 
GHNCTlNSC1KAlRAAGIKVKEN	 
2 rU] Uncharacterized vogp0478 MEMIMACSTFNPLTLQKYQpDPEDLCSLCGGNHGKAAMlECKDKIHICLNCVDVLVDIKNE	 
REDKKRSEA VRALDS WMRDGYSAAQIYDLAIS KGEI pGVRlE 
2 rU] Uncharaclerized vogp0468
 MTKSWSVpFPESETEHDGMI'VFWRFQATVEEDGIKl FALQY IAFHQTHfYAWLVP AH\\~V 
NFKpAPNQWLQEWKQRRNRY AIKKVAKNA ERSFAFPTKKLAIESLLRRKK YH LMRJ KQDL 
AVVSTLVDGMKNJDTSTpDIEYNFGHNQETENWVFY 
2 [T] RJ'JA polymerase vogp045~	 VpHGppYTAYGGHTQALA YSZSALEKEI'PSGDMRRFZASZGRRVSASFDRGTA WTAHLLT 
YLAHPTAAATZS YEEEZEAKTGpCPTALALLRSVENEVATYSTISSV MDVSGTRTHSPTFQY 




Int. Fonction VOG Séquence ancestrale 
ZSLSPSKEPIA W 





2 [S] Structural prolein vogp0485 QSLAEEEDNETSKEPSKTETYTYEEEQQZQYTDNDYMVKNLQKRJSKEQAQKNETKTQLE 
QA LDHJ EELEKGC y KS VKEKS EEEKATlU QKAZE KQI AS LKAQ 1K1SNITYQAN EV LKESG M 
TLSAAELGLL VNI DEEKTYSNV KTFLNLLDKH RYQIVEKSIYTGPTPIU VPSNTIU HLZEQEA 
AZCZAE 
2 IL] Heliease vogp0491 1DI RYARFZRMNNDYTYZTfI KAMFIQSEQIT AKSSKFI KIFLMDHNDLLDZYGKAQINFWKA 
RNRAMKDDDlLRDDLDSISFPHVINCGIPLRDHTIZIMRVGVZFRRMAAREHFVVKYHYG 
VDFCFLFVYVNNIA YQNEVDA FNDLEFVCYIVKRHVDR VARSFSSFYVGA REFR VflHDNT 
DVIFVGDISVVFNRLQMFDC AADLDHVKVS RT flAFLI RQLVDVZTN HIZR FKDZYSS VLHF 
DTRNITHNQTSV 
2 rU] Uncharaclerized vogp0496 MPENTPVNWCDPSRDPGZGCTGVSQGCDNCDAEKSN FH RYSCTNDK WSPGT AHSKITSAN 
SHLQRHFALDY AKRFRVNSNSNRV FrASLRHNZDZQLI RHRRTGRFYV 1FITNTLDS WLTTD 
HIAN LADVLPIVDR WYSFWPYNENIGGSRTTQGRA YRGK y LRV AGTARDZMSRTALEGSR 
LDPSDSLSDVQZDASTSNYDCKDGRNLDSFYPPDVDRPAPVLGLPWFVNWTYSSEWAYHS 
QSDGARAISKDSTK 
2 [L] Replication protein vogp0498 SHHKTLEGIWKATIUCVGNAS KKVV LVKLA YYPDDQGDCCPS YQHISHQLGLSKSSVSNLI 
SGLGDYSLVTKESRQEGKGNSSNFYRLNSDRSEESSGTSGNNSSPFGEDCQPSSWDTPGCSK 
GDYPSPSQSKNEYSPEFEQA WSA YPKRAGGNSKSAAFKA WKARIKEGIKPETMLEGIKRY A 
AWVZATGNTSTQFVKQAATFFGPDCHFEESWA VPA VPSPRLEDPPFKNSNN 
2 [R] RegulalOf)' protein vogp0533 MEQTSYSKLSQREIDRAETDLLlNLSTLTQRGLAKM1GCHESKISRTDWRFIASVLCAFGI'v\A 
CIl SDISPISRAFKY ALDEITKKKSPAATEDFKQIDMQF 
2 rU] Uncharaclerized vogp0516 MKTIllEQWENEHYPLGRJKKQKLAEKTEHEllFILNRMAQMPfllARFGEASEIS 
2 rU] Uncharaclerized vogp0517 MKCEKCGNEIDCDCMGCHECHPEYTCETCGFCHIDGWEAGACWSLANDPDYDPFDI 
2 [A] Amidase vogpOS22 TINFSMYSGHCDKGTGAEDILTKIKEADKVLVTTSKYFKASGHNVKTFIFSTSTNLFSNLNK 
IVHWDNANPADFHISIHFNAGPRGTGFEVWYYASDZKNQKLAI-IDIFNKMAKDLGLKDRG 
AKATN LCFLNNTK VTAVLTEVCFlDNKEDANSFKKKNLLDKLAMANAEGLTGNS VSN KNP 
NRHSRTVEDSIPMFSKSPIKI YDASYSLL VYDHNK YWYNA y KKDKLCYVYKSFCISNG KKD 
NKGHLKVR 
2 [L] Putfllive vogp0523 SHDRKIEINPDIVGDFRYMPFEANSFHLVVFDPPHLRYAGENSWLAKKYGNLDERTWQ001 
melhyhransferase WQGFSECMRVLKPHGTLlFK WNEDQI KLSEV LDAlGFQPLFGDKRCKTHWLVFMKEDZTA 
NN 
2 rU) Uncharaclcrized \'ogp0524 MGVHVNTNNLMQDLKKMGFDIDKEAHVTFKAGflQTLAHZLKSNTPZSDSKKHTSDHITIS 
INLS YFNTCLNMVTIG YGKDVSRRTHFPESGTSKQDPQPFI KKTQKKGKN MVIETML YTLK 
DSSK 
2 [R] Putative translation vogp0532 MADYEEHLKELQKPFHPDRJ FWRIQQSGYTQQGKA WAMV LA YIANRAI MERLDEV FGMA 
initiation factor GWHNEYNVPNSGTLKCGISI HIGYEWVTK WDAAENNQVEA VKGGSSGSMKRAA VQWGI 
GR YLYNLPKCFAQTSLDKTN FKDGTDKTSFDKNKMQSVENYQAIN 
2 rU] Uncharaclerized vogp0445 MTNHMYKTASIHFNITTHHINGRSTNIQFSTQDSGSSNLlFTFTKDNNPLPLSTVNTKTFVVF 
ZAGSNK YESFYN KYLTIl DNVEGTFEYFLSNEELKHYGPVQAQIYFY YTSDNNQALATSFFf 
FSI EKALVDHNI FPTADYYINDfENLEKJJNHMVEDMYQTI EELQNQVTQLEAI MN KEGAQK 
KAHATQV KHKA YI KKHTNN KDKHI PATENKA WNTKENPSGTQNKV DSHSNYHEKHINSA 
DHTDWDSTE 
2 [A] Ponal prolem vogp0391 IFYMNLNRSLPTDVYNL WKNHZSFSSFNGSLFSK YLGISAfHNSDIFfAVSMISCYFSLI PLVF 




2 lU] Uncharaelerized vogp0493 NSDVPVTDfSNNNEENFRDLNY AYLRETWNZNQVWKLDFNVYHTN HNTNGYN LLPFRAS 
IL YHGHDFSIQHSS[-INGSAHA WCYDI AATHFYYTCQKHN DCFFQPTlNSHLTLEECLSQI FN 
DHTYPFSRDIINPSHFLDNVQQENVGGNHYLALFDNFVYNYGLNIFHJNNHLCFGDPDDFGS 
KTDN FVS YEDNTDKSSININTLYFKTN LKGYSKDYCNDNHDFST AKSNAPNA DNCCIHZQV 
TSSDKCYTVLG 
1 IR] Repressor vogp0361 MKENKRMJEI DMG PVLKRJR YERGLTJ-QKLSRJ-TDDKVLPSNISRIESA GAGI'TLKTLTTLA 
NALGTSPSDILRNAEGGDKVITKPQQVLYVPFLSIVVQAGTWTESPEQPTDGDYKEWVEAP 
PSAPSRFFPFKFKGICMKAPIGKSLPGRMLHFFLTQPN KQAIT AHS VLLDWQTZESTIFKZLlI 
DGPHKYSKPLNPSYPPPQVNSEVHVSSVVLA WGEGYTVNGIT 
2 [5] PU13live capsid vogp0394 TFJIPNTPFQDTIINNNPFWPNINSEHFQDZLGIHSSIDPARLEDAIITAITSVNSELSDWHLEIU 
complet ion protein AAGYTYLAQVNSHKVNDKNZMVLZYZCAVFAPATAELSQHYRSFYTnEGNHKAQDIHT 
TMNDLWADPHRAIRNLLDKPRTTVZLI 
2 IL] ninG prolem vogp0378 NMPIDZPNPKKCKTCSVQFIPTYSNQRVCSPKRAIELACKHAQEAI-IKNAEKNNZKERKAQE 
QKQKDQSKIAKLAEKARCHWFRLSQRAVNTFIRLRDKGQPCISCGTPWKTCNQACHFFfK 
GPSPQLRFHEHNI HSRCrvCNLRJSGCTNHGY RPGLINHIGSEA VEGLEANQHPHK WTI EELK 
AIIAKYHAKLKDLENSNSKA 





2 [5] Tail fiber prolein vogp0376 MGRCZCRGPSQV 1UITANQTSQEEETGKDWJ-DFSNILFPIS YNCQA KLDDLTKKVTYQQLA 
TnHLGSRAQYDHHRYEEACKPVQDHFlHSASNYNNVRQAQMAAQAPAHJHTnRNQASP 




lnt. Fonction VOG Séquence ances1rale 
2 [SI Taillenglb lape "ogp037; MTSKPLGNLVMDLTANATSFNNIUvlDRA KHPSQDRDKDVQKDASMVNQSLTRZDTAFQD 
measure proteln ASISVSKSKAA MFISTTHYTNVSRMDIfLASVSHA WAI LLQQWGQANESFGSLlAKLDN LfE 
DITYPIGDSTSKAfATSPWAZAR YEGNSR FTAFKNTLVSSGNQLGLTS HSMLDfTPTWSDTA 
ZTLDPTSTYLS DLVPA LDTSD DHIS PfSQAIGTFSTPS DDMY 1KFASA fG DLA NA LNQGTTA 
MDNQFDTVSTSK 
2 [51 MÎnor lail subunil "ogp0374 MPMINANPNSLADPKA fWNTliVlAHRH KDEEER YKPPLI RL WDGDLG LHGLV ASEHSP1'1FE 
WIZNDTGTAYIQLPLDHfl LAKWVYNHKGRAENGKKRNVHITI DNRGAR WSGRMD1'1YR 1K 
HREDGDffMVLDCSH1'1YEHTKHIYVWSNPfLPPEfQfPQSWLVSGPTNWlLLLTLflNLIRZ 
HNPLLTLP1'1NPLDLTSWLDLAFN LS1'1WHIIVKPfPFLAANSPSV fSRfQTfHDTADNI LEDTQ 
LTIN 
2 lA l Ponal prOlein "ogp0382 MTKQZTHQDA1'1NSTflSNSLTDA FT fPEPM PTFS('TTIZDY LOC NHN DNCZEPI'ISLKG LA KF 
SNSNVYHGSfLKAQANMV ACTFMPRRCLSR YDMNPFCLDYLGLGTASL VKIRSCLGK VI P 
LEPSPA VYM RNGKDGDFFQL VIfNCK YNQDFKAEDVILlPQYDPKQQI YGLPDYLGSIQSSL 
LNQY ATLFRRHYYYNGSHTGFJL YTTDPNLTEEDEEALNENMTTSKG LGN fRSMFFNIP1'1G 
KAKGIKIIPLG 
2 [R) Repres.<or "ogp0364 TIMTYDYSKLKGRJMEKYGSQHDFAKAIGLSENTISFKL1'1NKASWKQSEIDEAIELLGIPKE 
DIGNYFFNZKVQIUKQNZ 
2 (S] Hosi-speciflcil)' "ogp0383 Ml'vIYFFIIDNSLHKJGITTDDRGGTI1'1IIDNSDNHSIPSSTSSYTfTILV1'1PKESHGAWSZVNHS 
prOicin AAHGTYSSFNDKGNNALFNTIMETSGEOCACNVSFYCKDSGfDLlNZTVSPYKATQATATT 
1'1 YFSN HQCFTN YSS FQIGLNCSTWDI PN YNPTfoECGG KGDTNLTRI LSLEG HFDNADLDfTF 
DISSSTVVPFFlNIYNHNGANGYIAINCDflDNNKLlNSEYlNDFNTSVDPTSSSTNANflHSANI 
NQGP 
2 [L1 Tcnninasesubunit "ogp03;8 GGSICAMNA TVKIPI RDNRRQAKFLYWMGW PLCDIADHLGZKDKTLHS WKDR YG WDRTY 
SVZSIGGALEARLVQLlLKDSKTGRDYIŒMDLLHRQLERQARIQPYQGGSTETDSNPKSAK 
RNEGPSNKPKVNNISZELTQKLVEAFLDCCFDYQKDWY RANQH RTR Il LKSRQIGATfYFSR 
EALMDALETGHNQIFLSASKAQAHIFKAYIQALAREALGVELKGNPIILPNGAELHFLGT1'1A 
1'1 
2 [UI Uncharaclerized "ogp03;7 TTYWSKRNZA WQEDHIKKGKEQFKQELEEL YKSQYHLHKELDA YRQKFANSQGLSISEA K 
NKADYLDVKAFETKAKKYVKDKDfSPQANQELQDYNLSMSVSRQELLMQELELELLSLSE 
DZDK YTYDYLTNGSZSEVERQSWLZRTfPPSKTZDYZV KSA FNA YFKGDG1'1SE1'1IWQYQE 
QLIŒIVKKZVTRSLlCGNNCZTLAPQLNKYMDDYGKZADTZAIQQQSVFQTSALQSIMQEK 
CFKOFKLKPEN 




2 [TJ SÜlgle strand DNA "ogpO.144 MOMCMMNKVILVGRLTKDPELHYTTTNSTrVANFTLAJNRNYKDHTDNGQYEANFIHCII 
binding prolein WGKPNEIIA1'1YLNKGPQIGITGYIHTCSYEDQEGHQGYTTEVIVNNINFLEP1'1NNNQDCNNN 
HIflfHYNTNHYSNYQRGSSFQNGNSYGQQGSFVEGNTNHSGSNTYYNHNHFSNNNNPIDIN 
EDOLPFfTN 
2 [A) Bor protein prtcursor vogp0548 MKKMLLAT ALALLlTGCAQQTFTVQNKQTAVAPIŒTITHHFFVSGIGQKKTV OAAKICGG 
AENVVKTETQQTFVNGLLGFITLGIYTPLEARVYCSQ 
2 [S) Tail shealh prolein "ogp0908 MTLLSRGlDV KEJNL YVVII YLVTVRlVSINKFNSNVTYKMSK VIV IUN LGH IVNOTKNSIVN 
SfFLNRNFVNYGNHLNLGYlFNIUi'.'VNNLCDLDSNLSYTIINSGINCEIOYIINIRSNNOIVNV 
DTKVIIINIYNDDRlLlVDFHITNIVTKTDVINKYFFFNNIEEIEVSRYFFDFNQAMJLNFDIIVF 
DVNQICIIFNIVZVSNTNSIFIYILKNVNFHSFV AR YIVNV DNVV KVCIII YIECYNFNNV A 




2 (R) DNA·binding prO,e", vogpOJ92 MTMNKMIYINKVTIASIEITKlvlVSSHIfNNFZHSIKRLVKFNllRQPPMEVSKlUNNLGFFNVQ 
Roi and aDlirepressor l'KHI' FFEGKQGKRDSllKMAQfSPVfTARlV DRRRKLEEEV FKI PKAFl'NNZAMATDTVZQ 
KKKMEKELEKDTPHAEKPKLlREDSITllGNfTZVSKLGHlMRFKSMDNRHNLVFSCYIHNN 
TWDDHTDNCY RTHV KKTTVKA VFGI HFSFI NK ITGHSPH WYTPK VAYNGMLNFJl\fEAANE 
EVKSF 
2 (5) Putative baseplate vo~p0415 DPEMHMDWNN KDVS RSLGLRSIKNSLLGIITTPKGSRPFOPEFGCHLSOQLFENMTPSTAYT 
prolein VERNIQAA VRNZEPRIHKLSVYV 1PLYDDYTLlV El RFSVlDNPDHIZQIKLQLASSNRV 
2 1L J PUlal h'e recombinase vogp0410 MSNEDLKKAMSH KQGAIHQNPPTPLDNFKGYSEAMTLKI KDVSPQDMDAN RLSRIALTF1 H 




2 tU) Uncharaclerized vogp0409 MSTYZESMKELPYFDINV ANI LPDNZZG FCWN KFI FIN PN LS DN EKRC ILVEEVGIfHKFTHG 
NITNZSKVNNIKQENZARRRGYKSLVPLQDMVEAYYZGFSNYYEVAKYLKVTKEFFLEAIK 
YYKKNYGISYNYSEYIINFEPSNVFKYKEIFN 





[U] Uocharacterized vogp0403 MSNCR F111fNN FSN y FNICL\'NPPV MTISKH NVTLlQVSGVNSSFI KONWDYl'-'NITHQFNFF 
FLYPTI HFNRFIRNFNPWLTNNDCDNLVFPYY FDPFCNCNHV AFISHSSSINTLI EOKGHFTTN 
LALDPFQYN KDGINYMNFTKTSPL YNPGNYZSZPLI KIYGNGNITLTIl'-'N1 KFQFKOINOAIlI 
DSEKWVVYKYMKDNSESNNILlTRNFPILOPGKNNISWKGNISNLEIHPRWHYNII 
" 
[T] Simi!ar to vogp040" MKVLLSI KPK l'V l'KIM KGN KRFE FR KTILKHKINNV y 1YSTKPIG KI VGS FTI KQVIZDDPQTI 
tranScriplional regulrnor WEMTPIŒSGLTKGOFYNYFRGMNKAFAIQINELlPYKTPLDLSZIDlSDLKAPDFYTHYN 
" 
[S] Minor StnlCllLraJ vogp0379 MSTI Ll'MS KTKN FNKSSDITTFIECCLLKZISTNGSDLKDITFSIS YTZHESI KDANYWAI l'Dr 
prolcin KDLYFYFDFFLCTHDKDNSMCFZRINFNLNHLOFFINNVMRKVNNNLSCINNQSLSHAGFD 
WVSEFNKPSNIVTTTFSYSYMCNALKALQEFGAQFNYCFKSTSNKNPNSILZFHNHMGKINI 
THIQYGKNFQKIILQLDCASMVTN FFPY AHGENTCDR YGRNSEYSOK y RN KCNGY AZDNA 
183 
Nd 
Int. 'Fonction VOG Séquence anceslrale 
QHLNWIED 
" 
[L] vogp0397 MKLEFSLSRNTTNNIKSHKAITNSNNRIHKNHKHNLAQAIRRITYKQICNPLNZEEVFHCCPS 
Endodcox)'Tibonuc lease SNPCHVTFTIYTPNKSKNPPNLHPTFKAIMDGLTEAGIWNDDNHKVIKSSSFHYSGLSDEKD 
RUS TYSLELOIKEN 
" 






[S] MaJor head prOlein vogp0390 MKMDKKLKELKEKSNDMNTKMHNLNDQINNKDKTKEQDKEWKKAMKDKEDMDKGIT 
HKVEvQEQVHAFKEZDKDYQGQNFDPKNDYDQDENHAHVFNKWMHHSTSNAZRZLQA 
QDDTQDNKGGYTIPQAFLDKVKEKMKSYNAFDNVTHIITTSTTCDIKSVTNIATIDTFVLLA 
ENNETRQEEAHPGTSLMASFNMKYNI ITTVTHHLLKDSTINMTAYLA YIUA KKIVNTKDTJ; 
FLGGTGTCTPKJ;TMAZATN 
2 [A] Ponal protein vogp0389 MEDPKHTGZLCSFTMMFFSRQFWHDSDHQDTSTHDSYSAFFSSYSSYSGKSIAPKTTLHLST 




2 [S] Minor siruclw"ai vogp0388 KLTIIWDNINQA FHQPIQITQGNINSHTLZINII HNSZDMDLTG HSFKLTYQYNNN YNSSFIM L 
protein TPNNTSKGEFTLVIPKZMTKPGFIZSSLMSLNKDKNL VLSNNLNFIS KDSSfTNLSREVKDN 1 
YDFSKZLL YNMHQVTTSKZK YZQAQNK YDKSNMK WKSNLA DSTSZQSA MTDLNNEV KA 
FRMSPENSLTIRSLSHPISSSSSZSZVLKLINSFKILNSNISLMSNGNYSPKANQTCWQSLQFT 
N 
2 [S] Major capsid subunil vogp0387 EQELATFTTQLKDIGHQrNYSVEEVKAQATHTGELNKETQA Kl'DELLTAQGELQA RLLDA 
precursor QQKLASREGNY AGEEAPKTSGHEV AESZEKQG,\IDSSSRNSLRIPV ARNAITSVNATSSYGN 
LVIPNHLPGIVTPPQRRLTIRDLV APGPTSSDSI EYVLETGfTNDAAPVSEGAQKPHSYLKfN 
LKNPPIHTIAHLFKASRQILDDAPTLQSYINNRAIYGLKLKEEGQILYGNGTGANLQGIIPQA 
PAYAPPLY 
2 [L) Putative HNH vogpOJ85 GGMPMPI MKLCRHPSCHTLlI HPTAYCNKHN HZDTNYHHNCHK YCHHPSTSNPNQDYNNR 
endoouclease 1RYHN ff]\'NPQYYKFYHSKEWQSI RNLVLQH DNYLCQYCWAHSDDKHTV ANIV HHIIPIKE 
DWDKTLDMNNLQSLCNSCHNKKTNKDQl\'NYGTNZSNPZKNINSITNIKGLANLM 
2 [A] Lysin vogp0384 LlKKVKKSSLVVDVSSLQGSDFAGISDQGANSTTVNDTZGSDYSNPKFSAQVNRANHNGT 
MVCCYHYARFAANATVADQEAHNPVCFSLEVVPAQVNYLVSDYETGSSNNTSGDNQANT 
NAILRFMHlIAAAGYKPMYYSYKPfTQDNVNYQQILAQFPNSLWlAA YPSN DS VGTPNFNY 
FPSMDGIPIWQFSSNRFDKNIDSNVNLMDFKPNTSCTRKQDSKGPRTPPNTSSNDKIGGIWC 
YLDSKGYCSTCHW 
2 [U] Uncharaclerized vogp0400 MQKNEYAIYKGENFIAMGTKHELAKRLGITPTTINCWSSPSHSKRNPDNRNIHFlWfN 
2 [U] Uncharacterized vogp0746 KlMYK VKAHFKDLQDNRH KYK VGDFYPRKGYEKERFESLSSS l\'NNQNKlW1 KVSKDKN K 
VEELKELAKELGIKVSSNMKKAEIIKSLEAHDN 
2 [S] Pana! venex protein vogp0909 MKPIRKFLKPYV KDDZNDFQFYS YDEIDSLTIPNTSESTVDMY H];FDATTPNSCI LHPVLFY 
orhead CFlPNIENTHKLlDYYYFfTKZHEIDl\~lDEIVNNAVVKDDNDEIVYSDLDETNRZKCIEDIVZ 
DEFYVVCDSFZFHYEDZRDSYYWYIDSVIYFRKlINPVYLEQGVKELYVRDPIDVDDRRDII 
KNNNDGNEI YKSI EEFFLYNTAEYYYRNRFRKFNICNDIU RI HKKlII YL YSG KVDFN DQGPY 
NHI 
2 [U] Uncharacterized vogpOJ05 MRYSDKVILKYDYTPYHYDPDLGHRVGREHCTKTSSCNITGICSDLQAELCDZLNNDSMV 
MRFMPSFNHDFDSIEYDSNKWDPITFRSPSEGNNFlZHEEVLN 




2 [L] DexA exonuclease A vogp0863 IIDFlIDLETLGNTPKATV INLA V1VFNPTFKEL VPHCI KI KFN LKSQKGN RFFTKSTI EWWKN 
QSPENNLTPSNEDVSTMEGMDKFMDYINNHNVNHWKSQVWCRGNSFDFPIL VDLI RHFH R 
PHSNNQRDI RTPIEAISL VRNMTMCPLPKGTLEGFITHDSIHDCAKDILMLlYSQR YALGLED 
IPTDQN 
2 [U] Uncharaeterized vogp0851 MNAIDALGEAMEQALEECPANEVLAFLTGAFVGLlAELARRQGPDASQDIKIDGGKNROITI 
HASKN 
2 rU] Uocharaclcrized vogp0818 MLRTITATVFAAAALALGIPA VADAAPKJ;CDNHGTGHGMlY KHACATGPGGAGADWTP 
VMNPDGTYKTVTEDGKTRKVYKCVRHCGGGRHHAETTDPW 




2 [U] Uncharacterized vogp0803 YWWGRCDLNNDYVHYETIAIUPRTTrVYAKWYDQPKVIQRAZWREGSRERFLHVSKGLH 
DLLSQAD IVVG HH1DNADI PWLNGN LHLDAGLPPLPPFZTI DTLK VVRWEFNSCA PFK GS DS 
FCQV LGSSLPPNTDSYNGGAMZRA VKGKSLEDRERSVS YYTCDVV AAQGL YHYLRPHV K 
NNIHPGLFFDGKDNLLVCDRCGSKTIVIPCRNFYVADFZTYTMRRCTNCGCSHAEFRNSEQ 
CTVDSZN 
2 rU] Uncharaclerized vogp0797 LAIATSTYSVNNM LNSSLRGV ASTLPSSI YFSl-HTADPGNTGAN KVSTPTWPA YVPZQASPG 
GTI SSSCA PPTNKTSTNS 1El VCLAQ NGGPTITITHLTFRDTSTRGN FS VHI PLTTNYTLN PTD L 
SIIH 
2 rU] Uncharacterized vogp0790 MYRSILNSZQLSPLSSSTrNSCQYTQKASLNNMYNPTSWQRSNZLEESRGQHCQLIUPGVCN 
CNPZTKILAPCHSARNWGTGMKPHNZlSARACSDCHA \\~DH:-<TLNSHNQDNFZYRZEGFK 
DSQAILSKEGEKDPCN 
2 [U] Uncharacterized vogp0784 MIU RSIKPEFWRSEDIANLPLSA RLTFMGL WS YVDDNG VGEDNLVSrv AYLFPBQFARDPN 
DMEQLDSGG LVRR YKA DH KGSLNDLLFITQWKH HQRVN HPCLGHHYPWPPATMVNT AA 




Int. Fonction VOG Séquence ancestrale 
PPNC 
2 [A] Rzi prolein precursor vogp0779 MRELKTKLSV LMLPLVVSACGSTPPVQVKPPAPPA WIMQPAPDWQTPLNCIISSSEVGN 
2 lA] Prohcad core sc. fro Id vogp0911 MNKPQLLlETWGQPGEIIDGVPMLESHDGKDSGLKPGLYIEGIFMQADVVNRDERSYPKRV 
prolem and protease VEKAVAR YIKEQV ATKRALGESNHPPRJ'iNV DPMRAA VIIEDVWWKGDDVYGRARJ IEGD 
HGPGDELAM,ryRAGWIPGVCSRGLGNEGFELTVGVDA VRGPSAPDARV AAEQISESESALEI 
TENSADEAFKASAESLKASNRLLSN 
2 lU] Uncharaclerized vogp0772 MSIRJEIGDKZVITSNQYQFJLHEKKVIKAGKKAGQEWLAIIGYYPKFNQLVSGLI HH HI LTA 
PANSLPDMNEQIEELSMSCSEAFNSFSKN 
2 lU] Uncharacterizcd vogp095~ TlTYLLDQVEV ISEANI DLSHNLAQV KPKMGPHPPNRKKLTECEV KDIRQA YLGGMKQKDL 
AENYGVNPATISRTVRGIYHRN 
2 lA] Amidase vogp0712 SMARRNHDVSPTV ITRAEASADPLEDA VDI LGIVDKDA VWGIA VWRPAS DNIA YGVTQQDF 
CYPHNFNCTTPQFKGFCDZFDVRGNGFA WHANPGSSGDFWSDIACMRDADNGDSDA YW 
YANG RJHAHVTNVRJHHRDAGPNH LYEHCADTAGGTFN FSSDPVWFEDV FPPPLGDHLGTW 
PGCAJGMGGILEDIGSVMRDHASNSDDNAESVDVVCPVLGRJHFAPVHlTPAGVVRSLAFGH 
GTQARLGSYPGFAAHD 
2 [5] Major tail subunit vogp0707 MASTSALHN KAQGTKVEVSNMASTKEDTAYSAFLDLSSTI KQIQWQGGQTEEIDVTfLASN 
QQEY1ZGLPNPSKfSFQGNYQGNYLAQDISQAANGKKYRFQVTFPYSTSFTFMGTVRQYT 
WASSfNGFlSSTFSI RFSGSPTLVPPPSAHTNN 
2 lU] Uncharaclerized vogp0691 TYJŒKHIDHENGQFWVLKKYKSYPVLlSGFTHSTSDSTYEESCLAKSRSDYLAHKSN 
2 IL] Exoouclcase vogp0677 Il INTN Dyn DIQ DLFTR1FVNYS LV FN DDHS LI y DV 1CV YV DKLIIG DLELFDYNSN ERFLI DY 




2 [L] Tenninase small vogp0674 TAKKPKASNPSNYTQDV ANDICYLLSYGEPLFQVCKHQRMFDWSTVFH WLDDHQDFPDN 
subunit ZDKATQACSDSlSEEALEIANNPLPGEEKNAQANLQVDTRZRALANRHPTKYGDKASKELA 
GNDGGPIQIKTSHMSTLFGNIN 
2 tU] Uncharacterizcd vogp0667 LSSEADKQZNPSPSPNSPAA VKAGAPTAAPQLEATAPKPPATQQEDYSQKNPTATSDETfA 
TPAHAPPAKQSGAAYTPKSKAENPAQSQAPKQPQDPAPRYWPPNFQDQWDKLPQZAQKE 
GTHPELEVQSKLCEANOPHNKPQHFEQVLSPCKRAMQGKNN 
2 [U] Uncharacterized vogp0654 IIDIFRFYCVYDDNVDZELNMVTNCJLlILNIMSFAPDNVZYRYIRTVDQAYZISYPSNFCEVS 
VKEIIT AKSIZRLFDSNVNIFINDVVDZYV ASI FNNGSSSV KWYIIIPZGYYZKSYDIIIAZI FZP 
LTIHlNFYMDSAIRIFRCILFLMDIHDGYMYLDYTLDZFISllrKFYNINKRYRIZIYDrlKMYF 
KI FNNOR FS FV PKrLRSDFYYFIILVFYKSIDYPYlyrZYHNSDHLIfTMI LDlrYCNNV 
2 [L] Reverse transcriplase vogp0651 GKSQGCSFDQISTWENLL YASYYSSQGKTKA WGSLHZENLDDZLAZHEQSKAGNrQNGP 
ZSHFZFYVPKPRLISAPQFKDRLVQHALCNII DPLFEESZLPYS YACRNN KGSPA WLCLlQEE 
ZS NPCNAHS LKSD FS KFFPS ID HQA LZSM LEDIU HCQATLDLL rFI LPNYPCG 1PLGY LTSQLF 
ANVYWRELDRZSQHDLGHNHWARYMDDFAILRHDQEELHQWFZDLQDFSPZYLGLKTY 
HWN 
2 rU] Uncharaclerized vogp0648 EDZDQAFDQLlGHEGGYSNHPKDQGGHTKWGITEAKARJDHGYQGPMPDLPRDSAKAIYQ 
AHYWTPLR WNQZPPELArQLFDSA VNPGTGQAAK WLQASLSSSQHCRKRPSTLNAAAG M 
NPTTLDSLZDSSPKMCYSNLPTWPPFGKGW AI prSGN LKZATEDLEN 




2 [5) Major head protein vogp0632 TDTLSTKGTLrNPQLVTNLlHKVKGQSSMAHLSPQKPIPFNGQKDFTFTMDSHIDVVAENG 
KKTHG SVTLAPLTM VPI KVQYS PRFSQE FMZAS EEEKI DI LQ AFDEGFS KKLA RG MD LMAI 
HGINPRTGTASTllGTNHLDSKVTQKVKATHNANPNSAMEDAVGLLTGFDSDlTGVTLDPSF 
PSTLAKQKDSQGNKLYPELDWGTfPDSINGLTV DlNNTVSYCTTATPNDT AIIGNFNTSFKII' 
GYAKEVPLE 
2 rU) Uncharacterized vogp0631 TSErKVINTQEELDTVIKERLARQMKFKDYNQLKAQATELDNTNQAZKSDLQEAKEHTDS 
SEKEMDNSKNQISGYKTATrQGILALQSGLPLDLADHLPGNDQDAWKAHTKPLASFIKPPP 
QQAPSKATEPNINNNTDSNNA YPDLVHGL YTEGRS 
2 [U] Uncharacterized vogp0776 MTIYITELlTGSLVIAG LFIWGRGERG 
2 lU) Unchar.cterized vogpl108 TNTIGIVARTfRLDQAQNLANTVRADYLSIDNGTLGCEDNHRKVWHRLAHHDTDWSVVL 
EDDAJPCi\'N rRDQLHPALAAAPSPIVSLYLGRQRPRHYQHRI EEAITTPNHWLTSPRLLHA V 
AIAIHTNLlPH,',1LNHLPPKNPIDQAITTWARJHQGHTIAYTNPSLVDHSDSPPVJTIPHPPRPRS 
EGRlA WH FGTRJHRII'AHTTLHLPYPV 
2 lA] Polynucleotide 5­ vogp0600 MTMLZVMLTIGCSCSG KSTRASAIVNKAPGMYLNINRJ'\'NTCESLLA VNKWG EYKFTKDKE 
kinase and 3-phosphatase DLVSATQKAITTVAINTNKSSHNIIISDTNLAPQYRMEWEELAIEZGFQYCEQCFNLVSWDE 
LV AHNTHRGPQEVTLQHV KSR YQHFVENSZI PDYSVNIQLYEPTSSLPKAIMFDMDGTLAH 
MPVGVRCprKWDKVKEDMPHHKVVKLVKVLHHCGYPJINFSGREGICKEDTTQCCQKDSI 
WRZPHNHJPCDL 
2 [L] Tenninase large vogp0604 IMCVGEKRRMMKCLKVDVTDGNDDLKESDNIRSILHGLSNADZNFVDATIV FDADV AVN H 




2 (S] Putative major head vogp0607 MKVSHNFDQV KTQSPITNDSFLVHHPIISNVGV HA YZA PQVGCZEEGIZDVSRTPTELFNQD 
subunil precursor TLKS FEGTPLTIS HLTDTP HNTN KEFVGCFV RNV NS rGN DLKA HLS 1YDDHA 1NTV QAQEVG 
QLSCGYNCVTIMYPGQGSNQASDRIMGDDIGNDVASPHGWNNlLANHVTTVJGSNASIPNP 
TLDAYNV MPSHKN KQPTKEDDQV KKA KAGZA NPEGTKDA TNH MDNMT APMKEMEDKA 
DKVEAENKSSKE 
2 [L] Recombination vogp0611 TIULfLGDFRVRlRERNNZIQEILFDDLREIFDZSKNQSIDAFVZSGDWrDRHEVV AYDTI KF 
eodonuciease subunit NQTWLNPIVNEYGVTGHSVVSDHNMHVKDRVrPRTSNZI LSZLPNVNV FDZPTTFCFDGIC 
VYLlPW1CKENTSDILDYI ENA YSHDCVGHWEFDGFCFYZGA KSTCGZSSDR FKK YZEVZS 
185 
Nd 
Inl. Fonction VOC; Sl'qtlCn'Cof' anceslrnlr 
GHVZTLCECGCV DYVGTPCTV AKG YNN DA YRFRLFDTETQKRRFI PN PNIDDKN FR YFDZ 
NRVNMNYSYN 
2 lU} üncharaclcrized vogpOl62 MCMIDLSfNSPDlDVNDHRRDGNARGCKJVPFRVDGDEIKYRSDKWMAAKKTRALFAMYS 
NEGEFNKJEDZDZVEAFFQNG YNSASV FVVFGRRGGGGGTCV fiE ELVY ASAF\\%PNFKKZ 
VNRDFDDVfNGFKHNTIAGSVEEGYDDDILPZFSRIYLKDLDSYDLDHRNQLDSSDGKGLS 
VCRFAKA VFVALVDEATRHLQIFFDLSSA YVLRAFV AKEIQPFITTFAADYRERYFRFGVFD 
IPPFQPZFDTKY 
2 !U) Uncharacterized vogpOI64 MTKFEEEVKRPDNGPITELi'fNNMHEVFSQYRKMRQYADYLEYELKQKDEHILKVENENSF 
MRDERTTFDSNGMA VEPKLQQQALPVV PNI KYNYFV AEWIEILKTKG LKPLKNPETYG ET 
GFTEEKSQNIVFW1SERQEDYM RA WLDGYTVEKPQLFYMRDELTGQFLAKNNQFENEDR y 
FFWNGLTHSIGTA WKLTFTQQEIDSMQTGSYELVPVEEGEEK 
2 lU) UncharaCierized vogpOl66 l'ST 1PSSSNS ITPS FLH CHZKQGCLCMASI KI TTFSG KMP RLVPC LLP ETSA 1SA KN FH LNFG G 
LTPNHKPYNQVTTITTNl'KKTI YYHQDSWLA WPNVVNAI PCPI AQDN LYFTGDGSPKVTIGS 
ITYTLEV PHPTSSLTSAISGTSTGHlCSRNRFGEESDPCPTSNK VN WQAGQTVTLSGLEATPG 
RPSIAVQCIYPSQTFQSSTGSYFMPKPSTSAGNFTHNISFGHQEEPLPSSEWNAPPYYYTGZIS 
LN 
2 rU] Uncharacterized YogpOl69 TLADFTEIV AQSGV PI HQN HI DLVLEDNVTPLESFIADDSEMSPFCGWIAAIAI MPLECI 1'1'1 L 




2 [R] laIe gene aclivator vogpOl74 NLVTR FRC PWCQGS AHTRTS RCLS PEl NER YHQCHN PNCGCTFlTLQTFY RFrv '1 PGTPTN LP 
EAFHKIHPSPPHPFHTOQHQLCLZDN 
2 [L] DNA replication vogpOI77 MKNJAAQMVNFDREQMRRIANNMPEQYDEKPQVQQVAQIINGVFSQLLATFPASLANRDQ 
prolein NELNEIRRQWVLAFRENGITSMEQVN AGMRV ARRQNRPFLPSPGQFV AWCREEASVI AGL 
P,"VSELV DMVYEYCRKRGL YPDAESYPWKSNAHYWLVTNL YQNMRANALTDAELRRKA 
ADELTRMTARlNRGETI PEPVKQLPVMGGRPLNRVQALA KIAEIKA KFG LKGASV 
2 rU] Uncharacterizcd vogpO 18 1 VTHALlPFTYHNASFDGAGGFRIEIDVNSDFHNDFlGASSAFSIKKQTSVEAIGVRANDSYVQ 
VDD EVTYG DA RZZG KRHTLNV DRDEV RVDQMSH AVSSCSN KSSG RTV DG VG R1SQH RFE 
DNW AKJFGGDSICI YFDGSHGLHEDVNEAAA RADFAADAIEAPAAAHI ECGRIATADASTNA 
HDR KSFGVV DIAL VQTETVDA y RAEIADILPLIIDGEHYL WKSDRLHDDDLRDDDPGSGSD 
VQKRPSTA 
2 rU] Uncharaclcrize.."<i vogp0620 RKDGKAPKDQKPFY KRTWFW1VVV IL VAVIGCALGCGCKG KSCSSS YNS YYS YSKAQNQK 
YSTN PKSSGQMN KDZ VSNGTSAN DKH KG KSS EFQGZV SZSTANFQG ADAN FEAG '1 FKDN 
RYQDTZDZAKTYQKJEANQSTSGLNYH LQSKCGG KLTPEGWLZSLDYYY RVN 
2 lA] l'rolease vogp0343 MTLTRPV RPVDLl'OH PDHRSHPMYRMEV HEDSDDNTL VLEG YASTFDHZDMYGGPA NGN 
SLlEQIDPSALENTLRQNNNLHLFVDHTGTPLGCTKSSYFRGTLDLSVDNKGLKVIAHLDNS 
DLDDQSLDFNRNRSDMDDMSFAFRVKDQKWEATDDFLKDHQALRTITEVSLHKGDVSVD 
DLGAi'H'TTAIDLPYI ppASCLSSQDNZDELGZVRSDEDL VKNTV EKZACKGS VHI KHIHV AY 
GEAGZAPZEPEES 
2 rU] Uncharacterized vogpl147 MINNSZQAKJELAFFLSVSQSKACHlIRELNKJELEDEGYIAIPGRIPVQZSHKKFPCN 
2 [L] PUlative endonuclease vogp0951 MANILATIKDMPHNEWLAIRTKGLGGSDAANILGVSPYCTPLEVYLDKTGPFTHEVAESKQ 
NNWGTRMEPV ITNEFSKDTSNQGZPPMEV MHLHFL YI '1 PH FDFMITNMDPVV LHNENRNG 
ILEIKTVSSNLAKEWGEDNAKJEVPTHYMVQVQH14LEVTDKELSFlAALlGGNNFKPYYIKR 
DEEFI PHIIEREINFWDSJ INGN PPQATSTSDTYTKFKKDL YPHSZNSDYK YLAEGFKJFYQEK 
KKLN 
2 lUI UncharaCierized vogpll05 MV 1PFRHRRRDPRRLDNLN RFTKHWGI YSCEV MVSHDCPSCYSQFNHSAA YN RGLTQTDP 
DILVFTESDSMVPYl'QIHQAIKMASYSSGMVFPFSRFMAISNEDSIPVHNRNVEPLGSSATPI 
RNHHNSIGAINI FSCQTYKAMGSZDEEFEGSWYYEDTTKMAFHVTSGPA RWVQGPAYHL Y 
HLSGGCGQDRATTNPNHRRFDL YQQACAPQQIRKLTASK 
2 lU] Uneharaelerized vogpl097 MARI HAKTDWHSRA LCTQTDPELFFPEKG RTTSNAKK VCGGCHVRDECLA WALADPQNV 
GVWGGLSYHERRHLLEDHRAAANN 
2 lU] UncharaCierized vogplü95 VPQA MTPSFN PN DCLDMVS LLI FTFPSTI PA LSTCCFR VLTLR RQP KG PE PTRQfN PKJ KJEI HY 
QVSNTHNTNMRDDLDHIGDSVRECNKQIHQDIRRLHEDLHTERRERIEGDHRRDINCK 
2 1U] Uncharacterized vogpl064 MSTLAQLVHANLQEEWVRR YR YCYSSSLPS DELYKHSPKPHSYPRDRVLNRLFQLNNQFH 
NYTIFHSN 
2 rU] Uncharaclerized vogpl050 MQRLSRVMV LSKQLTGCRYQNRRRRLTV ANLQLA VKGEYFDAMI RGEKTEEYRLFNDYW 
NKRIMFREYDRLIITKGYrKRDDSSRRlDVPYDGYEIKTITHPHFGDKPVKVFA1KVNIGNE 
2 1 U] Uncharacleriz.ed vogp 1045 TMALZATLNTGLALLGYFYIMFCSGHWLSSZFLKQWNKRRKLZHNQKAIDALFEAFGLDR 
VZQGDPAKAISKGGL VI LVCRPEENNNQDN 
2 rU] Uncharaclcrized vogp0993 MS PITGNHQEV '1 RWQQH RH YYN HSKJELKT PRFHA '1 FY QPQATTY LED LPHVQP DHS VCT 
AHDLFGSSSKRNQVRNNFYSLTL YQRPTWCMPAG LTHKJESNLPYWHFNEEYCHWVHPWL 
EDLNKLSYLFECDPTILSQFKPQQYLH 
2 lA] L-alanoyl-D­ vogp0982 MMSGKJFRFSRRSEKN LEGVKPQLV AVVRRALELTEVDFGITEGLRTKJERQKQLV AEGKSQ 
glutamate peplidase TMNSRHLTG DA VDVVA YIGSQVSWDWl'L YEKlAQAFKQAAANAIEWGGDWKTLKDGPH 
FQLKWYDYPDHNPGKNN 
2 lU] Uncharaclerized vogp0976 MTRRVLlTGSRNWKDRTTVREALDTESHRSRYCRMVIV1IGGNRRADDI ADR WA WCTRQS 
GCHVFPDSHQADWEQHGKLAGILRNQEMVHLGADICLAFPLGRSIGTRHCMRQAKKAGIP 
VINFGYQN 
2 [5] Capsid cornponem vogp0967 VTV RKLSEYTSGHPKQSSALGGSGLEGASCFACDTLR WNPSFYSPDAVVDPVKHITRARSR 
HIARNNS FTNSA VGYQHDSVVGTQYRLRCRPNfNVMPGATEEWADEYQTVV EA DLEL YTZ 
ALACYlDRAA VSTFAG LVR LGVRSYVETSEVLATAK WDCPAI\'R!'Y ATCFZMVSTDG FANP 
HQRLDTPALRRG IQYNRHCPPZGYW1HV ADAGDWYQMAPDMHEWEFI ERSDAGGCLQVI 
HRLDPLEPDZSGELN 
2 [U] Uncharacleri7ed vogp0963 lvlPQVCNIVNNDHPYFDVYIRRGTLWGNFNAGNDGTRSEVIELYRERLRNQFQDDEfKKQL 
MPLQG KILGCPCKPKACHGDV ISDLVDHLSS PLNNFVGN 
2 IL] Uv,>: RecA-like vogp0955 MSZLEDTSTSKMSS VSA YSKFFDDKDHTLTH IPTLNMA LSG ELDSGLTPGLTILAGPSKHFK 




ln!. Fonction "OG S-équtncl," nncesfrnl~ 
YDTQGEMYSKTVMSGSACIIYSSDTV"IIGNQQEKEGKEfMGYHflLi'.'YEKSHT"KEKSKF 
KFN 
2 lU) Uncharacterized vogp0549 MJTMGINMTTIPGFNNIYAATEGAEAHDHLSHAGKJ'JASQAfISHL YHCSRNSQRIANK"DH 
HTARADNDTSNAHSCADTSQDASNYIHDFNDZDRRASTLA YCFDYSHGASLRAANSATY A 
YRQYQDRN RAASHSAGG"SNAGFRASPVSIAADGQAAAARA VGG FAGAHGZLVTGTSGC 
TAfA VGGGA VITA VKGASLVADDLTHA VHNSHAADLALDGA YVDLATIARPAATAIKDL 
ADVSTASSEAFCSADL 
2 [U] Uncharaclerized vogp0623 MFGFKTKEEZSMLADHNNTMRDLEDTMDSMDHRYNSLHARAQMJSTLQQZZEEAYSKZE 
QPHNKYIIRHKKDKFNQNLAMN 
2 [A] Putative holin vogp0307 IvlEEQA WREV LERLARI ETKLDNYETVRDKAERALLlAQSNA KLIEKMEANNK WA WG FM L 
TLAVTVIGYIITKJLN 




2 [RJ Regulatory prolein vogpO 129 SMLfTTKREKANNfNSTI LNRMAI LGQDKV AQALGIN KSQISR WKHY FI PEFSMLLA VLEW 
Cil GVEDKEMAQLAKKV ATILTKEKAPKJ'JSEFfEAKOMEWN 
2 [L] Excisionase vogp0130 MG KI MESHSLTLQEACN FLKIS HPTSTN WIHTGILQATRKDPTKPKSPYLTTHQACIAALQSP 
LHTFQVSANDITOEZ.KCHSSTEVKFGTPVSHRRTDKDLCSLLAQRTKGHPQSYTTSKN 
2 [R) NinB prolcin vogp013 1 ITSIKPSGHRHHQLLGILNNGTGEQAMKQTFLLRSQALQQNAINAILQIPTDNNKPLVVHIQE 
PKRSLDQNA KLRAMLADIS RQVQWRGQWLDPKDWKDFr,SSRSKTN KLEDQA VPGLEGG 
FIILGQSTSQMSIACMAZLMEFlSALGTEHGVHWSDHSRLDCEWN 
2 [R] NinE protein vogp0132 MRRQRRSITDIICENCKYLPTKRSRNKRKPIPK 
2 [R] NinF prolein vogpOl33 MLA ISQGZH YQ KES VZHA LTCA NCSQ KLH 1LEV HFCS y CCSKLMA DPNG RMZEE EG E 
2 [R] NinH prolcin vogpOl34 MTFTV KTI PDMLVEA YGNQTEV ARI LNCSRGTVRK YI DDKEGKN HAIVNGV LMVHRGWC 
EGDDSLRKJ'J 
2 [A] Hulin vogpOI35 TKKMPEZQDLLPS LRASNDQGIGAILA FV MA YLRGR YHGGA FKHTLLDASMCA 1LA Wfl R 
YLLEFSGLSSNLSYIASVFIGYMGIDSIGCLlKRFTGKKAGFYEAN 
2 [A] Endopeptidase Rz vogpO 136 MNLSPMSRVTAIISA LVICIIVCLS WAVNHYRDNAITYKDQRDKNARELKLANAAITDMQK 
RQRDV AALDAK YTKELADA KAENDA LRDDV AAG RRRLH IEEVSPSTAREATT ASGNGNA 
ASPRLAAAAERDYFGLREGIITIQTQLDGSQEYlHAQCRK 
2 [U] Uncharaeterized vogpOl39 NQFQQTKJV1SKYNAKKVEYKGIVFDSKVECNYYLZLEYNKNVTKYDHfDIQAKFELMPKL 
DNQRKJTYMADFSLCKEA YKMIEV IDV KGMATQV AKMKAKIFLHK YSNIQLNWISKAPKF 
NGK 
2 [L] DNA me1hylasc vogpO 140 MTIETHMTI FSLFSGFGSLDLAFQHATGHN KVVSHAKI HKAS RQV LA YHCPDV PNLGN VHN 
ITR YDLRRAS FNGHVNV LTGG FPCQDISTAGCNAGLAPGNRSSL WFEIV HTI HDFRPQR FFL 
ENV PSLLPIRANIRSTLG RMGG DRGIGTV LGN LADFGYDTDWAVLPAS DVGAPHHCQRJFI 
VAHACDHHRV AAGNFLHRHDFSGASRTDRDAGV DAGRRPC ASPHGTLCHCNPSS YQGA N 
SFCTDFDARRTV 
2 [U] Uncharaclerized vogpOI42 MJNTNFNTSKKLYSLA HNDN FNVHKELSV KJSGHTKRNHELSQL YLDICNK YNHSKQM KW 
GQLYKJLEELTKDKQfNLN 
2 [U] Uncharaclerized vogpOl52 LKRMSCYIPHK YZTLlG LVPDLSLlFSFKTCZI WLYTfLl FHN VDLNNZIZLQL YTNAN FLFLlI 
ffZTVZVLYHLlIKffIWLMEVNi'IN 
2 [U] Uncharaclerized vogpO 160 ENLNLlNDfGSMACDDYRPQZNENYQSSERFTSGfDDRVEYHQKAKTfHDfAKRIYYZSD1 
LTCCLZDFDNDLKYRFNNL VV APNNNSAKEI DQARVNfNGHTFDTLKDDLYHZYSA TQISA 
EEII KDFDTNKNE flA VEYHLKPDEQGFVFlTELAPLTNTVVQS mVDRHAG Il YMTQA HNN 
NHYMLSRLDPNSQflYCSLlMSSCHGTHNSYRYVKGELWIYSFlLRCNNDDTLVRfQYDTD 
VKISHGEYRD 
2 [S] Minar lail subunit vogp0044 SFLMIDDAMI KLEGFNDEZFNLTDYNEGNHVLLSVN RVNDLZDPPV KVVYKGSNN YPSTY 
YLNRHYLNCDVVVNYCVFDNNDKDSDS\VLALDSECDKRWSVNRDCKLYIATHNAGIDYL 
KLRLFESPEVHMDAi\'PDSNEMHfAVVFCIIDDPFWYEYYDIFSVVTKK.DTCfDANPWSREE 
SSEDTLNDMV DHNEDDDDSIIPYNFLEV DWPFSDYR MZNRLS YIPPI VZFAYNDSAFlLFlIPG 
HSLEYKDQfNH 
2 lU] Uncharac!erizcd vogpO 158 IZMFIYCNYYQCDGFSVVTLVRDSIDPffSHTZDHMVHDQfDDIQDGNLTADIRLKAZIHf 




2 rU) Uncharnclerized vogpOOl3 M1GPSDHLEGFFGDGPFQVGSGDWH YGQDFTQEAIRDLFNWPTITMLNA VDLLEEHLFKL 
PFEALKJLNPLI PDLLEDDFAN LTSSVSNII DTLTDGPAALLFAKFHQWFDSPFSS LA TVVRH 
VWEI LAS LSI PPFNPTNQA VEARRDQLTDAFGINTDTDLTNHI KDSFN KVLG LTSTRRTPN D 
APKAMWTIFKKVRTSTRQWQDELAAETPEQLSRCTFIVPLTHYPNAPLPDV FDLTYSGTGT 
GYRDDVDIF 
2 [L] Endonuclea,e VII vogpOOl7 MSTTTKCCPCYHMAAAKPQPRRCVYCAn"CITANCTPPHPRAHHPEKRTVRKDTA WEKRL 
WES YDVTANQYWQIYEAQGCRCYICHKGRSL VNKLA VDHYHHTCHLQGPNNTPCNFNLL 
GSNGQNPQALQRGfNYSENPPTFAFISKRJTPIZVPNLNRNQGHKKGYA 
2 [A] Putative ponal vogpOOl8 TTPQTNTPANTLDSNKTLRLHQRLLRFYCRELDCQHDNRHETAMDZDYYDNIQWPQEDFQ 
protein VLKDRGQAPTVYNflSPTVNWVMGTEKJiTRTDFEVLPHHKEDDKATWPKAILSKYSADFN 
QTNFHNSRNPAEPTKAGLGWMEVRYQGDHZGQPFZACSESWHNVLWDSTSRQSDLDDCR 
YMFRSK WVDTDMA WAI FPKRTQLlDYSIDNWDTFVSSDIYGDQATDLPZSG KDYQN 
2 [S) Major slruclllral vogp0023 LTR YSFN RNDIPVGRLYV ADVN KVYRGMKNSADTIKDYLDALHTQLTYSGNNI RNASDNT 
prolcin ISGDETFTSDVKVDGCFNITSNFRSRQLASSlfLSMSNQGTTIKYNIGGDSIlRNDSFYDLRSS 
KTSIEISTSI LADTDL VDFCFANNiRAGNPCSVV AN1VGSSDArHlii DCSGFDFRHWFSPTTNS 
STDCGTCTSRIHLDNLPNDKNNDLDIIPKTDDDFFIDNKTYAGDTEFNDSSNSTSMSPSDN 
2 [A] Lyo;in vogpOl54 MNFPQSLVNWLLDHHDLLTYSMYCSIDRSTSDCSCSMSQALKEAGIPIQGSPSTITSGQRLA 
KNSFYHlSRNENHIVLMSWGANTASSGGSGGHIGIMMDSVNF)RCYYSTQGTAGQAfNTYP 




Int. Fonction VOG Séquence ancestrale 
GYYY 
~ lA) PUlaliveponal vogpOO33 TNTLTTAFZ VHKESM DHQQLGNR FLH HFKN HIZDHQC FTS y YKDN HG HHA 1RVS LPRQAH 
prolein NLEARLSLPCZNV NA LAHGHI LEGFHPARNG FDKATYPS WDMWQPNNL VI EDDLDHGVPL 
VHINS YNTITTTYPNTDFCI DPPAPLNRI HHTTATY ADR YPHTCTHYHSMDS VDHK DVNDI L 
SAA LYFPTNTSTZPLGEVTWVZA THGHlNLQIVTVLAFPHFTGSGDFCSSSHIS PKV Ly LND 
GATHlNLMPIVS 
2 [L] Tcnninase smalt vogpOlj7 MivlASRPKKLLSNYNKNYTKEEIIEKECQEAQLNKFSKJDTEPPHYLDEI,\KQEYZRILPHMQ 
subunit ELPISNLDKAN1LHVTYLHQLAQYCSFYSNFVKASLILDREDLIFEDDKGNQMVNPSFNlKE 
KAGI HLHQTANTLGLTI DSRLRlMVPKEKEDDDPYMEZVCDNNHN 
2 lU] Uncharaeterized vogp004j HKIPTQENRNPNKPQEAFA WALCDLPSISGGRSVTHPGFLQNWSKHLWEWGFPNSPEQHIK 
FQAPSRSPPSHYNPPAHWV PKDAPDPKPINDLHNLTQQEHQAQSDL YQQLGLlHDDPPRH H 
N 
~ lU) Uncharaclerized vogp0048 MAGISSCLEGI RNSSAISWNTVPI LKVSLGNDQVIVPAFDPVLTPLTA VGNYTYN 1PAQAEFI 
DVILLGSGGGGQGTGSATAWGQGGLGCSWVTATLCLGIDIPWAVTQITGVIGTGGTAGPG 
YIFGQTSAGGKGSYTTPTFSCCSTLlASGGAGGNSRKLDFGGKSPNPADMVYRDRTZEGGA 
HQSTPSGISYAPGGGGASATVPFGITGLANGARGQA WFLA YS 
2 [L] Tem1inase vogpOOj3 MTAASTVDAHPPHFTKDELDHCWNDPIWHIKYCNZFQSLlNCYYLPDKYGNYLKLNPNHR 
VHQLFIHMKHHHMILTSCHLGYTRSSYIILSDHKLFNANTQWAIITQDLEAAZKICRDEIDFS 
y DNZPPWI HI DMGvVN YHS RNN EEYMLDI SNS YRLASSTFHCGTI NSTV VAM FGTICV NFP 
TEDEEIVTASZGA VS KGCMDRIKS1TEGWPDFLYPSIVQSNDI DQAGKHFSAQDYYFPFSPW 
GRGTZYSMD 
2 [A] Shiga IOxill 2 subunit vogpO~42 MKCI LFK WFSC LLLG FSS VSYSQEFTLDFST HQS YV SS LNS 1RSA ISTPLEHISQGATS FS V1DH 
A APPGS YFSVDVRG LDLZQGRFDHLRLlVERJNNLYV AGFVNTTTNAFYRFSDFSHVSFPGVT 
AVSLTADSSYTTLQRV AALYRSGMQISRHSLVSSYLALMDLSGNSLTRY ASRA VLRFVTVT 
AEALRFRQIQREFRTALSETSPRFAMTPEDVDLTLNWGRFSYVLPEYRGQDCVRVGRISFD 
YISAILG 
2 1L] DNA pol)"nerase vogpOO54 AIKNHVNDLCDFAFDDILSJRIYTNEZAFNSFTHFTCDRYNATGFDTTSLSNDFHTNYSTIDR 
MQPHSSYSDRVFSNHCNRYFNIDSASHIRHYSIHIIFNNTLFDIFAINYSITMLDKYVYPNIVN 
TVVFARLITSRDSQPYIITRTLDTLA VHRMN FPKV KCDADHITMLTK YZNPSETHVCDYTH 1 
ZYPIYDPYGTVDI 1FTCDLHSV IDTLNIQY ARN HLSRA YKG RSADDGSY 1LYN RHMLR FV EL 
EDFT 
2 IR] Ren prolein vogpOO55 MTGKEAII HYLGTHlNSFCAPDV AALTGATVTSINQAAAKNIARAGLLV 1ECK VWRTV YYR F 
ATREEREGKVSTNLlFKECROSAAMKRVLA VYGVKR 
~ [5] Putalive capsid vogpOO58 TKQFlNFPHLA YQVFSAPQSSNPHI 1HSI ITALDPHLMGEVSAASISDMA PQNPQPHSSSV AN 
pro(ein DGMAII PVSGI LV PRTSHINPPCTPNTS YEGI RS HFNQALTDPSVZDI FLGNDSSGGTASGCLE 
LAHYIFASPCVKPPNALVNYSTFSAGYFMASSSSQVIVSHTSGVGSIGVILDHLDrsKSZEQK 
GFK VTSIYPGDH KNDCSPHQPLSDEASA YLQSLI DNSYKTFTNSV AK YRG LSTQA VKDTQA 
SIFF 
~ [U] Uncharacwized vogpOO71 MKKMSITTIFAASALLGLSACSZADKVSCNLSKDSDNFKVHRRVVFINTITDKIMFEIQGFISI 
NTDTDSKKLDlICKJSKDQYKKHIMGLSNNISYFMEDIDGANVSTYKYQVNCKPQSIVPVK 
MMSKN 
2 [A] Shiga IOxin 2 subunit vogpOI25 MNKMFTAFLFSLASFNSAAPDCAKGKJ Ers KYNEDDTFTV KVGGK EYWTNR WNLQPLLQS 
B AQLTGMTVTIKSNTCHSGSGFS EVKFNN 
2 [L] Putative resolvase vogpOO86 KDKZMEIEI KL VMLPTAPQQDSHHSFHNCGNYDNTNSTANYNQNSKSMKNWH KDGLYLD 
NPS KLDV AFY FS AKE FFS NNPN1FKTRSNTKKSKR ZSPR NVN KPDL DNU KA 1LDSLTDSCNT 
DDSQIIKLNSHKLYAKKTQIQVNIIEIGFP 
2 [R} Anlitermination vogpOO84 MNLESLPKFHSPKSPKMSDSPPATASDCLSSTDVMAALGMAQSQAPLGLASFWGKLELHN 
prolein Q HQKAIKCLMQFAQELSSNSLTKLEGDTKSQVLQFLATFAYADYCRSAASQGNNCRDCQGK 
GIALDMNNTQLRGTLVYKECGRCKGIGYSRLPTSSA YHPVHKLiPNLTQPHWSKA FKPLYD 
NLVIQCRQEESFAEDLLNKVTR 





2 lU) PUH\lÎve C4-1ype zinc vogpOO80 MADIMDZAPEIEQEHREVSLSNHSSNSQALSPSHCWECGDPIPKORRQAVQGCHYCISCQE 
linger prolem VLELMSKHYSCKN 
2 (U) Uncharacterized vogpOon MrTTFFSNYINELFHNKGFKNKDLKLPK LLYSLDLCFV FHTGTHQFZEELGNPV APNGY?N 
YZYKGAFPTWTYCPIMKYLlYNKNPFDKFSDAEITFZGNQKJKITKFi'vlNNVTDMLEAISTLE 
LV DRSIU','NTA WK DGPDYSSSCPMA KEFTTKEPKELFK~'NDGSN 
2 [U] UncharaClerized vogpOO78 MHKAS.PVELRTSIEMAHSLAQIGVRFVPIPVETDEEFHTLAASLSQKLEMMVAKAEADERD 
QV 
2 lU] UncharaClerized vogpOO93 MKOPA YG FSMN KVIMLDZNTI HA LKLFV LRQMTPSZYLQFZFTAGQR YFTDTYSILNLVST 




2 IL] dUTPase vogpOO70 ITRGFKJKLSENANIPERNTEHSAGYDlSASETVTIQPQEIEMVSTGLAlQLREGZVSZLYHRSS 
IPIKSRIA LlNSMGVI DSH YYPNQEFKGLF,\fNISKEDNNIYKGHIUIQL VFI KYMTTI DLNEFD 
NATDKGTSGFGSSGVEIVE 
~ [RJ Thioredoxin vogpOO6j RPHICTLFMLI 1ISTRPNCNPCKLI KNNLTQAGIQFKA Vr-l FTQDPEASNY FNDMGYTITLLVL 
VTCTNNPSLGFQPNQLDELMKOFTTSN 
~ [UI UncharaClerizcd vogpOO64 TISILIPEDKILVNKVZYQELKDKDLDSFVGMEDLlKKSNRSITNllKVWLNQLSIENSGpVYY 
PNGNGNNWSFNSKEMSDFINKDFYOMYKGSSNW 
~ rU] Uncharacterizcd vogpOO63 MSKSI LEEAQDLlNGQRJN KNYGHPKEN FKDIATLFCA YLEGMQITPVDV AVLMILL KITRFK 
GNGYHQDSFTDMAGNAGFLENIYEEPVEHYPDDPCQWDTLSDIPADIKTVTSATDTLWIHY 
PNDI HHSQGRlillG FISDNTSISEGPMLDVFGEV AEED 
188 
Nd 
Inl. FORftion VOG Séquence ancestrale 
" 






[TJ PllIalive vogpOO59 MNNYQDVSTTAEVV RYRTYNRPLNDEV LETIVHQTVNRII YHQR WL WECHZKQSAELTEL 
ribonucleolide reductase LQLMLDRKATTSG HAL WLGGThTVTZKNNASQCNCSFGNFASLH DFI HAQHLLLQGCGISF 
YTSISILYRFTTPVZVLVIGSKKQKSN PQGTKKNV HAFY HZDGEwV l'lEV FIGDSAZGRAN A 
LGKLVDINZRLNII HFNYIYSYFCQI RPTGI HLKGYGCISSSHSHLSV AQTA 1RGI LNN RTGQL 
LHHIDILDMJD 
" 
[RJ bost-nuelease vogp0079 MDI NT ETEl KQKHSLTPFPVFLlSPAFRGR YFHSYFRSSAMNA YYIQDRLEAQS 'l'l'RH YQQI 
inhibitor protein Garn AREEKEAELADDMGKGLPQHLFESLCIDHLQRHGASKKAITRAFDDDVEFQERMAEHIRY 
MVETIAHHQVDIDSEV 
2 [AJ Purative fiber vogpOl16 TSMAINLTNQPCNIMI YNFLVKDQDH FFKHJ\'NFLCFSTDMPEDCSKATPNFLPA DFIAIYN H 
assembly proteul NDATIVPFAKOCYSNTVYY1SSPEALSVFNFRpIpKNFTCFNpGSWYFKRNRVNRPTHTKDQ 
QLFQAKDKKATLMALMQEASDV ISpLQDA] DLGNATKEETHZLEA IVKHYS VLLNRINTSN 
pPDIDWpKKPEVDKYE 
2 15] P1Il31ive minor vogp0020 VKFWSN"NYRCYHIHL WVDQVSQDIANNTSQVRFKSALLN1TTTFTQYSCSA YI DLKGR RL 
slruclU.ral prOlein DRSGSpSILSCNQTlpLlDRTVTlNHNANGTKTFGFCASFNGSGGWSpSTSTIGNRTFTSTTIPR 
SSS IS VSSGN NGS plTlNl NRQSSS FTHN LC y QWGNFKRGNI ANN VNTS FTI';T1l' MDLA Y011' 
NSTSGSGAI YV DT YNNTTLlGTQPNPN FFTV PN NSM KPTLSCIS Ll' DTNTVT RNIISSTN y F1Q 
N 
2 ILl RP.hymidylale vogpOOS7 MNAKTTAHISHKHPHLSDIFNpSFSLCAESVSVYCCHSSNSDNTLAPHNHSLlNYLIEHGHW 
symhasc Iike p:rOlein SpLEHA YTTFQIKApSHSISpQLFH HRCLSFHEVSQR YVDPDPGDFNLPHSH RQATENNHNN 
NDN"LASDMV ADFHYDIQDFYDSINFL YQRlLAYSIAHEGARTFLPZNTPTKL y MSGTFRS 1',11 
HFCOLROHKDTQDEIRLMADQFZNZLHDISPNSYOAlFKSPYRSHGK 
2 [AJ HOSI-killing prolein vogpOl22 ISQESQRMOQTLMAIQTKFTIATFIGDEKJ\1FREA VDA y KK IVI LMLKLRSSN 
Kil 
2 [Ll Exonuclease vogpOl21 SLNFKALEQGYQDWQESRLGIITSSEVHNFMAKPKSREKWPDRNLSYLHTLLAEVCTGVDI' 
EVCNKSSA WGQQZEpDARTLFWLTSG 1KLTQS HLVCINZSLGTACSPDGLGCDSSCLELKS 
HFpYKZFSKFISGSNHSDHTAQVQCCL WVSH KECR y FSGYCPCMH REZVL VQRDENY MA y 
LYEMVONFFEKMEEALEKlWCVFGKO 
2 lU] Uncharaclerized vogpOI "0 MAMK HpHDN IRVGAITFVYSVTKRGVNFpGLS VIRN PLKAQRLAEEI NNK RGA VCTKH LL 
LS 
2 [LI Essenri.1 vogp0089 MTKMLZAKLTHK VKLFKAPKNK YNY FCKYNYTTLKDlMDAI KHAF KJ\lLDFSISKDVLI NF 
recombmalion protein FNIDNNYINVETIIIHNYNSSFTFNTNRVDVNKNKVNVEDAQVTSSSFSYTHHYSLSGIFGITS 
DKDNDTKDHKpLKDPKNFKKPKSZNYSIYSNRIKDVSYNZVHNDKDNIKDSNDZTKKlllD 
OINHlNHHWKLKKKONHSNNKKTKEMKTSINZKKQVAKEDTYK.DHEIESN 
2 rU] Uncharaclerized vogpOl18 MTNITZQGLQEKAEKANKGFYTLAHT ZDDH HANIS IWLlCLZGCLDNHRI LLANNHSSSC 
MALDQQpHATAEFIAITNFTThLAILDNQEHNHSYDKHDNQENQANALALGYLGVKSDAI' 
DTNKplSESHFSDLAESERV KHSLLEASDKRNTKTGYNNAIASDpYLELVLWN KTNV ILFSD 
STLEALDTISHI FGLA WI HDTMLI PTKSSDESEKDAQA YFNH KNAFpZYZLDK FH HWI IWQT 
QAPQAASIRN 
2 IR] RegulalOry prolein vogpOl23 Ml YAI AGGA RTGAS RSN ES LLER ITH KLRDG WKRLVDI LNQpG VpCNGSSTYN 
Cil 1 
2 [5] Omer membrane vogpOll3 KSIASLvvcAFSGLACINSSAHAEEGQRTFSLGYSQFQppSLQY LFRDA l' AL YNPQG IN INYH 
prOlcm Lom precursor YEITDYFGVMASLA WTPSZNNNTNI KSQATSpYK y LRANY WSLLAGpS IVQIYQQVSSY AM 
AGMGLSKWSA YSKlZDNI NSSPGFSKEYSTNHTSLA IV AAGTQFNPNDSVTLDIA YEGSGSG 
DWRTSGFTAGIGYKF 
2 [SJ T.il fiber vogpOI12 1DDNlV ATNGYDISNDGSISIEYQEIFDGMTRN"NVZDUSEEHVIGLNRDWH HL YWKSSS FLN 
l'ON FFNLElfAl DFS 1SAZNZNDV WCFG VFLL KVNFSI HLHDPTQVC HTNEDZLTTlNFRFTL 
pSZDDRNTLDPNLSSYYFICFINLSVDSSSRTRVLANFVQGKITFESIDFEIVNQADKSHIFLIR 
INEITDDSNSAVTDNTIKVTKV 1DIVNDQMCY AMT AVMRFV FNFDS FTCYVFR YFNNHFlNS 
F 




2 [L) Holiday-junClioo vogpOIOS MNTYRFILPCPPSFNHYIVRHSSGHHYISDWGQQYRREVREllHQRCpQLDMNITPLlRlTIFP 
resolvasc ApPDNRNRDLDNFpKALLDALTHAG FWZDDCQIDYMRI KRCQAI EGGTLGFA ITKI ZA ISPU 
TZSLN 
2 [TJ Ribonueleolide vogpO 102 M1KT1INSDSTLEASNPEKSNHZVDZASNDNNNKPINWSYVVMDSMNDVFYSDSTQKLHLK 
reduclase MlNDCFDKKTZDYYYMASYLSVYNFDKEFYSRFNYIPTMYTFYDDIDKDIYDLKVKLDRS 
QEDIDYIEKYINHDEDFYY AYSIFKQFKGK YCFNDLETSHVDQTHHVVYMFMAMNLFDEE 
pNDDYRKHVVNLCKSLSNDDITSPTPNLHSLGATVYSISSSCLINAGDTSDSFDIASHFTDSTI 
SQWASVGIYM 
2 IR] CI repressor vogpOlOO MS YDMGIHWZFLASKDV LYRIMEA YGFTKQIQLADHLGI pHSSFSTWDNRGSISYELVVRC 
pLETGAHLEWLANGEEDZN"NYQPPVCNODLYDHLKSNDTQpIKGFTLKSYILKNNQZLSA 
YLHlFTlTISN\I'NHZTYGTAFHIEEDNPTYFVrNDYGTLVHGZCLVNI EGSHSI RHITI LPGCK 
LH1AGGKFSFECWLYDI EVLGQVIFILHK VNGK 
2 lU] UncharaClerized vogpOI19 MHFSGSRLHILCAy ACRHGTCSMTPQQENALRSIARQANSEIKKA RQQFPDN 
2 [5) Major structural vogp0282 KNPYQSLFDELFK RFQELG YTTY 0 YLPTNEV Gy PFVV MGNTMTI HKSTKT H1KGT FS LTFH 
protein VWGZHl\'NRK.EVSDMACQILHQVFNITTTDGYSLALNFQASNIMGDTTTYTPLQHSFINLDF 
NLR 
2 [5] Putative head-t<lil vogp024S MQAGK.LRHRITFQDPVNVQNPTGpVrNTWGDHATFPAEVSPLSGREFIAAQATQGETTTRIS 
ad<lplor IR YRPVENCVSH KRRJ LCDGRVYNITGVLPDPKSGNYLTLPCSEGFNNGN 
" 





FonctÎQn VOG Siquen~~ :mustrnle 
2 [S] Ma.iar head subunil vogpOOO 1 MAFNPFPTNTMAGLG FHPITATLHSDYTAFI PYDHSQDFFAEYKKGSTYLHFAQNypMGTT 
DNHFPLLASGYCAS WVGEAESNPTSKA l'LA KHNLDpKKMAlllPTSKEVINYTPTNFLTTMH 
AKlAQAFCKKLDQA YI PGIDNpSSWNTSTSTTTTYISYEDTDlTSADAINNAMG LMY AAG W 
EpNSI LSYYI PHPKFNTTKDSNGN PI FNNSTSTGLDNFFGWGSA WAI'HTTFDDK VISCSYSNC 
IRGYIGIL 
2 !UJ Uncharaclcrized vogp0304 TSDKDKFNKKLCYYSNNNZEVLZKlSLERLLYLLGSEIKEVpPKLDFIFZDCSFKRFNRlGQE 
GTOSZSLEGOSMSYYDYDYEZYPYENKSRRZYSDSGRAKEGEYLFLN 
2 rU) Uncharacterized vogp0302 KQMSLlEMDGFLKGKCIPRDLKYNETNAEYLYRKFGELENECASMGNSIDDLQTKSAPASF 
GII FLNVSNNDCLARR WALWHEKCREHPDKWRRV AQEGINLAFN;\PHLRLPSNYFKAGFR 
K 
2 !U1 Uncharaclerized vogp0300 ADTVZFSFTGLDSLLGELEAFSKANNNKACRFASREAAKYIREEASYSApKYNDpLTKDAIS 
NNMYSCCSCKLFRRTGNSGFRlGIMGNSTSDKGNPPSNTFYWRFLELGTQHMpAHPFMRpA 
LDTINDEVTY IFFTQMDKAI ORAl RWATKN 





2 [U] Uncharaclerized vogp0308 MCFCIQYLSYFQRMTIQEYZLRZKA YQLRSLDKEEFI YQQA WANWQVQATKQQG KKN FY 
PTFKKFFNKlKKLDNEILGMETpNSKFKKDNKLlYLMKKANKN 
2 [U] Uncharaclerized vogp0284 MNELQDCELENFNQYNRFKYTDMDSpNWYFKKLDAIKAQEKEIKELANTEMERIKCRKDK 
EY EKLQY GMDYLQCL Y1EY YPI QKEQ DPNKTLNTPYNGS KYIQYSN KQE LLQQ LEQSG L0 
KFIKYTKKLAQSDNKKAFNHAENGTLMDSNGQYLEGASILDKTTSFTYKYSE 
2 [L] DNA primase­ vogp0312 MQMEKAYFpNLVENQEYFTpVypDLKKEYFQSTTDQHIFMMIKNHSNKYKSAPTSEYFEY 
helicase subunit CLDAFAGISHDYYAZIQQTINEFDPHPSRHFGRLMDMTDEFSYEQRYFHALSKSLAFQENA 
AKPLDQQNKHrNALGAlpEFYCDACNYCFNTTISHDYFEDWEPDYNSYIKKAAQIPFKMNIL 
NKIAQSSMECTALNFYS,\GSNYGKS WALCHLAl'DOL WQSYR YLYISMEMSQAA VSKRIZT 
NFMDISMDGIDT 
2 [A] Lysozyme vogp0274 GYYEDRTTDpLKLGRIQYRMMGIHpTQKAMEDFQGIPTECLFWYHpMQplTCATLSIISKep 
NG MV EGNQY FGN FLD KCCQD AITSG YLpS 1FKD RpNCSEG FY DpNGQ Yl'LN MEYN ITN MD 
RG AH ASNN ES HN HSTQDNNHA PD IN POLl'PC DPKLPEA KHN ITLE KG FARD PE FH KN WSL 0 
SAGYPTITIGQSMISHSAQNTATSDHEFSHY FWRDATFNYTHITTSEYTKL VG HDLENMQFZ 
AAN 
2 [R} Antilennination vogp0268 TTPKTFGKDS LA RKTE INCHAS RRHPPR QPN MQSQN AISS 1KFQA pNTS REV ZEC NIU-I POTA 
prOtei.n N AMYFTCTTZTQEYEGSICLPi\,\i AL y AAGYRKSKQLTAR 
2 [R] Ami-repressor vogp0262 MNQLlTITQNENKDQYVSCRZLHQFLGYKTRYNDWFEDMYKYGFTENYDFlGFTQKRYKP 
RGGRPSY OH AS KLDTAKEI STI Rl~N EKG EQA RQ YT'J EY ZKELK QQ LLPQTPEQQI AL LA QGN 
YNLN KKYEQIENSYLDLTDRFGLPSN KAKYLQKK YASK YYMFTGGKYSNA HKKLGAKY F 
REFY KD LNN RFDYY KYSOI PLSR Y0 EATEY LDMWQpS FNTTLEIRG LNSQTS FDFEE 
2 IL] DNA polymerase vogp0257 MEFDFETEN FVLDITII HG EYVK YS YTK QYHDFHDANC FTRLA DWEALYYN l'FlOS FV LRH 
NDlQZNSSTSYECYNHDSNNDYRFppYHEYDTFLFSCFlypNSZDHDFSA YHpSFLpCZKRG 
YHRSHA WCYRFEZKKAKFDYRSKSLYNRSA FpN FDQDMMDDGFQZVEYSYTR YDHFVY E 
IHNpYQSMDYKNZGNREYFIDARETFSZEDHADWTKDQRYRDGQLLDGWDIEDlYJ-IKLAS 
DDSDLYRPTEHDF 
2 [R] AnlitcnninalioD \'ogp0256 LSWFKSNWJKNLMRDIQQYLERWGTWApNNSTDIYWSplMGFKGLLpLRYKVRPICSDED 
pro!ein Q GLlISHCMNpLKQINpKLFTLLYSYYIQGYSKRAMARHHGISHTplWKRLQKAEGFIEGCLS 
MLDYHLDMDPK YHLYSPHKPTQSISKYRK YFDNV LHN 





2 [L] Similar to terminase vogpOO32 MMA VLHJ-IpARDpApppl HTQA WDQFKDRFCFLpHAGRAIHRGILYRSRDYG KSpFGDRGN 
OFAF1CTLEHAGFDY WDDAYETKGIU-ISDRKS LFRTAIGCDNYTYTSNLALS EMCRpYTFST 
DFDKDGI plVlSRLRDZISITTpSA NFY KNAFACFTFLYPTH WKREFSY AIR y AilS RJ-ISACNLD 
GpITQppCYFTPRHSFYYQi\~AQDWRlSpGGRpRARDTLAENREGHGAMDLGAQALSISDA 
RSpCDDTV 
2 [L] Putative endonuclease vogp0285 KCHQSKQCDGZSQMJSMGMNKVLTI-IHKFEQLLSYHTDTGFLNWKVSRKGTNGIGSYAGC 
NHGDGYFHY KYHGKL YQAHRLA WFLSKGNWPSNQYDHINCIHTDNRl HN LRZCTHAENN 
RJ'JRGKCSNNTSGypGYCWHKQRSKWGAQVKHNGKNIHLGWFDTMEEAAEALNAANCK 
LHRFNTIHGEAH 




2 [A] Lysoz)'1J1e vogp0341 AILlKlTNKlLCSQEGIIILSSEAAIIDJ-IFYTQHKGHLAIKALALGRMHISHKGLYLIKRHZEGL 
RLKA YQCpTGLRTMGYG HTRK YHSHNFNIGEIITQEQAQDFLEEDlHQVTASFNTRJ KypLl' 
QNQQZDTLCSLVFN 1GMTTFTTSTFLKKLN FGN YSGTS NDFMZ WN KA NY NG KRTpS PS LIN 
RRQAEKALFZSTIY?DWCMDZDWSQN 
2 [L) Putative helicase vogp0338 MlQKl pYQYHA VApVRLHCESATI HDMRLFPTV ATDAGKFFLN ACFANWNGRpCFLA VH R 
LVSLDQIGEIIKDNDNKVHTFW1DTVVTDSDDYYSNYHVDCLFNZDIYNGpDRIl-ipHCYJ-IL 
GAVVHVLYNRGRLFNFDKZGGrITIIHSFVSGTTKDCLlEDNSAAIFKNNypAIAFTKDMHID 
It\GDYRL YSSGKINHMVGDGYQYDNDHNDAAYYDW t\RLTEVNMDATZSLDNAMKLDD 
VYHLAIDITTSCIHS 
2 [U] Uncharacterized vogp0337 MNQQELMG YLLYEMEK WG 1Hl CSFECI pQH AMYN INSRJ MI YN pNZt\TpFKI AHELI HY 1NK 
ON RRCG ECDTLN pQEI RA NQEAI LLL WEI FKA NGGS YEY FN LFFDITDSpFESA KS Il KNN KY 
SINKQEMJ-IDYJIDYISYFDIIKRNNIYOFLDLYRLSHNFFNMA<)KEFQOLLGFDLY 
2 IL] Bet protein vogp0336 LA KQIG MY YAN pQESTrTZNQSNC RGQAS DDQ LATL LA 1SNQQSLN pCTKEV YS FQY RQN 




Int. Fonction VOG Séquence ancestrale 
RQEEYPNPDKEPAKRDKDPZLTHLDYSWEENZSPLCSQELKEKAQPHZELTQEKAEEAZGF 
SKQEST 
2 [U] Uncharaclerized vogp0335 MRGLA YNPGILPAErvUIRHRVKPMPSREELLKRNSFPSVNQNKYLNAMLRKGEKQ 
2 [A] Putative holin vogp0334 MNEVZFNFTVSQTSRIFMFASEVKSLYFMLFLlFlNFDIITGISKAIKNKDLRSNKALQGFIKK 
LLlFLVIIFANIFDTFLDLKGALIMITIFFYIANZGLSIMENLAQMGIZIPQLlTDNLQVIKNDNK 
QZDDKDDQEEDRCN 
2 (S) Major structural vogp0333 MAKGTTKTANL VNPEV Lf\PMIHAQLDKALRrAPLAQVDTTLQGQPGNTLTrPAFAYIGDA 
prOicin QDVAEGEEIPTDKLGTKKNSVTIKKAAKGTZITDEAILSGYGDPMGQSAKQLGLALANKVD 
DDFLEASTSTTQTV y ANATVDGSNAALDIFN DEDSQATVLlINPTDAS KLRKDATTKCIGTT 
EVGANTFlNGTYGEV LGAQIVRSN KLAEGTAZMFALKLlLKRDILVETDRDlTTKTTLlTSDK 
HYAAYLYN 
2 [U] Uncharacterized vogp0624 TKEVINYYMKEFNVNFEPAKIYFPNCEEFKEQVNSITQAYSNHLVTVESYEEDKKARTQLN 
NLYKTLNNKHiVIDINKEYNQPFNHKVRrKKSETVINRAIAQIYTGIKDrKDKEKESNMKDI 
HZFLGKLATKCK VASR VLDNFKEK YDKFSLK WYFNSN KINLKKEAMDYINSL VZGEKDK 
MEEYKAIKQTVYDHSFEYNLPTfPYIHMLDYSNTLEILNLMNKDLESEKKHKEQEEKHKK 
AEMQHLEELENQHQ 
2 rU] Similar 10 myosin vogp0329 MMHV LD FN DQI [y FLHTKDPCZVKA LREI KINNNSZKLESLISS HHAS NLQQ HHLV rMQDS 
heavy chain NKQWLHFlrNNVQEDSEGYSZIERFSSYWAHITKAKPFNPRKFEKKTTSKSLKDVLSDSSWQ 
VSNTEYYCLHTTSWTYYQTPZKFLKQLClSYKMVLHFYIELSSYPIKGCYVVLKNKNSLFK 
GKEINZGKDL VGLTRKMHSSDlSTAL1AFGPEKDKGK VITEY KAQSQLN LPTNYI WGI WKP 
QSNDNN 
2 [L] Putative vogp0245 KTHPNWDZYFLDIANSVTQESNCKRZQVGAIVIKDHRVISTGYNGTPSGAPSCSDRPHCTCC 
deoxycytîdinylate SVPGV KNYY HSS WSHCI DI HAEANf\1 LYSARKGrNGATL y ITPSPCHNCSKLITPSGIKNLVY 
deaminase PKDYYSSHN 
2 [U] Uncharacterized vogp0326 TGEYVGLGLGNSNQEI RRIQEVMATKFTC'Y ASHZAHSPNSEQMTAA VDEI RRRSNAZR KLH 
DCWSFPGMVNTDTKDDLGSLDlPPPPDTRPILFTVSGTGVPWWVGPDADIARHLEDSVyrW 
QPIGPN PHYTAPAFPMGPSITAGIAQAPRLLEHKDPSNRHRlER YGLALVGYSQGAIVTSEL 
WEYH 1KPSTGCLH 'l'y KOH VLKA VTLGN PMREKG KVWP DPGGS PMPSS NSQG 1SDNCLEF 
MVDTPYWWRNY A 
2 [5] Putative tail vogp0325 MTFSITFNGLDLSNLVYGFTAVDRNFGSTWTNTLRPNRVTR YGQHINNTrY AKTITITFIKD 
componcm protcin GNPNDLISISKELASVLDVNKPSPLlFSDEPNKVWZArPDGTPTLSEDlSSLLATGRNTrMVP 
KG LS NSA YTN 1LN SNNSGG LKGS ITi\'NS DSS VDV ArNNQGTI PTY PTFKfTHNSS DG y 1GlAG 
SHNSSLELGNHEEf\DSNTNTNSNILFDSKSYSNFSDFSHATGHSRPYKASTDTNNTICSQDY 
TSSS 
2 rU] Uncharacterized vogp0323 KMDYRNICEIVKEErvuRQESKHHFDLKHMLTIPKSJADSLDKVFYSYPITQITZIMSHFTNYN 
DIHERYIQYYNKNCNIArA YLAGKALGVDLVKVGEGN 
2 rU] Uncharacterized vogp0320 MKLMCKLFGHKWEPLPFTMTRDYCERCFIQKENPRGCITGRDKNFNRSDLDESENVFPEK 
WLDKHMDN 
2 rU] Uncharacterized vogpOJ 19 QDQVSAZYCKYQKIVNNGNMLHVZLGMSCyrvuCPNCGKETISRYTTDDSLCGNClSNFSN 
TDKLSVEKLQEQLNTAKKYLEQINSANKRKGHLGTIQTDWTNNDSEKALAAIGGDHKL 
2 rU] Uncharacterized vogp0318 MTVESLLKYIZEGMTVILKTWKNRllVQFECGNDIEArSCCFLYRKJ KIIKI KNRSELIAI LEDT 
KND 
2 rU] Uncharacterized vogp0317 MGYYDTRNEARRISKLASQNISSEQTKKEFELDRQSKFNQEMQAEFHERlKKLGEKNGS 
2 [A] Lysin vogp0332 TPYLMPYrNTHQNIAA FLDMLAFSEGTANHPLTKNRGYYVIYTGLDGKPNI FTDYSDHPrA 
HGRPAK VFNRRGEKST ASGR YQQLYLFWPHYRKQLALPDSTNPLSQDR LAIQLlRERGALD 
DIRAGRlERAISRCRNI '1'ASLPGAGYGQREHSLEKLVTV WRT AGGVPA KSQrNE 
2 [A] Capsid scaffolding vogpOI91 MTKFRS KFFRIA VEGTTSDGRNISAQWIQEMAETYDPNA YSARINPEHFHWA WPACKFKA 
protein YGNAEEMDNDGKZKGKLALFA KLAPNQDLLELN KDGQK VYTSMEINPNFTNTGKA YLV G 
LAITDSPASLGTKDL YFSRINGNYPKKSNPY AEFSTTEDGPLELEL YELPDTFCTSLSTKRT 
DMFKGKEASNQAQFDQVSEA VKAMAEHFHDZWSDLDEHKEQKQKSDSQLDKEAKEFAD 
KKSNSFSTFNQS 
2 rU] Similar to EH do main vogp0210 HLZVFNPYMQGEKQDNSNMZEMNNYFDISLASISSWIKKGKYPZKDNPHYKHAISi\'NDK 
binding prolem epsin 2 TKESTEHKNQEEKDFPEKVYYFYHKGNLMGTGTTKELSQLLQVSKHNYYSWlQKGKSDFH 
QNNTLKHAlFNETETKKRrpWLDTYCNSZFNETKEKERRKHETKEERRLRRNIRAQMAIEN 
SRKEELGLK 
2 [U] UncharaClerized vogp0211 TTTEEIVQNYQVKLLKII FKEI DSLMKKKEKADINAH KLAENGNTVRTSA y WKSVGNAEFY 
IKEIYQKLSALAEIDRLrHWSDRLHQEQLKFVSKYPKVMEKYRQTNN 
2 [R] Repressor vogp0212 VVKNQEKTrNHLGQVVYQESVEFYKEKLSV YSKHFLKNSLlPQLYEWSNA YKAA VELTKN 
2 rU] Uncharacterized vogp0217 MNFISQGKAITVFPQAATGCYPPISDTTKZYGVSTHQKEARYMSQGCLHSDGFTRFAQDFN 
YSPNGLLAPFGNCITNQTSQQY AGRSTYSHTTRILKPKAIANWVYTNCMNSi\'NKDSGDGW 
KY RSHGFIQLNGHKFY HFWYLS VKLEDVTTHSLSAA KI LRDSAG LWYWSAIASLQAICDFr 
TLAKFJNGGSNGLWDPQVLHMTGYCMSATKYN 
2 [L] Putative replication vogpO [90 ARFALZRRHDDVSllDNKSANFITLCHHPIKDSLSDlZFVSSNPFcrRHFNSKTNSZYDEKQF 




2 [L] PutatÎve mcthylase vogp0251 MAMTPINKHCTYN LYHGNCLEFlHNLPDHS VHLV ITDPPYCNTNPDWDS FLRLH HCW AHY 
RRLFKPGGS LFLFTNPPFDSA FEI SNFLCFNCYWL '1'0KG NPSG FSNGYN NHWCH HKH 1SA F 
RFCTTCNSHRPYFPKNHHPKASKGRTLNIPITSHYTSCFCNHDSS\VJ','NTSKLSTYSICWLNN 
YKDCFNFHPTQKPISLKZHLI HASSSQGATVLDHCTGSPKT AKARLQAGCSFFG LDNKDA Y 
FKMDTNPMRQS 
2 [U] Uncharaclcrized vogpOl89 MNKEMZKLANDYKEIINKTSDLALKQNNGYIRKAHKWLKEQLFYTSDSSTNKSIELSIDNIL 
DYQDVAFNKSGKKVZKRZEKQNN 
2 [5] Majorcapsld prOicin vogpOl92 MCQETRQPrDA y LA QLA KQN AMG l'N FS AQS rA VKPPV EPKLG ETI QESS EFLKQrN Il PV DQ 
MKGQKIGIGVSGTVTCRKDTSRNTDHMAHDNNl-ISYKWAQTNSGTTITWAMLDSWANQN 
EFLAQLRNAFFQSQALDIMMIGNTSAEAAANHSTNPLLQDVNKGWrQHQNQDPAHVMN 
EGTNTGSKVIFNGTNADYNNLDALA FDIIHNLlHPRHHRDPCL VVI LGCKL VNDTZFTLDNK 
191 
i\d 
Inf. FOl1rtiun VOG Sé-qUClltt' nnrrslnlll' 
DQTPTEKIATRKLD 
2 lU) Unch",aClerized \'ogp020.' TTTATEIiGRASTQLLDQDHI RWPLPELI DIVINEA VRAIILARPSACSISAAIQLVTGTHQA LI' 
DSIIQLLDFICITDSYSLAPANAIRPFARQVLDAQNPNWHNAPIKNVVKHFISNEYSPRJFYVY 
PPTDNGIFVEA FLSY LPTAI KVSTNTrDLEEA YINPLVDCISFRCCR KDA TCGTDSGPATrHY 
QSrTIOL 
2 lA] Holin vogp0200 MKNMDTGTMVRTILLILA WVNQFLAI KDISPIPIDEDTlSPVITTKNNLFTHV FKKGTQKTKZ 
FKN~~ZSPKGTNQDHVZENNTFT~~ 
2 fT) AC1ÎV310r oflate vogpOJ96 MADKSDRIICDYVNGRSEARIKSIESR \' LYKQK VDN LGIRTA YSGGSEPESHV LN KEA LEKD 
Iranscnpf ion EELISLQDSMYQFCFWYKPLlKAEKEIIKLKJ-IZGYNGrTWYRVTMELDTQGIEIPKKKAKII 
YYRFREDIYPLIGN 
2 IL] Excisionase \'ogp0204 IMTTVIQIAPNEWVTZYVLMAJTGLKPGTILRARNESWMEGREYNHISPEGNPKHYSECLY 
NFKAINA WlENQKOPRPDIN 
2 [LJ Smaillerminase "ogpOI93 MSFSPAQRHMLA VSATPAAPA NAHPAATEHSDSYHLLLVKLEQDHHALKGFLSN AEKVD 




2 [U] Unch",aClerized \'ogpOl61 LMNYQKQAPPSLKLNQQHLQNPGESPFSIGVCRTSTTIKFWKDFKVNPPL YPEGDYREDTF 
TSSTPPKGKL y FKTTCEA VPEGNKA FSNGSKEGTCSYKYGHEDI HPDVTNN 
2 [L] Integrase \'ogp0218 DVPEHLMDTVNV FFI' ARKSKDRVPTEANFSARA HLVTCH KERGGNGWDVVGNFMDVGF 
SS PVCDPNV DRPDLE RI LG EFQEGECDII VV YE LS RLTNCT HHALQMVN ELZDHG1LFI STLE 
DFFDTSTPMGFSITTLMAALAQQESNLKAERMMGAKDFNANLGSSNCGSAPCKFHFASDPF 
EMGPVSNKVNNVVISFMES DDDLPDPVHLVHRV AHWYFHCISDNTIHTTFZKDKTPNPCM 
SEDGTTEKJLANA 
2 [L) Replication protein \'ogp0221 MSNGCILVHRJUQRR WLZKEKCTFSGYEA WLRLLMEVN HSKDEV PVDSQVVTIKQGQHIT 
SIVMLSDCWNWSGREVKTFLHLSQADDMVENTIDRVKYTLIKIINYDMCQCVCHGNKHSE 
DTV HKSNQHQSi\WPA YNQHNTNTKNDNN KADNDNEVVNYQKKTTDZEFN HVISFSNVSP 
SALDNZNYYLENFKLDFHQIVTASSKJSZDSGKITHGYSKPIIQIRSNCSZNSVVTRQADDNH 
OTEOEKONYKPF 
2 [L] Abc2 prorein vogp0223 MPAPLYGADDPRRCSGNSVSEVLDKFRKNYDLlMSLPQETKEEKEFRHCIWLAEKEERERI 
YOTSI RPFRKATYTHFPEIDPNLRNYRSR YGAISND 
2 [T] NTP-binding motif \'ogp022; MKJHKDDKJ.rNNNSRYLlYGNPGFGKTSTVKYLTGKTLVFYLDKSSKVLSGNONVNVTNF 
prOicin NPRNKlPVQDMANFZELLNSPANKYDNMVIDNISHLQNSCLVNMGRKAKNHNQQDYRHL 
DFYFLDFMTILZQLNNNV FITAWETTHQITZESGQIYNR YMPNI RTKI LNHFLGLTHVV ARL 
VQNTKNGSEEFI LOPSNGIY AKN RLDN RKGCKVEELFKTTDMDG KAN 
2 [U] Uncharacterized vogp0232 MYTHIMNGREVLTLPTVIGHKH HDLE KREVLGEV IZYTCRRQDGS LI' IISR YNTERDKAAM 
LNYCLSDWGZN 
2 [U] Uncharacterized vogp0234 THAMEILQHIKALDCYlDSQIQQIENLESQALKVTSMHTDMVQGGKHKGKDDIYVELITTK 
EELENITAEAIKQKLEFHHQIANLEDIDSHSLLHMVYIDQLGIIVQICDKLGISKATYYLKLR 
OANKYLDNN 
2 [U] Urx:haracterized \'ogp023; RTYPYILDI'ETSHMLFDSFHYSISQNICAINZINEQZKTLLKN 
2 [U] Unchar<lcterized vogp0237 MSTLYQI..OGKFQH.I.. NLAKEDETZLEALEDNSFNDDLENKVEGYVZVI KDLEANI EIIKKEN 
KRLENZNKSDQNKlDNLKNSL YEAMNMTNONKVKTTLrTVCFH ~~NPA LVIN DEKLTSED 
YFSKOKHKPDKKJKLSEYLKAGKDVSGAKLMETKSLHISK 
2 [U] Unch",acrerized \'ogp0238 KCPCQPCRNKRRKA YlKDYYRKSPRDKJHDLSHZRGVQHEDYSRTEIMPRWGYTCAYCDS 
KA YTPLDHVHPLSKGGANZAHNIMLPACASCNLSKGTKTLAEWALTFGPKAED 
2 {L] Tenninase subunil vogpOl94 MNVSSLKNYSKKDILNKJRJKKAKESFIHFTTRTKPNFINVHRFrTILlSQELQKFFEDFlDGQ 




23 lU] Uncharacleri.z.cd vogp063; MSNSKFKLISAGVGALTKSQEMODVLTNKATAIKERRHGYGQDFHVGKTRANAMVYPKT 
FKAKKDi\'FKNNTLLKAVRN 
2~ IL) PulalÎve HNH vogp0629 DRTGPHRVPFDKNSNIFLKTHNTCRICGKPIDKRSKYPHPLSPVIDHIIPIDKGGNSAMDNLR 
el1donuc leasc SAHIVKCNRQKSDNEPKVFGNRNLPQSRDWN 
24 lU] Uncharaeterized vogp0639 MEILKGNTTSGFHYEITKERLKNFELVEAISEVDTDPTALPK IVNLLLGDNSK YLKN HVRDA 
EGIVPVDEIGVEIEEIFASQNELKN 
24 rU) Unchacacterized \'ogp0636 MlEIIIKK YLDGHLDVPSFFEHEGEAPASFVI FEKTGGTERN HSLSSTFA FQSY APS MY EAAE 
LNDKVKQVVERLlELDQISGVHLNSDYNrTDTETKQYRYOA\lFDINHY 
24 1U) UncharacterÎ2ed vogp0634 MGKI KGITVTLlDK VKTGKDPFGNPIYEDKEILV DNVLVSPASSDDITNQLTLTGKKAVYTL 
AIPKGDNlfDWEDKEVRFFGKKWRTVGVPLEGIEELlPLDWNKKVTVERYE 
24 1U) üncharaclerÎ2ed vogp0633 MDNFATVDDLTIVLLWRPLKVDEKKRAEALLEVVSDSLRVEADKVGKDLDDTMADKPSFA 
TVVKSVTVDIVARTLMTSTHREPMTQDSQSALGYSFSGSYLVPGGGLFlKDSELKRLGLKK 
OR YGVIDFYGDDKN 
24 lU) Uncharaclcrized vogp0630 VEDVLPNLLKKVHQDFEKYFGESEIINKALAMLKAKKATYKTANEFAIEVGQILSKALGAS 
FSSDKLPDGKMYYNIAKRLLNYILGRNYKLISGYSTDVQRNLNQKAQIGLKVQVPQLNQD 
HINGMVNRFSSEDNFEDVLWLLGEPIVNFSQSIVDDTI KKNA DFQA KTG LTPKl FR KLAGNC 
CEWCRNLVGTYTYPKVPTDFYRRHQRCRCTMDYHPKNIDRQDSWSKNWLKNDKNQETlQ 
REKKIKESDKVE 
24 !V] Uncharaclcriz.cd vogp0640 MlQTDEEALlCDLAETYGIYDYRQLPPYQV AVFSIGLR YDSRI KMAMSSQKVPFDTFLLAGI 
ZDRLSTSFWFKTKDGQKGKNKPKLVTEVITNTKEKANNEIFFHSGEDFEK YRQQLLEKGGG 
ZD 
27 [S] Minor caps id pro\cÎn vogpOOl1 TLTHHQLVLQAQRJV DlYPKLEKDLrTRJIQRLKTKS YJSSAHNLLVWQVEKLNKMGI LNKQ 
IIKLISKYSGISQQKLFYfVKDKGFQIFKEINNYLNQLEEALAIVPZVCNTHTILDNLTRYYFQ 
ATYN HI'KLfNNTMPYCAMRA YQGIIQETTTZVFAGLKTHHQALHHTII KWV KNGFHANLD 




Int. Fonction VOG Séquence ancestrale 
27 [S] Minor capsid prolein vogp0488 MTVKVNVDLGS VKGK VSPEA VAQGQFTLlNQVMLDMDQYVPYRCGDRSSGYTITNGNEI 
TWSTPY ARAQFYGINYN KYHSFKFN KYTTPGTSKR WDQRAKSNIMEDWEKA FLKGMGLE 
N 
27 [S] Tail prolein yogp0461 MTRQKNALRGH FV APYNGGTEPSKVTEDTWLELAK WISDVSDDTDEKTDDQA YY DGDG 
VEETTVVSV KGA YTFEGTYDPDDKAQA LlACMK YKTGDDRKL11'1-1 KVVSSDRKKQWVGA 
ATATEl KAGSGAASDYEAFGCKLSYNSTPKETGIGI PKKNELSV AMTN 
27 [SJ Minor capsid prolcin vogpOO29 LlQQIKDLVRSGANYIGITQSLTNITDHPKJTINQEEYDRlNTNLDYYQSKWHYJHYQNTDGN 
TKKRQLNTINAKTAAKNIASLVFNEKAKlNVKDNAANEFFSDILKNNRFNKNFERYLEYCL 
ALGGLAMRPYIDGNKNNV AFVQAHLFYPLQSNTQDVSZAA lATNSH KTKNYYTLLEFI-IQ 
WQASDYVITNELYQSDYPDKVGTQVPLSKLFKDMEVDAQVTDFTRplFTYTKSNSTNNKDT 
NSPLGrN 
27 tU] Uneharaterized vogpOl87 MLSLA YPLDNTFKFGGKEYNMDLSFN KV LHV FN LMEDDSLTDSYQA y LA FDI LLGQDMN 
NIEETAYFLlYlITNFI DKEI-IQDSFR YDI EGNPMPLANN KEEQENFFSLTQDADY 1y ASFLQD 
YHfNLLEYQGKLpWNKFKALLDALPDNTllQRlIAIRQCESPCGEGEKERNNLFKLKDHYYL 
DDQDEEDCWSSQ 
28 [S] Minor capsid prOlcin vogpl149 MRLLTAMDKCLLTDI LTI KKVTDKDDZGHL VYCEPFTIKHFR FHpH 1VSSGNNNSHTGTSNN 
LVFIYFYPSYSLVTVNNSWVGSKVVYGGREYTIHKJITNYHPFSNEIFSZEMEVI 
28 [S] Miuor capsid prolein vogpOSü9 MN YFEN FVSQ LI KVSN Lpi KPRLDY LTDH DD LA 1YPM PGCK VNDE YMDGTQEVS LPFE lA 1K 
TKNQQLANTTMWLVTSALANFNSDNPSSNNSYKFMSLDVNSNSMKDQDNQGYYTYILDI 
3 ln Putative DNA vogp0362 
TANIDIZGNNQ 
EIMNRlKQLRKSRKMTRVELAEKJGVTKCTILNWEQCTSYTNPHNSQRKLADFFDVSVpyL 
binding protein LGZDTNZTYSNNEMALKDAIGDSIVTLVVLCLQLGYDVEECLKIAYNNIKDRQGVMN 
3 tU] UncharaClerized vogpOl26 MFNIDHSQAKDFGSIKDGTYEVIIDNANQDATKNGAEFIDIHFRIRKDFQQEFQNNNIFHRlW 
NDKDANKYPMAAFNNIAKAAGFPNGTKFNSLEDZLNHLLNKAFQVTVKNEKSEYKGKTY 
KNLNYKALAESNlpCNANpVEISEEDLpFF 
32 IL] dTMP (thymidylate) vogp0801 MKQYSNLFRDILDNGYHEEDRTGIGTFSMFGPKLRWDSREGFpFVTTEKMASKSYIGES LW 
sYlIlhase FTSGSTEINHSHEIAHGTHNDFCDZEHDVWESNYKDKEVNNNVGYTNDDLGHMYSKHWY 
NRNIHPVYKFIIDIDHVNA NPTYHNLMYKA WNPYNFNFDHV ALA l'CH FFFQV FVS KQG RFS 
FEWY KDSEVN FLGLA FDVRSYRLSVHVMSKRSSLEVSNLVFSGSNLDI YNNR VIQVYEPFN 
HEHRQFAYFANIY 




32 [L] NrdB aerobie NDp vogp080S MSKTI FNKNKVNHLGQpLFLGEDpNISHFZTIQHpl FZQLTKKQZSLFWRQEEVHLTLDSLEF 
reduclase. smal1 subunit DPMPEpWZHVFTQNLKCQCZSDSLQGRSPDlAFSplFSDNSLETCITTRDFSETIHSFSYSHIM 
RNLYYNpZAfLDEIILDKA VLARTEA VTQHZDELMDETQKZNNNNLHEAHILMQESDFQEA 
LYLCLHA VN ALEAI RFZVSFACTFNLAEQGKJ LEGNpEVMKLISHEEQLHLKGTQALIS 1WQ 
NYKDS 
32 tU] Uncharacterizcd vogp0876 MAIHTSVCSRYTPKQICTLMSSfNPPSVILGFASpSGKAYCSNRAIGHCCFAFGMEYNFKNH 
YYLNFYNJLSpYNKYLARKHNGrfNllACGNSEKJFKAMEMVHPIYNNFHSLAFYTQQLHTR 
NVFQVLGHN LNTpSYFVICYSKQKNGllSGGTNTAWQLALRHSlpCFNNNHQDNI KRLKELL 
DMKDSSZpHIHLlCSYFLEpR 
33 [A] rlIA pro\eclor vogp0791 MJHNEDKEIFSSTTNKSTGFNIKASpKAFKILSSNI.YKYKERAIIRELSCNTIDTHKETGNHNP 
FHVHLPTPLDPWFSVRDFGTGNSSKDEVTGLYTTYFASTKDNSNDYIGGLGLGSKSPFSYT 
NTRNITSYHNGKITIYSTYMENGKI'rUTHMSNNKNTNEPNGLEVIVplpDQDISNLKDEANQ 
VFRSFNDY ApNIIINHIIFNFPDFNNREV Fl\~ HS NHNHCSNIY AIMGSII YPI PKDSWZDN MI FK 
DN 
33 [L] Nicolinamide vogp080S MSMZNlpLlTTTDSYKJTHWYQFPHGTEYFLFYVEpRSGKJFDNllMGGMDYVTpNLQEIVTN 
phosphorioosyllransrerase EDVTQTQEfvlFKAHFGQDVFNRKGWDEVVTNGYLpVQIHAVQEGTVVpVKNplLTIQNSNP 
PFTWV ASCLETFJLRAFWYTSTV ATLSFECKNMlRJU-iLNETTDLDFNSpQFNFVLTTHLH DF 
GSRGVSSGESAALGGV AHLNNFMGTDTFEALYTAKHLYSQDMAGSITSISVpAREHSTITS 
WN 
33 [L] NrdG anaerobie NTP vogpOS07 MN YMDI HpFDIVNGQGIRVSLFV AGCZH.HCEGCFNQSTWKSNTGKEFTZDNLDEILDCLDD 
reductase. small subunit DYFQGLSFSGGDpLYHRNLEDVTKJ'FQKVKAlypNKSIWLWTGYKLEENMHKpNEJMKYID 
VFlDGKYDKNLPTI KS WRGSDNQNL WSNVDGVRN 
33 [L] NrdD anaerobic NTP vogpOS06 JI KKDIMLDIGSSSDIN KEKA YKDSNVI PTMRDLMASTLSKHHPLEESFpNHLI KAHMDSN M 
nxiuclase. large subunit HI HDMDYSpLi HRSYSMLI HFKG KJFQCG FKMGNAQIEQpNYIATASTMY AQIINQVYS PNY 
GGNTIPTMDQVLApYVPKSYYKQZEMAHEEQAHSNAGFFSHKRVQKQIYDAFQSLZYQVN 
TM LTSNCQTPFTN IN FPKGTS WEEKLI QKA 1LQV 1'1 QG LGNNT MTpl FHEL Vl'y LKEG FN ZQE 
GEPCYCIKQ 
33 tU] Tk.4 conserved vogp0794 MJINYIKGNLlALFNKGNYNpHHQTKDIMGQGCNCFNTMGSGIAGQISKDFpKAZETDKKN 
hypothetical prOlein SCCDDN KKLGAFYNLDNH FTVHNSCGVNL YTQFPL WNPSHDSHYTAFEZAFKELNHYLED 
TNQNGDNATVYMPMJGAGMGSWDWEVIKDIINKATPNIDIIIFDYEDDMFJNLCSN 
33 [A] rllB protector vogp0792 MNKSKIIISKYNIKCLAHKEQIEFSKLLGYGKYTTQKELADYHDISTHTIPHILKNSKEAKRD 
EVMDSEEHTAQDNTHM VKGRZSSKKQVVTNSEII RNASTKFISITSGS VpYNATPTSHLNFK 
EILDALVSNNFKJKAIQLININKAIEKYFYGNFSIEGGTLFYQNIELRSSLVNRIMDSMEKGQH 
SNFKFYFPFLENLRENpSQKA VYRLLDFLVpHDlElTEDGYFY AWKLVruDYZDFYSHTFDN 
SpGKV 
33 tU] Uncharacterized vogp0793 ILTMRFLTILLLLFTSHFFAGpSAPDFTDTQKTNLSY AYZYGKGYNQRDLGTILAAIA WEESS 
AG LNTGNKGHHA YGMFQNYZKTVVIOHvlDQRGI PFPHCYMKK VLENRSGSAZWAMDEL 
HYWLNVRSNNIR.LALASYNAGWN YKAGKA y ADRVLSKNQRLKSMEFJYKKCNVN 
34 (A] NrdC Ihioredoxin vogp08S0 MFEVYGLDSSDYKCIYCZKAKRLSEVHKMpFNFJPITKEKDTKDHKDNTEYLTNRVQDTG 
NVLTTTPQVFSDGYHIGGFDELQAZVNN 
34 rU] Uncharacterized vogp0924 TTVQIKKl'TILTDVDGVLLS II'ASSLpYFSQK YDI PSDRVLKTIMDEKFV AAGELFGCDQH LG 
VNLMQK YNNS DFI KYLAA YKDALCVVN KLKE DYNFV AITALGDSIQALLNRQFNLNTLFP 




Jnf. Fonction VOG Séquence ancc.stral~ 
34 IS] Baseplate wedge vogp0899 MLFSFFHPINY KGiTlANl FKNYSNY FNQVISS FI FHPYYIQGY PRPEQV AH KL YGN PS LYWI L 
subunit LMLNNIYDPFHDWI KSQEPVYQSAIQQYKNIGNNNQVLYHIDTKGKR YYNU EYPKGSZN 
WYNNGHKAHRHFQYHGPLAPVSTLEHEFNHNEENRNTNILSPTHlrrTFINTURQMEKAH 
34 [U] Uncharacterized Yogp0900 MPGLTY DMAPTTGHGTYPPTIVSATQCKV FV EGI PVL VAGDAIVPHTNTI KPYDTHSGYVI P 
STSKVFVEG KP ATHMGDPISYGDTIAQSSS KVFl K 
.14 (S] Baseplate wedge vogp0901 MMIKAPSITSLRINKLAANYLHLNWDDVGSNFFYIVEFSIANGYGCEIIHNFAWIHPGVTPD 
initialor QDWFEDNILDPNTNYEFRISTTFEGFEPSNWVZSDVFQTFNTNAYYISTMAQFIPANVFIKN 
KLTNNN KNYVN FDKDPNATLMNENFVFYPGIYNITNIANFIAADEDSHLVQEEVQKVCVDI 
NRTrLA YMDDV LYTFERFQH MAKVSNDGGQNWR YYQA FNG RJGYl'VSRTI IYQTNTSS YL 
LGYDDVFYGR 
.14 [S] Baseplate wedge vogp0902 MN KTSIIYRSIVTTKFRTKNLLNFYNSVGDKHDKNTIY ATFGRPDPWS YNETDSNFAPPYPN 
subun.it DSIEGIADVWTRTLGTVIUHKSLLRPVIPRKDWGDPRFNNPFTFUGDlVVINSAPYNRTDFG 
SGSNIYRCIDVPEVNNCSINSIVDKGECMKNIGGKWTPSRQSLEI'PSSSDNTGKAIDTGDGYI 
WEYLYTIPPDVSINHCTNEHIVVPFPQEUA YPSR WGYQH IIMWYPNNYDrJYRIKVHTLRN 
34 (S) Baseplate wedge "il vogp090.1 MMJQETQK WJDTGNVGNASTGDILYNGGNKLNDNrDSFYNTFGDH RZMDSADGSGPDSII 
liber conneClOr LPTGCYHHKHCQSYSSNPVKVGSLHDINTTTGNLTFTITDGKLGKGIHVINSDGSISITNPKN 
RASDSIAGFSGHLDITNPYSKVTrWCIASDPSGSDWDYGVKSLfGHTKIALNNTFYITSTVV 
PDDIPLSG KTQYNTI KLLVTGDYGASA NVKTSIUFVIV DAITTK VDTTEY AVLQITDYDEDD 
DLAYIGSC 
.14 (S) Baseplate wedge V05P0904 VIINISMJRKTRNDAVNITNDVTHVEYLTKSSVHYIFVYIVIVMGNVNTMDGPTTYSUVGL0 
subunit and I(lii pin YHDIRFAIDEFQALTSFLlDTFYITDVNALPEYNIRQVKFVIFTGVTTDSQLFRDNEFlTHVYTI 
PIiTNISTDTNITCDQVFAKFYDIVYNDILFFFVDNQLCTTTPVfELQFLDSTDHVYIKDSFSD 
DIAVTREVFVPGVPGFSTRDYLGEEVKTLlCSILDNPIILYDFERMDTYN 
34 {S) Ne<k proteu. vogp090S MSGYITNNPRELKDSILRRLGAPIINVEVTEDQIYDCI RRALEL YSEY HLDG FNKA YSV FY LS 
QEEEQAHTGNFDISASTVFA ITQII RTNATMDGNATYPWFTDFLLG LI~GGPSGIGNCK YHG P 
IAVRGNLGYFfQLMSYQNMMKDLLSPLPDYWYNSVNGQLQITGNI'REGDLlIMEVYIQSYI 
EV HKSVGGITGYSA VASCSPTDTTSQDQWNNPYSFSRCNITSSGPNQFfKQGA YNIR WV KD 
MATALTIUE 
.14 (5) Nt.:ck prulcin vogp0906 MVTYNKTMFAQLETR KGYNQTYQTNI LNPYVNLH KY KNTQTLA DMLVAESIQMRG IEL Y 
YIPREFVNLDLlFGEDIQSKFTKTCKFATYLESFEGYEGHGNFFSKFGFQVNDEITFSINPKLF 
KHQVNGKQPIUEGDLlYFPLDNSLFEITWVEPYYPFFQDGKLAMRKITAQKFlYSGEEINPEL 
HHN KG 1YV HKFSD LD LA PI KN LDG LTDITLDQ YTEDNPFHZEA KDFI EHFOI'11 1SKGTPIS HS 
NSNKPTN 
34 [L] Terminase DNA V05P0907 SMEG LDMNQ LLDISG LPG 1SGE ELEV YE PS VLDQV KS HPKa RTTDLEDDY DLVRQN MH FQ 
packaging enzyme smnll QQMLMDAAIUSLENAKNSDSPRHMEVFATLMGQMTNTNKEILKVHKDMKDITYEAVDTK 
subunit EA PPPRQPNIQNATV FMGSPTELMDEVGDQYESLDDREKVI NGNTN LN 
.14 [SI Prohead core protein vogp0910 MSKESVTAKWKASFQGRILETHKNQDFVSETVZDFIPPEADRMQEMZAtLDKDDllllVKSM 
SEDNPNLAFAMLSIIENMAlIUEAMVKHVNSCGEVTRTKDRKTRKRKASQTTGLSKAKRRQI 
ARKAAKTKRSNKNIKRKAQRKHKKALKKRKALGLS 
.14 [S] Head ven" protein vogp0912 TTNSNSIGRPDLVALTRTTNNUYTDMVSIQPTNQPFAT FYGI KYLNPADECSCZTSPTYPCD 
PG YLHSEH FTTLTEDSKLTLNEGH LFKFNNYV FEVFEDTHFATDEDSTIEZALHI A1MLGK V 
RLLSDATYSYKFQDSDTEIPZAHFQIDKWTTSVSSRKLKTSiTlELLQDLEADRRFSPDFLED 
LLATY MA NEIN Kali QSUT VS KHY KVSG ITHYGFl YZH YPZMDAACS Ly RKVCC HTS FH l' 
1'1 
34 [S] Head complet ion "ogp0897 MA YSGKFVPKN KSKy KGDPH KITYRSS WESFFMK WLDHNPQVICWNSEEVVI PYFSNA DG 
protein NKRRYFMDFYVKLDNGHVFLLEVKPNKETLPPEKPNRNTAKAKKRflQEIYTWRVNTDK 
WKAAIELCEQKGWN FKJ ITEDTLKNLVCZGVKN 
34 {S] BaseplAte tailtub<: cap \'ogp0922 GMMSNVIMlTMNNDTMDSfKASDKTIGCFTSKTTGETCTAQFPTHRASGNDSSRHZNINYL 
YNNGFLFPA YNYSSITNRSLNY FRKKFNISSSFCNGSFNISGK YMTIGGL YTpfLNEDISHKZS 
HNSQSV LDDTSHNFTDIAESFISHGGSDLGSALSNTASTAVFGSLESSfRGYLANHCEQIYDT 
SSSNMKGTDSRTQTFMCHLTPNSLEELKDVSIUFQTFLZLSY ASSGNSSSTKZMKGYVDA W 
YKl\'TLL 
.14 [S] Tail tub<: prOteiD vogp0895 MAM DFNDITRA FZSGDFARPN LFEV El PY LOQNF KFQC KATT MpPATV EK VPVS YQN RlU 1'1 
IAGDRTFDDWTlTVYNDEAHNIRQAIVDWQAMAHGLGNDITGDTPAQYKKPAIVRQLDRN 
GKplNEDTIYGFFPTNVGEVTLDWDSNNEIQTFEVTLALDWWELN 
34 (S) He.,d assembly "ogp0926 TSEVKDLplRALGEYVILDSKAAQAGEEVKSZAGLlLGQKRTQGEVpLfGMVISVGQDVPK 
cocha perone Wilh GroEL GIKEVGDMVFSPLI\'NMNNVpHPCIAZGLKQPDEENDHKLVTSHYKDIPTIYNSKpQGN 
34 (U) UncharaClerized vogp0927 AIREILKTMLSMGIPNFVFEKADGTIRTMKGTRDPDLlPAZZHPFKPTLENGKLTEETRKEST 
DTFPFFDIELGGWRSFCLDKLlSVNGMNNN 
34 (T) RnIA RNA ligase 1 vogp0931 TNIIUELFYNLMIMFKSSYKGKFFFfDDISPMGTKFRIFSYYFASYSDWLLPDALECRGlM FE 
and lail flber allachmenl MDDQDKPV RJTSRPMEK FFN LNEN PNTMN LDLN 1'1 10 YLMD KA DGS LV STY LDS DSN FLKS 
calalysl KAS1HSNQANTANG LLNSPN HKDLRDRFTDLGQDSNFN LEY1APSN fil VLA YPEEQU LLN 1R 
HNKTG KYI YFHN LFKDPTLRPYLVOLYQV PPZETNA ADWV EEV HTTKDI EG Fl AI MEDGQS 
FIUKTDWYV 
34 (T) RniB RN A ligase 2 vogp0933 MMFKKYSSLENHYNQKFJDKFYTZGFTGGVWVAREKlHGTNFSUIERNKVTSGKNTAPIL 
AAZDFYNNN 
34 (L] Single-stranded DNA vogp093 4 MFKRKDPSQLQEQLATLSAKKGFSKADEwKLTTDKSGNGPAVIRFLPSKGEEGLpFVKLV 
binding prolein NHGFlUENGKWYIENCSSTHGDFOSCPVCQCIZEKNWYNNNKKESSLFKRKTSYWAN1LVI 
KDPPAPENEGKVFKFRFGKKJLDIUTAAVNVNTDLGEAPVDVTCLFEGANFSLKAKKVCGF 
PNYDDSKFSHQSQIPNJ EDA YQKZLLEHMHDLTDMJApS KFKSLEELKTN FKQV MGASKpA 
GAAASTADAPLNN 




34 [T] LClIt: promOler vogp0936 KKKCZSZKVMDDLGDKDHPIKGSYNQHICLEIEEMVNQZGLTYLEACSHFLEENYIDITHFP 




Jnt. Fonrdon \lOG S-:quencl' <lntc"strnlt' 
34 (T] DsbA dsDNA bindmg vogp09]' NSEVNMAKlŒTVEFDQAVHGEOLAKLlIŒASDHKLKlSGYNELlKDIRIRAKEELGVDGKM 
prOleio. laie tranSCriplion FNRLLALYHKDDRDQFEAENEEVVELYDTVFTKK 
34 [Tl RNaseH ribonucle..1se vogp0938 KTTASLMYLVNKSEEDVPQGIRLlDFSQITMAT1MDTFKPKDKINVDMVRHULNSMHYNM 




34 [U] Uncharaclerizcd "ogp0941 MQVIINKALYFG KEITGTFESMGKA IVRDTDPAPGEG KVNV Ml EGKPRTVWVNKDDIQYV 
YEDGDNA VAVEK VEES YEEMNKRITKR FK VMDMMTIGIIKGNIRSUISGAPG IG KTFTLEH 
ELNKAQDVGYIDFKSVKGKCSGIGL YIQL WENREDDCVLLLDDVDVFSDKDILNLLKAAL 
DTGEERKVSWATASSY LEEQGIQQELEFKGTI VFITNVDIDRELDRGTKLAPH LQAL VSRSI 
YLDLGVHTNN 
34 [L] U\'sY rccombmation. "ogp0960 MNLEDLKEELKADLN 1DSTNLQTEATNN PVL YSK WLR l'l'SI' ANQEII RLEA KKKKA LKDR 
repair and ssDNA binding LEFYTSRSNNEVCMDIYEKSELKTVMAGDEEVLKVDTTFQYSQVVLDFCCRALEAINHRGF 
prolem TIKHIMDFRKLESGKV 
34 rU] Uncharncterized vogp08 74 EYPDLK.KDZMTDKEEEDQEVVEELEEMQAQIEAKAEKKANKLLKKNCREIKRLNKHAEQ 
AUDNNKDGYIY AI DKLRTIYKQTLTPDEFLDTLWETSRQQV LDMAKSFSPA KAIQSHV El' 
HOQTVPFCSSVN 
34 1Uj Unchar.1clerize<1 "ogp0917 AKI('VV CKTPI EDALA VETHKGPV HPG PCY fi y FEELPVSESSEEQLDETQLLLN 
34 (L) Topo;somerase Il V08p0861 MlMSEDfKVSTHKQHfMMRPGMYIGSTTYCAfiERFLFGKfKQISYVPGLVKJIDEllDNSVD 




34 [L] Dda DNA hehcase "Ogp0267 SSVSTFYMSTNGQKHAFN 1FMEAllEKKH HITISGI'AGTGKTSLTKFIMQDLVSTGKTGIIU\ 
TPTHQAKKVLSKAAGQEASTIHSLLKlHI'TTYEDNQVFKQKNVPDLDEIHIUFEEASMVDK 
ELFKILMKTIPPRCUMAIGDKYQMHPVNPDKNYISPFFrHKHFYKVELNEVKRHDKDIIQV 
ATDVRNG KWFYN KWDKDHSIQFFHSPTLNEFMDNYFYKV KTPEDLLENR 1LA YTNNSV 0 K 
LNCIIRKH 
34 [U] Uncharacterized vogp0269 MMMZFEHFLAEAPMDAT KDI EV FMDKIYS RKTMEGLDELEA YYDKRK.KEINLKDTEDIS 1 
HDALAGNNKOLEAEDKAEEEDEEVFLNNN 
34 [5] Wac fibritin neck "Ogp0316 MMIEQLTMGELPYIDGPPDVGQAHIDWI1<J'IGECLCGTSTETSNDGTLNHPTIKVQKNIETIN 
whiskers NDAETTMDKVDKVVDTfNTIKNILGllGDTDIMDQVNQNAADVEVLKQHVVDTfHHDHIT 
NNNIAKINITIGQRHPTADPATRTIYNDFSCI KKELGTYDSFNINGCPTIGSPGSG 1KY HIIQNT 
TS LVDHGG RITQLENNWKDSNIGQLTSKVNNMRSEMG HSSLATDKTI YTRLRTVEDYVTG 
EYNDIAAI 
34 [SI Tail fiber prOiein vogp0354 MAKFCQPFRATSGLDAASK.KVINFAYI'DKTICTDGVNVDFFlZENTIQQYYPSRTYHKDFTIl 
YNNRFYIAKVDITTPNAFNSNKWKATRTDPNWDVITSTSNQ\rNFCZGQYISSHVSITNSVFT 
LPSNPIDGNTlTSKDIGSKHSSNQVFllTSDRTfNNINGHATRSFSLASSTTYLVYNCTNWVCQ 
FWQQYNSN RTHSSSFVPPANYSLPKHNDHL VR IlLTYWGRINIILPRY ANHGDIINTI DLDGL 
NPrN 
34 IL) Recombinat;on vogp0609 KKfNFNRVNYQNIMSVGNKPINI KLDKFKKTUTGTNGAG KSTLMEAICFAL YGKPFRNINK 
endonuclease subunit AQUNSNNKKKLLVEL WLEYDEKVYHIKRGI KPNI FEITKDGKQINEAASTKDYQA YFEKKI 
WNNSASFKQrvVLGTAGYTPFMZLPAPKRRKLVEDLLEVSILAflMDKLNKAUKELNQEIQ 
FLEVKINRI KRQLKTYNDY LKDQQK YTDDNLAQLQAIYHEA VDEA KPFKSKlTQLKDQLSN 
FVKHVDPSK 
34 [S] Baseplate we<1ge vo.p0614 MKQSINIGQVVDDGTGDYLRQGGQKINDN FTEL YSKLG DGAIPHASGA WKNHTPPCSPTLT 
subunit and (<lil pin PNfGKSIV AINTSSGPISVNLPTNKASDYS KAI HLRDV RGTW ATHPVTLNPASGDTI KGSPSN 
RKLYKDYLDLELVYCSPGHWEYVDJ\'J(RVNSITTSDFSTV AH KEFLADKDGRQDFSNV FGS 
TS YNLATIEVY HRGNLL YYGNDLSDNSNYGSITPNTPIDIV PSDGNCIKLRTFPCSPGDTIQIN 
TYMDGVAC 
34 [L] DNA ligase vogp0621 MFI LDILNQMAATDSTNKKQKILEZHKDN KLLKTFFQLA YNKRFNYSI KKZPNPTVSI HSFS 
MLSLEDALDFMNSN LATRKLTGNAA FN ELTNTLTYGNTDDSEVIRR VMIRDLECGTSVSIA 
NKVWPDLlPKQPRMLASSYDEKSIANIM1<JPSNFAQLKADGARCFAKVHIDSEDITIFSSRGN 
El' LGLDKLKEDLKEMGIEGCV 1HGEL VYINNZFLTPHQDSM KADDSDNL YKA FDLEDKAE 
DpVQVAKSYN 
34 (S) Prohead core scaffold vo,p0719 MHMTIKEQLLSEAKNITI AVALDSI FESVELSPEVKA 1<JFSTVFESVV KQQA VKLAESHlAQIA 
protein EKAEDLVEEKKEEA YAETEKQNSEQVNKYLDHLVETII'MAENKMA VDNGIKVQMFESLL 
GCMKDVFVEHNVSVPEESVDVVAEMEEELQEAKDESNGSLDEVSELKEYINYIKRDQVIAE 
ATKDLTESQKEKVTA LAEGMOFCDTFADKLTAIVfMVSAfKPEEQAATQI DKNFNY EEEG 
TNVDPKVDN 
34 (S) Tail shea.h stabilizer vogp0765 MFG YFY NSSIRR YIl LMGN LFSN IQVNR GOR fi KV PITYASKEHFMJ"lN LN KCSI NSQE DV AK 
and complel ion protein VETILPRMNLHLVDFTYNPTFKTNITNQNLPHlAAGDIPNVSQYNPFPYKFIFELSIYTRYED 
DMFQllEQILPYFQPHFNTKlIŒLHGNDIPfNRRDIQllFMSAAPDEHIEGDNFSRRRMEWTLT 
FEFNG WMYPPVNDV KGZI RTl YLDFHAN 1<JRELNYPEGNFES VDYEVVPRDVDQEDWDGTF 
KETFSH 
34 [L) dNMP kinase vogp0804 MLISLRGKKRSGKDTTAHFIHNNHSYNVYQLANI'IKDTLALSMDLASDLSITHHLGLTYK0 
FEGZGYDHQADLTFTIYEVINLVCQCWLYL YNNNFYFADDTYDNITK VFLDHNEpWS IRRL 
MQTLGTDIMVSFNNHlCWFNLFNKYYKKDFNSDHKYFlITDIRQAI-ŒMELVRDLGTTVFHI 
flHpSTLVYNHITEKGLPLLEGDpVfNNNGSLEELYYQIZNTFKDLKCKN 
34 [S] Baseplatc wedge vogp0812 MATKKKTTNIPDI FNGATFDEI KRDLrNII'LRNQDEFKDY DFKGSRLNV LTOLLA YTTL YIQ 




34 [U] Uncharaclerized vo,p0898 MVEILPTSSKLHDISEGKTFYVTFSSKAApAflT7.FEDIKJSNYlpNKGITVEGTKFSGKYQDSF 




Inl. Fonrtion VOG Séquence ancestrale 
34 [t] Topoisomerase Il vogp0860 INFTYY AL YAVIHNZAEEYTIYAIENHTFpDVVDSLKpVEYFVSYGTFKKpRSNNENVHNV A 
medium subunil NV IOGV AKLGY HHGDATAFEASCQMANASTDNIpFSERQGN FGpSTVQKACSSHYI LARV 
HKNFYKlYNDMRDApKYNDKEHlpPRFYLPCVPMYLVNSCSGMAAGY ATNIFA y AFKSLD 
NDIYDAFASESVAEPWYEFPKFSGKVIDFNDCNGHZIVEGSYEFYCKAEZNISEIPCEFDSEN 
DLSEFEDSFE 
34 [5] Tail complet ion and vogp0893 MlLSNQAJ'iITNFRLDIPDTSGTKAFKMNVQGASIPGINIPPTEIPIGPMGLASNNIPCTTIEFDP 
shealh slabîlizer protein LIIRFLLDEDLDA YFEV YKWMLSINNY ANRNSTTRIDSTV PHAISLHY LDNSKN KIVSTFN FH 
DA WPSNLGEV EFTYTEESNTSI VFTVNFLy KYFDIEKEGQVI RPFLASY AGSFPKLHPFYSQP 
PA 





34 rU] Uncharaclcrized vogp0892 FM MA FKlEFSQGTY VAVKFS EDTLDALED LQQTLRI PN l'V PR DKLHSTI FYS RVY1l'y 1PSS NS 
NFLASSG HLEV \VKTQ DGT HALVLVLDSH YLRCRIH KDASS LGNT HDYPD YTPH ITLS y DV G 
pSSFSGNSNHFQVILSHEYMEpLNLDWAADLK 
34 [L) DNA primasesubunit vogp0859 MMY FDNYZAHQTAI HWPRFSKHY HTSSFKFNfCCPICGDSQKN KNKARFWI YK YKlDH FRN 




34 IL] Tk thymidine kinase vogp0887 MAQLYFNY ASMNAGKSTSLLQAA YNYKlERDMSVLILKPAIONRDSEGK VFSRIGL YHQAI 
TFTEDEDLFDLVZRESNPDSVLVDEAQFLTKEQV LRLSTLVDNSNI PVLCYG LRTDFKGN LF 
QGSPALMAFAD KL VEMKGICHCGSNATMV IRV DKlEGK VIRDGAQIZVGAENYVSFCRKH F 
MDGTTNZCN KlF 
34 [L] DenVendonuclcase vogp0865 MTRINLTPVSKLSNQHLMAEYQEIPRLFSTVSKHIRNSNRVHNTFKISPNFILGTGHVTFFYN 
V. N.glyeosylase UV KLDC LRNR YFELMDELLKRG FNlKlDNRTVQI FSHI HHDFLGNYI PNZASISFSHARLDKKI PQ 
repair enzyme KPTWSKYYGEEVSAIN 
34 IRJ Sigma factor vogp0875 PKTNYVNNKlDLYQDICKWKQEMNENPDHHIPMPDSIGIAIMKISKGLSRHCNFSGYTQTW 
KlEDMIADAI EASIKGLNNFDKH KYKNPHA YITQACFNAFIQRI KKEN KETATK YK YFLHN V 
YDYHDZDMAQMADEAFIQDIZDKlNHYEASlNTKN KpKKEZVILDYLYZDEpDSEI D 
34 IL] Sliding eIamp. DNA vogp0872 MKLSKlETIAILKN FTTINpCIVLNpGNFIITKAINNITY AEATIN DEI DFELAIYDLNYFLSI LDL 
polymerase accessory VGNNEITLHNKSDSIINlpNSHSKVNWpNAKATTIVSpKEpFplpppYNNFELKAEDLQQILKlS 
protem RTLGMDNMAITNKlDGHlVINSFTKVEDNNLNpKFSLNLGDYDGTTNFNFlINMDNMKJVlVT 
SNYKVYICSIAATRFOG FTSSYI IALEA YSN 
34 IL] Clamp loader su bu ni!. vogp0871 TVITINpKEFMWEQKYRPNSIYECILpEADKKIFKlDMVNKGHIpHILLRSpSp(jTGKTTVARA 
DNA polymerase LCDDIDAEVLFVNGSNSKNDFVRNDLTpFASSISFYDNGKVIIIDEVDHNMADSQQHLRSLM 
accessoT)' protein EAYSNNCSFIMTCNNLEGIIppLQSRFHQIKFGypTNDKLRMMKQMIVRCKlDICEKlEGIpVE 
DIKVMAALVKQNFpDFRNTINLLDSYANKGKIDEGILSKVTKApNENEVVEALKSKDFENF 
RSLApK 
34 IL] Clamp loader subunit. vogp0870 LGLFLFKlDEDQLNEH ElA WHSKDWEA VTELANTFKEKAFDFMDHITZN KHHVNV DNNSD 
DNA polymerase YHQCLINNALSQHTDSLl'SA YIMNLMGCSLpDQMHYNYLZHSIpKGKRNGKWAKLTEDL 
f1ccesSOI)' protcin DQNL VMK VVTKA YNKlFLKHFKPLATNELLEGVTKNKTEHKQLKKI V 
34 IR] RegA translational vogp0869 MV KJ\1lEIKLNNpEDFLKI KETLTRMGIAI\'N KDKI LYQSCHILQKQG KYYIVH FKELLRLDGR 
repressor protein RVElTREDNQRRI\'NIAKLLEDWGLCDIVHSHRDDLTGZNNNRVISFKQKDDWTLIHKYKIG 
N 
34 [5) Major head protein vogp0866 KTKKDLSKKWKpLLEAEGMpEIATTTKQDIMAKILENQDKDINNDpNYKDHKMYQAFDA 
CLTEADVSGDHGYDpTNIApGQTSGAITNIGpTVMGMVRRAIPQLIAFDICGVQpMTSPTCQ 
VFTLRSVYG KDpLAASAEEAFHPTYRPDASFSCQAAAZATTISLSSTATTCATTDGTL YKAF 
VSASGSA YSMHFFWASV AVTSA VASEKTDTEYKKWMAEGZLVEIASGMATSLAELQEGF 
NGSSl\!N 
34 [U] Uneharaeterized vogp0890 TS KLDl HSGTpypSCA LSNLA HHPFV FDG 1HCGCMEG FLQSLKFKN LKKQSQI SA LSGTAA K 
FRGSKKN\vYHDNTLYWQGVpFSRlHSDAYQNLLDNA YDEMAIQNEDFRKALSASKNTVLS 
HSMGRTKPFDTI LTVQEFFSRLNRLRYYLLV AVKGCN 
35 (L] DenA endonuclease Il vogp0932 KlEILEKYCFIKlSQLYLEEDDSTNpTFTKNHKH FI YAFIVNDKL VY IGQTKNLHKJR.IDSYCNSK 
NWKNpTpSHRNSKLLEEALDEGNTVTFZIKQCFKlFFITTpSGSTIITTMDLEEpKFIKNFNl'Pli' 
NTQYKNKQKQQKSFSTN 
35 {L] DNA end prolcclor vogp0896 I1NKJDAHQVHKAAQKRNKKKWIQMGLEYKKAKAKGMTAKDFAEAKGIKYSTFTCAMSR 
prolein YTSYlKTAHKVKNLKNNKLNKQERRLAMlNSFRSSMRTNTRNEGTTTNNKSQKWFTKTIKlE 
AIKGHKVFKpQpGHIYTFTYDAKHKDTLpYWDNFPLIIYLGLGKHNSGNSVMZGLNLHYII' 
pKARQQFLEELLKQY ASTpTVTNKTN LKlN WSYQKGFRGSYQMl KA YLpGHIMGSMV EIAp 
KlDWANYILMPA YQN 
35 lA] Inh inhibitor oT vogl'0916 IDKlEZFEELKAEANSDYZEATKEAKAKLDKYTKQYGIKVpKTKSFYNIMlYLEEALSDSASE 
probead prolease AITETSNGSS DI DLKMAA DITDGrvlD FPN EEVTY EVN LI 1DPH ED KpUTEV VAN YMKHHTIE V 
SIEVIQVIKAEVVDILApIGDVZAHSISHNLDNQVFTFpKJDYRPKlFKLMGpEGHAYFNFpCW1 
YHWILEppNKKHTIHRA YDQDTL YSLlYYIKRNGSVSIRESRNSZFLTFY 
35 lU] Uncharacterized vogp0929 LVQV ANICTTFLLLVIVFSGTrWOMKNKVDRLNKEFTZFNK.KTKlDKA KVFDDLQKQTN YIH 
TKTHKI\'N ELITKLEDENNKLEKlDTNQGNVV AQ KpKLVEKQ T1\'NS FKEFTEDLQEVTKAN 
35 [S] hîngc conneclOr of \'ogp0939 MADQ FMA HLGQCYVQTSHlLSENN SI KY KLEALGSN ANSTI NV l'FI KLNG VAS RLSS YSSGTN 
long lail flber. proximal SLTISpTSVTSNQATFYFYTpNEH FDTLRS y LISSPSNNIIV LVS YNEMNSTHAFNKlFL YQYGS 
conneClOr LSWpCI pYLNK VSpNYV AI FNSSLKSICYENFMGNNYTATSDTSAHLEVV FDTI EDIGATGTp 
QRKVEDIDEYFSRPRSYYTYIS YFPTEN1TTREAIYH FKRDFYNDLV FK VSNGHApLDL WTT 
SLN 
35 [T] Ali RNA polymerase vogp0923 MFNMDMKELMJEFFDFDATSpITNLNPKHKl'HQLLTlHAGDKDVVFRLCTYTTRGNTLKNF 






lnl. Fonction VOG Séquence' ance.strale 
35 1U] Uncbar,clerize<l vogp0891 MMKAFQILEGSHKGTIIFCL YEDTNDARVIVSKTYKEDSIVEHDIIYCRPARNIEVQPQPTVK 
IDPVI"EGGQHLNVNVl.RRETLEDAVKHPEK YPQLTIRVSGY AVRFNSLTPEQQRDV IARTFT 
ESL 
35 lU] Uncharaclerized vogp0928 MMKQFAl ILLTWMLVGCS KNPQEVNTDI FHPHNPPPPKPINKFELTWQVNAEDG KPWVTM 
SFEDSHHFR.lWLED\INRYlQDQKAILCYYRKDLKEEECQPN 
35 [U] Uncharaelerize<l vogp0885 MKFSDFLKSSKDKV DQFIG KCLMSfAYV HSAHfDTNS y AKH KALEDFYZEMPELI Dl' FT ET 
YMGFTCRQYYPPTLDVPKEITZIA y LQELTQMASEIFN KDLHSS LQSALDDI KA LCFZTIY KL 
TLZA 
35 fA) NrdH gllllMCdox,În vogp0879 K1EIYGIPKEACHCPGCNSVTKLLDELDIPYTFNPVLTHDGNQLGFNYDRPMIEELANRTSY 
NSLPfL YPQlflNNKRIGCFQALKDNZDYN 
35 [S] Shon lail fiber< vogp0766 MMANNTNQIfISDKAR YV KFNPTNSDfPPSITNVQAALATI y AfA VKGLPDASKATTGII HM 
ATKEEVMDGTi'lNTKA Vl1'TTLDVNLS YPNASKTVZG FTR YTTKEEALAGANNDTAITPTN 
LNRALNFTTHIATESTQGTI KISSLAPAKAGSDDTTAMTPLKTQPAII KLlPSLVPYQESTQGF 
VQLATIAQVSQGTLREGY AISrY AFTNTPSTQDHAGTI KMATQSQINSSTDDTVVISPTKLA L 
TSATTSQ 
35 [SI Basepl"e laillObe vogp0894 FYCLDFI EHA ANZDFQRS DMFSV MFSTTPSTETTY LS DPLGS FS YN NFPYS RKDYfGLTQGM 
iniliator VPSTSTKLLfGGTQSV VRSSGISKHLlGSVSSRA VQALSGQFYVGA y LVDFfNMGY HI PGLT 
IYSVKMPZNPLlYKMDGDHNPPNVHITGGDGDPLVVSLRTDYZASHYWAMQDWVDSFHD 
PFTSSRTLPNDVEA YlQVHLHTRNGIPHTIIMFTSCVPVTFSSPQLTYKHNNKIATfDFTFA YR 
LMQASAIN 
36 (SI Basep'"e hllb 
suoonÎtllail kngth 





36 rS) Bascplalc hub subunil vogp0920 MLQRPGYPNfSIKL YQDYEA WLDNRflELAATFITLTMRDSLYGVNEGLLQFYDTKNMHT 
KLNGHQIIQISLSTANNKKVYNRlYGIKHFCVSVDSKGDNIITFQLGSIHYIKNLKFSRPFTNN 
AVDSIQEMMDFlYKDRALLTPPIKAfNA YVPNIPWVSTINDYLDfVRELGQA VESEHfLfVW 
EDJEGfNlTDYDTMLNKEPJPTIVSEPRLMGQflHVFDHPVVFDFEWLTKANI'VfRNPFKNVT 
FYALSN 
36 [S] Baseplate hllb vogp0919 TNllR.lKLPEGVQRFKPFTVKDYRDfLLVRNEIKSNPQEQQEILDELLEEIYPEYPPTWHQYIF 
assembly catalYSI LKVFTCSMGKTKVI'FTFTCPKCNKEHNII'LKLHQEALKAPELEVASIKINFNFPKKFNDZAK 
TfSETIKEISDGNNQYHWTDLPEEVQDQVIDAISfEELEEVfESMHPIKITQKISCCEHHDLN 
YTDMLELFKLLLNPDEIFTFYQlNHSLVKSNYSLDYI MDMMPIERSIALTLVEKDLKEANN 




36 [T] RegB site-specifie vogp0888 IRRYKLRRLLETEFREINTQIKEACKTYGCCHYFHLKYSHHLMDRSIHRKIDENYVLELFNK.I 
RNA endonuclease KDHLPEfNEflLSMPHPPNMDZDFIDGVQYRPGRLEITDGNL WMGLTVCKINQDCK YPSNRC 
RMAIINSHRLPGKASTAVI KVQGl. 
36 [L] dCTPase vogp0864 TPQFNECSQLfNDMDKAAKASLDGSIPEDKDPLQVMLDMQSCLQVHLAKHKPEYNKDPNK 
LETCGEILD\Vl.QNQEDYIADEVREL YTSLGGMSNGNEASSIWKPWKAQHGEYRDRRFSEL 
SPEDQLEVKFELI DIMHFVLN KFI ALGMDAKEI FKLYYLKNAENFARQERGY 
36 (5] Hoc head oUlercapsid vogp0795 TAFAVTITPZTPTGVIGGAKNFAAAPAGGKTADGTITYA WTVDNIAQDGAAAAfA y ALAA 
protein PAGAK NIKVV AANTLSAGDPEITEATTTIA VNNKNNTTAIA VTI'ASPATVEIGAPIKFTAAFS 
SQrYGASITYAWZVDGF}{V DGQNHSTFZY APA TZGTECIACAVNVTAANYVDZSV KSSPV 
SLTVNKKAITSTFNITPHSpTTHZGVplTFTANVSGApZGATTSY HWYMDCSNI LDSTSAASK 
FAPTVVCSN 
36 [S] Basepl.te hllb dist.1 vogp0921 MKPNLN FI FTIEI LDINSKEI KI PKMGFKQHNLLKDVQGpDENLK.I LLDSICPSLTpAEADLVIL 
subunit tll.LAFNSKIQADKEVDGFTFNMDEVYICpDSEFHFQGKTFYFKTpTNTYHFITNSDILSKRFY 
HVNTGKErNFREIPAFlLDWANDIFTTMALDTI'KGTIYGSTNIMGSLZ 
36 [5 1 Prohead core protein vogp0618 MEELI EAlKSSDLVAAQKEFAEAMEAN KVHli KQEKIAIACSI LI EGEEPKDEDEEEEDEDED 
DEEDDKEEEEDEEN 
36 [A] Holin lysis medialor vogp0940 TGRHTAAPK VSCCRSDI LlGILDRFFKDTASGK.I LVSRV 1FV 1LLFLMAFI\vYSENEFLAL YKE 
THYETYPEILQAERDRNFETAAQEQLQIVHVSSHADFSSVFSFRpKNLNYFVDLMAYEGKS 
pSTITEKNMGGFPINKTSDEYTVHLSGRHFSTNKDFAYLPTSKKKNDFDYMYSCplFNLDNI 
y AGSISMfWK.lKKSplNKENLDAICNQAA RI LGRJ-\H 
39 (5] PUlali\'~ virion prot~in vogp0271 NSDLYSTHPK WKECPFCPCNPNL WVZECMDIDVWGYSQCDZRQAIGPW APSFTPAAQK II.' 
NPREWZEA y LSSSQPSNQKAN 
4 [U] Uncharactcrized. vogp0345 TTTESSIQNQIRLALSKAGRTVFRTNVGKYRTPNGRFFNTGSPKGFpDLSGFRRPDGQLFFIE 
VKN"EKGHLRQEOKNFMEFMQFlpN 
4 [U] Uncharaclerized vogp0056 KLEYDSKSKEYDASGSA y ATKVV LNNRDGSyvpFFLPVEKMDLSNTELLNZALEVIYQENF 
PQRAZNEKFNELDATIKKDEDLNKAQVTLMNIIDKFZEKKVSTDEDLNNMDZN 
4 [U] Uncharaclerized vogpl127 K.lKLFNWIWSKHNETEENSKWTFENNAWEPSPHRYNQDHGLADNLI 
40 [R] Anlirepressor vogpOl55 /.fNMMA VpFHGDSLYVVN HNGEpYVPMKPVV AGMGLA WQSQLAKLRQRFASTITEIVMV 
AEDGKRRNMVSMPLRKLAGWLQTINPNK VKPEIRDKVIR YQEECDDVL YEYWTKGFVVN 
PRKMSVMEELNQACADMKRDKNIASVFATGLNEWKQVKAAHVSK.lRTLVNEANMLlDFV 
LADTGKGK.lTKAD 





40 lU] UncharaclcrÎZt-d vogp0471 MCCISFRVGTGI'CVTSGADRnKGPLRKSAPVSQpEANPKSRSFSGNFLNHIFRRENpMSEIT 
SLVTAEA VKEVLRSEEVRSALKQKLRHNLEARLDAEVDAI LDELLGVQA DPH pEAGDAEA 
ZSCEFRPHSPVSDATEPN 




lnt. Fonction VOG Séquence ancestrale 
40 [U) Uncharacterized vogp 1069 MTFLNQLMLYFCTVVCV Ly LLSGGYRAMR DFWR RQIDKRAAEKISASQSAGS KPEEPLI 
40 IT] Putative single­ vogpül24 MSNIKKYIIDYDWKASIEIEIDHDVMTEEKLHQINNFWSDSEYRLNKHGSLLNAVLlMLAQ 
suanded DNA binding HALLIAISSDLNA YGVVCEFDWNDGNGQEGWPPMDGSEGI RITDIDTSGI FDSDDMTI KAA 
prOiein 
41 lU 1 Uncharaclcrized vogp0759 MLTPV FFLDRFTAESGSKTYTNKPDGKS LQAVCCLFPWNNV FA DR KV PKlTINDNTVTWS N 
LEQGMGSYIYTFWG 
41 rU] Uncharacterized vogp0466 MRA FYPGNYMSEKIA VVYIGPKPV KKDTITGSRTLFPRLEPV HV DSAMA WQLLGFPDV wv 
RHEELDDVLKKQQQNEQLRQAQQAQERVLAALAEAENSI'VVSVNGQEVDLSKLTSARLA 
TLCEAEELDI HKDPKETAEAI'RJ RVREA l'RR RV AETEQHGGTE 
41 rU] Uncharacterized vogp0473 MAPVSGERJ"vlNDKILWYMQRVVRNSRNPEFMNEVKDACLKKQAI'CI'EAPDGI'LVLRSVLS 
ADGI PYVLVLLGVCTGSNSV ER YLPEV KTLTHLAGGR WAEI'HTARRGI'I RLG KRLG FERMP 
DDEDGFMVFRJAV 
41 rU] UncharaClerized vogp0474 MA KHLAPSLSERVYTGTHGNESV AEGVfTVNAAEA DSV 1HLLSLPVGIRINSLQLVSTGGL 
GTATVSIKSGEHALlDNSEAVSAKI'AR YVPV EPYTTQRDGELVTVTI KTAAATGTLNV LLR 
YTVVGY 
41 [U] Uncharacterized vogp0475 MKKVLlAA L1SGVSFGAI'AQQGGI'QGPEAERSTV AQA KELKDDA WVILEGSIVKKVGDER 
YEFRDNSGTIVTDIDDSIWAGQNVSPKDKVRIEGEIDKDLSSVEVDVKALKLLK 
41 rU] Uncharacterized vogp0480 MATLQELlDLTPEQEKAWNRLVKA VKDFKAAGGKFYSVLDTLSA YNGEHV ASIDNDKGY 
HTAS VYMPSIDA PGLTS WADDWHGITLKDGVEVDKD 
41 [U] Uncharaclerized vogp0507 MEYGK YETLARAGYSGADRPQG DWQTSAA LTRQQYDDWRTR YLPRV ARLA DLGENNS L 
MNAQLARVGGLATSSLRTAQMAQDNQMA RYGVN RPDNPDSNTLGLRNALAIAGAKNGI R 
EAEQDRQMNILTGASAPARQKLSVGGQLV AA 
41 lU] Uncharacterized vogp0219 MSGFAQGLLAGFSTVDQAMTRRKELGLREAQLARQQKNNERDFEFAQSQI'EHNKK'VDQR 
NFDYKAKVDDRNYALKEREFNANQNYRNASLGMEQQRLQLQKYNQRRLEYNDMJAHSQ 
PLMEALGKAIEAGDQEAATRLFGQLPKGH PLlLMSNEGY AAKAGQA VlN LQKlI'GDKPDM 
AI DS LNTPENLDV LSGV l'APELQQRI GMPDSTG DKTI KEA R1GSI VPAQQEGYV LI GLD LTYS 
DG STAHKPVTEYGSA 
41 rU] Uncharaclcrized vogp0460 MY GLSI MKPDGS VWIS PG fTPQCLlNKGTIPATEKSI'FKTSIPSGKSCFFFIRTEKKADVMYT 
HEQIDGYHALRLHVIV RGTNPGVTTV y AI'AN MVTPPSEYGIAMYNPDGEMIYHGEMM LLD 
AKLIPVDIKI'EKDLGYPCAIMPAL VGYYN WKRTPYDRPIYTTSTGA TGNKIYSCEH YSGGA 
TWDJRKPYIDKVL VrNTSVYD 
41 [UJ Uncharôcterized vogpü481 MYRGGLLESEVINMLlRWSEGCRVILVQEI'I'MPENRRIILDSKESWLlICDSQLGHLMRSMY 
QGRRFlQLNLEKLKGVHDV ALPVKWEfTRRQ 
41 lU] UncharaClerized vogpO 138 MVFAKSPARSKTAGKTTCALKESDMA IAAS YTMH LYCDCLQCTDGK y KSPDFGEYIGTSW 
AGCAKEARKDGWRISKDKTKAFAPGHKlLRSNKGE 
41 [UJ Unchnraclcrized vogp0340 MPHGFRVI'FSICRSGLVTGRGRMSRGWMK\vAVIQAEQENDMNILRKLMQSLCGCGKHDD 
CENGQSLTAQLRLGPADILESDENGIIPEQDRVITQVVILD,\DKKQIQCVVRPLQILRADGT 
WENIGGMK 
41 [U] Uncharacterized vogp0255 MDNS WCVVETVTLDAATRTAAGGELMENEGDNIITL VQPKRDEEKLLNITVTGRKKYTQQ 
SCKHRAIEVHEQDHVILCLQCGCVV DPI'QYV LRCANDGEA VVREI RQLHNRHDQLRES VA 
SLEREEKNTKARLRAARTAILy AENDLKNIEQKVNQ 
41 IUJ Uncharacterized vogpO 137 MGYGLLDIANQSRREALQGISDADRRREEIEAANKQMAAQQKAQNKQNIGTGIGTGAAIG 
ASVGGPVGA vAGAVIGGIAGSLI' 
41 [UJ Uncharaclcrizcd vogpOI80 MMfTPYRRGTIPAIRIADGTIQAHDDIDEEI'FQPVLDGI'LlSKYTPFDILHALKDGVLQRTG 
41 [UJ Uncharôclerized vogpOI83 MRQKS WI fTKTRKKRLRHS VSGCVRH FA VVLRRLNSMAELSDI'LPYVRRHJSGPLNIMMT 
DA LSMAA VAFSRQSLVCRREVTVVPV AG KEI VLPYDKDDEECVHII RJSDDN HELFVGRDV 
DISSGRSLRFACSPGEVSVLy AVAPKAGRSQIPDELLTWPEEVAAGALERLFMQTGVS WSD 
PLRAQYFSVQFSEGIRRAYRHTLATSPYSSYRNPVRRQRFF 
4\ [L] Putative small subunit vogpO\85 MAKLD\VKKLEQAFRREHAETGITLLDWCRKKKlNYNTARTRIKMGKlDHEIDHKTDHEID 
tcnninase HDJS DEEPCNDAGSG DEKCA KNSE KN CA NSA ETKR 1RGS RLLPPSN AFSQ RNTHA VRHRG Y 
AKYLEADNLMDDASDMVLfDELVfTKARALSVTKALKGMFADLEEATDVETRV AL YDKl 
LKAEQALDRNIARJESIERSLLTLDV LAETAPKLRADRERJNAARDKLKAETDI LTNQRRGV 
VTPVSDIVSSLHE 
41 [AJ Host killer proteio vogp0206 MLNTCRLASYVPKGKEKQAMKQQKAMLIALIVICLTVIVTALVTRKDLCEVRJRTGQTEVA 
VFVDYESEK 
41 IUJ Uncharacterizcd vogp0213 MPGHCAGFFYGVCMA YSEEQRPEAQLGNQNRNSLNIQQPGETDSYEAFFSDPN RWKDNST 
SFSLGDVLPTMGKGFAQSVRGTGEMARGLG DAMIQSPVKTGA RJ LN HSRMGLPGV ATVQ 
DlFAGGSRGADEVIDTLPDGKNA VTDTVGKGLKATGKA VSDGAKATDEWLTGKMSPGA V 
RALNTPMTEGYNDSA VWV AKGVNLlGALVPDMVAGGV ARKVGDVTLRKMLTAGLEKK 
YlAAGMQPERATALAAEAV 
41 lU] Uncharac<erizcd vogp0236 MDfEfTGEETPEQLEKMLEGLGDVDIDSHAQDVVTEDTTEKHADEEAQTQTGDNNVAPTP 
DAS VEQTQDV KEPEA KGV LTRDG KHV 1PYE VLEAERSG KQ RA EQ EAA LLRGQI AE EKRR V 
ELLTSQIHQAGMKPTPLPENEKISDEQIARJ REMYPEIGDA VASLlRK'JNYLQSRVQQSAQQ 
AEGNGGEDLSPVLDAMNAVPVLKTWQESDPDRFSV AVSIDGKLQNDPA \VKDKTLTERFA 
EV ARRTQV AFGEVS 
42 [UJ Uncharaclerized vogpI073 MSGATNRHRIPGLTVSAALTGDFSAGVCG DNQKRCTPGFLI FH EMGAISREAACPVR WWK 
KPDKTTALCKYRSNMVLLCEI 
42 [UJ Uncharcl.cterized \'ogplO53 MLRPTLlANMHRLTKSLViRfTSGFGNKVKPSAPLAFASKEVSNACGMYRLVTVSDSFLGF 
CANCKEHHPDTKAPPYRYCSGTTSSKEMQESKTMKNRKAKILLVRRNAPGVWQ\VVRLSN 
RRJ"vlGLMKYYGMMDCGKKKPSAEQNRWKNHLRTKGE 
45 [S] PUlative minor head vogp0605 LAQTPZSLQSWKDKVLAPVZTYNHTEARYRHQLEQSVNSMAASYZRSLQHHQGSSLKDN 
protein VEANMALy AZALSACSDYSDKmHTYQSQNYCQGYFYTCAPQVQAGAI'QDLZIHNRLK\V 
QCYLRNSSNLPZVV KAZV LDNVH LlTSJSQQYQAK VKGEVSRPL VSGS YY KGLQDQLVDlG 
QVTNNRAAI'IARDQCYKATAHFNQARQQELGLHWAIWHPSCAGKEPHPHQVLAGKEZCIF 
NPQEVGN 
45 [U] Uncharacterized vogp0656 LPTSPIPIDQM1QMPQCVI RKCC APGPLTSPESTQDSSVQHSQZA y FYQQTDVEHWFGTZSK 
KA KlAQPYFI'RI'PNNZHLKI'AR WLKSDSPTZVYSI PLTGVTLAQZQGYSSSLTITTSSQPICA 
NIYZAAASSFANSATLlEAASNSQDZLlTZY ASVYISSVDTNTTCTASAISAVKGNNNZADZS 
GZZAAEGDSLRAS WKSDNTQASPKDGNICLSFNWDTLAKA WTTV 1EDNZA WSACNSGQH 
198 
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48 [U] Uncharacterized vogp0616 MELMYQCLRCGCI FHKRREVVQHLLAGHKHKH LTLDYYYJ YFRV RCQ 
48 [U] Uncharaclerized vogp0619 NSLTKYTSEKMSHLLPVIYNZZIISHNNTQNIWVTQLSHCSRRSCLMCKKGETELASKZAVK 
MHVCSCLHVDSQYILHEQGLZTKVLVQPKTSLGFQILGRIDIZYKEENTIYKLKYTHNDKLD 
CFHG INH LRQLNYY MZMADSLTGRKVIIHPKSCVEEI KHNWA ETNLEKRA KA FSI YFZENI L 
PPNKVQQDZQCPZCPFCHYCWLCNARSLSQY 
49 [U] Uncharacterized vogp0724 MMSALG DVIYVLGI LFPA LGLVS RNYLVNLMGFV MGAIG FL VFVQG YTDIA FSASTFYLA F 
LPLSLGLVNLGFFFNWLKEERI 
49 lU] Uncharacterized vogp0725 MR WMSNGZVSPKNIRRNSPRFRFNYSHYCSTIQK VKAQERETNI KPQIHRV FSLLCFN ISLT 
RRALCLFHHLRJ'iLLYGFIH 
49 [U] Uncharaclerized vogp0727 MS DG KLVSA WEEELRKAQS LEELKQK YEEVQKQIADCKTLKRL YKVYEKRQFELKZQQF 
RQLKAELSKRKKVIKKEKVDVRVRVVKKWINSRLFTAEHYVAMLQQSKDGLQLLFLRKA 
KLVENQGYLMLENRKMRKS~~LNGEPLLLEKSKFPFGKK~/AVHFVLPDYPYTLNLTVD 
EKlRQLTLKTLNAPQIIHSIVQTKFFEALARVGSGPDYTMLlIGAIMGIGIGV AIG FGIANANL 
THLLSQHVTNSTVT 
49 tU) Uncharaclerized vogp0728 MAKKNGVTELEQLNKENEELKKKLEALANNNNDEDDEEEELQEIENPYTVTNRAITELVZP 
KDTMFYLSGNQISLlLTAFEFSRLPSYFG EEPVVELAQFADKLKJ-I YLVSKGG RG RRDI LRV L 
RVSSGQVRENVNKSLFKQLLQGGDDSDMKEDDN 
49 [U] UncharaClerizcd vogp0729 MCIPKKTKKHNKTLR LGQKlI KA YKNKG FQSTllFG KQGTG KTTY ALK VSRDV FWY LNN LY 
TKDKA WQZAZNSLFFZLHEAL YKM KDII HN DNRl PFLI FDDAClWLSKY FWYKDZMMKFY 
KIYNLlRTRVSAFIFTTPSPKDLAFYLREKGWNLlQVTRNSHETDNTPQALSZMDFSRINFIK 
GKlTAKFKZKA LDFFKVQIPNNFY KEYMKRRKDNEKKLSEELQEIL YTFNVNDPPTZHN 





49 [U] Uncharaclerized vogp0732 MFRCPICGFKTIRLFALKQHTRRNHVLTKCPVCNNSYIRJLNQHFYSKYDIDHLlYCYLFSTY 
KLPKNVRJLAJKRKLEVEN 
49 [U] Une harne! erized vogpOï.l1 YRRESSSKJMLSVLSARFITSVVTGIGVDSGSKKYLSNHKGJIIHVTLEELKRYHSLTPEQKRLl 
RAIVKTLlHNPQLLDESSYL YKLLASKA VSPYVCPLCLMPFSSSVSLKQHIR YTEHTK VCPV 
CEKEFRNTDSALDHVCKKHNICVS 
49 [U] Uncharacterized vogp0734 MlLlDILLFYGFQFNDYWTTVLGLRVGAQEANPIASLFIKTPZRJLAFYKFGLATIALFIVFIFLS 
FQNTKIFLSITDVVECLVTLNNTLTIRRH KG RSNN 
49 [U] Uncharacterized vogp0735 MKWGSLFSIFFISLFSLNSSASLlGGGGPNNSGAGVYTQTITVDGGTVSTKVNGSTLSTAPW 
LNPTYVSIYNTYYLQVLPNQEYITNNVSLSLSSSQIALNVTWLLASSSNTGSYGSlAlGYGVN 
FPSGFTGSYAPASPY ASDGIVVYMEKGSFPTYRLFVYFDGV KQLNVSVGSISVGQQIGLG F 
WY LPASNQLYVYYYNGTLKTFSITPGQILNTINSNYVI DAQNVGPGYGYGQWVIVN 
49 [U] Uncharaclerized vogp0736 MTDAISLALQTGLGPVVAVVIILAMMGLTYKMAGKIPAILVGIASTFALMFMDFLPLFWGI 
AVI FGLlAGLVLGGRDGD 
49 [U] Uncharacterized vogp0737 MGTKLlVYVLLFDVFLSLMVGAYCGITPPSIPPVPSYSFDQALASSIVViTVGWPPITLWGPV 
TLl PPFSI LGANFPGLTLPG FTI PGVTLFSISFSWLAPI FYIAGWIIIVIFQTV ASVLGYLLSIFTSS 
VALLSSVPVVGPFLTAFVLlVN F1LlWELVKLI RGYGP 
49 [U] Uncharacterized vogp0739 MRA VAVLSAPKKLRRAEATNIGVLLGLFIFI LlGIVLLPVI VSQVNNLTSGTAPPVTGTNATL 
LNLVPLFYJLVLlIVPA \IVAYKIYKD 
49 [U] Uncharacterized vogp0617 MKARVEYI KLPKSSYPKTYRKI EVTKNDGTIELTLEQTMEV ISFKLPPELNA KLERV AFKRK 
KSKSEllRVALAKYLENVN 
5 [L] Putative DNA vogpOO50 SVSSEDFLDHLNLDDKDHKJPLMPTYFKAAKAYVQNSICSDTDDTHFYNLEEVHPLFNMAF 
packaging protein MAZATYYFNNPVSFTHSTTFPFNTTINHIISQLRCL YSNZZEAQDGQNN 
51 [L] DNA stabilizalion vogp0295 MPIQQLPLTKGLG KDFKNADYI DYLPVNMLATPKEVLNSSGYLRSFPG IDKNQDVKGVSRG 
protein VQYNTDQNAFYRVCGGNL YKGEEEVGDV AGSCRVSMAHCSPSQA VCFKGQLVZYRYDG 
TVKTFSNIVPEDZGNQYELGZVI DITRZRGR y AIVSQEGTDSWFITDLEDESHPDR YPPQYRA 
ESQPDGIICIGTWRDFI VCFGSSSIEYFSLTGSTTACPPL YVPQPSLMVQKGI AGTYCKTPFPD 
YYAFFSHN 
51 [L] DNA Iransfer prOlein vogp0298 AKA WKDVIASPQYQALTKEQKAQAQDQYFDEVVAPQAGDNWDQANDPFY AA YPPHLHQ 
QDNPSLTQQASQRSSCGPYTGQTAKQAGRG LVNI PFDVLQGGAS LINAISQA LGG PNI LEDI 
YRJPVYRPTHPY AQAGZTIG DYLLPIGNATGTTAAGN LAEA FGYSGNMlADSSA NPANHLA 
DFAQQAATNRGVNNGV RALLADIG HDIAQSMSTALGIGVLTSATDlSTTPNSGTGCQIIGSQ 
SAPVAJ'ŒTTQATQ 
51 [Ll DNA slabilization vogp0296 MADSNLNEPV HQATR LDTSILPRNIFSQSYLL YVIAQGTDVGNV AN KANEAGQGA YDAQV 
prolein HNDEQDFV LADHDERJAATKEAINILEVR LTEAEGNIDVLRNNV HGVESDVSDIKSDYVSK 
KNTDSQSLSSPLA VYTSYSVDGIQVVGARQTGWTAATGTPFZGSFNANRSFTVGTTYTQSE 
VPALATGLV AARQRJ LA LEDALRSHGLI DION 
51 [L] DNA slabilizalion vogp0294 TKILTKGEMVLFALRKLG lAS KA TLTDVEPQSMQEGVNDLEDMMAEWQIDPRDIGYLFSTE 
prolein EEHPTPDDDSG LPCK YKQA VGYQLALR.MSSDYSLEPTPQI MATAQYSZESLLTHTSV FPSM 
RPPYNMPJGQGNNY AI LNSGR YYPGDRJPSVYSTTPNSGN 
51 [A] Scaffolding prolein vogp0293 MENKLIMDSQVITLSEDQDTPPDDTIHTDSQDDNQAQEDDFEDVSNZPENTAEQHQDYTSQ 
IGHQQIQLNPQEEYHMQGQPAPRGVKDLCKGFKDAQKENPDLNPQLEEAGAEQSDHHQPH 
HPDAJPPEPTLGSWNYQEEAFEQASAHWHENKGLlQQQQQHKQAQRQEYQEPFKQHJQAH 
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51 (S] Tail spike prOiein vogp0291 MTNJJTNVV ISMPSQLFTMA RSFKAy ANG KI YIG KINTDPI NPNNQIQVYIENEDGSHV PISQP 
Il [NAAGYPVYNGQMAKFYTVQGHSMAI YDA YGSQQFYFPNV LKYDPNQFCA KADQQLA 
YTHKL YDYPTQNTTASA TV FI LQNDRNYI LDYQSDKDNZDYQLLTLECSDK YISDNYQG 1l' 
NSGSGTFTFPTSSKCTMTSYTITLSTIHCPRLK VPSA VNVNI KGNTHQCPHIN FFNCPI FLWFN 
NWEPAPN 
51 IL] DNA transfer prolein vogp0297 GEGGSSYNGAKEAARAPQY AADLQNQQFNRVMENLAPY AA VGZPALGQLQNLSTLEGQG 
QA LNQYYNSQQYKDLADQAR YQS LNAAEATGGLGSTATSNQLATLAPTLGQN WLSGQMQ 
NYGNLVNYGLGAAPGQASAGQNY ANNVGH LSQQTAAIGSPGSDQPSTLRSAISGGTSGAL 
AGAGLAAMLGSSSTWGAGIGAGMGLLGSLF 
51 IL] DNA transfer proloin vogp0031 TGTRRGSNGGLLAGVSFQNSNSPSVQDI NHTLRLI RQNNDFDRSGANNVGLTASQGLAG lA 
HVFHQEKQQQPQKDFQQA y AKAZATGDPYALRQLATENPDQIEPVHQGMGFIDEDQRNA 
MGN LA TGA NLASSQGPEA FPS WLPNNN DN LDHY GV NPNQV 1QTYQQN PZG l'AQ LI Dl'MG 
MGALGPKKYFNVQDKMAGREIDRGRLAETIRSNKAGEGLQARGQNITMRGQDMSAPTAl' 
RGQDLATQHSKARAIYR 
52 lU] Uncharaclerized vogp0780 MAEIIPLTEEQQFQLDI YKLVLN HNAAAEEA FH FIGTYKLKLELFKJ HLLSG RAKCNISARTM 
KAIRKSKEALDLFITGA 
55 IL] DNA polymerasc vogpOl41 KMSRTSFIKDDNIKVFTFDHKSNDLYGIFZTFSLFPFLZKYKDHRYYYRDKTFFYRKNYDY 
NI LV DYLRFNYNYLZEYKTNNFSNYLFI 1l\'NFDSFFI LNFFLH HKFH FEL YI LEH FYYNFKTFY 
1KKTIREI RMRKDNYNL YYLKNYPLVPGMTMDKFVTMFNKAQAI FNNYVVY ZYZG LSNNS 
LVFKDFNDFEIHYFITNRRPNSIFHFVNKDDYKYYNNFTFSPIPRNNCRYKYDZIYEDFNTFD 
FNHZYDG 
56 [A] Encapsidalion prolein vogpOl49 EA TEKCYN PQKMLSY DQRRN FIISGRGI RET FA LKRDS FKRFI KKG EQFIYVRCDKSELDHIN 
RYFNN MDKZFTAQLFELVCRN FEVI HKDACZILPRI IGHADKFEDDENI FYVSSTKFYZNSKI 
FGYLNNKFSA WVNLMDTLYNKRMSICYDZFFIYIAAIDA YFDNFDVDPDFNVIFTIFRHLIR 
\VITYVLRDTSNFNNPYFGFFKFDDDNSKRFFRLQLNATFNDFPPDSAFQTKLVKZRGYYKF 
VRNSCY 
65 [S] Minor sll1lctural vogp0322 MTE HFITLSTTEPNNN 1G1VKLRH ADY NSQA1VAQI VENGQP KNFEG LQP FFC LMAQ EVTGQ 




6g 1UJ Uncharacterized vogp0741 EKQETQQEVYILNQLGVKDISEQNDNKFYKFAVYGKFGSGKTTFSTQDNDALVLDINEDGT 
TVTEEGSVVQIENYQHFSSVVNMLPQILQQLRENGQQIDVVVIETIQKLRDITLDDVMDGKS 
KKPTFNDWGEGADRJVSMYRYlCKLQEHYQFHLAISGHEGINKDKDDEGSTINPTITIEAQD 
QI KKA VISQSDVLA RATIEELEQDGEKNYR YV LNAEPSNSFETKI RHSSYININN KR FVN PSI 
NDVVQAN 
68 lU] Uncharacterized vogp0758 MQQQA Y[NATI DIRJpTEVEYQHFDDVDKEKEALADYLYDN PDELLK YDN LKI RDVDVEV E 
68 lU] Uncharactcrized vogp0311 MWITMTIV LAI LLLVCISI NSH HARDIQALR YMNDYLLEQVV KTKGY KGLEEYRI ELKRIN K 
DIKK 
68 lU] Uncharacterized vogpl139 MTNTLTI DQLQE LLQIQKEFDD RI pTLN LG DS KISZI VEFFEW FNTLETFKN WKKQPG KPLD 
VQLDELADZLAFCLpLTYQVGVYZEZV EEAMESSFZNYKLLNLFNLQYKZFAQDALVSTH 
QII LEEFYPDLLA LIMpFYFAYNZYTI DQLIDA YKKKMKRl\ HERQDGTAD,~G KGYV 
68 [U] Uncharaclerized vogp0757 MPKEKYYL YREDGTEDI KVIKYKDNVNEVYSLTGAH FSDEKKIMTDSDLKRFKGA HGLL y 
EQELGLQATI FDI 
68 IT] Singlo '"'and DNA vogp0756 MKITGRAQFTQETNQENFYKGCACLRAGEFTVKVDNVEFNDRENRYFTIVFENDEGKQYK 
binding protein HNQFVppYQQDFQEKQYIELVSRLGI KLNLpSLDFDTDHLIGKFCpLYLKSKFNEEQGK YI' A 
HLSFYKpCNKGDEVVNKPVpKTDEQKAKEHQGARQQTSMSQQSNpFDSSl\'NFGYDDHDL 
PI' 
68 [U] Uncharaclerized vogp0754 MpKIIVppTPENTYRGEEKFYKKL YATpTQIHQLFGVCRSTVYNWLKYYREDNLGVENL YI 
DYSATGTLlNISKLEEYLIRKHKKWY 
68 [U] Uncbaraclerized vogp0747 INSNKLNDRIHFCHSENNDpNpMKQENKMLYSCFACIQDSZVSDTQTNMTTGSKFIMTIIIR 
DTQGDYLPTN KHYVZI EGRZYN KR FNI KZVN PDYQDKA YITI YGEDVI 
68 lU] Uncharaclerized vogp07ü4 MTFTLSDEQYKNLCTKSNKLLDKLHKALKEREEYKKQRDELIVDIAKl.RECNKELEKKAS 
NWDRYCKSVQKDLINELGNDDERFKFGMESNNKJFMEDDADENN 
68 [U] Uncharaclerized vogp0444 LG WSKNHEQE\VRLTRLEENDKTMLYN LNHIKZCQKTQEQVYI KLDNTLEDLQKDKEKDE 
KNKJŒNDKNIRDM KJV1WVLGL VGTI FCSLIIALLRT LLGI 
68 lU] Une haractcrized vogp0443 MTQYLVTTFKDSTG RKHTH ITKA KSNQRFTVVEAESKEEA KEKYEKQV KRDA VIKVGQLF 
ENIRECGKN 
68 lU] Uocharaclerized vogp0434 MYYKEDILNMlDNHKRKSNILDSKVPDYESTSIAQYGFQSTLpKAQGNTSYKVZVKVINZN 
KAZNKYDHLIKKIDFINQYQQYLANKDYRFLQMLKQNESLNNNMSISDLSRNNFZSRLKDL 
VNNLYZLQQN 
68 IR] Similar 10 
bactcriophage phi-Il ml 
vogp0310 MGCLVVVKEILRLLFLLAMYELGKYVTEQVY1MMTANDDVEApSDFAKLSDQSYLN 
gene aClivalOf 
68 [U] Uncharaeterized vogp0309 MSKTYKSYLVAV LCFTVLAIVLMpFL YFITA WSIAGFASIATFIFYKEYFYEE 
68 [U] Uncharaeterized vogp0286 MNNREQIEQSVISASA YNGNDTEGLLKEI EDVYKKAQAFDEILEGMTNAIQHSV KEGI ELDE 
AVGIMAGQVVYKYEEEQENDN 
68 [U] Uocharaclerizcd vogp0283 iv!YYEIGEISRKI 1HVNGFDFKLSVMKG HKGISIQVKDMNDV PI KRFYVVDENDL YTASDFLN 
QAIYEWlEENTDEQDRLINLVMKW 
68 lU] Uncharaclerized vogp0279 MNILYNYQGVLSQDpKLKNHTNSNIFYYKESHNAKDSKPpFIITpVFDZpSpSTYNKCZZ\VD 
YSFLlQIESSNNHKNK YITNIIRYZLYQHNQKQSCSQLETCYEYNSNpEZSQIJYQGFPYYI l'y 
KGLFFKEN 
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68 rU] Uncharaclerized vogp0748 MSVK y KGNQDLEN KLEKLFGIQDMY EVQDKALI EGSK VFI KDFKKQLKPSKOTGAS] KEIT 
YSKPNGlYRERTISIHIYVGPMDRYNIIHUEHGHIQKNKLFNPKALGGINKTLAQGQNKYFE 
TLKKELNKL 
69 rU] Uncharaclcrized vogpÛï50 MLDTIQI DNKTIPIVLVYQRG FEIPSFNFVSEKENYEGRSGSIFKNRRLK YFYFDLPU y RNDZ 
LSPGGEKTHDDY LEDL VKFFNFEDQTNLQFKSQNIYY IYFA YFEGPLKLPKNPPGS y KFTIK V 
YLTDPYKYSVTGN KNTAISDQVSVVNSGTADTPUVEARAI KPSS YFMlTKNDEDYFMVGD 
DEVTKEVKDYMPPVYHSEFRDFKGIYTKMlTEDIPSNDLGGKYGGDFVISNLGEGYKATNF 
PDAKGIYVGAG 
69 rU] Uncharacterized vogp0749 LDNLQGYKLRLEZDHESKGTNLQDYSNHQFNYLZITZQDEYZNKQEEYENYTAKHMEVSE 
ELLDLVVKA YDNQFTSKDLQEGLPNPQGGI DZIGQFICITQG RQTZDTN KFIQNNQK 
69 rU] Uncharacterized vogp023 1 MAKEIINNTERFILVQIDKEGTERYYYQDFTGSFTTSEMVNHAQDFKSEENAKKIAETLNLL 
YQLTN KKQRY KVVKEVVDRTDLSSDETVDSETM 
7 [5] Putative tail vogp0259 MACFEEALQGILNQADSMCTNLTVEDKAKITKAGAKVFNKDLAKYTHDKJ-IYSNRKACKD 
componem protein RHLADCFFVQNTNIDGFKDGISTVGIYENTNZQGTRNTHIINKGTRFPNYPNQTGSNZNKAG 
PETYHTDHFlTKAQNNNQKA VLZAEAEA YQKlINKKGDENN 
7 [5] Putative head-lail vogp0247 AYGRYKPSDFSYKAEFGTYQTTPNKFTGKVSNPNFVTQFTFRFTPHTRTLTQEYQAMGTGL 
joining prOlein DDTRVIVIRHNSZVLEGQYVTFNGTQYDIVHISPDENFSFIIWDFLTLKKRKKVGN 
7 [5] Major tail protein vogp0087 MATKGLKMVNLALV DPETGDIIKGHTGLSTNGVFPINS KMLGTNTANITNLASTPTKI YGN 
NSLVDANIAKGTPSV AFAFNNLPFDIKN KLLGRVNDN KGGYTQG HDMPQV AVUQTTTMD 
PTNPLYFAFANGNMNETTMNNNTNTNTAQTRLDDTLTYNAFSVSPIYGNPA VKFFYTGDS 
NFNKAIMLKEVrGGYTRASISKVST 
73 rU] Uncharacterized vogpl144 MQ IS VNKN NEV]CY AITGG LQECLDI EN LPNNFY QE FHPKOFK YSNG El KFNZ DY ZKEEDNQ 
TYSQQQNSVSSDEELRSMV ASMQKQV AQSTKLSMQY DQQNALMAQQLANLI\'NKZEZAK 
GETKN 
78 rU] Uncharacterized vogp0665 MPSLCHTZPSLADISTRTTHNGINPHIVEQLNKTNDILDDTTFIQCNGCSKHKTTIRSGLPKPT 
IYRKYNQGVQPNKSHTVQVKOSTGMLETZAZVDKALADFYSNSAA IYRLSEDMAZLQGLN 
HNLATSSFYGNSSI EPEN FMGLTPRFNSLSTYKGHSNFY AGGSGSNNTSIIVLTFIYGHNTSHT 
IYPKGSLAGLQPQDLG EDSLFDATGGHYQGYRTH YK IYDIG LTLR DIYR YIFRICNI DVSNLT 
KNASTGADL 
78 [U] Uncharacterized vogp0669 MHSTNMKTTAGSLLCIYECNSDI\'NPQYPIYGLCINLNTEALQRLG LNTLPA VGSFVZIT AMA 
IVRSVSSRNNGQPNNYVDLQITDMDLHPNDESZESQDSYCPSCKSA 
78 rU] Uncharacterized vogp0664 MMLDQQSQVSDGQAITASAASTNVIDSGQSKPAGKDGHSHLVIQVDESSNTSSSSTYTFQT 
QD YSYYSSSTDVTSTGTPIYES YSAAC KQPV 1PLPTKLD RYC RL y YTVTTS PPTTG KFSA RV V 
TGIQHNVTN 
78 rU] Uncharacterized vogp0668 MSNYDHEDLRSQEDLNNHZSEHTEEADFKIYLMSSKQGRRJIIYSLLEKARVYCSCFYTNPL 
ATAFTEGQGNZGLVLLDQIQAQCPEQYSNMVKEHYQQDN 
78 [5j 1ail prolem vogp066Ü QCYPAITZAGTSNTZSGTSDSI RYHQA KSSSA TGDLNA YV AKSGAQYSLEAGQHQAADLTF 
KASQSKGTQAATLAANGTDLGKGCASEV LV YSDLFRJ-ILDTYTSLTNAHRKA IYGYQAQGT 
ESQSQACSQAZNNQAGA LGTZLTTPSRSZGA YHLGRCSIYSPCTH PKGAPFSSSLCSPSGLTD 
78 [5] Tail-head COJUleclOr vogp0670 AEQTEKELLLYHWGQ LNTE RN SIYKS HWKO LS DY LZPRAC RFU QDL NRGD KRHN N1LDPT 
GSMAQRJLASGMMAGMTSPARPWFNLTTSI PDLEESAPYKA WLDDV HRFMZKI FTKSNS Y 
QSLPSMYEYLGTFGT ASSVVLQDFQA VI YPQSLPTGY YSLA TYPQGSVNTWFRQFHITV PQ 
MVQEFGZDKCSTSVQGLIYDNGTZEHIYVKVIHCINPNANRDPCKMDYNNKACKSVYFEPG 
ADZTNSLRESGYHYF 
78 lA] Protease vogp0666 TTTGTSPTESDPTTYGRPTSHPAAEQPNPGAGKPRQRQQQPNQQQGNQGQRPKPGENKTE 
GDKEHKHQGAPEQYEFQAPEGLDLDNGVLG HFZHY AKELDLPQDQAQZVLDZK WPN MQ 
AMLQQQLGESWQNISNHIYV ASSKADKEFGGDKLQDN LAT AQKALDHFGTPELNDZLN YT 
GLGNHPDL YKV FFKAGZAMSEDKLVTGNNQPRRCDSISSYSPYNMNN 
78 [S] Tail rober prolein vogp0655 STLSTEVYPSPYPCNGLTTHFPFNFKV FN KCnVALLSDSNGIKSNLTLGTDYTVTIYNGNYP 
CGTLTSSSPZA TGYQISLSSEVPNTQQKTLTNQGSFYPKVLEHALDNLAMQIQQLA YWLSL 
ALQDPSSGGNNSCN FLDQLAEHSPPLy AASSHZANIZSEATNZSDINSFSPSLGAPD KITSZPC 
CSIYAASNSPDFGSIAIPPISNPHPPCGYIVUDZSKPYVYTLAGYSRYIYSIPTQLCYKLQIAN 
Y 
78 rU] Uncharacterized vogp066 1 SDFSCLQPSFGGGEICPYLFGRlDKSKYQSGLAKCHNFJYKHQGPAENRPGSPFVCQAKOPA 
NKGRLlPFHYSTTQTZALELGPSYLRFLNDGGSLLDSNYPYEMAKPYAEADLFNIHYTQSA 
DV LTLV HPNYPPKELRRZGPTNWQLATITSNYPPSNPTYVTDTSKDZGSDYTCRN DSKGYS 
DSSPSZQGTCS YYLZHPGGA YTPA WZTSZSTSIYNV YKEQCSZYSSISQTKSTSL VPYHTDPK 
SIYDGN 
78 rU] Uncharaclerized vogp0662 MASEV DICNLALA YLGNZASITYPPEGSKQAEHCSLL YPSCRDSSLEZLTIYG FATKCAH LA 
ATGI PPPEWH FA YHQPSDCINITEILPPGTPNQAGTHNTQPFSCYlEDSSANFI YTNQAKA lYS 
NYMSL VKDTIKFSPLFMQA LA IYHLASTLARPLSRCDVWATKSNQA YZSLALVSGSHHHK 
NYQDPQPEGAGFTDGNLPSL 
8 [S] PUlative head-Iail vogpOO95 IFKNFFKA 1IVOI FDYLMFI LAAITLNITTFLLN FVSCGITLTYTFI LAGLVSEFV AKKGN 
joining protein 
8 [5] Putative lail vogpOl75 MIYPTLEYTQIISGKAFCPS YEV FSN FI PKEQV DNSDKTQV LLTESN PY ITNYGN ST FIS MlZG 
componenl protein VNIQIFYSNDFDINMVSSEIELMKFLKONDWSIIHSKPHYMDPYTNQITKNFTVQZIMlINN 
8 [5] Putative lail vogp0228 Ml''o'L YMPEISKKA FEVFTSNNNIZNMHDYQLALSKlQDNLA YSQAKDQAQGSLSILKETZNF 
componem protcin ITDILNLDKKDYDKLLDLDNEHSQEMPYKLVCYLQGZTDEQLDNSSSEEDPZEEN 
8 rU] Uncharacterized vogp0303 MKN KFYANY ELGG EITQVSFQAAS PS DY 1EQIIYRTYGISTPII El WAELS DE DNNTK 
80 rU] Similar 10 HNH vogp0372 MSWAASDRRRRLPEDWALI YR WPV LSAANIYFRKlNGPGCVSAATEVDHJ RRGDDHSRLQ 
nucleases AACHLCHGKKSAAEGVARRRELRARRKRPPQRHPGRRN 
80 [L] RPprimase'l1elicase vogpOO66 MYRGFLAIPYLR IYSPERR WSYVSIR YRRLDDGERKYMTMPGDN PRLYNTLALSRHSHDM 
AITEGEJDAITAQVCGIPTVGVPGAQAWKPHFREPFLGYREVFlLADGDEPGMQFAKTVAK 
TLPNAKl 1PM PRNEDVNSLVI EQG KHALLERYSN 
80 [5] Major tail subunù vogp0041 MALNDDA VLTAAVGYV YTAPVGTAAPTPAQLKTIDLTDPDAWTRTGWDSVGHTSRGDLP 
EFG FDG GDS EV RGS IYQ KKKLREVTTE DPV DYFTV FLHQ FD EQA LEL YY GPNAS ATPGV FG 
VNATGDTN EKA FLVVIVDGDV RLG FHAHKASVRRDDAIQLPTDDFAALPV RATFLDHKOE 
LSFS II~NEDLFNV AEDPEVYLN 
201 
Nrl 
for. l'onctIon VOG Sl'1IIlCnn' al1tl"Slnl!-t 
SO [LJ Putative DNA vogp0067 E1TQTLIAKVIQRl'HPDWDPPHDSRl'DWIKCLCPFHGDETPSASVSl'KLKAFNCLACSVRG 
prunase NAISIIRHQEEVSl'PEAIR1AQELSPCGNIPIPRQPSREPCRRVFGDSRSCRSRHRCCGl'TVRPC 
IRGRSTPWSRN 
80 [U] Uncharaclerized vogp0061 IGWETNLKAEDMVQELWVWl'LESPl'1QNTLEDLRHGEALNYLREQVHNILSGSSKARDLF 
QEGCHYSSDDVKDALRGNSTNRYLVEVLPLAMKDLGSHNEA y AEALRIR YTlJGVFPENES 
AEEALLNGTHNSLNEHINIITITAGIQRDDNGKVIFKDRPCSQHAIFPHIRKVQANWPSDPPD 
NIAEKLVKHPEN 
80 rU] Uncharaclerizcd vogp0069 PTE PTPKANP LHQQV LG ALI DTRPTVWTH KS 1DPES PDPKKPLVI ETKVHGPEFTALA RN VS 
EHNVDRTAKRWIK 
80 lU] Uncharaclcrized vogp0076 ATETTNKRKPRSVSQLNQYDRCPYSY KLARIDKVWQRPAA WLPQGTAFHTVSEEYKLCES 
DGYPMSLEEAQEMFKEEY AKDVSQFTEETPNFDWWFRSGPYNGQCDMERR WH IGLEQVE 
KFFAWTEAHPQEV IWTPPDGINGIELPFDI ELDGI LVRGYI DTVLRDDGEVRVRDY KTGNTP 
GDDFQLGVYSLALAETYGVEAPKTGDYFMAGKKGIKGKPTYPYDLfEW1·!ŒRVAEKFRQ 
LEEN1AAZRFDPYPE 
80 [LJ Protems comaining vogp0351 LQS LYIKGSAG DPLPTV WDA LDEKGTHFLRGQLALVCAGPGTGKSAFVL,\ y ALKA RVPTL 




80 rU) Uncbaracterized vogp0530 TLTTPQQLPPLSLEVI EALKATGZTQADIARMYGVTPQA VS WHKHTYGGH LTTRQVVRQE 
YPFEVPKPLGQSTPFKRLRDHGEYMATGCNGMSEDKLKRLRSFY RMLR DNDLVLEFDPN 1P 
PI PGVSNRGGNZVPPNEZDEDLLI RYNEYTNLTQKGHHl 1WR FPSI EPLL 
80 1U] Uncharacterized vogpl122 MKKKPNLDDPEYRSWLZRTEEAPHESAAVLRMHRAGYPGPLIMKTLKLRGTQLMQALNK 
ALTEEQDAASRGRAI HDALIARGTKN 
80 rU] Uncharacterized vogp0ü90 TTPAAPERASDN KPPTQPSATATPTATPYKDSKVVPPSKG KY FTTFKGGSH Fl'APWIVIQAA 
SLEEAZAQLDTNFKDLMDKVQKIARPFASSAASQAPNRGSGGSNQSHAPQA/\QEAPNGEK 
RNPHGEMVYKSGYSKKTGKPl'HLFSCPAPDRNQQCNAQCPNKK 
SO rU] Uncharacterized vogp0035 MTSEEY AAQQA VISSASASYVLRLATLFANPALSV AEWLRLLELLFPEYQRRY AEAAALAR 
NFYDSQRALHHPELPPNERLLSELHFEWFVQNMEPARVELSQEDAAQSA VAQLALRA VRE 
VEMAG RRQIIGA VKDDPAPPNI RGWARV ATGRETCA WCLMLISRSNSSAQAPVSCVDTDT 
GLDLEDDSGDDLETSCEEICEYMEQWHAGCDCKVVPVFKVEDWPGZEAQKRALHL\\1DA 
GKEASRLMDSGKART 
SO rU] UncharaClerizcd vogp0043 NNELPNGCRFYAEKRGGQQFRGWDEYRYALAAIVNAVRALKYTYLAANSYPEKPKPKAP 
PEFPTPHRAASKTH KAGS FAPMA VKPIAAARKRKAQTEAN 
SO rU] UncharaClerized vogp0060 MQNILDPKFNGMPGSEMYRAQVFPELFPHQKPMLLDNWSQEDWEMYFGGEFTHGYNRNE 
TEN 
80 lU] UncharaCierized vogp0030 MGTRGPI RKRSDERV RR NKDEYPTETVPVIGTVNIPQLG LG DPHPMY RDL YNSLTQSAQVN 
FYQPSDWQY ARFALHFLDRLLKSPKPNGQNLTA VNQMLSSLLYSEGDRRRVRLEIERTPSD 
DAEGMYVDVAQIFKHRLAKASCCC 
SO [Al Putative scarrold vogpOO36 TSDTPTATTTPTAMIKPQEPPAETFSRDYVQELRQEAAAARV AKKEA YEAAEAPNNDEYE 
protcin SKLAERDTHYTELETQLGPACLELAKLHTSLDAKVPSDKVLAFVTILQGKDEDSITESAKA 
AZELYGGFNTKQPPFDFTQGQGFNLPLNGDPILDALKGTLGIKK 
80 rU] Uncharacterized vogp0037 TAZATPZDVTTFWAREPTAEEMALINRRLAQYERMIKRRIPDLAIKASSSPVFRADLIDIEAE 
AVLRL VRNPEGYLSETDGNYTYMlQAHLSHGKLEILPEEWEILGINRRSNA VMVPNLVMP 
T 
SO rU] Uncharacterized vogp003S MSLLDSGAGYQPFlVYPEEMVIDYDGNTRTRPSKTGIPAMARFQVQGQSGTSARRAEQDNE 
GFETEKYY RMR FPRS FTTEHGV LNQI EWR GQ RWALFG DAN Fl'DSS PR MA RVDYTY KR Y 
80 lU) Uncharaclerizcd vogp0039 LSKGHTDTNKVISHLYGVNDAVHAEAKEVTRRAKANLAHAHTSTHWDKICYHSTTITDAD 
Gl'VDSYINLEAPNPLAMEFGHHPSGFFGPNDTKAPQGLl'lLTCAASFGSLSTN 
SO rU] Uncharacterized vogp0040 MAPMPRYQAYVSPILRTDPPLAGYNVGTWYQDIDFRTFPMlNVRRYGGTRHPNRPNLFALP 
YVEMTAYSPDGLIETEELYEDALEVL YDA YKHRTQTPAGYLHSIMETMGATQFSSSFQDS 
WRVQGLlRLGVRPPRSTN 
SO rU) Uncharacterized vogp0042 MSNVFTLDSFREEANHKYDPVKYEMSKDITVFLKNFLHLRKNARKDVFQLLEEVDAIPKD 
DEGKEEAEDDVDESl'MEVNYDMVFRMMESVANKZTSASDLYEDFRNDLALTSKYLNA W 
MEETQLGEASPSPA 
SO [U) UncharaCierized vogp0051 TYEAEDHEFFDI LYQQWSQTTGA KDSYWYY EEDEDEHLQWQYLA YDQAANGSKLWLGS 
FHCEADADFVAGLHGALPDLIRRLHEAIDEAARKDZAHD1SQGHLAEAZLENQGLKAQIZE 
LEGQLSNQTSLN 
83 [U) Uncharacterized vogpllOI SFPPEY KE LI WERA HGy CEFCGZYSSTTH HHRPKTS EGCl-I WE PTNCSTV CCRG 1RGC HG WV 
KANPNSASEEGWQVHPWQDPI El PFLYRGNWYLLGQEGSIN HI PN 
83 lU] UncharaCierized vogp08 Il MKRYPSNPITPHGTYFFLQDKKPNMTYRSHDDTMVFHLMGGMALPDKVNSPKSVQLNSN 




83 lU) Uncbaracterized vogpl087 WEPVPERZATLDDSHHELSYG DPTTAADAAKGSAKEESIISl-IDWY FTI RYKLWQHTGELGS 
DFIZYTGTYPRNDVETSTFILKGTCPLYPLFMQCKKTLYRFTYETGGMRWPCYVNTFNYDF 
KDGSNTGTSQLYGIYDILNYIFYWPTWWLPIQAQPFSHAIFlGPSITCMKTMIAEHSLRLQSG 
MWELYNNLFSLNPDMQA WFGTI LQSNPSl'NGSLGDLLDTLKTPIYVYPTNPLLDTSPLVS IT 
YIUvlETCGT 
83 [U] Uncharacterized vogpl091 ~HYTPSTPVSGRQAQEQA TK y FCFSAy AIM DMNGCSAMEILPNPNPGLLDDDPLERZEELQ 
LHMEKCDREEDLYIPQLTLEDCKNV LPTPTNKGDLKTPl'HKDG ELYl'PPHNYHLAQAI LGE 
ENl'ERFKAGQNRSNHIRLA WACLDPKFQERQENDPKSGGCCSELEGISEGDSK 
83 [U) Uncharacterized vogpl093 RPLlPDGTHZIFEGYIILlHFDPSASAFlFLVRPQGGIGGGFPAMAKGEPGIPPNFDTIYNFTLLD 
HDD PTPAZAS FTEITP HCTCTPCG YHLN FS LH SG l'KGQDG NNY WDPT DFA GTPV AGQV PYV 
NSTADGLYLAAQRVGDMYIPASJSNTPSCGNTTYTLAHYSIPAQPFHTHWRPRVWGl'TLYT 
GKG DI RYDLV ARLNGPTCGNIVGRCQGIASSKPPI LVSSSASNPATSSSNDSYSYTASTPATI 
l'FRC 
83 rU] Uncharacterized vogpl094 EKH FLWGSLGTG LLGG LA LTGLLS WTFATG PPALDFFLKHDTSFY 
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83 lU] Uncharaclerized vogp0638 MTQPFTGTTRAA WGYTNINN HFNGHTGLIAISIRDYWGTSTNISPQDANSTGTVNWSPLAQ 
DGQLCKDLFAHKLDSGNIVVKNTNPKEGWYLTCTFSEGNSPISHPYITTHNQMIQQSNWPF 
DSDITKKPZPFTFQALQTLYPSIQLLAANLPLSNANGNPLVELPGMANCFFCQPVDAEYIGH 
QFSLLCIR.KKGECYL y KVEDYTLANLNNKG YPQLGKPGPSTPELTFKPZPYGYFMATVPSN 
SNPIIKDTFNV 
89 IL] Endonuclease vogpOl59 LNSNSSTPKGPLKAGYRSGLEEQISKHLEKQEVLFTYEESKlNZLVSKVRTYTPDFFLPNGVI 
IETKGFLEAfIDRJ-IKHLLlQKQFPNZDIRLVFSNSKAKL YKGSHSSYADWCNKHGFL y ADKT 
IPEDWLKEPN 
90 [U] Uncbaraclenzed vogp0250 KYHNTRSKCPINSAVRYYGIGNKLFKGLNGHPKGFSHACFVKFNFSSHl.SEVHHNHZIPSPK 
VRAMDPYQNEEPNTEVNYEVTKPNHYMLFDDIEAIKVIARSMTVEQFRGYCLGNILKYRL 
RAGKKSNTEKDLKKADFYKELFQKHRGZCYDASL 
90 [S] TailluOOI., prOlein B vogp0427 MAZVQRSFNNLMGGJSQQPHTLRLPGQGSQQJNMRSDPTQGSQKRPGTTFITQLLDNGYPG 
TAPCLHLlNCllGQEQYFFlrQKGGVNVFDZQGSNCMVQSNAZNYYSKDANPCEDLHFITlA 
DYTFMSN RKMILKTRSNSTHFPSLHLNSDAL VYIGGGQYGTPYSITINGKIDTATYHTRSSTE 
MISS PKlKN NTNTKWIADN LDQSLHSTVS NSDNNQNQVGTGS 1HITAHNYSNVY HIATKIDS y 
TGQFIVPITH 




90 (5] Head-Io-laiJ joining vogp0436 MAAIKHTGLMKTTAHAL WEKLRNNRGPYZDRAQQFAQSTLPYLLTNHTHGSCSNFQTPW 
prolein QSVGAQGVNNLASKLALSLFPTHTSFFRLKLTDAEAKELDSHHQDITKVDTALSRVERIAT 
QHLDQNSYCATLlQVMKQLlVTGNALLYQDYPEGTNNSYPLHSYVVHRDANGNFMEIVSK 
QQI DFSALPEEFQKA FKGQGAGN NSAETDDV HLYTHI QH DSGN KGDY FQFKQD KDK VLLG 
ZEGSCPTDSCPYIPL 
90 (L] DNA ligase vogp0454 TYK VEVII FKTDPFHAIYYNEKAI KA VLEKSS YLMVDLKKDGFRSNICV HS WLSRFGKRFPA 
LD RLKDCN KR WLQLS NN DEG FV LDCE LI LEG1DFN KGTGZMAS KS PZTKDKEFR LH FV LFN 
STHKGLZVMYGKFHLPFHTNRILVHFFTVVPLHllTSGMDZDVTQSFRQDQvEYQCSRLQE 
YFPZMDWMVTETYZVYYMDTMNHLYKNKPEEGQEGLlFKDPMGIYSHSKlDSGWIVKivlKP 
ZEEA YGIIQATS IV 
90 [Ll DNA maturation vogpOI72 MTPTKPQDRFQVLHQVQDTFPFFZFFLGNVLNLAFHTNCLQDDVKDFLQGYHKNFMVQA 
prOlem QRGKAKSTITCIYVVWCITHNPHTNIMMVSGSKEQAEENSILINKlIMHLDLLDYLRPKAR1'0' 
HRTSTISFDVSRALHGNSPSINCIGITAHLQGSRADIMIPDDIETPKNSSTPTDRAKLRHLAQE 
FNSICNPLNI LYLGTPQSNKSIYNDLPEAGYPI LI WPGR YPKTNEQACYGHCLAPSLLAHFKD 
WEEKGHT 
91 IL] Exonuclease vogp0439 MY KLNLVMDTDYLlFQAMSTSEEEVDWGEEIIVTLNCDHNKAH HIL YHS 1KTFKTNINAQL 
DSMlISANNWRKEVVEPTYKANRNKRKPFGYPHFIVQGVMEHIVDPNKEPSLEGDDVMGIL 
ATNPCNDK VI L1SRDKDFDTIPYCNFFIV\l,rrKSNLlTQNEDTADZLHLFQTITGDITYGYSGI P 
GRGKETTKGFFKDPYFFHPVITVLKSGNHKGQEVTYWIYCAPNSKEIHIVFQKAN 
91 [S] Capsid protein vogp0201 LKVL wGEVLTA FACASITAHRHTVCSISNGKSAPFPI MGHTKASY LAPCENLDDKPKDI KH 
TEKVIH.JDNVLlYNIQDTMNRYYVPAEYSAQLGESLAMAADGSFSAQMACLCNSPATSNZN 
1EGLGKPA VLNIGKGSSVNSTNPV AZGKAIVSCLTTAWASLTKNY IPSGDHNFYCTPDNYSP 
ILSALMPEAANYPALMYPQTGTICDITGrZVIQVPHLTASG 
92 lA) Caps id assembly vogp0435 NADIY ASFGVNSA VMSCSTITEHEQNMLA LDISARDGDDAIESA YHETZA KRDSYDDRDTL 
prOlclJl FQEDDEDDGHVQIGTSZEGSNAEFTPLGDTPEELVQASQQLGQHEEGFQEM1KQAIKRGLS 







92 (A) Endopeplidase vogp0276 MLKFLRJALPWVSAG MSFTGGRJ-ILGSNPMNTKRKEEVQNEYIQZVEATDPAQHTV APISN 
EYQEDLASFEGSTDRIITDLRSNNKGLSVHIETTTSNPKGNGCSZPNGRAELHYYYAKRIMG 
IAQEADAQVQALQNTIRELQSKQHN 
92 lU) Uncharaclerized vogp0441 MCFK PKVKTPKTDTNQI RA PEPA PLTQPKS VDLGGSZDENTTEATTDSSNV DS NV KSI' KRV 
NSANATAKDTAKA KTSSNAFSFGSKKN 
n lU] Uncharaclerized vogp0438 MLKPfNH FLKN PD DI PYI PPAAAEY LQVRFNHA YLMASGH.J RSLRADGYSEA YISGFMQGS 
HSASNIMDEIEVRKEQLREN 
92 [S) Host specificily vogp0437 MGKKVKKAVKKVTKSVKKVVKEVTSPFKGVSGGRAEEVlQQAAPVMVPAPLATAQIVDV 
protem B PQK DZA YTEDEAQTESARKKARAGGKKALS VARSSGGGINI 
92 [RJ Single.slranded vogp0458 MAGFTKKI FTSPLGTAEPYS YIPKPDYGNQERGFGNPRGVYKVYLTIPNKDCQPMV DEIVK 
DNA-binding protein TH EEAZAAA FEE WEA NNPQV ARG KKPLK PY QGDMPFFDNG DGTTTFKFKCY AS FQD KlKT 
KETKHlNLVVVDS KGKKIQEVPIIGGGSKLK VK YSL VPYK WNTA VGAS VKLQLESVMLVE 
LATFGGGGEDIVAGQEEEDCYATSCYAEGSRDQQEEQEEEHDENPYEEDDF 
92 [S1 internaI virion protcin vogp0431 MASKLNSVLGNTATPGTEHLRGVSGTDYQASTIQAQQPCTSLSDSMGHFAKAGSDTYIAK 
C DQQDQKSADERSNEIIRKLTPEQR.RQAINNGTLL YQDDPY AMEALRLKTGRNAA YLVEDE 
VQQK VKEGHFHSN KEMEQYRHSRLQECS KS YAEQFGI DQKlDPEYQAGFNSDITQRNISLYG 
SHDNFLSHRAQKGPVMNSRVELNRFLQDPNMLRCPYSGEFFQNYINNCLVTGSIPSHAQAI 
HSFSLAFYDASSN 
92 [S] Tail fiber protein vogp0430 MATTI KTVMTYPLDGSNTDFNI PFEYLARKFV LVTLlGVDRKELI LNQDYRFATNTTISTTR 
AWGPADGYTLlEIRRFTSATDRLVDFTDGSILRA YDLNISQVQTLHVAEEARDLTADTIGVN 
NDGNLDARGRRIVNLADAQDVGDAINLGQIQR WNDSALNSANRAKQZADRATARANDA 
KDSANDSASSASSSAGSAEZA KR WATYDTV FESDSESSRTY ALHSMLYPHETKDY ADRSA 
VSETNSKASEGRP 
92 lA1 Lys!s prOle!n vogp0426 RL YLDFNNELVKAAPIVGTGV AEVSSQLFCLSLNEWFYV ATISYTl'VQISAZVFNKMMDWK 
RDNKEN 
92 III DNA malunl1ÎOIl vogp0425 MS DKT LI KLLETLDT ETAQ RMLA DLRDE ERRTPQLYNAIS KLLDR HKFQ IS KLKPD EHI LGG 
oroteÎn LAAALEEYNEMVGDNGLTDDDIHN 
92 (S] Internai virÎon protcÎn vogpOJ68 KlDK YDKNVPSDYDGSFQKAADTNGVSYDLLH KVAFTESSFNPKA KSPTGI'LGLMQFTKAT 
D AKA LG LRVTENRLN PKLAINASAQHSSDLlGKYKG DKLKAA LA YNQGKGRLGTPQLEA YI' 
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KGDFASISQEGRNYMRNLLDVANSPPNGQLEAFSRJAPKAKGNSEDSLAGIGHKQKVTPEL 
PESTG FNVEGG EQQAPHTPFP KDFWE KNG PTLDEC DS RS AFFS FN NATSAQS HNS LTG MA l' 
HPGPLDKGF 
92 [5] Intemal virion prOiein vogpOIOI 
B 
92 [5] Jnternal virion prolein vogp04.12 TMTlNHI\'LQTHSDDFTPSHQDV LEAQASGIEPSFTPA YETITVFLDSSLLA VGGNCGNRFWF 
A FTSNQVRSLTRKEH LE FRKLIMEYCNEM LDQYHPFWNNVWVGN RSH IRFLKTMGA VFH K 
EYTSDGQFRLFTITRCSN 
92 rU] Uncharaclerized vogp0421 MSDYLKVLRAI KGCPKTFQSNYVRNNASLVAEAASRGH ISCLTTSGRNGGS WEITASGTR l' 
LKR,'vlGGCF 








9.1 [U] Uocbaracterized vogp0456 EDFTSCSEWCPNMWEQTFEDA YLQL YELWKSRCZN 
93 [U] Uncbaracterized vogp0455 LRLHYNNSIDNFSV RREDRSIVCASERHAKLPLIGY AVPLAPSV HLFITRGDfEKAMNKKRP 
LLZAAVTRWPFVRLLLKRJ KEVL 
93 [U] Uncharacterized vogp0448 MFKFINNLGQLVVKLYFIEA KKLDKKA KEESHQS1DLAKQSNEKSDSA FS RVPKSAPIATQA 
QHLSKFFE 
93 rU] Uncharaeterized vogp0446 SINHANTI RLPDTADQCTRRVHINVRGEKVTMVYR WKDHKS PKAHTQRMTLDDKQVCRL 
MGALTKAADNVVRDDRQLLVDLGACVQEIIN 
93	 (U] Uncharacterized vogp0440 MAMTKKFKVSFDVTSK>\1DSETQEILDEKMLDLAKQAGSGEKITPMEQELLVQALTHGPEG 
SAAFSVRQGFRKAIKDMHZESSYNDSLKLSPATVREVFN 
9.1 [T] RNA polymerase vogp0406	 MLRLLIALLRHRVTWRFLLVLTAALGYACLTDHLGHLEVAFCSILSCCD 
9.1 lU] Uncharacterized vogp0405	 MGTPQSSGLPCIRVPVHNTCHHSVWPLCSA WSSTMGSRRSZGYQLTPCASTWKTYVSVS 
WNTVRLASLYSSCLTRTLVMPRSTPNN
 
93 [U 1 Uncharaeterized vogp0404 MVTPIRPLSRSLRKRSNGQSRRWSTRVTSVMVCSVRYSVLSFLNTTTPRWKRFVLVV
 
9.1 [R) Host recBCD vogp0442	 TYSDSVTIPRDVWNDIQGYIDYLEKDKDSLKNRLKEGDEYFAELEEKZNGAS 
nuclease inhibilOr 
96	 [S] PUlative minor lail vogpOIOS TTMDTFCWCTKVQGRGTLDTTFSVRKVQFGNGYTQLASSGLNTNIRTYTFPFSGNPDEVTA 
prolein 1KDFLDRHSGV KSFS WTPPLGDIGL WV FKTN SZGDTLMNSKV IDITATFKQAFTPN 
96 [5] Putative minar lail vogpOI09	 KQY1NMSFNADFQKLEPGNLV RLFEV DCTDFGTADFFR FHTHNLPAKSICWQGEEYKAWP 
protein
 FQVEGIEATTYGTSPQPKLTVANLDSSISALCLAZDDLLRAKVTIHDTLAKYLDARNFPHGN 
PTADPTQEKFKLFYIDDQNTETDSZVVERLSS PMDLQGRMI PTRQMHSN FS WRYRNK YRT 
GDSTR YFDKDNNPVS DPSLDQCSGTLTACKLRFGDNNELPFGGFPGTSLI RS 
96 [5] Putative lail protein vogpOllO	 FMHQKIKKAIMAHASAEYPRECCGLVTQKACVQNYFPCRNLAADPTDHFPLSPEDYAPAE 
DRGKI ITLVHSHPNASTQPSEADN PMCDHTELPWRVVSCPEG HMRNNQPCCESPLMG RPFV 
LGLFDCYGLVMACYQQARSIZLPDFHLEY HWWKNNSHNL YQDHZQEAGFFEVPCPTNPQ 
VGDGDLMLIRFKAPIRNHAGIYLGDNQLLHHMHGHLSHRDLYGGZWQDRTITILRHKDFSS 
NEACRKYNN 
96 [S] Putative tail vogpOll1	 TTEDMTVIQLYGI LGSRFGRFHHLAVYSTPEAI RALSTQI PGFQEYLTSSRDRGSTFAI FIGSL 
componenl
 NLGHHEZENSIGSKEI RIVPIITGSKTGGLFQI 1LGAA FVAVAFFTTCASLA PWGTTSCSGNSL 
FTLGASMVLGGIIQMLSPQPGSNSSEQSSNNKPSYSFSGPVNTAAQGYPLPFFYGZMVVGCT 
VISSGIY AEDQGNG 
Tableau E.3 Nœuds internes ACP associés aux séquences de protéines ancestrales 
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Annexe F - Publications 
F.I
 Article l : HGT-Simulator : logiciel pour simuler des transferts horizontaux de 
gènes 
Dung Nguyen, Alix Boc et Vladirrilr Makarenkov (2005).
 
xnes Rencontre de la Société Française de Classification 2005, Montreal, p. 215-219.
 
F.2 Article 2 : Étude de la classification des bactériophages 
Dung Nguyen, Alix Boc, Abdoulaye Baniré Diallo et Vladimir Makarenkov (2007a). 
xrves Rencontre de la Société Française de Classification 2007, Paris, p. 161-164. 
F.3 Article 3 : Étude de la classification des bactériophages 




Sourrils à Mathématiques et Sciences Humaines - 2007.
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Annexe G - Modèle relationnel en MS Access 2003 
Dans cette annexe, on présente le modèle relationnel utilisé pour concevoir les tables de 









ProteinAçc~ ,-'_' i ~""~C.O<.\O-l-=-Or=,gN=,..,,-=-.-=--· -1GI 
Cl.JsterOOS5l!cation 
VOGpOJster 
vOGp dusle-r Name 
GroopDNASeq 
Si,.SeqInterloi From [BootStroPSeqIntervoi To 
<1 
Les tables « (import) Genes Description» et « (import) Proteins Sequences» comme leurs 
noms indiquent sont des tables de données relatives aux informations de séquences ainsi que 
les séquences de protéines elles-mêmes importées de GenbanklNCBI. 
Les tables « Organisms List », « Groups» et « Grouping» sont des tables de travail 
permettant, notamment, de simplifier les références faites sur les noms des phages (qui 
peuvent être très longs) et le regroupement en 22 ensembles d'espèces après des traitements 
d'analyse phylogénétique. 
206 
Annexe H - Programmes en MS Visual Basic v6.3 
Dans cette annexe, on présente le code source des programmes en Yisual Basic version 6.3. 
Les différents programmes (ou modules selon la terminologie de MS-YB) peuvent être 
regroupés en plusieurs types de traitement tel que détaille le tableau suivant: 
Nom du Section Type
 Description
module 
Imponation directe de • Extraction de Les utilitaires standard inclus dans MS ACCESS sont utilises pour 
donnees de sequences donnees de importer les donnees brutes dans les tables de donnees (voir les 
brutes dans MS NCBl en specitications relationnelles en Annexe G) à pattir des fichiersAnnexe ACCESS XML XML qui sont des extraits de donnees de sequences NCBl H.I 
• )mpOltation 
de XML dans 
BD Access 
Definition et Globales Module MS VB permettant de deflnir et de declarer les variables et 
Annexe declaration de les constantes utilisees par les autres modules. 
H.2
 vaIiables et de 
constantes 
Calculs de distances Dis/ances des Module MS VB pelmettant de faire des calculs de dissimilarités 
AIUlexe
 Espèces inter-genomiques entre les espèces étudiées en fonction des 
H.3
 differents coefficients de corrélation utilises (e.g. Pearson réel et 
binaire, Tanimoto binaire, etc.). 
Conversion de Conversion Module MS VB pennettant de faire des conversions de se~uences 
sequences d'Acide AA2DNA d'Acides Amines (AA) en sequences d'ADN. Ces conversions en 
Annexe Amine en se~uences	 sequences d'ADN s'effectuent sur des se~uences d'AA ~ui se 
HA d'ADN
 trouvent dans les fichiers FASTA générés à panir des données des 
tables MS ACCESS. Le programme Ancestor [Diallo et al. 2006] 
utilise ces sequences pour reconstruire les sequences ancestrales. 
Conversion de Conversion Module MS VB permettant de faire des conversions de sequences 
sequences d'ADN en DNA2AA d'ADN en sequences d'Acides Amines (M). Ces conversions en 
Annexe sé~uences d'Acides sequences d'AA s'effectuent sur des se~uences d'ADN qui se 
H.5
 Aminés trouvent dans les ficiliers FASTA générés à paltir du programme 
Ancestor [Diallo et al. 2006]. Les séquences d'M ainsi obtenues 
représentent les séquences ancestrales des phages étudiés. 
Traitements sur Trailemen/s Module pennettant de lire les tables puis d'écrire dans les fichiersAIUlexe Clusters VOG C1uslers VOG sur disque les séquences de protéines (AA) en format FASTA pourH.6 
chacun des 602 clusters VOG étudiés. 
AIU1exe Calcu 1des statistiques S/a/isliques Module MS VB permettant de calculer les statistiques de detection 
H.? de détection des THG De/ecfion THG de THG. 
Reconstruction de Nœuds Module MS VB permettant de reconstlllire les nœuds internes (i.e. 
Annexe l'arbre de séquences et Ances/raux iNodes) de l'arbre d'espèces qui représentent les ancêtres des 
H.8
 de fonctions /n/ernes phages étudiés.	 
ancestrales	 
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H.I Importation de données de séquences 
Les utilitaires standard inclus dans MS ACCESS sont utilisés pour importer les données 
brutes dans les tables de données (voir les spécifications relationnelles en Annexe G) à partir 
des fichiers XML qui sont des extraits de données de séquences NCBl. 
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H.2 Module Globales 
Module MS VB permettant de définir et de déclarer les variables et les constantes uti lisées 





, Les définitons el autres variables globales sont déclarées dans ce module, lesquelles sont utilisées par les autres modules.
 
, TYPES DE VARlABLES GLOBALES ET DE CONSTANCES: 
Variables Globales, Utilitaires et Debug : 
g_MAGIC_NUMBER : Numero Magique utilise pour le debuggage à cause d'un nombre impOl1ant d'exemples à tester. 
'>0' => mode Debug; '=0' => mode Nonna!. 
gJenDataSe12BootStrap: Nombre d'échantillons de donnees utilise pour le BootStrap. 
g_dbs : Variable d'ouvel1ure de la base de donnees à utiliser par le module appelant.
 
g_SQL As String: Variable contenant la requete SQL utilisee localement par le module appelant.
 
g_ BinaryMatrixO As Boolean : Tableau de taille indefini de donnees binaires.
 
g_DistanceMatrixO As Double: Tableau de taille indefini de distances.
 
g_asX, LasY As Integer' Indices de dimensions X et Y utilisés dans les matrices.
 
g_ReplicaBinalyMatrixO As Boolean : Tableau Replica (ou echantillon en termes de BootStrap) de taille indefini de 
donnees binaires. 
g_ReplicaDistanceMattixO As Double: Tableau Replica (ou echantillon en telmes de BootStrap) de taille indefini de 
distances. 
gJenOrgName : En mode Normal, ce nombre est lu directement dans le ficheir Input de donnees; en mode Debug, il est 
force a un chiffre donne. 
g_lenClusterNum . En mode Normal, ce nombre est III directement dans le ficheir Input de donnees; en mode Debug, 
il est forceé à lin chiffre donné. 
Requetes SQL :
 
g_OrgNameList : Selection de la liste des noms d'organismes.
 
g_VOGpNlImList : Selection de la liste des numeros d'identification des Clusters.
 
g_SpecieslnVOGpListSeqProtein: Selection de la liste des Especes dans Un VOGp.
 
g_SpeciesMoreThanOneTime : Velification si une Espece apparait plus d'une fois.
 
g_SpeciesJustOneTime : Selection de la liste des Especes qui apparaissent seulement une fois.
 
'**************************************************************************************************** 
Option Compare Database 
Public Const g_MAGIC_NUMBER = 0
 
Public Const gJenDataSet2BootStrap = 100
 
Public g_dbs As Database
 
Public g_SQL As String
 
Public g_BinaryMattixO As Boolean
 
Public g_DistanceMattixO As Double
 
Public LasX, g_asY As lnteger
 
Public LReplicaBinalyMatrixO As Boolean
 




'Public Const gJenOrgName = 163 
'Public Const LlenClusterNum = 621 
Public g_lenOrgName As Integer 
Public g_lenClusterNum As Integer 
'Utulise en mode Debug 
'Utulise en mode Debug 
'Utulise en mode Debug 
'Utulise en mode Debug 
'Selection liste OrganismName 
Public Const LOrgNameList = _ 
"SELECT [Organisms List].Sh0l10rgName, [Organisms List].Organism " _
 
& "FROM [Organisms List] " _
 
& "ORDER BI' [Organisms List].shOI10rgName;"
 
'Selection liste ClusterN um 
Public Const g_VOGpNumList = _ 
"SELECT [(stats) Number ofClusters].[VOGp Cluster] " _ 
& "FROM [(stats) Number ofClusters];" 
'Selection liste des Especes dans Un VOGp 
Public Const g_SpecieslnVOGpListSeqProtein = _ 
"SELECT [List of Species in One VOGp].Sho110rgName, [List of Species in One VOGp].sequence, [List of Species in 
One VOGp].[Protein Accession] "_ 
& "FROM [List ofSpecies in One VOGp];" 
Public Const g_SpecieslnVOGpListSeqNucleotide = _ 
"SELECT [List ofSpecies in One VOGp].Sh0l10rgName, [List of Species in One VOGp].Sequence, [List ofSpecies in 
One VOGp].[Gene Accession] " _ 
& "FROM [List ofSpecies in One VOGp];" 
'Verification si une espece apparait plus d'une fois. 
Public Const g_SpeciesMoreThanOneTime = _ 
"SELECT [List ofSpecies in One VOGp].ShortOrgName, Count([List ofSpecies in One VOGp].Sh0l10rgName) AS 
CountOfShol10rgName " _ 
& "FROM [List ofSpecies in One VOGp] "_ 
& "GROUP BI' [List of Species in One VOGp].Shor10rgName " _ 
& "HAV1NG (((Count([List ofSpecies in One VOGp].ShortOrgName)> 1))" _ 
& "OR DER BI' Count([List ofSpecies in One VOGp].ShortOrgName) DESC;" 
'Selection liste des Especes qui apparaissent seulement une fois. 
Public Const LSpeciesJustOneTime = _ 
"SELECT [List ofSpecies in One VOGp].Sh0l10rgName, Count([List ofSpecies in One VOGp].Shor10rgName) AS 
CountOfShortOrgName " _ 
& "FROM [List ofSpecies in One VOGp] "_ 
& "GROUP BI' [List ofSpecies in One VOGp].Shor10rgName"_ 
& "HAVING (((Count([List ofSpecies in One VOGp].ShoI10rgName)) = 1»);" 
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Module MS VB permettant de faire des calculs de dissimilarités inter-génomiques entre les 
espèces étudiées en fonction des différents coefficients de corrélation utilisés (e.g. Pearson 
réel et binaire, Tanimoto binaire, etc.). 
Distances des Espèces 
,**************************************************************************************************** 
, DESCRIPTION: 
La matrice de dissimilarités inter-génomiques est composée de plusieurs matrices intermédiaires. la MalTice binaire 
(de présence et d'absence de génes dans cluster VOG), la Matlice de distances originale (avant BootStrap) utilisée comme 
référence, les N (e.g. 100) réplicas de mauices bianires, et les N (e.g. 100) matrice de distances à pal1ir des N matrices 
binaires qui seront utilisés comme intrant à l'outil exteme appelé Neighbor-Joining (NJ) pour créer une matrice de 
dis lances unique de consensus. Les fonctions utlisées (voir ci-après) sont de 3 types: Principale, Secondaire et Utilitaire. 
, LISTE DE FONCTIONS: 
[Principale] SpeciesDistancesO Fonction principale de création de matrices de distances. Cette création s'effectue en 
plusieurs étapes. (1): CreateBinaryMatrix2FileO; (2): CreateDistanceMatrix2FileO: (3): ReturnValue = Shell("path"); 
(4) CreateReplicaDistanceMatrix2FileO. 








[Secondaire] ReturnValue = Shell("path") . Création de N (e.g. 100) réplicas de matrices binaires.
 
[Secondaire] CreateReplicaDistanceMatrix2File() . Création de N (e.g. 100) matrices de distances dans un seul fichier de
 
sortie. 
[Utilitaire] PearsonCoefficient(AnayType As Boolean) As Double Calcul de la matrice de distances avec le coefficiet de 
Pearson. Cette fonction retourne une matrice de valeurs réelles. 
[Utilitaire] Binal)'PearsonCoefficient(ArrayType As Boolean) As Double: Calcul de la matrice de distauces avec le 
coefficiet de Pearson BrNAlRE. Cette fonction retourne une matrice de valeurs réelles. 
[Utilitaire] IsOrglnCluster(orgName As String. ClusterNum As String) As Boolean : Vérification de l'appartenance de 
l'organisme (i.e. Espèces) dans le Cluster VOG considéré. Cette fonction retourne une valeur booléenne. 
[Utilitaire] ReadFile2ReplicaBinaryMatrix() : Lecture des N (e.g. 100) réplicas binaires à pm1ir des fichiers. 
[Utilitaire] PrintBinaryMauix2File() : Ecriture de la matrice binaire dans un fichier. 
[Utilitaire] PrintDistanceMatrix2FileO : ECliture de la matrice de distances dans un fichier. 
[Utilitaire] PrintReadingReplicaBinaryMatrixFOR_DEBUG() . Vérification en mode DEBUG de la lecture des N réplicas. 




Dim rstOrgName As Recordset
 
Dim rstClusterNum As Recordset
 





Dim wait As Boolean
 
Set g_dbs = CUITent Db 
'Sélection de la liste des OrgName & ClusterNum.
 
Set qdfDrgName = g_dbs.CreateQuel)'Def("", g_OrgNameList)
 
Set qdfClusterNum = g dbs.CreateQueryDef("", g VOGpNumList)
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Set rstClusterNum = qdfClusterNum.OpenRecordset(dbOpenSnapshot)
 





'Duplication de 100 réplicas de matrice binaires avec l'utilitaire SeqBoot 
RetumValue = Shell("C:\Documents and Seltings\Owner\Desktop\Sujet de 
Recherche\TRAVAIL\Version 1\WorkSpace\Replica\My-SeqBoot", 1) 
'Création d'un fichier unique de 100 matrices distances à panir des 100 répJicas de matrices bianires 
CreateReplicaDislanceMalrix2File 








Debug.Print "SpeciesDistancesO ---- »» Terminé r111'" 
End Sub 
'#################################################################################################### 
Private Function CreateBinaryMatrix2File() 
Dim ClusterNum As String 
Dim orgName As Slring 
Dim indl, indJ As Integer
 
Dim i As Byte
 










g lenClusterNum = rstClusterNum.recordCount
 











'Affichage de l'enregistrement Cluster Num.
 
ClusterNum = rstClusterNum'[VOGp Cluster]
 
For indJ = 1 To UBound(g_BinatyMatrix., 2) '... pour chaque groupe de cluster, assigner la chaîne binaire 
If IsOrglnCluster(orgName, ClusterNum) Then 'si l'orgName, i.e. l'espèce, est présent dans cluster 
g_BinalyMatrix(indI, indJ) = 1 'mettre la position à 1. 
Else 
Bina Matlix.(indI, indJ) = 0 'sinon à O. 
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End If 










rslOrgName. MoveN ext 






IfLMAGIC_NUMBER > 0 And indl = g_MAGIC_NUMBER Then 'Est utilisé en mode DE BUG.
 





Pli III Bi naryMallix2 File 'Sauvegarde du fichier sur le disque local. 
End Function 
'#################################################################################################### 
Private Function IsOrglnCluster(orgName As String, ClusterNum As String) As Boolean 
Dilll qdfTmp As QueryDef 
Dim strTmp As String 
Dim rstTemp As Recordsel 
Dim recordCount As Integer 




"SELECT [(impOI1) Genes Descliption].[VOGp Cluster], [(impOI1) Genes Description].Organislll " _
 
& "FROM [(impOlt) Genes Description] " _
 
& "WHERE [(impolt) Genes Description].[VOGp Cluster]='" + ClusterNulll + '" " _
 
& "AND [(illlport) Genes Descliption].Organism='" + orgNallle + "';"
 
Set qdfTmp = g_dbs.CreateQueryDef("", strTlIlp)
 


















Private Function CreateDistanceMatrix2File() 
Dim indl, indJ As lnteger 
Dilll Distance As Double 
IfLMAGIC_NUMBER> OThen
 




ReDilll DistanceMallix(ITolenOrgNallle.1 1'0 0 lenOr Nallle)
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End If 
For indl = 1 Ta UBound(g_DistanceMatrix, 1) 
For indJ = indI + J To UBound(g_DistanceMatrix, 2) 'ind.J = indJ+ 1 pour éviter de calculer la comparaison Identitaire. 
LasX = indI: g_asY = ind.J 
Distance = 1 - BinalyPearsonCoefficient(TlUe) 
LDistanceMatiix(indI, ind.J) = Distance 






Private Function CreateReplicaDistanceMatrix2File() 
Dim indJ, ind.J As Integer 
Dim dataSetStep As Integer 
Dim Distance As Double 
Dim ind_OrgName As lnteger 
If MAGIC_NUMBER > 0 Then 
ReDim LReplicaDistanceMatlix( 1 To (MAGIC_NUMBER * g_lenDataSet2BootStrap), 1Ta MAGIC_NUMBER) 
ReDirn g_ReplicaBinalyMatrix( 1To (MAGIC_NUMBER * LlenDataSet2BootStrap), 1Ta (gJenClusterNurn)) 
Elsc
 
ReDirn g_ReplicaDistanceMatrix(1 To (g_lenOrgName * g_lenDataSet2BootStrap), 1Ta g_lenOrgName)
 













For indl = 1Ta UBound(g_ReplicaDistanceMatiix, 1)
 
If(indl Mod g_lenOrgName) <> 0 Then' N'est pas nécessaire grâce à la copie mi'Toir, voir plus bas. 
'ind.J = «indi - dataSetStep) + 1) pour éviter de calculer la comparaison Identitaire. 
For ind.J = «indI - dataSetStep) + 1) To UBound(g_RepIicaDistanceMatlix, 2) 
g_asX = indl: g_asY = ind.J 
Distance = 1 - BinaryPearsonCoefficienl(False) 
g_RepIicaDistanceMatrix(indl, ind.J) = Distance 





ind_OrgName = ind_OrgName + J 
Lf ind_OrgName = LlenOrgNarne Then
 











Pliyate Function PearsonCoefficient(ArrayType As Boolean) As Double 
'Ecrit par P. Wester et adapté par D. NGUYEN 
'wester@kpd.nl 
'Rey. 1.0029 july 2002, Rey. 2.00 19 august 2002 changed weightfactors in absolute weighttàctors. 
Dim i As lnteger 
Dim SumX, SumX2, SumY, SumY2, SumXY, SumW As Double 
Dim Weight, Numerator, Denominator As Double 
'Initialisation 
SumX ~ 0: SumX2 ~ 0: SumY ~ 0: SumY2 ~ 0: SumXY ~ 0: SumW = 0 
Numerator ~ 0: Denominator ~ 0 
'Calcul de SumX, SumX2, SumY, SumY2 and SumXY 
If AuayType Then 
For i = 1To UBound(g_BinaryMatrix, 2) 
Weight = l 'Reminescence du code source de P. Wester utilisée pour la pondération, par défaut est égale à 1. 
SumX = SumX + g_BinaryMatrix(g_asX, i) * Weight 
SumX2 = SumX2 + g_BinaryMatrix(g_asX, i) * LBinaryMallix(g_asX, i) * Weight 
SumY ~ SumY + g_BinaryMatrix(g_asY, i) * Weight 
SumY2 ~ SumY2 + g_BinaryMatrix(g_asY, i) * g_BinaryMatlix(L3sY, i) * Weight 
SUlJ1XY ~ SumXY + LBinaryMallix(g_asX, i) * LBinaryMatrix(g_asY, i) * Weight 
SumW ~ SumW + Weight 
Next i 
Eise 
For i = 1To UBound(LReplicaBinaryMatrix, 2) 
Weigbt = l 'Reminescence du code source de P. Wester utilisée pour la pondération, par défaut est égale à 1. 
SumX ~ SumX + g_ReplicaBinaryMatrix(g_asX, i) * Weight 
SumX2 = SumX2 + g_ReplicaBinaryMatrix(g_asX, i) * g_ReplicaBinaryMatrix(g_asX, i) * Weight 
SumY = SumY + g_ReplicaBinaryMalIix(LasY, i) * Weight 
SumY2 = SumY2 + LReplicaBinaryMatrix(g_asY, i) * g_ReplicaBinaryMatrix(g_asY, i) * Weight 
SumXY = SumXY + g_ReplicaBinaryMatrix(g_asX, i) * g_ReplicaBinaryMatrix(g_asY, i) * Weight 
SumW = SumW + Weight 
Next i 
End If 
'Calsul du Numérateur et du Dénominateur à pal1ir du coefficient de corrélation. 
Numerator= SumXY - (SumX * SumY 1SumW) 
Denominator ~ Sqr«(SumX2 - SumX * SumX 1SumW) * (SumY2 - SumY * SumY 1SumW» 
If Denominator <> 0 Then
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'####################################################################################################
 
'Private Function TanimotoCoefficient(AnâyType As Boolean) As Double
 
Private Function BinaryPearsonCoefficient(AIlâyType As Boolean) As Double' Autre coefficient altematif à Pearson.
 
Dim i A;; Integer 
Dim a, b, c, d As lnteger 
Dim Numelâtor, Denominator As Double 
'Initialisation 
a = 0 'Présent dans les deux échantillons. 
b = 0 'Présent dans l'échantillon i, mais absent dans l'échantillon j. 
c = 0 'Présent dans l'échantillon j, mais absent dans l'échantillon i. 
d = 0 'Absent dans les deux échantillons. 
'Calcul 
If AJ-rayType Then 
For i = 1To UBound(g_BinaryMatlix, 2) 
If g_BinaryMatrix(g_asX, i) = True And g_BinaryMatrix(g_asY, i) = True Then 
a=a+1 
End If 
If g_BinaryMatlix(g_asX, i) = True And L BinaryMatrix(LasY, i) = False Then 
b=b+1 
End If 
If g_BinalyMatrix(g_asX, i) = False And L BinaryMatlix(g_asY, i) = True Then 
c=c+l 
End If 





For i = 1To UBound(g_ReplicaBinaryMatrix, 2) 
If g_ReplicaBinaryMatrix(g_asX, i) = True And g_ReplicaBinalyMatrix(g_asY, i) = True Then 
a = a + 1 
End If 
If g_ReplicaBinalyMatrix(g_asX, i) = True And g_ReplicaBinalyMatlix(g_asY, i) = False Then 
b=b+1 
End If 
If g_ReplicaBinaryMatrix(g_asX, i) = False And g_ReplicaBinaryMatlix(g_asY, i) = True Then 
c=c+1 
End If 





'TanilllotoCoefficient = (a + d) / «a + d) + (2" (b + cl)) 'Cas où le coefficient de Tanimoto est utilisé. 
"Calsul du Numélâteur et du Dénominateur à pal1irdu coefficient de Pearson binaire. 'Cas où le coefficient de Pearson 
bianire est utilisé. 
Numelâlor= (a * d) - (b * c) 'Cas où le coefficient de Pearson bianire est utilisé. 
Denominator = SqlÜa + b) * (a + c)" (b + d) "(c + d)) 'Cas où le coefficient de Pearson bianire est utilisé. 
If Denominator <> 0 Then 'Cas où le coefficient de Pearson bianire est utilisé.
 
BinaryPearsonCoefficient = Numelâtor / Denominator 'Cas où Je coefficient de Pearson bianire est utilisé.
 
Else 'Cas où le coefficient de Pearson bianire est utilisé.
 
'Cas où le coefficient de Pearson bianire est utilisé.
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'#################################################################################################### 
P,ivate Function PlintBinaryMatrix2File() 
Dim str2Fiie As String 
Dim indJ, indJ As Illteger 
'Ouverture de fichier pour ecriture. 
Open "C:\Documents and Settings\Owner\Desktop\Sujet de 
Recherche\TRAVAIL\Version 1\WorkSpace\Replica\BinalyMatrix" For Output As #1 
'Total du nombre d'organismes + taille du vecteur binaire.
 
str2Fiie =" "& CStl\g_lenOrgName) + " " & CStf\g_lenClusterNum)
 
Print # l, str2Fiie
 
rstOrgName.MoveFirst 
For indl = J To UBound(g_BinmyMatrix, 1) 'Pour chaque organisme, affichage du vecteur binaire.
 
'Nom de l'Organism dans la première colonne.
 
str2Fiie = rstOrgName'ShortOrgName + "
 
'Les valeurs de la matrice de distances dans le reste du tableau.
 
For indJ = 1 To UBound(g_BinmyMatrix, 2)
 
Ifg_BinmyMatrix(indl, indJ) = True Then
 




















Private Function PlintDistanceMatrix2FiieO 
Dim str2Fiie As Stling 
Dim indI, indJ As Integer 
'Ouverture de fichier pour ecriture. 
Open "C:\Documents and Settings\Owner\Desktop\Sujet de 
Recherche\TRAVAIL\Version 1\WorkSpace\Replica\DistanceMatrix" For Output As # 1 




For indI = 1 To UBound(LDistanceMatrix, 1) 'Pour chaque organisme, affichage de la valeur de la distance.
 
'Nom de l'Organism dans la première colonne.
 
str2File = rstOrgName'SholtOrgName + "
 
'Les valeurs de la matrice de distances dans le reste du tableau.
 
For indJ = 1 To UBound(g_DistanceMatrix, 2)
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'###############################################################################################"!"'..#### 
Private Function Read Fi le2 Repl icaBinaryMalrixO 
Dim inCar As String 
Dim orgNumber As Integer 
Dim isHeader As Boolean 
Dim isOrgNal11e As Boolean 
Dim ind_LenBinVector As Integer 
Dim lenBinVector As Integer 
Dim ind_OrgNal11e As Integer 
'Ouverture de fichier pour écriture. 
Open "C:\Documents and Settings\Owner\Desktop\Sujet de 
Recherche\TRAVA1L\Versionl \WorkSpace\Replica\ReplicaBinaJyMatrix" For Input As # l'Open file for input. 
isHeader = TJlle 
isOrgName = False 
ind_LenBinVector = 1 
orgNumber = 1 
ind_OrgName= 1 
ûl'gNalne = "" 
l11atlixHcadcr = '''' 
lenBinVector = g_lenClusterNum 
Do While Nol EOF( 1) , Bouclage jusqu'à la flt1 du fichier 
inCar = Input( 1, # 1) 'Récupération d'un caractère à la fois. 
Select Case inCar , Évaluation du caractère. 
Case C1u"(32) , C'est un caractère blanc et non une entête. 
'Debug.Print "Blank" 
If isHeader And ind_OrgName = 1Then 
matrixHeader = matrixHeader T CStr( inCar) 
End If 
If isOrgName Then 
orgName = '''' 
isOrgName = False 
End If 
Case Chr( 10) , C'est un saut de ligne (Ii nefeed - LF). 
Case Chr( 13) 'C'est un cariage retUI11 (CR). 
'Debug.Print "CR" 
If isHeader Then 
isHeader = False 
isOrgName = True 
End If 
If ind LenBinVector> lenBinVector Then 
If orgNumber < g_lenOrgNal11e Then 
isOrgName = TJlJe 
orgNul11ber = orgNul11ber + 1 
Eise 
orgNumber = 1 
isHeader = True 
isOrgName = False 
End If 
ind LenBinVector = 1 
ind_OrgName= ind_OrgName+ 1 
End If 
Case Ese 'C'est une valeur binaire (caractère 0/1). 
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If isHeader And ind_OrgName = J Then 




If Not isHeader And Not isOrgName Then
 
g_ReplicaBinaryMatrix( ind_OrgName, ind_LenB inVector) = inCar
 












Private Function PlintReplicaDistanceMatrix2File() 
Dim str2Fiie As String 
Dim indMax, indl, indJ, indK As Integer 




str2Fiie = "C:\Documents and Settings\Owner\Desktop\Sujet de
 
Recherche\TRAVAIL\Version] \WorkSpace\Replica\ReplicaDistanceMatrix" + CStr(indK) 
Open str2Fiie For Output As # 1 




indMax = UBound(LReplicaDistanceMatlix, 1)
 
For indl = 1 To indMax 'Pour chaque ensemble de (replica) d'organismes, affichage de la valeur de la distance.
 
'Nom de l'Organism dans la première colonne.
 
str2Fiie = rstOrgName'Shol10rgName + "
 
'Les valeurs de la matrice de distances dans le reste du tableau.
 
For indJ = 1To UBound(LReplicaDistanceMatlix, 2)
 




Print # 1, str2Fiie
 




Eise 'Next set of(replica) organisms
 
If (indl + 1) < indMax Then
 




indK = indK + 1
 
str2Fiie = "C:\Documents and Settings\Owner\Desktop\Sujet de
 
Recherche\TRAVAIL\Version 1\WorkSpace\Replica\ReplicaDistanceMatrix" + CStr(indK) 
Open str2Fiie For Output As # 1 
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'#####tt"'###############################ff#####################################################t#!####### 
Public Function PrintReadingReplicaBinaryMallixFOR_DEBUGO 
Dim str2Fiie As String 
Dim indI, indJ As lnteger 
Open "C:\Documents and Senings\Owner\Desktop\Sujet de 
Recherche\TRAVAIL\Version 1\WorkSpace\Replica\ReadingReplicaBinaryMatrixFOR_DEBUG" For Output As # 1 




For indJ = 1To UBound(g_ReplicaBinalyMallix, 2) 'Pour chaque organisme, affichage de son nom.
 
If L ReplicaBinaryMatrix(indI, indJ) = True Then
 










Print # l, str2Fiie
 
Next indl 
Close # l 'Fenneture de fichier. 
End Function 
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Module MS YB permettant de faire des conversions de séquences d'Acides Aminés (AA) en 
séquences d'ADN. Ces conversions en séquences d'ADN s'effectuent sur des séquences 
d'AA qui se trouvent dans les fichiers FASTA générés à partir des données des tables MS 
ACCESS. Le programme Ancestor [Diallo et al. 2006] utilise ces séquences pour reconstruire 
les séquences ancestrales. 
Conversion AA2DNA 
,**************************************************************************************************** 
, DESCRJPTION ; 
Lecture du fichier intrant avec des codes des Acides Aminés, puis conversion en codes d'ADN et écriture dans le fichier 
, extrant. Le fichier extrant avec des codes DNA sera utilisé par le programme Ancestor pour reconstuire les séquences 
, ancestrales. 
, LISTE DE FONCTIONS;
 




Option Compare Database 
Sub ConvertAA2DNAO
 
Dim qdITmp As QueryDef
 
Dim rstTmp As Recordset
 
Dim indl, lenRecord As Integer
 
Dim str2File As StIing
 
Dim isTitle As Boolean
 
Dim bigString As String
 




"SELECT [(import) Analysed VOG].File" _
 
& "FROM [(import) Analysed VOG];"
 
Set qdITmp ~ g_dbs.CreateQueryDef("", g_SQL)
 








For indl ~ 1To lenRecord
 
'Affectation du chemin du répertoire TEST.
 




str2Fiie ~ str2Fiie + rstTrnp'File
 
Open str2Fiie For Input As # l'Ouverture de fichier pour lecture.
 
str2Fiie ~ str2Fiie + ".out"
 
Open str2Fiie For Output As #2 'Ouverture de fichier pour écriture.
 









inCar = lnput( 1, # 1) 'Récupération d'un caractère à la fois. 
Select Case inCar 'Évaluation du caractère. 
Case CIu( 62) 'C'est un caractère ">". 
isTitle = Tru.e 
bigString = bigString + inCar 
Case CIu( 13) 'C'est un cariage retum (CR) ou 
bigString = bigString + inCar 
Case Chl~ 10) 'C'est un saut de ligne (Iinefeed - LF). 









Case Else 'Remplacement du code de l'Acide Aminé par le code codon, and "U" par 'T". 
If isTitle Then 
bigSlling = bigStling + inCar 
Else 
Select Case inCar 'Évaluation du caractère. 
Case Chl~45) 'C'eslle caractère "_". 
bigString = bigSlring + "._-" 




bigSlIing = bigString + "TTC"
 




bigStling = bigString + "TTG"
 




bigStling = bigStling + "ATC"
 




bigString = bigString + "ATG"
 




bigString = bigSlling + "GTC"
 




bigStling = bigString + "TCC"
 
Case CIu~80) 'C'est Je caractère "P".
 
bigString = bigString + "CCC"
 
Case Chf( 84) 'C'est le caractère "T".
 
bigStling = bigSlring + "ACC"
 
Case Chr(65) 'C'est le caractère "A".
 
bigString = bigString + "GCC"
 




Case Chr(72) 'C'est le caractère "H".
 
bigStling = bigStling + "CAC"
 
Case Ch.r\81) 'C'est le caractère "Q".
 
bigString = bigStling + "CAG"
 
Case ChJi78) 'C'est le caractère "N".
 
bigSlIing = bigStling + "A AC"
 
Case ChIOS) 'C'est le caractère "K".
 
bigStling = bigSlring + "AAG"
 
Case CM:68) 'C'est le caractère "0".
 
bigStling = bigStting + "GAC"
 
Case Ch.r\69) 'C'est le caractère "E".
 
bigSlIing = bigSlIing + "GAG"
 




bigString ~ bigStling + "TGC"
 
Case Chr(82) 'C'est le caractère "R".
 
bigStling = bigStling + "CGC"
 
Case CM:7 j) 'C'est le caractère "G".
 
bigStrillg = bigStling + "GGC"
 




bigSlIing = bigStlillg + 'TGG"
 




bigStting = bigStling + "NAT"
 
Case Else 'C'est un cas IMPOSSIBLE. 
Debug.Print "ERRRRRRRRRRRREEEEEEEEUUUUUUUUUUURRRRRRRRRRR!!!!!!" 










Close #2 'Fenneture de fichier.
 












Set g_dbs = Nothing
 
Debug.Print "ReformatOutpuFileO ---- »»TERMlNÉ '[11[" 
End Sub 
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Module MS VB permettant de faire des conversions de séquences d'ADN en séquences 
d'Acides Aminés (AA). Ces conversions en séquences d'AA s'effectuent sur des séquences 
d'ADN qui se trouvent dans les fichiers FASTA générés à partir du programme Ancestor 
[Diallo et al. 2006]. Les séquences d'AA ainsi obtenues représentent les séquences 




Lecture du fichier intrant avec des codes d'ADN, puis conversion en codes d'Acides Aminés et écriture dans dans la table 
(import) Analysed vOG" Les séquences de cene table représentent les séquences protéiques ancestrales des Phages 
, étudiés. 
, LISTE DE FONCTIONS: 
[Principale] ConvertDNA2AAO : Fonction principale pennertant de convertir les codes ADN en code AA. Cette fonction 
fait appel à la fonction UdapeAncestralSeqO pour mettre à jour la Ulble iNodes. 









Dim qdfTmp As QueryDef
 
Dim rstTmp As Recordset
 
Dim indI, lenRecord As Integer
 
Dim str2File, inCar As String
 
Dim in 1C, in2C, in3C, in3Car As String
 
Dim numVOG As String
 
Dim GroupO As String
 
Dim exec As BooJean
 
Set g_dbs = CunentDb 
'Création temporaire de regroupement d'espèces. 
LSQL= _ 
"SELECT [(import) Analysed VOG].File " _ 
& "FROM [(import) Analysed VOG];" 
Set qdfTmp = g_dbs.CreateQueryDef{"", g_SQL) 
Set rstTmp = qdfTmp.OpenRecordset(dbOpenSnapshot) 
rstTmp.MoveLast 
lenRecord = rstTmp.recordCount 
rstTmp.MoveFirst 








For indl = 1 To lenRecord 
'Affectai ion du chemin du répertoire OutFiles. 
str2Fiie = "C:\Documents and Senings\Owner\Desktop\Sujet de 
Recherche\TRAVAIL\Version I\WorkSpace\Ancestors\OutFiles\" 
numVOG = rstTmplFile 
str2Fiie = str2Fiie + numVOG + ".fasta.out.output" 
Open str2File For Input As # l'Ouverture de fichier pour leclure. 
'( 1)Leclure du fichier intranl, el (2) Remplissage dans la table iNodes. 
bigString = "" 
inlC ="" 
in2C ="" 
in3C= .. " 
in3Car = .... 
Do While NOl EOF( 1) 'Bouclage jusqu'à la fin du fichier. 
inCar = Input( l, # 1) 'Récupération de 3 caractères à la fois. 
Select Case inCar 'Évaluation du caractère. 
Case Chl\63) 'C'est le caractère "~". 
bigString = bigString + inCar 
Case Ch« 13) 'C'est un cariage retUI11 (CR) ou 
Case Ch« la) 'C'est un saut de ligne (linefeed - LF). 
UdapeAncestralSeq numVOG 'Mise à jour dans la table iNodes. 
Case Else 'Remplacement de 3-ADN par l'Amino Acide. 
If Len(in3Car) < 3 Then 
exec = TlUe 
If exec And Len(in3Car) = a Then 
inlC = inCar 
in3Car = in3Car + inCar 
exec = False 
End If 
If exec And Len(in3Car) = 1Then 
in2C = inCar 
in3Car = in3Car + inCar 
exec = False 
End [f 
If exec And Len(in3Car) = 2 Then 
in3C = inCar 
in3Car = in3Car + inCar 
End If 
End If 
If exec Then ' Conversion selon [a table de CODON 
, e.g. http://www.kazusa.or.jp/java/codon_tablejaval 
Ifexec And (in3Car= "---" Or inlC = "-") Then 
'Si c'est un GAP (i.e. "-" or "---") ne lien ajouter 
'bigStdng = bigStljng + "_" 
exec = False 
End If 
If exec And (in2C = "-" Or in3C = "-" Or (in2C = "-" And ill3C = "-")) Then 
bigSlling = bigString + "N" 
exec = False 
End If 
If exec And (in3Car = "NAT") Then 
"'N'im ol1e uel codon" 
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bigString = bigStling + "X" 
exec = False 
End If 
If exec And (in3Car = "GCT" Or in3Car = "GCC" Or in3Car = "GCA" Or in3Car = "GCG") Then 
bigStling = bigString + "A" 
exec = False 
End If 
If exec And (in3Car = "CGT" Or in3Car = "CGC" Or in3Car = "CGA" 
Or in3Car = "CGG" Or in3Car = "AGA" Or in3Car = "AGG") Then 
bigString = bigString + "R" 
exec = False 
End If 
If exec And (in3Car = "AAT" Or in3Car = "AAC") Then 
bigString = bigStling + "N" 
exec = False 
End If 
If exec And (in3Car = "GAT" Or in3Car = "GAC") Then 
bigString = bigString + "0" 
exec = False 
End If 
If exec And (in3Car = "TGT" Or in3Car = "TGC") Then 
bigStling = bigStling + "C" 
exec = False 
End If 
If exec And (in3Car = "CAA" Or in3Car = "CAG") Then 
bigString = bigString + "Q" 
exec = Faise 
End If 
If exec And (in3Car = "GAA" Or in3Car = "GAG") Then 
bigString = bigStling + "E" 
exec = False 
End If 
If exec And (in3Car = "GGT" Or in3Car = "GGC" Or in3Car = "GGA" Or in3Car = "GGG") Then 
bigString = bigStling + "G" 
exec = False 
End If 
If exec And (in3Car = "CAT" Or in3Car = "CAC") Then 
bigString = bigString + "H" 
exec = False 
End If 
If exec And (in3Car = "ATT" Or in3Car = "ATC" Or in3Car = "ATA") Then 
bigStling = bigStling + "1" 
exec = False 
End If 
If exec And (in3Car = "TTA" Or in3Car = "TTG" Or in3Car = "CTT" 
Or in3Car = "CTC" Or in3Car = "CTA" Or in3Car = "CTG") Then 
bigString = bigStling + "L" 




If exec And (in3Cal' = "AAA" Or in3Cal' = "AAG") Then 
bigString = bigString + "K" 
exec = False 
End If 
If exec And (in3Cal' = "ATG") Then 
bigString = bigString + "M" 
exec = False 
End If 
If exec And (in3Car = "TIT" Or in3Car = "TTC") Then 
bigString = bigStling + "F" 
exec = False 
End If 
If exec And (in3Cal' = "CCT" Or in3Car = "ccC" 01' in3Car = "CCA" 01' in3Cal' = "CCG") Then 
bigString = bigString + "P" 
exec = False 
End If 
If exec And (in3Car = ''TCT'' Or in3Cal' = "TCC" Or in3Car = "TCA" _ 
01' in3Cal' = "TCG" 01' in3Car = "AGT" Or in3Car = "AGC") Then 
bigString = bigStling + "s" 
exec = False 
End If 
If exec And (in3Cal' = "ACT" Or in3Cal' = "ACC" 01' in3Cal' = "ACA" 01' in3Car = "ACG") Then 
bigString = bigString + "T" 
exec = False 
End If 
If exec And (in3Car = "TGG"lThen 
bigStling = bigStl'ing + "W" 
exec = False 
End If 
If exec And (in3Cal' = "TAT" 01' in3Cal'= "TAC") Then 
bigString = bigSlring + "Y" 
exec = False 
End If 
If exec And (in3Car= "GTT" Or in3Cal'= "GTC" 01' in3Cal'= "GTA" 01' in3Cal'= "GTG") Then 
bigString = bigStling + "V" 
exec = False 
End If 
'''Z'' repl'esente le 'codon Stop' 
If exec And (in3Cal' = ''TAG" 01' in3Cal' = "TAA" 01' in3Cal' = ''TGA'') Then 
bigSll'ing = bigStl'ing + "Z" 
exec = False 
End If 
If exec And (in3Cal' <> '''') Then 
Debug.Plint "Codon = " + in3Cal' 
Print #2, in3Cal' 'Print to OUT file 
Debug.Plint "ERRRRRRRRRRRREEEEEEEEEEEEUUUUUUUUUURRRRRRRRRRRllllll" 





























Set g_dbs = Nothing
 
Debug.Print "ConvertDNA2AAO ---- »»TERMINE '! III" 
End Sub 
'#################################################################################################### 
Plivate Funclion UdapeAncestralSeq(numYOG As String) 
Dim dbs As Database 
Dim qdffmp As QueryDef 
Dim rstTmp As Recordset 
Dim lenRecord As lnteger 
Dim indI As lnteger 
Set dbs = Cun'entDb
 




"SELECT [(import) iNodes].YOG, [(impOIt) iNodesl.AncSeq "_
 
& "FROM [(import) iNodes] " _
 
& "WHERE ((([(import) iNodes].YOG)='" + numYOG + "'));"
 
Set qdITmp = g_dbs.CreateQueryDef("", g_SQL)
 
















H.6 Module Traitements Clusters VOG 
Module permettant de lire les tables puis d'écrire dans les fichiers sur disque les séquences de 
protéines (AA) ou de nucléotides en format FASTA pour chacun des 602 clusters VOG 
étudiés. 
Traitements Clusters VOG 
'**************************************************************************************************** 
, DESCRIPTION: 
Pour chacun des 602 clusters VOG, un fichier est créé sur disque dans lequel on retouve des séquences de AA ou de 
nucléotides en fonnat FASTA associées à ce cluster. 
NOTE dans le cas des séquences M, on peut trouver dans un méme c1uster VOG, plusieurs protéines d'un même phage. 
Par conséquent, il faut générer en autant de combinaisons qu'il y a de protéines de ce phage afin de déterminer la 
combinaison qui a le score d'alignement de séquences (via l'outil ClustalW [Thompson et al. 1994]) le plus élévé, et de 
retenir celle-ci pour représenter le cluster VOG. 
, LISTE DE FONCTIONS: 
[Principale] CreateSetOfClustersO Fonction principale permettant de créer un fichier par cluster VOG avec des séquences 
de protéines (via PrintClusterSeqProteine2File()) ou des séquences d'AA (via PrintClusterSeqNucleotide2File()). 
[Secondaire] PrintClusterSeqProteine2File(ClusterNum As String) : Fonction permettant de créer un fichier par cluster 
VOG avec des séquences de protéines. Elle fait appelle à la fonction RecombiningSpeciesO. 
[Secondaire] PrintClusterSeqNucleotide2File(C1usterNum As String) : Fonction permettant de créer un fichier par cluster 
VOG avec des séquences d'AA. 




Dim SpecieslnVOGpO As Sliing
 
Dim RecombMatrixO As lnteger
 
Dim qdfTmp As QuelyDef
 




Dim rstClusterNum As Recordset
 
Dim ClusterNum As String
 
Dim indl, maxCluster As lnteger
 
Set g_dbs = CurrentDb 
, Sélection de la liste ClusterNum.
 
Sel qdfClusterNum = g_dbs.CreateQuelyDef("", g_VOGpNumList)
 








For indl = 1To gJenClusterNum
 
ClusterNul11 = rstClusterNuml[VOGp Cluster] 
'PlintClusterSecProteine2File (ClusterNum) 
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If Not rstClusterNum.EOF Then
 












Debug.Print "CreateSetOfClw;tersO ---- »» FIN NORMALE ,,',," 
End Sub 
'#################################################################################################### 
Public Function Pri.ntClusterSeqProteine2File(ClusterNum As Stling) 
Dim IcnOrg As lntcger 
Dim str2Fiie As String 
Dim OrgNum, indl, indJ As Integer 
Dim recombining As Boolean 
Sel g_dbs = CurrentDb
 




"SELECT [OrganislllS List].ShortOrgName, [(impOlt) Proteins Sequences].Sequence, [(impolt) Genes
 
Descliptioo].[Protein Accession] INTO [List of Species in One VOGp] " _ 
& "FROM [Organisms List] INN ER lOIN ([(impolt) Genes Description] INNER lOIN [(import) Proteins Sequences] ON 
[(import) Genes Description].GI = [(import) Proteins Sequences].GI) ON [Organisms List].Organism = [(impolt) Genes 
Description].Organism " _ 
& "GROUP BY [Organisms List].ShortOrgName, [(impott) Proteins Sequences].Sequence, [(import) Genes 
Description].[Protein Accession], [(impolt) Genes Descliption].[VOGp Cluster], [(import) Genes Description].[Cluster 
Classification] " _ 
& "HAVING ((([(import) Genes Description].[VOGp Cluster])='" + ClusterNum + m) AND (([(import) Genes 
Description].[Cluster Classification])='VOG')) " _ 
& "ORDER BY [Organisms List].ShOltOrgName, [(import) Genes Description].[VOGp Cluster];" 
DoCmd.RunSQL g_SQL 














For indI = 1To UBound(SpecieslnVOGp, 1)
 
SpeciesInVOGp(indl, 1) = rstTmp'ShOltOrgName
 
SpeciesInVOGp(indl, 2) = rstTmp'[Gene Accession]
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Sel qdffmp = g_dbs.CreateQuelyDef("", g_SpeciesMoreThanOneTime)
 
Sel rstTmp = qdffmp.OpenRecordset(dbOpenSnapshot)
 








'Constmction de la matrice d'especes RecombMatrix.
 
ReDim RecombMatrix( 1 To l, 1 To UBound(SpecieslnVOGp, J»
 
For indJ = 1 To UBound(RecombMalrix, 2)
 











For indl = 1 To UBound(RecombMatrix, 1)
 
'Affichage dans Wl ou plusieurs fichier(s).
 
If recombining = False Then
 
str2Fiie = "C:\Documents and Settings\Owner\Desktop\Sujet de 
Recherchc\TRAVAIL\Vcrsion 1\WorkSpace\SetOfCluster\" + ClusterNum 
Eise 
str2Fiie = "C:\Documents and Settings\Owner\Desktop\Sujet de 
Recherche\TRAVAIL\Version 1\WorkSpace\SetOfCluster\RecombiningCluslers\" + ClusterNum + ".1 \" + ClusterNum + "." 
+ CStr(indl) 
'str2File = "C:\Documents and Settings\Owner\Desktop\Sujet de 
Recherche\TRAVAIL\Versionl\WorkSpace\SetOfCluster\RecombiningClusters\" + ClusterNum + "." + CStr(indl) 
End If 
, Ouerture de fichier pour écriture. 
Open str2Fiie For Output As # 1 
For indJ = 1 To UBound(RecombMatrix, 2)
 
OrgNllm = RecombMatlix(indI, indJ)
 
str2Fiie = ">" + SpecieslnVOGp(OrgNum, 1) +" 1" 'Sh0l10rgName.
 
str2Fiie = str2Fiie + Speciesln VOGp(OrgNum, 2) 'Protein Accession.
 
Ptint # l, str2Fiie
 


















Public Function PlintClusterSeqNucleotide2File(ClusterNum As String) 
Dim RetValue 
Dim lenOrg As Integer 
Dim str2Fiie As String 
Dim OrgNum, indI, indJ As Integer 
Dim recombining As Boolean 
Set Ldbs = CUITentDb
 




"SELECT Or anisms List].ShortOr Name, [(im ort) Genes Descli
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Sequences].Sequence INTO [List ofSpecies in One VOGp] "_ 
& "FROM [(impol1) DNA Sequences] lNNER JO IN ([Organisms List] INNER lOIN [(impoI1) Genes Description] ON 
[Organisms List].Organism ~ [(import) Genes Descliption].Organism) ON [(impOI1) DNA Sequences].[DNA Seq] ~ 
[(import) Genes Description].[DNA Seq] "_ 
& "WHERE «([(impOI1) Genes Description].[VOGp Cluster])~'" + ClusterNum + m)) " _
 
& "OROER BY [Organisms List].ShoI10rgName;"
 
DoCmd.RunSQL g_SQL 
Sel qdITmp ~ g_dbs.CreateQueryDef("", g_SpecieslnVOGpListSeqNucleotide)
 
Set rstTmp ~ qdITmp.OpenRecordset(dbOpenSnapshot)
 










For indl ~ 1To UBound(SpecieslnVOGp, 1)
 
SpecieslnVOGp(indl, 1) ~ rstTmp'Shor10rgName
 
SpecieslnVOGp(indI, 2) ~ rstTmpl[Gene Accession]
 










'Vérification si une espèce apparaît plus d'une fois.
 
Set qdITmp ~ g_dbs.CreateQuelyDef('''', g_SpeciesMoreThanOneTime)
 
Set rstTmp ~ qdITmp.OpenRecordset(dbOpenSnapshot)
 








'Constmction de la mauice d'espèces RecombMalJix.
 
ReDim RecombMatrix( 1 To l, 1To UBound(SpeciesinVOGp, 1))
 
For indJ ~ 1 To UBound(RecombMallix, 2)
 











For indi ~ 1 To UBound(RecombMallix, 1)
 
'Affichage dans un ou plusieurs fichier(s).
 
If recombining ~ False Then
 
str2Fiie ~ "C:\Oocuments and Settings\Owner\Desktop\Sujel de 
Recherche\TRAVAIL\Version I\WorkSpace\SetOIOuster\" + ClusterNum 
Eise 
stl'2File ~ "C:\Documents and Settings\Owner\Desktop\Sujet de 
Recherche\TRAVAIL\Versionl\WorkSpace\SetOfClusler\RecombiningCJusters\" + CluslerNum + ". j \" + CJusterNum + "." 
+ CS11\indl) 
'str2File ="C:\Documenls and Settings\Owner\Desktop\Sujet de 
Recherche\TRAVAIL\VersionJ\WorkSpace\SetOfClusler\RecombiningClusters\" + ClusterNum + "." + CSu\indI) 
End If 
, Ouerlure de fichier pour écriture. 
Open str2Fiie For Output As # 1 
Fol' indJ = 1To UBound(RecombMallix, 2)
 
Or Num ~ RecombMatrix(indI, indJ)
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str2Fiie = ">" + SpecieslnVOGp(OrgNum, 1) + " l " 'ShortOrgName.
 
str2Fiie = str2Fiie + SpeciesInVOGp(OrgNum, 2) 'Nucleotide Accession.
 
Print # 1, str2Fiie
 


















Public Function RecombiningSpeciesO 
Dim indI, indJ, Igth As Integer 
Dim lenOrg As Integer 
Dim K, L, Step, Iler As Integer 
Dim indRecomb, indPreviousRecomb As Integer 
Dim UniqueListO As Integcr 
Dim DuplicalListO As Integer 
Dim RecombVector() As String 
Dim qdf As QueryDef 
Dim rst As Recordset 
Dim aRecombStr() As String 
Dim isExistUniqueList As Boolean 
'Liste d'espèces qui apparaissent juste une seule fois.
 
Set qdf= g_dbs.CreateQueryDef("", g_SpeciesJustOneTime)
 
Set rst = qdf.OpenRecordset(dbOpenSnapshot)
 

















































'Mise dans la colomle 0 our sauveoarder le nombre d'occurences. 
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'Le plus grand nombre de rstTmp'CountOfShol10rgName dans la requête est au dessus de la pile.
 
ReDim DuplicatList( 1To lenOrg, 0 To rstTmp!CountOfShoI10rgName)
 
For indI = 1 To UBound(DuplicatList, 1)
 
DuplicatList(indI, 0) = rstTmp'CountOfShol10rgName
 
For indJ = 1 To UBound(DuplicatList, 2)
 








For indl = 1 To UBound(DuplicatList, 1) 
K= 1 
For indJ = 1To rstTmp'CountOfShol10rgName 
For L = K To UBound(SpecieslnVOGp, 1) 
If SttComp(rstTmp'Sh0I10rgName, SpecieslnVOGp(L, 1), 1) = 0 Then
 














'ConstlUction Je vecteur RecombVector de toutes les espèces recombinées. 
Igth = 1 
rstTmp.MoveFirst 
Do While Not rstTmp.EOF 
Igth = Igth * rstTmp'CountOfShol10rgName 
rstTmp.MoveNext 
Loop 
ReDim RecombVectOI\ 1To Igth) 
For indl = 1 To UBounct(RecombVector, 1) 










indRecomb = indRecomb * DuplicatList(indI, 0) 
her = indPreviousRecomb 
For indJ = 1 To DuplicatList(indI, 0) 
K= Step 
Do While K <= UBound(RecombVector, 1)
 
For L= K To her
 
If indl = 1 Then 'Remplissage de la première itération.
 
RecombVectol\L) = CStr(DuplicatList(indI, indJ))
 
Eise 'Remplissage des itérations subséquentes en additionnant le caractère d'espèce (" "). 
RecombVector(L) = RecombVector(L) + " "+ CStr(DuplicatList(indI, indJ)) 
End If 
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Next L
 
K = K + indRecomb
 
Her = lter + indRecomb 
Loop 
Step = Step + indPreviousRecomb 













'Construction de la matlice d'espèces RecombMatrix. 
If isExistUniqueList Then 
ReDim RecombMatnx( 1 To Iglh, 1To (UBound(UruqueList, 1) + IenOrg)) 
For indI = 1 To UBound(RecombMatlix, 1) 
For indJ = l To UBound(UniqueList, 1)
 












For indl = 1 To UBound(RecombMatrix, 1) 
'Séparalion de la chaîne passed-in afin de la conveltir en unlableau de chaînes. 













For indJ = L To (L + lenOrg - 1)
 








H.? Module Statistiques Detection THG 
Module MS YB permettant de calculer les statistiques de détection de THG. 
Statistiques Detection THG 
'**************************************************************************************************** 
, DESCRIPTION. 
Les statistiques de HGT Detection sont calculées suivant les critéres de mouvements de transfells (1) Inter/lntra groupes 
d'espéces, 
(2) IntranUExtntnt relatif à chacun des groupes d'espéces, et (3) Interactions entre chacun des groupes d'espéces entre eux. 
, LISTE DE FONCTIONS: 
[Plincipale] HGTDetectionStats() : Fonction principale pelmenant d'afficher les statistiques de HGT Detection dans 3 
fichiers distincts grâce aux 3 fonctions Print2FileHGTlnterActionGroup(), Print2FileHGTlntrantExtrant() et 
Print2FileHGTlnterllltraMovementGroup(). Elle fait également appel à la fonction IdentifyHGTtype(). 
[Secondaire] IdentifyHGTtype(tmpString As String) As String: Fonction pelmettant d'identifier le type de HGT, s'il est de 
, type 'X' cela signifie qu'il s'agit d'un groupe non numéroté, et donc considéré comme un transfert de/ou à partir d'un groupe 
non numéroté. 
[Secondaire] Plint2FiJeHGTlnterActionGroup(numSrcGroup As StIing) : Fonction permettant de calculer les statistiques 
relatives aux transferts Interactions de groupes. 
[Secondaire] Print2FileHGTlntrantExtrant(numGroup As StIing) : Fonction pennenant de calculer les statistiques relatives 
aux transfel1s IntranUExtrant de gmupes. 
[Secondaire] Plint2FiIeHGTlnterintraMovementGroup(numGroup As Sh'ing, ind As Integer) : Fonction pennettant de 




Dim Group() As String
 




Dim qdITmp As QuelyDef
 
Dim rstTmp As Recordset
 
Dim srcString(), dstString() As String
 
Dim lenRecord As lnteger
 
Dim indl As lnteger
 
Set g_dbs = CurrentDb
 








Set qdITmp = g_dbs.CreateQuelyDef("", g_SQL)
 
Set rstTmp = qdITmp.OpenRecordset(dbOpenSnapshot)
 










For indl = 1 To UBound(Group, 1)
 
Group(indl, 1) = rstTmp'ShoJ10rgName
 
















"SELECT [(import) HGT Results].[Organism Source], [(impoI1) HGT Results].[Organism Target], " _
 
& "[(impOl1) HGT Results].[Group Source], [(import) HGT Results].[Group Target] " _
 
& "FROM [(impoI1) HGT Results];"
 
Set qdfTmp = g_dbs.CreateQueryDef('''', g_SQL)
 
Set rstTmp = qdfTmp.OpenRecordset(dbOpenDynaset)
 
, Modification de données dans l'enregistrement local. 




rstTmp![Group Source] = IdentifyHGTtype(rstTmp![Organism Source])
 
















"SELECT Grouping.Group, Groups.Size, Groups.BootStrap " _
 
& "FROM Groups fNNER lOIN Grouping ON Groups.Group = Grouping.Group " _
 
& "GROUP BY Grouping.Group, Groups.Size, Groups.BootStrap;"
 
Set qdfTmp = g_dbs.CreateQueryDef("", g_SQL)
 
Set rstTmp = qdfTmp.OpenRecordset(dbOpenSnapshot)
 
'Affichage dans le fichier HGT_IntrantExtrant_Stats.txt.
 
str2Fiie = "C:\Documents and Senings\Owner\Desktop\Sujet de Recherche\TRAVAIL\Version 1\WorkSpace\HGT
 
Detection\HGT_lntrantExtrant_Stats.txt" 
Open str2Fiie For Output As # 1 
str2Fiie = "Group "+ "lntrant[X] "+ "Extrant[X] "+ "lntrant[!X] "+ "Extrant[!X] 
Plint # 1, str2Fiie 










For indI = 1To UBound(Group, 1)
 
Group(indI, 1) = rstTmp'Group
 
Group(indl, 2) = rstTmp'Size
 










'Affichage dans le fichier HGT_InterActionGroupe_Stats.txt.
 
str2Fiie = "C:\Documents and Senings\Owner\Desktop\Sujet de Recherche\TRAVAIL\Version 1\WorkSpace\HGT
 
Detection\HGT_InterActionGroupe_Stats.txt" 
Open str2Fiie For Output As # 1 
str2Fiie = "Group " 
rstTmp.MoveFirst 
For indI = 1 To UBound(Grou , 1) 
- -
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P,int # l, str2Fiie
 
For indl = 1To UBound(Group, 1)
 








'Affichage dans le fichier HGT InterIntraMovement Stats.txt.
 
str2Fiie = "C:\Documents and Settings\Owner\Desktop\Sujet de Recherche\TRAVAIL\Version 1\WorkSpace\HGT
 
Detection\HGT InterlntraMovement Stats.txt" 
Open str2Fiie For Output As #1 
str2Fiie = "Group "+ "Intra-HGT "+ "Inter-HGT "+ "Size "+ "Bootstrap 
Print # 1, str2Fiie 
For indl = 1 To UBound(Group, 1) 
stl2Fiie = Group(indl, 1) + " 
















Function IdentifyHGTtype(tmpString As String) As String 
Dim Value, Val As String 
Dim indl, indJ As Integer 
Dim aStr() As Suing 
Val = "" 
Value = '''t 
'Séparation de la chaîne passed-in afin de la convertir en un tableau de chaînes.
 
aStI' = Split(tmpSuing, ";")
 
For indl = 0 To UBound(aStr)
 
For indJ = 1 To UBound(Group, 1) 
lfaStr(indI) = Group(indJ, 1) Then
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IdentifyHGTtype = Value 
End Function 
'##11##11##11##11#######1##11##11##11##1##################1##1#############################################1##1 
Funclion Print2FiJeHGTlntrantExtrant(numGroup As String) 
Dim dbs As Database 
Dim int_qdITmp, ext_qdITmp As QuelyDef 
Dim int_rstTmp, ext_l"StTmp As Recordset 
Dim inl_SQL, ext_SQL As String 
Dim inUenRecord, exUenRecord As Integer 
Dim int_qdITmp2, ext_qdITmp2 As QueryDef 
Dim int_I"SITmp2, ext_l"StTmp2 As Recordsel 
Dim int_SQU, ext_SQl1 As Soing 
Dim inUenRecord2, exUenRecord2 As Integer 
Dim indl As Integer 
Set dbs = CurrentDb 
int_SQL= _ 
"SELECT [(import) HGT Results).[Group Source], [(impoI1) HGT Results].[Group Target] " _ 
& "FROM [(impoI1) HGT Results] " _ 
& "WHERE ((([(impolt) HGT Results].[Group Target])='" + numGroup + '''»;'' 'Nombre cible. 
ext_SQL= _ 
"SELECT [(import) HGT Results].[Group Source], [(impoI1) HGT Results].[Group Target] " _ 
& "FROM [(impOIt) HGT Results] " _ 
& "WHERE ((([(impolt) HGT Results].[Group Source])='" + numGroup + "'));" 'Nombre Source. 
Set int_qdlTmp = dbs.CreateQuelyDef("", inl_SQL) 
Set int_l"StTmp = int_qd ITmp.OpenRecordsel(dbOpenSnapshot) 
Set eXI_qdITmp = dbs.CreateQuelyDef("", ext_SQL) 
Set ext_I"SITmp = ext_qdITmp.OpenRecordset(dbOpenSnapshot) 
int_SQU = _ 
"SELECT [(impOlt) HGT Results].[Group Source], [(impoI1) HGT Results].[Group Target] " _ 
& "FROM [(impOI1) HGT Results] " _ 
& "WHERE ((([(import) HGT Results].[Group TargetJJ='" + numGroup + ''') AND (Not ([(import) HGT Results].[Group 
TargetJJ='X'»;" 
ext_SQL2 =_ 
"SELECT [(impOIt) HGT Results].[Group Source], [(impolt) HGT Results].[Group Target] " _ 
& "FROM [(impoI1) HGT Resull~] " _ 
& "Wl-IERE ((([(impoI1) HGT Results].[Group Source])='" + numGroup + "') AND (Not ([(impolt) HGT Results].[Group 
Source])='X'»;" 
Set int_qdITmp2 = dbs.CreateQueryDef("", inl_SQU) 
Set int_l"StTmp2 = int_qdITmp2.0penRecordset(dbOpenSnapshot) 
Sel ext_qdITmp2 = dbs.CreateQuelyDef("", ext_SQU) 
Sel ext_I"SITmp2 = ext_qdITmp2.0penRecordsel(dbOpenSnapshot) 
'Comptage du nombre d'enregistrements à paItir des requêles Intrant/Extrant. 
inUenRecord = 0 
exUenRecord = 0 
inUenRecord2 = 0 
ext lel1Record2 = 0 
If Nol inl_rstTmp.recordCount = 0 Then 
int_l"StTmp.MoveLasl 
inUenRecord = int_rsITmp.recordCounl 
End If 
If Not ext_rstTmp.recordCount = 0 Then 
ext_l"StTmp.MoveLast 
exUenRecord = ext_,"StTmp.recordCount 
End If 
If Not int l"StTm 2.recordCoum = 0 Then 
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int_rsITmp2.MoveLast 
inUenRecord2 = intJstTmp2.recordCount 
End If 
If Not extJstTmp2.recordCount = 0 Then 
extJstTmp2.MoveLast 
extJenRecord2 = ext_rstTmp2.recordCount 
End If 
str2Fiie = numGroup + " "+ CSlI{inUenRecord) +" "+ CSlIlexUenRecord) + " 
+ CStr(inUenRecord2) + " "+ CStr(exUenRecord2)
 








Function Print2FileHGTlnterActionGroup(numSrcGroup As String) 
Dim dbs As Database 
Dim qdfTmp As QucryDcf 
Dim rstTmp As Recordset 
Dim lenRecord As Integer 
Dim indJ As lnteger 
Set dbs = CUITentDb 
For indJ = 1 To UBound(Group, J) 
g_SQL= _ 
"SELECT [(impOIt) HGT Results].[Group Source], [(import) HGT Results].[Group Target] "_ 
& "FROM [(import) HGT Results] "_ 
& "WHERE ((([(impOt1) HGT Resulls].[Group Source])='" + numSrcGroup + m) " _ 
& "AND (([(import) HGT Results].[Group Target])='" + Group(indJ, 1) + '''));'' 
Set qdfTmp = dbs.CreateQue1yDef("", g_SQL) 
Set rslTmp = qd fTmp.OpenRecordset( dbOpenSnapshot) 
'Comptage du nombre d'enregistrements. 
lenRecord = 0 
If Not rslTmp.recordCount = 0 Then 
rstTmp.MoveLast 
lenRecord = rstTmp.recordCount 
End If 
str2Fiie = str2Fiie + " "+ CSlI{lenRecord) 
Next indJ 




Function Print2FileHGTlnterlntraMovementGroup(numGroup As Stling, ind As lnteger) 
Dim dbs As Database 
Dim qdfTmp As QuelyDef 
Dim rstTmp As Recordset 
Dim lenRecordlntraGrp As lnteger 
Dim lenRecordlnterGrp, IenRecordlnterGrp2 As Integer 
Dim indl As Integer 
Set dbs = CurTentDb 
'Stats lntra : Source <=> Tm·"et 
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g_SQL= _
 
"SELECT [(import) HGT Results].[Group Source], [(import) HGT Results].[Group Target] "_
 
& "FROM [(import) HGT Results] "_
 
& "WHERE ((([(impOlt) HGT Results].[Group Source])='" + numGroup + ''') "_
 
& "AND (([(import) HGT Resulls].[Group Target])='" + numGroup + "'»);"
 
Sel qdITmp = dbs.CreateQueryDelf"', g_SQL)
 
Set rstTmp = qdITmp.OpenRecordsel(dbOpenSnapshot)
 
'Comptage du nombre d'enregistnnents. 
lenRecordlntraGrp = 0 
If Not rstTmp.recordCount = 0 Then 
rstTmp.MoveLast 




'Stats Inter: Source = Groupe A ;
 




"SELECT [(impon) HGT Results].[Group Source], [(impOl1) HGT Results].[Group Target] "_
 
& "FROM [(import) HGT Results] "_
 
& "WHERE ((([(impolt) HGT Results].[Group Source])='" + numGroup + ''') " _
 
& "AND (Not ([(impon) HGT Results].[Group Target])='" + numGroup + '" "_
 
& "And Not ([(impOl1) HGT Results].[Group Targel])='X'»;"
 
Set qdITmp = dbs.CreateQueryDefC"', g_SQL)
 
Set rstTmp = qdITmp.OpenRecordset(dbOpenSnapshot)
 




If Not rstTmp.recordCount = 0 Then
 
rstTmp.MoveLast 





"SELECT [(import) HGT Results].[Group Source], [(import) HGT Results].[Group Target] " _ 
& "FROM [(impolt) HGT Results] " _ 
& "WHERE ((Not ([(impolt) HGT Results].[Group Source])='" + numGroup + '" " _ 
& "And Not ([(import) HGT Results].[Group Source])='X') " _ 
& "AJ~D (([(irnpOlt) HGT Results].[Group Targel])='" + numGroup + "'»);" 
Sel qdITmp = dbs.CreateQueryDef("", g_SQL) 
Sel rslTmp = qdITmp.OpenRecordset(dbOpenSnapshot) 
'Comptage du nombre d'emegistrements. 
lenRecordlnterGrp2 = 0 
If Not rstTmp.recordCount = 0 Then 
rstTmp.MoveLast 
lenRecordlnterGrp2 = rstTmp.recordCount 
End If 
qdITmp.C1ose: rstTmp.C1ose 
lenRecordlnterGrp = lenRecordlntelGrp + lenRecordInterGrp2 
str2Fiie = str2Fiie + " "+ CStr(lenRecordlntraGlp) + " "+ CSII{lenRecordlntelvlp) +" 
+ CStr(Group(ind, 2») + " "+ CStl{Group(ind, 3»
 




R.8 Module Nœuds Ancestraux Internes 
Module MS VB pennettant de reconstruire les nœuds internes (i.e. iNodes) de l'arbre 
d'espèces qui représentent les ancêtres des phages étudiés. 
Nœuds Ancestraux Internes 
,**********************************~•• ***~**~~******************************************************* 
, DESCRIPTION: 
L'arbre phylogenetique numerote de noeuds internes est genére par la fonction iNodesO ci-dessous. La table "(impOlt) 
iNodes" est associée à l'albre numerote. Dans cene table, y figurent les informations sur le noeud interne (iNode), la 
fonction proteique relative au VOG etutide, ainsi que la sequence proteique ancestrale generee par le programme Ancestor. 
" LISTE DE FONCTIONS: 
[Principale) iNodesO : Fonction principale de creation de l'arbre phylogenetique numerote. Elle remplit egalement la table 
"(import) iNodes" d'inFormations sur le numero de noeud interne, la fonction proteique annotee associee au VOG considere 
et la sequence proteique ancestrale generee par Ancestor. Cene Fonction fail appel aux Fonctions secondaires 
IntemalNodeReadingO et VOGReadingO. 
[Secondaire)lnternalNodeReadingO As Integer : Fonction permettant de creer l'arbre numéroté interne (avcc la liste des 
sous-espèces à panir du noeud inteme aux Feuilles). Cene fonction retoume une valeur entière signifiant le nombre de 
nœud interne effectiF. Elle Fait appel aux Fonctions RemoveLastLevelO et ULevelO. 
[Secondai rel VOGReading(inode As Integer) Assignation pour chaque noeud interne, de la Fonction protéique annotée 
associée au VOG considéré. Cene fonction Fait appel à la fonction utilitaire SetVOGlnfoO. 
[Utilitaire] RemoveLastLevel(str As String) As String: Fonction permenant de supprimer le demier niveau de l'arbre 
numéroté. Elle retoume une chaîne de caractères. 
[Utilitaire) ULevel(str As String) As Integer . Fonction permettant de renseigner sur l'etat Unaire ou non du noeud interne 
considére. 
[Utilitaire) SetVOGlnFo(indice As Integer) : Fonction pelmenant de renseigner les inFormation sur les espèces, la fonction 
proteique et les iNodes' dans la liste "VOGList". 
r**************************************************************************************************** 
Option Compare Database 
Dim bigStr As String 
Dim iNodeSortedO As Variant
 
Const csUNode = 1
 
Const cst_NbOfSpecies = 2
 
Const cst_SpList = 3
 
Const cst_StartSorting = 3
 
Dim VOGListO As Variant
 
Dim VOGListSortedO As Variant
 
Dim VOGListSortedTmpO As Variant
 
Const est VOG = 1
 
'Consl cst_NbOfSpecies = 2
 
'Const cst_SpList = 3
 
Const cst_Function = 4
 




Dim indl, iNodeNb As Integer
 
Dim Ldbs As Database
 
Dim num As Integer
 
Dim runc, vog As String
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'Ouverture de fichier pour écriture.
 
Open "C:\Documents and Settings\Owner\Desktop\Sujet de
 
Recherche\TRAVAIL\Version 1\WorkSpace\Ancestors\ArbreNumerote.txt" For Output As #1 
Print # 1, bigStr 
Close #1 
'MODE DEBUG Ouverture de fichier pour écriture. 
'Open "C:\Documents and Senings\Owner\Desktop\Sujet de 
Recherche\TRAVAIL\Versionl \WorkSpace\Ancestors\NoeudsFonction.txt" For Output As #1 
'For indI = 1 To UBound(VOGListSorted) 
'Plint # l, CStr(VOGListSOIted(indl, cst_NbOfiNode)) + "#" + VOGListSorted(indl, cstJunction) + "#" + 
VOGListSOIted(indI, cst_VOG) 
'Next indl 
'Close # 1 
Set g_dbs = CunentDb 
For indI = 1 To UBound(VOGListSOItedTmp)
 
num = VOGListSortedTmp(indl, cst_NbOfiNode)
 
func = VOGListSortedTmp(indI, cstJunction)
 
vog = VOGListSOItedTmp(indI, cst_VOG)
 






Debug.Plint "iNodesO ---- »» TERMINÉ 11111" 
End Sub 
'#################################################################################################### 
PIivate Function IntemalNodeReadingO As Integer 
Dim inode() As VaIiant 
Const cstFlag = 1 
Const cstLevels = 2 
Const cstUBinary = 3 
Const cstSpeciesList = 4 
Const cstNumberOfSpecies = 5 
Dim levelStr As Stling
 
Dim aStr() As String
 
Dim aLevelsO As StJing
 
Dim inCar, inElem, speciesList As String
 
Dim NbiNode, iNodeNb, cUITentLevel As Integer
 
Dim i, indl, indJ, ptrPOS As Integer
 
Dim isIntemalNode As Boolean
 
'Ouverture de fichier pour écriture. 
Open "C:\Documents and Senings\Owner\Desktop\Sujet de 
Recherche\TRAVAIL\Versionl \WorkSpace\Ancestors\arbre.txt" For Input As # 1 
'Lecture permenant de récupérer le nombre des noeuds internes.
 
NbiNode = 0: bigStr = ''''
 
Do While Not EOF( 1) 'Bouclage jusqu'à la fin du fichier.
 
inCar = Input( l , # 1) 'Recupération d'un caractère à la fois.
 
Select Case inCar 'Évaluation du caractère.
 
Case Cbr( 44) 'C'est un caractère ",".
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NbiNode = NbiNode + 1
 
inCar = " " + inCar + " "
 
Case Chr(40) 'C'est un caractère "(".
 
inCar = inCar + " "
 
Case Clu{41) 'C'est un caractère ")".
 
inCar = " " + inCar
 
Case ChJ{59) 'C'est un caractère ";".
 








Close # l 'Fenneture de fichier.
 
ReDim inode(O To NbiNode - 1, 1To 5)
 
aStI' = Split(bigStr, " ") 'Transfonnation de la chaîne en lecture dans un tableau pour des traitements ultèrieurs
 
bigStr = "": levelStr = "": iNodeNb = -1: ptrPOS = -1: islnternalNode = False 
For indl = 0 To VBound(aStr) 
inElem = aSlI{indI) 
Select Case inElem 'Évaluation de Elemt. 
Case Chr(40) 'C'est un caractère "("
 
ptrPOS = ptrPOS + l 'Mise du pointeur ptr de la positiob iNode à +1.
 
iNodeNb = ptrPOS 'Mise du nombre de iNode à ptrPOS.
 
inode(ptrPOS, cstFlag) = l 'Set the flag ofiNode to'l '.
 
inode(ptrPOS, cstFlag) = l 'Mise du drapeau de iNode à 'l'
 










inode(ptrPOS, cstLevels) = levelStr 'Mise la chaîne de niveau de iNode au niveau de lecture. 
inode(ptrPOS, cstUBinary) = "V" 'Mise du drapeau VBinalY de iNode à la position Vnaly. 
Case Chr(41) 'C'est un caractère ")".
 
inode(cunentLevel, cstFlag) = 0
 
IfptrPOS = iNodeNb Then
 
inode(ptrPOS, cstVBinaty) = "B" 'Mise du drapeau VBinary de iNode à la position Binaire. 
End If 
'C'est un noeud Vnaire, i.e. node interne.
 




If inode(cUlTentLevel, cstVBinalY) = "B" Then 'Si c'est un noeud Bianire,
 
'Suppression du demier niveau.
 




inode(cunentLevel, cstLevels) = levelStr
 
End If 
If inode(cun-entLevel, cstVBinary) = "V" Then 'Si c'est un noeud Vnaire, 
inode(cunentLevel, cstVBinary) = "B" 'Alors mettre à B, i.e. non final = "concatable" 
speciesList = inode(cuITentLevel, cstSpeciesList) 
For indJ = currentLeveI + 1To VBound(inode, 1) 
'La liste speciesList "concatable" 
Ifinode(indJ, cstLevels) = inode(cuITentLevel, cstLevels) And 
inode(indJ, cstVBinaty) ~ "B"_ 
Then 
s eciesList = LTrim(RTrim(s eciesList +"" + inode(indJ, cstS eciesList))) 
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inode(indJ, cstUBinary) = "X" 'Alors menre à X, i.e. final = non "concatable" 










inode(currentLevel, cstSpeciesList) = speciesList
 
inode(currcntLcvel, cstUBinary) = "8"
 
'Suppression du dernier niveau.
 




inode(currentLevel, cstLevels) = leveJStr
 
End If 






Case Chr(44) 'C'est un caractère",".
 





inode(ULevel(leveIStr), cstSpeciesList) = RTrim(LTrim(" "+ inode(ULevel(\eveIStr), cstSpeciesList) +"" + 
inElem)) 
End Select 
If islntemalNode Then 
bigStr = bigStr + illElem + CStr(cun·entLevel) 'lnsellion du nombre des noeuds intel11es il la variable bigStr. 
islntemalNode = False 
Eise
 





'Remplissage du nombre d'Espèces de chaque noeud interne.. 
For indl = 0 To UBound(inode)
 
aStr = Split(inode(indl, cstSpeciesList), " ")
 








For indl = cst_StanSoning To (NbiNode + 1) '(nbiNode + 1): est le nombre Total d'espèces étudiées.
 
For indJ = 0 To UBound(inode) 
Ifinode(indJ, cstNumberOfSpecies) = indl Then 










For indl = cst_StallSOI1ing To (NbiNode + 1)
 
For indJ = 0 To UBound(inode) 
If inode(indJ, cstNumberOfSpecies) = indl Then
 
iNodeSoned(i, csUNode) = indJ
 
iNodeSorted(i, cst_NbOfSpecies) = inode(indJ, cstNumberOfSpecies)
 
iNodeSolled(i, est S List) = inode(indJ, cstS eciesList)
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'MODE DEBUG Ouverture de fichier pour écrilUre. 
Open "C:\Documenls and Seltings\Owner\Desktop\Sujet de 
Recherche\TRA VAIL\Version 1\WorkSpace\Ancestors\noeudslntemes. txt" For OUlput As # 1 
For indl = 0 To UBound(inode) 






'MODE DEBUG : Ouverture de fichier pour écriture. 
Open "C:\Documents and Seltings\Owner\Desktop\Sujet de 
Recherche\TRA VAIL\Version 1\WorkSpace\Ancestors\noeudslnlemesTries.txl" For Output As # 1 
For indl = 0 To UBound(iNodeSorted) 




IntemalNodeReading = NbiNode 
End Funclion 
'######################################1#1###################1#1####1#1################################# 
Private Function RemoveLastLevel(str As String) As String 
Dim tmpStr As Stling 





For indK = 0 To UBound(aLevels) - 1
 






RemoveLastLevel = tmpStr 
End Function 
'##############################################################1#1#################################### 
Private Function ULevel(str As String) As lnlegcr 
Dim aLevelsO As String 
aLevels = Split(slr) 
ULevel = aLevels(UBound(aLevels)) 
End Funclion 
'##################################################1#1#############1#1#1#1###################1#1####1#1### 
Private Function VOGReading(inode As lnteger) 
Dim qdITmp As QueryDef 
Dim rstTmp As Recordset 
Dim lenRecord As lnteger 
Dim indl, indJ, i, PreNumiNode, CurNumiNode As lnteger 
Dim slrVOG, strFunction As Slting 
Set g dbs = CUITentDb 
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"SELECT [(impolt) Analysed VOG].File"_
 
& "FROM [(impolt) Analysed VOG];"
 
Set qdfTmp = Ldbs.CreateQueryDef('''', g_SQL)
 
Set rstTmp = qdfTmp.OpenRecordset(dbOpenSnapshot)
 










For indl = 1To UBound(VOGLisl, 1)
 









'Remplissage d'infolmalion concemanlles Espèces, la Fonction, et les iNodes dans la liste "VOGList".
 






'Tri de la liste "VOGList".
 




For indl = 0 To inode
 
For indJ = 1To UBound(VOGList)
 
IfVOGList(indJ, cst_NbOfiNode) = indI Then
 
VOGListSoJtedTmp(i, cst_VOG) = VOGList(indJ, cst_VOG)
 
VOGListSortedTmp(i, cSl_NbOfSpecies) = VOGList(indJ, cst_NbOfSpecies)
 
VOGListSOI1edTmp(i, cst_SpList) = VOGList(indJ, cst_SpList)
 
VOGListSortedTmp(i, cstJunction) = VOGList(indJ, cstJunction)
 
VOGListSoltedTmp(i, cst_NbOfiNode) = VOGList(jndJ, cst_NbOfiNode)
 










For indl = 2 To UBound(VOGListSortedTmp) - 1
 
IfVOGListSOItedTmp(indl, cst_NbOfiNode) <> VOGListSortedTmp(indl - l, cst_NbOfiNode) Then
 






'DEBUG MODE: Ouverture de fichier pour ècriture. 
Open "C:\Documents and Settings\Owner\Desktop\Sujet de 
Recherche\TRAVAI L\Version 1\ WorkSpace\Ancestors\VOGListSoI1edTmp.txt" For Output As #J'Open file for output. 
For indl = 1 To UBound(VOGListSoI1edTmp) 








For indl = 1 To UBound(VOGListSorted)
 
VOGListSolted(indI, cst NbOfiNode) = VOGListSoltedTm (i, cst NbOfiNode) 
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strVOG = VOGListS0I1edTmp(i, cst_VOG)
 
strFunction = VOGListSoI1edTmp(i, cst_Function)
 
For indJ = i Tu USound(VOGListSonedTmp) - 1
 
IfVOGListSonedTmp(indJ + l, cst_NbOfiNode) = VOGListSortedTmp(indJ, cst_NbOfiNode) Then
 
strVOG = strVOG + ";" + VOGListSortedTmp(indJ + 1, cst_VOG)
 










i = indJ + 1
 
VOGListSoI1ed(indl, cst_VOG) = LTrim(RTrim(strVOG))
 





Function SetVOGlnfo(indice As Integer) 
Dim qdfTmp As QueryDef 
Dim rstTmp As Recordset 
Dim lenRecord As lnteger 
Dim aSpeciesListO As String 
Dim indI, indJ, incr, SpecieslnVOG, SpecieslniNode As Integer 
Dim speciesList As String 
Set g_dbs = CUITentDb 
g_SQL= _ 
"SELECT [(import) Genes Description].[VOGp Cluster], [(imp0I1) Genes Description].[VOGp Cluster Name], [Organisms 
List].ShortOrgName" _ 
& "FROM [Organisms List] INN ER JOIN ([(impon) Analysed VOG] INNER JOIN [(import) Genes Description] ON 
[(import) Analysed VOG].File=[(impOl1) Genes Description].[VOGp Cluster]) ON [Organisms List].Organism=[(impOl1) 
Genes Descliption].Organism " _ 
& "GROUP SY [(imp0I1) Genes Descliption].[VOGp Cluster], [(import) Genes Description].[VOGp Cluster Name], 
[Organislns List].ShortOrgName" _ 
& "HAVING «([(impOl1) Genes Description].[VOGp Cluster])='" + VOGList(indice, cst_VOG) + '''));'' 
Set qdfTmp = g_dbs.CreateQueryDef("", g_SQL)
 
Set rstTmp = qdfTmp.OpenRecordset(dbOpenDynaset)
 






Do While Not rstTmp.EOF
 
VOGList(indice, cstJunction) = rstTmpl[VOGp Cluster Name]
 
speciesList = speciesList + " "+ rstTmpiShol10rgName
 
















VOGList(indice, cst_SpList) = speciesList
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aSpeciesList = Split(speciesList)� 
For ind 1= 0 To UBound(iNodeSorted, 1)� 
'VOGList instance is a sub set (i.e. "<=") of iNodeSorted instance, i.e. a sub tree� 
'L'instance VOGList est un sous ensemble (i.e. "<=") d'instance de iNodeSolted, i.e. un sous arbre� 
SpecieslniNode = iNodeSolted(indl, cst_NbOfSpecies)� 
IfSpecieslnVOG <= SpecieslniNode Then� 
incr = 0� 
For indJ = 0 To UBound(aSpecjesList)� 
If InStl~iNodeSolted(indI, cst_SpList), aSpeciesList(indJ)) > 0 Then� 
incr = incr + 1� 
End If� 
Next indJ� 
If incr = SpecjeslnVOG Then� 





'Debug.Print "Si cette étape est atteinte, cela signitie qu'il y a ERREUR (i.c Pas de iNode pour le VOG consideré) Il'' 
End Function 
