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ABSTRACT
Cyber-Physical Systems are tight integrations of computational and physical processes. Detec-
tion of abnormal behavior in cyber-physical systems is crucial for their safe and reliable operation.
Model-based detection can improve the system detection performance by incorporating the system
behavioral knowledge, captured by the system model, into the design process of detection systems.
The components to be modeled, as well as the model complexity, are determined by the specific
application and the objective of the study. Classical model-based detection systems have focused
on (i) the use of simplified models for the physical system, (ii) the classical abrupt persistent faults,
and (iii) the physical system while ignoring other cyber-physical system components. This disserta-
tion addresses the following challenges in model-based detection (i) development of detailed models
for physical systems, where simplified models are classically used, (ii) detection of intermittent and
incipient faults in physical systems, in addition to persistent faults, and (iii) integration of the wire-
less communication network in the design of detection systems. These challenges are addressed as
follows. First, a novel hybrid dynamical model for aircraft generators is developed to demonstrate
the power of physics-based modeling. Second, a general algorithm that is based on change detection
theory is developed to detect persistent, intermittent, and incipient faults. The effectiveness of the
algorithm is demonstrated by real life case studies. Finally, a unified design process is developed
to integrate the wireless communication network and multiple quality measures into the design pro-
cess of detection systems. The design process is applied on wireless sensor networks with different
communication protocols and topologies, and the performance improvement is demonstrated.
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CHAPTER I
Introduction
Cyber-Physical Systems (CPS) are engineered systems comprising tightly-interacting physical
and computational components. Detection of abnormal behavior in cyber-physical systems is cru-
cial for their safe and reliable operation. Model-based detection can improve the system detection
performance by incorporating the system behavior knowledge, captured by the system model, into
the design process of detection systems. The components to be modeled, as well as the model com-
plexity, are assessed by the specific application and the objective of the study. In this dissertation,
we address three main challenges in model-based detection; (i) development of accurate physics-
based models for the monitored physical system, (ii) detection of intermittent and incipient faults
using statistical models, and (iii) integration of the wireless communication network in the design
of detection systems with Wireless Sensor Networks (WSNs). In this chapter, we summarize the
motivation behind our work, the research objectives, and the main research contributions. The
chapter concludes with an organization for the rest of the dissertation.
I.1 Motivation
Cyber-Physical Systems are tight integrations of computation and physical processes. In CPS, em-
bedded computers and networks monitor and control the physical process, usually with feedback
loops [1]. CPS can be found in areas as diverse as aerospace, automotive, process control, trans-
portation, consumer appliances, just to name a few. In CPS, the system is regarded as a network of
interacting elements. Therefore, the emphasis is on studying the interaction and coordination be-
tween the physical and computational elements to increase the adaptability, efficiency, functionality,
and reliability of the CPS [2].
Figure 1 shows an abstract representation of a CPS. The physical system is any plant that is
required to be monitored and/or controlled. As an example, the physical system may represent
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Figure 1: Cyber-Physical System
a machine, equipment, a process plant, or it may represent a geographic area in a surveillance
application. The sensing function refers to the set of sensors that are installed to monitor the
physical system. The cyber system is usually an embedded computer that takes as an input the
sensor measurements, and calculates its output based on the programmed function. The cyber
system usually acts as a controller for the physical system. Due to the increase in processing speed
and the decrease in manufacturing cost of embedded systems, more functions are implemented in the
cyber system. In our detection application, detection and estimation functions are usually embedded
in the cyber system. If the physical system is to be manipulated, then the actuation block (motor,
valve...etc.) uses the cyber system output to calculate the manipulated variable of the physical
system.
Advances in communication network technologies motivated the use of wireless sensors in many
applications. The deployment of wireless sensors brings new challenges to the design and opti-
mization of CPS. Classical design of communication networks to optimize Quality of Service (QoS)
measures does not necessarily result in optimal performance in terms of the given application. This
is mainly because networks are designed to maximize the quantity of the information, treating all
nodes equally, while CPS performance is usually determined by the quality of the information trans-
mitted. Therefore, the communication network has to be integrated with the overall system model
in the design process to optimize the application performance.
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It should be highlighted that the CPS block diagram in Figure 1 is functional, i.e. it does not
necessarily represent a physical separation between components. As an example, modern actuators
have the control unit embedded on the actuator itself, thereby eliminating the communication net-
work between the decision unit and the actuation element. Another theme of CPS that could be
observed from Figure 1 is that it is hard to distinguish between the cyber and physical components,
i.e. the tight coupling and interaction between the physical and computational elements. For ex-
ample, the sensor has a physical aspect since it is in direct contact with the physical system. At
the same time, modern sensors have computational and communication capabilities for local data
processing and transmission to the decision unit. The same observation applies to actuators as well.
Many of the applications of CPS are mission-critical. As such, fast and accurate detection of
abnormal behavior in the system is crucial for safety and reliability. Examples of abnormal behavior
in Figure 1 are physical system faults, changes in the environment, sensor faults, decision unit
failures, actuator faults, or communication network malfunction. In this dissertation, we focus on
detecting physical system faults and changes in the environment. To optimize the detection task, a
CPS has to be designed with the detection application in mind. To do that, the physical system,
sensors, and the communication network components of the CPS have to be integrated in the design
process of the detection system, rather than being designed independently. Model-based detection
provides a framework to incorporate the behavioral knowledge of these CPS components into the
design process. However, the choice of components to be modeled, and the complexity of each
model is a challenging task. Accurate models that incorporate the physical system, sensors, and the
communication network may be built. However, such models maybe extremely difficult to analyze,
may add little insight on the system behavior, and may prove very hard to optimize for the detection
task. On the other hand, careful choice of subsystem components and their interactions that are
relevant to the objective of the study can lead to significant insight on the system behavior, while
enhancing the detection performance.
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I.2 Research Objectives
Classical model-based detection systems have the following features: (1) use of simplified models
for the physical system, (2) focus on classical discrete, abrupt persistent faults, and (3) focus on
the physical system while ignoring other CPS components, e.g. the communication network, in the
design. The use of simplified models is usually justified by the complexity of the physical system and
the lack of processing power for embedded systems to implement the model for online detection. The
focus on abrupt persistent faults is promoted by industrial feedback declaring such faults as of prime
interest. The communication network is usually ignored because in traditional systems, sensors and
actuators are connected to the cyber system by hard-wired cables. These assumptions changed
considerably in the last decade; embedded systems have ever increasing power and decreasing cost
that justifies the development of more sophisticated models for the physical system to enhance
the detection performance. Recent industrial reports show increasing interest in intermittent and
incipient faults, as one of the causes of serious incidents in mission-critical systems [3]. Sensors with
hard-wired cables are replaced in many applications by WSNs that have more flexibility, increased
processing power, and reduced installation cost.
The main objective of our research is to enhance the detection performance by addressing these
three new challenges:
1. Development of more detailed analytic models for physical systems, where simplified models
are classically used.
2. Detection of intermittent and incipient faults in physical systems.
3. Integration of the wireless communication network in the design of detection systems
The first challenge, i.e. development of complex models, is application specific, therefore we focus
on a specific physical system when addressing this challenge. For the last two challenges, we propose
a general solution that is applicable on different systems, and present case studies to demonstrate
our approach. Specifically, we consider the following studies to address the research challenges:
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Figure 2: Focus of physics-based modeling study in CPS.
• Physics-based Modeling for Fault Detection. We consider physics-based modeling as a
powerful modeling approach to develop accurate representation for system behavior. Physics-
based modeling allows us to model and simulate different types of machine faults, which
facilitates the understanding of the physics of machine failure. We use aircraft AC generators
as a case study. Aircraft generators are the main source of electrical power for a number of
critical systems in the aircraft. Therefore, fast and accurate fault detection and isolation are
necessary for safe and reliable operation of the machine and the aircraft. In connection with
Figure 1, this study involves the physical system block, sensors, the cyber system (acting as
a controller), and the actuator (generator excitation unit). The communication network is
not included in this study, since aircraft generators are locally monitored and controlled due
to the limited size of the machine. The focus of this study is the modeling of the complete
system, although general conclusions are drawn from the simulation study on how to design
the decision unit. The focus of the study is demonstrated by Figure 2.
• Statistical Modeling for Intermittent and Incipient Fault Detection. We address the
problem of intermittent and incipient fault detection using statistical modeling approaches.
Statistical models are powerful in designing and tuning detection systems. Models could
be constructed from real life data, simulation data, or from prior knowledge about the sys-
tem. Although statistical models are less informative than physics-based models, they provide
8
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Figure 3: Focus of statistical modeling study in CPS.
tractable analysis where detection systems for intermittent faults could be designed and op-
timized. Often, an observer is built using physics-based models, which generates a residual
signal for each sensor measurement. These residual signals are described by statistical mod-
els that are used by the decision unit for fault detection. We develop a detection algorithm
that utilizes the stochastic residual signal to detect different types of faults. We apply our
developed algorithm on two cases studies: (1) NASA ADAPT testbed to detect intermittent
and incipient faults for DXC’10 competition [4], and (2) Fault detection for aircraft generator
windings using Differential protection techniques [5]. In connection with Figure 1, this study
involves the physical system block and the cyber system block, acting as a decision unit. The
communication network is ignored in this study. The focus of the study is demonstrated by
Figure 3.
• Model-based Detection in Wireless Sensor Networks. In this study, we focus on detect-
ing a change in the physical system. As an example, this change may represent the presence
of a fault in a plant, a target in a surveillance area, or a temperature change in a geographic
area. In case of physical plants, the statistical model usually represents the residual signals the
could be generated by embedded observers on sensor nodes. In case of geographic areas, the
statistical model represents the direct measurements of sensor nodes. Both formulations are
very similar, and we focus our work on monitoring geographic areas. We consider WSNs in this
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Figure 4: Focus of model-based detection in WSN study.
study and integrate the sensing and wireless communication network models into the design
process of the detection system. Our main objective is to design the communication network
and the decision unit in order to optimize the detection of a change in the environment. In
connection with Figure 1, this study involves all the CPS components, with the exception of
the actuation unit and its associated communication network, since environment manipulation
is not included in the study. The focus of the study is demonstrated by Figure 4.
I.3 Contributions
We summarize our contributions as follows:
(i) Physics-based Modeling for Fault Detection. We develop a physics-based model for the
complete brushless AC generator in Chapter III. The model incorporates the exciter generator,
rectifier circuit, and the main generator in one hybrid dynamical model. Specifically, we have
the following contributions:
(1) Novel Hybrid Dynamical Model. The developed model captures both the continuous
and discrete dynamics of the system. The discrete dynamics are modeled explicitly using
hybrid automata. The exciter generator continuous dynamics are modeled explicitly, and
not abstracted as a voltage source as commonly assumed. The continuous dynamics for
the complete system are accurately represented using state space models. The state space
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model is represented in actual machine phase quantities, without any transformations that
may not be valid under faulty conditions [6].
(2) General Framework for Diode Fault Modeling and Simulation. We show that
any combination of open-circuit diode faults could be modeled with a subset of the system
hybrid automaton states. We develop an algorithm to identify the valid states for each
combination of diode faults.
(3) Runtime Fault Injection. We implement the model and simulate it in a way that
facilitates injection of any parametric fault profile as well as open circuit diode faults. The
fault profile for any parameter is defined as an input signal to the model. Therefore, the
solver seamlessly incorporates the faulty parameter into the simulation. This eliminates
the switching dynamics problem of the classical approach, where a new model is developed
for each faulty behavior and implemented as a discrete state.
(4) Development of Novel Fault Signatures for Diode Faults. Diode faults have been
recently reported as one of the most critical faults in aircraft generators [7]. We develop
fault signatures for diode faults from the simulation results. The generated fault signatures
reveal the discriminatory power of the electric currents in the windings installed on the
rotating part.
(ii) Statistical Modeling for Intermittent and Incipient Fault Detection. We use the
statistical modeling approach to detect different fault profiles and estimate the relevant fault
parameters for a given system from the observed residual signals in Chapter IV. Specifically,
we have the following contributions:
(1) General Framework for Fault Detection. We develop a general framework to detect
and distinguish between abrupt persistent, abrupt intermittent, and incipient faults. The
framework is based on the change detection theory and could be applied to any system as
long as a statistical description could be obtained for the system behavior.
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(2) Closed form Solution for Gaussian/Exponential Case. We specialize the frame-
work to the case of Gaussian noise and exponential fault profile. We obtain closed form
expressions for the estimators and a recursive expression for the fault detector.
(3) NASA ADAPT DXC’10 Case Study. We apply the developed framework to detect
different fault types in the NASA ADAPT-Lite Electrical Power System (EPS), in the
context of the DXC’10 diagnosis competition, and placed second in the contest. The EPS
supplies power to the Unmanned Aircraft System (UAS) and payloads, which are necessary
for successful mission completion [4].
(4) Fault Detection for Generator Windings using Differential Protection. We apply
the developed algorithm to detect generator winding faults using differential protection
techniques. This case study shows how the algorithm could be applied to a general fault
model, in addition to the fault models considered in the dissertation.
(iii) Model-based detection in Wireless Sensor Networks. We develop an integrated model
for the sensor network in a variety of sensor network configurations. We consider single hop
networks with slotted ALOHA in Chapter VI, and with Time Division Multiple Access (TDMA)
in Chapter VII. We study tree networks with slotted ALOHA in Chapter VIII. We use the
integrated model to optimize the system design variables, and show the detection performance
increase compared to classical sensor network design approaches. Specifically, we have the
following contributions:
(1) Unified Design Process. We develop a unified design process, where the designer can
choose the subsystem components to be modeled, and the model attributes, based on the
performance and quality measures of the application. The design process is general and
could be applied to any CPS application, not only detection applications.
(2) Integrated Model for the Detection System. We develop an integrated model for the
wireless sensor network in detection applications. The model includes the system, sensing,
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and different networking aspects. The network component captures the physical layer as
well as slotted ALOHA and TDMA MAC sublayers [8].
(3) ALOHA-TDMA Comparative Analysis. Since TDMA and slotted ALOHA are quite
common MAC protocols, we conduct a comparative study between the two implementa-
tions. We show the conditions under which each protocol achieves a better detection per-
formance over the other. These conditions provide a guideline for the designer to choose
between the two protocols based on the available system resources and design constraints.
(4) Integration of Different Sensor Quality Measures. We include different quality
measures in the design process. In classical detection applications, only the quality of
sensor information is considered. In WSN applications, the channel state information
and/or the residual energy information are considered. In our design, we integrate the
three quality measures into the design process [8].
(5) Design of a Complete Transmission Control Policy. We design a complete trans-
mission control policy for the sensor network. The transmission control policy includes the
communication rate, transmission power, and medium access control parameters for each
sensor [8]. These represent the essential parameters for any sensor network that need to
be specified at the time of deployment.
(6) Non-Asymptotic Analysis. We assume a finite number of sensor nodes, and do not
resort to asymptotic analysis as commonly adapted in detection studies. Therefore, the
analysis results are applicable on small-scale and large-scale sensor networks as well.
(7) Enhanced Detection Performance. We show that our design process results in sig-
nificant detection performance improvement over the classical design approaches, where
either the network is ignored altogether, or designed to satisfy performance measures that
are not relevant to the application [8, 9].
(8) Single Hop and Tree Networks. We apply our design approach on both the classical
single hop network (parallel topology), as well as the tree topology network [9].
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(9) In-Network Processing. We consider both direct transmission of sensor observations as
well as in-network processing where observations are locally quantized. We compare the
two transmission schemes and describe the conditions where each scheme provides better
detection performance.
I.4 Organization
The dissertation is organized as follows. Chapter II summarizes the related work. We classify the
related work according to the three studies outlined in Section I.2. We first present the related work
on aircraft generators modeling, simulation, and fault detection. Second, we present the related
work on intermittent fault detection. Finally, we summarize the related work on detection in WSNs,
with emphasis on recent studies considering different communication network constraints.
Chapter III presents the hybrid model for the aircraft power generator. First, we describe the
machine and explain different system components and their function. We present a literature survey
on existing modeling and fault detection techniques. We present a detailed derivation for the hybrid
dynamical model, and explain how it could be used to model a variety of diode faults. We present
simulation results for normal and different faulty behaviors, and we conclude by a discussion on the
modeling and simulation results, and possible extensions for the model.
Chapter IV presents the statistical modeling approach for fault detection in CPS. We start by a
background introduction to statistical modeling and change detection theory. We define the different
types of faults to be detected, and present a general algorithm that is based on the Generalized
Likelihood Ratio Test (GLRT) to detect different faults. We present two case studies; DXC’10
competition and differential protection for aircraft generator windings, where Gaussian noise is
assumed. We present a closed formula for the detector and the different parameter estimators. We
conclude by a discussion on possible improvements in the detection algorithm.
Chapter V introduces model-based detection in WSNs. We outline the design process that is used
in Chapters VI to VIII to design both single hop and tree sensor networks for detection applications.
The design process is illustrated with the example sensor network that is designed in Chapter VI.
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Chapter VI is the first chapter in a series of three chapters that study model-based detection
in WSNs. This chapter considers detection in parallel topology (single hop) networks that use
slotted ALOHA as a Media Access Control (MAC) protocol. A detailed system model is derived
that incorporates network, sensing, and energy models, with explanation for each design variable
and design constraint. A nonlinear optimization problem is formulated and solved to calculate
the design variables that result in optimal detection performance. The design variables define how
sensors participate in the detection process and how they communicate with the decision unit. A
comparative study is given between the proposed design and two classical design approaches for
sensor networks. The chapter concludes with possible enhancements and extensions to the system
model.
Chapter VII modifies the model presented in Chapter VI for TDMA sensor networks. A nonlinear
optimization problem is formulated and solved numerically to calculate the system design variables.
A comparative study is given between the proposed design and two other approaches commonly used
to design sensor networks. The chapter concludes with a comparison between the optimal design of
slotted ALOHA and TDMA sensor networks, highlighting the conditions under which each network
outperforms the other.
Chapter VIII generalizes the system in Chapter VI for tree structure sensor networks. A detailed
system model is derived and a global optimization problem is formulated. A suboptimal local
approach to solve the optimization problem is proposed. A comparative study is conducted against
two classical design approaches for tree networks via a numerical example. An alternative design
approach with in-network processing is described and compared to the direct transmission approach.
The chapter concludes with possible extensions to the presented model.
Chapter IX summarizes the contributions of the dissertation. We highlight the limitations of
the proposed modeling and design approaches, and describe future directions in which the current
research could be improved.
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CHAPTER II
Related Work
In this chapter, we provide a literature review for model-based detection. Since most of the
work in this dissertation is based on statistical models, as well as monitoring using multiple sensors,
the literature review focuses on decentralized detection. We give a brief introduction to classical
detection theory and its extension to decentralized detection in Section II.1.1, then the taxonomy
of design concerns in decentralized detection problem is presented in Section II.1.2. Every design
concern treated in the literature is discussed, in addition to the newly proposed design concerns.
The literature review is then organized according to the presented taxonomy of design concerns, and
the proposed extensions are highlighted during the discussion. Section II.2 briefly explains existing
work on aircraft generators modeling and fault detection, while Section II.3 summarizes existing
work on intermittent fault detection. The end of the chapter compares the dissertation work to
existing literature.
II.1 Model-based Detection
In this section, we provide a literature review for model-based detection. Since the physical system is
abstracted using a statistical model describing either the direct sensor observations or the observer
residual signals, our discussion is closely related to detection theory. Since we assume multiple
sensors and consider the communication network in the design process, the related work focuses
on decentralized detection under different constraints and design assumptions. Throughout this
section, we make references to the CPS block diagram to highlight the focus of the research work
under discussion.
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H0 is true H1 is true
Accept H0 Correct decision
Type II error (β)
false negative (missed detection)
Accept H1
Type I error (α)
false positive (false alarm)
Correct decision
Table 1: Errors in hypothesis testing
II.1.1 A Brief Introduction to Detection Theory
In classical detection theory (also known as hypothesis testing), an ordered sequence of observations
X = (X1,X2, . . . ,Xn) is used to distinguish between two or more hypotheses. Every hypothesis, Hi,
is characterized by a Probability Density Function (PDF) p(X;Hi) over the sample space SX of the
random sequence X. The hypothesis is called a simple hypothesis if its PDF is completely known
(i.e. does not depend on any unknown parameters), otherwise the hypothesis is composite. The
detection problem is to identify the decision regions Ri for every hypothesis Hi in the n-dimensional
space of the sequence X [10]. Many signal processing problems in practice are binary in nature,
e.g. target detection, signal detection , and fault detection, just to name a few. Therefore, we
restrict ourselves to binary hypothesis testing, where the two hypotheses are designated by the null
hypothesis, H0, and the alternative hypothesis, H1.
Since we have two hypotheses and two courses of actions, there are four different possibili-
ties, summarized in Table II.1.1. Two types of faults are possible in making a decision: (1) de-
ciding H1 when H0 is true, also called type I error or false alarm, with associated probability
PF = P (decide H1;H0), and (2) deciding H0 when H1 is true, also called type II error or missed
detection, and the associated probability is PM = P (decide H0;H1). It is always desired to mini-
mize both the probability of false alarm PF and probability of missed detection PM (equivalently
maximizing the probability of detection, PD), however it is not possible to reduce both probabilities
simultaneously. The relationship PD−PF is widely known as the Receiver Operating Characteristics
(ROC) curve [11]. To design an optimal detector, a suitable objective function has to be defined.
Different optimality criteria have been proposed in the literature, and a complete survey is included
in Section II.1.2.
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In Decentralized Detection (DD), a set of sensors sample the environment independently, pre-
process their measurements, and communicate their information over a network to make a final
decision. The communication structure is dictated by the network topology and the detection
architecture. If there is no designated fusion center, then the information is communicated between
sensors in order to reach a consensus about the final decision. This scheme is referred to as distributed
detection [12]. If, on the other hand, a single node is designated as a fusion center, then the fusion
center uses the information received from different sensors to make a final decision. In this later
case, communication between sensors may or may not exist depending on the application. Also, the
communication is usually from sensors to the fusion center, although in some schemes a feedback
from the fusion center is also possible. The configuration with a fusion center is usually referred
to in the literature as decentralized detection, and has attracted a great deal of attention as it is,
arguably, more relevant to engineering applications [13].
Interest in DD has been motivated by the availability of low cost sensors with high computational
capabilities, together with advances in communication networks. This allowed the formation of
sensor networks of varying topologies, which cooperate to address a common goal. The goal here
is to decide on one of multiple hypotheses, using information from individual sensors. Some of the
advantages of using DD is the increased reliability, extended coverage area, and reduced cost. The
price paid is the loss of performance compared to centralized detection, since sensors usually submit
a compressed version of their local information to reduce the communication overhead, in addition
to information loss due to non-ideal communication links. Classical (also known as centralized)
detection could be regarded as a special case of DD when sensors submit their raw observations
and the communication channels are ideal with no delay or dropped information, which implies the
availability of sensors’ local information in real time at the fusion center.
The decentralized detection problem is a multidimensional problem with multiple degrees of free-
dom, as well as constraints. For example, the network topology and communication structure could
be a design parameter, given a fixed message format for every sensor. Alternatively, the communi-
cation structure could be fixed and the design objective is to find the optimal sensor local decision
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Figure 5: Decentralized detection taxonomy of related work
rules. In practical situations, some constraints are imposed on the problem formulation. The major-
ity of research work in the DD area assumes a fixed network topology and communication structure
and seeks to obtain an optimal solution for one of the system design aspects. A comprehensive
definition and survey for decentralized detection multidimensional aspects is given in Section II.1.2.
II.1.2 Decentralized Detection Taxonomy
The taxonomy of design concerns in decentralized detection is shown in Figure 5. The taxonomy
contains the following inter-dependent dimensions, representing the different design concerns: Qual-
ity of Information (QoI) (Q), Network Topology (T), Network Protocol (P), Detection Strategy (G),
Cost (C), and Network Reliability (R). The related work is organized in this chapter in terms of
these design concerns, which may represent either a design constraint, or a design objective for the
decentralized detection problem. If all design concerns are given as design constraints, then the
problem is to analyze the detection performance of the completely specified system. Throughout
the discussion in this chapter, we refer to the design concerns by their abbreviation given between
brackets above. In the sequel, we briefly discuss every design concern and its components.
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Quality of Information (QoI)
QoI represents attributes about the data being communicated, rather than the data itself. In a
sense, it is a meta-data about the sensor observations/decisions. The term has been used in sensor
networks to differentiate between the quality of communicated data and the QoS [14]. QoS char-
acterizes the transmission properties of the channel used between the data source and destination,
and optimization of the QoS does not always result in optimization of the QoI.
In detection theory context, well-defined metrics exist for QoI, that depend on the optimality
criterion used in the problem formulation. The different optimality criteria used in literature are
summarized below. We follow the hypothesis testing terminology introduced in Section II.1.1
1. Neyman-Pearson (NP) Criterion. The objective is to maximize PD for a fixed PF = α. H0
and H1 are not considered random variables in this case, and therefore, no prior information
about hypotheses is required [10]. A QoI metric for this criterion is the pair (PF , PD).
2. Bayesian Criterion. For every course of action, a risk factor Cij is assigned for deciding Hi
when Hj is true. H0 and H1 are considered random variables with prior probabilities π0 and
π1, respectively [10]. The objective is to minimize the expected cost or Bayesian risk defined
as:
R = E(C) = ∑
i,j
CijP (Hi,Hj) = ∑
i,j
CijP (Hi∣Hj)P (Hj) (1)
A QoI metric for this criterion is the Bayes risk R. The minimum probability of error criterion
is a special case of Bayesian criterion, where C01 = C10 = 1 and C00 = C11 = 0:
Pe = P (H0∣H1)P (H1) + P (H1∣H0)P (H0) (2)
Additionally, if we assume equal prior probabilities, then the detector is an ML detector. A
QoI metric in the later two special cases is the probability of error Pe.
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3. Information-theoretic Criterion. The mutual information between the true hypothesis
H = {H0,H1} and the decision U = {H0,H1}, designated by I(H,U), has been proposed as
an objective function to be maximized (equivalently, minimization of the conditional entropy
h(H ∣U)) [15]. This criterion could be understood by analogy to the Binary Symmetric Channel
(BSC) [16], where the input to the channel is the random variable H , and the output is the
decision random variable U , with cross-over probabilities PF and (1−PD), respectively. A QoI
metric for this criterion is the mutual information I(H,U).
4. Relative Entropy (Kullback-Leibler Divergence). The relative entropy between two
probability distributions P (x) and Q(x) that are defined over the same sample space X is
defined as [16]:
DKL(P ∥ Q) = ∑
x∈X
P (x) log P (x)
Q(x) (3)
The KL divergence is a measure of the distance (although not strictly a distance) between
two distributions. In detection theory context, the larger the KL divergence between P (x;H0)
and P (x;H1), the better the detection performance. Therefore, it is required to maximize the
relative entropy. A QoI metric for this criterion is clearly the KL divergence.
5. Ali-Silvey Distance (f-divergence). f -divergence is a function that measures the difference
between two probability distributions P (x) and Q(x), defined over the same sample space X .
If P is absolutely continuous w.r.t. Q, then for a convex function f such that f(1) = 0, the
f -divergence of Q from P is defined as [17]:
Df(P ∥ Q) = ∫
x∈X
f (dP
dQ
)dQ (4)
f -divergence represents a generalization of KL divergence and many other common divergences
(J-divergence, Bhattacharyya bound). In general, the larger the divergence, the better the
detection performance. A QoI metric for this general criterion is the divergence value.
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6. Deflection Coefficient. It measures the difference between the two probability distributions
describing the test statistic of the detector. It is given by [10]:
D2 =
(E[V ;H1] −E[V ;H0])2
var[V ;H0] (5)
where V is the test statistic for the detector. We adopt the deflection coefficient as our QoI in
this dissertation.
7. Asymptotic Error Exponent. For any feasible detection system, the probability of error
(Bayesian criterion), or the probability of miss (NP criterion), decays exponentially as the
sample size increases. The error exponent is defined as the rate of the exponential decay. The
asymptotic error exponent is then given by:
a = lim
n→∞
−
1
n
logP (n) (6)
where P = Pe or PM and n is the sample size. In decentralized detection context, the same error
exponent measure is used, where n is understood as the number of sensors. For Independent
and Identically Distributed (IID) samples, the error exponent is given by the Kullback-Leibler
divergence between the two distributions under each hypothesis [18].
8. Delay for Detection. When sensors communicate over a data communication network,
information may not arrive at the destination in a timely manner. The final decision is taken
upon arrival of all sensors’ data, and therefore, is not taken at deterministic time intervals. The
variability of the delay for detection is a result of the variability of the communication network
conditions. Delay for detection is also applicable to fully distributed detection systems, where
consensus algorithms are implemented to reach a final decision, in the form of the speed of
convergence of the consensus algorithm. Evaluation of the decision delay is important for
the complete representation of the detection quality. The delay, as a QoI metric, has been
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overlooked in the literature. In Chapters VI - VIII, we consider the delay for detection as one
of the sensor network design constraints.
Network Topology
The network topology refers to how sensor nodes are physically connected to each other (physical
topology), and how they communicate (logical topology). Our discussion here is concerned with
logical topology. The physical topology is covered under network reliability, Section II.1.2. The
major network topologies in the literature are summarized below [19].
1. Parallel Topology (Figure 6). Sensors communicate local decisions to a common node, the
fusion center. The fusion center makes a global decision U0 using the vector of local decisions
U = (U1, U2, . . . , Un). This is by far the most commonly used topology in the literature
[20]. In some cases, a feedback from the fusion center to sensors is employed to enhance the
performance, which is referred to as parallel topology with feedback.
Phenomenon H0/H1
S1 S2 S3 . . . . . . . . . . . . . . . Sn
Fusion center
U0
x1 x2
x3 xn
U1
U2
U3 Un
Figure 6: Parallel topology for decentralized detection. Sensors transmit their decisions to a common
fusion center which makes a final global decision. No communication between sensors takes place.
2. Serial Topology (Figure 7). Sensors are connected in tandem, where every (j − 1)th sensor
passes its decision to the jth sensor. Every sensor calculates its decision using its own obser-
vations and the decision from its predecessor (except the first sensor). The final sensor makes
a global final decision U0 [20]. In practice, the serial network suffers from reliability problems,
since losing one sensor results in a loss of all information from its predecessors, and by the
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same reasoning, the last sensor represents a single point of failure. Another disadvantage is
that the delay accumulates through the network.
Phenomenon H0/H1
S1 S2 S3 . . . . . . . . . . . . . . . Sn U0
x1 x2 x3
xn
U1 U2 U3 Un−1
Figure 7: Serial topology for decentralized detection. Every sensor submits its decision to its suc-
cessor, and the final sensor takes the final global decision.
3. Tree topology (Figure 8). Sensors form the leaves and intermediate nodes of a tree, where
each set of sensors report their local information to their immediate parent. The tree has
one root, acting as the fusion center. Intermediate nodes may or may not have access to
measurements. The tree topology could be regarded as a generalization of the parallel and
serial topologies, where parallel topology is a tree network with height one, and serial topology
is a tree network where every parent has one and only one child. Accordingly, any result
obtained for tree networks is valid as well for parallel and serial networks. However, tree
networks are hard to analyze without simplifying assumptions, and little work has addressed
the tree structure [20–22]. Recently, tree networks has started to regain popularity [23–25],
since the tree structure possesses nice properties for WSN implementations, e.g., reliability
and power conservation.
4. Fully Connected Graph Topology. This represents the case when every node could com-
municate with all other nodes. In decentralized detection applications, the graph usually
represents the basic topology with link metrics representing the communication cost. The
design objective is usually to form a non-redundant (loop-less) topology out of the graph,
that achieves a certain performance criteria. Redundant paths may also be used if one of the
design objectives is to achieve a certain reliability metric. General graphs are hard to analyze
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Figure 8: Tree topology for decentralized detection. Every set of sensors submit their decisions to a
common parent, and the root of the tree acts as the fusion center that makes a final global decision.
Tree topology is a generalization of parallel and serial topologies
using classical detection theory analysis tools, and few work has addressed the general graph
topology [26–28].
5. Fully Distributed Topology. The majority of decentralized detection work assumes a
fusion center taking a global final decision (hence, the term decentralized). When there is
no designated fusion center, sensors communicate with each other in order to reach a local
decision (maybe different across sensors), or to reach a consensus on a final decision. This
later approach is termed a fully distributed detection, to emphasize the absence of a single
fusion center [12, 29].
Network Protocol
Network protocols represent a new dimension to be explored in decentralized detection research.
This dimension is a result of the fact that, in practice, WSN nodes communicate using layered
network architecture (e.g. TCP/IP protocol stack, IEEE 802.15.4, OSI reference model). The main
motivation behind using layered, and standard, network interfaces is to reduce the cost of deployment
and to guarantee interoperability of heterogeneous network components. The majority of existing
research on decentralized detection addresses only the physical layer of the protocol stack, assuming
that quantized observations (representing the discrete symbol set of the communication system)
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are transmitted directly using different channel encoding techniques. The viewpoint adopted is
that the functionality of higher layer protocols are not needed for detection applications since they
increase the delay and complexity of the system. Accordingly, higher layer protocol details have
been ignored in the analysis, and joint source-channel optimization techniques have been used to
enhance the performance, resulting in more restrictive designs.
Historically, custom-designed systems were traditionally built for military applications. However,
in the last 20 years, the department of defense increasingly relies on ”Commercial Off The Shelf”
(COTS) technology in new defense systems [30]. Therefore, the foreseen future is for standardized
WSNs. The advantages of assuming a layered network communication between sensor nodes is fully
explored in Section II.4. In Chapters VI - VIII, we integrate the network protocol dimension with
the other classical dimensions of decentralized detection in the design process.
Detection Strategy
Detection strategy refers to the collection of decision rules implemented at every node in the decen-
tralized detection system. The decision rule, γ(.) refers to how information is pre-processed at every
node prior to transmission. The detection strategy is then defined by G = {γi(.), i = 1,2, . . . ,N},
where N is the number of nodes in the network. We can differentiate between two types of decision
rules [20]:
1. Local Sensor Rules. Raw observations are processed at every sensor node to produce an
intermediate decision, which may widely vary from hard decision (0/1) to being the same raw
observation. This local decision is communicated with sensor nodes in order to reach a final
decision (global final decision in case of a fusion center).
2. Fusion Rules. The collection of communicated decisions are fused together to produce a final
decision. In the decentralized detection architecture with a fusion center, the fusion rule is
implemented in the fusion center to produce a global final decision. In the fully distributed
architecture, every sensor node implements its own fusion rule to produce a local final decision,
which may approach a single final decision with other sensors using consensus algorithms.
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Coupled to the detection strategy is the transmission strategy, which refers to how the processed
information is exchanged between network nodes. The decision of whether or not to send the local
decision depends on the local decision value and the transmission strategies. Efficient transmission
strategies are needed to conserve sensor network energy. Some of the common transmission strategies
are listed below [31]:
1. Censoring. In this transmission scheme, the decision space is divided into two regions; send
and no send, with the local decision being transmitted only if it lies in the send region. The
decision region is a design parameter often chosen to minimize detection performance loss.
2. Sleeping. Sensor node uses a priori knowledge about the process being monitored, together
with current and past observations to decide whether the event of interest is unlikely. If the
event becomes very unlikely, the sensor goes to sleep mode to conserve battery power.
3. Reporting Detection Decisions. In this scheme, sensor reports only if the event of interest
is detected. This results in considerable energy saving if the event is very unlikely to occur.
The disadvantage of this scheme in WSNs is that local sensor may fail or suffer from successive
transmission failures, while assumed reporting “no event” by other nodes in the network.
Cost
The overall cost of WSN deployment is an important factor when designing the detection system.
Two of the cost metrics are:
1. Energy. Energy is a scarce resource in WSNs, and it is always desirable to design systems
achieving the performance requirements, subject to stringent energy constraints. The con-
straint on the energy is usually expressed in terms of power, so that the WSN lifetime could
be incorporated in the design [32]. If power is a system design objective, then it is required to
know the power distribution across sensor network nodes [33].
2. Number of sensors. Although sensor cost may not be large, the deployment of sensors in
specific situations may be costly. In such scenarios, it is required to design the system with the
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minimum number of sensors to achieve the required performance. In the existing literature,
number of sensors metric is ignored since most of the classical analysis tools assume asymptotic
regime, where number of sensors approach infinity (e.g. large deviations theory). Results using
asymptotic analysis are less accurate for moderate network sizes.
Network Reliability
The WSN may suffer from different failures and degradations that directly affect the detection
performance. The following represents the major reliability issues studied in literature:
1. Channel Imperfections. Large emphasis is put on the communication channel degradation,
due to the unreliability of the wireless channel in WSN deployments. The following discrete
time physical communication channel models are typical in the literature:
(a) Noisy Fading PAC Channel. For a Parallel Access Channel (PAC), every sensor has
a dedicated orthogonal channel to the fusion center. The output of every orthogonal
channel, y, in terms of its input x is expressed as:
y[n] = h[n]x[n] +w[n] n = 0,1, . . . (7)
where h is the fading envelope, and w is an additive channel noise [34].
(b) Noisy Fading MAC Channel. A single Multiple Access Channel (MAC) is used
between local sensors and the fusion center. For N sensors, the output of the channel in
terms of its inputs is given by [35]:
y[n] = N∑
i=1
hi[n]xi[n] +w[n] n = 0,1, . . . (8)
(c) MIMO Channel. For a Multiple Input Multiple Output channel, the vector output y
is given in terms of the input vector of decisions x by [33]:
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y[n] =H[n]x[n] +w[n] n = 0,1, . . . (9)
where H is the channel matrix and w is an additive noise vector.
(d) General Probabilistic Channel. This model is a generalization of all discrete time
channel models, where the channel is modeled by the conditional probability density
function of the output given the input, p(y∣x) [36]. It is usually used for analysis purposes,
when it is desired to derive a general result about detection with channel uncertainty.
Binary Symmetric Channel model is a special case used when local sensors transmit
binary decisions.
(e) Rate-constrained Channel. The channel is abstracted and assumed to have a reliable
communication bit rate of R bps. According to information theory, this rate could be
achieved by arbitrarily complex error correcting codes, as long as R < C, where C is the
channel capacity [16]. The communication bit rate could also be regarded as a network
protocol (specifically a DLC protocol) design parameter or constraint. The classification
here is based on the fact that the communication rate is treated in the literature in the
context of unreliable channel modeling.
(f) Link Failure. The communication channel may fail to deliver the transmitted informa-
tion due to various reasons including physical failures, high magnitude noise, interference,
and collisions. Link failure is usually modeled by a binary random variables with a fixed
probability of occurrence p [37]. In a more complex failure behavior, link failure is modeled
by a discrete time, binary random process.
2. Node Failures. Sensors may fail, either entirely producing no output, or producing incorrect
outputs [38]. The criticality of the sensor failure depends on its location and role in the
network. For example, in decentralized detection with a fusion center, failure of the fusion
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center results in a complete system failure (if redundancy is not deployed), while losing one
sensor maybe tolerable.
II.1.3 Decentralized Detection with Fixed Network Topology
Early research effort on decentralized detection has focused on obtaining the optimal detection
strategies according to a pre-defined QoI, for a fixed network topology. The decentralized detection
architecture with a fusion center is dominant, and the communication network between nodes is
assumed ideal. Therefore, according to our original taxonomy, this research work lies along the three
dimensions highlighted in Figure 9, namely quality of information as a design objective, detection
strategy as a design variable, and network topology as a design constraint. In terms of the CPS
block diagram, the focus of this work is highlighted in Figure 10, where the network model is not
considered and the sensors are assumed with unlimited resources. The optimization problem could
be summarized as:
max
G
Q(G;T ) (10)
where G is the detection strategy, Q is the quality of information, and T is the network topology.
In the following, we summarize the main research results.
Bayesian Quality of Information
Research on decentralized detection is largely attributed to the seminal work of Tenney and Sandell
[39]. Using an example of two binary detectors taking individual decisions, without a fusion center,
the authors showed that decentralized detection formulation yields more complex behavior than
centralized detection. This results from the fact that individual detectors choose their decisions to
achieve a system-wide optimization, rather than local optimization as in classical hypothesis testing.
For the statistically independent observations case, the decision strategies have been shown to be
Likelihood Ratio Tests (LRTs) for each detector. However, the LR thresholds are coupled, i.e. the
calculation of the threshold at each detector requires knowledge about the decision rule of the other
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Figure 9: Early research effort has focused on finding optimal detection strategies according to a
specific QoI, assuming a fixed network topology.
detectors. The solution to these coupled equations provide a necessary, but not sufficient condition
for optimality. For the dependent observations case, the optimal solution is not an LRT in general
(or equivalently, an LRT with a data dependent threshold).
The work in [39] was extended in a very similar way by a number of researchers for multiple
hypotheses and N sensors, with a fusion center. In the following, we summarize the research results
for different network topologies.
Parallel Topology The design of the entire parallel fusion network based on the Bayesian formu-
lation is considered in [40]. A Person By Person Optimization (PBPO) has been used to find the
necessary conditions for optimality of local decision rules as well as the fusion center rule. The joint
optimization of local and fusion center thresholds is discussed in [41], with a further comparison
between the performance of five distributed network architectures in [42]. Since the solution of the
coupled threshold equations is computationally intensive, some work has been devoted to different
computational algorithms, as in [43] and [44].
A rather counter-intuitive result is obtained for the case of identically distributed sensors. It
would be intuitive in this case to assume that optimal decision rules are identical. However, examples
31
Physical System 
Cyber System 
(Decision unit) 
Comm. 
Network 
Sensing Actuation 
Comm. 
Network 
Statistical model 
Figure 10: CPS block diagram for decentralized detection with fixed network topology
for optimal non-identical decision rules are given in [45, 46]. It has been shown, however, that the
solution with identical sensors is asymptotically optimal, and that for bounded number of sensors,
there is little loss of optimality [19, 47]. Accordingly, identical local decision rules are frequently
assumed since this simplifies the analysis considerably.
The previous work has assumed hard decisions for local sensors, where every sensor decides either
0 for hypothesis H0 or 1 for hypothesis H1. The design of parallel fusion networks employing soft
decisions (more than two quantization levels for local sensors) is considered in [48] and [49]. Both
of these design approaches result in systems that perform better than the optimal hard decision
systems but do not necessarily result in optimal soft decision systems. The emphasis is on tractable
and efficient approaches that yield optimal or suboptimal systems.
Since the joint optimization results in difficult-to-solve equations, a number of researchers focused
on the design of fusion rules, assuming fixed local sensor rules and thresholds. This later assumption
is summarized by expressing the sensor quality in terms of its detection performance (PF , PD).
The problem here is to design the optimal fusion rule U0 = η0(u), given the vector of local sensors
decisions u. The optimal fusion rule for the case of hard, independent, local decisions is derived
in [50]. The fusion of correlated decisions is considered in [51]. Contrary to the prevalent assumption
that decisions arrive at the fusion center in a synchronous manner, fusion rule for asynchronous
decisions is treated in [52].
32
Serial Topology For the serial topology, with conditionally independent observations, it has been
shown that the LRT is an optimal solution [20,53]. For N sensors, (2N − 1) coupled equations need
to be solved to determine the thresholds. A performance comparison between serial and parallel
networks under Bayesian formulation is reported in [19, 54, 55], where it is shown that the parallel
network is better than the serial network in the asymptotic sense.
Tree Topology For the tree topology, with conditionally independent observations, the analysis
is carried out in a similar way to parallel and serial topologies. It is shown in [19,20,56,57] that the
LRT is optimal at all tree nodes including the root node (fusion center).
Parallel Topology with Feedback In all topologies discussed before, information flows in one
direction only, from local sensors to the fusion center. If it is allowed to communicate information
back to local sensors, then it is possible to adapt local decision rules to enhance the performance.
This approach is adapted in [58] for the parallel topology, where the fusion center reports back its
global decision at time t to all local sensors, so that the future decision at time t+1 for every sensor
is based on its local observation and the previous global decision. It is proved that the performance
of the parallel topology with feedback is as good as the case with no feedback.
General Network Topology The similarity between the results for the parallel, serial, and tree
topologies suggest a unified framework for detection networks. This unified approach to the analysis
of general detection networks, including networks with feedback, has been studied in [22] using the
Bayesian formulation. A PBPO is employed to determine the decision rule at any detector of the
network.
Neyman-Pearson Quality of Information
Optimization according to NP criterion has been also studied independently. We summarize the
research results for different network topologies.
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Parallel Topology
For the parallel topology with binary local decisions, and conditionally independent observations,
it is proved in [59] that the optimal decision rules at local sensors as well as the fusion center are
LRTs. The same results have been shown to hold with multivalued (soft) local decisions in [19].
If the detection problem is for a random signal in noise, or if sensors’ noise are correlated,
then the conditional independence assumption fails. For conditionally dependent observations, it
is shown in [60] that the optimal test at the sensors is no longer an LRT. In general, the optimal
solution is intractable. It has been shown in [61] that when the observations are discrete and
conditionally dependent, the optimal solution is NP-Complete. When the joint distributions of the
sensor observations have a certain structure, it has been shown that the performance of certain
decentralized decision rules can be easily determined [51, 62].
Serial Topology
For the serial topology (Figure 7) with binary local decisions, and conditionally independent obser-
vations, the LRT at each sensor is an optimal solution, where the LR at sensor j is computed using
the sensor observation and the decision at the (j − 1)th sensor [63]. The solution for the optimal
threshold values is, in general, hard, but for the serial case, there exist algorithms that can obtain
the solution with complexity that is linear in N [64]. A comparison between the parallel and serial
networks is reported in [19, 20, 63].
Tree Topology
For the tree topology (Figure 8) with conditionally independent observations, it has been shown that
the LRT is an optimal solution to the Neyman-Pearson problem [19]. The solution for the optimal
thresholds, as in other network topologies, is generally complicated.
Hierarchical censoring for decentralized detection in WSNs is discussed in [65]. Every sensor
is assumed to form its LR from its own observation and the LRs received from its children, and
transmit the LR to its parent in the hierarchy. Sensors transmit the LR if the value lies in the send
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region R. A simple feedback scheme is employed, where every sensor listens to transmissions from
its siblings and transmits its local LR in case of one or more sensors transmitting their local LRs.
The ROC curves for the system with and without feedback are compared, for different number of
sensors and different probability of sensor transmissions (representing power consumption).
Information-theoretic Quality of Information
Optimization according to information-theoretic criterion has been studied in [15], where the mutual
information between the true hypothesis and the decision is proposed as an objective function to be
maximized. For the parallel topology, and using PBPO, the optimal decision rules have been shown
to be LRTs.
Fully Distributed Topology
All network topologies studied before assume the existence of a fusion center that takes a global final
decision. Some work in the literature studies the fully distributed network topology, where sensors
communicate with each other and individually take a decision. Two architectures exist, the first
allows different local decisions among sensors, while the second assumes a single final decision taken
by all sensors. The later is usually referred to as a consensus decision.
An example of different local decisions is the work in [12], where the fully distributed hypothesis
testing problem is studied. Every sensor is assumed to communicate an intermediate decision to all
other sensors in the network, and takes a final decision based on its own observation and decisions
received from other sensor nodes. It has been shown that all decision rules are LRT with coupled
thresholds, under the IID assumption for sensor observations.
A very similar approach to [12] is studied in [29], using a consensus approach. Instead of letting
every local sensor decide differently, sensors rebroadcast their decisions several times until reaching
a consensus on a final global decision. Two approaches are proposed, a greedy approach where each
sensor makes an optimum decision at each round based on its current data, and nth root approach,
where the decision reached by the consensus is constrained to match the centralized decision case,
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sacrificing the speed of consensus. Both approaches have been shown to reach consensus with
probability one.
As communication to all nodes may overload the communication network, limited local com-
munication with neighboring nodes is assumed in [66], and therefore represents a trade off between
isolated local sensor decisions architecture and the global decision architecture, where all sensors
communicate to a fusion center. Every local sensor communicates with its neighboring nodes only,
and the detection problem is recast into a distributed estimation problem solved by diffusion-based
Recursive Least Squares (RLS) algorithms.
Summary
To summarize, for IID observations, the LRT is a PBPO detection strategy at all sensor network
nodes, for a variety of network topologies. LRT thresholds are coupled, due to the system-wide
objective function, and their calculations are computationally intensive. For dependent observations,
finding the optimal detection strategy is an intractable problem.
The literature on decentralized detection is very rich, and it is hard to refer to all published
work. For more details about the results in this section, the reader is referred to [19, 20, 67, 68] and
the references therein.
II.1.4 Decentralized Detection Integrating Network Reliability
The previous work assumes ideal communication network between nodes. With the deployment of
WSNs, this assumption becomes far from the reality. In response, research work shifts the focus
to analyze detection networks with different node and channel impairments. According to our
taxonomy, this research lies along the four dimensions highlighted in Figure 11, namely quality of
information as a design objective, detection strategy as a design variable, and network topology and
network reliability as design constraints. In terms of the CPS block diagram, the focus of this work
is highlighted in Figure 12. The physical layer of the communication network is considered, while
the sensors are assumed with unlimited resources. The optimization problem could be summarized
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Figure 11: As a result of WSN deployment, a new dimension to decentralized detection research,
network reliability, has been added to include network impairments in the analysis.
as:
max
G
Q(G;T,R) (11)
where G is the detection strategy, Q is the quality of information, T is the network topology, and R
is the network reliability measure.
Physical System 
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Figure 12: CPS block diagram for decentralized detection integrating network reliability
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In the following, we summarize the main research results.
Rate-constrained Channels
For the parallel topology with rate-constrained channel, the following contributions have been made:
Battacharyya distance QoI The design of local quantizers to maximize the Battacharyya dis-
tance (a special case of Ali-Silvey distance) is studied in [48]. Parallel topology is assumed, with
every communication link between sensor i and the fusion center having a restricted information
rate Ri. The channels are assumed error-free, and therefore the provided information rate could be
regarded as the reliable bit rate below the channel capacity, achieved by proper channel encoding
and decoding techniques. Every local sensor then has 2Ri quantization levels. A cyclic optimization
algorithms is proposed to find the optimal quantizers.
Neyman-Pearson QoI Decentralized detection under PAC communication constraints is studied
in [69]. The channel constraint is in the form of the maximum bit rate allowed for each sensor,
which is expressed as a constraint on the probability of false alarm, PF . The optimization problem
is formulated in terms of the new channel constraints, and solved numerically. A randomization test
is proposed to mitigate the performance loss.
Bayesian QoI Decision fusion in sensor networks with communication constraints over MAC is
considered in [70]. In contrast to most of the literature in the field, where asymptotic analysis or
information theoretic performance measures are used to simplify the analysis and design of detection
sensor networks, authors in this paper pursue a non-asymptotic approach to design the fusion center
and to study the effect of the number of sensors, SNR, and local quantization on the detection
performance. The channel model is an error-free MAC, with a bit rate R that constrains the total
number of quantization levels for local sensors.
The decentralized detection of a deterministic signal, corrupted by additive noise, over PAC
is studied in [71]. The local sensor messages are constrained to binary decisions to ensure low
bandwidth requirement, and the detection performance is studied for different noise characteristics.
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The work assumes little knowledge about the noise probabilistic behavior, in contrast to the classical
assumption of complete knowledge about data distribution under each hypothesis.
A slightly different problem for DD over MAC is treated in [72]. Instead of the usual assumption
of fixed number of sensors and quantization levels for every sensor, authors assume that the number
of sensors L, and the quantization levels per sensor Dl are design parameters. The MAC channel
is characterized by a maximum reliable transmission rate R. The main result shows that having
R identical sensors, each sending one bit of information, is optimal, subject to a constraint on the
data distribution w.r.t. the two hypotheses. The results are obtained using asymptotic analysis to
evaluate the Chernoff information (error exponent).
Noisy Fading Channels
For the parallel and tree topologies with noisy fading channels, the following contributions have been
made:
Neyman-Pearson QoI Decision fusion over noisy fading PAC is considered in [34], where it is
assumed that local sensors submit binary decisions uk ∈ {+1,−1}, representing the two hypotheses,
according to a predefined local mapping rules. Optimal LR fusion rule is derived, and different
suboptimal fusion rules are proposed and compared. The optimal decision rule requires instantaneous
knowledge about Channel State Information (CSI), which may be costly for resource-constrained
sensor networks. A LR decision rule that requires only knowledge about channel statistics instead
of instantaneous CSI is proposed in [73]. A very similar problem for the multi-hop wireless sensor
networks is treated in [74]. A summary for the channel-aware approach for distributed detection is
given in [13].
Asymptotic Error Exponent QoI The impact of fading channels and channel errors on the
performance of different fusion rules is studied in [75]. Local sensors quantize their observations
to binary decisions and transmit them, using a basic binary modulation scheme such as Frequency
Shift Keying (FSK), Phase Shift Keying (PSK), and On/Off Keying (OOK), on parallel independent
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links that are either slowly Rayleigh fading, or non-fading with BSC model. Large deviations theory
is also used to derive the asymptotic error exponent for each fusion rule:
The asymptotic analysis of detection performance over one type of MAC, namely Type-Based
MAC (TBMA) is studied in [76] (The scheme is also known as a single slot multiaccess communi-
cation). It is shown that detection over TBMA has superior performance to TDMA, FDMA, and
CDMA schemes, regarding bandwidth and detection performances. The same MAC model is used
in [35] to study the decentralized inference problem (detection and estimation), where asymptotic
analysis is used.
Decentralized detection in relay sensor networks is studied in [77]. Sensors are assumed to
broadcast their log LR to neighboring relay nodes, which combines LR from different sensors and send
it to the fusion center. This scheme is different than tree networks in that leaf nodes communicate
their decisions to multiple parents. Asymptotic error exponent is derived for two cases of sensor
placement, with ideal and fading channels. It has been shown that the error exponent approaches
in the limit the parallel fusion network case, when the number of relay nodes approaches infinity.
General Probabilistic Channel
For the parallel topology with a general probabilistic channel model, the following results have been
obtained:
Bayesian QoI The optimality of the LRT for local sensor decision rules in PAC is proved in [78].
Sensors are assumed to submit binary decisions, Ui, over separate parallel channels, characterized
by p(Yi∣Ui), where Yi is the output of the channel for sensor i at the fusion center. The system
is optimized according to the minimum probability of error criterion, expressed in terms of the
probabilistic channel model. PBPO is carried out to derive the optimal local decision rules. The
results are generalized in [79] for dependent noisy channels.
Decentralized detection over noisy PAC, modeled as Binary Symmetric Channels is studied
in [80], where authors suggest a selective DD strategy, where some links are eliminated if their
channel error probability exceeds a certain threshold. Multi-layer detection is also proposed, where
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an intermediate layer of relaying nodes is introduced between local sensors and the fusion center.
Numerical simulations show the superiority of the multi-layer architecture over the single layer ar-
chitectures.
Neyman-Pearson QoI Decentralized detection over MAC for arbitrary number of quantization
levels is considered in [36]. The objective is to design the local quantizers, given the MAC prob-
abilistic model, according to NP and Bayesian criteria. PBPO is carried out to find the optimal
solutions.
Link Failures
A slightly different network architecture is proposed in [81], where a multi-level parallel decision
fusion system is deployed. Leaf nodes submit their decisions to all upper layer nodes in the hierarchy,
which in turn make their decision and transmit to the next upper layer and so on. The system
performance is studied under link failures with two decision strategies; ignore missing strategy,
and substitute missing strategy. It has been proved that ignore missing strategy achieves superior
performance over substitution strategy, since the later does not add new information to the decision
process.
Node Failures
The previously-described work has been focusing on channel impairments. On the other hand,
decentralized detection with local sensor failures has attracted some attention. This problem is
closely related to decentralized detection with channel errors, when BSC model is assumed, since
the channel error and the local sensor fault are modeled in the same way.
Decision fusion with local sensor failures is considered in [82], where local sensors may fail and
produce an incorrect decision. The failure impact on the performance is studied using asymptotic
analysis, due to the difficulty of obtaining closed form solutions. The work is extended in [38] for
parallel and serial network topologies, where the optimal local decision rule is derived and shown
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to be a LRT. An algorithm for the numerical solution of the resulting coupled equations is also
presented.
Summary
To summarize, the main objective of the research work presented in this section is to study the
effect of different communication network impairments on the decentralized detection performance.
In some work, detection strategies are assumed, and the objective is to analyze the performance. In
other work, optimal detection strategy according to a pre-defined QoI is derived.
II.1.5 Decentralized Detection Integrating Cost Constraints
The cost of deployment of a sensor network is an important design constraint that has not been
addressed in the previously discussed work. Recently, the focus of research effort has been the design
of decentralized detection systems subject to cost constraints. As sensor power is critical for the
lifetime of the WSN, the cost is expressed mainly in terms of average or total power consumption.
According to our taxonomy, this research lies along the five dimensions highlighted in Figure 13,
namely quality of information and cost as design objectives, detection strategy and cost as design
variables, and network reliability and network topology as design constraints. In terms of the CPS
block diagram, the focus of this work is highlighted in Figure 14. The energy constraint is added
to the analysis in addition to the physical channel model. The optimization problem could be
formulated using the following alternatives:
max
G
Q(G;T,R,C) subject to C ≤ c (12)
max
C
Q(C;T,R,G) subject to C ≤ c (13)
min
G
C(G;T,R) subject to Q ≥ q (14)
where G is the detection strategy, Q is the quality of information, T is the network topology, R is
the network reliability measure, and C is the deployment cost.
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Figure 13: As the cost of WSN deployment becomes a significant factor in decentralized detection
systems, a new dimension, cost, has been added to include cost constraints in the analysis.
The expected power is usually expressed as a function of the transmission mapping, e.g., assuming
local sensor observations Y and local mapping rule γ(Y ), the expected power could be expressed as:
P (H0)E0[∣γ(Y )∣2] +P (H1)E1[∣γ(Y )∣2]
where E0[.] and E1[.] are the expectations w.r.t. the distributions p(y;H0) and p(y;H1), respec-
tively. In the following, we summarize the main research results obtained for the parallel topology.
Noisy Fading MAC/PAC Channel
The binary decentralized detection problem, where the network is subject to a joint power constraint
is studied in [83]. A parallel access channel, corrupted by additive noise is assumed between every
sensor and the fusion center. Large deviations theory is used to show that having identical sensors
is asymptotically optimal.
The impact of fading on decentralized detection in power constrained WSNs is studied in [84].
A parallel access channel, that is subject to fading, is assumed between every sensor and the fusion
center. Using local transmission mapping rules γ(Y ), the fusion center receives degraded information
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Figure 14: CPS block diagram for decentralized detection with cost constraints
of the form U = θγ(Y )+W , where Θ is the channel gain, andW is an additive noise. Under a power
constraint of the form ∑Ll=1 f(γl) ≤ A, it has been shown that using identical functions at all sensor
nodes is asymptotically optimal. The results are established using large deviation theory.
Distributed detection over MAC, using unquantized analog communication, is studied in [85].
Two types of power constraints are considered: average power constraint, where individual sensors
have no power limit, and total power constraint. Unquantized analog communication is assumed
and large deviations theory is used to estimate the error exponent and quantify the performance.
Decentralized detection with censoring sensors under energy constraints is studied in [86]. Opti-
mal decision strategies in Bayesian, NP, and Ali-Silvey sense have been shown to be LRT.
MIMO Channel
Detection over MIMO channels is considered in [33] under individual and total power budget con-
straints. The objective is to distribute a total transmitter power budget among local sensors, in a
way that maximizes a performance metric, chosen to be the J-divergence between the two densities
under each hypothesis. Optimal power budget allocation is obtained by numerical solution to the
constrained optimization problem, for both the general MIMO channel case, and the orthogonal
channel as a special case. It is shown that the proposed power allocation can use as little as 25% of
the total power used by equal power allocation.
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In a similar problem formulation to [33], authors in [87] study the detection performance for the
orthogonal channels special case, using the J-divergence performance metric. Authors introduce two
new concepts termed as detection outage and detection diversity, to quantify the long-term system
performance in the presence of slow fading for the communication channels.
To summarize, the main problem addressed is to optimize the detection performance subject to
a power budget constrain, or conversely to optimize the power allocation subject to a constraint on
the detection performance. Since the problem is multi-dimensional, assumptions have to be made
to make the analysis tractable. Network topology, channel model, and partial assumption about the
detection strategy are usually assumed to simplify the analysis.
II.1.6 Decentralized Detection: A Cross-Layer Approach
The research work discussed so far has focused on the design of physical layer aspects of the sen-
sor node, specifically, quantization and channel encoding techniques. The network details between
sensor nodes and the fusion center have been ignored. In practical applications, WSNs nodes com-
municate using a well-defined communication protocols, to guarantee interoperability and to reduce
deployment cost. As a result, every sensor node is regarded as a data network node, implementing
different layers of the communication protocol stack, and the transmitted information no longer rep-
resents the detection decisions. Rather, detection information is encapsulated in the payload of the
data network packet that has overhead bits representing header, synchronization, error correction,
as well as other information.
To include the networking aspect into the decentralized detection analysis, we augment the multi-
dimensional problem discussed in the previous sections with the network protocol axis, as depicted
in Figure 15. This addition opens up a variety of problem formulations for decentralized detection.
As an example, the network protocol may be regarded as an additional design constraint to any of
the problems discussed in the related work. In terms of the CPS block diagram, the focus of this
work is highlighted in Figure 16. This represents the most general block diagram, where different
layers of the communication network are considered, in addition to the energy constraints for sensor
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nodes. There is not a single study in the literature that considers all communication layers and all
constraints. Each study has a different combination of network layers and sensor constraints.
One example for optimization problems in this category would be:
max
G
Q(G;T,R,C,P ) (15)
where the objective is to find the optimal detection strategies G, given constraints on the network
topology T , network reliability R, cost C, and network protocol P . Alternatively, the network
protocol could be a design objective to satisfy certain QoI metric and cost constraints:
max
P
Q(P ;G,T,R,C) (16)
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Figure 15: Practical WSNs operate with standard protocols and specifications. Networking adds a
new dimension to the decentralized detection problem.
In the following, we present a few preliminary results that fit along this dimension.
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Figure 16: CPS block diagram for cross-layer design in decentralized detection
Parallel Topology
An early investigation of the decentralized detection problem with networking delays and channel
errors is studied in [37]. Sensors communicate to the fusion center over PACs that have specific
probability of packet loss and channel error. A PBPO local rules and fusion rule are shown to be
LRTs with coupled thresholds that depend on the channels probability of packet loss and channel
error. The work, however, abstracts away the communication details and assumes PAC, which is not
feasible in practical WSNs. Moreover, the method is very complex and does not scale with network
size.
Decision fusion over MAC is considered in [88]. Two window-based protocols are studied. The
first allows messages to collide, while the second uses a simple collision resolution algorithm similar to
slotted ALOHA, with dynamically updated retransmission probability. In both models, message is
transmitted if a detection decision is made. The overall performance for both models are compared,
and simple rules are given for assessing the conditions under which each one is preferred.
A cross-layer optimization approach is pursued in [89]. A number of K sensors transmit their
observations over an independent noisy fading channels, and the observations may or may not arrive
based on the channel conditions and the queue state at each sensor nodes. The fading physical
channel model is coupled with a queueing model for the sensor node to evaluate the probability
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that an observation will be lost. The probability of observation loss is shown to be a function of
the communication rate R and the total number of sensors K. K and R are optimized to minimize
the unconditional probability of error. The cross-layer approach has been shown to outperform the
instantaneous and maximum throughput approaches.
Multihop Networks
Routing for DD Energy-efficient routing for signal detection in WSNs is studied in [27] for radar-
like sensors that are distributed geographically to detect the presence of an object through active
sensing. The paper couples the detection performance with the energy consumed in information
transmission to the fusion center in a single joint optimization problem. Three different routing
metrics are proposed, which trade off between the detection performance and the energy expenditure.
The routing problems are formulated as combinatorial optimization programs, and solutions are
provided. Simulation results are also provided to demonstrate the energy and detection performance
trade-off for each proposed routing metric.
Transmission Schemes Comparison Distributed detection via multi-hop transmission in WSNs
is studied in [26]. The sensor nodes and the fusion center are assumed to constitute a fully-connected
graph, where every edge e = (i, j) represents a wireless communication path between nodes i and j.
The energy of every edge is proportional to the distance between connected nodes, w(e) = d(i, j)k,
where k is the path loss exponent with a typical value of 2.5 for wireless networks. The transmission
structure is a spanning tree rooted at the fusion center, which minimizes the total transmission
energy. The following transmission schemes are compared based on their detection performance and
energy expenditure: 1) direct transmission from sensor nodes to the fusion center, 2) multihop
forwarding, where intermediate nodes forward the information without processing, 3) multihop
histogram fusion, where each sensor sends only the histogram (type) of its observation and its
descendants, and 4) multihop LLR fusion, where intermediate nodes forms a new LR from its
own observation and its descendant’ LRs . The delay for detection is not considered in the paper,
which results in the superior performance of multihop forwarding over direct transmission, from
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the energy point of view, since both have the same detection error probability, although the fusion
center has to wait more time to collect all observations to achieve the same performance of the direct
transmission case. In addition, sensors are assumed to send their observations to the parent node
without contention, thereby ignoring the delay encountered due to collisions if the channel access
technique is MAC, or due to transmission scheduling if the channel access technique is TDMA or
FDMA.
Rate Allocation for DD The problem of rate allocation in a multi-node multi-hop network
used for detection applications is studied in [28]. Given a set of sensors, it is required to select the
transmission rate for every sensor to maximize the QoI, represented by the probability of correct
decision (alternatively minimizing the probability of error), subject to a set of constraints on the
link capacities. Simulation results are provided to demonstrate the system performance.
II.2 Detection in Aircraft Synchronous Generators
In this section, we discuss the detection problem in aircraft generators. Due to the small machine
size and the critical mission it performs, wireless sensors have not yet been deployed for generator
monitoring and control. Detection in synchronous generators has relied on physics-based models
as well as statistical models for the machine. In the following, we briefly mention existing work on
generator modeling and fault detection.
Synchronous generator models have been around since the early 20th century. The standard
model used to represent a single synchronous AC generator is the dq0 model, that is based on Park’s
transformation [90]. Whereas the dq0 model is very useful to represent symmetric machine operations
under balanced conditions, these advantages are lost when analyzing unbalanced conditions, or
asymmetrical faults [91]. For these cases, the abc modeling approach is more appropriate [92].
To model the complete brushless generator, both synchronous generators and the rectifier circuit
have to be explicitly modeled. The rectifier is composed of switching elements (diodes) which
introduce discrete dynamics into the overall system behavior. The traditional way of analyzing
switching circuits relies on averaging or discretization techniques to make the analysis of the circuit
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more tractable [93]. To accommodate the behavior caused by diode faults, we explicitly model
the diode components of the complete brushless generator. This requires the adoption of a hybrid
systems modeling approach [94].
Winding faults have received considerable attention in the literature, and different approaches
have been proposed for winding fault detection. Specifically, the use of search coils to measure air gap
flux asymmetry has been proposed to detect inter-turn faults [95]. This requires extra equipment
that may be difficult to install in existing machines. For short circuit faults, one approach is to
measure the circulating current in the main armature coils [96]. This approach is dependent on
the generator design and cannot be applied in general. Another approach is the injection of voltage
pulses in the rotor field winding and measuring the reflected signal [97]. This technique is clearly not
applicable on brushless designs where the rotor field winding is not accessible. Harmonic analysis has
been proposed to detect and isolate field and armature windings inter-turn faults as well as phase to
ground faults [98–100]. However, harmonic signals depend on generator construction and excitation,
and change with varying loads, making the discrimination between faults and load fluctuations a
difficult task.
Artificial Neural Networks (ANNs) have been proposed to diagnose internal machine faults in
[101]. The difficulty with using neural networks is that they require large, comprehensive data
sets that capture different modes of operation of the machine and a number of fault conditions
and magnitudes to effectively classify fault conditions. Different combinations of loads, faults, fault
locations and magnitudes, and current signal values are required to generate the training data sets.
Unless sufficient data is available to cover a majority of these conditions, the neural network classifier
will be inaccurate and it may generate incorrect results [102].
Researchers have paid less attention to the detection of rectifier diode faults when compared to
winding faults. Diode faults, although not representing an immediate risk on the generating system,
may develop into a condition causing machine malfunction [7]. The traditional way to detect diode
faults is through harmonic analysis of the exciter generator field current [103], or by calculating a
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simple ratio of the RMS main generator current to the exciter generator field current. The use of
search coils in the air gap has also been proposed in [104].
In Chapter III, we model the complete Integrated Drive Generator (IDG) system and study
diode fault behavior in addition to winding faults. We model the system in sufficient detail, and
then develop fault signatures by understanding the physics of the failure events. Unlike existing work
that relies on existing measurements or adds new equipment to measure additional signals, having
a complete model for the system with faulty conditions allows the estimation of hidden states, and
therefore, expands the set of signals that could be exploited for Fault Detection and Isolation (FDI).
II.3 Intermittent and Incipient Fault Detection
The interest in intermittent faults goes back to the initial days of digital circuits design. At those
days, it was noticed that up to 90% of the faults in digital circuits can be estimated to be inter-
mittent [105]. This high percentage motivated the research on modeling, analysis, and detection of
intermittent faults. The models proposed are based on the two-state Markov chain, where one state
represents a no-fault condition while the other state represents the fault condition. The Markov
chain maybe defined as a continuous-time or discrete-time, depending on the application. For an
early survey on different intermittent fault models and reliability analysis, please refer to [105].
Intermittent fault diagnosis using statistical observations has been considered in the literature.
A Bayesian approach to multiple intermittent fault diagnosis has been considered in [106], where a
Bayesian framework is used to calculate the posterior fault candidate probability. Intermittent fault
diagnosis for scan chain, the most pervasive design for testability techniques in VLSI, is considered
in [107] based on signal probability analysis. Intermittent fault diagnosis in multiprocessor systems
is studied in [108], where a probabilistic model for the behavior of the intermittent processor fault
is formulated and used in the fault diagnosis process.
In this dissertation, we use change detection algorithms to detect intermittent, incipient, as well
as persistent faults. Change detection is a well-understood problem and several algorithms have been
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proposed in the mathematical statistics literature. The two main approaches to detect a change are
the weighted CUSUM algorithm and the Generalized Likelihood Ratio (GLR) algorithm [109]. Since
CUSUM algorithm requires prior information about the unknown magnitude after change, it results
in an integration that may not be easy to evaluate. Therefore, we choose the GLR algorithm for the
work in this dissertation. Detector performance analysis and tuning follow the guidelines in [109].
Estimation of the unknown fault parameters follows the classical work on estimation theory [110].
Specifically, Maximum Likelihood (ML) estimators are used to estimate the mean time between
faults and the mean fault duration. Minimum Variance Unbiased Estimators (MVUE) are used in
conjunction with the linear model to estimate the slope of incipient faults.
For the differential protection case study; intermittent fault detection in aircraft generator wind-
ing, intermittent faults in aircraft generators have been reported recently as one of the causes of
serious incidents to aircrafts [3]. Two of the major candidates for intermittent faults are winding and
cable faults [111]. Differential protection has been successfully used in detecting persistent winding
faults [99]. An adaptive threshold is typically employed to prevent unnecessary tripping of the re-
lay due to measurement noise or current transformer saturation [112]. We extend the differential
protection technique in this dissertation to detect intermittent faults in addition to the abrupt faults.
II.4 Comparison to the Research Work
The work in this dissertation spans different dimensions of model-based detection in CPS. We study
physics-based modeling for aircraft generators, where we develop a detailed machine model that was
not treated before in the literature. We thoroughly study the problem of intermittent fault detection
and estimation, where we develop a general framework that is independent on the monitored system.
Finally, for detection in WSNs, we consider all the design aspects shown in Figure 15. To do that, we
pursue a model-based approach to design the wireless sensor network. The model-based approach
allows us to include different quality measures for the sensor network in the design process. It allows
us to integrate different system layers in one unified model, and study their interactions and effect
on the global system behavior. Specifically, we consider the following:
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1. Network Reliability. We consider the physical Channel State Information (CSI) between
each sensor node and the fusion center. We model the physical channel in order to study the
effect of its reliability on the overall system performance.
2. Quality of Information. In addition to the classical QoI measures outlined in Section II.1.2,
we also consider the delay for detection as an important quality measure in uncertain wireless
networking environments.
3. Network Topology. We consider both the parallel topology in Chapters VI and VII, and
the tree topology in Chapter VIII.
4. Network Protocol. We include the MAC sublayer in the design process. We consider slotted
ALOHA MAC protocol in Chapters VI and VIII, and TDMA transmission scheme in Chapter
VII.
5. Detection Strategy. Our focus in this dissertation is on the integration of different system
components and quality measures in one unified model, rather than the classical study of local
signal processing algorithms at sensor nodes. It has been shown that most of the information
provided by local observations can be compressed to very few bits and that the performance
loss decays rapidly as the number of information bits per transmission increases [34,83]. For a
local sensor node implementing network functionality, the packet payload will be large enough
to represent the value of the local decision rule with a high accuracy and negligible quantization
error. Therefore, for analysis purposes, it can be assumed that the receiver has the same replica
of the transmitted local decision. However, we consider the effect of quantization on the overall
detection system performance in Chapter VIII.
6. Cost. To prolong the network lifetime, the energy allocated for any sensor network task
should be constrained. Therefore, we consider the energy constraint in the design of the sensor
network.
The focus of the research is summarized in the CPS block diagram in Figure 17, where the different
components as well as the modeling approaches are shown. Unlike existing work, where only one layer
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of the communication network is considered in combination with sensor constraints, we consider the
physical and MAC layers, in addition to the energy constraints for the sensor network. We integrate
the different layers and constraints in one unified model, and focus on the network design and
resource allocation among sensors to achieve the optimal detection performance. In addition, we
consider both the development of physics-based models, as well as intermittent fault detection for
physical systems.
Physical System 
Cyber System 
(Decision unit) 
Comm. 
Network 
Sensing Actuation 
Comm. 
Network 
Statistical model 
PHY 
MAC 
Network 
Energy constraint 
Physics-based model 
Figure 17: CPS block diagram for the research work
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CHAPTER III
Aircraft Power Generators: Hybrid Modeling and Simulation for Fault Detection
In this chapter, we address the problem of physics-based modeling for fault detection. We
explore the power of physics-based modeling to accurately represent the physical system behavior
under both nominal and faulty conditions. We consider the Integrated Drive Generator as our case
study. IDG is the main source of electrical power for a number of critical systems in aircraft. As
such, fast and accurate fault detection and isolation are necessary components for safe, reliable, and
efficient operation of the IDG and the aircraft. Since IDGs are complex systems, the majority of the
existing fault detection and isolation techniques for the electrical subsystem (brushless generator) are
based on signal analysis and heuristic methods that are derived from experience. Since model-based
detection is more general and powerful in designing detection and isolation schemes, we develop in
this chapter an accurate model for the brushless generator that captures the machine behavior under
both nominal and faulty conditions. We exploit the hybrid modeling capability to accurately model
different rectifier diode faults and rotor winding faults, reported as the most likely brushless generator
faults. We simulate the hybrid model for nominal and different faulty conditions, and develop fault
signatures for different machine faults [6]. In terms of the general CPS block diagram presented
in Chapter I, we consider the physical system, sensors, cyber system (controller), and the actuator
(exciter generator). We ignore the communication network since IDGs are usually monitored and
controlled by hard-wired sensors and controllers. The scope of the study is reproduced in Figure 18.
The rest of the chapter is organized as follows: Section III.2 describes the IDG block diagram,
explaining different system components and their function. Section III.3 discusses our hybrid model
for the brushless generator. Section III.4 includes a discussion on modeling different types of field
winding faults. Section III.5 presents a general framework to extend the generator model to include
an arbitrary number of open-circuit diode faults. Section III.6 presents simulation results for normal
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Figure 18: Focus of physics-based modeling study in CPS.
and different faulty behaviors of the machine. Section III.7 includes a discussion on modeling and
simulation results, and Section III.8 concludes the work.
III.1 Introduction
The Integrated Drive Generator is the primary source for electrical power in the aircraft. The system
draws its power from the main aircraft engines and comprises two synchronous generators that
operate in a brushless configuration. It also includes a number of other subsystems that convert the
mechanical energy into electrical energy at a pre-specified voltage and frequency. Since the machine
operates in harsh environments, different components are subject to degradations and faults that
can vary in terms of their critical effects on system behavior. For the electrical subsystem of the
IDG, the most critical faults are winding faults and rectifier diode failures [7]. Fast and accurate
Fault Detection and Isolation is a necessary component for the safe and reliable operation of the
IDG, and, therefore, the aircraft.
The majority of existing techniques for FDI of synchronous generators are model-free [99–101,
113]. Some of these techniques require the installation of additional hardware, e.g., search coils, yet
this may not be possible for existing IDG installations. Other techniques assume special machine
designs, e.g., the ability to measure circulating current in the main armature winding, or have access
to measurements that are not available in brushless designs. Harmonic analysis has been proposed
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as an alternative technique to detect machine faults [100], but fault discrimination with harmonic
analysis is a difficult task since different faults have similar effect on the harmonics generated in the
machine windings during faulty operations.
On the other hand, Model-Based Diagnosis (MBD) techniques that utilize structural and analytic
information captured in the system model provide a more general and powerful framework for
designing FDI schemes [114, 115]. The distinguishing feature of MBD approach is the use of a
system model that describes the laws which govern the behavior of the system for all possible inputs.
Once a model is provided, the MBD engine should be able to detect system faults by comparing
its input/output observations to the predicted behavior using the provided model. Furthermore,
different models can be provided to the MBD engine for different faults, and the MBD would be
able to diagnose the fault, by comparing the actual system behavior to the predicted behavior from
different models [116]. An added benefit of MBD is that it provides methods for establishing the
set of measurements required to discriminate among different fault types (i.e., the measurement
selection problem [117]).
Despite the advantages of MBD, little work has been done in this area for brushless generators.
One of the reasons is that, constructing an appropriate model for the machine is challenging due to
the multiple phenomena that need to be captured by the model. In addition, the resulting model
is, in general, a complex, non-linear, and time-varying model that is hard to analyze. Despite these
challenges, there are some practical considerations and reasonable approximations that, if taken into
account while building the model, result in a simpler model, yet with sufficient accuracy to capture
the machine behavior aspects. For example, current machine implementations allow continuous
operation in the linear range of the magnetic curve, except for overload conditions. Therefore,
unless it is desired to study the machine behavior during overload conditions, magnetic saturation
could be neglected. Also, from a practical point of view, the mechanical subsystem that regulates
the speed of rotation is robust to electrical subsystem fluctuations, due to sophisticated feedback
control algorithms. Therefore, the mechanical subsystem could be decoupled from the electrical
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subsystem with minor loss of model accuracy. Similar approximations and practical considerations
can result in system representations that are easier to analyze.
The first contribution of this work is the development of a novel hybrid dynamical model for the
complete brushless AC generator, based on phase domain representation. The key to model-based
techniques is to build an accurate model for the system. The traditional approach for modeling
AC synchronous generators is based on the dq0 model, where the well-known dq transformation is
applied to the state variables (winding fluxes or currents) to convert the linear time-varying system to
a linear time-invariant one in the d-q frame of reference [92,118]. To obtain a time-invariant system,
the transformation assumes that symmetric conditions apply to the machine model. When faults
occur in the system, or a nonlinear load is connected to the machine, the conditions of symmetry
are violated for the IDG exciter generator with the rectifier circuit as a load. In this case, the dq
transformation does not produce a time-invariant system, therefore, the advantages of applying the
transformation are lost. In general, dq0 modeling is useful only for the analysis and simulation of the
normal behavior of generators, where the normal operating range is sufficient for designing generator
feedback controllers. However, if it is important to study and analyze a wide variety of machine
configurations and transient phenomena (especially those caused by faults), then a phase domain
behavior model (with no transformations) more accurately represents the resultant behavior, and,
therefore, is more useful for fault detection and isolation applications. Moreover, the phase domain
representation has the advantage of handling the inherent asymmetries in the brushless design.
With the goal of MBD, we focus on methods for systematically modeling and simulating a variety
of nominal and faulty behaviors of the complete brushless generator.
In typical simulation studies, the focus is on the modeling of a single generator [91, 119]. The
exciter generator and the rectifier circuit are represented by a constant DC voltage source. This
approach is adequate for the fault-free exciter generator and rectifier circuits, but recent fault crit-
icality analysis studies have shown that the highest priority failure modes are rotor field winding
faults, rotating rectifier diode faults, and shaft bearing failures [7]. Therefore, to satisfy the need for
more accurate models for FDI of the generators, we have to build models that accurately capture
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the exciter generator dynamics. Since the output of the exciter generator is connected to a rectifier
circuit that contains switching elements, we adopt a hybrid modeling approach, where discrete and
continuous dynamics are combined, to accurately model the complete brushless AC generator under
normal and faulty conditions.
The second contribution of this work is the accurate modeling of the IDG in the presence of
different rectifier diode faults and winding faults, using the hybrid system modeling approach. For
diode faults, a short circuit fault eventually leads to an open circuit condition, as the resultant over
current burns the diode. Therefore, we only consider open circuit diode faults in this work. Field
winding faults could be either parametric or structural faults, where parametric faults are charac-
terized by a change in the magnitude of one (or more) system model parameters, while structural
faults change the system configuration and cannot be represented by a system parameter magnitude
change alone. We focus our attention on parametric faults to simplify the exposition in this work.
However, the proposed model could be easily extended to include structural faults, by including the
additional current loops in the model representation. We show that the proposed hybrid model can
be effectively used to represent the brushless generator for the two fault types considered.
Our third contribution is the implementation and simulation of the hybrid system model, under
normal and faulty conditions. This emphasizes the power of model-based methods to capture system
dynamic behavior. Using the hybrid model, we develop fault signatures for rectifier diode faults and
winding parametric faults. The fault signatures include non-measurable signals in addition to the
measured terminal signals. The inclusion of non-measurable signals is unique to model-based FDI
since it is possible to estimate the hidden states of the system, subject to the satisfaction of system
observability conditions.
III.2 Aircraft IDG
Figure 19 illustrates the IDG system block diagram. The modeled generator operates in a 3-phase
brushless configuration, with its drive end connected to a prime mover that is driven by the aircraft
engine. The electrical subsystem is composed of four main components: the exciter generator, the
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rectifier, the main generator (with connected load), and the Generator Control Unit (GCU). The
exciter generator field current produces a magnetic field whose strength is proportional to the exciter
current. The rotation of the prime mover in the magnetic field induces a 3-phase voltage in the
exciter armature, which is rectified by the three-phase diode rectifier. The DC voltage current (with
ripples) from the diode rectifier is then applied to the main generator field winding, which produces
a 3-phase voltage in the main generator armature connected to the load. To keep the terminal
voltage at (or close to) its operating value, the GCU calculates the Root Mean Square (RMS) value
of the 3-phase voltages, compares it to a reference value, and regulates the field voltage of the exciter
generator, using a predefined control algorithm. The exciter generator armature, rectifier, and the
main generator field (enclosed in a gray dashed rectangular box) rotate with the main shaft that
drives the entire brushless generator system, while the exciter field, the main generator armature,
the GCU, and the load are stationary.
The mechanical subsystem is composed of the governor, which regulates the shaft speed by acting
on a hydraulic unit/differential assembly. The differential unit adds or subtracts speed to drive the
generator at a constant speed despite the variations of engine speed.
In this work, we model the electrical subsystem including the exciter generator, rectifier, and
the main generator with connected load. To simplify the presentation, we model the governor as a
simple PI controller and assume ideal hydraulic/differential assembly, where the output of the PI
controller represents the mechanical torque that is applied directly to the IDG.
III.3 Brushless AC Generator Hybrid Model
Figure 20 illustrates the electrical schematic diagram for the brushless generator system (excluding
the GCU). Each generator is represented by a set of magnetically coupled windings, namely the field
winding (denoted by fd), the 3-phase output windings (denoted by a, b, and c), and the damper
windings (denoted by kq and kd). The damper windings are used only in the main generator. The
rectifier circuit is represented by a 3-phase diode bridge circuit.
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Figure 19: Integrated Drive Generator (IDG) system block diagram. The electrical subsystem
includes the exciter generator, rectifier, and the main generator with connected load. It is controlled
by the GCU. The mechanical subsystem includes the governor and the differential assembly. System
components enclosed in the gray box rotate with the main shaft, while the remaining components
are stationary, giving rise to the brushless design.
Table 2 lists a glossary of the state variables and resistance parameters used in the model,
where subscript x ∈ {a, b, c, kq, fd, kd} corresponds to a specific winding. To differentiate between
the parameters and state variables for the exciter generator and the main generator, we use the .ˆ
notation, e.g. rˆa, for exciter generator variables. A complete glossary for model parameters is found
in Tables 4 and 5.
We derive the mathematical model for the complete generating system by applying the Kirchoff’s
Voltage Law (KVL) equations to each winding, taking into account the magnetic coupling between
the different windings. However, the rectifier circuit with its switching diodes creates multiple
configurations (modes) for the system. Each mode of operation is defined by the combinations of
forward and reverse-biased diodes in the rectifier, and the system behavior in each mode is defined
by a set of differential equations.
We model diodes as ideal switches, acting as short circuit when forward-biased, and open circuit
when reverse-biased. A detailed model for the rectifier that takes into account the conduction overlap
phenomenon (arising from exciter generator inductances) would require 13 modes of operation;
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Figure 20: Brushless AC generator electrical schematic diagram
Table 2: Glossary of aircraft generator model variables
Variable Description
ix Winding-x current, main generator.
iˆx Winding-x current, exciter generator.
vx Winding-x voltage, main generator.
vˆx Winding-x voltage, exciter generator.
λx Winding-x flux linkage, main generator.
λˆx Winding-x flux linkage, exciter generator.
rx Winding-x resistance, main generator.
rˆx Winding-x resistance, exciter generator.
ω Electrical angular velocity.
θr Angular displacement.
Tm Mechanical input torque.
P
Number of pole pairs
of the main/exciter generators.
J Rotor inertia
D
Damping coefficient of the mechanical
rotational system
six modes for the classical conduction, six modes of overlap, and one discontinuous conduction
mode [120]. In this work, we ignore the conduction overlap phenomenon and model only the classical
conduction modes to simplify the exposition. However, the reader should note that the impact of
modeling the conduction overlap is the addition of extra modes in the hybrid model with the relevant
dynamics. Therefore, the results presented here would still be applicable with a straightforward
extension of the model. Table 3 lists the six classical modes of operation with their relevant terminal
voltage conditions, and the forward-biased diodes (all remaining diodes are reverse-biased).
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Table 3: Generator hybrid model modes of operation
Mode
Exciter Terminal Voltage
Condition
Forward-biased
Diodes
AB vˆa > vˆc > vˆb DaT and DbB
AC vˆa > vˆb > vˆc DaT and DcB
BC vˆb > vˆa > vˆc DbT and DcB
BA vˆb > vˆc > vˆa DbT and DaB
CA vˆc > vˆb > vˆa DcT and DaB
CB vˆc > vˆa > vˆb DcT and DbB
Figure 21 shows the corresponding system automaton with the six discrete modes and the guard
conditions expressed in terms of exciter generator terminal voltages. The ignored modes of overlap
would fit between every pair of the classical modes, with obvious guard conditions. As an example,
an additional mode between modes AB and AC would be needed to represent the overlapping period
where diodes DaT ,DbB and DcB are simultaneously forward-biased. For every discrete mode, the
system evolves according to its continuous dynamics. For brevity, we present the mathematical
model for mode AB only, but the dynamics of the other discrete states can be derived in a similar
way.
The electrical schematic diagram for mode AB is illustrated in Figure 21. Inside the dashed
box, windings a and b of the exciter generator and winding fd of the main generator are connected
together, while winding c of the exciter generator is floating. Applying KVL, we get the following
set of equations:
λ˙a = raia + va (17)
λ˙b = rbib + vb (18)
λ˙c = rcic + vc (19)
λ˙kq = −rkqikq (20)
˙ˆ
ia − i˙fd = 0 (21)
λ˙kd = −rkdikd (22)
˙ˆ
λa −
˙ˆ
λb − λ˙fd = (rˆa + rˆb + rfd)ˆia (23)
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Figure 21: Brushless generator system automaton. The dashed box shows the electrical schematic
diagram when the system is in mode AB, where windings a and b of the exciter generator, and
winding fd of the main generator are connected together, while winding c of the exciter generator
is floating.
˙ˆ
ia +
˙ˆ
ib = 0 (24)
˙ˆ
ic = 0 (25)
˙ˆ
λfd = −rˆfd iˆfd + VF (26)
ω˙ =
P
2J
(Tm − Te − Tˆe −Dω) (27)
θ˙r = w (28)
Te and Tˆe denote the electric (load) torque of the main and exciter generators, respectively, and are
given by [92]:
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Te =
P (Lmq −Lmd)
6
[i2a − 0.5(ib + ic)2 − ia(ib + ic)] sin(2θr)
+
PLmd
3
(Nfd
Ns
ifd +
Nkd
Ns
ikd) [ia − 0.5ib − 0.5ic] cos(θr)
+
√
3P (Lmq −Lmd)
8
(i2b + i2c − 2iaib + 2iaic) cos(2θr)
+
P (Lmq −Lmd)
2
ibic sin(2θr) + PLmd
2
√
3
[ib − ic] sin(θr)
−
NkqP
3Ns
Lmqikq [ia − 0.5ib − 0.5ic] sin(θr) + NkqP
2
√
3Ns
Lmqikq [ib − ic] cos(θr) (29)
Tˆe =
P (Lˆmq − Lˆmd)
6
[ˆi2a − 0.5(ˆi2b + iˆc)2 − iˆa(ˆib + iˆc)] sin(2θr)
+
√
3P (Lˆmq − Lˆmd)
8
(ˆi2b + iˆ2c − 2iˆaiˆb + 2iˆaiˆc) cos(2θr) + NˆfdP
2
√
3Nˆs
[ˆib − iˆc] sin(θr)
+
P (Lˆmq − Lˆmd)
2
iˆbiˆc sin(2θr) + NˆfdP
3Nˆs
Lˆmdiˆfd [ˆia − 0.5iˆb − 0.5iˆc] cos(θr) (30)
There are 12 state variables, representing the currents in the different windings, in addition to the
angular displacement θr, and angular velocity ω. From (21), (24), and (25), we have four dependent
currents, which reduces the state variables to nine. However, we use the twelve state variables to
keep the model representation consistent between the different modes, and also to facilitate model
implementation.
We define the following vectors:
λ = [ λa λb λc λkq λfd λkd ]T
i = [ ia ib ic ikq ifd ikd ]T
λˆ = [ λˆa λˆb λˆc λˆfd ]T
iˆ = [ iˆa iˆb iˆc iˆfd ]T
R = [ra rb rc −rkq 0 −rkd rˆa + rˆb + rfd 0 0 − ˆrfd]
u = [ va vb vc 0 0 0 0 0 0 VF ]T
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We have the following λ − i relationship for the main generator:
λ = Li ⇒ λ˙ = Li˙ + L˙i (31)
and for the exciter generator:
λˆ = Lˆiˆ ⇒ ˙ˆλ = Lˆ˙ˆi + ˙ˆLˆi (32)
where L and Lˆ are the inductance matrices for the main and exciter generators, respectively. The
matrices are time-varying, depending on the angular displacement θr, and their expressions are
given in the appendix. Combining (17)-(32) together, and using the notation L2 to designate row
2 of matrix L, and 1i1j1,i2j2,...nm to designate an n ×m matrix with all zero elements except elements
(i1, j1), (i2, j2), . . ., we get:
M
⎡⎢⎢⎢⎢⎢⎢⎢⎣
i˙
˙ˆ
i
⎤⎥⎥⎥⎥⎥⎥⎥⎦
= (N +R)
⎡⎢⎢⎢⎢⎢⎢⎢⎣
i
iˆ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+ u
where:
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
L1 L2 L3 L4 −11516 L6 −L5 0 0 0
0 0 0 0 11114 0 Lˆ1 − Lˆ2 1
11,12
14 1
13
14 Lˆ4
⎤⎥⎥⎥⎥⎥⎥⎥⎦
T
(33)
N =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
−L˙1 −L˙2 −L˙3 −L˙4 0 −L˙6 L˙5 0 0 0
0 0 0 0 0 0
˙ˆ
L2 −
˙ˆ
L1 0 0 −
˙ˆ
L4
⎤⎥⎥⎥⎥⎥⎥⎥⎦
T
(34)
where 0 and 1 are column vectors of 0 and 1, respectively, with appropriate dimensions. The
state-space model for the complete system is then given by:
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⎡⎢⎢⎢⎢⎢⎢⎢⎣
i˙
˙ˆ
i
⎤⎥⎥⎥⎥⎥⎥⎥⎦
=M−1(N +R)
⎡⎢⎢⎢⎢⎢⎢⎢⎣
i
iˆ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
+M−1u
ω˙ =
P
2J
(Tm − Te − Tˆe −Dω) (35)
θ˙r = w
This represents a nonlinear, time-varying system. It should be highlighted that the state space
model given by (35) is not a complete system description, since the main generator terminal voltages
have to be defined in terms of the state variables, i.e., the winding currents. For example, if we
assume a resistive load Ra,Rb,Rc, then the complete state space model is still given by (35) with
the following definition for R and u:
R = diag(Ra + ra,Rb + rb,Rc + rc,−rkq ,0,
− rkd, rˆa + rˆb + rfd,0,0,− ˆrfd) (36)
u = [0 0 0 0 0 0 0 0 0 VF ]T (37)
The model presented in this section is implemented in Matlab/Simulink®, and the nominal
behavior of the machine is discussed in Section III.6.1. The nominal behavior is also summarized in
Figure 25.
III.4 Modeling Main Field Winding Faults
Generator winding faults can be classified into one of two main categories: parametric faults and
structural faults [121]. Parametric faults are characterized by a change in the magnitude of one
(or more) system model parameters. These faults do not affect the structure of the system, and,
therefore, the system model is still a valid representation for the actual system. Structural faults
change the system configuration and cannot be captured by a magnitude change in the system
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parameters. The system model under these faults is no longer valid, and a new model representing
the new configuration is necessary to generate the system behavior.
Parametric faults can be further classified into abrupt and incipient faults, where abrupt faults
describe a sudden change in system parameters, while incipient faults describe a degradation that
evolves continuously with time. An example of an abrupt fault is the sudden increase of a winding
resistance, or the sudden decrease in the number of windings, due to shorted turns. An example
of an incipient fault is the gradual increase of winding resistance due to overheating of the rotating
part.
Parametric faults can be represented easily using the hybrid model presented in Section III.3.
The structure of the model remains the same, including the discrete modes and the continuous
dynamics equations, although the continuous dynamics for every discrete mode will be different
depending on the new parameter values.
Structural faults can be classified into external and internal faults. External faults are the ones
that happen outside the machine terminals, and although they do not change the structure of the
machine, the overall system model changes. An example is a phase to phase short circuit fault.
Internal faults are intrinsic to the machine itself (within the machine boundary). An example of an
internal fault that changes the structure of the system is a phase to ground short circuit. The short
circuit from the winding to the ground creates a new loop with voltage equal to 0 [122]. The machine
with the short circuit fault could be modeled in a similar way to the one presented in Section III.3,
by including the new loop. The number of discrete modes will remain the same, since it is related to
the rectifier circuit, but the continuous dynamics inside every discrete mode will be different. The
situation becomes more complex when there is a dual fault from two phases to the ground.
Field winding faults generally evolve over time, and structural faults are usually caused by persis-
tent, small parametric faults. For example, a small number of shorted turns may cause overheating
in the magnetic core of the generator, which after a period of time causes structural winding to
ground faults. Therefore, we consider only parametric faults for the field winding. As pointed
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out before, structural faults could be simulated by extending the hybrid model, with the added
complexity represented by the increased system order.
An example of a single parametric fault, an abrupt increase in the main generator field wind-
ing resistance rfd, is simulated. The results are discussed in Section III.6.3, and the behavior is
summarized in Figure 28.
III.5 Modeling Rectifier Diode Faults
In this section, we exploit the hybrid model presented in Section III.3 to model the brushless gen-
erator with different combinations of diode faults. We first identify rectifier circuit fault types, then
we present an algorithm to identify the discrete dynamics for the system with any combination of
faulty diodes. We give examples for different faults to explain the algorithm implementation.
Studying the rectifier circuit shows that faults could occur in either the diodes or the cables
connecting the three phase output of the exciter generator to the rectifier circuit. Diodes fail in one
of two ways: failed open or failed short. In practice, shorted diodes often overheat, and burn out
causing open circuits. Therefore, we address open circuit diode faults in this work. Cable faults are
diverse, and we restrict ourselves in this study to discrete cable faults, where one of the 3-phases of
the exciter generator is no longer connected to the rectifier circuit. Figure 22 illustrates the three
types of faults, where diode DaT is open, diode DcB is shorted, and phase b is disconnected from
the rectifier circuit. It can be easily shown that the loss of one phase is equivalent to two diodes
suffering open circuit failures in the vertical branch of the rectifier connected to the faulty phase.
The six discrete modes presented in Table 3 represent the maximum set of modes that the
system can be in for any normal or faulty behavior. In other words, the system with rectifier
diode faults can be represented with a subset of the set composed of the six discrete modes of the
system. An additional OFF mode may be needed for the case of multiple diode faults, representing
the rectifier circuit when in off mode (not conducting, i.e., the exciter and main generators are
decoupled). Algorithm 1 provides a formal procedure to specify valid system modes and to define
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Figure 22: Brushless generator rectifier faults. Diode DaT fails open, diode DcB fails closed, while
phase b is disconnected from the rectifier circuit.
system behavior. The algorithm is general and could be applied to single and multiple diode faults,
as well as phase faults.
We describe some terminology that is used in Algorithm 1. We designate the set of diodes for the
rectifier circuit by D = {Dij , i ∈ P = {a, b, c}, j ∈ {T,B}}, where i represents the connected phase and
j represents the position of the diode (Top or Bottom). The set of faulty diodes is denoted by F ⊂D.
Ω = {AB,AC,BC,BA,CA,CB} is the set of the discrete modes for the brushless hybrid system,
and Ωf = Ω∪ {OFF} is the set of the discrete modes for the brushless hybrid system, covering both
normal and faulty system behavior. The set of valid discrete system modes after a diode fault has
occurred is denoted by M ⊂ Ωf , and the set of excluded system modes is denoted by M¯ = Ωf −M .
Finally, g ∶ Ω↦ Ωf is a function mapping defining the replacement for every excluded system mode,
i.e. it defines the discrete mode the system resides in during the time period originally allocated to
the excluded mode.
In the following, we give examples for single, dual diode, and phase faults. Examples refer to
Figure 20 for illustration purposes.
Example III.1 (Single Diode Fault). Assume diode DaT failed in an open circuit position. Follow-
ing Algorithm 1 with F = {DaT }:
M¯aT = {AB,AC}
M¯ = M¯aT = {AB,AC},M = {BA,CA,CB,BC}
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Algorithm 1 Specifying valid system modes and system behavior with rectifier diode faults
Input: F
Output: M,g(.)
{define excluded system modes}
for k ∈ F do
if j = T then
M¯k = {i¯i ∶ i¯ = P − i}
else
M¯k = {i¯i ∶ i¯ = P − i}
end if
end for
M¯ = ∪k∈F M¯k,M = Ω − M¯ {set of valid system modes}
{define system behavior and whether OFF state is required}
for m = p1p2 ∈ Ω do
if m ∈ M¯ then
p¯ = P − {p1, p2}
m1 = p1p¯,m2 = {p¯p2} {m1 and m2 cannot be valid system modes simultaneously, otherwise
m will not be an excluded mode.}
if m1 ∈M then
g(m) =m1
else if m2 ∈M then
g(m) =m2
else
g(m) = OFF
M =M ∪ {OFF}
end if
else
g(m) =m
end if
end for
return M,g(.)
m = AB m1 = AC (excluded) m2 = CB (valid)
⇒ g(AB) = CB AB time spent in CB
m = AC m1 = AB (excluded) m2 = BC (valid)
⇒ g(AC) = BC AC time spent in BC
M = {BA,CA,CB,BC}
g(Ω) = {CB,BC,BC,BA,CA,CB}
Figure III.23(a) illustrates the system automaton under this new condition, with excluded modes
and transitions marked with dashed lines. Figure III.23(b) shows the rectifier circuit output voltage
(main generator field excitation) with DaT diode fault, as compared to the normal output. The
system spends the time of mode AB in mode CB, and the time for mode AC in mode BC. Also,
since the rectifier output voltage is the difference between the connected terminal voltages va, vb,
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and vc (according to the active mode), the transition condition from mode CB to mode BC shows
that the rectifier output voltage has to return to zero every complete cycle through system modes.
If, on the other hand, diode DaB fails in an open circuit position, then the same argument leads
to the exclusion of modes BA and CA. Other single diode failures can be analyzed in a similar
way. ∎
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(b) Rectifier output voltage with a single diode fault, for diode
DaT . The labels indicate the active system mode during every
time period. The dashed curve refers to the normal output volt-
age, while the solid curve represents the output with diode fault.
Modes AC and AB are not valid system modes with DaT fault,
and the system moves from mode CB to mode BC directly, causing
a return to zero for the rectifier output voltage.
Figure 23: System automaton and rectifier output voltage for a single diode fault.
Example III.2 (Dual Diode Fault). Assume diodes DaT and DbB failed in an open circuit position,
then F = {DaT ,DbB}:
M¯aT = {AB,AC}
M¯bB = {AB,CB}
M¯ = M¯aT ∪ M¯bB = {AB,AC,CB},M = {BA,BC,CA}
m = AB m1 = AC(excluded) m2 = CB (excluded)
⇒ g(AB) = OFF AB time spent in OFF state
M = {BA,BC,CA,OFF}
m = AC m1 = AB (excluded) m2 = BC (valid)
⇒ g(AC) = BC AC time spent in BC
m = CB m1 = CA (valid) m2 = AB (excluded)
⇒ g(CB) = CA CB time spent in CA
M = {BA,BC,CA,OFF}
g(Ω) = {OFF,BC,BC,BA,CA,CA,OFF}
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Figure III.24(a) illustrates the resulting system automaton. The system spends the time of mode
CB in mode CA, the time of mode AB in mode OFF, and the time of mode AC in mode BC. This
gives rise to the rectifier circuit output voltage in Figure III.24(b). ∎
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(b) Rectifier output voltage with a dual diode fault, for diode DaT
and DbB . The labels indicate the active system mode during every
time period. The dashed curve refers to the normal output voltage,
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Figure 24: System automaton and rectifier output voltage for a dual diode fault.
For phase faults, a discrete phase fault (loosing one phase connection to the rectifier) is equivalent
to two diode faults in the vertical branch connected to the phase. In this case, every phase loss results
in an exclusion of four system modes, since every diode results in the exclusion of two modes, and
the two diodes, being in one branch, do not have any common modes. Moreover, it can be easily
shown that it is always true that there is a valid mode for the system when the transition condition
to an excluded mode is satisfied. Therefore, OFF mode is not a valid system mode for phase faults.
Phase faults can be modeled in a similar way to Examples III.1 and III.2.
The two types of faults presented in Examples III.1 and III.2 are simulated in this work. The
results are discussed in Section III.6.2, and the behavior is summarized in Figures 26 and 27, re-
spectively.
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III.6 Simulation Results
The complete mathematical model for the brushless generator, presented in Section III.3, is imple-
mented in Matlab/Simulink ® [123], to generate behaviors under nominal and faulty conditions. A
400 Hz brushless generator, with the equivalent set of parameter values (in SI units) shown in Table
4, is used for simulation. These parameters are in dq0 domain, and transformed to the phase-domain
values using the equations shown in Table 5. The transformation is not unique since more than one
ratio of the windings may result in the same set of parameter values in the phase domain. The
parameter values are used for both the main and exciter generators. Primed parameters are field
variables referred to the armature windings.
Table 4: Aircraft generator dq0 model parameters
Parameter Description Value
Lls
Leakage inductance,
stator winding 0.004527 H
Lmd
Magnetizing inductance,
d winding 0.1086 H
Lmq
Magnetizing inductance,
q winding 0.05175 H
L´lkq
Leakage inductance,
kq winding (referred) 0.01015 H
L´lfd
Leakage inductance,
fd winding (referred) 0.01132 H
L´lkd
Leakage inductance,
kd winding (referred) 0.007334 H
ra resistance, stator winding a 1.62 Ω
rb resistance, stator winding b 1.62 Ω
rc resistance, stator winding c 1.62 Ω
r´kq resistance, kq winding 4.772 Ω
r´fd resistance, fd winding 0.6 kΩ
r´kd resistance, kd winding 3.142 Ω
Ns
Number of turns,
stator winding 100
Nfd Number of turns, fd winding 100
Nkq Number of turns, kq winding 100
Nkd Number of turns, kd winding 100
D Damping coefficient 0.009 kg.m2.s-1
J Moment of inertia 0.0923 kg.m2
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Table 5: Aircraft generator phase-domain model parameters calculation
Parameter Description Expression
LA
Machine geometrical
parameter Lmd+Lmq
3
LB
Machine geometrical
parameter Lmd−Lmq
3
Llkq
Leakage inductance,
kq winding ( 2
3
) (Nkq
Ns
)2 L´lkq
Lmkq
Magnetizing inductance,
kq winding (2
3
) (Nkq
Ns
)2Lmq
Llfd
Leakage inductance,
fd winding (2
3
) (Nfd
Ns
)2 L´lfd
Llkd
Leakage inductance,
kd winding ( 2
3
) (Nkd
Ns
)2 L´lkd
Lskq
Mutual inductance,
stator-kq windings (2
3
) (Nkq
Ns
)Lmq
Lsfd
Mutual inductance,
stator-fd windings (2
3
)(Nfd
Ns
)Lmd
Lskd
Mutual inductance,
stator-kd windings (2
3
) (Nkd
Ns
)Lmd
Lfdkd
Mutual inductance,
fd-kd windings (Nfd
Nkd
)Lmkd
rkq Resistance, kq winding (23) (NkqNs )2 r´kq
rfd Resistance, fd winding (23) (NfdNs )2 r´fd
rkd Resistance, kd winding (23) (NkdNs )2 r´kd
III.6.1 Nominal Behavior
The system is simulated with no faults to set up the reference signals for comparison purposes, when
studying system behavior with faults. The following signals are observed (Figure 25):
• Exciter generator winding currents: according to system dynamics description in Section
III.3, every phase current iˆa, iˆb, iˆc is on for the duration of two modes (1/3 the generator output
period ≈ 0.83 ms), off for 1/6 of the period, on (with opposite sign) for 1/3 of the period, and
off for 1/6 of the period. The field current is steady with superimposed small magnitude
oscillations.
• Rectifier output voltage: the voltage is a typical output from a 3-phase rectifier, with
average DC voltage and superimposed ripples.
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• Main generator winding currents: phase currents represent the nominal 3-phase sinusoidal
output from the generator. Damper winding currents are equal to zero during steady state,
with very small ripples. The field winding current signal exhibits the same behavior of its
accompanying rectifier output voltage.
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(b) Rectifier output voltage is the
typical output from a 3-phase diode
rectifier, where sinusoidal ripples are
superimposed on the average DC
voltage.
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Figure 25: Nominal behavior for the brushless generator.
III.6.2 Diode Fault Injection
Single and dual diode faults are simulated. Diode designations are with reference to Figure 20.
Single Diode Fault
The system is simulated with an open circuit fault in diode DaT , injected at time t = 0.5 s. According
to Section III.5, this results in the discrete mode set {CB,BC,BA,CA}, and the automaton in
Figure III.23(a). The following signals are observed (Figure 26):
• Exciter generator winding currents: because of excluded modes, iˆa ≤ 0. iˆb and iˆc exhibit
similar behavior to their nominal waveform, except that the transition from positive to negative
half cycle for iˆb is smooth with no abrupt return to zero as in the nominal case. The same
is applied to iˆc when switching from negative to positive half cycles. This can be easily
explained by following the system automaton in Figure III.23(a). The exciter field winding
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current undergoes periodic oscillations with the same waveform as the rectifier output voltage,
except that the waveform does not return to zero, but to a value that is > 0 and smaller than
its steady state value.
• Rectifier output voltage: the voltage returns to zero during modes AB andAC, as explained
in Section III.5. The signal does not match Figure III.23(b) as the 3-phase output from the
exciter generator is not pure sinusoidal with rectifier diode faults.
• Main generator winding currents: the 3-phase currents undergo distortion, which may be
detected by harmonic analysis. The field winding signal behavior is very similar to the output
voltage. An interesting behavior for damper winding currents is noted, since these currents
are almost equal to zero in normal operation. With diodes fault, both currents undergo out of
phase spikes at the time of fault injection, then both signals have oscillations with sufficient
magnitude that could be exploited for fault detection. Furthermore, the oscillations are out of
phase by π degrees rad.
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Phase current iˆa ≤ 0 and iˆb and iˆc do
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(b) Rectifier output voltage returns
to zero due to the excluded modes
AB and AC resulting from the diode
fault.
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(c) Main generator winding currents.
3-phase currents are slightly dis-
torted. The damper winding currents
ikq and ikd have negative and positive
spikes, respectively, at the fault injec-
tion time, and then undergo periodic
oscillations with high magnitude com-
pared to their steady state zero value.
Figure 26: Behavior of the brushless generator with a single diode fault, diode DaT in Figure 20
fails open.
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Dual Diode Fault
The system is simulated with an open circuit fault in diodes DaT and DbB, injected at time t = 0.5 s,
which results in the discrete mode set {BC,BA,CA,OFF}, and the automaton in Figure III.24(a).
The following signals are observed (Figure 27):
• Exciter generator winding currents: because of the excluded modes, iˆa ≤ 0 and iˆb ≥ 0.
The exciter field current undergoes periodic oscillations with very similar waveform to the
rectifier output voltage.
• Rectifier output voltage: the voltage goes to zero for the duration of mode AB (1/6 the
output voltage period ≈ 0.42 ms), as explained in Section III.5. The discrepancy with Figure
III.24(b) is due to the fact that the 3-phase output from the exciter generator is not pure
sinusoidal with rectifier diode faults. The negative spike is an artifact of hybrid systems
simulation when switching modes, and is not part of the system dynamics.
• Main generator winding currents: slight distortion is noted in phases abc output currents,
but not with a sufficient magnitude to allow robust fault detection. The field winding signal
behavior is very similar to the output voltage. The behavior for damper winding currents is
the same as in the case of a single diode fault, namely out of phase spikes, followed by large
magnitude periodic oscillations.
It can be shown that other diode faults have similar effects, except for phase differences. As a
conclusion, fault signatures for different diode faults are very similar with regard to main genera-
tor damper winding and phase currents. The distinguishing signals are the exciter phase winding
currents, the main generator field winding current, and the rectifier output voltage. These facts
are illustrated by Table 6, which summarizes the system behavior with nominal and different fault
types. It represents the fault signature table that could be further exploited to develop fault detection
algorithms for different types of faults.
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(b) Rectifier output voltage returns
to zero for the duration of mode AB.
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(c) Main generator winding currents.
3-phase currents are slightly dis-
torted. The damper winding currents
ikq and ikd have negative and pos-
itive spikes, respectively, at the fault
injection time, and then undergo peri-
odic oscillations with high magnitude
compared to their steady state zero
values.
Figure 27: Behavior of the brushless generator with a dual diode fault, diodes DaT and DbB in
Figure 20 fail open.
III.6.3 Parametric Faults Injection
We consider an abrupt change in the resistance of the field winding of the main generator, rfd. In
practice, this may be caused by winding overheating. A 10% sudden increase in the resistance value
is injected at simulation time t = 0.5 sec., and the following signals are observed (Figure 28)
• Exciter generator winding currents: the only notable behavior is the transient reduction
in current magnitude, while no effect is noted on the angular velocity.
• Rectifier output voltage: a reduction in the rectifier output voltage is noted, due to the
higher input impedance of the main generator field winding. The spike at the time of fault
injection is an artifact due to the switching behavior of the hybrid system, and is not part of
the system dynamics.
• Main generator winding currents: the phase currents undergo sudden decrease of the
magnitude. The most notable fault signature is in the damper winding kq current signal, that
shows a negative spike and damped oscillations. A very similar behavior is noted for damper
winding kd current, but with positive spike.
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We conclude that for parametric abrupt faults, only magnitude change is noted, and as long as
the fault magnitude is within the control range of the GCU, the GCU will compensate the 3-phase
output signal for the fault effect. Therefore, detection of the fault using the 3-phase output signal
may be hard if the response time of the GCU is small. On the other hand, monitoring phase currents
for the exciter generator and damper winding currents is likely to be more effective for detecting
this kind of faults, provided they are measurable or could be estimated using a system observer (see
discussion in Section III.7). Table 6 summarizes the resistance fault signatures.
−0.2
0
0.2
i′ a
−0.2
0
0.2
i′ b
−0.2
0
0.2
i′ c
0.286
0.288
0.29
0.286
i′ f
d
2514.5
2515
2515.5
ω
0.48 0.485 0.49 0.495 0.5 0.505 0.51 0.515 0.52
1200
1300
1400
t (sec)
θ
(a) Exciter generator currents, angu-
lar velocity, and angular displacement.
Transient reduction of current magni-
tude occurs. No impact on the angular
velocity is noted.
0.495 0.5 0.505 0.51
40
41
42
43
44
45
46
47
t (sec)
R
e
c
ti
fi
e
r 
o
u
tp
u
t 
v
o
lt
a
g
e
 (
V
)
(b) Rectifier output voltage de-
creases due to the higher input
impedance of the field winding.
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(c) Main generator winding currents.
A transient decrease in 3-ph currents
is noted. Damper winding currents
ikq and ikd show negative and posi-
tive spikes, followed by small oscilla-
tions and a return to zero.
Figure 28: Behavior of the brushless generator with an abrupt parametric fault in the main generator
field winding resistance rfd.
Table 6 summarizes the system behavior with nominal and different fault types discussed in
this section. It represents the fault signature table that could be further exploited to develop fault
detection algorithms for different types of faults.
III.7 Discussion of Modeling and Simulation Results
The results of the simulation experiments show that fault signatures are mostly notable in the current
signals of the rotating windings, namely phase windings of the exciter generator and field/damper
windings of the main generator. Fault signature in output phase currents is not easily detectable,
especially that phase currents have much higher frequency. Therefore, to detect faults from these
waveforms, either faster sensors are required or frequency response analysis is needed. However, and
as pointed out before, most of the existing techniques for generator fault detection rely on phase
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Table 6: Brushless generator fault signatures
Fault iˆa iˆb iˆf vrec ia/ib/ic ikq ikd
Nominal ⌞ 0.83 ms ⌜ DC 3-ph rectified 3-ph sin. 0 0
Single diode fault ≤ 0 ⌞ 2.5 ms ⌞ ↓,∼ hits zero every 2.5 ms ↓ − ↓,∼ ↑,∼
Dual diode fault ≤ 0 ≥ 0 ↓,∼ ⌞ 2.5 ms ⌞ ⇓ − ↓,∼ ↑,∼
Resistance fault ↓↑ ↓↑ ↓↑ ↓↑ ↓ − ↓ − ↑ −
↑ signal magnitude increase
⇑ signal magnitude increase (qualitatively higher than ↑)
↓ signal magnitude decrease
⇓ signal magnitude decrease (qualitatively lower than ↓)
− signal nominal value
∼ signal oscillations around its nominal value
⌞ signal returns to zero from positive magnitude, remains zero for 0.42 ms
⌜ signal returns to zero from negative magnitude, remains zero for 0.42 ms
↑↓ signal magnitude increase, followed by a signal magnitude decrease
⌞ T ⌞ signal returns to zero from positive magnitude every T ms, remains zero for 0.42 ms
current measurements and harmonic analysis, making it harder to discriminate between faults.
Given these facts, internal winding currents of the exciter and main generators represent potential
candidates for detecting diode and parametric faults.
In most practical installations, internal winding current measurements are not directly measur-
able, since these windings are mounted on the rotating part of the generator, making it unusually
hard to install sensors that produce reliable measurements. One way to solve this problem is to
estimate the unmeasurable currents using the brushless generator state space model. Some work
on the use of observers for damper winding currents to estimate generator parameters has been re-
ported in [124]. However, the authors are not aware of any work that addressed the observer design
for the complete brushless generator, which has to be a hybrid observer. The starting point is to
use the model presented in Section III.3, perhaps with some relaxing assumptions to simplify the
hybrid observer design. One such practical assumption is that the angular velocity of the machine is
constant during normal and faulty behavior of the machine operation. The results of our simulation
experiment presented in this chapter, in addition to the feedback obtained from our industrial part-
ners, have shown very small effect of the faults considered on the variability of the angular velocity.
This assumption has the effect of transforming the system into a linear, but a time-varying (LTV)
system, thereby making the observer design much simpler.
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The brushless generator hybrid model developed in this chapter can be used for FDI by aug-
menting it with a bank of hybrid observers; one observer for the nominal system model, and an
additional observer with the faulty system model for each fault to be detected. The hybrid observer
has, as its input, the brushless generator input u = [ VF Tm ] and output y = [ ia ib ic ], and
is composed of a location observer and a continuous observer. The location observer estimates the
current system mode, qˆ, and the continuous observer estimates the continuous system states, xˆ,
given the current system mode from the location observer [125]. Detection of faults presented in
this chapter is accomplished by comparing the estimated states xˆ from the hybrid observer with the
least residual to the signals in Table 6 to discriminate between faults.
Some comments about the brushless generator model presented in this chapter are in order.
The model assumes linear magnetic circuits, where there is no saturation in the machine. Most
modern generating systems are designed to work in the linear region of the magnetic curve, therefore,
this should not be a limiting factor in using the model. However, if the objective is to simulate
the machine with overload conditions, or if the fault to be simulated drives the machine into the
saturation region, then the model has to be extended to include saturation effect. Also, in some
practical designs, a filter capacitor is added to the output of the rectifier circuit to smooth the output
voltage that is applied to the main field winding. This capacitor will try to maintain the rectifier
output voltage during diode failure, so that the voltage does not return to zero, unlike the simulation
results in this chapter. However, the analysis will be similar with the addition of one state variable
representing the capacitor voltage.
Finally, as an extension to this study, the model could be evaluated using a laboratory setup akin
to the one presented in [103], where different diode faults could be injected. The model implemented
in Matlab/Simulink could be simulated oﬄine or in real-time on a personal computer to compare
the results. Further, laboratory measurements could be communicated to the model for further
analysis and tuning, using Matlab Instrument Control Toolbox and the appropriate input/output
digital interface.
82
III.8 Summary
In this chapter, we have presented a hybrid modeling approach for brushless generators with nominal
and faulty conditions. Direct phase-domain (abc domain) modeling is shown to facilitate generator
modeling, especially with machine faults, since it avoids unnecessary transformations introduced by
the dq0 modeling approach. The hybrid modeling approach presented is an accurate method to
model brushless generators with faults in the exciter generator/rectifier parts. It has been shown
also that with diode faults, the hybrid modeling approach helps understanding the physics of failure
events by defining a framework for modeling and simulation of different combinations of faults.
For different rotor faults, the fault signatures generated have shown that currents in the rotating
windings are more appropriate for fault detection and isolation. On the other hand, the 3-phase
output currents as well as the excitation current do not show fault signatures different from what
has been reported in the literature about other types of machine faults.
Some of the future research problems include the use of the hybrid model in building accurate
FDI schemes for the different faults discussed in the chapter. The use of a hybrid observer along with
the fault signatures developed to detect and isolate faults is an important research direction. The
power of the FDI scheme that is based on the hybrid observer, as compared to existing techniques
for brushless generator fault detection, is also of practical interest.
The work in this chapter reveals the complexity of accurate physics-based models. Such models
could be hard to utilize in online fault detection and isolation systems. However, physics-based
models could be used to generate accurate data sets for the system behavior under a variety of
operating conditions. The generated data sets could be used to build statistical models for the
machine under different nominal and faulty conditions. Chapter IV presents a fault detection scheme
based on such statistical models.
83
CHAPTER IV
Abrupt and Incipient Fault Detection Using Statistical Models
In Chapter III, we investigated physics-based modeling for aircraft generators. The developed
model is a complex nonlinear, time-varying dynamic system. Practical engineering systems, in
general, tend to have models as complex as or even more complex than the generator model. Building
a Fault Detection and Isolation system using such complex models is a difficult task. The task
becomes even more difficult when considering intermittent and incipient fault types. Fortunately,
less complex models are often sufficient for the FDI task. In this chapter, we explore the power of
statistical modeling in building robust FDI systems. Statistical models rely on the availability of
a sufficient data set to describe the system under study in different operating modes. This data
set may be obtained either from operating data set of real life systems or from the simulation of
physics-based models, akin to the model developed in Chapter III.
In this chapter, we develop a general framework to detect and distinguish between abrupt per-
sistent, abrupt intermittent, and incipient faults. The framework is based on the change detection
theory and could be applied to any system as long as a statistical description could be obtained for
the system behavior. We specialize the framework to the case of Gaussian noise and exponential
fault profile, and obtain closed form expressions for the estimators and a recursive expression for
the fault detector. We apply the developed framework to detect different fault types in the NASA
ADAPT-Lite Electrical Power System, in the context of the DXC’10 diagnosis competition, and
achieve 2nd position [4]. To show how the algorithm could be applied to a general fault model, we
apply the developed algorithm on the problem of aircraft generator winding fault detection using
differential protection techniques [5].
The rest of the chapter is organized as follows: Section IV.1 is a brief introduction to statistical
models. Section IV.2 describes the statistical models for different fault types under consideration.
Section IV.3 describes the general FDI system. Section IV.4 describes the detailed detector design.
84
Section IV.5 derives the estimators for fault parameters. Section IV.6 describes the application
of the FDI system on NASA electrical testbed for DXC’10 competition. Section IV.7 describes the
application of the detector for the general fault model in the case of aircraft generator winding faults.
Section IV.8 proposes an extension to enhance the detector performance. The work is concluded in
Section IV.9.
IV.1 Introduction to Statistical Modeling
A statistical model for system measurements is a pair (Y,P ), where Y is the random variable
representing the measurement, and P is the probability distribution which is thought to generate
the observed data. The source of randomness could be sensor noise, system disturbance, system
model uncertainty, or some or all of these sources. To detect any change from the nominal system
behavior, we need at least a statistical description for the nominal behavior. This model could be
described, for a single measurement, on the form:
y[n] = s[n] +w[n] (38)
where y[n] is the time series of the observations from the sensor, s[n] is a deterministic signal
that depends on the measured variable, and w[n] is an additive noise. For each system fault, the
observation model could be described similarly as:
y[n] = sfi[n] +wfi[n] (39)
where i is the fault under consideration, sfi[n] describes the system behavior under fault for this
particular observation, and wfi[n] describes the noise behavior under this fault condition. The
nominal signal s[n] is either known from training data, or generated online by an independent
system observer. The system observer is built using the nominal system model. In either case, the
value s[n] is subtracted from the observation sequence to obtain the residual signal. In addition, the
noise behavior is assumed independent of the fault, and considered the same under both nominal
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and faulty conditions. Accordingly, the detection problem could be expressed on the form:
H0 ∶ r[n] = w[n]
Hi ∶ r[n] =∆sfi[n] +w[n] i = 1,2, . . . ,m (40)
where r[n] is the residual signal for the sensor, m is the number of faults, and ∆sfi[n] = sfi[n]−s[n]
represents the deviation in the measurement as a result of the fault. ∆sfi[n] is usually partially
known, with unknown parameters to be estimated from the observations.
Two main approaches exist to detect a change in a data stream: 1) fixed sample size detection,
and 2) sequential detection. In fixed sample size detection, a detection window is used to specify
the samples that will be used in the detection process. The decision is evaluated at the end of
the detection window. This detection window may be sliding, where each new observation replaces
the oldest one. In such case, the decision is evaluated each time a new sample arrives. Sequential
detection, on the other hand, does not fix the sample size in advance. Instead, data are evaluated
as they arrive, and the decision may be declared at any time instant, if the stopping criteria is
met [109]. Sequential detection has been shown to be more efficient, on average, in terms of shorter
delay for detection [126]. However, the analysis of sequential detection is much harder, and in
many cases, no closed form expressions exist for the detector performance. The lack of closed form
formulae makes detector tuning a challenging task, and often heuristics are applied to properly tune
the detector based on the specific application. Fixed sample size detection, on the other hand, is a
well-understood field, and common detectors (e.g. Gaussian noise case) have closed form expressions
for the detector performance [10].
In this chapter, we consider sequential detection, since delay for detection is a crucial measure
that needs to be minimized, in order to take the necessary action required to protect humans,
systems, as well as the environment from any catastrophic consequences of the faults.
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Figure 29: Abrupt persistent fault profile. Noise is removed from the residual signal for clarity.
IV.2 Fault Modeling
We consider three different fault types, and present a statistical model for the residual signal for
each fault type.
IV.2.1 Abrupt Persistent Fault
The profile for abrupt persistent faults is shown in Figure 29, without the additive noise. The
residual signal for the fault could be expressed as:
r[n] = A +w[n], (41)
where A is a constant (could be positive or negative), representing the fault magnitude. We assume
that w[n] is a stationary Gaussian discrete random process with zero mean and variance σ2n. For
this fault type, it is required to estimate the fault injection time tinj and the fault magnitude A.
We note here that A represents the fault magnitude for the specific signal measured, and not for the
faulty component. Any necessary transformations should be applied to estimate the fault magnitude
for the system component.
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Figure 30: Abrupt intermittent fault profile. Noise is removed from the residual signal for clarity.
IV.2.2 Abrupt Intermittent Fault
The profile for abrupt intermittent faults is shown in Figure 30, without the additive noise. The
residual signal for the fault could be expressed as:
r[n] = AZ[n] +w[n] (42)
A is the fault magnitude, which is assumed different for each occurrence of the fault. We assume
here that A is a Gaussian random variable, with mean µA and variance σ
2
A. Z[n] is a binary random
process representing the existence or absence of the fault, and defined by:
Z[n] =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
0 fault absent
1 fault present
(43)
A common assumption for Z[n] random process is to define it as a two-state Markov chain,
as depicted in Figure 31, where one state represents the no-fault condition, while the other state
represents the fault condition [105]. The parameters of the Markov chain are assumed unknown and
evaluated from the data samples. The Markov chain assumption leads to an exponential distribution
for the inter-arrival time ∆tn and the persistence time ∆tf of the fault [127]. Therefore, ∆tn ∼
exp(µn), where µn = α, and ∆tf ∼ exp(µf), where µf = β.
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Figure 31: Markov chain modeling for intermittent faults
To summarize, the parameters to be estimated with this fault type are: 1) the fault injection
time tinj, 2) the mean fault magnitude µA, 3) the mean inter-arrival time for the fault µn, and 4) the
mean persistence time for the fault µf .These parameters are identified in Figure 30.
IV.2.3 Incipient Fault
The profile for incipient faults is shown in Figure 32, without the additive noise. The residual signal
for the fault could be expressed as:
r[n] = Bn +w[n] (44)
where B =MTs, M is a constant representing the slope of the drift, and Ts is the sampling period.
The parameters to be estimated with this fault type are tinj and M .
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Figure 32: Incipient fault profile. Noise is removed from the residual signal for clarity.
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IV.3 Fault Detection and Isolation System
The general block diagram for the FDI system is shown in Figure 33. The main components are
summarized below.
System
Observer
Inputs
Measurements Fault Detection Fault Isolation
Residuals
Fault
Signature
Fault
Candidate i
Fault Identification
Fault
Parameters
b, θ
Figure 33: Fault detection and isolation system block diagram. The focus of the study is on the
fault detection algorithm.
• System. The physical system to be monitored, with its inputs and output measurements
available to the observer.
• Observer. The observer uses the same inputs applied to the system, as well as the output
measurements, to evaluate the residual signals. The observer uses prior information about the
system, e.g. a system model akin to the one developed in Chapter III, to estimate the nominal
system outputs. The difference between the estimated outputs and the true outputs is the
residual vector used by the fault detector.
• Fault Detection. The fault detector uses the residual signals to decide if there is a fault in the
system. The fault detector has to be robust to measurement noise, system disturbances, as well
as model inaccuracies. Some fault detectors are designed as dynamic systems that generate
structured residuals which respond to a subset of faults [116]. These types of fault detectors
integrate the observer, fault detection, and fault isolation functions in one unit. However,
design of such detectors is usually complex except for simple linear systems. Another common
approach is to use the residual signals from the observer, and apply statistical techniques to
declare if there is a significant change in one or more of the output measurements. The output
of the fault detector in this case is a vector of binary variables representing the fault signature
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for the system. We adopt this technique in this chapter. In Figure 33, b represents the fault
signature vector, where each entry bi is defined as:
bi =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
0 no fault
1 fault
(45)
In addition, the fault detector in our work provides an estimate for the fault parameters
relevant to the fault type, as explained in Section IV.5. We designate the vector of estimated
fault parameters for each measurement by θi.
• Fault Isolation. The fault isolator uses the fault signature developed by the detector, to
reason about the possible fault candidates, and finally to declare a final decision on which
fault(s) exists in the system. The isolator may be as simple as a lookup table, matching
the fault signature to the closest fault candidate, or it may device sophisticated diagnosis
algorithms to isolate the true fault. The fault isolator also has to deal with uncertainties in
the fault signature results, since false alarms and missed detections are unavoidable in any
fault detector.
• Fault Identification. The fault identifier estimates the fault parameters for the declared fault
candidates. The identifier applies any necessary transformations to the estimates generated
by the fault detector, in order to estimate the fault magnitude of the failed component in
the system. This transformation may not be required if there is a one-to-one correspondence
between the measured variable and the faulty component.
In this work, we focus on the design of the fault detector. The fault detector is required to
accomplish the following tasks:
1. Decide if there is a change in the nominal behavior of the system.
2. Declare whether the existing fault is an abrupt persistent, abrupt intermittent, or incipient
fault.
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3. Estimate the relevant fault parameters.
IV.4 Fault Detector Design
Since detection of all fault types described in Section IV.2 could be reformulated into the hypothesis
testing problem in (40), we use change detection theory to design the fault detector. Since we have
unknown parameters after the change (e.g. fault magnitude), two main algorithms are used to detect
the change [109]:
1. Weighted CUSUM algorithm, where the likelihood ratio is weighted (marginalized) w.r.t. all
possible values of the unknown parameter. This requires prior information about the unknown
parameters and results in an integration that may not be easy to evaluate.
2. Generalized Likelihood Ratio algorithm, where the unknown parameters are replaced by their
respective ML estimates.
We choose the GLR algorithm for the detector design. We designate the Log Likelihood Ratio (LLR)
for observations r from time j up to time k by:
Skj (θ1) = k∑
i=j
ln
pθ1(r[i])
pθ0(r[i]) (46)
where θ0 and θ1 are the set of parameters that characterize the distribution of observations before
and after the change, respectively. θ0 is assumed known from the nominal system behavior data,
while θ1 is assumed unknown. In addition, the change time is unknown to the detector. These
parameters are substituted by their ML estimates, and the test statistic is given by:
gk = max
1≤j≤k
sup
θ1
Skj (θ1) (47)
92
If there is a minimum magnitude vm of the changes of interest to the parameter θ, then the test
statistic could be rewritten as:
gk = max
1≤j≤k
sup
θ1∶∣θ1−θ0∣≥vm>0
Skj (θ1) (48)
The detection time ta is the minimum value of k at which gk ≥ h, where h is the detector
threshold:
ta =min{k∣max
1≤j≤k
Skj ≥ h} (49)
The conditional ML estimate for the change time (conditioned on ta) is the value of j at which the
maximum value of gk is reached. Therefore, the conditional ML estimate for the change magnitude
and time are given by:
(tˆ0, θˆ1) = arg max
1≤j≤ta
sup
θ1
ta
∑
i=j
ln
pθ1(r[i])
pθ0(r[i]) (50)
In the following, we derive the test statistic for each fault type. We note from Section IV.2 that
pθ0 ∼ N (0, σ2n) for all fault types. In addition, σ2n is assumed known from nominal system data.
IV.4.1 Abrupt Persistent Fault Detection
From (41), θ1 = A, which is the only unknown parameter after change, in addition to the unknown
change time. After straightforward simplifications, the LLR can be written as:
Skj = A
σ2n
k
∑
i=j
(r[i] − A
2
) (51)
The test statistic in (48) is then given by:
gk = 1
σ2n
max
1≤j≤k
sup
A∶∣A∣≥vm>0
k
∑
i=j
[Ar[i] − A2
2
] (52)
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The unconstrained maximization over A produces:
Aˆj = 1
k − j + 1
k
∑
i=j
r[i] (53)
Adding the constraint ∣A∣ ≥ vm and noting that the maximization is for a quadratic function:
∣Aˆj ∣ = ⎛⎝ 1k − j + 1 RRRRRRRRRRR
k
∑
i=j
r[i]RRRRRRRRRRR − vm⎞⎠
+
+ vm (54)
and sign Aj is the same as the sign of
1
k−j+1 ∑ki=j r[i]. The test statistic is then given by:
gk = 1
σ2n
max
1≤j≤k
k
∑
i=j
⎡⎢⎢⎢⎢⎣Aˆjr[i] −
Aˆ2j
2
⎤⎥⎥⎥⎥⎦ (55)
When vm = 0, the test statistic becomes:
gk = 1
2σ2n
max
1≤j≤k
1
k − j + 1
⎡⎢⎢⎢⎣
k
∑
i=j
r[i]⎤⎥⎥⎥⎦
2
H1
≷
H0
γ (56)
We note that the same result in (56) could be obtained if we substitute for the ML estimator of A,
Aˆ, in (51), where Aˆ is given by:
Aˆ = 1
k − j + 1
k
∑
i=j
r[i] (57)
Accordingly, in subsequent discussions, we assume vm = 0, which allows us to use the ML estimator
directly in the LLR expression. If it is desired to have a minimum change for detection vm, then it
could be subtracted from the residual signal before applying the detection algorithm.
IV.4.2 Abrupt Intermittent Fault Detection
From the residual signal expression in (42), we note that when Z[n] = 1, i.e. a fault is present,
the detection problem is identical to the abrupt persistent fault case, except that the mean under
H1 is different. This is because there is only one realization of the random variable A during any
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faulty period. Accordingly, the test statistic is the same for both faults. Since both A for the
abrupt persistent fault, and µA for the abrupt intermittent fault are unknown, there is no way to
differentiate between the two types of faults using only the GLRT test. An obvious discriminatory
feature is the frequency of occurrence of the fault over a given time frame. Therefore, the solution
we use is to reset the GLRT detector after each time a fault is declared. The detector then uses
the estimated fault magnitude Aˆ as its new baseline and starts sampling from this new reset point.
If the fault is persistent, and in the absence of false alarms, no more faults will be detected. On
the other hand, if the fault is intermittent, then multiple fault instances will be detected. Each two
consecutive faults will have opposite signs for Aˆ. Therefore, we can summarize the fault signature
by sgn(Aˆ), where sgn is the sign function. The fault signature, assuming positive fault magnitude
and no false alarms, is given by:
sgn(Aˆ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 Abrupt persistent
1 −1 1 −1 1 . . . Abrupt intermittent
(58)
A threshold could be set for how many fault instances are required before declaring a fault to be
intermittent.
IV.4.3 Incipient Fault Detection
Since the incipient fault is characterized by a continuous increase in the signal magnitude, the
application of the LRT for abrupt faults will detect consecutive changes in one direction only.
Therefore, the fault signature for incipient faults, assuming positive fault magnitude, is given by:
sgn(Aˆ) = [ 1 1 1 1 1 . . . ] Incipient fault (59)
Similarly, a threshold could be set for how many fault instances are required before declaring a fault
to be incipient. From (58) and (59), we note that each fault type has a distinct signature, enabling
us to discriminate between different faults by proper tuning of the detector thresholds. Algorithm
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2 summarizes the complete detection algorithm. The parameter γp represents the integer threshold
on the number of changes to declare an abrupt persistent fault. Ideally, i.e. without false alarm,
γp should be set to 1. In practice, γp should be set > 1 to accommodate for false alarms from the
change detector. The threshold γpn represents the number of samples the algorithm should wait
after detecting a change to declare an abrupt persistent fault. This threshold is important in order
to avoid a premature decision about the fault type, since the fault may be an intermittent one, with
long persistence time. The parameters γi and γc represent the integer thresholds on the sum of the
elements of the fault signature vector, for abrupt intermittent and incipient faults, respectively. For
intermittent faults, γi should be ideally 0 or 1 (see (58)), while for incipient faults γc should be set
> 1 (see (59)). Although it is possible to use one threshold in place of γi and γc, two thresholds
give more control on the detector performance, since false alarms in each case could be handled
independently. The parameter estimation part of the algorithm is explained in Section IV.5
IV.5 Fault Parameter Estimation
In this section, we present expressions for parameter estimators for each fault type. The results
draw directly from classical estimation theory techniques [110].
IV.5.1 Abrupt Persistent Faults
The detection algorithm 2 returns the fault injection time tinj and the fault magnitude Aˆ, which are
the only parameters to be estimated with this fault type. Therefore, no additional estimators are
required for the abrupt persistent fault case. The estimators are given by:
tˆinj = T[1] (60)
Aˆ =A[1] (61)
IV.5.2 Abrupt Intermittent Faults
The parameters to be estimated are:
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Algorithm 2 Change Detection Algorithm
Input: r
Output: T,A, F,θ
Initialize: T = [],A = [], F = [],G = [0],A0 = 0
while true do
Read current sample value r
Expand test statistic vector, subtract fault magnitude if a fault is detected:
k = size(G)
for j = 1 ∶ k do
G[j] =G[j] + r − (k − j + 1)A0
end for
Estimate σ2n
TStatistic = −∞
for j = 1 ∶ k do
if 1
k−j+1
G2[j] > TStatistic then
TStatistic = 1
k−j+1
G2[j]
tf = j
Aˆ = 1
k−j+1
G[j]
end if
end for
if 1
2σ2n
TStatistic > γ then
fault = true
G =G[tf ∶ end]
A0 = Aˆ
A = [A Aˆ]
T = [T tf ]
end if
if 1 ≤ size(A) < γp & size(G) > γpn then
F = ’Abrupt Persistent’
tˆinj =T[1], Aˆ =A[1]
θ = [ tˆinj Aˆ ]
break
else if size(A) > γp & sum(sgn(A)) < γi then
F = ’Abrupt Intermittent’
tˆinj =T[1], µˆA = A¯
Tn = T[i + 1] −T[i] i = 2,4,6, . . . , µˆn = T¯n
TF = T[i + 1] −T[i] i = 1,3,5, . . . , µˆF = T¯f
θ = [ tˆinj µˆA µˆn µˆf ]
break
else if size(A) > γp & sum(sgn(A)) > γc then
F = ’Incipient’
tˆinj =T[1]
Bˆ =
N−1
∑
n=0
nr[n]
N−1
∑
n=0
n2
θ = [ tˆinj Bˆ ]
break
end if
G = [G 0]
end while
return T,A, F,θ
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1. Fault Injection Time. The vector T returned by Algorithm 2 contains all fault injection
times. We use the definition of the fault injection time in the case of intermittent faults as the
time instant at which the first fault takes place:
tˆinj = T[1] (62)
2. Mean Fault Magnitude. The fault magnitude is drawn from a Gaussian distribution. There-
fore, the ML estimator for its mean µA is just the arithmetic mean of the fault magnitude
vector A returned by Algorithm 2 as follows:
µˆA = A¯ = 1
size(A) size(A)∑i=1 A[i] (63)
3. Mean Time Between Faults. The inter-arrival times can be calculated from the vector T
as:
Tn = T[i + 1] −T[i] i = 2,4,6, . . . (64)
The inter-arrival time has an exponential distribution. Therefore, the ML estimator for its
mean is just the arithmetic mean of Tn:
µˆn = T¯n = 1
size(Tn) size(Tn)∑i=1 Tn[i] (65)
4. Mean Fault Duration. Similarly, the fault durations are calculated as follows:
Tf = T[i + 1] −T[i] i = 1,3,5, . . . (66)
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and the ML estimator is given by:
µˆf = T¯f = 1
size(Tf )
size(Tf)
∑
i=1
Tf [i] (67)
IV.5.3 Incipient Faults
The parameters to be estimated are:
1. Fault Injection Time. Similar to the case of an abrupt intermittent fault, we define the
fault injection time as the time instant at which the first fault takes place:
tˆinj = T[1] (68)
2. Drift Slope. We note from (44) that the observations represent a linear model in the unknown
parameter B. To show that, we write the vector form of (44) on the form:
r =HB +w (69)
where H = [0 1 2 . . . N]. We note here that sample 0 corresponds to the time instant
tinj and sample N corresponds to the time instant NTs, where Ts is the sampling period and N
is the total number of samples used in the estimation process. The solution of the estimation
problem for the linear model in (69) results in the Minimum Variance Unbiased Estimator
(MVUE) [110]:
Bˆ = (HTH)−1HT r (70)
using the expression for H we obtain:
Bˆ =
N−1
∑
n=0
nr[n]
N−1
∑
n=0
n2
(71)
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We note that in Algorithm 2, we assumed that the parameter estimation takes place the moment
the fault detector declares the fault type. It may be desired to detect the fault as soon as possible
(hence setting the relevant thresholds accordingly). However, the parameter estimation process may
be desired to take more time, so that the estimates are more robust. In such scenario, the algorithm
will not terminate when the fault is declared. Rather, it will run in an identical way to acquire more
samples until the parameter estimation achieves a certain criterion that is defined by the application.
The extension of the algorithm to include this scenario is straightforward, and not included here for
brevity.
IV.5.4 Measurement Noise Variance
In Section IV.4, we assumed that the measurement noise variance σ2n is known. If the variance is
unknown, then it could be estimated from the nominal data using the MVUE for the Gaussian mean
and variance:
µˆn = r¯ (72)
σˆ2n = 1N − 1
N−1
∑
n=0
(r[n] − µˆn)2 (73)
where N is the number of samples used for estimation, and E[µn] = 0 for the nominal residual signal.
It should be highlighted that this is approximate. The formal method is to substitute for the ML
estimate of the noise variance when calculating the LLRT, as in Section IV.4.
IV.6 Case Study I: NASA ADAPT Electrical Testbed
The detection algorithm presented in this chapter was applied to detect different fault types in the
NASA ADAPT-Lite Electrical Power System, in the context of the DXC’10 diagnosis competition.
The main function of the EPS is to supply power to the Unmanned Aircraft Systems and payloads.
The EPS schematic diagram is shown in Figure 34, where a battery is connected to a load bank
through a set of switches, circuit breakers, and an inverter. The fault profiles to be detected are
identical to the ones presented in this chapter. Examples of faults are load resistance abrupt and
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incipient changes, sensor drift, and sensor failure. A complete description of the DXC’10 competition
can be found in [4].
Figure 34: NASA Electrical Power System Schematic Diagram
The DXC’10 competition has 154 fault scenarios. In each scenario, a single fault in one of the
system components is injected. The fault types include abrupt, abrupt intermittent, drift, and stuck
faults. Figures 35, 36, and 37 plots the data from sensor IT240 for three sample fault scenarios,
representing the three fault types. The incipient fault is the most challenging to detect, since the
drift slope is very small compared to the noise variance. A comment about the detector performance
for incipient faults and possible enhancements is given later in this section.
0 50 100 150 200 25016
17
18
19
20
21
22
23
Time
IT
24
0
Figure 35: Abrupt persistent fault as manifested in sensor IT240, NASA DXC’10 competition
The performance of the detector is evaluated by reporting the fault type and component correctly,
in addition to accurate estimation of the fault parameters. A snapshot of the fault scenarios is shown
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Figure 36: Abrupt intermittent fault as manifested in sensor IT240, NASA DXC’10 competition
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Figure 37: Incipient fault as manifested in sensor IT240, NASA DXC’10 competition
in Table 7. The last column, designated ”Action” specifies whether the mission should be aborted
or continued (NOP) when such a fault is detected. The specific action is dependent on different
factors, including the faulty component, fault type, and fault magnitude.
Table 8 shows the threshold values used for the detector, and Table 9 shows the performance of
the detector with the competition scenarios. We note that the detector performed poorly for the
incipient faults. The main reason behind that is the way the detector was built to detect this type
of faults. We relied on the heuristic approach of multiple change detections in one direction as an
incipient fault signature. Since γc = 6, this requires six consecutive detected changes in the data
stream. Unfortunately, most of the fault scenarios in the competition for incipient faults has very
small drift slope. Therefore, the data set was not enough to declare an incipient fault. For this
102
Component Fault Type tinj (sec) B A(µA) µf (sec) µn (sec) Action
IT240 Abrupt Persistent 72 5.4 ABORT
IT240 Abrupt Intermittent 45 9.78 2.96 8.44 ABORT
IT267 Abrupt Persistent 192 -0.2 NOP
IT267 Abrupt Intermittent 43 1.52 3.08 6.39 ABORT
IT267 Incipient 40 0.003 ABORT
E240 Stuck 102 23.9 NOP
EY275 Stuck Open 141.899 ABORT
Table 7: A snapshot of fault scenarios, NASA DXC’10 competition.
reason, most of the undetected incipient faults were reported as either abrupt persistent or abrupt
intermittent faults, as the number of changes detected was below the threshold γc. A sketch for the
solution of this problem is introduced in Section IV.8, where an independent LRT is performed for
the incipient fault.
The detector performed reasonably well for abrupt persistent faults. Most of the missed de-
tections in this case were because of the improper tuning of the detector. In the fault scenarios
presented, different noise levels were associated with the same sensor in different scenarios. Since
the detector threshold was fixed, based on the training data set, the detector was not able to cope
with the change in variance from one fault scenario to the other. The solution of this problem is to
use an adaptive threshold, where the algorithm automatically sets the detector threshold based on
the estimated variance value for the incoming data set.
The detector performance for abrupt intermittent faults was worse than for abrupt persistent
faults. The performance for intermittent faults cannot be better than persistent faults since missing
an abrupt fault leads also to an intermittent fault miss. The excess performance degradation is
because the threshold value γi was set to 5. That was mainly to accommodate for false alarms from
the change detector. This problem could be addressed by lowering the threshold and reducing the
false alarm rate simultaneously. The false alarm rate can be reduced by proper detector tuning with
the penalty of increased delay for detection.
The remedy actions to enhance the detector performance are summarized in the last column in
Table 9.
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Threshold Related Fault Value
γ Detector threshold 75
γp Abrupt persistent 5
γi Abrupt intermittent 5
γc Incipient 6
Table 8: Detector thresholds for NASA DXC’10 competition
Fault Type Total Scenarios Detected Undetected PD Remedy
Abrupt Persistent 37 29 8 0.783 Adaptive threshold
Abrupt Intermittent 35 25 10 0.714 Low γi
Incipient 37 19 18 0.513 LRT
Table 9: Detector performance, NASA DXC’10 competition.
IV.7 Case Study II: Differential Protection for Aircraft Generator Windings
Differential protection has been successfully used in detecting generator winding faults [99]. It relies
on the simple idea of measuring the phase current before and after the protected winding, using
current transformers (CTs). When there is a discrepancy between the two measurements, a fault is
declared and the generator is shut down as a protective measure. Figure 38 shows the differential
protection architecture. The zone between the two current transformers is designated as the protected
zone, and the current transformers are designated as Differential Protection Current Transformers
(DPCTs).
Traditional differential protection relies on differential relays. In normal operation, the DPCT
currents are equal, and therefore, they do not operate the relay coil. When there is a winding fault
(e.g., a short to ground), a difference current will flow through the relay coil. If the difference current
exceeds a certain threshold, the relay trips and the generator is shut down. In practice, a difference
current may also be produced due to CT saturation, CT phase angle errors, or noisy measurements.
Therefore, to prevent unnecessary tripping of the relay, an adaptive threshold is employed [112].
The traditional protection technique suffers from two drawbacks: (1) it relies on simple averaging
techniques with fixed size window, without exploiting the signal information, and (2) it does not
take into account the case where faults may be intermittent. This results in a degraded performance
in the form of a high probability of false alarm, hence the generator may be shut down unnecessarily,
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Figure 38: Differential protection for generator windings
or in the form of a high probability of missing a winding fault. In this section, we show that the
performance of differential protection systems could be enhanced by deploying more sophisticated
signal processing algorithms. These algorithms cannot be implemented on traditional relay-based
systems. However, since aircraft AC generators are monitored and controlled by generator digital
control units with sufficient computational capabilities, the detection algorithms could be imple-
mented easily with a small percentage utilization of system resources. We consider first fixed-size
window detectors, where we can obtain closed forms for the detector performance. We then consider
sequential detectors and show how to apply the general detector developed in Section IV.4 on the
differential protection problem. We focus our discussion in this section on abrupt faults. Incipient
faults could be handled similarly.
IV.7.1 Hypothesis Testing Formulation
We assume that during nominal behavior, the two transformer currents are equal and given by:
i1[n] = i2[n] = A cos(2πf0n + φa), (74)
where f0 is the fundamental frequency, and φa represents the fault-free phase angle. For a balanced
three phase system, the amplitude A is the same for the three phases, and the phases differ by 2π/3
rad.
105
Assuming no winding fault, the difference current will be only a noise process, i.e., i[n] = w[n].
We assume that w[n] is a stationary Gaussian random process with mean zero and variance σ2.
When a short circuit winding fault occurs, i1[n] and i2[n] will have different amplitudes from the
normal operating value (overload condition):
i1[n] = A˜ cos(2πf0n + φ˜a) +w1[n] (75)
i2[n] = C cos(2πf0n + φc) +w2[n] (76)
We can express the differential current from Equations (75) and (76) as:
i[n] = B cos(2πf0n + φb) +w[n], (77)
where
B =
√
A˜2 +C2 + 2A˜C cos(φ˜a + φc)
φb = arctan C sin(φc) − A˜ sin(φ˜a)
C cos(φc) + A˜ cos(φ˜a)
The amplitude B and the phase φb depend on the magnitude and location of the winding fault,
and they are not known a priori. Without prior assumptions about the nature of the fault, not much
can be said about B and φb, except that A˜−C ≤ B ≤ A˜+C, which holds directly from the inequality
−1 ≤ cos(x) ≤ 1. If we assume that the winding fault is an almost complete short circuit, then C is
very small and we can assume B ≈ A˜, without knowledge of the phase angles. If, however, C cannot
be neglected, which is the case when there is a partial short circuit, then B varies widely depending
on the phase angle values.
The above description represents the following composite hypothesis testing problem:
H0 ∶ i[n] = w[n]
H1 ∶ i[n] = B cos(2πf0n + φb) +w[n] (78)
106
where B and φb are unknown.
IV.7.2 Fixed-Size Window Detection
The optimal detector for the hypothesis test in (78) depends on our knowledge about the sinusoidal
signal. Perfect knowledge will produce the best performance. However, the magnitude and phase
are usually not known a priori, since they depend on the fault type. Therefore, because the signal
parameters are not completely known, we have to accept a performance loss in the detectors. In the
following discussion, we compare different detectors, based on the available signal knowledge. The
results are drawn directly from classical signal detection theory [10].
We assume that the decision is based on the N -dimensional random vector i = [i[0] i[1] . . . i[N−
1]]. To simplify the notation, we assume that the data samples start at the time instant n = 0. The
detection for signals with an unknown delay, n0, can be treated similarly by estimating n0 from
the data samples, with a slight loss in the detection performance. The design of the detector is the
determination of the test statistic T (i), as a function of the observation vector i, and the detector
threshold γ:
T (i) H1≷
H0
γ (79)
Sample Average Detector
In this case, no signal knowledge is used, and the detector is given by:
T (i) = N−1∑
n=0
i[n] H1≷
H0
γ (80)
It can be easily shown that the detector Receiver Operating Characteristic (ROC) curve is given
by:
PD =Q⎛⎝Q−1(PF ) −
√
E1
σ2
⎞⎠ , (81)
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where:
E1 = B
2
N
[N−1∑
n=0
cos(2πf0n + φb)]2 (82)
and Q(.) is the right-tail probability for the standard normal PDF. Since the signal amplitude, B,
is a measure of the fault magnitude, one way to express the detection performance is in terms of the
signal to noise ratio, B/σ. From Equations (81) and (82) we get:
PD =Q(Q−1(PF ) − (B
σ
) ∑N−1n=0 cos(2πf0n + φb)√
N
) (83)
Known Sinusoidal Signal Detector
If the sinusoidal signal sb[n] = B cos(2πf0n + φb) is completely known, then the optimal detector is
the matched filter, given by:
T (i) = N−1∑
n=0
i[n]sb[n] H1≷
H0
γ, (84)
and the ROC curve is given by:
PD =Q⎛⎝Q−1(PF ) −
√
E2
σ2
⎞⎠ , (85)
where:
E2 = B2
N−1
∑
n=0
cos2(2πf0n + φb) (86)
Accordingly:
PD =Q⎛⎜⎝Q
−1(PF ) − (B
σ
)
¿ÁÁÀN−1∑
n=0
cos2(2pif0n + φb)⎞⎟⎠ (87)
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Unknown Amplitude Detector
If the signal amplitude is not known, the samples are used to calculate the Maximum Likelihood
Estimator (MLE) for the amplitude, and the detector is given by:
T (i) = [N−1∑
n=0
i[n] cos(2πf0n + φb)]2 H1≷
H0
γ, (88)
and the ROC curve is given by:
PD = Q
⎛⎜⎝Q−1(PF2 ) − (Bσ )
¿ÁÁÀN−1∑
n=0
cos2(2πf0n + φb)⎞⎟⎠ +Q
⎛⎜⎝Q−1(PF2 ) + (Bσ )
¿ÁÁÀN−1∑
n=0
cos2(2πf0n + φb)⎞⎟⎠
(89)
The performance of this detector can be easily shown to be worse than the matched filter.
Unknown Amplitude and Phase Angle Detector
In practice, when a fault occurs, the resulting sinusoidal signal has unknown amplitude and phase
angle. Therefore, this case represents the practical situation with most winding faults, and its
performance should be compared with the sample average detector, where no signal knowledge is
exploited. The unknown amplitude, B, and the phase angle, φb, could be estimated from the sample
data, using MLE, and the detector is given by:
T (i) = 1
N
⎡⎢⎢⎢⎢⎣(
N−1
∑
n=0
i[n] cos(2πf0n))2 + (N−1∑
n=0
i[n] sin(2πf0n))2⎤⎥⎥⎥⎥⎦
H1
≷
H0
γ′ (90)
and the ROC curve is given by:
PD = Qχ′22 (Nλ) (−2 lnPF ) , (91)
where λ = B2/2σ2, PF = e−γ′/σ2 , and Qχ′22 (λ) is the right tail probability for the non-central chi-
squared PDF with 2 degrees of freedom, and non-centrality parameter λ. If it is desired to constrain
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N
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2
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N
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Figure 39: Block diagram for the persistent winding fault detector. The threshold is set to maximize
PD for the constraint PF = α.
PF to α, then the detector operating point becomes:
(PF , PD) = (α,Qχ′22 (Nλ) (−2 lnα))
which corresponds to the detector threshold γ′ = −σ2 lnα. Figure 39 shows a detailed block diagram
for the detector.
Performance Comparison
Figure 40 illustrates the detection performance for the four detector designs presented. The prob-
ability of detection is plotted against the signal to noise ratio B/σ (using a semilog scale). We use
the parameter values N = 10, f0 = 1/7, φb = 0, and PF = 0.05. As expected, the best performance
is achieved by the matched filter detector, which assumes complete knowledge about the sinusoidal
signal. The detector with unknown amplitude has a slight degradation in the performance, and the
loss of performance is not significant when, additionally, the phase is not known.
The sample average detector has the worst performance, and not comparable to the other three
detectors. This is because the detector does not use any signal information. Traditional differential
protection systems rely on this type of detectors, and therefore, using the detector with unknown
amplitude and phase outperforms it by a large magnitude. For example, from Figure 40, at signal to
noise ratio = 1, the sample average detector achieves PD ≈ 0.115, while the detector with unknown
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Figure 40: Detection performance for the four persistent winding fault detectors in Section IV.7.2.
The sample average detector has the worst performance, since it does not use the available signal
information. Slight degradation is noted when the amplitude and phase of the sinusoidal signal are
not known.
amplitude and phase achieves PD ≈ 0.5. The advantage of the latter detector is that it requires only
knowledge about the frequency of the sinusoidal signal.
IV.7.3 Sequential Detection
Fixed-Size window detection has the advantage of a relatively easy tuning. However, the delay for
detection is on the average higher than sequential detection. In this section, we apply the sequential
detection algorithm developed in Section IV.4 on the differential protection problem. We follow the
same procedure in Section IV.4. To find the LRT statistic, we need to find the ML estimator for
both B and φb. It can be shown that the ML estimators could be approximately given by [110]:
Bˆ =
√
α21 + α
2
2 (92)
φˆb = arctan(−α2
α1
) (93)
where
α1 = 2
k − j + 1
k
∑
i=j
r[i] cos 2πf0i (94)
α2 = 2
k − j + 1
k
∑
i=j
r[i] sin 2πf0i (95)
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and the approximation is based on the assumption that f0 is not near 0 or 1/2. This could be
guaranteed by adjusting the sampling frequency of the GCU. Substituting for the ML estimators,
we can show that the test statistic is given by:
gk = 1
σ2
max
1≤j≤k
1
k − j + 1
⎡⎢⎢⎢⎢⎣
⎛⎝ k∑i=j r[i] cos 2πf0i⎞⎠
2
+
⎛⎝ k∑i=j r[i] sin 2πf0i⎞⎠
2⎤⎥⎥⎥⎥⎦ (96)
The performance of change detectors is usually measured by numerical simulations, since no closed
form solution could be obtained.
IV.8 Detector Enhancement
The incipient fault detection scheme presented in Section IV.4 was based on the heuristic approach
of repetitive change detection. This process is suboptimal, since it assumes the data model for the
abrupt fault. A more accurate method is to use the incipient fault data model in (44). In this
case, we have three hypotheses, one for each fault type, 1 in addition to the nominal case. We
cannot formulate this problem as a multi-hypothesis change detection problem, since there is no
case where the data model changes from the incipient fault case to the abrupt fault case or vice
versa. Alternatively, we can run two binary hypothesis tests in parallel, one for each fault type.
In the likely event that both detectors will fire a detection event, an additional LRT is performed
between the data models of the abrupt and incipient faults, to decide which fault is the most likely
one. The data samples that are used in this LRT are the ones after the latest fault is declared, and
the length of the data samples used is to be decided based on the required accuracy. This enhanced
detection scheme is depicted in Figure 41.
In Figure 41, the abrupt fault detector has the same design as the one presented in this chapter.
Now we need to design the incipient fault detector, as well as the fault selector. We start with the
1We assume here that the discrimination between abrupt persistent and abrupt intermittent faults is done the
same way as in the current detector design. Therefore, the new design is concerned only with the comparison between
abrupt persistent and incipient faults.
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Incipient Fault 
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Data Abrupt/Incipient/No fault
Figure 41: Enhanced detector design for efficient detection of incipient faults
incipient fault detector, where we have the binary composite hypothesis testing problem:
H0 ∶ r[n] = w[n] (97)
H1 ∶ r[n] = Bn +w[n] (98)
We calculate the LLR as in Section IV.4, noting that the ML estimator for B is given by (71). It is
straightforward to show that the test statistic is given by:
gk = 1
2σ2n
max
1≤j≤k
1
k
∑
i=j
(i − j + 1)
⎡⎢⎢⎢⎣
k
∑
i=j
ir[i]⎤⎥⎥⎥⎦
2
H1
≷
H0
γc (99)
The moment the fault selector receives an alarm from one of the fault detectors, it carries out
an LRT between the two fault distributions:
H0 ∶ r[n] = A +w[n] (100)
H1 ∶ r[n] = Bn +w[n] (101)
The LRT produces the following test statistic, after substituting for the ML estimators for A and
B:
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gk = 1
2σ2n
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
((
N−1
∑
n=0
nr[n])2
N−1
∑
n=0
n2
−
(N−1∑
n=0
r[n])2
N
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
H1
≷
H0
γic (102)
The data samples to be included in the test start from the estimated fault injection time tˆinj. An
adjustable delay τ , may be introduced also in the fault selector, to take into account the probability
that the other fault detector may produce a delayed alarm. In such case, the fault injection time is
considered to be the maximum of the two fault injection times reported. The number of samples, N ,
is adjustable, based on the required probability of detection, for a given probability of false alarm
rate.
In the following, we show the performance of the fault selector when A and B are known. The
performance in this case has a closed form solution, which gives us an intuition about how to tune
the detector and select the number of samples N . In the actual case, A and B have to be estimated
from the sample data. This complicates the test statistic, and the performance in this case could
be evaluated only numerically using Monte Carlo Simulations. When A and B are known, it can be
shown that the ROC curve for the fault selector is given by:
PD =
⎡⎢⎢⎢⎢⎣(Q−1(PFA) −
¿ÁÁÀ(N−1∑
n=0
(Bn −A)2) /σ2n⎤⎥⎥⎥⎥⎦ (103)
This ROC expression shows that the detection performance increases as the difference between the
two fault profiles, normalized by the noise variance, gets higher. This suggests the use of large data
samples to distinguish between the two fault profiles, if the slope of the incipient fault is small.
Table 10 summarizes the tunable parameters for the enhanced detector design. These parameters
are also marked on Figure 41.
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Parameter Description Detector
γ Threshold for abrupt fault LRT Abrupt detector
γpn Number of samples to wait to declare an abrupt persistent fault Abrupt detector
γp Number of changes to declare an intermittent fault Abrupt detector
γc Threshold for incipient fault LRT Incipient detector
γic Threshold for abrupt/incipient faults LRT Fault selector
N Number of samples for abrupt/incipient faults LRT Fault selector
τ Time delay after a single fault detection to perform an LRT Fault selector
Table 10: Tunable parameters for the enhanced detector design
IV.9 Summary
Statistical models are powerful in designing fault detectors for physical systems, provided that a
data set is available for the nominal system behavior and the set of faults of interest. We presented
a general fault detection algorithm, based on change detection theory, which is capable of detecting
abrupt, intermittent, and incipient faults. The algorithm was used in the NASA DXC’10 competition
and achieved 2nd position. The detector performance could be further enhanced by the proper
turning of different thresholds, as well as by running two separate detectors in parallel for the
abrupt and incipient faults. To show how the detector could be applied to general fault types,
we developed the detector design for aircraft generator winding fault detection using differential
protection techniques. Performance evaluation of the differential protection case study was not
possible due to the lack of empirical data set for training and evaluation.
The performance of abrupt persistent fault detectors depends on the change magnitude as well
as the allowed delay for detection. Since the fault magnitude is not under the designer control,
increasing the delay for detection increases the performance, especially for small system changes. The
distinction between abrupt and intermittent faults is rather simple if false alarms are not considered.
False alarms complicate the problem, as the detection system incorrectly counts the false changes
towards the minimum threshold required to declare an intermittent fault. The detector presented in
this chapter could be enhanced by adding more sophisticated algorithms to reduce the false alarm
rate.
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Incipient faults are challenging to detect if the drift slope is small. A long data record is required
in this case to accurately detect the fault. In addition, the discrimination between incipient and
abrupt faults cannot rely only on counting the number of changes, as presented in the basic algorithm.
Counting the number of changes only resulted in a high miss rate for fault detection in the DXC’10
competition, since incipient faults introduced had a very small slope value. We presented a more
sophisticated algorithm to enhance the incipient fault detection performance. The new algorithm
has to be validated using existing data set from the DXC’10 competition.
Several enhancements are possible for the presented algorithm. An adaptive threshold that
changes with the noise variance level could possibly increase the probability of detection. The
distinction between abrupt persistent and intermittent faults could be enhanced by reducing the
false alarm rate of the change detector, which could be done by increasing the delay for detection.
Recursive detection and estimation statistics are also important in practical implementations to
speed up the decision process, allowing for early fault declaration and parameter estimation.
In Chapters III and IV, we focused on modeling the physical system, while ignoring the commu-
nication network connecting the physical and cyber systems. This assumption is reasonable for the
applications introduced, i.e. aircraft generators and power distribution systems where sensors are
connected to the cyber system using hard-wired cables. However, in other applications, e.g. decen-
tralized detection with wireless sensor networks, the communication network is an integrated part
of the system and its design affects the system performance directly. In the rest of the dissertation,
we turn our attention to the integration of the communication network into the design of detection
systems. We focus on statistical modeling for the physical system and assume a decision making
system using WSNs, where the main purpose is to decide whether there is an abnormal behavior in
the monitored physical system.
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CHAPTER V
Model-based Detection in Wireless Sensor Networks
In Chapters III and IV, the focus is on modeling the physical system and designing the decision
unit. The other system components in Figure 1, especially the communication network, are assumed
to be ideal, and hence ignored in the system design. This assumption is valid if the link between sys-
tem components is accomplished by hard-wired cables. For more recent applications, where sensors
and actuators represent data network nodes that are connected by a communication infrastructure,
this assumption is no longer valid. The situation is even worse if the communication infrastructure
includes wireless channels. Clearly, the communication network has to be incorporated into the de-
sign process to better understand the interaction between the different system components, and to
be able to obtain an optimized performance for the complete system. In the rest of the dissertation,
we focus on the integration of the communication network in the design process, in order to optimize
the detection performance. The focus of the study in terms of the CPS block diagram is reproduced
in Figure 42. We assume wireless communication networks since they are the least reliable, and
consider different network topologies and media access control protocols.
Physical System 
Cyber System 
(Decision unit) 
Comm. 
Network 
Sensing Actuation 
Comm. 
Network 
Statistical model 
Sensor model 
Network model 
Figure 42: Focus of model-based detection in WSN study.
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In this chapter, we outline the design process and explain it with simple examples. This design
process is followed in Chapters VI and VII to design single hop networks with slotted ALOHA and
TDMA media access protocols, respectively, and in Chapter VIII to design tree networks. The rest
of this chapter is organized as follows; Section V.1 presents a motivating example for the design
work. Section V.2 explains the design process, and Section V.4 presents a brief overview of the
application of the design process on the single hop network with slotted ALOHA, which is treated
in depth in Chapter VI.
V.1 Motivating Example
Consider the simple wireless network in Figure 43 that is deployed to detect a change in the envi-
ronment. specifically, consider the target detection problem, and assume that the communication
channel is shared between sensor nodes. The fusion center is required to select the best sensor(s)
that yield the optimal detection performance. If the Quality of Information at each sensor node is
the only criterion, then the fusion center should select sensor S3 to permanently transmit since it
is the nearest to the target location. Sensors S1 and S2 have lower QoI and their attempts to gain
channel access will interfere with S3 and lower the detection performance. Now consider the same
problem if we considered the Channel State Information as an additional criterion for sensor selec-
tion. Although S3 has the highest QoI, it may have the worst channel quality since it is the farthest
from the fusion center. Sensor S1 is the opposite case; it has the lowest QoI, being the farthest from
the target location, however it may have the best channel quality since it is the nearest to the fusion
center. S2 strikes a balance between the two cases, where it is midway from both the target location
and the fusion center. The answer to the question of which sensor(s) should transmit becomes not
obvious. Now consider adding the additional criterion of Residual Energy Information (REI), which
represents the amount of energy reserve in each sensor battery. The problem now becomes more
complicated. For example, S1 may have the best channel condition to the fusion center, but it may
have very low energy reserve. The sensor will use low transmission power to prolong its lifetime,
hence most of the transmissions maybe lost. Accordingly, the equivalent channel quality may not
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be the best amongst the other sensors. Clearly, the problem becomes much more complicated. A
related question is what are the communication parameters that will be used by the contributing
sensors?, e.g. the communication rate and the transmission power.
To accurately answer these questions, we need a system model that integrates the different sensor
quality measures in addition to the communication parameters. This model has to be related to the
performance measure for our detection application, so that the relevant design variables could be
optimized to achieve the optimal detection performance. This discussion is formalized in the next
section, where the design process is explained.
Fusion Center
S2
S1
CSI2
CSI1
QoI1
QoI2
REI2
REI1
S3
QoI3
REI3
CSI3
Figure 43: Wireless Sensor Networks in detection applications. QoI is the Quality of Information at
each sensor, CSI is the Channel State Information for the link between each sensor and the fusion
center, and REI is the Residual Energy Information for each sensor.
V.2 Design Process
Based on the discussion in Section V.1, we formalize our design process as in Figure 44. The design
process stages are summarized as follows:
• Performance Measure. The process starts with the specification of the performance measure
for the application. A careful choice for the performance measure is crucial for the system
performance. General performance measures that are not application-specific may lead to a
significant loss in the system performance. As an example, a typical performance measure
for our detection application is the probability of error. If we consider a generic performance
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measure, e.g. fairness or maximum throughput, a performance loss will occur. This case is
emphasized with the performance comparison performed in Chapters VI, VII, and VIII. The
performance measure represents the objective function in the resulting optimization problem.
• Quality Measures. The choice of the quality measures to be included depends on the applica-
tion and the objective of the study. Choosing quality measures that are irrelevant complicates
the system model while leading to negligible performance gain. In our motivating example in
Section V.1, the quality measures are QoI, CSI, and REI.
• Component Models. The system components to be modeled are chosen based on the quality
measures included in the design. For example, the QoI dictates a sensing model for the
observations at each sensor node. The CSI requires a model for the physical channel between
the sensor node and the fusion center. The REI requires an energy model for the sensor
node, and for the whole sensor network if there is a constraint on the total energy budget.
The components to be modeled also define the design variables of the system. The decision
of whether a system parameter is a design variable or a constraint is application specific.
As an example, by modeling the communication channel, possible design variables are the
communication rate and transmission power for each sensor.
• System Model. The system model integrates the component models in a way that allows the
objective function to be expressed in terms of the quality measures and the design variables.
The development of the system model is always driven by the performance measure.
• Optimization Problem. The outcome of the system model is an optimization problem,
where the design variables have to be chosen to optimize the performance. The specific ap-
plication defines the constraints on the design variables. Depending on the complexity of the
application, the optimization problem maybe solved analytically or numerically using different
constrained optimization algorithms. Very few optimization problems could be solved analyt-
ically. In addition, with the exception of convex optimization problems, obtaining a global
maximum (minimum) for the objective function cannot be guaranteed.
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• Performance Comparison. The last stage in the design process is to measure the per-
formance gain by comparing the proposed design to other design approaches using the same
benchmark.
This design process is iterative, and the design may be refined based on the outcome of each iteration.
In Section V.3, we given an example for the design process for a simple slotted ALOHA network
with identical sensors. Section V.4 provides a more complex design example for the slotted ALOHA
sensor network, where multiple quality measures are considered. This later example is a summary
for the design case in Chapter VI.
Performance 
Measure 
(Obj. Function) 
Quality 
Measures 
Component 
Models 
(Design Var.) 
System Model 
Optimization 
Problem 
Performance 
Comparison 
Figure 44: Design process for Wireless Sensor Networks in detection applications
V.3 Design Example-Single-hop Slotted ALOHA WSN with Identical Sensors
We consider the design problem for the single-hop slotted ALOHA sensor network in Figure 45. The
network is deployed to detect the presence of an object in a specific geographic area. Sensors collect
their observations and transmit them over the shared communication channel to the decision unit.
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The decision unit takes a final decision after a fixed time period. In the following, we go through
the design process illustrated in Figure 44.
• Performance Measure. The detection performance is usually measured by the probability
of error or the ROC curve. The probability of detection (for a given fixed probability of false
alarm), or the probability of error, represents our objective function.
• Quality Measures. We assume the simplest network, where the QoI is the same for all
sensors. We ignore the energy constraint, and the physical channel degradation. We consider
only the collision phenomenon between sensors.
• Component Models. The choice of the QoI dictates a statistical model for the environment,
which is the same for all sensors. The choice of the collision state requires a model for the MAC
sublayer. Based on these component models, the design variable is the detector threshold only.
• SystemModel. The system model is an expression of the probability of detection (probability
of error) as a function of the system quality measures and the design variables.
• Optimization Problem. The optimization problem could be expressed in the form:
max
γ
PD(γ;λ)
subject to PF (γ;λ) = α
where γ is the detector threshold and λ is the multiaccess channel parameter.
• Performance Comparison. For this simple network, comparison with centralized detection
scheme, where all sensors transmit without collision, is sufficient.
The performance analysis for this problem with ROC measure is considered in [128], and the prob-
ability of error measure is considered in [129], for simple hypothesis testing problem. The analysis
problem with composite hypothesis testing is considered in [130]. The design problem is considered
in [131], where the objective is to adapt the threshold according to the quantity of the information
received.
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V.4 Design Example-Single-hop Slotted ALOHA WSN
We consider a more complex design example for the same single-hop slotted ALOHA sensor network
in Figure 45. In this case, the decision unit is required to specify which sensors to transmit, and
the communication parameters that are used by each contributing sensor. In the following, we go
through the design process illustrated in Figure 44.
• Performance Measure. The detection performance is usually measured by the probability
of error or the ROC curve. These measures are shown in Chapter VI to produce intractable
formulation. This is an outcome of the first iteration through the design process. As a
consequence, we adopt the deflection coefficient as our performance measure. The deflection
coefficient belongs to the family of distance measures that are typically used to achieve tractable
results [17]. The deflection coefficient represents our objective function.
• Quality Measures. We include the QoI, CSI, and the REI quality measures in the design
process. The choice of QoI is motivated by the detection application. The choice of the CSI is
motivated by the desire to capture the network effect on the overall system performance. The
choice of the REI is motivated by the limited energy budget typically encountered in WSN
applications.
• Component Models. The choice of the QoI dictates a statistical model for the environment.
The choice of the CSI requires a physical channel model that includes the physical layer and the
MAC sublayer of the communication network. The choice of the REI requires an energy model
for the sensor. Based on these component models, the design variables are specified to be the
communication rate, retransmission probability for the MAC sublayer, and the transmission
energy for each sensor.
• System Model. The system model is an expression of the deflection coefficient as a function
of the system quality measures and the design variables.
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• Optimization Problem. The optimization problem is expressed in the general form:
max
x
D(x)
subject to fi(x) ≥ 0 i = 1,2, . . . ,m
gi(x) = 0 i = 1,2, . . . , p
where D is the deflection coefficient, x is the vector of the design variables, fi is the set
of inequality constraints, and gi is the set of equality constraints on x. In Chapter VI, the
optimization problem is shown to be non-convex. In addition, the problem possesses linear
inequality constraints only, which could be expressed in the form Ax = b.
• Performance Comparison. Two classical design approaches for sensor networks are (i) de-
coupled approach, where each system component is designed separately, and (ii) maximum
throughput approach, where the objective is to maximize the quantity of the information at
the fusion center. The benchmark is a sensor network with given layout and sensor character-
istics.
The complete design for the system in Figure 45 is presented, along with the performance comparison,
in Chapter VI.
Physical System 
Cyber System 
(Decision Unit) 
Slotted ALOHA 
S1 
Statistical model 
Sensor model 
Network model 
S2 S3 Sn 
Figure 45: Design example for the single-hop Slotted ALOHA Wireless Sensor Network
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CHAPTER VI
Transmission Control Policy Design for Slotted ALOHA Sensor Networks
VI.1 Introduction
In this chapter, we follow the design process outlined in Chapter V for the single-hop sensor network
with slotted ALOHA media access control. The single-hop network is feasible when sensor nodes
cannot communicate with each other to form a multihop network to the fusion center, e.g., cellular
nodes communicating to a base station. Slotted ALOHA is considered for two reasons: (1) the
traditional assumption of a dedicated orthogonal channel between each sensor node and the fusion
center may not be feasible in practice, and (2) slotted ALOHA forms the basis for many standard
protocols (e.g., GPRS in 3G GSM networks). Therefore, tuning of the protocol parameters to
optimize the detection performance can be done in practice without a need to redesign the system.
As outlined in Section V.4, we adopt the deflection coefficient as our detection performance measure.
We choose the QoI, CSI, and REI as our system quality measures. Our design variables are the
sensor communication rate, transmission power, and the ALOHA retransmission probability. These
design variables collectively define what is called the Transmission Control Policy (TCP) for the
sensor network.
We explain in depth the last three steps in the design process in Figure 42; namely the system
model, the optimization problem, and the performance comparison. We develop an integrated model
for the WSN that includes the system, sensing, and different networking aspects. The network
component captures the physical layer as well as slotted ALOHA MAC sublayer. We integrate the
QoI, CSI, and REI in the design process, and design a complete TCP that maximizes the detection
performance. We show that our design results in significant detection performance improvement
over the classical design approaches, where either the network is ignored altogether, or designed to
satisfy performance measures that are not relevant to the application [8].
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The rest of the chapter is organized as follows: we formulate the problem in Section VI.2. The
detailed system model is derived in Section VI.3. The solution of the formulated optimization
problem to obtain the optimal TCP is given in VI.4. Section VI.5 presents two widely-known
detection performance measures, their relationship to the proposed detection measure, and their
method of calculation. Section VI.6 summarizes two different design approaches, to be compared to
the proposed design approach. Section VI.7 provides an illustrative numerical example. The work
is concluded in Section VI.8.
VI.2 Problem Formulation
Figure 46 illustrates the detection system architecture, where a set of N wireless sensors denoted
by the set S = {S1, S2, . . . , SN}, and a fusion center denoted by FC, collaborate to detect the
phenomenon of interest. We assume that the geographical area is divided into a number of resolution
cells, where each cell is monitored by a subset of the sensors. Before the actual detection process
takes place, the fusion center needs to specify which sensors will contribute to the detection process
for each given cell. To do that, the fusion center broadcasts a message containing the location
of the phenomenon (target, smoke,...etc) to be detected. Each sensor responds with the following
information: 1) sensor location, 2) the average signal to noise ratio of the measured phenomenon
at the sensor location, and 3) the energy reserve in sensor battery. This information could be
achieved in practice as follows: 1) the sensor location could be estimated by different localization
methods [132]. 2) The average signal to noise ratio of the measured phenomenon could be estimated
by the sensor using the distance between the sensor and the phenomenon location, prior information
about the phenomenon measured, and the information of the channel state between the sensor and
the phenomenon location. 3) Finally, the energy reserve could be easily estimated by the sensor
from the battery charging state. The fusion center uses the sensor location, along with channel
measurement techniques, to estimate the CSI for the sensor. The signal to noise ratio represents the
QoI for the sensor, while the energy reserve represents the REI.
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Figure 46: System model for detection in one-hop sensor networks. Sensors communicate periodically
their observations to the fusion center over MAC. At the end of the detection window, the fusion
center makes a global final decision regarding the true state of nature.
The fusion center uses the three quality measures to calculate the optimal transmission control
policy for each sensor by solving an optimization problem. The TCP design variables are then sent
back to the relevant sensors. Some sensors may not contribute to the detection process, due to
either low quality of information (e.g. phenomenon is too far), low channel state (e.g. high noise or
long distance to the fusion center), or not enough energy to transmit to the fusion center (e.g. not
enough battery power or long distance to the fusion center combined with bad channel quality). The
fusion center transmits the TCP variables only to the sensors which are specified by the optimization
algorithm to be reliable to contribute to the detection task. We call this the selectivity property of
the proposed algorithm. Each sensor keeps locally a lookup table that contains the TCP parameters
for each resolution cell in the geographic area. The entries in the lookup table remain valid for the
given location as long as the quality measures for each sensor did not change from the last run of
the optimization algorithm.
After each sensor receives the optimal values of its TCP variables, the detection process proceeds
as follows: the fusion center broadcasts a message to initiate a detection cycle at the local wireless
sensors. Each local sensor samples the environment by collecting a number of observations xi, and
then forms a data packet and communicates its message directly to the fusion center over a shared
wireless link using the slotted ALOHA multiaccess control scheme, and the TCP variables sent by
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Figure 47: A layered approach to detection system modeling. The design variables are coupled
through the system-wide objective function and the energy and delay constraints.
the fusion center. Finally, the fusion center makes a final decision after a fixed amount of time
representing the maximum allowed delay for detection.
VI.3 System Model
The detection scheme described above suggests a layered approach to system modeling, as depicted in
Figure 47. The physical layer represents the wireless channel model, and defines system parameters
such as the communication bit rate and the energy consumed in communicating sensor information
to the fusion center. The Media Access Control layer represents the slotted ALOHA protocol
model, and defines the protocol-specific parameters such as the transmission probability. Finally, the
application layer represents the sensing and energy models, and defines the model of the observations
obtained by local sensors, as well as the WSN energy constraints. We seek a cross-layer design
approach, where the parameters of system layers are the decision variables that need to be selected
to optimize the detection performance. Since WSNs deployed for detection applications work under
stringent delay and energy constraints, the parameters of different layers are cross-coupled, and
therefore the independent design of each layer does not necessarily result in the optimal detection
performance given the constrained resources.
VI.3.1 Wireless Channel Model
We focus on the case where the sensor nodes and the fusion center have minimal movement and
the environment changes slowly. Since detection applications typically have low communication rate
requirements, the coherence time of the wireless channel could be considered much larger than the
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Figure 48: Block diagram for the wireless communication channel. The transmitted signal is subject
to large-scale fading and additive white Gaussian noise.
transmission frame length. Accordingly, only the slow fading component of the wireless channel is
considered. Figure 48 shows the fading channel model, where the output signal is expressed as:
z(t) =m(dc)x(t) +w(t)
w(t) is an additive white Gaussian noise with power spectral density N0/2. The term m(dc) repre-
sents the mean path attenuation for a sensor node at a distance dc from the fusion center, where the
dependence on time t is dropped since slow fading is considered. We use the Hata path-loss model
for the mean path attenuation, where the total dB power loss is given by [133]:
PL = 20 log(4πd0
λp
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µc
+Xσc dB (104)
where d0 is a reference distance corresponding to a point located in the far field of the transmit
antenna, λp is the wavelength of the propagating signal, ρc is the path loss exponent, and Xσc is
a zero-mean Gaussian random variable with variance σ2c . The power loss (in dB) is therefore a
Gaussian random variable with mean µc and variance σ
2
c , i.e. PL ∼N (µc, σ2c ).
The given wireless channel represents an unreliable bit pipe for the data link layer, with instan-
taneous Shannon capacity given by:
C =W log2 (1 + Pr
N0W
) bps (105)
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where W is the channel bandwidth and Pr is the signal power received by the fusion center. Using
the result of Shannon coding theorem, the data link layer could achieve arbitrary communication
rates R up to the channel capacity using appropriate coding schemes. Given the state of the art
coding schemes that approach the Shannon capacity, we can approximately assume that the fusion
center can perform error-free decoding for any transmission with bit rate R < C. Therefore, the
channel is considered “ON” when R < C and “OFF” otherwise, giving rise to the two-state channel
model akin to the one presented in [89]. This condition is equivalent to:
Pr
ON
≷
OFF
N0W (2 RW − 1) (106)
Using (104) and noting that Pr = Pt10−PL/10, where Pt is the average signal power transmitted by
the local sensor, we get:
PL
OFF
≷
ON
10 log
⎛⎝ PtN0W (2 RW − 1)⎞⎠ (107)
Using the result that PL ∼ N (µc, σ2c ), we get the probability of the channel being “ON” during a
transmission:
P [channel is ON] = λc = Φ [ 1
σc
(10 log Pt
N0W (2 RW − 1) − µc)] (108)
where Φ(.) is the cumulative distribution function for the standard normal PDF. We note that the
CSI relevant to our model is represented by the statistics σc, µc, andN0. These statistics are required
to be estimated by each sensor, and no instantaneous channel state information is required for the
TCP design. Since we assume fixed nodes and a slowly varying channel, the estimation process
could be run less frequently to save sensor node resources. This is particularly important in wireless
sensor networks since the estimation of the channel state is both time and power consuming.
Example VI.1. Figure 49 illustrates the results in (107) and (108). The right-hand side of Figure
49 shows the channel “ON” region in the PL − R two-dimensional space, while the left-hand side
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Figure 49: The wireless channel is ON for any operating point (R,PL) in the hatched region. For any
given value of R, the probability that the channel is ON is the Gaussian CDF for the corresponding
PL value on the curve separating the two regions.
shows the cumulative distribution function of PL. The following parameters are used:
f = 916 MHz dc = 50 m µc = 65 dB σc = 5 dB
N0 = 10−10 W/Hz W = 200 KHz Pt = 1 mW
∎
The expression in (108) represents the probability of a successful packet transmission from the
sensor node to the fusion center, provided that the local sensor node successfully gained the channel
access. In Section VI.3.2, we show that this probability is further reduced due to the collisions
resulting from the random access to the channel.
VI.3.2 Media Access Control Protocol Model
We assume a slotted ALOHA multiaccess communication protocol, where each packet requires one
time slot for the transmission, all time slots have the same length, and all transmitters are syn-
chronized. When it is desired to detect the phenomenon of interest, the fusion center broadcasts
a message to all sensors, which triggers the detection cycle at all sensors. The detection cycle,
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τqi,Ri, Pi
. . . . . .
L Transmission slots Decision
Figure 50: Detection cycle is composed of L slots, where each sensor attempts transmission with
probability qi and bit rate Ri. A final decision is taken by the fusion center at the end of the
detection cycle.
demonstrated in Figure 50, has length τ , which defines the delay for detection, and is composed of
L transmission slots, each of time τ/L. Each local sensor i collects a number of observations ni and
forms an information packet for transmission over the wireless channel. The sensor i then attempts
to transmit to the fusion center with probability qi and communication rate Ri, given by:
Ri = bLni
τ
(109)
where b is the number of encoding bits for each observation. Sensors attempt transmission in every
slot during the detection cycle, despite the state of their last transmission. The decision takes place
at the end of the detection cycle, using the information received during that detection cycle. The
process repeats for every detection request initiated by the fusion center. We note that in the
above description for the MAC protocol, we ignored the acknowledgement slots and any protocol
specifics required for synchronization or rate negotiation to simplify the analysis. Also, we ignored
the packet overhead, which is a reasonable approximation for practical WSN protocols with large
packet payload.
Now, we calculate the overall probability of a successful packet transmission. At any given time
slot, the probability of a single packet transmission by sensor i is given by qi∏j≠i(1 − qj). Further,
this packet will be successfully received by the fusion center if the state of the physical channel
between the sensor and the fusion center is “ON” during this time slot. Therefore, using (108), the
total probability of a successful packet transmission by sensor i is given by:
P [success] = λi = qi∏
j≠i
(1 − qj)Φ⎡⎢⎢⎢⎢⎣ 1σic
⎛⎝10 log P itN0W (2RiW − 1) − µic⎞⎠
⎤⎥⎥⎥⎥⎦ (110)
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VI.3.3 Energy Model
To formulate the energy model for each sensor, we need first to define the sensor network lifetimes.
Different definitions exist in the literature, and the choice of a specific definition is usually governed
by the application and/or the tractability of the resulting problem formulation. In the following, we
summarize the main network lifetime definitions:
1. The time taken until the first sensor fails due to battery depletion [134]. This is a pessimistic
measure, since the network may continue functioning despite the failure of one or more sensors.
Nevertheless, the definition provides a worst-case analysis for the network. This could be
expressed as
L =min(Li) (111)
where Li is the lifetime of sensor i.
2. The time taken until the last sensor fails due to battery depletion. This is an optimistic measure,
since the desired performance of the network may not be obtained after the failure of some
sensors. It provides an upper bound on the lifetime of the sensor network. This could be
expressed as
L =max(Li) (112)
3. The time taken until a fraction of sensors fail [135]. The specification of the fraction value is
rather subjective. More often, the average lifetime of sensor nodes is used:
L = 1
N
N
∑
i=1
Li (113)
4. The time taken until the application performance measure drops below a minimum required
value. Assuming the application performance is measured by the quantity D, and that the
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minimum required value is D0, then the network lifetime could be expressed as:
L =max{t ∶ D ≥D0} (114)
This definition is more practical since it is coupled to the application in hand. However, the
resulting problem formulation is generally harder to solve compared with the other lifetime
definitions.
A general formula for network lifetime, which applies to any definition of the network lifetime,
including the aforementioned ones, is derived in [136]. The definition holds independently of the un-
derlying network model including network architecture and protocol, channel fading characteristics,
and energy consumption model. The lifetime formula is given by:
L = E
0 − Ew
frEr
=
N
∑
i=1
(e0i − ewi )
fr
N
∑
i=1
eri
(115)
where E0 = ∑Ni=1 e0i is the total initial energy in all sensors at the time of deployment, Ew = ∑Ni=1 ewi
is the total wasted energy remaining in sensor nodes when the network dies, fr is the average sensor
reporting rate defined here as the number of detection cycles per unit time, and Er = ∑Ni=1 eri is the
expected reporting energy consumed by all sensors in one detection cycle. We slightly modify the
network lifetime definition in (115) to keep the analysis tractable. We assume that the total wasted
energy for each sensor is known and equal to the energy remaining in the sensor battery when it
is not capable of operating its circuitry. This simplification decouples the total wasted energy from
the network lifetime, which results in a linear constraint on the total reporting energy. This allows
for efficient solution of the optimization problem. To get an intuition about the network lifetime
definition in (115), we express the network lifetime as a function of individual sensor lifetimes:
L =
N
∑
i=1
(e0i − ewi )
N
∑
i=1
e0
i
−ew
i
Li
(116)
134
where the individual sensor lifetime Li = (e0i − ewi )/freri . Equation (116) is a weighted harmonic
mean of the set of individual sensor lifetimes. The weights are the net energies for sensor nodes. For
equal weights, the network lifetime resorts to a simple harmonic mean. Since the harmonic mean is
known to tend strongly toward the least elements of a set, and hence mitigate the impact of large
outliers, this definition strikes a balance between the min definition, where the network is considered
dead when the first sensor fails, and the max definition, where the network expires with failure of
the last sensor. Given also the nature of detection applications, where the few sensors nearby the
detected object carry most of the detection information and hence the detection performance, we
see that the given network lifetime definition is appropriate for the given application.
Our objective is to allocate the reporting energy eri for each sensor in such a way that maximizes
the detection performance. In the following, we derive the energy constraints for the sensor network.
Total Energy Constraint
In practice, it is desired to have a minimum network lifetime, where sensors can perform the assigned
task, i.e. L ≥ lt. Using (115), we get:
Er ≤ E
0 − Ew
frlt
=
N
∑
i=1
(e0i − ewi )
frlt
= εt (117)
The total energy constraint is thus expressed as:
N
∑
i=1
eri ≤ εt (118)
Individual Energy Constraints
Since the network lifetime tends towards the least lifetimes of sensor nodes, it is desired to keep a
minimum lifetime for each sensor. This prolongs the network lifetime, and also avoids depleting the
energy reserve for high quality sensors, resulting in a quick expiry of the sensor network. In addition,
depleting sensor energy may result in loss of coverage for the area under surveillance. Therefore, we
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impose the following constraint on all sensor nodes:
Li ≥ l i = 1,2, . . . ,N (119)
accordingly, we get:
eri ≤ e
0
i − e
w
i
frl
= εi (120)
where we note that l < lt, i.e. εt <
N
∑
i=1
εi. Otherwise, each sensor trivially allocates its maximum
energy εi. Obviously, the reporting energy ≥ 0, hence the individual energy constraint is summarized
as:
0 ≤ eri ≤ εi i = 1,2, . . . ,N (121)
Finally, we need to relate the transmission power Pt in (110) to the reporting energy e
r in each
detection cycle. We note that Pt = er/T , where T is the total time the sensor is transmitting during
a detection cycle. We note that the expected number of transmissions by sensor i during a detection
cycle is Lqi. Therefore, T = (τ/L)Lqi = τ/qi, and we get:
Pt = e
r
τq
(122)
The total probability of successful packet transmission is then expressed as:
P [success] = λi = qi∏
j≠i
(1 − qj)Φ⎡⎢⎢⎢⎢⎣ai + (10σic ) log e
r
i
qi(2RiW − 1)
⎤⎥⎥⎥⎥⎦ (123)
where:
ai = − 1
σic
(10 logN0Wτ + µic) (124)
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We note that in the above discussion, we neglected the energy consumed by each sensor to report
its quality measures to the fusion center. This energy component could be included in the analysis
by subtracting it from the initial sensor energy. However, for slowly-varying environments, where the
sensor characteristics need to be updated less frequently, this energy component could be neglected
compared to the periodic sensor reporting energy.
VI.3.4 Sensing Model
We focus our work on detection using signal amplitude measurements. Therefore, when there is an
object at a specific resolution cell, the observation at sensor i, located at di distance from the object,
could be expressed as:
xi = ǫ
d
η/2
i
+wi (125)
where ǫ is the amplitude of the emitted signal at the object, η is a known attenuation coefficient,
typically between 2 and 4, and wi is an additive white Gaussian noise with zero mean and variance
σi
2
s . We note that the above observation model considers passive sensing. In the active sensing case,
the observation model is given by:
xi = ζ ǫtr(2di)η/2 +wi (126)
where ζ is a known reflection coefficient at the object, ǫtr is the amplitude of the signal transmitted
by the active sensor (illuminating signal), and 2di is the round trip distance travelled by the signal.
We note that the two observation models differ only in the scaling factor ζ/2η/2. Therefore, without
loss of generality, we assume the passive sensing model in the following discussion.
The detection problem could be defined as the following binary hypothesis testing problem, for
each time slot k:
137
H0 ∶ xi[j, k] = wi[j, k] j = 1,2, . . . , ni
H1 ∶ xi[j, k] = µi +wi[j, k] j = 1,2, . . . , ni (127)
where µi = ǫ/dη/2i , and ni is the number of IID observations obtained by sensor i at each time
slot. We note that noise samples are independent across sensors, i.e., the observations at local
sensors are independent across time and space, but not necessarily identically distributed since
some sensors may be closer to the measured phenomenon, and noise variances are assumed un-
equal. In the following, we designate the vector of sensor observations at time slot k by xi[k] =
[xi[1, k] xi[2, k] . . . xi[ni, k]]. We note that xi[k] has the multivariate Gaussian distribution
N (0,C) under hypothesis H0 and N (µ,C) under hypothesis H1, where µ = [µ1 µ2 . . . µN]
and C = σi2s I.
Proposition 1. The optimal test statistic at the fusion center for the slotted ALOHA system is
given by:
V =
L
∑
k=1
N
∑
i=1
ni
∑
j=1
( µi
σi
2
s
) ri[k]xi[j, k] (128)
where ri[k] is a Bernoulli random process representing the success (ri = 1) or failure (ri = 0) of
receiving a packet from sensor i in communication slot k. The sample space and probability measure
of ri are defined as Ωri = {0,1} and P [ri = 1] = λi, respectively.
Proof. At the fusion center, the LLR ratio is the sum of the individual observations received at each
time slot. Therefore, the test could be expressed as:
L
∑
k=1
N
∑
i=1
ri[k]l(xi[k]) H1≷
H0
ln γ (129)
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where:
l(xi[k]) = ln pxi (xi[k];H1)
pxi (xi[k];H0) = ln
1(2pi)N/2∣C∣1/2 exp [− 12(xi[k] − µi1)TC−1(xi[k] − µi1)]
1(2pi)N/2∣C∣1/2 exp [− 12xTi [k]C−1xi[k]]
= µ
i
σi
2
s
1Txi[k] − 1
2
(µi
σis
)2 1T1 = µi
σi
2
s
ni
∑
j=1
xi[j, k] − 1
2
ni (µi
σis
)2 (130)
The LLR test then reduces to:
V =
L
∑
k=1
N
∑
i=1
ni
∑
j=1
( µi
σi
2
s
) ri[k]xi[j, k] H1≷
H0
1
2
L
∑
k=1
N
∑
i=1
niri[k](µi
σis
)2 + ln γ
= 1
2
N
∑
i=1
zini (µi
σis
)2 + lnγ = γ′ (131)
where zi = ∑Lk=1 ri[k] indicates the number of times sensor i successfully transmitted to the fusion
center in L time slots. We note that the random vector z = [z1 z2 . . . zN ze], where ze =
L −∑Ni=1 zi, is multinomially distributed with probability vector p = [λ1 λ2 . . . λN λe], where
the probability of collision or idle slot λe = 1−∑Ni=1 λi, and the sample space Z represents all possible
combinations of zi such that ze +∑Ni=1 zi = L. ∎
We adopt the deflection coefficient as a detection performance measure, defined as [10]:
D2 = (E[V ;H1] −E[V ;H0])2
var[V ;H0] (132)
which provides more tractable results in our study. The deflection coefficient is also closely related
to other performance measures, e.g. Receiver Operating Characteristics (ROC) curve and the prob-
ability of error. In general, the detection performance monotonically increases with increasing the
deflection coefficient.
Proposition 2. The deflection coefficient for the detector in (128) is given by:
D2 = L
N
∑
i=1
niλi (µi
σis
)2 (133)
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Proof. To calculate the deflection coefficient for the detector in (128), we use the fact that both
ri[k] and xi[j, k] are strict-sense stationary random processes (being IID) and independent of each
other. Therefore:
E[V ;H0] = L N∑
i=1
niE[ri]E[xi]( µi
σi
2
s
) = 0 (134)
E[V ;H1] = L N∑
i=1
niλi (µi
σis
)2 (135)
var[V ;H0] = Lvar⎡⎢⎢⎢⎣
N
∑
i=1
ni
∑
j=1
rixi[j]( µi
σi
2
s
)⎤⎥⎥⎥⎦
= LE
⎡⎢⎢⎢⎢⎣
⎛⎝ N∑i=1
ni
∑
j=1
( µi
σi
2
s
) rixi[j]⎞⎠
2⎤⎥⎥⎥⎥⎦ −L
⎛⎝E ⎡⎢⎢⎢⎣
N
∑
i=1
ni
∑
j=1
( µi
σi
2
s
) rixi[j]⎤⎥⎥⎥⎦⎞⎠
2
= L
N
∑
i1=1
N
∑
i2=1
ni1
∑
j1=1
ni2
∑
j2=1
E [( µi1µi2
σi1
2
s σ
i2
2
s
) ri1ri2xi1 [j1]xi2 [j2]] −L⎛⎝ N∑i=1
ni
∑
j=1
(µi
σis
)E [rixi[j]]⎞⎠
2
and noting that E[ri1ri2 ] = 0 for i1 ≠ i2, and that E[r2i ] = λi, we get:
var[V ;H0] = L N∑
i=1
ni1
∑
j1=1
ni2
∑
j2=1
( µi
σi
2
s
)2 λiE [xi[j1]xi[j2]]
= L
N
∑
i=1
ni
∑
j=1
( µi
σi
2
s
)2 λiE[x2i [j]] +L N∑
i=1
ni1
∑
j1=1
ni2
∑
j2=1
j2≠j1
( µi
σi
2
s
)2 λiE[xi[j1]]E[xi[j2]]
= L
N
∑
i=1
niλi (µi
σis
)2 (136)
From (134), (135), and (136), we get:
D2 = L
N
∑
i=1
ni (µi
σis
)2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
ci
λi (137)
∎
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We note that the quantity Di = ni (µiσis )2 represents the signal to noise ratio at sensor i, and
we adopt it as a measure of the sensor Quality of Information (QoI). From (133), we note that the
overall deflection coefficient at the fusion center is simply a weighted sum of the individual deflection
coefficients for each sensor, where the weights are the probabilities of successful packet transmission
for each sensor, and the deflection coefficient in case of a collision is set to 0.
Combining (109), (123), and (133) we obtain the objective function:
D2 = τ
b
N
∑
i=1
ciRiqi∏
j≠i
(1 − qj)Φ⎡⎢⎢⎢⎢⎣ai + (10σic ) log e
r
i
qi(2RiW − 1)
⎤⎥⎥⎥⎥⎦ (138)
The trade-off in selecting the communication rate for each sensor is reflected in (138). Increasing
the communication rate R results in higher QoI while reducing the probability of successful packet
transmission.
One note about the effect of the amplitude of the emitted signal at the object is in order. We
note that ci = ǫ2/σi2s dηi , therefore the signal amplitude at the object to be detected appears as
a scaling factor only in the objective function. This means that the signal amplitude does not
affect the optimal operating point for the system. However, the amplitude does affect the detection
performance, as intuitively expected. We further note that the objective function does not depend
directly on L and ni. Rather, from the optimal communication rates and (109), L and ni could be
arbitrarily chosen such that:
Lni = τRi
b
(139)
We note that for any non-zero communication rate, i.e. Ri > 0, ni ≥ 1, and consequently L ≤ τRib .
Table 11 lists the model parameters and their description. The third column classifies each
parameter according to its method of calculation as either given from the application knowledge,
estimated online, calculated, or as a design parameter. The fourth column highlights the parameters
that are a measure of the REI, CSI, or QoI for each sensor. The last column classifies each parameter
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according to its relevant layer in the system model. A complete nomenclature for the system model
is shown in Table 12.
Parameter Description Calculation Notes Layer
W Channel bandwidth G
P
h
y
si
ca
l
L
ay
er
N0 Noise power spectral density E CSI
µc Mean path loss C (104) CSI
σ2c Path loss variance E (channel meas.) CSI
er Reporting energy D
R Communication bit rate D
L Number of communication slots C (109)
M
A
C
L
ay
er
b Number of encoding bits/observation G
q Retransmission probability D
τ Delay for detection G
A
p
p
li
ca
ti
o
n
L
ay
er
lt Network lifetime G
l Sensor lifetime G
n Number of observations C (109)
c = (µ/σs)2 Signal to noise ratio G QoI
e0 − ew Net sensor useful energy G REI
fr Sensor reporting rate G
E: Estimated, G: Given, C: Calculated, D: Design
Table 11: Model Parameters for the ALOHA sensor network
VI.4 TCP Design for Optimal Detection
The optimization problem could be summarized as follows:
max
τ
b
N
∑
i=1
ciRiqi∏
j≠i
(1 − qj)Φ⎡⎢⎢⎢⎢⎢⎣ai + (
10
σic
) log eri
qi (2RiW − 1)
⎤⎥⎥⎥⎥⎥⎦ (140)
subject to 0 ≤ qi ≤ 1 (141)
0 ≤ Ri (142)
0 ≤ eri ≤ εi i = 1,2, . . . ,N (143)
N
∑
i=1
eri ≤ εt (144)
where:
ai = −1
σic
(10 logN0Wτ + µic) (145)
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Param. Description
λp Wavelength of the propagating signal
dc Distance between sensor and fusion center
ρc Channel path loss exponent
µic Mean path loss for sensor i
σic Path loss std. deviation for sensor i
W Communication channel bandwidth
P it Transmission power for sensor i
P ir Signal power received at the fusion center from sensor i
N0 Noise power spectral density
Ri Communication rate for sensor i
b Number of encoding bits/observation
L Number of transmission slots
ni Number of observations sampled by sensor i
τ Delay for detection
λi Successful packet transmission probability for sensor i
qi Retransmission probability for sensor i
L Sensor network lifetime
e0i Initial energy in sensor i battery
ewi Wasted energy remaining in sensor i battery
eri Reporting energy for sensor i
fr Reporting frequency for the sensor network
α Percentage of net useful energy used in reporting
ǫ Amplitude of emitted signal at detected object
di Distance between sensor i and the object
η Attenuation coefficient for object signal
ζ Reflection coefficient at the object
xi[j, k] Observation number j at time slot k for sensor i
ci = (µi/σis)2 Detected object signal to noise ratio at sensor i
V Test statistic at the fusion center
N Total number of wireless sensors
ri[k] Success or failure of sensor i transmission in slot k
D2 Deflection coefficient
Table 12: Nomenclature for the ALOHA sensor network
We denote the decision variables by:
x = [ q1 q2 . . . qN R1 R2 . . . RN er1 er2 . . . erN ] (146)
where x ∈ R3N , and the objective function by J(x). The optimization problem could be rewritten
on the form:
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min
x
− J(x)
subject to Ax ≥ b (147)
where
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I −I 0 0 0 0
0 0 I 0 0 0
0 0 0 I −I −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
, b = − [0 1 0 0 ε εt]T (148)
I is the identity matrix, 0(1) is the vector/matrix of all zeros (ones), with appropriate dimen-
sions, and ε = [ε1 ε2 . . . εN]. Although the objective function is not convex, we note that
the inequality constraints are linear. Therefore, the Karush-Kuhn-Tucker (KKT) conditions repre-
sent a necessary condition for a local maximizer of the objective function [137]. We first form the
Lagrangian:
L(x,ν) = −J(x) − νT (Ax − b) (149)
where ν is the vector of Lagrange multipliers, defined as:
νT = [ νq01 . . . νq0N νq11 . . . νq1N νR1 . . . νRN νe01 . . . νe0N νe1 . . . νeN νeT ]
(150)
where νq0
i
and νq1
i
are the Lagrange multipliers for the constraints in (141), νRi is the Lagrange
multiplier for the constraint in (142), νe0
i
and νei are the Lagrange multipliers for the constraints in
143), and νeT is the Lagrange multiplier for the constraint in (144). We denote the primal and dual
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optimal points by x∗ and ν∗, respectively. The KKT conditions are thus given by:
−∇J(x∗) −ATν∗ = 0 (Stationarity) (151)
ν∗
T (Ax∗ − b) = 0 (Complementary slackness) (152)
(Ax∗ − b) ⪰ 0 (Primal feasibility) (153)
ν∗ ⪰ 0 (Dual feasibility) (154)
−ZT∇2J(x∗)Z ⪰ 0 (155)
where Z is a null-space matrix for the matrix of active constraints at x∗, and ⪰ represents componen-
twise inequality for vectors and positive-semidefiniteness for matrices. Further, the KKT conditions
are sufficient for a strict local maximizer if the following condition holds:
−ZT+ ∇
2J(x∗)Z+ ≻ 0 (156)
where Z+ is a null-space matrix for the matrix of nondegenerate active constraints at x
∗, i.e. con-
straints with Lagrange multipliers ≠ 0.
This optimization problem could be solved efficiently using a variety of constrained optimization
algorithms, e.g. the interior-point method. However, the result may be a local maximum. To guar-
antee a global maximum over the function domain, we need to enumerate all possible combinations
of the active and inactive constraints, which becomes infeasible for large number of sensors. How-
ever, by exploiting the problem nature, the number of combinations can be reduced considerably.
The following proposition limits the number of candidate points for a local maximum.
Proposition 3. The maximum value of the objective function in (140) occurs when:
1. one sensor transmits with probability one (q = 1) and maximum energy (eri = εi), while all
other sensors remain silent. The optimal communication rate is given by:
R∗i = argmax
Ri
RiΦ
⎡⎢⎢⎢⎢⎢⎣ai + (
10
σic
) log min(ε, εt)(2RiW − 1)
⎤⎥⎥⎥⎥⎥⎦ (157)
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2. a subset of the sensors, defined by the index set Sε, transmit with their maximum energy,
while all other sensors remain silent. Optimal design variables for the active sensors are at
the stationary point of the objective function, i.e. at x∗ where ∇J(x∗) = 0. The unallocated
energy is equal to εt − ∑
i∈Sε
εi.
3. a subset of the sensors, defined by the index set Sε, transmit with their maximum energy,
another subset S1 transmit with 0 < eri < εi, and all other sensors remain silent. Optimal
design variables for the active sensors are at the point x∗, where:
∇Jqi(x∗) = 0 (158)
∇JRi(x∗) = 0 (159)
∇Jer
i
(x∗) = ∇Jer
j
(x∗) i, j ∈ S1 (160)
∇Jer
i
(x∗) ≤min
j∈Sε
∇er
j
J(x∗)∣er
j
=εj i ∈ S1 (161)
∑
i∈S1
eri = εt − ∑
j∈Sε
εj (162)
[this condition shows that sensors cannot be allocated less than their maximum energy if the
total energy constraint is inactive, i.e. energy budget is not fully consumed.]
Design variables for the silent sensors are qi = Ri = eri = 0
Proof. All of the results are a direct consequence of the KKT conditions. Therefore, the complete
proof could be reasoned using only the KKT conditions. However, for case 1, it is much easier to
reason directly from the objective function. The stationarity condition could be expressed as:
τ
b
⎡⎢⎢⎢⎢⎣ciRi∏j≠i(1 − qj)(Φ(ρi) − 10√2πσic ln 10 exp(−ρ2i /2)) −∑j≠i cjRjqj ∏k≠i,j(1 − qk)Φ(ρj)
⎤⎥⎥⎥⎥⎦ + νq0i − νq1i = 0
(163)
τ
b
⎡⎢⎢⎢⎣ciqi∏j≠i(1 − qj)(Φ(ρi) − 10 ln2√2πWσic ln 10 ( Ri1 − 2−Ri/W ) exp(−ρ2i /2))
⎤⎥⎥⎥⎦ + νRi = 0
(164)
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τb
ciRiqi∏
j≠i
(1 − qj) 10√
2πσic ln 10
exp(−ρ2i /2)
eri
+ νe0
i
− νe1
i
− νeT = 0 (165)
where
ρi = ai + (10
σic
) log eri
qi (2RiW − 1) (166)
For silent sensors, i ∈ S0, it could be easily shown, by direct substitution, that qi = Ri = eri = 0 satisfies
the KKT conditions. Therefore, This point is a candidate for a local maximizer. The following proof
addresses the active sensors.
1. When sensor i transmits with probability one, i.e. qi = 1, if qj ≠ 0 for any other sensor j ≠ i,
then a collision is guaranteed when sensor j attempts transmission. Therefore, the fusion
center will not receive any information from sensor j. Clearly, qj should be set to 0 ∀j ≠ i,
i.e. all other sensors have to be silent. The same result could also be obtained by direct
inspection of the objective function; when qi = 1, the objective function reduces to:
D2 = τ
b
ciRiqi∏
j≠i
(1 − qj)Φ⎡⎢⎢⎢⎢⎢⎣ai + (
10
σic
) log eri
qi (2RiW − 1)
⎤⎥⎥⎥⎥⎥⎦ (167)
Any value of qj ≠ 0 will cause the objective function value to decrease. Therefore, qj = 0. Since
Rj and e
r
j do not affect the objective function, we arbitrarily set Rj = 0. erj should be set to 0
to save the energy budget for the contributing sensor. The solution qj = Rj = erj = 0 for j ≠ i
could be shown to satisfy the KKT conditions by direct substitution.
From (167), the objective function monotonically increases with eri . Therefore, e
r
i should be
set to its maximum value, i.e. eri = min(ε, εt). Finally, optimal Ri is set to maximize the
objective function in (167):
R∗i = argmax
Ri
RiΦ
⎡⎢⎢⎢⎢⎢⎣ai + (
10
σic
) log min(ε, εt)(2RiW − 1)
⎤⎥⎥⎥⎥⎥⎦ (168)
147
We conclude that we have a set of N candidate points, (qi = 1, qj = 0, j ≠ i), for a local
maximum.
2. For the active sensors, 0 < qi < 1. This case corresponds to the case when the total energy
constraint is inactive, i.e. νeT = 0. If eri < εi, then from the complementary slackness condition
νe0
i
= νe1
i
= 0. From the stationarity condition we get ∇er
i
J = 0, but ∇er
i
J = 0 if and only if
eri = 0, a contradiction. Therefore, the only left option is eri = εi. In this case, the constraint
eri ≤ εi is active, hence νe0i = 0. From the stationarity condition we get ∇eri J ∣eri =εi = νe1i , which
satisfies the dual feasibility condition, since the left hand side is ≥ 0. Therefore, this point is
a candidate for a local maximizer.
We conclude that all active sensors in this case should transmit with maximum energy. Since
all other constraints are inactive, all Lagrange multipliers are = 0, and therefore, from the
stationarity condition, the optimal values for q and R are equal to the stationary point x∗
where ∇J(x∗) = 0.
3. In this case, the total energy budget is allocated, and therefore νeT ≥ 0. From the stationarity
condition, we get for j ∈ Sε, ∇er
j
J = νe1
i
+ νeT , and since νe1i ≥ 0, we get:
νeT ≤ ∇erjJ ∣erj=εj (169)
for sensors i ∈ S1, we have eri < εi, and from the stationarity condition we get:
∇er
i
J = νeT (170)
Combining the last two equations, we get (160) and (161). Finally, since the total energy
budget is allocated, the energy allocated to the sensors ∈ S1 is simply the difference between
the total energy budget and the maximum energy allocated to the sensors in Sε, giving rise to
(162).
∎
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We note that in Proposition 3, case 3 is the most general case. If S1 is empty, then this reduces
to case 2. If S1 is empty and ∣Sε∣ = 1, then this reduces to case 1. Further, we note that case 1
could be checked easily in N time steps (since we have N such candidate points), in addition to
the computations required to find the optimal communication rate, which could be implemented
efficiently for a single variable function. Unfortunately, the number of combinations in cases 2
and 3 are prohibitively large, and grows exponentially with the number of sensors. Therefore, the
proposition cannot guarantee obtaining the global maximum. However, the proposition is still useful
for the following reasons: 1) it avoids the case where the optimization algorithmmay terminate at the
local maxima qi = 1, qj = 0, while a better local maxima maybe at one of the stationary points, and
2) it provides some information about the choice of the initial point for the optimization algorithm,
where initial points near the corner points qi = 1, qj = 0 have to be avoided. The solution of the
optimization problem is summarized in Algorithm 3. In the numerical example, we use the interior-
point algorithm, as the optimization algorithm stated in Algorithm 3. To speed up the optimization
algorithm, the gradient of the objective function is supplied, which is given by:
∂J
∂qi
= τ
b
⎡⎢⎢⎢⎢⎣ciRi∏j≠i(1 − qj)(Φ(ρi) − 10√2πσic ln 10 exp(−ρ2i /2)) −∑j≠i cjRjqj ∏k≠i,j(1 − qk)Φ(ρj)
⎤⎥⎥⎥⎥⎦ (171)
∂J
∂Ri
= τ
b
⎡⎢⎢⎢⎣ciqi∏j≠i(1 − qj)(Φ(ρi) − 10 ln2√2πWσic ln 10 ( Ri1 − 2−Ri/W ) exp(−ρ2i /2))
⎤⎥⎥⎥⎦ (172)
∂J
∂eri
= τ
b
ci
Ri
eri
∏
j≠i
(1 − qj) 10√
2πσic ln 10
exp(−ρ2i /2) (173)
VI.5 Alternative Detection Performance Measures
It is worth mentioning that other performance criteria could be used to measure the detection
performance. We introduce two widely-used measures in the following.
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Algorithm 3 Optimization Problem Solution
Input: system parameters as in Table 11
Output: optimal decision variables x∗, objective function J(x∗)
set qi = 1/N ∀i,Ri = R0, eri = εt/N {initial point x0 for the optimization algorithm}
x∗, J(x∗) = OptAlg(J(x),x0, constraints) {call optimization algorithm}
for i = 1 to N do
set qi = 1, eri = εi,Rj , erj = 0 ∀j ≠ i
find R∗i = argmaxRi Ji(Ri), Ji(Ri) = RiΦ⎡⎢⎢⎢⎢⎢⎣ai + ( 10σic ) log
min(ε,εt)
(2RiW −1)
⎤⎥⎥⎥⎥⎥⎦
calculate Ji(xi), xi = [qi,0,Ri,0, eri ,0]
if Ji(xi) > J(x∗) then
J(x∗) = Ji(xi) {compare obj. function values}
x∗ = xi
end if
end for
return x∗, J(x∗)
VI.5.1 Receiver Operating Characteristics (ROC) Curve
The curve relates the probability of detection PD to the probability of false alarm PFA for different
threshold values γ for the detector. The expressions for PD and PFA could be derived as follows:
PD = P [V > γ′;H1] = ∑
z∈Z
P [V > γ′∣z;H1]p[z] = ∑
z∈Z
∫
∞
γ′
p(v∣z;H1)p(z)dv
We note from (128) that v∣z is a Gaussian random variable with µv∣z;H0 = 0, µv∣z;H1 = σ2v∣z =
∑Ni=1 zini (µiσis )2. Accordingly:
PD = ∑
z∈Z
Q
⎡⎢⎢⎢⎢⎢⎢⎣
γ′ −∑Ni=1 zini (µiσis )2√
∑Ni=1 zini (µiσis )2
⎤⎥⎥⎥⎥⎥⎥⎦
L!
z1!z2! . . . zN !ze!
λz11 λ
z2
2 . . . λ
zN
N λ
ze
e (174)
where Q[.] = 1 −Φ[.] is the complementary cumulative distribution function. From (131) we get:
PD = ∑
z∈Z
Q
⎡⎢⎢⎢⎢⎢⎢⎣
lnγ − 1
2 ∑Ni=1 zini (µiσis )2√
∑Ni=1 zini (µiσis )2
⎤⎥⎥⎥⎥⎥⎥⎦
L!
z1!z2! . . . zN !ze!
λz11 λ
z2
2 . . . λ
zN
N λ
ze
e (175)
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Similarly, the probability of false alarm is given by:
PFA = ∑
z∈Z
Q
⎡⎢⎢⎢⎢⎢⎢⎣
ln γ + 1
2 ∑Ni=1 zini (µiσis )2√
∑Ni=1 zini (µiσis )2
⎤⎥⎥⎥⎥⎥⎥⎦
L!
z1!z2! . . . zN !ze!
λz11 λ
z2
2 . . . λ
zN
N λ
ze
e (176)
VI.5.2 Probability of Error
Defines the probability of committing an error, and given by:
Pe = P [decide H0,H1 true] +P [decide H1,H0 true] = π1(1 −PD) + π0PFA (177)
where π0 and π1 are the prior probabilities for H0 and H1, respectively, and the detector threshold
γ = π0/π1. Assuming equal prior probabilities, and using the identity Q(−x) = 1−Q(x), we get from
(175) and (176):
Pe = ∑
z∈Z
Q
⎡⎢⎢⎢⎢⎢⎣(
1
2
)¿ÁÁÀ N∑
i=1
zini (µi
σis
)2⎤⎥⎥⎥⎥⎥⎦
L!
z1!z2!ze! . . . zN !
λz11 λ
z2
2 . . . λ
zN
N λ
ze
e (178)
From (175), (176), and (178), it is clear why we adopt the deflection coefficient as a detection
performance measure. The number of possible combinations for the vector z could be calculated
using the occupancy problem formulation [138], and is shown to be (N+L
L
). Therefore, the number of
terms in (175), (176), and (178) grows exponentially with the number of sensors and/or the number
of slots. In addition, the product of λi that appears in all the equations, which includes all system
design parameters, makes the optimization very difficult. This is clearly an intractable problem
that is not of a practical interest. Therefore, our choice is to optimize the deflection coefficient,
which results in a more tractable problem. The design variables are then substituted back in (175),
(176), and (178) to calculate PD, PFA, and Pe, respectively. The designer then could choose the
desired operating point on the ROC curve, or the desired probability of error, which corresponds to
a pre-calculated values for the design parameters. In this work, we resort to simulations to calculate
the ROC curve and the probability of error. This is because we use a large number of sensors to
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simulate practical sensor networks. With 100 sensors and 25 time slots, the number of terms in
(175), (176), and (178) ≈ 1.3005 × 1026, which is hard to evaluate even after knowing the system
design parameters.
VI.6 Performance Comparison
We compare our design approach with two other design approaches commonly used to design the
transmission control policy for a sensor network. We call our approach Cross Layer Design (CLD)
hereafter, since it integrates the physical, MAC, and application layers. In both approaches, we
assume equal energy allocation scheme, where the energy is divided equally across sensor nodes.
This allocation scheme is typically used when sensor quality measures are not integrated in the
design, and therefore, all sensors are treated equally. Sensor energy is thus given by:
eri = εt
N
(179)
This allocation scheme is feasible if εt/N ≤ εi. Otherwise, εi is allocated to each sensor, i.e.:
eri =min(εt/N,εi) (180)
For the special case when all sensors have the same initial and wasted energies, i.e. e0 − ew is the
same, we have from (117) and (120):
εt = N(e0 − ew)
frlt
= ( l
lt
)Nεi (181)
where εi is the same for all sensors. Since l < lt, we have εt/N < εi, and therefore the equal energy
allocation is feasible in this case. This case is the one considered in the numerical example in Section
VI.7
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VI.6.1 Max. Throughput Design
The throughput for the given ALOHA sensor network is given by:
T =
N
∑
i=1
Riqi∏
j≠i
(1 − qj)Φ⎡⎢⎢⎢⎢⎢⎣ai + (
10
σic
) log eri
qi (2RiW − 1)
⎤⎥⎥⎥⎥⎥⎦ (182)
In Max. throughput designs, the design variables Ri and qi are chosen to maximize the throughput
in (182). The Max. throughput design thus does not consider the QoI for each sensor. This is clearly
shown by comparing (182) to (138), where we note that the Max. throughput design is equivalent
to the CLD if all sensors have the same Quality of Information.
VI.6.2 Decoupled Design
In the conventional slotted ALOHA, The MAC sublayer is designed to minimize the probability of
collision, without regard to the QoI or CSI of each node. Minimum probability of collision occurs
at qi = 1/N . The physical layer is designed to guarantee a minimum probability of successful packet
transmission, λ, i.e.:
Φ [ai + (10
σic
) log Neri
2
Ri
W − 1
] = λ (183)
Accordingly, Ri is given by:
Ri =W log2 (1 + 10[0.1σic(ai−Φ−1[λ])+logNer]) (184)
and using (138), the deflection coefficient is given by:
D2 = τλW
bN
(1 − 1
N
)N−1 N∑
i=1
ci log2 (1 + 10[0.1σic(ai−Φ−1[λ])+logNer]) (185)
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In practice, λ is pre-determined from the application. However, to make a fair comparison, we use
the value of λ that maximizes the deflection coefficient in (185), i.e.:
λ = argmax
λ
D2 0 ≤ λ ≤ 1 (186)
We note that the deflection coefficient is smaller for both small and large values of λ. For small λ
values, not enough observations are transmitted, while for large values of λ, more collisions occur,
hence less observations are received at the fusion center. The gradient of the objective function in
(185) is given by:
∇D2 = τW
bN
N
∑
i=1
ci (log2 (1 + y(λ)) − 0.8327σicy(λ) exp([Φ−1(λ)]2/2)1 + y(λ) ) (187)
y(λ) = 10[0.1σic(ai−Φ−1[λ])+logN] (188)
The gradient is useful to speed up the optimization algorithm that solves the optimization prob-
lem in (186).
VI.7 Simulation Results
In this section, we compare the proposed CLD approach to the classical approaches summarized
in Section VI.6 via a numerical example. We assume 70 sensors (N = 70) deployed for detection.
We cluster sensors into seven 10-sensors groups, and generate the system parameters for each group
using a different uniform random number generator. In practice, each group may represent a set of
sensors deployed in the same vicinity, and therefore, their system parameter values, e.g. signal to
noise ratio and mean path loss, will be similar. Table 13, which replicates the structure of Table 11
for easy reference, shows the system parameter values, including the minimum and maximum values
of the uniform random number generator for each group of sensors. We perform the comparison
both numerically and through Monte Carlo Simulation (MCS) experiments:
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• Numerical study. We use the interior-point algorithm with Algorithm 3 to calculate the op-
timal solution for the CLD in (138) and the Max. throughput design in (eq:Max-Throughput-
Objective-Function), and to find the optimal probability of successful packet transmission for
the decoupled design in (185).
• Simulation study. We use the optimal analytical solution for the design variables to set
up a simulator for the wireless network. Using the appropriate random number generators,
we simulate the local sensor observations, sensors collisions, and the wireless channel state.
We run the MCS experiment 5000 times for each delay for detection/network lifetime value,
to obtain accurate results. The output from the simulation is an estimate of the deflection
coefficient, probability of error, and the system ROC curve.
Parameter Description Value
W Channel bandwidth 103 Hz
N0 Noise PSD 10
−9 W/Hz
µc Mean path loss
[40,45], [45,50], [50,55], [55,60], [60,65] dB[65,70], [70,75] dB
σc Path loss std. dev. [5,8] dB
er Transmission Energy Design variable
R Comm. bit rate Design variable
L Num. of comm. slots Lni = τRi/b
b Number of bits/packet 16 bits
q Retransmission prob. Design variable
τ Delay for detection 1:150 sec.
lt Network lifetime 100:500 days
l Sensor lifetime 0.7*lt
ni Num. of observations Lni = τRi/b
c Signal to noise ratio
[2,3.2], [2.5,3.5], [0.06,0.08], [1,1.4], [0.5,0.7]× 10−3[0.12,0.16], [0.03,0.04]× 10−3
e0 − ew Net sensor useful energy 104 J
fr Sensor reporting rate 200 cycles/day
Table 13: Model Parameters for the numerical example, ALOHA sensor network
VI.7.1 Deflection Coefficient
Figure 51 shows the performance surface for the slotted ALOHA sensor network for the proposed
CLD approach, for different delay and network lifetime values. For a fixed network lifetime, the
deflection coefficient increases with the delay for detection, as more observations are expected at
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the fusion center. For a fixed delay for detection, the deflection coefficient decreases with network
lifetime. This is mainly because the energy budget allocated for each detection cycle decreases to
prolong the network lifetime. Decreasing the energy budget reduces the probability of successful
packet transmission, hence causing less observations at the fusion center.
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Figure 51: Deflection coefficient as it varies with the network lifetime and delay for detection for
ALOHA sensor networks.
Figure 52 shows a contour plot for the deflection coefficient, where each curve corresponds to the
set of pair values (Delay for detection, network lifetime) that gives rise to the indicated value of the
deflection coefficient. It is shown that to keep the deflection coefficient constant while increasing
the network lifetime, the delay for detection has to increase also, so that more observations could
be received in each detection cycle, hence compensating for the energy decrease as a result of a
prolonged network lifetime.
We resort to two dimensional plots to compare between the different design approaches. Figure
53 shows the deflection coefficient versus the delay for detection for the three design approaches,
where network lifetime is set to 250 days. The decoupled design approach has the worst performance,
even when choosing the optimal value for the probability of successful transmission λ. This is mainly
because the parameters at each layer are specified independently, without regard to the application.
The max. throughput design has a better performance since it seeks to maximize the quantity of
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Figure 52: Contour plot for the deflection coefficient for ALOHA sensor networks. Each curve
corresponds to the set of pairs (delay, lifetime) that leads to the indicated value of the deflection
coefficient.
the information at the fusion center, by integrating the physical and MAC layers. However, since
increasing the quantity of the information is not equivalent to increasing the information quality, as
sensors have different QoI, the max. throughput is outperformed by the proposed CLD approach.
The performance of the proposed design represents an upper bound on the max. throughput per-
formance. This upper bound is achieved if all sensors have the same QoI. The MCS results are
superimposed on the numerical curves. The simulated results coincide with the numerical results
(apart from MCS accuracy), hence verifying the correctness of the analysis.
Figure 54 shows the deflection coefficient as it varies with the network lifetime, where delay for
detection is set to 50 sec. The results are similar to the delay for detection study, where the proposed
CLD approach outperforms the max. throughput and decoupled design approaches. Equivalently,
for the same deflection coefficient, the network lifetime with the CLD is longer. The MCS results
are superimposed on the numerically-obtained curves, verifying the correctness of the analysis.
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Figure 53: Deflection coefficient as it varies with the delay for detection. The CLD outperforms the
decoupled and Max throughput approaches. Max. throughput is always upper-bounded by CLD.
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Figure 54: Deflection coefficient as it varies with the network lifetime. The CLD approach outper-
forms the decoupled and Max. throughput approaches. Max. throughput is always upper-bounded
by the CLD for all values of the network lifetime.
VI.7.2 ROC Curves
For the probability of error and the ROC curves, we resort to MCS experiments to obtain the
performance curves. Figure 55 shows the probability of error versus the delay for detection, where
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network lifetime = 250 days. Since the probability of error is directly proportional to the deflection
coefficient, we obtain the same relative performance, i.e. the proposed CLD approach outperforms
the other two approaches while the max. throughput approach outperforms the decoupled design
one. The same results are obtained for the probability of error as it varies with the network lifetime,
for a fixed delay for detection, which is shown in Figure 56.
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Figure 55: Probability of error for different values of the delay for detection (MCS curves smoothed
out for better presentation)
Figure 57 shows the simulated ROC curve for τ = 50 seconds and lifetime = 250 days, and for
different values of the threshold γ ∈ [0,∞). The figure shows the performance enhancement using
the CLD approach. In practice, a family of these ROC curves are provided for different values of the
delay for detection and network lifetimes. The operating point is located on a specific ROC curve,
and the relevant values of the detector threshold and the WSN design variables are set accordingly.
VI.8 Summary
In this chapter, we pursued a model-based approach to design a single-hop slotted ALOHA wireless
sensor network deployed for detection applications. We developed an integrated model for the detec-
tion system that includes the communication network, sensing, and energy models. We considered
the QoI, CSI, and REI quality measures in the design process. We designed a complete transmission
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Figure 56: Probability of error for different values of the network lifetime (MCS curves smoothed
out for better presentation)
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Figure 57: ROC curve for delay τ = 50 seconds and l = 250 days. Different points on each curve
correspond to different threshold value for the detector.
control policy that includes the transmission probabilities, communication rate, and energy alloca-
tion for each sensor. We showed a significant performance increase over the decoupled and Max.
throughput design approaches with equal energy allocation scheme.
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The model-based approach results in significant performance increase. However, the resulting
model is in general complex, and it maybe required to go through the design process several times
to refine the assumptions in order to obtain a tractable model. This complexity is justified when
the system resources are limited. The decoupled approach maybe justified for systems with large
resources such that the performance loss could be compensated by more resource allocation.
In this chapter, we considered slotted ALOHA as the media access control method for the sensor
network. In Chapter VII, we consider the model-based detection problem for TDMA sensor networks,
where each sensor is scheduled to transmit in pre-designated time slots, hence eliminating the collision
problem. We compare the slotted ALOHA and TDMA networks, and show the conditions under
which each access scheme outperforms the other.
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CHAPTER VII
Transmission Control Policy Design for TDMA Sensor Networks
VII.1 Introduction
In Chapter VI, we addressed the problem of TCP design for sensor networks communicating using
the slotted ALOHA multi-access communication scheme. In this chapter, we study the same problem
for Time Division Multiple Access sensor networks. TDMA is a multi-access scheme that eliminates
collisions between sensors by scheduling the transmission of all sensors. In fixed assignment TDMA,
which we consider in this chapter, transmission slots are preassigned to sensor nodes so that at
each time slot only one sensor is allowed to transmit. We follow the same modeling approach in
Chapter VI to design the TCP for the TDMA sensor network in order to optimize the detection
performance. We also compare the proposed design with two other classical approaches to design
TDMA sensor networks. We show that our design improves the detection performance over the
classical design approaches, where either the network is ignored altogether, or designed to satisfy
performance measures that are not relevant to the application
One important question to be answered here is whether the TDMA scheme is superior to slotted
ALOHA for our detection application. On one hand, elimination of collisions results in energy
saving and guaranteed transmission for sensor data (conditioned on the physical channel being in
state “ON”). On the other hand, TDMA scheme treats all sensors equally, as it assigns each sensor
a time slot despite its quality measures. In Section VII.7, we compare the optimal TDMA design
approach to its slotted ALOHA counterpart. We show the conditions under which each transmission
scheme outperforms the other.
The rest of the chapter is organized as follows: the system model is derived in Section VII.2.
The solution of the formulated optimization problem to obtain the optimal TCP is given in VII.3.
Section VII.4 presents the ROC and probability of error detection measures, their relationship to
the deflection coefficient, and their method of calculation. Section VII.5 summarizes the decoupled
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and max. throughput design approaches, to be compared to the proposed design approach. Section
VII.6 provides an illustrative numerical example. Section VII.7 presents the TDMA-Slotted ALOHA
comparison. The work is concluded in Section VII.8.
VII.2 System Model
We follow the same modeling approach in Chapter VI. We present the full derivation for the new
results only, while showing the final result if the component being modeled is the same.
VII.2.1 Wireless Channel Model
The physical channel model is the same as in VI.3.1. The probability of the channel begin “ON”
during a transmission is given by:
P [channel is ON] = λc = Φ [ 1
σc
(10 log Pt
N0W (2 RW − 1) − µc)] (189)
VII.2.2 Media Access Control Protocol Model
We assume a slotted multiaccess communication scheme, where each packet requires one time slot
for the transmission, all time slots have the same length, and all transmitters are synchronized. Each
local sensor i collects a number of observations ni and forms an information packet for transmission
over the wireless channel. The sensor transmits to the fusion center only in its dedicated time slot,
assigned using the fixed assignment TDMA scheme, with communication rate Ri given by:
Ri = bLni
τ
(190)
where b is the number of encoding bits for each observation. Without loss of generality, we assume
that L = mN , where m is a positive integer, i.e. at each detection cycle, all sensors transmit the
same number of times. This assumption facilitates the comparison with the slotted ALOHA scheme,
since the objective function does not depend on the value of L. This is also the case for the TDMA
system, as will be shown in Section VII.2.4. Finally, the decision takes place at the end of the
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τRi, e
r
i . . . . . .
L Transmission slots Decision
Figure 58: Detection cycle for the TDMA sensor network. The cycle is composed of L slots, where
each sensor transmits in its assigned time slots only, with bit rate Ri, and power e
r
iN/τ . A final
decision is taken by the fusion center at the end of the detection cycle.
detection cycle, using the information received during that detection cycle. The process repeats for
every detection request initiated by the fusion center.
Since collisions are eliminated in the TDMA scheme, the probability of successful packet trans-
mission depends solely on the physical channel condition, as given by (189).
VII.2.3 Energy Model
The energy constraints are identical to Section VI.3.3. We repeat here the network lifetime definition:
L = E
0 − Ew
frEr
=
N
∑
i=1
(e0i − ewi )
fr
N
∑
i=1
eri
(191)
Total Energy Constraint
The following constraint guarantees a minimum network lifetime lt:
N
∑
i=1
eri ≤ εt (192)
where
εt =
N
∑
i=1
e0i − e
w
i
frlt
(193)
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Individual Energy Constraint
The following constraint guarantees a minimum sensor lifetime l:
0 ≤ eri ≤ εi (194)
where
εi = e
0
i − e
w
i
frl
(195)
Finally, we need to relate the transmission power Pt to the reporting energy e
r in each detection
cycle. We note that Pt = er/T , where T is the total time the sensor is transmitting during a detection
cycle. Since we assume L =mN , each sensor transmits m times. Given time slot length of τ/L, we
get:
Pt = N
τ
er (196)
VII.2.4 Sensing Model
Assuming signal amplitude sensors, as in Section VI.3.4, we get the following test statistic and
deflection coefficient:
Proposition 4. The optimal test statistic at the fusion center for the TDMA system is given by:
V =
m
∑
k=1
N
∑
i=1
ni
∑
j=1
( µi
σi
2
s
) ri[k]xi[j, k] (197)
where ri[k] is a Bernoulli random process representing the success (ri = 1) or failure (ri = 0) of
receiving a packet from sensor i in communication slot k. The sample space and probability measure
of ri are defined as Ωri = {0,1} and P [ri = 1] = λi, respectively.
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Proof. The proof is the same as in Proposition 1, except that L is replaced by m, since each sensor
transmits in its m designated time slots only. ∎
Proposition 5. The deflection coefficient for the detector in (197) is given by:
D2 =m
N
∑
i=1
niλi (µi
σis
)2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
ci
(198)
where λi is given by (189), and system parameter definition is as in Table 12.
Proof. The proof follows the one for Proposition 2, with L replaced by m. ∎
VII.3 TCP Design for Optimal Detection
Using (189), (190), (196), and (198), the complete optimization problem could be expressed as:
max
τ
bN
N
∑
i=1
ciRiΦ [ai + (10
σic
) log eri
2
Ri
W − 1
] (199)
subject to 0 ≤ Ri (200)
0 ≤ eri ≤ εi i = 1,2, . . . ,N (201)
N
∑
i=1
eri ≤ εt (202)
where:
ai = 1
σic
(10 log N
N0Wτ
− µic) (203)
We denote the decision variables by:
x = [ R1 R2 . . . RN er1 er2 . . . erN ] (204)
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where x ∈ R2N , and the objective function by J(x). The optimization problem could be rewritten
on the form:
min
x
− J(x)
subject to Ax ≥ b (205)
where
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
I 0 0 0
0 I −I −1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
T
, b = − [0 0 ε εt]T (206)
I is the identity matrix, 0(1) is the vector/matrix of all zeros (ones), with appropriate dimensions,
and ε = [ε1 ε2 . . . εN]. This optimization problem also has linear constraints. Therefore, the
KKT conditions still provide a necessary condition for a local maximizer of the objective function.
We define the vector of Lagrange multipliers in this case as:
νT = [ νR1 . . . νRN νe01 . . . νe0N νe1 . . . νeN νeT ] (207)
where νRi is the Lagrange multiplier for the constraint in (200), νe0i and νei are the Lagrange
multiplier for the constraint in (201), and νeT is the Lagrange multiplier for the constraint in (202).
We denote the primal and dual optimal points by x∗ and ν∗, respectively. The KKT conditions are
thus given by the same equations in (155).
This optimization problem could be solved efficiently using a variety of constrained optimization
algorithms, e.g. gradient-based algorithms. In the comparative study, we solve it using the interior-
point method. To speed up the optimization algorithm, the gradient of the objective function is
supplied, which is given by:
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∇JRi = τci
bN
[(Φ(ρi) − 10 ln2√
2πWσic ln 10
( Ri
1 − 2−Ri/W ) exp(−ρ2i /2)] (208)
∇Jei = τci
bN
10√
2πσic ln 10
(Ri
eri
) exp(−ρ2i /2) (209)
VII.4 Alternative Detection Performance Measures
VII.4.1 ROC Curve
Each sensor is allowed to send exactlym times, with success probability λ. Therefore, the probability
of getting zi out of m successes is binomially distributed. The probability of detection is hence given
by:
PD = ∑
z∈Z
Q
⎡⎢⎢⎢⎢⎢⎢⎣(
1
2
) lnγ −∑Ni=1 zini (µiσis )2√
∑Ni=1 zini (µiσis )2
⎤⎥⎥⎥⎥⎥⎥⎦(
m
z1
)(m
z2
) . . .(m
zN
)λ∑Ni=1 zi(1 − λ)L−∑Ni=1 zi (210)
where zi ∈ {0,1, . . . ,m} and Z = {0,1, . . . ,m}N . Similarly:
PFA = ∑
z∈Z
Q
⎡⎢⎢⎢⎢⎢⎢⎣(
1
2
) ln γ +∑Ni=1 zini (µiσis )2√
∑Ni=1 zini (µiσis )2
⎤⎥⎥⎥⎥⎥⎥⎦(
m
z1
)(m
z2
) . . .(m
zN
)λ∑Ni=1 zi(1 − λ)L−∑Ni=1 zi (211)
VII.4.2 Probability of Error
Assuming equal prior probabilities, we get from (210) and (211):
Pe = ∑
z∈Z
Q
⎡⎢⎢⎢⎢⎢⎣(
1
2
)¿ÁÁÀN∑
i=1
zini (µi
σis
)2⎤⎥⎥⎥⎥⎥⎦(
m
z1
)(m
z2
) . . . (m
zN
)λ∑Ni=1 zi(1 − λ)L−∑Ni=1 zi (212)
Similar to the slotted ALOHA sensor network, we resort to MCS to evaluate the ROC curve and
the probability of error. This is mainly because we use a large number of sensors and the number
of terms in each expression grow exponentially with the network size.
168
VII.5 Performance Comparison
Similar to the slotted ALOHA sensor network, we compare our design approach with two other design
approaches commonly used to design the transmission control policy for a sensor network. We still
call our approach the Cross Layer Design, since it integrates the physical, MAC, and application
layers. In both approaches, we assume equal energy allocation scheme, where the energy is divided
equally across sensor nodes. This allocation scheme is typically used when sensor quality measures
are not integrated in the design, and therefore, all sensors are treated equally. Sensor energy is thus
given by:
eri = εt
N
(213)
VII.5.1 Max. Throughput Design
The throughput for the given TDMA sensor network is given by:
T =
N
∑
i=1
Riλi =
N
∑
i=1
RiΦ [ai + (10
σic
) log eri
2
Ri
W − 1
] (214)
In Max. throughput designs, the design variables Ri are chosen to maximize the throughput in
(214). The Max. throughput design thus does not consider the QoI for each sensor. This is clearly
shown by comparing (214) to (199), where we note that the Max. throughput design is equivalent
to the CLD if all sensors have the same Quality of Information.
VII.5.2 Decoupled Design
In this design approach, the communication rate for each sensor is typically determined to guarantee
a minimum probability of successful packet transmission λ, i.e.:
Φ [ai + (10
σic
) log eri
2
Ri
W − 1
] = λ (215)
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Accordingly, Ri is given by:
Ri =W log2 (1 + 10[0.1σic(ai−Φ−1[λ])+log er]) (216)
and using (199), the deflection coefficient is given by:
D2 = τWλ
bN
N
∑
i=1
ci log2 (1 + 10[0.1σic(ai−Φ−1[λ])+log er]) (217)
In practice, λ is pre-determined from the application. However, to make a fair comparison, we use
the value of λ that maximizes the deflection coefficient in (217), i.e.:
λ = argmax
λ
N
∑
i=1
λci log2 (1 + 10[0.1σic(ai−Φ−1[λ])+log er]) (218)
VII.6 Simulation Results
In this section, we compare the proposed CLD approach to the two design approaches summarized
in Section VII.5. We assume the same example network as in Chapter VI for comparison purposes.
Table 14 repeats the system parameter values for the given example. We perform the comparison
both numerically and through MCS experiments. The numerical results are obtained using the
interior point method, and the optimal design variables are used in the MCS experiment. We run
MCS 1000 times for each pair of the delay for detection and network lifetime values.
VII.6.1 Deflection Coefficient
Figure 59 shows the performance surface for the TDMA sensor network for the CLD approach, for
different delay for detection and network lifetime values. The deflection coefficient increases with
increasing the delay for detection. This is because increasing the delay allows for more observations
to be received at the fusion center. However, because the energy budget is limited, increasing
the delay beyond a certain limit does not lead to performance increase, as the energy has to be
distributed over transmission slots, hence less energy is allocated for each slot and the probability
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Parameter Description Value
W Channel bandwidth 103 Hz
N0 Noise PSD 10
−9 W/Hz
µc Mean path loss
[40,45], [45,50], [50,55], [55,60], [60,65] dB[65,70], [70,75] dB
σc Path loss std. dev. [5,8] dB
er Transmission Energy Design variable
R Comm. bit rate Design variable
L Num. of comm. slots Lni = τRi/b
b Number of bits/packet 16 bits
τ Delay for detection 1:100 sec.
lt Network lifetime 100:400 days
l Sensor lifetime 0.7lt
ni Num. of observations Lni = τRi/b
c Signal to noise ratio
[2,3.2], [2.5,3.5], [0.06,0.08], [1,1.4], [0.5,0.7]× 10−3[0.12,0.16], [0.03,0.04]× 10−3
e0 − ew Net useful energy 104 J
fr Sensor reporting rate 200 cycles/day
Table 14: Model Parameters for the numerical example, TDMA sensor network
of successful packet transmission decreases. For the same reason, increasing the network lifetime
leads to degraded performance, as less energy is allocated for each detection cycle to preserve energy
and prolong the network lifetime. The drop in the deflection coefficient at around 60 sec. delay
and 100 days network lifetime is due to local convergence of the optimization algorithm. This point
represents a local maximum, and a point with larger deflection coefficient could be obtained by
varying the initial point of the optimization algorithm.
Figure 60 shows a contour plot for the deflection coefficient, where each curve corresponds to the
set of pair values (Delay for detection, network lifetime) that gives rise to the indicated value of the
deflection coefficient. It is shown that to keep the deflection coefficient constant while decreasing the
delay for detection, the network lifetime has to decrease also, so that more energy could be allocated
for each detection cycle, hence compensating for decreasing the detection cycle length.
To compare between the different design approaches, we resort to two dimensional plots for
clarity. Figure 61 shows the deflection coefficient versus the delay for detection for the three de-
sign approaches, where network lifetime = 250 days. The decoupled design approach shows the
worst performance as it does not integrate any quality measure into the design process. The max.
throughput approach integrates the physical channel layer and the MAC sublayer into the design.
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Figure 59: Deflection coefficient as it varies with the network lifetime and delay for detection for
TDMA sensor networks.
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Figure 60: Contour plot for the deflection coefficient for TDMA sensor networks. Each curve
corresponds to the set of pairs (delay, lifetime) that leads to the indicated value of the deflection
coefficient.
Therefore, it outperforms the decoupled approach. However, since the max. throughput approach
ignores the quality of information for each sensor, it shows degraded performance compared to the
proposed approach. The cross layer approach outperforms the two other approaches since it inte-
grates the QoI, REI, and CSI into the design process. The CLD represents an upper bound on the
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max. throughput approach that is reached only when all sensors have the same QoI. Figure 61 also
shows the MCS results for the cross layer approach, superimposed on the curve obtained from the
numerical results. Apart from MCS accuracy, the simulated deflection coefficient coincides with the
numerical results, verifying the correctness of the analysis. We omit the MCS curves for the other
design approaches to avoid cluttering the figure.
0 10 20 30 40 50 60 70 80 90 1000
1
2
3
4
5
6
Delay for Detection τ (sec)
D
ef
le
ct
io
n 
co
ef
fic
ie
nt
 D
2
 
 
Cross−layer design
Max Throughput design
Decoupled design
Network Lifetime = 250 days
Figure 61: Deflection coefficient for TDMA sensor networks, as it varies with the delay for detection,
for fixed network lifetime.
Figure 62 shows the deflection coefficient versus the network lifetime for the three design ap-
proaches, where delay for detection = 50 sec. Similarly, the proposed CLD approach outperforms
the two other approaches considerably, due to the integration of different system layers and the
inclusion of different quality measures into the design process.
VII.6.2 ROC Curves
Similar to the slotted ALOHA sensor network, obtaining the ROC and probability of error curves
numerically is intractable. Therefore, we resort to MCS experiments to obtain the performance
curves. Figure 63 shows the probability of error versus the delay for detection for lifetime = 250
days. Since probability of error and deflection coefficient are inversely proportional, the probability
of error decreases with increasing the delay. Similar to the deflection coefficient, the cross-layer
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Figure 62: Deflection coefficient for TDMA sensor networks, as it varies with the network lifetime,
for fixed delay for detection.
approach outperforms the other two approaches. The difference between the decoupled design and
the max throughput designs is not noticed in the figure due to MCS accuracy. Figure 64 shows
the probability of error versus the network lifetime when delay = 50 sec. As the network lifetime
increases, less energy is allocated to each detection cycle, resulting in higher probability of error.
The figure also shows the superiority of the proposed cross layer design.
Figure 65 shows the ROC curve for lifetime = 250 days and delay = 50 sec. Different values on
each ROC curve correspond to different threshold values for the detector. For the same probability
of false alarm, the proposed cross layer approach results in higher probability of detection than
the other approaches. Therefore, by integrating different system layers and quality measures in the
design process, we obtain performance enhancement that would not be possible without increasing
the delay and/or shortening the network lifetime. Figure 66 shows a log plot for the ROC curve for
the typical region of interest for the false alarm probability, PF ∈ [0.01,0.1].
VII.7 Slotted ALOHA-TDMA Comparison
In this section, we compare the performance of the slotted ALOHA and TDMA sensor networks,
based on the numerical example in Sections VI.7 and VII.6. Figure 67 shows the deflection coefficient
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Figure 63: Probability of error for different values of the delay for detection (MCS curves smoothed
out for better presentation)
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Figure 64: Probability of error for different values of the network lifetime (MCS curves smoothed
out for better presentation)
for different delay constraints. We note that the ALOHA network outperforms TDMA if the delay
is below a threshold value, τth. If the delay is increased further, TDMA outperforms the ALOHA
network. For τ < τth, the ALOHA network outperforms because of its selectivity property, where
sensors with relatively lower quality measures compared to other sensors are excluded from the
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Figure 65: ROC curve for lifetime = 250 days and delay=50 sec. Different points on each curve
correspond to different threshold values for the detector.
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Figure 66: ROC curve for lifetime = 250 days and delay=50 sec. The region of interest is PF ∈[0.01,0.1]
detection task. This selectivity property is lacking in the TDMA network, where all sensors are
treated equally and scheduled to transmit their observations, regardless of their quality measures.
For τ > τth, TDMA outperforms ALOHA, mainly because the average energy per detection cycle
(average power) decreases with increasing the delay. Therefore, transmission attempts for each
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sensor for the ALOHA network have to be lowered to conserve energy wasted in probable collisions.
On the other hand, TDMA does not suffer from collisions. Therefore, even with very small energy
per detection cycle, sensors may be able to transfer their information to the fusion center, and
therefore, the detection performance will be higher. In general, the delay threshold τth gets higher
as the reporting energy per detection cycle for each sensor, er, increases. For the given example, the
delay threshold τth ≈ 120 sec. Since detection applications are delay-sensitive, the ALOHA network
would be the choice for network design. However, for scarce energy applications, with very low
energy per sensor, TDMA maybe a viable alternative.
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Figure 67: ALOHA-TDMA Comparison for different delay constraints. TDMA outperforms the
ALOHA network for delays greater than the delay threshold
Figure 68 shows the deflection coefficient for different lifetime values. Similarly, the TDMA
outperforms the ALOHA for lifetime values greater than the threshold lifetime Lth. The threshold
lifetime gets higher as the delay for detection decreases. For the given numerical example, the
threshold lifetime Lth ≈ 285 days. Since the performance degrades with increasing network lifetime,
the deflection coefficient at the threshold lifetime may be below the minimum design value, and
therefore, TDMA may not be a feasible design option. For example, in Figure 68, the minimum
detection performance is specified by D2 = 6, and therefore, the ALOHA is the design option. At
the threshold lifetime, D2 ≈ 5.2, which is below the minimum design requirement, and therefore,
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TDMA cannot be used with such design requirements. However, for scarce energy applications, the
threshold lifetime gets smaller, so that TDMA maybe the only viable design option to extend the
network lifetime, on the expense of degraded detection performance.
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Figure 68: ALOHA-TDMA Comparison for different lifetime constraints. TDMA outperforms the
ALOHA network for network lifetime greater than the lifetime threshold
Figure 69 summarizes the performance comparison in the delay-lifetime two dimensional space.
The curve represents the boundary between the ALOHA and TDMA regions. For any pair of
(delay, lifetime) in the ALOHA region, the ALOHA sensor network has a superior performance,
and similarly for the TDMA region. The figure could be augmented by the contour lines for the
deflection coefficient for both ALOHA and TDMA, to show the performance measure value. Using
the deflection coefficient values, the designer can check whether the selected operating point satisfies
the minimum performance requirement. Figure 70 shows the performance regions with the contour
lines for the ALOHA region.
VII.8 Summary
In this chapter, we developed an integrated model for the single-hop TDMA sensor network deployed
for detection. We designed the transmission control policy for each sensor such that the detection
performance is maximized. We showed the performance gain relevant to other classical design
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Figure 69: Performance regions for ALOHA and TDMA sensor networks. The chosen operating
point is feasible if the performance measure value exceeds the minimum design requirement.
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Figure 70: Performance regions for ALOHA and TDMA sensor networks. The ALOHA contour
lines show the objective function value in the relevant region.
approaches. The model-based approach results in a no-cost performance increase, since the designer
obtains a performance increase for the same delay and lifetime constraints.
The TDMA sensor network is easier to design than the ALOHA network, since one of the
design variables is omitted (retransmission probability). However, we showed in this chapter that
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the ALOHA network outperforms TDMA for small to moderate delays. For large delays, TDMA
outperforms the ALOHA network unless the network lifetime is reduced. The designer chooses
the best option based on the delay and lifetime constraints, in addition to the minimum allowed
performance measure.
This chapter concludes our work on single-hop networks in this dissertation. It is worth noting
that other single-hop sensor network architectures are used in practice, e.g. FDMA. However, the
network design is very similar, and could be performed easily by following the design process outlined
in Chapter V. In the next chapter, we consider the design of tree sensor networks.
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CHAPTER VIII
Transmission Control Policy Design for Tree-Topology Sensor Networks
In Chapters VI and VII, we considered single-hop sensor networks. These networks are feasible
when sensor nodes cannot communicate with each other to form a multihop network to the fusion
center, e.g., cellular nodes communicating to a base station. However, for large distances between
sensor nodes and the fusion center, the parallel topology suffers from two main drawbacks: (i) large
energy consumption to communicate directly with the fusion center, and (ii) high probability of
packet loss due to the degraded channel state caused by the long distance. Tree networks provide
a solution for these two drawbacks. Sensor nodes cooperate in a multi-hop fashion to deliver the
information to the fusion center. Therefore, each sensor has to communicate to its nearest neighbor
only, hence saving energy and ensuring a better quality communication channel.
In this chapter, we design the transmission control policy for sensor nodes arranged in a tree
topology for detection applications. We assume that the tree is already formed based on some given
criterion. Therefore, the routing problem is not considered in this work. We assume slotted ALOHA
multi-access scheme for each set of nodes sharing the same parent. We still follow the design process
in Figure 42. The performance and quality measures are identical to the discussion in Chapters VI
and VII, namely deflection coefficient as a performance measure, and QoI, CSI, and REI as quality
measures.
In Chapters VI and VII, we assume direct transmission scheme, where information is transmitted
without preprocessing to the fusion center. Although the direct transmission scheme results in no
loss of detection performance at the fusion center, it may not be appropriate in tree networks since
observations build-up at each intermediate node. Therefore, in addition to the direct transmission
scheme, we study in this chapter the in-network processing scheme, where observations are locally
quantized before transmission. We compare the two schemes and study the conditions where each
scheme outperforms.
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We summarize the contributions of our work as follows [9]: (1) We develop an integrated model
for the detection system, that captures the physical channel, MAC protocol, the detection application
models, and their interactions. The model also incorporates the QoI, CSI, and REI measures for
each sensor. (2) We design a complete transmission control policy for the tree topology for a
finite number of sensors, rather than asymptotically. The TCP variables include retransmission
probabilities and communication rates for sensor nodes. (3) We show that the proposed design
approach has a significant improvement in the detection performance over the classical decoupled
and maximum throughput approaches. (4) We study the design problem when local observations
are quantized, and show the conditions under which the local quantization scheme outperforms the
direct transmission scheme.
The rest of the chapter is organized as follows: we formulate the problem in Section VIII.1. The
detailed system model is derived in Section VIII.2. The solution of the optimization problem to
obtain the optimal TCP is given in VIII.3. Section VIII.4 describes the decoupled and maximum
throughput design approaches, to be compared to the proposed design. Section VIII.5 provides the
performance comparison using a numerical example. The work is concluded in Section VIII.7.
VIII.1 Problem Formulation
Figure 71 illustrates the detection system architecture, where a set of N wireless sensors, and a fusion
center denoted by FC, are arranged in a tree structure, and collaborate to detect the phenomenon
of interest. We assume the tree structure is pre-specified, possibly based on sensor locations, and
therefore the routing problem is not considered. Initially, the fusion center broadcasts a message
containing the location of the phenomenon to be detected, soliciting information from different
sensors. Each sensor responds to its parent with the following information: (1) sensor location,
(2) the average signal to noise ratio of the measured phenomenon at the sensor location, and (3) the
energy the sensor will devote to the detection process.
Two approaches are possible to calculate the optimal transmission control policy. The global
approach, where the fusion center receives the information from all sensors (through their respective
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Figure 71: Detection architecture for tree-topology WSN. Sensors communicate their observations
in a multihop fashion over slotted ALOHA multiaccess channels to the fusion center.
parents), calculates the optimal transmission control policy for each sensor by solving a constrained
nonlinear optimization problem, and transmits the values of the TCP variables back to the relevant
sensors. This global approach may not be feasible in large sensor networks as it is not scalable with
the network size, in addition to the fact that the design parameters have to be propagated back
from the fusion center down to all network nodes. A more practical approach is the local approach,
where each parent node solves a smaller local optimization problem to specify the locally optimal
TCP variables for its child nodes.
Some sensors may not contribute to the detection process, due to either low quality of information,
low channel state, or not enough energy to transmit to the parent node (e.g. not enough battery
power or long distance to the parent node combined with bad channel quality). The fusion center
(global approach) or the parent nodes (local approach) transmit the TCP variables only to the sensors
which are specified by the optimization algorithm to be reliable to contribute to the detection task.
The resulting values of the TCP variables remain valid for the given location as long as the quality
measures for each sensor did not change from the last run of the optimization algorithm.
After each sensor receives the optimal values of the TCP variables, the detection process proceeds
as follows: the fusion center broadcasts a message to initiate a detection cycle at the local wireless
sensors. Each local sensor samples the environment by collecting a number of observations, and then
forms a data packet and communicates its message to the parent node over a shared wireless link
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using the slotted ALOHA multiaccess control scheme. Parent nodes relay the information of the
child nodes, in addition to their own information, through the tree network until reaching the fusion
center. Finally, the fusion center makes a final decision after a fixed amount of time representing
the maximum allowed delay for detection.
VIII.2 System Model
In this section, we present the system model for the tree detection network. Some parts of the
model resemble the parallel detection network described in Section VI.3. These parts will be briefly
mentioned in the following discussion for reference purposes.
VIII.2.1 Wireless Channel Model
The model of the wireless channel between each parent-child pair in the tree network is identical to
the model presented in Section VI.3. The probability that the channel is “ON” during a transmission
is then given by:
P [channel is ON] = λc = Φ [ 1
σc
(10 log Pt
N0W (2 RW − 1) − µc)] (219)
where R is the communication rate of the child node during a transmission to the parent node.
VIII.2.2 Media Access Control Protocol Model
We assume a slotted ALOHA multi-access communication protocol between each parent node and
its child nodes, where each packet requires one time slot for the transmission, all time slots have
the same length, and all transmitters are synchronized. Furthermore, we assume that the sub-trees
composed of each parent and its immediate children do not interfere with each other. This could be
achieved in practice by using different wireless channels for transmission, or it may be as a result
of the physical separation between sub-trees such that sub-tree transmissions get attenuated before
interfering with other transmissions.
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Figure 72: Detection cycle of length τ is divided into L1 slots for nodes at depth 1 that have the
same parent, L2 slots for nodes at depth 2, and so on. The number of slots at each depth is an
integer multiple of the number of slots at the previous depth. Inside each slot, each sensor attempts
transmission with the indicated TCP parameters.
The detection cycle, demonstrated in Figure 72, has length τ , which defines the delay for detec-
tion. The detection cycle is divided into a number of transmission slots Li, for nodes at the same
depth i of the tree, and sharing a common parent. The relationship between the number of slots
for consecutive depths is given by Li+1 = miLi, where mi is a positive integer. In the following
discussion, we designate the set of all child nodes for sensor k by Ck, and the set of all siblings
(excluding sensor k) by Bk.
At the beginning of every time slot, each local sensor k collects a number of observations nk and
forms an information packet for transmission over the wireless channel. The sensor then attempts
to transmit to its parent with probability qk, transmission power Pk, and communication rate Rk.
The sensor attempts transmission at each time slot, despite the status of its previous transmission
attempts. The final decision is taken at the fusion center using the information received during the
detection cycle. The process repeats for every detection request initiated by the fusion center.
The communication rate for sensor k at tree depth i could be expressed with the aid of Figure
73 as follows:
Rk = bLink
τ
+
1
mi
∑
v∈Ck
ZvRv, ∑
v∈Ck
Zv =mi (220)
where b is the number of encoding bits for each observation, and Zv is the number of times the child
sensor v successfully transmitted during the mi time slots. The first term in (220) represents the
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information collected by the sensor node, and vanishes if the node functions as a relay node for its
child nodes. The second term represents the information received from the child nodes and vanishes
for leaf nodes.
Now, we calculate the overall probability of a successful packet transmission, including the wire-
less channel effect. We note from (220) that the communication rate of intermediate nodes is a
random variable, being dependent on the information received from its child nodes. Accordingly,
accurate formulation for the problem requires modification of (219) to include the randomness of
the communication rate. Unfortunately, no closed form solution could be obtained for the channel
ON probability in this case. Even If we approximated the sum in the second term of (220) by a
Gaussian random variable using the Central Limit Theorem, and used the approximation of R to
derive the new probability of success, we would obtain, after some manipulations, a sum of two Log
Normal random variables, which does not have a closed-form probability distribution. Therefore,
to keep the analysis tractable, we resort to a suboptimal solution, where the communication rate
for each node is represented by its expected value. Accordingly, Equation (219) is still applicable,
where R represents the average communication rate. Now, at any given time slot, the probability
of a single packet transmission by sensor k is given by qk∏v∈Bk(1− qv). Further, this packet will be
successfully received by the parent node if the state of the physical channel between the child node
k and the parent node is “ON” during this time slot. Therefore, using (219), the total probability
j
k
Rk nk
k k k
Rv
nv
. . . . . .
mi transmission slots
depth i
Figure 73: The communication rate for node k at tree depth i is the sum of the communication
rate required to send its local observations and the communication rates of its child nodes that
successfully transmitted during the previous mi time slots.
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of a successful packet transmission by sensor k is given by:
λk = qk
⎡⎢⎢⎢⎣∏v∈Bk(1 − qv)
⎤⎥⎥⎥⎦Φ
⎡⎢⎢⎢⎢⎣ 10σkc log P
k
t
N0W (2 R¯kW − 1) − µ
k
c
σkc
⎤⎥⎥⎥⎥⎦ (221)
where R¯k is obtained by taking the expected value for (220) and noting that Zv is a binomially
distributed random variable with E[Zv] =miλv
R¯k = bLink
τ
+ ∑
v∈Ck
λvR¯v (222)
VIII.2.3 Energy Model
We repeat the expression of the network lifetime introduced earlier in Chapter VI:
L = E0 − Ew
frEr (223)
Similar to Chapters VI and VII, we can include the energy allocation problem in our formula-
tion, i.e. finding optimal eri values for all sensors that maximize the detection performance while
guaranteeing a minimum network lifetime. In this work, however, we focus on the optimal TCP
problem, and therefore we resort to a simpler energy formulation. First, we assume that ewi is the
energy remaining in the sensor battery when the sensor is not capable of operating its electronic
circuits for computations and communication, which is fixed and known for each sensor. Second, we
assume that the reporting energy for each sensor eri is a fixed percentage of its net useful energy at
the time of sensor deployment, i.e.:
eri = αe(e0i − ewi ) (224)
and using (223), it can be shown that:
Li = L = 1
frαe
(225)
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In other words, the individual sensors’ lifetime and the network lifetime are equal, i.e. all nodes
die together. This formulation has the advantage that we do not need to worry about the situation
where the relay node dies before its children, hence rendering its whole subtree not used.
The energy consumed by each sensor in one detection cycle is thus given by:
erk =
e0k − e
w
k
frL ∀k (226)
which could be calculated for any desired network lifetime L. The total energy consumed by each
sensor is divided between transmission and reception (except for leaf nodes). By assuming that the
energy consumed in the reception process is proportional to the detection cycle time with propor-
tionality constant α, and by noting that the expected number of transmissions by sensor k during a
detection cycle is Liqk, we get:
P kt = (erk/τ) − α
qk
= 1
qk
(pk − α) (227)
where pk = erk/τ is the average transmission power over one detection cycle, which summarizes the
Residual Energy Information (REI) for each sensor. Using (227) in (221), we get:
λk = qk
⎡⎢⎢⎢⎣∏v∈Bk(1 − qv)
⎤⎥⎥⎥⎦Φ [ak − ( 10σkc ) log qk (2 R¯kW − 1)] (228)
where ak = 1σkc (10 log pk−αN0W − µkc). We note that α < pk for the sensor to be able to transmit the
information. In addition, α = 0 for leaf nodes.
VIII.2.4 Sensing Model
We focus our work on detection using signal amplitude measurements. We use the same sensing
model as in Chapter VI:
xk = ǫ
d
η/2
k
+wk (229)
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where ǫ is the amplitude of the emitted signal at the object, η is a known attenuation coefficient,
typically between 2 and 4, and wk is an additive white Gaussian noise with zero mean and variance
σk
2
s .
The detection problem could be defined as the following binary hypothesis testing problem, for
each time slot i:
H0 ∶ xk[j, i] = wk[j, i] j = 1,2, . . . , nk
H1 ∶ xk[j, i] = µk +wk[j, i] j = 1,2, . . . , nk (230)
where µk = ǫ/dη/2
k
, and nk is the number of observations obtained by sensor k at each time slot. We
note that noise samples are independent across sensors, i.e., the observations at local sensors are
independent across time and space, but not necessarily identically distributed since some sensors
may be closer to the measured phenomenon, and noise variances are assumed unequal.
Definition 6. The slot sequence i1i2 . . . ik represents slot ik at tree depth k, which is a subslot of
slot ik−1 at tree depth k−1, and all the way up to slot i1 at tree depth 1. This is illustrated in Figure
72.
Definition 7. rvj [i1i2 . . . ij] is a random variable representing the success or failure of transmitting
a packet from sensor vj to its parent, in the slot sequence i1i2 . . . ij. rvj is Bernoulli-distributed with
sample space Ω = {0,1} and probability measure as in (228).
Proposition 8. The optimal test statistic at the fusion center for the slotted ALOHA tree network
with depth l is given by:
V =
L1
∑
i1=1
∑
v1∈Cf
nv1
∑
j1=1
rv1[i1] ⎡⎢⎢⎢⎢⎣( µ
v1
σv1
2
s
)xv1[j1, i1] + m1∑
i2=1
∑
v2∈Cv1
nv2
∑
j2=1
rv2[i1i2] [( µv2
σv2
2
s
)xv2[j2, i1i2]+
. . . +
ml−1
∑
il=1
∑
vl∈Cvl−1
nvl
∑
jl=1
rvl[i1 . . . il]( µvl
σvl
2
s
)xvl[jl, ili2 . . . il]⎤⎥⎥⎥⎥⎦ . . .
⎤⎥⎥⎥⎥⎦ (231)
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Proof. At the fusion center, the Log Likelihood Ratio is an optimal test. Using the independence
assumption of sensor observations, the LLR could be expressed as a sum of the individual sensor
LLRs provided that the information is transmitted successfully to the fusion center. The information
transmitted by sensor vl at tree depth l and time slot il will be received at the fusion center if all
transmissions in the slot sequence i1 . . . il were successful, i.e. rv1[i1]rv2[i1i2] . . . rvl[i1 . . . il] = 1.
Using this fact, the LLR test could be expressed as:
L1
∑
i1=1
∑
v1∈Cf
rv1 [i1]L (xv1[i1]) + L1∑
i1=1
∑
v1∈Cf
m1
∑
i2=1
∑
v2∈Cv1
rv1[i1]rv2 [i1i2]L (xv2[i1i2])+
. . . +
L1
∑
i1=1
∑
v1∈Cf
. . .
ml−1
∑
il=1
∑
vl∈Cvl−1
rv1 [i1] . . . rvl[i1 . . . il]L (xvl[i1 . . . il]) H1≷
H0
lnγ (232)
where the LLR could be derived as in (130):
L (xvl[i1 . . . il]) = µvl
σvl
2
s
nvl
∑
jl=1
xvl[jl, i1 . . . il] − 12nvl (µvlσvls )2 (233)
Using (233) in (232) and factoring out, the LLR test is then given by:
V =
L1
∑
i1=1
∑
v1∈Cf
nv1
∑
j1=1
rv1 [i1] ⎡⎢⎢⎢⎢⎣( µ
v1
σv1
2
s
)xv1[j1, i1] + m1∑
i2=1
∑
v2∈Cv1
nv2
∑
j2=1
rv2 [i1i2] [( µv2
σv2
2
s
)xv2[j2, i1i2]+
. . . +
ml−1
∑
il=1
∑
vl∈Cvl−1
nvl
∑
jl=1
rvl[i1 . . . il]( µvl
σvl
2
s
)xvl[jl, ili2 . . . il]⎤⎥⎥⎥⎥⎦ . . .
⎤⎥⎥⎥⎥⎦
H1
≷
H0
1
2
L1
∑
i1=1
∑
v1∈Cf
rv1 [i1] ⎡⎢⎢⎢⎢⎣nv1 (µ
v1
σv1s
)2 + m1∑
i2=1
∑
v2∈Cv1
rv2[i1i2] [nv2 (µv2
σv2s
)2 +
. . . +
ml−1
∑
il=1
∑
vl∈Cvl−1
rvl[i1 . . . il]nvl (µvlσvls )2
⎤⎥⎥⎥⎥⎦ . . .
⎤⎥⎥⎥⎥⎦ + lnγ (234)
∎
The expression in (231) is simply a weighted sum of the observations received at the fusion center.
The complexity of the equation comes from the fact that successful reception of the observations of
child nodes at the fusion center depends on the success of the transmission of all parent nodes up
to the fusion center.
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Proposition 9. The deflection coefficient for the detector in (231) is given by:
D2 = L1 ∑
v1∈Cf
λv1
⎡⎢⎢⎢⎢⎣nv1cv1 +m1 ∑v2∈Cv1 λv2
⎡⎢⎢⎢⎢⎣nv2cv2 + . . . +md−1 ∑vl∈Cvl−1 λvlnvlcvl
⎤⎥⎥⎥⎥⎦ . . .
⎤⎥⎥⎥⎥⎦ (235)
where cv = (µv/σvs )2.
Proof. We use the definition of the deflection coefficient in (132). We use the fact that ri[k] and
xi[j, k] are both IID and independent. In addition, rvi and rvj are independent for i ≠ j, and
E[rvi] = λvi
E[V ;H0] = L1∑
i1=1
∑
v1∈Cf
nv1
∑
j1=1
E [rv1[i1]] [( µv1
σv1
2
s
)E [xv1[j1, i1];H0]+
. . . +
ml−1
∑
il=1
∑
vl∈Cvl−1
nvl
∑
jl=1
E [rvl[i1 . . . il]]( µvl
σvl
2
s
)E [xvl[jl, ili2 . . . il];H0]⎤⎥⎥⎥⎥⎦ = 0 (236)
E[V ;H1] = L1∑
i1=1
∑
v1∈Cf
nv1
∑
j1=1
E [rv1 [i1]] [( µv1
σv1
2
s
)E [xv1[j1, i1];H1]+
. . . +
ml−1
∑
il=1
∑
vl∈Cvl−1
nvl
∑
jl=1
E [rvl[i1 . . . il]] ( µvl
σvl
2
s
)E [xvl[jl, ili2 . . . il];H1]⎤⎥⎥⎥⎥⎦
= L1 ∑
v1∈Cf
λv1
⎡⎢⎢⎢⎢⎣nv1 (µ
v1
σv1s
)2 +m1 ∑
v2∈Cv1
λv2
⎡⎢⎢⎢⎢⎣nv2 (µ
v2
σv2s
)2 + . . .ml ∑
vl∈Cvl
λvlnvl (µvlσvls )2
⎤⎥⎥⎥⎥⎦ . . .
⎤⎥⎥⎥⎥⎦
(237)
To find var[V ;H0], we expand the test statistic, noting that transmissions in different slots are IID:
var[V ;H0] = L1var⎡⎢⎢⎢⎢⎣ ∑v1∈Cf
nv1
∑
j1=1
rv1[i1]( µv1
σv1
2
s
)xv1[j1, i1]
+L1m1 ∑
v1∈Cf
∑
v2∈Cv1
nv1
∑
j1=1
nv2
∑
j2=1
rv1 [i1]rv2[i1i2]( µv2
σv2
2
s
)xv2 [j2, i1i2] + . . .
+
L1
∑
i1=1
∑
v1∈Cf
. . .
ml−1
∑
il=1
∑
vl∈Cvl−1
rv1[i1] . . . rvl[i1 . . . il]( µvl
σvl
2
s
)xvl[jl, i1 . . . il]⎤⎥⎥⎥⎥⎦ (238)
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We use the identity:
var( N∑
i=1
Xi) = N∑
i=1
N
∑
j=1
COV(Xi,Xj) = N∑
i=1
N
∑
j=1
E[XiXj] −E[Xi]E[Xj] (239)
The second term in (239) vanishes for all terms in (238) since the observations have zero mean under
H0. In addition, the first term vanishes except when i = j. Accordingly:
var[V ;H0] = L1 ∑
v1∈Cf
nv1E[(rv1)2]E[(xv1)2;H0]( µv1
σv1
2
s
)2
+L1m1 ∑
v1∈Cf
∑
v2∈Cv1
nv2E[(rv1)2]E[(rv2)2]E[(xv2)2;H0]( µv2
σv2
2
s
)2 + . . .
+L1m1 . . .ml ∑
v1∈Cf
. . . ∑
vl∈Cvl−1
E[(rv1)2] . . . E[(rvl)2]E[(xvl)2;H0]( µvl
σvl
2
s
)2 (240)
We note that E[(rv)2] = λv and E[(xv)2] = σv2s . Accordingly:
var[V ;H0] = L1 ∑
v1∈Cf
nv1λv1 (µv1
σv1s
)2 +L1m1 ∑
v1∈Cf
∑
v2∈Cv1
nv2λv1λv2 (µv2
σv2s
)2 + . . .
+L1m1 . . .ml ∑
v1∈Cf
. . . ∑
vl∈Cvl−1
λv1 . . . λv1 (µvl
σvls
)2 (241)
and factoring out, we get:
var[V ;H0] = L1 ∑
v1∈Cf
λv1
⎡⎢⎢⎢⎢⎣nv1 (µ
v1
σv1s
)2 +m1 ∑
v2∈Cv1
λv2
⎡⎢⎢⎢⎢⎣nv2 (µ
v2
σv2s
)2 + . . .ml ∑
vl∈Cvl
λvlnvl (µvlσvls )2
⎤⎥⎥⎥⎥⎦ . . .
⎤⎥⎥⎥⎥⎦
(242)
From (235), (236), (237), and (242), and by defining cv = (µv/σvs )2, we obtain (235) ∎
We note that the quantity nvcv is a measure of the QoI for each sensor. Using (222) in (235),
we obtain our objective function:
D2 = τ
b
∑
v1∈Cf
λv1
⎡⎢⎢⎢⎢⎣R¯v1cv1 + ∑v2∈Cv1 λv2
⎡⎢⎢⎢⎢⎣R¯v2(cv2 − cv1) + . . . + ∑vl∈Cvl−1 λvlR¯vl(cvl − cvl−1)
⎤⎥⎥⎥⎥⎦ . . .
⎤⎥⎥⎥⎥⎦ (243)
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A complete nomenclature for the system model is shown in Table 15
Param. Description
µic Mean path loss for sensor i
σic Path loss std. deviation for sensor i
W Communication channel bandwidth
P it Transmission power for sensor i
pi Average transmission power for sensor i over one detection cycle
N0 Noise power spectral density
R¯i Average Communication rate for sensor i
b Number of encoding bits/observation
Li Number of transmission slots at tree depth i
mi Number of subslots at tree depth i + 1 for each slot at tree depth i
ni Number of observations sampled by sensor i
l Tree depth
τ Delay for detection
λi Successful packet transmission probability for sensor i
qi Retransmission probability for sensor iL Sensor network lifetimeLi Sensor i lifetime
e0i Initial energy in sensor i battery
ewi Wasted energy remaining in sensor i battery
eri Reporting energy for sensor i
fr Reporting frequency for the sensor network
αe Percentage of net useful energy used in reporting
α Proportionality constant for receiving energy
ǫ Amplitude of emitted signal at detected object
di Distance between sensor i and the object
η Attenuation coefficient for object signal
xi[j, k] Observation number j at time slot k for sensor i
ci = (µi/σis)2 Detected object signal to noise ratio at sensor i
V Test statistic at the fusion center
N Total number of wireless sensors
ri[k] Success or failure of sensor i transmission in slot k
D2 Deflection coefficientCk Set of all child nodes for sensor kBk Set of all sibling nodes for sensor k
Table 15: Nomenclature for the ALOHA Tree sensor network
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VIII.3 TCP Design for Optimal Detection
The optimization problem could be summarized as follows:
max
q,R¯
τ
b
∑
v1∈Cf
λv1
⎡⎢⎢⎢⎢⎣R¯v1cv1 + ∑v2∈Cv1 λv2
⎡⎢⎢⎢⎢⎣R¯v2(cv2 − cv1) + . . . + ∑vl∈Cvl−1 λvlR¯vl(cvl − cvl−1)
⎤⎥⎥⎥⎥⎦ . . .
⎤⎥⎥⎥⎥⎦
s.t. 0 ≤ qi ≤ 1
R¯i ≥ ∑
v∈Ci
λvR¯v i = 1 ∶ N (244)
where:
λv = qv
⎡⎢⎢⎢⎣∏k∈Bv(1 − qk)
⎤⎥⎥⎥⎦Φ [av − ( 10σvc ) log qv (2 R¯vW − 1)] (245)
av = 1
σvc
(10 log pv − α
N0W
− µvc) (246)
cv = (µv
σvs
)2 (247)
The last constraint guarantees that intermediate nodes can at least relay the observations of their
children nodes. This constraint reduces to R¯i ≥ 0 for leaf nodes. Although this problem could be
solved by existing algorithms (e.g. interior point method) for a local maximum, we note that the
objective function in (243) gets more complicated as the tree depth increases. Adding the fact that
all design variables have to be propagated back to tree nodes, a more practical approach is clearly
needed. If we look at the objective function expression in (243), we note that it reflects the tree
hierarchy, i.e. the last term in the expression represents the contribution of the leaf nodes, preceded
by the contribution of the parents of the leaf nodes, and so on, until reaching the sensor nodes at
the top level of the tree (depth=1). This could be shown by expressing the objective function using
the following recursive equation:
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D2 = τ
b
JFC
Jk = ∑
v∈Ck
λv [R¯v(cv − ck) + Jv] (248)
where Jv = 0 for leaf nodes and ck = 0 for the fusion center node. This structure of the objective
function suggests a local optimization approach for the problem, where we start by optimizing Jv
for sensors at depth l − 1 and continue the local optimization recursively using (248), until reaching
the fusion center. This approach is practical since the solution of each local optimization problem
could be carried out locally at each parent node. The solution approach is illustrated in Figure 74.
By substituting (228) in (248), we can express the local optimization problem at parent node k
as follows:
max
q,R¯
∑
v∈Ck
qv
⎡⎢⎢⎢⎣∏i∈Bv(1 − qi)
⎤⎥⎥⎥⎦ [R¯v(cv − ck) + Jv]Φ [av − ( 10σvc ) log qv (2 R¯vW − 1)]
s.t. 0 ≤ qv ≤ 1
R¯v ≥ ∑
u∈Cv
λuR¯u = rv (249)
We note that Jv and rv are fixed values, obtained from solving the local optimization problems at
lower levels in the hierarchy. The notation for the local optimization problem is illustrated in Figure
75.
J10 J11 J12
JFC
J14J13
FC
13 14
10 11 12
1 2 . . . 3 4 5 . . . 6 . . . 7 8 . . . 9
Figure 74: Hierarchical optimization for the TCP design problem. Sub-trees are locally optimized
starting from the leaf nodes.
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Let the number of child nodes for sensor k is Nk, and denote the decision variables by x =
[q1 q2 . . . qNk R¯1 R¯2 . . . R¯Nk], where x ∈ R2Nk , and the objective function by J(x), then
the optimization problem could be rewritten on the form:
min
x
−J(x)
subject to Ax ≥ b (250)
where
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
I −I 0
0 0 I
⎤⎥⎥⎥⎥⎥⎥⎥⎦
T
, b = [0 −1 r]T (251)
I is the identity matrix, 0(1) is the vector/matrix of all zeros (ones) with appropriate dimensions,
and r = [r1 r2 . . . rNk]T . This problem is similar to the optimization problem considered in
Chapter VI, except that the energy is already allocated among sensors. Therefore, we present the
following result without proof. The proof is very similar to Proposition 3.
Proposition 10. The maximum value of the objective function in (249) occurs either when one
sensor transmits with probability one and all other sensors remain silent, or at a stationary point of
the objective function, i.e. at x∗ where ∇J(x∗) = 0.
k
v v . . . v
u u . . . u
Jk
Rv, qv [Jv, rv]
Figure 75: Notation for the local optimization problem for the tree sensor network, with direct
transmission of local sensor data. The local optimization runs at sensor node k to calculate the
design variables for sensor nodes v ∈ Ck. Jv and rv are calculated from running the local optimization
algorithm at sensor node v.
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Since we may have multiple stationary points in the interior of the objective function domain,
the proposition does not guarantee obtaining the global maximum. However, the proposition is
still useful for the following reasons: 1) it avoids the case where the optimization algorithm may
terminate at the local maximum qi = 1, qj = 0, while a better local maximum maybe at one of
the stationary points, and 2) it provides information about the choice of the initial point for the
optimization algorithm, where initial points near the corner points qi = 1, qj = 0 have to be avoided.
VIII.4 Performance Comparison
We compare our design approach to the classical decoupled and maximum throughput design ap-
proaches. We still consider the local approach for system design and optimization, since global
optimization is not of practical interest.
VIII.4.1 Decoupled design
In this approach, each layer is designed separately. In the conventional slotted ALOHA, the MAC
sublayer is designed to minimize the probability of collision, without regard to the QoI or CSI of
each node. For the sub-tree composed of node k and the set of its immediate children, Ck, Minimum
probability of collision occurs at qv = 1/Nk, where Nk = ∣Ck ∣, and consequently P kt = (pk − α)/Nk.
The physical layer is designed to guarantee a minimum probability of successful packet transmission,
λv. Using (219), we obtain:
R¯i =W log2 (1 + 10[0.1σic(ai−Φ−1[λv])+logNk]) (252)
and using (248), the deflection coefficient is given by:
D2 = τ
b
JFC
Jk = λv
Nk
(1 − 1
Nk
)Nk−1 ∑
v∈Ck
[Jv + (cv − ck)R¯i] (253)
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To make a fair comparison, we do not assume a pre-set value of λk. Rather, we optimize λk values to
yield the maximum deflection coefficient. Therefore, the local optimization problem in (249) could
be written on the form:
max
λv
λv
Nk
(1 − 1
Nk
)Nk−1 ∑
v∈Ck
[R¯v(cv − ck) + Jv]
s.t. R¯v ≥ ∑
u∈Cv
λuR¯u = rv (254)
and using (252) for R¯v, we obtain:
max
λv
Wλv
Nk
(1 − 1
Nk
)Nk−1 ∑
v∈Ck
[log2 (1 + 10[0.1σvc (av−Φ−1[λv])+logNk]) (cv − ck) + Jv]
s.t. λv ≤min
v∈Ck
Φ [av − ( 10
σvc
){log (2∑u∈Cv λuR¯uW − 1) − logNk}] (255)
VIII.4.2 Max Throughput Design
The throughput of any relay node k is defined as:
Tk = ∑
v∈Ck
λvR¯v = ∑
v∈Ck
R¯vqv ∏
i∈Bv
(1 − qi)Φ [av − ( 10
σvc
) log qv (2 R¯vW − 1)] (256)
The objective is to choose the design variables qv and Rv to locally maximize the throughput. The
constraint on the communication rate of node v could be expressed in terms of its throughput as
R¯v ≥ Tv, where Tv = 0 for leaf nodes. The optimization problem could be formulated as:
max
qv ,R¯v
∑
v∈Ck
R¯vqv
⎡⎢⎢⎢⎣∏i∈Bv(1 − qi)
⎤⎥⎥⎥⎦Φ [av − ( 10σvc ) log qv (2 R¯vW − 1)]
s.t. 0 ≤ qv ≤ 1
R¯v ≥ ∑
u∈Cv
λuR¯u (257)
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where λu and R¯u are obtained from solving the local optimization problems at the lower level for
each node v, as indicated in Figure 75. The optimal design variables could then be substituted back
in (248) to evaluate the deflection coefficient.
VIII.5 Numerical Example
We consider the tree network in Figure 76, with system parameters as indicated on the tree edges.
We use W = 2 × 103 Hz, N0 = 10−10 W/Hz, and b = 16 bits. We use the interior-point algorithm to
calculate the optimal solution in each case.
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Figure 76: Tree detection network for the example problem. Labels on each edge represent µc, σc, e
(in mJ), and Signal to noise ratio, respectively, for each source sensor.
Figure 77 shows the performance surface for the slotted ALOHA tree network in Figure 76, for
the proposed design approach. The surface plots the deflection coefficient for different delay and
network lifetime values. The system exhibits a similar behavior to the single hop ALOHA network
studied in Chapter VI; for a fixed network lifetime, the deflection coefficient increases with the delay
for detection, as more observations are expected at the fusion center. For a fixed delay for detection,
the deflection coefficient decreases with network lifetime, as the energy budget allocated for each
detection cycle decreases to prolong the network lifetime. Decreasing the energy budget reduces the
probability of successful packet transmission, hence causing less observations at the fusion center.
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Figure 77: Deflection coefficient as it varies with the network lifetime and delay for detection for the
ALOHA tree sensor network.
Figure 78 shows a contour plot for the deflection coefficient, where each curve corresponds to
the set of pair values (Delay for detection, network lifetime) that gives rise to the indicated value of
the deflection coefficient. Similar to the single hop case, to keep the deflection coefficient constant
while increasing the network lifetime, the delay for detection has to increase also, so that more
observations could be received in each detection cycle. This compensates for the energy decrease as
a result of a prolonged network lifetime.
We resort to two dimensional plots to compare between the different design approaches. Figure
79 shows the deflection coefficient versus the delay for detection, where the network lifetime is set to
250 days. The decoupled design approach shows the worst performance, since it does not take into
account the application layer, in addition to the decoupling between the physical and MAC layers.
The max throughput design outperforms the decoupled design, since it integrates both the physical
and MAC layers. The proposed cross-layer design approach outperforms the two other approaches,
by integrating the application layer (quality of the sensors) into the design process. This performance
enhancement comes with no additional complexity since the optimization problem is very similar
in the cross-layer and the max throughput design approaches. Therefore, for any value of the
delay for detection, the detection performance is the highest for the cross-layer design. As another
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Figure 78: Contour plot for the deflection coefficient for the ALOHA tree sensor network. Each curve
corresponds to the set of pairs (delay, lifetime) that leads to the indicated value of the deflection
coefficient.
interpretation, to obtain the same detection performance from the other designs as in the cross-
layer approach, the delay for detection has to increase significantly. Some values of the deflection
coefficient may not be achievable by the other design approaches for any arbitrary value of the delay
for detection, due to saturation of the deflection coefficient, as shown asymptotically in Figure 79.
Figure 79 also shows the deflection coefficient resulting from solving the global optimization
problem in (244). We note that there is no loss of optimality for using the local optimization
approach for very small delay for detection. As the delay increases, the local optimization results in a
degraded performance. However, we note that the degradation is not significant. More importantly,
the degradation does not increase significantly with further increase in the delay. Therefore, the
local optimization approach has saved the system resources, with a small loss in the performance.
We note that this result is particular to the given example network and system parameters. The
degradation in performance due to local optimization has to be assessed based on the given system
and constraints.
Figure 80 shows the deflection coefficient as it varies with the network lifetime, where delay
for detection is set to 50 sec. The results are similar to the delay for detection study, where the
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Figure 79: Deflection coefficient as it varies with the delay for detection. The proposed cross-layer
design approach outperforms both the Max. throughput and decoupled design approaches for all
values of the delay for detection. The performance loss due to local optimization is not significant.
proposed cross-layer approach outperforms the max. throughput and decoupled design approaches.
Equivalently, for the same deflection coefficient, the network lifetime with the cross-layer design is
longer. Similarly, performance degradation due to local optimization gets larger with increasing the
network lifetime, but insignificant when compared to the saving in system resources.
VIII.6 In-Network Processing
Transmission of raw observations guarantees no loss of detection performance at the fusion center.
On the down side, observations build-up and accumulate through the tree network. Therefore,
the communication rate at relay nodes up in the tree hierarchy has to increase to cope with the
volume of data coming from child nodes. This causes higher probability of information loss due
to the high communication rate. Since higher relay nodes carry most of the information, losing
such packets causes the loss of most of the information transmitted through the network. Another
design approach is to perform in-network processing, thereby reducing the communication rate and
increasing the probability of successful transmission. On the down side, this approach suffers from
performance degradation due to the irrecoverable loss caused by the in-network processing. In
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Figure 80: Deflection coefficient as it varies with the network lifetime. The CLD approach outper-
forms the decoupled and Max. throughput approaches. Max. throughput is always upper-bounded
by the CLD for all values of the network lifetime. The performance loss due to local optimization is
not significant.
this section, we formulate the in-network processing design problem and compare it to the direct
transmission approach presented earlier in this chapter. We explain only the differences from the
direct transmission design to avoid repetition.
VIII.6.1 Media Access Control Protocol Model
The MAC protocol is identical to the one presented in Section VIII.2.2, with one exception; after
each sensor k collects its nk observations in slot i, it calculates its LLR:
zk = µ
k
σk
2
s
nk
∑
j=1
x[j, i] (258)
where x is a Gaussian random variable with N(0, σks 2) under H0 and N(µk, σks 2) under H1. Z ac-
cordingly is a Gaussian random variable withN(0, nk(µk/σks )2) underH0 andN(nk(µk/σks )2, nk(µk/σks )2)
under H1. There is no loss of optimality in this process, since the LLR is optimal at the fusion center
as observations are independent across sensors [67]. The LLR is then quantized using bk bits, to
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obtain the discrete random variable yk:
yk = Q(zk; bk) (259)
This quantized version is transmitted to the parent node in the tree structure. Each sensor node
forwards the quantized LLR of its descendants without further quantization, in addition to its own
quantized LLR, to the next parent node. The process repeats until all observations arrive at the
fusion center. Similar to (222), the communication rate for each sensor is given by:
R¯k = bkLi
τ
+ ∑
v∈Ck
λvR¯v (260)
We note here that the number of quantization bits is a design variable, different from one sensor
to the other. The decision on how many quantization bits will be used is dependent on the sensor
quality measures. Large number of quantization bits reduces the loss in the signal to noise ratio yet
increases the probability of packet loss.
VIII.6.2 Sensing Model
We choose the following test statistic to be implemented at the fusion center:
V =
L1
∑
i1=1
∑
v1∈Cf
rv1[i1] ⎡⎢⎢⎢⎢⎣yv1 +
m1
∑
i2=1
∑
v2∈Cv1
rv2[i1i2] ⎡⎢⎢⎢⎢⎣yv2[j2, i1i2] + . . . +
ml−1
∑
il=1
∑
vl∈Cvl−1
rvl[i1 . . . il]yvl[jl, ili2 . . . il]⎤⎥⎥⎥⎥⎦ . . .
⎤⎥⎥⎥⎥⎦
(261)
This test statistic is sub-optimal. To obtain the optimal one, we need to take the LLR for the
discrete random variables Yi at the fusion center. Unfortunately, this problem does not have a
closed form solution, and the detector performance is usually approximated using different statistical
techniques [34]. We resort to the suboptimal statistic in (261), as it is similar to the one in (231)
for the direct observation system, which facilitates the performance comparison. Now, to find the
deflection coefficient for the statistic in (261), we need to calculate the expectation of V under both
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H0 and H1, in addition to its variance under H0. We first need to define the quantization function
in (259). We adopt the following quantizer:
Q(z) =∆(⌊ z
∆
⌋ + 1
2
) (262)
where ∆ is the quantizer step size. We have the following proposition.
Proposition 11. The deflection coefficient of the test statistic in (261), with the quantizer in (262),
is given by:
D2 =
(L1∑v1∈Cf λv1 [nv1 (µv1σv1s )2 + δv1 +m1∑v2∈Cv1 λv2 [nv2 (µv2σv2s )2 + δv2 . . .ml∑vl∈Cvl λvlnvl (µvlσvls )2 + δvl] . . .])2
L1∑v1∈Cf λv1 [nv1 (µv1σv1s )2 + δ′v1 +m1∑v2∈Cv1 λv2 [nv2 (µv2σv2s )2 + δ′v2 + . . .ml∑vl∈Cvl λvlnvl (µvlσvls )2 + δ′vl] . . .]
(263)
where
δ = ∆
π
∞
∑
k=1
1
k
sin [2πkn
∆
( µ
σs
)2] e−2(pik∆ )2n( µσs )2
δ′ = (∆
π
)2 ⎡⎢⎢⎢⎣
∞
∑
k1=1
∞
∑
k2=1
1
2k1k2
(cos[2π(k1 − k2)n
∆
( µ
σs
)2] e−2(pi(k1−k2)∆ )2n( µσs )2
− cos [2π(k1 + k2)n
∆
( µ
σs
)2] e−2(pi(k1+k2)∆ )2n( µσs )2)] (264)
Proof. First we obtain the statistics of the quantized random variable Y . From (259) and (262):
E[Y ] =∆(E [⌊Z
∆
⌋] + 1
2
) (265)
and using the series expansion of the floor function:
⌊x⌋ = x − 1
2
+
1
π
∞
∑
k=1
sin(2πkx)
k
(266)
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we get:
E[Y ] = E[Z] + ∆
π
∞
∑
k=1
1
k
E [sin(2πk
∆
Z)] (267)
Denote θk = 2πk/∆, and using the expansion sin(x) = (ejx − e−jx)/2 to find the expectation for the
second term:
E[Y ] = µZ + ∆
π
∞
∑
k=1
1
k
1
2j
(E [ejθkZ] −E [e−jθkZ])
= µZ + ∆
π
∞
∑
k=1
1
k
1
2j
(ejθkµzE [ejθk(Z−µz)] − e−jθkµzE [e−jθk(Z−µz)]) (268)
Using the exponential function expansion and noting that the odd central moments for the Gaussian
distribution are equal to zero, we obtain:
E[Y ] = µZ + ∆
π
∞
∑
k=1
1
k
sin (θkµZ) e−θ2kσ2Z
= µZ + ∆
π
∞
∑
k=1
∆
k
sin(2πk
∆
µZ) e−2(pik∆ )2σ2Z (269)
and using the distribution of Z in (258), we obtain:
E[Y ;H0] = 0 (270)
E[Y ;H1] = n( µ
σs
)2 + ∆
π
∞
∑
k=1
1
k
sin [2πkn
∆
( µ
σs
)2] e−2(pik∆ )2n( µσs )2
= n( µ
σs
)2 + δ (271)
For the variance:
var[Y ;H0] = E[Y 2;H0]
=∆2E [(⌊ z
∆
⌋ + 1
2
)2]
= σ2Z + (∆
π
)2E ⎡⎢⎢⎢⎢⎣(
∞
∑
k=1
1
k
sin [2πk
∆
Z])2⎤⎥⎥⎥⎥⎦ + 2∆π E [Z
∞
∑
k=1
1
k
sin(2πk
∆
Z)] (272)
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Similar to the derivation for the expected value, the last term vanishes since all moments are odd.
Therefore:
var[Y ;H0] = σ2Z + (∆
π
)2E ⎡⎢⎢⎢⎣
∞
∑
k1=1
∞
∑
k2=1
1
k1k2
sin [2πk1
∆
Z] sin [2πk2
∆
Z]⎤⎥⎥⎥⎦
= σ2Z + (∆
π
)2E ⎡⎢⎢⎢⎣
∞
∑
k1=1
∞
∑
k2=1
1
k1k2
(cos[2π(k1 − k2)
∆
Z] − cos [2π(k1 + k2)
∆
Z)]⎤⎥⎥⎥⎦ (273)
Similar to the expected value derivation, we use cosx = (ejx − e−jx)/2, and after some algebraic
manipulations we obtain:
var[Y ;H0] = n( µ
σs
)2 + (∆
π
)2 ⎡⎢⎢⎢⎣
∞
∑
k1=1
∞
∑
k2=1
1
2k1k2
(cos [2π(k1 − k2)n
∆
( µ
σs
)2] e−2(pi(k1−k2)∆ )2n( µσs )2
− cos [2π(k1 + k2)n
∆
( µ
σs
)2]e−2(pi(k1+k2)∆ )2n( µσs )2)]
= n( µ
σs
)2 + δ′ (274)
Similar to the derivation of Proposition (9), we take the expectation and variance of (261), and using
(270), (271), and (274), we obtain:
D2 =
(L1∑v1∈Cf λv1 [nv1 (µv1σv1s )2 + δv1 +m1∑v2∈Cv1 λv2 [nv2 (µv2σv2s )2 + δv2 . . .ml∑vl∈Cvl λvlnvl (µvlσvls )2 + δvl] . . .])2
L1∑v1∈Cf λv1 [nv1 (µv1σv1s )2 + δ′v1 +m1∑v2∈Cv1 λv2 [nv2 (µv2σv2s )2 + δ′v2 + . . .ml∑vl∈Cvl λvlnvl (µvlσvls )2 + δ′vl] . . .]
(275)
∎
The expression for the deflection coefficient in (275) is hard to optimize. However, we note from
the proof that both the mean and variance degrade exponentially with the quantizer step size ∆.
Since ∆ is inversely proportional to the number of quantization bits, bk, we can approximate the
degradation in the signal to noise ratio for each sensor k by:
S = nk ( µk
σk
2 )2 (1 − 2−βbk) (276)
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where β specifies the decay rate, and depends on the range of the quantizer as well as the quantizer
design. Now, we use the degraded SNR in (276) to define our approximate deflection coefficient as
follows:
D2 = L1 ∑
v1∈Cf
λv1
⎡⎢⎢⎢⎢⎣nv1c′v1 +m1 ∑v2∈Cv1 λv2
⎡⎢⎢⎢⎢⎣nv2c′v2 + . . . +md−1 ∑vl∈Cvl−1 λvlnvlc′vl
⎤⎥⎥⎥⎥⎦ . . .
⎤⎥⎥⎥⎥⎦ (277)
where:
c′v = (µv
σvs
)2 (1 − 2−βbv) (278)
For comparison purposes with the direct transmission approach, we use the same number of ob-
servations for each sensor, and the same number of slots, as in the direct transmission case. From
(222), we obtain:
Linvi = τ
b
⎛⎝R¯vi − ∑vj∈Cvi λvj R¯vj⎞⎠ = τb (R¯vi − rvi) = τb uvi (279)
where R¯vi is the average communication rate for sensor vi, rvi is the average communication rate
for Cvi , and b is the number of quantization bits in the direct transmission case. The values of these
three quantities are obtained from the solution of the optimization problem in the direct transmission
case. The objective function could be expressed as:
D2 = τ
b
∑
v1∈Cf
λv1
⎡⎢⎢⎢⎢⎣uv1c′v1 + ∑v2∈Cv1 λv2
⎡⎢⎢⎢⎢⎣uv2c′v2 + ∑v3∈Cv2 λv3
⎡⎢⎢⎢⎢⎣uv3c′v3 + ∑v4∈Cv3 . . . + ∑vl∈Cvl−1 λvluvlc′vl
⎤⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎦ . . .
⎤⎥⎥⎥⎥⎦
(280)
VIII.6.3 Optimal Detection with In-Network Processing
We note that the objective function in (280) has the same recursive structure as the direct trans-
mission design. Specifically, we can express the objective function using the following recursive
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equations:
D2 = τ
b
JFC (281)
Jk = ∑
v∈Ck
λv [uvc′v + Jv] (282)
λv = qv
⎡⎢⎢⎢⎣∏k∈Bv(1 − qk)
⎤⎥⎥⎥⎦Φ [av − ( 10σvc ) log qv (2[bv(Li/τ)+gv]/W − 1)] (283)
gk = ∑
v∈Ck
λj [bvLi
τ
+ gv] (284)
where Jv = 0 and gv = 0 for leaf nodes, and:
av = 1
σvc
(10 log pv − α
N0W
− µvc) (285)
c′v = (µv
σvs
)2 (1 − 2−βbv) (286)
uv = R¯v − rv (287)
and rv = 0 for leaf nodes. Accordingly, we adopt the same local approach presented in (VIII.3) to
solve for the optimal design variables. The local optimization problem at parent node k is expressed
as:
max
q,b
∑
v∈Ck
qv
⎡⎢⎢⎢⎣∏i∈Bv(1 − qi)
⎤⎥⎥⎥⎦Φ [av − ( 10σvc ) log qv (2[bv(L/τ)+gv]/W − 1)]
⎡⎢⎢⎢⎢⎣uv (µ
v
σvs
)2 (1 − 2−βbv) + Jv⎤⎥⎥⎥⎥⎦
s.t. 0 ≤ qv ≤ 1
bv ∈ N (288)
We note that Jv and gv are fixed values, obtained from solving the local optimization problems
at lower levels in the hierarchy. The notation for the local optimization problem with in-network
processing is illustrated in Figure 81.
We denote the decision variables by x = [q1 q2 . . . qNk b1 b2 . . . bNk] where Nk = ∣Ck ∣
and x ∈ R2Nk . Let the local objective function be denoted J(x), and ignoring the fact that b is
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integer-valued to avoid the discrete optimization problem, then the optimization problem could be
rewritten on the form:
min
x
−J(x)
subject to Ax ≥ b (289)
where
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
I −I 0
0 0 I
⎤⎥⎥⎥⎥⎥⎥⎥⎦
T
, b = [0 −1 0]T (290)
I is the identity matrix, and 0(1) is the vector/matrix of all zeros (ones) with appropriate dimensions.
We present the following proposition without proof, which is very similar to Proposition (10), since
the two optimization problems have the same structure.
Proposition 12. The maximum value of the objective function in (289) occurs either when one
sensor transmits with probability one and all other sensors remain silent, or at a stationary point of
the objective function, i.e. at x∗ where ∇J(x∗) = 0.
k
v v . . . v
u u . . . u
Jk
bv, qv [Jv, gv]
Figure 81: Notation for the local optimization problem for the tree sensor network with in-network
processing. The local optimization runs at sensor node k to calculate the design variables for sensor
nodes v ∈ Ck. Jv and gv are calculated from running the local optimization algorithm at sensor node
v.
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VIII.6.4 Comparison to the Direct Transmission Approach
For comparison, we used the example network in Figure 76. We use the same system parameters
and assume that β = 0.003 for the local quantizer. Figure 82 compares the deflection coefficient for
the direct transmission and in-network processing designs for different delay for detection values.
We note that the direct transmission design outperforms the design with local quantization for all
delay for detection values below a threshold value τth. Increasing the delay for detection further
causes the in-network processing design to outperform. The first region, i.e. τ < τth is where the
signal processing aspect of the system dominates. In this region, the loss due to quantization cannot
be compensated since the delay allowed is small and not enough measurements can be collected to
compensate for the quantization loss. The direct transmission scheme outperforms since information
is transmitted without prior processing (assuming large number of quantization bits so that quanti-
zation error is neglected). In addition, shorter delay allows the reporting energy to be concentrated
over a smaller duration, resulting in higher power for each sensor. The high power mitigates the
channel impairments and therefore the communication network aspect is not dominant. The situa-
tion is reversed when τ > τth. In this region, energy is distributed over longer period, which results
in low sensor transmission power and hence the channel impairment is dominant in determining the
system performance. The in-network processing design requires lower communication rate thereby
mitigating the channel impairment. On the other hand, the direct transmission design requires
higher communication rate, resulting in packet loss and degraded system performance.
The delay threshold depends mainly on the quantizer design, summarized by the parameter β,
in addition to the signal to noise ratio for each sensor and the energy allocated for the detection
process. Figure 83 shows the variation in the delay threshold with the quantizer design parameter β.
As β increases, the exponential decay rate for quantization effect is much faster, hence the threshold
is lower.
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Figure 82: Deflection coefficient for direct transmission and in-network processing designs. The direct
transmission design outperforms for delays < τth where the signal processing aspect dominates. The
in-network processing design outperforms for delays > τth where the communication network aspect
dominates.
VIII.7 Summary
In this chapter, we continued to apply the model-based approach to design a tree-structured, slotted
ALOHA sensor network, for detection applications. We developed an integrated model for the
detection system and integrated the QoI, REI, and CSI quality measures into the design process.
We designed the communication rate and transmission probability for each tree node.
The proposed model-based approach shows significant performance gain over the classical de-
coupled and maximum throughput approaches commonly adopted to design sensor networks. This
performance enhancement comes with no additional complexity since the optimization problem is
very similar to the Max. throughput design case.
For applications with stringent delay requirements, we show that system design with direct
transmission of sensor observations results in better performance since the channel impairment is
unlikely to play a major role. If the application can tolerate longer delays, then the design with in-
network processing results in better detection performance, as the communication network becomes
a dominant factor in determining the system performance.
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Figure 83: Variation of detection threshold with quantizer design parameter. As β increases, the
exponential decay rate for the quantization loss is higher, hence lower detection threshold.
Several extensions are possible for the work presented in this chapter. We assumed that the
energy is preallocated to each sensor based on its energy reserve. Optimal energy allocation to
maximize the detection performance, akin to Chapters VI and VII, is one possible extension. The
network lifetime definition, as well as the energy constraints, are not entirely trivial, as care should
be taken that the energy of relay nodes is not depleted before its descendants. Another possible
extension is the design of TDMA tree networks, where all transmissions are pre-scheduled, and
the performance comparison to the ALOHA network presented in this chapter. The performance
comparison with the one-hop sensor network under energy constraint is also of practical interest.
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CHAPTER IX
Conclusions
In this dissertation, we pursued a model-based approach for detection in Cyber-Physical Systems.
We explored the power of different modeling approaches to represent component behaviors as well
as the interactions between different system components. We used the physics-based modeling
approach to develop an accurate model for aircraft power generators. We showed the model power in
representing nominal as well as different faulty behaviors of the system. We then explored statistical
modeling approaches, and developed an algorithm to detect intermittent and incipient faults in
physical systems. Finally, we explored the power of integrating the models of system components,
in order to optimize detection systems, while simultaneously achieving efficient resource utilization
to meet the imposed resource constraints on the system.
IX.1 Summary of Contributions
The main goal of this dissertation work is to enhance the performance of detection systems, by the
proper choice of: (1) the system components to be modeled, (2) the modeling paradigm for each
system component, and (3) the types of component interactions to be captured in the integrated
system model. We achieved this goal by considering different modeling paradigms and system
components for different detection problems. In the following, we list our contributions for each
class of detection problems addressed.
IX.1.1 Physics-based Modeling for Fault Detection
We have developed a novel physics-based model for the complete brushless AC generator. The model
incorporates the exciter generator, rectifier circuit, and the main generator in one hybrid dynamical
model. The developed model captures both the continuous and discrete dynamics of the system.
We developed the model using the actual machine variables without applying any transformations.
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Therefore, the model is a general representation for the machine under both nominal and faulty
behaviors. We showed that any combination of open-circuit diode faults could be modeled with
a subset of the system hybrid automaton states. We developed an algorithm to identify the valid
states for each combination of diode faults. We implemented the model such that any fault profile
in any of the system parameters could be simulated at run time. The simulation results also showed
the power of the rotating part winding currents in discriminating between diode faults.
IX.1.2 Statistical Modeling for Intermittent and Incipient Fault Detection
We developed a general detection algorithm to detect and distinguish between abrupt persistent,
abrupt intermittent, and incipient faults. The detector has a number of thresholds to control different
performance measures according to the given application. The detector also returns an estimate for
the fault parameters, to assist in the subsequent decision making process. Since the detector is
based on the GLRT, it is not limited to the fault profiles presented in this dissertation. In fact, the
detection algorithm could be applied to any fault profile, provided that the test statistic is replaced
by the one calculated for the new fault profile. We used this algorithm in NASA DXC’10 diagnostics
competition and placed 2nd.
IX.1.3 Model-based detection in Wireless Sensor Networks
We developed a unified design process, where the designer can choose the subsystem components
to be modeled, and the model attributes, based on the performance and quality measures of the
application. The design process is general and could be applied to any CPS application, not only
detection applications. Following the design framework, we developed an integrated model for
the wireless sensor network in detection applications. The model includes the system, sensing,
and different networking aspects. The network component captures the physical layer as well as
slotted ALOHA and TDMA MAC sublayers. The model also encompasses different quality measures
that are typically treated separately in the literature. We used the developed model to design a
complete transmission control policy for the sensor network that includes the communication rate,
transmission power, and medium access control parameters for each sensor. We carried out the
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design process for both the classical single hop network (parallel topology), as well as the tree
topology network, and showed that our design approach results in significant detection performance
improvement over the classical design approaches, where either the network is ignored altogether,
or designed to satisfy performance measures that are not relevant to the application. In addition,
we conducted a comparative study between TDMA and slotted ALOHA, and showed the conditions
under which each protocol achieves a better detection performance over the other. These conditions
provide a guideline for the designer to choose between the two protocols based on the available
system resources and design constraints. Finally, we considered the design problem with in-network
processing, where local observations are quantized before transmission. We compared the in-network
processing scheme to the direct transmission scheme, and showed the conditions under which each
scheme outperforms.
IX.2 Conclusions and Future Directions
Although the studies considered in this dissertation show the power of different modeling approaches,
as well as the impact of integrating system components in one unified model on the system perfor-
mance, the dissertation work also highlights some future research directions, as well as limitations
that could be addressed in future research. We highlight some of these possible research directions
in the following.
IX.2.1 Physics-based Modeling
We showed the power of physics-based modeling in the developed generator model. Such detailed
models are indispensable in understanding the machine behavior under both nominal and faulty
conditions. However, building such models is very hard and time consuming. In addition, it may
not be efficient for real-time simulations. For example, although the developed generator model was
accurate and scalable, it was inefficient from the simulation time aspect. That is mainly because
at each time step, the simulator has to calculate the value of different matrices in addition to
calculating the inverse of a large 12 × 12 matrix, which is a computationally expensive task. Since
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typical engineering systems have a large number of components with complex interactions, including
all components and interactions makes the modeling task intractable. Therefore, the model should
include only the components and interactions relevant to the objective of the study. This requires
that the modeling objective should be as clear as possible before starting the modeling task. As an
example, in the generator study, if the objective is to understand the behavior of the system with
only the main generator faults, then abstract modeling for the exciter generator and the rectifier
circuit would be sufficient. If diode faults are the objective of the study, then a detailed model is
necessary for the exciter generator, and the main generator model maybe abstracted. On the other
hand, if the objective of the model is the run-time system simulation, then a thorough study for the
system components to be included, and their modeling paradigm, is needed.
Since modeling is an iterative process, it is possible to start with a complex model and simplify
it by close examination of the system behavior under nominal and faulty conditions. One example is
the aircraft generator, where the angular velocity was found to be approximately constant under a
variety of faulty conditions. Using this observation, the angular velocity could be assumed constant,
resulting in a linear system, which is easier to model and simulate.
Even with sophisticated models, some fault types are hard to model, either because of the
complexity of the physical phenomena associated with the fault, or because the consequences of
the fault are unknown. An example is short circuit winding faults in synchronous generators. In
such scenarios, physics-based modeling will be of limited use in fault detection and isolation studies.
An alternative approach is to use statistical models if faulty data could be obtained from real life
experiments. A hybrid detection scheme, where physics-based models and statistical models augment
each other, is an interesting research direction.
One limitation of the developed generator model is that it represents the complete system using
a single unified state space model. This was required in the study to build a hybrid observer that
is capable of estimating the hidden system states. Therefore, a complete mathematical model was
needed. However, changes in any system component will require a re-derivation of the complete
mathematical model. This approach may not be practical for studies where the main objective is
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to simulate and compare different design alternatives. In such cases, component-based modeling
gives the flexibility to model each system component separately, and to interchange components
during the design process. Although the simulation solver transfers the component-based model
into a state space model for the complete system, this process is transparent to the designer and
is done automatically without user intervention. Automating the design process is important in
modern systems design, and we will revisit this idea when discussing future research for model-
based detection in sensor networks.
IX.2.2 Statistical Modeling
Statistical modeling is a powerful approach to detect and isolate faults in complex engineering sys-
tems. It provides a solution for some engineering problems where physics-based modeling approaches
have limited use. However, the detection performance relies heavily on the underlying observation
model. Many factors affect the choice of the observation model, including: (1) prior knowledge about
the system behavior, (2) existing data from real-life systems, and (3) model tractability, among oth-
ers. Often times, it is not easy to validate the assumed model. As an example, intermittent faults
were assumed to follow a Markov Chain stochastic model. This assumption is very hard to verify
in practice. Intermittent faults tend to take place spontaneously in the system, and in many cases,
it is not known if what happened is really an intermittent fault. On the other hand, injecting an
intermittent fault in the system will not lead to accurate information about the fault profile since the
fault injection process itself has to follow a pre-defined stochastic model, which defeats the purpose
of the study. We envision that the solution to this problem is to focus on the robustness of the signal
processing algorithms with respect to the data model parameters, rather than trying to verify that
the data model is an accurate representation for the system. The challenge here is to select a model
that is a good representation of the system, yet robust, to a certain degree, to modeling and noise
inaccuracies.
In this dissertation, we assumed Gaussian statistical models, where the measurements are as-
sumed to follow a Gaussian distribution. This assumption may not be valid in some detection
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problems, and building detectors that are robust to noise variations may not be possible if the noise
profiles vary considerably. Even with the Gaussian assumption, we have shown in this dissertation
that tuning the sequential detectors does not follow rigorous rules due to the lack of closed form ex-
pressions for the detector performance. In all these cases, suboptimal numerical detection algorithms
that are adaptive based on the online conditions represent an interesting research direction.
The detection of an intermittent fault, and the estimation of the fault parameters, represent
the first steps in the health management process. After fault detection and isolation, the health
management system has to decide on the proper action to protect the monitored system. The
appropriate action should depend, not only on the faulty component, but also on several other
factors. Among these factors are: (1) the magnitude of the fault, (2) fault average persistence
time, (3) fault average recurrence rate, (4) criticality level of the function performed by the faulty
component, and (5) severity level of the impact of the component failure on the system, environment,
and human life. The inclusion of such information in the decision-making process prevents premature
decisions that may unnecessarily abort the system mission for a fault that occurred spontaneously in
the system. To the best of our knowledge, there are no standard measures for each system component
that could be used to define a mapping from the fault information to an appropriate decision based
on the faulty component. The definition of such standard measures, as well as the development of
standard design processes, with associated software tools, where such measures are incorporated, is
an important research direction.
IX.2.3 Model-based detection in Wireless Sensor Networks
We showed in this dissertation that the detection performance could be enhanced considerably by
integrating the communication functions into the design process. Although the approach is quite
general, some of our assumptions have limitations and could be relaxed in future research work. For
example, we assumed fixed sensors, where the relative positions between the sensor nodes and the
fusion center do not change. This assumption may be violated in some practical systems for either
the sensors, the fusion center, or both. As an example scenario, the fusion center may be fixed and
219
remotely located at a decision center, while sensors are moving around a surveillance area, either
randomly or according to a pre-defined route. In another scenario, the sensors may be fixed, while
the fusion center is located on a moving vehicle, e.g. aircraft, that approaches the surveillance area
to interrogate information from the dropped sensors. In both of these scenarios, the stationarity
assumption is violated. The work could be extended to include the effect of mobility, e.g. small
scale fading in the communication channel, but the analysis would be much more involved.
We considered in this dissertation the decentralized scheme, where the fusion center is responsible
for the optimization as well as the decision-making task. This scheme becomes impractical when
the sensor network size becomes large. As an example, we showed in this dissertation how the
optimization problem for the tree network grows rapidly with the network size. We resorted to a
suboptimal solution where the optimization problem is solved locally at each parent node. This
approach could be generalized to consider distributed detection, where there is no central node to
make a final decision. Rather, sensors have limited communication with its neighbours, and the
objective is to reach a consensus about the final decision. Consensus algorithms in the context of
decentralized detection have been considered recently, but the inclusion of different quality measures,
similar to the work in this dissertation, represents a future research direction.
In the process of developing an integrated system model, we made some simplifications, as well
as abstractions, in the protocol description. The main reason was to obtain a tractable solution
that gives us an insight into the problem. However, compared to practical sensor network protocols,
this may be an oversimplification for the network functions. An experimental setup, where existing
communication protocols are used, e.g. Zigbee, is an important extension to our work, that may
lead to more insight and/or new research directions.
The work presented in this dissertation revealed the complexity of the design process when inte-
grating different system components. Practical engineering systems tend to be much more complex
than the detection systems described in this dissertation. With such systems, it is extremely hard
to model and optimize the system using analytical techniques. For the model-based approach to be
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effective in practice, software tools need to be developed to automate the design process. In a typi-
cal design scenario, the designer will define the performance measures, quality measures, component
models, and the design variables. The integration process may be accomplished by a simulator, and
a numerical optimizer will return the design variables. The software tools will allow also much faster
iterations through the design process.
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