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a b s t r a c t
A secure set S ⊆ V of graph G = (V , E) is a set whose every nonempty subset can
be successfully defended from an attack, under appropriate definitions of ‘‘attack’’ and
‘‘defended.’’ The set S is secure when |N[X]∩ S| ≥ |N[X]− S| for every X ⊆ S. The smallest
cardinality of a secure set in G is the security number of G. New bounds for the security
number are established, the effect of some graph modifications on the security number
is investigated, and the exact value of the security number for some families of graphs is
given.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be a graph. If x ∈ V and S ⊆ V , then N(x) = {y ∈ V : xy ∈ E}, N[x] = N(x) ∪ {x}, N(S) = ∪v∈S N(v), and
N[S] = N(S) ∪ S. The subgraph induced by S is denoted 〈S〉. A defensive alliance is a subset S of V such that x ∈ S implies
|N[x] ∩ S| ≥ |N[x] − S|. One can think of the vertices of N[x] − S as potential attackers of x and those of N[x] ∩ S as potential
defenders of x. Thus, for any x in a defensive alliance, there are at least as many defenders as there are attackers, and any
attack on a single vertex can be thwarted. Previous studies on defensive and other types of alliances include [1,3,2,6–10,12,
13,11,14–16].
Brigham, Dutton, and Hedetniemi [4] introduced the concept of a secure set as a generalization of a defensive alliance.
A set S ⊆ V is secure if any subset X ⊆ S can be defended from attack, not just single vertices. There are several ways
one might define how such a set X is attacked and defended. The one discussed in [4] and considered here assumes that
an attacker y (a member of N[X] − S) can attack only a single vertex of X at a given time, even if y is a neighbor of several
vertices of X . Furthermore, a defender x (a member of N[X] ∩ S) can turn back, at a given time, only one attacker of the
vertices of N[x] ∩ X . Notice that a defender x need only be in S and not necessarily in X . The formal definition follows.
Definition 1.
1. Let G = (V , E) be a graph. For any S = {s1, s2, . . . , sk} ⊆ V , an attack on S is any k mutually disjoint sets A =
{A1, A2, . . . , Ak} for which Ai ⊆ N[si] − S, 1 ≤ i ≤ k. A defense of S is any kmutually disjoint sets D = {D1,D2, . . . ,Dk}
for which Di ⊆ N[si] ∩ S, 1 ≤ i ≤ k. Attack A is defendable if there exists a defense D such that |Di| ≥ |Ai| for 1 ≤ i ≤ k.
2. Set S is secure if and only if every attack on S is defendable.
The cardinality of a minimum secure set in graph G is the security number of G and is denoted s(G). A secure set of
cardinality s(G) is called an s(G)-set, or simply an s-set. A secure set S is critical if no proper subset of S is secure. Of course,
s(G) is the cardinality of a minimum critical secure set of G. The value of s(G) has been found for some families of graphs, but
good general bounds have not been determined. It may be hard to do so since the complexity of determining s(G) appears
to be difficult, as mentioned in [4]. In fact, there is no known polynomial algorithm for determining if a given set S ⊆ V is
a secure set. It was believed for some time that s(G) ≤ ⌈ n2⌉ where n is the order of graph G. We demonstrate an infinite
family of graphs which disproves this, but a tight upper bound remains elusive. We will employ extensively the following
theorem, proven in [4].
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Theorem 2 ([4]). Set S ⊆ V is a secure set if and only if ∀X ⊆ S, |N[X] ∩ S| ≥ |N[X] − S|.
This paper extends the knowledge of secure sets in graphs presented in [4,5]. Determining good general bounds for the
security number of a graph remains an interesting area of research. In particular, there is no known sharp upper bound, as a
function of the number of vertices n, for all graphs. Initial results in this area appear in Brigham, Dutton, and Hedetniemi [4]
and Dutton, Lee, and Brigham [5]. Section 2 discusses several new bounds. Section 3 examines how the security number can
change under addition of an edge, and Section 4 presents values of s(G) for certain classes of graphs.
The minimum degree of graph G is denoted δ(G), the chromatic number by χ(G), the vertex independence number by
β0(G), the vertex connectivity number by κ(G), the order of the largest clique byω(G), and the domination number by γ (G).
When there is no confusion, the argument G is often omitted. If S is a subset of the vertex set, an argument of S with an
invariant, for example δ(S), indicates the invariant’s value for the subgraph induced by S, denoted 〈S〉. Furthermore, NS(v)
indicates the open neighborhood of vertex v restricted to 〈S〉.
The following theorem presents results from the above referenced papers that will be employed here.
Theorem 3. For any graph G on n vertices with minimum degree δ
1. s(G) ≥ ⌈ δ+12 ⌉, and
2. s(G) ≤ n− ⌈ δ2⌉.
2. Bounds
This section presents several new bounds on the security number of a graph.
Theorem 4. For any order n graph G:
4.1 If s(G) <
⌈ n
2
⌉
, then κ ≤ s(G) ≤ n− δ − 1.
4.2 s(G) ≥ min {κ, ⌈ n2⌉}.
4.3 If s(G) < κ , then
⌈ n
2
⌉ ≤ s(G) ≤ n− γ .
4.4 Either
(a) max
{
κ,
⌈
δ+1
2
⌉} ≤ s(G) ≤ n− δ − 1, or
(b)
⌈ n
2
⌉ ≤ s(G) ≤ n− ⌈ δ2⌉.
4.5 If δ ≥ min {n− κ, ⌊ 2n3 ⌋}, then ⌈ n2⌉ ≤ s(G) ≤ n− ⌈ δ2⌉.
Proof. From Theorem 2, when S ⊆ V is any secure set, |S| ≥ |N[S] − S|. Hence, if ⌈ n2⌉ > s(G) = |S|, then S cannot be a
dominating set and N[S] − S is a disconnecting set.
4.1: From the preceding comments and anyminimum secure set S, κ ≤ |N[S]−S| ≤ |S| = s(G). Since S is not a dominating
set, there is a vertex v 6∈ N[S] for which δ ≤ deg(v) ≤ n− |S| − 1. The desired conclusion follows.
4.2: The result follows directly from 4.1, where s(G) < κ implies s(G) ≥ ⌈ n2⌉.
4.3: If s(G) < κ , then neither S nor N[S] − S are disconnecting sets; hence both are dominating sets. Thus, γ ≤ n− s(G) ≤
s(G).
4.4: Theorem 3 shows that
⌈
δ+1
2
⌉ ≤ s(G) ≤ n − ⌈ δ2⌉. Thus, if s(G) does not satisfy 4.4b, s(G) < ⌈ n2⌉. Then, by 4.1,
κ ≤ s(G) ≤ n− δ − 1. This, with the lower bound in Theorem 3, establishes 4.4.
4.5: If δ ≥ n−κ , then the conclusion holds from4.1 and Theorem3.When δ ≥ ⌊ 2n3 ⌋, the interval in 4.4a is empty. Therefore,
4.4b and, hence, 4.5 must hold. 
Trees, cycles and complete graphs show that the bound in 4.2 of Theorem 4 cannot be improved. Complete graphs also
show that the bounds provided in 4.4 and 4.5 are tight.
An interesting consequence of 4.4 in Theorem 4 occurs for graphs G with
⌈ n
2
⌉ ≤ δ ≤ ⌊ 2n3 ⌋. For such graphs either
s(G) ≤ n − δ − 1, or ⌈ n2⌉ ≤ s(G). Therefore, values in the interval {n− δ, . . . , ⌈ n2⌉− 1} cannot be security numbers,
while valid values can exist on either side of the interval. Additional evidence of this ‘‘gap’’ is provided later in the proof
of Theorem 16 in Section 3, where a graph G is constructed, for any δ ∈ {⌊ n2⌋ , . . . , ⌊ 2n3 ⌋− 1}, with the property that
s(G) = n− δ − 1 < ⌈ n2⌉ and s(G+ E ′) = ⌈ n2⌉ for any nonempty set of edges E ′. An explanation for this gap is unclear.
With the previous results, exact values for s(G) can be obtained in some cases.
Theorem 5. For any order n graph G, if ω ≥ ⌈ n2⌉ and δ ≥ min {n− κ, ⌊ 2n3 ⌋}, then s(G) = ⌈ n2⌉.
Proof. First, notice that any set of
⌈ n
2
⌉
vertices of a complete subgraph is secure; hence, s(G) ≤ ⌈ n2⌉ whenever ω ≥ ⌈ n2⌉.
On the other hand, from Theorems 4.1 and 4.5, s(G) ≥ ⌈ n2⌉when either δ ≥ ⌊ 2n3 ⌋ or δ ≥ n− κ . 
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Next consider the degree sequence d1 ≤ d2 ≤ · · · ≤ dn of graph G = (V , E) where V = {1, 2, . . . , n} and vertex i has
degree di for 1 ≤ i ≤ n. Reference [5] shows that s(G) ≥
⌈
ds(G)+1
2
⌉
. The next series of results leads to an upper bound based
on the degree sequence. Define a function f by f (i) =
⌈
di+1
2
⌉
for 1 ≤ i ≤ n, and let C = {i1, i2, . . . , iq} ⊆ {1, 2, . . . , n}
where i ∈ C if and only if i = f (i). Assume, for 1 ≤ j < q, that ij < ij+1. Since f is nondecreasing, the following observation
is immediate.
Observation 6. For 1 ≤ i < n, i < f (i) implies i+ 1 ≤ f (i+ 1) with equality only if i+ 1 ∈ C.
Lemma 7. For each j such that 1 ≤ j < q, there is a unique vertex mj for which ij ≤ f (mj) ≤ mj < f (mj + 1) ≤ ij+1.
Proof. For every i such that ij ≤ i < ij+1, we have that f (ij) = ij ≤ i < i + 1 ≤ ij+1 = f (ij+1). Let mj be the smallest i in
the interval for which i + 1 ≤ f (i + 1). This is always possible since i = ij+1 − 1 has this property. Since mj + 1 ≤ ij+1,
f (mj + 1) ≤ f (ij+1) = ij+1. Therefore, the required inequalities hold. Eithermj + 1 = ij+1 ormj + 1 < f (mj + 1) and, from
Observation 6, formj < i < ij+1, we must have f (i) > i. In either case,mj is unique. 
In the following, letmq = n.
Lemma 8. For 1 ≤ i ≤ n, f (i) ≤ i if and only if there exists j, 1 ≤ j ≤ q, for which ij ≤ i ≤ mj.
Proof. If 1 ≤ i < i1, 1 < f (1) and, by Observation 6, i < f (i). For 1 ≤ j ≤ q, Lemma 7 implies f (i) ≤ i for ij ≤ i ≤ mj and,
when j < q, f (i) > i formj < i < ij+1. 
Theorem 9. For an arbitrary minimum secure set S of a graph G, let s = s(G) = |S|. Then there is an integer j, 1 ≤ j ≤ q, for
which ij ≤ s ≤ mj and S ⊆ {1, 2, . . . ,mj}.
Proof. The set S must contain a vertex i where i is as large as possible, s ≤ i, and imust have at least
⌈
di−1
2
⌉
neighbors in
S. Thus, f (s) ≤ f (i) =
⌈
di+1
2
⌉
and
⌈
di+1
2
⌉
≤ s ≤ i. Hence f (s) ≤ f (i) ≤ s ≤ i. It follows from Lemma 8 that there exists a
unique j, 1 ≤ j ≤ q, for which ij ≤ s ≤ i ≤ mj. 
In general, mq = n is not a good upper bound for s(G) when the value of s(G) is unknown, or even when it is known to
be larger than iq. To improve this bound, let k =
⌊
diq+1
2
⌋
.
Observation 10. iq − 1 ≤ k ≤ iq.
Theorem 11. For any graph G, s(G) ≤ n− k.
Proof. Any set X ⊆ S = {k + 1, k + 2, . . . , n} has at most |V − S| = k neighbors in V − S. Thus |N[X] − S| ≤ k. For any
i ∈ X , |N[X] ∩ S| ≥ |N[i] ∩ S| ≥ 1+ di − k ≥ 1+ dk − k =
⌈
dk+1
2
⌉
≥ k. Therefore, S is secure and s(G) ≤ n− k. 
The next results involve bounds dependent on the vertex independence and chromatic numbers of graph G. Any vertex
in a maximum independent set of S has at least δ(S) neighbors in S, a fact that leads to the following observation.
Observation 12. Let G be a graph with minimum secure set S. Then s(G) = |S| ≥ β0(S)+ δ(S).
Theorem 13. Let G be a graph with minimum secure set S. Then s(G) ≥ χ(S)δ(S)
χ(S)−1 ≥
χ(G)
⌈
δ(G)−1
2
⌉
χ(G)−1 .
Proof. Notice that β0(S) ≥ |S|χ(S) = s(G)χ(S) . Combining this with Observation 12 we obtain s(G) = |S| ≥ β0(S) + δ(S) ≥
s(G)
χ(S) + δ(S). Thus, (χ(S)−1)s(G)χ(S) ≥ δ(S) and the left inequality holds. The right inequality follows from the facts that
χ(G) ≥ χ(S), δ(S) ≥
⌈
δ(G)−1
2
⌉
, and f (x) = xx−1 is a decreasing function of x. 
Another lower bound can be obtained for s(G) based upon the number of common neighbors of any two vertices in S.
Theorem 14. Let G be a graph with s-set S. Then s(G) ≥ 2
⌈
δ(G)+1
2
⌉
− k, where k = min{|N[x] ∩N[y] ∩ S|} taken over all pairs
of vertices x and y in S.
Proof. If |S| = 1, we assume that x = y and, hence, k = 1. In this case δ(S) = 0 and the result holds. Thus, we may assume
that |S| ≥ 2 and x 6= y. Recall, for any vertex z ∈ S and since S is secure, degS(z) ≥
⌈
degG(z)−1
2
⌉
≥
⌈
δ(G)−1
2
⌉
. Regardless of
the adjacency of x and y, s(G) = |S| ≥ degS(x)+ degS(y)− k+ 2. Thus, s(G) ≥ 2
⌈
δ(G)−1
2
⌉
− k+ 2 = 2
⌈
δ(G)+1
2
⌉
− k. 
The following is immediate since k ≤ 2 in triangle-free graphs.
Corollary 15. If G is a triangle-free graph, then s(G) ≥ 2
⌈
δ(G)−1
2
⌉
.
4446 R.D. Dutton / Discrete Mathematics 309 (2009) 4443–4447
3. Changes under graph modification
The next two results show that the value of s(G) can change significantly when a single edge is added to G. We define a
supergraph of a graph G = (V , E) to be a graph H = (V , EH)where E ⊂ EH .
Theorem 16. For every positive integer n and for every integer k such that
⌈ n
3
⌉ ≤ k < ⌈ n2⌉, there exists a graph G = (V , E) of
order n such that s(G) = k and s(H) = ⌈ n2⌉ for every supergraph H of G.
Proof. For given k formG by partitioning the vertices of aKn into three sets A, B, and C of k, k, and n−2k vertices, respectively,
and by removing all edges with an endpoint in both A and C .
We first show that A is a secure set. Let X be an arbitrary subset of A. Since A ∪ B is complete, |N[X] ∩ A| = |A| = k and
|N[X] − A| = |B| = k. Thus, A is secure and it follows that s(G) ≤ k < ⌈ n2⌉.
Suppose s(G) < k and S is a minimum secure set. Since all vertices of B have degree n− 1, every secure set containing a
vertex of Bmust have at least
⌈ n
2
⌉
vertices. It follows that S ∩ B is empty. Further, since minimum secure sets must induce
connected subgraphs, no minimum secure set can contain vertices from both of A and C . Hence either S ⊂ A or S ⊆ C . Let
Y represent either of A or C and suppose S ⊆ Y . Then |N[S] ∩ S| = |S| < k = |B| ≤ |N[S] − S|, implying the contradiction
that S is not secure. It follows that s(G) = k.
Let H be any supergraph of G. No proper subset of A or C can be secure because the number of vertices in its closed
neighborhood would exceed twice the number of vertices in the set. Furthermore, neither A nor C can be secure since the
closed neighborhood now includes at least one more vertex in C or A, respectively, than occurs in G. Thus, any minimum
secure set must contain vertices in B or two adjacent vertices, one in A and one in C . In either case, S has a subset that
dominates H . Hence, s(H) ≥ ⌈ n2⌉. Since H contains the complete subgraph A ∪ B with at least ⌈ n2⌉ vertices, s(H) ≤ ⌈ n2⌉ as
explained in the proof of Theorem 5 and equality follows. 
Theorem 17. For every positive integer n and for every integer k such that 1 ≤ k < ⌈ n3⌉, there exists a graph G = (V , E) of
order n such that s(G) = k and k < ⌈ n−k2 ⌉ ≤ s(H) ≤ ⌈ n2⌉ for every supergraph H of G.
Proof. LetG be the graph defined in the proof of Theorem16. Since k <
⌈ n
3
⌉
, it follows that k <
⌈ n−k
2
⌉
. Since any supergraph
H contains the complete graph B ∪ C having greater than ⌈ n2⌉ vertices, s(H) ≤ ⌈ n2⌉. As in the proof of Theorem 16, no
subgraph of A can be a secure set in H . Furthermore, any set containing vertices of B or a vertex from each of A and C must
contain at least
⌈ n
2
⌉
vertices. Since |B∪ C | = n− k, every secure set of H in B∪ C must have at least ⌈ n−k2 ⌉ vertices, and the
proof is complete. 
4. Values for graph families
In [5], the security number of theKneser graphK(m, 2) is shown to be
⌈ n+1
2
⌉
. As iswell known,K(m, 2) is the complement
of the line graph L(Km). The fact that s(K(m, 2)) ≥
⌈
|V (K(m,2))|
2
⌉
= ⌈ n2⌉was of interest, with strict inequality in some cases.
This led to the question of the security number of L(Km), with the thought that its security number also would be large. This
is not the case.
Label the vertices of V (Km) by 1, 2, . . . ,m and let G = L(Km) so V (G) = V = E(Km) and n = |V | = m(m−1)2 . Vertices of G
will be labeled by the two endpoints of the corresponding edge in Km. Let S ⊆ V be the set of vertices {ij : 1 ≤ i < j ≤ k}
where k = ⌈ 2m+13 ⌉.
Lemma 18. With the notation of the preceding paragraph, S is a secure set of G.
Proof. Let X be an arbitrary subset of S. The vertices of X correspond to |X | edges in the Kk subgraph of Km induced by the
edges corresponding to the vertices of S. In Km these edges are incident to t ≤ k vertices of the Kk. We count the number of
edges in Km to which they are adjacent. Such edges include the t(t−1)2 edges joining two of the t vertices. In addition, they
are adjacent to k− t additional edges of the Kk incident to each of the t vertices, for a total of t(k− t)more. It follows that
|N[X] ∩ S| = t(t−1)2 + t(k − t). The edges corresponding to the vertices of S also are adjacent, for each of the t vertices, to
m− k edges not in the Kk for a total of t(m− k). It follows that |N[X] − S| = t(m− k).
Suppose |N[X[∩S| < |N[X] − S|. Then we must have t(t−1)2 + t(k − t) < t(m − k) or 4k < 2m + t + 1 ≤ 2m + k + 1
since t ≤ k. It follows that 3k < 2m+ 1, contradicting the selection of k = ⌈ 2m+13 ⌉. 
The following theorem is immediate.
Theorem 19. For any positive integer m, s(L(Km)) ≤ k(k−1)2 where k =
⌈ 2m+1
3
⌉
.
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The bound in Theorem 19 is exact when m equals 1, 2, and 4. It is not exact for m = 3. Exactness for larger values of
m is an open question. It can be easily seen that the bound of Theorem 19 is less than n2 if m = 1 mod (3) and m ≥ 7. A
crude calculation shows that this is the case for allm ≥ 21. To see this, note that the number of vertices in the secure set S
is
⌊
2m+3
3
⌋(⌊
2m+3
3
⌋
−1
)
2 ≤ (2m+3)2m18 . This is less than n2 = m(m−1)2 ifm ≥ 21.
Next consider outerplanar graphs G. We may assume that G is connected for otherwise s(G) is the minimum of the
security numbers of the components. From the above it is clear that a complete subgraph W is a secure set if and only if
|N[W ]| ≤ 2|W |. It follows that s(G) = 1 if and only if δ(G) ≤ 1, and s(G) = 2 if and only if δ(G) > 1 and there are two
adjacent vertices x and y for which |N[x]∪N[y]| ≤ 4. This and the following characterize the security number of outerplanar
graphs.
Lemma 20. Let G = (V , E) be a graph. If any of the following configurations occur in G, s(G) ≤ 3.
1. Configuration 1: vertices a, b, c, and d form a path. Vertices a and d may be joined to any vertices of V −{b, c}, including each
other.
2. Configuration 2: vertices a, b, c, and d form a path and edge ac exists. Vertices a and dmay be joined to any vertices of V−{b, c},
including each other.
3. Configuration 3: vertices a, b, c, d, and e form a path and edges ac and ce exist. Vertices a and e may be joined to any vertices
of V − {b, c, d}, including each other.
Proof. Graphs with Configurations 1 and 2 have {b, c} as a secure set while {b, c, d} is a secure set of graphs containing
Configuration 3. 
Theorem 21. If G is a connected outerplanar graph, then
(a) s(G) = 1 if and only if δ ≤ 1,
(b) s(G) = 2 if and only if δ > 1 and there exist adjacent vertices x and y such that |N[{x, y}]| ≤ 4, and
(c) s(G) = 3, otherwise.
Proof. Statements (a) and (b) hold for all graphs as indicated in the remarks preceding the last lemma. If neither (a) nor (b)
holds for G, then s(G) ≥ 3. First consider the case when vertex connectivity κ = 1. Let B be a block that is a leaf of the block
tree of G and let v be the cut vertex. There are three cases.
1. B is an edge (B has 2 vertices including v). Then G has a vertex of degree 1 and s(G) = 1.
2. B has 3 vertices including v, so it is a triangle with two adjacent degree two vertices a and b that form a secure set.
3. B has at least 4 vertices including v. There is an edge ijmaking a cycle of length at least 4 with at least two other vertices,
neither of which is v. Among all such cycles, let i and j be picked (i or jmay be v) so this cycle is as short as possible. Then
the remaining vertices on the cycle can be in no cycle of length greater than 3. Thus the blockmust include a configuration
equivalent to one of those of Lemma 20.
The result follows.
Since κ ≤ 2 for all outerplanar graphs, the final case occurs when κ = 2 and n ≥ 4. When n ≤ 3, case (a) or (b) holds.
Then, an argument similar to (3) above shows that s(G) = 3, and establishes (c). 
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