A primary goal for human-autonomy integration (HAI) is to balance the strengths of human and autonomy in order to achieve performance objectives more efficiently and robustly than either the human or autonomous agents would independently. This paper proposes the Privileged Sensing Framework (PSF) as a novel approach to HAI. This approach is based on the concept of dynamically 'privileging' information during the process of integration by dynamically bestowing special rights based on the characteristics of each individual agent, the task context, and the performance goals. The proposed framework is tested through a series of simulation experiments that provide a clear demonstration of increased accuracy and throughput of human-autonomy performance. These proof-of-concept simulations provide initial evidence of the utility of the PSF. Continued development of this approach has the potential to revolutionise capabilities of multiagent cooperative teams across a broad range of applications.
The privileged sensing framework: A principled approach to improved human-autonomy integration 
Introduction
A fundamental issue underlying the transition of autonomous technology from the laboratory into the operational environment is how well it will integrate with the humans in that environment. Generally, humans readily adapt to dynamic task and environmental complexities during decision making and therefore are often treated as a failsafe for instances where autonomy underperforms. However, humans constantly undergo physical and cognitive state changes and even skilled humans sometimes make errors. The inherent variability in human performance makes the problem of integrating humans in the loop with autonomous technologies extremely challenging. Until recently, most frameworks for humanautonomy integration (HAI) 1 have preserved a central role for the human while neglecting the important role of human variability. As a result, human excellence has not been fully exploited and neither has human failure been fully offset, leaving joint human-autonomy systems fundamentally incapable of achieving their full potential.
In alignment with concepts offered under Joint-Cognitive Systems (Woods 1985; Woods and Branlat 2010) , we propose a framework for HAI, called the Privileged Sensing Framework (PSF), that was conceived to leverage recent advances in human sensing to dynamically integrate human and autonomous agents on the basis of their individual characteristics. The viability of this framework was demonstrated through improved joint human-autonomy performance in a series of proof-of-concept simulation experiments that used existing empirical data from our research on humans and autonomous systems performing the same task independent from one another. We postulated that, through this approach, we could more fully capitalise on the strengths and offset the weaknesses of both human and autonomous agents, enabling the development of highly robust, adaptive, and powerful HAI systems. Currently, the principles of this framework have been instantiated in a number of mathematical formulations (Robinson et al. 2015; Lee et al. 2016b Lee et al. , 2016c and control methods Marathe et al. 2017) , however the present work aimed to delineate the conceptual underpinnings of the framework rather than develop mathematical formalisms of specific implementations. As such, a standard sensor fusion approach based on simple proportional gain (weighted sum) control was used to frame, describe, and validate the fundamental principles of the PSF.
Background
An important goal for HAI is to develop methods that simultaneously leverage the strengths and offset the limitations of multiple agents, whether human or autonomous, to enable achievement of performance objectives more accurately and efficiently than any individual agent would independently. For instance, it has long been understood that, though autonomy can execute predictable, well-defined procedures with superior speed and reliability, humans are far superior at tasks that require inductive reasoning and adaptation to novel and/or changing information (Fitts 1951; Sheridan 2000; Cummings 2014) . As a result, system integrators have developed a wide range of approaches to supplement autonomy with human inputs to increase resilient and robust performance within complex, dynamic, and uncertain environments. Yet, with relatively few exceptions, most systems-level design approaches have treated the human as the apex of the command hierarchy (c.f. Billings 1991; Sheridan 1992; Fong, Thorpe, and Baur 2003a; Abbink, Mulder, and Boer 2012) rather than as a fully collaborative agent (Woods and Branlat 2010) . That is, while these approaches have not always required the operator to give continuous control or decision inputs, when the human input has been available, it has most commonly been integrated as 'ground truth'. Treating the human as the ultimate and final authority is a premise that appears to have been based on either an explicit moral mandate (Billings 1991) or on a tacit assumption that human influence would result in optimal behaviour. Either way, in articulating the PSF, we join those who have argued that adherence to this premise has limited how well human inputs have been integrated with autonomous systems (Woods 1985; Woods and Branlat 2010; Cummings and Clare 2015) .
An important reason to challenge the 'human as final authority' premise is that human decisions and actions are highly variable and this variability encompasses performance ranging from exceptionally good to exceptionally bad. This variability can complicate efforts to develop collaborative methods for HAI by reducing predictability, which is essential for any element or agent that is expected to integrate effectively into most control frameworks. For example, human psychological and physiological states have been observed to vary considerably within an individual operator, even over short time scales (Christensen et al. 2012) or across immediately successive actions (Ratcliff, Philiastides, and Sajda 2009) . Within the specific context of HAI, established complications have been observed to arise as a function of miscalibrated trust, complacency, automation bias, degraded situational awareness, inadequate system-specific knowledge, and even personal expectations grounded in etiquette (Bainbridge 1983; Cummings 2004; Parasuraman and Miller 2004; Parasuraman and Wickens 2008; Hancock et al. 2011) . In order to integrate human inputs with autonomy to enhance performance in complex, dynamic circumstances, system designers must develop strategies to account for and exploit this variability. To do so would enable preservation of the human as a central and critical authority, yet provide opportunity to offset instances where their decisions or actions would, through accident or malice, lead to potential failure or catastrophe.
There has been considerable research into mitigating the potential impact of human variability and performance failures on HAI systems. The extant literature has most commonly offered substitution-based function allocation to balance exclusive control or decision authority between humans and autonomous systems (Sheridan 2000; Dekker and Woods 2002) . Some function allocation concepts have considered task type and the level of autonomy (Parasuraman, Sheridan, and Wickens 2000) alongside typical 'man-is-better-at'-'machine-is-better-at' roles (Fitts 1951) . Such function allocation concepts have been instantiated in a number of different control frameworks, the most widely recognised of which is supervisory control (Sheridan 1992) , which can be implemented in a variety of ways ranging from autonomous waypoint navigation to shared control schemes in which both the human and the autonomous system provide control inputs with different relative contributions (e.g. Crandall and Goodrich 2002) . Adaptive schemes have also been developed to enable active management of the balance of inputs from human and autonomous agents through user selection (Crandall and Goodrich 2001) , based on cost-benefit estimates of the performance of the agents (Sellner et al. 2006) , or by enabling the autonomy to periodically query the operator for assistance Baur 2003a, 2003b) . Unfortunately, the majority of these approaches have only succeeded in limited and controlled contexts, and have not been widely adopted for real-world use. We argue that this is due, at least in part, to adherence to the axiomatic premise that the human should be the ultimate and final authority while failing to fully account for the dynamic strengths and vulnerabilities of the human operator.
The goal of this paper is to define a conceptual framework for HAI that enables preservation of the human as a primary, critical, and central authority while providing for mitigation of instances where the human decisions or actions would lead to under-performance or even catastrophe. Specifically, we propose an evolved approach that treats the human as a special class of sensor rather than as the absolute command arbiter. This approach is based on the concept of appropriately 'privileging' information during the process of integration, by bestowing advantages, special rights, or immunities based on the characteristics of each individual agent, the task context, and/or the performance goals. Indeed, treating the human as a privileged sensor deviates from the established central axiom of human-centred automation (Billings 1997) . However, we view this departure as an important evolutionary step beyond substitution-based function allocation methods (Dekker and Woods 2002) and in alignment with notions of human-automation interactions that capture a more authentic essence of natural teaming behaviour (Woods and Branlat 2010; Lyons 2013; Chen and Barnes 2014) . As with human-centred automation, such approaches consider the human as essential. What the PSF offers, however, is a principled means to integrate precise information regarding variability in agents of many types, but especially humans. Furthermore, our proposed framework asserts that the reciprocal influences of both human and autonomous agents must be accounted for in decisions that impact overall system performance. The PSF thus allows for a de facto standard wherein an altruistic, responsible, and healthy human retains command authority and responsibility for the systems behaviour and its consequences, but also allows for mitigation of cases where the human agent acts maliciously, irresponsibly, or fails to retain the capacity to execute necessary decisions and actions.
The remaining discussion is broadly organised into three main sections. The first section is conceptual and details the various elements of the PSF, including the three underlying principles as well as how they may be instantiated in a variety of privileged sensing models (PSMs). The second main section is empirical, presenting results from a series of simulation experiments to demonstrate the cumulative value of leveraging the three principles of the PSF into a joint human-autonomy system aimed at addressing a well-studied image labelling problem. In the third section, we conclude with a discussion of the implications of our results in terms of strengths and weaknesses of the PSF as well as by providing examples of application spaces where the framework, or elements thereof, have seen recent successful progress.
Conceptual development of the privileged sensing framework
As commonly defined, a privilege is an advantage, special right, or immunity bestowed upon a particular individual or group that goes beyond the benefits given to most others. Here, this concept has been adapted for use in a control-systems framework for multi-sensor integration and HAI. For the purposes of this work, privilege was defined mathematically to enable arbitration and integration of information from multiple sensors or agents. Further, the essential output, a decision, was operationally defined as the resultant output of the integration of any two or more individual bits of information. Therefore, as conceived here, decisions could occur across many different levels and may refer to the integrated output from individual raw sensor feeds (e.g. estimation), the result of combining multiple high-level decisions (e.g. command arbitration), and/or the selection of an action derived from multiple, high-level complex systems (e.g. task selection and sequencing). Finally, privilege was considered to be variable across three specific dimensions, including data quality, decision criticality, and level of integration. Therefore, the privilege held by a specific sensor or agent was not static and ubiquitous, but instead varied across time, task, and (sensor/decision) modality according to the principles of confidence, consequence, and multi-scale integration, respectively. These three principles are developed in the sections that follow.
The principle of confidence
This first guiding principle states that the privilege of a given sensor must be a function of the degree of uncertainty in the data it provides. This principle was instantiated by means of appropriately-defined confidence metrics that were intended to provide estimates of the reliability of the sensor data. Lower quality data produced estimates with greater degrees of uncertainty and therefore lower confidence, which reduced its impact on the overall decision. This is not a novel concept, rather, this is a fundamental aspect of decision theory (Bernoulli 1954; Pascal and Krailsheimer 1968; Lehmann 1950) . Inclusion of the principle of confidence was inspired by prior work on sensor fusion and HAI that has shown how multiple, disparate sensor systems with sometimes substantial uncertainty could be integrated to yield reliable decisions (Olson et al. 2013; Tsiligkaridis, Sadler, and Hero 2014) .
Confidence metrics are typically derived from statistical uncertainty measures and can be directly integrated into a control system. The novel aspect of this principle within the PSF was in the application of confidence to human inputs as well as to data from other sensors. Several challenges must be met to develop and validate appropriate confidence metrics for human data. Given that human sources of input are typically treated as having little or no noise, they have historically been intentionally constrained to a level, such as a button press, that was presumed to be unambiguous and effectively without noise. However obtained, human inputs have most often been trusted and then integrated as they were received (Hayati and Venkataraman 1989; Baur 2003a, 2003b; Sellner et al. 2006 ). While it is well understood that human psychological and physiological states vary widely, both across and within individuals (Ratcliff, Philiastides, and Sajda 2009; Christensen et al. 2012) , it remains less well understood how to predict the expected variability given an observed state in a specific person working within a particular task environment. This is due in large part to an incomplete understanding of how states observed in similar contexts will change over time as well as across and within individuals.
These challenges are further exacerbated by current human sensing techniques that produce data that are either inconsistent, invalid, or both, when applied in real-world circumstances ). As such, the available measures based on humansensed data, including those from overt behaviour and physiology, have not yet been widely integrated into human-autonomy systems (Parasuraman and Wickens 2008; Christensen et al. 2012) . However, recent advances from the field of brain-computer interaction have illustrated that state-of-the-art human sensing technologies could be effectively integrated into system design and, further, that real-time estimates of confidence could support this integration (Huang et al. 2007; Sajda et al. 2010; . Such efforts support the suggestion that, despite the historically infrequent use of confidence metrics for human-sensed data, integrating bits of information by using appropriate confidence metrics per data source should substantially improve decision accuracy over methods that do not overtly account for variable data quality. In this example, time A shows a case where a decision may be weakened by a low confidence value that represents operator inattention. Whereas the input decision in this case appears to be strongly positive, the associated confidence is very low. The overall confidence-weighted decision in this case is thus weak, favouring neither the positive or negative value. Conversely, time B shows an instance where a decision is strengthened due to high operator attention. Though the input decision in this case is already strongly negative, it is made more definite by a high confidence value. Finally, time C reveals a case where a value remains relatively unchanged by a high confidence value. Taken as a whole, Figure 1 provides a clear image of how coupling a decision process with an appropriate estimator of confidence can change the overall shape of the process as it unfolds in time. Here, we see that early input decisions in both positive and negative directions are smoothed out because of moderate confidence levels while later decisions are strengthened with lower uncertainty as indicated by a significant increase in the confidence value. Importantly, while this example ties confidence directly to attention, robust measures of confidence should require a more comprehensive estimator of the operator state.
The principle of consequence
The second principle states that the privilege of a given sensor must change as a function of the likelihood that the information it provides will lead to prescribed consequences. Here, prescribed consequences may be considered mathematically as an objectively defined reward function. This principle thus indicates that the potential utility of the data provided by a sensor is of comparable importance to the quality of data it provides in terms of leading to a desired reward. As with confidence, such notions of expected value, or likely consequence, have long been a part of decision theory (Bernoulli 1954) . In the domain of autonomous robotics, concepts such as safeguarding for shared human-autonomy control seem to have accepted that when the consequence structure shifts (e.g. such as presence of a cliff not seen by the human teleoperator of a mobile robot) so must the relative contributions of the human and autonomous agents affecting the control strategy (Krotkov et al. 1996; Fong, Thorpe, and Baur 2001) . Clearly, integration of consequence should require an understanding of (A) the nature of information provided by each sensor, (B) the value of that information relative to current contextual factors (e.g. task, environment, operating protocols, etc.), and (C) the current consequences associated with the overall decision.
The range of existing methods for integrating consequence is quite broad (c.f. Xiong and Svensson 2002) ; however the HAI problem space is not immediately amenable to them. This would be particularly true when the human is treated as a privileged class among a varied array of sensor types. Incorporating consequence-based privilege for all sensor inputs was expected to enable principled biasing of human-autonomy decisions to better achieve desired outcomes within shifting risk/reward contexts. Further, the ability to differentially privilege information sources at different times was expected to enable custom designation of sparse influences on decisions, such as those that do not necessarily have linearly evolving temporal dynamics, but remain critically important. Examples of such variables include qualitatively different rules, known safety limits, and discrete emotional states. Within the military, for instance, current doctrine dictates that whenever the decision to use lethal force will be made, a human must be the agent to make that decision; through consequence-based privilege, the PSF can provide a means to dynamically integrate such information. We hypothesised that, as compared with standard data fusion techniques, the combined influence of confidence and consequence would enable more accurate performance under constraints of simultaneous objectives (e.g. accuracy versus throughput).
Consider, for example, a notional consequence-based privilege scheme for a visual target recognition task (Figure 2 ). This task is similar to that of Sajda et al. (2010) , wherein a human subject matter expert (SME) worked with a computer vision (CV) based autonomy to jointly label targets and non-targets in a large sequence of images. For this example, it was assumed that the superior semantic reasoning capabilities of the human would enable more accurate image classification than the autonomy. However, there would also be a cost in that the human would process images at a much slower rate. Likening this example to a broad-area search task, within which images of high consequence occur at a much lower frequency than low-consequence images (perhaps a 10%-90% ratio), then an optimal strategy would be to assign the majority of image processing to the faster autonomy, especially if maximising throughput would be a performance objective. Thus, the human privilege would be high for high-consequence images or situations and low otherwise. The autonomy, on the other hand, would have a constant privilege that is relatively high, but would still be lower than the highest privilege for the human. The optimal result of this would then be that the human would process the 10% of the images that are in the high-consequence category and the autonomous system, which would be more highly privileged for low-consequence images, would process the remaining 90%. Ideally, application of the principle of consequence in this manner would preserve system accuracy, especially for high-consequence images, while optimising throughput by routing the minimum necessary images to the human.
The principle of multiscale integration
The third principle states that the influence of privilege should be appropriately propagated through decision levels that represent multiple measurement and performance scales. Human-autonomy systems' data are inherently multiscale with respect to time, dimension, and sensor or actuator modality. An optimal decision architecture must be able to integrate information across these multiple scales in a rigorous and consistent manner. The principle of multiscale integration is essential for applying the same sensor fusion framework at multiple levels, whether combining estimates from a group of individual sensor inputs or from multiple agents to arrive at a robust and contextually appropriate decision. While the first two principles were based in familiar concepts from decision theory and control systems engineering, casting confidence and consequence within a framework aimed at integration across multiple scales constitutes a novel contribution. Though the individual principles of the PSF are rooted in existing science, it is their combination under a singular conceptual framework that is specifically designed for HAI that is unique. The principle of multi-scale integration was considered essential for enabling the application of the same sensor fusion framework at multiple levels; whether determining a combined estimate from a group of individual sensors or, instead, combining inputs from multiple agents, each of which were themselves complex systems.
Extant research has provided methods for multi-sensor fusion across disparate data modalities, such as the Kalman Filter (Roumeliotis and Bekey 2000) . However, most current approaches have not efficiently harnessed the information available within multiscale data typical of human-autonomy systems, but instead have tended to apply static weights or allocate limited responsibilities to individual sensors and agents in an effort to maintain low-dimensionality problem and solution spaces. As a result, these models have tended to only be reliable and efficient within highly-structured and well-defined environments.
It is unlikely that a generalised, closed-form solution may be derived for all combinations of agents and environments and their dynamics (Cummings 2014; Cummings and Clare 2015) , but there is no evidence to suggest that the only way to respond to such challenges is to continually build more and more custom solutions. Alternative approaches may provide a broad framework for general application of guiding principles. For example, researchers have recently been developing Bayesian (Moldovan and Abbeel, 2012) and Fuzzy Logic (Lin, Chang, and Lin, 2014) approaches for autonomous systems in order to expand the operational envelopes for such models into more dynamic, unstructured environments. Moreover, preliminary results from our research have demonstrated that such approaches can successfully harness the full informational value in complex, multiscale data (Kan et al., 2012; Mehta et al., 2012; MacKunis et al., 2012) .
Beyond the generalised challenges of multiscale data, integrating human inputs in a manner that reliably enhances overall performance has its own specific challenges. Currently, only a fraction of existing human state and performance information is available for integration into control system approaches. The most common ways in which human inputs have been integrated have either involved seeking overt decisions, such as a forcedchoice response to specific queries Baur 2003a, 2003b; Côt e et al. 2012) , or through a constrained task handoff in cases either where a human could provide a net benefit to system performance or must, by doctrine or policy, be the final decision arbiter (Sellner et al. 2006; Zieba, Polet, and Vanderhaegen 2011; Lewis, Tastan, and Sukthankar 2013) . However, these methods have all employed low-dimensional indicators of a very high-dimensional set of continuously interacting physical, physiological, psychological, and environmental influences (Turvey, Fitch, and Tuller 1982) . To better leverage human-sensed data, overt decisions must be supplemented with observations of lower level signals from physical and physiological-based sensing and inference. In so doing, inferences can be drawn regarding human processes that unfold across multiple time scales, ranging from short-term behaviours and decisions to longer-term state changes (e.g. onset of fatigue, development of expertise).
Because the PSF was conceived to integrate data from both biological (human) and nonbiological (physical sensors) sources, each of which were anticipated to vary in reliability and utility across time and context, there was a fundamental need to account for and integrate as much knowledge as is available (or calculable) about these multi-scale dynamics. However, though it is well understood that a given piece of information will have an associated time constant that is applicable when making a local decision, such time variability has not usually been considered or, rather, has ended up being discarded once the decision was made. As such, the question of how to rigorously apply a common approach to the integration of disparate pieces of information across multiple, recursive decision levels continues to be poorly understood. Here, then, the PSF was designed as recursive so that decisions made at lower levels (e.g. individual sensors) would contain and carry forward information regarding the value and its associated uncertainty (principles 1 and 2) as well as the dynamics of that decision as a function of time (or other scales, such as space, task, or sensor/actuator modality). In this manner, the privilege of information remained valued appropriately as it propagated from the lowest level sensor data up through the highest level and into the end outcome. Figure 3 shows one of many possible instantiations of the PSF in a generic humanautonomy system. In this system, information is envisioned to be passed to both a human and an autonomous system in parallel, but different sensor types would provide semiredundant information specifying a decision at each level. High-level decision information, mid-level processing information, and low-level sensor information are imagined to be available to PSMs that integrate the data based on known constraints at each level. For instance, the human availability for performing the task would define a time-scale constraint different from that of an autonomy and this difference could be accounted for by an appropriately specified multi-scale gain for time (d t ). The information from the lowerlevel human sensors would be integrated into an output that would then propagate to a mid-level processing stage. The inputs at this mid-level, the 'human decision' and 'autonomy decision', would be integrated based on an estimated consequence function (r) specifying how inputs should be treated differentially based on expected or desired outcome. The outputs from this mid-level would then propagate to a final overall joint decision stage. At each level, decisions are envisioned to be weighted by online estimates of confidence (s) to enable appropriate use of sensors and agents that have dynamically-varying reliability. In the event that multiple human-autonomy systems were situated in an even higher level network, this top-most level could propagate forward again, perhaps to coordinate disparate and broadly distributed multi-agent teams.
Privileged sensing models
The three principles of the PSF do not inherently implicate a particular, generalised model for all human-autonomy systems. Instead, the PSF has been defined as a highly flexible Figure 3 . Example of a generic human-autonomy system for information processing, based on the principles of the PSF. Information is passed to both a human and an autonomous system in parallel, but different sensor types provide semi-redundant information specifying a decision at each level. PSMs are implemented at points where integration across multiple sensors is necessary and these models are enabled with weights based on information regarding confidence (s), consequence (r), and multiscale dynamics (d).
framework that allows any number of system configurations. As a result, a specific PSM must be defined and instantiated in order to apply the framework (c.f. human decision and overall decision polygons in Figure 3 ). Our initial proof-of-concept implementation used a weighted sum (modified proportional gain) model (Astr€ om and Murray 2010) to integrate information specifying confidence, consequence, and multi-scale dynamics. Importantly, any number of data fusion models, including Dempster-Shafer, Bayesian, or Fuzzy models could have served as the underlying PSM, the weighted sum approach was chosen for simplicity.
The weighted sum PSM shown in Equation (1), represents a generic output, or decision (x k i ), at time step (i) and recursion level (k) as the product of the privilege (G kÀ1 i;j ) and the input (x kÀ1 i;j ) summed over all j possible sensors from the prior (k -1) recursion level. Importantly, both the inputs and outputs represented here, could represent inputs and outputs of individual sensors or individual agents depending on the situation.
In this PSM, privilege (G k Þ was defined as a mathematical amalgam for weighting each input in order to arbitrate the integration of information from multiple sensors and agents across multiple recursion levels. Equation (2) shows privilege from a particular recursive level (G k Þ as a product of gains representing the individual underlying influences per time step and sensor: confidence (g s i;j ), consequence (g r i;j ), and multiscale dynamics (g d i;j ). An empirically modeled gain (g m i;j ) was also included to account for differences across the sensors. The use of this modelled gain enabled the integration of multiple sensors of the same type with varying responsiveness for the given task as well as different baselines for the relative predictive value of each input at each recursion level.
Note that none of the gains that represented privilege (g s i;j ; g r i;j ; g d i;j ) were necessarily static across time step (i), thus allowing for temporal dynamics to be integrated into the estimation of privilege. The recursive nature of this particular PSM also allowed for multiscale dynamics across distinct decision levels, each with different inputs, outputs, and dynamics.
Empirical examination through proof-of-concept simulations
This section describes a series of empirical simulations that used the PSM described above to demonstrate how systematic application of the three principles of privileged sensing (confidence, consequence, and multiscale integration) enabled a multi-level humanautonomy system to yield superior performance to either the human or autonomous agent in isolation while preserving the speed benefits of leveraging an autonomous system. These simulations aimed to show how application of the principle of confidence would result in decreased image labelling error, while application of the principle of consequence would result in increased image throughput as compared with either a human alone or with confidence-weighting only. Moreover, the simulations aimed to demonstrate the potential advantages of integrating specific knowledge of human characteristics, such as differential expertise. Our intention was to show how human agents may be better integrated through dynamic privileging rather than static control logic and, importantly, how this approach could potentially enable targeted application of human strength where it is most needed while saving the human resource from tasks that might otherwise be distracting or even detrimental to overall performance. It is important to note that, despite the human-autonomy interactions being simulated as if working in parallel, all decisions from the human and autonomous agents were taken directly from actual empirical observations of their respective independent performance on the chosen task.
General experimental methodology
To ground this theoretical investigation in terms of real-world utility, all simulations were built on actual experimental data from a rapid target identification and image labelling task that was performed by a set of humans and then independently by a CV-based autonomy. The specific task used the rapid serial visual presentation (RSVP) paradigm, which was originally used in the late 1970s and early 1980s to enable study of the speed of processing and memory recall for visually-presented images (Intraub, 1981) . Later, it was shown that RSVP could be combined with analysis of event-related potentials from the human cerebral cortex in order to ascertain very precise estimates of human visual processing times (Thorpe, Fize, and Marlot, 1996) and the brain imaging method was subsequently coupled with CV systems to enable rapid image triage applications (Gerson, Parra, and Sajda 2006) . Our simulations were thus built on this research; specifically, to use the PSF to demonstrate enhanced joint performance of a human-autonomy rapid target identification and image labelling system. The human data for the simulations were based on behavioural and physiological observations from a recent RSVP study (Touryan et al. 2013 ) and the autonomy data were obtained using an established CV algorithm, the Transductive Annotation by Graph (TAG) system (Wang and Chang 2008) . The exact same images were seen by both human and CV agents. The following sections contain general methodology for generating the data that underlies all three simulation experiments. Methods specific to each experiment are presented in their corresponding sections.
Human data Subjects (n = 17) performed an RSVP task in which they attempted to identify and label sparse target images within a continuous stream of target and non-target images presented at 4.5 Hz. All subjects voluntarily provided their informed consent prior to participation and all experimental procedures were in compliance with federal and Army regulations for the protection of human subjects (U.S. Department of the Army 1990; U.S Department of Defense Office of the Secretary of Defense 1999), as verified by the Army Research Laboratory Institutional Review Board.
The RSVP task consisted of the serial presentation of colour photographs of indoor and outdoor scenes at a rate of 4.5 Hz. Participants were instructed to press a button when they saw a target image, and electrophysiological recordings of brain activity (EEG) were digitally sampled at 1024 Hz from 256 scalp electrodes using a BioSemi Active Two system (Amsterdam, Netherlands). Three existing neural classification algorithms [denoted in the following as hierarchical discriminant component analysis ('HDCA'), 'XDAWN + BDLA', and Common Spatial Patterns ('CSP')] were trained to classify target from non-target images based on the neural response to each image. Each neural classifier output and button press data provided a final score for each image and that score translated into a label of 'target' or 'non-target'. A higher score indicated that the image was likely to contain a target object, while a lower score indicated a non-target image. A more detailed description of the experimental protocols and subsequent results is available in Appendix 1 and in (Touryan et al. 2013 (Touryan et al. , 2014 .
Autonomy data
The autonomous system used in these simulations was based on a probabilistic CV classifier designed to estimate the chance that a specific image contained a target object based on a limited number of labelled bounding boxes drawn around target and non-target objects. Similar to the RSVP classifiers, the CV system provided a final score between 0 and 1 for each image. A score closer to 1 indicated that the image was likely to contain a target object, while a score closer to 0 indicated a non-target image. To identify an appropriate threshold for discriminating targets from non-targets, CV scores were generated for two independent data-sets. The training set was used to find a threshold value that maximised the difference between the true positive and false positive rates. The testing set used this threshold to make the final binary decision. Further details regarding the CV classification can be found in the Appendix 2.
Classification and cross-validation
The empirical gains for this PSM were established and cross-validated using standard machine learning approaches. All classifiers and regression models were trained and tested on independent data. Details of this cross-validation procedure are available in Appendix 3.
Simulation Experiment 1: demonstration of confidence

Experiment 1 methods
The principle of confidence states that the privilege of a given sensor must change in proportion to the degree of uncertainty in the data it provides, as estimated using appropriately defined confidence metrics. Thus, the objective for the first simulation experiment was to assess the impact of applying confidence measures on the accuracy of a joint human-autonomy system for image labelling. The first simulation experiment compared the performance of three multi-level human-autonomy systems that either did or did not incorporate a confidence metric for decision making. The first ('baseline') run only used standard weighted sum integration with the modelled gains, g m i;j , to determine decision estimates without varying weights based on confidence (i.e. g s i;j = 1 for all inputs). In the second run, integration was accomplished with confidence measures applied to the same set of inputs and in the third run, confidence measures were applied to both the inputs and the final joint decision output. This simulation experiment used the PSM in Equation (1), with two recursion levels. The system was structured as shown in Figure 4 . First level inputs included the button press scores and three neural classifier outputs, which were combined to produce an overall human decision regarding each image label. On the second recursive level, then, decisions produced by the CV system were combined with the overall human decisions on an image-by-image basis, thus producing a final joint system decision for each image label. Regardless of input type or level, all of the decisions (x i ) were discretised as follows. The thresholding procedure (see Appendix 1) was applied to each score within subjects and when output scores exceeded the threshold, the target was classified as present (x i,j = 1), otherwise it was classified as not present (x i,j = ¡1) and the image was labelled accordingly. For all simulations in this first investigation, the gains for the components of privilege not reflecting confidence, including consequence (g r i;j ) and multiscale dynamics (g d i;j ), were held at a value of 1. At both recursive levels, logistic regression was used to set the modelled gains (g m i;j ), with ground-truthed image data labels serving as the training set for establishing the appropriate values within the cross-validation sequence described in Appendix 3 (Table 1) .
Confidence measure determination. Confidence measures were calculated on the output at each level and propagated forward for use in the weighted summation at the subsequent Figure 4 . The simulated human-autonomy system used to examine hierarchical sensor integration with and without inclusion of confidence estimation (s). Two instantiated PSMs (pointed polygons) were included in a hierarchical structure, the first to integrate multi-sensor information into an overall human decision and the second to generate a final decision by integrating the human output with the CV output. Given the six different conditions (see Appendix 1) involving different possible target objects, only one CV was ever used for a given condition. The enumerated star indicates that the autonomy decision was always taken from the CV trained to recognise a specific target object.
level. Confidence values were also calculated in a manner specific to each input at each level. For images near in time to the button press responses, button press confidence values were calculated for each image using a subject-specific probability distribution function that was based on the within-subject responses in a training set of images 2 . Outputs from the three neural classifiers and the CV system, on the other hand, were assigned confidence values based on Equation (3), which compared the value of each score to a previously-determined threshold that distinguished target and non-target designations for that measure.
This metric treated scores further from the threshold as high confidence and those near the threshold as low confidence. The resulting value was directly used as the confidence gain ( g s i;j ¼ cf ) in Equation (2) and then propagated to Equation (1). The result was a continuously-distributed set of values across images that represented the privilegeweighted decisions from each input modality as well as the output from each of the human and autonomous agents at each recursion level.
Experiment 1 results: confidence improved joint decisions
The primary finding from this experiment was that the inclusion of this confidence estimator improved the overall performance of the joint human-autonomy system for rapid image classification ( Figure 5 ). Performance was quantified using the area (Az) under the receiver operating characteristic (ROC) curve, which characterises the performance of a binary classifier as a function of the ratio of the true positive rate to the false positive rate. A two-way ANOVA produced a significant main effect indicating that the inclusion of confidence had a significant effect on performance (F(3, 64) = 65.34, p < 0.01). Multiple comparisons using the Tukey-Kramer method revealed that that inclusion of confidence at the different recursive levels improved the accuracy of the overall human-autonomy system, but not for the human decision alone. The average human decision (level 1) Az was 0.7047 § 0.04 and 0.7355 § 0.04 for no confidence and confidence conditions, 
respectively. The average joint decision (level 2) Az was 0.6667 § 0.04 and 0.8189 § 0.02 for no confidence and confidence conditions, respectively. For greater details on the impact of confidence, accuracy at each level was separated into low, medium, and high confidence ranges. Because of how confidence was defined, the absolute value of any individual score was only meaningful relative to the observed range within a given input source or measure. As such, the specific criteria for discerning confidence levels as low, medium, or high varied based on the distribution of values produced by each data source. To the extent possible, data sources of a similar nature used common values; for instance, medium confidence for all neural classifier data (HDCA, XD+BDLA, and CSP) was defined on the interval between 0.08 and 0.22 with scores below that range labelled as low confidence and scores above labelled as high confidence. Generally, empirically determined cut-off percentiles were used within measures to distinguish confidence levels (e.g. 25th, 50th, and 85th percentile boundaries). Confidence estimates for button press scores were not defined in this manner because the large majority of images were non-targets for which an accurate response was to not press the button, and these non-button presses were not amenable to confidence estimation. Figure 5 . The effect of confidence on area under the ROC curve (Az) for the overall human decision, CV decision, and joint human-CV decision (Simulation Experiment 1). The data are represented as standard box-and-whisker plots with the boxes showing the extent of the data between the 25th and 75th quartiles. The horizontal line in the box shows the mean, the cross represents the median, and dots indicate outliers. The whiskers extend to 1.5 times the interquartile range. NC represents data that did not include confidence when reaching a combined decision, and C represents data that did include confidence when reaching a joint decision. Figure 6 shows that each neural classifier produced decisions within low, medium, and high confidence categories, although there was significant cross-classifier variation in the degree of decision certainty. This cross-classifier difference was validated by observation of a significant two-way interaction in a 3 (classifier) £ 3 (confidence level) ANOVA (F (4, 152) = 41.05, p < 0.01). While there was a significant interaction indicating a different effect of confidence across the three classifiers, within individual classifiers higher confidence decisions had higher accuracy. However, the percentage of decisions that were high-confidence varied by classifier. The top panels of Figure 6 show the number of decisions that were classified within each of these confidence categories as the percentage of total decisions from that classifier.
Of the three neural classifiers, XD+BDLA provided the highest performance and the highest confidence, making nearly 50% of all of its decisions with high confidence. Figure 6 . Area under the ROC curve (Az) for the decision components, including button press (Btn), three neural classifiers (HDCA, XD+BDLA, and CSP), and the overall, confidence-weighted human decision (Simulation Experiment 1). L, M, and H represent data from low, medium, and high confidence decisions, respectively, and the associated bar graphs to the top show the relative amount of data in each of these categories for each classifier.
CSP and HDCA showed an opposite trend with most decisions being made with low and medium confidence and only a relatively small number with high confidence. Comparison of the individual classifier decision with the overall human decision revealed that XD +BDLA was likely driving the overall human decision. A one-way ANOVA indicated significant differences between the overall human decision, button press, and the three individual classifiers (F(4, 80) = 17.03, p < 0.01). Multiple comparisons using the TukeyKramer method revealed that both the overall human decision and the XD+BDLA classifier were different from the other inputs (button press, HDCA, and CSP), but were not significantly different from one another. Further validating this conclusion, we observed that the modelled gains (g m i;j ) for the XD+BDLA averaged 0.44 while gains for the button press, HDCA, and CSP inputs were 0.15, 0.21, and 0.17, respectively; meaning that the one classifier accounted for over 40% of the prediction of the level 1 human decision. Figure 7 shows the accuracy for both the inputs and the outputs for the second level, where the overall human decisions were integrated with CV system outputs to produce joint human-autonomy decisions regarding the image labels. Consistent with the results shown in Figure 6 , there was a general improvement in decision accuracy when confidence was included, as shown for both the human and joint decisions with a significant main effect observed for the inclusion of confidence in a 2 (Human/Joint) x 2 (No Confidence/Confidence) ANOVA (F(1, 67) = 100.17, p < 0.01). We also observed an interaction that indicated that the impact of confidence weighting was much greater for the overall joint decision than it was for the human-only decision (F(1, 67) = 44.12, p < 0.01), further validating the improvement due to shared human-autonomy decision making rather than relying only on one agent or the other.
Simulation Experiment 2: demonstration of consequence
Experiment 2 methods
According to the principle of consequence, the privilege of a given sensor (or agent) must change according to the likelihood that the information it provides will lead to a prescribed outcome (or reward). Therefore, the objective of the second set of simulations was to assess the added value of consequence-based privilege within a model that already leveraged confidence metrics. For this simulation experiment, it was assumed that the superior semantic reasoning capabilities of the human would enable more accurate target identification and image labelling than the CV. However, it was also expected that the human would process images at a much slower rate. For this experiment, we considered a scenario wherein the set of images to be classified were provided by a variety of sensors in multiple physical locations, and some sensors were known to be in areas of critical importance (e.g. where a mistake might be much more costly). Thus there is an increased need for correct labelling of the images derived from the sensors providing images of these critical areas. We assumed that these high consequence images would occur much less often than low-consequence images. Thus, in this scenario, the ideal result would be that the human would process the images in the high-consequence category, while the autonomous system would process the remaining low consequence images. This is analogous to circumstances involving a mixture of high-and low-criticality decisions wherein there would be a strong preference to leverage the human strength for the high-criticality decisions or actions without incurring the potentially detrimental effects of increased workload involved with also processing the low-criticality decisions or actions (i.e. increased distraction or fatigue).
For this simulation experiment, the PSM was formulated with three levels of privilegebased weighting (see Figure 8 ). The first level PSM was used for consequence-weighted image prioritisation based on CV decisions, which were then passed to a second level PSM for integration with the human decision. As with Simulation Experiment 1, the human decision was based on a fusion of three neural classifier outputs and button press responses. A total of 18 simulations were conducted to explore the ability of the PSM to Figure 7 . Area under the ROC curve (Az) for the second-level decision components, including the human, CV, and joint decisions (Simulation Experiment 1). NC represents no confidence, C represents confidence, and L, M, H indicate low, medium, and high confidence score bins, respectively. The associated bar graphs to the top show the relative amount of data in each of these bins for each decision component.
use estimated consequence to prioritise accuracy for a specified high-consequence subset of the full image/object database. For the main experimental manipulation, the set of target images in the database was divided into high-and low-consequence subsets. For these simulations, correctly labelling a high-consequence image resulted in a score of 10 points, correctly labelling a low-consequence image was worth 1 point, and incorrect labels were worth nothing (zero points). Three data-sets were effectively created by varying the proportion of targets labelled as high-consequence (1/6, 1/3, and 1/2).
In addition to the high/low consequence mixture, the impact of imperfectly estimated consequence, as would likely be an issue in more realistic scenarios, was also examined. Therefore, estimated consequence labels were perturbed by incorrectly labelling a randomly chosen 1%, 36%, or 72% of the high consequence images in each data-set. Note that these erroneous consequence labels were only used for image prioritisation during the simulation runs. The performance scores were based on the original non-erroneous (actual) consequence labels assigned to each image. Finally, the different processing speeds of human and computer classification systems were also explicitly incorporated in this PSF-based human-automation system. Experimental results in this paradigm have shown that humans can classify a new image approximately every 200 ms, while the CV system can conservatively label images in less than 2 ms. Based on this a priori knowledge, in this simulation experiment, a new image was assessed by the CV system at each time step while the human only processed an image every 100 th time step. Simulation runs in this second experiment proceeded as shown in Figure 8 . During each iteration of each simulation run, a randomly selected image was presented to the Figure 8 . The human-autonomy system that was implemented to examine hierarchical sensor integration image data with and without inclusion of consequence estimates (r). Images were first presented to a CV that provided an initial label and confidence estimation. Images with confidence less than 0.9 were then presented to the human in a prioritised order based on confidence and assigned consequence. Because of the slower processing of the human, images were held in the queue until the human was available, which occurred once every 100 time-steps. The final database comprised images labelled by the CV with high confidence and those jointly labelled by the human and the CV.
appropriate CV, resulting in a score indicating the likelihood of the image being a target or a non-target. Confidence values were then computed based on the CV output (Equation (3)) and if the confidence score was 0.9 or greater, the image was marked as labelled and not processed further. However, if confidence was below 0.9, then the image was passed to a first level PSM to be prioritised and placed in a queue for human classification. Because the intention of this simulation was to exploit the human accuracy to resolve ambiguities remaining after CV classification, the first level PSM needed to give higher scores to those CV outputs with lower confidence. Thus, the gain used for confidence in Equation (2) was modified such that g s i;j ¼ 1 À cf rather than g s i;j = cf as in the first experiment. Inputs to the first level PSM for prioritisation included the CV decision, the modified confidence, and the 'estimated' consequence for that image. The image was then assigned to a position in a queue for human classification based on the output; higher scores resulted in higher priority and thus greater need for human attention. More precisely, images that were given the highest overall score were those that were high estimated consequence (g r i;j = 10) and low confidence from the CV; when available for the next image, the human always worked on the image with the highest score in the queue.
A second-level PSM was then used to determine a human decision based on the individual button press and neural classifier inputs, exactly the same as the PSM in the confidence simulations done in experiment 1. The outputs of this second level human decision were then integrated with the CV decision by a third-level PSM, also integrating confidence values as in experiment 1. With the human decision integrated, the classification was considered final and the image was labelled as a target or non-target and then removed from the pool of images to be labelled. This process proceeded until all images were labelled by the CV alone or jointly by the human and CV.
Experiment 2 results: consequence improved throughput and preferentially preserved performance on high-consequence targets Results of this experiment provided evidence that use of consequence information improved joint human-autonomy performance through better management of the speed-accuracy trade-off. Using consequence and confidence information to prioritise the order in which images were classified by the humans led to a more rapid, accurate classification of the high-consequence images followed by a slower classification of the low-consequence images. These results were primarily based on a timeresolved performance score for each simulation run. These time-resolved scores for individual simulation runs were determined by the area under the curve (AUC) for normalised score-time curves. The normalised score-time curves were generated by cumulatively summing the points achieved for each correct image classification at each time step. Correct high consequence classifications were worth 10 points, correct low consequence classifications were worth 1 point, and there were no penalties or rewards for errors (0 points). Because there were data-sets with different proportions of high versus low consequence images that thus had different maximum possible scores, score-time curves were normalised to represent the cumulative proportion of the maximum possible score achieved for each data-set. The normalised score-time curves are shown in the first panel of Figure 9 . For the defined AUC measure, values closer to 1 indicated more rapid accumulation of score based on correct classifications. To the extent that more high-consequence images were correctly labelled, score accumulated more rapidly than when low-consequence images were correctly labelled. Figure 9 summarises the primary result of this second experiment; that using consequence estimates for image prioritisation enabled more rapid and accurate labelling of the images of greatest importance, even when the consequences estimates were largely erroneous. Statistically, the impact of consequence appeared in two ways. First, there was a clear overall effect where AUC values were greater with the use of estimated consequence information, regardless of how much error was present in the consequence estimates (F(1, 323) = 9484.10, p < 0.001 for the main effect with no significant interaction between use of consequence and percent labelling error). However, a significant interaction was observed between the use of consequence and the percent of high-consequence images in the data-set (F(2, 323) = 164.30, p < 0.001) and this showed that when consequence was used, AUC values increased as the proportion of high-consequence images in the data-set decreased. This finding was expected given that the high-consequence images were preferentially processed by the humans and therefore the greater number of images that required human attention resulted in slower overall performance.
Closer examination of the normalised score-time curves reveals the potential importance of this consequence-based weighting. Consider the point at which each curve reached a normalised score of 0.8 (elbows in the lines of the first panel of Figure 9 ), which means that 80% of the maximum possible score was achieved in each data-set. Even when half of the images were labelled high-consequence (and thus required human assessment), accurate classification of the high consequence subset was achieved in nearly half the time Figure 9 . Results of the second simulation experiment. The left panel shows the normalised score-time curves for each of the six simulation conditions that used the data-set with 1% erroneous consequence labels. The panel on the right provides AUC values calculated for all 18 simulation conditions with error bars representing variance for simulation runs using the data from each of the 17 human subjects who performed the RSVP task.
required for the system that did not use consequence estimates (Figure 9 , first panel, purple versus cyan lines).
Simulation Experiment 3: demonstration of multiscale integration
Experiment 3 methods
The third principle of privileged sensing states that the influence of privilege should be appropriately propagated through or integrated across decision levels that represent multiple measurement and performance scales, each of which may have dramatically different dynamics from the others (e.g. across time, space, task, or sensor/actuator modality). An example of this was implemented in the second simulation experiment, where the simulations accounted for 100:1 difference in performance speed between the CV and human system. However, there are influences that operate different scales. The second simulation experiment provided an example of influences of different time scales. In other situations, we know that there may be differential influences across measurement modality. For instance, the first simulation experiment demonstrated that there was complementary information available in the human button response and neural classifiers that could be combined to improve image labelling performance. More to the point, both the button press and neural classifiers provided partially redundant information and those parts that did index the same phenomena (e.g. the decision) were indexed at different levels of precision and timing with respect to the event. The objective of this final set of simulations was to demonstrate the value of using information about the influence of performance scales. In particular, this experiment assessed the effect of using information about differing levels of operator skill in conjunction with the individual operator decisions to reach a final decision on each image classification. The simulations for this third experiment exploited a skill differential that happened to exist between two of the 17 human subjects; one was better at labelling chairs and the other was better at labelling stairs within the image dataset. Because this was not a generalised difference within the overall data-set, but instead were individual cases, these last simulations were treated as a case study and the results were examined qualitatively. Figure 10 shows a diagram of the simulated system that integrated decisions from the CV system with those made independently by two human agents with differential skill. First, as with experiment 2, the CV system labelled each image and then output scores that indicated an estimated target class; images with confidence lower than 0.9 were passed on to two different queues, one for each of the human agents. Two first-level PSMs differentially prioritised the images for the two human agents, each of whom performed better with different target classes. Human A was particularly adept at identifying chairs as targets while human B showed superior performance when labelling stairs. In both cases, the humans were average performers for all other target classes. Images were prioritised based on the known target of interest for the current image set and the a priori knowledge of which human was a superior performer for each class. This was achieved by setting the multiscale gain such that g d i;j = 5 when there was a match between the humans expertise and target image class and, g d i;j = 1 when there was not. As a result, the human agents labeled images for which they showed higher skill before images for which they were only an average performer. Once a target was classified by either human, it was marked as labelled and then removed from both queues.
Experiment 3 results: using the multiscale gain to account for differences across a scale of 'expertise' led to further improvements in the speed of accurate target classification Figure 11 illustrates the outcome of these case study simulation runs using normalised score-time curves similar to those in Simulation Experiment 2. Here, the data show the progressive improvements in system throughput due to the inclusion of the three different principles of privileged sensing. While the human performance (green line) without any particular weighting was more accurate than that of the CV (purple line), as shown by the greater total score, it was also considerably slower by several orders of magnitude. Use of confidence information reduced the number of images requiring human processing by not showing either human any of the images with confidence greater than 0.9 (black line). When consequence information was included, as was seen in experiment 2, throughput improved such that, both independently and in combination, humans reached comparable accuracy levels as the confidence-weighting only, but in approximately half the time (pink, cyan, red lines). Finally, appropriate prioritisation based on all three privileged sensing principles (confidence, consequence, and multiscale dynamics) similarly preserved the human accuracy levels, but increased speed of processing by yet another factor of about 50% (blue line). Figure 10 . The simulated system that was implemented to facilitate examination of hierarchical sensor integration of confidence (s) weighted data, consequence estimates (r), and multiscale dynamics (d). The images were propagated through the system as in experiment 2, but now including two humans with differential skill with specific object classes. The final labelled database comprised images labelled by the CV with high confidence and those jointly labelled by one of the human agents and the CV.
Discussion
The overall goal of this work was to define the PSF as a conceptual framework for HAI that is aligned with, as well as an evolutionary step beyond, modern approaches to sensor fusion in control systems engineering and to human-centred automation in human factors engineering. The focus of the present paper was to demonstrate how the PSF preserves the human as a primary, critical, and central authority while also enabling detection and mitigation in instances where the human decisions or actions would lead to dysfunction or even catastrophe. Importantly, this evolution was fundamentally enabled by a critical move beyond static bit-wise information fusion towards a novel control systems framework that can account for dynamic interactions among information components that recursively impact the value of that information and yet appropriately propagates into robust overall decisions. As a primary concern herein, the PSF provides an evolved approach to HAI that treats the human as a special class of sensor rather than as the ultimate and absolute command arbiter. It was postulated that by developing an approach to directly account for the unique characteristics and variability of the individual human operator, the reciprocal goals of leveraging the strengths and mitigating the weaknesses of both human and autonomy would be more fully addressed.
The PSF was based on the concept of appropriately 'privileging' information during the process of integration through the use of confidence, consequence, and multiscale Figure 11 . Results from Simulation Experiment 3 involving a special case study of the leveraging of multiscale dynamics representing differential expertise. These score-time curves show the joint system performance involving two different human agents and the CV system. integration as a means of bestowing advantages, special rights, or immunities based on the characteristics of each individual agent, the task context, and/or the performance goals. Through a series of simulation experiments, the PSF significantly improved joint humanautonomy performance without sacrificing the gains to be made from incorporating human strengths. In the first simulation experiment, image labelling error was reduced by approximately 33% when confidence measures were included. In the final two experiments, including consequence and multiscale integration reduced high-consequence image labelling time by approximately 50% as compared with human-only labelling while maintaining the accuracy gain achieved by incorporating confidence.
The instantiations of the PSF described in this paper used simple examples of confidence, consequence, and multiscale integration to illustrate the effectiveness of the framework for the purpose of HAI in a highly constrained simulated task. Complementary studies described below have focused on further developing the three principles of the framework proposed here.
For the principle of confidence, the reliability of each individual labelling decision was quantified by the distance between the classifier score for that trial and the discriminating threshold. Even though this method has been shown to be less than ideal (Platt 2000) , the use of this measure substantially improved the accuracy of the human-autonomy image labelling. In other studies, we have focused on a combination of deepening our understanding of the impact of confidence on human-autonomy performance (A.R. Marathe et al. 2015) , and applying confidence based approaches in novel ways Marathe et al. 2016) or in novel task spaces (Marathe et al. 2017) . In future work, developing more robust confidence measures would likely further enhance the performance gains seen in the experiments described here. There are many potential avenues for developing improved confidence metrics to more precisely index human state variability such as: 1) integrating statistical models based on regular and anomalous patterns in recorded physiological data, 2) developing and refining estimators of global human state such as inferring task attention or subjective workload from eye tracking data, 3) accounting for state drift due to long term factors such as several nights of sleep deprivation relative to the individual's particular circadian rhythm, or 4) comparing the decisions of an individual agent against other members of their team or even against an historic record of their own performance in similar circumstances. For applications in complex, real-world settings, we anticipate that accurate estimators of confidence for particular decision instances (e.g. target versus non-target in a given image) will require a combination of information available in any or all of the approaches above.
Incorporating consequence-based privilege for all sensor inputs was expected to enable a principled biasing of overall human-autonomy decisions to better achieve desired outcomes in dynamic risk/reward contexts. It is likely that, in many real operational situations, inferring consequence will be non-trivial and subject to error. Nevertheless the results of our simulations were encouraging in that they showed that in some circumstances, even inaccurate estimates of consequence added value; here, throughput was improved even when using estimated consequence with relatively high error rates. An even more revolutionary use of consequence is the potential to enable custom designation of sparse influences on decisions, such as those that do not necessarily have linearly evolving temporal dynamics, but remain critically important (e.g. qualitatively different rules, known safety limits, qualitatively different operator or team states and abilities, sudden loss of a functional option in the autonomous asset). The third simulation experiment provided a simplified example of how this could be implemented in a customised joint cognitive system involving multiple human and automated agents, each with different specialisations. Perhaps the most important outcome implied, though not explicitly tested, by our proof-of-concept simulations is that the use of a well-defined consequence-based privilege (Figure 2) can provide a mechanism to target the application of human effort to high-consequence decisions and actions that most demand their intervention (Figure 9 ), and this could minimise downstream effects like distraction or fatigue that would be otherwise incurred due to unnecessary, and perhaps trivial, task demands.
Complementary studies regarding the principle of consequence have largely focused on understanding and predicting human-autonomy interaction behaviours within changing risk/reward contexts. In such a system, consequence plays a critical role by providing a necessary context with which to interpret the interaction behaviours. To study these interaction decisions and the influence of consequence on these decisions, two experiments of human interactions with driving automation were conducted in an immersive, fullmotion simulation environment Gremillion et al. 2016) . Within this environment, we instantiated a PSM that featured a novel consequence-based control system based on ground-truthed conditional error likelihoods per agent to influence future autonomy use decisions. The results of this effort demonstrated that, through the use of consequence, it is possible to anticipate particular interaction behaviours and influence humans towards more optimal choices about automation use in real time . Importantly, this research provides further evidence for the importance of incorporating consequence within a framework governing HAI. Furthermore, these results provide a fertile foundation for the development of enhanced methods to enable better integration of human elements into otherwise fully autonomous systems.
For the principle of multiscale integration, improved performance was achieved in the simulations by using intra-individual skill differentials to prioritise tasking. This was demonstrated by combining information regarding relative skill, which varies on a long timescale, with consequence and confidence measures that varied from trial to trial. Multiscale integration, however, is much broader than incorporating expertise. This principle can also enable the decision architecture to integrate information from multiple sources and multiple modalities in a rigorous and consistent manner. For example, doctrine that is prevalent in many military and civilian domains may be integrated using this principle. Multiscale integration enables the application of the same sensor fusion framework at multiple levels; whether determining a combined estimate from a group of individual sensors or combining inputs from multiple agents, each of which are themselves complex systems, in order to arrive at a robust and contextually-appropriate decision.
In complementary studies, the inclusion of multiscale integration enabled improved performance in a variety of application spaces. Multiscale integration augmented traditional automated path planning algorithms with human inputs to enable the system to rapidly adapt to changing conditions (Mehta et al. 2015; McCourt et al. 2016) . Additionally, the integration of human and autonomous inputs, using the concepts of consequence and confidence, significantly improved both speed and accuracy of decisions within a command and control task ). Finally, human-autonomy image labelling, as discussed in Simulation Experiment 1, was further improved through the development of novel modifications of Dempster-Shafer Theory (Lee et al. 2016c (Lee et al. , 2016b (Lee et al. , 2016a , novel approaches to transfer learning (Wu, Lance, and Parsons 2013; Wu, Lance, and Lawhern 2014; Wu, Lawhern, and Lance 2015; Waytowich et al. 2016) , and novel approaches to active learning (Wu, Lance, and Lawhern 2014; Marathe et al. 2016) . These initial efforts in the image labelling application space have since enabled the development of a real-time system for image labelling that leverages multiple human and CV systems to decrease the time dedicated by a human operator by a factor of 7 when compared to a human working alone, with nearly the same accuracy .
Overall, these efforts provide further evidence that the incorporation of the principles of the PSF can provide improved performance of joint human-autonomy systems across a wide range of applications. Future efforts will focus on developing novel methods for quantifying confidence and consequence in these and other real-world scenarios, incorporating each of the three principles into the human-autonomy systems, further testing the impact of each of the three principles on human-autonomy system performance, and generalising the framework to accommodate a variety of tasks and scenarios. The inception of a generalisable framework that incorporates dynamic estimates of human capabilities to facilitate and advance human-autonomy interaction, we argue, provides rich opportunity to revolutionise capabilities of multi-agent cooperative teams across a broad range of applications. Notes 1. We refer to the domain of research and development focused on these issues as human-autonomy integration (HAI). Relevant publications may be found under many designations, such as human-computer interaction, human-system integration, human-robot interaction, humanautonomy teaming (and others), however, the intent of designating this work as "humanautonomy integration" is first to emphasize a broad focus on issues that we consider equally applicable to an array of instantiations of autonomy and second, to distinguish our aim as one of integrating dynamically varying human and autonomy inputs rather than looking towards management or facilitation of interactions among static agents. 2. Recall that images were presented at a rate of 4.5 per second, thus assigning a button press (subject to human reaction time (RT)) to a specific image was non-exact. Confidence was thus applied to a range of images near in time to the button press to indicate a likelihood that the response corresponded with each. There was no such probability distribution available for non-responses as there was no button press. Therefore, non-button presses were less wellcharacterized and had no associated confidence values. This meant that scores for nonresponses, indicating the absence of a target, were multiplied by a confidence value of 1. However, this was considered to be appropriate because detections of non-responses were highly accurate, with a very low false positive rate (<2%). 3. The graph used histogram of oriented gradients (Dalal and Triggs 2005) , local binary patterns (Ojala, Pietikainen, and Maenpaa 2002) , SIFT with locality-constrained linear coding (Wang et al. 2010), Gabor (Manjunath and Ma 1996) , colour moments (Yanagawa, Hsu, and Chang 2006) , and edge histogram (Sikora 2001) features. The RSVP task consisted of the serial presentation of colour photographs of indoor and outdoor scenes at a rate of 4.5 Hz. The entire sequence of images was presented in 6 blocks of 3000 image presentations per block. There were five classes of objects that could be designated as a target: stairs, containers, posters, chairs, and doors. Some images contained one or more designated target objects while others did not contain any. Additionally, when a participant searched for one type of object, the other four object classes did not appear in any of the images. The order of the target classes was chosen randomly for each participant during blocks 1-5. However, block 6 always used the same target object as in block 1. Participants were instructed as to which class of objects comprised targets prior to each block of image presentations.
Participants were instructed to press a button when they saw a target image; however the specific image associated with each button press was ambiguous because the duration of image presentation was much shorter than the RT of the average subject (i.e. 221 ms presentation versus 600 ms RT). In order to associate button presses with individual images, we assigned each image a probabilistic score that represented the likelihood that it was associated with a specific button press based on an individualised distribution of RTs obtained using a training set of images (Files and Marathe 2016) .
Electrophysiological recordings of brain activity (EEG) were digitally sampled at 1024 Hz from 256 scalp electrodes using a BioSemi Active Two system (Amsterdam, Netherlands). Using the EEGLAB toolbox (Delorme and Makeig 2004) , the EEG data were re-referenced to the average activity recorded at the mastoids, decimated to 256 Hz, digitally band-pass filtered between 0.5 and 50 Hz, and down-selected to the 64 channels that most closely matched the standard 10-10 EEG electrode arrangement. The data from these 64 channels were then segmented into epochs lasting from 500 ms before to 1000 ms after each image onset and these epoched data served as the inputs to the neural classification algorithms.
Three existing neural classification algorithms were trained to classify target from non-target images based on the neural response to each image. The three classification algorithms are (1) HDCA (Gerson, Parra, and Sajda 2006; Parra et al. 2008; Sajda et al. 2010 ), a two-layer ensemble method that uses linear discriminant classifiers to differentiate targets from non-targets based first on spatial then temporal distribution of neural activity; (2) XDAWN with Bayesian Linear Discriminant Analysis (XD+BLDA), which uses XDAWN spatial filtering to identify a linear combination of the raw neural signals that maximises the signal to noise ratio between targets and non-targets (Rivet et al. 2009; Cecotti et al. 2011 ) and then classifies the filtered signals using BLDA; and (3) Common Spatial Patterns (CSP), another spatial filtering method that identifies linear combinations of the neural signals that maximise the variance between the target and non-target responses (Ramoser, Muller-Gerking, and Pfurtscheller 2000) which were classified using BLDA.
Each classifier provided a final score for each image. A higher score indicated that the image was likely to contain a target object, while a lower score indicated a non-target image. Because the score was not a binary value, a threshold was used to divide the continuous values into the two categories. To identify an appropriate threshold for discriminating targets from non-targets, scores were generated for two independent data-sets. The training set was used to find the threshold value that maximised the difference between the true positive and false positive rates. The testing set used this threshold to make the
