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1. Introduction
Introduced in theHardy–Littlewood–Pólya’s famousbook Inequalities [4, p. 45],majorization theory
has become a rich research area itself. The recent Marshall–Olkin–Arnold monograph Inequalities:
Theory of Majorization and Its Applications [9] provides a comprehensive and up-to-date survey of the
subject [11]. The goal of this paper is threefold: to add new results of majorization on real vectors to
the family of inequalities; to apply these results to derive some inequalities concerning matrices; and
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to present majorization inequalities of Hermitian positive semidefinite matrices which result in some
recently published work.
Let x = (x1, x2, . . . , xn) ∈ Rn (the space of n-tuples of real numbers). We rearrange the compo-
nents of x in decreasing order x
↓
1  x
↓
2  · · ·  x↓n ; that is, xi is the ith component of x and x↓i is the ith
largest component of x. We denote x↓ = (x↓1 , x↓2 , . . . , x↓n ). Similarly, we write x↑ = (x↑1 , x↑2 , . . . , x↑n ),
where x
↑
1  x
↑
2  · · ·  x↑n are the components x1, x2, . . . , xn of x rearranged in increasing order. It
is readily seen that x
↑
i = x↓n−i+1 for i = 1, 2, . . . , n.
Let x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) be inRn. If
k∑
i=1
x
↓
i 
k∑
i=1
y
↓
i , k = 1, 2, . . . , n,
we say that x is weakly majorized by y, written as x ≺w y. If x ≺w y and ∑ni=1 xi =
∑n
i=1 yi, then
x is majorized by y, denoted by x ≺ y. Obviously, x  y (componentwise) ⇒ x ≺w y; moreover,
(x + y)↓ ≺ x↓ + y↓ (see, e.g., [9, p. 224]). Note that the down arrow “↓” on the left hand side has no
effect on the majorization; it makes, however, the inequality look “better”.
Let x, y ∈ Rn anddenote the componentwiseproduct of x and yby x◦y, i.e., x◦y = (x1y1, x2y2, . . . ,
xnyn). Let R
n+ be the convex cone of n-tuples having nonnegative components. For x, y ∈ Rn+, if∏k
i=1 x
↓
i 
∏k
i=1 y
↓
i for k = 1, 2, . . . , n, we say that x isweakly log-majorized by y andwrite x ≺wlog y.
If, in addition,
∏n
i=1 x
↓
i =
∏n
i=1 y
↓
i , we say that x is log-majorized by y and denote x ≺log y. It is known
that (weak) log-majorization implies weak majorization.
For x = (x1, x2, . . . , xn) ∈ Rn and a real-valued function f defined on an interval containing all
components of x, we write f (x) = (f (x1), f (x2), . . . , f (xn)). For example, for x = (x1, x2, . . . , xn) ∈
R
n+, xr = (xr1, xr2, . . . , xrn), where r ∈ R is such that all xri , i = 1, 2, . . . , n, are real. Following are
three basic facts.
(m1). x ≺wlog y ⇒ x ≺w y for x, y ∈ Rn+ (see, e.g., [9, p. 168]).
(m2). (x ◦ y)↓ ≺log x↓ ◦ y↓ for x, y ∈ Rn+ (see, e.g., [9, p. 224]).
(m3). x ≺ y ⇒ ex ≺log ey for x, y ∈ Rn (by a simple computation).
For matrices A = (aij) and B = (bij), we denote by A ⊕ B the direct sum of A and B, namely,
A ⊕ B =
[
A
0
0
B
]
; and we write A ◦ B = (aijbij) for the Hadamard (Schur) product of A and Bwhen they
have the same size.
Let Mn be the space of all n-square complex matrices. For any X ∈ Mn, σ(X) denotes the sin-
gular value vector of X where the singular values are arranged in decreasing order; that is, σ(X) =(
σ1(X), σ2(X), . . . , σn(X)
)
with σ1(X)  σ2(X)  · · ·  σn(X); so σ(X) = σ↓(X). For eigenvalues,
let λ(X) = (λ1(X), λ2(X), . . . , λn(X)) be the eigenvalue vector of X . Moreover, the eigenvalues of
a matrix, if all real, are arranged in decreasing order; so λ(X) = λ↓(X). Recall that a singular value
of X is the square root of an eigenvalue of X∗X , where X∗ stands for the transpose conjugate of X .
In symbols, σi(X) = √λi(X∗X) = λ1/2i (X∗X), i = 1, 2, . . . , n, and σ(X) = λ1/2(X∗X). Note that
λk(X) = λ(Xk) while σ k(X) = σ(Xk) in general, where k is a positive integer. Furthermore, if A and
B are m × n and n × m matrices, respectively, then AB and BA have the same nonzero eigenvalues
(including multiplicities). If both A and B are n-square, then λ(AB) = λ(BA). This is a very important
and useful fact. We shall utilize it frequently in the last section.
Therehavebeennumerousmatrix inequalities ofmajorization type.Wesingle out someelementary
and elegant ones; their variations and generalizations may be found in the literature, see, e.g., [1,6,9,
10,12]. Let A, B ∈ Mn. Then
(s1). σ(A + B) ≺w σ(A) + σ(B).
(s2). σ(AB) ≺log σ(A) ◦ σ(B).
(s3). σ(A ◦ B) ≺w σ(A) ◦ σ(B).
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(e1). λ(AB) ≺log λ(A) ◦ λ(B) when A and B are positive semidefinite.
(e2). λ(A) + λ↑(B) ≺ λ(A + B) ≺ λ(A) + λ(B) when A and B are Hermitian.
Note that σ(AB) = λ(AB) in general. In addition, it is tempting to have “≺wlog” or “≺log” in place
of “≺w” in (s3) as in (s2). However, this is not true in general: one may take A = [ 1 11 1
]
and B = [ 1 00 1
]
as a counterexample. Besides, applying (m3) to (e2) yields that for any n-square Hermitian matrices A
and B,
λ(eA) ◦ λ↑(eB) ≺log λ(eA+B) ≺log λ(eA) ◦ λ(eB). (1)
2. Majorization inequalities
Most of majorization inequalities of real vectors are concerned with operations of rearranging
components and the functions that preservemajorization. Convex functions (g onR) andSchur-convex
functions (G on Rn) are two important classes of such functions for which x ≺ y ⇒ g(x) ≺w g(y)
and G(x)  G(y).Majorization inequalities for vectors (which usually come frommatrices) often take
the form (see, e.g., [9, p. 185])
γ ≺ α + β or γ ≺ α ◦ β, α, β, γ ∈ Rn.
Applying g or G, we obtain on the right-hand side g(α +β), g(α ◦β) or G(α +β), G(α ◦β) instead of
g(α) and g(β) or G(α) and G(β). In what follows we give some elementary majorization inequalities
that relate γ to α and β in a separate form, i.e., (α, β). We then apply them to derive inequalities for
matrices.
Theorem 1. Let x1, . . . , xm, x, y1, . . . , ym belong to R
n in (i) and to Rn+ in (ii) and (iii); let r1, . . . , rm
be real numbers in (i) and nonnegative numbers of sum 1 in (ii). Then
(i). If xi ≺ r1y1 + · · · + rmym, i = 1, . . . ,m, then
1
m
(x1, . . . , xm) ≺ (r1y1, . . . , rmym).
In particular, if x ≺ r1y1 + · · · + rmym, then
1
m
(x, . . . , x) ≺ (r1y1, . . . , rmym),
where x appears m times on the left.
(ii). If xi ≺w yr11 ◦ · · · ◦ yrmm , i = 1, . . . ,m, then
1
m
(x1, . . . , xm) ≺w (r1y1, . . . , rmym).
In particular, if x ≺w yr11 ◦ · · · ◦ yrmm , then
1
m
(x, . . . , x) ≺w (r1y1, . . . , rmym),
where x appears m times on the left.
(iii). If xi ≺wlog y1 ◦ · · · ◦ ym, i = 1, . . . ,m, then(
x
1/m
1 , . . . , x
1/m
m
)
≺wlog (y1, . . . , ym).
In particular, if x ≺wlog y1 ◦ · · · ◦ ym, then
(x1/m, . . . , x1/m) ≺wlog (y1, . . . , ym),
where x appears m times on the left.
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Proof. (i). As is known (see, e.g., [9, p. 33] or [5, p. 197]), for α, β ∈ Rn, α ≺ β if and only if α = βS
for some doubly stochastic n-square matrix S.
Now let xi = (r1y1+· · ·+ rmym)Si, where Si is an n-square doubly stochasticmatrix, i = 1, . . . ,m.
Then (x1, . . . , xm) = (r1y1, . . . , rmym)T , where T is an nm-square partitionedmatrix whose ith block
column consists ofm Si’s. Observing that
1
m
T is a doubly stochastic matrix and that 1
m
(x1, . . . , xm) =
(r1y1, . . . , rmym)(
1
m
T), we see that the desired majorization follows.
(ii). Since y
r1
1 ◦· · ·◦yrmm  r1y1+· · ·+rmymwhen r1+· · ·+rm = 1,wehave that xi ≺w yr11 ◦· · ·◦yrmm
implies xi ≺w r1y1 + · · · + rmym. It follows (see, e.g., [9, p. 177, Theorem A.9]) that xi  ui ≺
r1y1+· · ·+rmym for someui ∈ Rn+, i = 1, . . . ,m. By (i),wehave 1m (u1, . . . , um) ≺ (r1y1, . . . , rmym).
Thus
1
m
(x1, . . . , xm) 
1
m
(u1, . . . , um) ≺ (r1y1, . . . , rmym).
Therefore, (ii) is immediate as “” yields “≺w”.
(iii). Since xi ≺wlog y1 ◦ · · · ◦ ym and because zero components have no effect in log-majorization
(of vectors with nonnegative components), without loss of generality, we assume that all components
of xi, x, and yi are positive, i = 1, . . . ,m. From xi ≺wlog y1 ◦ · · · ◦ ym, by taking logarithm, we have
ln xi ≺w ln(y1 ◦ · · · ◦ ym)↓ ≺w ln(y↓1 ◦ · · · ◦ y↓m) = (ln y1)↓ + · · · + (ln ym)↓.
By (i), 1
m
(ln x1, . . . , ln xm) ≺w (ln y1, . . . , ln ym); that is, ln(x1/m1 , . . . , x1/mm )≺w ln(y1, . . . , ym). This
reveals that (x
1/m
1 , . . . , x
1/m
m ) ≺wlog (y1, . . . , ym). 
Remark 1. (i) is equivalent to the statement: If xi ≺ 1m (y1 + · · · + ym), then (x1, . . . , xm) ≺
(y1, . . . , ym). (i) with r’s is needed in the proof of (ii); so we stated it with r’s. In addition, all “≺”
in (i) may be replaced by “≺w”.
The special cases of the above theorem for m = 2 are useful in deriving matrix inequalities. We
state them explicitly with respect to weak majorization for later use and present a direct proof for the
case of addition.
Theorem 2. Let x, y, z ∈ Rn in (a) and x, y, z ∈ Rn+ in (b) and (c).
(a). If x ≺w 12 (y + z), then (x, x) ≺w (y, z).
(b). If x ≺w √y ◦ √z, then (x, x) ≺w (y, z).
(c). If x ≺wlog y ◦ z, then (√x,√x) ≺wlog (y, z), i.e., (x, x) ≺wlog (y2, z2).
Proof. (a). Let u = (x, x) and v = (y, z). We show that∑mi=1 u↓i 
∑m
i=1 v
↓
i for m = 1, 2, . . . , 2n. If
m is even, we writem = 2k, otherwisem = 2k + 1, where k is some nonnegative integer.
Form = 2k, we have
m∑
i=1
u
↓
i = 2
k∑
i=1
x
↓
i 
k∑
i=1
(y + z)↓i 
k∑
i=1
y
↓
i +
k∑
i=1
z
↓
i 
m∑
i=1
v
↓
i .
Form = 2k + 1, we derive
m∑
i=1
u
↓
i =
k+1∑
i=1
x
↓
i +
k∑
i=1
x
↓
i
 1
2
k+1∑
i=1
(y + z)↓i +
1
2
k∑
i=1
(y + z)↓i
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 1
2
⎛
⎝
k+1∑
i=1
y
↓
i +
k+1∑
i=1
z
↓
i
⎞
⎠+ 1
2
⎛
⎝
k∑
i=1
y
↓
i +
k∑
i=1
z
↓
i
⎞
⎠
=
⎛
⎝
k∑
i=1
y
↓
i +
k∑
i=1
z
↓
i
⎞
⎠+ 1
2
(y
↓
k+1 + z↓k+1)

⎛
⎝
k∑
i=1
y
↓
i +
k∑
i=1
z
↓
i
⎞
⎠+ max{y↓k+1, z↓k+1}

m∑
i=1
v
↓
i .
(b). This follows from (a) because
√
y ◦ √z  1
2
(y + z).
(c). This is Theorem 1(iii) whenm = 2. 
Remark 2. Both “≺w” in Theorem 2(a) may be replaced by “≺”.
Remark 3. Note that in the proof of Theorem 2(a), none of (y + z)↓i  y↓i + z↓i , x↓k  12 (y↓k + z↓k ),
x
↓
k  v
↓
k , and
1
2
(y
↓
k+1 + z↓k+1)  v↓2k+1, is true in general.
Remark 4. Theorem2(a) states that 2x ≺ y+z ⇒ (x, x) ≺ (y, z). It is tempting to extend the result to
the form x+α ≺ y+ z ⇒ (x, α) ≺ (y, z). This is false in general as one takes x = (2, 2), α = (0, 0),
and y = z = (1, 1).
Remark 5. The converse of Theorem 2(a) is not true in general. One may take x = (2, 0), y = (2, 2),
and z = (0, 0) as a counterexample.
Remark 6. Let x, y, u, v ∈ Rn. It is known [9, A.7.(ii), p. 173] that x ≺w y and u ≺w v imply
(x, u) ≺w (y, v). Thus, if x ≺w y and x ≺w z, then (x, x) ≺w (y, z). (The converse is not true.) Our
result is a companion of this.
Remark 7. For any x ∈ Rn, if p+q = 2, then x = 1
2
(px+qx) ≺ 1
2
(px+qx), and thus (x, x) ≺ (px, qx).
In particular, (x, x) ≺ (2x, 0).
Remark 8. For any x, y, z ∈ Rn, if x ≺ 1
2
(y + z), then 2x ≺ y + z. So
(x, x) ≺ (2x, 0) ≺ (y + z, 0).
If x, y, z ∈ Rn+ and x ≺ 12 (y + z), then (see, e.g., [1, p. 53])
(x, x) ≺ (y, z) ≺ (y + z, 0).
We point out that the intermediate terms (2x, 0) and (y, z) are not comparable in general. Taking
x = y = z = (1, 1), we see (y, z) ≺ (2x, 0). Setting x = (1, 1, 1), y = (4, 0, 0), z = (2, 0, 0), we
have (2x, 0) ≺ (y, z).
Theorem 3. Let x, y, z ∈ Rn. If x ≺ y↓ − z↑, then
x↓ + z↓ ≺ y↓ + (z↓ − z↑).
Proof. Observe that y
↓
1 − z↑1  y↓2 − z↑2  · · ·  y↓n − z↑n . So the components of y↓ − z↑ are already in
decreasing order, i.e., (y↓ − z↑)↓ = y↓ − z↑. Since u ≺ v ⇒ u↓ +w↓ ≺ v↓ +w↓ for any u, v,w ∈ Rn,
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we have
x↓ + z↓ ≺ (y↓ − z↑)↓ + z↓ = (y↓ − z↑) + z↓ = y↓ + (z↓ − z↑). 
Remark 9. Note that, in general, x ≺ y↓ − z↑ ⇒ x↓ + z↑ ≺ y↓. Take x = z = (6, 1, 0) and
y = (7, 4, 3).
3. Norm, trace, and eigenvalue inequalities
Themajorization inequalities shown in the previous section can generatemanymatrix inequalities.
Here are some exemplary results of interest in themselves.
Theorem 4. Let A and B be n-square complex matrices. Then
(
σ( A+B
2
), σ ( A+B
2
)
) ≺w (σ(A), σ (B)). (2)
(
σ(AB), σ (AB)
) ≺log (σ 2(A), σ 2(B)). (3)
(
σ(A ◦ B), σ (A ◦ B)) ≺w (σ 2(A), σ 2(B)). (4)
Proof. By (s1), (s2), (s3), and Theorem 2, it is sufficient to notice that
σ(A + B) = 2σ ( A+B
2
) ≺w σ(A) + σ(B).
σ (AB) ≺log σ(A) ◦ σ(B) =
√
λ(A∗A) ◦
√
λ(B∗B).
σ (A ◦ B) ≺w σ(A) ◦ σ(B) =
√
λ(A∗A) ◦
√
λ(B∗B). 
Theorem 5. Let A and B be n-square complex matrices. Then for any unitarily invariant norm ‖ · ‖ onM2n
1
2
‖(A + B) ⊕ (A + B)‖  ‖A ⊕ B‖. (5)
‖(AB) ⊕ (AB)‖  ‖A∗A ⊕ B∗B‖. (6)
‖(A ◦ B) ⊕ (A ◦ B)‖  ‖A∗A ⊕ B∗B‖. (7)
Proof. As is known (see, e.g., [9, p. 368] or [5, p. 447]), for X, Y ∈ Mn, σ(X) ≺w σ(Y) if and only if‖X‖  ‖Y‖ for every unitarily invariant norm ‖ · ‖ onMn. Observe that σ(X ⊕ Y) = (σ (X), σ (Y))↓
and “≺log” implies “≺w” in (3). The inequalities (2), (3), and (4) reveal, respectively,
∥∥∥∥∥∥
⎡
⎣
A+B
2
0
0 A+B
2
⎤
⎦
∥∥∥∥∥∥ 
∥∥∥∥∥∥
⎡
⎣ A 0
0 B
⎤
⎦
∥∥∥∥∥∥ ,
∥∥∥∥∥∥
⎡
⎣ AB 0
0 AB
⎤
⎦
∥∥∥∥∥∥ 
∥∥∥∥∥∥
⎡
⎣ A
∗A 0
0 B∗B
⎤
⎦
∥∥∥∥∥∥ ,
and ∥∥∥∥∥∥
⎡
⎣ A ◦ B 0
0 A ◦ B
⎤
⎦
∥∥∥∥∥∥ 
∥∥∥∥∥∥
⎡
⎣ A
∗A 0
0 B∗B
⎤
⎦
∥∥∥∥∥∥ . 
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Remark 10. Inequality (5) has appeared in [1, p. 97, Theorem IV.2.13]. (6) and (7) may be considered
as complementary results to the existing inequality (5).
Theorem 6. Let A and B be n-square Hermitian matrices. Then for any unitarily invariant norm ‖ · ‖ on
M2n
‖A ⊕ A‖  ‖(A + B) ⊕ (A − B)‖. (8)
Proof. Note that 2A = (A + B) + (A − B). By (e2),
2λ(A) ≺ λ(A + B) + λ(A − B).
Applying Theorem 2(a), we have
(λ(A), λ(A)) ≺ (λ(A + B), λ(A − B)).
As x ≺ y ⇒ |x| ≺w |y| (see, e.g., [9, p. 166, Theorem A.1.a]), it follows that
(|λ(A)|, |λ(A)|) ≺w (|λ(A + B)|, |λ(A − B)|).
Equivalently,
(σ (A), σ (A)) ≺w (σ(A + B), σ (A − B)).
That is,
σ(A ⊕ A) ≺w σ ((A + B) ⊕ (A − B)).
The desired inequality (8) follows immediately. 
As special cases of (8), taking B = I, we have for any Hermitian matrix A
‖A ⊕ A‖  ‖(A + I) ⊕ (A − I)‖;
taking A = I, we have for any Hermitian matrix B
‖I2n‖  ‖(B + In) ⊕ (B − In)‖.
Theorem 7. Let A and B be n-square Hermitian matrices. Then
(
λ(e
A+B
2 ), λ(e
A+B
2 )
) ≺log (λ(eA), λ(eB)). (9)
Proof. Since λ(A + B) ≺ λ(A) + λ(B), writing
λ(A + B) = 2λ( A+B
2
) ≺ λ(A) + λ(B)
and using Theorem 2(a), we have
(
λ
( A+B
2
)
, λ
( A+B
2
)) ≺ (λ(A), λ(B)). (10)
Applying (m3) to (10), we obtain
(
eλ(
A+B
2
), eλ(
A+B
2
)
)
≺log (eλ(A), eλ(B)).
Because eλ(H) = λ(eH) for any Hermitian matrix H, we arrive at (9). 
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Note that (9) can also be proven by using Theorem 2(c) to (1).
Theorem 8. Let A and B be n-square complex matrices and denote α = σ(A), β = σ(B), and γ =
σ(A.B), in which A.B stands for AB or A ◦ B. Then
(
g(γ ), g(γ )
) ≺w (g(α2), g(β2)) (11)
for all increasing convex functions g onR (or an interval), and
G(γ, γ )  G(α2, β2) (12)
for all increasing Schur-convex functions onR2n.
Proof. In view of the majorization inequalities in Theorem 4, (11) follows from [9, p. 167, Theorem
A.2(i)] and (12) follows from [9, p. 87, Theorem A.8]. 
Corollary 1. Let A and B be n-square complex matrices and let A.B denote AB or A ◦ B. Then for all p  1
(
σ p(A.B), σ p(A.B)
)
≺w
(
σ 2p(A), σ 2p(B)
)
. (13)
Proof. This is immediate from (11) because g(t) = tp, p  1, is increasing and convex onR+. 
For positive semidefinite matrices A and B, we have
(
λ
( A+B
2
)
, λ
( A+B
2
)) ≺ (λ(A), λ(B)) ≺ (λ(A + B), 0) ≺ (λ(A) + λ(B), 0). (14)
The first “≺” above is (10) (holding for Hermitian matrices). The second “≺” is a known result
(which is only true for positive semidefinite matrices), see, e.g., [9, p. 330]. The third “≺” is immediate
from (e2).
Theorem 9. Let A and B be n-square positive definite matrices. Then
(
λr
( A+B
2
)
, λr
( A+B
2
)) ≺w (λr(A), λr(B)) ≺w (λr(A + B), 0) (15)
for r  0 or r  1. All majorization inequalities are reversed for 0 < r < 1.
Proof. Note that f (t) = tr is convex for r  0 or r  1, and concave (i.e.,−f is convex) for 0 < r < 1
onR+. An application of f to (14) reveals the weak majorizations in (15). 
Similarly, applying f = tr to (e2), we get for positive semidefinite A and B
((
λi(A) + λn−i+1(B))r
)
≺w λr(A + B) ≺w
((
λi(A) + λi(B))r
)
(16)
for r  0 or r  1, with majorization inequalities reversed for 0 < r < 1.
Corollary 2. Let A and B be n-square positive definite matrices. Then
n∑
i=1
1
λi(A) + λn−i+1(B)  tr(A + B)
−1 
n∑
i=1
1
λi(A) + λi(B) .
Proof. This is immediate from (16) by setting r = −1. 
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A trace inequality for positive definite matrices A and B follows from (15):
21−r tr(A + B)r  tr Ar + tr Br
for r  0 or r  1, and the inequality is reversed for 0 < r < 1. One may also obtain this trace
inequality from the fact that if f is a convex function then so is A → tr f (A) for Hermitian A.
Corollary 3. Let X and Y be n-square positive definite matrices. Then
n∑
i=1
λi(X)λn−i+1(Y)
λi(X) + λn−i+1(Y)  tr(X : Y) 
n∑
i=1
λi(X)λi(Y)
λi(X) + λi(Y) ,
where (X : Y) = (X−1 + Y−1)−1 is the parallel sum [2, p. 103] of X and Y.
Proof. This follows from Corollary 2 by letting A = X−1 and B = Y−1. 
4. Partitioned Hermitian matrices
Let H =
[
M K
K∗ N
]
be a partitioned Hermitian matrix, where M and N are both n-square. A theorem
due to Ky Fan (see, e.g., [9, p. 308]) states that
λ(M ⊕ N) ≺ λ(H). (17)
A related result of Rotfel’d and Thompson (see, e.g., [9, p. 330]) states that for n-square positive semi-
definite matricesM and N,
λ(M ⊕ N) ≺ (λ(M + N), 0). (18)
The right hand sides of (17) and (18) are not comparable in general. In their recent article [8],
Lin and Wolkowicz prove that under the conditions that H be positive semidefinite and that K be
Hermitian, the eigenvalues of H are majorized by those of M + N, i.e., λ(H) ≺ (λ(M + N), 0). This
majorization inequality is essentially the same as the statement that for n-square matrices X and Y , if
X∗Y is Hermitian, then
λ(XX∗ + YY∗) ≺ λ(X∗X + Y∗Y). (19)
We present a more general majorization inequality with a different proof.
Theorem 10. Let A and B be n-square complex (or real) matrices. Then
2λ(AA∗ + BB∗) ≺ λ(A∗A + B∗B − C) + λ(A∗A + B∗B + C),
in which C = A∗B + B∗A. (Note that C is Hermitian.)
Proof. Let
P = [A, B]
⎡
⎣ I
−I
⎤
⎦ · [I,−I]
⎡
⎣ A
∗
B∗
⎤
⎦ = [A, B]
⎡
⎣ I −I
−I I
⎤
⎦
⎡
⎣ A
∗
B∗
⎤
⎦
and
Q = [A, B]
⎡
⎣ I
I
⎤
⎦ · [I, I]
⎡
⎣ A
∗
B∗
⎤
⎦ = [A, B]
⎡
⎣ I I
I I
⎤
⎦
⎡
⎣ A
∗
B∗
⎤
⎦ .
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Then
P + Q = [A, B]
⎡
⎣ 2I 0
0 2I
⎤
⎦
⎡
⎣ A
∗
B∗
⎤
⎦ = 2(AA∗ + BB∗).
We have
2λ(AA∗ + BB∗) = λ(P + Q) ≺ λ(P) + λ(Q)
= λ
⎛
⎝[I,−I]
⎡
⎣ A
∗
B∗
⎤
⎦ [A, B]
⎡
⎣ I
−I
⎤
⎦
⎞
⎠+ λ
⎛
⎝[I, I]
⎡
⎣ A
∗
B∗
⎤
⎦ [A, B]
⎡
⎣ I
I
⎤
⎦
⎞
⎠
= λ(A∗A + B∗B − A∗B − B∗A) + λ(A∗A + B∗B + A∗B + B∗A). 
The next two results are shown by Lin and Wolkowicz in [8] for the Hermitian case of X∗Y in
Corollary 4 and the Hermitian case of K in Corollary 5.
Corollary 4. Let X and Y be m × n complex matrices such that X∗Y is Hermitian or skew-Hermitian.
(1) If m = n, then λ(XX∗ + YY∗) ≺ λ(X∗X + Y∗Y).
(2) If m > n, then λ(XX∗ + YY∗) ≺ (λ(X∗X + Y∗Y), 0).
(3) If m < n, then
(
λ(XX∗ + YY∗), 0) ≺ λ(X∗X + Y∗Y).
Proof. If X∗Y is skew-Hermitian, then C = X∗Y + Y∗X = 0. If X∗Y is Hermitian, then X∗(iY) is
skew-Hermitian and replace Y with iY . For m > n or m < n, augment X and Y with zero entries so
that they are square. 
Replacing X with XU and Y with YV in Corollary 4, we obtain that for n-square X , Y , U, and V , if
U∗X∗YV is Hermitian or skew-Hermitian, then
λ(XUU∗X∗ + YVV∗Y∗) ≺ λ(U∗X∗XU + V∗Y∗YV).
Corollary 5. Let H =
[
M K
K∗ N
]
be a partitioned positive semidefinite matrix, where M and N are both
n-square. If K is Hermitian or skew-Hermitian, then
λ(H) ≺ (λ(M + N), 0).
Proof. Let H =
[
X∗
Y∗
]
[X, Y] =
[
X∗X X∗Y
Y∗X Y∗Y
]
. Then M = X∗X, K = X∗Y, and N = Y∗Y . The desired
inequality follows from Corollary 4(2). 
The next result appears as Theorem 2.2 in [3].
Corollary 6. Let S and T be n-square positive semidefinite matrices. Then
λ(T2 + ST2S) ≺ λ(T2 + TS2T).
Proof. Let X = T and Y = ST in Corollary 4(1). Then X∗Y = TST is Hermitian and the majorization
inequality follows at once. 
In view of our discussions at the beginning of this section, for any partitioned positive semidefinite
matrix H =
[
M K
K∗ N
]
, with K Hermitian or skew-Hermitian, we have
diag(H) ≺ λ(M ⊕ N) ≺ λ(H) ≺ λ((M + N) ⊕ 0).
R. Turkmen et al. / Linear Algebra and its Applications 437 (2012) 1305–1316 1315
Corollary 7. Let X and Y be any m × n complex matrices. Then for any unitarily invariant matrix norm
onM2n
∥∥∥∥∥∥
⎡
⎣ X
∗X + Y∗Y X∗Y + Y∗X
X∗Y + Y∗X X∗X + Y∗Y
⎤
⎦
∥∥∥∥∥∥  2‖(X
∗X + Y∗Y) ⊕ 0‖.
The above result (in the proof of Theorem 1 in [7]) is immediate from Corollary 5. Rewriting Kit-
taneh’s results (in theproof of Theorem1 in [7]; in the setting ofHilbert space) in termsofmajorization,
we have the following singular value majorization inequalities that are supplementary to the eigen-
value ones in Corollary 4: for anym × nmatrices X and Y ,
(
σ(XY∗ + YX∗), 0) ≺w 12
(
σ 2(X + Y), σ 2(X − Y)) ≺w (σ(X∗X + Y∗Y), 0).
Below are some results on partitioned Hermitian matrices. Note that (e2) in Section 1 may be
rewritten as (see, e.g., [1, p. 70] or [12, p. 357]): for any Hermitian matrices A and B of the same size,
λ(A) − λ(B) ≺ λ(A − B) ≺ λ(A) − λ↑(B).
Theorem 11. Let H =
[
M K
K∗ N
]
be a partitioned Hermitian matrix, in which M and N are both n-square. If
K is Hermitian or skew-Hermitian, then
(
λ(M + N), λ(M + N))↓ − λ↓(H) ≺ λ(H) ≺ (λ(M + N), λ(M + N))↓ − λ↑(H).
Proof. We show the Hermitian case (i.e., K = K∗); the proof for the skew-Hermitian case is similar.
Let L =
[
N −K−K M
]
. Then L is similar to H through
[
0 −I−I 0
]
; thus H and L have the same eigenvalues.
Note that
λ(H + L) = λ
([
M+N 0
0 M+N
])
= (λ(M + N), λ(M + N)).
With H = (H + L) − L, we arrive at the desired majorization inequalities. 
Remark 11. It is tempting to derive the majorization inequality in Corollary 5 from the second ma-
jorization inequality in Theorem 11. However, we notice that for x ∈ R2n+ , y ∈ Rn+, x ≺ (y, y)↓ − x↑
does not imply x ≺ (y, 0) in general by taking x = (10, 9, 1, 1, 1, 1) and y = (12, 6, 5); nor does
x ≺ z↓ − x↑ imply 2x ≺w z in general by taking x = (5, 2, 0) and z = (6, 5, 3).
Corollary 8. Let H =
[
M K
K∗ N
]
be a partitioned Hermitian matrix, in which M and N are both n-square. If
K is Hermitian or skew-Hermitian, then
λ↓(H) + λ↑(H) ≺ (λ(M + N), λ(M + N)) ≺ 2λ(H)
≺ (λ(M + N), λ(M + N))↓ + (λ↓(H) − λ↑(H)).
Proof. From the proof of the previous theorem, we see that
λ(H) + λ↑(L) ≺ λ(H + L) = (λ(M + N), λ(M + N)).
On the other hand, we have
λ(H + L) ≺ λ(H) + λ(L) = 2λ(H).
The last majorization is a combination of Theorems 3 and 11. 
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Theorem 12. Let X, Y, and W be n-square complex matrices such that XYW is Hermitian or
skew-Hermitian. Then
λ(XX∗ + W∗Y∗YW) ≺wlog λ (I + W∗W) ◦ λ (X∗X + YY∗) .
Proof. We show the skew-Hermitian case; the Hermitian case follows from the skew-Hermitian case
by replacing Y with iY . Writing R = XX∗ + W∗Y∗YW = XX∗ + (W∗Y∗X∗ + XYW) + W∗Y∗YW and
making use of (e1), we have
(
λ(R), 0
) =
⎛
⎝λ
⎛
⎝[I,W∗] ·
⎡
⎣ X
Y∗
⎤
⎦ [X∗, Y] ·
⎡
⎣ I
W
⎤
⎦
⎞
⎠ , 0
⎞
⎠
= λ
⎛
⎝
⎡
⎣ I
W
⎤
⎦ [I,W∗] ·
⎡
⎣ X
Y∗
⎤
⎦ [X∗, Y]
⎞
⎠
≺log λ
⎛
⎝
⎡
⎣ I
W
⎤
⎦ [I,W∗]
⎞
⎠ ◦ λ
⎛
⎝
⎡
⎣ X
Y∗
⎤
⎦ [X∗, Y]
⎞
⎠
=
⎛
⎝λ
⎛
⎝[I,W∗]
⎡
⎣ I
W
⎤
⎦
⎞
⎠ , 0
⎞
⎠ ◦
⎛
⎝λ
⎛
⎝[X∗, Y]
⎡
⎣ X
Y∗
⎤
⎦
⎞
⎠ , 0
⎞
⎠
=
(
λ
(
I + W∗W) ◦ λ (X∗X + YY∗) , 0
)
.
Thus
λ(XX∗ + W∗Y∗YW) ≺wlog λ (I + W∗W) ◦ λ (X∗X + YY∗) . 
Remark 12. The “≺wlog” cannot be replaced by “≺log” in the theorem and its proof. For instance, one
may take X = 0 and Y = W = I.
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