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Die automatische Klassifikation von Musik in Genres wird seit einigen Jahren 
systematisch erforscht. In dieser Zeit wurden Genre-Klassifikationssysteme und ihre 
Komponenten immer weiter verbessert, wofür die verschiedensten Richtungen 
eingeschlagen wurden. Diese Arbeit gibt deshalb im ersten Teil einen umfassenden 
Überblick über das Forschungsgebiet der Genre-Klassifikation, von den grundlegenden 
Techniken bis zum aktuellen Forschungsstand.
 
Im zweiten Teil der Arbeit wird ein neuartiger Ansatz vorgestellt, der das Ziel hat, die 
Genre-Klassifikation gegen eventuelle Störungen robuster zu machen. Dies soll durch 
die gezielte Erkennung und Ausfilterung von Bereichen, in denen das Musikstück einer 
Veränderung seiner Charakteristik unterliegt, realisiert werden. Eine Implementation 
dieses Ansatzes wird an einer Musikkollektion mit fünf Genres evaluiert und die 
Ergebnisse werden ausführlich analysiert.
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1 Einleitung
Musik in Genres einzuordnen ist eine sehr verbreitete Möglichkeit, Musiksammlungen zu or-
ganisieren. Außerdem bieten sie sich zum Beispiel bei Online-Musik-Shops als Möglichkeit
an, den sonst unüberschaubaren Inhalt zu sortieren und dem Nutzer eventuell ähnliche Künstler
oder Alben zu empfehlen. Diese Zuordnung von Musikstücken zu Genres kann für sehr große
Musiksammlungen und bei Online-Musik-Shops aber eine äußerst zeitaufwändige Tätigkeit
sein. Das Ziel ist also, diese Zuordnung durch eine Automatisierung zumindest zu unterstützen
oder sie im Idealfall komplett automatisch zu erledigen.
Genres haben allerdings das Problem, dass sie ein sehr subjektives Gebilde sind. Selbst für
wirklich große Genres wie Pop oder Rock lässt sich kaum ein Konsens erreichen. Jeder Nut-
zer hat andere Anforderungen an eine Genre-Struktur. Während ein Nutzer mit einer einfachen
Unterteilung in eine handvoll Genres zufrieden ist, verlangt ein anderer Nutzer hochkomplexe
Hierarchien von Genres und Untergenres.
Dieser Mangel an festen Strukturen hat zur Folge, dass Klassifikationssysteme vom Benut-
zer trainiert werden müssen und nicht fertig ausgeliefert werden können. Damit solche auto-
matischen Klassifikationssysteme aber vom Benutzer akzeptiert werden, müssen sie eine hohe
Genauigkeit erreichen, ohne dass sie vorher auf die Sammlung optimiert werden konnten. Dies




Ungefähr im Jahr 2000 hat sich die Klassifikation von Musik nach Genre langsam von der Dis-
ziplin der Klang-Klassifikation als eigene Forschungsrichtung abgespalten. Diese Herkunft ist
keineswegs zufällig, die Problemstellung der Klang-Klassifikation ist der der Genre-Klassifika-
tion sehr ähnlich. Beide Disziplinen versuchen, aus einem Audio-Signal auf nicht direkt daraus
ablesbare Eigenschaften zu schließen. Bei der Klang-Klassifikation geht es darum, beispiels-
weise zwischen Geräuschen, Instrumentenfamilien oder sogar bestimmten Instrumenten zu un-
terscheiden, während die Genre-Klassifikation versucht, auf das zugehörige Genre zu schließen.
Diese auf den ersten Blick gleiche Problemstellung hat sich auch auf den grundlegenden Ab-
lauf der Genre-Klassifikation ausgewirkt, dieser ist dem Ablauf bei der Klang-Klassifikation
sehr ähnlich. Allerdings werden bei der Klang-Klassifikation selbst mit recht einfachen Me-
thoden schon Genauigkeiten nahe 100% erreicht, zum Beispiel erreichten Cemgil und Gürgen
1997 in [3] für die Erkennung von Instrumentenfamilien mit einfachen spektralen Merkmalen
und einem neuronalem Netz eine Genauigkeit von 100%. Von diesem Niveau ist die Genre-
Klassifikation noch weit entfernt.
Dies liegt allerdings daran, dass sich die beiden Problemstellungen auf den zweiten Blick nicht
mehr ganz so ähnlich sind. Bei der Genre-Klassifikation werden vollkommen andere Zeitrah-
men betrachtet als bei der Klang-Klassifikation. Bei der Genre-Klassifikation spielt das gesamte
Musikstück eine Rolle, während zur Bestimmung eines Klanges schon ein kurzer Bereich aus-
reichend ist. Außerdem ist ein Instrument oder eine Instrumentenfamilie ein klar definiertes
Gebiet, die variablen Größen bewegen sich in einer relativ kleinen und vor allem bekannten
Bandbreite.
Ein Genre hängt aber von sehr viel mehr Faktoren ab als ein Instrument. Hier geht es um Kom-
binationen von verschiedensten Instrumenten, Gesang, um den zeitlichen Ablauf. Außerdem
haben Genres das Problem, dass sie in keiner Weise klar definiert sind, sie sind also ein sehr
subjektives Konstrukt. Des Weiteren sind Genres nicht allein durch die Musik selbst definiert,
laut Fabbri[6] spielen neben der Musik selbst auch abstrakte Konzepte wie kommunizierte po-
litische Botschaften oder Emotionen, das Verhalten und Auftreten von Künstler und Publikum,
Verbindungen zu demografischen Gruppen (z.B. Alter, Geschlecht, politische Ansichten) und
die Form der Veröffentlichung (große Plattenfirma, kleines unabhängiges Label, komplett un-





Alle Ansätze zur Klassifikation von Musik nach Genre zeigen eine große Ähnlichkeit in ihrem
Vorgehen, so dass man auch von einer allgemeinen Architektur von Genre-Klassifikationssys-
temen sprechen kann. Diese Architektur ist in Abbildung 2.1 dargestellt.
Abbildung 2.1: Architektur von Genre-Klassifikationssystemen
Soll eine Audio-Datei klassifiziert werden, wird zunächst das darin enthaltene Audio-Signal in
kurze Abschnitte, sogenannte Frames zerlegt. Diese Frames haben meistens eine Länge zwi-
schen 23 und 200 Millisekunden, wobei 50 Millisekunden ein sehr gebräuchlicher Wert sind.
Diese Frames werden oft überlappend gewählt, um eventuell auftretende unerwünschte Effekte
durch eine ungünstige Zerlegung zu minimieren, denn wenn jeder Zeitpunkt des Audio-Signals
in zwei Frames enthalten ist, können zum Beispiel ungünstige Effekte aufgrund einer Randla-
ge im Frame vermieden werden, weil der Zeitpunkt im vorherigem/nächstem Frame nicht am
Rand liegt.
Aus dem Signalverlauf in einem Frame werden dann verschiedene Merkmale errechnet, von
denen einige im nächsten Abschnitt vorgestellt werden. Die errechneten Werte der Merkma-
le werden zu dem Merkmalsvektor des Frames zusammengefügt. Dabei können die Merkmale
selbst bereits ein mehrdimensionaler Wert sein, wie zum Beispiel die Mel-Frequency Ceps-
tral Coefficients (siehe Abschnitt 2.3.8, Seite 6), diese liefern einen Wert mit 13 Dimensionen.
Wenn mehrere solcher Merkmale gleichzeitig verwendet werden, kann der Merkmalsvektor
schnell sehr hochdimensional werden.
Oft werden im nächsten Schritt viele Frames zu einem Fenster („Window“) zusammengefasst,
die Größe der Fenster variiert dabei von einer Sekunde bis zur gesamten Länge des Stückes.
Innerhalb dieses Fensters werden dann von allen Dimensionen der Merkmalsvektoren Durch-
schnitt und Standardabweichung berechnet. Aus den so berechneten Werten wird der Merk-
malsvektor des Fensters zusammengestellt. Dieser Vektor hat dann zwar die doppelte Zahl von
Dimensionen, dafür gibt es aber viel weniger dieser Vektoren pro Musikstück.
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2 Genre-Klassifikation allgemein
Mit den so errechneten Merkmalsvektoren wird nun ein Klassifikationsalgorithmus trainiert
und evaluiert. Die verwendeten Algorithmen stammen dabei alle aus dem Gebiet der überwacht
lernenden Mustererkennungs-Algorithmen.
Zunächst wird die Menge der Merkmalsvektoren in zwei Teile geteilt, eine Trainings- und ei-
ne Test-Menge, wobei das Teilungsverhältnis meist zwischen 60-40 und 90-10 liegt. Mit der
Trainings-Menge wird der Algorithmus trainiert, dass heißt seine Parameter werden so ange-
passt, dass er die Vektoren der Trainings-Menge mit möglichst maximaler Trefferquote klassi-
fiziert. Mit dem so trainierten Klassifikator werden nun die Vektoren der Test-Menge klassifi-
ziert. Die hierbei erzielte Korrektheit ist dabei die zentrale Größe einer Merkmals-Klassifikator-
Kombination.
Um eventuelle Verfälschungen durch eine ungünstige Aufteilung in Trainings- und Test-Menge
zu vermeiden, wird die gesamte Prozedur aus Aufteilung in Trainings- und Testmenge, Trai-
ning und Evaluation einige Male wiederholt. Eine sehr verbreitete Anzahl der Wiederholungen
ist 10, aber 2005 haben Norowi, Doraisamy und Wirza in [14] bei einer Untersuchung verschie-
denster Parameter der Genre-Klassifikation unter anderem auch die Anzahl der Wiederholungen
untersucht und sind zu dem Ergebnis gelangt, dass sich nach sechs Wiederholungen bereits ein
stabiles Ergebnis zeigt.
2.3 Merkmale
Die erste der beiden Kernkomponenten der Genre-Klassifikation sind die Merkmale, die aus
dem Audio-Signal errechnet werden. Bei den Merkmalen kann man zwischen zwei Arten un-
terscheiden: Merkmale der Zeitdomäne und Merkmale der Frequenzdomäne. Erstere berechnen
sich direkt aus dem zeitlichen Verlauf des Audio-Signals, während sich Merkmale der Fre-
quenzdomäne aus der Fouriertransformation des Audio-Signals berechnen.
2.3.1 Zero Crossing Rate
Die Zero Crossing Rate (Null-Durchgangs-Rate) gibt die Anzahl der Durchgänge des Signals
durch den Nullpunkt an. Sie ist ein Maß für die Periodizität eines Signals, so kann durch die
ZCR zum Beispiel gut zwischen Sprache (hohe Fluktuation der ZCR) und Musik (niedrige








N steht dabei die für die Anzahl der Samples im Zeitfenster der Berechnung, xi steht für den
Sample-Wert an der Stelle n und sgn(x) ist eine Variante der Signum-Funktion, bei der sgn(x) =
1 für x≥ 0 und sgn(x) = 0 für x< 0.
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2.3 Merkmale
2.3.2 Root Mean Square
Der Root Mean Square ist ein Maß für die Energie eines Signals, mit diesem Merkmal kann









Der Spectral Centroid bestimmt, wo im Spektrum sich der Schwerpunkt des Signals befindet,
d.h. ob zum Beispiel Bässe oder hohe Frequenzen dominant sind. Es wird dabei mit folgender
Formel berechnet:
SC(b) =
∑F−1f=0 f ·Sb( f )2
∑F−1f=0 Sb( f )2
(2.3)
F steht dabei für die Anzahl der Frequenzen im Spektrum Sb des Zeitbereiches b, Sb( f ) gib den
Amplitudenwert der Frequenz f im Spektrum Sb an.
2.3.4 Flux
Der Spectrum Flux betrachtet im Gegensatz zu den bisher genannten Merkmalen nicht nur ein
Spektrum, sondern mehrere. Auf dieser Menge von Spektren liefert es ein Maß für die Verän-











log(Sb( f )+δ)− log(Sb−1( f )+δ)
)2 (2.4)
In der Formel steht B für die Gesamtzahl an Blöcken, während δ eine numerisch sehr klei-
ne Korrekturgröße zum verhindern von Überläufen ist. Alle anderen Symbole sind bereits aus
vorherigen Formeln bekannt.
2.3.5 Rolloff
Das Merkmal Spectral Rolloff bestimmt, in welcher Höhe im Spektrum ein bestimmter Ener-














Dabei steht TH für die Menge der Energie, die unterhalb der gesuchten Frequenz h stehen soll.





Die Kurtosis (auch Wölbung genannt) ist ein Maß für die Ausgeprägtheit der Spitze der Vertei-
lung einer Zufallgröße. Ist ihr Wert 0, so entspricht die Verteilung einer Normalverteilung. Ist
ihr Wert < 0, so ist die Verteilung flachgipflig und flacher als die Normalverteilung. Ist ihr Wert







Die Schrägheit (auch Schiefe genannt) ist ein Maß für die Symmetrie einer Verteilung bezüglich
des Mittelwertes. Ist die Schrägheit < 0, so ist die Verteilung linksschief. Ist die Schrägheit > 0,
so ist die Verteilung rechtsschief. Ist die Verteilung symmetrisch, hat die Schrägheit den Wert 0.
Eine Normalverteilung hat zwar eine Schrägheit von 0, aber eine Schrägheit von 0 lässt nicht auf







Die Mel-Frequency Cepstral Coefficients (MFCC) nehmen eine besondere Stellung ein, da sie
zwar aufwändig zu berechnen sind, aber mit nur wenigenWerten ein Audio-Signal aussagekräf-
tig charakterisieren können. Entwickelt wurden die MFCCs für die Spracherkennung, jedoch
hat Beth Logan in [12] gezeigt, dass sie auch auf Musik anwendbar sind.
Zuerst wird von jedem Frame eines Audio-Signals die diskrete Fouriertransformation (DFT)
berechnet. Von dem von der DFT geliefertem Spektrum wird die Amplituden-Skala in eine
logarithmische Skala umgewandelt, die Phasen-Informationen des Spektrums werden verwor-
fen, da sie im Vergleich zu den Amplituden eine wesentlich geringere Aussagekraft haben. Die
Amplituden-Skala wird logarithmiert, da das Lautstärkeempfinden des Menschen logarithmisch
ist.
Im nächsten Schritt werden nun die einzelnen Amplitudenwerte auf eine kleinere Menge (z.B.
40) von Bereichen reduziert. Diese Bereiche sind dabei nicht gleichverteilt über das Spektrum,
sondern im Niederfrequenz-Bereich sind die Bereiche kleiner als bei den hohen Frequenzen.
Die Bereiche sind nach der so genannten „Mel Frequency Scale“ aufgeteilt, weil Untersuchun-
gen gezeigt haben, dass niedrigere Frequenzen perzeptionell wesentlich wichtiger sind als hohe
Frequenzen. Dieser Schritt ist sehr wichtig für die Aussagekraft der MFCCs, da so die Eigen-
heiten des menschlichen Hörens mit einbezogen werden in die Merkmale. Dies ist gerade für
die Genre-Klassifikation von Bedeutung.
Die nun entstandenen Werte haben noch eine hohe Korrelation untereinander. Deshalb wird
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Abbildung 2.2: Berechnung der MFCC-Merkmale
als letzter Schritt eine Hauptkomponentenanalyse durchgeführt. Da dies aber ein sehr rechenin-
tensives Verfahren ist, wird dieses Verfahren meistens durch eine diskrete Kosinustransforma-
tion approximiert. Das Endergebnis ist ein Merkmalsvektor mit einer vorgegebenen Zahl von
Dimensionen. Bei der Genre-Klassifikation kamen für diese Zahl schon verschiedenste Werte
zum Einsatz, die Spanne reicht hier von 5 bis 64, am häufigsten werden jedoch fünf oder 13
Dimensionen verwendet.
2.4 Klassifikationsalgorithmen
Die zweite Kernkomponente der Klassifikationssysteme sind die eigentlichen Klassifikations-
algorithmen. Bei diesen handelt es sich um Algorithmen zur Mustererkennung, dass heißt sie
sollen einen Vektor zu einer Klasse zuordnen. Einfache Mustererkennungs-Algorithmen kön-
nen nur zwischen zwei Klassen unterscheiden, aber viele wurden zwischenzeitlich so erweitert,
dass sie auch Probleme mit mehr als zwei Klassen lösen können. Dabei sind alle Algorithmen
überwacht lernende Klassifikatoren, dass heißt, dass sie für jeden Trainingsvektor die Soll-
Klasse kennen und so angepasst werden, dass sie die Menge der Trainings-Vektoren möglichst
genau den Soll-Klassen zuordnen. Die verbreitetsten Algorithmen werden in diesem Abschnitt
genauer vorgestellt.
2.4.1 Entscheidungsbäume
Entscheidungsbäume sind ein Konstrukt aus dem Bereich der künstlichen Intelligenz, bei dem
Entscheidungsregeln hierarchisch angeordnet werden. Dies hat den Vorteil, dass nicht für jeden
Datensatz alle Regeln überprüft werden müssen.
7
2 Genre-Klassifikation allgemein
Um den Entscheidungsbaum aufzubauen, wird für jedes Attribut bestimmt, wie gut es die Daten
bezüglich der Klassifikation separiert. Das Attribut mit dem besten Wert wird die Wurzel des
Baumes, und das Verfahren wird für jeden der entstehenden Teilbäume wiederholt.
Das Problem bei der Anwendung von Entscheidungsbäumen für die Klassifikation von Mu-
sik nach Genres sind die kontinuierlichen Wertebereiche der Attribute (Dimensionen der Merk-
malsvektoren). Da Entscheidungsbäume aber nur diskrete Entscheidungen unterstützen, müssen
die kontinuierlichen Werte auf diskrete Entscheidungen zurückgeführt werden.
Dafür wird der Entscheidungsbaum zunächst für jeden auftretenden Wert eines Attributs ge-
neriert, sie werden also als diskrete Werte behandelt. Danach werden gleichartige Zweige zu-
sammengeführt und daraus allgemeinere diskrete Entscheidungen formuliert (z.B. Wert liegt in
einem bestimmten Intervall, darüber oder darunter).
Ein konkreter Algorithmus ist der C4.5-Algorithmus und seine Java-Implementation J48, wie er
bei Norowi, Doraisamy und Wirza[14] Anwendung fand. Sie erzielten mit ihm eine Erfolgsrate
von 75%.
2.4.2 k-Nearest-Neighbour
Beim k-Nearest-Neighbour-Klassifikator werden dieMerkmalsvektoren als Punkte im n-dimen-
sionalen Raum betrachtet. Das Maß für die Ähnlichkeit zweier Punkt zueinander ist die Ab-
standsfunktion d(A,B), welche die Distanz zwischen zwei Punkten A und B im Merkmalsraum
durch eine Metrik bestimmt. Die einfachste Metrik wäre der euklidische Abstand zwischen den
Punkten, es sind aber auch Gewichtungen der einzelnen Dimensionen oder eine globale Ge-
wichtung denkbar.
Für die eigentliche Klassifikation eines Merkmalsvektors werden die gemäß der definierten Ab-
standsfunktion nächstgelegenen k Punkte (Trainingsdaten) gesucht. Von den gefunden Punkten
wird dann die Kategorie gewählt, die am häufigsten auftritt.
Der k-Nearest-Neighbour-Algorithmus besticht zunächst durch seine Einfachheit. So ist die
Trainingsphase im Vergleich zur Klassifikationsphase vom Aufwand her zu vernachlässigen,
vor allem, wenn die Suche nicht durch eine räumliche Indexstruktur unterstützt wird.
Der große Nachteil liegt in der Klassifikationsphase, hier muss im schlimmsten Fall der Ab-
stand zu allen Punkten im Merkmalsraum berechnet werden, was sich bei großen Mengen an
Trainingsdaten auf die Geschwindigkeit auswirken kann. Verbessert werden könnte dies durch
räumliche Indexstrukturen, die für hochdimensionale Daten geeignet sind, beispielsweise einen
X-Baum oder SR-Baum.
Weitere Probleme sind beispielsweise die kaum vorhandene Generalisierungsfähigkeit sowie





Neuronale Netze sind eine Technik aus dem Bereich der künstlichen Intelligenz, die eine Kon-
struktion der Natur, eine Nervenzelle, auf eine Lösung zur Mustererkennung übertragen.
Kernstück ist hierbei das Neuron, das aus eingehenden Kanten, Eingabefunktion, Aktivierungs-
funktion, Ausgabe und ausgehenden Kanten besteht. Ein Neuron allein hat eine recht simple
Funktionsweise, die gewichteten Eingangssignale werden von der Eingabefunktion in einen
Wert für die Aktivierungsfunktion umgerechnet, welche daraus den Ausgabewert berechnet.
Ihre große Stärke, ihre Generalisierungsfähigkeit, zeigen Neuronen erst in Vernetzung mit an-
deren.
Man unterscheidet zwei Arten von neuronalen Netzen, zyklenfreie (feed-forward-) und rekur-
rente Netze. Bei rekurrenten Netzen werden die Ausgänge einer Schicht wieder an die Eingänge
der selben oder einer davor liegenden Schicht zurückgeführt, bei zyklenfreien Netzen wird das
Signal nur ein einziges Mal vom Netz verarbeitet.
Durch die Organisation von Neuronen in Schichten wird ein strukturiertes Anpassen der Kan-
tengewichte (Back-Propagation-Learning) ermöglicht. Dabei werden die Kantengewichte in
Abhängigkeit von der Fehlerrate solange angepasst, bis die Ausgabe des Netzes dem gewünsch-
ten Ergebnis entspricht.
Mit beiden Typen von Netzen konnten recht vielversprechende Ergebnisse für die Klassifikati-
on nach Genre erzielt werden.
Die Probleme der neuronalen Netze liegen darin, dass sie recht empfindlich sind gegen falsche
Dimensionierung. Besteht das Netz aus zu wenigen Neuronen oder Schichten, wird sich beim
Training nie eine zufriedenstellende Fehlerrate zeigen, besteht das Netz aus zu vielen Neuronen
oder Schichten, stellt sich das so genannte Overfitting ein, d.h. das Netz lernt die Trainingsdaten
auswendig, ohne aber generalsierungsfähig zu sein.
Im Gegensatz zum k-Nearest-Neighbour-Verfahren, bei dem die Klassifizierungsphase mit Ab-
stand die meiste Zeit beansprucht, muss bei neuronalen Netzen die meiste Zeit für die Trai-
ningsphase aufgewendet werden. Die Klassifikationsphase ist aber trotzdem recht aufwändig,
da jedes Neuron komplett durchgerechnet werden muss, so dass neuronale Netze sehr zeitauf-
wändig sind. Aufgrund ihres Aufbaus eignen sie sich jedoch sehr gut für die Parallelisierung,
so dass diese auf Clustern oder Rechnern mit vielen Prozessoren bzw. Prozessorkernen diese
verteilte Rechenkraft sehr gut nutzen könnten.
2.4.4 Support Vector Machines
Support Vector Machines, kurz SVM, sind ein rein mathematischer Ansatz an das Problem der
Mustererkennung, ihr Ziel ist dabei das Finden einer nichtlinearen Abbildung aus dem Merk-
malsraum in einen höherdimensionalen Raum, in dem die Trainingsdaten von einer Hyperebene
eindeutig separiert werden.
Mathematisch steht hinter der Lösung dieser Aufgabe das Lösen einer konvexen Optimierungs-
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aufgabe. Dies führt zu einigen sehr guten Eigenschaften für die Mustererkennung, so kann
deshalb etwa Overfitting im Gegensatz zu den neuronalen Netzen nicht auftreten. Aufgrund des
Prinzips der Distanzmaximierung zwischen den Klassen haben SVMs auch eine gute Generali-
sierungsfähigkeit.
Support Vector Machines haben bereits sehr vielversprechende Ergebnisse erzielt, Scarigella
erreichte damit Ergebnisse von circa 70% (siehe 3.3.2, Seite 23 und 3.3.3, Seite 26), Xu et al.
erreichten sogar 93% (siehe 3.3.1, Seite 23). SVMs scheinen also prinzipiell gut für das Problem
der Genre-Klassifikation geeignet zu sein, ihr einziges echtes Problem ist, dass sie beim Trai-
ning quadratisch skalieren und dadurch mit steigender Menge der Datensätze der Zeitaufwand
immer größer wird.
2.4.5 Hidden-Markov-Modelle
In [10] stellte Igor Karpov eine Methode zur Klassifikation von Musik nach Genres unter der
Verwendung von Hidden-Markov-Modellen vor.
Hidden-Markov-Modelle sind endliche probabilistische Automaten, bei denen der interne Zu-
stand nicht nach außen sichtbar ist. Ihren Kern bildet ein spezieller stochastischer Prozess, die
so genannte Markov-Kette (auch Markov-Prozess genannt), der sich dadurch auszeichnet, dass
ihr zukünftiger Zustand nur vom aktuellen Zustand abhängt.
Hidden-Markov-Modelle sind eindeutig beschrieben durch eine Menge von Zuständen, eine
Menge von Ausgabesymbolen (Beobachtungen), den Übergangswahrscheinlichkeiten zwischen
den Zuständen sowie den Wahrscheinlichkeiten der Ausgabesymbole für jeden Zustand.
Bei der Musikklassifikation durch Hidden-Markov-Modelle kommen als Beobachtungen die
Merkmalsvektoren zum Einsatz. Jedes Genre besitzt ein eigenes Hidden-Markov-Modell. Mit-
tels des Baum-Welch-Algorithmus, welcher in der Lage ist, bei gegebener Anzahl der Zustände
sowie Menge der Beobachtungen auf die Übergangs- und Beobachtungswahrscheinlichkeiten
zu schließen, werden die Modelle der Genres trainiert. Weil die Hidden-Markov-Modelle intern
mit einem Automaten arbeiten, sind sie in der Lage, die zeitliche Abfolge von Beobachtungen
mit zu beachten bei der Klassifikation. Dadurch sind sie gerade für Aufgaben wie Spracherken-
nung undMusikklassifikation hochinteressant, weil sowohl bei Musik als auch Sprache zeitliche
Abhängigkeiten bestehen, es sind keine zufälligen Aneinanderreihungen von Tönen bzw. Lau-
ten.
Für die Klassifikation selbst werden die einzelnen Modelle zu einem Klassifikator kombi-
niert. Die einzelnen Modelle werden bei der Klassifizierung mit dem so genannten Viterbi-
Algorithmus ausgewertet. Dieser Algorithmus berechnet für eine gegebene Beobachtung die
wahrscheinlichste Sequenz von Zuständen sowie deren Wahrscheinlichkeit. Für die Musikklas-
sifikation ist diese Sequenz uninteressant, hier interessiert nur die Wahrscheinlichkeit dieser
Sequenz.
Wenn dieser Algorithmus mit einem Merkmalsvektor als Beobachtung auf jedes Modell ange-
wendet wird, erhält man für jedes eine Wahrscheinlichkeit, dass diese Beobachtung mit diesem
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Modell aufritt. Da jedes Modell einem Genre zugeordnet ist, kann so leicht bestimmt werden,
zu welchem Genre der Merkmalsvektor am wahrscheinlichsten gehört. Dieses Genre ist dann
die Klassifikation des Vektors.
Karpov erzielte mit dieser Methode recht gute Ergebnisse, bei drei Genres lagen die Treffer-
quoten um 93%, jedoch sind die Ergebnisse für vier Genres bereits signifikant schlechter, sie
lagen um 80%.
Nichtsdestotrotz sind Hidden-Markov-Modelle aufgrund ihrer hohen Geschwindigkeit sehr in-
teressant, für kleine Zustandsmengen ist der Viterbi-Algorithmus sehr schnell, was eine schnel-
le Klassifikation mit einem fertig trainierten Klassifikator ermöglicht. Karpov benötigte für das
Training von 660 Songs 15 Minuten, was zeigt, dass auch die Trainingsphase im Vergleich zu
anderen Systemen wie zum Beispiel neuronalen Netzen (siehe Seite 9) recht effizient ist.
2.4.6 Gaussian Mixture Models
Den Kern eines Gaussian Mixture Models bildet die durch einen Satz von Parametern bestimm-
te Wahrscheinlichkeitsdichtefunktion. Diese sind die Darstellung einer Wahrscheinlichkeitsver-
teilung in Form eines Integrals. Sie können als geglättete Form eines Histogramms gesehen
werden.
Bei der Musikklassifikation sind die verwendetenWahrscheinlichkeitsverteilungen multidimen-
sional, so dass für jede Dimension des Merkmalsvektors eine Wahrscheinlichkeitsverteilung
ermittelt wird. Dies geschieht durch die Anpassung der Parameter des Modells durch einen
Expectation-Maximization-Algorithmus. Das Ergebnis ist ein Modell, das für die Trainingsda-
ten die maximale Wahrscheinlichkeit liefert.
Es wird dabei wie auch bei den Hidden-Markov-Modellen für jedes Genre ein Modell trai-
niert, die dann zu einem Klassifikator zusammengefügt werden. Dabei liefert jedes Modell die
Wahrscheinlichkeit des Auftretens des Merkmalsvektors in diesem Modell zurück, das Modell
mit der größten Wahrscheinlichkeit bestimmt so das dem Vektor zugeordnete Genre.
Tzanetakis und Cook erreichten in [20] eine Genauigkeit von ca. 60% für zehn allgemeine Gen-
res, über 60% für sechs Jazz-Genres und über 80% für vier Klassik-Genres. Allerdings wurde
eine 90/10-Verteilung zwischen Trainings- und Testdaten verwendet, was recht ungewöhnlich
ist, meistens wird eine Verteilung von 2/3 zu 1/3 gewählt.
2.4.7 Übersicht
Die in diesem Abschnitt vorgestellten Klassifikatoren verfolgen verschiedenste Ansätze, um das
Problem der Mustererkennung zu lösen. Einige eignen sich nur bis zu einem gewissen Grad für
die Klassifikation vonMusik, andere scheinen sehr gut für diese Aufgabe geeignet zu sein. Jeder
Klassifikator hat dabei seine Vor- und Nachteile. In Tabelle 2.1 sind alle Klassifikatoren mit
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ihren wichtigsten Leistungsdaten gegenübergestellt, die Klassifikatoren sind dabei absteigend
nach Eignung für die Genre-Klassifikation sortiert.
Klassifikator Generalisierungs- Aufwand Aufwand Sonstiges
fähigkeit (Training) (Klassif.)
HMM hoch mittel gering zeitl. Beziehungen
SVM hoch mittel gering
neuron. Netz hoch (bedingt) sehr hoch mittel Overfitting
Entscheidungsbaum gering hoch gering
kNN gering sehr gering sehr hoch
GMM niedrig mittel mittel
Tabelle 2.1: Vergleich der Klassifikatoren
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Aus den Komponenten, die im vorherigen Kapitel vorgestellt wurden, können nun Genre-
Klassifikationssysteme zusammengestellt werden. Die Genauigkeit und Robustheit der Syste-
me hängt jedoch sehr stark von der genauen Ausgestaltung der Systeme und nicht nur von den
gewählten Komponenten ab. In diesem Kapitel sollen deshalb verschiedenste Arbeiten genauer
vorgestellt werden, wobei versucht wird, sie in einer Art evolutionärer Reihenfolge darzustellen,
dass heißt zuerst werden die frühen Arbeiten zum Thema und dann die Verbesserungsversuche
in verschiedenen Bereichen behandelt.
3.1 Erste Ansätze
Die frühesten Arbeiten, die sich ausführlich mit der Genre-Klassifikation beschäftigten, stam-
men aus den Jahren 2000/2001. Diese versuchen, Techniken aus anderen Bereichen des Music
Information Retrieval auf das Problem der Genre-Klassifikation anzuwenden.
3.1.1 Pye 2000 - TreeQ, MP3CEP
Eine der ersten Arbeiten zum Thema Genre-Klassifikation war „Content-Based Methods for the
Management of Digital Music“[15] von David Pye aus dem Jahr 2000. Trotz des frühen Zeit-
punktes der Arbeit zeichnet sie sich bereits durch einen interessanten Ansatz zur Klassifikation
sowie durch eine für die Praxis interessante Modifikation der MFCCs aus.
Pye verwendete als Merkmale neben den bekannten MFCCs (siehe 2.3.8, Seite 6) ein von ihm
MP3CEP getauftes Verfahren, das eine Redundanz bei der Anwendung von MFCCs auf MP3-
Dateien umgeht. Diese Redundanz besteht darin, dass zuerst die MP3-Datei dekomprimiert
wird, d.h. aus einer Frequenzdomänen-Darstellung in eine Zeitdomänen-Darstellung umgerech-
net wird, und dann die MFCCs berechnet werden, d.h. das Signal wieder von der Zeitdomänen
-Darstellung in eine Frequenzdomänen-Darstellung umgewandelt wird.
Diese Redundanz versucht nun die Berechnung von MP3CEPs zu umgehen, indem dabei die
MP3-Dateien gar nicht vollständig dekomprimiert werden und so die Daten immer in Frequenz-
domänen-Darstellung bleiben. Die MP3-Datei wird dabei bis zur Subband-Darstellung dekom-
primiert. Aus dieser Subband-Darstellung werden die Koeffizienten ähnlich wie bei denMFCCs
aus dem logarithmierten Spektrum berechnet. Der große Vorteil der MP3CEPs gegenüber den
MFCCs besteht im viel geringerem Aufwand zur Berechnung, Pye führt ein konkretes Beispiel




Abbildung 3.1: Ablauf des TreeQ-Verfahrens bei Verwendung von MFCCs (Quelle: [7])
Die so erzeugten Merkmalsvektoren werden über einem Fenster von 1,5 Sekunden zusammen-
gefasst und dann entweder durch Gaussian Mixture Models (siehe 2.4.6, Seite 11) oder durch
einen Klassifikator namens „Tree-based Vector Quantisation“ (kurz TreeQ) klassifiziert. Dieses
Verfahren hatte Foote 1997 in [7] für eine ähnlichkeitsbasierte Suche in Audio-Datenbanken
vorgestellt. Kernkomponente des Verfahrens ist, wie der Name schon andeutet, ein Baum. Die-
ser Baum stellt eine Partitionierung des Merkmalsraumes in Abhängigkeit von den Kategorien
(Genres) dar und wird als erster Schritt aus den Trainingsdaten generiert.
Wird nun ein beliebiger Vektor in den Baum eingegeben, so wird dieser zu genau einem und
stets zu demselben Blatt des Baumes durchgereicht. Die Blatt-Zuordnungen trifft jedoch noch
keine Aussage über das Genre des Vektors, dazu werden alle Vektoren eines Genres durch den
Baum einem Blatt zugeordnet und die Verteilung der Vektoren über die Blätter wird in einem
Histogramm erfasst. Dieses Histogramm wird als Fingerabdruck des Genres gespeichert. Der
Ablauf der Generierung des Histogramms aus dem Musikstück ist in Abbildung 3.1 illustriert.
Soll nun ein Musikstück klassifiziert werden, werden alle Merkmalsvektoren des Stückes durch
den Baum einem Blatt zugeordnet und das Histogramm der Verteilung über die Blätter wird als
Fingerabdruck des Musikstückes gespeichert. Von diesem Histogramm, das ja auch als Vektor
betrachtet werden kann, wird nun mittels Nearest-Neighbour-Verfahren (d.h. Abstandsbestim-
mung zu allen Genre-Histogrammen) das Genre bestimmt.
Pye hat nun alle vier Kombinationen der zwei Merkmale und der zwei Klassifikatoren an ei-
ner Musikkollektion mit 175 Stücken aus sechs Genres evaluiert. Dabei erzielten mit Gaussian
Mixture Models klassifizierte MFCCs das beste Ergebnis von 92% Genauigkeit. MP3CEPs hat-
ten in Verbindung mit Gaussian Mixture Models nur eine geringfügig kleinere Genauigkeit von
91%. Daran lässt sich ablesen, dass die MP3CEPs zwar eine etwas geringere Aussagekraft über
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das Genre haben, jedoch könnten sie durch ihre extrem effiziente Berechnung aus MP3-Dateien
für eine spätere Anwendung in der Praxis durchaus interessant sein.
Etwas schlechter schnitten die mit TreeQ klassifizierten Merkmale ab, MFCCs erreichten noch
90%, MP3CEPs nur 85%. Bei diesem Verfahren scheint der etwas geringere Informationsge-
halt von MP3CEPs von entscheidendem Nachteil zu sein, dies legt zumindest der doch deutlich
gewachsene Abstand zwischen MFCCs und MP3CEPs nahe.
Alles in allem wurden von Pye vielversprechende Ansätze aus anderen Forschungsbereichen
auf ihre Eignung für die Genre-Klassifikation untersucht, von denen manche allerdings später
nicht wieder aufgegriffen wurden, so dass die Ergebnisse nur unter Vorbehalt zu betrachten
sind. Gerade für diese frühe Phase der Genre-Klassifikation scheint die Genauigkeit doch sehr
hoch zu sein.
3.1.2 Scott 2001 - Neuronale Netzwerke
Eine weitere frühe Arbeit zum Thema Genre-Klassifikation ist „Music Classification using
Neural Networks“[18] von Paul Scott. Scott versucht dabei, die aus anderen Forschungsbe-
reichen schon bekannten neuronalen Netze für die Genre-Klassifikation einzusetzen.
Als Merkmale kommen bei Scott verschiedenste spektrale Merkmale zu Einsatz. Die bereits
erläuterten MFCCs, welche hier mit 15 Koeffizienten verwendet wurden, und 32 Koeffizienten,
die durch Linear Predictive Coding (LPC) errechnet wurden, bilden dabei die komplexeren der
verwendeten Merkmale. Bei Linear Predictive Coding wird ein Audio-Signal durch ein Vorher-
sagemodell kodiert, dessen Parameter (Koeffizienten) das Signal ausreichend exakt beschreiben.
Das Verfahren wird oft verwendet, um Sprache effizient bei einer geringen Bitrate zu kodieren
ohne dass die Sprachqualität leidet. Weil bei diesem Verfahren mit wenigen Koeffizienten die
Hüllkurve eines Audiosignals recht exakt beschrieben wird, ist das Verfahren jedoch auch für
die Klassifikation von Musik interessant.
Des Weiteren werden weitere Merkmale verwendet, die direkt aus der diskreten Fouriertrans-
formation errechnet werden. So wird das Spektrum in 32 gleichverteilte Bereiche eingeteilt und
von jedem Bereich wird die durchschnittliche spektrale Energie bestimmt, was die ersten 32
Merkmale bildet. Weitere 32 Merkmale werden durch Logarithmierung der Werte der durch-
schnittlichen spektralen Energie bestimmt. Durch eine inverse diskrete Fouriertransformation
werden aus diesen Werten dann noch weitere zwölf Werte erzeugt. Das letzte Merkmal bildet
schließlich die Lautstärke. Alles in allem umfasst der Merkmalsvektor also 124 Dimensionen.
Wahrscheinlich wegen dieser recht hohen Zahl von Dimensionen erfolgte vor der Klassifikation
noch eine Weiterverarbeitung, diese bestand aus zwei Teilen. Zuerst wurden die alle Dimensio-
nen der Vektoren auf den Bereich von -1 bis 1 skaliert, und danach wurde eine Hauptkompo-
nentenanalyse durchgeführt, was zu einer Halbierung der Dimensionszahl führte.
Mit den so verarbeiteten Merkmalsvektoren wurde nun ein neuronales Netz trainiert. Dieses
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Netz bestand aus drei Schichten, wobei die erste Schicht 20, die zweite zehn und die dritte drei
Neuronen besaß. Dabei entsprachen die Neuronen der letzten Schicht nicht den Genres, wie dies
meist der Fall ist, sondern jeweils einer Koordinatenachse im dreidimensionalen Raum. Dieser
Raum entsprach dabei ein Würfel [−1,1]3, in diesem Würfel waren die Genres als äquidistante
Punkte verteilt. Die Klassifikation eines unbekannten Vektors erzeugt also einen Punkt in die-
sem Würfel. Die Zuordnung zum Genre erfolgte dann durch ein Nearest-Neighbour-Verfahren,
es wurde also der Genre-Eckpunkt gewählt, der die kleinste Entfernung zum Punkt des aktu-
ellen Vektors hatte. Dieses System hat zwar den Nachteil, dass es immer möglich sein muss,
die Genres äquidistant in dem Würfel als Eckpunkte zu verteilen, aber dieser Ansatz könnte
robuster sein als die übliche Interpretation, dass jeder Knoten ein Genre repräsentiert und seine
Aktivierung einer Wahrscheinlichkeit entspricht. Das Konzept wird deutlich, wenn man sich
die Verteilung der Ergebnis-Vektoren im Würfel für die Genre-Klassifikation in Abbildung 3.2
anschaut.
Abbildung 3.2: Verteilung im Ergebnisraum (Quelle: [18])
Scott klassifizierte mit diesem System nun Musik aus vier Genres, Rock, Klassik, R’n’B / Soul
und Country / Western. Er erreichte dabei eine Genauigkeit von 94,8%. Das dabei verwendete
Konzept zur Ergebnisbestimmung der Ausgabe des neuronalen Netzes kommt dem Prinzip der
Genres entgegen, schließlich sind Genres auch keine diskreten Punkte, sondern Bereiche, die in
einander übergehen.
Allerdings gibt es auch einige Kritikpunkte, der erste ist dabei, dass von jedem Song nur 1.5
Sekunden extrahiert und klassifiziert wurden. Dies erscheint doch sehr kurz, um robust klassi-
fizieren zu können. Außerdem war die Musikkollektion einfach eine Sammlung von CDs, für
Rock wurden vier Alben von verschiedenen Interpreten gewählt, bei den anderen drei Genres
wurden dagegen Sampler verwendet. Des Weiteren hat der Ansatz, dass das neuronale Netz Ko-
ordinaten erzeugt statt direkte Genre-Zuordnungen leider das Problem, nicht einfach auf jede
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beliebige Genre-Zahl erweitert werden zu können.
Alles in allem sind die Ergebnisse zwar interessant, es scheint aber fraglich, ob die Ergebnisse
mit vielfältigeren Musikkollektionen wiederholt werden könnten.
3.2 Verbesserung der Merkmale
Nach den ersten Versuchen, bei denen lediglich bestehende Techniken auf das Problem der
Genre-Klassifikation angewendet wurden, wurde langsam gezielter versucht, die Methoden auf
die Problemstellung zu optimieren. Ein Bereich der Optimierungen waren dabei die verwende-
ten Merkmale.
3.2.1 Tzanetakis, Cook 2002 - Merkmale über Taktschlag, Tonhöhe
In ihrer Arbeit „Automatic Musical Genre Classification of Audio Signals“[20] unternahmen
George Tzanetakis und Perry Cook den Versuch, durch Merkmale, die sich mehr auf eine ab-
straktere Ebene der Musik bezogen, die Ergebnisse der Musikklassifikation nach Genre zu ver-
bessern. Dazu wurden neben den bekannten Merkmalen Centroid, Rolloff, Flux, Zero Crossing
Rate, Low-Energy und MFCC (5 Koeffizienten) zwei neue Arten von Merkmalen vorgeschla-
gen, die Beat Histogram Features und die Pitch Histogram Features.
Der Kern der Beat Histogram Features ist die Erkennung des Taktschlages. Es gab schon vor
der Vorstellung dieser Merkmale Ansätze zur automatischen Taktschlagerkennung. Diese be-
schränkten sich jedoch imWesentlichen darauf, für ein laufendes Fenster den Haupt-Taktschlag
und seine Stärke zu ermitteln.
Der Ansatz von Tzanetakis und Cook geht hier noch weiter. Es werden kontinuierlich die drei
aktuell stärksten Spitze des Taktes sowie deren Stärke bestimmt, diese werden dann in ein Hi-
stogramm eingetragen, das Beat-Histogramm. Das Beat-Histogramm erfasst dabei jeden mögli-
chen Taktschlag-Wert (in BPM, Beats per Minute) und ist in diskrete Bereiche eingeteilt. Wird
der aktuelle Wert hinzugefügt, so wird der passende Bereich um die Stärke des Taktschlages
erhöht, dadurch führen stärkere Taktschläge zu höheren Spitzen im Beat-Histogramm als wenn
nur die Anzahl der Taktschläge erfasst werden würde.
Dieser Ablauf wird dann für das gesamte Stück durchgeführt. Das Endergebnis ist dann eine
Übersicht über die Verteilung und Stärke der Taktschläge wie in Abbildung 3.3.
Aus diesem Histogramm werden nun sechs Merkmale errechnet, deren Kern die stärkste und
die zweitstärkste Spitze bilden. Konkret werden folgende Werte berechnet:
• BPM der beiden Spitzen
• relative Amplitude der beiden Spitzen bezüglich der Summe aller Amplituden
• Verhältnis der Amplituden der beiden Spitzen zueinander
• Summe aller Werte des Histogramms
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Abbildung 3.3: Beispiel eines Beat-Histogramms (Quelle: [20])
Die Pitch Histogram Features sind den Beat Histogram Features vom Berechnungsablauf recht
ähnlich, allerdings zielen die Berechnungen hier auf die Tonhöhe ab und nicht auf den Takt-
schlag.
Nachdem das Pitch Histogramm für den gewünschten Bereich vollständig erfasst ist, werden
die Frequenzen im Pitch Histogramm in Noten umgerechnet. Von diesem Histogramm wird
dann eine Kopie erzeugt, bei der alle Noten auf die gleiche Oktave gebracht werden. Dieses
Histogramm, das Folded Pitch Histogram, beschreibt dann die Harmonien im Stück, während
das Original, das Unfolded Pitch Histogram, die Bandbreite der Tonhöhe beschreibt.
Aus diesen beiden Histogrammen werden dann einige Merkmale errechnet. Im Unfolded Pitch
Histogram wird die Position der höchsten Spitze ermittelt, diese gibt Auskunft über die Oktave
der dominanten Tönhöhe. Im Folded Pitch Histogram werden Position und Größe der höchsten
Spitze sowie der Abstand zwischen den zwei stärksten Spitzen ermittelt. Die stärkste Spitze
entspricht dabei dem dominanten Stammton, während der Abstand zur zweitstärksten Spitze
dem Hauptintervall entspricht. Von beiden Histogrammen wird schließlich noch die Summe
berechnet, so dass insgesamt sechs Merkmale der Tonhöhe berechnet werden.
Tzanetakis und Cook verwenden verschiedene Klassifikatoren, unter anderem Gaussian Mix-
ture Models und k-Nearest-Neighbour. Damit klassifizieren sie pro Song (eigentlich einen 30-
Sekunden-Ausschnitt aus jedem Song) genau einen Vektor, in welchem die einfachenMerkmale
durch Mittelwert und Varianz zusammengefügt werden. Die Beat und Pitch Histogram Features
werden auf Song-Ebene berechnet und haben deshalb jeweils nur einen Wert pro Song.
Die Songs werden innerhalb einer Hierarchie von Genres auf verschiedenen Ebenen klassifi-
ziert. Musikstücke werden in zehn Genres klassifiziert, während Jazz sechs und Klassik vier
Untergenres besitzen. Auf diesen drei Ebenen werden alle Klassifikatoren evaluiert.
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Die Ergebnisse zeigen gravierende Unterschiede zwischen den beiden Klassifikatoren, der k-
Nearest-Neighbour-Klassifikator erreicht auf der Genre-Ebene 60%, bei Klassik 78% und bei
Jazz 58%, während die Gaussian Mixture Models für zehn Genres 61%, für Klassik 88% und
für Jazz 68% erreichen. Bei diesen Versuchen wurden alle Merkmale zusammen verwendet.
Die Klassifikation in zehn Genres mit Gaussian Mixture Models wurde außerdem noch für jede
Merkmalsgruppe allein wiederholt, um die konkrete Leistung der einzelnen Merkmalsgruppen
vergleichen zu können. Dabei schnitten MFCCs und Low-Level-Merkmale mit 47% ab, wäh-
rend Beat Histogramm Features 28% und Pitch Histogram Features 23% erreichten. Auch wenn
dies auf den ersten Blick recht schlecht klingt, so haben doch beide neuen Merkmale einen In-
formationsgehalt über das Genre, denn sonst hätten beide nur zehn Prozent erreicht.
Alles in allem lässt sich also sagen, dass die Beat- und Pitch-Merkmale definitiv eine gute Idee
waren und eine Verbesserung bewirken können. Auch wenn sie allein nicht gut genug funk-
tionieren, so können sie in Kombination mit bereits altbekannten Merkmalen vielleicht einige
Lücken füllen, in denen die alten Merkmale vielleicht eher versagen würden. Und mit der Ver-
besserung von Techniken wie Beat- und Pitch-Erkennung dürften solche Ansätze, die nach einer
höheren Informations-Ebene suchen, noch mehr an Bedeutung gewinnen.
3.2.2 Burred, Lerch 2003 - Merkmals-Selektion
Juan Jose Burred and Alexander Lerch gehen in ihrer Arbeit „A Hierarchical Approach to Au-
tomatic Musical Genre Classification“ [2] einem etwas anderen Ansatz nach, sie arbeiten mit
einer großen Anzahl bekannter Merkmale, die aber auf clevere Weise automatisch selektiert
werden, so dass die Merkmalsvektoren auf die jeweiligen Anforderungen eines Knotens in ei-
ner Genre-Hierarchie optimiert werden können.
Neben den in dieser Arbeit in Kapitel zwei ausführlich beschriebenen Merkmalen wurden au-
ßerdem noch einige Merkmale des MPEG7-Standards implementiert, dieser Standard sieht für
die Inhalts-Art Audio verschiedene Deskriptoren vor. Dazu gehören unter anderem Audio Spec-
trum Centroid, Audio Spectrum Spread, Audio Spectrum Flatness und Harmonic Ratio. Von
jedem dieser Low-Level-Merkmale werden vier Werte errechnet, jeweils Mittelwert und Stan-
dardabweichung der Verteilung selbst sowie von der Ableitung. Als Letztes werden noch einige
Merkmale aus einem Beat-Histogramm gewonnen, unter anderem die Stärke des Taktschlages
und die rhythmische Regelmäßigkeit. Alles in allem hat der Merkmalsvektor so 90 Dimensio-
nen.
Diese 90 Dimensionen werden nun einigen Prüfungen unterzogen, die erste ist die Prüfung
des Merkmals auf Robustheit gegen Rauschen. Dabei wird einigen wenigen Trainingsstücken
aus verschiedenen Klassen ein Rauschen hinzugefügt, und dann werden die Merkmale noch
einmal von den verrauschten Stücken extrahiert. Die Merkmale, bei denen sich die geringsten
Veränderungen zeigten, galten als die besten, die 20 schlechtesten Merkmale wurden entfernt.
Der zweite Test war die Prüfung auf Robustheit gegen Bandbreiten-Veränderung. Dafür wurden
die gleichen Trainingsstücke durch einen Tiefpass-Filter geleitet, der nur Frequenzen unterhalb
von 11025Hz durchließ, alle höheren Frequenzen wurden aus dem Stück entfernt. Die Merk-
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male, die aus den so gefilterten Stücken extrahiert wurden, wurden wieder mit den Original-
Merkmalen verglichen und die 20 schlechtesten wurden entfernt.
In der dritte Phase der Selektion werden für jeden Knoten in der Genre-Hierarchie die Merk-
male bezüglich ihrer Unterscheidungskraft zwischen den Klassen des Knotens und bezüglich
ihrer Korrelation untereinander bewertet, wobei die Merkmale mit hoher Unterscheidungskraft
und geringer Korrelation zu anderen Merkmalen als die besten gelten. Von der so aufgestellten
Ordnung der Merkmale wurden die 20 besten Merkmale für den Knoten ausgewählt. Mit diesen
20 Merkmalen wurde dann der Klassifikator für diesen Knoten (ein Gaussian Mixture Model)
trainiert.
Abbildung 3.4: Genre-Hierarchie von Burred und Lerch (Quelle: [2])
Burred und Lerch hatten eine sehr komplexe Hierarchie von Genres und Audio-Klassen aufge-
stellt, welche in Abbildung 3.4 dargestellt ist. Bei dieser komplexen Hierarchie ist das Ergebnis
sehr erstaunlich, denn der hierarchische Ansatz erreichte ein nur minimal besseres Ergebnis
als der direkte Ansatz, bei dem die Blätter des Baumes direkt durch einen einzigen Klassifi-
kator zugeordnet wurden. Der hierarchische Ansatz erreichte 59.7%, der direkte 58,7%. Das
ist dahingehend verwunderlich, weil eine hierarchische Genre-Struktur eigentlich eine geziel-
tere Auswahl von Merkmalen ermöglichen sollte. Der Gedanke hinter einem umfangreichem
Merkmalssatz in Kombination mit einer gezielten Selektion von Merkmale für Einzelaufgaben
in eine Hierarchie ist gut, allerdings muss er seinen Nutzen noch erweisen, bis jetzt ist durch
diese Arbeit nur gezeigt, dass er keine Verschlechterung bewirkt, was doch sehr überraschend
gewesen wäre.
3.2.3 McKinney, Breebaart 2003 - Psychoakustische Merkmale
Martin McKinney und Jeroen Breebaart verwendeten in ihrer Arbeit „Features for Audio and
Music Classification“[13] zwar auch eine Merkmals-Selektion, allerdings konzentrierten sie ih-
re Forschung mehr auf die Entwicklung zweier neuer Merkmale. Beide Merkmale hatten das
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Ziel, die menschliche Art und Weise des Hörens nachzubilden, sowohl bezüglich der Stärke der
Wahrnehmung als auch des Einflusses des zeitlichen Ablaufes. Dies wurde über zwei verschie-
dene Ansätze versucht.
Der erste Ansatz bestand in der gezielten Berechnung von bestimmten Merkmalen, die nach
psychoakustischen Forschungen großen Einfluss auf die Wahrnehmung haben. Dazu gehört un-
ter anderem die Rauheit eines Geräusches, welche bestimmt wird durch den zeitlichen Verlauf
im Bereich von 20 bis 150 Hz, wobei die stärkste Empfindlichkeit bei 70 Hz vorliegt. Sie wird
als wichtigster Faktor bei der Wahrnehmung von Dissonanzen in Musik vermutet. Ein weiteres
Merkmal ist die wahrgenommene Lautstärke, welche sich aus der Stärke eines Signals bestim-
men lässt. Die Schärfe ist die Wahrnehmung der spektralen Dichte und der relativen Stärke der
Energie in hohen Frequenzen. Die Energie von Lautstärke und Schärfe wurde außerdem noch
für drei verschiedene Frequenzbänder ermittelt, 1-2 Hz, 3-15 Hz und 20-43 Hz.
Der zweite Ansatz setzt ein Modell der menschlichen Verarbeitung der zeitlichen Zusammen-
hänge von Audio-Signalen als eine Filterbank um. Dabei werden 18 logarithmisch über den
Bereich von 26 bis 9795 Hz verteilte Bandpass-Filter nebeneinander angeordnet. Von den Aus-
gaben der einzelnen Filter wird dann ein Modulations-Spektrum errechnet. Von diesen 18 Spek-
tren wird dann die Energie im Band 0 Hz (entspricht Durchschnittswert) und 3-15 Hz berechnet.
Von den Spektren 3-18 wird zusätzlich noch die Energie im Band 20-150 Hz berechnet. Von
den Spektren 9-18 wird schließlich noch die Energie im Band 150 bis 1000 Hz berechnet. Die
so errechneten 62 Merkmale werden als Auditory Filterbank Temporal Envelopes (AFTE) be-
zeichnet.
Zusätzlich zu diesen beiden Merkmalen werden noch 13 MFCCs und diverse Low-Level-Merk-
male wie Centroid und Zero Crossing Rate und ähnliche berechnet. Von diesen Merkmalen,
welche pro Frame berechnet werden, wird in einem Fenster von 64 Frames ein Power Spek-
trum (spektrale Leistungsdichte) berechnet, welches beschreibt, mit welcher Amplitude welche
„Frequenz“ in einem Spektrum vertreten ist. Wenn man dieses Spektrum mit dem Mittelwert
normalisiert, kann man ablesen, mit welchen verschiedenen Frequenzen sich das Merkmal än-
dert. Dabei ist die Amplitude für 0 Hz ein Ausdruck dafür, wie oft das Merkmale seinen Mittel-
wert hat.
Von allen Low-Level-Merkmalen und MFCC-Koeffizienten wird nun die Energie in vier Bän-
dern berechnet: 0 Hz entspricht dabei dem Mittelwert, 1-2 Hz entsprechen dem Bereich des
Taktschlages, 3-15 Hz sind die Größenordnung der Silbenrate bei Sprache und 20-43 Hz sind
wichtig für die wahrgenommene Rauheit.
Diese vier Gruppen von Merkmalen werden nun jeweils einzeln an zwei verschiedenen Klas-
sifikationsaufgaben evaluiert, zum einen an der Unterscheidung von sieben Genres (Jazz, Folk,
Electronica, R’n’B, Rock, Reggae) und zum anderen an der Unterscheidung von fünf Audio-
Klassen (Klassische Musik, populäre Musik, Sprache, Rauschen, Menschenmenge).
Vor der eigentlichen Evaluation wird jedoch für jede der beiden Aufgaben eine Merkmalsselek-
tion durchgeführt. Dabei wird für jedes Merkmal die Bhattacharyya-Distanz zum Abschätzen
der zu erwartenden Fehlerrate angewendet. Die Bhattacharyya-Distanz ermittelt durch den Ver-
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gleich von zwei Verteilungen ein Maß für die Unterscheidbarkeit von zwei Klassen. Dadurch
kann für jedes Merkmal bestimmt werden, wie gut es zwischen den Klassen unterscheiden kann.
Die Merkmale werden nach absteigender Unterscheidungskraft sortiert und nur die besten neun
Merkmale werden verwendet, um einen Klassifikator vom Typ Gaussian Mixture Model zu
trainieren und zu evaluieren. Dabei wurde jede Merkmalsgruppe einmal ohne und einmal mit
temporalen Merkmalen verwendet.
Die besten Ergebnisse für Audio- und Musik-Klassifikation erreichte dabei die Filterbank, die
versuchte, das menschliche Hören nachzubilden, sie erreichte 93% bei Audio-Klassen und 74%
bei Genres mit temporalen Merkmalen und 90% bzw. 70% ohne. Die Low-Level-Merkmale
erreichen für Musik eine Genauigkeit von 61% bzw. 55%, wohingegen MFCCs 65% bzw. 57%
erreichen. Die psychoakustischen Merkmale schneiden mit temporalen Merkmalen auf dem Ni-
veau der Low-Level-Merkmale ab, ohne sogar noch darunter.
Der von McKinney und Breebaart betriebene Aufwand hat sich durchaus gelohnt, gerade die
Filterbank erreichte doch deutlich bessere Ergebnisse als die bekannten Merkmale, 74% für
eine Kollektion mit sieben Genres war zu diesem Zeitpunkt ein sehr ordentlicher Wert. Der
Ansatz der Modellierung der menschlichen Wahrnehmung hat viel Potential, vor allem weil er
nicht auf Musik zugeschnitten ist, sondern allgemein auf Audio und so vielleicht mehr erfasst
als die bekannten Merkmale. Allerdings kann dieser Ansatz immer nur so gut funktionieren wie
die bekannten Modelle es zulassen. Außerdem wäre es interessant gewesen, wenn die bekann-
ten Merkmale mit den neuen Merkmalen kombiniert worden wären, vielleicht hätten sich hier
noch viel größere Genauigkeiten erreichen lassen, wenn die Merkmale sich gegenseitig ergänzt
hätten
3.2.4 Fazit
Der Ansatz, durch Verbesserung der Merkmale eine höhere Genauigkeit zu erreichen, scheint
auf den ersten Blick recht nahe zu liegen, in der Praxis zeigt sich jedoch, dass dafür außerordent-
liche Anstrengung nötig sind. McKinney und Breebart haben ein extrem aufwendiges Merkmal
geschaffen, das auch alleine eine höhere Unterscheidungskraft hat als die bekannten Merkmale.
Dies war bei Tzanetakis und Cook nicht der Fall, die Beat und Pitch Histogram Features hatten
zwar einen Informationsgehalt, dieser war aber deutlich geringer als der der MFCCs oder der
Low-Level-Merkmale.
Eine Frage muss man sich jedoch stellen: Wie sinnvoll ist es, sehr clevere Merkmale mit recht
einfachen Klassifikatoren wie K-Nearest-Neighbour oder Gaussian Mixture Models zu kombi-
nieren? Sollte man nicht lieber versuchen, durch komplexere Klassifikationskonzepte Verbes-
serungen zu erreichen? Dieser Frage gehen die Autoren der Arbeiten im nächsten Abschnitt
nach.
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3.3 Verbesserung des Klassifikators
Nachdem sich einige Arbeiten mit den Merkmalen beschäftigt hatten, wandte man sich etwas
später den Klassifikatoren zu, um auch hier mögliche Potentiale für Verbesserungen zu erschlie-
ßen.
3.3.1 Xu et al. 2003 - Baum von Klassifikatoren
Xu et al. stellten 2003 mit ihrer Arbeit „Musical Genre Classification using Support Vector
Machines“[24] einen Ansatz vor, der versucht, vom klassischem Konzept der Klassifikation al-
ler Genres durch einen Klassifikator abzuweichen. Dazu wird ein Genre-Baum aufgestellt, der
aber keine Hierarchie von Genres darstellt sonder eher einen hierarchischen Weg zum Genre.
So wird auf der ersten Ebene unterschieden zwischen Pop/Klassik und Rock/Jazz und auf der
zweiten Ebene dann erst nach Pop und Klassik bzw. Rock und Jazz.
Als Merkmale setzen Xu et al. MFCCs, die Zero Crossing Rate, Linear Predictive Coding (be-
reits bei Scott 2001 eingesetzt, siehe 3.1.2, Seite 15) sowie zwei weitere Merkmale namens Beat
Spectrum und Spectrum Power ein.
Das Beat Spectrum entspricht dabei den ersten Schritten der Berechnung der Beat Histogram
Features von Tzanetakis und Cook (siehe 3.2.1, Seite 17), allerdings wird hier nach der Berech-
nung des Beat-Spektrogramms für einen Frame aufgehört und dieses wird einfach in Bereiche
unterteilt und die Summen der Bereiche werden als Merkmale verwendet.
Das Spectrum Power berechnet die Energie in einem Frame und versucht so, ein Maß für die
Lautstärke zu bilden.
In jedem Knoten des Genre-Baumes wird ein eigener Klassifikator vom Typ Support Vector
Machine trainiert. Dabei werden für jeden Knoten die Merkmale vorselektiert, dies geschieht
allerdings von Hand. So werden für die Unterscheidung zwischen Pop/Klassik und Rock/Jazz
Beat-Spectrum und LPC-Koeffizienten verwendet, Pop und Klassik werden nach LPC, MFCC
und Spectrum Power, und Rock und Jazz nach Zero Crossings und MFCCs klassifiziert.
Die Ergebnisse sind mit 93,1% recht gut, allerdings sind bei diesem Ansatz einige Kritikpunkte
zu finden. Obwohl der Gedanke, Klassifikatoren hierarchisch anzuordnen, gut ist, wirkt es un-
günstig, dass sowohl der Genre-Baum als auch die Merkmals-Auswahl pro Knoten von Hand
erledigt wurde. Es wäre deutlich interessanter gewesen, wenn ein Algorithmus entwickelt wor-
den wäre, der zum Beispiel auf Basis der Unterscheidungskraft einzelner Merkmale selbststän-
dig einen Genre-Baum konstruiert hätte. Damit hätte dann auch leichter die Anzahl der Genres
erhöht werden können, weil vier Genres gerade für einen hierarchischen Ansatz doch etwas
sehr wenig scheint, hier hätte mehr Komplexität nicht geschadet.
3.3.2 Scaringella, Zoia 2005 - Berücksichtigung des zeitlichen Verlaufes
Scaringella und Zoia verfolgen in „On the Modeling of Time Information for automatic Genre
Recognition Systems in Audio Signals“[17] eine anderen Ansatz. Die meisten Klassifikations-
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algorithmen berücksichtigen aufgrund ihrer Allgemeingültigkeit für alle Probleme der Muster-
erkennung keine zeitlichen Verbindungen zwischen Eingangsvektoren, sie betrachten stets nur
den aktuellen Vektor und ordnen diesem eine Klasse zu. Bei der Spracherkennung zum Beispiel
liefert der vorhergehende Datensatz aber wichtige Hinweise auf den nächsten, da sinnvolle Spra-
che ja keine zufällige Verkettung von Lauten ist. Da sich das gleiche über Musik sagen lässt,
scheint es nur sinnvoll, dies auch für die Musikklassifikation auszunutzen. Scaringella und Zoia
versuchen, bestehende Klassifikatoren so zu erweitern oder zu verwenden, dass sie die zeitliche
Verbindung zwischen Datensätzen beachten.
Der einfachste Ansatz für die Einbindung einer gewissen zeitlichen Struktur ist ein Fenster
über den Merkmalsvektoren, das sich aber kontinuierlich fortbewegt, d.h. die Berechnungsbe-
reiche von zwei aufeinander folgenden Vektoren überlappen sich so, dass nur der erste Vektor
des ersten Bereiches und der letzte des zweiten Bereiches nicht in beiden errechneten Vektoren
enthalten ist. Dabei wird aus allen Vektoren des Fensters ein einziger Vektor errechnet, dies
kann zum Beispiel durch Berechnung von Mittelwert und Standardabweichung jeder Dimensi-
on geschehen, so dass die Charakteristik der Verteilung jeder Dimension erfasst wird.
Ein zweiter Ansatz ist, jeden Vektor um eine Anzahl seiner direkten Vorgänger-Vektoren zu
erweitern (genannt „Delay Lines“). Dies bringt jedoch erhebliche Probleme mit sich. So erhöht
sich die Zahl der Dimensionen mit jedem zusätzlichem enthaltenem Vektor extrem, so dass die
Anzahl von Vorgänger-Vektoren nur recht klein gehalten werden kann. Für diesen Ansatz ist
außerdem ein sehr großer Datenbestand erforderlich, damit die Trainingsdaten keine großen
Lücken von möglichen Sequenzen von Vektoren enthalten, was die Robustheit des Klassifika-
tors eher negativ als positiv beeinflussen würde. In Abbildung 3.5 sind die Delay Lines für n
Vorgänger-Vektoren V visualisiert.
Die ersten beiden Methoden bieten sich grundsätzlich für alle Klassifikations-Algorithmen an,
für Neuronale Netze gibt es noch eine weitere Möglichkeit. Normale neuronale Netze haben
eine reine Vorwärtsausrichtung, d.h. alle Schichten sind nur zu nachfolgenden Schichten ver-
bunden. In rekurrenten Neuronalen Netzen dagegen kann es auch rückwärtsgerichtete Verbin-
dungen geben, zum Beispiel dass die Ausgabe eines Neurons zu seiner Eingabe geleitet wird.
Dies bewirkt, dass die direkte Vergangenheit auch einen Einfluss auf das Ergebnis hat.
Außerdem wird noch eine weitere Variante von neuronalen Netzen untersucht, sogenannte Ex-
plicite Time Modelling Neural Networks (ETMNN). Bei diesem Verfahren wird ein nicht re-
kurrentes neuronales Netz mit der klassischen Methode trainiert, d.h. es wird darauf optimiert,
einen Vektor zu einem Genre zuzuordnen. Ausgehend von dem Gedanken, dass ein neuronales
Netz in der ersten Hälfte eine Transformation in einen Raum durchführt, in dem die Eingaben
leichter zu unterscheiden sind, werden die Aktivierungen der Neuronen der mittleren Schicht
weiterverarbeitet. Dabei wird jedes Neuron der mittleren Schicht als abstraktes musikalisches
Ereignis interpretiert, diese Ereignisse müssen jedoch nichts mit offensichtlichen Ereignissen
in der Musik zu tun haben. Es wird dabei angenommen, dass stets nur ein Ereignis auftritt, so
dass das Neuron mit der höchsten Aktivierung als das gerade auftretende Ereignis interpretiert
wird.
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Abbildung 3.5: Illustration der Delay Lines
Im Bereich des Fensters wird nun der zeitliche Verlauf der Ereignisse analysiert und aus der
Sequenz der auftretenden Ereignisse wird für das Fenster ein Merkmalsvektor erzeugt, der den
zeitlichen Verlauf der Ereignis-Sequenz charakterisiert. Die so erzeugten Vektoren werden mit
neuronalen Netz klassifiziert.
Die beiden allgemeinen Möglichkeiten werden anhand von Support Vector Machines unter-
sucht. Die Ergebnisse der beiden Klassifikatoren werden dann mit den Ergebnissen der beiden
neuronalen Netze und mit den Ergebnissen eines Hidden-Markov-Modells (siehe 2.4.5, Sei-
te 10) verglichen. Hidden-Markov-Modelle sind einer der wenigen Klassifikationsalgorithmen,
die von sich aus zeitliche Zusammenhänge beachten.
Untersucht wurden dabei sieben Genres, aus den Stücken wurden dabei sechs MFCC-Koeffi-
zienten sowie einige Beat- und Tempo-basierte Merkmale errechnet. Das beste Ergebnis erziel-
ten dabei Support Vector Machines, bei denen die Vorgänger-Vektoren Teil des Merkmalsvek-
tors waren. Sie erreichen eine Genauigkeit von 69% im Vergleich zu 65%, die die schlechteste
Variante mit Support Vector Machines erreichte. Die beiden neuronalen Netze schnitten mit
61% fast gleich ab, während die Hidden-Markov-Modelle 62% Genauigkeit erreichten.
Support Vector Machines schneiden also in allen Varianten besser ab als alle anderen Ansät-
ze, was nicht zuletzt ein Hinweis auf die Leistung der SVMs ist. Bei den neuronalen Netzen
scheint der komplexe Ansatz der ETMNNs kaum Auswirkungen zu zeigen, vielleicht hätte
man die erzeugten Merkmalsvektoren auch noch mit einem anderem Klassifikator testen müs-
sen, so kann das einfache rekurrente Netz leicht mithalten. Zum Vergleich wäre hier aber auch
noch ein unmodifiziertes neuronales Netz interessant gewesen. Die Hidden-Markov-Modelle
schneiden zwar schlechter ab als die SVMs, jedoch scheinen sie sich für die Aufgabe der Genre-
Klassifikation besser zu eigenen als neuronale Netze.
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Zusammenfassend kann man feststellen, dass der Ansatz, mehrere frühere Merkmalsvektoren
mit dem aktuellen Vektor zusammenzufügen, recht vielversprechend aussieht, so scheinen be-
reits drei Vorgänger-Vektoren einen deutlichen positiven Effekt zu haben. Die Vorteile scheinen
also die höheren Anforderungen an die Datenbasis klar zu überwiegen.
3.3.3 Scaringella, Mlynek 2005 - Problem-Zerlegung
In ihrer Arbeit „A Mixture of Support Vector Machines for Audio Classification“[16] stellen
Scaringella und Mlynek einen Ansatz vor, bei dem das Problem der Entscheidung über das
Genre eines Eingabevektors durch Zerlegung in kleinere Unterprobleme gelöst wird. Die Kern-
komponenten sind dabei Support Vector Machines, welche wie viele andere Klassifikatoren
zunächst für 2-Klassen-Probleme entwickelt und später so erweitert wurden, dass sie auch Pro-
bleme mit mehr als zwei Klassen lösen können. Diese Erweiterung wirkt sich jedoch zwangs-
läufig auf die Komplexität des zu lösenden Problems auf. Der Gedanke von Scaringella und
Mlynek war nun, statt einer n-Klassen-SVM eine Gruppe von 2-Klassen-SVMs einzusetzen.
Dies hat den Vorteil, dass jede Support Vector Machine ein sehr viel einfacheres Problem zu
lösen hat und dadurch auch der Gesamtaufwand geringer wird. Auch sollte sich dadurch eine
höhere Robustheit gegen Fehler erreichen lassen.
Konkret wurde das Problem so zerlegt, dass für jedes Genre drei Support Vector Machines
trainiert werden, wobei jede davon eine Wahrscheinlichkeit zurückgibt, dass die Eingabe zum
eigenen Genre gehört. Es werden pro Genre drei SVMs eingesetzt, damit jede Gruppe von
Merkmalen durch eine eigene SVM in jedem Genre klassifiziert wird. Als Merkmale werden
dabei MFCCs, verschiedene Merkmale bezüglich der Energie in sechs Frequenzbändern und
rhythmusbezogene Merkmale wie Periodizität und Taktschlag eingesetzt. Jede SVM muss also
nur die Aufgabe lösen, für einen Teil des Merkmalsvektors zu bestimmen, mit welcher Wahr-
scheinlichkeit dieser zum eigenen Genre gehört, was natürlich sehr viel einfacher ist als für
einen kompletten Merkmalsvektor zu bestimmen, zu welchem Genre der Vektor gehört.
Um für einen Vektor eine Gesamtentscheidung zu treffen, wird zunächst für jedes Genre die
Durchschnitts-Wahrscheinlichkeit der drei Merkmals-SVMs bestimmt. Dadurch erhält man für
jedes Genre einen Wahrscheinlichkeitswert, dass der Eingabevektor zu dieser Klasse gehört.
Die Klasse mit der höchsten Zugehörigkeits-Wahrscheinlichkeit wird dann als Klasse des Ein-
gabevektors gewählt.
Unter Verwendung ihres Delay Line Ansatzes aus [17] (siehe 3.3.2) erreichte dieser Ansatz
beimMIREX Genre Classification Contest auf der ISMIR 2005 eine Genauigkeit von 73%, was
zwar nicht für einen der vorderen Plätze gereicht hat, aber dennoch ein ordentliches Ergebnis ist.
Der Gedanke der Zerlegung in Unterprobleme ist gerade für SVMs deshalb so interessant, weil
diese bezüglich der Komplexität der Aufgabe recht schlecht skalieren (quadratisch), so dass
einfachere Unterprobleme für eine erhebliche Steigerung der Effizienz sorgen und außerdem
nachteilige Effekte durch schwer teilbare Merkmalsräume vermindert werden.
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3.3.4 Begrstra et al. 2005 - Boosting
Bergstra et al. haben in ihrer Arbeit „Aggregate Features and AdaBoost for Music Classifica-
tion“[1] einen sehr interessanten Ansatz vorgestellt, bei demMerkmale und Klassifikator gezielt
kombiniert wurden. Das Herzstück des vorgestellten Systems ist jedoch der Klassifikationsal-
gorithmus AdaBoost.MH
Bei AdaBoost.MH handelt es sich um einen Boosting-Klassifikator. Solche Klassifikatoren sind
Meta-Klassifikatoren, das heißt sie klassifizieren die Eingabedaten durch die interne Verwen-
dung von anderen Klassifikatoren. Diese internen Klassifikatoren werden auch schwache Klas-
sifikatoren genannt und sind meist einfache Klassifikationsalgorithmen wie Entscheidungsbäu-
me. Oft werden sogar nur Entscheidungsstümpfe eingesetzt, das sind Entscheidungsbäume, in
denen die Wurzel gleichzeitig der einzige Knoten ist, so dass der gesamte Baum nur aus der
Wurzel und zwei Blättern besteht.
Das Training eines Boosting-Klassifikators läuft iterativ ab, mit jeder Iteration wird ein schwa-
cher Klassifikator zum Boosting-Klassifikator hinzugefügt. Dieser schwache Klassifikator wird
so trainiert, dass er die kleinstmögliche Fehlerrate liefert. Dabei werden die Datensätze berück-
sichtigt, die in den vorherigen Iterationen falsch klassifiziert wurden, auf diese Weise wird die
Fehlerquote schrittweise minimiert. Normalerweise wird entweder eine feste Zahl von Itera-
tionen oder eine maximale Fehlerrate vorgegeben, an diesem Punkt wird die Optimierung des
Klassifikators dann abgebrochen. Die Wahl dieser Größe ist eine wichtige Entscheidung für
den Klassifikator, da Boosting-Klassifikatoren wie auch neuronale Netze zu Overfitting nei-
gen, dass heißt sie kommen irgendwann an einen Punkt, an dem sich die Klassifikation der
Trainings-Daten zwar weiter verbessert, aber unbekannte Daten nur noch schlecht klassifiziert
werden. Nichts desto trotz ist Boosting sehr interessant, weil es im Gegensatz zu neuronalen
Netzen linear skaliert und somit sehr viel effizienter mit großen Mengen an Datensätzen umge-
hen kann.
In der Arbeit von Bergstra et al. wird der konkrete Algorithmus AdaBoost.MH verwendet. Ada-
Boost steht dabei für adaptives Boosting und bezeichnet eine Variante des Boostings, bei der die
falsch klassifizierten Datensätzen noch stärker gewichtet werden als beim Boosting allgemein.
AdaBoost ist wie Boosting allgemein jedoch nur für 2-Klassen-Probleme geeignet. Für Mehr-
Klassen-Probleme könnte er auf einfache Weise fit gemacht werden, indem das Mehr-Klassen-
Problem in mehrere 2-Klassen-Probleme zerlegt wird. Diese Methode wirkt sich jedoch fatal
auf den Berechnungsaufwand aus, so dass bessere Methoden vorzuziehen sind. AdaBoost.MH
ist eine Variante von AdaBoost, bei der Mehr-Klassen-Probleme dadurch gelöst werden, dass
die schwachen Klassifikatoren nicht eine einzelne Klasse zurück liefert (1 oder -1), sonder für
jede Klasse für oder gegen die Zugehörigkeit stimmen, sie geben also einen Vektor von -1 und
1 mit so vielen Dimensionen wie es Klassen gibt zurück. Als Klassifikation der Eingabedaten
wird schließlich die Klasse gewählt, die die meisten Dafür-Stimmen (1 bedeutet dafür, -1 be-
deutet dagegen) hat.
Das Verfahren des Boostings mit Entscheidungsbäumen hat bei der Genre-Klassifikation einen
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großen Vorteil, es hat durch die Verwendung von Entscheidungsbäumen praktisch eine ein-
gebaute Merkmals-Selektion. Dies erlaubte es Bergstra et al., einen Merkmalsvektor mit 804
Dimensionen aufzustellen ohne große Folgen befürchten zu müssen. Diese Merkmale umfass-
ten MFCCs, Amplituden eine diskreten Fouriertransformationen, LPC-Koeffizienten, Rolloff-
Koeffizienten sowie Real Cepstral Coefficients (RCEP). Diese RCEPs kombinierten einfach
mehrere Fouriertransformationen und eine Logarithmierung und hatten alleine bereits 256 Di-
mensionen.
Die Ergebnisse dieses Ansatzes können sich sehen lassen, beide Varianten, die beim MIREX
Genre Classification Contest der ISMIR 2005 angetreten waren (Entscheidungsstümpfe und
Entscheidungsbäume mit drei Ebenen) erreichten ca. 82% und damit den ersten und zweiten
Platz im Wettbewerb.
Der Ansatz, einen schnellen Klassifikator, bei dem die Anzahl der Dimensionen der Merk-
malsvektoren keine wichtige Rolle spielt, da nur die relevanten Merkmale verwendet werden,
mit einem sehr großem Merkmalsvektor zu kombinieren, ist eigentlich so offensichtlich, dass
man sich doch fragen muss, warum vorher niemand darauf gekommen ist. Es ist möglich, dass
das Boosting bisher wegen seiner Empfindlichkeit gegen zu viele Iterationen gemieden wurde,
andererseits hat das Overfitting bei neuronalen Netzen auch niemanden davon abgehalten, diese
zu verwenden.
3.3.5 Fazit
Der beste der in diesem Abschnitt vorgestellten Ansätze ist der von Bergstra et al., dieser hat
beim MIREX Genre Classification Contest die Messlatte sehr hoch gelegt. Allerdings war auch
der Gedanke hinter der Arbeit von Scaringella und Zoia sehr gut, schließlich besteht Musik nun
mal nicht aus zufälligen Tonfolgen, es bestehen immer zeitliche Zusammenhänge zwischen
Merkmalsvektoren. Die Ergebnisse zeigen, dass die Richtung zwar gut war, aber hier noch
Möglichkeiten zur Verbesserung existieren.
Alles in allem scheint die richtige Wahl der Kombination von Klassifikator und Merkmale eine
wichtige Rolle zu spielen, dies haben Bergstra et al. ja eindrucksvoll unter Beweis gestellt. In
beiden Bereichen sind Verbesserungen möglich, man sollte jedoch darauf achten, dass man die
jeweils anderen Komponenten der Klassifikation nicht total außer acht lässt.
3.4 Blick über den Tellerrand
Neben den Arbeiten, die sich mit „normalen“ Arten der Verbesserung der Klassifikation be-
schäftigen, gab es auch einige Arbeiten, die einen Blick in andere Forschungsbereiche warfen
und versuchten, Techniken aus diesen Bereichen zur Verbesserung der Ergebnisse der Klassifi-
kation nach Genre einzusetzen.
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3.4.1 Whitman, Smaragdis 2002 - Community Metadata
Whitman und Smaragdis schlagen in „Combining Musical and Cultural Features for Intelligent
Style Detection“[23] einen Weg ein, der zwar auf den ersten Blick etwas merkwürdig erscheint,
beim genaueren Hinsehen jedoch sehr clever ist. Sie versuchen, durch Data Mining Erkenntnis-
se über die Zugehörigkeit von Künstlern zu Genres zu erhalten. Dies ist ein recht interessanter
Ansatz, ist es doch eine Möglichkeit, auch Eigenschaften wie eine politische Botschaft oder
ähnlich abstrakte Dinge zu bestimmen, die nicht aus dem Audio-Signal gewonnen werden kön-
nen aber durchaus für die Genre-Zuordnung von Bedeutung sein können.
Die Autoren haben als Ausgangspunkt eine fertige Datenbasis verwendet, in der jedem Künst-
ler 10000 Unigramme (ein Term), 10000 Bigramme (zwei Terme), 5000 Substantive und 100
Adjektive zugeordnet sind. Diese wurde durch Data Mining von Internet-Seiten erzeugt, wo-
bei eine Verbindung zwischen Künstler und Term dann angenommen wurde, wenn beide auf
der gleichen Seite gefunden wurden. Diese Zuordnung ist dabei noch gewichtet nach dem Ab-
stand der Terme zum Namen des Künstlers und einer Funktion aus der Auftrittshäufigkeit des
Wortes im Dokument und in der ganzen Datenbasis. In der Datenbasis stehen also für jeden
Künstler die gewichteten Verbindungen zu Termen. Aus diesen Beziehungen kann für jeden
Künstler eine Ähnlichkeit zu allen anderen Künstlern der Datenbasis errechnet werden. Kombi-
niert man diese mit bekannten Genre-Zuordnungen zu den anderen Künstlern, so kann für jeden
Künstler bestimmt werden, mit welcher Wahrscheinlichkeit er welchem Genre angehört. Die-
ser Ansatz alleine zeigt bei einer Musikkollektion von fünf Genres mit je fünf Künstlern zwar
alleine schon eine Genauigkeit von 80%, allerdings bestimmt er für einige Genres und Künstler
Wahrscheinlichkeiten, die sich zwischen zwei oder drei Genres nur um wenige Prozentpunkte
unterscheiden.
Nun kann aber zusätzlich auch noch eine klassische Klassifizierung verwendet werden. In
diesem Falle werden einige einfache spektrale Merkmale berechnet (Power Spektrum durch
Hauptkomponentenanalyse auf 20 Dimensionen reduziert), mit welchen dann ein Time Delay
Neural Network trainiert wird. Dabei handelt es sich um ein neuronales Netz, welchem neben
dem aktuellem Merkmalsvektor auch noch einige Vorgänger-Vektoren vorgelegt werden. Dies
entspricht den bei Scaringella und Zoia (siehe 3.3.2, Seite 23) vorgestellten Delay Lines, ange-
wendet auf ein neuronales Netz. Die Anzahl der Ausgabe-Knoten entspricht bei diesem Netz
der Anzahl der Genres, so dass auch der klassische Klassifikator für ein Musikstück für jedes
Genre eine Wahrscheinlichkeit bestimmt, dass das Stück zu diesem Genre gehört. Dieser An-
satz allein erreicht eine Genauigkeit von 76%.
Werden nun beide Ansätze kombiniert, dass heißt für jedes Stück werden die Wahrscheinlich-
keiten des klassischen Klassifikators mit den durch Data Mining gewonnenen Wahrscheinlich-
keiten des Künstlers des Stückes multipliziert, so wird eine Genauigkeit von 100% erreicht. Die
beiden Ansätze scheinen sich hier also optimal zu ergänzen.
Allerdings sind die Ergebnisse nur mit Vorsicht zu genießen. Die verwendeten Merkmale sind
verhältnismäßig einfach, deswegen überraschen die 76% Genauigkeit, noch dazu weil neu-
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ronale Netze verwendet wurden. Es wäre hier noch interessant gewesen, wie die Ergebnisse
mit etwas komplexeren Merkmalen wie MFCCs und ähnlichen ausgesehen hätten. Aber nichts
desto trotz ist der Gedanke hinter diesem Comunity Metadata genannten Ansatz hochinter-
essant, könnte er doch prinzipiell dazu in der Lage sein, die Eigenschaften, die durch akustische
Merkmale kaum erfasst werden können wie zum Beispiel abstrakte Botschaften in die Genre-
Klassifikation mit einzubringen. Einziges Problem ist hier, dass dieser Ansatz voraussetzt, dass
für alle zu klassifizierenden Stücke der Künstler sicher bekannt ist.
3.4.2 Lampropoulos et al. 2005 - Zerlegung des Audio-Signals in
Komponenten
Lampropoulos et al. stellen in „Musical Genre Classification enhanced by improved Source Se-
paration Techniques“[11] einen Ansatz vor, der noch vor der Merkmalsextraktion ansetzt, sie
zerlegen das Audio-Signal in mehrere Komponentensignale und verarbeiten die Komponenten
dann getrennt weiter.
Diese Zerlegung des Audio-Signals in mehrere Komponenten-Signale geschieht mit einem Al-
gorithmus namens „Convolutive Sparse Coding“. Die Grundannahme aller Algorithmen zur
Zerlegung von Audio-Signalen in Komponenten ist die, dass jede Beobachtung des Gesamt-
Signals eine Linearkombination von den Beobachtungen der einzelnen Quell-Signale ist. Ddem
CSC-Algorithmus muss dabei eine feste Anzahl von Komponenten vorgegeben werden, durch
ein recht komplexes mathematisches Verfahren werden unter Berücksichtigung der menschli-
chen Lautstärkewahrnehmung und durch die Modellierung von musikalischen Ereignissen aus
dem Gesamt-Signal die vorgegebene Anzahl Komponenten-Signale errechnet, der genau Ab-
lauf kann in [21] nachgelesen werden.
Bei Lampropoulos et al. werden von drei Bereichen des Musikstückes (Anfang, Mitte, En-
de) mit jeweils 25% der Länge des gesamten Musikstückes jeweils drei Komponentensignale
extrahiert, welche im Idealfall Instrumentenklassen (z.B. Streicher, Bläser, Schlaginstrumente)
entsprechen. Die Erzeugung von Komponenten in drei verschiedenen Abschnitten resultierte
aus der Erkenntnis aus einer früheren Arbeit, dass die Komponenten nicht über das ganze Stück
gleich sind. Von allen drei Komponentensignalen werden schließlich die gleichen Merkmale
errechnet, diese sind identisch zu den von Tzanetakis und Cook in [20] (siehe 3.2.1, Seite 17)
verwendeten Merkmalen.
Die jeweils drei so erzeugten Merkmalsvektoren pro Frame werden dann zu jeweils einem
Merkmalsvektor zusammengefasst, vermutlich durch einfache Kombination der Einzelvekto-
ren, darüber finden sich in der Arbeit leider keine Angaben. Mit den so erzeugten Merkmalsvek-
toren werden ein k-Nearest-Neighbour-Klassifikator (siehe 2.4.2, Seite 8) sowie zwei neuronale
Netze (siehe 2.4.3, Seite 9) mit vier bzw. zehn versteckten Schichten trainiert, um Musikstücke
in vier Genres klassifizieren zu können.
Die Ergebnisse zeigen dabei eine Verbesserung von jeweils 2-3% für alle Klassifikatoren (kNN:
67,6% - 69,2%, NN4: 73,2% - 75,8%, NN10: 73,9% - 75,9%), was zeigt, dass der Ansatz an
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sich gut ist. Allerdings hätten die Informationen, die durch die Zerlegung gewonnen wurden,
eventuell besser genutzt werden können, die Lösung, einfach die Merkmals-Vektoren von allen
Komponenten zu extrahieren und diese dann zu einem großen Vektor zusammenzufügen macht
etwas den Eindruck der einfachsten Lösung, hier besteht definitiv noch Potential für Verbesse-
rungen. Außerdem wäre ein besserer Klassifikator interessanter gewesen, da kNN und neurona-
le Netze bereits bewiesen haben, dass sie schlechter abschneiden als beispielsweise SVMs.
3.4.3 Fazit
Beide Arbeiten haben bewiesen, dass ein Blick über den Tellerrand durchaus sinnvoll ist, aller-
dings hat der Ansatz der Integration von Data Mining in die Genre-Klassifikation eine wesent-
lich höhere Relevanz, schließlich sind Genres nicht nur durch die Musik definiert, es spielen
auch kulturelle Faktoren und abstrakte Konzepte eine Rolle. So etwas wird aber nie aus dem
Audio-Signal extrahierbar sein, deshalb bedarf es hier grundlegend anderer Techniken. Aller-
dings wurde der Ansatz von Whitmann und Smaragdis bis heute leider noch von niemandem
wieder aufgegriffen, so dass hier weiter Potential brachliegt.
3.5 Rundumschlag
Der Arbeit von Cox und West von 2005 wurde ein eigener Abschnitt gewidmet, da hier in
jedem Bereich ein neuer Ansatz verwendet wurde und im Ergebnis sehr hohe Genauigkeiten
erzielt wurden.
3.5.1 Cox, West 2005 - Rundumschlag
In ihrer Arbeit „Finding an optimal Segmentation for Audio Genre Classification“[5] untersu-
chen Stephen Cox und Kris West vorrangig die Auswirkungen verschiedener Segmentierungen,
aber außerdem werden auch eine neue Art von Merkmalen sowie ein neuer Klassifikator ver-
wendet, so dass diese Arbeit nur schwer in einen der anderen Abschnitte einsortiert werden
kann.
Es gibt verschiedenste Ansätze zur Segmentierung des Audio-Signals. Dabei geht es um die
Länge der Frames, ob sich Frames überlappen oder nicht, ob diese Frames in einem Fenster
zusammengefasst werden, wie groß dieses Fenster ist, ob das Fenster gleitend ist oder ob fest
unterteilte Abschnitte genutzt werden. Cox und West untersuchen dabei folgende Varianten der
Segmentierung:
• 23 ms Frames ohne Fenster
• 200 ms Frames ohne Fenster
• 23 ms Frames mit gleitendem 1-Sekunden-Fenster
• 23 ms Frames mit 10-Sekunden-Fenster (nicht überlappend)
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• 23 ms Frames mit ganzem Stück als Fenster (ein Vektor pro Stück)
• 23 ms Frames mit Taktschlag-Erkennung als Basis für Segmentierung
Bis auf die letzte Variante sind alle Varianten schon mehr oder weniger altbekannt und wurden
schon oft eingesetzt, jedoch wurden noch nie systematisch die Auswirkungen der verschiedenen
Segmentierungen untersucht. Die letzte Variante ist eine Neuerung, dabei wird die Größe des
Fensters an den Spitzen einer Taktschlag-Erkennungs-Funktion ausgerichtet. Ziel dieses Ansat-
zes ist es, mit jedem Fenster möglichst nur ein musikalisches Ereignis zu erfassen, was mit einer
statischen Fenstergröße nur zufällig gelingen kann. Wenn die einzelnen Segmente aber immer
nur so lang sind wie ein musikalisches Ereignis, wird in diesem Fenster durch den Merkmals-
vektor dann auch genau dieses Ereignis charakterisiert.
Aus den Frames wird dabei ein Merkmalsvektor namens „Octave-based Spectral Contrast“ ex-
trahiert. Diese sind den MFCCs zwar ähnlich, aber sie beachten die Verteilung von Spitzen
und Tälern in jedem Subband, welche einen Hinweis darauf liefern können, wie harmonisch
ein Signal ist. Dabei deuten ausgeprägte Spitzen auf harmonische Eigenschaften hin, während
Rauschen ausgeprägtere Täler verursacht. Durch Kodierung dieser Informationen in demMerk-
malsvektor wird dieser nicht auf die Durchschnittswerte eines Subbandes begrenzt.
Wenn ein Fenster verwendet wird, werden die Vektoren im Fenster zusammengefasst, indem
Durchschnittswert und Standardabweichung für jede Merkmalsdimension berechnet werden.
Mit diesen Vektoren wird dann ein Klassifikator trainiert. Dieser arbeitet nicht unähnlich dem
Ansatz von Xu et al. (siehe 3.3.1, Seite 23), auch hier wird ein Entscheidungsbaum mit einem
Klassifikator an jedem Knoten aufgebaut. Bei Cox und West wird dabei aber an jedem Knoten
ein einfacher binärer gaußscher Klassifikator verwendet, außerdem wird der Entscheidungs-
baum komplett automatisch aufgebaut. Dabei wird für jeden Knoten zunächst die Menge der
möglichen Verteilungen der Klassen über die beiden Zweige des Knotens ermittelt. Für jede
dieser Verteilungen wird dann ein gaußscher Klassifikator trainiert und der Klassifikator, der
dabei das beste Ergebnis erzielt, wird für den Knoten verwendet.
Dieser Klassifikator wurde nun mit einer Musikkollektion mit sieben Genres trainiert und getes-
tet. Das schlechteste Ergebnis (65,6%) erreichte dabei die Variante, bei der alle Vektoren eines
Stückes zu einem Vektor zusammengefasst wurden. Danach folgte die Variante ohne Fens-
ter und mit 200 ms langen Frames, welche 69% erreichte. Das 10-Sekunden-Fenster erreichte
70,4%, dicht gefolgt von der Variante ohne Fenster mit 23 ms langen Frames, welche 72% er-
reichte. Das beste Ergebnis erreichten die Varianten mit einem gleitenden 1-Sekunden-Fenster
(80,6%) und dem beat-basiertem Fenster (80,4%). Die Segmentierung hat also auf den ersten
Blick nur eine minimale Verbesserung bewirkt. Allerdings ist mit der beat-basierten Segmen-
tierung eine deutlich geringere Komplexität des erzeugten Entscheidungsbaumes zu erkennen,
dieser hat nur 10700 statt 24500 Knoten. Das hat natürlich auch Auswirkungen auf den Zeit-
aufwand, die beat-basierte Variante brauchte hier nur ein Fünftel der Zeit der 1-Seknunden-
Fenster-Variante. Die beat-basierte Segmentierung scheint also sehr wohl zur Unterscheidbar-
keit der Genres beizutragen. Beim MIREX Genre Classification Contest auf der ISMIR 2005
erreichte ein ähnliches von West entwickeltes System[22] 75% Genauigkeit.
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Die im vorherigen Kapitel vorgestellten Arbeiten haben sich bereits mit den verschiedensten
Ansätzen zur Verbesserung der Klassifikationsergebnisse auseinandergesetzt. Im Bereich der
Merkmale wurde von Tzanetakis und Cook mit den Beat Histogram Features bereits versucht,
vom Audio-Signal weg hin zu einer höheren Ebene der Darstellung der Musik zu kommen, in
dem Falle bezüglich des Rhythmus (siehe 3.2.1, Seite 17). Dieser Weg ist ohne Zweifel ein
sehr vielversprechender, jedoch geht die Genre-Klassifikation in diesem Bereich bereits in die
Forschungsbereiche Melodieerkennung und Klangerkennung und ähnliche Bereiche hinein, so
dass dieser Ansatz zur Verbesserung sehr gute Kenntnisse in anderen Bereichen des Music In-
formation Retrievals voraussetzt.
Ebenfalls sehr vielversprechend war die Verwendung von Merkmalen, die gezielt das menschli-
che Hören modellieren und so versuchen, das menschliche Verständnis von Musik als Basis zu
nutzen (siehe 3.2.3, Seite 20). Eine Weiterarbeit in diesem Bereich kann aber nur erfolgverspre-
chend sein, wenn man ausführliche Kenntnisse über die Verarbeitung von Geräuschen durch
den Menschen besitzt.
Im Bereich der Klassifikatoren wurden ebenfalls erstaunliche Fortschritte erzielt im Vergleich
zu den ersten Arbeiten, hier ragt zum Beispiel die Arbeit von Bergstra et al. deutlich heraus (sie-
he 3.3.4, Seite 27). Es wird ein an sich nicht sonderlich komplexer und auf den ersten Blick auch
kaum Erfolg versprechender Ansatz wie das Boosting gezielt mit möglichst vielen Merkmalen
kombiniert und unter Ausnutzung der Eigenschaften des Boostings wird ein überragendes Er-
gebnis erzielt. In diesem Bereich noch weitere Verbesserungen erzielen zu können scheint ohne
profundes Wissen aus dem Bereich der Mustererkennungs-Algorithmen kaum möglich, wurde
doch schon fast jeder der bewährten Algorithmen einmal für die Genre-Klassifikation einge-
setzt.
Zwischen diesen beiden großen Bereichen der Verbesserung findet sich jedoch eine Nische,
die bis jetzt noch nicht untersucht wurde: Die gezielte Ausfilterung von Datensätzen aus der
Datenbasis. Es wurden zwar bereits recht ausgefeilte Merkmals-Selektions-Techniken ange-
wendet, diese reduzierten jedoch immer nur die Zahl der Dimensionen der Merkmalsvektoren.
Es wurden auch schon die verschiedensten Fenstergrößen für die Zusammenfassung von vielen
Vektoren zu einem untersucht, wie zum Beispiel die Beat-basierte Fenstergröße bei Cox und
West (siehe 3.5.1, Seite 31). Jedoch wurden auch hier stets alle Vektoren betrachtet.
Die gezielte Ausfilterung von Vektoren erscheint jedoch durchaus naheliegend, schließlich sind
Musikstückstücke in keiner Weise konstant in ihrem zeitlichen Verlauf. Es liegt also nahe, einen
Ansatz zu entwickeln, welcher gezielt versucht, bestimmte Bereiche des Musikstückes auszu-
filtern, die sich negativ auf die Eindeutigkeit des Musikstückes und so insgesamt auf die Ge-
nauigkeit und Robustheit eines Klassifikationssystems auswirken können.
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Es gibt verschiedene Arten von diesen verfälschend wirkenden Bereichen. Die einfachste Art
von verfälschenden Abschnitten sind Störungen auf akustischer Ebene wie Knackser, starkes
Rauschen oder kurze Aussetzer, wie sie zum Beispiel bei der Aufzeichnung von Musik mit dem
Computer von Medien wie Schallplatten oder Kassetten, aber auch vom Radio in klassischem
Sinne (Signalstörung) oder von Web-Radios (kurzzeitige Überlastung der Internet-Verbindung)
auftreten können. Solche Störungen sind oft schon mit Elektronik oder einfachen Audio-Filtern
herausfilterbar.
Es können aber auch verschiedene Teile des Musikstückes verschiedenen Genres angehören
(zum Beispiel ein Abschnitt von klassischer Musik in einem Rock- oder Pop-Stück). So etwas
auf Ebene der Datenbasis herauszufiltern ist kaum umsetzbar, da hier schlicht die nötigen High-
Level-Informationen fehlen. Bei der Klassifikation an einer fertigen Datenbasis wäre es hier
sinnvoller, mit einer gezielteren Analyse der den klassifizierten Vektoren zugeordneten Genres
zu arbeiten. Es wäre zum Beispiel denkbar, in der zeitlichen Abfolge der Genres der Einzelvek-
toren nach Bereichen zu suchen, in denen sich das Genre für eine gewisse Zeit nicht ändert, so
dass man von stabil klassifizierten Bereichen sprechen könnte. In der Trainings-Phase könnten
diese Verfälschungen durch die Zuordnung von Genres zu Zeitabschnitten statt zu kompletten
Songs als Fehlerquelle entfernt werden. Das würde jedoch einen erheblichen Mehraufwand bei
der Vorbereitung der Musikkollektion mit sich bringen.
Zwischen diesen beiden Arten ist die dritte Art von verfälschenden Abschnitten angesiedelt.
Es handelt sich dabei um Bereiche, die zu lang und zu komplex sind, um noch mit einfachen
Audio-Filtern entfernt zu werden, aber die auch nicht zwangsläufig in ein anderes Genre einge-
ordnet werden sollten. Es geht um Bereiche, in denen sich die Charakteristik des Musikstückes
signifikant ändert, zum Beispiel wenn sich die Instrumentierung eine gewisse Zeit lang ste-
tig verändert oder kurze Bereiche, in denen die Charakteristik vollkommen unterschiedlich zur
Umgebung ist. Diese Bereiche haben nur eine geringe Aussagekraft über das Genre des Stückes,
werden aber trotzdem in die Datenbasis aufgenommen.
Diese sollen nun durch meinen Ansatz gezielt erkannt und entfernt werden. Der Gedanke da-
hinter ist, dass das Musikstück so auf die Bereiche reduziert werden würde, in denen sich die
Charakteristika über längere Zeit nicht stark verändern. Dies ist für die Genre-Klassifikation
sinnvoll, da hier im Gegensatz zur Klang-Klassifikation ja längere zeitliche Zusammenhänge
eine wichtige Rolle spielen. Eine Aussage über die langfristige Charakteristik ließe sich zwar
auch durch ein hinreichend großes Fenster erzielen (zum Beispiel zehn Sekunden), allerdings
hätte dies den Nachteil, dass so sehr viele Vektoren zu einem einzigem verschmolzen würden,
was zu einer sehr viel unschärferen Datenbasis führen würde. Es ist nicht das Ziel, die Genres
kompakter zu machen, ihre Vielfalt soll erhalten bleiben. Es geht lediglich darum, Bereiche aus
dem Musikstück zu entfernen, die lediglich ein kurzzeitiges Verhalten widerspiegeln, das sich




Die zu erkennenden Bereiche zeichnen sich dadurch aus, dass in ihnen über einen gewissen Zeit-
raum eine deutliche Veränderung geschieht. Diese Veränderungen müssen sich logischerweise
auch in die errechneten Merkmale niederschlagen. Der Ansatz zur Erkennung der Bereiche mit
Veränderungen ist also die Beobachtung von Merkmalen.
Ein einfacher Ansatz wäre, ein bestimmtes Merkmal zu beobachten, zum Beispiel durch Über-
wachen von Mittelwert und Standardabweichung, und bei deutlichen Sprüngen einen Bereich
als Bereich einer Veränderung anzusehen und ihn auszufiltern.
Dieser Ansatz hat jedoch mehrere Schwachstellen. Die deutlichste davon ist die Annahme, dass
ein einziges Merkmal allein über eine ganze Kollektion genügend Aussagekraft darüber hat, wo
sich verändernde Bereiche befinden. Dies impliziert extreme Anforderungen an das Merkmal.
Das Merkmal muss zu allererst in jedem Genre stets dann eine deutliche Veränderung aufwei-
sen, wenn eine deutliche Veränderung im Stück geschieht. Es darf aber auch in keinem Genre
starke Veränderungen zeigen, obwohl das Stück keiner deutlichen Veränderung unterliegt. Die
Annahme, dass ein solches Merkmal existiert, ist kaum zu halten. Um diese Schwachstelle zu
umgehen, muss der Ansatz also dazu in der Lage sein, mehrere Merkmale gleichzeitig zu beob-
achten.
Eine weitere Schwachstelle ist, dass Sprünge ja auch von kurzfristiger oder gar einmaliger Na-
tur sein können, dies scheint, wenn man die Varianz in den Merkmalen innerhalb eines Genres
betrachtet, nur logisch. Dies kann aber vermieden werden, wenn man eine Mindest-Zeitdauer
definiert, die eine Veränderung mindestens anhalten muss, um auch als solche erkannt zu wer-
den.
Die dritte Schwachstelle ist, dass immer nur Mittelwert und Standardabweichung über einem
Abschnitt betrachtet werden. Aufgrund ihrer Natur verändern sich diese Größen nur langsam, da
ja stets nur ein Vektor neu in den Bereich kommt und ein anderer dafür wegfällt. Dies lässt sich
aber vermeiden, wenn man die Differenz von Mittelwert und Standardabweichung von zwei an-
einander grenzenden Bereichen beobachtet. So ist sichergestellt, dass ein deutlicher Ausschlag
stattfindet, wenn eine Veränderung stattfindet.
4.2 ChangeDetector
Ausgehend von diesen Ideen wurde eine Veränderungserkennung entworfen, welche „Change-
Detector“ getauft wurde.
Die Verarbeitung geschieht in zwei Stufen. Zuerst werden die verwendeten Merkmale einzeln
verarbeitet. Die Ergebnisse der Einzelverarbeitung werden dann in einem globalen Zusammen-
hang weiterverarbeitet und es wird eine endgültige Entscheidung darüber getroffen, ob eine
Veränderung stattfindet oder nicht.
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4.2.1 Verarbeitung eines Merkmals
Abbildung 4.1: Verarbeitung eines Merkmals im ChangeDetector
Die Verarbeitung der einzelnen Merkmale ist direkt an der Grundidee und den Verbesserungs-
ideen dafür angelehnt. Eine Kombination von 2 Fenstern mit einer Lücke dazwischen, wie sie
in Abbildung 4.1 dargestellt ist, wird über das gesamte Stück bewegt. Die Größe der Fenster
wird dabei vom Parameter „WinSize“ festgelegt. Ist der Wert für „WinSize“ niedrig, beziehen
sich die Statistiken nur auf einen sehr kleinen Bereich. So würden kurze Änderungen auch
erkannt werden, da sie in einem kleinen Fenster nicht vollständig in das Fenster passen. Aller-
dings wäre der ChangeDetector unter Umständen anfälliger für stark „rauschende“ Merkmale.
Wenn man den Wert dagegen groß wählt, ist zwar die Anfälligkeit gegen Rauschen geringer,
allerdings würden kurze Änderungen vollständig in das Fenster passen und so unter Umständen
überhaupt nicht bemerkt werden.
Die Größe der Lücke zwischen den beiden Fenstern wird durch den Parameter „GapSize“ be-
stimmt. Der Zweck der Lücke ist, dass eine Veränderung zwischen den beiden Fenstern stattfin-
den kann und so nicht automatisch auch in den berechneten statistischen Größen enthalten ist.
Wird der Wert niedrig gewählt, muss die Änderung relativ schnell statt finden, um erkannt zu
werden. Wird ein großer Wert gewählt, so passen kurze Änderungen, die davor und danach ähn-
liche Charakteristika aufweisen, möglicherweise komplett in die Lücke und es werden höchs-
tens noch die Flanken erkannt statt des gesamten Bereiches. In Abbildung 4.3 ist ein Beispiel
für einen Verlauf mit einem zu großem Wert für „GapSize“ dargestellt, bei dem eine Änderung
komplett in die Lücke zwischen den Fenstern passt. Im Gegensatz dazu zeigt Abbildung 4.2,
wie die „GapSize“ im Idealfall dimensioniert sein sollte.
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Abbildung 4.2: Beispiel für Verlauf mit gut gewählter GapSize
Abbildung 4.3: Beispiel für Verlauf mit zu großer GapSize
Zu jedem Zeitpunkt wird nun über beiden Fenstern sowohl der Durchschnitt als auch die Stan-








Wird diese dazu verwendet, um das arithmetische Mittel über einemMerkmal zu bestimmen, so
entspricht n der Größe des Fensters, über dem der Durchschnitt berechnet werden soll (also dem
Parameter „WinSize“) und xi entspricht dem Wert des untersuchten Merkmals an der i-ten Po-
sition im Fenster. Diese Berechnung wird über beiden Fenstern ausgeführt. Das Vorher-Fenster
beinhaltet dabei alle Werte im Intervall [Start,Start+WinSize], wobei Start die Position der
unteren Grenze des Vorher-Fensters im Merkmals-Strom ist, während das Nachher-Fenster alle
Werte im Intervall [Start+WinSize+GapSize,Start+2·WinSize+GapSize] beinhaltet.
Die Standardabweichung ist definiert als die Wurzel der Stichprobenvarianz s2 (s=
√
s2), wel-








Diese Formel wird auf die gleichen Intervalle angewandt wie die Formel für die Berechnung
des arithmetischen Mittels, so dass am Ende für die beiden Fenster jeweils arithmetisches Mittel
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und Standardabweichung zur Verfügung stehen.
Die für beide Fenster berechneten Werte für Mittelwert und Standardabweichung werden nun
jeweils miteinander verglichen. Dabei müssen sich entweder Standardabweichung oder Mittel-
wert im Verhältnis zum Wert des zweiten Fensters um einen bestimmten Anteil unterscheiden,
um eine Änderung in diesem Merkmal an diesem Punkt zu erkennen. Dieser Anteil wird durch
den Parameter „Delta“ bestimmt, er gibt an, wie deutlich sich eine der beiden Größen im Ver-
hältnis zum Wert im ersten Fenster verändert haben muss. Ein Wert für Delta von 0,5 würde
zum Beispiel bedeuten, dass sich entweder Mittelwert oder Standardabweichung um mindes-
tens 50% erhöht oder reduziert haben müssen, um an diesem Punkt in diesem Merkmal eine
Änderung zu erkennen. Wird der Wert für „Delta“ zu groß gewählt (z.B. 0.8, entspricht 80%),
müssen die Änderungen sehr stark sein, um überhaupt noch die Grenze zu erreichen, dies kann
höchsten noch mit sehr kleinen Fenstern erreicht werden. Wird der Wert zu klein gewählt (z.B.
0.05, entspricht 5%), werden fast immer Änderungen erkannt werden, da alle Merkmale ein
gewisses Rauschen in sich beinhalten. Mathematisch lassen sich diese Bedingungen wie folgt
ausdrücken (wobei x die Merkmalswerte im Vorher- und y die Merkmalswerte im Nachher-
Fenster sind):
|y¯− x¯|> y¯ ·Delta (4.3)
|sy− sx|> sy ·Delta (4.4)
Es reicht dabei, wenn sich entweder Mittelwert oder Standardabweichung um einen bestimmten
Wert ändern, denn es hat sich bei frühen Versuchen schnell herausgestellt, dass sich Standard-
abweichung und Mittelwert nur sehr selten gleichzeitig signifikant ändern. Außerdem bedeutet
bereits eine deutliche Veränderung in einer der beiden Größen eine deutliche Veränderung in
dem Merkmal. Ändert sich der Mittelwert, so hat das Merkmal für viele Vektoren im Fenster
einen deutlich veränderten Wert in die gleiche Richtung. Ändert sich die Standardabweichung,
so hat sich die Verteilung der verschiedenen Werte des Merkmals im Fenster deutlich verscho-
ben.
In Abbildung 4.4 sind beispielhaft vier verschiedene Merkmalsverläufe dargestellt, wobei die
oberen zwei Beispiele Verläufe darstellen, die für die Erkennung von Änderungen interessant
sind. Im ersten Beispiel verändert sich der Wert des Merkmals langsam auf ein höheres Niveau,
wodurch sich der Mittelwert deutlich ändert. Diese Änderung würde also durch den Mittelwert
erkannt werden. Im zweiten Beispiel bleibt der Mittelwert des Merkmals ungefähr gleich, aber
durch die stärker werdende Streuung um den Mittelwert verändert sich die Standardabweichung
erheblich, dieses Beispiel würde also durch die Standardabweichung erkannt werden.
Die unteren beiden Beispiele sind als Kontrast zu den ersten beiden Beispielen zwei Merk-
malsverläufe, die für die Erkennung von Änderungen uninteressant sind. Das linke Beispiel
hat einen fast konstanten Merkmalsverlauf, während das rechte eine sehr hohe Fluktuation des
Merkmalswertes aufweist. Nichts desto trotz sind die Veränderungen von Mittelwert und Stan-
dardabweichung bei beiden Beispielen eher gering.
Das Endergebnis dieser Merkmalsverarbeitung ist eine Entscheidung, ob in einem bestimm-
38
4.2 ChangeDetector
Abbildung 4.4: Beispiele für Merkmalsverläufe
ten Merkmal an einer bestimmten Stelle eine deutliche Veränderung stattfindet oder nicht. Ein
einziges Merkmal hat dabei noch keine Aussagekraft darüber, ob am Ende eine Veränderung
erkannt wird oder nicht. Die Entscheidung spezifisch für einen bestimmten Punkt im Stück und
für ein Merkmal wird noch in einem größeren Zusammenhang weiterverarbeitet.
Dieser gesamte Prozess ist zur besseren Vorstellbarkeit in Abbildung 4.1 schematisch und in
Listing 1 als Pseudo-Code dargestellt.
Algorithmus 1 Ablauf der Merkmalsverarbeitung im ChangeDetector als Pseudo-Code
mean_old=Durchschnitt(m,pos,WinSize) /* Durchschnitt(Merkmal, Start, Laenge) */
mean_new=Durchschnitt(m,pos+GapSize+WinSize,WinSize)
mean_delta=mean_old-mean_new
stddev_old=StdDev(m,pos,WinSize) /* StdDev(Merkmal, Start, Laenge) */
stddev_new=StdDev(m,pos+GapSize+WinSize,WinSize)
stddev_delta=stddev_old-stddev_new /* Standardabweichung */






Bei der zweiten Stufe der Verarbeitung werden die Informationen, die für die einzelnen Merk-
male ermittelt wurden, zusammengefügt und daraus eine Gesamterkenntnis erzeugt. Der dazu
nötige Ablauf ist in Abbildung 4.5 schematisch und in Listing 2 als Pseudo-Code dargestellt.
Grundsätzlich kann jedes Merkmal einen von drei Zuständen haben: „nicht geändert“, „än-
dernd“ und „geändert“. Wenn ein Merkmal den Zustand „nicht geändert“ hat und die Merk-
malsverarbeitung des Merkmals eine Änderung meldet, so erhält das Merkmal den Zustand
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Abbildung 4.5: Gesamtverarbeitung der Merkmale im ChangeDetector
„ändernd“. Wenn ein Merkmal den Zustand „ändernd“ hat und die Merkmalsverarbeitung des
Merkmals keine Änderung meldet, so erhält das Merkmal den Zustand „geändert“. Aus diesem
Zustand kann es den Zustand „nicht geändert“ erst wieder erhalten, wenn eine potentielle Än-
derung vorbei ist. Eine potentielle Änderung ist dann vorbei, wenn entweder alle Merkmale den
Zustand „geändert“ haben oder eine Änderung erkannt wurde, welche aber zu kurz war. In Ab-
bildung 4.6 ist ein Zustands-Graph dargestellt, welcher die Übergänge zwischen den Zuständen
jedes Merkmals verdeutlichen soll.
Die Zustände haben dabei den Zweck, zitternde Merkmale, d.h. Merkmale bei denen schnell
sehr oft zwischen Änderung und keine Änderung gewechselt wird, ihren Einfluss zu nehmen,
so dass nur Merkmale berücksichtigt werden, die konstant Änderungen erkennen.
Eine Änderung wird genau dann erkannt, wenn sich eine gewisse Anzahl Merkmale gleichzei-
tig ändert. Diese Anzahl wird bestimmt durch den Parameter „NumChanged“. Um zu einem
bestimmten Zeitpunkt über alle Merkmale eine Änderung zu erkennen, müssen also mindes-
tens „NumChanged“ viele Merkmale den Zustand „ändernd“ haben. Der Zeitpunkt, zu dem die
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Abbildung 4.6: Zustands-Graph der Merkmals-Zustände
Abbildung 4.7: Beispiel für Verlauf der Anzahl sich ändernder Merkmale
Anzahl der sich ändernden Merkmale den notwendigen Mindestwert erreicht, wird als Anfang
der Änderung betrachtet. Der Zeitpunkt, zu dem die Anzahl an Merkmalen die notwendige An-
zahl wieder unterschreitet, bildet das Ende der Änderung. Der Parameter „NumChanged“ spielt
dadurch eine wichtige Rolle bei der Gesamtverarbeitung der Merkmale. Dieser Parameter ist
bei der Verwendung von vielen Merkmalen sehr interessant, er hängt aber auch stark von den
gewählten Merkmalen ab. Wenn sich viele Merkmale gemeinsam ändern bei einer Änderung,
kann er recht hoch gewählt werden, das Maximum ist dabei die Zahl der verwendeten Merkma-
le. Wenn sich immer nur wenige Merkmale zur gleichen Zeit ändern, sollte er niedrig gewählt
werden, der kleinstmögliche Wert ist dabei 1, da sich stets mindestens ein Merkmal ändern
muss, um eine Änderung noch erkennen zu können. In Abbildung 4.7 ist ein Beispiel für die
Verbindung zwischen der Anzahl der sich ändernden Merkmale, dem zeitlichem Verlauf und
dem Parameter „NumChanged“ dargestellt.
Aus Anfang und Ende der Änderung lässt sich deren Dauer bestimmen. Diese Dauer muss
größer oder gleich dem Wert des Parameters „ChangeSize“ sein, um endgültig als Änderung
erkannt zu werden. Ist dies nicht der Fall, so wird die Änderung verworfen, weil sie zu kurz
war. Der Parameter „ChangeSize“ ist dadurch einer der zentralen Parameter des ChangeDetec-
tors. Dieser Parameter hängt stark von den Parametern der darunter liegenden Ebene ab. Wenn
„WinSize“, „GapSize“, „Delta“, etc so gewählt sind, dass nur sehr kurze Änderungs-Bereiche
erkannt werden, muss „ChangeSize“ recht klein gewählt werden. Wird dieser Wert zu groß ge-
wählt, wird keine Änderung lang genug sein, um als signifikant erkannt zu werden. Wird der
Wert zu klein gewählt, werden zu viele irrelevante Änderungen als signifikant eingestuft.
Sind nun alle notwendigen Bedingungen erfüllt, so gibt der ChangeDetector den Zeitpunkt von
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Beginn und Ende der Änderung weiter und kann danach seine Arbeit fortsetzen und nach der
nächsten Änderung suchen.
Algorithmus 2 Ablauf der Gesamtverarbeitung im ChangeDetector als Pseudo-Code
for pos= 0 to Ende do













/* Anzahl der sich ändernden Merkmale prüfen */
if Anzahl Merkmale mit Zustand ändernd >= NumChanged then
if Noch keine Änderung begonnen then
Änderung hat begonnen, Start-Position merken
end if
else if Anzahl Merkmale mit Zustand ändernd < NumChanged then
if Änderung hat begonnen then
Änderung vorbei, End-Position merken
end if
end if
if Änderung vorbei then
/* Längen-Prüfung */
if Länge >= ChangeSize then
Änderung erkannt
else






Um die Auswirkungen des ChangeDetectors zu untersuchen, muss ein komplettes Klassifika-
tionssystem erstellt werden. In Abbildung 5.1 ist der generelle Ablauf des Versuches zur Unter-
suchung des Ansatzes schematisch dargestellt. Die Darstellung stellt dabei eine starke Abstrak-
tion dar, die wichtigsten Komponenten und Aspekte werden in den nachfolgenden Abschnitten
ausführlich erläutert.
Abbildung 5.1: Ablauf des gesamten Versuches
5.1 Eingesetzte Werkzeuge
5.1.1 Marsyas-Framework
Das ursprünglich von George Tzanetakis entwickelte MARSYAS-Framework[19] ist ein Fra-
mework für die Audio-Analyse, bei dem einzelne Komponenten zu beliebigen Netzen zusam-
mengeschaltet werden können. Als Eingabe-Quellen sind neben diversen Audio-Formaten auch
ARFF-Dateien möglich. Die Ausgabe erfolgt ebenfalls in ARFF-Dateien, es ist aber auch mög-
lich, die Ausgabe in Audio-Dateien oder an ein Audio-Gerät zur Wiedergabe oder in Text-
Dateien zu leiten. Das Dateiformat ARFF ist deshalb so interessant, weil es das Standardformat
von WEKA (siehe nächsten Abschnitt) ist.
Zwischen Eingabe und Ausgabe können verschiedenste Verarbeitungsschritte stattfinden, von
einfachen Manipulationen eines Audio-Signals (z.B. Erhöhung der Lautstärke) bis hin zur Be-
rechnung von komplexen Merkmalen ist sehr viel möglich.
In Version 0.2, bei der große Teile des Systems neu geschrieben wurden, sind leider kaum Klas-
sifikationsalgorithmen vorhanden, bei Version 0.1 waren noch viele verschiedene Algorithmen
verfügbar. Aufgrund dieser Tatsache wird Marsyas auch nicht für die Klassifikation verwendet.
Dennoch wird der im Rahmen dieser Arbeit untersuchte Ansatz als eine Marsyas-Komponente




Das „Waikato Environment for Knowledge Analysis“ (kurz WEKA)[8] ist ein Framework für
alle Aspekte des maschinellen Lernens. Es unterstützt die verschiedensten Arten von Algorith-
men, bietet eine große Zahl an Filtern und ähnlichen Werkzeugen zur Transformation der Daten
an und besitzt außerdem neben einem Kommandozeilen-Interface auch mehrere grafische Ober-
flächen, was gerade für den Einstieg in das Thema sehr hilfreich sein kann.
Der interessanteste Aspekt für diese Arbeit ist, dass die einzelnen Komponenten recht flexi-
bel miteinander kombiniert werden können, so dass WEKA sowohl als Konverter zwischen
verschiedenen Dateiformaten als auch für das Training und Testen eines oder mehrerer Klassi-
fikatoren verwendet werden kann.
5.1.3 LibSVM
LibSVM[4] ist eine von Chih-Chung Chang und Chih-Jen Lin erstellte frei verfügbare Imple-
mentierung der Support Vector Machines. Das Paket stellt dabei sowohl die eigentlich Biblio-
thek als auch einige Tools zur Verfügung, so dass die Einbindung in eigene Programme nicht
zwangsläufig durch die Bibliothek erfolgen muss, sonder auch via system()/exec()-Aufruf
geschehen kann, was allem den Aufwand der Einbindung reduziert.
Die bereitgestellten Tools umfassen dabei Basis-Programme für Training (svm-train) und
Test (svm-predict) als auch weiterführende Werkzeuge, z.B. für Skalierung von Datensätzen
(svm-scale) oder Bildung einer ausgeglichenen Untermenge (subset.py). Ein sehr hilfreiches
Werkzeug ist grid.py, welches systematisch die optimalen Werte der Parameter des gewählten
Kernels für einen bestimmten Datensatz ermittelt.
LibSVM arbeitet zwar mit einem eigenem Dateiformat für Trainings- und Test-Daten, aller-
dings kann WEKA (siehe vorheriger Abschnitt) in der aktuellsten CVS-Version Dateien im
LibSVM-Format sowohl lesen als auch schreiben, so dass die Konvertierung von ARFF-Dateien
in LibSVM-Dateien kein Problem ist und nicht selbst entwickelt werden muss.
Außerdem haben Chih-Wei Hsu und die beiden Autoren von LibSVM eine sehr gute Anleitung
für Einsteiger[9] über Support Vector Machines im Allgemeinem und LibSVM im Speziellen
verfasst.
5.2 Musikkollektion
Um den Ansatz praktisch untersuchen zu können und so zu ermitteln, welche Auswirkungen
er auf die Klassifikationsergebnisse hat, wird natürlich eine Musikkollektion benötigt. An diese
werden einige Anforderungen gestellt.
Um repräsentative Aussagen treffen zu können, sollte die Kollektion ein möglichst breites musi-
kalisches Spektrum abdecken und die Musik dabei in gebräuchliche und konsensfähige Genres
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sortiert werden. Im konkreten Fall werden fünf Genres verwendet, Rock, Pop, Electronica, Hip-
Hop und Jazz. Diese umfassen die wichtigsten Genres, wobei sich jedes Genre hinreichend von
allen anderen unterscheidet, um als eigenständig gelten zu können.
Die zwei Genres mit der kleinsten Distanz untereinander sind Pop und Rock. Die Unterschiede
zwischen beiden Genres sind jedoch ausreichend groß, so dass eine Unterscheidung zwischen
beiden Genres möglich sein sollte. Außerdem bilden diese beiden Genres die beiden kommer-
ziell bedeutsamsten Genres.
Eine weitere Anforderung an die Musikkollektion ist, dass die Stücke eines Genres so gewählt
sind, dass sie ein Genre repräsentativ und möglichst vielfältig abbilden. Als repräsentativ gelten
Stücke dabei, wenn sie von vielen Menschen sofort diesem Genre zugeordnet werden würden
und beispielweise nicht auf der Grenze zwischen zwei Genres liegen. Vielfältig besetzt ist ein
Genre dann, wenn möglichst viele der verschiedenen Ausprägungen des Genres (d.h. Vertreter
verschiedener Untergenres) vertreten sind. Das Genre wo diese Breite des Genres am auffäl-
ligstem ist, ist Electronica. Elektronische Musik reicht von House über Dance bis zu Techno.
Außerdem sollten alle Genres mit der gleichen Zahl von Stücken besetzt sein, um keine un-
erwünschten Effekte zu erhalten, nur weil ein Genre über- oder unterrepräsentiert ist.
Außerdem besteht für die praktische Untersuchbarkeit von verschiedenen Varianten des An-
satzes noch die Anforderung, dass die Sammlung nicht zu umfangreich ausfällt. Je mehr Mu-
sikstücke in der Kollektion enthalten sind, desto länger dauert die Trainingsphase des Klassi-
fikators und desto länger dauert die Evaluierung der Test-Stücke am trainierten Klassifikator.
Da die Versuche mit zufälliger Test-/Trainingsdaten-Verteilung mehrfach wiederholt werden,
fallen diese erhöhten Zeitaufwände erheblich ins Gewicht. Deshalb wurde die Kollektion auf
zehn Stücke pro Genre beschränkt. Dies erlaubt es, mit sorgfältig ausgewählten Stücken jedes
Genre repräsentativ abzubilden, hält aber den Aufwand noch in überschaubaren Grenzen.
5.3 Implementation der Merkmals-Extraktion
Nach einer grundlegenden Einarbeitungsphase in das Framework MARSYAS wurde zuerst die
Merkmalsextraktion umgesetzt. Diese wurde von der eigentlichen Evaluation abgespalten und
in ein eigenes Programm umgewandelt, um den Berechnungsaufwand für die Extraktion der
Merkmale nicht bei jedem Testlauf der späteren Programme wieder zu haben, nur um doch ein
identisches Ergebnis zu bekommen.
Zunächst musste eine Möglichkeit gefunden werden, die Zuordnung von Song zu Genre zu
realisieren. Die einfachste Lösung hierfür war, einfach für jedes Genre einen Ordner anzule-
gen und die Stücke eines Genres darin abzulegen. So können durch einfaches Durchlaufen aller
Ordner in einem bestimmtem Verzeichnis (dem Wurzelverzeichnis der Kollektion) sowohl alle




Der nächste Schritt ist die eigentliche Extraktion der Merkmale aus einem Song und das Ab-
speichern derer in der ARFF-Datei. Dabei stellte sich natürlich die Frage, welche Merkma-
le überhaupt später verwendet werden sollen. Zunächst wurden alle in Marsyas vorhandenen
Merkmale verwendet. Es zeigte sich jedoch, dass einige davon noch Überbleibsel von Versi-
on 0.1 waren und in Version 0.2 nicht mehr funktionierten. Einige andere funktionierten zwar,
hatten aber noch kleinere und größere Bugs wie Speicherzugriffsfehler oder fehlende Bezeich-
nungen für die errechneten Merkmale.
Zu der Gruppe der nicht funktionierenden Merkmale gehören leider auch die Beat Histogram
Features (siehe 3.2.1, Seite 17). Diese wären sehr interessant gewesen, da sie einen höheren
Grad der Abstraktion vom Audio-Signal selbst aufweisen als alle anderen verfügbaren Merk-
male.
Am Ende hatten die extrahierten Merkmalsvektoren 45 Dimensionen. Diese an sich sehr hohe
Dimensionszahl ist jedoch noch kein direktes Problem, da die extrahierten Merkmale lediglich
die maximal verfügbare Menge an Merkmalen bilden, es kann später jederzeit nur eine Unter-
menge davon verwendet werden.
Um später für die konkrete Auswahl von Merkmalen bessere Informationen zu haben, wer-
den nach der Merkmalsextraktion für jede Dimension des Merkmalsvektors Durchschnitt und
Standardabweichung sowohl innerhalb jedes Genres als auch über die komplette Kollektion be-
stimmt. Mithilfe dieser Werte konnte später schnell entschieden werden, welche Merkmale am
besten für die eigentliche Klassifikationsaufgabe verwendet werden, da hier jede zusätzliche
Dimension zusätzlichen Aufwand bedeutet.
5.3.1 Berechnung der Statistiken
Die Berechnung des Mittelwertes und der Standardabweichung stellte sich als schwieriger her-
aus als zunächst gedacht. Zwar bietet Marsyas selbst fertige Komponenten für Standardabwei-
chung und Mittelwert, diese sind aufgrund der Funktionsweise von Marsyas jedoch nicht ge-
eignet für die Problemstellung.
In Marsyas werden grundsätzlich Vektoren verarbeitet. Eine Komponente erhält als Eingabe
eine Menge von Vektoren (mindestens ein Vektor). Sie verarbeitet sie zu einer Menge von Aus-
gabevektoren, dabei müssen weder die Anzahl der Dimensionen noch die Anzahl der Vektoren
der Menge gleich sein. Die MP3-Quelle erzeugt beispielsweise eine Menge von vielen Vekto-
ren mit einer Dimension. Die einzelnen Vektoren bilden dabei die Samples des Audio-Signals.
Die Komponente zur Berechnung der Standardabweichung dagegen reduziert eine Menge von
Vektoren auf einen einzigen Vektor, der die Standardabweichung der einzelnen Dimensionen
enthält.
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Die Berechnung der beiden statistischen Größen erfolgt also immer nur über die Menge der
Eingabevektoren, die die Komponente mit einem mal zur Verarbeitung erhält. Will man aber die
statistischen Größen über einen ganzen Song oder ein ganzes Genre oder gar die ganze Kollekti-
on berechnen, so müssten alle Vektoren gleichzeitig im Speicher liegen. Selbst bei effizientester
Speichernutzung würde es einen Speicherbedarf von 100 MB bedeuten. Da Marsyas jedoch
so arbeitet, dass an jeder Abzweigung Kopien der Vektormengen statt Referenzen übergeben
werden, steigt in der Praxis die Speichernutzung zu Berechnung von Standardabweichung und
Mittelwert für einen Song schon auf über 800MB. Das macht eine Berechnung von Statistiken
auf diese Weise über die ganze Sammlung selbst auf sehr großzügig mit Speicher und Auslage-
rungsspeicher ausgestatteten Systemen zum schwierigen Unterfangen.
Die Lösung für dieses Problem ist die inkrementelle Berechnung von Mittelwert und Stan-
dardabweichung. Bei dieser muss immer nur der aktuelle Vektor im Speicher vorliegen. Die












Die Formeln 5.1 bzw. 5.3 sind dabei die eigentlichen inkrementellen Berechnungen, die For-
mel 5.2 bzw. 5.4 bestimmen lediglich, wie sich der endgültige Wert für die Größe aus dem
inkrementell berechnetem Wert bestimmen lässt.
5.4 Implementation der ChangeDetector-Komponente
Alle Marsyas-Komponenten leiten sich direkt oder indirekt von der Klasse MarSystem ab. Da
der ChangeDetector jedoch eine interne Quelle für Vektoren benötigt, die er selbst beliebig oft
lesen kann, bietet es sich an, die Klassenhierarchie etwas weiter hinab zu steigen, genauer ge-
sagt bis zur Klasse Composite. Composites sind MarSystems, welche in sich selbst wiederum
beliebig viele MarSystems beinhalten können.
Die Komponente Accumulator bietet sich als Basis für den ChangeDetector an, da diese be-
reits ein Spezialfall einer Composite-Komponente ist, denn ein Accumulator kann nur ein Mar-
System in sich einbetten. Der Zweck des Accumulators ist es, die Verarbeitungs-Frequenz zu
ändern, so dass bei einem Arbeitschritt des Accumulators zehn Arbeitsschritte im eingebette-




Beim ChangeDetector wird das eingebettete MarSystem normalerweise eine WekaSource sein,
jedoch ist es für den ChangeDetector prinzipiell irrelevant, was für eine Art von Vektor-Quelle
genutzt wird, es sollte also leicht möglich sein, ein ganzes Marsyas-Netz zur Extraktion der
Merkmale aus einer Musik-Datei als Quelle zu verwenden.
Wenn die Verarbeitungs-Prozedur der ChangeDetector-Komponente aufgerufen wird, werden
solange Vektoren vom eingebetteten MarSystem gelesen bis eine echte Änderung gefunden
oder das Ende erreicht wurde. Die eingelesenen Vektoren werden dabei in einen internen Spei-
cher mit einer Kapazität für 2*WinSize+GapSize viele Vektoren gelesen. Mit diesem Speicher
wird das gleitende Fenster über dem Strom von Merkmalsvektoren realisiert. Die Grenzen zwi-
schen den drei Bereichen (Vorher-Fenster, Lücke, Nachher-Fenster) sind dabei durch Indizes
auf dem Vektor-Speicher realisiert.
Wird ein neuer Vektor vom eingebettetem MarSystem gelesen, so wird der Vektor auf der Po-
sition der Grenze zwischen Nachher-Fenster und Vorher-Fenster gespeichert und dann werden
alle drei Grenzen um einen Vektor weiter geschoben und durch Modulo gegebenenfalls auf den
Anfang des Speichers zurückgesetzt. Durch dieses Vorgehen müssen keine Vektoren im Spei-
cher verschoben werden.
Die Berechnung der Statistiken erfolgt nun in einer inneren Schleife. In dieser wird ein Index
einmal über den kompletten Speicher geführt. Dabei werden jeweils für beide Fenster zwischen
ihren Grenzen die Statistiken berechnet.
Im nächsten Schritt wird dann für jedes Merkmal geprüft, ob der Unterschied ausreichend groß
ist und der Zustand wird gegebenenfalls angepasst, wenn sich dieser geändert hat. Danach er-
folgt nur noch das Prüfen auf die Anzahl geänderter Merkmale und auf die Dauer. Dieser Teil
ist bereits in Abschnitt 4.2.2 ausführlich beschrieben und stellte bei der Implementation dann
keine große Hürde mehr dar.
5.5 Parameter-Evaluation
Keiner der erläuterten Parameter ist unabhängig von den anderen Parametern. So beeinflussen
sich zum Beispiel WinSize, GapSize und Delta gegenseitig. Wird GapSize klein gewählt, so
muss Delta auch klein sein, damit langsame Änderungen nicht unter den Tisch fallen. Ist die
Fenstergröße klein, darf Delta nicht zu niedrig sein, da sonst viel zu viele Änderungen erkannt
würden, weil die Statistiken von einem kleinen Fenster stärker schwanken und vor allem stär-
kere Ausschläge haben als von großen Fenstern.
Diese Wechselwirkungen zwischen Parametern machen es sehr schwer, selbst gute Parame-
ter-Werte zu wählen. Selbst bei Schritten von 0.1 für Delta und 80 für die Größen ergeben
sich mit fünf Merkmalen 90000 mögliche Kombinationen von Parametern. Deswegen wurde
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die Menge der möglichen Parameter-Kombinationen an der später auch zu klassifizierenden
Musikkollektion evaluiert.
5.5.1 Vorgabe der Soll-Werte für Änderungen
Um die Parameter automatisch evaluieren zu können, muss natürlich zuerst eine Möglichkeit
gefunden werden, wie die gefundenen Änderungsbereiche mit einem Soll-Wert verglichen wer-
den können, um daraus die Qualität der Parameter ermitteln zu können.
Ein Ansatz wäre gewesen, die genauen Grenzen der Änderungsbereich vorzugeben und zu prü-
fen, ob diese getroffen werden. Es zeigte sich bei ersten Versuchen jedoch recht schnell, dass
dieser Ansatz nicht praktikabel ist, da die Ergebnisse selbst bei sehr ähnlichen Parametern sehr
stark variierten. So wurde beispielsweise ein größerer Änderungsbereich als zwei kleine er-
kannt, was dazu führte, dass zwei False Positives gezählt wurden, obwohl der Bereich an sich
ja nicht total falsch war.
Ein zweiter Ansatz war, einfach genau einen Zeitpunkt vorzugeben, der auf jeden Fall von
einem eigenem Änderungsbereich überdeckt werden sollte. Werden zwei Punkte vom gleichen
Zeitbereich überdeckt, werden ein Treffer und ein False Negative gezählt, da der zweite Punkt
ja keinen eigenen Änderungsbereich hat.
5.5.2 Evaluation
Für jede Parameter-Kombination wurden die Werte für True Positives (korrekt gefundene Än-
derungen), False Positives (gefundene Änderungsbereiche, die nicht gesucht waren) und False
Negatives (vorgegebene, aber nicht gefundene Änderungsbereiche) erfasst. Aus diesen Werten
lassen sich dann die zwei essentiellen Maße für die Qualität berechnen, Precision und Recall.
Precision Die Precision ist ein Maß dafür, wie viele der gefundenen Änderungsbereiche in
der Menge der gesuchten Änderungsbereiche enthalten waren, es ist das Verhältnis von gefun-
denen gesuchten Bereichen (True Positives) zu gefundenen Bereichen (True Positives + False
Positives).
Recall Der Recall ist ein Maß dafür, wie viele der gesuchten Bereiche gefunden wurden, er
ist das Verhältnis von gefundenen gesuchten Bereichen (True Positives) zu gesuchten Bereichen
(True Positives + False Negatives)
Die Evaluation der Parameter wurde zwar für alle Musikstücke der Sammlung durchgeführt,
jedoch wurden nicht an allen Stücken die gesamte Parameter-Menge evaluiert, dies hätte er-
heblich Zeit-Probleme mit sich gebracht (siehe dazu auch Abschnitt 5.6, Seite 50). Stattdessen
wurde für jedes Genre ein repräsentatives Stück gewählt, für das alle Parameter getestet wurden.
Hat eine Parameter-Kombination einen Recall und eine Precision von 0.5 oder größer erreicht
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(dass heißt es wurde mehr richtige als falsche und mindestens die Hälfte der gesuchten Bereiche
gefunden), so wird sie in die Kadidaten-Menge für das Genre aufgenommen.
Sind alle Parameter-Kombinationen an dem repräsentativem Stück getestet und dadurch die
Kandidaten-Menge für dieses Genre ermittelt, wird die Kandidaten-Menge an allen Stücken
des Genres getestet.
Die Ergebnisse werden durch Konvertierung der Log-Dateien in CSV-Dateien in eine Daten-
bank importiert, um die Ergebnisse später schnell auswerten zu können.
5.6 Geschwindigkeits-Optimierung der Parameter-Evaluation
Es zeigte sich recht schnell, dass die ursprüngliche Version des Parameter-Evaluators sehr lang-
sam arbeitete. Die Evaluation aller 90.000 Kombinationen an einem Titel dauerte ungefähr eine
Woche. Deshalb wurden verschiedenste Ansätze zur Optimierung verfolgt.
5.6.1 Mehrprozessor-Nutzung
Sämtliche Versuche wurden auf einem CPU-Server mit vier Prozessoren durchgeführt, davon
wurde aber nur einer genutzt. Die Verwendung vom mehreren CPUs versprach eine erhebli-
che Beschleunigung. Für die Ausnutzung von mehreren Prozessoren (SMP - Symetric Multi
Proccessing) gibt es verschiedene Ansätze. Unter halbwegs aktuellen Linux-Systemen (Kernel
Version 2.6, glibc Version 2.3) steht die Multithreading-Implementation „Native Posix Threads
Library“ (NPTL) zur Verfügung. Bei der früher verwendeten Bibliothek „pthreads“ wurde das
Multithreading im Userspace simuliert, auf Kernel-Ebene liefen die Threads als eigenständi-
ge Prozesse. Bei der NPTL sind Threads im Kernel selbst implementiert, außerdem können
Threads eines Prozesses über verschiedene Prozessoren verteilt werden, so dass sich durch eine
Multithreading-Version eine gute automatische Auslastung aller Verfügbaren CPUs ohne Over-
head für Inter-Prozess-Kommunikation wie bei Verwendung von Prozessen ergeben würde.
Das Problem anMultithreading besteht aber darin, dass die Portierung einer bestehenden Appli-
kation in eine Multithreading-Anwendung recht zeitaufwändig ist, vor allem weil nicht sicher
ist, dass die verwendeten Bibliotheken alle für Multithreading geignet sind. Es sind zum Bei-
spiel für Marsyas keine klaren Aussagen zu finden, ob die Klassen für Multithreading geignet
sind. Wenn sich nach einer aufwändigen Portierung in eine Multithreading-Anwendung plötz-
lich zeigt, dass eine Bibliothek nicht dafür geeignet ist, war viel Arbeit umsonst.
Ein wesentlich einfacherer Ansatz zur Nutzung mehrerer Prozessoren besteht darin, mit dem
System-Aufruf fork() einfach Kopien des aktuellen Prozesses zu erzeugen. Die Arbeitsauftei-
lung erfolgt dabei so, dass jeder Prozess die Anzahl aller Prozesse kennt und auch weis, der wie
vielte Prozess er ist. Mit diesen Daten können die zu erledigenden Aufgaben leicht verteilt wer-
den. Jeder Prozess verarbeitet nur die Aufgaben, deren Nummer modulo der Zahl der Prozesse
+ 1 seiner Nummer entspricht.
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Eine so erzeugte Anwendung hat eine recht hohe Flexibilität bezüglich der Prozesse, da die
Arbeitszuteilung einfach durch einige Rechenoperationen geschieht. Außerdem ist dieser An-
satz schnell umsetzbar, da die bestehende Anwendung lediglich an einigen Stellen geändert
werden muss. Dieser Ansatz wurde umgesetzt, nicht zuletzt aufgrund des geringen zeitlichen
Aufwandes und Risikos im Vergleich zu einer Multithreading-Lösung.
5.6.2 Optimierung der Komponente WekaSource
Bei jeder Evaluation eines Parameter-Satzes wird die Eingabe-Datei eingelesen. Dadurch wird
die Implementation des Einlesens ein wesentlicher Faktor in der Geschwindigkeit der Ge-
samtapplikation. Das Einlesen läuft dabei so ab, dass aus der Eingabe-Datei jeweils eine Zeile
eingelesen wird, aus der dann ein Vektor erzeugt wird, der an die nächsten Komponenten in
dem Marsyas-Netz weitergegeben wird.
Durch die Beobachtung der Anwendung mit einem Profiler (ein Werkzeug, das exakt misst,
wie viel Zeit die Anwendung in welcher Routine verbringt) zeigte sich recht schnell, dass diese
Einlese-Schleife fast 60% der Zeit mit der Ausführung der Funktion getControl() zubringt.
Diese Funktion dient dazu, Parameter der Marsyas-Komponente einzulesen. Diese ist dabei
recht ineffizient, da die Parameter nur über Strings spezifiziert werden können, was für jeden
Aufruf eine String-Zerlegung nötig macht, eine sehr zeitaufwändige Operation.
Durch einfache Verlagerung der Aufrufe für sich nicht ändernde Parameter vor die Schleife,
konnte dieser Zeitanteil auf 10% reduziert werden, was eine nicht unerhebliche Beschleuni-
gung des Einlesens bewirkte.
5.6.3 Caching der Eingabe-Datei
Bei der Evaluation der verschiedenen Parameter an einem Song wird beim schon angespro-
chenen Einlesen der Vektoren ja bei jedem Durchlauf die gleiche Datei neu vom Dateisystem
eingelesen. Diese Redundanz macht die Dateisystem-Lesegeschwindigkeit zu einem vermeid-
baren Flaschenhals. Je langsamer die Quelle der Datei, desto langsamer ist die Anwendung.
Hier bietet sich ein Ansatz an, der das Potential hat, die ganze Evaluation erheblich zu beschleu-
nigen. Wenn man die eingelesenen Vektoren in einem Cache speichert und beim Einlesen der
gleichen Datei die Vektoren direkt aus dem Cache liefert, wird das sinnlose neue Einlesen der
Datei umgangen.
Implementiert wurde dies durch die Erstellung einer eigenen Eingabe-Komponente (genannt
„CachedWekaSource“), die die Standard-Eingabe-Komponente („WekaSource“) um einen Ca-
che erweiterte.
Wird eine Datei das erste Mal eingelesen, so wird die Datei wie bei der ursprünglichen Kompo-
nente zeilenweise eingelesen und aus jeder Zeile jeweils ein Vektor erzeugt. Dieser Vektor wird
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an das Marsyas-Netz zurückgegeben, aber zusätzlich wird er noch in den Cache hinzugefügt,
der implementiert ist durch den C++-Container list. Die Verwendung einer Liste hat den Vor-
teil, dass Einfüge-Operationen am Ende und sequentielles Durchlaufen der Liste - die einzigen
auf der Liste ausgeführten Operationen - jeweils einen Aufwand O(1) haben, also unabhängig
von der Länge der Liste sind. Dadurch ist der zusätzliche Zeitaufwand beim ersten Einlesen
minimal.
Wird nun die Position auf Anfang zurückgefahren, aber der Dateiname nicht geändert, so wer-
den die Vektoren nicht aus der Datei gelesen, sondern aus der Liste, dem Cache.
Der Vorteil dieses Caches ist, dass sein Effekt beim zweiten Durchlauf sofort voll wirksam
wird, im Gegensatz zur nächsten Optimierung.
5.6.4 Caching der Statistiken
Im ChangeDetector werden Standardabweichung und Mittelwert mit einer festen Anzahl von
Werten für jeden möglichen Startwert berechnet. Da Mittelwert und Standardabweichung zwar
inkrementell berechnet werden können, aber es nicht möglich ist, einen neuen Wert hinzuzufü-
gen und den ältesten zu entfernen, müssen die beiden statistischen Größen für jeden Startwert
neu berechnet werden, und das für jedes verwendete Merkmal. In der Ursprünglichen Lösung
geschah dies sogar zwei Mal pro Durchlauf, einmal in jedem der beiden Fenster.
Da sich die Werte der Merkmale nicht ändern, ist aber eine recht hohe Redundanz in diesen
Berechnungen. Um diese zu beseitigen, wurde ein Cache für die beiden inkrementell berechen-
baren Größen implementiert.
Dieser Cache besitzt drei Dimensionen, Merkmal, Startpunkt, und Dauer. Merkmal und Start-
punkt werden als C++-Container vector umgesetzt, da sie kontinuierliche Indizes haben und
Vektoren beim indizierten Zugriff und beim Einfügen am Ende einen Aufwand von O(1) haben,
also die Geschwindigkeit unabhängig von der Größe des Caches ist. Die Dauer wird als eine
C++-Container map umgesetzt. Zum einen hat die Dauer nur wenige Werte mit großen Lücken
dazwischen, so dass ein Vektor ineffizient bezüglich des Speicherbedarfs wäre. Außerdem ist
eine Map geeigneter wegen der Operation upper_bound(key), diese liefert einen Iterator auf
das erste Element der Map mit einem Schlüsselwert größer dem angegebenem. Da Iteratoren
von Maps immer aufsteigend nach dem Schlüssel geordnet vorgehen, kann durch ermitteln des
Iterators auf das Element mit einem Schlüsselwert größer als dem gesuchtem und anschließen-
dem Dekrementieren des Iterators das Element gefunden werden, dessen Schlüssel auf jeden
Fall kleiner oder gleich dem gesuchtem Wert ist. Die Suche durch upper_bound(key) läuft
dabei in logarithmischer Zeit, aber dies ist jedoch kaum relevant, da nur sehr wenige Elemente
in der Map sind.
Der Cache hat also folgende Struktur (wobei stats ein Typ für die beiden Statistik-Werte ist):
vector< vector< map<int,stats> > >
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Sollen nun die beiden Statistik-Werte über einem bestimmten Bereich berechnet werden, wird
zuerst überprüft, ob für das Merkmal und den gegebenen Startpunkt überhaupt schon ein Wert
gespeichert ist. Ist dies nicht der Fall, so müssen die Statistik-Werte vollständig berechnet wer-
den. Sind die Werte bereits für eine kürzere Dauer gespeichert, so werden die gespeicherten
Werte als Ausgangspunkt genommen, um inkrementell den fehlenden Teil zu berechnen. In
beiden Fällen werden die errechneten End-Werte in den Cache geschrieben. Ist der Wert bereits
vollständig berechnet im Cache, so muss er überhaupt nicht mehr berechnet werden und wird
nur ausgelesen.
Dieser Cache hat dadurch zwei Beschleunigungseffekte. Die schnellste Wirkung ist, dass Statis-
tiken nicht zwei Mal pro Durchlauf berechnet werden, da die Berechnungen aus dem Nachher-
Fenster ja in den Cache gelangen, und wenn das Vorher-Fenster über dem gleichem Punkt ist,
nur aus dem Cache entnommen und nicht neu berechnet werden. Der zweite Effekt wirkt lang-
samer, bringt aber vor allem für die vollständige Evaluation aller Parameter eine erhebliche
Wirkung. Durch die Berechnung der Statistiken über den verschiedensten Merkmalen mit ver-
schiedenen Fenstergrößen füllt sich der Cache langsam mit allem möglichen Varianten der Be-
rechnung, so dass irgendwann überhaupt keine inkrementellen Berechnungen mehr durchge-
führt werden müssen.
5.6.5 Ergebnis
Vor den Optimierungen dauerte ein kompletter Durchlauf ungefähr eine Woche. Mit allen Opti-
mierungen reduzierte sich diese Dauer auf 20 Stunden. Die Dauer wurde also um 88% reduziert.
Vor den Optimierungen dauerte ein Genre-Kandidaten-Durchlauf ungefähr einen Tag, danach
dauerte der gleiche Durchlauf ungefähr drei Stunden. Alles in allem kann man also von einer
sehr erfolgreichen Optimierung sprechen.
5.7 Evaluation der neuen Methode
Um die Methode evaluieren zu können, müssen die extrahierten Merkmals-Vektoren der einzel-
nen Songs zunächst in einen Zustand gebracht werden, aus welchem sie direkt zum trainieren
und evaluieren eines Klassifikators geeignet sind. Dafür werden zum einen nur die Merkmale
extrahiert, die laut den errechneten Statistiken (siehe Abschnitt 5.3, Seite 45) eine signifikante
Varianz zwischen den Genres aufweisen. Dies sind neben den MFCCs Centroid, Kurtosis, Roll-
off und Root Mean Square.
Gleichzeitig mit der Reduzierung auf die relevanten Merkmale erfolgt die Reduzierung der An-
zahl der Merkmalsvektoren. Dies ist sinnvoll, da Klassifikationsalgorithmen im Allgemeinen
dazu neigen, bei steigender Zahl der Trainings-Daten immer mehr in Richtung eines Mittel-
punktes zu klassifizieren. Die Reduzierung erfolgt so, dass jeweils zehn Vektoren zusammen-
gefasst werden zu einem Vektor, der aber Mittelwert und Standardabweichung der Merkmale
enthält, also die doppelte Dimensionszahl aufweist. Die Zahl von zehn wurde gewählt, da so
zwar die Anzahl der Vektoren stark reduziert wird, ohne jedoch grundsätzlich deren kurzfris-
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Abbildung 5.2: Ablauf der Evaluation
tigen Charakter zu verlieren. Bei 88 Vektoren pro Sekunde umfasst ein Vektor, der aus zehn
Einzelvektoren gebildet wurde, ungefähr eine Achtelsekunde. Dabei wird diese Zusammenfas-
sung nicht über Änderungsbereiche hinweg gemacht, sondern es werden ggf. weniger als zehn
Vektoren zu einem Vektor zusammengefasst, falls der letzte Vektor an einen Änderungsbereich
grenzt. Diese Verarbeitung erfolgt sowohl für die ansonsten ungefilterten Vektoren als auch für
die durch den ChangeDetector gefilterten Vektoren.
Das Endergebnis dieses Prozesses sind zwei Dateien pro Song, eine, die nicht gefiltert wurde
und eine, die durch den ChangeDetector gefiltert wurde. Diese Auslagerung des Filter-Prozesses
aus der eigentlichen Klassifikation heraus ist sinnvoll, da die Klassifikation ja sehr oft wieder-
holt werden wird und so genau dieselben Daten immer wieder neu errechnet würden.
Im nächsten Schritt wird aus den einzelnen Songs zufällig eine Trainings- und eine Testmenge
generiert. Dabei umfasst die Trainingsmenge jeweils ungefähr 60% aller Songs. Alles Genres
sind dabei in gleicher Anzahl vertreten, so dass dadurch keine Verfälschungen auftreten können.
Ab dem Bestimmen von Trainings- und Test-Menge kann der Ablauf mehrfach wiederholt
werden, dies dient der Reduzierung der Auswirkungen von guten oder schlechten zufälligen
Teilungen in Test- und Trainingsdaten. Eine verbreitete Zahl der Wiederholungen ist dabei 10,
aber Norowi, Doraisamy und Wirza haben in [14] aufgezeigt, dass bei mehr als sechs Wieder-
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holungen kaum noch mit einer Erhöhung der Genauigkeit zu rechnen ist, diese steht zumindest
in keinem Verhältnis zum Rechenaufwand. Dies soll durch einen Vergleich der Ergebnisse nach
sechs und nach zehn Wiederholungen einer Überprüfung unterzogen werden, da sich bei einer
recht kompakten Kollektion der Aufwand für Wiederholungen noch in Grenzen halten sollte.
Außerdem gibt es an diesem Punkt vier Varianten, welche Dateien für welche Mengen ver-
wendetet werden. Bei der Referenz-Variante werden weder Trainings- noch Test-Daten gefil-
tert. Das Ziel ist es, die Genauigkeit dieser Variante durch die Filterung zu verbessern. Dafür
werden drei weitere Varianten untersucht, sowohl Trainings- als auch Test-Daten gefiltert, nur
Trainings-Daten gefiltert und nur Test-Daten gefiltert.
Nach der Bestimmung von Trainings- und Test-Daten werden alle Vektoren der Trainings-Men-
ge in einer großen Datei zusammengefasst. Diese wird in das LibSVM-Format konvertiert und
skaliert auf ein Intervall von 0 bis 1, da Support Vector Machines bei numerisch stark verschie-
denen Dimensionen dazu neigen, ungenauer zu werden[9].
Anschließend werden mittels des von LibSVM bereitgestellten Tools zur Grid-Analyse die
besten Parameter für die Support Vector Machine ermittelt. Dies geschieht durch wiederhol-
tes Trainieren und Test mit einer bereitgestellten Untermenge der Trainingsdaten, die stets 1000
Vektoren umfasst und in welcher alle Genres gleich verteilt sind, wobei aber die Vektoren zu-
fällig ermittelt werden.
Mit den ermittelten Parametern wird schließlich die Support Vector Machine trainiert. Dies
ist der zeitaufwändigste Teil der Evaluation.
An dem trainiertem Modell werden schließlich die Songs der Test-Menge klassifiziert. Dabei
wird jedem Vektor des Songs durch das Modell ein Genre zugeordnet. Das Genre des Songs
wird dann bestimmt durch ein einfaches Mehrheits-Verfahren. Das Genre, das am häufigsten
vertreten ist, wird das Genre des Songs. Das Verhältnis von Vektoren in dem bestimmten Genre
zur Gesamtzahl an Vektoren bildet dabei ein Maß dafür, wie sicher das Ergebnis ist. Dabei bil-
den 100% den Maximalwert (alle Vektoren haben das End-Genre), das Minimum liegt bei fünf
Genres bei 20%.
Diese Klassifikationsergebnisse werden in eine CSV-Datei geschrieben, welche später in ei-
ne Datenbank importiert wird. In der Datenbank können dann die Ergebnisse genau untersucht
werden.
Eine wichtige Komponente des Evaluations-Programms ist die Resume-Funktion. Diese soll
es ermöglichen, eine abgebrochene Evaluation einfach fortsetzen zu können. Ein Abbruch kann
beispielweise durch einen Reboot des CPU-Servers oder einem volllaufendes Dateisystems oder
Ähnliches verursacht werden.
Um dies zu realisieren, müssen nach jedem Arbeitsschritt alle relevanten Daten im Dateisystem
abgelegt werden, damit mit den errechneten Daten später fortgesetzt werden kann. Daten kön-
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nen erst aus dem Dateisystem entfernt werden, wenn sie für spätere Schritte nicht mehr benö-
tigt werden. Des Weiteren wird auf jeder Verarbeitungs-Ebene (Gesamt-Ablauf, Wiederholung,
Song) eine Zustands-Datei verwaltet, in der steht, welcher Arbeitsschritt als letzter vollständig
abgeschlossen wurde. So kann bei einer Wiederaufnahme schnell so weit in der Verarbeitung
vorgesprungen werden, dass nur der Schritt, in dem der Abbruch erfolgte, wiederholt wird.
Der gesamte hier beschriebene Ablauf ist in Abbildung 5.2 schematisch dargestellt, um das
Zusammenspiel der einzelnen Komponenten optisch zu verdeutlichen.
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Nachdem das System wie in vorherigem Kapitel beschrieben umgesetzt wurde, konnten nun die
Versuche durchgeführt werden. Die Ergebnisse der Parameter-Evaluation und des eigentlichen
Klassifikationsversuches werden in diesem Kapitel ausführlich vorgestellt.
6.1 Parameter-Evaluation
Um den optimalen Parameter-Satz zu finden, der für alle Genres möglichst gut funktioniert,
wurden für jede Parameter-Kombination Durchschnitt, Minimum und Maximum von Precision
und Recall errechnet. Die Parameter-Sätze wurden dabei nach zwei Kriterien sortiert. Das erste
Kriterium war die Anzahl der Titel, für die Ergebnisse dieser Parameter-Kombination vorla-
gen. Durch das bestimmen von Parameter-Kandidaten pro Genre wurden ja nicht alle Vektoren
an allen Titeln getestet, weshalb diese Anzahl nicht zwangsläufig der Anzahl der Titel in der
Kollektion entsprechen muss. Je höher jedoch die Anzahl ist, desto allgemeingültiger sind die
Ergebnisse.
Das zweite Kriterium war die Summe der Durchschnittswerte von Precision und Recall. Es
war hier sinnvoller, nach der Summe zu sortieren statt erst nach Precision und dann nach Recall
oder umgekehrt, weil so beide Kenngrößen gleich gewichtet werden und so die Parameter-
Kombinationen mit hohen Werten für beide Größen vor den Parameter-Kombinationen mit ei-
nem sehr hohem Wert für eine der beiden Größen aber einem niedrigem Wert für die zweite
Größe stehen.
In den in Tabelle A.1 gezeigten besten 25 Ergebnissen bezüglich der gesamten Kollektion las-
sen sich einige Beobachtungen machen. Als erstes fällt dabei auf, dass die höchste Zahl an
Titeln deutlich unter der Gesamtzahl von 50 liegt. Dies ist ein deutlicher Hinweis darauf, dass
es schwierig wird, eine in allen Genres gut funktionierende Parameter-Kombination zu finden.
Bei den Merkmalen fällt auf, dass Root Mean Square unter den 25 Ergebnissen nur ein ein-
ziges Mal verwendet wurde. Dies legt den Schluss nahe, dass Root Mean Square über alle
Genres gesehen keine großen Hinweise auf eine Änderung im Stück gibt. Dies muss jedoch
nicht zwangläufig auch für die Betrachtung der einzelnen Genres der Fall sein.
Allgemein fällt bei den Merkmalen auf, dass sich die Anzahl der verwendeten Merkmale immer
zwischen zwei und vier bewegt, was so interpretiert werden kann, dass ein Merkmal allein keine
stabile Erkennung von Änderungen der Charakteristik über alle Genres leisten kann. Die Tatsa-




In den Tabellen A.2, A.3, A.4, A.5, A.6 sind außerdem jeweils die besten 25 Ergebnisse für
jedes Genre angegeben.
Um herauszufinden, wie die besten Ergebnisse über allen Genres in den jeweiligen Genres
abschneiden, wurden die ersten vier Ergebnisse (d.h. alle mit 41 Songs) jeweils pro Genre un-
tersucht. Die Ergebnisse sind in den Tabellen A.7, A.8, A.9 und A.10 erfasst.
In diesen Tabellen ist zu erkennen, dass Jazz in den ersten Ergebnissen jeweils nur mit ei-
nem Titel vertreten ist. Es scheint also so, dass die Jazz-Kandidaten-Menge keine sehr große
Schnittmenge mit den anderen Kandidaten-Mengen der Genres hat. Diesen Eindruck unter-
stützt die Tabelle A.4 noch. Hier zeigt sich, dass der ChangeDetector-Ansatz an sich für Jazz
zwar durchaus funktioniert, jedoch nur mit vollkommen anderen Parametern als bei den ande-
ren vier Genres. Dies legt die Vermutung nahe, dass ein für alle Genres gewählter Parametersatz
in manchen Genres zu einer Verschlechterung führen wird, die unter Umständen sogar zu einer
reduzierten Gesamt-Genauigkeit führen wird.
6.2 Evaluation des ChangeDetectors
Trainingsdaten Testdaten Genauigkeit(10 W.) Genauigkeit(6 W.)
ungefiltert ungefiltert 77% 75,83%
gefiltert gefiltert 63,5% 62,5%
ungefiltert gefiltert 52% 51,67%
gefiltert ungefiltert 51% 50,83%
Tabelle 6.1: Ergebnisse der Evaluierung nach sechs und zehn Wiederholungen
In Tabelle 6.1 sind die Ergebnisse für alle vier Kombinationen von gefilterten und ungefilterten
Trainings- und Testdaten nach sechs und zehn Wiederholungen erfasst. Es ist dabei offensicht-
lich, dass die Filterung insgesamt immer eine Verschlechterung bewirkt hat. Dabei hat die Va-
riante, bei welcher sowohl Trainings- als auch Testdaten gefiltert wurden, von allen gefilterten
Varianten noch das beste Ergebnis, welches aber trotzdem ca. 14 Prozentpunkte schlechter ist
als das Ergebnis ohne Filterung. Die beiden Varianten, bei denen nur einer der beiden Daten-
sätze gefiltert wurde, haben ein Ergebnis, das noch einmal elf Prozentpunkte schlechter ist als
die Variante, bei der beide Datensätze gefiltert wurden. Diese wurden aber sowieso nur deswe-
gen durchgeführt, um Hinweise darauf zu bekommen, welche Bereiche ausgefiltert wurden und
welche nicht. Wie genau sich diese Verschlechterungen zusammensetzten, soll in den nächsten
Abschnitten für jede der vier Varianten untersucht werden.
Bezüglich derWiederholungszahl fällt auf, dass bei zehnWiederholungen trotz einer 60% höhe-
ren Zahl derWiederholungen nur minimale Veränderungen zu beobachten sind. Deshalb werden
nachfolgend nur noch die Daten für zehn Wiederholungen betrachtet.
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6.2.1 Trainings- und Testdaten ungefiltert
Genre Pop Jazz Rock HipHop Electronica Genauigkeit
Pop 29 9 0 2 0 72,5%
Jazz 0 39 0 0 1 97,5%
Rock 12 0 25 0 3 62,5%
HipHop 0 0 0 35 5 87,5%
Electronica 2 10 0 2 26 65%
Tabelle 6.2: Confusion Matrix der Evaluierung für ungefilterte Test- und Trainingsdaten
Die Ergebnisse für den Vergleichsfall sind in Tabelle 6.2 erfasst. Es fällt dabei sofort ins Auge,
dass das Genre Jazz mit einigem Abstand die beste Genauigkeit hat, es wurde gerade einmal
ein Stück nicht korrekt diesem Genre zugeordnet. Dies deckt sich auch mit den Beobachtungen
aus den Ergebnissen der Parameter-Evaluation (siehe 6.1, Seite 57), dort fiel Jazz durch seinen
großen Unterschied zu allen anderen Genres bezüglich der besten Parametersätze auf.
Im Genre Rock fällt auf, dass ein Großteil der Stücke, die nicht korrekt als Rock erkannt wur-
den, als Pop klassifiziert wurden. Dies passt zum bereits in Abschnitt 5.2 erwähnten Fakt, dass
sich die Genres Pop und Rock recht ähnlich sind. Interessant ist jedoch auch, dass kein einzi-
ges Pop-Stück als Rock klassifiziert wird. Die Genres Pop und Rock scheinen sich also nicht
unbedingt gegenseitig zu behindern, lediglich Rock kann sich nicht genug von Pop abgrenzen.
Das legt nahe, dass Pop auch einen Bereich von Rock mit seinen Merkmalen dominiert, so dass
dort weniger Rock als Pop anzutreffen ist. Dadurch dürften Grenzfälle in diesem Bereich eher
als Pop statt als Rock klassifiziert werden.
Die Genres Pop und Electronica haben wiederum das Problem, sich nicht genug von Jazz ab-
grenzen zu können. Beide werden zu fast 25% als Jazz erkannt. Dies legt nahe, dass Jazz seine
herausragende Genauigkeit eher durch eine breite Streuung in die Bereiche von Pop und Elec-
tronica statt durch starke Abgrenzung zu allen Genres erreicht.
Allgemein fällt auf, dass die Genauigkeit zwischen den Genres recht unterschiedlich ist, zwi-
schen dem besten und dem schlechtesten Wert liegen 35 Prozentpunkte. Die beste Gesamtleis-
tung zeigt dabei HipHop, da es eine recht hohe Genauigkeit erzielt ohne das dadurch andere
Genres stark beeinflusst werden.
6.2.2 Trainings- und Testdaten gefiltert
Die in Tabelle 6.3 erfassten Ergebnisse bei Filterung von Trainings- und Testdaten zeigen einen
deutlichen Unterschied zur Vergleichs-Variante ohne Filterung.
Im Genre Pop wird hier eine Genauigkeit von fast 98% erreicht, was gegenüber der Vergleichs-
variante eine Steigerung um 25% ist. Pop ist dabei das einzige Genre, in welchem sich die
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Genre Pop Jazz Rock HipHop Electronica Genauigkeit
Pop 39 0 0 1 0 97,5%
Jazz 4 30 0 6 0 75%
Rock 10 0 19 11 0 47,5%
HipHop 1 0 10 29 0 72,5%
Electronica 11 10 0 9 10 25%
Tabelle 6.3: Confusion Matrix der Evaluierung für gefilterte Test- und Trainingsdaten
Genauigkeit vergrößert hat, in allen anderen Genres sank die Genauigkeit um 15% oder mehr.
Allerdings scheint der Wert dieser Genauigkeit etwas fraglich, da dafür auch aus allen anderen
Genres mehr oder weniger viele Titel als Pop klassifiziert werden. Ein ähnliches Verhalten zeigt
auch das Genre HipHop, dieses erreichte zwar 72,5% Genauigkeit, aber auch hier wurden sehr
viele Titel fälschlicherweise diesem Genre zugeordnet.
Electronica zeigt bei dieser Variante das gleiche Problem wie bei der vorherigen, nämlich dass
es oft als Jazz klassifiziert wird. Zusätzlich dazu werden jetzt Electronica-Stücke auch noch
öfters als Pop oder HipHop klassifiziert, was aber auf deren breite Streuung zurückzuführen ist.
Als Genauigkeit erreicht Electronica am Ende nur magere 25%.
Das Genre Jazz, in welchem bei der Vergleichsvariante noch fast 98% erreicht wurden, erreicht
jetzt nur noch eine Genauigkeit von 75%, was aber Jazz unter Berücksichtigung seiner gerin-
gen Zahl von Falschklassifikationen aus anderen Genres zum am besten abschneidendem Genre
macht.
Bei Rock ist die Tendenz zu Pop aus der vorherigen Variante etwas geringer geworden, da-
für werden auch aus den Genre Rock einige Stücke als HipHop klassifiziert, so dass am Ende
nur eine Genauigkeit von knapp unter 50% erreicht wird. Diese Verwirrung mit HipHop scheint
dabei aber wechselseitig zu sein, von beiden Genres wird ungefähr die gleiche Anzahl von
Stücken dem anderen Genre zugeordnet.
6.2.3 Trainingsdaten ungefiltert, Testdaten gefiltert
Genre Pop Jazz Rock HipHop Electronica Genauigkeit
Pop 20 13 0 7 0 50%
Jazz 7 33 0 0 0 82,5%
Rock 7 10 13 10 0 32,5%
HipHop 2 10 0 28 0 70%
Electronica 0 30 0 0 10 25%
Tabelle 6.4: Confusion Matrix der Evaluierung für ungefilterte Testdaten und gefilterte Trai-
ningsdaten
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Wenn nur die Testdaten gefiltert werden, sind bei keinem Genre mehr Verbesserungen zu beob-
achten. Die genauen Ergebnisse sind in Tabelle 6.4 erfasst.
Das Genre Jazz fällt bei dieser Variante auf, weil es sehr häufig als Fehlkassifikation aus ande-
ren Genres auftaucht, zwei Drittel aller als Jazz klassifizierten Stücke gehören nicht zu diesem
Genre. Dieses Verhalten ist ein starker Hinweis darauf, dass Jazz in der ungefilterten Variante
sehr breit verteilt ist und Überschneidungen mit allen anderen Genres hat, was natürlich auch
die Ergebnisse der anderen Genres stark beeinflusst.
Pop hat bei dieser Variante ein sehr durchwachsenes Ergebnis, dieses Genre erreicht nur 50%
Genauigkeit, und trotzdem werden dem Genre recht viele Stücke fälschlicherweise zugeordnet.
Dabei sind die meisten falsch zugeordneten Titel aus den Genres Jazz und Rock.
Rock selbst wird neben Pop auch als Jazz und HipHop klassifiziert, nur knapp über 30% al-
ler Stücke werden Rock korrekt zugeordnet. Eine noch schlechtere Genauigkeit erreicht nur
Electronica, hier werden nur 25% aller Stücke korrekt klassifiziert, 75% werden als Jazz er-
kannt. Bei Electronica sind die Auswirkungen der breiten Streuung von Jazz also besonders
groß.
HipHop erreichte dagegen eine recht ordentliche Genauigkeit, hier sind fast alle falsch klas-
sifizierten HipHop-Stücke als Jazz erkannt worden. Allerdings werden Rock und Pop öfters
als Jazz klassifiziert. Alles in allem zeigte HipHop aber die beste Gesamtleistung, da sich die
falschen Zuordnungen noch im Rahmen hielten.
6.2.4 Trainingsdaten gefiltert, Testdaten ungefiltert
Genre Pop Jazz Rock HipHop Electronica Genauigkeit
Pop 2 0 30 8 0 5%
Jazz 20 20 0 0 0 50%
Rock 0 0 40 0 0 100%
HipHop 0 0 0 40 0 100%
Electronica 20 0 10 10 0 0%
Tabelle 6.5: Confusion Matrix der Evaluierung für gefilterte Testdaten und ungefilterte Trai-
ningsdaten
Die extremsten Unterschiede zwischen den Genauigkeiten der Genres treten auf, wenn nur die
Trainingsdaten gefiltert werden. Die Ergebnisse, die in Tabelle 6.4 dargestellt sind, variieren
hier von 0% bis 100% Genauigkeit.
Das auffälligste Ergebnis erreicht bei dieser Variante das Genre Rock, hier werden zwar alle
Titel richtig diesem Genre zugeordnet, aber es werden noch einmal genauso viele Titel die-
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sem Genre fälschlicherweise zugeordnet. Dabei stammt der Großteil der falsch zugeordneten
Stücke aus dem Genre Pop, welches bei dieser Variante miserabel abschneidet. Es werden le-
diglich zwei von 40 Stücken als Pop erkannt, dafür werden aber viele Titel aus den Genres Jazz
und Electronica fälschlicherweise als Pop klassifiziert.
Ein noch schlechteres Ergebnis zeigte allerdings das Genre Electronica, dessen Stücke werden
zwar als Pop, Rock oder HipHop klassifiziert, aber nie als Electronica. Dabei wird die Hälfte
der Electronica-Stücke als Pop klassifiziert.
Etwas besser sieht es bei Jazz aus, dieses Genre erreicht zwar auch nur 50% Genauigkeit (die
andere Hälfte wird als Pop klassifiziert), aber immerhin kommt es zu keinen Fehlklassifikatio-
nen als Jazz.
Auch bei dieser Variante zeigt HipHop die beste Gesamtleistung, es werden alle Stücke des
Genres korrekt erkannt und die Fehlklassifikationen aus anderen Genres sind deutlich weniger
als bei Rock.
6.3 Auswirkungen der Filterung
Das Genre Pop scheint zwar auf den ersten Blick von der Filterung zu profitieren, weil die Ge-
nauigkeit von 72% auf 97% gestiegen ist. Betrachtet man die Ergebnisse mit ungefilterten Trai-
ningsdaten, so muss man zwar feststellen, dass Pop in andere Genres hinein zu streuen scheint,
allerdings ist dies stets wesentlich weniger als bei Jazz. Vergleicht man dies mit den Ergeb-
nissen mit gefilterten Trainingsdaten, so muss man erkennen, dass die Filterung eine deutliche
Verstärkung dieser Streuungseffekte bewirkt hat. So muss man zu dem Schluss kommen, dass
bei Pop zwar störende Vektoren entfernt wurden, denn sonst wäre kein Ergebnis nahe 100%
erreicht worden, aber es wurden auch Vektoren entfernt, die zur eindeutigeren Abgrenzung des
Genres beigetragen haben. Man könnte die Auswirkungen also als neutral bis negativ sehen.
Das Genre HipHop kann ebenfalls nicht wirklich von der Filterung profitieren, in den Varianten
ohne Filterung der Trainingsdaten wurden immer recht passable Ergebnisse erreicht, HipHop
war ohne Filterung also durchaus gut von anderen Genres abgegrenzt. Werden die Trainings-
daten aber gefiltert, so scheint gerade zum Genre Rock die Grenze sehr zu verschwimmen, es
werden also gerade solche Daten nicht gefiltert, die zu Überschneidungen mit Rock führen.
Allerdings waren die Auswirkungen nie so schlimm, dass die Ergebnisse von HipHop sehr
schlecht geworden sind, in jeder Varianten lieferte HipHop ein recht vorzeigbares Ergebnis ab.
Also entweder ist das Genre HipHop von sich aus sehr robust, oder es wurden nicht zu viele
falsche Vektoren entfernt bzw. nicht entfernt. Alles in allem waren die Auswirkungen also ähn-
lich wie bei Pop zwischen neutral und negativ.
Das Genre Rock hatte ohne Filterung lediglich eine Tendenz zu Pop, erreichte aber noch er-
trägliche Ergebnisse. Gefiltert scheint diese Tendenz zu Pop zwar etwas schwächer, dafür ist
die schon angesprochene Wechselwirkung mit HipHop plötzlich vorhanden. Rock scheint also
durch die Filterung seine Abgrenzung zu HipHop zu verlieren. Daraus lässt sich schlussfolgern,
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dass bei der Filterung Vektoren entfernt werden, die Rock zu HipHop abgrenzen. Die Filterung
hat in diesem Genre also einen negativen Effekt.
Im Genre Jazz sieht es anders aus. Betrachtet man die Ergebnisse der ungefilterten Varianten,
so fällt auf, dass die hohen Genauigkeiten immer mit vielen Fehlklassifikationen aus anderen
Genres einhergehen, in den ungefilterten Trainingsdaten scheint Jazz als recht breit verstreut zu
sein, so dass andere Genres davon angezogen werden. Betrachtet man aber im Vergleich dazu
die Variante mit gefilterten Trainingsdaten, so fällt auf, dass die Genauigkeiten zwar nicht mehr
so hoch sind, allerdings sind die Fehlklassifikationen sehr viel weniger geworden. Dies fällt
besonders in der Variante mit gefilterten Trainingsdaten und ungefilterten Testdaten auf, hier
wird kein Stück fälschlicherweise als Jazz klassifiziert. So muss man zu dem bei einem Blick
auf die Genauigkeiten überraschenden Schluss kommen, dass Jazz eindeutig von der Filterung
profitiert hat, der Effekt also genau wie eigentlich für alle Genres erhofft war.
Das Genre mit den schlechtesten Ergebnissen bei angewendeter Filterung ist Electronica, hier
werden bei der komplett gefilterten Variante nur 25% erreicht. Die Abgrenzung zu anderen Gen-
res scheint also noch schlechter zu werden, als sie vorher schon war. Das Ergebnis der Variante
mit gefilterten Trainings-Daten und ungefilterten Test-Daten legt nahe, dass durchaus störende
Vektoren entfernt werden, sonst wäre das Ergebnis dort nicht so extrem schlecht. Andererseits
legt die Variante mit ungefilterten Trainings-Daten und gefilterten Test-Daten nahe, dass entwe-
der nicht genug störende oder zu viele wichtige Vektoren entfernt werden. Man muss also zum
Schluss kommen, dass die Filterung auch bei diesem Genre einen negativen Effekt hat.
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7 Bewertung, Mögliche Richtungen zur
Weiterentwicklung
Die Zielstellung dieser Arbeit war, einen Ansatz zu entwickeln, durch den die Klassifikation
von Musik nach Genre robuster gemacht werden kann, d.h. ein Klassifikationssystem sollte
durch eine zu entwickelnde Methode so verändert werden, dass der erzeugte Klassifikator we-
niger empfindlich ist für störende Faktoren und so eine höhere Genauigkeit erreicht. Um dies zu
erreichen, wurde ein Filter entwickelt, der Bereiche, in denen die Charakteristik eines Stückes
einer erheblichen Änderung unterliegt, herausfiltert. Die Erkennung dieser Änderungsbereiche
war also die zentrale Aufgabe, die gelöst werden musste.
Wie erfolgreich diese Aufgabe gelöst wurde, kann durch die Untersuchung der Ergebnisse
der Parameter-Evaluation ermittelt werden. Betrachtet man sich die Ergebnisse der gewähl-
ten Parameter-Kombination für die einzelnen Genres (siehe Tabelle A.7), so fällt auf, dass die
durchschnittliche Precision gerade einmal bei 0,5 liegt. Das bedeutet, dass im Schnitt nur 50%
der gefunden Bereiche auch gesuchte Änderungsbereiche waren. Auch der durchschnittliche
Recall liegt mit 0,6 ebenfalls recht niedrig, der Wert bedeutet, dass nur 60% der gesuchten
Änderungsbereiche auch gefunden wurden. Zusammen bedeuten diese Zahlen, dass nur etwas
mehr als die Hälfte der tatsächlichen Änderungsbereiche gefunden wurden und dafür noch ein-
mal so viele falsche Änderungsbereiche erkannt wurden. Man kann also feststellen, dass die
Änderungserkennung selbst im Durchschnitt nur leidlich funktioniert.
Außerdem wurde das Ziel, in allen Genres eine möglichst gleich gute Erkennungsleistung zu
erzielen, klar verfehlt, die guten Parameter für Jazz unterscheiden sich stark von denen für die
anderen vier Genres.
Dies wirft auch einen Schatten auf die Ergebnisse der Klassifikation selbst, hier konnte ei-
gentlich nur das Genre Jazz von der Filterung wirklich profitieren, alle anderen Genres haben
bestenfalls keine Verschlechterung erfahren müssen. Dies ist recht erstaunlich in Anbetracht der
Tatsache, dass Jazz bei der Parameter-Evaluation am schlechtesten abgeschnitten hat.
Nun stellt sich also die Frage, wo die Ursache für diese schlechten Ergebnisse liegen könnte.
Eine erste mögliche Erklärung wäre, dass die Vorgaben für die Parameter-Evaluation schlicht
fehlerhaft waren. Die Daten für die Vorgaben wurden von Hand ermittelt, indem jedes Stück
der Musikkollektion mehrfach angehört wurde und die Zeitpunkte der zu erkennenden Ände-
rungsbereiche erfasst wurden. Weil man dabei die Stücke nacheinander anhören muss, besteht
die Gefahr, dass sich die Kriterien zur Auswahl der zu erkennenden Änderungen schleichend
verändern und so Inkonsistenzen entstehen, die natürlich auch die Parameter-Evaluation negativ
beeinflussen würden.
Eine zweite mögliche Erklärung wäre, dass das System zur Vorgabe der Soll-Daten nicht kom-
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plex genug ist. In der verwendeten Variante wurde lediglich eine Menge von Zeitpunkten spe-
zifiziert, welche alle jeweils von einem eigenem Änderungsbereich überdeckt sein sollten. Bei
diesem Ansatz wurden jedoch keinerlei Vorgaben über die Länge der Bereiche gemacht, da hier
die Flexibilität des ChangeDetectors möglichst wenig eingeschränkt werden sollte.
Die dritte Erklärungsmöglichkeit wäre, dass der ChangeDetector selbst zu starr ist, um mit
der hohen Dynamik von Musik zurecht zu kommen. Dies legen zum Beispiel die Ergebnisse
der Parameter-Evaluation nahe, weil hier selbst in den einzelnen Genres nur sehr durchwachse-
ne Gesamtergebnisse erzielt werden. Außerdem würde auch zu dieser Ursache passen, dass ein
Parameter-Satz, der in allen anderen Genres auf wesentlich höherem Niveau abschneidet, bei
Jazz total versagt.
Eine weitere mögliche Ursache für die schlechte Leistung des ChangeDetectors könnte das ver-
wendete Zustandsmodell zur Überwachung der einzelnen Merkmale sein. Bei diesem wird für
jedes verwendete Merkmal ein Zustand gespeichert, der entweder „nicht geändert“, „ändernd“
oder „geändert“ ist. Eine Vorwärtsbewegung durch diese Zustände (d.h. von „nicht geändert“
zu „ändernd“ bzw. von „ändernd“ zu „geändert“) kann sehr viel schneller stattfinden als der
Übergang von „geändert“ zu „nicht geändert“. Letzterer kann nur stattfinden, wenn eine Ände-
rung erkannt wurde oder alle Merkmale den Zustand „geändert“ haben. Diese Restriktion, die
eigentlich den Zweck haben soll, Merkmale, die sich zu unkontrolliert verhalten, gar nicht zu
berücksichtigen, könnte zu streng sein und so die Leistung des ChangeDetectors negativ beein-
flussen.
Die schlimmstmögliche Ursache für den Fehlschlag wäre natürlich, dass der Ansatz der Aus-
filterung von Änderungsbereichen an sich nachteilige Folgen hat. Obwohl sich darüber mit den
Ergebnissen keine Aussage treffen lässt, ist es doch nicht vollkommen ausgeschlossen.
Jede dieser möglichen Ursachen könnte durch bestimmte Maßnahmen ausgeschlossen bzw. in
ihren Auswirkungen abgemildert werden. Die schleichenden Veränderungen beim Erfassen der
Soll-Werte für die Änderungsbereiche könnte sich reduzieren lassen, indem man sich vor dem
erfassen der Soll-Werte möglichst genaue Vorgaben definiert, was als Änderung erkannt wer-
den soll und was nicht, denn so lässt sich die Gefahr reduzieren, dass sich Kriterien erst beim
Hören ergeben und von Stück zu Stück ändern, was weniger Inkonsistenzen bewirken würde.
Außerdem wäre es denkbar, diese Aufgabe als Gruppentätigkeit durchzuführen, um so eine
gegenseitige Kontrolle zu ermöglichen, wodurch die Soll-Werte einen Konsens von mehreren
Menschen darstellen würden und so allgemeingültiger wären als die Arbeit eines Einzelnen.
Das Vorgabe-System selbst könnte verbessert werden, indem man die gesuchten Änderungs-
bereiche sehr viel exakter angibt. Hier wäre es zum Beispiel denkbar, für jeden gesuchten Än-
derungsbereich frühesten Start, spätesten Start, frühestes Ende und spätestes Ende vorzugeben.
So könnte die gesuchte Änderung sehr exakt eingegrenzt werden.
Möglicherweise ist es aber auch sinnvoller, zusätzlich für jeden Punkt in der Vorgabe-Datei
auch noch anzugeben, ob an diesem Punkt eine Änderung sein soll oder nicht. So könnte man
den Bereich, in dem eine Änderung erkannt werden soll, räumlich sehr gut eingrenzen, ohne
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diesen jedoch zu exakt definieren zu müssen und dadurch prinzipiell erkannte Änderungen,
die jedoch etwas zu früh enden, nicht als komplett falsch zurückzuweisen. Mit dieser Variante
können beispielsweise vor und nach jedem Punkt, in dem eine Änderung erkannt werden soll,
weitere Punkte gesetzt werden, die den frühesten Start- bzw. spätesten End-Punkt bestimmen.
Alternativ wäre es auch möglich, die Punkte vor und nach jedem Punkt, der von einer Änderung
überdeckt sein muss, als Punkte des optimalen Beginns bzw. Endes der Änderung zu interpretie-
ren und die Entfernung des erkannten Beginns bzw. Endes zum optimalen Punkt mit einfließen
zu lassen, so dass optimale Treffer zwar die beste Bewertung erhalten, aber prinzipielle Treffer,
die nur etwas daneben liegen, nicht gleich komplett verworfen werden. So wäre auch eine qua-
litative Bewertung der erkannten Änderungsbereiche möglich statt einer reinen Unterscheidung
zwischen erkannt und nicht erkannt.
Ein mögliche Lösung zur Erhöhung der Flexibilität des ChangeDetectors wäre, die Parameter
adaptiv an das jeweilige Musikstück anzupassen, dabei wäre zum Beispiel denkbar, dass wei-
terhin noch Werte für die Parameter vorgegeben werden, diese sich jedoch in einem gewissen
Bereich an das Musikstück anpassen. Als Informationsquelle wäre es beispielsweise möglich,
das langfristige Verhalten von Merkmalen zu beobachten und damit die Parameter entsprechend
zu modifizieren. Außerdem wäre es so möglich, die Parameter, die nur für die Auswertung eines
Merkmals wichtig sind (zum Beispiel Delta), dynamisch und statisch pro Merkmal anpassen zu
können und diese nicht für alle Merkmale gleich vorzugeben. So könnte für ein Merkmal, dass
über einen längeren Bereich (zum Beispiel 30 Sekunden oder das ganze Stück) nur eine gerin-
ge Varianz zeigt, Delta soweit nach unten korrigiert werden, dass das Merkmal trotzdem noch
Informationen liefert. Wenn das Merkmal dagegen eine sehr hohe Varianz hat, so könnte Delta
nach oben korrigiert werden, so dass die Änderungen stärker sein müssen als normal, um er-
kannt zu werden. Inwieweit hier welche Variante genau sinnvoll wäre und welche nicht, müsste
umfassend untersucht werden, da sonst möglicherweise eher falsche Meldungen auftreten als
jetzt schon und so der Nutzen eher weniger wird als mehr.
Das mögliche Problem mit dem Zustandsmodell könnte zum Beispiel dadurch behoben wer-
den, indem der Übergang zum Zustand „nicht geändert“ unabhängig davon erfolgen könnte, ob
bereits eine Änderung erkannt wurde oder nicht, allerdings stellt sich dann die Frage, wovon
man diesen Übergang abhängig machen soll. Es wäre auch denkbar, die Geschwindigkeit der
Vorwärtsbewegung durch die Zustände zu bremsen. Derzeit ist es so, dass bereits ein einziger
Wechsel von „keine Änderung“ zu „Änderung“ ausreicht, um den Übergang zum Zustand „än-
dernd“ auszulösen. Wenn man die Übergangsbedingungen so umgestaltet, dass ein Merkmal
über einen gewissen Zeitraum beobachtet wird und ein Zustandsübergang erst ausgelöst wird,
sobald sich eine klare Tendenz zu „Änderung“ bzw. „keine Änderung“ zeigt, würde ein Merk-
mal, dass nicht sofort klar und dauerhaft von „keine Änderung“ zu „Änderung“ wechselt, nicht
so schnell in den Zustand „geändert“ geraten.
Es wäre auch denkbar, die Beobachtung der Tendenz als eigentliches Indiz dafür zu verwenden,
ob eine Änderung erkannt wird oder nicht, und das Zustandsmodell komplett wegzulassen, da
ja durch die Tendenz-Überwachung auch zweideutig zitternde Merkmale nicht berücksichtigt
würden.
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Um unabhängig von einer konkreten Umsetzung zu überprüfen, ob der Ansatz der Ausfilterung
von Änderungsbereichen überhaupt funktioniert, könnte man einen perfekt funktionierenden
subjektiven Filter simulieren, indem für die Musikkollektion die zu filternden Bereiche kom-
plett von Hand vorgegeben werden. Durch diese Methode wären Fehler in der automatischen
Erkennung der Änderungsbereiche irrelevant und es kann höchstens noch zu subjektiven Ver-
zerrungen kommen, eben weil die Vorgabe der zu filternden Bereiche von Hand erfolgt. Ein
ähnliches Problem kann ja aber wie schon in einem vorherigen Ansatz angesprochen auch bei
der Vorgabe der Trainingsdaten auftreten, das wäre also kein neuer Effekt. Der große Vorteil
dieser Methode wäre, dass sich eine Aussage über den Ansatz selbst treffen ließe, ob dieser
überhaupt funktionieren kann oder nicht.
Abschließend muss man zu dem Schluss kommen, dass der Ansatz zwar für Jazz scheinbar
funktioniert hat, die möglichen Fehler bei der Parameter-Evaluation - und damit schon beim
ChangeDetector - lassen es jedoch fraglich erscheinen, ob die positive Wirkung bei Jazz wirk-
lich ein gewollter Effekt war oder viel mehr aus Versehen entstanden ist. Mit den vorgeschla-
genen Verbesserungen kann vielleicht sicherer geklärt werden, ob der Ansatz selbst sinnvoll ist
und wirklich funktioniert oder doch eher eine Sackgasse ist.
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A Ergebnis-Tabellen der Parameter-Evaluation
# Sum Precision Recall C F R R Z D W G C N
Avg Avg Min Max Avg Min Max E X O M C E S S S C
41 1,12 0,55 0,23 0,78 0,57 0,21 1,00 1 1 1 0 1 0,2 320 320 400 1
41 1,09 0,52 0,00 0,88 0,56 0,00 1,00 1 0 1 0 1 0,1 160 160 400 1
41 1,03 0,54 0,00 1,00 0,49 0,00 1,00 1 1 0 0 1 0,2 320 320 400 1
41 0,99 0,55 0,00 1,00 0,44 0,00 1,00 0 1 0 0 1 0,2 240 400 400 1
40 1,09 0,51 0,17 0,81 0,58 0,25 1,00 1 1 0 0 1 0,1 80 320 400 1
40 1,09 0,54 0,21 1,00 0,54 0,12 1,00 0 1 0 0 1 0,2 320 240 400 1
40 1,06 0,56 0,00 1,00 0,50 0,00 1,00 0 1 1 0 1 0,2 320 240 400 1
40 0,99 0,53 0,00 1,00 0,46 0,00 1,00 1 0 1 0 1 0,2 320 320 400 1
40 0,98 0,54 0,00 1,00 0,44 0,00 1,00 1 0 0 0 1 0,2 320 240 400 1
40 0,97 0,55 0,00 1,00 0,42 0,00 1,00 0 1 1 0 1 0,3 320 240 400 1
40 0,95 0,53 0,00 1,00 0,42 0,00 1,00 1 1 0 0 1 0,2 240 320 400 2
39 1,05 0,49 0,00 1,00 0,56 0,00 1,00 1 0 1 0 1 0,1 320 320 400 3
39 0,69 0,48 0,00 1,00 0,22 0,00 0,86 1 0 1 0 1 0,3 80 320 400 1
32 1,25 0,61 0,22 0,89 0,65 0,09 1,00 1 0 1 1 1 0,1 400 240 400 1
32 1,23 0,54 0,23 0,77 0,69 0,43 1,00 1 1 1 0 1 0,1 320 400 400 2
32 1,23 0,59 0,22 0,86 0,64 0,09 1,00 1 0 1 1 0 0,1 400 240 400 1
32 1,22 0,55 0,00 0,83 0,67 0,00 1,00 1 1 0 1 0 0,1 240 240 400 1
32 1,22 0,56 0,22 0,80 0,66 0,38 1,00 0 1 0 1 0 0,1 400 240 400 1
32 1,22 0,53 0,27 1,00 0,68 0,46 1,00 1 1 0 0 0 0,1 240 160 400 1
32 1,21 0,53 0,23 0,80 0,68 0,41 1,00 1 1 1 0 1 0,1 400 400 400 2
32 1,19 0,55 0,25 0,78 0,64 0,22 1,00 0 1 1 0 1 0,1 320 400 400 1
32 1,18 0,54 0,00 0,88 0,64 0,00 1,00 1 0 0 1 1 0,1 240 240 400 1
32 1,17 0,56 0,00 0,88 0,61 0,00 1,00 1 0 0 1 1 0,1 400 240 400 1
32 1,17 0,58 0,26 1,00 0,60 0,08 1,00 1 1 0 0 0 0,1 320 400 400 1
32 1,17 0,50 0,18 0,89 0,67 0,18 1,00 1 1 0 1 1 0,1 400 160 320 1
Tabelle A.1: Besten 25 Ergebnisse der Segmentierung über alle Genres
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# Sum Precision Recall C F R R Z D W G C N
Avg Avg Min Max Avg Min Max E X O M C E S S S C
10 1,43 0,66 0,54 0,89 0,77 0,57 1 0 1 1 1 0 0,1 320 400 400 2
10 1,43 0,65 0,45 0,86 0,77 0,64 0,91 1 1 1 1 0 0,1 320 400 400 2
10 1,42 0,61 0,33 0,75 0,82 0,64 1 1 1 0 1 1 0,1 320 320 400 2
10 1,42 0,59 0,33 0,69 0,83 0,64 1 1 1 1 1 1 0,1 320 320 400 3
10 1,42 0,6 0,5 0,71 0,82 0,57 1 0 1 0 1 1 0,1 320 320 400 2
10 1,42 0,6 0,42 0,77 0,81 0,64 1 1 1 1 1 1 0,1 400 240 400 3
10 1,42 0,65 0,5 0,88 0,77 0,43 1 0 0 0 1 1 0,1 320 320 400 2
10 1,42 0,63 0,44 0,89 0,79 0,5 1 0 0 1 0 1 0,1 320 240 400 1
10 1,41 0,63 0,33 0,82 0,78 0,57 1 1 1 0 1 0 0,1 320 400 400 2
10 1,41 0,6 0,45 0,82 0,81 0,64 1 0 0 1 1 0 0,1 240 320 400 1
10 1,41 0,62 0,43 0,8 0,79 0,64 0,91 1 0 1 1 1 0,1 320 400 400 2
10 1,41 0,61 0,5 0,9 0,79 0,57 1 0 1 1 1 0 0,1 400 240 400 2
10 1,4 0,64 0,43 0,82 0,76 0,64 0,9 1 1 0 1 1 0,1 240 400 400 2
10 1,4 0,63 0,33 0,8 0,77 0,64 1 1 1 0 0 0 0,1 320 320 400 1
10 1,4 0,59 0,43 0,83 0,81 0,55 1 1 1 1 1 1 0,1 240 240 400 3
10 1,4 0,62 0,5 0,82 0,78 0,43 1 1 0 1 1 0 0,1 320 320 400 2
10 1,4 0,62 0,4 0,8 0,78 0,57 1 1 1 0 1 1 0,1 320 400 400 3
10 1,4 0,6 0,42 0,73 0,8 0,64 1 1 1 1 1 0 0,1 400 240 400 2
10 1,4 0,59 0,33 0,69 0,81 0,43 1 1 1 0 1 0 0,1 320 320 400 2
10 1,39 0,58 0,33 0,69 0,81 0,64 1 1 1 1 0 1 0,1 320 320 400 2
10 1,39 0,6 0,43 0,73 0,79 0,43 1 0 1 1 1 0 0,1 320 320 400 2
10 1,39 0,63 0,5 0,82 0,76 0,29 1 0 0 0 1 0 0,1 240 400 400 1
10 1,39 0,55 0,38 0,77 0,84 0,67 1 1 1 1 1 1 0,1 400 240 320 3
10 1,39 0,59 0,43 0,83 0,8 0,55 1 0 1 1 1 1 0,1 240 240 400 2
10 1,38 0,6 0,35 0,77 0,79 0,64 0,91 1 0 1 0 0 0,1 320 400 400 1
Tabelle A.2: Besten 25 Ergebnisse der Segmentierung im Genre Pop
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A Ergebnis-Tabellen der Parameter-Evaluation
# Sum Precision Recall C F R R Z D W G C N
Avg Avg Min Max Avg Min Max E X O M C E S S S C
10 1,3 0,63 0,39 0,88 0,67 0,29 0,88 1 0 1 1 0 0,1 80 320 400 1
10 1,29 0,52 0,3 0,8 0,77 0,29 0,91 1 0 1 0 1 0,1 80 400 320 1
10 1,29 0,59 0,39 0,8 0,69 0,29 0,88 1 0 1 1 0 0,1 80 320 320 1
10 1,28 0,66 0,43 0,89 0,62 0,18 0,9 0 1 1 1 1 0,1 320 400 400 1
10 1,28 0,63 0,43 1 0,65 0,21 0,85 1 1 0 0 1 0,1 80 240 400 1
10 1,27 0,65 0,43 0,89 0,62 0,18 0,9 1 1 0 1 1 0,1 320 400 400 1
10 1,27 0,56 0,33 0,8 0,72 0,29 0,9 1 0 1 0 1 0,1 80 400 400 1
10 1,26 0,65 0,46 0,89 0,61 0,29 0,8 1 1 1 0 0 0,1 80 320 400 1
10 1,26 0,6 0,4 0,89 0,66 0,29 0,91 1 1 1 0 0 0,1 80 320 240 1
10 1,26 0,59 0,35 1 0,67 0,36 0,85 1 1 0 0 1 0,1 80 240 320 1
10 1,26 0,57 0,33 0,8 0,69 0,5 1 1 1 1 1 1 0,1 400 400 400 2
10 1,26 0,57 0,33 0,8 0,69 0,5 1 1 1 1 0 1 0,1 400 400 400 2
10 1,25 0,58 0,38 0,82 0,67 0,5 0,91 1 1 1 1 0 0,1 320 240 400 1
10 1,25 0,59 0,5 0,7 0,67 0,33 1 1 1 1 1 0 0,1 320 320 400 1
10 1,25 0,56 0,38 0,8 0,68 0,29 0,82 1 0 0 1 1 0,1 80 320 320 1
10 1,25 0,61 0,42 0,89 0,63 0,29 0,88 1 1 1 0 0 0,1 80 320 320 1
10 1,24 0,67 0,42 0,83 0,57 0,29 0,7 1 0 1 1 1 0,1 80 320 400 1
10 1,24 0,59 0,31 0,82 0,64 0,36 0,88 1 1 1 0 1 0,1 160 160 400 1
10 1,24 0,59 0,31 0,82 0,64 0,36 0,88 1 1 1 1 1 0,1 160 160 400 1
10 1,24 0,65 0,38 0,83 0,59 0,29 0,77 1 0 1 1 1 0,1 80 320 320 1
10 1,23 0,53 0,38 0,8 0,7 0,36 0,9 0 1 1 1 1 0,1 320 400 240 1
10 1,23 0,59 0,36 0,8 0,63 0,29 0,8 1 0 0 1 1 0,1 80 320 400 1
10 1,23 0,54 0,39 0,8 0,68 0,29 0,9 1 0 0 1 1 0,1 80 400 400 1
10 1,23 0,65 0,45 0,83 0,58 0,29 0,8 1 1 1 1 1 0,1 80 320 400 1
10 1,23 0,65 0,45 0,83 0,58 0,29 0,8 1 1 1 0 1 0,1 80 320 400 1
Tabelle A.3: Besten 25 Ergebnisse der Segmentierung im Genre Rock
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# Sum Precision Recall C F R R Z D W G C N
Avg Avg Min Max Avg Min Max E X O M C E S S S C
10 1,02 0,34 0,21 0,55 0,68 0,47 1 0 0 1 0 0 0,1 320 400 400 1
10 1,02 0,3 0,13 0,86 0,72 0,5 0,88 1 1 0 1 0 0,1 80 240 240 1
10 1,01 0,29 0,12 0,78 0,72 0,5 0,88 1 1 1 1 1 0,1 80 320 240 2
10 1,01 0,3 0,12 0,86 0,71 0,5 0,86 0 1 0 1 1 0,1 80 320 240 1
10 1 0,35 0,16 0,86 0,66 0,4 0,75 1 1 0 1 0 0,1 80 240 320 1
10 1 0,28 0,11 0,78 0,73 0,5 0,88 1 1 1 1 1 0,1 80 320 160 2
10 1 0,48 0,16 1 0,52 0,17 0,86 1 0 1 0 0 0,2 320 240 400 1
10 1 0,32 0,1 0,78 0,68 0,3 0,88 1 1 1 1 1 0,1 80 320 320 2
10 1 0,27 0,11 0,86 0,73 0,5 0,88 1 1 0 1 0 0,1 80 240 160 1
10 1 0,39 0,17 0,78 0,61 0,3 0,88 1 1 1 1 1 0,1 80 320 400 2
10 1 0,29 0,11 0,86 0,71 0,5 0,86 0 1 0 1 1 0,1 80 320 160 1
10 1 0,33 0,1 0,86 0,67 0,3 0,86 0 1 0 1 1 0,1 80 320 320 1
10 1 0,4 0,17 0,86 0,6 0,3 0,75 0 1 0 1 1 0,1 80 320 400 1
10 0,99 0,36 0,15 0,55 0,63 0,4 0,78 1 1 1 1 0 0,1 80 400 400 2
10 0,99 0,35 0,18 0,57 0,63 0,44 0,86 1 0 1 0 0 0,1 240 400 400 2
10 0,98 0,47 0,16 1 0,51 0,17 0,86 0 0 0 1 1 0,2 320 240 400 2
10 0,98 0,47 0,16 1 0,51 0,17 0,86 1 0 0 1 0 0,2 320 240 400 2
10 0,98 0,47 0,16 1 0,51 0,17 0,86 0 1 0 1 1 0,2 320 240 400 2
10 0,98 0,47 0,16 1 0,51 0,17 0,86 1 1 0 1 1 0,2 320 240 400 2
10 0,98 0,47 0,16 1 0,51 0,17 0,86 1 0 1 1 1 0,2 320 240 400 4
10 0,98 0,47 0,16 1 0,51 0,17 0,86 1 1 0 1 1 0,2 320 240 400 3
10 0,98 0,47 0,16 1 0,51 0,17 0,86 0 1 0 1 1 0,2 320 240 400 3
10 0,98 0,47 0,16 1 0,51 0,17 0,86 1 1 0 1 0 0,2 320 240 400 3
10 0,98 0,47 0,16 1 0,51 0,17 0,86 1 0 1 1 1 0,2 320 240 400 3
10 0,98 0,47 0,16 1 0,51 0,17 0,86 1 1 0 1 0 0,2 320 240 400 2
Tabelle A.4: Besten 25 Ergebnisse der Segmentierung im Genre Jazz
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A Ergebnis-Tabellen der Parameter-Evaluation
# Sum Precision Recall C F R R Z D W G C N
Avg Avg Min Max Avg Min Max E X O M C E S S S C
10 1,36 0,59 0,32 0,85 0,77 0,62 1 1 1 0 0 1 0,1 320 320 400 1
10 1,29 0,62 0,4 0,82 0,67 0,46 1 0 1 1 0 1 0,1 240 160 400 1
10 1,29 0,55 0,4 0,73 0,74 0,46 1 1 0 0 0 0 0,1 240 160 400 1
10 1,28 0,62 0,4 0,88 0,66 0,41 1 1 1 1 0 1 0,1 240 160 400 1
10 1,28 0,57 0,4 0,73 0,71 0,46 1 1 1 1 0 1 0,1 240 160 400 2
10 1,28 0,52 0,3 0,75 0,76 0,38 1 1 1 0 0 0 0,1 320 240 400 1
10 1,28 0,6 0,33 0,89 0,68 0,47 1 1 1 1 0 0 0,1 320 400 400 1
10 1,28 0,53 0,3 0,87 0,75 0,62 1 1 0 1 0 1 0,1 400 80 400 1
10 1,28 0,55 0,4 0,73 0,73 0,46 1 1 0 0 0 1 0,1 240 160 400 1
10 1,27 0,55 0,4 0,73 0,72 0,46 1 1 1 0 0 1 0,1 240 160 400 2
10 1,27 0,47 0,25 0,65 0,8 0,71 1 1 1 0 0 0 0,1 400 240 320 1
10 1,27 0,56 0,33 0,69 0,71 0,57 1 1 1 0 0 0 0,1 320 400 400 1
10 1,27 0,58 0,4 0,77 0,69 0,46 1 1 1 0 0 1 0,1 240 160 400 1
10 1,27 0,58 0,32 0,88 0,69 0,29 1 1 1 1 0 1 0,1 320 320 400 1
10 1,27 0,5 0,23 0,71 0,77 0,47 1 1 1 0 0 1 0,1 240 160 320 1
10 1,27 0,51 0,23 0,73 0,75 0,47 1 0 1 1 0 1 0,1 240 160 320 1
10 1,27 0,45 0,23 0,61 0,82 0,62 1 1 0 1 0 1 0,1 240 160 320 2
10 1,27 0,58 0,33 0,82 0,68 0,53 1 1 1 0 0 1 0,1 320 400 400 1
10 1,26 0,56 0,4 0,73 0,71 0,46 1 1 0 1 0 1 0,1 240 160 400 1
10 1,26 0,45 0,23 0,61 0,81 0,62 1 1 1 1 0 1 0,1 240 160 320 3
10 1,26 0,53 0,32 0,69 0,73 0,5 1 1 0 1 0 1 0,1 320 160 400 2
10 1,26 0,55 0,32 1 0,71 0,35 1 1 1 1 0 0 0,1 400 160 400 1
10 1,26 0,51 0,32 0,69 0,75 0,5 1 1 0 0 0 0 0,1 320 160 400 1
10 1,26 0,57 0,32 0,88 0,69 0,29 1 0 1 1 0 1 0,1 320 320 400 1
10 1,26 0,59 0,43 0,81 0,67 0,43 1 1 1 0 0 1 0,1 160 240 400 1
Tabelle A.5: Besten 25 Ergebnisse der Segmentierung im Genre HipHop
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# Sum Precision Recall C F R R Z D W G C N
Avg Avg Min Max Avg Min Max E X O M C E S S S C
10 1,32 0,65 0,44 0,82 0,67 0,4 0,92 1 1 0 0 1 0,1 400 240 400 1
10 1,32 0,6 0,32 0,82 0,72 0,5 0,9 0 0 0 1 0 0,1 160 320 400 1
10 1,31 0,59 0,37 0,82 0,72 0,44 0,9 0 1 1 0 1 0,1 240 240 400 2
10 1,31 0,67 0,5 0,81 0,64 0,4 0,81 1 1 0 1 0 0,1 400 240 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 1 0 0 1 0 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 0 1 0 1 0 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 0 1 1 1 1 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 0 1 1 1 0 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 1 0 1 1 0 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 1 1 0 1 0 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 0 0 0 1 1 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 1 1 1 1 1 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 0 0 1 1 1 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 1 1 1 1 0 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 1 0 1 1 1 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 0 0 1 1 0 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 1 0 0 1 1 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 0 1 0 1 1 0,1 160 320 400 1
10 1,31 0,59 0,32 0,82 0,72 0,5 0,9 1 1 0 1 1 0,1 160 320 400 1
10 1,3 0,68 0,5 0,89 0,62 0,4 0,81 1 1 0 1 1 0,1 400 240 400 1
10 1,3 0,66 0,44 0,8 0,64 0,4 0,79 1 0 1 1 1 0,1 400 240 400 1
10 1,3 0,67 0,5 0,8 0,63 0,4 0,81 0 1 0 1 1 0,1 400 240 400 1
10 1,3 0,65 0,42 0,81 0,64 0,4 0,79 0 0 1 1 1 0,1 400 240 400 1
10 1,29 0,6 0,37 0,82 0,7 0,44 0,9 0 1 1 1 0 0,1 240 240 400 1
10 1,29 0,6 0,37 0,82 0,7 0,44 0,9 1 0 1 1 0 0,1 240 240 400 1
Tabelle A.6: Besten 25 Ergebnisse der Segmentierung im Genre Electronica
Genre # Sum Precision Recall
Avg Avg Min Max Avg Min Max
Pop 10 1,16 0,55 0,25 0,78 0,60 0,43 1,00
Rock 10 1,19 0,56 0,40 0,67 0,63 0,36 1,00
Jazz 1 0,99 0,24 0,24 0,24 0,75 0,75 0,75
HipHop 10 1,06 0,55 0,38 0,73 0,51 0,21 1,00
Electronica 10 1,10 0,59 0,23 0,75 0,51 0,30 0,71
Tabelle A.7: Ergebnisse der Segmentierung pro Genre von Zeile 1 in Tabelle A.1
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A Ergebnis-Tabellen der Parameter-Evaluation
Genre # Sum Precision Recall
Avg Avg Min Max Avg Min Max
Pop 10 1,23 0,56 0,42 0,88 0,67 0,43 0,86
Rock 10 0,79 0,41 0,00 0,60 0,38 0,00 0,78
Jazz 1 0,99 0,24 0,24 0,24 0,75 0,75 0,75
HipHop 10 1,21 0,56 0,41 0,86 0,65 0,38 1,00
7 10 1,14 0,60 0,24 0,83 0,54 0,31 0,78
Tabelle A.8: Ergebnisse der Segmentierung pro Genre von Zeile 2 in Tabelle A.1
Genre # Sum Precision Recall
Avg Avg Min Max Avg Min Max
Pop 10 1,17 0,55 0,27 0,78 0,62 0,43 1,00
Rock 10 0,76 0,50 0,00 1,00 0,25 0,00 0,80
Jazz 1 1,01 0,26 0,26 0,26 0,75 0,75 0,75
HipHop 10 1,09 0,56 0,40 0,73 0,53 0,21 1,00
Electronica 10 1,11 0,59 0,23 0,75 0,52 0,30 0,71
Tabelle A.9: Ergebnisse der Segmentierung pro Genre von Zeile 3 in Tabelle A.1
Genre # Sum Precision Recall
Avg Avg Min Max Avg Min Max
Pop 10 1,14 0,53 0,10 0,80 0,61 0,14 1,00
Rock 10 0,69 0,47 0,00 1,00 0,22 0,00 0,70
Jazz 1 0,83 0,21 0,21 0,21 0,62 0,62 0,62
HipHop 10 1,05 0,67 0,50 1,00 0,38 0,06 1,00
Electronica 10 1,09 0,58 0,15 0,79 0,51 0,20 0,71
Tabelle A.10: Ergebnisse der Segmentierung pro Genre von Zeile 4 in Tabelle A.1
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B Übersetzen der erstellten Tools
Die erstellten Tools befinden sich im Verzeichnis „mytools“ in der gelieferten Marsyas-Ins-
tallation. Um die Tools zu übersetzen, muss auch Marsyas selbst übersetzt werden. Marsyas
selbst soll sowohl unter Windows wie auch unter Linux funktionsfähig sein, realisiert wurden
die Tools jedoch unter Linux, so dass nur hier ihre Funktionsfähigkeit sicher gestellt ist. Als
Vorraussetzung benötigt Marsyas „libmad“, eine Bibliothek zur Dekodierung vonMP3-Dateien.






C Dokumentation der erstellten Tools
C.1 myextract
Das Programm myextract ist die Implementation der in Abschnitt 5.3 beschriebenen Merk-
malsextraktion. Es extrahiert die Merkmale aus allen MP3-Dateien im angegebenen Ordner
und erzeugt ARFF-Dateien mit gleichem Namen wie die MP3-Dateien (also zum Beispiel wird
„test.mp3“ zu „test.arff“). Des Weiteren werden alle Merkmalsvektoren der einzelnen Genres
zusammengefasst und in eine entsprechende ARFF-Datei geschrieben. Von all diesen Dateien
werden außerdem Statistiken (Mittelwert und Standardabweichung) von jedem Merkmal be-
rechnet und in einer entsprechenden ARFF-Datei gespeichert (z.B. „test_stats.arff“).
C.1.1 Aufruf
myextract [Parameter] Musikkollektion
Musikkollektion ist dabei das Verzeichnis der Musikkollektion, in welchem die Genre-Ord-
ner samt zugehörigen MP3-Dateien liegen.
C.1.2 Parameter
Parameter Parameter (kurz) Bedeutung
-h –help Anzeige der Parameter
-j –no-join Musikstück-Dateien nie zusammenfassen
-J –force-join Musikstück-Dateien immer zusammenfassen
-e –no-extract Musikstücke nie extrahieren
-E –force-extract Musikstücke immer extrahieren
-s –no-stats Statistiken nie berechnen
-s –force-stats Statistiken immer berechnen
-F –force-all Alles neu erstellen
C.2 segment_arff
Bei segment_arff handelt es sich um die Implementation die Parameter-Evaluation, wie sie
im Abschnitt 5.5 beschrieben ist. Die Menge der zu testenden Parameter-Werte kann dabei ent-
weder über die Parameter eingegrenzt oder direkt aus einer Log-Datei eines vorherigen Durch-





ARFF-Datei ist dabei die ARFF-Datei mit den extrahiertenMerkmalen eines Musikstückes. Für
das Musikstück muss eine Datei mit gleichem Namen und der Endung „segborders“ existieren,
in welcher die Punkte gespeichert sind, die in einem erkanntem Änderungsbereich liegen sollen.
C.2.2 Parameter
Parameter Parameter (kurz) Bedeutung
-h –help Anzeige der Parameter
-d –minDelta Minimaler Wert für Delta
-D –maxDelta Maximaler Wert für Delta
-S –stepDelta Schrittweite für Delta
-w –minWinsize Minimaler Wert für WinSize
-W –maxWinsize Maximaler Wert für WinSize
-s –stepWinsize Schrittweite für WinSize
-w –minGapsize Minimaler Wert für GapSize
-W –maxGapsize Maximaler Wert für GapSize
-s –stepGapsize Schrittweite für GapSize
-w –minChangesize Minimaler Wert für ChangeSize
-W –maxChangesize Maximaler Wert für ChangeSize
-s –stepChangesize Schrittweite für ChangeSize
-n –numchanged min. Anzahl sich ändernder Merkmale
-c –centroid0 min. Wert für Centroid-Verwendung (0-nein, 1-ja)
-C –centroid1 max. Wert für Centroid-Verwendung (0-nein, 1-ja)
-e –energy0 min. Wert für RMS-Verwendung (0-nein, 1-ja)
-E –energy1 max. Wert für RMS-Verwendung (0-nein, 1-ja)
-f –flux0 min. Wert für Flux-Verwendung (0-nein, 1-ja)
-F –flux1 max. Wert für Flux-Verwendung (0-nein, 1-ja)
-r –rolloff0 min. Wert für Rolloff-Verwendung (0-nein, 1-ja)
-R –rolloff1 max. Wert für Rolloff-Verwendung (0-nein, 1-ja)
-z –zerocrossings0 min. Wert für ZeroCrossingRate-Verwendung (0-nein, 1-ja)
-Z –zerocrossings1 max. Wert für ZeroCrossingRate-Verwendung (0-nein, 1-ja)
-P –processes Anzahl der parallel laufenden Prozesse
-o –offset Anzahl der zu überspringenden Parameter-Kombinationen
-i –inputfile Log-Datei, von der Parameter-Menge gelesen werden soll
C.3 evaluate
Das Programm evaluate implementiert die Evaluation des ChangeDetectors, wie sie im Ab-
schnitt 5.7 beschrieben ist.
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C Dokumentation der erstellten Tools
C.3.1 Aufruf
evaluate [Parameter] Musikkollektion
Musikkollektion ist dabei das Verzeichnis der Musikkollektion, in welchem die Genre-Ord-
ner samt zugehörigen MP3- und ARFF-Dateien liegen.
C.3.2 Parameter
Parameter Parameter (kurz) Bedeutung
-h –help Anzeige der Parameter
-f –force-filtering Filterung komplett neu durchführen
-n –numfolds Anzahl der Wiederholungen
-r –resume Fortsetzen eines abgebrochenen Durchlaufes




• convert_segment_results.sh: konvertiert Log-Datei der Parameter-Evaluation eines
Stückes in CSV-Datei für Datenbank-Import
• join_results.sh: fügt alle Ergebnis-Log-Dateien der Evaluation zusammen zu einer
CSV-Datei
• segment_missing.sh: liest Datei „segmentation_missing“ und führt Parameter-Evalua-
tion für alle Stücke darin aus
Format einer Zeile: „<Genre>/<Musikstück>.arff“
Skript setzt Kandidaten-Datei als „candidates_<Genre>.log“ voraus
D.2 Datenbank
Die Ergebnisse der Parameter-Evaluation und der eigentlichen Evaluation wurden jeweils in
einer MySQL-Datenbank gespeichert. Das Schema der Datenbank, die zur Verarbeitung der
Ergebnisse verwendet wurde, findet sich in der Datei „musikklassifikation_struktur.sql“. Zum
Import und Abfrage der Datenbank wurde dabei PHPMyAdmin verwendet, da so keine extra
Werkzeuge dafür geschrieben werden mussten.
D.2.1 Import
Die durch die Skripte convert_segment_results.sh und join_results.sh erzeugten CSV-
Dateien können durch die Import-Funktion von PHPMyAdmin in die Datenbank importiert
werden. Damit dies funktioniert, muss die Reihefolge der Datenbank-Felder in der CSV-Datei





Im folgenden Abschnitt werden SQL-Abfragen aufgelistet, die die Ergebnisse übersichtlich
darstellen sollen. Wenn darin eine Variable auftaucht (in Form des Textes /*[VARIABLE]*/),
so bezieht sich diese auf das Feature von PHPMyAdmin, in Abfragen eine Variable durch den
Inhalt eines Eingabefeldes zu ersetzen.
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D Sonstige Werkzeuge
D.2.2.1 Parameter-Evaluation - Beste Parametersätze
SELECT COUNT(Track) AS Tracks, (AVG(Precission) + AVG(Recall)) AS
prec_rec_sum, AVG(Precission) AS prec_avg, MIN(Precission) AS
prec_min, MAX(Precission) AS prec_max, AVG(Recall) AS rec_avg,
MIN(Recall) AS rec_min, MAX(Recall) AS rec_max, ‘Centroid‘, ‘Fluxx‘,
‘Rolloff‘, ‘RMS‘, ‘ZCR‘, ‘Delta‘, ‘WinSize‘, ‘GapSize‘, ‘ChangeSize‘,
‘NumChanged‘
FROM ‘segment_results‘
GROUP BY ‘Centroid‘, ‘Fluxx‘, ‘Rolloff‘, ‘RMS‘, ‘ZCR‘, ‘Delta‘, ‘WinSize‘,
‘GapSize‘, ‘ChangeSize‘, ‘NumChanged‘
ORDER BY Tracks DESC , prec_rec_sum DESC
Mit dieser Abfrage können die Parametersätze nach ihrer erzielten Genauigkeit sortiert ange-
zeigt werden.
D.2.2.2 Parameter-Evaluation - Beste Parametersätze für ein Genre
SELECT COUNT(Track) AS Tracks, (AVG(Precission) + AVG(Recall)) AS
prec_rec_sum, AVG(Precission) AS prec_avg, MIN(Precission) AS
prec_min, MAX(Precission) AS prec_max, AVG(Recall) AS rec_avg,
MIN(Recall) AS rec_min, MAX(Recall) AS rec_max, ‘Centroid‘, ‘Fluxx‘,
‘Rolloff‘, ‘RMS‘, ‘ZCR‘, ‘Delta‘, ‘WinSize‘, ‘GapSize‘, ‘ChangeSize‘,
‘NumChanged‘
FROM ‘segment_results‘, tracks
WHERE tracks.id = segment_results.Track
AND tracks.Genre = /*[VARIABLE]*/
GROUP BY Genre, ‘Centroid‘, ‘Fluxx‘, ‘Rolloff‘, ‘RMS‘, ‘ZCR‘, ‘Delta‘,
‘WinSize‘, ‘GapSize‘, ‘ChangeSize‘, ‘NumChanged‘
ORDER BY Tracks DESC , prec_rec_sum DESC
Mit dieser Abfrage können die Parametersätze nach ihrer erzielten Genauigkeit sortiert werden.
Die Variable dient dabei zur Auswahl des Genres, für das die Reihenfolge ermittelt werden soll,
das Genre wird dabei durch seine ID aus der Tabelle Genres angegeben.
D.2.2.3 Parameter-Evaluation - Ergebnisse eines Parametersatzes pro Genre
SELECT Genre, COUNT(Track) AS Tracks, (AVG(Precission) + AVG(Recall))
AS prec_rec_sum, AVG(Precission) AS prec_avg, MIN(Precission) AS
prec_min, MAX( Precission ) AS prec_max, AVG(Recall) AS rec_avg,
MIN(Recall) AS rec_min, MAX(Recall) AS rec_max, ‘Centroid‘, ‘Fluxx‘,
‘Rolloff‘, ‘RMS‘, ‘ZCR‘, ‘Delta‘, ‘WinSize‘, ‘GapSize‘, ‘ChangeSize‘,
‘NumChanged‘
FROM ‘segment_results‘, tracks
WHERE tracks.id = segment_results.Track
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D.2 Datenbank
AND Centroid=0 AND Fluxx=1 AND Rolloff=0 AND RMS=0 AND ZCR=1
AND Delta>0.19 AND Delta<0.21 AND WinSize=240 AND GapSize=400
AND ChangeSize=400 AND NumChanged=1
GROUP BY Genre
ORDER BY Genre
Diese Abfrage ist ein Beispiel dafür, wie die Ergebnisse für einen bestimmten Parametersatz
pro Genre ermittelt werden können. Dafür müssen die Parameter in der WHERE-Bedingung
durch die entsprechenden Werte ersetzt werden.
D.2.2.4 Evaluation - Übersicht der Ergebnisse
SELECT Section, COUNT(TrackName) AS Total, SUM(IF(Class=ClassWanted,1,0))
AS Correct, (SUM(IF(Class=ClassWanted,1,0))/COUNT(TrackName)) AS
Accuracy, AVG(Confidence) AS avg_Confidence
FROM ‘evaluate_results‘
WHERE TYPE = "/*[VARIABLE]*/"
GROUP BY Section
Diese Abfrage liefert eine kompakte Übersicht der Ergebnisse, so dass für die vier evaluierten
Varianten sofort ersichtlich wird, welche Gesamtgenauigkeit diese erreicht haben. Die Variable
bezieht sich dabei auf das Feld „Type“. Dieses Feld kann zum Beispiel dazu benutzt werden,
zwischen Durchläufen mit sechs und zehn Wiederholungen zu unterscheiden.
D.2.2.5 Evaluation - Confusion Matrix
SELECT Section, ClassLabels.Text, SUM(IF(Class=0,1,0)) AS Pop,
SUM(IF(Class=1,1,0)) AS Jazz, SUM(IF(Class=2,1,0)) AS Rock,
SUM(IF(Class=3,1,0)) AS HipHop, SUM(IF(Class=4,1,0)) AS Electronic,
AVG(Confidence) AS confidence
FROM evaluate_results JOIN ClassLabels
ON evaluate_results.ClassWanted = ClassLabels.num
WHERE TYPE = "/*[VARIABLE]*/"
GROUP BY Section, ClassWanted
Diese Abfrage liefert die Ergebnis-Matrizen für die vier evaluierten Varianten. Die Variable
bezieht sich dabei auf das Feld „Type“. Dieses Feld kann zum Beispiel dazu benutzt werden,
zwischen Durchläufen mit sechs und zehn Wiederholungen zu unterscheiden.
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E Ablauf einer kompletten Evaluation
In diesem Abschnitt soll der Ablauf einer kompletten Evaluation beschrieben werden. Der Aus-
gangspunkt ist dabei eine Musikkollektion, in der für alle MP3-Dateien die segborders-Dateien
(für Parameter-Evaluation) vorhanden sind.
1. Extrahierung der Merkmale: myextract <Musikkollektion>
2. Auswahl des repräsentativen Stücks für jedes Genre (zur Ermittlung der Parameter-Kan-
didaten-Menge)
3. Für jedes repräsentative Stück: segment_arff <Musikstück>.arff
4. Datei „segment_promissing.log“ aus Verzeichnis „log/<Musikstück>“ in Basis-Verzeich-
nis der Ausführung (wo zum Beispiel Log-Dateien angelegt werden) kopieren und zum
Beispiel in „candidates_<Genre>.log“ umbenennen
5. Für alle anderen Stücke eines Genres:
segment_arff -i candidates_<Genre>.log <Musikstück>.arff
6. Für alle Stücke:
In Log-Verzeichnis des Stückes wechseln
../../convert_segment_results.sh aufrufen
7. Für jedes Stück so erzeugte Datei „results.csv“ in Datenbank (Tabelle „segment_results“)
importieren (siehe D.2.1)
8. Mit Abfrage D.2.2.1 können die besten Parameter angezeigt werden
9. Parametersatz auswählen
10. Datei „evaluate.cpp“ öffnen, Parameter in Präprozessor-Variablen eintragen, Datei neu
übersetzen
11. Evaluation durchführen: evaluate <Musikkollektion>
12. join_results.sh ausführen
13. Datei „results.csv“ in Datenbank (Tabelle „evaluate_results“) importieren (siehe D.2.1)
14. Ergebnisse auswerten mit Abfragen D.2.2.4 und D.2.2.5
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VIII
Glossar
Bandpass-Filter Bandpass-Filter entfernen aus einem Signal alle Frequenzen unterhalb ei-
ner ober Grenzfrequenz und oberhalb einer oberen Grenzfrequenz, so dass das gefilterte
Signal lediglich Frequenzen enthält, die zwischen den beiden Grenzfrequenzen liegen.
21
Filterbank Filterbanken sind Verknüpfungen von verschiedensten Filtern, um ein Signal zu
transformieren. 21
Frequenzdomäne Die Frequenzdomäne ist die Darstellung eines (Audio-)Signals als ein
Histogramm der im Signal vorkommenden Frequenzen (Spektrogramm). 4, 13
Hauptkomponentenanalyse Verfahren zur Reduktion der Zahl der Dimensionen eines Vek-
torraumes, bei dem der ursprüngliche Vektorraum durch eine Hauptachsentransformation
in einen Vektorraum mit kleinerer Zahl von Dimensionen mit möglichst geringer Abhän-
gigkeit (Korrelation) der Dimensionen untereinander transformiert wird. 7, 15, 29
Linear Predictive Coding Bei Linear Predictive Coding wird ein Signal kodiert durch ein
Vorhersagemodell, dessen Parameter (Koeffizienten) es ausreichend exakt beschreiben.
Das Verfahren wird oft verwendet, um Sprache effizient bei einer geringen Bitrate zu
kodieren, ohne das die Sprachqualität leidet. 15, 23
Overfitting Wenn ein Klassifikator zum Overfitting neigt, so lernt er bei zu vielen Verfeine-
rungen oder falschen Parametern die Trainingsdaten quasi auswendig, ohne jedoch ihm
unbekannte Daten korrekt zu klassifizieren. 9, 10, 12, 27, 28
Tiefpass-Filter Tiefpass-Filter entfernen aus einem Signal alle Frequenzen, die über einer
bestimmten Grenzfrequenz liegen, alle Frequenzen unterhalb der Grenzfrequenz blei-
ben dagegen unverändert, so dass die Bandbreite des gefilterten Signals nur noch bis
zur Grenzfrequenz reicht. Durch solche Filter können zum Beispiel hohe Töne entfernt
werden. 19
Zeitdomäne Die Zeitdomäne ist die Darstellung eines Signals bezüglich seines zeitlichen
Verlaufs, also als Verlauf einer Kurve von Zeit und Amplitude. 4, 13
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