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Abstract
Cosmic EUV/x-ray spectroscopists, including both solar and astrophysical analysts, have a wide
range of high-resolution and high-sensitivity tools in use and a number of new facilities in
development for launch. As this bandpass requires placing the spectrometer beyond the Earth’s
atmosphere, each mission represents a major investment by a national space agency such as NASA,
ESA, or JAXA, and more typically a collaboration between two or three. In general justifying new
mission requires an improvement in capabilities of at least an order of magnitude, but the sensitivity
of these existing missions are already taxing existing atomic data quantity and accuracy. This
roadmap reviews the existing missions, showing how in a number of areas atomic data limits the
science that can be performed. The missions that will be launched in the coming Decade will
without doubt require both more and improved measurements of wavelengths and rates, along with
theoretical calculations of collisional and radiative cross sections for a wide range of processes.
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1. Introduction
Randall Smith
Center for Astrophysics|Harvard & Smithsonian
Cosmic x-ray and EUV spectroscopy has entered a Golden
Era, with a wide range of high-resolution spectrometers
observing the Sun, the solar system, and distant astrophysical
sources as well as new facilities in development for launch.
Table 1 shows a list of all missions either in current use or
fully funded, covering the entire x-ray/EUV bandpass. As
this bandpass requires placing the spectrometer beyond the
Earth’s atmosphere, each mission represents a major
investment by NASA, ESA, or JAXA—typically requiring
at least an order of magnitude improvement over previous
missions. As described in this roadmap, the sensitivity of
existing cosmic spectrometers are already revealing the limits
of existing atomic data. The missions that will be launched in
the coming decade will require improved measurements of
wavelengths and rates, along with theoretical calculations of
collisional and radiative cross sections for a wide range of
processes.
Understanding cosmic spectroscopic observations
requires plasma models to describe the spectrum, which in
turn require a range of Atomic, Molecular, and Optical
(AMO) data. The multiple scientific areas involved—
observational, theoretical, and instrumental—create chal-
lenges for anyone attempting a brief review. We have chosen
to focus on the AMO data as an organizing principle, rather
than plasma models or types of cosmic sources. Section 3
(Hahn and Raymond) describes the electronic collisional
ionization and recombination rates required to calculate the
charge state distribution (CSD) of a collision-dominated
plasma, such as occurs in the solar corona, galaxy cluster, or
supernova remnant. Section 5 (Kallman and Ballance)
reviews the photoionization and photo-excitation rates
necessary to determine the CSD of a radiation-dominated
plasma, which may be found near an accreting black hole or
other compact source. Section 6 (Polito and Del Zanna)
covers primarily transitions in the EUV, with a particular
focus on solar observations. This latter focus arises as solar
missions often rely upon EUV diagnostics, while astrophy-
sical missions avoid them due to the limitations created by
interstellar gas and dust absorbing distant EUV.
In section 8, Gu and Hell review the status of x-ray
transitions, concentrating on astrophysical plasma needs and
recent results. The final two sections describe AMO
interactions in space whose diagnostic power has only begun
to be explored. Section 10 (Cumbee and Betancourt-
Martinez) describes the status of calculations and measure-
ments of charge exchange interactions. This process is known
to occur within the solar system, for example, as x-rays are
emitted after the highly-ionized solar wind interacts with
neutral material in and around comets. Recent observations
have suggested charge exchange can also be found in
supernova remnants, starburst galaxy outflows, and the
centers of galaxy clusters but in general current observatories
lack the sensitivity to make unambiguous detections. The next
generation of astrophysical observatories, however, will be
able to detect and quantify emission due to charge exchange,
so the time is right to improve both laboratory measurements
and theoretical calculations. Finally, section 12 (Costantini
and Corrales) describes interactions with solid state materials
such as dust grains in the interstellar medium. As with charge
exchange, existing observations can detect some features but
cannot conclusively identify the chemical composition of
various materials. Missions such as x-ray imaging and
spectroscopy mission (XRISM) and Athena, however, should
be able to use x-ray absorption fine structure (XAFS) and
x-ray absorption near-edge structure features to determine
grain compositions directly, a long-awaited capability.
Current and future challenges. Prior to the launches of
Chandra and XMM-Newton in 1999, the x-ray astrophysical
community was aware that existing plasma models had to be
improved as they either lacked or had inadequate data for a
number of significant ions (in particular Fe L and Fe M shell
ions). This problem was solved thanks to a combination of
consistent effort from the AMO community (both
experimental and theoretical), aided by significant advances
in computing capability.
The capabilities of the next missions will open a new
frontier for analysts. In general, EUV/x-ray spectroscopy of
cosmic sources has been analyzed assuming the underlying
AMO data are perfect—that wavelengths are accurate, CSDs
are exact down to relative abundances of 0.01%, and
diagnostic ratios of emission lines are error-free. While the
analysts realize this is not the case, they have had little choice
but to work with this assumption. The substantial effort
required to propagate either measurement errors from
laboratory data or estimates of the (correlated!) theoretical
uncertainties into plasma models was generally not feasible.
Even in those cases where this can be done, cosmic spectral
Table 1. Existing and approved spectroscopy missions in the
EUV/x-ray bands. Typical resolutions are in the range of
λ/Δλ=300–8000, higher in the EUV and lower in the x-rays.
Mission Bandpass (nm) Status
Astro Chandra/HETG 0.12–31 In orbit
Chandra/LETG 0.12–17.7 In orbit
XMM-Newton/RGS 0.5–3.5 In orbit
XRISM/Resolve 0.1–4.1 2022 launch
Athena/X-IFU 0.1–6.2 2031 launch
Helio Hinode EIS 17–21.1 In orbit
24.5–29.2 In orbit
SDO EVE 17–105 In orbit
IRIS 133.2–135.8 In orbit
138.9–140.7 In orbit
278.3–283.4 In orbit
EUNIS-2 8.9–11.2 2019 launch
52–64 2019 launch
Solar Orbiter/ 70.4–79 2020 launch
SPICE 97.3–104.9 2020 launch
MaGIXS 0.6–2.4 2020 launch
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analysis tools do not include any facility for including
uncertainties from the plasma model (as opposed to the
observed spectra itself) in their results. Breaking these
assumptions will require a concerted effort by AMO
experimentalists and theorists as well as those developing
plasma models and analysis tools.
Of course, there will always be errors, uncertainties, or
limitations in all atomic data, both laboratory measurements
and theoretical calculations. The relevant question is whether
or not these atomic data errors dominate, match, or are
smaller than the other systematic and statistical errors in the
data. Of particular concern is if the atomic data errors drive
the derived physical parameters—e.g. wavelength errors
leading to incorrect Doppler shifts or excitation rate
uncertainties causing derived abundance errors. As described
in the following sections, the measurement accuracies needed
for each rate or value is therefore not an absolute, but depends
upon the observatory’s capabilities, the astronomical sources
being observed, and the parameters being derived.
Acknowledgments
The author thanks Jelle Kaastra, Adam Foster, and Nancy
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2. Collisional ionization and recombination
Michael Hahn1 and John Raymond2
1Columbia University 2Center for Astrophysics|Harvard
& Smithsonian
Status. Collisional ionization and recombination data are
needed to determine the CSD and diagnostic emission and
absorption line strengths in optically thin plasmas throughout
the universe. Some examples include the coronae of the Sun
and other stars, shock waves in supernova remnants, jets from
young stars, hot gas in clusters of galaxies, H II regions,
galaxy halos, planetary nebulae, active galactic nuclei (AGN),
and accretion disk coronae in x-ray binaries. These data are
needed for the cosmically abundant elements hydrogen
through zinc. Because of the large number of systems, most
are generated by theoretical calculations.
The reaction cross sections depend on the collision
energy or, equivalently, the velocity. Since the electrons in a
plasma have a distribution of velocities, the collision data are
usually reported as a reaction rate coefficient, α, that is the
cross section multiplied by the velocity and averaged over
the distribution. The distribution is most often taken to be
Maxwellian and so α(T) is a function of temperature. For
collisionally ionized plasmas, the electron temperature in
energy units, kT, is about 1/4 of the ionization threshold for
the abundant ions whereas in photoionized plasmas kT is
typically a few percent of the ionization potential of the most
abundant charge states.
In addition to providing a temperature diagnostic, the
CSD also influences other measurements. Elemental abun-
dances are found from the line strengths of different species
normalized by their ionization fractions. Densities are
determined from the ionization states of photoionized plasmas
or from the rate of change of the ionization state. Physical
processes, such as heating rates, can be derived from these
parameters.
Collisionally ionized plasmas are produced by electron
impact ionization (EII). EII may be divided into direct and
indirect processes [1]. Direct ionization occurs when an
incoming electron knocks an electron off the target ion.
Indirect ionization occurs when the electron–ion collision
excites the target ion to a level that decays by ejecting an
electron. Such indirect processes include excitation-autoioni-
zation (EA), resonant excitation double-autoionization and
resonant excitation auto-double-ionization [1]. Of the indirect
processes, EA has the largest influence on the total cross
section and the plasma CSD.
Recent compilations of EII data have been given by
[2, 3]. In those works, empirical results were used where
possible and supplemented by calculations for the unmea-
sured systems. Another useful database for EII cross sections
is maintained by the National Institute for Fusion Science in
Japan (https://dbshino.nifs.ac.jp/nifsdb/). Recent experi-
ments have revealed several shortcomings of earlier EII data
(figure 1). First, cross sections are usually reported for
ionization from the ground state, but much of the earlier
experimental data came from crossed beams experiments in
which an unknown fraction of the measured ions were in
metastable excited states. Recent storage ring experiments
overcame this limitation by storing the ions long enough for
the metastables to decay before measuring the EII cross
sections. Those measurements have found that for ions
affected by metastable contamination the EII cross sections
from the ground state are significantly smaller (∼40%) than
reported earlier [5]. The storage ring work also showed that
theory systematically overestimates the cross sections for
some EA channels.
Radiative recombination (RR) and dielectronic recombi-
nation (DR) are the most important recombination processes,
with DR usually dominant [1]. RR occurs when an ion
captures an electron by emitting a photon. DR is a resonant
process in which the capture of the free electron is
accompanied by an excitation of a bound electron forming
a doubly excited state. If the excited ion decays radiatively,
then the recombination is complete. Conversely, the excited
state may decay by autoionization, resulting in no net change
in the ion’s charge state. The resonant energies for DR form a
Rydberg series that depend on the excitation energies for the
core electrons. The amplitudes of the DR cross sections
depend on the relative probability of radiative decay versus
autoionization of the intermediate state.
Many calculations for RR and DR have been performed
and the data can be accessed through compilations such
as CHIANTI or the Atomic Data and Analysis Structure
(http://open.adas.ac.uk). For low density plasmas, total recom-
bination cross sections are sufficient, but for DR at high
densities collisions can ionize the intermediate states or
redistribute their populations and so level-resolved data are
needed. Such data are also needed to interpret spectra, such as
from planetary nebulae and H II regions, where recombination
Figure 1. EII cross sections for several iron ions comparing results
from storage ring experiments [5] (filled points) to the recent
compilation of Dere [2] (solid curve) and the earlier recommended
cross sections of Arnaud and Raymond [88] (dashed curves).
Reproduced from [88]. © IOP Publishing Ltd. CC BY 3.0.
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produces optical and UV lines that imply different elemental
abundances than do the collisionally excited lines [6]. Some
level-resolved data have been calculated using the AUTO-
STRUCTURE code [7].
Most recent experimental measurements for DR have
been performed at storage rings [8]. Those experiments
revealed inaccuracies in the previously available DR data due
to difficulty calculating the low energy DR resonances.
Interaction between experiment and theory has led to
significant improvements so that total DR rate coefficients
from state-of-the-art theories typically agree with measure-
ments to ∼30%.
Current and future challenges. The Hitomi Collaboration
[60] found that differences in atomic data were amongst the
largest systematic uncertainties in measurements of flux,
temperature, and abundances for the Perseus cluster, the one
source with a robust observation. As new x-ray observatories
are launched in the next decade, we must both better
understand these uncertainties and reduce their impact. One
objective for ionization and recombination is to reduce
uncertainties to less than 10%. While that level of accuracy is
attained for simple isoelectronic sequences (e.g. H- and He-
like ions), the uncertainties for most ions are at least twice as
large. More data for state-specific recombination are needed.
Cross sections for ionization and recombination from
metastable levels are also needed for ions with significant
metastable populations, e.g. Be- and Mg-like. State specific
data and data for metastable levels in particular are especially
important for denser plasmas, for example, where the
ionization balance can become density-dependent [9].
Modern high resolution, high signal-to-noise ratio spectra
need data for heavier elements. This poses a challenge as such
ions exhibit more complex processes. For example, storage
ring measurements, motivated by fusion plasma applications,
have shown that DR for complex ions (e.g. W20+, Au25+ [8])
are orders of magnitude larger than predicted. In order to
accurately model this DR, theory has resorted to a statistical
description to account for the strong mixing of many closely
spaced resonance levels. Even more exotic processes are
possible. For example, low charge states of heavy ions may
exhibit polarization recombination in which polarization of
the target ion by the incident electron causes the emission of a
photon and that allows the electron to be captured [10].
Likewise, ionization of heavy ions becomes more compli-
cated due to the increasing contribution of indirect processes.
Multiple ionization may be important for dynamic
plasmas or non-thermal plasmas with a large population of
high energy electrons. In multiple ionization a single
electron–ion collision leads to the ejection of more than one
electron. Predicting these cross sections involves a multi-body
collision problem. Consequently, quantum mechanical calcu-
lations are limited and most data come from extrapolations of
experimental results using semi-empirical trends with large
uncertainties [11].
Increasing interest in non-thermal plasmas creates a
need for appropriate atomic data. Raw cross section data can
be complex, for example DR cross sections have a dense
resonance structure. Averaging the data over an energy
distribution smooths out these structures and results in an α
(T) that can be parameterized with a few coefficients. As
a result, most databases for astrophysics contain only
the Maxwellian-averaged rate coefficients rather than the
cumbersome cross section data. In order to adapt the
Maxwellian data to use for non-thermal plasmas, methods
have been developed to reverse engineer the cross section
data from the tabulated Maxwellian rate coefficients or to
decompose the non-thermal distributions into a sum of
Maxwellians [12]. It would be more accurate to tabulate the
cross section data so that it could be convolved with any
needed distribution. This poses a practical challenge for
databases.
Finally, observers have long recognized the importance
of understanding the uncertainties associated with atomic
data. However, theoretical calculations typically do not
generate uncertainties on their predictions. Some effort has
been made in estimating the theoretical uncertainties so that
these error bars can be propagated into spectroscopic
analysis [4], but more work is needed and it is still far from
the norm to include such uncertainty estimates for theor-
etical data.
Advances in science and technology to meet challenges.
Increasing the accuracy of the atomic data will require a more
comprehensive inclusion of reaction pathways in the
calculations. For example, EII experiments have found
discrepancies with the theoretical calculations for EA
because some channels were ignored. Recent experiments
have found that for some ions an important recombination
process is trielectronic recombination (TR), in which a
resonant capture occurs through the double-excitation of the
target ion that forms a triply excited intermediate state.
Modern theories can calculate the TR contribution if those
channels are considered in the model. As more infrared
observations become available, it is also important to extend
the recombination rate measurements to very low
temperatures, which requires increasing the precision of the
data for the low energy resonances. Extending the atomic
dataset for astrophysics to heavier ions will add increasing
complexity.
Interaction between theory and experiment will remain
important. Experimental measurements are needed to bench-
mark calculations, especially for systems and processes that
are most challenging for theory, such as heavy ions and
multiple ionization.
Concluding remarks. Collisional ionization and recombination
data are needed to interpret spectra from a broad range of
astrophysical objects. Improvements over the last decade
have greatly improved the accuracy of these data. Future
work will likely focus on further improvements to precision,
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extending the dataset to heavier elements, obtaining state-
resolved collision data, and accounting for more exotic
processes. These results will form the foundation for future
advances in astrophysics.
Acknowledgments
The authors thank Daniel Wolf Savin for stimulating dis-
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7
J. Phys. B: At. Mol. Opt. Phys. 53 (2020) 092001 Roadmap
3. Photoabsorption and photoionization
T Kallman1 and C P Ballance2
1NASA’s GSFC 2CTAMOP
Absorption in atomic bound-bound or bound-free
transitions is of universal importance in x-ray astronomy. It
occurs most obviously in the photoelectric absorption
associated with intervening material along the line of sight
to a distant x-ray source. Often the source is the principle
object of interest, and absorption is treated as a by-product.
When the intervening material is of interest, the absorption
can be used to derive element abundances and to search for
molecules or solids. In sources containing an intense source
of continuum x-rays and associated cooler gas, such as
accreting black holes and neutron stars, photoionization can
be the dominant mechanism affecting the ionization,
excitation and temperature; modeling of these processes can
allow study of the continuum source and the associated gas.
In all of these contexts, knowledge of photoabsorption and
photoionization cross sections are needed to advance
scientific study.
The cross section for bound-free photoionization has a
characteristic behavior which is a sharp threshold determined
by energetics, a near-threshold cross section ∼π(a0/z)
2 where
a0 is the Bohr radius and z is the nuclear charge, and a
decrease with energy ∝E−3 at higher energies. In a neutral
cosmic gas with typical elemental abundances all the
elements conspire to produce a cross section which is
∼2.5×10−22 EKeV
−3 cm2 where EKeV is the photon energy
in keV [13]. Typical interstellar column densities are 1020
cm−2 so that absorption becomes important at some energy
greater than ∼0.2 keV. Little information is contained in the
smooth part of the interstellar absorption spectrum, but
abundant trace elements such as O, Ne and Si imprint the
energy jump at threshold onto the spectrum. These features
allow measurement of the abundances of these elements [14].
It is also important to have accurate cross sections for the
interstellar absorption in order to obtain the intrinsic spectrum
of the distant source. Considerable effort has been devoted to
this, leading to public code packages which allow varying
elemental abundances and dust composition to be fitted [15].
At a more detailed level, the interstellar absorption
contains information about the kinematics and elemental
composition and also about the chemical binding of the
constituent elements. This comes from the strength and
structure of the K lines, and their energies or Doppler shifts
[16]. It requires laboratory spectra of x-ray absorption from
atoms, ions, molecules and solids. Efforts to measure and
collect such data are ongoing [17]. It is important to note that
the data needed for this effort go beyond line energies and
oscillator strengths of cross sections. Most K lines are damped
by Auger decay, and the transition probability for this
process is needed for accurate application to astrophysical
measurements.
For situations where intense continuum x-rays dominate
the ionization and heating, we model the population kinetics
and temperature by assuming a balance between the
photoionization and recombination, between photoexcitation
in bound-bound transitions and spontaneous decay, and
between heating by photoelectrons (or Compton scattering)
and cooling by emission of radiation. The general problem of
calculating the reprocessing of ionizing continuum radiation
from a star or compact object into longer wavelength lines
and diffuse continuum has broad importance in astrophysics.
Typical photoionization models calculate the ionization,
excitation, and heating of cosmic gas by an external source
of photons. The gas is generally assumed to be in a time-
steady balance between ionization and recombination, and
between heating and cooling. Such modeling requires an
extensive library of photoionization cross sections for many
ions and their bound levels. Current state of the art data can
come from detailed R-matrix calculations, described in the
following section.
A more detailed summary beyond that described here
would require a dedicated paper but many areas of progress
have been described by [18–20]. Notable are the measure-
ments carried out using merged beams at the advanced light
source, Berkeley and elsewhere [21]; ongoing measurements
by electron beam ion traps (EBITs) [22]; and synchrotrons in
Germany [23] and France [24].
Theory. The photoionization and photo-absorption of atoms
and ions [25] has been a topic of theoretical interest for
many decades. Theoretical approaches to photoionization/
photoabsorption include perturbative distorted-wave methods
as implemented within modern codes such as FAC [26] and
AUTOSTRUCTURE [27]. Non-perturbative methods include
the convergent-close coupling [28], time-dependent close-
coupling [29] and R-matrix [30] approaches. Traditionally the
non-perturbative methods were more computationally
intensive and therefore time-consuming relative to their
perturbative counterparts. In particular the R-matrix codes
were structured to provide detailed comparisons with high
resolution measurements rather than effectively providing the
comprehensive coverage of bound-bound, bound-free and
free-free transitions that constitute a Rosseland-mean opacity.
Of the non-perturbative methods, R-matrix theory has the
strengths that it naturally includes photoionization, photo-
excitation and all the Rydberg resonance structure inherently
within the method and through current message passing
interface (MPI) parallelism can provide highly delineated
cross sections with millions of photon energy points. The
ability of the parallel DARC code [31] to reproduce the high
resolution experimental measurements for most of the
periodic table [32–34] is well-documented. However, there
are a couple of emerging issues to address.
For inner-shell soft x-ray photoionization, as the incom-
ing photon can span thousands of Rydbergs, the size of both
the Hamiltonian matrices and the dipole matrix files grow in
size. Ideally, we would like to treat valence shell, as well as
K, L, M shell photoionization in a single calculation, but this
may be beyond current computational limits. However,
8
J. Phys. B: At. Mol. Opt. Phys. 53 (2020) 092001 Roadmap
progress has been made and is described in the subsequent
paragraphs.
Secondly, stellar opacities require an order of magnitude
more photoionization cross sections, specifically the photo-
ionization from all excited states, not just the groundstate and
first few metastables. Figure 2 shows the photoionisation of
every initial level of Fe XVII up to configurations involving
n=5 orbitals. Both the valence shell electron and 2s electron
may be directly photoionised. As the initial states increase in
n shell, the direct ionization limit decreases in terms of
energy, and therefore the 2s ionisation threshold marches
downwards in energy. The graph illustrates the level of
completeness required for a Rosseland Mean opacity. To
address these issues, the parallel R-matrix codes have been
refactored to concurrently calculate every dipole matrix
required simultaneously, reducing the total time required to
the generation of largest dipole matrix. The current version of
the code is flexible enough to assign different number of
processors to the construction of each dipole matrix based
upon the size and hence the computational effort required to
construct it. The diagonalization of every Hamiltonian is
again carried out concurrently on an arbitrary number of
processors of the users choosing. The last remaining obstacle
for both soft x-ray photoionization and for stellar opacities is
the formation of the dipole matrix. In matrix notation, the
dipole matrix excluding any outer region contributions is
given by equation (51) of [35].
= - -D a b F R w G M a b G w R F, , , 1T a a a a b b b b1 1( ) ( ) ( )
where if a is an initial discrete state with known quantum
numbers and b a continuum state with dipole allowed
quantum numbers with respect to a. FTa is a matrix
representing discrete negative energy boundstate wavefunc-
tions and Fb is a matrix representing continuum states. -R a b1 ,
represents the inverse of the R-matrix for symmetries a, b,
wa,b are the surface amplitudes for symmetries a, b.
Ga,b=1/(2ra) (Ek−E)
−1 where Ek corresponds to the
eigenvalues of the Hamiltonian representing either symmetry
a or b, and ra the size of the R-matrix box. The matrixM is the
product of one-electron matrix elements and the eigenvectors
corresponding to symmetry a and b, given by the following
expression
=M a b V M V, . 2T a b( ) ( )
As the Hamiltonian matrices exceed 100 000 by 100 000,
as do the associated eigenvectors Va,b, being the same size. As
matrix multiplication is an n3 process, equation (2) can
quickly exceed 1015,16 operations with current processor CPU
speeds typically of the order 109 flops. MPI parallelism can
mitigate the problem by slicing the matrix-multiplication over
a number of processors but it is the advent of graphical
processing units (GPU) that have dramatically impacted the
solution. GPUs allow the dense matrix multiplies to be off-
loaded from the CPU to the GPU with an associated speed-up
factor of between 50 and 100. This has now been
implemented within the R-matrix outer region codes that
generate photoionization cross sections. The R-matrix itself
must be calculated for every photon energy, but can be
formulated as a simple matrix multiplication. Figure 3 shows
the GPU speed-up obtained for relatively small cases as a
function of the number of channels as compared to the
DGEMM (matrix-multiply) vendor-supplied accelerated
libraries.
Figure 2. An R-matrix DARC photoionization of the ground and
excited states of FeXVII. Photoionisation from every initial level,
from the listed configurations and having an overall quantum
number between J=0–4o,e is presented. The dense Rydberg
structure originates from the 407 final states in the residual ion. The
highest n-shell included in the R-matrix calculation has a principal
quantum of n=5 and therefore some degree of initial and final state
extrapolation is further required for a converged opacity.
Figure 3.A comparison of the standard parallel R-matrix code versus
the parallel R-matrix with GPU implementation as a function of the
number of scattering channels. Even for small numbers of scattering
channels there is a factor of twenty difference between the two
methods. Larger cases will provide better comparisons as the
overhead required to move the calculation from the CPU to the GPU
will not be as evident in the timings.
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4. Solar UV and EUV
Vanessa Polito1 and Giulio Del Zanna2
1Bay Area Environmental Research Institute 2University
of Cambridge
Introduction. Since the early 1960s, several spectroscopic
and imaging instruments have observed the solar corona from
the x-rays to the ultraviolet (XUV). The solar spectrum is in
fact rich in UV (900–2000 Å) and extreme ultraviolet (EUV,
150–900 Å) emission lines, which provide important
diagnostics of the physical conditions of the plasma in the
solar atmosphere. The active (flaring) corona is instead
primarily emitting in the soft x-rays (50–150 Å) and x-rays.
The validity of these diagnostics crucially depends on the
accuracy and completeness of the atomic data used to
interpret the spectra so that the technological advancement
in instrument development has to be accompanied by a
corresponding progress in atomic calculations. For a recent
review of past and present observations, spectral diagnostics
in the XUV, and progress in atomic data see [36].
In this section, we provide a brief overview of the status
of atomic data in the EUV and UV relevant to current and
future (planned or proposed) solar spectrometers, and high-
light what we think is still needed in order to support the
interpretation of the next generation spectroscopic data.
Current and future solar EUV/UV instruments
Hinode EIS and SDO EVE. The Hinode EUV solar
spectrometer (EIS, [89] 170–211 Å and 245–292 Å)
required a significant amount of work to aid the line
identifications and to improve atomic data for the coronal
lines. This occurred because of the high-sensitivity, high
spectral resolution (60 mÅ) and relatively accurate (stable)
radiometric calibration (20%–30%). All the brightest lines
have now been identified and line intensities are now well
reproduced (within 20% or so) in the EUV, as shown in a
recent comparison between quiet Sun medium-resolution
(1 Å) SDO/EVE ([37], 1–1050 Å) and simulated spectra
using CHIANTI v.10 data [38]. There are still many weaker
EUV lines not identified, especially low-temperature ones
(see [39]). In a survey of coronal lines, it was shown that
about half of the weaker transitions were still unidentified
[40]. This problem is partly due to the fact that there are still
many ions for which atomic data are not accurate or are
missing. The missing identifications and atomic data in the
weaker lines has also been highlighted in a series of studies
with an EBIT devoted to the identification of spectral lines in
the EUV bands of the SDO/AIA [41] imagers, see e.g. [42]
and references therein. Atomic data for the soft x-rays were
almost completely lacking until recently, with the exception
of the high-T flare lines (10–15 MK). A significant
improvement for coronal ions was achieved, with new
atomic data and new identifications of strong lines (see
[40]). However, about a third of the spectral lines still needs
identification.
Interface region imaging spectrograph (IRIS). The IRIS
([43]) is a dual spectrograph (SP) and imager (SJI)
observing the Sun in two spectral bands: FUV (1332–1358
Å, 1389–1407 Å) and NUV (2783–2834 Å) at unprecedented
spatial resolution (0.33″/0.4″), very high spectral resolution
(13–26 mÅ) and temporal cadence (down to ∼1–2 s). The
main goal of IRIS is to study the interface layer between the
chromosphere and the solar corona and thus it mainly
observes optically thick emission, which need complex
modeling (including radiative transfer) for their interpretation.
Nevertheless, several optically thin emission lines are observed
by IRIS, including those from Si IV, O IV, S IV, Fe XXI
among the strongest. The atomic rates (radiative and
collisional) for these ions are generally accurate (20%–30%).
However, significant discrepancies (factors of 2–5) between
observed and predicted radiances for the some of the low-
temperature transition region lines (such as Si IV) are present.
This is a known issue which affects measurements of chemical
abundances and densities for example. Time-dependent
ionization and non-Maxwellian electron distributions are often
invoked to explain such discrepancy (see the review by [44]).
Density-dependent effects also need to be included in the
calculation of the ion CSDs (see a recent example on Carbon
[45, 46], on the IRIS lines). In addition, some unidentified
(mostly photospheric) lines are present in the 1352–1356 Å
spectral region, and become more visible during flares [47].
Finally, a faint hot Mn XVIII (T∼8MK) line should be visible
at around 1355 Å, and might partially blend Fe XXI redshifted
profiles observed above the flare loop tops (e.g. [48]). Atomic
data for this line are uncertain.
EUNIS-2. The Extreme Ultraviolet Normal Incidence Spectro-
graph (EUNIS) is a two-channel imaging spectrograph (89–112
Å and 520–640 Å) currently scheduled for launch on a
sounding rocket in 2020. The new 89–112 Å passband will
explore this poorly-known spectral region, which has never
been observed by an imaging spectrograph before. Interesting
lines in this spectral region include flare lines, strong 2-2
transitions in Fe XVIII—Fe XXIII. We expect that the new
EUNIS observations will drive further improvements in the
atomic data.
Spectral imaging of the coronal environment (SPICE) and the
UV. The SPICE ([49]) instrument is one of several remote-
sensing instruments built in support of the in situ ones aboard
Solar Orbiter, the first M-class ESA mission, to be launched
in February 2020. Together, the ten Solar Orbiter instruments
will provide a complete description of the origin, transport
and composition of the solar wind, by reaching a minimum
perihelion of 0.28 AU and later raising the orbital plane above
the ecliptic. SPICE is an imaging spectrometer in two
wavelength bands (704–790 Å and 973–1049 Å) with a
spatial resolution at 1 AU of 4″. The spectral bands are well
known as they have been observed regularly with previous
instruments such as SoHO SUMER. The advantage of SPICE
over SUMER will be the possibility to simultaneously
observe all the lines at once. The strongest lines are from
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simple ions (e.g. Li-like) for which atomic rates ought to be
very accurate (10%–20%), but most of the cooler lines are
affected by the problems in the CSD we have mentioned.
Additionally, significant discrepancies (factors of two)
between observed and predicted line intensities in the UV
have been reported [50].
Marshall Grazing-Incidence x-ray Spectrometer (MaGIXS).
The MaGIXS ([51]) is the first ever x-ray imaging
spectrometer designed to observe the solar spectrum in the
x-rays, 6–24 Å, at a resolution of about 50 mÅ. The
instrument utilizes a novel design, with a set of mirrors
producing a stigmatic image of the slit with ∼5″ spatial
resolution. MaGIXS is scheduled to fly on a sounding rocket
in 2020. The spectral lines emitted in this region cover the
3–15 MK temperature range, and are mostly from Fe XVII to
Fe XXIV. The atomic data for these lines are relatively well
known as several missions observed this spectral region in the
1970s and 1980s and significant improvements in the Fe XVII
and Fe XVIII cross-sections were achieved in the mid-2000
with R-matrix scattering calculations (see [36]). Aside from
the study of the heating the 3–15 MK plasma, and the
possibility to measure relative chemical abundances (e.g. Ne/
Fe or O/Fe), MaGIXS should in principle be able to provide
some constraints on the presence of non-Maxwellian
electrons (see [52]).
Multi-slit solar explorer (MUSE). The MUSE ([53]) is a
proposed MIDEX mission, whose design consists of a dual
EUV spectrograph and imager with very high spatial (0.4″),
spectral (14–28 mÅ) and temporal (1–4 s) resolution.
MUSE’s novel design with 37 slits will provide for the first
time simultaneous high resolution spectra over a large field-
of-view (170″×170″) within 20 s, improving the rastering
cadence by almost two orders of magnitude compared to
previous EUV spectrometers. MUSE will cover 108 Å (Fe
XIX, Fe XXI), 171 Å (Fe IX) and 284 Å (Fe XV) passbands
with a FWHM of 2, 4, and 12 Å respectively, providing a
range of crucial coronal heating diagnostics.
EUVST. The EUV High-Throughput Spectroscopic
Telescope (EUVST) is an M-class mission, which was
proposed to the Japanese Space Agency (JAXA) in 2017
and is currently being considered for launch. It consists of
aspectrograph and a slit-jaw imaging (SJI) system, observing
the Sun atvery high spatial resolution (0.4ʺ) and cadence (as
high as 0.2 s).The spectrograph includes four bands covering
a broad spectral range (first order: 170–215, 690–850,
925–1085, 1115–1275 Å; second order: 463–542, 557–637
Å), while the SJI observes the photosphere (2833 Å) and
chromosphere (Mg I 2852 Å, Mg II k 2796 Å). EUVST has a
strong heritage from Hinode EIS (for the EUV) and SoHO
SUMER (for longer wavelengths), covering many strong
lines formedover a broad range of temperatures, such as Ne
VIII, Fe IX–XIV (0.6–2MK), Si XII (2MK) and Fe XVIII–
Fe XIX (7–10MK).
Advances in atomic data. The CHIANTI atomic database
and programs (www.chiantidatabase.org) are almost
universally used in solar physics for interpreting spectral
and imaging data, new missions planning and theoretical
modeling (radiative losses and forward modeling). A
significant improvement for the coronal lines was achieved
with v.8 [54], with data calculated by the UK APAP network
(apap-network.org), which has now become the main atomic
data provider of cross-sections for the fusion and astrophysics
communities. For a review of recent achievements and
challenges in such calculations see [55]. For example, it
was realized that large-scale R-matrix data are required for the
4 to 3 transitions in the soft x-rays; these larger models
affected the forbidden UV lines within the lower levels by up
to factors of two for some ions. CHIANTI v.9 [56] improved
the modeling of the satellite lines, while v.10 will include
APAP data for the Mg- and Be-like sequences. Large-scale
scattering calculations on the other sequences are needed
(some for the simpler ones is on-going). To resolve the line
identification problems accurate ab-initio atomic structure
data (see [57]) and laboratory measurements (also of rest
wavelengths) are needed. Finally, for the well-studied ions,
there is a need to assess uncertainties in the atomic rates and
how they affect diagnostics, as e.g. in [58].
Concluding remarks. As high-resolution spectroscopy is
featuring in all the main upcoming missions, it is clear that
significant renewed effort in Laboratory Astrophysics is
needed. In particular, to complete the calculations of atomic
rates, the identifications of spectral lines, and the assessment
of uncertainties in the atomic data. Further efforts are also
needed to include more physical processes into the modeling
(e.g. density-dependent, out of equilibrium, opacity effects).
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5. X-ray transitions (radiative, collisional)
Liyi Gu1 and Natalie Hell2
1RIKEN 2LLNL
Status. Hot, x-ray emitting plasmas constitute a major
component of baryonic matter in the Universe. They are
found at all scales, from the Solar system up to the large-scale
filaments of the cosmic web. Spectroscopic observations of
the x-ray transitions from these plasmas hold keys to advance
our understanding of their nature. A good example is on the
study of the AGNs, which are accreting supermassive black
holes at the centers of galaxies. Thanks to the high-resolution
spectrometers onboard Chandra, XMM-Newton, and Hitomi
satellites, it has been discovered that the AGNs are pumping
out a mixture of cold/hot plasma and jets, which remove a
substantial amount of cooling gas in the environment,
affecting the evolution of the host galaxies and galaxy
clusters on cosmological timescales; meanwhile, such AGN
‘feedback’ processes must be dynamically gentle, as the
environmental turbulence is found to be low [59].
Fundamental to these exciting discoveries are spectral
signatures from a set of x-ray emission and absorption lines
from the AGNs and their surroundings.
Recently, the sensitivity and resolution of x-ray spectro-
meters have increased so much that our ability to explore the
Universe further is limited by the accuracy of the atomic
modeling of the x-ray transitions. The Hitomi results on the
Perseus cluster showed surprising differences between the
predictions by the best plasma codes, for instance 15% for the
derived iron abundance, while its statistical uncertainty from
the instrument is only 1% [60]. These differences depend on
only a small number of x-ray transitions, mostly the electron-
impact excitation cross sections and the radiative decay rates.
Current and future challenges. The XRISM is a successor of
Hitomi and is expected to launch in 2022. It will provide non-
dispersive high-resolution x-ray spectra over the 0.3–20 keV
band, with spectra of unsurpassed quality, particularly in the
Fe-K band near 6 keV. Optimizing the XRISM science
outcome will require that analysis tools, centered on the
plasma codes of x-ray transitions, be capable of reliably
modeling and interpreting the XRISM data. Several specific
requirements for atomic data are listed below.
The accuracy of transition energies directly determines
our ability to trace plasma motion through Doppler-shift.
XRISM science requires the transition energies to be known
to an accuracy of 10−5–10−3, depending on the specific
science cases. The line energies of highly ionized species (H-
like and He-like) are already accurately determined, both
theoretically and experimentally, with uncertainties 10−4.
The main challenges are the species with mid-to-low
ionization states. For instance, the transition energies of the
Fe II fluorescent Ka lines are known theoretically to a level of
10−3–10−2 [61]. The calculations of the inner-shell Fe-L
transitions are accurate to a similar level, with only a limited
number of experimental benchmarks.
The electron-impact excitation and radiative decay rates
are often the dominant processes for line emission from
collisional plasma. To ensure the XRISM results on, e.g. the
elemental abundances of galaxy clusters are not limited by
atomic uncertainty, the excitation cross section and radiative
transition probabilities are required to be accurate at a ∼10%
level. This is currently challenging, because the comparison
of different calculations on the H- and He-like Si, S, Ar, Ca,
and Fe effective excitation strength shows uncertainties on the
level of 20%–40% ([60], figure 4), and the Ne-like Fe
excitation rates are known theoretically to ∼20% [62]. The
oscillator strength ratio of the leading Ne-like Fe lines
measured using x-ray laser spectroscopy was found to be 3.6σ
lower than the theoretical value [22].
The XRISM mission, but also the later Athena mission
(launch 2030), have recognized the crucial role of accurate
atomic data for x-ray transitions. Note that Athena has a
spectral resolution three times better than XRISM, requiring
more stringent atomic accuracy by nearly the same factor.
Advances in science and technology to meet challenges.
The path to accurate atomic data that fulfils the identified data
needs is twofold: fully utilizing existing capabilities that are
already up to the task; and developing new capabilities where
desired accuracies cannot yet be met. Laboratory
measurements as well as atomic physics theory and
calculations are both integral parts of fulfilling these needs.
For atomic databases to be as complete as possible, they have
to rely heavily on accurate theoretical calculations.
Experiment and theory only together further our
Figure 4. Comparisons of effective collision strength as a function of
balance temperature, for the combined Lya1 and Lyα2 transitions
[60]. The vertical dashed line marks 4 keV. Reproduced from [60].
CC BY 4.0.
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understanding of atomic physics. Some measurements rely on
theory, e.g. for line identification or as part of the analysis.
Conversely, in the absence of experimental benchmarks, it is
challenging to assess the accuracy of the calculations.
On the experiment side, tokamaks and EBITs are closest
to the temperature and density parameter space covered by
astrophysical plasmas [17], and are versatile tools that cover a
wide range of atomic physics parameters relevant for
collisional astrophysical plasmas. While tokamaks produce
thermal plasmas, an EBIT emits x-rays following the
interaction of trapped ions with a quasi-monoenergetic
electron beam that allows to probe atomic physics parameters
as a function of electron energy for a chosen narrow range of
ion species. Measurements at either x-ray source rely heavily
on state-of-the art x-ray spectrometers. In order to maintain
the ability to follow up on new spectral features discovered by
x-ray observatories in space, it is therefore important that the
spectrometers employed in the lab advance with and at least
match the capabilities of space instrumentation, especially in
terms of spectral resolution. However, the extremely high
resolution of proposed grating spectrometers such as on Arcus
and Lynx will rival that of the current highest-resolution
spectrometers in the laboratory.
Transition energies can be measured on many laboratory
x-ray sources. They are usually calibrated relative to well-known
reference lines, mostly in the He- and H-like Rydberg series, i.e.,
they are ultimately limited by the accuracy of the calibration
lines. More concerning, however, is that measurements for lower
charge states are largely missing—a problem solvable with
current facilities, but requiring an increase in resources allocated,
such as time and manpower—and that resolving heavy line
blends such as, e.g. K-shell transitions of near-neutral ions, is
taxing even for the highest available resolving powers.
Using resonant photoexcitation by coupling an EBIT to a
brilliant x-ray light source can achieve 70 meV accuracies for
transition energies [22, 63] and directly probes natural line
widths and oscillator strength ratios [63].
Measurements of collisional excitation cross sections are
more difficult to incorporate directly into plasma models, but
are important benchmarks and can be used to tweak the
theory values. Absolute excitation cross sections for EUV and
x-ray transitions in highly charged ions have only been
measured with EBITs [64]. Crossed- or merged-beam
measurements are only available for neutrals up to a few
hundred eV electron impact energies or for Δn=0
transitions in the optical/UV up to a few 10 eV electron
energy [64, 65]. Cross sections using EBITs are measured to
∼10% and can be done for electron energies ranging from
about 100 eV to over 100 keV, but so far only exist for a few
ions and electron impact energies [64]. The largest contrib-
ution (∼5%) to their uncertainty is due to the correction for
the polarization of radiation emitted by an EBIT. Excitation
cross section measurements would thus benefit from improv-
ing polarization measurements and calculations to better than
20%. Again, measurements for inner-shell transitions and
intermediate charge states are largely missing. These are
challenging due to a strong excitation component from inner-
shell ionization, whose relative contribution depends on the
charge balance. Disentangling the cross sections for these two
channels requires a modified, more complex approach.
Future observations will be sensitive to spectral signa-
tures of deviations from thermal energy distributions. EBITs
ability for fast ‘sweeps’ of the electron energy facilitates an
effective simulation of a variety of energy distributions in the
lab [66], suitable to study their effects on line ratios and to test
corresponding plasma models. Including energy-dependent
cross sections in the databases would aid in accommodating
such plasma models.
On the theory side, several well established codes exist.
For example, MBPT and MRMP codes achieve accuracies for
transition energies on the 10−4 level. However, measurements
suggest that the uncertainties [22] of the calculated oscillator
strengths, especially for transitions with strong level mixing,
are dominated by inaccuracies in the wavefunctions them-
selves when including mixing only among a limited number
of levels. Excitation cross section calculations can disagree by
20% or more; however, R-matrix codes are estimated to
achieve 10% accuracies if a sufficient number of levels is
included to allow proper convergence [67]. Speed and
complexity of the codes benefit from continued adaptation
to advances in computer architecture. Most theoretical studies
concentrate on H-, He-, and Ne-like ions. While some
calculations for open-shell ions and inner-shell transitions
have become available more recently, their selection is much
more limited.
As described, many capabilities already exist to provide
the needed atomic data and are waiting to be used; other areas
would benefit from further advances to push the limits of
achievable accuracy. All have in common that they require
fundamental long-term support, including for maintenance
and upgrades, beyond funding for individual projects. This is
true for experiments as well as theory, databases, and models.
Sufficient support for a larger work force, including training
students, would help complete the task in time for XRISM.
Concluding remarks. By introducing significant systematic
uncertainties to the spectral analysis [60], the current state of
our atomic reference data limits the conclusions we can draw
from observations with next-generation high-resolution x-ray
observatories such as XRISM and Athena. A concerted effort
to improve the atomic data and plasma models—in close
collaboration between experimentalists, theorists, and
observers, both in preparation to and after launch—is
paramount to ensure we can take full advantage of the
capabilities of these new observatories.
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6. Charge exchange
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Status. Charge exchange (CX), or charge transfer, is the
radiationless transfer of one or more electrons from a neutral
atom or molecule to a highly charged ion during a close
interaction. The electron is typically captured into a highly
excited state and subsequently radiatively de-excites,
producing characteristic line emission observable in the
x-ray and EUV bands. These lines can be diagnostic of the
neutral species, the ion charge state, their densities, and their
collision velocity. Though CX has been studied by plasma
physicists for decades, it was not until the 1996 discovery of
cometary x-rays due to charge exchange with solar wind ions
that the process became of wider interest to the x-ray
astrophysics community. Now it is well known that CX
occurs frequently throughout the solar system and also
contributes a temporally variable x-ray foreground to all
observations [68]. It may also occur astrophysically, for
example in supernova remnants, galactic and stellar winds,
and galaxy clusters. Since CX is a recombination process, the
resulting spectra are very distinct from those resulting from
collisional excitation (see figure 5). With upcoming missions
such as XRISM and Athena, which will be equipped with
non-dispersive, high-resolution spectrometers, it is very likely
that we will be routinely measuring CX at some level,
whether in the foreground or as part of the observation target.
It is thus imperative to have a complete and accurate
understanding of the spectral signatures of CX and how to
properly interpret its diagnostics.
Total CX cross sections, important for predicting the
absolute strength of the CX contribution in an observation,
have been known fairly accurately for decades, but quantum
state-resolved cross sections, which are needed for accurate
spectral modeling, remain elusive. These n, ℓ, and S or j-
resolved cross sections are the first step in producing
theoretical CX x-ray emission spectra. The x-ray spectrum
is then created by performing a radiative cascade from the
initial excited state. There are various approaches for
producing these state-resolved cross-sections, but no single
method is appropriate for the wide range of energies relevant
for astrophysics. The largest database of nℓS-resolved charge
exchange cross sections to date, Kronos [69], is primarily
based on the Multi-Channel Landau–Zener (MCLZ) theory.
This theoretical method produces n-resolved cross-sections
for CX with bare ions (explicit ℓ-resolved calculations are not
calculated for bare ions due to the degeneracies in ℓ-levels for
a given n-level for H-like ions.), and then an appropriate ℓ-
distribution is applied, as described by Mullen et al 2017 [69]
and Smith et al 2014 [70].
When the initial ion is not bare, MCLZ theory produces
explicit n,ℓ, and S resolved cross-sections. While this method
relies on some approximations, the resulting spectra often
agree with laboratory benchmarks [69]. The MCLZ approach
has been streamlined and is readily available for calculating
cross-sections for many ions (H-like and He-like C-Si, Fe),
neutral targets (H, He, H20, CO2, CO) and at a large range of
collision velocities relevant to astrophysics. Where possible,
the MCLZ calculations in the Kronos database are supple-
mented by more rigorous methods,including the Quantum-
mechanical Molecular Orbital Close-Coupling (QMOCC)
method, accurate from the lowest energies to ∼1 keV/u, the
Atomic-Orbital Close-Coupling (AOCC) method, accurate
from intermediate/high energies (∼100 eV/u to ∼500 keV/
u), as well as the classical trajectory Monte-Carlo method,
appropriate for higher energies (∼5 keV/u to ∼10 MeV/u).
In order to verify the reliability of these data, it is imperative
that we continue to benchmark these data to experiments as
often as possible.
Recent advancements in astrophysical spectral synthesis
codes have made it easier for astronomers to use CX models
when comparing to astrophysical data. Both the SPEX-CX
[71] model and the AtomDB CX V2 (ACX2) [70] model use
theoretical CX cross-sections to model CX for many
important ions. The SPEX-CX model uses theoretical cross-
sections collected from the literature, and the ACX2 package
uses MCLZ data from the Kronos database for H-like and He-
like ions. For ions without specific cross sections, both codes
apply empirical formulae to calculate the distribution of the n
and l capture states. SPEX further applies scaling relations in
certain cases.
There are various ways to experimentally study CX. For
example, one can use an EBIT to stimulate CX collisions at
low velocities (a few 10 s eV/u) [72]. One can also generate
an ion beam by EBIT ion extraction or with electron
cyclotron resonance sources. These ion beams can be guided
towards a source of neutrals—either a neutral gas cell or a
neutral beam—in order to perform CX experiments at varying
collision velocities of a few 100–10 000s eV/u [73]. These
methods, combined with a spectrometer, provide us with
photon emission spectroscopy. In some cases, it is possible to
deduce total or state-selective capture cross sections directly
Figure 5. Simulated spectra resulting from CX and thermal emission
for the same ions. For K-shell ions undergoing CX at low collision
velocities, the typical spectral diagnostics for CX include an
enhanced ‘forbidden’ (z) line in the He-like K-alpha triplet and a
strong high-n Lyman line (here, Ly-δ).
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from the spectra, but this often depends on our knowledge of
branching ratios. Especially versatile, COLTRIMS experi-
ments [74] utilize a merged-beam apparatus combined with
analysis of the final projectile and target charge states and
time-of-flight measurements. This combination of tools
provides us with CX spectra, relative n-resolved cross
sections, and the relative contribution of single versus
multiple electron capture (SEC, MEC).
Current and future challenges. While a robust database of
CX cross-sections for H- and He-like ions with various
neutral targets exists, the data are far from complete. For
example, the majority of theoretical cross sections are
calculated assuming SEC, when it has been shown
experimentally that MEC can be just as important [74].
Similarly, there are very few data from experiments that can
distinguish between the two processes. In addition, most
theoretical approaches are optimized for low-Z ions in LS
coupling, and can not be immediately translated to jj
coupling, appropriate for mid- to high-Z ions.
Experimental benchmarks to models are critical for
determining their strengths and limitations, but more are
needed. Low velocity CX spectra, such as those measured
from EBIT experiments, have proved especially difficult to
model with available theoretical approaches. Applying the
most easily available ACX and SPEX CX models that use
simple scaling relations often can not reproduce these data
[75]; see figure 6. These experiments have also shown that for
CX capture onto bare ions, the relative strength of the high-n
emission varies more than models predict, and does not scale
with parameters such as the atomic number of the ion, or the
ionization potential of the neutral [76]. Often, only the most
computationally expensive methods such as QMOCC and
AOCC reproduce experimental spectra or trends in line ratios
[73], but these theoretical data are quite sparse.
One of the biggest current challenges is collecting
experimental data with atomic H. This is the most
astrophysically relevant neutral partner, and also the only
way to ensure primarily SEC. However, it is extremely
difficult to produce atomic H gas for a CX experiment in
sufficient quantities; virtually no data exist in the literature.
We thus have no means of benchmarking the most well-
understood theoretical calculations.
Advances in science and technology to meet challenges. In
order to be able to identify and fully understand the CX
contribution in current and future x-ray observations, as well
as better understand its diagnostic potential, our knowledge of
the atomic processes involved in CX must improve.
Advancements in computational methods are required to
make QMOCC and AOCC calculations more readily
available. Various theoretical approaches need to be adapted
for handling MEC, and similarly, improved computational
methods are necessarily to include the large number of energy
levels involved during electron capture. Modeling CX for
highly charged ions is difficult in part because of the large
number of available capture states. Further, electron
configuration mixing between capture states of differing
energy levels is likely important [75] but many current
theoretical methods have to limit the number of states allowed
to mix to decrease computational time. Other theoretical
advancements required for CX include more accurate energy
level calculations for He-like and lower charge states,
especially for high-Z ions that will become more relevant
with XRISM and Athena observations.
For the most part, experimental methods required to
benchmark models exist, but increased funding is needed to
be able to perform them. Ideally, CX experiments would be
performed for many ions colliding with neutral H at various
collision velocities, as well as experiments disentangling
MEC from SEC. This requires the use of a merged beam line
to vary collision velocities, combined with a COLTRIMS
setup to measure the ion/neutral post-collision charge state. A
calorimeter detector provides high resolution and a wide
bandpass for resolving high-n to ground transitions. With this
combination of tools, we can measure state-selective cross
sections as a function of velocity and ion. The drawback with
this experiment is that emission from metastable states, like
the He-like forbidden line, is not detected with the standard
setup. While modifications to this standard setup are
investigated, these experiments can be supplemented with
EBIT measurements to determine the ratio between the
K-alpha lines at low collision velocities.
Concluding remarks. The diagnostic power of CX in our
current and future observations can only be fully harnessed
once we have a better understanding of the underlying atomic
physics. We also risk misinterpreting important physical
parameters by applying inaccurate models to our spectra.
Increased programmatic support is crucial to be able to
perform the necessary experiments and modeling to be ready
for future missions.
Figure 6. EBIT CX data (black) of Ne-like Ni undergoing CX with
neutral H2 is not well reproduced by ACX and SPEX-CX models
(colors). Reproduced from [75]. © IOP Publishing Ltd. All rights
reserved.
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7. X-ray extinction by interstellar dust: experimental
studies and future facilities
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Evidence of extinction by interstellar dust in the x-ray band.
Early x-ray observations pointed out the influence of the
interstellar medium on the x-ray spectra of background
sources. The intervening gas and dust imprints deep edge-like
features on the spectrum, due to the photoelectric effect
caused by the interaction between the x-ray and the electrons
in the gas atoms. The energy at which interstellar absorption
features appear reflects the chemical composition of the
medium. The x-ray band covers the energy of the K- or
L-shell transitions of the most abundant interstellar metals: C,
N, O, Fe, Ne, Si and Mg. The absorption features bear a
powerful diagnostic on the characteristics of the intervening
medium: abundances, depletion (fraction of a certain element
included in dust particles), chemical composition and even
crystallinity and size distribution of dust can be in principle
inferred using high-resolution x-ray spectroscopy (e.g.
[18, 77]).
Photoelectric features can be significantly modified when
absorption is caused by solid dust grains rather than gas.
When an incoming x-ray photon interacts with an electron
inside the grain, the resulting photo-electron wave interacts
with the neighboring waves, creating an interference pattern.
Such pattern is dependent on the lattice configuration, i.e. the
chemistry of the grain (figure 7). The complex refractive
index of the material m=n+ik, where n and k are the
optical constants, describes the two elements of dust
extinction: scattering and absorption. The scattering feature
of a material, which mimics the appearance of an emission
peak at the energy of the edge, is a diagnostic of the dust size
distribution of the bulk material interacting with the x-rays
(e.g. [78]).
Depletion measurements indicate that solid phase
materials in the interstellar mediums are mainly comprised
of carbon (e.g. graphite, amorphous/hydrogenated carbon,
nano-diamonds) and the group O, Fe, Mg and Si, which form
the silicates (sometimes with Ca and Al inclusions). Oxides,
e.g. O bound with Fe, S, Si, Mg etc, and sulfates (e.g. FeS)
may also be present (e.g. [79]).
The brightest local point sources—x-ray binaries, where
a neutron star or black hole is accreting from a companion star
—provide the most promising datasets for studying ISM
absorption features. Currently, the highest resolution x-ray
spectra available are obtained with gratings instruments
equipped on the Chandra x-ray Observatory (5–15 mÅ
resolution in HETG, 50 mÅ resolution in LETG) and XMM-
Newton RGS (10–50 mÅ resolution). Over the past 20 years,
they have enabled breakthrough study in solid phase
signatures of astrophysical dust (e.g. [80]). However, many
early works provided only an empirical model for the location
of dust features, and it has been suggested that some features
attributed to dust are instead low-ion states of the gas phase
ISM (e.g. [81]). Strong conclusions about the mineralogy of
astrophysical dust cannot be made without high resolution
measurements of the cross-sections for astrophysically
relevant materials.
Advances in laboratory measurements of interstellar dust
analogs. A large campaign of laboratory measurements of
interstellar dust analogs has been recently carried out in order
to create a meaningful data base of interstellar dust extinction
profiles to interpret the astronomical data. Other specific
measurements are described in [77, 82, 83].
Twenty samples of silicates (olivines and pyroxenes)
with different Mg:Fe ratios and varying crystallinity have
been measured in the laboratory, together with oxides [17].
Carbonaceous materials—graphite, amorphous carbon, and
SiC—are being prepared for upcoming measurements.
Depending on the energy of the photoelectric transition,
different facilities may be used to characterize the dust
sample.
High energy features in the x-ray band (e.g. Fe K-edge at
7.1 keV) have been characterized using the Dubble beamline
at the European Synchrotron Radiation Facility in Grenoble,
France, which provides an energy resolution of 0.3 eV. A
fine-grained sample is pressed into a pellet and scanned by the
x-ray beam, creating in output a transmission spectrum [84].
X-ray transitions in the 1–4 keV range can be best
observed using facilities like the LUCIA beam line at the
Soleil synchrotron in Paris, France. In this case a fluorescence
experiment is used. The x-rays in the beam interact with the
fine-grained sample, which has been pressed into an indium
foil, producing a fluorescence spectrum. The energy resolu-
tion provided by this beamline is 0.25 keV.
Low energy features (C, O K-edge and Fe L-edges) are
best characterized using lower energy sources. In this case the
TITAN scanning transmission electron microscope at the
University of Cadiz, Spain, is being used. The measurements
Figure 7. Fluorescent spectrum of a set of silicate samples for the Si
K-edge at 1.84 keV=6.74 Å (adapted from [17]).
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are performed through the electron energy loss spectroscopy
technique, one grain at a time. The resulting spectrum is
derived considering the change in velocity of the electrons
caused by inelastic scattering within the material. The energy
resolution is about 0.25 eV.
Calculating optical constants from the high resolution
laboratory data is also necessary for fully modeling the effects
of x-ray attenuation—the combination of absorption and
scattering—which depends on both telescope imaging
resolution and the location of the dust [78]. These optical
constants are also necessary for measuring attenuation
features that arise from non-spherical dust grains [85] or to
distinguish among the mixed-composition dust grain models
that have been constructed to from longer wavelength
observations.
Future prospects for observing interstellar dust. When
designing x-ray observatories of broad interest to the high
energy astrophysics community, two leading methods of high
resolution x-ray spectroscopy dominate. Each of these present
tradeoffs for the study of solid phase materials in space. An
array of x-ray microcalorimeters, equipped on Hitomi , the
x-ray Imaging Spectroscopy Mission (XRISM, launching
2022), and Athena (launching 2028), provide 1–5 eV
spectroscopic resolution from each pixel in the image, a
factor of 30, over most of the x-ray band, better than the CCD
instruments currently in use. Unlike gratings observations,
microcalorimeters could be used to measure dust signatures in
x-ray scattering halos that arise from individual foreground
clouds (e.g. [86]), and offer one of the few ways to probe
large micron-sized grains in the ISM. However, many of the
microcalorimeter missions have small effective areas at the C
K and O K photoabsorption regions. More importantly, with
fixed energy resolution, microcalorimeters provide poorer
resolution spectra of C and O, the two most abundant
interstellar elements, in comparison to gratings instruments.
New critical-angle transmission gratings can provide 2
mÅ resolution or better [87] at the energies associated with C,
O, and Mg K shell, and Fe L shell photoabsorption. Concept
missions such as ARCUS and Lynx would use these gratings
to measure dust XAFS in fine detail. In addition to measuring
the solid-phase composition of the two most abundant
interstellar metals, C and O, high throughput x-ray gratings
missions provide the potential to measure the mineralogical
composition of dust in quasar absorption line systems.
Conclusions. The x-ray band offers a unique test bed for
probing the chemical and physical characteristics of
interstellar dust.
Upcoming x-ray missions will provide unprecedented
sensitivity and energy resolution that have to be matched with
adequate theoretical calculations and laboratory
measurements.
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