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We deal with monotonic regression of multivariate functions f : Q → R on a com-
pact rectangular domain Q in Rd, where monotonicity is understood in a generalized
sense: as isotonicity in some coordinate directions and antitonicity in some other
coordinate directions. As usual, the monotonic regression of a given function f is
the monotonic function f∗ that has the smallest (weighted) mean-squared distance
from f . We establish a simple general approach to compute monotonic regression
functions: namely, we show that the monotonic regression f∗ of a given function
f can be approximated arbitrarily well – with simple bounds on the approxima-
tion error in both the 2-norm and the ∞-norm – by the monotonic regression f∗n of
grid-constant functions fn. We also establish the continuity of the monotonic regres-
sion f∗ of a continuous function f along with an explicit averaging formula for f∗.
And finally, we deal with generalized monotonic regression where the mean-squared
distance from standard monotonic regression is replaced by more complex distance
measures which arise, for instance, in maximum smoothed likelihood estimation.
We will see that the solution of such generalized monotonic regression problems is
simply given by the standard monotonic regression f∗.
Index terms: isotonic regression, generalized isotonic regression, multivariate functions on con-
tinuous (non-discrete) domains, informed machine learning under monotonicity constraints
1 Introduction
When trying to learn an unknown functional relationship Q ∋ x 7→ y(x) ∈ R on some
rectangular (cuboid) domain Q in Rd, one can often rely not only on experimental data
but also on theoretical prior knowledge. Such prior knowledge can consist, for instance, in
expert knowledge about the monotonicity behavior of the unknown function y. It could
be known, for instance, that y is isotonic in some (possibly all or no) coordinate directions
and antitonic in some other (possibly all or no) coordinate directions. In slightly more
precise and concise terms, it could be known that y is monotonic with monotonicity
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signature σ ∈ {−1, 0, 1}d, where σi = ±1 means that y is isotonic or antitonic in the ith
coordinate direction, respectively, whereas σi = 0 means that nothing is known about
the monotonicity of y in the ith coordinate direction. We will refer to such functions as
σ-monotonic, for brevity.
Incorporating such general monotonicity knowledge can be achieved, for instance, by
first training an initial model f based only on experimental data and then monotonizing
this initial model appropriately, that is, to replace it by an appropriate σ-monotonic
model. A prominent way of monotonization is by rearrangement: here, one replaces the
initial model f by a suitably defined σ-monotonic rearrangement rσ(f) of f . See, for
instance, [5], [6], [3] for this rearrangement-based approach to monotonization. Another
even more prominent way of monotonization is by projection: here, one replaces the
initial square-integrable model f by the projection pσ(f) of f onto the set
L2σ(Q,w · λ,R) := {g ∈ L
2(Q,w · λ,R) : g has a σ-monotonic representative} (1.1)
where w is a weight function bounded above and below by positive finite constants and
λ is Lebesgue measure on Q. In other words, one replaces f by the σ-monotonic square-
integrable function pσ(f) = p
w
σ (f) that has the smallest weighted mean-squared distance
from f , that is,
pwσ (f) = argmin
g∈L2σ(Q,w·λ,R)
∫
Q
|f(x)− g(x)|2w(x) dx. (1.2)
Commonly, the projection pwσ (f) is also called the σ-monotonic regression (function) of
f with weight w and, by extension, the underlying minimization problem for (1.2) is
referred to as monotonic regression (problem). See, for instance, [2], [23], [17], [18], [16]
for this projection-based approach to monotonization. Alternative ways of incorporating
monotonicity knowledge in models of various complexities are developed in [11], [22],
[10], and the references from Table 1 of [10], for instance.
In this paper, we will be exclusively dealing with the monotonic regression of multi-
variate functions f : Q→ R on some compact rectangular (cuboid) domain
Q := [a1, b1]× · · · × [ad, bd] (1.3)
in Rd with ai < bi. We will develop a simple general approach to compute monotonic
regression functions pwσ (f) and we will establish theoretical results on the characterization
and continuity of pwσ (f). As can be expected from the discrete case, treating multivariate
functions is considerably more complex than treating univariate functions. In detail, the
contents and contributions of the present paper can be described as follows.
Section 2 provides some general facts and definitions that will be used again and again
throughout the text. In Section 3, we will show that the monotonic regression pwσ (f) for
grid-constant functions f and w is grid-constant too and determined by the corresponding
discrete monotonic regression
argmin
g∈ℓ2σ(G,R)
∑
x∈G
|f(x)− g(x)|2w(x), (1.4)
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where ℓ2σ(G,R) := {g ∈ ℓ
2(G,R) : g is σ-monotonic} and G is the grid on the cells of
which f and w are constant. In order to compute (1.4), one can use any of the well-
known discrete algorithms from the literature [2] (Section 2.3), [23] (Section 1.4), [19],
[21], [12], [25], [26], [27], [13]. See, in particular, Table 1 of [26] and of [13] as well as [28]
for a nice overview and a comparison of the computational complexity of various of these
algorithms.
In Section 4, we establish two approximation results saying that the monotonic re-
gression pwσ (f) can be approximated arbitarirly well by monotonic regression functions
pwnσ (fn) of suitable grid-constant functions fn and wn. In case f is merely square-
integrable the approximation is w.r.t. the 2-norm, while it is w.r.t. the ∞-norm in case
f is even essentially bounded. We also establish simple upper bounds on the approxi-
mation errors in both norms. Combining the results from Section 3 and 4, we obtain
a simple general computational methodology that reduces the computation of mono-
tonic regressions of functions f and w on the continuous (non-discrete) domain Q to the
computation of corresponding discrete monotonic regressions. Compared to the fairly
different computational method from [16] our methodolgy has several advantages:
• it is simpler, both conceptionally and computationally
• it is more informative, as it yields information on the rate of convergence
• it is more flexible, because for the computation of the discrete approximants one
can choose any of the known discrete algorithms.
In Section 5, we deal with generalized monotonic regression where the mean-squared
distance from standard monotonic regression (1.2) is replaced by more complex dis-
tance measures which arise, for instance, in maximum smoothed likelihood estimation.
Specifically, generalized monotonic regression is the problem to find, for a given square-
integrable function f and a weight function w, the minimizer
argmin
g∈L2σ(Q,w·λ,R)
∫
Q
∆Φ(f(x), g(x))w(x) dx (1.5)
with ∆Φ(u, v) being a generalized distance measure between u, v ∈ R based on some
convex function Φ on R. We will show that, in spite of the generally much more complex
objective function in (1.5), the minimizer (1.5) coincides with the minimizer pwσ (f) of the
standard monotonic regression problem (1.2). In doing so, we generalize a well-known
result from the discrete case [2], [23] as well as a result from the recent paper [9]. In
that paper, the case of univariate and continuous functions f and w is considered, but
the strategies of proof from [9] do not carry over to our case of multivariate functions.
In our proof, we make essential use of our computational methodology from Section 3
and 4 (especially, the approximation result w.r.t. the 2-norm).
In Section 6, we finally deal with the special case of continuous functions f and w. We
establish the continuity of the monotonic regression function pwσ (f) in that case – along
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with an explicit averaging formula for pwσ (f), which in the univariate special case reduces
to the well-known formula
pwσ (f)(x) = infu<x
sup
v>x
(∫ v
u
f(t)w(t) dt
)/(∫ v
u
w(t) dt
)
(x ∈ (a, b)) (1.6)
from [17], [1], [18]. We thus generalize a result from [9] for univariate functions, but
the multivariate case requires a completely different strategy of proof. In particular,
in contrast to the univariate case, the continuity of pwσ (f) can no longer – at least not
conveniently – be inferred from the averaging formula in the multivariate case. In our
proof, we make essential use of our computational methodology from Section 3 and 4
(especially, the approximation result w.r.t. the ∞-norm along with a well-known discrete
averaging formula).
Apart from the specific notations and terminology explained in Section 2 and along
the way in later sections, we will use the following general notational conventions. When
speaking of monotonically increasing or decreasing functions, we will mean a monoton-
ically non-decreasing or monotonically non-increasing function defined on a subset of
R. With d we will always denote an arbitary non-negative integer and, unless explicitly
stated otherwise, σ will be a tuple from {−1, 0, 1}d. With the symbol Q we will always
denote a cuboid set in Rd of the form (1.3) and intE and r-intF will denote the interior
of a set E ⊂ Rd and the relative interior of a subset F ⊂ Q. Also, for x ∈ Rd,
Bε(x) := {y ∈ R
d : |y − x|∞ < ε} (1.7)
is the ε-ball around x w.r.t. the maximum norm |·|∞ on R
d. And finally, for a measurable
subset X of Rd and a function f : X → R,
‖f‖q :=
(∫
X
|f(x)|q dx
)1/q
(q ∈ [1,∞)) and ‖f‖∞ := ess-sup
x∈X
|f(x)|, (1.8)
‖f‖sup := supx∈X |f(x)|, while χE stands for the characteristic function of a subset
E ⊂ X, and QX denotes the Lebesgue sigma-algebra of X (the more common symbol L
is reserved for lower sets in this paper).
2 Some preliminaries
In this section, we collect the definitions and general facts we will need for our main
results later on. We begin with the definition of isotonic and, in particular, σ-monotonic
functions. Suppose X is a set endowed with a partial order ≤ (that is, a reflexive,
antisymmetric, and transitive relation on X). A function f : X → R is then called
isotonic iff
for all x, y ∈ X with x ≤ y one has f(x) ≤ f(y). (2.1)
It is called antitonic iff −f is isotonic. We will occasionally need the following well-
known and trivial characterization of isotonic functions in terms of lower or upper sets.
4
As usual, a subset L or U of X is called a lower (upper) set on X iff for all x, y ∈ X
with x ≤ y the inclusion y ∈ L (x ∈ U) implies x ∈ L (y ∈ U). We will use the following
short-hand notations:
L≤(X) := {L : L is a lower set on X}, U≤(X) := {U : U is an upper set on X}.
Lemma 2.1. Suppose X is a set with a partial order ≤. A function f : X → R is then
isotonic w.r.t. ≤ if and only if one of the following four conditions is satisfied:
(i) f−1((−∞, c]) ∈ L≤(X) for all c ∈ R
(ii) f−1((−∞, c)) ∈ L≤(X) for all c ∈ R
(iii) f−1([c,∞)) ∈ U≤(X) for all c ∈ R
(iv) f−1((c,∞)) ∈ U≤(X) for all c ∈ R.
Additionally, a characteristic function χU defined on X is isotonic w.r.t. ≤ if and only
if U ∈ U≤(X). And finally,
U≤(X) = {X \ L : L ∈ L≤(X)}. (2.2)
In this paper, we will be dealing a lot with multivariate functions on subsets of Rd that
are monotonic – isotonic or antitonic – in some coordinate directions and non-monotonic –
or, more precisely, not known to be monotonic – in some other coordinate directions. Such
a general monotonicity behavior of multivariate functions can be expressed as isotonicity
w.r.t. a suitable partial order on Rd. Specifically, we will call a function f : X → R
with X ⊂ Rd σ-monotonic with (monotonicity) signature σ ∈ {−1, 0, 1}d iff it is isotonic
w.r.t. the partial order ≤σ on X defined in the following way:
x ≤σ y iff σixi ≤ σiyi (i ∈ Iˆ) and xi = yi (i ∈ I˙), (2.3)
where Iˆ := {i ∈ {1, . . . , d} : σi = ±1} and I˙ := {i ∈ {1, . . . , d} : σi = 0}. In all our
results, X will be a rectangular set in Rd minus, possibly, some null set. As is easily
verified, a multivariate function f on a rectangular set X = S1 × · · · × Sd (with no null
set subtracted) is σ-monotonic if and only if for every coordinate direction i ∈ {1, . . . , d}
the univariate functions
Si ∋ ξ 7→ f(x1, . . . , xi−1, ξ, xi+1, . . . , xd)
are σi-monotonic for all fixed xj ∈ Sj with j 6= i, where a (±1)-monotonic univariate
function is just a monotonically increasing or decreasing function, respectively, and a
0-monotonic univariate function is an arbitrary function (no monotonicity imposed).
2.1 Case of general measure-space domains
We now consider the case where the set X, in addition to a partial order ≤, is endowed
with a complete measure µ. In this case, we call a function f : X → R essentially isotonic
w.r.t. ≤ iff there is a µ-null set N such that the restriction f |X\N is isotonic w.r.t. ≤
(restricted to X \N). It is clear that if f is essentially isotonic, then so is every function
f ′ that coincides with f µ-almost everywhere.
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Lemma 2.2. Suppose (X,A, µ) is a complete measure space with a partial order ≤ and
I ⊂ R is a closed interval. Then
Lq≤(X,µ, I) :=
{
f ∈ Lq(X,µ, I) : some (hence every) representative of f
is essentially isotonic w.r.t. ≤
}
(2.4)
is a closed convex subset of Lq(X,µ,R) for every q ∈ [1,∞).
Proof. In view of the convexity of intervals, it is clear that Lq≤(X,µ, I) is a convex
subset of Lq(X,µ,R) and it remains to prove the closedness of Lq≤(X,µ, I). So, let
fn ∈ L
q
≤(X,µ, I) and f ∈ L
q(X,µ,R) with fn −→ f w.r.t. ‖·‖q,µ and let f0, fn0 be
arbitrary representatives of f , fn. Then there is a subsequence (nk) such that
fnk0(x) −→ f0(x) (k →∞) (2.5)
for µ-almost every x ∈ X. Since the functions fnk0 are all essentially ≤-isotonic, it follows
from (2.5) that f0 is essentially ≤-isotonic as well. Since fnk0(x) ∈ I for µ-almost every
x ∈ X and since I is closed, it further follows from (2.5) that f0(x) ∈ I for µ-almost
every x ∈ X. So, f0 is an essentially ≤-isotonic representative of f and f ∈ L
q(X,µ, I).
In other words, f ∈ Lq≤(X,µ, I), as desired. 
With the above lemma at hand, we can now apply the well-known approximation
theorem for closed convex sets in uniformly convex spaces in order to get, for every given
f ∈ Lq(X,µ,R), the existence of a unique isotonic element of Lq(X,µ, I) that is closest
to f in q-norm.
Theorem 2.3. Suppose (X,A, µ) is a complete measure space with a partial order ≤,
I ⊂ R is a non-empty closed interval, q ∈ (1,∞) and f ∈ Lq(X,µ,R). Then there exists
a unique element p(f) ∈ Lq≤(X,µ, I) such that
‖f − p(f)‖q,µ = inf
g∈Lq≤(X,µ,I)
‖f − g‖q,µ . (2.6)
In other words, the functional Jf |Lq≤(X,µ,I)
with
Jf (g) := ‖f − g‖
q
q,µ =
∫
X
|f − g|q dµ (g ∈ Lq(X,µ,R)) (2.7)
has a unique minimizer p(f). Additionally, every minimizing sequence for Jf |Lq≤(X,µ,I),
that is, every sequence (pn) with
pn ∈ L
q
≤(X,µ, I) and Jf (pn) −→ inf
g∈Lq≤(X,µ,I)
Jf (g), (2.8)
converges to the minimizer p(f) in the norm ‖·‖q,µ.
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Proof. Since Lq(X,µ,R) with its standard norm ‖·‖q,µ is a uniformly convex Banach
space for q ∈ (1,∞) by Clarkson’s theorem (Theorem 5.2.11 of [20], for instance) and
since Lq≤(X,µ, I) is a non-empty closed convex subset of L
q(X,µ,R) by Lemma 2.2, the
first part of the theorem follows by the well-known approximation theorem for closed
convex sets in uniformly convex spaces (Corollary 8.2.1 of [14], for instance). In order to
prove the second part of the theorem, let (pn) be a minimizing sequence of Jf |Lq≤(X,µ,I)
and write hn := pn− f and K := L
2
≤(X,µ, I)− f . Then K is a non-empty closed convex
subset of Lq(X,µ,R) by Lemma 2.2 and
hn ∈ K (n ∈ N) and ‖hn‖q,µ −→ inf
h∈K
‖h‖q,µ (n→∞). (2.9)
So, by the proof of Theorem 8.2.2 in [14], the sequence (hn) converges w.r.t. ‖·‖q,µ to the
unique element h0 ∈ K with ‖h0‖q,µ = infh∈K ‖h‖q,µ and, therefore,
pn = hn + f −→
‖·‖q,µ
h0 + f =: p (n→∞). (2.10)
Since p ∈ K + f = Lq≤(X,µ, I) and ‖f − p‖q,µ = infg∈L2≤(X,µ,I)
‖f − g‖q,µ, we see that
p = p(f) which, in conjunction with (2.10), proves the second part of the theorem. 
As usual, we call the unique closest point p(f) of Lq≤(X,µ, I) to a given f ∈ L
q(X,µ,R)
the projection of f onto Lq≤(X,µ, I) or the isotonic (q-integrable) regression of f (with
values in I). We now restrict our attention to the case
q = 2 and I = R (2.11)
In this special case, the projection p(f) can be nicely characterized in geometric terms:
for instance, as the element f∗ of L2≤(X,µ,R) for which the vector f − f
∗ makes an
obtuse angle with all the vectors g − f∗ with g ∈ L2≤(X,µ,R).
Proposition 2.4. Suppose (X,A, µ) is a complete measure space with a partial order ≤
and let f, f∗ ∈ L2(X,µ,R). Then the following conditions are equivalent.
(i) f∗ is the projection of f onto L2≤(X,µ,R), in short: f
∗ = p(f)
(ii) f∗ ∈ L2≤(X,µ,R) and 〈f − f
∗, f∗ − g〉2,µ ≥ 0 for all g ∈ L
2
≤(X,µ,R)
(iii) f∗ ∈ L2≤(X,µ,R) and 〈f − f
∗, f∗〉2,µ = 0 while 〈f − f
∗, g〉2,µ ≤ 0 for all g ∈
L2≤(X,µ,R).
Proof. Since L2≤(X,µ,R) is a closed convex set by Lemma 2.2 and also a cone, the stated
equivalences immediately follow from Theorem 8.2.2 and Theorem 8.2.7 of [23]. 
In the next two propositions, we further specialize to finite measure spaces (X,A, µ)
in order to ensure that L2(X,µ,R) contains the constant functions and the essentially
bounded functions.
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Proposition 2.5. Suppose (X,A, µ) is a complete measure space with µ(X) < ∞ and
with a partial order ≤. Then
(i) p(f) = f for every f ∈ L2≤(X,µ,R) and, moreover, p is idempotent and positively
homogeneous, that is,
p
(
p(f)
)
= p(f) and p(αf) = αp(f) (f ∈ L2(X,µ,R), α ∈ [0,∞))
(ii) p is constant-preserving, that is p(c) = c for every c ∈ R and, more generally,
p(f + c) = p(f) + c (f ∈ L2(X,µ,R), c ∈ R)
(iii) p is integral-preserving, that is,
p
( ∫
X
f dµ
)
=
∫
X
p(f) dµ (f ∈ L2(X,µ,R)).
Proof. Assertions (i) and (ii) are direct consequences of the definition of the projection
operator. Assertion (iii) easily follows from Proposition 2.4. Indeed, by the third condi-
tion of that proposition applied to the constant (hence isotonic) functions g± := ±1 ∈
L2≤(X,µ,R), we see that
0 ≥ 〈f − p(f), g±〉2,µ = ±
(∫
X
f dµ−
∫
X
p(f) dµ
)
(2.12)
which in conjunction with the already proven constant-preservation property yields as-
sertion (iii). 
In the next proposition, we establish the contractivity of the projection operator p
both w.r.t. the 2-norm and w.r.t. the ∞-norm. We will make essential use of these
contractivity properties in our approximation results below.
Proposition 2.6. Suppose (X,A, µ) is a complete measure space with µ(X) < ∞ and
with a partial order ≤. Then
(i) p is a monotonic operator, that is, 〈p(f1)− p(f2), f1 − f2〉2,µ ≥ 0 for all f1, f2 ∈
L2(X,µ,R). Additionally, p is ‖·‖2,µ-contractive, that is,
‖p(f1)− p(f2)‖2,µ ≤ ‖f1 − f2‖2,µ (f1, f2 ∈ L
2(X,µ,R)). (2.13)
(ii) p is an order-preserving operator, that is, p(f1) ≤ p(f2) for f1, f2 ∈ L
2(X,µ,R)
with f1 ≤ f2. Additionally, p restricted to L
∞(X,µ,R) is ‖·‖∞,µ-contractive, that
is, p(L∞(X,µ,R)) ⊂ L∞(X,µ,R) and
‖p(f1)− p(f2)‖∞,µ ≤ ‖f1 − f2‖∞,µ (f1, f2 ∈ L
∞(X,µ,R)). (2.14)
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Proof. Assertion (i) is an immediate consequence of Theorem 8.2.5 and Theorem 8.2.6
of [23]. Also, the first part of assertion (ii) (on order-preservation) is a consequence of
Theorem 8.2.8 of [23] because the canonical partial order ≤ on L2(X,µ,R), induced by
almost-everywhere inequality and used here, is easily seen to satisfy the compatibility re-
quirements (8.2.14) through (8.2.18) of the aforementioned theorem. It remains to prove
the second part of assertion (ii) (on ‖·‖∞,µ-contractivity). So, let f1, f2 ∈ L
∞(X,µ,R),
then
−‖fi‖∞,µ ≤ fi ≤ ‖fi‖∞,µ and f2 − ‖f1 − f2‖∞,µ ≤ f1 ≤ f2 + ‖f1 − f2‖∞,µ . (2.15)
And therefore, by the order-preservation property just proven and the general constant-
preservation property from Proposition 2.5,
−‖fi‖∞,µ = p
(
− ‖fi‖∞,µ
)
≤ p(fi) ≤ p
(
‖fi‖∞,µ
)
= ‖fi‖∞,µ (2.16)
p(f2)− ‖f1 − f2‖∞,µ ≤ p(f1) ≤ p(f2) + ‖f1 − f2‖∞,µ . (2.17)
In view of (2.16), the inclusion p(L∞(X,µ,R)) ⊂ L∞(X,µ,R) is now clear and (2.17),
in turn, immediately implies the estimate (2.14), as desired. 
We close with some remarks on an alternative definition of the isotonic elements of
Lq(X,µ,R) in the spirit of [23]. It is based on the collection
U
mb
≤ (X) :=
{
E ∈ A : µ
(
(E \ U) ∪ (U \ E)
)
= 0 for some U ∈ Umb≤ (X)
}
(2.18)
of all measurable sets that differ from a measurable upper set U ∈ Umb≤ (X) := U≤(X)∩A
only by a µ-null set. In analogy to [23] (Definition 8.1.2) (where the case q = 2 is treated),
one could then define
Lq
(
U
mb
≤ (X),R
)
:=
{
f ∈ Lq(X,µ,R) : for some (hence every) representative f0 of f,
f−10 ((c,∞)) ∈ U
mb
≤ (X) for all c ∈ R
}
(2.19)
and show that this alternative definition of isotonicity for elements of Lq(X,µ,R) is
actually equivalent to our definition (2.4), in short:
Lq
(
U
mb
≤ (X),R
)
= Lq≤(X,µ,R) (q ∈ [1,∞)). (2.20)
We opted for the definition (2.4) because it is simpler and simpler to work with later on.
In order to see the forward inclusion in (2.20), note that for every f ∈ Lq
(
U
mb
≤ (X),R
)
and every representative f0 of f , all characteristic functions of the form χf−10 ((c,∞))
are
essentially isotonic by Lemma 2.1 and that f can be approximated in ‖·‖q,µ by simple
functions of the form
ϕ0 =
0∑
k=−m
ckχf−10 ((ck−1,ck])
+
m∑
k=0
ckχf−10 ((ck ,ck+1])
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with k 7→ ck monotonically increasing and c−m−1 := −∞, c0 = 0, cm+1 :=∞. Since
ϕ0 =
−1∑
k=−m
(ck − ck+1)χf−10 ((−∞,ck])
+
m∑
k=1
(ck − ck−1)χf−10 ((ck,∞))
,
the simple functions of that form are essentially isotonic and hence belong to Lq≤(X,µ,R),
as desired. In order to see the backward inclusion in (2.20), note that for every f ∈
Lq≤(X,µ,R) and every representative f0 of f , there is a null set N such that
f−10 ((c,∞)) ∩X \N =
(
f0|X\N
)−1
((c,∞)) ∈ U≤(X \N)
by Lemma 2.1 and that any U0 ∈ U≤(X \N) can be extended to a U ∈ U≤(X) by setting
U := U0 ∪ {y ∈ N : y ≥ u for some u ∈ U}. (2.21)
(Incidentally, in the special case of finite measures µ with µ(X) = 1 and q = 2, the
identity (2.20) could also be inferred from Theorem 8.3.2 of [23] due to the properties of
our projection operator p established in Proposition 2.5 and 2.6.)
2.2 Case of rectangular multivariate domains
We now further specialize to the case where X is a – continuous or discrete – rectan-
gular set in Rd and where µ is a weighted Lebesgue or counting measure, respectively.
Specifically,
X = Q = Q1 × · · · ×Qd or X = G = G1 × · · · ×Gd (2.22)
with compact intervals Qi = [ai, bi] ⊂ R with ai < bi or finite sets Gi ⊂ R with Gi 6= ∅,
A = QQ or A = PG (2.23)
(Lebesgue sigma-algebra on Q and power set of G, respectively), and
µ(E) = (wQ · λ)(E) =
∫
E
wQ dλ =
∫
E
wQ(x) dx (E ∈ QQ) (2.24)
or
µ(E) = (wG · κ)(E) =
∫
E
wG dκ =
∑
x∈E
wG(x) (E ∈ PG), (2.25)
where λ, κ are Lebesgue or counting measure on QQ or PG, respectively, and wQ, wG are
A-measurable weight functions on X that are bounded above and below
c ≤ wQ(x) ≤ c (x ∈ Q) and c ≤ wG(x) ≤ c (x ∈ G) (2.26)
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by positive constants c, c ∈ (0,∞). Also, the partial order on X will be given by ≤σ as
defined in (2.3) above – with some σ ∈ {−1, 0, 1}d. In view of (2.26), the set L2(X,µ,R)
is independent of the weight function wQ, wG:
L2(Q,wQ · λ,R) = L
2(Q,λ,R) =: L2(Q,R),
L2(G,wG · κ,R) = L
2(G,κ,R) =: ℓ2(G,R).
Accordingly, we also have L2σ(Q,wQ · λ, I) = L
2
σ(Q,λ, I) =: L
2
σ(Q, I) and L
2
σ(Q,wG ·
κ, I) = L2σ(G,κ, I) =: ℓ
2
σ(G, I), where
L2σ(X,µ, I) := L
2
≤σ(X,µ, I). (2.27)
While L2(X,µ,R) as a set is independent of the weight wQ or wG, the canonical scalar
product 〈·, ··〉2,wQ or 〈·, ··〉2,wG of L
2(X,µ,R) does depend on the weight, of course. Cor-
respondingly, the projection of a given fQ ∈ L
2(Q,R) or fG ∈ ℓ
2(G,R) onto L2σ(Q,R) or
ℓ2σ(G,R), that is, the minimizer of JfQ,wQ |L2σ(Q,R) or JfG,wG |ℓ2σ(G,R) with
JfQ,wQ(g) := ‖fQ − g‖
2
2,wQ
or JfG,wG(g) := ‖fG − g‖
2
2,wG
, (2.28)
depends on the weight function as well. In the following, we will denote this projection by
p
wQ
σ (fQ) or p
wG
σ (fG) and refer to it as the σ-monotonic regression of fQ or fG, respectively.
We will also use the notation
AvfQ,wQ(E) :=
∫
E fQ(x)wQ(x) dx∫
E wQ(x) dx
and AvfG,wG(E) :=
∑
x∈E fG(x)wG(x)∑
x∈E wG(x)
for the (wQ · λ)- or (wG · κ)-average of the function fQ ∈ L
2(Q,R) or fG ∈ ℓ
2(G,R) over
any non-null set
E ∈ Q>Q := {E ∈ QQ : λ(E) > 0} or E ∈ P
>
G := {E ∈ PG : E 6= ∅},
respectively. At a few places, we will need the following lemma concerning the transition
from σ to −σ and, in that context (and throughout the paper), we use the short-hand
notations
Lσ := L≤σ(Q) and Uσ := U≤σ(Q). (2.29)
We omit the straightforward proof of the lemma.
Lemma 2.7. Suppose f ∈ L2(Q,R) and w ∈ L∞(Q, [c,∞)) with some c ∈ (0,∞). Then
(i) pwσ (f) = −p
w
−σ(−f) (ii) Uσ = L−σ.
In our continuity result below, we will finally need another straightforward lemma,
which relates monotonicity w.r.t. a general signature σ ∈ {−1, 0, 1}d to monotonicity
w.r.t. a signature having only ±1 as components. In that context, it is convenient to
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adopt the following notations for a rectangular set Q := [a1, b1]×· · ·× [ad, bd], a signature
σ ∈ {−1, 0, 1}d , and an arbitrary element x ∈ Q:
Qˆ :=×
i∈Iˆ
[ai, bi], Q˙ :=×
i∈I˙
[ai, bi], σˆ := (σi)i∈Iˆ , (2.30)
xˆ = (xi)i∈Iˆ , x˙ := (xi)i∈I˙ , xˆ&x˙ := x, (2.31)
where Iˆ := {i ∈ {1, . . . , d} : σi = ±1} and I˙ := {i ∈ {1, . . . , d} : σi = 0}.
Lemma 2.8. A function f : Q→ R is σ-monotonic if and only if the functions f(·&x˙) :
Qˆ→ R are σˆ-monotonic for all x˙ ∈ Q˙.
3 Special case of grid-constant functions
In this section, we consider the special case of grid-constant functions f and w on Q, that
is, functions which are constant on the cells of a grid G on Q, and relate the σ-monotonic
regression pwσ (f) to its discrete counterpart, namely the σ-monotonic regression p
w|G
σ (f |G)
of the functions f,w restricted to the grid G.
We begin by properly defining what we mean by grids, grid cells, and grid-constant
functions. As usual, let Q be a compact rectangular domain of the form
Q = [a1, b1]× · · · × [ad, bd] ⊂ R
d (3.1)
with ai < bi. A set G is then called a grid on Q iff there are partitions Pi = {tik : k ∈
{0, . . . ,mi}} of the intervals [ai, bi] such that
G = G1 × · · · ×Gd (3.2)
with Gi = {(tik−1+ tik)/2 : k ∈ {1, . . . ,mi}}. In other words, a grid on Q is nothing but
the set of midpoints of the cells of a rectangular partition P = P1 × · · · × Pd of Q. (As
usual, a partition of a 1-dimensional interval [ai, bi] is a finite set of points tik ∈ [ai, bi]
with ai = ti0 < ti1 < · · · < timi−1 < timi = bi.) A grid G will be called equidistant iff its
defining partitions Pi are all equidistant, that is,
tik − tik−1 = (bi − ai)/mi (k ∈ {1, . . . ,mi} and i ∈ {1, . . . , d}). (3.3)
In particular, a grid G will be called dyadic iff its defining partitions Pi consist ofmi+1 =
2n + 1 partition points and
tik − tik−1 = (bi − ai)/2
n (k ∈ {1, . . . , 2n + 1} and i ∈ {1, . . . , d}) (3.4)
with some i-independent number n ∈ N. Additionally, by a cell of a grid G on Q (with
defining partitions Pi) we mean a rectangular set C of the form
C = I1 × · · · × Id (3.5)
12
where Ii for every i ∈ {1, . . . , d} is a lower semiclosed and upper relatively semiopen
partition interval of the partition Pi, that is,
Ii = [tik−1, tik) for some k ∈ {1, . . . ,mi − 1} or Ii = [timi−1, timi ]. (3.6)
Clearly, for any grid G on Q, the set Q is the disjoint union of all cells of G, and for any
given x ∈ Q we will denote the G-cell containing x by CG(x). Also, if G is an equidistant
grid on Q, then the interiors of its cells are translates of each other
intCG(x) = intCG(y) + (x− y) (x, y ∈ G) (3.7)
and we will write lenG for the maximal edge length and volG for the volume of the G-cells.
Lemma 3.1. Suppose G is a grid on Q.
(i) If x, y ∈ Q satisfy x ≤σ y, then also xG ≤σ yG, where xG, yG ∈ G are the grid
points with CG(xG) ∋ x and C
G(yG) ∋ y.
(ii) If S is a union of cells of G, then S =
⋃
x∈S∩GC
G(x).
We omit the straightforward proof of this lemma. If G is a grid on Q, then a function
f : Q → R will be called G-constant iff it is constant on the cells of G, that is, the
restriction f |C is constant for every cell C of G so that, in particular,
f =
∑
x∈G
f(x)χCG(x).
Analogously, an equivalence class of functions on Q is called G-constant iff it has a G-
constant representative. And finally, a function or equivalence class of functions on Q is
called (equidistantly or dyadically) grid-constant iff it is G-constant for some (equidistant
or dyadic) grid G on Q. With these preparations at hand, we can now state and prove
the main result of this section.
Theorem 3.2. Suppose G is an equidistant grid on Q and f : Q→ R and w : Q→ (0,∞)
are G-constant functions. Then pwσ (f) is G-constant with
pwσ (f) =
∑
x∈G
pw|Gσ (f |G)(x)χCG(x). (3.8)
In more precise terms, the function on the right-hand side of (3.8) is a σ-monotonic
representative of pwσ (f).
Proof. Write f| := f |G, w| := w|G and f
∗
| := p
w|
σ (f|) for brevity. Also, write
f∗0 :=
∑
x∈G
f∗| (x)χCG(x) (3.9)
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for the function on the right-hand side of (3.8) as well as f∗ for the equivalence class of
f∗0 . We will show that
f∗ ∈ L2σ(Q,R) and 〈f − f
∗, f∗ − g〉2,w ≥ 0 (g ∈ L
2
σ(Q,R)), (3.10)
from which the desired conclusion immediately follows by virtue of Propositon 2.4.
Clearly, f∗0 is a G-constant function and, by the σ-monotonicity of f
∗
| and Lemma 3.1(i),
f∗0 is also σ-monotonic. In particular, (3.10.a) is satisfied and it remains to estab-
lish (3.10.b). So, let g ∈ L2σ(Q,R) and let g0 be any representative of g. Since f ,
f∗0 and w are G-constant and G is equidistant, we have
〈f − f∗, f∗ − g〉2,w =
∑
x∈G
∫
CG(x)
(f − f∗0 )(f
∗
0 − g0)w dλ
=
∑
x∈G
(f(x)− f∗0 (x))f
∗
0 (x)w(x) volG−
∑
x∈G
(f(x)− f∗0 (x))
( ∫
CG(x)
g0 dλ
)
w(x)
=
〈
f| − f
∗
| , f
∗
|
〉
2,w|
· volG −
〈
f| − f
∗
| , h|
〉
2,w|
, (3.11)
where h|(x) :=
∫
CG(x) g0 dλ for x ∈ G. Since g0 is essentially σ-monotonic, h| is σ-
monotonic as well. (Indeed, by the equidistance of G, we have (3.7) and therefore for
x, y ∈ G with x ≤σ y we have
h|(x) =
∫
CG(y)+(x−y)
g0(z) dz =
∫
CG(y)
g0(z + x− y) dz ≤
∫
CG(y)
g0(z) dz = h|(y),
as desired.) So, by virtue of Proposition 2.4, we obtain
〈
f| − f
∗
| , f
∗
|
〉
2,w|
= 0 and
〈
f| − f
∗
| , h|
〉
2,w|
≤ 0 (3.12)
which in conjunction with (3.11) yields (3.10.b), as desired. 
Combining the above result with the well-known discrete averaging formulas (Theo-
rem 1.4.4 of [23]), we obtain averaging formulas for the monotonic regression pwσ (f) of
grid-constant functions f and w. We will use the abbreviations
aw,Gσ,is (f)(x) := inf
L∈LGσ (x)
sup
U∈UGσ (x)
Avf,w(L ∩ U) (3.13)
aw,Gσ,si (f)(x) := sup
U∈UGσ (x)
inf
L∈LGσ (x)
Avf,w(L ∩ U), (3.14)
where LGσ (x) := {L ∈ Lσ : L is a union of G-cells and L ∋ x} and U
G
σ (x) := {U ∈ Uσ :
U is a union of G-cells and U ∋ x}
Corollary 3.3. Suppose G is an equidistant grid on Q and f : Q → R and w : Q →
(0,∞) are G-constant functions. Then aw,Gσ,is (f) and a
w,G
σ,si (f) are σ-monotonic represen-
tatives of pwσ (f).
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Proof. Write f| := f |G, w| := w|G and f
∗
| := p
w|
σ (f|) for brevity. Also, write
f∗0 :=
∑
x∈G
f∗| (x)χCG(x). (3.15)
We know that f∗0 is a σ-monotonic representative of p
w
σ (f) by the previous theorem and
that f∗| can be expressed as
inf
LG∈Lσ(G,x0)
sup
UG∈Uσ(G,x0)
Avf|,w|(L
G ∩ UG) = f∗| (x0)
= sup
UG∈Uσ(G,x0)
inf
LG∈Lσ(G,x0)
Avf|,w|(L
G ∩ UG) (x0 ∈ G) (3.16)
by the well-known discrete averaging theorem (Theorem 1.4.4 of [23]), where Lσ(G,x0)
and Uσ(G,x0) is, respectively, the set of all σ-lower or σ-upper subsets of G that contain
x0. With the help of Lemma 3.1, it easily follows that
Lσ(G,x0) =
{
L ∩G : L ∈ LGσ (x0)
}
, Uσ(G,x0) =
{
U ∩G : U ∈ UGσ (x0)
}
(3.17)
for every x0 ∈ G. Also, for every L ∈ L
G
σ (x0) and U ∈ U
G
σ (x0) with x0 ∈ G, the
intersection L ∩ U is a union of G-cells and thus
L ∩ U =
⋃
x∈L∩U∩G
CG(x) ⊃ CG(x0) (L ∈ L
G
σ (x0), U ∈ U
G
σ (x0), x0 ∈ G) (3.18)
(Lemma 3.1). Since f and w are G-constant and G is equidistant, we see by (3.18.a) that∫
L∩U
fw dλ =
∑
x∈L∩U∩G
f(x)w(x) · volG and
∫
L∩U
w dλ =
∑
x∈L∩U∩G
w(x) · volG
and therefore
Avf,w(L ∩ U) = Avf|,w|(L ∩ U ∩G) (L ∈ L
G
σ (x0), U ∈ U
G
σ (x0), x0 ∈ G), (3.19)
where we used that L ∩ U is non-null by (3.18.b). Combining now (3.15), (3.16), (3.17)
and (3.19), we obtain
aw,Gσ,is (f)(x0) = f
∗
0 (x0) = a
w,G
σ,si (f)(x0) (x0 ∈ G). (3.20)
Since the maps Q ∋ x 7→ LGσ (x),U
G
σ (x) are easily seen to be constant on the cells of G and
f∗0 is G-constant as well, the equalities in (3.20) extend to arbitrary x ∈ Q. Consequently,
aw,Gσ,# (f) = f
∗
0 is a σ-monotonic representative of p
w
σ (f) for # ∈ {is, si}, as desired. 
4 Approximation of monotonic regression functions by
grid-constant monotonic regression functions
In this section, we establish two results concerning the approximation of general mono-
tonic regression functions pwσ (f) by monotonic regression functions p
wn
σ (fn) of dyadically
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grid-constant functions fn and wn. In the first result, f is a general square-integrable
function and the approximation is w.r.t. the 2-norm, while in the second result f is even
essentially bounded and the approximation is w.r.t. the ∞-norm. In both results, we
establish simple upper bounds on the approximation error in the respective norm.
In view of the results from the previous section, the approximants pwnσ (fn) are dyad-
ically grid-constant themselves and they are determined by the corresponding discrete
monotonic regression functions. So, with the help of the approximation results below and
the results from the previous section, we can reduce the computation of general mono-
tonic regression functions pwσ (f) to the computation of discrete monotonic regression
functions and, for that purpose, in turn we can use any of the known discrete algorithms
from the literature [2] (Section 2.3), [23] (Section 1.4), [7], [8], [19], [21], [12], [25], [26],
[27], [13] and [28].
In the paper [16], a completely different algorithm is proposed to compute pwσ (f), for
continuous f and w ≡ 1 and σ = (1, . . . , 1). It is inspired by the algorithm from [7],
[8] and, in a nutshell, works as follows: it again and again cycles through all coordinate
directions and in each direction applies a univariate monotonic regression in that direction
(using the pool-adjacent-violators algorithm). In the limit of infinitely many cycles, this
algorithm converges to pwσ (f) (Theorem 1 of [16]), but no information on the rate of
convergence is given in [16]. Additionally, the algorithm from [16] is not as simple as our
general computational methodology. We will use the abbreviations
S(Q, I) := {f : f is a dyadically grid-constant function on Q with values in I} (4.1)
and Sσ(Q, I) := {f ∈ S(Q, I) : f is σ-monotonic} along with the abbreviations
S∞(Q,R) := S(Q,R)
‖·‖∞ and S∞(Q, (0,∞)) :=
⋃
c∈(0,∞)
S(Q, [c,∞))
‖·‖∞ (4.2)
and S∞σ (Q,R) := {f ∈ S
∞(Q,R) : f is σ-monotonic}.
Lemma 4.1. S∞(Q, (0,∞)) ⊃ C(Q, (0,∞)) and for every w ∈ S∞(Q, (0,∞)) there exist
positive constants c, c ∈ (0,∞) such that c ≤ w(x) ≤ c for almost every x ∈ Q.
Proof. Clearly, the second part of the lemma is an immediate consequence of the defini-
tion of S∞(Q, (0,∞)) and we therefore prove only the first part. So, let f ∈ C(Q, (0,∞))
and define
fn :=
∑
x∈Gn
f(x)χCGn (x) (4.3)
where (Gn) is a sequence of dyadic grids on Q with lenGn −→ 0. Since f is uniformly
continuous on the compact set Q, we see that
c := inf
x∈Q
f(x) > 0 and S(Q, [c,∞)) ∋ fn −→
‖·‖∞
f (n→∞) (4.4)
and therefore f ∈ S∞(Q, (0,∞)), as desired. 
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4.1 Approximation in the 2-norm
In this subsection, we prove our approximation result w.r.t. the 2-norm. We need two
lemmas for that purpose.
Lemma 4.2. S(Q,R) is dense in L2(Q,R).
Proof. It is well-known that the set of dyadically constant functions on Rd – that is,
the functions on Rd which for some m ∈ N are constant on all cells of the form [(k1 −
1)/2m, k1/2
m)×· · · × [(kd− 1)/2
m, kd/2
m) with k ∈ Zd – is dense in L2(Rd,R). (See, for
instance, Lemma 2.17 of [15] and its proof or Lemma 3.4.6 in conjunction with Propo-
sition 1.4.1 and Lemma 1.4.2 of [4].) Consequently, we see by restriction to [0, 1]d that
S([0, 1]d,R) is dense in L2([0, 1]d,R). Applying then the bijective affine transformation
[0, 1]d ∋ x 7→ (a1 + x1(b1 − a1), . . . , ad + xd(bd − ad)) ∈ Q,
we obtain the desired density assertion. 
Lemma 4.3. Suppose fn, f ∈ L
2(Q,R) and wn, w ∈ L
∞(Q, [c,∞)) for some c ∈ (0,∞)
such that fn −→ f w.r.t. ‖·‖2 and wn −→ w w.r.t. ‖·‖∞. Then
pwnσ (fn) −→
‖·‖2
pwσ (f) (n→∞). (4.5)
Proof. Clearly, there is also a constant c ∈ (0,∞) such that c ≤ wn, w ≤ c for all n ∈ N
and, moreover,
‖pwnσ (fn)− p
w
σ (f)‖2 ≤ ‖p
wn
σ (fn)− p
wn
σ (f)‖2 + ‖p
wn
σ (f)− p
w
σ (f)‖2 (4.6)
for all n ∈ N. It is easy to show that the first term on the right-hand side of (4.6)
converges to 0. Indeed, by the ‖·‖2,wn-contractivity of p
wn
σ (Proposition 2.6), we have
‖pwnσ (fn)− p
wn
σ (f)‖
2
2 ≤ (1/c) ‖p
wn
σ (fn)− p
wn
σ (f)‖
2
2,wn
≤ (c/c) ‖fn − f‖
2
2 (4.7)
for every n ∈ N. It thus remains to show that the second term on the right-hand side
of (4.6) converges to 0, too. In order to do so, we have only to show that (pwnσ (f)) is a
minimizing sequence for Jf,w|L2σ(Q,R) (Theorem 2.3). Clearly,
pn := p
wn
σ (f) ∈ L
2
σ(Q,R) and f
∗ := pwσ (f) ∈ L
2
σ(Q,R) (4.8)
for all n ∈ N and therefore we have
Jf,w(f
∗) = inf
g∈L2σ(Q,R)
Jf,w(g) ≤ Jf,w(pn) = inf
g∈L2σ(Q,R)
Jf,wn(g) +
∫
Q
|pn − f |
2(w −wn) dλ
≤ Jf,wn(f
∗) +
∫
Q
|pn − f |
2(w − wn) dλ
= Jf,w(f
∗) +
∫
Q
|f∗ − f |2(wn − w) dλ+
∫
Q
|pn − f |
2(w − wn) dλ (4.9)
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for every n ∈ N. Since ‖wn − w‖∞ −→ 0 as n→∞ and since
c ‖pn − f‖
2
2 ≤ Jf,wn(pn) = inf
g∈L2σ(Q,R)
Jf,wn(g) ≤ Jf,wn(0) ≤ c ‖f‖
2
2 (n ∈ N), (4.10)
the two integrals on the right-hand side of (4.9) converge to 0. Consequently, the lower
and upper bound for Jf,w(pn) from (4.9) are asymptotically equal as n→∞ and thus
Jf,w(pn) −→ Jf,w(f
∗) (n→∞). (4.11)
In view of (4.8.a) and (4.11), it is now clear that (pwnσ (f)) = (pn) is a minimizing sequence
for Jf,w|L2σ(Q,R), as desired. 
Theorem 4.4. Suppose f ∈ L2(Q,R) and w ∈ S∞(Q, (0,∞)). Then there exist dyadic
grids Gn on Q and Gn-constant functions fn : Q → R and wn : Q → (0,∞) such that
fn −→ f w.r.t. ‖·‖2 and wn −→ w w.r.t. ‖·‖∞ and
pwnσ (fn) −→
‖·‖2
pwσ (f) (n→∞). (4.12)
In particular, Sσ(Q,R) is dense w.r.t. ‖·‖2 in L
2
σ(Q,R). Additionally, in the special case
where w itself is already dyadically grid-constant, one has the following estimate on the
convergence rate:
‖pwσ (fn)− p
w
σ (f)‖2 ≤ C ‖fn − f‖2 , (4.13)
where C := (c/c)1/2 and c := ess-infx∈Qw(x) and c := ess-supx∈Q w(x).
Proof. In view of the density of S(Q,R) in L2(Q,R) (Lemma 4.2) and the definition of
S∞(Q, (0,∞)), there exist dyadic grids Gfn, Gwn and G
f
n-constant functions fn : Q → R
as well as Gwn -constant functions wn : Q→ (0,∞) such that
fn −→
‖·‖2
f (n→∞) and wn −→
‖·‖∞
w (n→∞). (4.14)
Since the grids Gfn, Gwn are dyadic, their union Gn := G
f
n∪Gwn is just the finer of the two
grids and therefore Gn is dyadic as well and the functions fn, wn are both Gn-constant.
So, by (4.14) and Lemma 4.3, the desired convergence (4.12) follows.
Also, the asserted estimate (4.13) on the convergence rate immediately follows by the
‖·‖2,w-contractivity of p
w
σ (Proposition 2.6).
It remains to prove the density of Sσ(Q,R) in L
2
σ(Q,R). So, let f ∈ L
2
σ(Q,R) and,
moreover, choose fn ∈ S(Q,R) with fn −→ f w.r.t. ‖·‖2 (Lemma 4.2) and w0 := 1.
We then have f = pw0σ (f) and p
w0
σ (fn) ∈ Sσ(Q,R) for every n ∈ N by Theorem 3.2.
Combining these two facts with (4.13), we see that f lies in the ‖·‖2-closure of Sσ(Q,R),
as desired. 
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4.2 Approximation in the ∞-norm
In this subsection, we prove our approximation result w.r.t. the ∞-norm. We need two
lemmas for that purpose.
Lemma 4.5. If ϕ,ψ : S1 × S2 → R are bounded functions on arbitrary sets S1, S2, then∣∣∣ inf
u∈S1
(
sup
v∈S2
ϕ(u, v)
)
− inf
u∈S1
(
sup
v∈S2
ψ(u, v)
)∣∣∣,
∣∣∣ sup
u∈S1
(
inf
v∈S2
ϕ(u, v)
)
− sup
u∈S1
(
inf
v∈S2
ψ(u, v)
)∣∣∣
≤ sup
(u,v)∈S1×S2
∣∣ϕ(u, v) − ψ(u, v)∣∣. (4.15)
Proof. We begin with the following elementary observation (which follows directly from
the definition of suprema): if α, β : S → R are bounded functions on any set S, then∣∣ sup
s∈S
α(s)− sup
s∈S
β(s)
∣∣ ≤ sup
s∈S
|α(s)− β(s)|. (4.16)
Applying this observation twice, in conjunction with the fact that
inf
s∈S
γ(s) = − sup
s∈S
(−γ(s)) (4.17)
for any function γ : S → R, we immediately obtain the desired estimates (4.15). 
Lemma 4.6. Suppose fn, f ∈ L
∞(Q,R) and wn, w ∈ L
∞(Q, [c,∞)) for some c ∈
(0,∞) such that fn −→ f w.r.t. ‖·‖∞ and wn −→ w w.r.t. ‖·‖∞. Then Q
>
Q ∋ E 7→
Avfn,wn(E),Avf,w(E) are bounded functions and
sup
E∈Q>Q
∣∣Avfn,wn(E)−Avf,w(E)∣∣ −→ 0 (n→∞). (4.18)
Proof. Clearly, there is also a constant c ∈ (0,∞) such that c ≤ wn, w ≤ c for all n ∈ N
and, moreover,
Avfn,wn(E) =
ϕfn,wn(E)
ψwn(E)
and Avf,w(E) =
ϕf,w(E)
ψw(E)
(4.19)
for E ∈ Q>Q, where ϕf ′,w′(E), ψw′(E) for arbitrary f
′ ∈ L∞(Q,R), w′ ∈ L∞(Q, [c,∞))
are defined by
ϕf ′,w′(E) :=
1
λ(E)
∫
E
f ′w′ dλ and ψw′(E) :=
1
λ(E)
∫
E
w′ dλ. (4.20)
Since for all f ′ ∈ L∞(Q,R), w′ ∈ L∞(Q, [c,∞)) and E ∈ Q>Q
ϕf ′,w′(E) ≤
∥∥f ′∥∥
∞
∥∥w′∥∥
∞
and ψw′(E) ≥ c, (4.21)
we see that Q>Q ∋ E 7→ Avfn,wn(E),Avf,w(E) are bounded functions. Since, moreover,∣∣ϕfn,wn(E)− ϕf,w(E)∣∣ ≤ ‖fnwn − fw‖∞ ≤ ‖fn − f‖∞ c+ ‖f‖∞ ‖wn − w‖∞ , (4.22)∣∣ψwn(E)− ψw(E)∣∣ ≤ ‖wn − w‖∞ , (4.23)
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we also see that
∣∣Avfn,wn(E) −Avf,w(E)∣∣
≤
1
ψwn(E)
∣∣ϕfn,wn(E)− ϕf,w(E)∣∣+
∣∣∣∣ 1ψwn(E) −
1
ψwn(E)
∣∣∣∣∣∣ϕf,w(E)∣∣
≤ (c/c) ‖fn − f‖∞ + ‖f‖∞ (1/c+ c/c
2) ‖wn − w‖∞ (4.24)
for all E ∈ Q>Q and n ∈ N, which yields the desired uniform convergence (4.18). 
Theorem 4.7. Suppose f ∈ S∞(Q,R) and w ∈ S∞(Q, (0,∞)). Then there exist dyadic
grids Gn on Q and Gn-constant functions fn : Q → R and wn : Q → (0,∞) such that
fn −→ f w.r.t. ‖·‖∞ and wn −→ w w.r.t. ‖·‖∞ and
pwnσ (fn) −→
‖·‖∞
pwσ (f) (n→∞). (4.25)
In particular, Sσ(Q,R) is dense w.r.t. ‖·‖∞ in S
∞
σ (Q,R). Additionally, in the special
case where w itself is already dyadically grid-constant, one has the following estimate on
the convergence rate:
‖pwσ (fn)− p
w
σ (f)‖∞ ≤ ‖fn − f‖∞ . (4.26)
Proof. In view of the definitions of S∞(Q,R) and S∞(Q, (0,∞)), there exist dyadic
grids Gfn, Gwn and G
f
n-constant functions fn : Q → R as well as G
w
n -constant functions
wn : Q→ (0,∞) such that
fn −→
‖·‖∞
f (n→∞) and wn −→
‖·‖∞
w (n→∞). (4.27)
Since the grids Gfn, Gwn are dyadic, the union Gn :=
⋃n
m=1G
f
m ∪ Gwm is dyadic as well
and the functions fn, wn are also Gn-constant (Gn is just the finest of the 2n grids in
the union). In fact, we see that all the functions fm, wm with m ≤ n are Gn-constant.
So, by Corollary 3.3, awm,Gnσ,# (fm) is a representative of p
wm
σ (fm) for every m ≤ n and
awn,Gnσ,# (fn) is a representative of p
wn
σ (fn) with # ∈ {is, si} and, thus,
‖pwnσ (fn)− p
wm
σ (fm)‖∞ ≤ sup
x∈Q
∣∣awn,Gnσ,# (fn)(x)− awm,Gnσ,# (fm)(x)∣∣
≤ sup
x∈Q
sup
(L,U)∈LGnσ (x)×U
Gn
σ (x)
∣∣Avfn,wn(L ∩ U)−Avfm,wm(L ∩ U)∣∣
≤ sup
E∈Q>Q
∣∣Avfn,wn(E)−Avfm,wm(E)∣∣ (m ≤ n) (4.28)
by virtue of Lemma 4.5 and the boundedness part of Lemma 4.6. In view of (4.27), (4.28)
and the convergence part of Lemma 4.6, we now see that (pwnσ (fn)) is a Cauchy sequence
w.r.t. ‖·‖∞ and hence converges to some f
∗ ∈ L∞(Q,R) w.r.t. ‖·‖∞. Since (p
wn
σ (fn)),
by (4.27) and Lemma 4.3, also converges to pwσ (f) w.r.t. the weaker norm ‖·‖2, the limits
must coincide, which proves the desired convergence (4.25).
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Also, the asserted estimate (4.26) on the convergence rate immediately follows by the
‖·‖∞-contractivity of p
w
σ (Proposition 2.6).
It remains to prove the density of Sσ(Q,R) in S
∞
σ (Q,R). So, let f ∈ S
∞
σ (Q,R) and,
moreover, choose fn ∈ S(Q,R) with fn −→ f w.r.t. ‖·‖∞ and w0 := 1. We then have,
in particular, f ∈ L2σ(Q,R) by the definition of S
∞
σ (Q,R) and therefore f = p
w0
σ (f). We
also have pw0σ (fn) ∈ Sσ(Q,R) for every n ∈ N by Theorem 3.2. Combining these facts
with (4.26), we see that f lies in the ‖·‖∞-closure of Sσ(Q,R), as desired. 
5 Characterization of monotonic regression functions
In this section, we deal with generalized monotonic regression problems, which naturally
arise in maximum smoothed likelihood estimation [9]. We will show that for a given
square-integrable function f and a weight function w, the solution of a wide class of gen-
eralized monotonic regression problems is nothing but the solution pwσ (f) of the standard
monotonic regression problem treated so far.
We begin by extending a well-known identity from the discrete case (Theorem 1.3.6
of [23]) to non-discrete situations.
Lemma 5.1. Suppose f ∈ L2(Q,R), w ∈ S∞(Q, (0,∞)) and let f∗ := pwσ (f). Then
〈f − f∗, ϕ ◦ f∗〉2,w = 0 (5.1)
for every function ϕ : R→ R of bounded variation.
Proof. We proceed in four steps. As a first step, we prove the assertion for bounded
continuous functions ϕ. So, let ϕ be bounded and continuous. Choose dyadic grids Gn
and Gn-constant functions fn : Q → R and wn : Q → (0,∞) according to Theorem 4.4
and write f∗n := p
wn
σ (fn). We then have, by (4.12) of that theorem, that
f∗n −→
‖·‖2
f∗ (n→∞) (5.2)
and therefore, by the assumed continuity and boundedness of ϕ and the dominated
convergence theorem,
ϕ ◦ f∗n −→
‖·‖2
ϕ ◦ f∗ (n→∞). (5.3)
Also, by virtue of Theorem 3.2, we have that
f∗n =
∑
x∈G
f∗n|(x)χCGn (x) (n ∈ N), (5.4)
where f∗n| := p
wn|
σ (fn|) with fn| := fn|Gn and wn| := wn|Gn . So, on the one hand, it
follows by (5.4) and the Gn-constancy of fn, f
∗
n, wn and the equidistance of Gn that
〈fn − f
∗
n, ϕ ◦ f
∗
n〉2,wn =
∑
x∈Gn
(
fn|(x)− f
∗
n|(x)
)
ϕ(f∗n|(x))wn(x) · volGn = 0 (5.5)
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for all n ∈ N, where in the second equality we used the discrete analog of the lemma
(Theorem 1.3.6 in [23]). And, on the other hand, it follows by the choice of fn, wn and
by (5.2), (5.3) that
〈fn − f
∗
n, ϕ ◦ f
∗
n〉2,wn −→ 〈f − f
∗, ϕ ◦ f∗〉2,w (n→∞). (5.6)
Combining (5.5) and (5.6), we obtain the desired equation (5.1) for bounded continuous
functions ϕ.
As a second step, we prove the assertion for functions ϕ of the form χ[c,∞) or χ(c,∞)
with c ∈ R. So, let ϕ = χ[c,∞) or ϕ = χ(c,∞) with some c ∈ R. We can then, of course,
find bounded continuous functions ϕn : R → [0, 1] (ramp functions with steeper and
steeper ramps) such that
ϕn(u) −→ ϕ(u) (n→∞) and |ϕn(u)| ≤ 1 (n ∈ N) (5.7)
for every u ∈ R. Consequently, the desired equation (5.1) follows by the dominated
convergence theorem and the first step.
As a third step, we prove the assertion for bounded monotonically increasing functions
ϕ. So, let ϕ be bounded and monotonically increasing. We can then decompose ϕ into
a bounded continuous part ϕc : R→ R and a purely discrete part:
ϕ(u) = ϕc(u) +
∑
k∈K
h−k χ[ck,∞)(u) +
∑
k∈K
h+k χ(ck,∞)(u) (u ∈ R), (5.8)
where (ck)k∈K is an enumeration of the countably many discontinuities of ϕ,
h−k := ϕ(ck)− ϕ(ck−) and h
+
k := ϕ(ck+)− ϕ(ck),
and the sums in (5.8) are uniformly convergent (Lemma 1.6.3 of [29]). Consequently, the
desired equation (5.1) follows by the first step and second step.
As a fourth step, we finally exploit that every function ϕ : R→ R of bounded variation
can be written as the difference ϕ = ϕ1 − ϕ2 of two bounded monotonically increasing
functions ϕ1, ϕ2 (Proposition 4.4.2 of [4]). And therefore, the general assertion of the
lemma follows by the third step. 
Corollary 5.2. Suppose f ∈ L2(Q,R), w ∈ S∞(Q, (0,∞)) and let f∗ := pwσ (f). Then
Avf,w(L ∩ {f
∗ ≥ c}) ≥ c and Avf,w({f
∗ ≤ c} ∩ U) ≤ c (5.9)
for every c ∈ R and every L ∈ Lmbσ := Lσ ∩ QQ and U ∈ U
mb
σ := Uσ ∩ QQ such that
L ∩ {f∗ ≥ c} and {f∗ ≤ c} ∩ U are non-null sets. In particular,
Avf,w({f
∗ = c}) = c (5.10)
for every c ∈ R for which {f∗ = c} is a non-null set. Additionally, if I ⊂ R is any
interval with f(x) ∈ I for a.e. x ∈ Q, then one also has f∗(x) ∈ I for a.e. x ∈ Q.
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Proof. We proceed in four steps. As a first step, we prove (5.9.a). So, let c ∈ R and
L ∈ Lmbσ . We then have∫
L∩{f∗≥c}
fw dλ− c
∫
L∩{f∗≥c}
w dλ ≥
∫
L∩{f∗≥c}
(f − f∗)w dλ
=
∫
{f∗≥c}
(f − f∗)w dλ−
∫
Q\L∩{f∗≥c}
(f − f∗)w dλ
=
〈
f − f∗, χ[c,∞) ◦ f
∗
〉
2,w
−
〈
f − f∗, χQ\L · χ[c,∞) ◦ f
∗
〉
2,w
. (5.11)
Since χ[c,∞) is of bounded variation, the first scalar product on the right-hand side
of (5.11) is equal to 0 by Lemma 5.1. Since, moreover, χQ\L is σ-monotonic by Lemma 2.1
and since f∗ ∈ L2σ(Q,R) and χ[c,∞) is monotonically increasing, it follows that
χQ\L · χ[c,∞) ◦ f
∗ ∈ L2σ(Q,R)
and therefore the second scalar product on the right-hand side of (5.11) is less than or
equal to 0 by Proposition 2.4. Consequently,∫
L∩{f∗≥c}
fw dλ− c
∫
L∩{f∗≥c}
w dλ ≥ 0, (5.12)
and therefore (5.9.a) holds true whenever L ∩ {f∗ ≥ c} is non-null, as desired.
As a second step, we prove (5.9.b). So, let c ∈ R and U ∈ Umbσ such that {f
∗ ≤ c}∩U
is non-null. We then have
−f∗ = −pwσ (f) = p
w
−σ(−f) =: (−f)
∗ and U ∈ Umbσ = L
mb
−σ (5.13)
by virtue of Lemma 2.7 and therefore
Avf,w({f
∗ ≤ c} ∩ U) = Avf,w({(−f)
∗ ≥ −c} ∩ U)
= −Av−f,w(U ∩ {(−f)
∗ ≥ −c}) ≤ c (5.14)
by virtue of the first step applied to −f,w and −σ, as desired.
As a third step, we prove (5.10). Indeed, applying Lemma 5.1 with ϕ := χ{c}, we get∫
{f∗=c}
f − cdλ =
∫
{f∗=c}
(f − f∗) · χ{c} ◦ f
∗ dλ = 0 (5.15)
for every c ∈ R. And from this, in turn, (5.10) is obvious. (Alternatively, we could also
observe that (5.9) extends to L ∈ L
mb
σ and U ∈ U
mb
σ and apply this extended relation to
L := {f∗ ≤ c} and U := {f∗ ≥ c} which do belong, respectively, to L
mb
σ and U
mb
σ by the
remarks around (2.21).)
As a fourth step, we prove the remaining interval-preservation property. What we have
to show for that purpose is that the projection pwσ preserves all strict and all non-strict
inequalities (in the a.e. sense) of the forms
f > c, f < c, f ≥ c, f ≤ c (5.16)
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between f and a constant c ∈ R, respectively. In view of Proposition 2.5(ii) and 2.6(ii),
the preservation of the non-strict inequalities in (5.16) is clear. And in view of (5.14.a),
it is sufficient to prove the preservation of just one of the strict inequalities in (5.16). So,
let c ∈ R and
f(x) > c for a.e. x ∈ Q (5.17)
We then have at least f∗ = pwσ (f) ≥ p
w
σ (c) = c by the preservation of the non-strict
inequalities in (5.16). It thus remains to show that {f∗ = c} is a null set – but this is an
immediate consequence of (5.15) and (5.17). 
Lemma 5.3. If ϕ : I → R∪{±∞} is monotonically increasing on an interval I ⊂ R and
finite on the interior of I, then there exist bounded monotonically increasing functions
ϕn : R→ R such that
ϕn ◦ g −→
‖·‖2
ϕ ◦ ϕ (n→∞) (5.18)
for every function g : Q→ I with ϕ ◦ g ∈ L2(Q,R).
Proof. Write α := inf I ∈ R ∪ {−∞} and β := sup I ∈ R ∪ {∞} and choose αn, βn ∈
(α, β) = int I with
αn ց α (n→∞) and βn ր β (n→∞). (5.19)
We then define the functions ϕn by
ϕn(u) := ϕ(αn)χ(−∞,αn)(u) + ϕ(u)χ[αn,βn](u) + ϕ(βn)χ(βn,∞)(u) (u ∈ R). (5.20)
It is straightforward to verify that ϕn is bounded and monotonically increasing and it
remains to establish (5.18). So, let g : Q → I be a function with ϕ ◦ g ∈ L2(Q,R). It
then follows directly from the definition (5.20) that
‖ϕn ◦ g − ϕ ◦ g‖
2
2 =
∫
Q
h−n (x) dx+
∫
Q
h+n (x) dx (5.21)
where h−n (x) := |ϕ(αn)−ϕ(g(x))|
2χ{g<αn}(x) and h
+
n (x) := |ϕ(βn)−ϕ(g(x))|
2χ{g>βn}(x)
for x ∈ Q and n ∈ N. Since ϕ and (αn), (βn) are monotonic, we easily see that
h±n (x) −→ 0 (n→∞) (5.22)
for every x ∈ Q and that (h±n ) is monotonically decreasing and thus
0 ≤ h±n+1 ≤ h
±
n ≤ h
±
1 (n ∈ N). (5.23)
Since h±1 is integrable by our assumption on g, the right-hand side of (5.21) converges to
0 as n→∞ by the dominated convergence theorem, as desired. 
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With the above lemmas at hand, we can now establish the main result of the section.
It is a generalization of a result from [9] (Theorem 1), where the case of univariate and
continuous functions f and w is considered. We proceed in a very different way than [9].
As in [24], by Φ′−(u) and Φ
′
+(u) we mean the left or, respectively, the right derivative of
the function Φ at u ∈ R.
Theorem 5.4. Suppose f ∈ L2(Q,R) and w ∈ S∞(Q, (0,∞)) and write f∗ := pwσ (f).
Suppose further that Φ : I → R is a convex function on an interval I ⊂ R and let
ϕ : I → R ∪ {±∞} be any function with Φ′−(u) ≤ ϕ(u) ≤ Φ
′
+(u) for u ∈ I, such that
I ⊃ f(Q) (5.24)
(or, more precisely, I ⊃ f0(Q) for some representative f0 of f) and such that
Φ ◦ f,Φ ◦ g ∈ L1(Q,R) and ϕ ◦ g ∈ L2(Q,R) (5.25)
for all g ∈ L2σ(Q, I). Then f
∗ is a minimizer of the functional JΦf,w|L2σ(Q,I) with
JΦf,w(g) :=
∫
Q
∆Φ(f(x), g(x))w(x) dx (g ∈ L
2
σ(Q, I)), (5.26)
where ∆Φ(u, v) := Φ(u) − Φ(v) − ϕ(v)(u − v) for u, v ∈ I. If Φ is even strictly convex,
then f∗ is the only minimizer of JΦf,w|L2σ(Q,I).
Proof. With our preparations from the above lemmas at hand, we can proceed along the
lines of proof of the discrete version of the theorem (Theorem 1.5.1 in [23]). Indeed,
∆Φ(r, t) = ∆Φ(r, s) + ∆Φ(s, t) + (r − s)(ϕ(s) − ϕ(t)) (r, s, t ∈ I) (5.27)
by straightforward calculation using the definition of ∆Φ and, moreover,
f∗ = pwσ (f) ∈ L
2
σ(Q, I) (5.28)
by the assumption (5.24) and Corollary 5.2. Consequently,
∫
Q
∆Φ(f(x), g(x))w(x) dx −
∫
Q
∆Φ(f(x), f
∗(x))w(x) dx −
∫
Q
∆Φ(f
∗(x), g(x))w(x) dx
=
∫
Q
(
f(x)− f∗(x)
)(
ϕ(f∗(x)) − ϕ(g(x))
)
w(x) dx
= 〈f − f∗, ϕ ◦ f∗〉2,w − 〈f − f
∗, ϕ ◦ g〉2,w (g ∈ L
2
σ(Q, I)), (5.29)
where all integrals are well-defined and finite by (5.28) and our assumption (5.25). Since
Φ is convex by assumption, the function ϕ : I → R ∪ {±∞} is monotonically increasing
and finite on the interior of I by Theorem 24.1 of [24] (or more precisely the first part
of it, for which no closedness assumption has to be imposed on Φ). And therefore,
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by Lemma 5.3 and (5.25.b), we can find bounded monotonically increasing functions
ϕn : R→ R such that
ϕn ◦ g −→
‖·‖2
ϕ ◦ g (n→∞) (g ∈ L2σ(Q, I)). (5.30)
Since ϕn is increasing for every n ∈ N, we also have
ϕn ◦ g ∈ L
2
σ(Q,R) (g ∈ L
2
σ(Q, I)). (5.31)
Applying now (5.30) and (5.28) to (5.29) and then using Lemma 5.1 as well as Proposi-
tion 2.4 with (5.31), we obtain
∫
Q
∆Φ(f(x), g(x))w(x) dx ≥
∫
Q
∆Φ(f(x), f
∗(x))w(x) dx
+
∫
Q
∆Φ(f
∗(x), g(x))w(x) dx (g ∈ L2σ(Q, I)). (5.32)
Since ϕ(v) is a subgradient of Φ at v for every v ∈ I (Theorem 23.2 of [24]), we have
∆Φ(u, v) ≥ 0 (u, v ∈ I) (5.33)
by the subradient inequality for convex functions. In view of (5.28) and (5.32), (5.33), it
is now clear that f∗ is a minimizer of JΦf,w|L2σ(Q,I), as desired. In the special case where Φ
is even strictly convex, we have strict inequality in (5.33) for all u, v ∈ I with u 6= v and
hence the second integral on the right-hand side of (5.32) is strictly positive for every
g ∈ L2σ(Q, I) with g 6= f
∗. So, JΦf,w|L2σ(Q,I) can have no other minimizer apart from f
∗,
as desired. 
In the special case where Φ : I → R is a continuously differentiable convex function
on a compact interval I ⊃ f(Q), the integrability assumptions (5.25) are, of course,
automatically satisfied. In the extreme special case
Φ(u) := u2 (u ∈ I) with I := R, (5.34)
one has ∆Φ(u, v) = |u − v|
2 for u, v ∈ I and therefore the problem of minimizing
JΦf,w|L2σ(Q,I) in this extreme special case is nothing but the standard monotonic regression
problem of minimizing Jf,w|L2σ(Q,R). In this sense, the problem of minimizing J
Φ
f,w|L2σ(Q,I)
for general convex functions Φ on general intervals I is a generalized monotonic regression
problem and the above theorem says that for given f and w, all generalized regression
problems with strictly convex functions Φ have the same solution as the standard mono-
tonic regression problem, namely pwσ (f).
6 Continuity of monotonic regression functions
In this section, we deal with the special case of continuous functions f and w. We will
show that in this case the monotonic regression function pwσ (f) is continuous as well and
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has a closed-form representation in terms of averaging expressions, namely
awσ,is(f)(x) := inf
L∈Lroσ (x)
sup
U∈Uroσ (x)
Avf,w(L ∩ U) (6.1)
awσ,si(f)(x) := sup
U∈Uroσ (x)
inf
L∈Lroσ (x)
Avf,w(L ∩ U), (6.2)
where Lroσ (x) := {L ∈ Lσ : L is relatively open in Q and L ∋ x} and U
ro
σ (x) := {U ∈
Uσ : U is relatively open in Q and U ∋ x} for x ∈ Q. Clearly, L∩U is non-null for every
L ∈ Lroσ (x) and U ∈ U
ro
σ (x) and therefore (6.1) and (6.2) define well-defined bounded
functions for all f ∈ L∞(Q,R) and w ∈ L∞(Q, [c,∞)) with c ∈ (0,∞) (Lemma 4.6).
We begin by establishing an averaging formula in the case of grid-constant functions
f and w. Compared to the representation from Corollary 3.3, the essential difference is
that the sets the infimum and supremum are taken over do not depend on the grid G on
the cells of which f and w are constant.
Lemma 6.1. Suppose G is an equidistant grid on Q and f : Q→ R and w : Q→ (0,∞)
are G-constant functions. Suppose further σ ∈ {−1, 1}d. Then awσ,is(f) and a
w
σ,si(f) are
σ-monotonic representatives of pwσ (f) that are constant on the relative interior of every
cell of G.
Proof. We proceed in four steps, starting with some preliminary considerations. Set
f∗0 :=
∑
x∈G
pw|Gσ (f |G)(x)χCGσ (x), (6.3)
where CGσ (x) for a given x ∈ Q is the σ-lower semiclosed and σ-upper relatively semiopen
cell of G that contains x. What we mean by such a cell is a set C of the form
C = I1 × · · · × Id
where the Ii are partition intervals of the partitions Pi = {tik : k ∈ {0, . . . ,mi}} defining
G of the following forms: in case σi = 1,
Ii = [tik−1, tik) for some k ∈ {1, . . . ,mi − 1} or Ii = [timi−1, timi ]
and, in case σi = −1,
Ii = [ti0, ti1] or Ii = (tik−1, tik] for some k ∈ {2, . . . ,mi}.
Since σ ∈ {−1, 1}d by assumption, this is a complete case distinction.
As a first step, we show that f∗0 is a σ-monotonic representative of p
w
σ (f) that is
constant on the relative interior of every G-cell. Indeed, by our definition of grids, every
grid point x ∈ G is the midpoint of its lower semiclosed and upper relatively semiopen cell
CG(x) as well as of its σ-lower semiclosed and σ-upper relatively semiopen cell CGσ (x).
And therefore, CGσ (x) and C
G(x) can differ at most at the boundary, more precisely:
r-intCGσ (x) = r-intC
G(x). (6.4)
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So, by Theorem 3.2 and (6.4), the function f∗0 is a representative of p
w
σ (f) and is constant
on the relative interior of every G-cell. Also, f∗0 is σ-monotonic by the σ-monotonicity
of p
w|G
σ (f |G) and the analog of Lemma 3.1(i) for C
G
σ (x) instead of C
G(x).
As a second step, we show that awσ,is(f)(x) = f
∗
0 (x) for every x ∈ Q. So, let x ∈ Q be
fixed for the rest of this step and write c := f∗0 (x). We then have for every U ∈ U
ro
σ (x)
and L ∈ Lroσ (x) positive numbers εU , εL > 0 such that
{f∗0 ≤ c} ∩ U ⊃ C
G
σ (x) ∩BεU (x) and L ∩ {f
∗
0 ≥ c} ⊃ BεL(x) ∩C
G
σ (x)
and the sets on the right-hand sides of these inclusions clearly have a non-empty interior
and thus are non-null sets. Consequently,
Avf,w({f
∗
0 ≤ c} ∩ U) ≤ c (U ∈ U
ro
σ (x)) (6.5)
Avf,w(L ∩ {f
∗
0 ≥ c}) ≥ c (L ∈ L
ro
σ (x)) (6.6)
by virtue of Corollary 5.2. Since f∗0 is σ-monotonic by the first step, we have
x ∈ {f∗0 ≤ c} ∈ Lσ and x ∈ {f
∗
0 ≥ c} ∈ Uσ (6.7)
(Lemma 2.1). Since, moreover, by (6.3) the sets {f∗0 ≤ c} and {f
∗
0 ≥ c} are unions of σ-
lower semiclosed σ-upper relatively semiopen grid cells, {f∗0 ≤ c} is actually a relatively
open σ-lower set in Q and there exist relatively open σ-upper sets Un in Q such that
Un+1 ⊂ Un (n ∈ N) and {f
∗
0 ≥ c} ⊂
∞⋂
n=1
Un ⊂ {f∗0 ≥ c}. (6.8)
(Choose, for instance, Un := {y ∈ Q : |yi − ui|∞ < 1/n for some u ∈ {f
∗
0 ≥ c}} for
n ∈ N.) So, we have
{f∗0 ≤ c} ∈ L
ro
σ (x) (6.9)
Un ∈ U
ro
σ (x) and Avf,w(L ∩ {f
∗
0 ≥ c}) = limn→∞
Avf,w(L ∩ Un) (6.10)
for every L ∈ Lroσ (x). And therefore
awσ,is(f)(x) ≤ sup
U∈Uroσ (x)
Avf,w({f
∗
0 ≤ c} ∩ U) ≤ c (6.11)
by virtue of (6.5) and (6.9), as well as
c ≤ inf
L∈Lroσ (x)
Avf,w(L ∩ {f
∗
0 ≥ c}) = inf
L∈Lroσ (x)
lim
n→∞
Avf,w(L ∩ Un) ≤ a
w
σ,is(f)(x) (6.12)
by virtue of (6.6) and (6.10). Combining now (6.11) and (6.12), we arrive at the desired
conclusion awσ,is(f)(x) = c = f
∗
0 (x) of the second step.
As a third step, we prove the inf-sup part of the lemma, which concerns awσ,is(f).
Indeed, by the first and second step, we see that awσ,is(f) = f
∗
0 is a σ-monotonic repre-
sentative of pwσ (f) that is constant on the relative interior of every G-cell, which is the
desired conclusion of the third step.
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As a fourth step, we prove the sup-inf part of the lemma, which concerns awσ,si(f).
Indeed, as U roσ (x) = L
ro
−σ(x) and L
ro
σ (x) = U
ro
−σ(x) by Lemma 2.7(ii), we see that
awσ,si(f)(x) = − inf
U∈Uroσ (x)
(
− inf
L∈Lroσ (x)
Avf,w(L ∩ U)
)
= − inf
U∈Uroσ (x)
sup
L∈Lroσ (x)
(
−Avf,w(L ∩ U)
)
= − inf
U∈Lro−σ(x)
sup
L∈Uro−σ(x)
Av−f,w(L ∩ U) = −a
w
−σ,is(−f)(x) (x ∈ Q). (6.13)
Applying the inf-sup part of the lemma with the G-constant functions −f,w and with
−σ ∈ {−1, 1}d, we further see that −aw−σ,is(−f) is σ-monotonic representative of
−pw−σ(−f) = p
w
σ (f) (6.14)
(Lemma 2.7(i)) that is constant on the relative interior of every G-cell. In view of (6.13),
this is the desired conclusion of the fourth step. 
Lemma 6.2. Suppose x0 ∈ Q. Then there exist equidistant grids Gn on Q such that
their cells’ maximal edge length lenGn tends to zero as n → ∞ and such that x0 lies in
the relative interior of its Gn-cell for every n ∈ N.
Proof. We have to show that for every ε > 0 there exists an equidistant grid G on Q
such that
lenG ≤ ε and x0 ∈ r-intC
G(x0). (6.15)
So, let ε > 0 and let P := P1 × · · · × Pd with partitions
Pi :=
{
ai +
k
pi
(bi − ai) : i ∈ {0, . . . , pi}
}
, (6.16)
where the numbers pi are chosen as follows: in case (x0i − ai)/(bi − ai) /∈ Q,
pi ∈ N and pi ≥ 1/ε (6.17)
and in case (x0i − ai)/(bi − ai) ∈ Q,
pi ∈ P and pi ≥ 1/ε and pi ≥ ni + 1 (6.18)
with P being the set of all primes and with ni being the denominator of the irreducible
fractional representation of (x0i − ai)/(bi − ai) ∈ Q. Also, let G be the grid on Q
that is determined by P = P1 × · · · × Pd. Since the partitions Pi are equidistant with
lenPi = 1/pi ≤ ε by virtue of (6.17.b) and (6.18.b), our grid G is equidistant and
satisfies (6.15.a). In order to prove (6.15.b), we now show that x0 lies on none of the grid
hyperplanes Hik that run through the interior of Q, that is,
x0 /∈ Hik :=
{
x ∈ Rd : xi = ai +
k
pi
(bi − ai)
}
(6.19)
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for every k ∈ {1, . . . , pi − 1} and i ∈ {1, . . . , d}. Assume, on the contrary, that x0i =
ai + (k/pi)(bi − ai) for some k ∈ {1, . . . , pi − 1} and some i ∈ {1, . . . , d}. Then
Q ∩ (0, 1) ∋
k
pi
=
x0i − ai
bi − ai
=
mi
ni
(6.20)
for some coprime positive integers mi, ni ∈ N. Consequently,
pi ∈ P and pi ≥ ni + 1 (6.21)
by our choice of the pj and, moreover, ni divides kni = mipi. As mi and ni are coprime,
ni must divide pi and therefore ni = 1 by virtue of (6.21). In view of (6.20), we thus
obtain the desired contradiction
1 >
k
pi
=
mi
ni
= mi ≥ 1. (6.22)
So, (6.19) is proven and this in turn implies (6.15.b). 
With the above lemmas at hand, we can now establish the main result of the section.
It is a generalization of a result from [9] (Theorem 1 and Lemma 1), where the case of
univariate functions f and w is considered. We proceed in a completely different way
than [9] because the strategy of proof from [9] does not carry over to multivariate situa-
tions. After the proof below, we also sketch a simple alternative proof of the continuity
result in the univariate special case from [9].
Theorem 6.3. Suppose f ∈ C(Q,R) and w ∈ C(Q, (0,∞)). Then pwσ (f) has a unique
continuous and σ-monotonic representative f∗0 and
a
w(·&x˙)
σˆ,is
(
f(·&x˙)
)
(xˆ) = f∗0 (x) = a
w(·&x˙)
σˆ,si
(
f(·&x˙)
)
(xˆ) (x = xˆ&x˙ ∈ Q). (6.23)
Proof. (i) We first confine ourselves to the special case σ ∈ {−1, 1}d and prove in two
steps that
f# := a
w
σ,#(f) (# ∈ {is, si}) (6.24)
is a σ-monotonic representative of pwσ (f) that is continuous at every x0 ∈ Q. So, let
x0 ∈ Q be fixed for the rest of part (i) of the proof and let Gn be equidistant grids on Q
such that
lenGn −→ 0 (n→∞) and x0 ∈ r-intC
Gn(x0) (n ∈ N) (6.25)
(Lemma 6.2). Also, define the Gn-constant functions
fn :=
∑
x∈Gn
f(x)χCGn (x) and wn :=
∑
x∈Gn
w(x)χCGn (x) (6.26)
as well as the functions fn# := a
wn
σ,#(fn) for # ∈ {is, si} and n ∈ N. (It should be noticed
that while the grids Gn – and hence also the functions fn, wn, fn# – depend on x0, the
function f# does not.)
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As a first step, we show that f# is a σ-monotonic representative of p
w
σ (f) for # ∈
{is, si}. Since, by assumption, f and w are continuous and hence uniformly continuous
on Q, it follows by (6.25.a) and (6.26) that
fn −→
‖·‖∞
f (n→∞) and wn −→
‖·‖∞
w (n→∞) (6.27)
c ≤ wn(x) ≤ c (x ∈ Q and n ∈ N) (6.28)
for some positive constants c, c ∈ (0,∞). So, by Lemma 4.6,
sup
E∈Q>Q
∣∣Avfn,wn(E)−Avf,w(E)∣∣ −→ 0 (n→∞) (6.29)
and Q>Q ∋ E 7→ Avfn,wn(E),Avf,w(E) are bounded functions. So, by Lemma 4.5,
sup
x∈Q
∣∣fn#(x)− f#(x)∣∣ ≤ sup
x∈Q
sup
(L,U)∈Lroσ (x)×U
ro
σ (x)
∣∣∣Avfn,wn(L ∩ U)−Avf,w(L ∩ U)
∣∣∣
≤ sup
E∈Q>Q
∣∣Avfn,wn(E) −Avf,w(E)∣∣ (n ∈ N). (6.30)
Combining (6.29) and (6.30), we obtain the uniform convergence
fn# −→
‖·‖sup
f# (n→∞). (6.31)
Since fn# = a
wn
σ,#(fn) is a representative of p
wn
σ (fn) by Lemma 6.1, we also have that
fn# = p
wn
σ (fn) −→
‖·‖2
pwσ (f) (n→∞) (6.32)
by virtue of (6.27) and (6.28) and Lemma 4.3. In view of (6.31) and (6.32), f# is a rep-
resentative of pwσ (f). Since, moreover, the functions fn# are σ-monotonic by Lemma 6.1,
the function f#, in view of (6.31), is σ-monotonic as well.
As a second step, we show that f# is continuous at x0 for # ∈ {is, si}. So, let ε > 0.
In view of (6.31), there is an n0 ∈ N such that
‖fn0# − f#‖sup ≤ ε/2. (6.33)
Also, in view of (6.25.b), there is a δ > 0 such that
Bδ(x0) ∩Q ⊂ r-intC
Gn0 (x0). (6.34)
and therefore, by the constancy of fn0# on the relative interior of the cells of Gn0 shown
in Lemma 6.1,
fn0#(x) = fn0#(x0) (x ∈ Bδ(x0) ∩Q). (6.35)
Combining now (6.33) and (6.35), we see that
|f#(x)− f#(x0)| ≤ ε (x ∈ Bδ(x0) ∩Q). (6.36)
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In other words, f# is continuous at x0, as desired.
(ii) We now move on to the general case σ ∈ {−1, 0, 1}d and prove the assertion of the
theorem in three steps. We define the functions f# for # ∈ {is, si} by
f#(x) := a
w(·&x˙)
σˆ,#
(
f(·&x˙)
)
(xˆ) (x = xˆ&x˙ ∈ Q). (6.37)
As a first step, we observe that f#(·&x˙) for every x˙ ∈ Q˙ is a continuous σˆ-monotonic
representative of p
w(·&x˙)
σˆ
(
f(·&x˙)
)
. Indeed, this immediately follows from part (i) of the
proof applied to
f(·&x˙) ∈ C(Qˆ,R) and w(·&x˙) ∈ C(Qˆ, (0,∞)).
As a second step, we show that f# is continuous. So, let x, xn ∈ Q with xn −→ x as
n→∞. Since f and w are continuous at x, we have
f(·&x˙n) −→
‖·‖∞
f(·&x˙) and w(·&x˙n) −→
‖·‖∞
w(·&x˙) (6.38)
and therefore, by virtue of Lemma 4.5 and Lemma 4.6,∣∣f#(xˆn&x˙n)− f#(xˆn&x˙)∣∣ ≤ sup
Eˆ∈Q>
Qˆ
∣∣∣Avf(·&x˙n),w(·&x˙n)(Eˆ)−Avf(·&x˙),w(·&x˙)(Eˆ)
∣∣∣
−→ 0 (n→∞). (6.39)
Since, moreover, f#(·&x˙) is continuous by the first step, we also have∣∣f#(xˆn&x˙)− f#(xˆ&x˙)∣∣ −→ 0 (n→∞). (6.40)
In view of (6.39) and (6.40), the asserted continuity of f# is now clear.
As a third step, we show that f# is a σ-monotonic representatitive of p
w
σ (f) and
conclude the assertion of the theorem. Indeed, f#(·&x˙) is σˆ-monotonic for every x˙ ∈ Q˙
by the first step and therefore f# is σ-monotonic by Lemma 2.8 and thus, taking into
account the second step,
f# ∈ L
2
σ(Q,R). (6.41)
Since, moreover, for every g ∈ Sσ(Q,R) and x˙ ∈ Q˙, the function g(·&x˙) is σˆ-monotonic
(Lemma 2.8) and f#(·&x˙) is a representative of p
w(·&x˙)
σˆ
(
f(·&x˙)
)
by the first step, we
have
〈f − f#, f# − g〉2,w =
∫
Q˙
∫
Qˆ
(f(x)− f#(x))(f#(x)− g(x))w(x) dxˆ dx˙
=
∫
Q˙
〈
f(·&x˙)− f#(·&x˙), f#(·&x˙)− g(·&x˙)
〉
2,w(·&x˙)
dx˙ ≥ 0 (6.42)
by virtue of Proposition 2.4. As Sσ(Q,R) is dense in L
2
σ(Q,R) by Theorem 4.4, the
inequality (6.42) extends to arbitrary g ∈ L2σ(Q,R) and therefore f# is a representative
of pwσ (f) by Proposition 2.4, as desired. Summing up, we now know that fis and fsi both
are continuous σ-monotonic representatives of pwσ (f) and, as any equivalence class can
have at most one continuous representative, the assertion of the theorem follows. 
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In the univariate special case with σ = 1, we obviously have Lroσ (x) = {[a, v) : v ∈
(x, b]} ∪ {[a, b]} and U roσ (x) = {(u, b] : u ∈ [a, x)} ∪ {[a, b]} for every x ∈ Q = [a, b] and
therefore the general averaging formula (6.23) from the above theorem reduces to the
well-known univariate formula
inf
v∈(x,b]
sup
u∈[a,x)
(∫ v
u
fw dλ
)/(∫ v
u
w dλ
)
= f∗0 (x) (6.43)
= sup
u∈[a,x)
inf
v∈(x,b]
(∫ v
u
fw dλ
)/(∫ v
u
w dλ
)
from the literature [17] (Section 2), [18] (Section 6.1) and [1] (Lemma 2). Incidentally,
the formula (6.43) also yields a simple alternative proof of the continuity of f∗0 in the
univariate special case. Indeed, by the continuity of f and w, the map
[a, x)× (x, b] ∋ (u, v) 7→
(∫ v
u
fw dλ
)/(∫ v
u
w dλ
)
for every x ∈ (a, b) extends to a continuous – hence uniformly continuous – map ϕ :
[a, b]× [a, b]→ R defined by
ϕ(u, u) := f(u) and ϕ(u, v) :=
(∫ v
u
fw dλ
)/(∫ v
u
w dλ
)
(6.44)
for u ∈ [a, b] or u, v ∈ [a, b] with u 6= v, respectively. And from this uniform continuity
of ϕ, in turn, the desired continuity of
[a, b] ∋ x 7→ min
v∈[x,b]
max
u∈[a,x]
ϕ(u, v) = inf
v∈(x,b]
sup
u∈[a,x)
ϕ(u, v) = f∗0 (x) (6.45)
easily follows. We close this section with a few remarks on the regularity (degree of
differentiability) of monotonic regression functions. While continuity, by the above con-
tinuity theorem, is preserved under the monotonic regression operator pwσ , higher degrees
of regularity are in general not preserved (the method from [11], by contrast, does not
have that drawback). Indeed, it is well-known already from the univariate case that
the monotonic regression pwσ (f) of a smooth function f with w ≡ 1 will have kinks, in
general. See, for instance, Figure 1 (lower row) from [16]. We do have, however, that
monotonic regression functions pwσ (f) can at least be approximated arbitrarily well by
smooth σ-monotonic functions. This is because standard mollification essentially respects
σ-monotonicity. In the following, for a rectangular set X =×di=1[a′i, b′i] with a′i < b′i, we
use the abbreviations
Cmσ (X,R) := {f ∈ C
m(X,R) : f is σ-monotonic} and X−δ :=
d
×
i=1
[a′i + δ, b
′
i − δ]
for m ∈ N ∪ {0,∞} and δ ∈ R such that a′i + δ < b
′
i − δ for all i ∈ {1, . . . , d}.
Corollary 6.4. (i) If f ∈ C(Q,R) and w ∈ C(Q, (0,∞)), then pwσ (f)|Q−r for every
0 < r < mini∈{1,...,d}(bi − ai)/2 can be approximated arbitrarily well w.r.t. ‖·‖∞ by
functions from C∞σ (Q
−r,R).
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(ii) If f ∈ L2(Q,R) and w ∈ C(Q, (0,∞)), then pwσ (f) can be approximated arbitrarily
well w.r.t. ‖·‖2 by functions from C
∞
σ (Q,R). In particular, C
∞
σ (Q,R) is dense in
L2σ(Q,R) w.r.t. ‖·‖2.
Proof. We begin with a preparatory step showing that standard mollification essentially
respects σ-monotonicity: more precisely, we show that if g ∈ Cσ(X,R) on a rectangular
domain X =×di=1[a′i, b′i] with a′i < b′i, then(
jδ ∗ g
)
|X−δ ∈ C
∞
σ (X
−δ,R) (6.46)
for every 0 < δ < mini∈{1,...,d}(b
′
i − a
′
i)/2. As usual, the convolution jδ ∗ g is given by
(
jδ ∗ g
)
(x) :=
∫
Rd
jδ(x− y)g˜(y) dy =
∫
Rd
jδ(y)g˜(x− y) dy
=
∫
Bδ(0)
jδ(y)g˜(x− y) dy (6.47)
for every x ∈ Rd, where g˜ is the zero extension of g from its domain X to the whole of Rd
and jδ is the mollifier defined by jδ(x) := (1/δ)
dj(x/δ) with a function j ∈ C∞(Rd,R)
such that
supp j ⊂ B1(0) and j ≥ 0 and
∫
Rd
j(x) dx = 1. (6.48)
It is well-known that jδ ∗ g ∈ C
∞(Rd,R) and it thus remains to show that (jδ ∗ g)|X−δ is
σ-monotonic. So, let x, x′ ∈ X−δ with 0 < δ < mini∈{1,...,d}(b
′
i − a
′
i)/2. We then have, of
course,
x− y, x′ − y ∈ X (y ∈ Bδ(0)). (6.49)
So, by the assumed σ-monotonicity of g on X and by jδ ≥ 0, it follows that
jδ(y)g˜(x− y) = jδ(y)g(x − y) ≤ jδ(y)g(x
′ − y) = jδ(y)g˜(x
′ − y) (y ∈ Bδ(0))
and therefore (jδ ∗ g)(x) ≤ (jδ ∗ g)(x
′) by virtue of (6.47), as desired. With these
preparatory considerations, the assertions (i) and (ii) are now easy to prove.
(i) Suppose f ∈ C(Q,R) and w ∈ C(Q, (0,∞)), write f∗ := pwσ (f) and let 0 < r <
mini∈{1,...,d}(bi−ai)/2. In view of the continuity theorem (Theorem 6.3), f
∗ has a unique
representative f∗0 ∈ Cσ(Q,R) and therefore, by our preparatory step,(
j1/n ∗ f
∗
0 )|Q−1/n ∈ C
∞
σ (Q
−1/n,R) (6.50)
for all n ∈ N with 1/n < mini∈{1,...,d}(bi − ai)/2. Since Q
−r ⊂ Q−1/n for 1/n ≤ r, we
have in particular
(
j1/n ∗ f
∗
0 )|Q−r ∈ C
∞
σ (Q
−r,R) (6.51)
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for all n ∈ N with 1/n ≤ r. Since, moreover, Q−r is a compact subset of intQ, we further
have ∥∥(j1/n ∗ f∗0 )|Q−r − f∗|Q−r∥∥∞ = sup
x∈Q−r
∣∣(j1/n ∗ f∗0 )(x)− f∗0 (x)∣∣ −→ 0 (6.52)
as n→∞. In view of (6.51) and (6.52), the assertion (i) is now clear.
(ii) Suppose f ∈ L2(Q,R) and w ∈ C(Q, (0,∞)), write f∗ := pwσ (f) and let ε > 0.
Choose f0 ∈ C(Q,R) such that
(c/c) ‖f0 − f‖2 ≤ ε/3, (6.53)
where c := minx∈Qw(x) and c := maxx∈Qw(x). In view of the continuity theorem (The-
orem 6.3), pwσ (f0) has a unique representative f
∗
0 ∈ Cσ(Q,R) and it is easily verified that
the constant extension of f∗0 from Q to the whole of R
d is continuous and σ-monotonic as
well. In short, f∗0 ◦ pQ ∈ Cσ(R
d,R), where pQ : R
d → Q is the projection onto Q defined
by (pQ(x))i = xi in case xi ∈ [ai, bi] and(
pQ(x)
)
i
:= ai (xi ∈ (−∞, ai)) and
(
pQ(x)
)
i
:= bi (xi ∈ (bi,∞))
for i ∈ {1, . . . , d} and x ∈ Rd. In particular, gn := (f
∗
0 ◦ pQ)|Q1/n ∈ Cσ(Q
1/n,R) and
therefore, by our preparatory step,
(
j1/n ∗ gn
)
|Q ∈ C
∞
σ (Q,R). (6.54)
With the help of Young’s inequality and the fact that the zero extensions g˜n, f˜
∗
0 of gn
and f∗0 beyond their respective domains Q
1/n and Q differ at most on Q1/n \Q, we find∥∥(j1/n ∗ gn)|Q − (j1/n ∗ f∗0 )|Q∥∥2 ≤
∥∥j1/n ∗ gn − j1/n ∗ f∗0∥∥2 =
∥∥j1/n ∗ (g˜n − f˜∗0 )∥∥2
≤ ‖g˜n − f˜∗0 ‖2 ≤ ‖f
∗
0 ‖∞ · λ(Q
1/n \Q)1/2 (6.55)
for every n ∈ N, and with the help of the ‖·‖2,w-contractivity of p
w
σ (Proposition 2.6)
and (6.53), we find
‖f∗0 − f
∗‖2 ≤ (1/c) ‖f
∗
0 − f
∗‖2,w ≤ (1/c) ‖f0 − f‖2,w ≤ (c/c) ‖f0 − f‖2 ≤ ε/3 (6.56)
for every n ∈ N. Consequently, for n large enough, we have∥∥(j1/n ∗ gn)|Q − f∗∥∥2 ≤ ‖f∗0 ‖∞ · λ(Q1/n \Q)1/2 +
∥∥(j1/n ∗ f∗0 )|Q − f∗0∥∥2 + ε/3
≤ ε. (6.57)
In view of (6.54) and (6.57), the assertion (ii) is now clear. 
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