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THICK SUBCATEGORIES OF THE STABLE CATEGORY OF
MODULES OVER THE EXTERIOR ALGEBRA.
OTTO KERNER AND DAN ZACHARIA
Dedicated to Jose´ Antonio de la Pen˜a for his 60th birthday
Abstract. We study thick subcategories defined by modules of complexity
one in modR, where R is the exterior algebra in n+ 1 indeterminates.
Let R be the exterior algebra in n+1 indeterminates, and let modR denote the
stable category of all the finitely generated graded R-modules. This partially semi-
expository article is part of a project devoted to the study of the thick subcategories
of modR. Note that using the Bernstein-Gelfand-Gelfand correspondence ([5]),
this is equivalent to studying the thick subcategories of Db(cohPn)-the bounded
derived category of coherent sheaves on the projective n-space. This lattice of thick
subcategories has been studied before, see for instance the treatment in the n = 1
in [22] using non-crossing partitions ([20]), and also in [12]. More generally the
lattice of thick subcategories of the derived category of a noetherian ring has also
been treated extensively in [4, 8, 19, 25, 31] to name just a few of the references.
While we make use of some of the results in the literature mentioned above, our
approach to this problem is different, in the sense that it relies on representation
theoretic concepts and methods (Auslander-Reiten theory for instance).
We concentrate in this paper on the study of the thick subcategories of modR
generated by the graded modules of complexity one, which, while having a very
nice description, turn out to be quite complicated. Eisenbud has proved in [9], that
the complexity one graded modules are periodic up to a shift, and so, using the
BGG correspondence (see also [26]), they correspond to the bounded complexes
of coherent sheaves of finite length. It is also easy to see that these modules are
weakly Koszul in the sense of [23], see also [18].
The article is organized as follows: In the first section we review the notation and
the background needed. In particular for all non zero linear forms ξ we consider
the local linear modules Mξ = R/〈ξ〉 of complexity one. In the second section, we
use [9] to show that these are the building blocks of the modules of complexity one
(Theorem 2.11), and we study the subcategories F(Mξ) consisting of those graded
R-modules having a filtration with factors equal to Mξ. We prove in Theorem
2.8 that these subcategories are wild for n > 2 (tame in the case when n = 2),
and they are all equivalent to the category of finite dimensional modules over the
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(commutative) power series ring k[[t1, · · · , tn]] in t1, . . . , tn. We also show that every
minimal ideal closed thick category of modR containing a module of complexity one
is generated by a module of the formMξ as above. In the third section, we give some
criteria for deciding when modules of non maximal complexity have self-extensions.
Finally, in the appendix we describe the thick subcategories in the projective line
case.
1. Introductory results and background
Let V be an n+ 1 dimensional vector space over an algebraically closed field k
and let R = R(V ) =
∧
V be the corresponding exterior algebra. If {x0, . . . , xn}
is a basis of V , we also write R = R(x0, . . . , xn) and call R the exterior algebra
in x0, . . . , xn. It is well-known that R is a graded k-algebra by assigning each
indeterminate xi degree one, and that as a k-algebra, R is generated by its degree
zero and degree one (also called the non zero linear forms) parts. Let modR be the
abelian category of finitely generated graded R-modules. For two graded R-modules
M andN , HomR(M,N) will always denote the space of degree zero homomorphisms
from M to N . Also, for two graded R-modules M and N , ExtiR(M,N) will always
denote the derived functors of the graded Hom between the two modules. If M =
⊕jMj is a graded R-module, then its graded shift is the graded module M(i) with
M(i)j = Mi+j for each j ∈ Z. By modR we denote the stable category of finitely
generated graded R-modules. The objects of modR are the finitely generated graded
R-modules, and HomR(M,N) denotes the vector space HomR(M,N)/P(M,N)
where P(M,N) is the space of the degree zero homomorphisms from M to N
factoring through a free R-module. For every finitely generated non projective
graded R-modules L and M and homomorphism L
u
→ M in modR we have a
pushout diagram ([16])
0 // L
u

// I(L)

// Ω−1L // 0
0 // M
v // N
w // Ω−1L // 0
where Ω (respectively Ω−1) denote the syzygy (cosyzygy) functors
Ω,Ω−1 : modR→ modR
and I(L) denotes the injective envelope of L. It is well-known that modR is a
triangulated category where the shift (or suspension) functor is given by the first
cosyzygy, and every distinguished triangle is isomorphic in modR to a triangle of
the form
L
u
−→M
v
−→ N
w
−→ Ω−1L
obtained as above from a pushout diagram, where we denote again by u, v, w the
induced morphisms in the stable category. So triangle closure in the stable category
is induced by extension closure in the category of finitely generated graded R-
modules. Note also, that, for every R-modules M and N we have:
HomR(ΩM,N)
∼= Ext1R(M,N).
Recall that a full subcategory T of modR is thick, if it is closed under triangles,
direct summands and the suspension functor. We are interested in describing the
thick subcategories of Db(cohPn) or equivalently (see [5]) of modR. In this paper
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we restrict to thick subcategories consisting of modules of small complexity. We
will need some background on the stable graded category of R-modules and we first
recall that R is a symmetric Koszul algebra whose Koszul dual is the polynomial
algebra S in n+1 indeterminants. Let M be a finitely generated graded R-module
and let
(F) · · · → F 2 → F 1 → F 0 →M → 0
be a minimal graded free resolution of M . The module M is called a linear module
if each free module F i in (F) is generated in degree i.
Considering this minimal free resolution F ofM , we let the i-th Betti number βi(M)
of M be the rank of the free module Fi. Recall that the complexity of a finitely
generated module M over the exterior algebra is the infimum of the set
{d ∈ N|βi(M) ≤ ci
d−1 for some positive c ∈ Q and all i ≥ 0}
So an R-module M has complexity 1, if its Betti numbers βi(M) are bounded.
Note that for a finite dimensional self-injective algebra, the complexity of a module
can also be defined by using dimkΩ
iM instead of βi(M), and the module M has
complexity 0, if and only if it is projective. It is well-known that for every module
M over the exterior algebra in n + 1 indeterminates we have cxM ≤ n + 1. The
complexity n+ 1 is attained; for instance the trivial module has this complexity.
A very useful characterization of the complexity of an R(V )-module M , using M-
regular sequences is shown in [1, Section 3]. It follows directly from this characteri-
zation, that the R-modules of complexity smaller than dimk V have even dimension,
and that for a subspace U ⊆ V , the factor module R/〈U〉 has complexity dimk U .
In particular, if dimk U = 1, then U is a point in the projective space P(V ) and
MU = R/〈U〉 is cyclic and has complexity 1.
We will need the following result due to Eisenbud [9]:
Theorem 1.1. Let M be a finitely generated graded R-module of complexity 1.
(a) If M has no indecomposable projective direct summand, then, as R-modules,
M ∼= ΩM , and as graded modules M ∼= ΩM(1).
(b) The module M has a filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂ Ms−1 ⊂ Ms = M with
Mi/Mi−1 ∼=Mξi(ji) for some ξi ∈ P(V ) and some ji ∈ Z. 
This result has no counterpart for modules with complexity bigger then one, as the
following example shows:
Example 1.2. For R = R(x, y, z) letM be the 4-dimensional R-module with basis
{e1, e2, f1, f2} and the following operations of R on M : eiz = fi, e1x = e2y =
fix = fiy = fiz = 0 and e1y = f2, e2x = f1. One directly checks that (z) is a
maximal M -regular sequence, hence cxM = 2 by [1]. Any proper indecomposable
submodule of M has odd dimension, hence complexity 3. It is not hard to prove
that the module M is linear.
We mention the following most probably well-known result, and we include a proof
for the convenience of the reader:
Lemma 1.3. Let U be a nonzero subspace of V .Then, the module M = R/〈U〉 is
linear.
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Proof. The result is clear if U = V so assume that that U is a proper subspace of
V . Let {x0, . . . , xn} be a basis of V . Without loss of generality we may assume
that U is spanned by {x0, . . . , xk} for some k < n. Note that R = R(x0, . . . , xk)⊠
R(xk+1, . . . , xn) where ⊠ denotes the skew tensor product (see [27, 24]). Note also
that we have an isomorphism of graded R-modules R/〈U〉 ∼= k ⊠ R(xk+1, . . . , xn)
and, as skew tensor products of linear modules are linear, the proof is complete. 
Example 1.4. Let R = R(x, y, z), and let M be a four dimensional module with
Loewy length two, generated in degree 0, and with basis {e, ex, ey, ez}. Then there
are no M -regular elements, hence cxM = 3, by [1]. If M ′ =M/M〈ξ〉, where ξ is a
no zero linear form, then dimkM
′ = 3 and cxM ′ = 3.
A graded R module M is called weakly Koszul if its quadratic dual M ! is a linear
S-module (see [13, 18]), where S denotes the Ext-algebra Ext∗R(R/J,R/J), with J
being the radical of R. Note that S ∼= k[y0, . . . , yn], where {y0, . . . , yn} is a dual
basis of {x0, . . . , xn}. The weakly Koszul modules can be described also in terms
of certain types of extensions of shifts of linear modules (see [23, p. 679]). First,
we recall the following definition:
Definition 1.5. An extension 0 → L → M → N → 0 of graded R-modules is
called relative if for each k ≥ 0 we have MJk ∩ L = LJk.
For instance, every short exact sequence 0→ L→M → N → 0 of linear R-modules
is a relative extension. We have the following (see [23]):
Proposition 1.6. Let M be a weakly Koszul R-module and assume that a minimal
set of homogeneous generators of M is distributed in degrees i0 < i1 < . . . < ip.
Let L = 〈Mi0〉 be the homogeneous submodule of M generated by the degree i0 part
of M . Then L is a graded shift of a linear module, M/L is a weakly Koszul module
generated in degrees i1 < . . . < ip, and the extension 0 → L → M → M/L → 0 is
also a relative extension.
Using the above proposition, one can use an inductive procedure to show that every
weakly Koszul module can be filtered with linear modules (and their degree shifts)
using relative extensions. The following proposition was proved in [13].
Proposition 1.7. Let 0 → L → M → N → 0 be a relative extension of weakly
Koszul modules. Then for each k ≥ 0 we have relative extensions of weakly Koszul
modules 0→ ΩkL→ ΩkM → ΩkN → 0.
An immediate consequence is that if M is a weakly Koszul R-module generated in
degrees i0 < · · · < ip, then ΩM is also weakly Koszul and is generated in degrees
i0 + 1 < · · · < ip + 1.
An easy inductive argument shows that the following result holds over any selfin-
jective Koszul algebra :
Proposition 1.8. Let 0 → A → B → C → 0 be a relative extension of weakly
Koszul modules. Then cxB = max{cxA, cxC}. 
What makes the weakly Koszul modules relatively ubiquitous over the exterior al-
gebra is the fact that given any finitely generated R-moduleM , then ΩiM is weakly
Koszul for some positive integer i (see for instance [18, 23]). IfM is indecomposable
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with cxM = 1, then by Eisenbud’s theorem 1.1 ΩrM ∼= M(−r). Thus Theorem
1.1 also implies the following
Corollary 1.9. All the indecomposable R-modules of complexity one are weakly
Koszul. 
We also have the following ([23]):
Proposition 1.10. Let R be the exterior algebra in n + 1 indeterminates and
M ∈ modR be an indecomposable graded non projective module. Then:
(1) τM = Ω2M(n+ 1), where τ denotes the Auslander-Reiten translate in the
category of graded R-modules.
(2) If n = 1 and M is weakly Koszul, then M is linear, or a graded shift of a
linear module, and M and τM are both generated in the same degree.
We start with the following observation:
Lemma 1.11. Let M be an indecomposable finitely generated graded module over
the exterior algebra in n+ 1 indeterminates, n ≥ 1. Then:
(1) If cxM = 1, then for every n ≥ 1, τM =M(n− 1). In particular, if n = 1
then τM =M .
(2) Let L→ M → N → Ω−1L be a distinguished triangle in modR. If cxL =
cxM = i, then cxN ≤ i. In particular, if cxL = cxM = 1, then either
cxN = 1 or N is free.
Proof. We know by Eisenbud’s theorem that M ∼= ΩM(1), so also M ∼= Ω2M(2),
and moreover M must be weakly Koszul. As we saw earlier, τM = Ω2M(n + 1),
so the first part follows immediately. For the second part it suffices to assume that
none of the modules involved is free. But then we know that every distinguished
triangle L → M → N → Ω−1L is isomorphic in the stable category of R to
a triangle obtained from a pushout diagram that yields a short exact sequence
0 → M → N ⊕ F → Ω−1L → 0 for some free R-module F . This completes the
proof of the lemma. 
Since indecomposable modules of complexity one are weakly Koszul, see Corollary
1.9, Proposition 1.6 has the following refinement (see also [15]):
Corollary 1.12. Let M be an indecomposable module of complexity one over the
exterior algebra and assume that M has a minimal set of generators in degrees
i0 < i1 < . . . < ip. Let L = 〈Mi0〉 be the homogeneous submodule of M generated
by the degree i0 part of M and let N =M/L. Then both L and N are non projective
and have complexity one, and therefore M can be filtered by graded shifts of linear
modules of complexity one.
Proof. It is obvious that neither L nor N are projective, so by 1.6 and 1.7 we have
an induced short exact sequence 0 → ΩL → ΩM → ΩN → 0 and it is also clear
that the submodule of ΩM generated in degree i0+1 is isomorphic to ΩL. So both
L and N have also complexity one by 1.8. The corollary follows now from 1.6 and
induction on the number of degrees of generation for M . 
Note that the category of graded modules over the exterior algebra is closed under
tensor products, where the tensor product is taken over the ground field, and is
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defined as follows: For two finitely generated graded R-modules M and N , we
define (M ⊗N)k =
⊕
i(Mi ⊗Nk−i) where the R-module structure is induced by
(m⊗ n)ξ = (−1)imξ ⊗ n+m⊗ nξ
for each m ∈ M , n ∈ Ni, and for each homogeneous element ξ of degree one in
R. Moreover, if 0 → A → B → C → 0 is a short exact sequence of graded R-
module, then for every graded R-moduleM we have an induced sequence of graded
R-modules 0→M ⊗A→M ⊗B →M ⊗C → 0. Following [3] we say that a thick
subcategory T has ideal closure, if for each M ∈ T and X ∈ modR, we have that
M ⊗X ∈ T . Let S denote the unique simple R-module concentrated in degree 0,
so that S(−i) is the unique simple module concentrated in degree i. Then it is easy
to see that M ⊗ S(−i) ∼= M(−i). Let TM denote the thick subcategory generated
by M . We have the following:
Proposition 1.13. Let R be the exterior algebra in n+ 1 indeterminates, and let
M be an indecomposable graded module of complexity 1. Then the thick subcategory
TM generated by M , contains the Auslander-Reiten components containing all the
graded shifts of M . In particular, TM has ideal closure.
Proof. As we have seen above, if M is a finitely generated indecomposable graded
module of complexity 1, then Ω−1M ∼= M(1) andM(−1) ∼= ΩM , so for each integer
i, the graded shiftsM(i) ∈ TM . Moreover, since for such a module τM ∼=M(n−1),
it follows that TM contains also the Auslander-Reiten component containingM and
all its graded shifts. To show that TM has ideal closure we proceed by induction on
the graded length using as a starting point the fact that if L is a semisimple module
generated in a single degree, then M ⊗ L is isomorphic to a direct sum of graded
shifts of M . To be more specific let L = Li0 ⊕ · · · ⊕ Li0+t be a graded R-module
and consider the exact sequence 0→ L≥i0+1 → L→ Li0 → 0. We have an induced
exact sequence of R-modules 0 → M ⊗ L≥i0+1 → M ⊗ L → M ⊗ Li0 → 0. By
induction, M ⊗ Li0 and M ⊗ L≥i0+1 are in TM so M ⊗ L ∈ TM too. 
Let T be a thick subcategory of modR containing an indecomposable module M
of complexity 1, where R is the exterior algebra in n+1 indeterminates. For n = 1
the module M lies in a homogeneous tube, and if n > 1 then M lies in a ZA∞
component by [23, Theorem 5.7]. So we may always assume thatM is quasi-simple.
2. Thick subcategories generated by modules of complexity one
Let R = R(V ) denote the exterior algebra in n + 1 indeterminates x0, x1, · · · , xn.
Following [9], the complexity one modules of smallest length are cyclic of dimension
2n, linear and, up to degree shift, of the form R/〈ξ〉 with ξ ∈ P(V ),
Let M = Mξ be such a module. We describe first the thick subcategory TM of
modR generated by M . It is clear that ΩM(1) = M and τM = M(n − 1). We
start by collecting some facts about these modules.
Lemma 2.1. Let ξ 6= η be two points in P(V ). Then:
(i) HomR(Mξ,Mη) = 0 and HomR(Mξ,Mξ) = HomR(Mξ,Mξ) is one dimen-
sional.
(ii) HomR(Mξ,Mη(i)) = 0 for each integer i. Equivalently, Ext
k
R(Mξ,Mη(i)) =
0 for each integer i, and for each non-negative integer k.
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(iii) HomR(Mξ,Mξ(i)) has dimension
(
n
i
)
if 0 ≤ i ≤ n and is zero otherwise.
(iv) HomR(Mξ(j),Mη) = 0 = HomR(Mξ(j),Mξ) for all j > 0 and for all
j < −n.
(v) HomR(Ω
iMξ,Mξ) = HomR(Ω
iMξ,Mξ) for all i ≥ 0.
Proof. (i) If there was a nonzero homomorphism f : Mξ →Mη, then f would take
the degree zero part of Mξ onto the degree zero part of Mη hence f would be onto
and a dimension argument would imply that f would have to be an isomorphism.
Consequently Mξ and Mη will have the same annihilator in R contradicting the
fact that ξ 6= η.
SinceMξ has simple top, the graded Hom space HomR(Mξ,Mξ) is one dimensional.
It is obvious that no nonzero degree zero homomorphism from Mξ to Mξ can
factor through a free module so we obtain immediately that HomR(Mξ,Mξ) =
HomR(Mξ,Mξ).
(ii) By making a change of basis if necessary we may assume that R is the exterior
algebra in x0, x1, · · · , xn with x0 ∈ ξ and xn ∈ η. The result is obvious if either
i ≤ 0 or i ≥ n, so assume that 0 < i ≤ n − 1. Let e1 span the degree zero
part of Mξ and let e2 span the degree −i part of Mη(i). A graded homomorphism
f : Mξ →Mη(i) is given by f(e1) = e2a where a is a homogeneous element of degree
i in x0, x1, · · · , xn−1, but since e1 is annihilated by x0 it turns out that a = bx0
where b is homogenous of degree i − 1 in x1, · · · , xn−1. Let ǫ : Mξ → R(1) be
the inclusion of Mξ into its injective envelope. Then ǫ(e1) = e3x0 where e3 spans
the degree −1 part of R(1). We show that f factors through ǫ. A typical graded
homomorphism h : R(1)→Mη(i) has the form h(e3) = e2c where c is a homogenous
element of degree i − 1 in the indeterminates x0, x1, · · · , xn−1. So hǫ(e1) = e2c
′
where c′ is a homogenous element of degree i containing x0 as a factor. It is clear
that c can always be chosen so that hǫ = f and the proof is complete.
(iii) The result is trivial if i is negative or i > n, so assume 0 ≤ i ≤ n. Again we may
assume without loss of generality x0 ∈ ξ. Let e1 span the degree zero part ofMξ and
let e2 span the degree −i part of Mξ(i). A degree zero embedding ǫ from Mξ into
its injective envelope R(1) is given by ǫ(e1) = e3x0 where e3 spans the degree −1
part of R(1), and a homomorphism h : R(1)→Mξ(i) is given by h(e3) = e2a where
a is a homogenous element of R of degree i− 1 in x1, · · · , xn. Since x0 annihilates
Mξ and all its graded shifts we get that HomR(Mξ,Mξ(i)) = HomR(Mξ,Mξ(i))
and the rest follows immediately.
(iv,v) These also follow immediately. 
As a consequence of part (i) of the above lemma we see that Ext1R(Mξ(1),Mξ) is one
dimensional since it is isomorphic to HomR(Mξ,Mξ). In fact up to isomorphism we
have a nonsplit exact sequence 0 → Mξ → R(1) → Mξ(1) → 0 spanning this Ext
space. Part (iii) of the lemma implies that Ext1R(Mξ,Mξ(n−1)) is one dimensional,
and then up to isomorphism we have a nonsplit short exact sequence of graded R-
modules 0→Mξ(n− 1)→ Xξ →Mξ → 0, which is an Auslander-Reiten sequence.
It is easy to see that the module Xξ is indecomposable since by [9] there are no
indecomposable modules of dimension smaller than the dimension of M in this
Auslander-Reiten component.
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Since for all graded R-modules X,Y and for each t ≥ 1 we have isomorphisms
ExttR(X,Y )
∼= HomR(Ω
tX,Y ) ∼= HomR(X,Ω
−tY ), we get from part (iii) of Lemma
2.1:
Corollary 2.2. Let R = R(V ) and let ξ ∈ P(V ). Then
(i) Ext1R(Mξ,Mξ(i)) 6= 0 if and only if 0 ≤ i+ 1 ≤ n.
(ii) Ext1R(Mξ,Mξ) is n-dimensional. Ext
2
R(Mξ,Mξ(i)) 6= 0 if and only if 0 ≤
i+ 2 ≤ n.
(iii) Ext1R(Mξ,Mξ(i)) 6= 0 and Ext
2
R(Mξ,Mξ(i)) = 0 if and only if i = n−1. 
Putting together Theorem 1.1 and part (ii) of 2.1, we obtain:
Corollary 2.3. Let R = R(V ) and let X be an indecomposable finitely generated
R-module of complexity one. Then there exists a unique ξ ∈ P(V ), such that X
has a filtration with subfactors Mξ(ji), for suitable ji ∈ Z. 
Having this result in mind, Corollary 1.12 then implies that for the study of in-
decomposable modules of complexity one, we should consider linear modules X
of complexity one, which have a filtration 0 = X0 ⊂ X1 ⊂ · · · ⊂ Xt = X with
Xi/Xi−1 ∼= Mξ for a fixed ξ ∈ P(V ). Let M = Mξ and F(M) be the full sub-
category of modR consisting of the modules having a filtration with subfactors
isomorphic to M . Since M has trivial endomorphism ring, by [28] the category
F(M) is a full exact and extension closed abelian subcategory of modR and M
is its unique (up to isomorphism) simple object. As in the classical case, every
semi-simple object in F(M) is isomorphic to a direct sum of copies of M , any
two different simple subobjects of a module in F(M) have zero intersection. Each
object in F(M) has a finite composition series, hence F(M) is a length category.
Following Gabriel [10, Sect.7] one should then consider the Ext-quiver Q of this
category, since it already gives a lot of informations on F(M): The quiver Q has
one vertex and n = dimk Ext
1
R(M,M) loops. As usual we will identify the category
of finite dimensional k-linear representations of Q with the category mod kQ. Since
Q has n loops, the algebra kQ ∼= k〈t1, . . . , tn〉-the free algebra in t1, . . . , tn.
By Gabriel ([10]) any length-category is equivalent to the category of finite dimen-
sional modules over some pseudo-compact ring A (see [11]). We will show that in
our situation A = k[[t1, · · · , tn]].
Obviously all the nonzero objects in F(M) are linear of complexity one. Since
F(M) is a length category, for each nonzero object X ∈ F(M) we may consider its
radical, radFX- the intersection of all maximal subobjects of X in F(M). Let us
show that radFX ∈ F(M). Being an abelian category, F(M) is closed under finite
intersections of subobjects. Let (Yj)j∈J be a family of subobjects of some Y ∈
F(M). Since Y has finite F(M)-length, there exists a finite subfamily {Y1, . . . , Yt}
such that C = ∩1≤i≤tYi ⊂ Yj for all j ∈ J that is, C = ∩j∈JYj , so F(M) is closed
under arbitrary intersections as well.
Letting rad0FX = X and rad
i+1
F X = radF (rad
i
FX), we obtain the “Loewy series”
X ⊃ radFX ⊃ rad
2
FX ⊃ · · · ⊃ rad
r−1
F X ⊃ rad
r
FX = 0.
The smallest r with the property that radrFX = 0 is called the Loewy length of
X , written ℓℓ(X). The factor X/radFX is called the F -top of X . If F -topX is
simple, then X is called F -local or simply local. All the factors radiFX/rad
i+1
F X
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are semisimple in the category F(M). The largest semi-simple subobject of X in
F(M) is called the F -socle of X .
Our first aim is to give a precise description of this category F(M).
For each i ∈ N define the full subcategories F (i) = {X ∈ F(M)|ℓℓ(X) ≤ i}. We
have an ascending chain of subcategories
0 = F (0) ⊂ F (1) ⊂ F (2) ⊂ · · · ,
and F(M) =
⋃
i∈N F
(i). The inclusion functors F (i) → F (i+1) are right adjoint to
the truncation functors F (i+1) → F (i), defined by Y 7→ Y/radiFY . The categories
F (i) are exact abelian subcategories of F(M), but they are not closed under exten-
sions. For each i, let L(i) be the set of local objects in F (i) whose tops equal the
unique simple objectM . We claim that the length of each object in L(i) is bounded
by (ni − 1)/(n− 1).
The claim is clear for i = 1. For i > 1 and X ∈ L(i), then as dimk Ext
1
R(M,M) = n,
we have that radFX/rad
2
FX
∼=M r, with r ≤ n, so radFX is an epimorphic image
of a sum of r local modules L1, . . . , Lr, all contained in radFX . By induction, since
for each j, ℓ(Lj) ≤ (n
i−1 − 1)/(n− 1), we get
ℓ(X) ≤ n(ni−1 − 1)/(n− 1) + 1 = (ni − n)/(n− 1) + 1 = (ni − 1)/(n− 1)
which proves the claim. By [21], there exists in L(i) a unique object P (i) of
maximal length with the properties that each object in L(i) is an epimorphic
image of P (i), and that for any X ∈ F (i), each epimorphism X → P (i) splits.
It is also easy to check that the object P (i) is projective in F (i) in the usual
sense, meaning that, for each epimorphism X → Y in F (i), the induced map
HomR(P
(i), X)→ HomR(P
(i), Y ) is surjective. The object P (i) is then the minimal
projective generator in the category F (i), therefore by Morita theory the functor
HomR(P
(i),−) induces an equivalence F (i) ∼= modEndR(P
(i)).
Lemma 2.4. For all i ∈ N we have P (i)/rad i−1F P
(i) ∼= P (i−1).
Proof. Since P (i) generates all elements in L(i), it generates also all the elements in
L(i−1). So every object in L(i−1) is a quotient of P (i)/radi−1F P
(i), and, since P (i−1)
has maximal composition length in L(i−1), the result follows. 
This lemma will enable us, to construct the objects P (i) and their endomorphism
rings inductively. For i = 1 the category F (1) = addM is semisimple, so P (1) =M ,
hence EndRM = k. For the inductive step we use universal short exact sequences
as follows: Let X ∈ F (i) be indecomposable with dimk Ext
1
R(X,M) = a. Let
(ηs)1≤s≤a be a basis of Ext
1
R(X,M), say
ηs : 0→M → Es → X → 0.
We have a pullback diagram
0 //Ma // E

// X
∆

// 0
0 //Ma // ⊕sEs // X
a // 0
where ∆ : X → Xa is the diagonal embedding. The top short exact sequence
0 → Ma → E → X → 0 is called the universal short exact sequence ([6]) for
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Ext1R(X, addM) and the connecting homomorphism HomR(M
a,M)→ Ext1R(X,M)
is an isomorphism. Note that E is uniquely determined up to isomorphism.
Remark 2.5. For each k > 1, the F -top of radFP
(k) equalsMn. Let ei ∈ radFP
(k)
be such that ei + rad
2
FP
(k) is a generator of the i-th direct summand in Mn above
and let e be the generator of the F -top of P (k). For each 1 ≤ i ≤ n, let πi : P
(k) →
eiR be the F -projective cover such that πi(e) = ei, and let ǫi denote the inclusions
eiR→ P
(k). We will view each ti as the endomorphism ǫiπi : P
(k) → P (k). Let now
g : P (k) → P (k) be an endomorphism. Since g(radFP
(k)) ⊆ radFP
(k), g induces a
homomorphism
g : F -topP (k) → F -topP (k).
If g 6= 0, then g is an automorphism, as P (k) is a local object in F(M). Otherwise,
the image of g must be contained in radFP
(k) =
∑n
i=1 ti(P
(k)).
Example 2.6. We give an explicit construction of P (2) that will be used shortly.
For each 1 ≤ s ≤ n, consider the extensions
ηs : 0→M → Es →M → 0
where M = Mξ and x0 ∈ ξ. Then, as R(x1, · · · , xn) = R/〈x0〉-modules, the mod-
ules Es andM
2 are isomorphic, and are each generated over R by two generators: e,
and es, satisfying ex0 = esxs, and esx0 = 0. It is clear that the set {ηs}1≤s≤n forms
a k-basis for Ext1R(M,M). We now construct the universal short exact sequence
for Ext1R(M, addM), and we get
0→Mn → P (2) →M → 0
where E = P (2) has a minimal generating system {e, e1, . . . , en} in degree 0, subject
to the relations ex0 =
∑
s esxs and esx0 = 0 for all 1 ≤ s ≤ n. We have seen in
the previous remark that we may consider each ti as being an endomorphism of
P (2), taking P (2) inside radFP
(2). Since rad2FP
(2) = 0, we have that tj(e) = ej
and ti(ej) = 0 for all i and j. Then, since we are considering only the degree zero
homomorphisms, it follows that t1, . . . , tn are linearly independent and form a basis
of the vector space of endomorphisms factoring through radFP
(2). Clearly titj = 0
for all i and j, and this means that EndR P
(2) ∼= k[t1, . . . tn]/〈t1, . . . tn〉
2 and is
commutative.
Consider the universal short exact sequence 0→ raddFP
(d+1) → P (d+1) → P (d) → 0
and let f ∈ EndR P
(d+1). Since raddFP
(d+1) is an f -stable submodule, f induces
for all d > 0 endomorphisms fd ∈ EndR P
(d), hence algebra homomorphisms
Φd : EndR P
(d+1) → EndR P
(d), for all d > 0.
Lemma 2.7. The homomorphisms Φd : EndR P
(d+1) → EndR P
(d) are surjective
and the diagrams
F (d)
∼=



// F (d+1)
∼=

modEndR P
(d) 

// modEndR P
(d+1)
commute for all the natural numbers d.
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Proof. Since P (d) ∈ F (d+1) and P (d+1) is projective in F (d+1), each endomorphism
of P (d) can be lifted to an endomorphism of P (d+1), and this proves the surjectivity
of the Φds. The equivalences F
(d) → modEndR P
(d) for d ≥ 1 are given by the
functors HomR(P
(d),−). But P (d+1)/raddFP
(d+1) ∼= P (d), and raddFP
(d+1) is in the
kernel of every homomorphism f : P (d+1) → U for U ∈ F (d). This implies that
HomR(P
(d+1),−)|F(d) = HomR(P
(d),−)|F(d). 
We now can formulate the conclusion of these constructions:
Theorem 2.8. Let R = R(x0 . . . , xn) for some positive integer n, and let M =Mξ
be a local R-module of complexity one and dimension 2n. Then the category F(M)
is equivalent to the category of finite dimensional modules over the power series
ring k[[t1, . . . , tn]].
Proof. We will show that EndR P
(d) ∼= k[t1, . . . , tn]/〈t1, . . . , tn〉
d. Then, the claim
will follow by Lemma 2.7 by taking limits. To prove this result, a detailed study
of the modules P (d) is necessary. We assume that x0 ∈ ξ and we will show by
induction on d that:
(A) radd−1F P
(d) is F -semisimple, and is a direct sum of
(
n+d−2
d−1
)
copies of M . Note
that
(
n+d−2
d−1
)
is the number of pairwise different monomials of degree d − 1 in
k[t1, . . . , tn]. The generators of these copies of M are all in degree zero. Denoting
these generators by ei1...id−1 with 1 ≤ ij ≤ n, we have for all permutations π ∈ Sd−1:
ei1...id−1 = eipi(1)...ipi(d−1)
where we consider the indices i1 . . . id−1 as “monomials” in the “letters” 1, . . . , n.
(B) For each generating element ei1...id−2 + rad
d−1
F P
(d) of radd−2F P
(d)/radd−1F P
(d)
we have
ei1...id−2x0 =
n∑
r=1
ei1...id−2rxr.
Statement (A) is trivially true for P (1) =M , and both (A) and (B) were proved in
example 2.6 for d = 2. Assume that (A) and (B) hold true for all P (s) with s ≤ d.
Therefore we may choose a minimal system of generators of the F -Loewy layers of
P (d) : e, ei, ei,j , . . . ei1...id−1 with e ∈ F -top of P
(d), and with ei1...is in the F -top of
radsFP
(d), satisfying (A) and (B) for all s ≤ d− 1.
We construct P (d+1) as middle term of the universal short exact sequence
0→M c → P (d+1) → P (d) → 0,
where c = dimk Ext
1
R(P
(d),M) = dimkHomR(P
(d),M(1)). As an R(x1 . . . xn)-
module, M is free since it is indecomposable of maximal Loewy length. Thus, P (d)
is equal to a direct sum of
∑d−1
s=0
(
n+s−1
s
)
copies ofM and is also a free R(x1 . . . xn)-
module. But P (d) is indecomposable as R-module (by the action of x0) since it is
is a local object in the full length category F(M). In order to evaluate c, let
us describe all the graded homomorphisms from P (d) to M(1), as well as those
factoring through a free module. Let g : P (d) → M(1) be an R-linear map. Then,
g takes each of the generators e, ei, . . . ei1...id−1 of (the linear module) P
(d) into an
element of degree 0 in M(1).
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The cyclic moduleM(1) is generated degree−1, and let us denote by f its generator.
Then, as a k-vector space, M(1)0 = ⊕
n
i=1kfxi. Hence:
g(e) = f
∑n
r=1 arxr
g(ei) = f
∑n
r=1 a
i
rxr
g(eij) = f
∑n
r=1 a
ij
r xr
...
...
...
g(ei1...is) = f
∑n
r=1 a
i1...is
r xr
...
...
...
By induction, ei1...is = eipi(1)...ipi(s) for all 1 ≤ s ≤ d − 1, so we also get that
ai1...isr = a
ipi(1)...ipi(s)
r . In this way, for every choice of the scalars ar, a
i
r, . . . a
i1...is
r , the
map g is a well-defined R(x1 . . . xn)-linear map, since P
(d) is free over R(x1 . . . xn).
We want to define g as an R-homomorphism, so the action of x0 has to be considered
separately: Since M(1) is annihilated by x0, we have g(px0) = 0 for all p ∈ P
(d).
This implies that
0 = g(ex0) =
n∑
i=1
g(ei)xi = f
n∑
i=1
n∑
r=1
airxrxi.
Since xrxi + xixr = 0 for all r and i, we get a
i
r = a
r
i for all i and r. This means
that the set of admissible n2-tuples (air)1≤i,r≤n with a
i
r = a
r
i form a subspace of
kn
2
of dimension
(
n+1
2
)
.
Consider now for 1 < s < d− 1 the element ei1...is . We get
0 = g(ei1...isx0) =
n∑
j=1
g(ei1...isjxj) = f
n∑
j=1
n∑
r=1
ai1...isjr xrxj .
Again, we have ai1...isjr = a
i1...isr
j for all r and j. Additionally, we see that
a
i1...isis+1
r = a
ipi(1)...ipi(s)ipi(s+1)
r for all π ∈ Ss+1. Consequently we have a
i1...isis+1
is+2
=
a
ipi(1)...ipi(s)ipi(s+1)
ipi(s+2)
for all π ∈ Ss+2. Hence the families of coefficents (a
i1...isis+1
is+2
) with
these relations form k-vector spaces of dimensions
(
n+s
s+1
)
.
Each admissible choice of these coefficients ai, a
j
i , . . . , a
i1...isis+1
is+2
defines a unique
R-linear map g : P (d) → M(1). Therefore, the k-dimension of HomR(P
(d),M(1))
is
∑d
j=1
(
n+j−1
j
)
.
Consider now the vector space PR(P
(d),M(1)) of maps P (d) → M(1) factoring
through a projective R-module, hence factoring through R(1)-the projective cover
of M(1). Let ρ : P (d) → R(1) and π : R(1) → M(1). Denote the generator of
R(1) by fˆ , so π(fˆ) = f . Since πρ ∈ PR(P
(d),M(1)), we get for ρ, similar to the
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preceding procedure
ρ(e) = fˆ(
∑n
r=1 arxr + ax0)
ρ(ei) = fˆ(
∑n
r=1 a
i
rxr + a
ix0)
ρ(eij) = fˆ(
∑n
r=1 a
ij
r xr + a
ijx0)
...
...
...
ρ(ei1...is) = fˆ(
∑n
r=1 a
i1...is
r xr + a
i1...isx0)
...
...
...
The coefficients ai1...isr satisfy the same relations as in the first part of the proof
(aji = a
i
j , . . .), since πρ ∈ PR(P
(d),M(1)) ⊆ HomR(P
(d),M(1)). In this way we
have defined an R(x1 . . . xn)-linear map. Since it has to be R-linear, the action of
x0 has to be considered as well. We have
ρ(e)x0 = fˆ(
n∑
r=1
arxr + ax0)x0 = fˆ
n∑
r=1
arxrx0
since x20 = 0. On the other hand, we have:
ρ(ex0) = ρ(
∑
j
ejxj) =
∑
j
fˆ(
n∑
r=1
ajrxr + a
jx0)xj = fˆ(
∑
j,r
ajrxrxj + a
jx0xj).
Since aji = a
i
j we have
∑
j,r a
j
rxrxj = 0 and since we want ρ(ex0) = ρ(e)x0, we see
that aj = −a
j, for 1 ≤ j ≤ n. Similarly, we get for s < d− 1
ρ(ei1...is)x0 = fˆ(
∑
1≤r≤n
ai1...isr xr + a
i1...isx0)x0
= fˆ(
∑
1≤r≤n
ai1...isr xrx0) = ρ(ei1...isx0) = ρ(
∑
j
ei1...is+1,jxj)
=
∑
j
fˆ(
∑
1≤r≤n
ai1...is+1,jr xr + a
i1...is+1,jx0)xj = fˆ
∑
j
ai1...is+1,jx0xj ,
since
∑
j
∑
r a
i1...is+1,j
r xrxj = 0. This means that a
i1...is
r = −a
i1...is+1,r .
Finally, for d− 1 we get ei1...id−1x0 = 0 and therefore
0 = ρ(ei1...id−1x0) = fˆ
n∑
r=1
ai1...id−1r xrx0.
Thus, all the coefficients a
i1...id−1
r are zero. Notice that the map πρ is independent
of the choice of the coefficient a ∈ k, and the coefficients ai1...is are determined by
the a
i1...is−1
is
, hence dimk PR(P
(d),M(1)) =
∑d−1
j=1
(
n+j−1
j
)
. Consequently
dimk Ext
1
R(P
(d),M) = dimkHomR((P
(d),M(1))
= dimkHomR(P
(d),M(1))− dimk PR(P
(d),M(1))
=
(
n+ d− 1
d
)
.
Therefore raddFP
(d+1) is a direct sum of
(
n+d−1
d
)
copies of M .
14 OTTO KERNER AND DAN ZACHARIA
Next, we construct generators ei1...id for rad
d
FP
(d+1) satisfying the conditions (A)
and (B). For this, we consider a projective cover P of radd−1F P
(d+1) in F (2).
Since radd−1F P
(d) is a direct sum of
(
n+d−2
d−1
)
copies of M , the projective cover
of radd−1F P
(d+1) in F (2) is a direct sum off
(
n+d−2
d−1
)
copies of P (2). The F -top
of radd−1F P
(d+1) is generated by the elements ei1...id−1 + rad
d
FP
(d+1). Denote the
generators of the F -tops of the copies of P (2) in the projective cover P by fi1...id−1 ,
with the convention that fi1...id−1 = fipi(1)...ipi(d−1) , for all π ∈ Sd−1. Let us set
fi1...id−1x0 =
∑
j fi1...id−1jxj . Then the elements fi1...id−1j generate the F -radical
of P . Let γ : P → radd−1F P
(d+1) be the projective cover with γ(fi1...id−1) = ei1...id−1 ,
and define γ(fi1...id−1j) = e
′
i1...id−1j
. As an immediate consequence, we get that
ei1...id−1x0 =
∑
j e
′
i1...id−1j
xj .
The identities 0 = −ei1...id−2x
2
0 =
∑
r ei1...id−2rx0xr =
∑
r
∑
s e
′
i1...id−2rs
xsxr imply
that e′i1...id−2rs = e
′
i1...id−2sr
. But ei1...id−2id−1 = eipi(1)...ipi(d−2)ipi(d−1) for π ∈ Sd−1.
Therefore the elements ei1...id−2id−1id = e
′
i1...id−2id−1id
satisfy the required properties
from (A) and (B).
Finally we have to show that EndR P
(d) = k[t1, . . . , tn]/〈t1, . . . , tn〉
d. It is trivial
for d = 1 and by 2.6, we know that EndR P
(2) = k[t1, . . . , tn]/〈t1, . . . , tn〉
2 with the
action tj(e) = ej and ti(ej) = 0. The functor
HomR(P
(d),−) : F (d) −→ modEndR P
(d)
is an equivalence and the image of P (d) under this functor is the local algebra
EndR P
(d) with identity 1d. Let Y be module over EndR P
(d). Then each R-
linear map g : EndR P
(d) → Y is uniquely determined by the value g(1d), and for
every y ∈ Y there exists a unique EndR P
(d)-homomorphism gy : EndR P
(d) → Y
with gy(1d) = y. This means that for each object X in the subcategory F
(d),
and for every scalar x ∈ X0, there exists a unique homomorphism fx : P
(d) → X
with fx(e) = x and every R-homomorphism f : P
(d) → X must have this form.
Since P
(d)
0 is the k-span of the set {e, ei, eij , . . . ei1...id−1}, there exists exactly one
endomorphism ti ∈ EndR P
(d) such that ti(e) = ei.
As ti is R-linear, ti(ex0) = eix0 =
∑
j eijxj and ti(ex0) =
∑
j ti(ejxj), which means
ti(ej) = eij = titj(e). By (A), eij = eji, so titj = tjti and the
(
n+1
2
)
different prod-
ucts are linearly independent. We assume by induction that for all s < d−1 we have
ei1...is = ti1 · · · tis(e), hence ti1 · · · tis = tipi(1) · · · tipi(s) for all π ∈ Ss. All the
(
n+s−1
s
)
monomials in t1, . . . , tn of degree s are linearly independent in EndR P
(d). Con-
sider ti(ei1...id−3x0) = ei1...id−3ix0 =
∑
j ei1...id−3ijxj =
∑
j ti(ei1...id−3j)xj . Conse-
quently we get
ti(ti1 · · · tid−3tj(e)) = ti(ei1...id−3j) = ei1...id−3ji,
and so, ei1...id−1 = eipi(1)...ipi(d−1) implies that ti1 · · · td−1 = tipi(1) · · · tipi(d−1) for all
permutations π ∈ Sd−1. Therefore, the
(
n+d−2
d−1
)
monomials in t1, . . . tn of degree
d−1 are linearly independent in EndR P
(d). It is easy to show that ti(ei1...id−1) = 0
for all i and all (i1 . . . id−1). This means that the algebra EndR P
(d) is isomorphic
to k[t1, . . . , tn]/〈t1, . . . , tn〉
d. 
Let M = Mξ and F({M(i)}i∈Z) denote the full subcategory of modR consisting
of those graded modules having a filtration with composition factors of the type
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M(i), i ∈ Z. Note that the category F({M(i)}i∈Z) is not an abelian category, if
n > 1.
One consequence of Theorem 1.1 and Corollaries 1.12 and 2.3, every indecomposable
module of dimension larger than 2n in F({M(i)}i∈Z) is a relative extension of two
modules in the same subcategory, hence this subcategory is closed under syzygies
and by duality, under cosyzygies. Finally, denote by F the image of F in modR.
We have the following consequence of this discussion:
Proposition 2.9. TM = F({M(i)}i∈Z).
Proof. We only need to show that F({M(i)}i∈Z) is closed under triangles in modR.
But every triangle A → B → C → Ω−1A with A and C in F({M(i)}i∈Z) comes
from a short exact sequence 0 → A → I(A) ⊕ B → C ⊕ I → 0 where I(A) is
the injective envelope of A, and I is some injective R-module. As F({M(i)}i∈Z)
is closed under extensions, F({M(i)}i∈Z) is closed under triangles, and so it is a
thick subcategory of the stable module category containing M . 
In order to prove that the thick category generated by a module of the form Mξ
does not contain a proper non zero thick subcategory, we need to recall a few facts.
We may assume without loss of generality that R = R(ξ, x1, · · ·xn), and thus the
polynomial algebra S = k[z, y1, · · · , yn], where {z, y1, · · · , yn} is the dual basis of
{ξ, x1, · · ·xn}. Consider the point S-module k[z] = S/〈y1, · · · , yn〉. Under the BGG
correspondence
modR→
Db(modR)
P
→
Db(modS)
FD
where P denotes the thick subcategory of perfect complexes in Db(modR) and
FD is the thick subcategory of Db(modS) consisting of complexes of finite dimen-
sional modules, the module Mξ corresponds to the shifted stalk complex k[z][−n]
in Db(modS). In the following we use some arguments, which are well known to
topologists, see e.g. [8, 25, 31] and we are grateful to Greg Stevenson for very help-
ful conversations. We will need the notion of support of a triangulated subcategory
of Db(S). If C is a complex in Db(S), we define its support
Supp(C) = {p ∈ SpechS| H∗(C)p 6= 0},
where SpechS denotes the homogeneous spectrum of S consisting of the relevant
homogeneous prime ideals in S. Then, the support of a triangulated subcategory
A of Db(S), is the union of the supports of the objects in A.
Theorem 2.10. Let R = R(V ) be the exterior algebra in n+1 indeterminates and
let ξ ∈ P(V ). Let M = Mξ be a cyclic R-module of complexity one. Then each
nonzero element of TM generates TM .
Proof. We need to show that M ∈ TX for each nonzero X ∈ TM . Let σ(TM )
and σ(TX) denote the images of TM and of TX in D
b(modS) under the BGG
correspondence. Both are thick subcategories closed under tensor products since
this was the case with TM and TX . But the support of σ(TM ) in Spec
hS, consists
only of the ideal 〈y1, · · · , yn〉 of height n. Therefore, Supp(σ(TM )) = Supp(σ(TX))
and by [31, Theorem 3.15] (see also [8]), we have TM = TX . 
Summarizing the results of this section, we have:
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Theorem 2.11. Let R = R(V ) be the exterior algebra in n+1 indeterminates and
let T be the thick subcategory of modR consisting of all the modules of complexity
one. Then T =
⊔
ξ∈P(V ) TMξ is the decomposition of T into its irreducible thick
subcategories. 
3. Modules with self-extensions
It is an open problem whether all the indecomposable modules of non-maximal
complexity over the exterior algebra have graded self-extension. We cannot give a
complete answer even in the complexity one case. We prove in this section that in
the case n = 2, every module of complexity one or two, has self-extensions, while
in the higher dimensional case, we prove this result for linear modules having non
maximal complexity. We will use an argument which seems to be well known to
geometers, and we are grateful to Greg Stevenson for explaining us how it can be
deduced from Bo¨hning’s result [2, 2.1.4] : A sheaf without self-extensions over P(V )
is locally free. We start with a preliminary result. We have the following ([1, 3.8]):
Proposition 3.1. Let R = R(x0, · · · , xn) and let S = k[x0, · · · , xn] where the base
field k is algebraically closed. Let M be a finitely generated graded R-module. Then
cxM equals the Krull dimension of the graded S-module E(M) = Ext∗R(M, k).
This implies that if E(M) is torsion free, then M must have maximal complexity.
In particular, if the sheafification ([30]) of E(M) is locally free, then the complexity
of M must equal n+ 1.
Theorem 3.2. Let R = R(x0, · · · , xn) and let M be an indecomposable linear
module of complexity less or equal to n. Then Ext1R(M,M) 6= 0.
Proof. Assume that Ext1R(M,M) = 0. By Koszul duality, we have that Ext
1
S(X,X) =
0 where X = E(M) = Ext∗R(M, k). Let X˜ be the sheafification of X . It follows
from [17] that the sheaf X˜ has no self extension either, and from the proof of [2,
2.1.4] that X˜ is locally free yielding a contradiction to our preceding remarks. 
Remark 3.3. It would be interesting to have also a proof of the above result that
does not require a geometric argument. We have such a proof only in the case
that the complexity of our R-linear module equals 1. This proof is presented in an
earlier version of this paper, posted in arXiv: 1701.01149. More precisely, we prove
that an indecomposable linear module of complexity one over the exterior algebra
in n+ 1 indeterminates has self-extensions.
Since we know the structure of all indecomposable modules of complexity one, see
Theorem 1.1 and Corollary 2.3, we can use Mukai’s lemma ([29, 1.4]) we get a slight
generalization:
Proposition 3.4. Let R be the exterior algebra in n + 1 indeterminates and let
X be an indecomposable module of complexity one minimally generated in degrees
i0 < i1 < . . . < ip−1 < ip and assume either i1 = i0+(n− 1) or ip = ip−1+(n− 1).
Then Ext1R(X,X) 6= 0.
Proof. Let i1 = i0 + (n − 1) and let L = 〈Xi0〉 be the submodule of X gener-
ated by Xi0 .Then L is a degree shift of a linear module of complexity one, hence
Ext1R(L,L) 6= 0 by the previous proposition. Consider the short exact sequence
0→ L→ X → X/L→ 0. Then HomR(L,X/L) = 0 and Ext
2
R(X/L,L) = 0, hence
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by [29, 1.4] again, dimk Ext
1
R(X,X) ≥ dimk Ext
1
R(L,L) > 0. In the second case,
ip = ip−1 + (n− 1) we use the dual argument. 
Corollary 3.5. Ler R be the exterior algebra in n+1 indeterminates and let C be an
Auslander-Reiten component in the Auslander-Reiten quiver of modR containing
a shift of a linear module of complexity one. Then all indecomposable modules in C
have self-extensions.
Proof. Since τX ∼= X(n − 1) for complexity one modules, any indecomposable
module Y in C has a minimal set of generators in degrees i0, i0 + (n− 1), . . . , i0 +
s(n−1) for some integer i0 and some s ≥ 0, hence the above proposition applies. 
Using [29, 1.4] we get in the two dimensional case:
Proposition 3.6. Let R be the exterior algebra in 3 indeterminates and let X be
an indecomposable module of complexity one or two. Then Ext1R(X,X) 6= 0.
Proof. If X has complexity one, then X is minimally generated in degrees i0, i0 +
1, i0 + 2, · · · , i0 + r, hence it has self extensions by Proposition 3.4. Let X be an
indecomposable module such that cxX = 2 and and assume that Ext1R(X,X) = 0.
By taking syzygies, we may assume without loss of generality that X is weakly
Koszul ([23]). Again without loss of generality we may assume that X is minimally
generated in degrees 0, 1, . . . , p. Then, as in the proof of 3.4 there exists a linear
R-module U and a relative extension 0 → U → X → V → 0 of weakly Koszul
modules of complexity two. Moreover, V is minimally generated in degrees 1, . . . , p,
and we have HomR(U, V ) = Ext
2
R(V, U) = 0. From Mukai’s lemma, we infer that
Ext1R(U,U) = 0. Under Koszul duality and sheafification, U corresponds to a
rigid sheaf on the projective plane, so by [7], it must be a vector bundle. But the
modules corresponding to vector bundles must have maximal complexity by [1],
hence cxU = cxX = 3 and we get a contradiction. 
Appendix A. The projective line case
The thick subcategories of modR where R = R(x0, x1) is the exterior algebra in
two indeterminates were described by Krause in [22] using non-crossing partitions.
Using the BGG correspondence this yields a description of the thick subcategories
of Db(cohP1). In this appendix we will use an “Auslander-Reiten theoretical ap-
proach” to formulate and recapture these results. Note that in the dimension one
case, every indecomposable non projective graded R-module that is not simple has
Loewy length (therefore graded length) equal to two.
If M is indecomposable with complexity 1, then τM ∼= M , hence M lies in a
homogeneous tube Σ, the whole tube is contained in the thick subcategory TM and
any two indecomposable modules in Σ generate the same thick subcategory. Also
for every non zero linear form ξ, the modules Mξ defined at the beginning of this
paper, are uniserial of length two, have complexity one, and are the graded quasi-
simple R-modules. Therefore we may assume that the module M is quasi-simple
in Σ.
Proposition A.1. Let M be an indecomposable quasi-simple graded module of
complexity 1. Let N be another quasi-simple module of complexity 1 belonging to
TM . Then N ∼= Ω
−iM ∼=M(i) for some i ∈ Z.
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Proof. Using 1.10 we infer that the moduleM is linear, so it is generated in degree 0.
We know that TM contains the tube containingM , as well as all the tubes containing
each ΩiM = M(−i). Since TM is connected, there are nonzero maps between the
homogeneous tubes contained in TM . So for every tube in TM containing a quasi-
simple module L, there is another tube TM containing a quasi-simple module N
such that we must have HomR(L,N) 6= 0 or HomR(N,L) 6= 0. Since L is weakly
Koszul it follows from 1.10 that it must be in fact, a (degree) shift of some linear
module. Assume that HomR(L,N) 6= 0. By the preceding remarks and Lemma
1.2., N is either generated in degree 0, or -1. If N is generated in degree 0, since
both L and N are uniserial of graded length 2, every nonzero homomorphism from
L to N must be an isomorphism, so assume that N is generated in degree −1. But
N being also of complexity 1, means that we may write N = Ω−1K for some linear
module K of complexity 1, so we have Ext1R(L,K) = HomR(L,Ω
−1K) 6= 0. Thus
we have a non split extension of linear modules 0 → K → X → L → 0 and an
induced commutative diagram:
0 // K
f

// X

// L // 0
0 // L // Y // L // 0
where the bottom sequence is the Auslander-Reiten sequence ending at L. As
before, the homomorphism f is either an isomorphism or zero. But f cannot be
zero since this would imply a splitting of the Auslander-Reiten sequence ending at
L. So f is an isomorphism, and then N ∼= Ω−1L. The case HomR(N,L) 6= 0 is
treated in a similar fashion. 
As an immediate consequence we obtain a description of the thick subcategories
generated by indecomposable modules of complexity 1:
Proposition A.2. Let M be an indecomposable R-module of complexity 1, and let
TM be the thick subcategory generated by M . Then TM is the additive subcategory
of modZR generated by
⋃
i∈Z Σi, where for each integer i, Σi denotes the graded
Auslander-Reiten component containing the module M(i).
Proof. We have seen that TM contains the add
⋃
i∈Z Σi, so we only need to prove
that the additive closure of this union is a triangulated subcategory of modZR. Let
X → Y → Z → Ω−1X be a triangle where X,Z are in add
⋃
i∈Z Σi. Obviously Z is
also isomorphic to a direct sum of modules of complexity 1. Let C be an indecom-
posable summand of Y . We may assume that one of HomR(X,C) and HomR(C,Z)
is nonzero. Say we have a non-zero graded map from an indecomposable direct
summand X ′ of X contained in some tube Σj to C. As in the proof of the previous
lemma, we may assume that both X ′ and C are quasi-simple and it follows that
C ∈ Σj or C ∈ Σj−1. 
Lemma A.3. Let M be an indecomposable graded module of complexity one, and
let T be a thick subcategory of modR containing M and a graded simple module.
Then T = modR.
Proof. Since TM contains all the graded shifts of M , we may assume without loss
of generality that M is quasi-simple generated in degree 0. We have an embedding
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S(−1)→ M and a homomorphism M → S, where S is the unique simple module
concentrated in degree zero. From the distinguished triangle
S(−1)→M → S → Ω−1S(−1)
we infer that S(−1) ∈ T and in this way we get that for each i ∈ Z, S(i) ∈ T . Let
N be an indecomposable non projective R-module of graded length two. We have
a short exact sequence 0→ S(l)t → N → S(l + 1)s → 0 for some positive integers
s, t and for an integer l. It follows that N ∈ T . 
We obtain the following consequence:
Corollary A.4. Let M be an indecomposable graded module of complexity one,
and let T be a thick subcategory of modR containing M and an indecomposable
module belonging to one of the graded transjective components. Then T = modR.
Proof. In view of the previous lemma, it suffices to show that T contains a graded
simple module. Let X ∈ T be an indecomposable module of complexity two, and
let Γ be the transjective component containing it,
F1
##●
●●
●
##●
●●
●
F−1
&&▲
▲▲
▲
&&▲
▲▲
▲
. . . F2
::✈✈✈✈
::✈✈✈✈
S
::✉✉✉✉
::✉✉✉✉
F−2 . . .
where S is the graded simple module lying in Γ. Assume thatX = Fi for some i ≥ 1.
If i = 2k is even, Fi = τ
kS = Ω2kS(2k), so the graded simple module S(2k) ∈ T .
If i = 2k+ 1, then Fi = τ
kF1 = Ω
2kF1(2k), implying that F1(2k) ∈ T . But M(2k)
is also in T and, as in proofs of the previous lemmas, we have a nonzero homo-
morphism f : M(2k)→ F1(2k), or a non-zero homomorphism f : F1(2k)→M(2k).
In the first case, since both F1(2k) and M(2k) are generated in the same degree
and have linear resolutions, HomR(M(2k), F1(2k)) = HomR(M(2k), F1(2k)). But
M(2k) is quasi-simple, so f is one-to-one and its cokernel is simple. So in this case
too, T contains a graded simple module. The remaining case, and the case when
X is of the form F−i for some i ≥ 0 is treated the same way. 
We turn our attention to the thick subcategories generated by the modules of
complexity 2. Let Γ0 be the transjective component containing the simple module
S generated in degree zero. Then for each integer i we have
Fi+1 = ΩFi(1) = Ω
i+1S(i+ 1)
where F0 denotes the simple module S. Let X ∈ Γ0. Then TX contains all the
syzygies and cosyzygies of X , and it follows that for each integer j, TX contains
a graded shift of Fj , so it must contain some graded simple module. So when
describing TX we may assume without loss of generality that X is a graded simple
module. We have the following:
Lemma A.5. Let S be the graded simple module generated in degree zero. Then
TS is the additive closure of {Fi(−i)|i ∈ Z}.
Proof. add{Fi(−i)|i ∈ Z} is obviously closed under syzygies and cosyzygies so to
show that it is triangulated we need to show that if two terms of a distinguished
triangle are in add{Fi(−i)|i ∈ Z}, then so is the third. Let X be an indecomposable
module of complexity two. Without loss of generality we may clearly assume that
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X = Fi = Ω
iS(i) and belongs to the Auslander-Reiten component Γ0 containing
the unique simple module concentrated in degree zero. Then
Ext1R(Fi(−i), Fi(−i)) = Ext
1
R(S, S) = 0.
It is also easy to show that for all integers i, j:
HomR(Fi(−i), Fj(−j)) =
{
0 if i 6= j.
k otherwise.
This clearly implies that each add{Fi(−i)|i ∈ Z} is a triangulated subcategory and
the proof of the lemma is complete. 
Lemma A.6. Let T be a thick subcategory of modR, containing indecomposable
modules Fi(j) and Fr(s) with i+ j 6= r + s. Then T = modR.
Proof. Assume that r+ s > i+ j. Since for each i, j we have Fi(j) = Ω
iS(i+ j), we
infer from Fi(j) ∈ T that S(i+ j) ∈ T . Similarly Fr+s−(i+j)(i+ j) = Ω
r+sS(i+ j)
is in T . But HomR(Fr+s−(i+j)(i + j), S(i + j)) 6= 0. As in the Kronecker algebra
case there exists a short exact sequence
0→M(i+ j)→ Fr+s−(i+j)(i + j)→ S(i+ j)→ 0,
where M is an indecomposable module of complexity 1. From this short exact
sequence we get in modZR a triangle
M(i+ j)→ Fr+s−(i+j)(i + j)→ Si+ j)→ Ω
−1M(i+ j)
Since Fr+s−(i+j)(i+ j) and S(i+ j) are in T , M(i+ j) ∈ T too. Corollary 2.5 then
implies T = modR. 
We summarize this discussion with the following description of the lattice of thick
subcategories of modR:
Theorem A.7. Let R = R(x0, x1) be the exterior algebra in two indeterminates.
(1) The proper thick subcategories of modR are of the form Tα, where φ 6=
α ⊆ P1, and add{Fi(−i+ j) for all i, j ∈ Z}.
(2) The proper thick subcategories of modR closed under tensor products are
only of the form Tα, where φ 6= α ⊆ P
1. 
The following picture is useful in illustrating the irreducible thick subcategories
consisting of modules of complexity 2.
F2(2) F1(2) S(2) F−1(2) F−2(2)
F2(1) F1(1) S(1) F−1(1) F−2(1)
F2 F1 S F−1 F−2
F2(−1) F1(−1) S(−1) F−1(−1) F−2(−1)
THICK SUBCATEGORIES OF THE STABLE CATEGORY 21
References
[1] Aramova, A., Avramov, L. L., Herzog, J.. Resolutions of monomial ideals and cohomology
over exterior algebras, Trans. Amer. Math. Soc. 352 (1999), 579-594.
[2] Bo¨hning, C. Derived Categories of Coherent Sheaves on Rational Homogeneous Manifolds,
Documenta Math, 11, 2006, 261-331.
[3] Benson, D. J., Carlson, J. F., Rickard, J. Thick subcategories of the stable module category,
Fundamenta Mathematicae, 153, 1997, 59-80.
[4] Benson, D. J., Iyengar, S., Krause, H. Representations of Finite Groups: Local Cohomology
and Support. Birkha¨user, Basel, 2012.
[5] Bernstein, I. N., Gelfand, I. M., Gelfand, S. I. Algebraic bundles over Pn and problems in
linear algebra, Funct. Anal. Appl., 12, (1979), 212-214.
[6] Bongartz, K. Tilted algebras. In: Representations of Algebras (Puebla 1980), Lecture Notes
in Mathematics, vol 903, Springer, Berlin (1981), 17-32.
[7] Dre´zet, J.-M., Fibre´s exceptionnels et suite spectrale de Beilinson ge´ne´ralise´e sur P2(C).
Math. Ann. 275 (1986), no. 1, 25-48.
[8] Dell’Ambrogio, I., Stevenson, G. On the derived category of a graded commutative noetherian
ring, Journal of Algebra 373 (2013), 356-376.
[9] Eisenbud, D. Periodic resolutions over exterior algebras. J .Algebra 258 (2002), 348-361.
[10] Gabriel, P. Indecomposable representations II. In: Symposia Mat. Inst. Naz. Alta Mat. 11
(1973), 81–104.
[11] Gabriel, P. Des cate´gories abe´liennes. Bull. Soc. Math. France 90 (1962), 323-448.
[12] Gorodentsev, A. L., Kuleshov, S. A., Rudakov, A. N. t-stabilities and t-structures on trian-
gulated categories. translation in Izv. Math. 68 (2004), no. 4, 749-781.
[13] Green, E. L., Martinez-Villa, R. Koszul and Yoneda algebras. In: Representation theory of
algebras (Cocoyoc, 1994), 247-297, CMS Conf. Proc., 18, Amer. Math. Soc., Providence, RI,
1996.
[14] Green, E. L., Mart´ınez-Villa, R., Reiten, I., Solberg, Ø., Zacharia, D.; On modules with linear
presentations. J. Algebra 205, (1998), no. 2, 578-604.
[15] Guo, J., Wan, Q., Wu, Q. On the tubes of exterior algebras. Algebra Colloquium 13 (2006),
149-162.
[16] Happel, D. Triangulated Categories in the Representation Theory of Finite Dimensional
Algebras. London Math. Soc. Lecture Notes Series 119 (1988).
[17] Happel, D., Zacharia, D. A note on sheaves without self-extensions on the projective n-space,
Proceedings Amer.Math.Soc. 141 (2013), 3383-3390.
[18] Herzog, J., Iyengar, S. Koszul modules. J. Pure Appl. Algebra 201 (2005), no. 1-3, 154-188.
[19] Hopkins, M. J. Global methods in homotopy theory. In Homotopy Theory, Proc. Durham.
Symp. 1985. Cambridge University Press, Cambridge 1987, 73-96.
[20] Ingalls, C., Thomas, H. Noncrossing partitions and representations of quivers, Compositio
Math 145 (2009), no 6, 1533-1562.
[21] Kerner, O. Projective covers and injective hulls in abelian length categories. In: Rings, mod-
ules, algebras, and abelian groups,Lect. Notes in Pure and Appl. Math, 236 (2004), 349-352.
[22] Krause, K., Report on locally finite categories, Journal of K-Theory 9 (2012), 421-458.
[23] Martinez-Villa, R., Zacharia, D. Approximations with modules having linear resolutions. J.
Algebra 266 (2003) 671-697.
[24] Martinez-Villa, R., Zacharia, D. Selfinjective Koszul algebras. The´ories d’homologie,
repre´sentations et alge`bres de Hopf. AMA Algebra Montpellier Announcements. 2003.
[25] Neeman, A. The chromatic tower for D(R). Topology, 31, (1992), 519-532.
[26] Okonek, C., Schneider, M., Spindler, H. Vector bundles on complex projective spaces. Cor-
rected reprint of the 1988 edition. With an appendix by S. I. Gelfand. Modern Birkha¨user
Classics. Birkha¨user/Springer Basel AG, Basel, 2011.
[27] Polishchuk, A., Positselski, L. Quadratic algebras. University Lecture Series 37. American
Mathematical Society, Providence, RI, 2005.
[28] Ringel, C. M. Representations of K-species and bimodules, J. Algebra. 41 (1976), 269-302.
[29] Rudakov, A. N. Markov numbers and exceptional bundles on P2. (Russian) Izv. Akad. Nauk
SSSR Ser. Mat. 52 (1988), no. 1, 100-112, 240; translation in Math. USSR-Izv. 32 (1989),
no. 1, 99-112.
[30] Serre, J-P. Faisceaux alge´briques cohe´rents Ann. of Math. (2) 61, (1955). 197-278.
22 OTTO KERNER AND DAN ZACHARIA
[31] Thomason, R.W. The classification of triangulated subcategories. Compositio Mathematica
105, 1-27, 1997.
Mathematisches Institut, Heinrich-Heine-Universita¨t, 40225 Du¨sseldorf, Germany
E-mail address: kerner@math.uni-duesseldorf.de
Department of Mathematics, Syracuse University, Syracuse 13244, USA
E-mail address: zacharia@syr.edu
