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highly parallel nature of  the 3D  reconstruction algorithms,  it  is possible  to  implement 
these algorithms on the GPU to reduce the processing time to the level that is practical. 
 





images.    However,  ART  requires  significantly  more  computation.    Material  ART  is  a 
recently  developed  algorithm  that  uses  beam‐hardening  correction  to  eliminate 
artifacts. 
 
In  this  thesis,  these  three  algorithms  were  implemented  on  the  NVIDIA’s  CUDA 
platform.  These CUDA based algorithms were tested on three different graphics cards, 
using phantom and real data.  The test results show significant speedup when compared 



































































































































































takes  thousands  of  two‐dimensional  “pictures”  of  the  object  or  the  body;  digital 
computer puts these images together into a highly detailed three‐dimensional image of 
what  is  inside  the  object.    However,  3‐D  image  reconstruction  is  computationally 
intensive.    There  are  two  challenges  to  computer  scientists  and  engineers:    to 
reconstruct the 3‐D image in real‐time and to complete it on commodity hardware. 
 
The CBCT  scanner  is  smaller,  faster, and  safer  than  the CT  scanner.   Due  to  the  cone 








Scientists  and  engineers  have  been  developing  many  algorithms  to  reconstruct  3‐D 
images  from  2‐D  CBCT  images.    Two  of  the  most  popular  CBCT  algorithms  are  the 
Feldkamp‐Davis‐Kress  algorithm  (FDK)  and  the  Algebraic  Reconstruction  Technique 
(ART). FDK is the most basic and common reconstruction algorithm.  It uses the method 
of filtered‐backprojection to reconstruct the original object.  FDK is faster than ART but 
not as accurate as ART.   ART  is an  iterative method that builds upon the FDK.    It uses 
projection in conjunction with backprojection to correct for reconstruction artifacts. 
 
Recently  developed, Material ART  is  an  improvement  over ART,  as Material ART will 
correct for beam‐hardening.   Beam‐hardening  is an artifact that occurs when the X‐ray 
source  is polychromatic.    It produces  reconstruction artifacts  that make  the center of 






Modern  NVIDIA  GPUs  are  scalable  processor  arrays  that  excel  at  computing  parallel 
tasks.   Compute United Device Architecture (CUDA) technology allows general purpose 
programs  to  run  on  NVIDIA  GPUs.    Since  the  reconstruction  algorithms  are  easy  to 



























































































The  case of  fan‐beam projections  can be derived by  reorganizing  the projection  lines 
into the parallel‐line equivalent coordinate system.  This introduces another weight into 
the formula.  The algorithm is completed once it is extended to the 3rd dimension. 
Figure 7  gives  a high  level overview of how  the  FDK  reconstruction works.    For each 




The  FDK  reconstruction  has  very  large  amounts  of  parallelism.    Each  voxel‐
backprojection operation  is  independent  from each other;  therefore, each  can  run  in 























Figure 9 and Equation 4 demonstrate the  iterative calculations.    In practice, the ART  is 
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The  objective  is  to  improve  upon  FDK.    Since  ART  is  an  iterative  method,  it  can  be 
initialized  to  the  FDK  reconstruction  as  the  initial  guess.    Additionally,  because  ART 
needs  to  converge  onto  a  solution,  FDK  provides  a  good  initialization;  Figure  9 





































volume object has  to be maintained  for  the beam‐hardening  correction  factors.    The 
beam‐hardening  correction  factors  pose  a  problem  because  of  the memory  costs  of 
maintaining  a  large  3D  floating‐point  volume  and  the  limited  amount  of  memory  in 
CUDA cards. 
 













































In  2007,  the  NVIDIA  Corporation  introduced  the  CUDA  platform  to  harness  the 
computational  power  of  its  GPUs.    Due  to  their  nature  of  being  large  arrays  of 
processors and their SIMT nature, CUDA can accelerate parallelized computation. 
In  this chapter, we will  review a brief history of  the evolution of  the GPUs.   Next, we 
review  the  G80  “Tesla”  architecture  and  relate  it  to  CUDA.    Lastly  we  discuss  the 
architectural improvements of the Fermi architecture. 
3.1 Brief History of GPUs 
The  primary  purpose  of  GPUs  is  to  accelerate  the  computation  intensive  graphics 
pipeline, typically for graphics rendering and video games.  The earliest GPUs had fixed 
function,  but  the  vertex  and  fragment  stages  of  the  graphics  pipeline  required  the 
hardware  to  become  programmable.    Also,  heavy  demand  from  increasingly 
sophisticated video games placed even greater performance demands from GPUs.  Early 
efforts  produced  architectures  with  greater  numbers  of  programmable  Vertex  and 
Fragment processors.  However, because graphics workloads were typically unbalanced 













Figure  12,  Figure  13,  Figure  14,  Figure  16,  and  Figure  17  are  excerpts  from  previous 
papers that illustrate the evolution of the architecture.  Figure 12 visualizes the GeForce 
6800 architecture, a typical GPU architecture before the unified architecture; note the 
separate  discrete  vertex  and  fragment  processors.    Compare  this  to  the  unified 
architecture of the GeForce 8800, the first CUDA‐enable GPU.   Figure 13  illustrates the 
scalable  processors  array.    Figure  16  illustrates  the  continued  evolution  and  further 








The G80 was  the  first  unified  architecture GPU.    Instead  of  the  separate  vertex  and 
fragment processors, it is a “Scalable Processor Array (SPA).”  This means that they are 
comprised of very  large arrays of general processing.   Figure 13  illustrates the scalable 
processor  array  architecture.    Instead  of  running  specialized  vertex  and  fragment 










The main  characteristic  of modern GPUs  is  their  parallel  nature.    They  are made  of 
multiple  streaming processors, with each  containing eight processing  elements  called 
“CUDA  cores.”    Figure  11  shows  a  Texture/Processor  Cluster,  which  contains  two 
Streaming  Multiprocessors  (SM).    One  CUDA  core  is  considered  to  be  a  stream 


















the  multiprocessor  very  efficient  in  utilizing  the  memory  bandwidth  and  hiding  the 
latencies.   One weakness of the design  is that for maximum efficiency, all threads  in a 
warp must be  running  the  same  set of  instructions, or divergent  threads would occur 
and  take  a  performance  hit.    This  also  means  that  the  GPU  is  not  very  effective  at 
handling  conditional  statements,  as  it  lacks  the  specialized  hardware  of  traditional 









Compute Unified Device Architecture  (CUDA)  is  the computing engine  in NVIDIA GPUs 
that  allow  general  programs  to  run  on GPUs.    Keeping  the G80  Tesla  architecture  in 
mind,  it  is  easy  to  understand  how  CUDA  takes  advantage  of  the  hardware  to  run 
general programs. 
 














design  improvements  include  increased CUDA cores per multiprocessor, an  increase of 
CUDA  cores  in  the  GPU  overall,  a  dual‐warp  scheduler  for  each  streaming 
multiprocessor, a unified address  space  to  support  formal pointers, a proper memory 




























Due  to  its  highly  parallel  nature,  it  is  difficult  to  predict  the  performance  of  a CUDA 















local data.    It  is useful  for accessing spatially  local data, and  it can  linearly  interpolate 
between  data  points.   One  disadvantage  of  texture memory  is  that,  to  bind  data  to 
texture memory,  the  data must  either  be  a  simple  1D memory  space  or  an  opaque 
CUDA  array.    This  means  that  a  separate  CUDA  array  must  be  allocated  each  time 




volumes  and  low  amounts  of  CUDA  global  memory.    Another  weakness  of  texture 
memory is that it is read only, which limits its use. 
 




Another unique  feature  to note  is  constant memory.   As  the name  implies,  constant 
memory cannot be modified during a CUDA kernel’s runtime.  It is stored off‐chip in the 
CUDA card’s RAM, but  it  is cached and optimized  for when all  the  threads  in a kernel 














W.  Kress  is  one  of  the  most  popular  algorithms  used  for  this  field  [4].    Cone‐Beam 
reconstructions  are  known  to be  computationally  intensive,  so previous  research has 
focused  on  acceleration.    These  efforts  include  Cone‐Beam  Reconstruction 
implementations  on  FPGAs  [16][17][18]  and  on  the  CBEA  (Cell  Broadband  Engine 
Architecture)  [14][15].    There  has  also  been  work  in  using  GPUs  for  Cone‐Beam 
Reconstruction using  shader  languages and OpenGL  [19][20].   OpenCL  is a  competing 




due  to  the  possibilities  opened  by  its  computational  power  and  its  widespread 
application  in  scientific  computing  [6].    CUDA  has  been  applied  to  Cone‐Beam 






execution  time  of  12  seconds.    It  also  compared  the  runtimes  to  the  CBEA 
implementations. 
 
A  version of ART  called SART  (Simultaneous Algebraic Reconstruction Technique) also 
has been implemented in CUDA [2], although it is less common.  The work in [2] used a 
Quadro FX 5600 on a data set of 228 projections of 256 x 128 pixels and a 512 x 512 x 
350  volume.    The  result  is  a  runtime  of  844  seconds  for  20  iterations.    Also 
recommended in [2] is the use of 3D texture memory, although the results obtained in 
this  thesis show  it  is not always beneficial.   Note  that  the ART  implementation  in  this 
thesis uses FDK as an initialization. 
 












One  defining  characteristic  and  limitation  of  all  the  reconstruction  algorithms  is  the 







constant  memory  for  the  kernel  parameters.    One  challenge  is  that  due  to  the 





There  are  a  number  of  possible  bottlenecks  that  can  severely  reduce  parallel 







The  first  bottleneck  is  the memory  transfer  between  the  CUDA  device  and  the  host 
system.    This  is  usually  the  largest  bottleneck,  because  CUDA  cards  have  a  limited 




systems,  accesses  to  RAM  are  extremely  costly.    For  CUDA,  accesses  to  the  global 
memory cost hundreds of cycles in latency.  CUDA uses the multiple warps in a block to 
attempt to hide the latency, but optimization typically involves reducing Global memory 
accesses.    Other  types  of  memory  such  as  texture  memory,  constant  memory,  and 






















calculate  the direction of  their X‐ray and use  that  to calculate where  it would hit  the 
detector.   Then  the kernel would use  the built‐in bilinear  interpolation  in  the  texture 
memory.  This feature is important for a couple of reasons: it is a built‐in function so it 




to  achieve  the  same  speedup  that was  seen  in  [1].    It  achieved  greater efficiency by 
loading  all  the  projection  data  to  the  CUDA  card  in  the  beginning,  and  running  one 
kernel  for  all  projections  instead  of  one  kernel  run  for  each  projection.    This  was 


















































































Remember  that ART  is  the  theoretical  opposite  of  FDK.   As  it  has  been  discussed  in 
previous  literature  [15],  using  Forward  Projection  to  correct  for  backprojection,  or 
implementing  SART,  has  been  shown  to  be  effective  in  reducing  and  eliminating 










due  to  the  previously mentioned  reconstruction  volume  size  problem  and  for  CUDA 
cards  with  low  amounts  of  global  memory,  a  problem  becomes  apparent.    For  the 
typical reconstruction size of 5123, a 1 GB CUDA card cannot maintain both the normal 
reconstruction volume and the CUDA array reconstruction volume that is bound to the 
texture memory at  the  same  time.   What happens  then  is  that  the volume has  to be 
copied  back  to  the  host  each  time  for  the  backprojection  step.    This  is  not  a major 















Material‐ART has  its own unique challenges.   The  Image Correction Factors volume, by 
definition,  is  the  same  size  as  the  reconstruction  object.    The  typical  case  size  for 
reconstruction volumes  is 5123 floating point values, or 512 MB.   However, the typical 
CUDA card only has less than 1 GB of RAM.  This would make it impossible to maintain 





RAM.   The second solution  is to modify the  implementation of the algorithm, or make 
minor  changes  to  the  algorithm  itself  to  eliminate  the  need  to  maintain  the  Image 
Correction Factors  in the main memory.   This second solution can be  implemented by 
recalculating the  Image Correction Factors on the  fly  for the reconstruction step.   This 
modification becomes  the basis of  the “merged kernel”  implementation.   The merged 






Material  ART  is  more  complex  and  requires  more  computation.    It  also  requires 
additional  parameters.    This  is  because  during  the  forward  projection  step,  at  the 
section  when  Material  ART  reads  from  the  reconstruction  volume,  it  takes  the 
attenuation of the voxels and classifies them to materials from a materials list received 
in  the  parameters.    This  means  that  a  material  ART  program  would  require  both  a 










each block.   Additionally, energy  levels must be maintained per ray casted.   Because a 
large  amount  of  threads  were  grouped  per  block  and  the  energy  spectrum  can  be 
divided  into  an  arbitrary  number  of  levels,  the memory  requirements would  exceed 
shared memory capacity.   These reasons combined with the difficulty of developing  in 
CUDA  and  the  generous  amount  of  space  in  global  memory,  these  additional 




























dimensions)  instead, with  the assumption  that  the  runtime  characteristics  remain  the 
same. 
 
In  implementation,  data  transfers  between  the  host  and  device  and  global  memory 
accesses were minimized.  There are only two exceptions: 
1. Because  in‐development profiling  indicated that calculation dominated GPU 
time, so texture memory was utilized to reduce global memory accesses and 
overall kernel  time.   This comes at  the cost of  increased memory  transfers 
between the host and device.   More details are discussed  in the analysis of 
section 7.3.3 ART and Material ART and section 7.3.4 GPU time breakdown. 






interpolation  and  to  cache  the memory  accesses.    The Material  ART  cannot  use  the 
interpolation  of  the  texture  memory,  because  it  has  to  classify  the  accessed  voxels 






in  global  memory  as  stated  before,  so  the  additional  global  memory  accesses  are 
expected to reduce kernel execution performance. 
5.6.1.1 Memory Swapping 


























impact  runtime.   More  information on  this  is presented  in  the  results and analysis of 
section 7.3.3 ‐‐ ART and Material ART and section 7.3.4 ‐‐ GPU time breakdown.  
 

















































































G210 1.2 2 16 512MB 69
GTX 295 1.3 2x30 2x240 2x1GB 2x894
GTX 560 2.1 8 384 2GB 1263  
 










architectural  improvements.   The GTX 295  is different  from others  in  that  it combines 
two  physical  NVIDIA  GPUs  into  one  graphic  card.    However,  this  thesis’  CUDA 










Column Row Slice Size (MB)
Problem 
Size (GB)
P1 360 128 128 64 23 128 128 128 8 3
P2 360 256 256 256 90 256 256 256 64 23
P3 360 512 512 1024 360 512 512 512 512 180
P4 360 512 512 1024 360 512 512 512 512 180
R1 246 575 640 1438 345 576 576 450 570 137
R2 449 960 768 2880 1263 576 576 450 570 250
R3 360 600 950 2227 783 608 608 608 857 301





Eight data  sets, provided by Carestream Health,  Inc., were used  for  testing.   They are 
divided  between  computer  generated  data  and  real  data.    The  real  data  refers  to 
projection  data  produced  from  CT  scans  of  patients  and  phantoms.    Computer 
generated  data  are  not  produced  from  X‐ray  machines.    The  real  data  are  further 
distinguished between the patients and phantoms.  Phantoms are manufactured objects 
that test reconstruction algorithms.  A well known and commonly used phantom is the 







Two  types  of  phantoms  were  used  for  the  computer  generated  data:  the  standard 
phantom  and  the Material‐phantom,  a  phantom  specifically  used  to  test  cone‐beam 
correction.  Also, because they are generated, different sizes of these phantoms will be 
used.  For real data, CT‐scans of patients were used as the final test and benchmark to 
verify  that  the  algorithms  work,  and  that  the  ART  and  Material‐ART  improve 
reconstruction  quality.    Also,  CT  data  of  a  real  phantom  was  used  to  detect  beam‐
hardening correction.  Four sets of real data were used.  Two data sets were selected to 
have manageable dimensions, while the third was selected because  its dimensions are 

















image sharpness of  image details and  the correction of artifacts.   Within  the ART and 






The  results of  the  two Material ART  implementations were  compared  to  confirm  the 
validity  of  the  alternate  Material  Art  implementation  and  to  make  sure  the  second 
Material ART implementation did not produce additional artifacts. 
6.3 Expected Results 
Before  benchmarking  was  performed,  there  were  a  number  of  expectations  for  the 
results.  These expectations are as follows: 
• The newer GPU should have faster runtimes than the older ones. 




















of  interest  are  the molars, molar  implants  (e.g.,  dental  fillings),  sinus  bones,  and  ear 




The  first criterion  for the results of the CUDA accelerations  is the  image quality of the 
output.   As  stated by  the proposed  testing,  there  are  several points  that have  to be 
confirmed.  These are: 
1) Confirm  that  the  GPU  produces  images  that  are  the  same  quality  or  better 
quality compared to the CPU output 















R1 FDK 322 A1 = A2
R1 ART 322 A3 < A4
R1 MART1 322 A5 = A6
R1 MART2 322 A7 = A8
R2 FDK 135 A9 = A10
R2 ART 135 A11 < A12
R2 MART1 135 A13 = A14
R2 MART2 135 A15 = A16
R4 FDK 38 A17 = A18
R4 ART 38 A19 < A20
R4 MART1 38 A21 = A22























R1 ART 322 B1 << B2 << B3 << B4 < B5
R1 MART1 322 B6 << B7 << B8 << B9 < B10
R1 MART2 322 B11 << B12 << B13 << B14 < B15
R1 ART 364 B16 << B17 << B18 << B19 < B20
R1 MART1 364 B21 << B22 << B23 << B24 < B25
R1 MART2 364 B26 << B27 << B28 << B29 < B30
R2 ART 135 B31 << B32 << B33 << B34 < B35
R2 ART 190 B36 << B37 << B38 << B39 < B40
R3 ART 443 B41 << B42 << B43 << B44 < B45
R3 ART 527 B46 << B47 << B48 << B49 < B50
R4 ART 38 B51 << B52 << B53 << B54 < B55
R4 MART1 38 B56 << B57 << B58 << B59 < B60
R4 MART2 38 B61 << B62 << B63 B64 B65
R4 ART 150 B66 << B67 << B68 << B69 < B70
R4 MART1 150 B71 << B72 << B73 B74 B75
R4 MART2 150 B76 << B77 << B78 B79 B80
<< Image of higher iteratives  is  much better than the image of lower iteratives  per visual  comparison
< Image of higher iteratives is better than the image of lower iteratives  per visual  comparison
















Appendix  B  confirms  the  image  quality  improvement  that  comes  with  the  iterative 
methods: ART and Material ART.   The  results show  that single  iteration  is  insufficient, 










The  first  image  quality  comparison  is  between  the  FDK  reconstruction  and  the  20th 
iteration of ART.   Overall,  there  is an  increase of  image  sharpness and a  reduction of 
artifacts.    An  example  of  this  is  Figure  26.    Figure  26  shows  the  reduction  of  image 
streaking around the teeth and the increase of sharpness of the “monkey face.” 
 
The  focus  of  this  comparison  is  the  “monkey  face,”  or  the  distinctive  molar  at  the 
bottom right section of the slice.   The monkey face  is encircled  in red  ink  in Figure 27.  






































What was  surprising  is  that ART  appears  to have  corrected  artifacts  thought  to have 
been caused by beam‐hardening  in R4.   See  images of slice 38 and 150  in Appendix B.  






































Another  artifact  that  appears  in  the  images  of  Appendix  B  is  the  truncation  artifact.  
Truncation  artifacts  are  a  known  phenomenon;  they  have  appeared  in  previous 
literature as a scanner‐based artifact [22].  Figure 35 shows a scenario where truncation 
artifacts can occur; the detector is too small, so parts of the object are outside the field 




Figure 34  shows  this  truncation artifact;  it  is  the  circle  that gets  stronger  for  the ART 












Dataset cpu g210 gtx295 gtx560 Dataset cpu g210 gtx295 gtx560
P1 259         18            8              7              P1 746          56            30            27           
P2 1,996      75            23            20            P2 5,894       272          127          120         
P3 15,823    99            87            P3 50,909     851          830         
P4 15,915    108          95            P4 50,946     841          806         
R1 6,355      107          87            R1 38,105     660          599         
R2 20,479    239          200          R2 149,988   1,328       1,192      
R3 12,341    164          R3 91,864     1,239      
R4 1,592      150          89            92            R4 23,430     688          299          269         
Dataset cpu g210 gtx295 gtx560 Dataset cpu g210 gtx295 gtx560
P1 1,044      95            26            20            P1 1,044       143          30            20           
P2 8,295      556          107          70            P2 8,295       938          147          76           
P3 76,984    492          P3 76,984     1,256       607         
P4 77,257    505          P4 77,257     1,280       518         
R1 69,413    318          R1 69,413     1,286       351         
R2 279,566  929          R2 279,566   4,998       1,244      
R3 173,746  672          R3 173,746   752         
























ART  being  the  next  fastest  and  the  Material  ART  being  the  slowest.    However,  the 
architectural  improvements  in GTX  560  change  this  relationship.    These  architectural 
improvements will be discussed in further depth later. 
 
Third,  the  runtimes between  the different CUDA cards are as expected.   The weakest 
card  preformed  the  worst,  while  the  GTX  560  performed  the  best.    In  fact,  the 




design  improvements  made  between  compute  capabilities.    This  will  be  discussed 
further. 
 




As  mentioned  before,  the  results  and  graphs  in  Appendix  C  confirm  the  constant 
runtime for program runs.   An additional check  is P3 and P4.   These two data sizes are 









Dataset cpu g210 gtx295 gtx560 Dataset cpu g210 gtx295 gtx560
P2/P1 7.7         4.2         2.9         2.9         P2/P1 7.9         4.9         4.2         4.4        
P3/P2 7.9         4.3         4.4         P3/P2 8.6         6.7         6.9        
P3/P1 61.1       12.4       12.4       P3/P1 68.2       28.4       30.7      
Dataset cpu g210 gtx295 gtx560 Dataset cpu g210 gtx295 gtx560
P2/P1 7.9         5.9         4.1         3.5         P2/P1 7.9         6.6         4.9         3.8        
P3/P2 9.3         7.0         P3/P2 9.3         8.5         8.0        







As  the computer generated phantoms P1  through P3 demonstrated,  the problem size 
exhibits cubic growth with increasing dimension size; this is proven by the CPU runtime 
increasing  by  eight  every  time  the  dimensions  were  doubled.    The  scaling  for  GPU 
runtime  is more  complicated,  but  it  is  always  less  than  the  CPU  scaling  factor.    The 










Dataset g210 gtx295 gtx560 Dataset g210 gtx295 gtx560
P1 14            32            37            P1 13            25            28           
P2 27            87            100          P2 22            46            49           
P3 160          182          P3 60            61           
P4 147          168          P4 61            63           
R1 59            73            R1 58            64           
R2 86            102          R2 113          126         
R3 75            R3 74           
R4 11            18            17            R4 34            78            87           
Mtl ART Algorithm, Ver. 1
Dataset g210 gtx295 gtx560 Dataset g210 gtx295 gtx560
P1 11            40            52            P1 7              35            52           
P2 15            78            119          P2 9              56            109         
P3 156          P3 61            127         
P4 153          P4 60            149         
R1 219          R1 54            198         
R2 301          R2 56            225         
R3 258          R3 231         






As  previously  discussed,  the  runtime  results  fulfilled  the  expectation  that  each more 
powerful card will produce  faster runtimes, with a possible exception being ART.   The 
runtime results also fulfilled the expectation that the FDK  is the fastest algorithm.   The 










One way  to  judge  if  a  speedup  is  sufficient  for  a CUDA  card  is  to  compare  it  to  the 
number  of  CUDA  cores  of  that  card.    This  is  because  the  number  of  CUDA  cores 
represents  the  number  of  operations  that  can  run  simultaneously  in  parallel.    The 

















and R3 was  selected  for having  above  typical  reconstruction dimension  size.   R4 was 




However,  closer  inspection  reveals  the  reasons why.   Out of  all  the  real data  sets of 
patient  data,  R1  is  the  absolute  smallest.    Although  it  has  the  same  reconstruction 
























































































































memory  is useful.   The plan was  to use  the  scalability  inherent  to CUDA  to  scale  the 






For the GTX 560,  it became apparent that the Material ART  is  faster than ART.   When 
this  happened,  it  was  discovered  that  the  swap  time  had  dramatically  increased 
between  the 2563  reconstruction  size and  the 5123  reconstruction  size.   Because ART 
swaps  and  Material  ART  does  not  swap  the  reconstruction  volume,  Material  ART 
runtime becomes faster than the ART.  This will be further examined in detail.  
7.3.3.2 Caching 




Material ART  is another  leap  in complexity as compared  to ART, and Material ART V2 
uses more calculation as compared  to Material ART V1.   A number of parameters  for 
Material ART are stored  in global memory, and the CUDA  implementation of ART uses 
so  many  registers  that  it  spills  into  local  memory.    For  the  GTX  285,  this  means 














FDK G210 GTX 295 GTX 560 G210 GTX 295 GTX 560
P1 11.5 0.8 0.5 0.2 0.2 0.2
P2 59.0 4.2 2.3 0.6 0.6 0.6
P3 25.7 14.0 2.7 2.7
P4 25.7 14.0 2.9 2.7
ART G210 GTX 295 GTX 560 G210 GTX 295 GTX 560
P1 18.2 1.4 0.8 7.1 6.3 5.9
P2 98.7 7.3 3.9 49.9 49.4 48.7
P3 52.2 27.5 386.9 386.4
P4 52.2 27.5 386.9 386.4
Material ART V1 G210 GTX 295 GTX 560 G210 GTX 295 GTX 560
P1 67.5 7.7 3.3 0.1 0.1 0.1
P2 454.0 56.6 23.2 0.3 0.3 0.3
P3 259.8 1.6
P4 259.6 1.6
Material ART V2 G210 GTX 295 GTX 560 G210 GTX 295 GTX 560
P1 118.2 14.4 5.8 0.1 0.1 0.1
P2 848.0 110.5 41.7 0.3 0.3 0.2
P3 1109.2 473.1 1.2 1.2












FDK computation memory computation memory computation memory
P1 98.5 1.4 84.0 16.0 76.6 23.3
P2 98.9 1.1 87.1 12.9 79.1 20.9
P3 90.5 9.4 83.6 16.4
P4 89.9 10.1 83.7 16.2
ART computation memory computation memory computation memory
P1 72.0 28.0 17.7 82.3 11.3 88.7
P2 66.4 33.6 12.8 87.1 7.4 92.6
P3 11.9 88.1 6.6 93.3
P4 11.9 88.1 6.6 93.3
Material ART V1 computation memory computation memory computation memory
P1 99.9 0.1 99.1 0.9 98.4 1.6
P2 99.9 0.1 99.5 0.5 98.9 1.1
P3 99.4 0.6
P4 99.4 0.6
Material ART V2 computation memory computation memory computation memory
P1 99.9 0.1 99.4 0.6 99.1 0.9
P2 100.0 0.0 99.8 0.2 99.5 0.5
P3 99.9 0.1 99.7 0.2










categorized  between  the  Computation  time  and  the  Memory  Operations  time.  





and  filtering.    In  contrast,  the Memory Operations  time  refers  to  the  time  spent  on 




memory operations and Material ART  is dominated by  calculation.   The  implication  is 






the breakdown  for  the GTX 295 and GTX 560 Ti.   For  the G210 case  the computation 




























Figure  41  demonstrates  the  change  of  the  runtime  characteristics  of  the  problem.  
Because the  implementations were developed on the GT 330M  (which  is closer to the 
G210  rather  than  the  GTX  295),  the  in‐development  profile  shows  emphasis  on  the 
kernel computation as opposed  to  the memory  transfer and  it was desired  to use  the 
texture memory; the added memory transfer was  less  important.   However, the above 
graph showed that this changed for the more powerful GPUs: the computation time was 













GTX 560.    In  fact,  there  is approximately a 2x speedup between  the GTX 295 and  the 
GTX 560 computation times.  Because the GTX 295 has 240 cores (per GPU) and the GTX 
560  has  384  cores,  the  increase  in  the  number  of  cores  is  insufficient  to  explain  the 
speedup – the GTX 560 has only 60% more cores than GTX 295.  The new formal cache 














as or better quality  than  the CPU  implementation.   The FDK and ART  implementation 
has proven  to be  solid, and  the CUDA accelerations of Material ART have  shown  that 
more testing and development are needed.   
 
All CUDA accelerations have also demonstrated  speedup.   Texture memory usage  for 




Future  work  should  take  advantage  of  these  tools  to  reduce  the  difficulty  of  CUDA 
programming.  This would require upgrading the operating systems from Windows XP to 








Material ART  is only part of the strategy of  improving reconstruction quality.   The next 
step  is  to  implement  scatter  correction,  or  to  correct  for  the  scattering  of  X‐rays.  
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0 84.3 183.4 157.6 80.1
1 598.5 514.2 1191.5 1008.1 1239.0 1081.4 268.7 188.6
2 1160.3 561.8 2199.7 1008.2 2339.2 1100.2 457.9 189.2
3 1814.8 654.5 3208.0 1008.3 3439.1 1099.9 646.6 188.7
4 2419.4 604.6 4216.1 1008.1 4515.4 1076.3 835.2 188.6
5 2921.4 502.0 5259.8 1043.7 5593.6 1078.2 1023.9 188.7
6 3438.8 517.4 6568.4 1308.6 6615.2 1021.6 1214.9 191.0
7 3940.8 502.0 7588.8 1020.4 7692.2 1077.0 1403.4 188.5
8 4442.9 502.1 8603.7 1014.9 8768.6 1076.4 1591.8 188.4
9 4944.9 502.0 9612.6 1008.9 9844.6 1076.0 1779.5 187.7
10 5447.1 502.2 10621.4 1008.8 10921.6 1077.0 1967.0 187.5
11 5964.1 517.0 11644.9 1023.5 12022.9 1101.3 2157.2 190.2
12 6466.3 502.2 12653.5 1008.6 13100.4 1077.5 2353.3 196.1
13 6971.9 505.6 13662.0 1008.5 14176.8 1076.4 2540.8 187.5
14 7692.7 720.8 14670.6 1008.6 15254.2 1077.4 2728.4 187.6
15 8229.8 537.1 15686.5 1015.9 16331.0 1076.8 2915.8 187.4
16 8747.3 517.5 16713.0 1026.5 17431.5 1100.5 3105.5 189.7
17 9249.4 502.1 17721.6 1008.6 18508.4 1076.9 3293.5 188.0
18 9751.5 502.1 18730.3 1008.7 19585.9 1077.5 3482.0 188.5
19 10253.5 502.0 19738.9 1008.6 20583.0 997.1 3670.4 188.4
20 10755.7 502.2 20747.6 1008.7 21660.2 1077.2 3859.1 188.7
AVERAGE 533.6 1028.2 1075.1 189.0
20 Iterations of ART algorithm on GTX560






0 82.5 184.4 159.2 81.5
1 317.5 235.0 929.4 745.0 672.3 513.1 239.2 157.7
2 542.8 225.3 1608.9 679.5 1177.1 504.8 347.7 108.5
3 766.0 223.2 2283.1 674.2 1682.2 505.1 456.4 108.7
4 974.8 208.8 2942.1 659.0 2164.0 481.8 562.8 106.4
5 1183.6 208.8 3601.0 658.9 2646.4 482.4 669.2 106.4
6 1407.1 223.5 4275.1 674.1 3151.3 504.9 777.8 108.6
7 1615.6 208.5 4934.1 659.0 3633.5 482.2 884.2 106.4
8 1823.8 208.2 5592.9 658.8 4115.4 481.9 990.7 106.5
9 2032.1 208.3 6251.6 658.7 4597.9 482.5 1097.2 106.5
10 2241.4 209.3 6910.4 658.8 5080.5 482.6 1203.6 106.4
11 2465.1 223.7 7584.2 673.8 5572.1 491.6 1312.0 108.4
12 2674.6 209.5 8243.2 659.0 6039.9 467.8 1418.1 106.1
13 2884.0 209.4 8902.2 659.0 6508.5 468.6 1524.3 106.2
14 3093.5 209.5 9561.1 658.9 6976.9 468.4 1630.4 106.1
15 3302.9 209.4 10220.0 658.9 7445.8 468.9 1736.6 106.2
16 3527.3 224.4 10903.9 683.9 7938.0 492.2 1845.3 108.7
17 3736.9 209.6 11572.8 668.9 8406.4 468.4 1951.5 106.2
18 3946.5 209.6 12241.8 669.0 8874.6 468.2 2057.7 106.2
19 4156.0 209.5 12911.0 669.2 9343.1 468.5 2164.0 106.3
20 4366.1 210.1 13580.5 669.5 9746.8 403.7 2270.3 106.3
AVERAGE 214.2 669.8 479.4 109.4







0 85.8 184.1 156.3 82.3
1 350.6 264.8 1243.9 1059.8 752.3 596.0 283.0 200.7
2 605.7 255.1 2242.7 998.8 1332.7 580.4 435.0 152.0
3 862.1 256.4 3231.7 989.0 1911.0 578.3 586.3 151.3
4 1102.1 240.0 4204.0 972.3 2452.8 541.8 735.5 149.2
5 1342.2 240.1 5176.3 972.3 2996.1 543.3 884.6 149.1
6 1597.6 255.4 6164.0 987.7 3574.8 578.7 1036.3 151.7
7 1837.5 239.9 7136.4 972.4 4114.5 539.7 1185.6 149.3
8 2077.8 240.3 8108.8 972.4 4654.8 540.3 1334.9 149.3
9 2317.9 240.1 9081.2 972.4 5195.3 540.5 1484.1 149.2
10 2558.0 240.1 10053.6 972.4 5735.6 540.3 1633.4 149.3
11 2813.6 255.6 11042.5 988.9 6313.6 578.0 1785.2 151.8
12 3053.7 240.1 12014.8 972.3 6863.3 549.7 1934.3 149.1
13 3293.7 240.0 13004.2 989.4 7415.0 551.7 2084.0 149.7
14 3533.7 240.0 13976.4 972.2 7967.9 552.9 2233.7 149.7
15 3773.8 240.1 14948.7 972.3 8521.1 553.2 2383.4 149.7
16 4028.8 255.0 15937.6 988.9 9099.8 578.7 2535.5 152.1
17 4268.8 240.0 16909.7 972.1 9653.3 553.5 2685.0 149.5
18 4508.8 240.0 17881.8 972.1 10143.0 489.7 2834.8 149.8
19 4748.9 240.1 18853.8 972.0 10695.6 552.6 2984.7 149.9
20 4989.5 240.6 19826.5 972.7 11247.7 552.1 3134.7 150.0
AVERAGE 245.2 982.1 554.6 152.6
20 Iterations of Mtl ART algorithm, ver. 2 on GTX560
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Figure C4:  Runtime of 20 Iteration Runs of R4 Data Set by Reconstruction Algorithms on GTX560 
