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Abstract 
Daude, H., B. Vallte, An upper bound on the average number of iterations of the LLL algorithm, 
Theoretical Computer Science 123 (1994) 95-l 15. 
An upper bound is established regarding the average number of iterations of the lattice reduction 
algorithm of Lenstra, Lenstra and Lovasz (the LLL algorithm). The upper bound is of the form 
O(n* log n), where n is the dimension of the problem. It is essentially independent of the length of the 
input vectors, so that, in any fixed dimension, the LLL algorithm turns out to be of complexity O(1) 
on average. 
0. Introduction 
A lattice of Rp is the set of all integer linear combinations of a set of linearly 
independent vectors of Rp. This set is called a basis of the lattice. A lattice can be 
generated by many different bases, and, amongst them, some have good Euclidean 
properties: they are reduced. 
The problem of lattice basis reduction consists in finding such good bases. This is an 
old problem, and, in 1982, Lenstra et al. [S] gave an iterative algorithm, named LLL, 
that solves this problem in polynomial time. The algorithm depends on a real 
parameter t of the interval ]1,2[ and builds a reduced basis from an input integer 
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basis formed with n vectors. For vectors of length at most M, there is a well-known 
upper bound for the number K of iterations of the LLL(t) algorithm on such an input 
basis that is polynomial in (n, 1ogM): the analysis given in [S] shows that 
KQn2log,M+n. (1) 
We obtain here an upper bound for the average number of iterations E(K) and this 
bound does not depend asymptotically on the length M of the input basis vectors: 
(2) 
The lattice basis reduction problem plays a central role in geometry of numbers [7]; 
furthermore, it is widely used as it has found many applications in various domains 
like factorisation of polynomials, integer linear programming, cryptography, etc. (For 
more detailed presentations, we refer to surveys on this subject like [S, 133.) 
In the two-dimensional case, the lattice basis reduction problem is solved by an 
algorithm due to Gauss. The LLL algorithm is a generalisation of the Gauss algorithm 
and it uses the Gauss algorithm itself as a basic step. The Gauss algorithm in turn can be 
seen as a generalisation in the two-dimensional case of the centred Euclidean algorithm. 
We collect in Fig. 1 results about the number of iterations for each of the three 
algorithms, in the worst case and in the average case as well. We only retain the 
dominant asymptotic term in complexity results, when the length M of the input data 
tends to infinity, the dimension n being kept fixed. 
The average cases of the Euclidean algorithm and of the Gauss algorithm are quite 
different. For the Euclidean algorithm, the number of iterations grows logarithmically, 
Euclid 
n=l 
Gauss 
n=2 
Worst case: 
log M 1 +A 
Dupre [S] 
‘ogr+v+ 
Vallee [12] 
Average case: 
~logf#JlogM 
Heilbronn [4], Dixon [Z], Rieger [11] 
B 
Vallee and Flajolet [14] 
LLL(C) <n*log,M 
nz logn 
<- T+3 +n 
log t ( > 
n>3 Lenstra et al. [S] This paper 
The constant Q is the golden ratio; the constant p has an explicit form, 
Fig. 1. Bounds on the number of iterations for the three algorithms: centred Euclidean, Gauss, LLL 
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both in the average and the worst case. For the Gauss algorithm, in the worst case, the 
number of iterations remains logarithmic, but the average number of iterations 
becomes asymptotically constant. This paper shows a similar property to hold true for 
the LLL algorithm. 
Let us remark here that the worst-case bounds are the best possible for lower 
dimensions (n<2). However, the worst-case bound for the LLL algorithm is not the 
best possible, even if the parameter t is kept fixed. It is in fact still an open problem to 
determine the exact worst-case behaviour of the LLL algorithm (notably in the case 
where t = 1). 
We begin with an improved worst-case bound for the number K of iterations of the 
algorithm. Instead of (l), we obtain 
K<nZlog,A+n, 
a 
which involves the ratio between the minimum a and the maximum A of the lengths of 
vectors of the orthogonalised basis associated with the input basis. We adopt the 
simplest analysis model that assigns equal probability to all legal inputs of size less 
than a fixed bound. Under this model, we estimate the distribution function of the 
lengths of the orthogonalised vectors associated with random bases. Then a probabil- 
istic counterpart of the previous inequality yields estimates for the distribution of the 
variable K. 
The minimum a of the lengths of vectors of the orthogonalised basis is also 
important in itself as it gives a lower bound for the first minimum of a lattice. So, we 
deduce, from the study of the law of the variable a, a result on the distribution of the 
first minimum of the lattice that may be of independent interest: considering all the 
bases b with vectors of length less than M, a lower bound for the average length A(L) of 
a shortest nonzero vector of the lattices generated by such bases is 
M 
EC&q] 3- 
4e&’ 
In Section 1, we recall some basic facts on the lattices which put in perspective our 
improvement on the upper bound on the number of iterations. Next, we obtain results 
under a continuous probabilistic model (Section 2); in particular, we show that the 
lengths of the vectors of the orthogonalised basis follow a beta law that is well known 
in probability theory. Finally, we adapt these results to the discrete model (Section 3). 
1. The Lovisz basis reduction for lattices 
We consider the space Rp endowed with its Euclidean structure. For two vectors 
u and u of Rp, (u 1 v) is the dot product of u and v, IuI =(a 1 u)I/~ is the length of u. For 
a real m, rrn] denotes the integer nearest to m, and Lm J its integer part. The length 
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M of a system b=(bl, . . . , b,) of n vectors of lRp is defined to be the maximum of the 
lengths of the vectors bi. 
A lattice L of rank n in Rp (n<p) is the set of all integer combinations of a set of 
n linearly independent vectors in Rp; these vectors form a basis of the lattice L. If 
a lattice L is included in Zp, it is said to be an integer lattice. 
If (b 1, . . . , b,) and (cl, . . . ,c,) are two different bases of the same lattice L, and if 
B and C are their (n x p)-matrices in the canonical basis of Rp, then there exists 
a unimodular matrix U such that C= UB. The (n x n) matrices whose entries are 
(bi 1 bj) and (ci 1 Cj) h ave the same determinant; hence, 
d(L)=(det(bi 1 bj)i,j)1’2 =(det BfB)l” 
is independent of the particular choice of a basis b and is called the determinant of the 
lattice L. 
I .I. The Gram-Schmidt process 
Let b=(bI. . . . . b,) be a system of n linearly independent vectors of Rp. The familiar 
Gram-Schmidt orthogonalisation process provides a system 6 =(gl, . . . , &,). The 
length li of the vector pi will play an important role in our analysis. For instance, 
d(L)= JJ Ii. (3) 
lSi<n 
We recall the following facts: 6, is equal to bI, and for i> 2,6i equals the component of 
bi orthogonal to the vector subspace spanned by the system bI. . . . , bi_ 1. 
This defines at the same time the triangular matrix m =(mij), which expresses 
system b into system g: 
bi=gi+ 1 mijbj, where mij=!%EJ for j<i. 
jii (bj I bj) 
1.2. The first minimum of a lattice 
The first minimum A(L) of a lattice L is the length of a shortest nonzero vector in L. 
The problem of finding A(L) seems to be NP-hard [15]. However, one gets a lower 
bound for A(L) as a function of the lengths li of the vectors 6i associated by the 
Gram-Schmidt process (4) with a basis b of the lattice L, 
A(L)>mill{liI l<i<n}. (5) 
The first theorem of Minkowski gives an upper bound as a function of the determi- 
nant d(L), 
AZ(L) d ynd(L)2’“, (6) 
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where yn denotes the Hermite constant of rank n. This constant is connected with the 
volume w, of the unit ball of R” by an inequality due to Minkowski himself [l] 
The volume w, can be expressed with the r function 
x n/2 
W”=T(l+n/2)’ 
where the I- function is defined for x > 0 by 
s 
+CC 
T(x) = tX-1 e-‘dt. 
0 
It satisfies T(x + 1) = XT(X), r( 1) = 1, r(1/2) = &. By using the Stirling bounds for the 
r function, 
one obtains the following classical results for the constants Y,, and w,: 
(7) 
y,dn. (9) 
1.3. The LLL algorithm 
Lattice reduction theory deals with identifying “good” lattice bases for a particular 
lattice. There are several notions of reduced basis in a lattice. Minkowski as 
well as Korkine with Zolotarev suggested different notions of reduction and 
proved the existence of reduced basis for any lattice. A few years ago, the develop- 
ment of computational number theory led to the complexity problem of lattice 
basis reduction. In 1982, Lenstra et al. gave a new notion of reduction, called 
the Lo&z reduction, and simultaneously a reduction algorithm, called the LLL 
algorithm; it generalises for dimensions n>2 an old algorithm due to Gauss for 
reducing lattices of rank 2. This algorithm transforms a given basis of a lattice 
into a Lov6sz-reduced basis of the same lattice. In the sequel, we consider integer 
ranks n 2 3. 
A basis (b,, . . . , b,) of a lattice L of rank n in Rp is called Lou&z-reduced if the 
lengths li of its orthogonal basis and the entries mi,j of the matrix m satisfy the 
following two conditions: 
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Properness: 
Lo&z condition: 
r~<t’(l~+i+m~+i,il:) for l<i<n-1, (10) 
where t is a real parameter in the interval ] 1,2[, that is usually chosen to be equal to 
t = 2/& 
The LLL algorithm transforms a given basis of a lattice L into a Lo&z-reduced 
basis of L. It performs a sequence of steps, each being a translation step, or a swap 
step. 
The LLL algorithm 
Input: A lattice L given by a basis b. 
Output: A Lo&z-reduced basis b of the lattice L. 
Initialisation: Compute the system b and the matrix m; 
i:= 1; 
While i < n do 
Test the Lovasz condition (10) 
if true, fulfill the properness condition by translations; set i:=i+ 1; 
if false, swap bi and bi+l; update 6 and m; if i#l then i:=i-1. 
During a translation step, the basis 6 is not modified. However, during an exchange 
step, the basis b is modified. Considering the minimum a and the maximum A of the 
lengths of the orthogonalised basis 6, 
a= ,yj:, li and 
. . 
A= ,InF2n li, 
. . 
the LLL algorithm tends to reduce the interval [a, A] and to order the lengths li inside 
this interval. As [8] and [16] show, the minimum a is always increasing and the 
maximum A is always decreasing all along the execution of the algorithm. 
We now recall how these quantities arise in the analysis of the complexity of the 
LLL algorithm. 
1.4. An improved upper bound for the number of iterations of the LLL algorithm 
The first step of the analysis relies on the following theorem which gives some new 
upper bounds for the number of iterations of the LLL algorithm. 
Theorem 1.1. Consider a basis b=(b,, . . . , b,) of length M that generates a lattice L. 
Let a and A denote the minimum and the maximum of the lengths of the vectors of the 
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orthogonalised basis 6. Furthermore, let A(L) be the jirst minimum of the lattice 
L generated by the basis b. Then the number K of iterations of the LLL algorithm on 
basis b admits the following upper bounds: 
(i) for any integer basis b, 
K<n*log,M+n; 
(ii) for any basis b, 
(11) 
K4n210g,A+n, a (12) 
M& K<n210glP 
4L) . 
(13) 
Proof. We follow here the main steps of the original proof of [8]. The main quantity is 
n-1 
D= n d(Lj)*, 
j= 1 
where Lj is the sublattice of L of rankj defined by the basis (b,, . . . , bj). With (3), we get 
n-l j 
D= n n 1;. 
j=l k=l 
During an execution of the algorithm, we have for integer bases, 
1 <DQM”‘“-” (14) 
and for any basis, 
an(n-l,<D<A”‘“-“, 
(15) 
because of the narrowing of the interval [a, A]. 
Consideration of the Hermite constants yj and of the first minimum A(L) leads to 
another lower bound for D; from (6), one derives 
d(Lj)aA(Lj)j yj”*. 
Since the lattice Lj is a sublattice of L, one has 
lb(Lj) 3 E*(L) 
and, finally, 
n- 1 ;l(L)*j n-l 
Dan -=2(L) n(n-1) 
j=l yj 
fl Y;j, 
j=l 
(16) 
We examine now the decrease of the quantity D during an execution of the 
algorithm. Consider the Lo&z test and its two possible outcomes. 
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If this test returns “true”, D is not modified since the sublattices Lj are not modified 
either. 
If the test returns “false”, the sublattice Li is the only sublattice to be modified. 
From (3) one has 
d(Li)= JJ ljz=d(Li-l)lf, 
lCj<i 
andthevectorbiisreplacedby&i+i+mi+i,i gi. Since the Lovasz condition (10) is not 
satisfied, the following inequality holds: 
\8il>tlii+i+mi+,,i iii. 
Thus, d(Li) is reduced by a factor of l/t’; since the other d(Lj) are not modified, the 
quantity D gets reduced by a factor of l/t’. 
The number K of iterations of the LLL algorithm is exactly the number of Lo&z 
tests. Write K+ for the number of positive tests and K- for the number of negative 
tests; one has K+ -Km <(II-- 1) and thus 
K<(n-1)+2K-. (17) 
Now, using the decrease of D by a factor of l/t’, and the various upper and lower 
bounds that we obtained for D, we get an upper bound for K -. From (14), we obtain 
2K- bn(n- l)log,M. 
From (15), we get 
2K- <n(n- I)log,+ 
From (14) and (16), we deduce 
2~ bdn- ,,,,,,&+nc’ log&), 
j=l 
an inequality that is complemented by the bound for the Hermite constant (9) which 
implies 
n-1 
(n-l)+ c log,(;‘:)C;log,n. 
j=l 
The theorem follows from the estimates above together with the bound (17). 0 
For an integer lattice, the last bound (13) of Theorem 1.1 is almost always better 
than the original one (1 l), except in the rather specific situation when the shortest 
vector of the lattice is very short. The bound (13) is useful when some a priori 
knowledge is available concerning the first minimum. This is the case in several 
cryptographic applications. However, quite often, most notably when the lattice L is 
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“random”, we only have at our disposal the trivial lower bound 1 for A(L) if L is 
integral and the bound given by (5) otherwise. It is readily seen that the two 
inequalities (11) and (12) are sharper than those obtained from (13) when using these 
lower bounds for A(L). This explains why we choose finally the bound (12), 
and our strategy for a first average-case analysis consists in developing a probabilistic 
counterpart of inequality (12); the evaluation of the law of the random variables li will 
give results for the distribution of the number K of iterations of LLL. These results 
will be first established in a continuous model naturally fitted to the analysis of the 
LLL algorithm. The transfer of these results from the continuous realm to the discrete 
one will provide our final result. 
2. An upper bound for the average number of iterations in the continuous model 
2.1. The continuous probabilistic model 
Let us remark first that the LLL algorithm acts in the same way on a basis 
b and on one transformed by a homothety. The upper bound (12) on the number of 
iterations, 
is also invariant when b is transformed by a homothety. So, we can work with bases 
b of length less than 1 only. The space of possible systems b is thus (Bn)*, where gn 
denotes the unit ball of R”, 
whose volume w, is expressed in terms of the Gamma function. 
The probabilistic model that we choose for the analysis is the simplest possible since 
it is a uniform model over the legal inputs to the algorithm: there, the vectors b,, . , b, 
are independently uniformly distributed inside the unit ball B,,. We denote by v the 
uniform measure on Bn. 
It is clear that the system b,, . . . , b, defines almost surely a basis of IF!“. Thus, the 
system 6 and E_(L) are also random variables that are defined almost everywhere. 
Now, in our model, inequality (12) of Theorem 1.1 gives upper bounds for the 
distribution function and the expectation of the number K of iterations of LLL on 
random bases b as a function of the variable a (a still denotes the minimum of the 
lengths of the orthogonalised basis 6), 
(18) 
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and 
UK)6n+n2E log,1 [ 1 a (19) 
Similarly, we relate the distribution of the random variable 1(L) with the distribu- 
tion of the random variable a. From (5), we get for all u in [0, 11: 
Pr[&5)Qu]<Pr[a<u] (20) 
and 
E[A(L)I 3-w. (21) 
Since the variable a is the minimum of the variables li, it remains to study the 
distribution of these variables. We show that they follow beta laws. Thus, the trivial 
inequality 
Pr[a<u]< i Pr[li<U] 
i=l 
supplies some information on the distribution of the variable a. Then, the previous 
inequalities (18)-(21) give estimates for the distribution of K and A(L). 
2.2. Study of the distribution of the variables Ii 
The length Ii of the ith vector pi obtained by the Gram-Schmidt process is 
a function of the vectors (b,, bZ, . . . , bi). We first show the following lemma. 
Lemma 2.1. The variables bl, b2, . . . , bi_l, li are independent. 
Proof. Consider the event [li<u]; it is of the form hi x (%?,)“-i. Denote by 
di(bi, bz, ... > bi_ 1)(u) the section of pi when the first (i- 1) vectors are fixed. Since 
the random variables bj are independent, Fubini’s theorem gives 
Pr[Zi<a]= 
s s 
. . . v[~i(bl,.,.,bi-l)(u)]dv(b,)...dv(bi-,). (23) 
It is now sufficient to prove that the measure v[&i(bl, . . . , bi_ l)(u)] does not depend 
on the choice of (bl,..., bi-l). Consider the orthonormalisation of the system 
(b,, . . , bi_ J: it gives a system (zr, . . ,z~_~) that can be completed into an orthonor- 
malised basis z = (z r, . . . , z,) of R”. Let us denote by (x1, . . . , x,) the components of the 
vector bi in the basis z. We have 
&‘,(b, ,..., hi_,)(u)= (x1 ,..., x,&R” f: xf<l and i (24) 
j=l j=i 
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The measure v is invariant under rotation. So, the measure v [&i(b 1, . . . , bi _ l)(u)] does 
not depend on the choice of (b,, . . . , bi- 1): it depends only on i and u. Now, with (23) 
we prove that Pr[lidu] is equal to any of the V[~i(bl,...,6i_l)(U)]. 0 
From (24), an expression for Pr[li < u] results and the law of the random variable Ii 
has a density equal to 
& Pr[u<ligu+du]=(n_i+ 1) Wn-i+lWi-l (1 _uz)(i- 1112 un-i. 
0, 
From the explicit form of o,, with the r function and the inequality T(x+ l)=xT(x) 
for x>O, the density is 
(1 _u2)(i- I)/2 (az)(n-i- 1)/Z 2U. 
This expression is to be compared to a classical distribution in probability theory, the 
beta law with parameters a and b, a, b>O, whose density equals 
1 
px”-‘(1 -x)~-~ for O<x< 1, with B(a, b)=~~~~~. 
Wa, b) 
This law is denoted by fl(n, b). 
The next theorem shows the central role played by the beta distribution. 
Theorem 2.2. If the vectors b, , . . , b, are independently uniformly distributed inside the 
unit ball 97” of R”, then the squares of the lengths li of their orthogonalised vectors are 
independent variables that follow beta laws. More precisely, the law I? of I:, is 
=qliz)=/3 2’2 ( n-if1 i+l > 
and its density on the interval [0, l] is given by 
1 
( 
n-i+1 i+l 
1 
U(n-i- I)/2 (1 _U)(i- 1)/Z, 
(25) 
B 
_‘2 2 
There are classical results [lo] about the mean and the variance of a beta law; for 
instance, 
n-i+ 1 
fw)‘~ and Var(l?) = 
2(n-i+ l)(i+ 1) 
(n+2)2(n+4) ’ (26) 
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For the sequel, it is sufficient to get an upper bound for the probabilities Pr[1i<n]. 
Lemma 2.3. The distribution functions of the variables Ii and a satisfy, for u in [0, l] 
Pr[lidu]d(u&)n-‘+’ (1 <i<n), (27) 
Pr[a<u]d2Ju. (28) 
Proof. From now on, B,,(U) denotes the n-dimensional ball of radius u; thus, we have 
&?!n = &?Jl). Consider a vector subspace H of R”, and let B:(u) be the ball obtained by 
intersecting a,(u) with H. From (24), we remark that 
(29) 
where H denotes the vector space generated by the system (b,, . . and H’ 
vector space orthogonal to H. This yields an upper bound for V[cPei(bl, . . , bi_ I)(u)] 
which does not depend on the system (b,, . bi-1) 
the bound and the bound O,-i+l<2”-‘+‘, deduce the 0 
2.3. upper bound the average of iterations the LLL 
The next is our result under probabilistic continuous 
Theorem 2.4. average number of iterations the LLL on uniformly 
input bases length at equal to is bounded by 
n2 
- -+2 
( ) 2 
Moreover, probability distribution the number of iterations an exponen- 
tail, 
(31) 
Inequality (31) clear, with and (18). (30), we with inequality 
E(K)<n+n’E log, [ 01 . 
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If G denotes the distribution function of the variable a, then one gets 
s 1 E Clog(41= log u G’(u) du = - 'G(u)& 0 s 0 tf 
The bound (28) for G(u) implies that 
so that 
+o&(;)]& [gx,,.2] 
and the result follows. 0 
The upper bounds derived for the distribution functions of variables lit a and A may 
not seem very sharp at first sight. However, as we show now, the bound on the number 
of iterations E(K) cannot be improved in a significant manner from (12). The term of 
the form log n comes from the estimate of the mean of the variable log(A/a) and it is 
easy to derive from our previous results a lower bound of the same order. We just note 
that 
(32) 
Moreover, 
Pr[Adan’16]=Pr[A~an1’6 and u>K’/~] 
+Pr[Adun’@ and a<~~‘~], 
so that 
Pr[A9an’16]~Pr[u~n-113]+Pr[A<n-‘16]. 
Since A and a represent the maximum and the minimum of the lengths Ii, we get 
Pr[Adan’16]~Pr[1,23n-213]+Pr[I:<n-”3]. (33) 
However, from (26) the mean value of the squares of the variables 1, and 1, are 
and their variances are both of the order of l/n2. Chebychev’s inequality shows that, 
for n sufficiently large, 
Pr[1ian-213]d+ and Pr[1f<n-1/3]<i. 
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From (32) and (33), we deduce that 
E log: &log n. 
[ 1 
2.4. A lower bound for the expectation of the jrst minimum 
The next proposition describes the distribution of the random variable A(L). 
Proposition 2.5. The distribution function of the3rst minimum A(L) of a lattice L of rank 
n generated by a random basis of length at most equal to 1 satisfies 
Pr[I(L)du] <2uJ;; for a real uE[O, 11. (34) 
The expectation of the jirst minimum admits the lower bound 
1 
E[A(L)l>,- 
4&’ 
(35) 
Proof. The upper bound is meaningful only when u is at most equal to l/2& and 
gives a lower bound for the mean of the first minimum of a lattice: 
s 
1 
E@(L))= Pr[A(L)>u] du> 
0 s 
1/2vJn 
(1-2u&z)du, 
0 
from which there follows 
1 
E [A(L)] b- 
4&’ 
0 
This last result shows that the mean value of the first minimum of a lattice 
generated by a random basis is not too far from the length of the basis. It is possible to 
get a more precise result in the two-dimensional case. Laville and Vallee [6] give 
upper and lower bounds for the distribution function of l.(L) 
with f(u)=u2 1 9, 
qQl/u 
where cp denotes Euler’s function. They obtain an equivalent form for the distribution 
function of A(L) near the origin, 
2 
Pr[A(L)Gu]--u210gu. 
C(2) 
Bound (34) of Proposition 2.5, obtained here with very elementary tools, seems to be 
rather precise. Moreover, our method is valid for higher dimensions and can be 
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adapted to the discrete model, which corresponds to the situation of integer lattices 
encountered in algorithmic practice. 
3. From the continuous model to the discrete model 
In the previous section, we have worked in a continuous model and proved that the 
average number of iterations of the LLL algorithm is of order O(n’ log, n); we adopt 
here a discrete model and show how to adapt our previous results in it. 
3.1. The discrete model 
We study now the LLL algorithm for lattices that are determined by integer 
random bases of length at most M. We choose the simplest discrete model where the 
vectors (b,, b2, ,.. , b,) are independently uniformly distributed inside B,,(M)nZ”, 
93,,(M) being the ball of dimension n with radius M, whose volume is o,M”. The 
uniform probability 3 on &l,,(M)nZ” is defined by 
1 Al-Z1 
‘(A)= (Z”nB,,(M)I for a measurable set A of gn(M). 
In this model, it is not true that the system b defines almost surely a basis. We come 
back to this problem at the end of this subsection. 
We are interested here in the average number E(K,) of iterations of the LLL 
algorithm. First note that Theorem 1.1 implies that 
Pr[K,>n+n210g,M]=0. 
If k0 denotes the integer 
k0=Ln+n210gfMj, 
the average number E(K,) of iterations is given by the finite sum 
E(K,)= F Pr[K,ci>k]. (36) 
k=l 
We show in this section that essentially the same behaviour arises for the random 
variable KM as described for the continuous model in inequalities (30) and (31) of 
Theorem 2.4, at least in the case when the length M of the input basis is sufficiently 
large with respect to dimension n. In the sequel, we restrict attention to bases b of 
length at least 2n3j2. 
Like in the previous section, the starting point is the improved bound (12) of 
Theorem 1.1, 
K&‘log,;+n, with a= min li, 
1 di<n 
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from which it follows that, for any positive integer k, 
Pr[K,>k]<Pr[a<M t(“-k)in2]. (37) 
We proceed in the same way as in the previous section, using the distribution 
functions of the li’s. 
We observe also that the probability pn(M) that an integer system b of length M is 
linearly dependent can be estimated with the probabilities Pr [li = 01. More precisely, 
we have 
p”(M)< i Pr[li=O]. (38) 
i=l 
Thus, it remains to study the distribution functions of the li in the discrete model. The 
proof is based on adapting the computation of the previous section and relating the 
volume of a ball and the number of integer points inside it. 
3.2. Distribution of the random variable li in the discrete model 
Consider the discrete event [lid Mu]; we denote by pi its projection on the 
i first components and by ~i(b Ir bl, . . . , bi- l)(Mu) the section of pi when the first 
(i- 1) vectors are fixed. With Fubini’s theorem, we get 
Pr[IidMu]= 
s s 
. . . C[9i(bl, ...) bi_1)(Mu)]dS(b,) di(bi_1). 
There are easy relations between these discrete events and the continuous events &i 
defined in relation (23) of the previous section. Writing M. X for the transform of the 
set X by the homothety of ratio M, we obtain 
gi(bl,b,..., bi_,)(Mu)=Z”nM.&; %) (u) 
for all bases b of W,(M)nZ”. As a consequence, 
(40) 
and we wish to obtain an upper bound for it that does not depend on the system 
(br,bz,..., bi_l). This will show, with (39), that the same upper bound is true for 
Pr[li < Mu]. More precisely, we get the following result. 
Proposition 3.1. For any integer M such that M > 2n 3/2, the distribution functions of the 
random variables li and a satisfy, for u in [0, 11, 
Pr[ii6M~,~e(,/;;u+~~-i+1 (l<i<n), 
Pr[a<Mu]<2e [&u+&]. (42) 
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The probability p,(M) (that an integer system b of length M is linearly dependent) 
satisfies 
p.(M)<$. (43) 
Comparing these bounds with the corresponding bounds (27) and (28) of 
Lemma 2.3, we observe that they are of the same form, the constant 2 being replaced 
by 2e, and a remainder term of order n/M appears. Since we work under the 
assumption M > n 312, this term is O(M- ‘I3 ) when M tends to infinity. The same term 
appears in the probability p,,(M) of having dependent vectors in a random system. 
Therefore, our results remain of the same order when we exclude random systems 
formed with dependent vectors. 
For the proof of Proposition 3.1, we determine the number of integer points inside 
bodies of the form M. I. Because of the inclusion relation (29), it is sufficient to count 
the number of integer points inside a product of balls. More precisely, we need to 
compare the number of integer points in these bodies with their volumes, when the 
diameter M becomes large with respect to the dimension n. 
3.3. Counting integer points inside balls and products of bulls 
Lemma 3.2. The number of integer points in the ball an(M) is bounded below by 
IBJM)nZ”1>w, (44) 
For a vector subspace H of dimension k, the number of integer points in the body 
B:(M) x Bf’(Mu) is bounded above by 
(45) 
Proof. Consider, for each point of Z”, the unit hypercube h, centred at x; this 
hypercube is contained in the ball b, of centre x and radius $/2. For a bounded 
body X of R”, the number of hypercubes whose centre x belongs to X is equal to the 
number of integer points in X, so that 
~XnL”~dVol 
( 1 
u b, . 
XSX 
In the particular case when the body X is a product of balls of the form B:(M) x 
L!#‘(Mu), we have 
u bXcl+4+$)x18:“(u++n). 
XCX 
This establishes the upper bound. 
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For the lower bound, we consider the set X’ of integer points x for which the 
hypercubes h, are totally contained in g!,(M). We obtain 
~9YB,(M)nZ”~3Vol 
( 1 
u h, . 
XSX’ 
Since 
(2, +L (M-e)> 
the lower bound follows. 0 
Proof of Proposition 3.1. With inequalities (44) and (45) of the previous lemma, 
together with relation (40) and the inclusion relation (29), we obtain for a real u of 
CO, 11 
Pr[lidMu]d 
O,_i+rOi_r (M+&/2)i-’ 
w, (M-&/2)” 
(Mn+$).iil. 
As in the previous section, inequalities (7) and (8) on the volumes ok of unit balls 
finally give 
Pr[lidMn]<($)“-‘+’ 
(1+&/2M)‘-’ 
(I- &/2M)” 
An easy computation shows that, with the choice MB 2n312, 
(1+&/2M)‘-’ me, 
(1-&/2M)” 
from which (39) results, and 
Pr[a<Muj<$l Pr[li<Muj,<2e [&u+&]. 
For u = 0, this proves (41). 0 
3.4. The average number of iterations in the discrete model 
The properties of the discrete model lead to the main result of the paper. 
Theorem 3.3. For any integer M such that M 2 2n3j2, the average number E(K,) of 
iterations of the LLL algorithm on bases of rank n and length at most M is bounded 
above by 
(46) 
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Proof. We have seen that E(K,) is a finite sum (34), equal to 
E(K,)= !f Pr[K,>k], 
k=l 
where k,-, is defined by 
kO=Ln+nZlog,MJ. 
Furthermore, we have the upper bound (35) for Pr[K, > k], 
Pr[K,~k]~Pr[a~Mt’“-k)‘“‘]. 
Using (40), we obtain 
So the sum E(K,) can be split into two terms S1 +Sz. The first one S1 gives the main 
term for E(KM); it is at most 
Writing k, for the greatest integer k such that 
2e&t , (n-.W> 1 
we have 
Using the integer kI, to split the sum, we write 
Sld g l+ f 2e&t’“*)~“2<kl+~. 
k=l k,+l 
For the second term S2, equal to C:: 1 en/M, one gets, for M 2 2n312, 
s <2en310g,M<3n2 log,M 
21 
M ’ Ml/3 ’ 
Thus, we deduce the final result. 0 
The comparison between bounds (30) and (46) of Theorems 2.4 and 3.3 shows that 
there is a good transfer of bounds from the continuous model to the discrete model. 
Now the same transfer provides new results on the distribution of the shortest vector 
of “random” integer lattices. 
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3.5. Distribution of thejirst minimum in the discrete model 
We obtain here a transfer of Proposition 2.5 in the discrete model. 
Proposition 3.4. The distribution function of thejirst minimum 1,(L) ofan integer lattice 
L of rank n generated by a random basis of length at most equal to M, with M > n312, 
satisfies 
Pr[&C)<n]<g u,,&+; 
[ 1 for a real UE[O, M]. 
The expectation of the jirst minimum satis$es 
(47) 
(48) 
Proof. We deduce (47) from lower bound (5) and inequality (42). This inequality is 
only meaningful for u < u0 with 
For the expectation EC,%(L)], we have 
Thus, 
As before, the remainder term n/M is a O(M - ‘j3) for M >2n312. q 
Our elementary technique for counting integer points inside bodies is sufficient to 
get good transfer in the case when the diameter M of these bodies is large with respect 
to dimension n: we work under the hypothesis that M 2 2n3j2. Remark that if M is less 
than 2&, then the upper bound (11) leads directly to the bound given by (44) for the 
average number of iterations of LLL. Finally, there is a “gap” when the length 
M belongs to the interval [2n ‘I’, 2n3j2], where our method yields 
E(K)<&(iIogn+L). 
The gap could be filled by appealing to techniques introduced by Mazo and Odlyzko 
in [9]. 
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4. Conclusion 
We have obtained here an upper bound for the average number of iterations of the 
LLL algorithm on lattices of rank n given by random integer bases of length less than 
M. This bound of the form 0(n2 log n) does not depend on M asymptotically. This is 
the first result of this kind on the subject. It is amusing to note that our result on the 
performances of the LLL algorithm could be obtained by appeal to an entirely 
elementary machinery, namely relating K with the orthogonalised system b: 
The main question that remains open is the tightness of this 0(n2 log n) asymptotic 
bound. Our work leaves room for improvements: for instance, the dependence on 
parameter t is certainly not sharp, since we use an upper bound where this dependence 
is not sharp either. However, the LLL algorithm resembles a classical insertion sort 
algorithm applied to the input vectors bi to be sorted according to values of Iii\. An 
additional feature is that the values of the sorting keys Iii1 change as the algorithm 
makes progress. The complexity of insertion sort which is 0(n2) on average is not too 
far from our O(n2 log n) bound for the LLL algorithm. This heuristic argument leads 
us to think that our bounds may still be reasonably tight. 
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