Ocean tomography as originally proposed required all sources and recievers to be tautly moored and acoustically tracked to separate travel time perturbations due to mooring motion from those due to ocean features. It is possible to process the tomographic travel times to estimate both ocean sound speed perturbations and mooring offsets, effecting a separation without external tracking. A side effect of this processing is a check on the ray identification, since the varying instrument positions can be used as a synthetic array for estimating ray angle. Simulations and examples with actual data were used to contrast mapping performance with and without mooring tracking for a variety of ray data sets. In general, the ocean maps degrade when the tracking data are withheld. However, when many high-precision ray travel time measurements are available, the degradation is small; in these cases it would be possible to deploy free-drifting instruments as part of a monitoring experiment.
INTRODUCTION

Ocean tomography as realized in a 1981 experiment
[Ocean Acoustic Tomography Group, 1982] inferred ocean structure from travel times for acoustic rays between autonomous sources and receivers moored at mid-depth in a 300x 300 km array. Each instrument had an independent clock and could move in any direction as the mooring leaned in response to currents. Both mooring position shift and clock error ("instrument offsets") can produce measured travel time changes which swamp those due to sound speed variation, so the x,y,z offsets of a mooring from its assumed position and shifts of the instrument's clock from the true time must be either measured directly and removed or filtered out in processing. The 1981 tomography experiment included transponders and frequency standards to measure these offsets and remove them before the acoustic data were processed. The correction data set included gaps and errors, and the mooring anchor positions were not known exactly, which implies a large, constant travel time bias.
It was thus necessary to devise a method for reducing the effects of these "instrument offsets" on the tomographic sound speed estimates so that maps could be made even when the correction systems were not operating. The problem is similar to that of determining earthquake location and seismometer site corrections at the same time that earth structure is estimated. It is possible to use the tomographic travel time data to estimate simultaneously both ocean maps and mooring positions. This paper will present a technique for making these estimates and will use examples to explore trade-offs between independent corrections and acoustic data, to see 
(t), mooring motion Bk (t), and internal waves and uncertainty in peak location e• (t).
When the ocean sound speed field changes, the travel time will change, and if these changes are small, the expression for travel time ( The partial derivatives of range with respect to horizontal position can be calculated from the simple geometry (see The dependence of travel time on depth must be calculated at both source i and receiver j locations, but the partial of travel time with respect to horizontal range is Pk, the "ray parameter," which is nearly constant along ray k if the horizontal gradient of sound speed is small. This means that the approximation that travel time is a simple function of horizontal separation is correct but that Pk, not ci, is the constant of proportionality.
Note that these expressions assume the rays to be identified, so that the angles at both source and receiver are known. Conversely, as the mooring moves, the travel time change for each peak in the arrival pattern will depend on the angle with which it arrives. If the movement of the peak can be followed, then motion of a single instrument over short periods produces a synthetic "array" of positions and arrival times which can be used to estimate local ray angle. These angle estimates are, in turn, useful in ray identification. Vertical motion is most effective at estimating ray angle because of the sin0 dependence, but horizontal motions can contribute, provided that the noise level is small enough. Because the ray angles 0 are typically <0.20 tad, the vertical motion pro- Since the mooring shifts are now included in the inversion in parameterized form, they can be estimated by constructing the complete stochastic inverse operator:
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The associated expected errors are
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\ Some of the data used in the inverse may not be travel times, but in any case, each row of G will express the dependence of that datum on the mooring shifts. For example, a pressure measurement on one of the moorings would measure the vertical motion of that mooring. In fact, the records obtained from the mooring tracking transponders could be used directly as data in the inverse, short circuiting any need for separate calculations in advance. In the limit of maximum rigor, the motion of the water as observed by the acoustics and the current meters would have to be consistent with the mooring motions. by the data set (about 5 ms after averaging) in the examples using actual data. The mooring motion covariance C•, was also assumed to be diagonal. For synthetic cases where the mooring corrections were present, they were assumed to be perfect, meaning C•,=0. For the simulations without mooring data, the rms values were assumed to be those listed in Table 1 The ocean contains energy in a range of scales, and the error bars (15) calculate the expected error variance at every point in the volume for the ocean spectrum corresponding to the 100-km Gaussian covariance. These error variances have units of square meters per second but have been converted here to percentages by dividing by the expected variance of the true field, so that 100% error means that the estimate is worthless, while 0% error indicates a perfect estimate. Figure 8 gives the error maps (at 700 m) that correspond to the 12 hypothetical cases, assuming that the ocean has a spectrum like that observed in MODE-I. The presence of receiver R5 results in the lower error values near the top center of each map. The average error for each map is given in Table 3 , and the energy in the spatial mean has been separated out and is listed in Table 4 . The errors for estimates of the spatial mean field are smaller than errors for the mesoscale field and were kept distinct to enhance the differences between cases. Either the error maps in Figure 8 or the numbers listed in Tables 3 and 4 (Table 5 ). The effects of the mooring movements on the ocean maps are minimal, even for relatively poor quality data sets, because the inverse was designed to be conservative and even reject ocean structures that resembled mooring effects. Consequently, the inverse generally overestimates small mooring shifts. As the data set quality rises, the ability to distinguish ocean from mooring offset improves, and both estimates improve as the leakage drops. The horizontal mooring position error bars remain large even when data set quality is good (Table 5 ). This is because the travel times only measure relative displacement within the array, while the error bars include the Average error variance is in percent.
uncertainties in the absolute locations. If the entire array is uniformly translated in x or y, then the instrument spacings are not affected, and no travel time signal is produced (provided the basic ocean state is horizontally invariant). Solid body rotation of the array also does not change the ranges between instruments and so will not The error in the mean field estimate is about 30% for both tomographic estimates. Finally, the problem of linearity must be addressed, both in the ocean propagation approximation and in the plane wave approximation used to linearize the mooring position forward problem. (Clock drift is totally linear.) The linearity of the travel time perturbations due to sound speed changes for these ranges has been addressed by Spiesberger and Worcester [1983] , who found that for sound speed perturbations of order 10 m s -• the linear travel times are in error by about 1 ms. As the range increases, the linearity approximation for the travel time becomes more sensitive.
During the 1981 experiment the sound speed perturbations were small, but currents were large enough to change some instrument depths by hundreds of meters. It is necessary to know when to expect travel time errors due to the breakdown of the approximation which led to equations (6)--(9). The second-order terms are good estimates of the nonlinearities, provided the displacements are small and can be used to estimate the limits on the linearization.
For the rays used in this paper, nonlinear terms of about 1 ms occur for horizontal displacements of 1 km and vertical displacements of 100 m. The linearization is most sensitive to vertical displacements, and so it would be logical (and relatively simple) to put pressure sensors on acoustic instruments so as to supply the vertical motion and obviate the most troublesome part of the approximation. It is helpful to know the depths of the instruments to reasonable accuracy a priori for initializing the ray identification, and the vertical motion can also be used as an indication of horizontal motion, since the instrument must sink as the mooring leans. Because the expected travel time changes due to vertical excursions are two orders of magnitude smaller than the changes expected from horizontal motion, they are more difficult to recover. Finally, the independent measurement of vertical displacement enhances the use of the moving instruments as incoherent beam formers, so that each instrument can become a synthetic array.
The idea of using a moving instrument to make a synthetic array (as in synthetic aperture radar) may be extended to an "array" of drifting tomographic instruments as part of a monitoring experiment. The instruments may be tracked by the ocean mapping inverses, and if the absolute positions of two instruments are known, then the absolute positions of the entire array can be inferred. The motion of the drifters would add independent ray paths to the data set with each transmission, in contrast to fixed instruments. If the information from several transmissions could be retained using a model with data assimilation, the performance of the drifting array would outstrip a similar, but fixed, array. Finally, the motions of the drifters themselves would provide velocity information which could be added into the inverse/updating scheme. 
