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Abstract
The perturbative path-integral gives a morphism of the (quantum) A∞ structure intrinsic
to each quantum field theory, which we show explicitly on the basis of the homological per-
turbation. As is known, in the BV formalism, any effective action also solves the BV master
equation, which implies that the path-integral can be understood as a morphism of the BV
differential. Since each solution of the BV master equation is in one-to-one correspondence
with a (quantum) A∞ structure, the path-integral preserves this intrinsic A∞ structure of
quantum field theory, where A∞ reduces to L∞ whenever multiplications of space-time fields
are graded commutative. We apply these ideas to string field theory and (re-)derive some
quantities based on the perturbative path-integral, such as effective theories with finite α′,
reduction of gauge and unphysical degrees, S-matrix and gauge invariant observables.
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1 Introduction
In quantum theory, partition functions or expectation values of observables are central objects.
For a Lagrangian field theory, the path-integral provides these objects, though how to integrate
is obscure except for free theories. The perturbative path-integral is a standard technique that
enables us to treat interacting fields in terms of free theories. In this paper, we show explicitly
that the perturbative path-integral can be regarded as a morphism of the (quantum) A∞ structure
intrinsic to each quantum field theory. Such a perspective provides simple explanations of some
algebraic properties of the quantities based on the perturbative path-integral, which will be useful
for calculating the scattering amplitudes, deriving effective theories, gauge-fixing, studying exact
renormalization group flow and so on.
Homotopy algebras, such as quantum A∞ or L∞, arise naturally in the context of the ordinary
Lagrangian description of quantum field theory. As is known among experts, they describe not
only the gauge invariance of Lagrangian but also the Feynman graph expansion. Thus, theoretical
1
physicists already know some of these structures, albeit implicitly, even for the theory without
gauge degrees.1 The Batalin-Vilkovisky (BV) formalism makes these structures visible and provides
the translation between Lagrangian field theories and homotopy algebras [1]. The BV formalism
is one of the most powerful and general frameworks for quantization of gauge theories, which is
based on the homological perturbation [2, 3]. For a given Lagrangian field theory, we can defines
a complex with an appropriate BV differential by solving the BV master equation, which is one
equivalent description of a quantum A∞ algebra [6, 7]. This A∞ algebra reduces an L∞ algebra
whenever multiplications of space-time fields are graded commutative. Since the BV formalism
assigns a homotopy algebra to each quantum field theory, we can extract the intrinsic A∞ structure
explicitly by casting the BV master action into the homotopy Maurer-Cartan form [38, 39].2
As is well-known, in the BV formalism, any effective action also solves the BV master equation.
This fact implies that the path-integral can be understood as a morphism of the BV differential.
Since any solution of the BV master equation is in one-to-one correspondence with a quantum
A∞ structure, the path-integral preserves this intrinsic A∞ structure of quantum field theory.
Although these properties may valid for non-perturbative path-integral, in this paper, we consider
the perturbative path-integral. We first show that the perturbative path-integral can be performed
as a result of the homological perturbation for the intrinsic A∞ structure and thus it gives a
morphism of this (quantum) A∞ structure in any BV-quantizable Lagrangian field theory. Then,
we apply these ideas to string field theory and consider some quantities based on the perturbative
path-integral of string fields. As a result of the homological perturbation, we derive effective theory
with finite α′ [8], the Light-cone reduction [9,10], and string S-matrix in a simple way. In addition
to these (re-)derivations, we explain that this approach may enable us to use unconventional pieces
of perturbative calculus. We discuss the open string S-matrix based on unconventional propagators
whose 4-point amplitude reproduces the gauge invariant quantity given by [11] directly.
This paper is organized as follows. In section 2, after giving a brief review of the BV formalism
and its relation to the quantum A∞ structure, we show explicitly that the homological perturbation
indeed performs the perturbative path-integral. This result would be known among experts except
for incidental details. The quantum A∞ structure of effective theory and the classical limit are
also discussed. In section 3, we translate the results based on the BV formalism into corresponding
results based on the intrinsic quantum A∞ structure, in which we find out a natural A∞ degree by
introducing string-field-inspired basis. We show that when the original BV master action includes
source terms, its effective theory must have a twisted A∞ structure. In section 4, we apply these
results to string field theory. We (re-)derive effective theories with finite α′, reduction of gauge
degrees, string amplitudes, and gauge invariant quantities discussed in [11] in a simple way. In
section 5, we conclude with summary and mentioning earlier works. In the rest of this section, we
summarize basic facts of the perturbative path-integral and the relation between A∞ and L∞.
1.1 Perturbative path-integral
A classical action Scl[ψcl] = Scl free[ψcl] + Scl int[ψcl] is a functional of classical fields ψcl. For a given
field theory, we write 〈ψ1, ψ2〉 for an appropriate inner product of fields ψ1, ψ2. The action consists
1String field theories will be typical examples revealing these explicitly.
2The original action is recovered by the homotopy Maurer-Cartan action by setting antifields to zero, whose A∞
structure is just a piece of the full (quantum) A∞ structure of the BV master action.
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of the kinetic term Scl free[ψcl] and the interacting terms Scl int[ψcl], which we write
Scl free[ψcl] ≡ −
1
2
〈
ψcl, µ1 ψcl
〉
, Scl int[ψcl] ≡ −
∑
n
1
n + 1
〈
ψcl, µn(ψcl, ..., ψcl︸ ︷︷ ︸
n
)
〉
. (1.1)
In this section, we assume that (1.1) consists of the physical degrees only for simplicity. In a
Lagrangian field theory, the expectation value of observables 〈...〉J is described by using the path-
integral of fields ψcl as follows
Z−1J
∫
D[ψcl]
(
...
)
eS[ψcl]+Jψcl , ZJ =
∫
D[ψcl] e
S[ψcl]+Jψcl , (1.2)
where ZJ denotes the partition function.
3 Although the (non-perturbative) path-integral of in-
teracting fields is a deep question, we can perform it for free theories since free actions are at
most quadratic. When the free theory Scl free[ψcl] is solved and the value of
√
detµ−11 is given, the
path-integral integral of free fields is performed as a Gaussian integral and is normalized as
1 =
∫
D[ψcl] e
Scl free[ψcl] . (1.3)
The perturbative expansion enables us to perform the path-integral of interacting fields formally,
which is a standard procedure in a Lagrangian field theory. In terms of the free theory, which
should be well solved, we can represent (1.2) as the following expectation values
〈
... eScl int[ψcl] ...
〉
free, J
= Z−1J
∫
D[ψcl]
(
... eScl int[ψcl] ...
)
eScl free[ψcl]+Jψcl . (1.4)
The partition function ZJ can be represented as ZJ = 〈 e
Scl int[ψcl] 〉free, J . We then consider to replace
a given functional of ψcl by using a formal power series of ψcl, for which we write F [ψcl], and replace
the expectation value of a given functional by 〈F [ψcl] 〉free, J formally. This type of integral reduces
to the Gaussian integral (1.3) because of F [ψ] eJψ = F [∂J ] e
Jψ. Hence, whenever the free theory is
well solved, we can perform the perturbative path-integral of (1.4) as follows
〈
... F ′[ψcl] ...
〉
free, J
≡
(
... F ′[ ∂J ] ...
)
e
1
2
J µ−11 J , (1.5)
where F ′[ψcl] is a formal power series of ψcl. The expectation value 〈...〉J ≡ 〈...e
Sint[ψcl]...〉free, J is
always defined by the perturbative path-integral (1.5) in the rest of this paper. The Feynman
graph expansion of F [ψcl] is an alternative representation of (1.5) with F
′[ψcl] = F [ψcl] e
Sint[ψcl]. As
is well-known, by adding the source term eJ ψev , (1.5) can be cast as
〈
... F [ψcl] ...
〉
J
≡ e
1
2
∂ψevµ
−1
1 ∂ψev
[
( ... F [ψev] ... e
Scl int[ψev] ) eJψev
]
ψev=0
. (1.6)
In this paper, the words “perturbative path-integral” always mean (1.5) or (1.6). Note that fields
ψcl are integrated by using (1.3) in both representations (1.5) and (1.6).
3We set ~ = 1 for convenience. If necessary, we write ~ explicitly, such as exp(~−1S).
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1.2 (Quantum) A∞ reduces to (quantum) L∞
In this paper, we regard a multiplication of space-time fields ψ1 and ψ2 as the tensor product
ψ1⊗ψ2, which may be non-commutative ψ1 ·ψ2 6= (−)
ψ1ψ2ψ2 ·ψ1 in general. The space spanned by
the polynomials of space-time fields is identified with the tensor algebra T (H), where H denotes
the state space of fields. The multiplication of ψ1, ..., ψn is given by
ψ1 · ψ2 · · ·ψn ≡ ψ1 ⊗ · · · ⊗ ψn . (1.7)
Note that these multiplications of fields themselves may not appear in the action (1.1) and should
be distinguished from vertices or products µn appearing in the action. In the action, multiplications
(1.7) always appear with some algebraic structure, such as coupling constant, delta functions of
momentum conservation, contractions of indices, space-time differentials or structure constants of
Lie algebras. We identify algebraic structures µ(ψ, ..., ψ) appearing in the action with properties
of multilinear maps µn acting on the tensor product ψ1 ⊗···⊗ ψn, which we write
µn(ψ1, ..., ψn) ≡ µn (ψ1 ⊗ · · · ⊗ ψn) . (1.8)
When multiplications of space-time fields are graded commutative, such as ψ1 ·ψ2 = (−)
ψ1ψ2ψ2 ·ψ1,
we replace T (H) by the symmetric tensor algebra S(H), which does not affect µ itself. Then,
multiplications of space-time fields (1.7) can be represented as
ψ1 · ψ2 · · ·ψn =
1
n!
ψ1 ∧ · · · ∧ ψn , (1.9)
where the factor n! comes from the definitin of the symmetrized tensor product
ψ1 ∧ · · · ∧ ψn ≡
∑
σ∈S
(−)σ(ψ)ψσ(1) ⊗ · · · ⊗ ψσ(n) . (1.10)
Since (1.10) is a natural product of the symmetric tensor algebra S(H), instead of (1.8), natural
algebraic structures µsym(ψ, ..., ψ) appearing in the action of commutative quantum field theory
should be identified with properties of multilinear maps µn acting on the symmetrized tensor
product ψ1 ∧···∧ ψn as follows
µsymn (ψ1, ..., ψn) ≡ µn(ψ1 ∧ · · · ∧ ψn) . (1.11)
Note that µ and µsym are distinguished by just inputs states. The commutativity of multiplications
of space-time fields is a property of (1.7) or (1.9). Whenever multiplications of space-time fields
are graded commutative, ψ1 ⊗···⊗ ψn ∈ S(H) from the beginning and we find
µn(ψ1, ..., ψn) =
1
n!
µsymn (ψ1, ..., ψn) . (1.12)
Under these identifications, our algebraic structures µ of quantum field theory do not be affected
by the graded commutativity of multiplications of space-time fields. As (1.12), our µ reduces to
µsym automatically whenever we consider ordinary quantum field theory. Actually, the relation of
µ and µsym is nothing but that of (quantum) A∞ and L∞ . The quantum A∞ structure appearing
in this paper reduces to the quantum L∞ structure if multiplications are commutative.
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The grading of A∞ algebras which appear in this paper is just a label and does not change the
physics. As we see later, physical gradings, such as the space-time ghost number or Grassmann
parity of fields, do not give the A∞ degree. Hence, we often set the grading of all A∞ products to
have degree 1 by using appropriate (de-)suspension maps, which we call a natural A∞ degree.
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An A∞ structure µ = µ1 + µ2 + · · · is a (co-)derivation acting on T (H) such that (µ)
2 = 0.
For fixed n ≥ 1, the A∞ relations (µ)
2 = 0 can be represented as follows
∑
k+l=n
k∑
m=0
(−)ǫ(ψ)µk+1
(
ψ1, ..., ψm︸ ︷︷ ︸
m
, µl(ψm+1, ..., ψm+l), ψm+l+1, ..., ψn︸ ︷︷ ︸
k−m
)
= 0 , (1.13)
where ǫ(ψ) denotes the sign factor arising from µl passing ψ1⊗···⊗ψm . Let ω be a graded symplectic
structure of degree −1 and {e−s, e1+s}s≥0 be a set of complete basis such that ω(e−s, e1+s′) =
(−)sδs,s′. A cyclic A∞ structure is an A∞ structure µ satisfying ω(µ⊗ 1+ 1⊗µ) = 0, which is the
classical limit of a quantum A∞ structure.
A quantum A∞ structure µ + ~L is a linear map acting on T (H) such that (µ + ~L)
2 = 0
where µ =
∑
n µn [0] +
∑
n,g ~
g µn,[g] is a (co-)derivation and L is a second order (co-)derivation.
For fixed n ≥ 1 and g ≥ 0, the quantum A∞ relations (µ+ ~L)
2 = 0 can be represented as
∑
k+l=n
g1+g2=g
k∑
m=0
(−)ǫ(ψ)µk+1, [g1]
(
ψ1, ..., ψm︸ ︷︷ ︸
m
, µl, [g2](ψm+1, ..., ψm+l), ψm+l+1, ..., ψn︸ ︷︷ ︸
k−m
)
+
∑
s∈Z
n∑
i=0
n−i∑
j=0
(−)ǫ(s,i,j)µn+2,[g−1]
(
ψ1, ..., ψi︸ ︷︷ ︸
i
, e−s, ψi+1, ..., ψi+j︸ ︷︷ ︸
j
, e1+s, ψi+j+1, ..., ψn
)
= 0 , (1.14)
where the sign factor ǫ(s, i, j) arises from e1+s passing ψ1 ⊗···⊗ ψi+j and e−s passing ψ1 ⊗···⊗ ψi .
An L∞ structure µ
sym = µsym1 + µ
sym
2 + · · · is a (co-)derivation acting on S(H) such that
(µsym)2 = 0. For fixed n ≥ 1, the L∞ relations (µ
sym)2 = 0 can be represented as follows∑
k+l=n
∑
σ∈Sl,k
(−)σ(ψ)µsymk+1
(
µ
sym
l (ψσ(1), ..., ψσ(l)), ψσ(l+1), ..., ψσ(n)
)
= 0 , (1.15)
where σ(ψ) denotes the sign factor arising from the (l, k)-unshuffle of ψσ(1) ∧ · · · ∧ ψσ(n). A cyclic
L∞ structure is an L∞ structure µ
sym satisfying ω(µsym ⊗ 1 + 1⊗ µsym) = 0, which is the classical
limit of a quantum L∞ structure.
A quantum L∞ structure µ
sym+~L is a linear map acting on S(H) such that (µsym+~L)2 = 0
where µsym =
∑
n µ
sym
n [0] +
∑
n,g ~
g µ
sym
n,[g] is a (co-)derivation and L is a second order (co-)derivation.
For fixed n > 0 and g ≥ 0, the quantum L∞ relations (µ
sym + ~L)2 = 0 can be represented as∑
k+l=n
g1+g2=g
∑
σ∈Sl,k
(−)σ(ψ)µsym
k+1, [g1]
(
µ
sym
l, [g2]
(ψσ(1), ..., ψσ(l)), ψσ(l+1), ..., ψσ(n)
)
+
1
2
∑
s∈Z
µ
sym
n+2, [g−1]
(
e−s, e1+s, ψ1, ..., ψn
)
= 0 . (1.16)
4When we consider other gradings, such as 2−n for µn, the same relations hold as (1.13), (1.14), (1.15) or (1.16)
but the sign factors take a little complicated form because of (de-)suspension maps. See also [12–14].
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As long as we consider an A∞ structure µ that can be represented by the form of (1.8),
the (quantum) A∞ structure µ of commutative quantum field theory reduces the (quantum) L∞
structure µsym automatically just as (1.12). We end this section by giving two examples.
4 point amplitude
The amplitudes of Lagrangian field theory have a quantum A∞ structure. Let us consider the
cubic action, which is (1.1) with µn>2 = 0. It can be a non-commutative field theory. We write
µ−11 for a propagator of this theory. The 4 point amplitude A4 is given by
A4 ∼
〈
ψ0, µ2(µ
−1
1 µ2(ψ1, ψ2), ψ3)
〉
+
〈
ψ0, µ2(ψ1, µ
−1
1 µ2(ψ2, ψ3))
〉
. (1.17)
It consists of the S-channel and T -channel. When multiplications of space-time fields are commu-
tative, µ reduces to µsym as (1.12). Then, the expression (1.17) reduces to
A4 ∼
〈
ψ0, µ
sym
2 (µ
−1
1 µ
sym
2 (ψ1, ψ2), ψ3)
〉
+
〈
ψ0, µ
sym
2 (µ
−1
1 µ
sym
2 (ψ2, ψ3), ψ1)
〉
+
〈
ψ0, µ
sym
2 (µ
−1
1 µ
sym
2 (ψ3, ψ1), ψ2)
〉
. (1.18)
It consists of the S-channel, the T -channel and the U -channel. As is known, this is a 4 point
amplitude of commutative Lagrangian field theory.
Yang-Mills theory
Let us consider the A∞ structure of the ordinary Yang-Mills action S[A] = −
1
2
∫
〈F, ⋆ F 〉 , which
is a commutative Lagrangian field theory. Yang-Mills fields A are Lie-algebra-value 1-forms. The
first A∞ structure is given by the kinetic operator
µ1(A1) = d ⋆ dA1 , (1.19)
where d denotes the exterior differential and ⋆ denotes the Hodge dual operation. By casting the
Yang-Mills action as the form of (1.1), vertices provides higher A∞ products
µ2(A1, A2) = d ⋆
(
A1 ∧ A2
)
−
(
⋆ dA1
)
∧A2 + A1 ∧
(
⋆ dA2
)
, (1.20)
µ3(A1, A2, A3) = A1 ∧
(
⋆ (A2 ∧ A3)
)
−
(
⋆ (A1 ∧ A2)
)
∧A3 , (1.21)
where ∧ denotes exterior products of forms. Note that this ∧ is different from the symmetrized
tensor product of (1.10) and should be replaced by the non-commutative star product for a non-
commutative Yang-Mills theory. As a symmetrization of exterior products, we can consider the
graded commutator of exterior products, [A1, A2]∧ ≡ A1 ∧A2 − (−)
A1A2A2 ∧A1. We find
µ
sym
2 (A1, A2) = d ⋆
[
A1 , A2
]
∧
−
[
⋆ dA1 , A2
]
∧
+
[
A1 , ⋆ dA2
]
∧
, (1.22)
µ
sym
3 (A1, A2, A3) =
[
A1 , ⋆[A2, A3]∧
]
∧
+
[
A2 , ⋆[A3, A1]∧
]
∧
+
[
A3 , ⋆[A1, A2]∧
]
∧
. (1.23)
These are the L∞ structure of the Yang-Mills theory. These A∞ and L∞ structures are related by
(1.12) each other. As is known, this is just a piece of the full A∞ (or L∞) structure of the BV
master action for the Yang-Mills theory.
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2 Path-integral as a morphism of BV
In this section, on the basis of the BV formalism, we show explicitly a statement that the homolog-
ical perturbation performs the perturbative path-integral and discuss several properties effective
theories have as a consequence of it. This statement would be known among experts and thus a
review except for incidental details. We first explain that solving the BV master equation is equiv-
alent to extracting the quantum A∞ structure intrinsic to each Lagrangian field theory. Next, we
give a brief review of basic facts of the BV formalism which are related to properties of the path-
integral. Then, we show the statement and properties of the effective A∞ structure. Note that
quantum field theories without gauge degrees can be treated within the BV formalism. Although
it trivially solves the BV master equation, it provides non-trivial results, which we explain.
The BV formalism is one of the most general and systematic prescription to quantize gauge
theories, which enable us to treat open or redundant gauge algebras. As is known, some gauge-
fixing is necessary to perform the path-integral in a given gauge theory, to which we can apply
the BV formalism even if ordinary methods such as fixing-by-hand, deriving the Dirac bracket,
brute-force computations and the BRST procedure do not work. To carry out (1.2), the action
must provides a regular Hessian. Also, symmetries proportional to the equations of motion are
redundant and must be taken into account. We thus introduce antifields ψ∗cl, ghost fields c, antifields
for ghosts c∗ and pairs of higher fields-antifields as much as needed,
Scl[ψcl] −→ S[ψ] = Scl[ψcl] + ψ
∗
cl (S, ψ)︸ ︷︷ ︸
ghosts
+c∗ (S, c) + · · ·︸ ︷︷ ︸
higher ghosts
. (2.1)
We write ψ for the sum of all fields and antifields. This extended action S[ψ] is called a BV master
action, which can provide a regular Hessian. The BV master action S[ψ] is a solution of the BV
master equation
~∆ eS[ψ] =
[
~∆S[ψ] +
1
2
(
S[ψ], S[ψ]
) ]
eS[ψ] = 0 . (2.2)
The BV master equation guarantees that the theory is independent of gauge-fixing conditions and
has no gauge anomaly arising from the measure factor of the path-integral. A gauge-fixing is carried
out by choosing appropriate gauge-fixing fermions, which determines a Lagrangian submanifold.
We write ψg and ψ
∗
g for fields and antifields having space-time ghost number g and −g − 1
respectively: ψ0 ≡ ψcl, ψ
∗
0 ≡ ψ
∗
cl, ψ1 ≡ c and ψ
∗
1 ≡ c
∗ for example. The BV Laplacian ∆ is a
second-order odd derivative, which is defined by
∆ ≡
∑
g
(−)g
∂
∂ψg
∂
∂ψ∗g
=
∂
∂ψcl
∂
∂ψ∗cl
−
∂
∂c
∂
∂c∗
+ · · · . (2.3)
It is a fundamental object in the BV formalism and has geometrical meaning. The BV bracket is
defined by (−)F (F,G) ≡ ∆(FG)− (∆F )G− (−)FF (∆G), where F and G are any functionals of
fields and antifields. The BV bracket can be cast as(
F , G
)
=
∑
g
[
∂rF
∂ψg
∂G
∂ψ∗g
−
∂rF
∂ψ∗g
∂G
∂ψg
]
. (2.4)
Note that ∂r denotes the right derivative and it satisfies
∂
∂ψg
F = (−)g(F+1) ∂r
∂ψg
F .
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2.1 A∞ structure of the BV master equation
Suppose that for a given Lagrangian field theory, its BV master action S[ψ] was obtained by solving
the BV master equation. When the theory consists of physical degrees only, the BV master action
is the classical action itself. We start with a given BV master action S[ψ].
We first consider the simplest case. Suppose that a solution S of the classical master equation
(S, S) = 0 also solves the quantum master equation ~∆S + 1
2
(S, S) = 0 without any modification.
Then, the derivative (S, ψ∗g) induces the cyclic A∞ structure µ as follows(
S , ψ∗g
)
= (−)g
∂S
∂ψg
= −
n∑
n=1
µn(ψ, ..., ψ)
∣∣∣∣
−g
, (2.5)
where µn(ψ, .., ψ)|−g denotes the restriction onto the space-time ghost number −g sector. The BV
master action S[ψ] has neutral ghost number and the BV derivation (S, ψ∗g) has ghost number one,
although ψ =
∑
ψg +
∑
ψ∗g has indefinite ghost number. The A∞ relation can be read from
0 =
(
S , (S, φ∗g)
)
=
∑
n
∑
k+l=n
k∑
m=0
(−)ǫ(ψ)µk+1(ψ, ..., ψ︸ ︷︷ ︸
ǫ(ψ)
, µl(ψ, ..., ψ), ψ, ..., ψ︸ ︷︷ ︸
m
)
∣∣∣
1−g
, (2.6)
where ǫ(ψ) denotes the sum of ψ’s ghost numbers appearing between µk+1 and µl. In terms of these
A∞ products, the BV master action S[ψ] can be always cast into the following form of homotopy
Maurer-Cartan action,
S[ψ] = −
1
2
〈
ψ , µ1 ψ
〉
−
∞∑
n=2
1
n+ 1
〈
ψ , µn(ψ, · · · , ψ)
〉
. (2.7)
Note that the space-time ghost number is not a natural grading of the A∞ structure µ . Since µ
consists of kinetic operators and interacting vertices, µ has neutral ghost number.
Next, we consider a generic case. Suppose that a solution S[0] of the classical master equation
(S[0], S[0]) = 0 does not solve the quantum master equation ~∆S[0] 6= 0 . Then, we need to construct
correcting terms ~S[1] + ~
2S[2] + · · · such that S ≡ S[0] + ~S[1] + ~
2S[2] + · · · satisfies the quantum
master equation ~∆S + 1
2
(S, S) = 0. In this case, the quantum BV master action S induces the
quantum A∞ structure µn,[l] as follows(
S , φ∗g
)
=
∂S[0]
∂ψg
+
∑
l>0
~
l∂S[l]
∂ψg
=
∑
n
[
µn,[0](ψ, ..., ψ) +
∑
l
~
lµn,[l](ψ, ..., ψ)
]
−g
. (2.8)
The quantum BV master action S provides a natural nilpotent operation ∆S defined by
~∆S ≡ ~∆+ (S , ) . (2.9)
The quantum A∞ relation is encoded in (2.9) as follows
(~∆S)
2φ∗g =
∑
n,l
[
~
∑
s∈Z
n∑
i=0
n−i∑
j=0
(−)ǫ(s,i,j)µn+2,[l−1]
(
ψ, ..., ψ︸ ︷︷ ︸
i
, e−s, ψ, ..., ψ︸ ︷︷ ︸
j
, e1+s, ψ, ..., ψ
)
+
∑
n1+n2=n
l1+l2=l
n1∑
m=0
(−)ǫ(ψ)µn1+1,[l1]
(
ψ, ..., ψ︸ ︷︷ ︸
m
, µn2,[l2](ψ, ..., ψ), ψ, ..., ψ︸ ︷︷ ︸
n1−m
)]
1−g
, (2.10)
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where the sign factor ǫ(s, i, j) arises from e1+s passing ψ
⊗(i+j) and e−s passing ψ
⊗i. For s ≥ 0,
these e−s and e1+s are defined by e−s ≡
∂
∂ψs
ψ and e1+s ≡ (−)
s ∂
∂ψ∗s
ψ respectively. They enable us
to get the following useful representation
∆µn,[l](...) =
∑
s∈Z
(−)ǫ(s)µn,[l](..., e−s, ..., e1+s, ...) . (2.11)
Note that the condition (~∆S)
2 = 0 is equivalent to the BV master equation (2.2). Hence, a
solution of the BV master equation assigns a quantum A∞ structure to each Lagrangian field
theory. In terms of these quantum A∞ products, the quantum BV master action S[ψ] can be cast
into the form of homotopy Maurer-Cartan action
S[ψ] = −S[0][ψ]−
∑
n,l
~l
n + 1
〈
ψ, µn,[l](ψ, · · · , ψ)
〉
, (2.12)
where the classical master action S[0][ψ] takes the same form as (2.7) with µn,[0] ≡ µn .
2.2 On the BV differential
In the classical theory, a solution of the equations of motion determines physical states up to gauge
degrees. These information are encoded into the classical BV differential
QS ≡ (S , ) (2.13)
acting on the space F(H) spanned by functionals of fields and antifields ψ ∈ H. Note that F(H)
includes the space of polynomials of space-time-field multiplications, which is identified with the
tensor algebra T (H) in this paper. For a given master action (2.12), the equation of motion for
the field ψg can be represented by using the BV differential and its antifield ψ
∗
g as follows
0 = (−)g
∂S
∂ψg
=
∑
n
µn(φ, . . . , φ)
∣∣∣
−g
= QS ψ
∗
g . (2.14)
It implies that the on-shell states are QS-closed. Likewise, the gauge transformation of the master
action implies that its gauge degrees are QS-exact. The space Hphys of the physical states are
described by the QS-cohomology. The observables F are functionals of physical states, which
we write F ∈ F(Hphys). Solving the classical theory is equivalent to finding the cohomology of
complex with the classical BV differential (2.13),
(
F(H), QS
) p
⇄
i
(
F(Hphys), 0
)
, (2.15)
where p denotes a restriction to on-shell and i denotes an embedding to off-shell.
In the quantum theory, the stationary point of (2.14) does not completely determine the physical
states. In addition to solve (2.14), we need to replace functionals F of physical states by their
expectation values 〈F 〉, which is given by the path-integral
F
P
−→
〈
F
〉
≡
∫
D[ψ]F eS[ψ] . (2.16)
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Solving the BV master equation was necessary to define a regular Hessian for S[ψ] . As the case of
F = 1, the integrand FeS must be ∆-closed in order to obtain the gauge independent path-integral.
Hence, for a given theory S[ψ], its observables F = F [ψ] satisfy
~∆S F [ψ] = 0 . (2.17)
The equation of motions can be also cast as ~∆Sψ = 0. Note however that the ∆S-exact transfor-
mation, such as δψ = ~∆S ǫ, is not the invariance of the action: It is the invariance of the theory
defined by the above path-integral. For example, the ∆S-exact deformation F 7→ F + ∆SΛ does
not change the expectation value 〈F 〉 because of
∫
D[ψ]∆(...) = 0 . In this sense, the physics of
quantizable Lagrangian field theory is described by the ∆S-cohomology,
(
F(H), ~∆+QS
) P
⇄
I
(
F(Hq-phys), 0
) i
⇄
ev
(
F(Hphys), 0
)
, (2.18)
where Hq-phys denotes the space of physical state in the quantum theory. While p and i of (2.15)
denote restriction and embedding to on-shell and off-shell respectively, ev and i of (2.18) denote
substituting the expectation values and returning values to variables respectively. The path-
integral P should be identified with P = ev ◦ p, the composition of p and ev, because it not only
gives the expectation value but also condenses field configurations onto the stationary point.
In this paper, we consider the perturbative path-integral (1.6), which is written in terms of the
free theory (1.3). For the perturbative path-integral, there would be two options for realizing ev
of (2.18). The first option is to identify ev : F(Hphys)→ F(Hq-phys) with imposing
∆SfreeF [ψ] = 0 (2.19)
for any F [ψ] ∈ F(Hphys). The second option is to identify ev with performing the Gaussian
integral (1.3). While p gives p(ψ) = ψphys for ψ = ψphys + ψgauge + ψunphys, the map ev evaluates
the expectation value of a free physical field ψphys ∈ Hphys, namely,
ev (ψphys) = 0 , (2.20)
which comes from 〈ψphys〉free = 0. We may write ψev = i(〈ψphys〉) and ev(ψphys) = 〈ψphys〉 with
ev ◦ i = 1, although both of them are 0 for the perturbative path-integral. As we will see, both
of (2.19) and (2.20) provide the perturbative path-integral map P . The equivalence of these two
options comes from the fact that the Gaussian integral (1.3) can be understood as a result of the
homological perturbation for the BV differential of the free theory.
As we see later, we do not need to require (2.19) or (2.20) explicitly when we consider the path-
integral to obtain S-matrix or to remove gauge and unphysical degrees. The condition (2.19) or
(2.20) should be imposed explicitly when we consider the path-integral of fields whose momentum
are higher than some cut-off scale or the path-integral of all massive fields for example.
2.3 Path-integral preserves the BV master equation
Let us consider a BV master action S[ψ]. We split fields ψ into two components ψ′ and ψ′′,
ψ = ψ′ + ψ′′ . (2.21)
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By performing the path-integral of the fields ψ′′, we obtain the BV effective action A[ψ′] from the
original BV action S[ψ′ + ψ′′]. The effective action can be written as follows
A[ψ′] ≡ ln
∫
D[ψ′′] eS[ψ
′+ψ′′] , (2.22)
where ψ′ is independent of ψ′′ but A[ψ′] depends on the on-shell of ψ′′. In general, if there
exist interactions between ψ′ and ψ′′, the path-integral of ψ′′ may impose constraints arising from
∂S
∂ψ′′
= 0 on the on-shell of remaining fields ψ′, which is described by (2.22). It is well-known that
the BV effective action A[ψ′] also solves the BV master equation
~∆′A[ψ′] +
1
2
(
A[ψ′] , A[ψ′]
)′
= 0 . (2.23)
The effective BV Laplacians ∆′ and ∆′′ satisfying ∆ = ∆′ +∆′′ are defined by
∆′ ≡
∑
(−)g
∂
∂ψ′g
∂
∂ψ′ ∗g
, ∆′′ ≡
∑
(−)g
∂
∂ψ′′g
∂
∂ψ′′ ∗g
. (2.24)
As ∆ provides the BV bracket (2.4), the effective BV Laplacian ∆′ also provides the effective BV
bracket (−)A(A,B)′ ≡ ∆′(AB) − (∆′A)B − (−)AA(∆′B). Because of the effective BV master
equation (2.22), the operator ~∆′A ≡ ~∆
′ + (A, )′ satisfies (~∆′A)
2 = 0. Hence, the effective
action has a quantum A∞ structure µ
′ and takes the homotopy Maurer-Cartan form
A[ψ′] = −
∑
n
1
n+ 1
〈
ψ′, µ′n,[0](ψ
′, ..., ψ′)
〉
−
∑
n,l
~l
n+ 1
〈
ψ′, µ′n,[l](ψ
′, ..., ψ′)
〉
. (2.25)
This fact implies that the path-integral of fields ψ′′ gives a morphism P preserving the BV
master equation such that
P ∆S = ∆
′
A P . (2.26)
As long as the original action S[ψ] satisfies the BV master equation, these operators ∆S and ∆
′
A are
nilpotent and the morphism P preserves the cohomology. Because of µ(ψ, ..., ψ)|−g = ∆S(ψ
∗
g) and
µ′(ψ′, ..., ψ′)|−g = ∆
′
A(ψ
′ ∗
g ), as we will explain in section 3, this P induces a morphism p between
these A∞ structures µ and µ
′ such that
p (µ1 + µ2 + · · · ) = (µ
′
1 + µ
′
2 + · · · ) p . (2.27)
In the rest of this section, we show that the path-integral can be understood as a morphism P
preserving the cohomology of the BV differentials,(
F(H′ ⊕H′′), ∆S
) P
⇄
I
(
F(H′ ⊕H′′phys), ∆
′
A
)
, (2.28)
where H′ and H′′ denotes the state spaces of ψ′ and ψ′′ respectively, H′′phys denotes the physical
space of ψ′′ on-shell. On the basis of the homological perturbation, we can construct this morphism
P explicitly and show that P gives
P (F [ψ]) =
〈
F [ψ′′ + ψ′′]
〉′′
≡ Z−1ψ′
∫
D[ψ′′]F [ψ] eS[ψ
′+ψ′′] , (2.29)
where F [ψ] is any functional of fields ψ and Zψ′ is defined by
Zψ′ ≡
∫
D[ψ′′] eS[ψ
′+ψ′′] . (2.30)
11
2.4 Homological perturbation performs the path-integral I
In this section, we construct a morphism P̂ performing the path-integral without normalization.
The perturbative path-integral P is constructed by using this P̂ in the next section. We split the
action S = Sfree + Sint into the kinetic part Sfree and interacting pert Sint. Since the perturbative
path-integral is based on the free theory, we construct a map P̂ such that
P̂ (eSint[ψ
′′]) =
〈
eSint[ψ
′′]
〉′′
free
≡
∫
D[ψ′′] eS[ψ
′′] , (2.31)
where we set ψ′ = 0 for simplicity. Clearly, such P̂ satisfies P̂ (1) = 1 as (1.3) and describes the
perturbative path-integral based on the free field theory.
We assume that the kinetic terms of ψ′ and ψ′′ have no cross term Sfree[ψ
′ + ψ′′] = Sfree[ψ
′] +
Sfree[ψ
′′]. We also assume that the free theory of ψ′′ is solved and takes
Sfree[ψ
′′] =
1
2
〈
ψ′′, µ′′1 ψ
′′
〉
=
1
2
〈
ψ′′0 , K0 ψ
′′
0
〉
+
∑
g
〈
ψ′′ ∗g−1, Kg ψ
′′
g
〉
, (2.32)
where ψ′′g is the g-th ghost field of ψ
′′ =
∑
g ψ
′′
g +
∑
g ψ
′′ ∗
g and Kg is its kinetic operator. We write
K−1g for a propagator of the kinetic operator Kg. In order to derive the propagators, we need
to add an appropriate gauge-fixing fermion into the action with trivial pairs. Note that we now
consider the path-integral over a corresponding Lagrangian submanifold and thus ψ′′ ∗ should be
understood as functionals of fields and trivial pairs determined by the gauge-fixing fermion.
Let us consider a projection π : H′′ → H′′phys onto the physical space of the ψ
′′ fields, in which
the free equations of motion µ′′1 ψ = 0 holds. We may represent ι π = e
−∞|µ′′1 | by using a natural
embedding ι : H′′phys → H
′′ satisfying µ′′1 ι = 0 . We write K
−1 =
∑
gK
−1
g and µ
′′
1 =
∑
gKg for
brevity. Once K−1 is given, we get the (abstract) Hodge decomposition
µ′′1 K
−1 +K−1 µ′′1 = 1− ι π . (2.33)
We often impose the conditions πK−1 = 0, K−1 ι = 0 and (K−1)2 = 0, which is always possible
without additional assumptions [15]. As we see later, it is related to the iǫ-trick of ordinary
Lagrangian field theory. The decomposition (2.33) induces a homotopy contracting operator k−1ψ′′
for QSfree[ψ′′] = (Sfree[ψ
′′], ) and provides its BV version
QSfree[ψ′′] k
−1
ψ′′ + k
−1
ψ′′ QSfree[ψ′′] = 1− ι π . (2.34)
Note that k−1ψ′′ decreases space-time ghost number 1 since QSfree[ψ′′] increases 1. In terms of the
kinetic operators Kg and their propagators K
−1
g , these BV operations can be represented as
QSfree[ψ′′] = −K0 ψ
′′
0
∂
∂ψ′′ ∗0
−
∑
g>0
Kg
[
ψ′′ ∗g−1
∂
∂ψ′′ ∗g
+ ψ′′g
∂
∂ψ′′g−1
]
, (2.35)
k−1ψ′′ = −
K−10
n0
ψ′′ ∗0
∂
∂ψ′′0
−
∑
g>0
K−1g
ng
[
ψ′′ ∗g
∂
∂ψ′′ ∗g−1
+ ψ′′g−1
∂
∂ψ′′g
]
, (2.36)
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where n0 and ng are determined by the relation (2.34). In the above normalization, the operator ng
counts the ψ′′g -ψ
′′
g−1 polynomial degree as ng(ψ
′′
g )
⊗m(ψ′′g−1)
⊗n = (m+ n)(ψ′′g )
⊗m(ψ′′g−1)
⊗n . Likewise,
by identifying ψ′′−g−1 = ψ
′′ ∗
g for g ≥ 0, we find n0(ψ
′′
0)
⊗m(ψ′′ ∗0 )
⊗n = (m + n)(ψ′′0 )
⊗m(ψ′′ ∗0 )
⊗n and
ng(ψ
′′ ∗
g−1)
⊗m(ψ′′ ∗g )
⊗n = (m+ n)(ψ′′ ∗g−1)
⊗m(ψ′′ ∗g )
⊗n . We thus obtain ng(ψ
′′)⊗n = n (ψ′′)⊗n.
Now, we have the following homological data of the classical theory of free fields
k−1ψ′′ 
(
F(H′ ⊕H′′), QSfree[ψ′] +QSfree[ψ′′]
) π
⇄
ι
(
F(H′ ⊕H′′phys), QSfree[ψ′]
)
, (2.37)
which is called a deformation retract. Note that we must solve the equations of motion of ψ′′ to
specify π or ι. In order to define a propagator k−1ψ′′ , we have to specify the off-shell and carry out
its gauge-fixing if ψ′′ has any gauge or unphysical degree. Therefore, we must know how to solve
the theory to obtain this homological data.
We expect that the perturbative path-integral (2.31) can be found by transferring the relation
(2.37) into its quantum version (2.18) without interactions since (2.31) is an expectation value of
the free theory. The homological perturbation lemma enables us to perform such a transfer of
homological data. Clearly, we can take a perturbation ~∆ since ~∆Sfree[ψ′+ψ′′] = ~∆+QSfree[ψ′+ψ′′]
is nilpotent. Aa a result of the homological perturbation, we obtain a new deformation retract
K̂−1 
(
F(H′ ⊕H′′), ~∆Sfree[ψ′+ψ′′]
) P̂
⇄
Î
(
F(H′ ⊕H′′phys), ~∆
′
Sfree[ψ′]
)
, (2.38)
where morphisms ι and π and a contracting homotopy k−1ψ′′ of the initial data (2.37) are replaced
by perturbed ones
Î =
(
1 + k−1ψ′′~∆
)−1
ι , P̂ = π
(
1 + ~∆ k−1ψ′′
)−1
, K̂−1 = k−1ψ′′
(
1 + ~∆ k−1ψ′′
)−1
. (2.39)
These operators satisfy the abstract Hodge decomposition with ~∆Sfree[ψ′+ψ′′] as (2.34) on the right
side of (2.38). Note that Î = ι follows from k−1ψ′′∆
′+∆′k−1ψ′′ = 0, (∆)
2 = (∆′)2 = 0 and k−1ψ′′(∆
′′) ι = 0.
On the right side of (2.38), a new differential operator is given by
~∆′Sfree[ψ′] = QSfree[ψ′] + π ~∆ Î = QSfree[ψ′] + ~ π∆ ι . (2.40)
Note that the differential π∆′′ι must vanish on F(H′′phys) to obtain ∆
′′ = π∆ ι, which is automatic
when we consider the path-integral of off-shell states or gauge-and-unphysical degrees.5 In order
to consider the path-integral of physical fields, we assume (2.19) or (2.20) explicitly. While (2.19)
gives π ~∆′′ ι = 0 directly, (2.20) replaces π by the composition ev ◦ π that provides ev ◦ π(ψ) = 0
for all ψ ∈ H and removes physical degrees via (1.3).
We show that the above P̂ obtained as a result of the homological perturbation indeed realizes
the perturbative path-integral (2.31). Note that when we impose πK−1 = 0 in (2.33), the operator
k−1ψ′′ commutes with ∆
′ and vanishes on H′′phys. We thus consider off-shell fields π ψ
′′ = 0, where
ψ′′ =
∑
g∈Z ψ
′′
g with ψ
′′
−g ≡ ψ
′′ ∗
g−1 having ghost number −g. We find
P̂ (ψ′′⊗2n) = π (~∆ k−1ψ′′)
n(ψ′′⊗2n) = π
1
n!
(
~
2
∑
g
K−1g
∂
∂ψ′′g
∂
∂ψ′′−g
)n
(ψ′′⊗2n) (2.41)
5For the Hodge decomposition ψ = ψp + ψg + ψu, the BV Laplacian ∆ takes the form
∂
∂ψ
∂
∂ψ∗
= ∂
∂ψp
∂
∂ψ∗
p
+
∂
∂ψg
∂
∂ψ∗
u
+ ∂
∂ψu
∂
∂ψ∗
g
. The physical term pi ∂
∂ψ
∂
∂ψ∗
ι = pi ∂
∂ψp
∂
∂ψ∗
p
ι remains unlike the other terms.
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because of π (~∆ k−1ψ′′)
m(ψ′′⊗2n) = 0 for m 6= n and
π (~∆ k−1ψ′′)
n(ψ′′⊗2n) = π (~∆ k−1ψ′′)
n−1
(
~
2n
∑
g
K−1g
∂
∂ψ′′g
∂
∂ψ′′−g
)
(ψ′′⊗2n)
︸ ︷︷ ︸
ψ′′⊗2(n−1)
= π (~∆ k−1ψ′′)
n−2 1
n(n− 1)
(
~
2
∑
g
K−1g
∂
∂ψg
∂
∂ψ−g
)2
(ψ⊗2n)
︸ ︷︷ ︸
ψ′′⊗2(n−2)
. (2.42)
It leads the Feynman graph expansion (1.6) thanks to πK−1 = 0. The condition πK−1 can be
understood as the iǫ-trick for a propagator with πK−1 6= 0. When we apply the iǫ-trick to the
propagator in order for choosing a contour avoiding the on-shell poles, each operators of the Hodge
decomposition (2.34) are iǫ-modified. Then we can impose πiǫ ψ
′′ = 0 on the original physical space
H′′phys because the mass shell is iǫ-shifted and take ǫ→ 0 after computations. We obtain
P̂
(
eSint[ψ
′+ψ′′]
)
= π
∞∑
n=0
(~∆ k−1ψ′′)
n
(
eSint[ψ
′+ψ′′]
)
= π exp
[
~
2
∑
g
K−1g
∂
∂ψ′′g
∂
∂ψ′′−g
](
eSint[ψ
′+ψ′′]
)
, (2.43)
which gives a functional of on-shell states π ψ′′ ∈ Hphys. If we introduce a source term e
Jψ′′ as
(1.6), we can represent (2.43) by the formula
P̂
(
eSint[ψ
′+ψ′′]+Jψ′′
)
= exp
[
~
2
∑
g
K−1g
∂
∂ψ′′ev g
∂
∂ψ′′ev−g
](
eSint[ψ
′+ψ′′ev]+Jψ
′′
ev
)∣∣∣∣
ψ′′ev=π ψ
′′
. (2.44)
These (2.43) and (2.44) are nothing but the Feynman graph expansion (1.6) in the perturbative
quantum field theory. Note that it includes the term ~
2
K−10 (∂ψcl)
2 which consists of classical fields
and their propagators, and thus it provides non-zero value after removing all antifields (and also
ghosts) from (2.44). Hence, quantum field theory without gauge degree can be treat in this BV
framework and provides non-trivial results after the homological perturbation, although its BV
master action is the same as the classical action and the BV master equation looks trivial.
Note that although the condition (2.19) or (2.20) is not necessary to derive (2.43) or (2.44), we
find that the formula (2.44) takes the completely same form as (1.6) under (2.20). Thus, (2.20) may
provide more conventional calculations, rather than (2.19). Actually, when we calculate S-matrix
with (2.20) providing (ev ◦ π)ψ′′ = 0,6 we need to use eψasµ1ψphys as usual. When we calculate
S-matrix with (2.19), π ψ′′ of (2.44) should be understood as ψas as we see in section 4.
2.5 Homological perturbation performs the path-integral II
In this section, we construct a morphism P performing the perturbative path-integral such that
P (...) ≡ Z−1ψ′ P̂
(
(...)eS[ψ
′+ψ′′]−Sfree[ψ
′′]
) (2.31)
= Z−1ψ′
∫
D[ψ′′] (...) eS[ψ
′+ψ′′] . (2.45)
6 The equation (ev◦pi)ψ′′ = 0 should be understood as a result of solving the ψ′′ equations of motion, substituting
it into S[ψ′ + ψ′′], and evaluating the expectation value (2.20).
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We expect that it can be found by transferring the homological data of (2.37) into its fully quantum
version including interactions. Again, the homological perturbation enables us to perform such a
transfer. We can take ~∆Sint[ψ] = ~∆ + QSint[ψ] as a perturbation since ~∆S[ψ] = ~∆ + QS[ψ] is
nilpotent. After the perturbation, we obtain a new homological data as follows
K−1 
(
F(H′ ⊕H′′), ~∆S[ψ′+ψ′′]
) P
⇄
I
(
F(H′ ⊕H′′phys), ~∆
′
A[ψ′]
)
. (2.46)
The perturbation lemma tell us how to construct morphisms I and P explicitly,
I =
(
1 + k−1ψ′′~∆Sint[ψ]
)−1
ι , P = π
(
1 + ~∆Sint[ψ] k
−1
ψ′′
)−1
. (2.47)
Likewise, a contracting homotopy for ~∆S[ψ] and the induced differential ~∆
′
A[ψ′] are given by
K−1 = k−1ψ′′
(
1 + ~∆Sint[ψ] k
−1
ψ′′
)−1
~∆′A[ψ′] = P ~∆S[ψ] ι = π ~∆S[ψ] I . (2.48)
Although we can prove the statement (2.45) by tedious but direct calculation using these, we
follows a pedagogical approach given by [16]. See also [17] and [18].
As is known, the homological perturbation transfers a given deformation retract to a new
deformation retract. It therefore enables us to obtain the new Hodge decomposition
(
1− I P
)
F =
[
(~∆S[ψ])K
−1 + K−1 (~∆S[ψ])
]
F (2.49)
for any F [ψ] ∈ H′⊕H′′ . Note that since [ k−1ψ′′ ,∆ ] =
∑
g n
−1
g K
−1
g ∂ψ′′−g∂ψ′′g acts on the off-shell states
satisfying K ψ′′ 6= 0, it does not act on ι(...) . Because of P̂ I (...) = P̂ ι(...) with π k−1ψ′′ = 0 , we
find the following property of I and P̂ ,
P̂
(
I (...) eSint[ψ
′+ψ′′]
)
= π
[ (
(1 + ~∆′′ k−1ψ′′)
−1 eSint[ψ
′+ψ′′]
)
ι (...)
]
= P̂
(
eSint[ψ
′+ψ′′]
)
π ι (...) . (2.50)
In other words, since π ι = 1 on H′′phys, we proved that I(...) passes the ψ
′′ integral as follows
Z−1ψ′
∫
D[ψ′′] I (PF ) eS[ψ
′+ψ′′] = Z−1ψ′
∫
D[ψ′′] ι (PF ) eS[ψ
′+ψ′′] = PF . (2.51)
The abstract Hodge decomposition (2.49) elucidates that our morphism P , a result of homo-
logical perturbation, indeed performs the perturbative path-integral as follows
P (F ) = Z−1ψ′
∫
D[ψ′′]F eS[ψ
′+ψ′′] − Z−1ψ′ (extra) . (2.52)
We show that the extra term vanishes
(extra) ≡ ~ P̂
((
∆S[ψ] K
−1F + K−1∆S[ψ] F
)
eS[ψ
′+ψ′′]−Sfree[ψ
′′]
)
= 0 . (2.53)
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The second term is trivially zero when we use k−1ψ′′ satisfying the subsidiary condition (k
−1
ψ′′)
2 = 0
and π k−1ψ′′ = 0, which can be always imposed by dressing the old k
−1
ψ′′ without any additional
condition [15]. Note that (k−1ψ′′)
2 = 0 gives P̂ K−1 = π K−1. Thus, π k−1ψ′′ = 0 provides
P̂
(
K−1(...) eSint[ψ
′+ψ′′]
)
= π
[
k−1ψ′′ (1 + ~∆Sint[ψ]k
−1
ψ′′)
−1 (...)eSint[ψ
′+ψ′′]
]
= 0 . (2.54)
This fact implies that after the path-integral, as expected, the K−1-exact quantities vanish∫
D[ψ′′]K−1(...) eS[ψ
′+ψ′′] = 0 . (2.55)
Actually, the first term vanishes for similar reasons. The morphism P̂ satisfies P̂ ∆Sfree[ψ′′] = ∆
′ P̂
because of its defining properties P̂ ∆Sfree[ψ] = ∆
′
Sfree[ψ′]
P̂ and P̂ eSfree[ψ
′] = eSfree[ψ
′] P̂ . We find
P̂
([
∆S[ψ](...)
]
eS[ψ]−Sfree[ψ
′′]
)
= P̂
(
∆Sfree[ψ′′]
[
(...)eS[ψ]−Sfree[ψ
′′]
] )
= ∆′P̂
([
(...)eS[ψ]−Sfree[ψ
′′]
] )
.
(2.56)
It implies that the ψ′′ integrals maps the ∆S[ψ]-exacts into ∆
′-exact quantities,∫
D[ψ′′] ∆S[ψ](...) e
S[ψ′+ψ′′] = ∆′
[ ∫
D[ψ′′] (...) eS[ψ
′+ψ′′]
]
. (2.57)
After applying this property, the integrand of the first term becomes K−1-exact and gives zero.
Hence, the statement (2.45) is proved. Note also that because of Zψ′ P (1) = P̂ (1) = e
A[ψ′], the
relation (2.57) is nothing but the condition of morphism
P ∆S[ψ] = Z
−1
ψ′ ∆
′ Zψ′ P = ∆
′
A[ψ′] P . (2.58)
2.6 A∞ structure of the effective theory
In the rest of this section, we explain several properties that effective theories have as a result of
the homological perturbation. We consider the (quantum) A∞ structure of the effective theory,
µ′(ψ′, ..., ψ′) = µ′1(ψ
′) + µ′int(ψ
′, ..., ψ′) , (2.59)
which is given by µ′(ψ′) ≡ ~∆′A[ψ′]ψ
′ for ψ′ =
∑
g[ψ
′
g + ψ
′∗
g]. The A∞ structure of the effective
theory can be obtained by calculating the perturbed BV differential ~∆′A[ψ′]. Since k
−1
ψ′′ commutes
with ∆′, we find that it takes
~∆′A[ψ′] = QSfree[ψ′] + π
∑
n
(~∆′′Sint[ψ′+ψ′′] k
−1
ψ′′)
n
~∆′Sint[ψ′+ψ′′] ι . (2.60)
Note that the commutator of the full perturbation ~∆Sint[ψ] and the propagator k
−1
ψ′′ ,
[
~∆Sint[ψ], k
−1
ψ′′
]
= ~
∑
g
K−1g
ng
∂
∂ψ′′−g
∂
∂ψ′′g
+
∑
g
K−1g
ng
µint(ψ, ...ψ)
∣∣
g
∂
∂ψ′′g
, (2.61)
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naturally includes the loop operator Lψˇ′′ψˇ′′ and the tree grafting operator Tψˇ′′ defined by
~Lψˇ′′ψˇ′′ ≡ ~
∑
g
K−1g
ng
∂
∂ψ′′−g
∂
∂ψ′′g
, Tψˇ′′ ≡
∑
g
K−1g
ng
µint(ψ
′ + ψ′′, ..., ψ′ + ψ′′)
∣∣
g
∂
∂ψ′′g
. (2.62)
These provide basic manipulations of the ψ′′ Feynman graphs as follows
Lψˇ′′ψˇ′′ µn+2(ψ, ..., ψ)
∣∣
ψ′′=0
=
1
2
∑
s∈Z
∑
i,j
µn+2
(
ψ′, ..., ψ′︸ ︷︷ ︸
i
, K−1s es, ψ
′, ..., ψ′︸ ︷︷ ︸
n−i−j
, e−s, ψ
′, ..., ψ′︸ ︷︷ ︸
j
)
, (2.63)
Tψˇ′′ µn+1(ψ, ..., ψ)
∣∣
ψ′′=0
=
∑
k
µn+1
(
ψ′, ..., ψ′︸ ︷︷ ︸
k
, µint(ψ
′, ..., ψ′), ψ′, ..., ψ′︸ ︷︷ ︸
n−k
)
. (2.64)
Note that since ng ψ
′′⊗m = mψ′′⊗m, each graph has appropriate coefficient, such as
Tψˇ′′ Tψˇ′′ µint
∣∣
ψ′′=0
=
∑
µint
(
..., K−1µint(..., K
−1µint , ...), ...
)
+ 2
∑ 1
2
µint(..., K
−1µint , ..., K
−1µint , ...) . (2.65)
We write π(ψ′ + ψ′′) = ϕ and ι(ϕ) = ψ′ , although ϕ = ψ′ for our perturbative path-integral. By
acting ~∆′A[ϕ] on ϕ, we obtain the quantum A∞ structure of the effective theory as follows
µ′(ϕ, ..., ϕ) = µ1(ϕ) +
∞∑
n=0
[
~Lψˇ′′evψˇ′′ev + Tψˇ′′ev
]n
µint(ϕ+ ψ
′′
ev, ..., ϕ+ ψ
′′
ev)
∣∣∣∣
ψ′′ev=0
. (2.66)
Note that the effective vertices µ′int = µ
′
2 + µ
′
3 + · · · have the ~ dependent parts,
µ′n(ϕ, ...ϕ) = µ
′
n,[0](ϕ, ...ϕ) + ~ µ
′
n,[1](ϕ, ...ϕ) + ~
2 µ′n,[2](ϕ, ...ϕ) + · · ·︸ ︷︷ ︸
made from Lψˇ′′evψˇ′′ev
. (2.67)
We consider ϕ(t) such that ϕ(0) = 0 and ϕ(1) = ϕ for t ∈ R. As a functional of ϕ, by using ϕ(t),
the effective action (2.25) can be cast as
A[ϕ] = −
∫ 1
0
dt
〈
∂t ϕ(t), µ
′
(
ϕ(t), . . . , ϕ(t)
) 〉
. (2.68)
2.7 The classical limit and cyclic A∞
The classical part of the effective theory has a cyclic A∞ structure. The effective A∞ structure
(2.66) has the non-trivial classical limit µ′tree ≡ lim~→0 µ
′, which is obtained by setting ~ → 0 in
(2.67) as follows,
µ′tree(ϕ, ..., ϕ) =
∞∑
n=0
[∑
g
K−1g
ng
µint(ϕ+ ψ
′′
ev, ..., ϕ+ ψ
′′
ev)
∣∣∣
g
∂
∂ ψ′′ev g
]n
µ(ϕ+ ψ′′ev)
∣∣∣∣
ψ′′ev=0
. (2.69)
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We write Atree[ϕ] for the classical part of the effective action A[ϕ], which consists of tree graphs
only. By construction of (2.66) and µ′tree(ϕ) = QAtree[ϕ] ϕ, we find
QAtree[ϕ] = πQS[ψ] Itree = PtreeQS[ψ] ι , (2.70)
where Itree and Ptree are the classical limits of I and P respectively,
Itree =
(
1 + k−1ψ′′ QSint[ψ]
)−1
ι , Ptree = π
(
1 +QSint[ψ] k
−1
ψ′′
)−1
. (2.71)
We can obtain these classical limits as a result of the perturbation QSint[ψ] to (2.37),
K−1tree 
(
F(H′ ⊕H′′), QS[ψ]
) Ptree
⇄
Itree
(
F(H′ ⊕H′′phys), QA[ϕ]
)
. (2.72)
This fact implies that a morphism Ptree performs the classical part of the perturbative path-integral,
or the Feynman graph expansion grafting only trees, as follows
Ptree(...) = (Z
tree
ϕ )
−1 lim
~→0
∫
D[ψ′′] (...) eS[ψ
′+ψ′′] . (2.73)
We assumed that the perturbative partition function Zϕ splits into the tree and loop parts,
Zϕ = Z
tree
ϕ · Z
loop
ϕ , Z
tree
ϕ ≡ e
Atree[ϕ] . (2.74)
Thus, if we interested in the tree part only, the classical perturbation (2.72) is enough. Actually,
by using these Itree, Ptree, a first few terms of (2.69) are also calculated as follows
µ′tree, 1(ϕ) = µ1(ϕ) , µ
′
tree, 2(ϕ, ϕ) = µ2(ϕ, ϕ) ,
µ′tree, 3(ϕ, ϕ, ϕ) = µ3(ϕ, ϕ, ϕ) + µ2(K
−1µ2(ϕ, ϕ), ϕ) + µ2(ϕ,K
−1µ2(ϕ, ϕ)) ,
µ′tree, 4(ϕ, ..., ϕ) = µ4(ϕ, ..., ϕ) +
∑
µ3(ϕ, ϕ,K
−1µ2(ϕ, ϕ)) + µ2(K
−1µ2(ϕ, ϕ), K
−1µ2(ϕ, ϕ))
+
∑
µ2(ϕ,K
−1µ3(ϕ, ϕ, ϕ)) +
∑
µ2(ϕ,K
−1
∑
µ2(ϕ,K
−1µ2(ϕ, ϕ))) ,
where Σ denotes the cyclic sum. Note that as we mentioned in (2.65), the propagator k−1ψ′′ adjusts
the coefficients and the restricting ψ′′ev = 0 picks up the correct ones in the calculations.
3 Path-integral as a morphism of A∞
All results obtained in section 2 can be written in terms of the (quantum) A∞ algebras and
morphisms of A∞ directly. In this section, we explicitly construct a morphism p between two A∞
structures µ and µ′ such that
p (µ1 + µ2 + · · · ) = (µ
′
1 + µ
′
2 + · · · ) p , (3.1)
where µ = µ1 + µ2 + · · · and µ
′ = µ′1 + µ
′
2 + · · · are (higher order) differentials acting on tensor
algebras. The perturbative path-integral map P induces such p, which we explain.
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3.1 Tensor trick
In order to extract A∞ products from (2.37), we consider the state space H instead of F(H), on
which QSfree[ψ]ψ = µ1(ψ) and k
−1
ψ′′ψ = K
−1(ψ) hold. For brevity, we write (2.37) as
κ−1ψ′′ 
(
H, µ1
) π
⇄
ι
(
H′, µ′1
)
. (3.2)
By applying the tensor trick to each component of (3.2), we can obtain corresponding deformation
retract of tensor algebras. The identity map I of H and morphisms π and ι can be extended to
the identity 1 = 1T (H) of T (H) and morphisms π and ι of tensor algebras by defining
1|H⊗n = (I)
⊗n , π|H⊗n ≡ (π)
⊗n , ι|H′⊗n ≡ (ι)
⊗n . (3.3)
These are morphisms of tensor algebra preserving the cohomology
π (1⊗ 1) = π ⊗ π , ι (1⊗ 1) = ι⊗ ι , (3.4)
where ⊗ is the product ⊗ : T (H)⊗T (H)→ T (H) of the tensor algebra. The tensor algebra T (H)
can be regarded as a coalgebra. Note that these π and ι are also coalgebra morphisms
∆̂ π = (π ⊗ π) ∆̂ , ∆̂ ι = (ι⊗ ι) ∆̂ , (3.5)
where ∆̂ denotes the coproduct ∆̂ : T (H) → T (H) ⊗ T (H) of coalgebra. The k-linear map
µk : H
⊗k → H can be extended to a linear map µk acting on the tensor algebra, which becomes
a derivation of T (H), and the contracting homotopy k−1ψ′′ between I and ι π becomes a homotopy
κ−1 between two morphisms 1 and ι π of T (H) by defining
µk|H⊗n ≡
∑
l
I
⊗n−l ⊗ µk ⊗ I
⊗l−k , κ−1|H⊗n ≡
∑
l
I
⊗n−l−1 ⊗ κ−1ψ′′ ⊗ (ι π)
⊗l . (3.6)
While µk is a derivation of the tensor algebra, κ
−1 is a (1, ιπ)-derivation as follows
µk (1⊗ 1) = µk ⊗ 1 + 1⊗ µk , κ
−1 (1⊗ 1) = κ−1 ⊗ ιπ + 1⊗ κ−1 . (3.7)
Note that derivation µk is also a coderivation and κ
−1 is also a (1, ιπ)-coderivation
∆̂µk (1⊗ 1) = (µk ⊗ 1 + 1⊗ µk) ∆̂ , ∆̂κ
−1 = (κ−1 ⊗ ιπ + 1⊗ κ−1) ∆̂ , (3.8)
and thus κ−1 satisfies the characteristic property with the coproduct ∆̂ as follows
(κ−1 ⊗ 1− 1⊗ κ−1) ∆̂κ−1 = (κ−1 ⊗ κ−1) ∆̂ . (3.9)
We obtain the abstract Hodge decomposition on T (H)
1− ι π = µ1 κ
−1 + κ−1 µ1 , (3.10)
and thus we can consider a deformation retract of tensor algebras, induced from (3.2),
κ−1 
(
T (H), µ1
) π
⇄
ι
(
T (H′), µ′1
)
, (3.11)
which can be also regarded as a deformation retract of coalgebras. The similar construction can
be applied to (2.38) or (2.72). Note that π and ι are A∞ morphisms such that
π µ1 = µ
′
1 π , µ1 ι = ι µ
′
1 . (3.12)
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3.2 Adjusting A∞ degree
Since the g-th ghost fields ψg have space-time ghost number g and their antifields ψ
∗
g has −1 − g
respectively, the sum of them ψ =
∑
g ψg +ψ
∗
g includes odd and even fields. One way to remedy a
natural A∞ degree is to introduce string-field-inspired basis {eˆ−g, eˆ
∗
−g}g for given fields-antifields
{ψg, ψ
∗
g}g . These basis have Grassman parity, which we call basis ghost number. The sum of the
space-time and basis ghost numbers gives the A∞ degree. We assign a base eˆ−g having Grassmann
parity −g for each field ψg having space-time ghost number g such that the total states,
7 such as
Ψg ≡ eˆ−g ⊗ ψgand Ψ
∗
g ≡ eˆ
∗
−g ⊗ ψ
∗
g , become A∞ degree zero as follows
Ψ ≡
∑
eˆ−g ⊗ ψg +
∑
eˆ ∗−g ⊗ ψ
∗
g . (3.13)
It determines the basis ghost number of eˆ ∗−g to be 1 + g . For g ≥ 0, we may write
ψ−1−g ≡ ψ
∗
g , ψ
∗
−1−g ≡ ψg , (ψ
∗
g)
∗ ≡ ψg , (3.14)
eˆ1+g ≡ (−)
geˆ ∗−g , eˆ
∗
1+g ≡ (−)
geˆ−g , (e
∗
−g)
∗ ≡ e−g , (3.15)
Ψ−1−g ≡ (−)
gΨ∗g , Ψ
∗
−1−g ≡ (−)
gΨg , (Ψ
∗
g)
∗ ≡ Ψg . (3.16)
Let Hˆ ≡ E ⊗ H be the state space of (3.13), where E denotes the space of basis. We can define
an A∞ map µn : Hˆ
⊗n → Hˆ of degree 1 by
µn(Ψg1 ⊗ · · · ⊗Ψgn)
∣∣
−g
≡ −~∆S[ψ]Ψ−1−g
= (−)g+1eˆ1+g ⊗ µn(ψg1, ..., ψgn)
∣∣
−g
. (3.17)
Note that µ has no ghost number, e1+g has basis ghost number 1+g, space-time fields ψg1⊗· · ·⊗ψgn
carry space-time ghost number −g =
∑n
k=1 gk, and hence the A∞ structure µ on T (Hˆ) indeed has
degree 1. The sign factor of µ’s A∞ relations is simpler that (2.10).
As we see, the base eˆ ∗−g is determined for each pair of given input-fields ψg1 , ..., ψgn such that
it compatible with the BV master action (2.12).8 We introduce an inner product 〈eˆ−g, eˆ
∗
−g′〉E and
a symplectic form ωˆ(eˆ−g, eˆ1+g′) on E as follows〈
eˆ−g, eˆ
∗
−g′
〉
E
= (−)gδg,g′ , ωˆ
(
eˆg, eˆ1−g′
)
≡ (−)g
〈
eˆ−g, eˆ1+g
〉
E
= (−)gδg,g′ , (3.18)
and define a symplectic form ω : Hˆ⊗2 → C satisfying ω(A,B) = −(−)ABω(B,A) as follows
ω(eˆp1 ⊗ ψg1 , eˆp2 ⊗Ψg2) ≡ −(−)
p2g1ωˆ(eˆp1, eˆp2)
〈
ψg1 , ψg2
〉
. (3.19)
The A∞ structure µ on T (Hˆ) is determined such that the homotopy Maurer-Cartan action
Sˆ[Ψ] = −
∑
n
1
n + 1
ω
(
Ψ, µn(Ψ⊗ · · · ⊗Ψ︸ ︷︷ ︸
n
)
)
(3.20)
7We omit the label a distinguishing species of fields (ψa)g having the same space-time ghost number for brevity.
The total state (3.13) should be understood as eˆ−g ⊗ ψg ≡
∑
a(eˆa)−g ⊗ (ψa)g .
8A different pair a = (ψa1)g1 ⊗ · · · ⊗ (ψan)gn gives different base (ea)
∗
g1+···+gn
, which can be read from a given
BV master action explicitly.
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equals to the usual BV master action (2.12), Sˆ[Ψ] = S[ψ]. The homotopy Maurer-Cartan action
Sˆ[Ψ] consists of fields Ψ of degree 0, the (quantum) A∞ structure of degree 1, and the graded
symplectic form of degree −1, which has the simplest A∞ degrees. The A∞ relations of µ, which
have simple sign factors, reduce to the original (quantum) A∞ relations induced from the BV
master action, which may include complicated sign factors, by extracting the basis.
Note that in this degree-adjusted notation, as the derivation µ1 acting on T (Hˆ) is defined by
(3.17), its contracting homotopy κ−1 are given by
κ−1 (Ψ−g) ≡ −k
−1
ψ Ψg = (−)
g+1eˆ1+g ⊗K
−1 (ψ−g) . (3.21)
Likewise, morphisms π and ι of (3.11) are extended in a natural way
pi(Ψg) ≡ eˆ−g ⊗ π(ψg) , ι(Ψg) ≡ eˆ−g ⊗ ι(ψg) . (3.22)
These degree-adjusted operators satisfy the abstract Hodge decomposition
1− ιpi = µ1 κ
−1 + κ−1µ1 , (3.23)
where 1 denotes the unit of the tensor algebra T (Hˆ). Therefore, instead of (3.11), we can consider
a deformation retract of the degree-adjusted A∞ algebra
κ−1 
(
T (Hˆ), µ1
) pi
⇄
ι
(
T (Hˆ′), µ′1
)
, (3.24)
which has the same algebraic or coalgebraic properties as (3.11).
3.3 Perturbing A∞ structure
We consider the degree-adjusted A∞ structure (3.17) and the perturbation of (3.24). We would like
to extract information of the perturbation of A∞ structure from (2.72) or (2.46). Let us consider
a derivation QSint[Ψ] acting on the tensor algebra T (Hˆ), via the tensor trick. We find
QSint[Ψ]Ψ
⊗n =
n∑
k=1
Ψ⊗k−1 ⊗
∑
m≥2
µm(Ψ
⊗m)⊗Ψ⊗n−k =
∑
m≥2
µmΨ
⊗n+m−1 . (3.25)
These derivations give the same results on the tensor algebra T (Hˆ), which becomes explicit if we
take the sum of Ψ⊗n. We thus consider the group-like element of the tensor algebra T (Hˆ),
1
1−Ψ
≡ I+Ψ+Ψ⊗Ψ+Ψ⊗Ψ⊗Ψ+ · · ·+ Ψ⊗n + · · · . (3.26)
By using this element (1−Ψ)−1 ∈ T (Hˆ), we find the equality of (co-)derivations[
QSint[Ψ] − µint
] 1
1−Ψ
= 0 . (3.27)
Hence, as long as we restrict the space F(Hˆ) onto the vector space T (Hˆ), we obtain the same
results as the previous section even if we replace QSint by µint in the homological perturbation.
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We can extend the BV Laplacian ∆ to a linear map acting on the tensor algebra T (Hˆ), a
second order derivation of the tensor algebra T (Hˆ), which provides
~∆Ψ⊗n = ~
∑
k,l
∑
s∈Z
Ψ⊗k−1 ⊗ eˆ−s ⊗Ψ
⊗n−k−l ⊗ eˆ1+s ⊗Ψ
l−1 = ~LΨ⊗n−2 . (3.28)
The higher order coderivation L is defined as follows. For a given base eˆ−s(= I ⊗ eˆ−s) ∈ Hˆ , we
consider a derivation eˆ−s acting on T (Hˆ) by defining eˆ−s|Hˆ⊗n : Hˆ
n → Hˆn+1 as follows
eˆ−s|Hˆ⊗n =
∑
l
I
⊗l ⊗ eˆ−s ⊗ I
⊗n−l , (3.29)
which is also a coderivation ∆̂ eˆ−s = (eˆ−s ⊗ 1 + 1 ⊗ eˆ−s) ∆̂ . Then, a higher order coderivation L
is defined by
L|H⊗n =
∑
l,m
∑
s∈Z
I
⊗l ⊗ eˆ−s ⊗ I
⊗m ⊗ eˆ1+s ⊗ I
⊗n−l−m . (3.30)
This L does not satisfy (3.8) as ∆̂L = (L⊗ 1 +
∑
s(−)
seˆ−s⊗ eˆ1+s + 1⊗L) ∆̂ . Instead, it satisfies
the relation of order 2 coderivation as follows
(∆̂⊗ 1)∆̂L− (∆̂L⊗ 1 + 1⊗ ∆̂L) ∆̂ + (L⊗ 1⊗2 + 1⊗ L⊗ 1 + 1⊗2 ⊗ L) (∆̂⊗ 1)∆̂ = 0 . (3.31)
The equivalence of ~∆ and L becomes manifest if we take the sum of Ψ⊗n,[
~∆− ~L
] 1
1−Ψ
= 0 . (3.32)
Hence, we can obtain the perturbed (quantum) A∞ structure directly by replacing ~∆Sint by
~L+ µint in the homological perturbation.
3.4 Morphism of the cyclic A∞ structure
Recall that the perturbed BV differential h∆′A provides the perturbed A∞ structure of (2.66),
which is a result of the homological perturbation (2.38). We can derive the perturbed (quantum)
A∞ structure µ
′ directly by applying homological perturbation to this coalgebraic homological
data (3.24). We first consider the classical part. We can take the derivation
µint = µ2 + µ3 + µ4 + · · · (3.33)
acting on T (H) as a perturbation for (3.24) because of the A∞ relations of µ = µ1 + µint . Note
also that this µint is also a coderivation ∆̂µint = (µint ⊗ 1 + 1 ⊗ µint) ∆̂ and the coderivation
µ = µ1 + µint is nilpotent (µ)
2 = 0 . We obtain the deformation retract of tensor algebras or
coalgebras
k−1 
(
T (Hˆ), µ1 + µint
) p
⇄
i
(
T (Hˆ′), µ′1 + µ
′
int
)
, (3.34)
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where p and i are morphisms preserving its cohomology and k−1 is a contracting homotopy. The
perturbed data also satisfy the abstract Hodge decomposition
1− ip = µ k−1 + k−1µ . (3.35)
Note that the morphisms of tensor algebra p and i and the contracting homotopy k−1 of tensor
algebra are given by solutions of
p = pi − pµint κ
−1 , i = ι− κ−1µint i , k
−1 = κ−1 − κ−1µint k
−1 , (3.36)
where pi and ι are morphisms satisfying (3.4) and (3.5), µint is a (co-)derivation satisfying (3.7)
and (3.8), and κ is a contracting homotopy of the tensor algebra satisfying (3.7) and (3.8). By
using this morphism p or i , the effective A∞ structure µ
′ = µ′1 + µ
′
int is given by
µ′int = pµint ι = piµint i . (3.37)
where the second equality follows form (3.36) quickly
pµint (i+ κ
−1µint i) = (p+ pµint κ
−1)µint i . (3.38)
As a result of the perturbation, the A∞ relations are automatic(
µ′1 + µ
′
int
)2
= 0 , (3.39)
which come from (µ1 + µint)
2 = 0 and the defining properties (3.36),
(µ′int)
2 = pµint (ι pi)µint i = p (µint)
2 i+ (−pµint κ)︸ ︷︷ ︸
p−pi
µ1µint i+ pµintµ1 (−κµint i)︸ ︷︷ ︸
i−ι
= p
[
(µint)
2 + µintµ1 + µ1µint
]
i− µ′1 (piµint i)︸ ︷︷ ︸
µ′int
− (pµint ι)︸ ︷︷ ︸
µ′int
µ′1 . (3.40)
Likewise, the morphisms p and i become A∞ morphisms such that
pµ = µ′ p , iµ′ = µ i , (3.41)
as long as the assumptions of the perturbation µint κ
−1 6= −1 and κ−1µint 6= −1 are provided.
Apparently, when
∑
n(−µint κ
−1)n converges, 1 + µint κ
−1 is invertible and (3.41) follows from
pµ− µ′ p = (pi − pµint κ
−1)µ1 + pµint (κ
−1µ1 + ι pi + µ1 κ
−1)− µ′ p
= (µ′1 + pµintι)pi + p (µintµ1)κ
−1 − µ′ p
= (µ′1 + µ
′
int) (pi − p)− p (µ1 + µint)µint κ
−1
=
(
µ′ p− pµ
)
µint κ
−1 . (3.42)
Likewise, we find µ i− iµ′ = −κ−1µint
(
µ i− iµ′
)
and (3.41) follows from it.
By solving (3.36), we obtain the following expression of morphisms p and i ,
p = pi
1
1 + κ−1µint
, i =
1
1 + κ−1µint
ι . (3.43)
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Note that these expressions enable us to obtain (3.41) directly from the second line of (3.42),
p (µ1 + µint) = (µ
′
1 + µ
′
int)pi − p (µ1 + µint)µint κ
−1. By substituting (3.43) into (3.37), the
effective cyclic A∞ structure can be cast as follows
µ′ = µ′1 + pi µint
1
1 + κ−1µint
ι . (3.44)
In this tree-level case, because of the coalgebraic properties (3.8) of µint , tensor algebra mor-
phisms p and i are also coalgebra morphisms and the derivation µ′ is also a coderivation
∆̂ p = (p⊗ p) ∆̂ , ∆̂ i = (i⊗ i) ∆̂ , ∆̂µ′ = (µ′ ⊗ 1 + 1⊗ µ′) ∆̂ . (3.45)
The third property quickly follows from the first or second property. As long as µint is a well-defined
perturbation such that µint κ
−1 6= −1 or κ−1µint 6= −1, the first property follows from
(p⊗ p) ∆̂ (1 + µintκ
−1) = (pi ⊗ pi) ∆̂ = ∆̂pi = ∆̂ p (1 + µint κ
−1) , (3.46)
where the first equality follows from direct computation
(p⊗ p)∆̂(µint κ
−1) = (pµint ⊗ p+ p⊗ pµint)∆̂(κ
−1)
=
[
pµint ⊗ pi + pi ⊗ pµint − (pµint ⊗ pµint κ
−1 + pµint κ
−1 ⊗ pµint)
]
∆̂(κ−1)︸ ︷︷ ︸
(κ−1⊗1−1⊗κ−1)∆̂(κ−1)=(κ−1⊗κ−1)∆̂
= (pµint κ
−1︸ ︷︷ ︸
pi−p
⊗pi + pi ⊗ pµint κ
−1︸ ︷︷ ︸
pi−p
) ∆̂− (pµint κ
−1︸ ︷︷ ︸
pi−p
⊗ pµint κ
−1︸ ︷︷ ︸
pi−p
) ∆̂ . (3.47)
Likewise, the second property of (3.45) holds. Again, (3.43) can solve (3.45) easily.
3.5 Cyclicity of the effective A∞ structure
Before adding the quantum part, we consider the cyclicity. Note that the cyclic property of
the (perturbed) A∞ structure is manifest from the beginning, as long as it is induced from the
(effective) BV master action. However, we would like to show that the homological perturbation
itself preserves the cyclic A∞ structure whenever a contracting homotopy satisfies the compatibility
condition (3.52). In quantum field theory, it is nothing but a Hermitian property of the propagators.
In string field theory, it is the BPZ property.
We may write 〈ω|A⊗B ≡ ω(A,B) for the symplectic structure on Hˆ for simplicity. The cyclic
property of the A∞ structure µ = µ1 + µint can be cast as follows〈
ω
∣∣µn ⊗ I = −〈ω ∣∣ I⊗ µn . (3.48)
The perturbed A∞ structure µ
′ provides an effective homotopy Maurer-Cartan action
Aˆ[Ψ′] = −
∑
n
1
n+ 1
ω′
(
Ψ′, µ′n(Ψ
′, ...,Ψ′)
)
, (3.49)
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where Ψ′ ∈ Hˆ′ ≡ E ⊗ H′ denotes effective fields. When µ is given by (3.17), it equals to (2.25).
The symplectic structure ω′ on Hˆ′ is defined by using the inner product on H′,〈
A′, B′
〉′
=
〈
ι A′, ι B′
〉
A′, B′ ∈ H′ , (3.50)
and the symplectic form ωˆ on E, just as (3.18). We may write 〈ω′|A′ ⊗ B′ = ω′(A′, B′) for this
symplectic structure on Hˆ for simplicity, which enables us to have〈
ω′
∣∣ = 〈ω ∣∣ ι⊗ ι . (3.51)
When we take Hermit propagators K−1, we find ω(κ−1A,B) = (−)Aω(A,κ−1B) quickly. This
compatibility of κ−1 and ω can be cast as follows〈
ω
∣∣κ−1 ⊗ I = 〈ω ∣∣ I⊗ κ−1 . (3.52)
As we see, this property (3.52) ensures the cyclicity of the perturbed A∞ structure.
When we have (3.48) and (3.52), the abstract Hodge decomposition (3.23) implies〈
ω
∣∣ ιpi ⊗ ι = 〈ω ∣∣ I⊗ ι , 〈ω ∣∣ ι⊗ ιpi = 〈ω ∣∣ ι⊗ I . (3.53)
Because of (3.12), it provides the cyclic property of µ′1 = pi µ1 ι quickly〈
ω′
∣∣µ′1 ⊗ I′ = −〈ω′ ∣∣ I′ ⊗ µ′1 , (3.54)
where 〈ω′| = 〈ω|(ι⊗ ι) is the symplectic form on Hˆ′ and I′ ≡ pi ι denotes the unit of Hˆ′ . Likewise,
(3.48) and (3.52) guarantees the cyclic property of µ′int = piµint i as follows〈
ω
∣∣µinti⊗ (i+ κ−1µinti)︸ ︷︷ ︸
ι
= −
〈
ω
∣∣ (i+ κ−1µint)︸ ︷︷ ︸
ι
⊗µinti . (3.55)
Hence, as long as we take κ−1 satisfying (3.52), the cyclic property of µ′ is manifest〈
ω′
∣∣ (µ′1 + µ′int)⊗ I′ = −〈ω′ ∣∣ I′ ⊗ (µ′1 + µ′int) . (3.56)
Note also that in the context of the quantum A∞ algebra, the cyclic property is already included
in the quantum A∞ relations from the beginning. If the path-integral or homological perturbation
can be understood as a morphism of the quantum A∞ structure, the above computations arise as
a natural consequence of it.
3.6 Morphism of the quantum A∞ structure
Finally, we include the quantum part. Suppose that a solution S of the classical master equation
also solves the quantum one ∆S = 0. Then, the cyclic A∞ structure µ = µ1 + µint induced from
S satisfies the quantum A∞ relation (
µ+ ~L
)2
= 0 , (3.57)
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which is the coalgebraic representation of (2.10). Since µ+ ~L is a nilpotent linear map acting on
the vector space T (Hˆ), we can take the following perturbation for (3.24),
µint + ~L . (3.58)
As a result of the homological perturbation, we obtain the deformation retract describing the
perturbative path-integral of quantum field theory
K−1 
(
T (Hˆ), µ+ ~L
) P
⇄
I
(
T (Hˆ′), µ′1 + µ
′
eff
)
. (3.59)
Morphisms P and I and a contracting homotopy K−1 satisfy the abstract Hodge decomposition
1− IP = (µ+ ~L)K−1 + K−1 (µ+ ~L) . (3.60)
These morphisms P and I are given by solutions of the recursive relations
P = pi − P ( ~L+ µint )κ
−1 , I = ι− κ−1 (~L+ µint ) I . (3.61)
Note however that these P and I are not coalgebra morphisms and do not satisfy (3.5) because L
is a higher coderivative and does not satisfy (3.8). The morphism P or I enables us to obtain the
effective quantum A∞ structure µ
′ = µ′1 + µ
′
eff with
µ′eff = pi (~L+ µint) I = P (~L+ µint) ι . (3.62)
Note also that derivation µ′ is not a coderivation and does not satisfy (3.8), which may be regarded
as a higher order coderivation in IBA∞ or IBL∞ [14, 19], since L is a second order. These maps
P and I are just morphisms of the vector space T (Hˆ) such that
P (µ+ ~L) = (µ′1 + µ
′
int)P , (µ+ ~L) I = I (µ
′
1 + µ
′
int) , (3.63)
which we call a morphism of the (quantum) A∞ structure. These relations (3.63) are proven by
the same way as (3.41), which follows from the homological perturbation lemma.
When a given solution S[0] of the classical master equation (S[0], S[0]) = 0 does not solve the
quantum master action, ∆S[0] 6= 0, it necessitates quantum corrections ~S[1] + ~
2 S[2] + · · · such
that S = S[0] + ~S[1] + ~
2 S[2] + · · · satisfies ~∆S +
1
2
(S, S) = 0 . Then, the cyclic A∞ structure
µ[0] induced from S[0] does not satisfy the quantum A∞ relation, (µ[0]+~L)
2 6= 0. Each correction
S[l] gives components of quantum A∞ maps µn, [l] : H
⊗n → H , which is extended to coderivation
of T (Hˆ) by defining µn, [l]|Hˆ⊗m : Hˆ
m → Hˆ⊗m−n+1 for m ≥ n otherwise zero as (3.6). For a given
S[l] , we obtain the coderivation
µ[l] = µ0,[l] + µ1,[l] + µ2,[l] + · · · , (3.64)
which are necessary for the quantum A∞ relations (µ[0] +
∑
l ~
lµ[l] + ~L)
2 = 0 . Hence, in this
case, the above µint of (3.58) must be replaced by
µint = µint,[0] +
∑
l≥1
~
lµ[l] . (3.65)
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This replacement enables us to obtain the appropriate perturbed data (3.58) in the same way. We
can express the solutions of the defining equations (3.61) as follows
P = pi
1
1 + ( ~L+ µint )κ
−1
, I =
1
1 + κ−1 (~L+ µint )
ι . (3.66)
The perturbed quantum A∞ structure can be written as
µ′ = µ′1 + pi (~L+ µint )
1
1 + κ−1 (~L+ µint )
ι , (3.67)
which takes the same form as (2.66). Its homotopy Maurer-Cartan action is given by (3.49) with
replacing µ′ by (3.67), which equals to (2.25) or (2.68) derived in section 2.
3.7 Twisted A∞ and source terms
The BV master action including the source terms gives an effective theory with a twisted A∞
structure.9 For a given BV master action, we can add source terms V
SV [Ψ] ≡ S[Ψ]− ω
(
Ψ, V
)
(3.68)
and suppose that this SV [Ψ] and its free part also satisfy the BV master equation ~∆ e
SV [Ψ] = 0 .
Then, source terms V must satisfy the following properties with the A∞ structure of S[Ψ],
µ1(V ) = 0 ,
∑
n
n∑
k=0
µn+1(Ψ, ...,Ψ︸ ︷︷ ︸
k
, V,Ψ, ...,Ψ) = 0 , (3.69)
which we call gauge invariant source terms. Then, the source terms µ0 ≡ V become the zeroth
product of a twisted A∞ structure µ + V . Note that µ itself is the A∞ structure and thus this
µ + V is stronger than a generic twisted A∞ structure. If we add V to our perturbation, we find
that the effective A∞ structure is twisted by κ
−1V as follows
µ′V = e
−κ−1V µ′ eκ
−1V + V . (3.70)
It becomes a twisted (quantum) A∞ structure, whose zeroth element is
µ′V,0 = V +
∞∑
k=0
µ′k
(
(κ−1V )⊗k
)
. (3.71)
Note that µ′ itself is the A∞ structure and the twisted n-product is given by
µ′V,n(Ψ
′ ⊗n) =
∞∑
k=0
∑
k0+···+kn=k
µ′n+k
(
(κ−1V )⊗k0,Ψ′, (κ−1V )⊗k1, ...,Ψ′, (κ−1V )⊗kn
)
. (3.72)
9It is an A∞ structure including the zeroth product µ
′
0, which is also called a weak (or curved) A∞ structure.
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4 Application to string field theory
In string field theories, fortunately, we have classical or quantum BV master actions, except for a
few cases. Hence, we can apply the previous results and perform the perturbative path-integral of
string fields on the basis of the homological perturbation. Let us consider the BV master action
of string field theory
S[Ψ] = −
1
2
ω
(
Ψ, µ1(Ψ)
)
−
∑
n
1
n + 1
ω
(
Ψ, µn(Ψ, ...,Ψ)
)
, (4.1)
where µ1 = Q is the BRST operator of strings and the (quantum) A∞ or L∞ structure µ is given
by
∑
n µn(Ψ
⊗) = −~∆S[Ψ]Ψ . The state (3.13) is now a string field Ψ where ψg denotes space-time
fields ψg(x) and adjusting basis eˆ−g are just the (suspended) complete basis of the considering
conformal field theory. By solving the free theory, we can obtain the Hodge decomposition
1− ιπ = µ1 κ
−1 + κ−1 µ1 , (4.2)
which is the starting point of performing the perturbative path-integral.
4.1 Effective theories with finite α′
Each effective theories based on the perturbative path-integral,
A[Ψ′] = −
1
2
ω′
(
Ψ′, µ′1(Ψ
′)
)
−
∑
n
1
n+ 1
ω′
(
Ψ′, µ′n(Ψ
′, ...,Ψ′)
)
, (4.3)
always have the (quantum) A∞ or L∞ structure trivially, as a result of the homological pertur-
bation, as long as the original action S[Ψ] solves the BV master equation. In addition, when the
original action includes source terms ω(Ψ, V ), the effective action (4.3) has a weak (quantum) A∞
structure µ′V = e
−κ−1V µ′eκ
−1V as shown in the previous section.
We can integrate all massive space-time fields ΨM 6=0 out from the string field Ψ = ΨM=0+ΨM 6=0
and get an effective field theory that consists of massless (plus auxiliary) fields ΨM=0 by using the
abstract Hodge decomposition
1− (ιπ)M=0 = µ1 κ
−1
M 6=0 + κ
−1
M 6=0 µ1 , (4.4)
where κ−1M 6=0 denotes propagators of massive fields and (ιπ)M=0 denotes a projector onto the massless
fields ΨM=0 = (ιπ)M=0Ψ . We can construct these ψM=0, ιM=0 and κ
−1
M 6=0 explicitly by solving the
free theories, which gives the effective action (4.3) with Ψ′ = πM=0(Ψ) = πM=0(ΨM=0) ∈ Hˆ
′ .
Likewise, we can integrate space-time fields Ψp>Λ having higher momentum p > Λ out from the
string field Ψ = Ψp≤Λ + Ψp>Λ and construct a Wilsonian effective action with the cut-off scale Λ
perturbatively. It is obtained by using the Hodge decomposition
1− (ιπ)p≤Λ = µ1 κ
−1
p>Λ + κ
−1
p>Λ µ1 , (4.5)
where (ιπ)p≤Λ denotes the restriction onto the lower momentum fields (ιπ)p≤ΛΨ = Ψp≤Λ and κ
−1
p>Λ
denotes propagators of the higher momentum fields. It provides (4.3) with Ψ′ = πp≤Λ(Ψ) ∈ Hˆ
′ .
In the same manner, for any decomposition (4.2), we can obtain corresponding effective action.
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We just assumed the existence of such well-defined projectors and pursued its algebraic aspects
in this paper. We would like to emphasize that the physically important information is in how to
construct these projectors and propagators concretely. To give the abstract Hodge decomposition is
equivalent to solving the theory. We thus started from the free theory and considered perturbations.
4.2 Light-cone reduction
While light-cone theory consists of physical degrees, covariant theory has the gauge invariance.
In string field theory, explicit Lorentz covariance is given in return for adding the gauge and
unphysical degrees. We can remove theses extra degrees by using the path-integral and obtain a
light-cone string field theories for each covariant string field theories [9, 10].
We write Q for the BRST operator of the world-sheet theory of strings and ω for the BPZ
inner product of its conformal field theory. We consider a covariant string field theory,
S[Ψ] = −
1
2
ω
(
Ψ, QΨ
)
−
1
3
ω
(
Ψ, m2(Ψ,Ψ)
)
− · · · . (4.6)
It has an A∞ (or L∞) structure m with m1 = Q as long as it satisfies the BV master equation.
There is a similarity transformation U connecting the BRST operator Q and the kinetic operator
Llc0 in light-cone gauge plus the differential d acting on the gauge and unphysical degrees [20],
which diagonalise physical and extra degrees as follows
Q = U−1
(
c0 L
lc
0 + d
)
U . (4.7)
Note that (c0L
lc
0 )
2 = 0 holds in addition to (c0L
lc
0 + d )
2 = 0 and these are defined on the critical
dimention.10 The similarity transformation U becomes an isomorphism U m = µ U and gives the
diagonalised A∞ structure µ which is defined by µ1 ≡ c0 L
lc
0 + d and
µn ≡ U mn (U
−1 ⊗ · · · ⊗ U−1) . (4.8)
It gives a linear transformation of the conformal basis and thus provides a linear string-field
redefinition Φ ≡ U Ψ . We obtain the diagonalised action with the A∞ structure µ as follows
S[Φ] = −
1
2
ω
(
Φ, (c0 L
lc
0 + d︸ ︷︷ ︸
µ1
)Φ
)
−
∞∑
n=2
1
n+ 1
ω
(
Φ, µn(Φ, · · · ,Φ︸ ︷︷ ︸
n
)
)
. (4.9)
The extra degrees become the BRST quartets and thus d has no cohomology unless there is no
quartet excitations. As is known, the integration of the BRST quartets is volume 1 since bosonic
and fermionic integrations exactly cancel each other. We can start with the BRST quartets,
κ−1 
(
H, d
) π
⇄
ι
(
Hlc, 0
)
, (4.10)
10 For details, see [9, 20]. For bosonic open strings, these are given by
d ≡ −p+
∑
n6=0
a−n c−n , U ≡ exp
[
c0Na±,b,c
]
exp
[ 1
p+
∑
n6=0
1
n
L˜na
+
−n
]
,
where Na±,b,c counts a
±
n , bn, cn for n 6= 0 and L˜n is a λ = 1 Virasoro generator commuting with a
+
n .
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where κ−1 denotes the propagator for d and Hlc is the state space of string fields in the light-cone
gauge. We take π : H → Hlc and ι : Hlc → H as natural projection and embedding.
11 We can
take c0L
lc as a perturbation to (4.10) and get
κ−1 
(
H, c0L
lc
0 + d
) π
⇄
ι
(
Hlc, c0 L
lc
0
)
. (4.11)
It describes the no-ghost theorem of covariant strings [21]. We can take a further perturbation µint
for (4.11) because of the A∞ structure (µ1 + µint)
2 = 0 and obtain
k−1 
(
T (H), µ1 + µint
) P
⇄
I
(
T (Hlc), ν
lc
1
+ νlc
int
)
. (4.12)
While the left side has the A∞ structure µ of the covariant string field theory (4.9), the right
side provides the transferred A∞ structure ν
lc of the light-cone string field theory. By using the
light-cone string field ϕ ∈ Hlc and the light-cone vertices ν
lc
int
≡ pi µint I, we obtain the light-cone
string field theory Slc[ϕ] extracted from the covariant theory (4.9),
Slc[ϕ] = −
1
2
ω
(
ϕ, c0 L
lc
0 ϕ
)
−
∞∑
n=2
1
n + 1
ω
(
ϕ, νlcn (ϕ, . . . , ϕ︸ ︷︷ ︸
n
)
)
, (4.13)
where we used loose notation ϕ = ι(ϕ) and c0 L
lc
0 = π (c0 L
lc
0 ) ι = µ1 for simplicity. Note that the
vertices νlc
int
consists of the original vertices µint (with projections and embeddings) and effective
vertices µeff including propagators κ
−1 as follows
νlc
int
= piµint ι+ pi
[ ∞∑
n=1
(−)nµint
(
κ−1µint
)n
+
∑
g
~
g (g-loop)
]
︸ ︷︷ ︸
µeff (ϕ,...,ϕ)
ι .
In this sense, the light-cone reduction (4.12) can be cast as the form which consists of the light-
cone kinetic term, the original vertices, and effective vertices. Hence, the action (4.13) has higher
interacting terms and takes the different form from the original covariant theory (4.9) unless all of
the effective vertices µeff(ϕ, ..., ϕ) exactly equal to zero. See [10] for further discussions.
4.3 S-matrix and asymptotic string fields
When a given (quantum) A∞ structure µ = µ1 + µ2 + · · · has no linear part µ1, it is called
minimal. The S-matrix is realized as a minimal model, which can be obtained by using the
homological perturbation. The uniqueness of the minimal A∞ structure is ensured by the minimal
model theorem in mathematics. In terms of physics, it implies that the on-shell amplitudes are
independent of given gauge-fixing condition or propagator and thus are unique.
In addition, our homological techniques suggest that we may use unconventional gauge-fixing
conditions and propagators in the usual Feynman graph calculations.
11 For the Fock vacuum |Ω〉 ≡ |lc〉 ⊗ |a±, b, c〉, we define pi : |Ω〉 7→ |lc〉 and ι : |lc〉 7→ |Ω〉. For excitations on these
vacua, we define pi ◦ (pµ, aIn, c0; a
±
n , cn, bn) = (p
µ, aIn, c0) ◦ pi and ι ◦ (p
µ, aIn, c0) = (p
µ, aIn, c0; 0, 0, 0) ◦ ι for n 6= 0.
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The S-matrix is a set of multi-linear forms {An}n≥3 defined on the tensor algebra T (Has) of
the state space Has, whose inputs are asymptotic free string fields Ψas ∈ Has. We consider the
action of asymptotic string fields,
Sas[Ψas] = −
1
2
〈
Ψas, QΨas
〉
. (4.14)
The asymptotic string field Ψas ∈ Has has the linear gauge invariance δΨas = Qλas and the
physical states condense on the cohomology of Q acting on Has. We assume that the cohomology
Has phys of the asymptotic theory is isomorphic to that of the free theory, Hphys ≡ I (Hasphys).
We first solve the free theory and derive a propagator κ−1, which gives the abstract Hodge
decomposition (4.2). Then, by defining morphisms ιas ≡ ι I and πas ≡ I
−1π that satisfy πas κ
−1 =
ιas κ
−1 = 0, we can consider
κ−1 
(
T (H), µ1
) pias
⇄
ιas
(
T (Hasphys), 0
) I
⇄
I−1
(
T (Hphys), 0
)
. (4.15)
Note that ι π = ι (I I−1) π = ιas πas and it gives the same decomposition 1−ιasπas = µ1κ
−1+κ−1µ1 .
The minimal model is obtained by taking interacting terms µint as the perturbation to (4.15). The
(quantum) A∞ structure of the S-matrix is given by the right side of
K−1as 
(
T (H), µ1 + µint
) Pas
⇄
Ias
(
T (Has phys), µ
′
int
)
. (4.16)
This is a minimal model because µ′1 ≡ Q vanishes and it has no gauge degree. The morphism Pas
determines a nonlinear field relation between interacting and asymptotic theories on-shell. The
(n + 1)-point amplitude is given by the µ′n part of the homotopy Maurer-Cartan action
A[Ψ′] = −
∑
n
1
n + 1
ω′
(
Ψ′as, µ
′
n(Ψ
′
as, ...,Ψ
′
as)
)
. (4.17)
It defines multi-linear maps acting on the on-shell asymptotic string fields. As we showed, it is
the same as the Feynman graph expansion and thus gives the amplitudes correctly. In addition,
as long as it is minimal, the A∞ relation (µ
′
int)
2 = 0 implies the BRST identities
ω′
(
QΨ′0, µ
′
n(Ψ
′
1, ...,Ψ
′
n)
)
+
n∑
k=1
ω′
(
Ψ′0, µ
′
n(Ψ
′
1, ..., QΨ
′
k, ...,Ψ
′
n)
)
= 0 , (4.18)
which corresponds to the Stokes theorem. Hence, even if we replace Has phys by Ker[Q ], the
amplitudes (4.17) reproduce the same values because of the BRST identities (4.18).
Open string field theory
We obtained a generic result (4.17) which is valid whenever we consider ordinary perturbative
calculations, in which propagators of S-matrix and gauge-fixing conditions should be written in
terms of the free theory. In the rest, we consider somewhat unconventional situations where each
pieces of S-matrix may be given by using information of interacting terms.
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Let us consider Witten’s open string field theory, which satisfies the classical BV master equa-
tion.12 We can obtain the tree amplitudes on the basis of the classical limit of the homological
perturbation. Since it is a cubic theory, the A∞ structure has no higher product µn = 0 for n > 2.
The interacting vertex µint = µ2 is given by the star product
µ2(A,B) ≡ (−)
AA ∗ B . (4.19)
We first consider the Siegel gauge and the linear b-gauge, which give a standard perturbative
calculus and valid results. Next, we consider unconventional gauges, the dressed B−0 gauge and AT
gauge, whose validities look obscure but may be justified by using homological approach.
Siegel gauge
In the Siegel gauge b0Ψ = 0, the propagator κ
−1
Siegel ≡ b0 L
−1
0 has poles on the kernel of L0. We can
represent the projector onto the physical states as (ι π)Siegel ≡ e
−∞L0 . Note that the Schwinger
representation of the inverse of L0 naturally includes e
−∞L0 as a boundary term [23]
b0 L
−1
0 ≡ b0
∫ ∞
0
e−t L0 dt =
b0
L0
(1− e−∞L0) . (4.20)
Since µ1 ≡ Q is the BRST operator of open strings, we obtain the decomposition
1− e−∞L0 = Q (b0 L
−1
0 ) + (b0 L
−1
0 )Q . (4.21)
As is known, the Siegel gauge is the standard gauge used in perturbative calculations and it
provides a conventional propagator.
Linear b-gauge
Let us consider a linear combination of the oscillators bn, which we write B(g), that can be encoded
in a vector field v(z) =
∑
n∈Z vnz
n+1. The linear b-gauge is given by
B(g)Ψg = 0 with B(g) ≡
∑
n∈Z
vnbn =
∮
dz
2πi
v(z)b(z) , (4.22)
where g denotes the label of the space-time ghost number. Note that the BPZ properties B(−g) =
B∗(g−1) must be satisfied for the consistency. For each B(g) or B
∗
(g), we define a linear combination
of the Virasoro generators L(g) ≡ QB(g) + B(g)Q, which appears in propagators.
In general, the linear b-gauge may not be invariant under the BPZ conjugation B(g) 6= B
∗
(g) and
then we cannot impose the same gauge-fixing condition for all space-time ghost numbers, such as
B(g−1) = B
∗
(−g) 6= B(−g). We write Ψ =
∑
Ψg, B ≡
∑
g B(g) and L0 ≡
∑
L(g) for simplicity. The
double Schwinger representation of the propagator
κ−1double ≡
(
B∗L∗−10
)
Q
(
BL−10
)
=
B∗
L∗0
Q
B
L0
(
1− e−∞L0
)(
1− e−∞L
∗
0
)
(4.23)
12If this open string field theory gives a well-defined quantum theory, it solves the quantum BV master equation
without any modification. Then, we can extend these results to the loop amplitudes since it guarantees that the
theory gives amplitudes independent of the gauge-fixing condition.
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provides the decomposition (4.2) with 1−(ιπ)double ≡ (1−e
−∞L0)(1−e−∞L
∗
0)[1+Q( B
L0
−B
∗
L∗0
)] . It gives
correct on-shell amplitudes unless the vector field v(z) is singular.13 Calculations of homological
perturbation suggest us an interesting but unconventional propagator14
κ−1mean ≡
1
2
(
B (L0)
−1 + B∗ (L∗0)
−1
)(
1− e−∞L0
)(
1− e−∞L
∗
0
)
(4.24)
with the gauge-fixing condition (B + B∗)Ψ = 0, which gives the decomposition (4.2) with 1 −
(ι π)mean ≡ (1− e
−∞L0)(1− e−∞L
∗
0) . Both of (4.23) and (4.24) reduces to the ordinary propagator
(B + B∗)(L0 + L
∗
0)
−1 with the gauge-fixing condition (B + B∗)Ψ = 0 when B∗(g) = B(g) holds.
Dressed B−0 gauge
Let z be now a coordinate of the sliver frame. We set B−0 = B0 + B
∗
0 for B0 defined by v(z) = z of
(4.22). Although the B−0 gauge would be understood as a special case of the linear b-gauge defined
in the sliver frame, it may have more unconventional or non-perturbative aspects. We can regard
it as a gauge-fixing condition based on the star product multiplications [26]. In the sliver frame,
the conformal stress tensor T (z) naturally defines a state
K ≡
∫ −i∞
i∞
dz T (z)
∣∣ id 〉 , (4.25)
where |id〉 denotes the identity state of the star product. By using any functions F = F (K) and
G = G(K) of the string field K, where multiplications are given by the star product ∗, we can
consider the operator BF,G defined by
BF,GΦ ≡
1
2
F (K) ∗ B−0
[
F (K)−1 ∗ Φ ∗G(K)
]
∗G(K) . (4.26)
Since the interactions of open string fields are given by the star product, (4.26) gives a gauge-fixing
condition BF,GΦ = 0 written by using information of interacting terms and would be unconven-
tional in a perturbation from the free theory. While the linear b-gauge is written in terms of the
free theory or the world-sheet theory, the dressed B−0 gauge needs the star product defining the
interacting term and deviates from the free theory. In this sense, it seems that we cannot use (4.26)
within an ordinary perturbation from the free theory. It however gives a Hodge decomposition of
operators acting on the identity state, which implies that we can apply the homological pertur-
bation. As long as the gauge-fixing condition BF,GΦ = 0 is valid, which is just an assumption
unfortunately, it gives (4.17) correctly. For any state Φ ∈ H, the identity state |id〉 satisfies∣∣ id〉 ∗ Φ = Φ = Φ ∗ ∣∣ id〉 . (4.27)
Recall that we can represent a given state Ψ as a set of operators OΨ acting on the conformal
vacuum |0〉. Likewise, we may represent Ψ as a set of operators Ψ̂ acting on the identity state |id〉,
OΨ
∣∣ 0 〉 = Ψ = (Ψ̂)L ∣∣ id〉 = (Ψ̂)R ∣∣id〉 , (4.28)
where (Ψ̂)LΦ = Ψ ∗ Φ and (Ψ̂)R Φ = (−)
ΨΦΦ ∗ Ψ for any state Φ ∈ H . The propagator (4.26)
gives a decomposition on the identity state and in this sense reproduces (4.17).
13For singular v(z), such as a sliver frame, we can obtain correct on-shell tree amplitudes. However, for loops, [25]
suggests a gauge dependent result.
14In principle, more unconventional propagator 1
2
(B(L0)
−1 +B∗(L∗0)
−1) may be allowed since (ιpi) does not have
to be a projector to apply the homological perturbation, which gives (ιpi) = 1
2
(e−∞L0 + e−∞L
∗
0 ).
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Tachyon-vacuum homotopy operator
In open string field theory, in addition to the perturbative vacuum, the tachyon vacuum is well
studied [27, 28]. As is known, the tachyon vacuum has empty cohomology, which leads an inter-
esting Hodge decomposition. We show that it provides tree S-matrices based on unconventional
propagators whose 4-point amplitude naturally gives the gauge invariant quantity given by [11].
Let us consider the tachyon vacuum solution ΨT of Witten’s open string field theory
QΨT +ΨT ∗ΨT = 0 . (4.29)
We write QT for the BRST operator around the tachyon vacuum ΨT . In terms of (4.28), it can
be written as QT = Q+(Ψ̂T )L− (Ψ̂T )R . It is known that the tachyon vacuum has no cohomology
and there exist a state AT satisfying
QT AT =
∣∣ id〉 (4.30)
and AT ∗ AT = 0 . We assume AT ∈ H and call it a homotopy contracting state [29]. Let us
consider an operator 1̂ defined by 1̂Φ ≡ | id〉 ∗ Φ = Φ ∗ | id〉 and a state W ∈ H defined by
W ≡ ΨT ∗ AT + AT ∗ ΨT . (4.31)
Since Q |id〉 = 0 and also QT |id〉 = 0, the relation (4.30) can be cast as
1̂− Ŵ = QÂT + ÂT Q , (4.32)
where 2 Ŵ ≡ (Ŵ )L + (Ŵ )R and 2 Â ≡ (Â)L + (Â)R. The operator Ŵ commutes with Q and ÂT
because of QW = 0 and W ∗ AT = AT ∗W respectively. We find that the operator
κ̂−1 ≡ ÂT
(
1̂− Ŵ
)−1
(4.33)
solves the Hodge decomposition (4.2) on |id
〉
. The expression (4.33) should be understood as
(4.20) and determine ι̂π naturally. If the subspace H(1−W )−1 ≡ ι̂πH equals to the Q-cohomology
Hphys, we will obtain the on-shell amplitudes (4.17) correctly. Unfortunately, as the case of (4.26),
the condition H(1−W )−1 = Hphys is just an assumption. However, we can check that (4.33) indeed
gives a correct 4-point amplitude. For any state Φ ∈ H, we find
κ̂−1 Ŵ Φ = −
(
AT − κ̂
−1
)
Φ . (4.34)
It resembles (4.20) and can be understood as separating the main contribution from the boundary
contribution. By using the cyclic property, the 4-point amplitude (4.17) reduces to
A4(Ψ
′, ...,Ψ′) = −
1
2
〈
(κ̂−1 − ÂT )Ψ̂
′ (Ŵ Ψ̂′)3
〉
sliver
, (4.35)
where 〈...〉sliver denotes the correlation function of the conformal field theory on the sliver frame.
As shown by [11], the expression (4.35) reproduces the Veneziano amplitude if we identify Ψ̂′ and
κ̂−1 of (4.35) with Oi and AΨ of [11], which supports the validity of (4.33) as a propagator.
Clearly, the propagator (4.33) needs the star product multiplications as the dressed B−0 gauge.
In order for calculations without using the star product explicitly, instead of (4.33), we may have
to use the operator Oκ−1 of Oκ−1 |0〉 = |κ
−1〉 = κ̂−1|id〉 and the decomposition
1− ι̂π = QOκ−1 +Oκ−1 Q , (4.36)
which should be defined by some combination of oscillators appearing in the world-sheet theory
concretely. Note that the gauge-fixing condition should be understood as Oκ−1 Ψ = 0 .
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5 Conclusion and Discussions
We showed that the perturbative path-integral can be performed as a morphism of the (quan-
tum) A∞ structure intrinsic to each quantum field theory, which is a result of the homological
perturbation. As we checked explicitly, the homological perturbation for A∞ is an alternative
representation of the perturbative path-integral. Therefore, when the original BV master action
includes source terms, its effective theory must have a twisted (quantum) A∞ structure. As long
as physicists believe that the path-integral condenses configurations of integrated fields onto the
on-shell physical ones, our results seem to be a quite natural (or trivial) because the BV formalism
itself is based on the homological perturbation and determines the physical states from it.
As we discussed, Homological approaches may enable us to use unconventional propagators for
calculating S-matrix, which may provide further applications. As we explained, the BV master
equation and the intrinsic A∞ structure play central roles in perturbative quantum field theory.
Once we solve the BV master equation, we can quickly obtain each quantities given by the per-
turbative path-integral, such as effective actions or scattering amplitudes. Thus, it would be
important tasks to try to derive BV master actions for some superstring field theories [30–33].
We would like to emphasize that such algebraic approaches to Lagrangian field theory have been
exploited since long-time before and not new ideas. However, the link between homotopy algebras
and the BV formalism have developed recently and minimal models of quantum homotopy algebras
are now available [16,34]. We thus believe that it would be worth studying these approaches more
explicitly and physicist-friendly in terms of higher algebraic literature.15 We end this paper by
mentioning related earlier works. The earliest and outstanding work would be [1], which introduced
quantum L∞ algebras and established the link to the BV master equation. The geometry and
meaning of the classical BV formalism were given by various authors in the early days, for example,
see [4, 5]. Recently, a nice review was given by [35]. Application of minimal models of homotopy
algebras to field theory was given by [36], which pointed out that minimal models give S-matrices.
Also, [17] is suggestive. Quantum minimal models is given by [16, 34] recently. Derivations of
S-matrix based on the homological perturbation were given by many authors. For example, see [9,
36–38] for the tree level and see [16,18,39] for the loop. The work [40] discussed effective theory and
renormalization group by using the A∞ structure. The work [41] presented that the BV formalism
is very useful to discuss quantities based on the path-integral, such as renormalization group flow.
Also, the works [42,43] derived Wick’s theorem and Feynman rules for finite-dimensional integrals
by using BV differentials. The link between solutions of BV master equation and homotopy
algebras originates from their operadic relations, which were studied by [6, 7, 44].
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