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A DETERMINING FORM FOR THE SUBCRITICAL SURFACE
QUASI-GEOSTROPHIC EQUATION
MICHAEL S. JOLLY1†, VINCENT R. MARTINEZ2, TURAL SADIGOV3, AND EDRISS S. TITI4
This paper is dedicated to the memory of Professor George R. Sell.
Abstract. We construct a determining form for the surface quasi-geostrophic (SQG) equation
with subcritical dissipation. In particular, we show that the global attractor for this equation
can be embedded in the long-time dynamics of an ordinary differential equation (ODE) called a
determining form. Indeed, there is a one-to-one correspondence between the trajectories in the
global attractor of the SQG equation and the steady state solutions of the determining form. The
determining form is a true ODE in the sense that its vector field is Lipschitz. This is shown by
combining De Giorgi techniques and elementary harmonic analysis. Finally, we provide elementary
proofs of the existence of time-periodic solutions, steady state solutions, as well as the existence of
finitely many determining parameters for the SQG equation.
1. Introduction
The three-dimensional (3D) quasi-geostrophic (QG) equation, from which the surface quasi-
geostrophic (SQG) equation is derived, is a classical equation in geophysics used to describe the
motion of stratified, rapidly rotating flows (cf. [46]). It asserts the conservation of potential vorticity
of the flow, subject to dynamical boundary conditions, and represents the departure, to lowest order,
of the dynamics of the flow from the so-called state of geostrophic balance, in which the pressure
gradient and the Coriolis force are in balance. In the special case where the potential vorticity is
identically zero, the dynamics of the QG equation reduces entirely to the evolution of its restriction
to the two-dimensional boundary, which is the SQG equation. Specifically, for γ ∈ (0, 2), the
dissipative SQG equation in non-dimensional variables is given by
∂tθ + κΛ
γθ + u·∇θ = f, u = R⊥θ, θ(x, 0) = θ0(x), (1.1)
subject to periodic boundary conditions with fundamental periodic domain T2 = [−π, π]2. Here,
θ represents the scalar buoyancy or surface temperature of a fluid, which is advected along the
two-dimensional velocity vector field, u, and f is a given external source of heat. The velocity is
related to θ by a Riesz transform, R⊥ := (−R2, R1), where the symbol of Rj is given by −iξj/|ξ|,
for j = 1, 2. For 0 < γ ≤ 2, we denote by Λγ := (−∆)γ/2 the operator whose symbol is |ξ|γ , while its
prefactor, κ, is some fixed positive quantity and appears due to the physical Ekman pumping at the
boundary due to mathematical analytical reasons (cf. [23]). The equation is said to be subcritical
when γ > 1, critical when γ = 1, and supercritical when γ < 1. In this article, we will consider the
subcritical case γ > 1. In this mathematical setting, we assume that the initial data, θ0, and f are
spatially periodic with fundamental domain, T2 and with average zero over T2. Consequently, and
since ∇·u = 0, it is easy to see that ddt
∫
T2
θ(x, t) dx = 0, and hence that
∫
T2
θ(x, t) dx = 0, for all
t ≥ 0. We point out that throughout this paper we assume that f(x) is time-independent, except
when we discuss time-periodic solutions to (1.1) (see Appendix B).
† denotes corresponding author.
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Since its introduction to the mathematical community, by Constantin-Majda-Tabak in [17], the
SQG equation has been extensively studied. By now global well-posedness in various function spaces
has been established and the issue of global regularity resolved in all, but the supercritical case (cf.
[4, 15, 16, 18, 20, 24, 44, 45, 47]). The long-time behavior and existence of a global attractor have also
been studied in both the subcritical and critical cases (cf. [5, 6, 13, 19, 18, 42]), as has the existence
of steady states [21]. Moreover, the finite-dimensionality of the long-time behavior in the subcritical
and critical SQG flows have been studied in [7, 8], where the existence of determining modes (see
discussion below and Appendix B) is established, and also in [18, 51], where upper bounds for the
fractal dimension of the global attractor of the critical and subcritical SQG equations are obtained.
The study of determining forms was initiated in [29, 30] for the 2D NS equations (NSE). A
determining form is an ordinary differential equation (ODE) in an infinite-dimensional Banach
space of trajectories, which subsumes the dynamics of the original equation in a certain way. A
stronger expression of the finite-dimensionality of long-time behavior of dissipative evolutionary
equations is the existence of an inertial manifold, which is a finite-dimensional Lipschitz manifold
that contains the global attractor of the original system and, moreover, attracts all solutions at an
exponential rate (cf. [12, 32, 33] and references therein). Restricted to the inertial manifold, the
dynamics of the original system reduces to a finite-dimensional ODE, known as an inertial form, in
a finite-dimensional phase space. In fact, if an inertial manifold does exist, then knowledge of the
low modes of the solution at a single point in time, enslaves the higher modes for all time. However,
while the existence of an inertial manifold has been established for a large class of dissipative
equations, e.g., certain reaction-diffusions systems and the Kuramoto-Sivashinsky equation, it has
been an outstanding open problem for the 2D NSE since the 1980s (cf. [50]). It is as well open
for the 1D damped, driven nonlinear Schro¨dinger (NLS), Korteweg de Vries equations (KdV), and
2D dissipative SQG equation. Nevertheless, we show here that a determining form exists for the
subcritical SQG equation.
Currently, there are two ways to construct a determining form. Determining forms of the “first
kind” encode as traveling waves, projections of trajectories on the global attractor of the original
system onto a sufficiently large, but fixed number of Fourier modes [29]. Alternatively, determining
forms of the “second kind,” which is a more general approach, encode such trajectories as steady
states [30]. In dissipative systems for which determining modes exist, the low Fourier modes of
a trajectory on the global attractor, A, suffice to characterize all higher modes of the trajectory.
More precisely, if two solutions on A agree up to a certain number of Fourier modes for all time,
then they must be the same solution, thus defining a lifting, W , that maps the projection of any
trajectory in A to a unique trajectory in A. An essential step in constructing a determining form
is the extension of this lifting map to a certain Banach space. We stress that the minimum number
of such Fourier modes is independent of the solution and depends only on the physical parameters
of the equation.
Existence of a determining form of the second kind has also been established for the 1D damped,
driven NLS equation [37] and damped, driven KdV equation [38], both of which have determining
modes (cf. [34, 37, 38]). Recently, it has been shown that the determining form of the second kind
has the remarkable property that its solution can be parametrized by a single parameter, whose
evolution is governed by a one-dimensional ODE, called the “characteristic parametric determining
form” (cf. [31]). Indeed, the steady states of the characteristic parametric determining form can
be used to characterize trajectories on the corresponding global attractor of the original equation.
This may lead to a novel approach to studying the geometry of the global attractor, a subject of
ongoing research.
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Finally, determining forms of the second kind provide a unified approach to determining forms in
the sense that the modal projection can be replaced by a general interpolant operator depending on
the type of determining parameters that exist for the original equation. In the case of the 2D NSE,
modes, nodes, and volume elements are all determining parameters (cf. [9, 10, 25, 26, 39, 40, 41]),
and as a result, each can induce determining forms of the second kind (cf. [29]). We refer also to
[43] for a notion of determining parameters for the 3D NSE. This determining form was inspired
by a “feedback control” approach to data assimilation in [1, 2], where a defining model for a data
assimilation algorithm was studied for the 1D Chaffee-Infante equation and 2D NSE, respectively.
The defining model of the algorithm is a companion system to the original equation and is defined
by inserting the collected observables of a reference solution into the original model through a
“feedback control term” (see (3.3)). The solution to this companion system synchronizes with the
reference solution forward in time at an exponential rate. The extension of the W mapping follows
a similar idea except that the initial time is taken backward to −∞, as we will demonstrate here.
The main result of this paper, which establishes the existence of a determining form of the
second kind for the subcritical SQG equation as well as various properties its solutions, is stated as
Theorem 1. In particular, it is shown that there exist Banach spaces X,Y , a bounded set B ⊂ X,
and Lipschitz vector field, F : B → X, such that
dv
dτ
= F (v), (1.2)
defines an ODE satisfying the following property: the steady states of (1.2) that are contained in
B correspond in a one-to-one fashion to trajectories on the global attractor of (1.1). Moreover,
there exists a subset B′ ⊂ B such that every solution of (1.2) corresponding to v0 ∈ B′ must
converge, as τ → ∞, to a steady state solution of (1.2). In addition to ensuring other properties
of (1.2), Theorem 1, in fact, provides a general recipe for establishing a determining form for
dissipative systems (cf. [30, 37, 38]). The crucial ingredients, namely the well-posedness theory of
the underlying system and the Lipschitz property of the resulting map W are established through
Propositions 4.1 and 4.3 in section 4; this is the heart of this paper. The difficulties presented by the
fractional dissipation in (1.1) are well-known and for the study undertaken here, amount to obtaining
uniform Lp estimates. However, the Lp bounds available for the companion equation depend on
the number of modes required for their solutions to synchronize (see Proposition 5.2). This renders
these bounds unsuitable for showing that the evolution governed by (3.8) is well-defined and has a
Lipschitz vector field (see section 4). To overcome this obstacle, we employ De Giorgi-type estimates
to bootstrap bounds from L2 to L∞. Coupled with elementary harmonic analysis techniques, we are
able to show that the L∞ estimates thus obtained are indeed independent of the number of modes
(see section 5.2), ultimately allowing us to establish the properties required for existence. These
steps are detailed in section 3, where we provide an outline of our approach. Finally, in Appendix B,
we provide an elementary proof of existence of time-periodic solutions, steady state solutions, and
finitely many determining parameters for (1.1), which include as special cases determining modes
and volume elements. Our proof of the existence of steady state solutions complements the result
in [21], where existence of such solutions is established when the domain is given as the whole
plane, R2. Our proof of the existence of finitely many determining parameters complements that
of Cheskidov and Dai in [8] (see Remark B.1), where a proof of existence of determining modes is
given using an approach inspired by the phenomenology of dissipation length scales from turbulence
theory. On the other hand, to the best of the authors’ knowledge, the existence of time-periodic
solutions to (1.1) with a time-periodic external source term appears to be new.
2. Preliminaries
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2.1. Function spaces: Lpper, Vσ, H
σ
per, H˙
σ
per. Let 1 ≤ p ≤ ∞, σ ∈ R and T2 = R2/(2πZ) =
[−π, π]2. Let M denote the set of real-valued Lebesgue measureable functions over T2. Since we
will be working with periodic functions, define
Mper := {φ ∈M : φ(x, y) = φ(x+ 2π, y) = φ(x, y + 2π) = φ(x+ 2π, y + 2π) a.e.}. (2.1)
Let C∞(T2) denote the class of functions which are infinitely differentiable over T2. Define C∞per(T
2)
by
C∞per(T
2) := C∞(T2) ∩Mper.
For 1 ≤ p ≤ ∞, define the periodic Lebesgue spaces by
Lpper(T
2) := {φ ∈ Mper : ‖φ‖Lp <∞},
where
‖φ‖Lp :=
(∫
T2
|φ(x)|p dx
)1/p
, 1 ≤ p <∞, and ‖φ‖L∞ := esssup
x∈T2
|φ(x)|.
Let us also define
Z := {φ ∈ L1per :
∫
T2
φ(x) dx = 0}. (2.2)
Let φˆ(k) denote the Fourier coefficient of φ at wave-number k ∈ Z2. For any real number σ ≥ 0,
define the homogeneous Sobolev space, H˙σper(T
2), by
H˙σper(T
2) := {φ ∈ L2per(T2) ∩ Z : ‖φ‖H˙σ <∞}, (2.3)
where
‖φ‖2
H˙σ
:=
∑
k∈Z2\{0}
|k|2σ |φˆ(k)|2. (2.4)
For σ ≥ 0, we define the inhomogeneous Sobolev space, Hσper(T2), by
Hσper(T
2) := {φ ∈ L2per(T2) : ‖φ‖Hσ <∞}, (2.5)
where
‖φ‖2Hσ :=
∑
k∈Z2
(1 + |k|2)σ |φˆ(k)|2. (2.6)
Let V0 ⊂ Z denote the set of trigonometric polynomials with mean zero over T2 and set
Vσ := V0H
σ
, (2.7)
where the closure is taken with respect to the norm given by (2.6). Observe that the mean-zero
condition can be equivalently stated as φˆ(0) = 0. Thus, ‖· ‖H˙σ and ‖· ‖Hσ are equivalent as norms
over Vσ. Moreover, by Plancherel’s theorem we have
‖φ‖H˙σ = ‖Λσφ‖L2 .
Finally, for σ ≥ 0, we identify V−σ as the dual space, (Vσ)′, of Vσ, which can be characterized as
the space of all bounded linear functionals, ψ, on Vσ such that
‖ψ‖H˙−σ <∞.
Therefore, we have the following continuous embeddings
Vσ →֒ Vσ′ →֒ V0 →֒ V−σ′ →֒ V−σ, 0 ≤ σ′ ≤ σ.
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Remark 2.1. Since we will be working over Vσ and ‖· ‖H˙σ and ‖· ‖Hσ determine equivalent norms
over Vσ, we will often denote ‖· ‖H˙σ simply by ‖· ‖Hσ for convenience.
2.2. Littlewood-Paley decomposition. We define “smooth spectral projection” by the Littlewood-
Paley decomposition. We presently give a brief review of this decomposition. More thorough treat-
ments can be found in [3, 22, 48]. We state the decomposition for R2, but point out that it is also
valid in the case T2 for periodic distributions (see Remark 2.4).
Let ψ0 be a smooth, radial bump function such that ψ0(ξ) = 1 when [|ξ| ≤ 1/4] ⊂ R2, and
0 ≤ ψ0 ≤ 1 and sptψ0 = {|ξ| ≤ 1/2}. (2.8)
Define φ0(ξ) := ψ0(ξ/2) − ψ0(ξ). Observe that
0 ≤ φ0 ≤ 1 and sptφ0 = {1/4 ≤ |ξ| ≤ 1}.
Now for each integer j ≥ 0, define
φj(ξ) := φ0(ξ2
−j). (2.9)
Then, in view of the above definitions, we clearly have
sptφj = {2j−2 ≤ |ξ| ≤ 2j}. (2.10)
If we let φ−1 := ψ0 and φj ≡ 0 for j < −1, we observe that∑
j∈Z
φj(ξ) = 1, for ξ ∈ R2. (2.11)
Let g ∈ S ′(R2) be a tempered distribution over R2, then one can then define
△kg := hk ∗ g, △˜kg :=
∑
|k−ℓ|≤2
△ℓg, Skg :=
∑
ℓ≤k
△ℓg, Tk := I − Sk, (2.12)
where hk := φˇk is the inverse Fourier transform of φk. We call the operators, △k, Littlewood-Paley
projections. For convenience, we will sometimes use the shorthand
gk := △kg.
One can show that (2.11) implies that
g =
∑
j≥−1
△jg for all g ∈ S ′(R2). (2.13)
For functions whose spectral support is compact, one has the Bernstein inequalities, which we
will make frequent use of throughout the article.
Proposition 2.1 (Bernstein inequalities [3]). Let 1 ≤ p ≤ q ≤ ∞ and g ∈ S ′(R2), the dual space
of the Schwartz space S(R2) . There exists an absolute constant C > 0, depending only on β, φ0, ψ0
such that for each j ≥ −1 and β ∈ R, we have
C−12jβ‖△jg‖Lq ≤ ‖Λβ△jg‖Lq ≤ C2j(β+2(1/p−1/q))‖△jg‖Lp
‖ΛβSjg‖Lq ≤ C2j(β+2(1/p−1/q))‖Sjg‖Lp .
Remark 2.2. Observe that the Bernstein inequalities provide a convenient characterization of
Sobolev spaces, H˙β(T2), for any β ∈ R. Indeed, for g ∈ H˙β, we have
C−1
∑
j≥0
22jβ‖△jg‖2L2 ≤ ‖g‖2H˙β ≤ C
∑
j≥0
22jβ‖△jg‖2L2 ,
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for some absolute constant, C > 0, which depends only on β. This can easily be proved by applying
the Plancherel theorem and using the fact that g =
∑
j≥0△jg for periodic, mean zero functions over
T
2.
We will also make crucial use of the Littlewood-Paley inequality (cf. [35, 52]). To state it, we
first define the Littlewood-Paley square function.
S g :=
∑
j
(△jg)2
1/2 and S˜ g :=
∑
j
(△˜jg)2
1/2 . (2.14)
We will invoke it in the following form.
Proposition 2.2 (Littlewood-Paley Inequality). Let 1 < p < ∞. Then S is a bounded operator
in Lp(R2) such that
‖S g‖Lp ≤ Cp‖g‖Lp , (2.15)
where Cp := C
′max{p, (p − 1)−1}, for some absolute constant C ′ > 0, independent of p.
Remark 2.3. By (2.12) and the Minkowski inequality, note that the analogous statement for S˜
holds as well.
Remark 2.4. Consider the same bump functions {φj}j∈Z as specified above, which satisfied (2.8)-
(2.11). The Bernstein inequality (Proposition 2.1) and Littlewood-Paley inequality (Proposition
2.2) also hold in the case of functions, g, which are periodic over Td, provided that we replace the
Littlewood-Paley operators by
△perj g(x) =
1
(2π)d
∫
Td
ϕperj (y)g(x− y) dy, where ϕperj (x) =
∑
k∈Zd
φj(k)e
ik·x. (2.16)
We refer to [3, 22] for the Bernstein inequality and to [52] for a thorough treatment of classi-
cal harmonic analysis operators in the periodic setting, which includes the Littlewood-Paley square
function.
2.3. Inequalities for fractional derivatives. We will make use of the following bound for the
fractional Laplacian, which can be found for instance in [14, 18, 42].
Proposition 2.3. Let p ≥ 2, 0 ≤ γ ≤ 2, and g ∈ C∞per(T2). Then∫
T2
|g|p−2(x)g(x)(Λγg)(x) dx ≥ 2
p
‖Λγ/2(|g|p/2)‖2L2 ,
If additionally p is an even integer and φ ∈ Z, then∫
T2
gp−1(x)(Λγg)(x) dx ≥ C‖g‖pLp +
1
p
‖Λγ/2(gp/2)‖2L2 ,
holds, for some C = C(γ), independent of p.
Later, we will derive a level-set inequality in the spirit of De Giorgi (cf. [4]). For this, we will
make use of the following fact from [6].
Proposition 2.4. Let λ > 0 and g ∈ C∞per(T2). Then for (g − λ)+ = max{g − λ, 0}, we have
(Λγg)(g − λ)+ ≥ (g − λ)+(Λγ(g − λ)+).
We will also make use of the following calculus inequality for fractional derivatives (cf. [18] and
references therein):
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Proposition 2.5. Let g, h ∈ C∞per(T2), β > 0, p ∈ (1,∞). For 1/p = 1/p1 + 1/p2 = 1/p3 + 1/p4,
and p2, p3 ∈ (1,∞), there exists an absolute constant C > 0 that depends only on β, p, pi such that
‖Λβ(gh)‖Lp ≤ C‖h‖Lp1‖Λβg‖Lp2 + C‖Λβh‖Lp3‖g‖Lp4 .
Finally, we will frequently apply the following interpolation inequality, which is a special case of
the Gagliardo-Nirenberg interpolation inequality and can be proven with Plancherel’s theorem and
the Cauchy-Schwarz inequality.
Proposition 2.6. Let g ∈ Vβ and 0 ≤ α ≤ β. Then there exists an absolute constant C > 0 that
depends only on α, β such that
‖Λαg‖L2 ≤ C‖Λβg‖
α
β
L2
‖g‖1−
α
β
L2
. (2.17)
2.4. Maximum principle and Global Attractor of SQG equation. Let us recall the following
estimates for the reference solution θ (cf. [18, 42, 47]).
Proposition 2.7. Let γ ∈ (0, 2] and θ0, f ∈ Lpper(T2) ∩ Z. Suppose that θ ∈ Lpper(T2) is a smooth
solution of (1.1) such that θ(· , 0) = θ0(· ). There exists an absolute constant C > 0 such that for
any p ≥ 2, we have
‖θ(t)‖Lp ≤
(
‖θ0‖Lp − 1
C
FLp
)
e−Cκt +
1
C
FLp , FLp :=
1
κ
‖f‖Lp . (2.18)
Moreover, for p = 2 and f ∈ V−γ/2, we have
‖θ(t)‖2L2 ≤
(‖θ0‖2L2 − F 2H−γ/2) e−κt + F 2H−γ/2 , FH−γ/2 := 1κ‖f‖H−γ/2 . (2.19)
It was shown in [42] for the subcritical range 1 < γ ≤ 2, that equation (1.1) has an absorbing
ball in Vσ and corresponding global attractor A ⊂ Vσ when σ > 2 − γ. In other words, there is a
bounded set B ⊂ Vσ characterized by the property that for any bounded set E ⊂ Vσ, there exists
t0 = t0(E) > 0 such that S(t)E ⊂ B for all t ≥ t0. Here {S(t)}t≥0 denotes the semigroup of the
corresponding dissipative equation.
Proposition 2.8 (Global attractor). Suppose that 1 < γ ≤ 2 and σ > 2 − γ. Let f ∈ Vσ−γ/2 ∩
Lpper(T2), where 1− σ < 2/p < γ − 1. Then (1.1) has an absorbing ball BHσ given by
BHσ := {θ ∈ Vσ : ‖θ‖Hσ ≤ ΘHσ}, (2.20)
for some absolute constant ΘHσ = ΘHσ(f, κ, γ, σ, β) <∞. Also, the solution operator S(t)θ0 = θ(t),
t > 0 of (1.1) defines a semigroup in the space Vσ such that S(t) is continuous in H
σ for each t > 0,
and S : [0, t] → Hσ is continuous for each θ0 ∈ Hσ fixed. Moreover, (1.1) possesses a global
attractor A ⊂ Vσ, i.e., A is a compact, connected subset of Vσ satisfying the following properties:
(1) A is the maximal bounded invariant set, i.e., S(t)A = A for all t ≥ 0, and hence S(t)A = A
for all t ∈ R.;
(2) A attracts all bounded subsets in Vσ in the topology of H˙σper.
Before we move on to the a priori analysis, we will set forth the following convention for constants.
Remark 2.5. In the estimates that follow below, c, C, will denote generic positive absolute con-
stants, which depend only on other non-dimensional scalar quantities, and may change line-to-line
in the estimates. We also use the notation A . B and A ∼ B to denote the relations A ≤ cB and
c′B ≤ A ≤ c′′B, respectively, for some absolute constants c, c′, c′′ > 0.
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3. The determining form
Let σ > 2 − γ, PN denote orthogonal projection onto the wavenumbers |ℓ| ≤ N and Sm denote
the Littlewood-Paley projection defined as in (2.12). For m ≥ 2, we define the Banach spaces
X := C1b (R;Sm−1Vσ) = {v : R→ Sm−1Vσ : differentiable, ‖v‖X <∞},
Y := Cb(R;Vσ) = {w : R→ Vσ : continuous, ‖w‖Y <∞},
(3.1)
equipped with the following norms,
‖v‖X = sup
s∈R
‖v(s)‖Hσ + 1
2(2+σ)m
sup
s∈R
‖v′(s)‖Hσ , ‖w‖Y = sup
s∈R
‖w(s)‖Hσ , (3.2)
where ′ denotes d/ds.
Our first concern is the following problem: Let 1 < p < ∞ such that 1/p + 1/2 < γ/2. Given
f ∈ Vσ−γ/2 ∩Lp(T2) and ρ > 0, find µ > 0 large enough, depending on ρ, f, κ, and find m ∈ N large
enough, such that for all v ∈ BρX(0) := {v ∈ X : ‖v‖X < ρ}, the equation
∂sw + κΛ
γw + u˜·∇w = f − µSm(w − v), u˜ = R⊥w, (3.3)
has a unique solution w ∈ Y . We will choose ρ > 0 according to the radius of the global attractor,
A of (1.1). Indeed, we have the following.
Proposition 3.1. Let FH−γ/2 be given by (2.19) and define
R := C (1 + κ) (1 + FH−γ/2)
2 . (3.4)
Then Sm−1A ⊂ B4RX (0).
Proof. Let θ(· ) ⊂ A. Then Proposition 2.7 implies that supt∈R‖θ(t)‖L2 ≤ FH−γ/2 . Observe that by
Proposition 2.8 and the definition (3.2), it suffices to estimate Sm−1∂tθ. We have
∂tθ = −κΛγθ−∇· (uθ) + f.
Since Sm−1A ⊂ Vσ, by Remark 2.2, it suffices to estimate 2jσ‖△j∂tθ‖L2 for 0 ≤ j ≤ m−1. Applying
Proposition 2.1 we obtain
2jσ‖△jΛγθ‖L2 ≤ C2j(γ+σ)‖△jθ‖L2 ,
2jσ‖△j∇· (uθ)‖L2 ≤ C2j(σ+1+2(1−1/2))‖△j(uθ)‖L1 ≤ 2j(σ+2)‖θ‖2L2 ,
2jσ‖△jf‖L2 ≤ C2j(σ+γ/2)‖△jf‖H−γ/2 , (3.5)
It follows that
‖Sm−1∂tθ‖2Hσ ≤ C
(
22m(γ+σ)‖θ‖2L2 + 22m(σ+2)‖θ‖4L2 + C(m)‖f‖2H−γ/2
)
,
≤ Cκ2
(
22m(γ+σ)
F 2
H−γ/2
κ2
+ 22m(σ+2)
F 4
H−γ/2
κ2
+ C(m)F 2
H−γ/2
)
, (3.6)
where C(m) ≤ 22m(σ+γ/2) if σ > γ/2, and C(m) ≤ (1− 2γ+2σ)−1, otherwise. Therefore
2−(2+σ)m‖∂tSm−1θ‖Hσ ≤ R, (3.7)
so that ‖θ‖X ≤ 4R. 
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The unique solution, w ∈ Y , of (3.3) that we will establish, will then define a well-defined map
W : BρX(0)→ Y , v 7→ w, w =W (v), provided that µ and m are large enough. Moreover, given any
steady state solution θ∗ ∈ A of (1.1) (cf. [21, 31]), W induces the following evolution equation
dv(s)
dτ
(τ) = −‖v( · )(τ) − SmW (v( · )(τ))‖2X (v(s)(τ) − Smθ∗), v(0) = v0 ∈ BρX(0). (3.8)
If SmW : B
ρ
X(0) → Y is a Lipschitz map, then (3.8) is an ordinary differential equation in the
Banach space X. This is formalized in the following theorem.
Theorem 1. Let ρ = 4R, where R is given as in Proposition 3.1, and let θ∗ ∈ A be a steady state
solution of (1.1). Suppose that the Standing Hypotheses (H1)-(H7), below, hold. Then the following
are true.
(i) The vector field in (3.8) is a Lipschitz map from the ball BρX(0) into X. Thus, (3.8), is an
ODE in BρX(0), and has short time existence and uniqueness.
(ii) The ball B3RX (Smθ∗) = {v ∈ X : ‖v − Smθ∗‖X < 3R} ⊂ BρX(0) is forward invariant in time,
under the dynamics of the determining form (3.8). Consequently, (3.8) has global existence
and uniqueness for all initial data in B3RX (Smθ∗).
(iii) Every solution of the determining form (3.8), with initial data v0 ∈ B3RX (Smθ∗), converges to
a steady state solution of the determining form (3.8).
(iv) All of the steady state solutions of the determining form, (3.8), that are contained in the ball
BρX(0) are given by v(s) = Smθ(s), for all s ∈ R, where θ(s) is a trajectory that lies on the
global attractor, A, of (1.1).
This theorem has been established for other equations in previous determining form papers [30,
37, 38]. In particular, observe that B3RX (Smθ
∗) ⊂ B4RX (0) since ∂tSmθ∗ = 0. On the other hand,
property (iv), above, is implied by the fact that v(s) = SmW (v(s)), for s ∈ R, only when
Smw = v = Smv,
since v(s) ∈ Sm−1Vσ, for each s ∈ R, so that by (3.3), w must be a trajectory that satisfies (1.1).
Thus, to establish Theorem 1 in our case, it suffices to show:
1.) W : BρX(0)→ Y exists and is well-defined;
2.) SmW : B
ρ
X(0)→ Y is Lipschitz, for some m.
We demonstrate these claims in the next section.
Remark 3.1. It is shown in [31] that (3.8) can be modified in order to improve an algebraic
convergence rate of v(τ), as τ → +∞, to the projection of some trajectory in the global attractor.
Replacing the power 2 by the power 1 on the X-norm in (3.8) yields a faster algebraic rate, while
with further modification, one obtains exponential convergence as τ → +∞.
4. Proof of existence of the determining form
We operate under the following conditions throughout both sections 4 and 5.
Standing Hypotheses. Assume the following
(H1) 1 < γ < 2;
(H2) σ > 2− γ;
(H3) p ∈ [1,∞] such that 1− σ < 2/p < γ − 1, fixed;
(H4) f ∈ Vσ−γ/2 ∩ Lp, is time-independent;
(H5) v ∈ B4RX (0), where R is given in Proposition 3.1 above;
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(H6) µ is large enough, i.e., satisfies;
µ ≥ c0κ
(
GLp
κ
)γ/(γ−1−2/p)
, (4.1)
for some sufficiently large absolute constant c0, and where GLp is given by (5.13) below;
(H7) m is large enough, i.e., satisfies
2γm ≥ c′0
µ
κ
and 2m ≥ c′′0
(
Gσ,∞
GLp
)1/(1−2/p−σ)
, (4.2)
for some sufficiently large absolute constants c′0, c
′′
0 > 0, and where Gσ,∞ is given by (5.46)
below.
We note that hypotheses (H1) is precisely the subcritical range of dissipation for (3.3). When-
ever we talk about Hσ or Lp bounds, the parameters σ and p satisfy hypotheses (H2) and (H3),
respectively. Moreover, the fixed trajectory v ∈ X satisfies the hypothesis (H5) by definition of
X, which is also built into system (3.3). Recall that to guarantee the existence of a determining
form for (1.1), it suffices to show that: 1) W : B4RX (0) → Y exists, 2) W is well-defined, and 3)
SmW : B
4R
X (0) → Y is Lipschitz. These three objectives thus constitute the main results of this
section.
4.1. Existence of the W map. We first prove that the W : B4RX (0) → Y map exists and is
well-defined. To prove this, we must establish existence of solutions to (3.3).
Proposition 4.1 (Existence). Under the Standing Hypotheses, (H1)− (H7), for each v ∈ B4RX (0),
there exists w ∈ Y satisfying (3.3) with ∂sw ∈ L∞(R;Vσ−γ) ∩ L2loc(R;Vσ−γ/2).
Sketch of proof. Let ǫ ∈ (0, 1) and consider the following parabolic regularization of (3.3)
∂sw
ǫ − ǫ∆wǫ + κΛγwǫ + u˜ǫ·∇wǫ = f ǫ − µSm(wǫ − v), u˜ǫ = R⊥wǫ, (4.3)
where f ǫ = φǫ ∗ f and φǫ(x) := ǫ−2φ(x/ǫ) for some smooth, compactly supported mollifier function
φ. We will first establish existence of a global strong solution, wǫ ∈ L∞(R;V2), to (4.3). We will
then conclude the proof by passing to the limit ǫ → 0 to obtain existence of a global solution to
(3.3) in the sense of distribution.
Step 1: Global well-posedness for truncations of (4.3). Let v ∈ B4RX (0), and let N ∈ N such that
N ≥ 2m+1. Let PN denote orthogonal projection onto wavenumbers |ℓ| ≤ N . Let HN := PNV0
denote the finite-dimensional subspace of V0 spanned by {eij·x}|j|≤N . Let fN := PNf and vN = PNv.
Given k > 0, consider the initial value problem for the following system:
∂sw
ǫ
k,N − ǫ∆wǫk,N + κΛγwǫk,N + PN (u˜ǫk,N ·∇wǫk,N ) = f ǫN − µSm(wǫk,N − vN ),
u˜ǫk,N = R⊥wǫk,N , wǫk,N
∣∣
s=−k
= 0.
(4.4)
Note that wǫk,N , f
ǫ
N ∈ HN and also, SmvN ∈ HN since SmvN = SmPNvN = PNSmvN , for N ≥
2m+1. Since (4.4) is equivalent to a system of ODEs with a locally Lipschitz vector field, it has a
unique solution wǫk,N on some interval [−k, S∗), for some S∗ > −k. Without loss of generality, we
may assume that [−k, S∗) is the maximal interval of existence and uniqueness of (4.4). Note that
strictly speaking S∗ depends on k and N , i.e., S∗ = S∗k,N . Our goal is to show that S
∗ = ∞. To
establish this, it is enough to show in this case that sup−k≤s<S∗‖wǫk,N (s)‖V0 <∞.
We assume, by contradiction, that S∗ < ∞, and then let us focus on the maximal interval of
existence [−k, S∗). We first establish a bound on ‖wǫk,N (s)‖V0 , which is independent of ǫ, k,N,m,
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and S∗ (cf. Proposition 6 [36]). This will imply, among other things, that S∗ = ∞. Next, we
establish estimates for ‖wǫk,N (s)‖V0 , for s ∈ [−k,∞), which depend on ǫ, k,m, and grow in s, but
are nevertheless, independent of N . Indeed, one can show that for each s∗ > −k (cf. [49, 50]):
(0ǫ,k) w
ǫ
k,N ∈ L∞([−k,∞);V0);
(1ǫ,k) w
ǫ
k,N ∈ L2([−k, s∗);V1) and ddswǫk,N ∈ L2([−k, s∗);V−1);
(2ǫ,k) w
ǫ
k,N ∈ L∞([−k, s∗);V1);
(3ǫ,k)
d
dsw
ε
k,N ∈ L∞([−k, s∗);V0);
(4ǫ,k) w
ǫ
k,N ∈ L∞([−k, s∗);V2).
In particular, given any s∗ > 0, the corresponding estimates, above, guarantee that (4.4) has a
unique solution over [−k, s∗), but with bounds ultimately depending on ǫ, k, s∗ and m. Thus, for
each ǫ, k, s∗, we may use (1ǫ,k), the Rellich compactness theorem, and then the Aubin-Lions lemma
(cf. [11, 49]) to extract a subsequence of N , denoted again by wǫk,N , pass to the limit as N →∞ as
in [11] to obtain a weak solution wǫk ∈ L∞([−k, s∗);V0) ∩ L2([−k, s∗);V1) to
∂sw
ǫ
k − ǫ∆wǫk + κΛγwǫk + u˜ǫk·∇wǫk = f ǫ − µSm(wǫk − v), u˜ǫk = R⊥wǫk, wǫk
∣∣
s=−k
= 0. (4.5)
Since wǫk,N ∈ L∞([−k, s∗);V2) with a corresponding bound that is uniform in N , we in fact have
that wǫk ∈ L∞([−k, s∗);V2), so that wǫk is the unique strong solution to (4.5) over [−k, s∗). Since
this is true for each s∗ > 0, we have that wǫk ∈ L∞loc([−k,∞), V2), for each ǫ, k.
Next, we establish estimates that are independent of k and s∗, but depend on ǫ,m. Indeed, let
p > 1 satisfy (H1), then we bootstrap as follows:
(1ǫ) w
ǫ
k ∈ L∞([−k,∞);Lp);
(2ǫ) w
ǫ
k ∈ L∞([−k,∞);V1);
(3ǫ) w
ǫ
k ∈ L∞([−k,∞);V2),
with corresponding bounds that are independent of k, s∗. The estimates that imply (1ǫ), (2ǫ) can
be found in Propositions 7, 9, respectively, of [36], while the estimates that imply (3ǫ) can be
performed in an entirely similar spirit. We omit the details to avoid repetition of argument.
Step 2: Existence of solutions to (4.3). Let wǫ,ℓk := w
ǫ
k
∣∣
[−ℓ,ℓ]
for ℓ > 0. Since V2 →֒ Vτ →֒ V0
compactly and continuously, for any 0 < τ < 2, and we have that the family, {wǫ,ℓk }ǫ,ℓ,k, satisfies
(3ǫ) and (4ǫ), it follows from the Aubin-Lions lemma that there exists a subsequence (k1(j))j>0 such
that wǫ,1
k1(j)
→ wǫ,1 as j → ∞, for some wǫ,1 ∈ C([−1, 1];V3/2), which satisfies (4.3). Proceeding,
inductively in the same manner, for each ℓ > 1, there exists a subsequence {kℓ(j)}j>0 ⊂ {kℓ−1(j)}j>0
such that wǫ,ℓkℓ(j) → w
ǫ,ℓ, for some wǫ,ℓ ∈ C([−ℓ, ℓ];V3/2) satisfying (4.3). Now consider the sequence
given by wǫ,ℓkℓ(ℓ). Then w
ǫ,ℓ
kℓ(ℓ)
→ wǫ, as ℓ→∞, for some wǫ ∈ C(R;V3/2). Since wǫ
∣∣
[−ℓ,ℓ]
= wǫ,ℓ and
(4ǫ) is satisfied for each w
ǫ,ℓ uniformly in ℓ, we may deduce that wǫ ∈ L∞(R;V2) and satisfies (4.3).
Step 3: Passage to the limit ǫ → 0. We establish bounds for wǫ, which depend on m, but are
independent of ǫ. First, we observe that wǫ ∈ L∞(R;Lp) uniformly in ǫ, due to (1ǫ). We then
establish the following with corresponding ǫ-independent bounds:
(1) wǫ ∈ L∞(R;Vσ) ∩ L2loc(R;Vσ+γ/2);
(2) ∂sw
ǫ ∈ L∞(R;Vσ−2) ∩ L2loc(R;Vσ+γ/2−2) .
We then consider the family {wǫ,M}ǫ,M , where wǫ,M = wǫ
∣∣
[−M,M ]
, and argue similar to Step 2, upon
combining the Aubin-Lions lemma with a Cantor diagonal argument, to deduce the existence of a
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subsequence (ǫj)j>0 such that ǫj → 0 and wǫj → wǫ, as j → ∞, for some w ∈ C(R;Vσ˜), for some
σ˜ < σ. Observe that necessarily we have w ∈ L∞(R;Vσ) ∩ L2(R;Vσ+γ/2). Furthermore, we have
wǫj ⇀ w weak- ⋆ in L∞(R;Vσ),
wǫj → w strongly in L2loc(R;Vσ˜), for any σ˜ < σ,
∂sw
ǫj ⇀ ∂sw weak- ⋆ in L
∞(R, Vσ−2),
as ǫj → 0. We can therefore pass to the limit, in the sense of distribution, using the Banach-Alaoglu
theorem and show that w satisfies (3.3). Lastly, since
∂sw = −κΛγw − u˜·∇w + f − µSm(w − v), u˜ = R⊥w,
we have that ∂sw ∈ L∞(R;Vσ−γ)∩L2loc(R;Vσ−γ/2), and the above equation holds in L∞(R;Vσ−γ)∩
L2loc(R;Vσ−γ/2). This completes the proof. 
Proposition 4.2 (Uniqueness). Assume (H1) − (H7). There exists a unique bounded solution
w ∈ Y of (3.3), where X and Y are defined as in (3.1).
Proof. Suppose there are two bounded solutions of (3.3), w1 and w2, in Y corresponding to the
same v ∈ B4RX (0). Then w1, w2 satisfy
∂sw1 + κΛ
γw1 + u˜1·∇w1 = f − µSm(w1 − v),
∂sw2 + κΛ
γw2 + u˜2·∇w2 = f − µSm(w2 − v).
Here u˜1 = R⊥w1, u˜2 = R⊥w2. We subtract the two equations, denoting δ = w1 − w2, to obtain
∂sδ + κΛ
γδ +R⊥δ·∇δ +R⊥δ·∇w2 + u˜2·∇δ = −µSmδ. (4.6)
Observe that ψ = −Λ−1δ ∈ L∞(R;Vσ+1). Since (3.3) holds in L∞(R;Vσ−γ) ∩ L2loc(R;Vσ−γ/2), so
does (4.6). In particular, ψ is a valid test function for (4.6). Thus, upon multiplying (4.6) by ψ and
integrating over T2, we obtain
1
2
d
ds
‖ψ‖2
H1/2
+ κ‖ψ‖2
H
γ+1
2
+ µ‖ψ‖2
H1/2
=
∫
T2
(u˜2·∇δ)ψ + µ
∫
T2
(Tmδ)ψ ,
= I + II (4.7)
where Tm = I − Sm, and where, by application of the Plancherel theorem and the fact that R⊥δ is
divergence-free, we made use of the facts that∫
T2
(R⊥δ·∇δ)ψ = −
∫
T2
((R⊥δ)δ)·Rδ = 0,∫
T2
(R⊥δ·∇w2)ψ = −
∫
T2
((R⊥δ)w2)·Rδ = 0.
(4.8)
For I, observe that upon integrating by parts, we obtain
I = −
∫
T2
(u˜2Λψ)·∇ψ .
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Let 1/p + 2/q = 1. Then by using Ho¨lder’s inequality, the relation u˜2 = R⊥w2, the Caldero´n-
Zygmund theorem, the Sobolev embedding theorem for H
1
p →֒ Lq, Proposition 5.6, and interpola-
tion and Young’s inequalities, we may estimate I as
I ≤ C‖u˜2‖Lp‖Λψ‖Lq‖∇ψ‖Lq ≤ C‖w2‖Lp‖Λψ‖Lq‖∇ψ‖Lq ≤ CGLp‖ψ‖2
H
1+ 1p
≤ CGLp‖ψ‖
2(1+ 2p )
γ
H
γ+1
2
‖ψ‖
2(γ−1− 2p )
γ
H1/2
≤ κ
4
‖ψ‖2
H
γ+1
2
+ Cκ
(
GLp
κ
)γ/(γ−1−2/p)
‖ψ‖2
H1/2
,
We use the Bernstein inequalities to estimate II as
II ≤ µ‖Tmδ‖
H−
γ+1
2
‖ψ‖
H
γ+1
2
≤ Cµ‖Tmψ‖
H
−γ+1
2
‖ψ‖
H
γ+1
2
≤ C µ
2m
γ
2
‖ψ‖H1/2‖ψ‖H γ+12 ≤ C
2 µ
2
2mγκ
‖ψ‖2
H1/2
+
κ
4
‖ψ‖2
H
γ+1
2
.
Now we combine above estimates with (4.7) and condition (4.1) which is the standing hypotheses
(H6) to obtain
1
2
d
ds
‖ψ‖2
H1/2
+
µ
2
‖ψ‖2
H1/2
≤ 0.
Let s0 < s be any real number. By Gronwall’s inequality over [s0, s], we get
‖ψ(s)‖2
H1/2
≤ ‖ψ(s0)‖2H1/2e−µ(s−s0).
Since sups0∈R ‖ψ(s0)‖2H1/2 <∞, we take s0 → −∞ to obtain that
‖ψ(s)‖2
H1/2
= 0.
Since ψ has mean zero, this implies δ(x, s) = −Λψ(x, s) = 0 for a.e. x ∈ T2 and for all s ∈ R.
Hence, w1 = w2 in Y . 
Remark 4.1. We should emphasize that the crucial step in the proof of Proposition 4.2 (and of
Theorem 4.3 to follow) is the application of Proposition 5.6. Indeed, the bulk of the analysis in this
paper is devoted to the proof of Proposition 5.6.
4.2. Lipschitz property. Finally, to apply Theorem 1 and guarantee that (3.8) defines an ODE
with locally Lipschitz vector field, we must show that SmW : B
4R
X (0) → Y is a Lipschitz map,
where R is given by (3.4). In fact, we show more. We show that W itself is a Lipschitz map in an
appropriate topology (see (4.12) below). Then by the boundedness of Sm, we get that SmW is a
Lipschitz map.
Proposition 4.3 (W Lipschitz). Assume standing hypotheses (H1) − (H7) hold. There exists an
absolute constant c1 > 0 such that W : B
4R
X (0) → Cb(R;V−1/2) is a Lipschitz function with global
Lipschitz constant c1. Moreover, SmW : B
4R
X (0) → Y is a Lipschitz function with global Lipschitz
constant
LW = c12
m(σ+ 1
2
). (4.9)
Proof. Suppose w1 and w2 are the solutions of (3.3) in Y corresponding to v1 and v2 belonging both
to B4RX (0):
∂sw1 + κΛ
γw1 + u˜1·∇w1 = f − µSm(w1 − v1),
∂sw2 + κΛ
γw2 + u˜2·∇w2 = f − µSm(w2 − v2).
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Here u˜1 = R⊥w1, u˜2 = R⊥w2 and s ∈ R. Subtract, denoting δ = w1−w2 and ζ = v1−v2, to obtain
∂sδ + κΛ
γδ +R⊥δ·∇δ +R⊥δ·∇w2 + u˜2·∇δ = −µSm(δ − ζ). (4.10)
We multiply (4.10) by ψ = −Λ−1δ, which, as before, is an appropriate test function, and integrate
over T2 to obtain
1
2
d
ds
‖ψ‖2
H1/2
+ κ‖ψ‖2
H
γ+1
2
+ µ‖ψ‖2
H1/2
=
∫
T2
(u˜2·∇δ)ψ + µ
∫
T2
Tmδψ + µ
∫
T2
ζψ ,
= I + II + III, (4.11)
where Tm = I − Sm, and where we used (4.8).
We estimate I as before.
|I| ≤ κ
4
‖ψ‖2
H
γ+1
2
+ Cκ
(
GLp
κ
)γ/(γ−1−2/p)
‖ψ‖2
H1/2
Also,
|II| ≤ Cµ
2
2mγκ
‖ψ‖2
H1/2
+
κ
4
‖ψ‖2
H
γ+1
2
,
and
|III| ≤ µ‖ζ‖H−1/2‖ψ‖H1/2 ≤ µ‖ζ‖2H−1/2 +
µ
4
‖ψ‖2
H1/2
.
We return to (4.11) and combine I − III with (4.1) which is the standing hypotheses (H6) and
Sobolev embedding estimate
1
2
d
ds
‖ψ‖2
H1/2
+
κ
2
‖ψ‖2
H
γ+1
2
+
µ
2
‖ψ‖2
H1/2
≤ µ‖ζ‖2
H−1/2
≤ Cµ‖ζ‖2Hσ ≤ Cµ‖ζ‖2X .
We apply Gronwall’s inequality between [s0, s], and observe that ‖ψ(s0)‖H1/2 is bounded for any
s0 ∈ R. Thus, by taking s0 → −∞, we obtain
‖W (v1)−W (v2)‖2H−1/2 = ‖Λ−1δ‖2H1/2 = ‖ψ(s)‖2H1/2 ≤ C‖ζ‖2X , (4.12)
for some absolute constant C > 0. In particular, we have
‖SmW (v1)(s)− SmW (v2)(s)‖Hσ = ‖Smw1(s)− Smw2(s)‖Hσ
≤ C‖Smψ(s)‖Hσ+1
≤ C2m(σ+ 12 )‖Smψ(s)‖H1/2
≤ C2m(σ+ 12 )‖ψ(s)‖H1/2
≤ C2m(σ+ 12 )‖ζ‖X = C2m(σ+
1
2
)‖v1 − v2‖X .
Thus,
‖SmW (v1)− SmW (v2)‖Y ≤ LW‖v1 − v2‖X ,
where LW = C2
m(σ+ 1
2
), as desired. 
5. A priori estimates: ǫ-independent bounds
As in section 4, we operate under the Standing Hypotheses, (H1) − (H7). For clarity, we will
indicate the origin of the conditions stated there on µ,m by emphasizing them in the propositions
in which they are needed.
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5.1. L2, m-dependent Lp, and Hσ uniform bounds. For each ǫ > 0, let wǫ ∈ C(R;V3/2) ∩
L∞(R;V2) be the unique strong solution to
∂sw
ǫ − ǫ∆wǫ + κΛγwǫ + u˜ǫ·∇wǫ = f ǫ − µSm(wǫ − v), u˜ǫ = R⊥wǫ, v ∈ B4RX (0), (5.1)
where R > 0 is given by (3.4). We state the following three propositions, which furnish ǫ-
independent, but m-dependent bounds for the family {wǫ}ǫ>0. These bounds were invoked in
Step 3 of the proof of Proposition 4.1 to ensure that the limiting function, w ∈ Y , of a subsequence
of (wǫ)ǫ>0 exists. Their proofs follow exactly as in those of the corresponding propositions in [36]
and the fact that wǫ(s0)e
−ǫ(s−s0) → 0 as s0 → −∞, in the respective topology (cf. Propositions 6,
7, and 9 of [36]). However, to show that the limiting function w is a unique solution, so that the
map W : v 7→ w is well-defined, we ultimately require estimates that are m-independent. We deal
with this issue in section 5.2.
Let FH−γ/2 ,ΘHσ given by (2.19) and (2.20), respectively. Define
G2L2 := C
(
κ
µ
F 2
H−γ/2
+Θ2Hσ
)
. (5.2)
Proposition 5.1. Assume that (H1) − (H7) hold and let wǫ be the solution of (5.1). There exist
absolute constants C0, c0 > 0 with c0 depending on C0 such that if (5.2) holds with C = C0 and the
first part of the hypotheses (H7) is satisfied, namely, µ and m satisfy
2mγ ≥ c0µ
κ
, (5.3)
then
sup
s∈R
‖wǫ(s)‖L2 ≤ GL2 . (5.4)
Moreover, the following energy inequality holds:
‖wǫ(s2)‖2L2 + κ
∫ s2
s1
‖wǫ(τ)‖2
Hγ/2
dτ ≤ ‖wǫ(s1)‖2L2 + µ(s2 − s1)G2L2 , −∞ < s1 < s2 <∞. (5.5)
Let FLp , GL2 be given as in (2.18) and (5.2), respectively. Define
G˜pLp := C
(
κp
µp
(
F pLp +
(
GL2
p
)p)
+ΘpLp + C(m, p)
pGp
L2
)
, (5.6)
where C > 0 is an absolute constant (to be specified) and
C(m, p)p := 2m(p−2).
Proposition 5.2. Assume that (H1) − (H7) hold and let wǫ be the solution of (5.1). There exist
absolute constants C0, c0, independent of m, with c0 depending on C0, such that if (5.6) holds with
C = C0, then for σ, p given by (H3), we have
sup
s∈R
‖wǫ(s)‖Lp ≤ pµ
κ
G˜Lp . (5.7)
Finally, let GL2 be given as in (5.2) and ΘHσ by (2.20). Define
FHσ−γ/2 :=
1
κ
‖f‖Hσ−γ/2 , Ξr,α := C
(
sups∈R‖wǫ(s)‖Lr
κ
) 2α
γ−1−2/r
, (5.8)
and
G˜2Hσ := C
(
κ
µ
F 2
Hσ−γ/2
+Θ2Hσ + Ξp,σG
2
L2
)
. (5.9)
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Proposition 5.3. Assume that (H1)− (H7) hold and let wǫ be the solution of (5.1). There exists
absolute constants C0, c0 > 0, with c0 depending on C0 such that if (5.8), (5.9) hold with C = C0,
and the first part of the standing hypotheses (H7) is satisfied, namely, µ and m satisfy
2γm ≥ c0µ
κ
, (5.10)
then
sup
s∈R
‖wǫ(s)‖Hσ ≤ G˜Hσ ,
and
κ
∫ s2
s1
‖wǫ(τ)‖2
Hσ+γ/2
dτ ≤ ‖wǫ(s1)‖2Hσ + Ξp,σG2L2 + µ(s2 − s1)G˜2Hσ , −∞ < s1 < s2 <∞.
Remark 5.1. Note that we denote G˜Lp , G˜Hσ , decorated with ∼, to emphasize the potential depen-
dence on m. Indeed, if one applies the bounds of Proposition 5.2 to those in Proposition 5.3, then
G˜Hσ will also depend on m.
As we mentioned earlier, although the bounds of Proposition 5.2 and 5.3 are ǫ-independent, they
are still insufficient to show that the map W : v 7→ w is Lipschitz as a map from B4RX (0)→ H−1/2,
or even well-defined as a map from B4RX (0) → Y . Indeed, without improved bounds, we would
instead have G˜Lp = G˜Lp(m,µ) in place of GLp , which is independent of m and µ (see (5.13)); this
would make it impossible to simultaneously satisfy (4.1), which is the standing hypotheses (H6),
and (4.2), which is the standing hypotheses (H7). For this reason, we will furthermore show that
ǫ-independent L∞-bounds are available for the family {wǫ}. In section 5.3, we finally show that
these L∞ bounds can be used to obtain a proper refinement of Proposition 5.2 and 5.3 to furnish
bounds which are independent of ǫ,m, and µ.
5.2. L∞ estimates. In this section, we obtain the desired L∞-bounds for wǫ by De Giorgi iteration.
Our estimates will follow along the lines of [7]. We emphasize again that we will assume that the
Standing Hypotheses (H1)− (H7) hold throughout and that wǫ is the solution of (5.1).
We will obtain estimates for sups∈R‖wǫ(s)‖L∞ that are independent of ǫ and m. In particular,
our main claim in this section is the following.
Proposition 5.4. Assume that (H1) − (H7) hold and let wǫ be the solution of (5.1). Let ρ0 > 0.
There exist absolute constants C0, c0 > 0, with c0 depending on C0, such that if
sup
s∈R
‖v(s)‖Lp ≤ ρ0, (5.11)
for some 1 − σ < 2/p < γ − 1, which is the standing hypotheses (H3), and the first part of the
standing hypotheses (H7) is satisfied, namely, µ and m satisfy
2mγ ≥ c0µ
κ
,
then for any δ∞ > 0, we have
sup
s∈R
‖wǫ(s)‖L∞ ≤ C
(
max
{
1
δ∞κ
,
µ
κ
(
κ
µ
FLp + ρ0 + 1
)}(
U
γ
2
0 + U
γ
2
− 1
p
0
)) 1
γ− 2p , (5.12)
where U0 ≤ 4µδ∞G2L2 .
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Observe that by (H3), the Sobolev embedding theorem, and (H5) we have
sup
s∈R
‖v(s)‖Lp ≤ 4R.
Thus, by letting ρ0 = 4R, δ∞ = 1/µ in Proposition 5.4, and
GLp :=
κ
µ
FLp +ΘHσ and M∞ := C
(µ
κ
) 1
γ− 2p
[(
κ
µ
FLp + ρ0 + 1
)(
U
γ
2
0 + U
γ
2
− 1
p
0
)] 1
γ− 2p , (5.13)
where U0 ≤ 4µδ∞G2L2 , we immediately obtain the following:
Corollary 5.4.1. Assume that (H1) − (H7) hold and let wǫ be the solution of (5.1). If the first
part of the standing hypotheses (H7) is satisfied, namely, µ and m satisfy
2mγ ≥ c0µ
κ
,
then
sup
s∈R
‖wǫ(s)‖L∞ ≤M∞, (5.14)
where M∞ is given as in (5.13).
Before proving Proposition 5.4, we make the following reduction. Observe that it suffices to
consider restrictions of wǫ, i.e.,
wǫk = w
ǫ|[−k,∞), k > 0, (5.15)
and to establish (5.12) with constants independent of k. We will then derive a level-set energy
inequality, which we will exploit in the proof of Proposition 5.4 to obtain L∞ estimates on wǫk(s),
which are uniform in s ∈ R and ǫ, k > 0.
To this end, given λ > 0, we define
ϕ(ξ) := (ξ − λ)1{ξ>λ} = max{ξ − λ, 0} = (ξ − λ)+. (5.16)
Define also the vector function Φ(ξ) by
Φ(ξ) := (ϕ(ξ), ϕ(−ξ)). (5.17)
Then we will prove the following using De Giorgi techniques as in [7]:
Proposition 5.5. Assume that (H1) − (H7) hold and let wǫ be the solution of (5.1). Let λ > 0
and ϕ,Φ be given by (5.16), (5.17), respectively. Let k > 0 and s0 ≥ −k. There exists an absolute
constant c0 > 0, independent of λ, k, s0, such that if the first part of the standing hypotheses (H7)
is satisfied, namely, µ and m satisfy
2γm ≥ c0µ
κ
, (5.18)
then
‖Φ(wǫk)(s2)‖2L2+κ
∫ s2
s1
‖Φ(wǫk)(τ)‖2H˙γ/2 dτ
≤‖Φ(wǫk)(s1)‖2L2 + 2
√
2
∫ s2
s1
∫
T2
|f + µSmv(τ)| |Φ(wǫk)(τ)| dτ
+ 2µ
∫ s2
s1
∫
T2
S (wǫk)λS˜ϕ(w
ǫ
k) dτ + 2µ
∫ s2
s1
∫
T2
S (−wǫk)λS˜ϕ(−wǫk) dτ,
(5.19)
holds for all s0 < s1 ≤ s2 <∞, where S , S˜ are given by (2.14).
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To prove this, we will make use of the following elementary decomposition.
Lemma 5.5.1. Let λ > 0 and ϕ be given by (5.16). Let g be a Lebesgue measurable function over
T
2. Define
gλ := g1{|g|≤λ} + λ
(
1{g>λ} − 1{−g>λ}
)
. (5.20)
Then
|gλ| ≤ λ, (5.21)
and
g = ϕ(g) − ϕ(−g) + gλ, (5.22)
where ϕ is defined by (5.16).
Proof. The bound (5.21) follows from the fact that {|g| ≤ λ}, {g > λ}, {−g > λ} forms a partition
of T2. On the other hand, by definition of (5.16) and (5.20), observe that
g = g1{|g|≤λ} + g1{|g|>λ} = g1{|g|≤λ} + g1{g>λ} + g1{−g>λ} = ϕ(g) − ϕ(−g) + gλ.

Proof of Proposition 5.5. For convenience, we will simply denote wǫk by w. Before performing the
estimates, we make the following three observations.
Firstly, since ϕ′(ξ) = 1[ξ>λ] a.e. ξ, it follows that
ϕ′(ξ)ϕ(ξ) = ϕ(ξ) a.e. ξ. (5.23)
Secondly, since w is periodic, ϕ(w) is also periodic, so that
−
∫
T2
∆wϕ(w)ϕ′(w) = −
∫
T2
∆wϕ(w) =
∫
T2
|∇w|2ϕ′(w) ≥ 0. (5.24)
Thirdly, observe that
−Smw = Tmw − w = Tmw − (w − λ)− λ. (5.25)
We now proceed with the following energy estimates. Multiplying (5.1) by ϕ′(w)ϕ(w), integrating
in x, and applying (5.23)-(5.25), we obtain
1
2
d
ds
∫
T2
ϕ2(w) + κ
∫
T2
(Λγw)ϕ′(w)ϕ(w) + µ
∫
T2
ϕ2(w) + µλ
∫
T2
ϕ(w)
= −
∫
T2
((u˜·∇)w)ϕ′(w)ϕ(w) +
∫
T2
(f + µSmv)ϕ(w) + µ
∫
T2
Tmwϕ(ω)
= I + II + III (5.26)
We claim that I = 0. Indeed, since ∇· u˜ = 0, we have
1
2
∂j(u˜jϕ
2(w)) =
1
2
(∂j u˜j)ϕ
2(w) + u˜jϕ(w)∂j(ϕ(w)) = u˜jϕ(w)ϕ
′(w)∂jw,
where we have summed over repeated indices. It then follows that
(u˜·∇w)ϕ′(w)ϕ(w) = 1
2
∇· (u˜ϕ2(w)), (5.27)
which implies that I = 0. For the term III, we apply Lemma 5.5.1, so that
|wλ| ≤ λ and w = ϕ(w) − ϕ(−w) +wλ. (5.28)
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Hence, by Cauchy-Schwarz we have
III = µ
∑
j>m
∫
T2
(△jwλ)(△˜jϕ(w)) + µ
∫
T2
(Tmϕ(w) − Tmϕ(−w))ϕ(w)
≤ µ
∫
T2
(Swλ)(S˜ ϕ(w)) + µ
∫
T2
(Tmϕ(w) − Tmϕ(−w))ϕ(w) . (5.29)
We treat the dissipation term in (5.26) by invoking (5.23) and Proposition 2.4, so that∫
T2
(Λγw)ϕ(w)ϕ′(w) =
∫
T2
(Λγw)ϕ(w) ≥
∫
T2
(Λγϕ(w))ϕ(w) =
∫
T2
∣∣∣Λγ/2ϕ(w)∣∣∣2 = ‖ϕ(w)‖2
H˙γ/2
.
(5.30)
Combining (5.27), (5.29), and (5.30) we arrive at
1
2
d
ds
‖ϕ(w)‖2L2 + κ‖ϕ(w)‖2H˙γ/2 + µ‖ϕ(w)‖2L2 + λµ‖ϕ(w)‖L1
≤ II + µ
∫
T2
SwλS˜ϕ(w) + µ
∫
T2
(Tmϕ(w) − Tmϕ(−w))ϕ(w) (5.31)
We now apply the same argument in deriving (5.31) with −w, replacing w. Indeed, observe that
−w satisfies
∂s(−w)− ǫ∆(−w) + κΛγ(−w)− (−u˜)·∇(−w) = −f − µSm(−w − (−v)).
Since
−
∫
T2
(∆(−w))ϕ(−w)ϕ′(−w) = −
∫
T2
(∆(−w))ϕ(−w) =
∫
T2
|∇(−w)|2ϕ′(−w) ≥ 0, (5.32)
also holds, we may argue as before to arrive at
1
2
d
dt
‖ϕ(−w)‖2L2 + µ‖ϕ(−w)‖2L2 + κ‖ϕ(−w)‖2H˙γ/2 + λµ‖ϕ(−w)‖L1
≤ −
∫
T2
(f + µSmv)ϕ(−w)
+ µ
∫
T2
S (−w)λS˜ ϕ(−w) − µ
∫
T2
(Tmϕ(w) − Tmϕ(−w))ϕ(−w) . (5.33)
Adding (5.31) and (5.33), and using (5.17) we obtain
1
2
d
dt
‖Φ(w)‖2L2 + κ‖Φ(w)‖2Hγ/2 + µ‖Φ(w)‖2L2 ≤µ
∫
T2
(Tmϕ(w) − Tmϕ(−w)) (ϕ(w) − ϕ(−w))
+ µ
∫
T2
(Swλ)(S˜ ϕ(w)) + µ
∫
T2
(S (−w)λ)(S˜ ϕ(−w))
+
∫
T2
(f + µSmv) (ϕ(w) − ϕ(−w)) , (5.34)
where S , S˜ are given by (2.14). We focus on the first term on the right-hand side of (5.34). Observe
that we may estimate as we did for II in the proof of Proposition 4.2 to obtain
µ
∫
T2
Tmϕ(w)ϕ(w) ≤ κ
16
‖ϕ(w)‖2
H˙γ/2
+
C
2mγ
µ2
κ
‖ϕ(w)‖2L2 .
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Similarly
µ
∫
T2
Tmϕ(−w)ϕ(w) ≤ κ
16
‖ϕ(−w)‖2
H˙γ/2
+
C
2mγ
µ2
κ
‖ϕ(w)‖2L2 ,
µ
∫
T2
Tmϕ(w)ϕ(−w) ≤ κ
16
‖ϕ(w)‖2
H˙γ/2
+
C
2mγ
µ2
κ
‖ϕ(−w)‖2L2 ,
µ
∫
T2
Tmϕ(−w)ϕ(−w) ≤ κ
16
‖ϕ(−w)‖2
H˙γ/2
+
C
2mγ
µ2
κ
‖ϕ(−w)‖2L2 .
We may therefore absorb these four terms into the left-hand side of (5.34) provided that (5.18), i.e.,
the first part of the standing hypothesis (H7), holds. Hence, we arrive at
d
ds
‖Φ(w)‖2L2 + κ‖Φ(w)‖2Hγ/2 ≤2µ
∫
T2
SwλS˜ ϕ(w) + 2µ
∫
T2
S (−w)λS˜ϕ(−w)
+ 2
∫
T2
(f + µSmv) (ϕ(w) − ϕ(−w)) .
(5.35)
Finally, integrating (5.35) over [s1, s2] and applying Cauchy-Schwarz yields (5.19), thus completing
the proof of Proposition 5.5. 
To prove Proposition 5.4, we will make use of the following three lemmas. To help make clear
the ideas surrounding Proposition 5.4, we will defer the elementary proofs of the first two lemmas
to the appendix. However, we prove the third as it is central to the technique we use.
Lemma 5.5.2. Suppose {gn}, {hn}, {χgn}, {χhn} are families of non-negative functions over R and
for all n ≥ 0 satisfy:
(1) gn ≤ gn−1 and hn ≤ hn−1;
(2) χgn+1 ≤ Cngn and χhn+1 ≤ Cnhn, for some absolute constants Cn > 0;
(3) gn(ξ) 6= 0 implies χgn(ξ) ≥ 1;
(4) hn(ξ) 6= 0 implies χhn(ξ) ≥ 1.
Let 1 < P,Q <∞, α ∈ (0, 1), and γ ∈ (1, 2) satisfy
1
P +Q
=
1
2
(1− α) + (2− γ)
4
α. (5.36)
Then
‖(gn, hn)‖PLP ≤ CQn ‖(gn−1, hn−1)‖
(1−α)(P+Q)
L2
‖(gn−1, hn−1)‖α(P+Q)Hγ/2 . (5.37)
We will derive a particular nonlinear iteration inequality for the quantity Un as defined by (5.40).
This inequality will ensure that Un → 0 under certain conditions, which ultimately implies L∞
bounds. We note that such an inequality was also used in [4, 6], but for our purposes we must
carefully track of the dependence on certain parameters.
Lemma 5.5.3. Let {Vn}n≥0 be a sequence of positive numbers. Suppose there exist M > 0, a >
0, b > 0,K > 0, and dj > 0 , for j = 1, 2, . . . ,K, such that d = min{d1, d2, ..., dK} > 32 and
Vn ≤ C 2
na
M b
K∑
j=1
V
dj
n−1,
holds for all n ≥ 1. Let
y0 :=
3a
2d− 3 .
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There exists an absolute constant c0 > 0 such that if M satisfies
M ≥ C0max

(
22(a+y0)
∑K
j=1 V
dj
1
V0
)1
b
,
(∑K
j=1 V
dj
0
V0
) 1
b
 ,
then
Vn ≤ V0
2ny0
,
holds for all n ≥ 2. Moreover, if V1 ≤ V0 then it suffices to choose M to satisfy
M ≥ C0
22(a+y0) K∑
j=1
V
dj−1
0
 1b .
Finally, the third lemma provides control of higher level-set truncations in terms of lower ones.
Lemma 5.5.4. Let M ≥ 0. For each n ≥ 0, define the truncation levels λn by
λn :=M(1− 2−n),
and truncation number n by
ϕn(ξ) := (ξ − λn)1{ξ>λn}.
Then
ϕn(ξ) ≤ ϕn−1(ξ) and 1{ξ>λn} ≤
2n
M
ϕn−1(ξ), (5.38)
Proof. Simply observe that λn − λn−1 = M2−n, so that λn ≥ λn−1 and {ξ > λn} = {ξ − λn−1 >
M2−n} ⊂ {ξ > λn−1}. It immediately follows that ϕn(ξ) ≤ ϕn−1(ξ) and
1{ξ>λn} = 1{ξ−λn−1>M2−n} ≤
2n
M
(ξ − λn−1)1{ξ−λn−1>0},
as desired. 
Finally, we are ready to prove Proposition 5.4.
Proof of Proposition 5.4. Recall that the goal is to show that the solution wǫ of (5.1) satisfies L∞
bounds independent of ǫ,m.
Let M ≥ 1 and δ∞ > 0. Fix an arbitrary k ∈ R and let
s∞ := −k + δ∞ > −k. (5.39)
Let s0 = −k. Define
sn := −k + δ∞(1− 2−n) and In−1 = [sn−1, sn], n ≥ 1.
In light of (5.17), we denote by Φn(ξ) the vector field given by
Φn(ξ) := (ϕn(ξ), ϕn(−ξ)),
where ϕn is given as truncation number n with truncation levels λn given as in Lemma 5.5.4.
Let w = wǫ|[−k,∞]. We consider the energy level sets, Un(S), given by
Un(S) := sup
sn≤s≤S
‖Φn(w)(s)‖2L2 + κ
∫ S
sn
‖Φn(w)(τ)‖2Hγ/2 dτ, (5.40)
22 MICHAEL S. JOLLY1†, VINCENT R. MARTINEZ2, TURAL SADIGOV3, AND EDRISS S. TITI4
and set S = s∞. Observe that if Un(s∞)→ 0, as n→∞, then ‖w(s∞)‖L∞ ≤M . We will show that
Un(s∞) satisfies a nonlinear iteration inequality that will imply Un(s∞) converges to 0, as n→∞.
From now on, for convenience, let us simply denote Un = Un(s∞).
Let s ∈ In−1 and s′ ∈ [sn, s∞]. Then by Proposition 5.5 it follows that
‖Φ(w)(s′)‖2L2+κ
∫ s′
s
‖Φ(w)(τ)‖2
H˙γ/2
dτ
≤‖Φ(w)(s)‖2L2 + 2
√
2
∫ s′
s
∫
T2
|f + µSmv(τ)| |Φ(w)(τ)| dτ
+ 2µ
∫ s′
s
∫
T2
S (w)λS˜ ϕ(w) dτ + 2µ
∫ s2
s1
∫
T2
S (−w)λS˜ ϕ(−w) dτ
≤‖Φn(w)(s)‖2L2 + 2
√
2
∫ s∞
sn−1
∫
T2
|f + µSmv(τ)| |Φn(w)(τ)| dτ
+ 2µ
∫ s∞
sn−1
∫
T2
S (wλn)S˜wn dτ + 2µ
∫ s∞
sn−1
∫
T2
S (−w)λnS˜ (−w)n dτ,
where wλn is defined as in (5.20). Therefore, since [sn, s∞] ⊂ [sn−1, s∞], upon taking the supremum
over all s′ ∈ (sn, s∞] we obtain
Un ≤‖Φn(w)(s)‖2L2 + 2
√
2
∫ s∞
sn−1
∫
T2
|f + µSmv(τ)| |Φn(w)(τ)| dτ
+ 2µ
∫ s∞
sn−1
∫
T2
S (wλn)S˜wn dτ + 2µ
∫ s∞
sn−1
∫
T2
S (−w)λnS˜ (−w)n dτ. (5.41)
Upon taking time averages in s of (5.41) over the interval In−1, we obtain
Un ≤ 2
n
δ∞
∫ s∞
sn−1
‖Φn(w)(τ)‖2L2 dτ + 2
√
2
∫ s∞
sn−1
∫
T2
|f + µSmv(τ)| |Φn(w)(τ)| dτ
+ 2µ
∫ s∞
sn−1
∫
T2
S (wλn)S˜ (ϕn(w)) dτ + 2µ
∫ s∞
sn−1
∫
T2
S ((−w)λn)S˜ (ϕn(−w)) dτ.
=I + II + III + IV.
It will suffice to estimate I − III since IV is similar to III.
For I, we apply Lemma 5.5.2 with gn = ϕn(w), hn = ϕn(−w), χgn = 1[w>λn], χhn = 1[−w>λn],
and Cn = 2
n/M . This choice is valid by (5.38). Thus, from (5.37) and (5.36) with P = 2 and
Q = γ, we have α = 2/(2 + γ) and
‖Φn(w)‖2L2 ≤ C
2nγ
Mγ
‖Φn−1(w)‖γL2‖Φn−1(w)‖2Hγ/2 ,
Therefore, upon returning to I, we have
I =
2n
δ∞
∫ s∞
sn−1
‖Φn(w)(τ)‖2L2 dτ ≤
2n
δ∞
∫ s∞
sn−1
C
2nγ
Mγ
‖Φn−1(w)‖γL2‖Φn−1(w)‖2Hγ/2
≤ C
δ∞κ
2n(γ+1)
Mγ
(
sup
sn−1≤s≤s∞
‖Φn−1(w)(s)‖γL2
)∫ s∞
sn−1
‖Φn−1(w)‖2Hγ/2
≤ C
δ∞κ
2n(γ+1)
Mγ
U
γ/2
n−1Un−1. (5.42)
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For II, let p > 2 and p′ the Ho¨lder conjugate of p, so that 1 < p′ < 2. We recall that ‖v‖Lp ≤ ρ0
by (5.11). Then by Ho¨lder’s inequality, Bernstein’s inequality, and Lemma 5.5.2 with P = p′ and
Q = 2 + p′(γ − 1) and (5.36), so that α = 2(1 +Q/p′)−1, we have
II ≤ C (‖f‖Lp + µρ0)
∫ s∞
sn−1
‖Φn(w)(τ)‖Lp′ dτ
≤ C (‖f‖Lp + µρ0) 2
nQ/p′
MQ/p′
∫ s∞
sn−1
‖Φn−1(w)(τ)‖(1−α)(1+Q/p
′)
L2
‖Φn−1(w)(τ)‖α(1+Q/p
′)
H˙γ/2
dτ
≤ C
(
FLp +
µ
κ
ρ0
) 2n(2/p′+γ−1)
M2/p
′+γ−1
U
1/p′+γ/2−1
n−1 Un−1.
We are left with III. By (5.21), we have |wλn | ≤ λn ≤ M , so that by Ho¨lder’s inequality and
Proposition 2.2, we obtain
III ≤ 2µc22.15
∫ s∞
sn−1
‖wλn(τ)‖Lp‖φn(w)(τ)‖Lp′ dτ
≤ 2(2π)2/pµc22.15M
∫ s∞
sn−1
(∫
T2
|φn(w)(τ)|p′
)1/p′
dτ.
Then proceeding as in the proof of Lemma 5.5.2, we may interpolate with P = p′ and Q = 2 +
p′(γ − 1), and apply a Sobolev embedding to arrive at
III ≤ Cµ
κ
2n(2/p
′+γ−1)
M2/p′+γ−2
U
1/p′+γ/2−1
n−1 Un−1.
We estimate IV similarly.
Therefore, upon combining I − IV and using the fact that M ≥ 1, we arrive at the following
nonlinear iteration inequality
Un ≤ C
δ∞κ
2n(γ+1)
Mγ
U
1+γ/2
n−1 + C2
n(1+γ−2/p)
(
FLp +
µ
κρ0
M1+γ−2/p
+
µ
κ
Mγ−2/p
)
U
1+γ/2−1/p
n−1 ,
≤ CA2
n(γ+1)
Mγ−2/p
(U
1+γ/2
n−1 + U
1+γ/2−1/p
n−1 ), (5.43)
where
A := max
{
1
δ∞κ
, FLp +
µ
κ
ρ0 +
µ
κ
}
.
We claim that M can be chosen large enough, depending on U0 and U1, so that Un → 0 as
n→∞. Note that if U0 = 0, then we get an L∞ bound automatically. Thus we assume that U0 > 0
in the subsequent discussion. We apply Lemma 5.5.3 with
a = γ + 1, b = γ − 2
p
, k = 2, d1 = 1 +
γ
2
, d2 = 1 +
γ
2
− 1
p
.
Note that d = 1 + γ2 − 1p > 32 due to the Standing Hypotheses (H3). In addition, Un is a non-
increasing sequence, thus in particular U1 ≤ U0. By Lemma 5.5.3, we obtain that if
M ≥ C
A2 4(γ+1)(1+ γ2− 1p )γ− 2p−1 (U γ20 + U γ2− 1p0 )
 1γ− 2p , (5.44)
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then
Un ≤ U0
2ny
,
for all n ≥ 2, where y = 3γ+3
γ− 2
p
> 0. Thus, Un →∞, as n→ 0.
The fact that Un → 0 as n→∞ then implies that
|w(x, k + δ∞)| = |w(x, s∞)| ≤M, a.e. x ∈ T2. (5.45)
Since k ∈ R was taken fixed and arbitrary, we have that (5.45) holds for every k ∈ R. Hence,
‖w(s)‖L∞ ≤M , for all s ∈ R, as desired.
5.3. Refinement of Lp, Hσ estimates. In this section, we show how the Lp estimate can be
refined to be independent of both m and µ, provided that m is chosen large enough. This is afforded
by the m-independent L∞ estimate provided by Proposition 5.4. Once we have done this, we can
similarly refine the estimates provided by Proposition 5.3. As before, we will assume that the
Standing Hypotheses (H1)− (H7) hold throughout and that wǫ is the solution of (5.1).
Let GL2 be given as in (5.2), FHσ−γ/2 by (5.8), Θσ by (2.20), and GLp ,M∞ by (5.13). Define
G2σ,∞ := C
(
F 2
Hσ−γ/2
+Θ2σ +
(
M∞
κ
) 2σ
γ−1−2/p
G2L2
)
. (5.46)
Proposition 5.6. Assume that (H1) − (H7) hold and let wǫ be the solution of (5.1). There exist
absolute constants C0, c0 > 0, with c0 depending on C0 such that if (5.46) holds with C = C0, and
µ and m satisfy
2mγ ≥ c0µ
κ
and 2m ≥ c0
(
Gσ,∞
GLp
)1/(1−2/p−σ)
, (5.47)
then
sup
s∈R
‖wǫ(s)‖Lp ≤ C0GLp . (5.48)
Proof. Let s0 ∈ R. For convenience, we denote wǫ simply by w. We multiply (4.3) by w|w|p−2 and
integrate over T2 to obtain
1
p
d
ds
‖w‖pLp−ǫ
∫
T2
∆ww|w|p−2 + κ
∫
T2
w|w|p−2Λγw
=
∫
T2
fw|w|p−2 − µ
∫
T2
w|w|p−2Smw + µ
∫
T2
w|w|p−2Smv . (5.49)
Observe that an integration by parts yields
−
∫
T2
w|w|p−2∆w = (p − 1)
∫
T2
|∇w|2|w|p−2 ≥ 0. (5.50)
We use the positivity of Λγ from Proposition 2.3 and of −∆ from (5.50), then extract a damping
term from the interpolant operator on the right-hand side, and apply Ho¨lder’s inequality to the
term with f to obtain
1
p
d
ds
‖w‖pLp + µ‖w‖pLp ≤ ‖f‖Lp‖w‖p−1Lp + µ
∫
T2
(Tmw)w
p−1 + µ
∫
T2
(Smv)w
p−1 ,
≤ I + II + III, (5.51)
where Tm is defined in (2.12).
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We estimate III as
III ≤ µ‖Smv‖Lp‖wp−1‖Lp/(p−1) ≤ CµΘHσ‖w‖p−1Lp . (5.52)
We estimate II with Proposition 5.3 and the Bernstein inequalities as
II ≤ µ
∑
j>m
‖△jw‖Lp‖w‖p−1Lp
≤ Cµ
∑
j>m
2j(1−2/p−σ)(2jσ‖△jw‖L2)‖w‖p−1Lp
≤ CµAσ,p(m)‖w‖Hσ‖w‖p−1Lp , (5.53)
where
Aα,r(m) := 2
m(1−2/r−α). (5.54)
Note that (H3) imposes 1 − σ < 2/p, which ensures that Aσ,p(m) → 0 as m → ∞. Also, observe
that by Proposition 5.3, Corollary 5.4.1, and (5.46), we have
‖w(s)‖Hσ ≤ G˜Hσ ≤ Gσ,∞, ∀s ∈ R.
Hence, by applying I − III in (5.51) we obtain
d
ds
‖w(s)‖Lp + µ‖w(s)‖Lp ≤‖f‖Lp +CµΘHσ + CµAσ,p(m)Gσ,∞, ∀s > s0.
From (5.13) and Gronwall’s inequality applied over [s0, s] we have
‖w(s)‖Lp ≤‖w(s0)‖Lpe−µ(s−s0) + C (GLp +Aσ,p(m)Gσ,∞) (1− e−µ(s−s0)), s ∈ R.
Therefore, by applying Corollary 5.4.1 to bound ‖w(s0)‖Lp and having chosen m such that the
second condition in (5.47) holds, we arrive at
‖w(s)‖Lp ≤ CGLp , s > s0 + µ−1 log
(
CM∞
GLp
)
, (5.55)
for some absolute constant C > 0. Since s0 ∈ R is arbitrary, we may send s0 → −∞, which
completes the proof. 
Combining Proposition 5.6 with Proposition 5.3, we immediately obtain m-independent bounds
in Hσ. We point out that these bounds are also µ-independent since µ is taken to be large with
respect to κ (see (4.1)).
Let GL2 be given as in (5.2), FHσ−γ/2 by (5.8), Θσ by (2.20), and GLp by (5.13). Define
G2Hσ := C
(
F 2
Hσ−γ/2
+Θ2Hσ +
(
GLp
κ
)2σ/(γ−1−2/p)
G2L2
)
. (5.56)
Corollary 5.6.1. Assume the hypotheses of Proposition 5.6. Then there exist absolute constants
C0, c0 > 0, with c0 depending on C0, such that if (5.56) holds with C = C0 and µ,m satisfy (5.47),
then
sup
s∈R
‖wǫ(s)‖Hσ +
∫ ∞
−∞
‖wǫ(s)‖2
Hσ+γ/2
ds ≤ GHσ . (5.57)
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Remark 5.2. With Corollary 5.6.1, we have furnished bounds for wǫ, which are independent of ǫ.
It is precisely these bounds, in conjunction with the Aubin-Lions lemma and a diagonal argument,
that we invoke in Step 3 of the proof of Proposition 4.1, that allow us to deduce the existence
of a subsequence (wǫj )j>0 that converges to some w ∈ C(R;Vσ˜), for σ˜ < σ, and satisfies w ∈
L∞(R;Vσ) ∩ L2(R;Vσ+γ/2).
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Appendix A. Proofs of Lemmas 5.5.2 and 5.5.3
We now supply the proofs of Lemmas 5.5.2 and 5.5.3. For convenience, we also restate them here.
Lemma A.1. Suppose {gn}, {hn}, {χgn}, {χhn} are families of non-negative functions over R and
for all n ≥ 0 satisfy:
(1) gn ≤ gn−1 and hn ≤ hn−1;
(2) χgn+1 ≤ Cngn and χhn+1 ≤ Cnhn, for some absolute constant Cn > 0;
(3) gn(ξ) 6= 0 implies χgn(ξ) ≥ 1;
(4) hn(ξ) 6= 0 implies χhn(ξ) ≥ 1.
Let 1 < P,Q <∞, α ∈ (0, 1), and γ ∈ (1, 2) satisfy
1
P +Q
=
1
2
(1− α) + (2− γ)
4
α. (A.1)
Then
‖(gn, hn)‖PLP ≤ CQn ‖(gn−1, hn−1)‖
(1−α)(P+Q)
L2
‖(gn−1, hn−1)‖α(P+Q)Hγ/2 . (A.2)
Proof. Observe that
‖(gn, hn)‖PLP =
∫ (
g2n + h
2
n
)P/2
≤
∫ (
g2n−1χ
2Q/P
gn + h
2
n−1χ
2Q/P
hn
)P/2
≤ CQn
∫ (
g
2(1+Q/P )
n−1 + h
2(1+Q/P )
n−1
)P/2
≤ CQn
∫ (
g2n−1 + h
2
n−1
)(P+Q)/2
≤ CQn ‖(gn−1, hn−1)‖P+QLP+Q .
With α ∈ (0, 1) satisfying (A.1), by interpolation we have
‖(gn−1, hn−1)‖LP+Q ≤ ‖(gn−1, hn−1)‖1−αL2 ‖(gn−1, hn−1)‖αL4/(2−γ) ,
Thus, by a Sobolev embedding
‖(gn, hn)‖PLP ≤ CQn ‖(gn−1, hn−1)‖
(1−α)(P+Q)
L2
‖(gn−1, hn−1)‖α(P+Q)Hγ/2 ,
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which is precisely (A.2). 
Lemma A.2. Let {Vn}n≥0 be a sequence of positive numbers. Suppose there exist M > 0, a >
0, b > 0,K > 0, and dj > 0 , for j = 1, 2, . . . ,K, such that d = min{d1, d2, ..., dK} > 32 and
Vn ≤ C 2
na
M b
K∑
j=1
V
dj
n−1,
holds for all n ≥ 1. Let
y0 :=
3a
2d− 3 .
There exists an absolute constant c0 > 0 such that if M satisfies
M ≥ C0max

(
22(a+y0)
∑K
j=1 V
dj
1
V0
)1
b
,
(∑K
j=1 V
dj
0
V0
) 1
b
 ,
then
Vn ≤ V0
2ny0
,
holds for all n ≥ 2. Moreover, if V1 ≤ V0 then it suffices to choose M to satisfy
M ≥ C0
22(a+y0) K∑
j=1
V
dj−1
0
 1b .
Proof. We prove the claim by induction. First, we show that the assertion is correct at n = 2.
V2 ≤ C2
2a
M b
K∑
j=1
V
dj
1
≤ V0
22y0
C22(a+y)
∑K
j=1 V
dj
1
V0
1
M b
≤ V0
22y0
,
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where the last inequality is due to the choice of M . We assume the assertion is correct at step n.
Then,
Vn+1 ≤ C2
(n+1)a
M b
K∑
j=1
V
dj
n
≤ C2
(n+1)a
M b
K∑
j=1
(
V0
2ny0
)dj
=
C2(n+1)a
M b2ny0d
K∑
j=1
V
dj
0
≤ V0
2(n+1)y0
C
∑K
j=1 V
dj
0
V0
1
M b
≤ V0
2(n+1)y0
,
where we use the definition of y and the fact that d > 32 . The last inequality is due to the choice of
M . If we also assume that V1 ≤ V0, then
M ≥ C
22(a+y0) K∑
j=1
V
dj−1
0
 1b ,
implies that
M ≥ max
C
(
22(a+y0)
∑K
j=1 V
dj
1
V0
) 1
b
, C
(∑K
j=1 V
dj
0
V0
) 1
b
 .

Appendix B. Existence of time-periodic solutions, steady state solutions, and
determining modes & volume elements
Here we provide elementary proofs of the existence of time-periodic solutions given a time-periodic
force, the existence of steady state solutions when f is time-independent, and the existence of finitely
many determining parameters for (1.1). These results complement those found in [21] and [8], where
existence of steady state solutions is established in the case where the domain is given by the whole
space, R2, and the existence of finitely many determining modes is shown using an approach based
on the Kolmogorov dissipation wavenumber, respectively.
B.1. Time-periodic and steady state solutions. We will prove the following theorem.
Theorem 2. Let γ ∈ (1, 2), σ > 2 − γ, and p ∈ (1,∞] such that 1 − σ < 2/p < γ − 1. Let
f ∈ L∞(0,∞;Vσ−γ/2 ∩ Lp(T2)), where Z is as in (2.2). Suppose that there exists τf > 0 such that
f(t) = f(t+ τf ) a.e. t ∈ R. Then there exists θ ∈ L∞(0,∞;Vσ) ∩ L2(0,∞;Vσ+γ/2) satisfying (1.1)
such that θ(· , t) = θ(· , t+ τf ) a.e. t ≥ 0.
To prove this theorem, let us recall the following well-posedness result from [16].
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Proposition B.1 (Global existence). Let 1 < γ ≤ 2, and σ > 2 − γ. Given T > 0, suppose that
θ0 ∈ Vσ and f satisfy
f ∈ L2(0, T ;Vσ−γ/2) ∩ L1(0, T ;Lpper(T2)),
where 1− σ ≤ 2/p < γ − 1. Then there is a weak solution θ of (1.1) such that
θ ∈ L∞(0, T ;Vσ) ∩ L2(0, T ;Vσ+γ/2).
Proposition B.2 (Uniqueness). Let T > 0 and 1 < γ ≤ 2. Suppose that θ0 ∈ L2per(T2) ∩ Z and
f ∈ L2(0, T ;V−γ/2). Then for p ≥ 1, q > 0 satisfying
1
p
+
γ
2q
=
γ − 1
2
,
there is at most one solution to (1.1) such that
θ ∈ Lq(0, T ;Lpper(T2)).
Now let us prove Theorem 2. We remark that our strategy is only one way, albeit a cheap one,
to prove the existence of a time-periodic solution.
Proof of Theorem 2. Firstly, Propositions B.1 and B.2 together imply that the corresponding so-
lution operator, S(t; t0)θ0 = θ(t; t0), which denotes the solution at time t > t0 ≥ 0 to (1.1) with
S(t0; t0)θ0 = θ0 and source term initialized at f |t=t0 , is well-defined. In fact, upon inspection of
the proof of Proposition 2.8 in [42], we also have S : Hσ → Hσ is continuous for fixed t, t0 ≥ 0.
Since f ∈ L∞(0,∞;Vσ−γ/2 ∩ Lp), the same analysis as the proofs of Propositions 2.7 and 2.8 can
be applied to establish the bounds (2.18), (2.19). In particular, we have that for each t ≥ 0,
S(t; 0) : BHσ → BHσ . Since S(t; 0)θ0 ∈ L2loc(0,∞;Hσ+γ/2), for each θ0 ∈ Hσ, it follows that
S(t; 0)θ0 ∈ Hσ+γ/2 for a.e. t > 0, where Hσ+γ/2 is compactly imbedded in Hσ by the Rellich
compactness lemma. On the other hand, if we consider S(t + s, s)θ0 for s, t > 0, then we have
S(t+ s, s)θ0 ∈ Hσ+γ/2, which is again compactly imbedded in Hσ.
Hence, by the Schauder fixed point theorem, there exists θ∗ ∈ BHσ such that
θ∗ = S(τf ; 0)θ∗.
Let θ ∈ L∞loc(0,∞;Vσ) ∩ L2loc(0,∞;Vσ+γ/2) denote the unique solution of (1.1) corresponding to
initial data θ(· , 0) = θ∗(· ). Since f(t) = f(t + τf ), for all t ≥ 0, it then follows from uniqueness
(Proposition B.2) that
S(t; 0)θ∗ = S(t+ τf ; τf )θ∗ and S(t+ τf ; τf )S(τf , 0)θ∗ = S(t+ τf ; 0)θ∗. (B.1)
Therefore, invoking the fact that θ∗ = S(τf ; 0)θ∗, we deduce that
θ(t; 0) = S(t; 0)θ∗ = S(t+ τf ; τf )θ∗ = S(t+ τf ; τf )S(τf ; 0)θ∗ = S(t+ τf ; 0)θ∗ = θ(t+ τf ; 0) (B.2)
for all t ≥ 0, as claimed. 
Next, we will use Theorem 2 to establish existence of steady-state solutions to (1.1) in the
case that the external source term, f , is time-independent. We stress that this is not the most
straightforward way to show existence of steady states, but we use the previous argument about
the time periodic case to establish it.
Theorem 3. Let γ ∈ (1, 2), σ > 2− γ, and p ∈ (1,∞] such that 1− σ < 2/p < γ− 1. Suppose that
f ∈ Vσ−γ/2 ∩ Lp is time-independent. Then there exists Θ ∈ Vσ is a steady state solution of (1.1).
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Proof. Observe that for each n > 0, f = f(t) = f(t + 2−n), for all t ≥ 0. In particular f can be
viewed as a time-periodic function f ∈ L∞(0,∞;Vσ−γ/2 ∩ Lp) of period 2−n. Then as in the proof
of Theorem 2, for each n > 0, there exists a θ
(n)
0 ∈ BHσ satisfying θ(n)0 = S(2−n; 0)θ(n)0 such that
the corresponding solution, θ
(n)
∗ (t) = S(t; 0)θ
(n)
0 , of (1.1) satisfies θ
(n)
∗ (t) = θ
(n)
∗ (t + 2
−n) ∈ BHσ ,
for all t ≥ 0. By Rellich’s theorem, upon possibly passing to a subsequence, we may assume that
θ
(nk)
0 → Θ ∈ BHσ , as k →∞. Let θ∗ ∈ L∞loc(0,∞;Vσ) ∩ L2loc(0,∞;Vσ+γ/2) denote the unique strong
solution of (1.1) corresponding to initial data given by θ∗(· , 0) = Θ(· ).
For m > 0, we define tm := 2
−m. Fix k > 0 and consider ℓ > k, so that nℓ > nk. Then by
Proposition 2.8, we may apply the continuity of the solution operator to obtain
θ∗(tnk) = S(tnk ; 0)Θ = lim
ℓ→∞
S(tnk ; 0)θ
(nℓ)
0 = lim
ℓ→∞
S(2nℓ−nktnℓ ; 0)θ
(nℓ)
0 .
Observe that for nℓ − nk > 0, we have S(2nℓ−nktnℓ ; 0)θ(nℓ)0 = θ(nℓ)0 . This implies that
θ∗(tnk) = lim
ℓ→∞
θ
(nℓ)
0 = Θ, (B.3)
which holds for all k > 0. In particular, by uniqueness, it follows that
S(t+ tnk ; 0)Θ = S(t; 0)Θ, t > 0, k > 0. (B.4)
Observe that
S(t+ tnk ; 0)Θ − S(t; 0)Θ
tnk
= 0, t > 0, k > 0. (B.5)
Thus, in the limit as k → ∞, we deduce that ∂tS(t; 0)Θ = 0. In particular, S(t; 0)Θ = Θ, for all
t > 0. so that Θ is a solution to (1.1) for t > 0. Since Θ is time-independent, we are done.

B.2. Finite determining parameters. First, we define what we mean by a “determining opera-
tor” (see for instance [41]).
Definition 1. Let Jh : L
2
per(T
2) → L2per(T2) denote a linear operator. Let u and v be two global
solutions of a given system of evolution equations. Then the operator Jh is said to be determining
if
lim
t→∞
‖u(t)− v(t)‖L2 = 0,
whenever
lim
t→∞
‖Jhu(t)− Jhv(t)‖L2 = 0.
We will additionally require that the operators, Jh, satisfy Jh : H˙
β(T2)→ L2per(T2) such that
d(h) := dim(JhL
2
per) <∞, (B.6)
and
‖φ− Jhφ‖L2 ≤ Chβ‖φ‖H˙β and ‖φ− Jhφ‖H˙−β ≤ Chβ‖φ‖L2 , β ∈ (0, 1). (B.7)
Important examples of Jh satisfying the conditions (B.6) and (B.7) include the spectral projection
onto modes |k| ≤ 1/h or projection onto local spatial averages with linear mesh size h, i.e., volume
elements projection. That such examples verify (B.6) and (B.7) has been demonstrated in [36]. We
now state another version of determining projections, which in the case of spectral projection or
volume elements projection, is equivalent to Definition 1. It is the one we will make use of below in
Theorem 4 (cf. [29, 30]).
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Definition 2. Let Jh be as in Definition 1. Let u and v be two trajectories on the global attractor
of a given system of evolution equations. Then the operator Jh is said to be determining if
u(t) = v(t), t ∈ R,
whenever
Jhu(t) = Jhv(t), t ∈ R.
In this case, any basis of JhL
2
per is referred to as a set of determining parameters for the given
system.
Theorem 4. Let 1 < γ < 2 and σ > 2 − γ. Let 1 < p < ∞ satisfy 1 − σ < 2/p < γ − 1. Let
f ∈ H˙σ−γ/2per (T2) ∩ Lp(T2) and A denote the corresponding global attractor of (1.1). Let
ΘLp := sup
θ∈A
sup
t∈R
‖θ(t)‖Lp . (B.8)
Suppose that Jh satisfies (B.7) for β = 1− γ/2. Suppose θ1(· ), θ2(· ) ⊂ A. There exists an absolute
constant c0 > 0 such that if h satisfies
h−1 > c0
(
ΘLp
κ
)1/(γ−1−2/p)
, (B.9)
then θ1(t) = θ2(t), for all t ∈ R, whenever Jhθ1(t) = Jhθ2(t), for all t ∈ R.
Proof. Let Jh be given as in Definition 1. Suppose that Jhθ1(t) = Jhθ2(t) for all t ∈ R. Without
loss of generality, we may assume that σ < 1. Otherwise, σ > 1 and Hσ →֒ Hσ′ , for σ′ ≤ 1, so
that θ1, θ2 ∈ L∞(R;Hσ′). The proof closely follows that of Proposition 4.2 above, except that the
nonlinear term proceeds in a slightly different manner. Indeed, let δ = θ1 − θ2 and ψ = −Λ−1δ.
Then δ satisfies
∂tδ + κΛ
γδ +R⊥δ·∇δ +R⊥δ·∇θ2 + u2·∇δ = 0,
so that upon taking the L2 scalar product with ψ, we obtain
1
2
d
dt
‖ψ‖2
H1/2
+ κ‖ψ‖2
H
γ+1
2
=
∫
(u2·∇δ)ψ dx. (B.10)
We estimate the right-hand side as in I of Proposition 4.2. Indeed, we have∣∣∣∣∫ (u2·∇δ)ψ dx∣∣∣∣ ≤ CΘLp‖ψ‖2
H
1+ 1p
. (B.11)
We then interpolate with Proposition 2.6 to obtain
‖ψ‖H1+1/p ≤ ‖ψ‖2+2/p−γ
H
γ+1
2
‖ψ‖γ−1−2/p
Hγ/2
(B.12)
Observe that Jhδ(t) = 0, for all t ∈ R. It follows from the identity ψ = −Λ−1δ and (B.7) that
‖ψ‖Hγ/2 = ‖δ‖H γ−22 = ‖δ − Jhδ‖H− 2−γ2 ≤ Ch
2−γ
2 ‖δ‖L2
= Ch
2−γ
2 ‖δ − Jhδ‖L2 ≤ Ch‖δ‖Hγ/2 = Ch‖ψ‖H γ+12 . (B.13)
Thus, upon returning to (B.11) and applying Young’s inequality, we obtain∣∣∣∣∫ (u2·∇δ)ψ dx∣∣∣∣ ≤ CΘLphγ−1−2/p‖ψ‖2H γ+12 , (B.14)
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so that by (B.9) and Poincare´ inequality we have
d
dt
‖ψ‖2
H1/2
+ κ0‖ψ‖2H1/2 ≤ 0, (B.15)
for some κ0 > 0. By Gronwall’s inequality and the Poincare´ inequality, it follows that
‖ψ(t)‖2
H1/2
≤ ‖ψ(s)‖H1/2e−κ0(t−s) ≤ CΘL2e−κ0(t−s), s ≤ t. (B.16)
Finally, sending s→ −∞ implies that ψ(t) = 0 for all t ∈ R, as desired. 
In particular, in the special case where Jh denotes spectral projection, we have that (B.6) and
(B.7) hold, so that it immediately follows from Theorem 4 that the equation (1.1) has finitely many
determining modes.
Corollary B.2.1. Given h > 0, let Ph denote projection onto Fourier modes up to wavenumbers
|k| ≤ 1/h. Assume the hypotheses in Theorem 4. Then there exists an h > 0 such that whenever
Phθ1(t) = Phθ2(t), for all t ∈ R, where θ1(· ), θ2(· ) ⊂ A, we have θ1(t) = θ2(t), for all t ∈ R.
Remark B.1. We point out that the estimate for the number of determining modes implied by
(B.9) is essentially optimal in the sense that it matches the scaling of the estimate obtained in [8]
when one sets p = ∞ in (B.9). Note that p = ∞ is valid when σ > 1 in light of the Standing
Hypotheses. However, we point out that the convergence of the high modes is obtained in a space
of higher regularity in [8], whereas here, the convergence is obtained in a rather weak topology, i.e.,
H−1/2 for θ. From a practical perspective, the desire for convergence in stronger topologies is clear,
but when working on the global attractor this point is irrelevant. Indeed, we have shown that if
sufficiently many low modes of two trajectories of (1.1) on the global attractor agree for all time,
then they must be identical.
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