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Abstract
Mean-field approaches successfully reproduce nuclear bulk properties like masses and
radii within the Energy Density Functional (EDF) framework. However, complex correla-
tions are missing in mean-field theories and several observables related to single-particle and
collective nuclear properties cannot be predicted accurately. The necessity to provide a pre-
cise description of the available data as well as reliable predictions in the exotic regions of
the nuclear chart motivates the use of more sophisticated beyond-mean-field models. Corre-
lations and higher-order corrections (beyond the leading mean-field order) are introduced. A
crucial aspect in these calculations is the choice of the effective interaction to be used when
one goes beyond the leading order (available effective interactions are commonly adjusted at
the mean-field level).
In the first part, we deal with the equation of state of nuclear matter evaluated up to the
second order with the phenomenological Skyrme force. We analyze the ultraviolet divergence
that is related to the zero range of the interaction and we introduce Skyrme-type regularized
interactions that can be used at second order for matter. Cutoff regularization and dimen-
sional regularization techniques are explored and applied. In the latter case, connections
are naturally established between the EDF framework and some techniques employed in
Effective Field Theories.
In the second part, we check whether the regularized interactions introduced for nuclear
matter can be employed also for finite nuclei. As an illustration, this analysis is performed
within the particle- vibration model that represents an example of beyond mean-field models
where an ultraviolet divergence appears if zero-range forces are used. These first applica-
tions suggest several directions to be explored to finally provide regularized interactions that
are specially tailored for beyond- mean-field calculations for finite nuclei. Conclusions and
perspectives are finally illustrated.
ii
”The kind of science that is separated from religion and does not consider itself engaged
to the religion will have no other results than the prevailing currents in todays world; science
has turned into a tool for bullying, exploiting others and a means to destroy generations
and products. On one hand, atomic bombs are the products of science; on the other hand,
another product of science are these pernicious drugs. The product of science are some
politicians who have come to power in so many countries and who are away from all human
emotions. Science should be associated with religion. Science should be acquired for sake of
God and should be used in the Gods path. This should become part of our basic teachings
everywhere.”
”The Leader of Islamic republic of Iran Imam Sayyed Ali Khamenei.”
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Chapter 1
Introduction. The nuclear many-body
problem
The essential goal of quantum many-body physics is to study the nature and the effects of
the interaction between particles as well as the behavior of systems formed by a large number
of particles. It aims at describing and predicting the observable properties of many-particle
systems.
Among the first applications of the many-body physics, we mention those made by Brueckner
and Gell-Mann [1, 2] who have studied the many-body problem for strongly interacting
electronic systems and have calculated the interaction energy in a sequence of linked cluster
terms. Many authors have studied the perturbation series for the energy of an electron gas
[2, 3, 4] and of nuclear systems [5, 6, 7, 8].
In the domain of nuclear physics, the nuclear many-body problem is of special relevance
because of its long history, full of developments and discoveries and its rich perspectives for
the coming years and decades. Several domains of research in nuclear physics at the limits of
stability, including the study of the r and rp-process nuclei, the shell closure evolution as well
as the investigation of very heavy elements, will be further investigated by the future new-
generation facilities where more exotic nuclei will be produced and studied experimentally.
We mention for example, the SPIRAL2 project in France, the EURISOL project that is
a long-term project and a continuation of SPIRAL2, FAIR in Germany, RIBF (already
working) in Japan. The future new measurements will provide new data. Theoreticians
will have the important role of predicting the nuclear properties in the exotic regions of the
nuclear chart (and thus also suggesting new experiments) and interpreting the trends and
the values of the measured observables.
There are certain rules that one should follow to construct the nuclear many-body problem:
1. In the first place, one chooses the suitable degrees of freedom that should be taken into
account in the analysis of the properties of the many-body systems. For example, in
low-energy nuclear physics, since the energy scales are of the order of ∼ 10÷100 MeV,
the associated degrees of freedom are the nucleons, i.e., the neutrons and the protons
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and their internal degrees of freedom are typically not considered.
2. Secondly, the interaction among these constituent degrees of freedom has to be intro-
duced. The force acting on the nucleons, hadrons and baryons is the strong force. Since
the nucleon-nucleon (NN) interaction is not completely known, in contrast to what hap-
pens for electronic systems where the Coulomb interaction is perfectly known, several
directions are followed (they will be briefly described in Chapter 2). We can identify
three main ways to introduce the nuclear interaction:
• Realistic interactions.
• Phenomenological interactions.
• Interactions derived by employing the Effective Field Theory (EFT).
3. Once the constituents and their interactions are chosen, one should in principle solve
the Schro¨dinger equation. Since the velocities inside the nucleus are small enough
(
(
v
c
)2 ∼ 0.1), one can treat the nuclear many-body problem in a non-relativistic manner
by neglecting all the relativistic effects.
In principle, the Schro¨dinger equation that describes the dynamics of a many-body
system composed by A nucleons is given by:
HΨ = EΨ,
where the Hamiltonian is the sum of a kinetic term T and an interaction term V , that
represents in principle a 2-body, 3-body, · · · , up to a A−body force,
H = T + V.
In other words, the Schro¨dinger equation may be written as:
HΨ =
{
A∑
i=1
− ~
2
2m
∇2i + 2-body + 3-body + · · ·+
∑
i1<i2<···<iA
v(i1, i2 · · · , iA)
}
= EΨ,
where i represents all coordinates of the ith nucleon.
From the phenomenological point of view, it turns out that, in most cases, the inter-
action is well enough described by the 2-body (and possibly the 3-body) terms, and
therefore the Schro¨dinger equation reduces to:
H ∼
A∑
i=1
− ~
2
2m
∇2i +
1
2
∑
i 6=j=1
V (i, j).
4. Finally, once the theoretical framework is settled, one devotes his attention to study
the properties of the many-body system. However, it is known that it is not so easy
to obtain a solution of the Schro¨dinger equation even with the above simplification
on the many-body interaction without adopting some approximations. We will see,
for example, in Chapter 3 that a first approximation can be adopted by treating the
wave-function Ψ as a Slater determinant in the framework of the so-called mean-field
models.
2
Motivation and summary
The techniques of the many-body physics provide a useful language for discussing the meth-
ods for calculating correlations, as well as an intuitive graphical representation.
The work of my thesis is centered on the inclusion of correlations at a beyond mean-field level
in nuclear matter, with the objective of making finally applications to finite systems. Several
technical and formal problems, that are encountered when one goes beyond the mean-field
framework, are considered and analyzed in details. For nuclear matter, we have studied
several aspects:
1. The ultraviolet (UV) divergence which appears due to the zero-range character of
the nuclear Skyrme interaction when second-order corrections beyond the mean-field
level are introduced. Two regularization techniques were being adopted to treat this
divergence:
(a) Momentum cutoff procedure (cutoff dependence). Drawbacks of this adopted
procedure are that the divergence is absorbed (and not suppressed) and that the
procedure breaks some symmetry laws (e.g., translational invariance).
(b) Dimensional regularization (DR) with a minimal subtraction (MS) scheme which
preserves symmetry laws (no cutoff dependence). This technique is widely em-
ployed in the framework of effective field theories.
2. The adjustment of the parameters of the Skyrme interaction in order to design a
Skyrme force that is well adapted for calculations at this beyond mean-field level. The
long-term objective is to use this type of interactions, for example, in particle-vibration
coupling (PVC) models.
3. The energy per particle is derived analytically at the second-order beyond the mean-
field approximation in infinite nuclear matter.
(a) The linear UV divergence is analyzed in symmetric nuclear matter with a simpli-
fied Skyrme interaction (the so-called t0 − t3 model). A momentum cutoff proce-
dure is adopted and followed by an adjustment of the parameters of the Skyrme
interaction to have a reasonable equation of state (EoS). It is shown that for any
value of the momentum cutoff Λ, it is possible to determine a new interaction
that is well adapted for calculations at the second-order beyond the mean-field
level [9].
(b) After that, we have extended the same strategy in nuclear matter to the case of
the full nuclear Skyrme interaction. Due to the velocity-dependent terms (i.e.,
non-local terms of the nuclear Skyrme interaction), the divergence becomes of
order ∼ Λ5. In this case, the adjustment of parameters is performed for both
symmetric and nuclear matter with different neutron-to-proton ratios [10].
(c) DR/MS is adopted to treat the UV divergence. In this case, the divergence is
suppressed and the resulting EoS at the second-order is independent of the used
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regulator. Thus, a unique set of parameters is obtained for the adjusted effective
interaction [11].
In finite systems, we couple two currently used methods in nuclear physics, the Hartree-Fock
(HF) approach and the random-phase approximation (RPA). This can take into account the
coupling between the individual and the collective degrees of freedom of the nucleus (particle-
vibration coupling). Second-order corrections (already encountered in nuclear matter) have
to be subtracted to avoid double counting. The interactions designed and regularized for
nuclear matter are employed to verify whether the performed regularization is enough to
regularize the results also for finite nuclei. We employ again the Skyrme interaction.
The present manuscript is organized as follows:
- In Chapter 2, we give a short review of the theory of nuclear forces starting from the
early developments of the realistic interactions, for example, the Yukawa potential.
Then, we introduce the phenomenological effective interactions with both zero range
(Skyrme interaction) and finite range (Gogny force). Finally, we introduce the concept
of EFT interactions.
- In Chapter 3, we present the self-consistent mean-field models for describing nuclear
structure. We present these models as effective energy-density functionals (EDF), for
example, the Skyrme EDF. We also say some words about nuclear matter and its
fundamental properties: EoS, pressure, incompressibility and symmetry energy.
- In Chapter 4, we mention the reasons to go beyond the mean-field level and give some
examples of beyond-mean-field models. We list the conceptual and technical problems
that may occur when using such models: problems of double counting, of irregularities
and of UV divergences. For the latter problem, we introduce some subtraction schemes
to cure the UV divergences: the momentum cutoff and the DR schemes.
- In Chapter 5, we take the second-order energy correction as an example to go beyond
the mean-field level in nuclear matter. We use as a first try the simplified t0− t3 model
for symmetric matter. Then we include the velocity-dependent terms of the nuclear
Skyrme interaction and consider also asymmetric nuclear matter.
- In Chapter 6, we use the techniques of DR to treat the UV divergences. We consider
again the second-energy corrections in nuclear matter. We list some limits of the
phenomenological approaches.
- In Chapter 7, we introduce the PVC approach as an example of beyond-mean-field
theories. In this chapter, we test the interactions that we introduce in Chapters 5 and
6 for nuclear matter. We try to answer whether the regularization done for matter (at
second order) has some effect on the results that we obtain for nuclei.
4
Chapter 2
Nuclear forces
2.1 Introduction
One of the most fundamental goals of theoretical nuclear physics is to explain the static and
dynamic properties of atomic nuclei by employing a nucleon-nucleon force. However, the
knowledge of nuclear forces is limited because of their complexity. In practice, in low-energy
nuclear physics, one can neglect some degrees of freedom of the strong interaction. Three
possible directions may be followed:
1. One direction that is actually followed to obtain quantitative information is the theory
of nucleons interacting via the exchange of mesons. These nuclear forces are called
realistic interactions.
2. A second way is to treat the nucleus as a nuclear many-body system composed of A
nucleons interacting among themselves by 2−, 3−,· · · , A−body forces. It turns out
that the two-nucleon interaction is the most basic and important interaction. Three-
body forces were included in the original works by Skyrme [12, 13] and were replaced
later by Vautherin and Brink [14] by a density-dependent two-body term. Without
the latter term, saturation of nuclear matter is not achieved. This is the so-called
”phenomenological” theory of nuclear forces.
3. The third direction has attempted to derive the nuclear force from field theory and
to include the other degrees of freedom that are usually neglected. This is the so-
called EFT. The point of using EFT is to describe low-energy physics with minimal
assumptions about higher-energy behavior. In most problems of physics, separation
of scales is essential to identify the physical phenomena and the relevant degrees of
freedom for each system.
2.2 Realistic interactions
An important date in the development of all nuclear realistic interactions is the year 1949
when Hideki Yukawa received the Noble Prize in physics for having predicted the existence
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of the π mesons.
2.2.1 Yukawa’s interaction
In 1934, Yukawa developed the first quantum field theory of the strong force [15] with the
introduction of a particle that he called ′U ′. He argued that U has a non-zero mass that is
about 200 times larger than that of the electron (mU ≈ 200 me). Moreover, he suggested
that this meson is the mediator of the strong interaction similarly to the photon which is the
mediator of the electromagnetic interaction. Shortly after Yukawa’s prediction, a particle
with almost precisely this mass was discovered in cosmic ray phenomena. Moreover, Yukawa
has demonstrated, by using simple arguments, that the exchange of mesons of mass m can
be described by an attractive potential that has the following form:
V (r) = −g2 e
−mr
r
,
where g is a coupling constant and m is the mass of the pion. Some comments could be
addressed at this level:
1. If the mass of the pion was zero, then the potential would be equivalent to a Coulomb
potential of the form 1/r.
2. It is important to emphasize that the pion determines only the long-range part of the
nuclear potential.
2.2.2 Developments of the realistic interactions
In general, realistic interactions, as shown in Figure 2.1, are thought to be characterized by
three distinct regions [16, 17]:
I. The long-range part that corresponds to r ≥ 2 fm is well understood and describes the
static one-pion-exchange processes.
II. The medium-range part is attributed to nonstatic part of the pion exchange, multi-
pion exchanges and heavy meson exchanges. This part corresponds to 1 fm ≤ r ≤ 2
fm.
III. The short-range part r ≤ 1 fm describes a strong repulsive core [18].
It has to be noted that the long-range part and the medium-range part are attractive, whereas
the short-range part is repulsive. The balance between the attraction in regions (I) and (II)
and the repulsion in (III) is crucial for nuclear binding.
The origin of the short-range character of the nuclear force is thought to be closely related
to the quark-gluon structure of the nucleon. However, this issue has long been debated and
it remains an open question in QCD [19].
The implementation of the short-range part is essential for describing the NN scattering
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Figure 2.1: Three examples of the modern NN potential in the 1S0 (spin singlet and s-wave)
channel: CD-Bonn [20], Reid93 [21] and AV18 [22].
data at high energy. Moreover, it has been shown that the repulsive core is also essential for
the stability and saturation of atomic nuclei, for determining the maximum mass of neutron
stars, and for igniting the Type II supernova explosions [23].
The theory of nuclear forces has a long history [24] (see Table 2.1). In 1935, Yukawa intro-
duced the pion-exchange to account for the strong interaction between the nucleons [15]. It
turned out that this one pion-exchange is very useful in explaining the NN scattering data
and in particular the properties of the deuteron [25]. However, the ”pion theories” of the
1950s failed to achieve more progress. The multi-pion exchange introduced by Taketani [26]
could not be resolved in a satisfactory way because at that time the chiral symmetry was
unknown.
In the 1960s, an experimental discovery of heavy mesons (ω, ρ ≡ 800) MeV saved the sit-
uation. The one-boson exchange potentials (OBEP) were introduced to describe the NN
interaction [27]. The empirical evidence of the scalar-isoscalar ”σ” or ”ǫ” boson remains
controversial [24].
In the last decades, well-known realistic interactions have been constructed. The real de-
velopment in the study of the medium-range part (II) was achieved in the 1970s when two
popular models of nuclear forces were introduced: the Paris potential [28] and the Bonn
potenial [29].
The Paris potential was introduced by M. Lacombe et al. The Paris group followed a semi-
phenomenological approach to derive the two-pion exchange contribution. They also applied
the dispersion technique to the πN scattering amplitudes and treated the short-range part
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as a purely phenomenological potential.
The Bonn potenial was proposed by R. Machleidt et al.. They derived the one-boson ex-
change and its non-static part by considering not only the pion, but also the σ, ρ, ω, η and
δ. In their approach, the short-range part was described by the ω exchange.
In the 1990s, high-precision realistic potentials are introduced like CD-Bonn [20], Reid93
[21], Argonne V18 [22] and Nijmegen I and II [30, 31].
The main source of information of such models is the NN scattering data as well as spec-
troscopic properties of the deuteron and other few-body nuclear systems like 3H and 3He.
The parameters (around 50) of these realistic potentials are adjusted to reproduce the above
observables.
So far, it appears that the nuclear force problem is solved despite the little knowledge of the
short-range character of the nuclear force. With the development of the theory of quantum
chromo-dynamics (QCD), the NN short-range repulsion was explained in terms of the quark
substructure of the nucleon by Neudatchin, Smirnov and Tamagaki [32] in 1977. In their
paper, they argued that the origin of the repulsion may be explained by the Fermi-Dirac
statistics of the spin 1/2 of the quarks (Pauli principle) alone or combined with the hyperfine
interaction of quarks.
Moreover, it was discovered that the underlying theory of QCD behaves non-perturbatively
in the low-energy regime of nuclear physics. This has led to the invention of the so-called
QCD-inspired quark models. Besides their success of explaining the structure of hadrons and
hadron-hadron interaction on an equal footing, these approaches are considered as models
and not ”theories” and thus they do not represent a fundamental progress.
2.2.3 Limits of realistic interactions
The main difficulty in using bare realistic interactions for nucleons in a medium (nucleons in
nuclei or nuclear matter) is related to the existence of the infinite repulsive hard core (Region
III) at short distances. The existence of an infinite repulsion makes some of the usual concepts
of the many-body problem complicated. Therefore, realistic interactions cannot be treated
straightforwardly. There are two directions that may be followed: a perturbative approach
and a Vlow−k interaction.
2.2.4 Perturbative approach: The G−matrix.
It can be argued that the nucleons in a nucleus do not feel the bare nucleon-nucleon interac-
tion (with the infinite hard core) because the scattering of pairs of nucleons from an initial
to a final state in a nucleus is well defined [33]. Taking into account the above observation
and the fact that nucleons interact with each other in the presence of many other nucle-
ons, permits one to introduce an effective nucleon-nucleon interaction which is rather well
behaved and allows one applications of the usual many-body methods, such as the Hartree-
Fock theory.
In 1955, Brueckner [33] replaced the bare interaction by an effective interaction which is it-
self a reaction matrix that represents an infinite sum of scattering processes of two nucleons
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in the nuclear medium. This G−matrix or Brueckner matrix, that describes the scattering
of nucleons in a medium, is an extension of the T−matrix that represents the scattering of
nucleons in vacuum. Later in 1957, Bethe and Goldstone [34] derived the equation for the
G−matrix which is known under the name of Bethe-Goldstone equation:
GEab,cd = v¯ab,cd +
1
2
∑
ǫm,ǫn>ǫF
v¯ab,mn
1
E − ǫm − ǫn + iηG
E
mn,cd,
where v¯ is the interaction, ab, mn and cd are single-particle indices and ǫF is the Fermi
energy.
One of the advantages of the G−matrix approach is the elimination of the hard-core diver-
gence even if the interaction diverges.
The main fields of application [35] are: (i) the ground-state properties of nuclei, where the
scattering of two nucleons within the nuclear medium has to be considered; (ii) the equation
of state of matter.
2.2.5 Vlow−k interactions.
The traditional microscopic approaches are ”model dependent” owing to the fact that there
is no a unique VNN to start from. For example, even if the Brueckner G matrix eliminates the
divergence at short distances, it remains model-space dependent as well as energy dependent.
The goal of introducing low-momentum NN potentials, the so-called Vlow−k potentials, is to
integrate out the high-momentum components of different models of VNN in the sense of the
Renormalization Group (RG) [36]. This is done to remove the model dependence that arises
at short distances in the various VNN models, so to allow one to use the same interaction
in different nuclear regions [37, 38]. It can be shown that the use of Vlow−k interactions
preserves the deuteron binding energy.
The Vlow−k approach was motivated from the recent applications of EFT and RG to low-
energy nuclear systems [36, 39, 40]. This new philosophy inspired from EFT and RG is
based on the fact that an infinite number of potentials are capable of accurately describing
low-energy physics [36].
The advantages of Vlow−k interactions are:
1. Vlow−k is far easier to be used than the G matrix. It is a smooth NN potential which
can be used directly in nuclear structure calculations.
2. It does not depend either on the starting energy or on the model space, as is instead
the case of the G matrix, which is defined in the nuclear medium.
3. It preserves the deuteron binding energy as well as low-energy scattering phase-shifts
of VNN .
Below is a table which describes the developments of the theory of nuclear forces in eight
decades.
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1935 Yukawa: Meson Theory
1950
′
s The Pion Theories. One-pion exchange: good; Multi-pion exchange: Strong difficulties.
1960
′
s Many pions: multi-pion resonances: σ, ρ, ω, · · · .
The One-Boson-Exchange Model: success.
1970
′
s Refinement of meson theory: Sophisticated 2π exchange models;
Partovi-Lomon, Stony Brook, Paris, Bonn.
1980
′
s Nuclear physicists discover QCD: Quark Models
1990
′
s Nuclear physicists employ EFT; Weinberg, van Kolck, . . .
and beyond Back to Yukawa’s Meson (Pion) Theory!
But, constrained by Chiral Symmetry.
Table 2.1: The theory of Nuclear Forces: Eight Decades of Developments.
2.3 Phenomenological effective interactions
Many efforts have been devoted not only to derive the microscopic effective interactions from
the bare nucleon-nucleon interaction but also to study the properties, the structure and the
range of validity of these effective interactions. Another possible direction is to introduce
phenomenological interactions that are simpler to use and that are currently employed in
the nuclear many-body problem. Such interactions depend on phenomenological parameters
that are adjusted to fit experimental data.
2.3.1 Phenomenological interactions: Examples
Phenomenological interactions have been applied to problems in nuclear physics to explore
the properties of nuclear structure and reactions. These interactions contain around ten pa-
rameters that are adjusted to reproduce some experimental data. It turns out that the use of
phenomenological interactions is extremely successful because it allows one to perform more
easily sophisticated numerical calculations for medium-mass and heavy nuclei with only a
few parameters chosen once and for all. There exists a large number of phenomenological
interactions, each of them has been constructed for a special purpose. Phenomenological
interactions, like the Gogny and Skyrme forces, are actually very currently employed in the
framework of mean-field theories to calculate bulk properties of nuclei such as binding en-
ergies and radii. Gogny and Skyrme forces differ by their range; the first has a finite range
and the second a zero range.
The analysis of nucleon-nucleon scattering [41, 42] in terms of a potential indicate the pres-
ence of strong non-central forces and of a ”repulsive core” at small distances. In low-energy
nuclear physics, data are generally insensitive to the details of interactions at short distance
(high-energy processes) because the complete knowledge of physics at very short distances
is not required for an accurate understanding of usual low-energy experiments [43]. Nuclear
physicists have exploited this fact and they have replaced the effects of the non-local inter-
actions at short distances in terms of local operators in a derivative expansion, the effective
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Hamiltonian. In this context, locality means that only a finite number of operators are
needed up to a given truncated error. Thus, the higher an operator’s dimension, the smaller
the effect it has on low-energy physics. Hence, one can obtain a useful phenomenological
theory by retaining operators only up to some dimension, fitting their coefficients to data
[36].
The use of effective interactions in nuclear physics dates back to the 70s, to the pioneering
works due to Gogny [44, 45] and Vautherin, Brink [14]. Vautherin and Brink were inspired
by the interaction introduced by Skyrme in the 50s [12, 13]. Skyrme had written the in-
teraction as a zero-range interaction using the Born approximation where high-momentum
components are neglected. Vautherin and Brink replaced the three-body part by a density-
dependent two-body part and made the first applications in the mean-field framework.
Introducing the concept of effective interactions has led to some advantages. The complex-
ity of the many-body problem is greatly simplified and this paves the way for introducing
higher-order energy corrections and include more correlations. However, when going beyond
the mean-field level, physical observables may be plagued by infinities due to the high-energy
processes or the short-range character of the interaction.
While field theory approaches to many-body physics are already well-established (e.g., [46]
and [47]), the treatment of divergences and renormalization issues in nuclear physics is
presently evolving [48, 49, 50, 51].
The old-style approach to renormalization theory treats renormalization as a technical device
to get rid of divergences in perturbation theory. Whereas, the modern viewpoint in particle
physics defines ”renormalization as an expression of the variation of the structure of physical
interactions with changes in the scale of the phenomena being probed” [52].
This modern point of view of renormalization has led to powerful and elegant renormaliza-
tion group methods [40], and to the development of the EFT approach. The EFT approach
is based on the idea that at low energies, the effective parameters matter and not the details
of the potential. This means that the low-energy observables can be reproduced by using
any complete set of regularized local interactions. A corollary is that, unlike the goal of
phenomenological description of nuclear force, the EFT perspective says that there is no
”best” potential [52].
2.3.2 Zero-range interactions
It is known that the nuclear force is regarded as a short-range force when the momentum
transfer is not very large [35, 53]. In this case, one does not explore the internal structure of
the composite system and thus the nucleons are regarded as point particles (or elementary
particles) with a good approximation [53]. One of the simplest short-range nuclear forces
is the one where its radial dependence is described by a δ−function. Such forces are called
zero-range interactions. These interactions are simple to handle and they describe quite well
many nuclear properties. An example of zero-range forces is the Skyrme force which will be
introduced in the next Chapter.
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2.3.3 Finite-range interactions
It has been argued that finite-range forces, and not zero-range forces, are able to simulate the
long-range and even the intermediate-range parts of the realistic effective interaction [35].
Moreover, Decharge´ and Gogny [45] have argued that the long-range forces and consequently
finite-range forces smooth the fluctuations of the HF field as compared to short-range in-
teraction. This takes into account the local variation in the HF density, an effect which
is emphasized by the self-consistency. Furthermore, by using finite-range forces, UV diver-
gences are avoided at the beyond mean-field level.
Finite-range interactions have been introduced in 1967 by Brink and Boeker as the sum of
two Gaussians that contain spin-, and isospin-exchange terms [54]. However, using such form
does not permit one to reproduce correctly the binding energies at the HF level. After that,
in 1975, Gogny kept the same form of Gaussians because of their computational advantages.
He also added a density-dependent and a spin-orbit term chosen of short range to reduce the
computation time [44]. Later, in 1980, Gogny and Decharge´ [45], proposed a phenomenolog-
ical effective force of finite range whose parametrization is simple enough to render feasible
many applications in the framework of the self-consistent HF approach. This force is called
the Gogny force:
VGogny(r1, r2) =
2∑
j=1
e
−
|r1−r2|
2
µj
(
Wj +BjPˆσ −HjPˆτ −MjPˆσPˆτ
)
+t3
(
1 + x0Pˆσ
)
δ(r1 − r2)ρα
(
r1 + r2
2
)
+ iWls (σˆ1 + σˆ2) · kˆ† × δ(r1 − r2)kˆ,
where Pˆσ =
1
2
(1 + σˆ1 · σˆ2) and Pˆτ = 12 (1 + τˆ1 · τˆ2) are the spin- and isospin-exchange opera-
tors, respectively. The first term is the central Gaussian term, the second is the zero-range
density-dependent term (that generates saturation) and the third term is the spin-orbit term.
The quantities Bj, Hj,Mj ,Wj , µj , t3, x0, α andWls are parameters of the interaction. These
parameters were adjusted to reproduce the properties of finite nuclei and of nuclear mat-
ter. There exists only a few parametrizations due to the complex numerical calculation of
Hartree-Fock-Bogolibouv (HFB) with finite-range interaction. We mention the D1 [45], D1S
[55] and D1N [56, 57] parametrizations. The original parametrization D1 has been recon-
sidered to correct for a too-large surface coefficient leading to an overestimate of the fission
barrier of 240Pu. The new adjustment was called the D1S parametrization. However, in
the D1S parametrization, there is some deficiencies in the neutron matter EoS and a drift
of binding energies along isotopic chains. A new adjustment was done, to fit the EoS of
neutron matter, and called the D1N parametrization.
The density-dependent zero-range force has been chosen with a spin-exchange mixture x0 = 1
such that it does not contribute to the T = 1 pairing channel. In this way, the usual problem
of UV divergence of a zero-range interaction in the pairing channel is avoided, which enables
one to use the Gogny interaction simultaneously in both mean-field and pairing channels.
The spin-orbit interaction introduces a very weak divergence and is rarely taken into account
in the pairing channel.
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2.4 EFT
A major breakthrough occurred when nuclear physicists like Weinberg, van Kolck, and others
applied the concept of EFT [58] to the nuclear case, by establishing a firm link with QCD.
Weinberg’s arguments were based on the ’folk theorem’ [58] by having the EFT to satisfy all
relevant symmetries of the underlying theory:
If one writes down the most general possible Lagrangian, including all terms consistent with
assumed symmetry principles, and then calculates matrix elements with this Lagrangian to
any given order of perturbation theory, the result will simply be the most general possible
S-matrix consistent with analyticity, perturbative unitarity, cluster decomposition, and the
assumed symmetry principles.
In summary, the EFT procedure consists of the following steps:
1. Identify all the scales and the degrees of freedom appropriate for (low-energy) nuclear
physics. In this case, we integrate out the heavy mesons and nucleon resonances and
we deal with pions and nucleons as effective degrees of freedom rather than quarks and
gluons.
2. Identify the relevant symmetries of low-energy QCD and investigate if and how they
are broken, for example, the (broken) chiral symmetry.
3. Construct the most general Lagrangian consistent with those symmetries and symme-
try breakings.
4. Design an organizational scheme (power counting) that can distinguish between more
and less important contributions: a low-momentum expansion.
5. Design a power-counting scheme that allows us the computation, up to the desired
accuracy, of low-energy observables in terms of the parameters that summarize the
effect of short-range interactions.
One of the conclusions that can be drawn is that EFT adds to the usual Yukawa’s meson
theory the (broken) chiral symmetry which is crucial to generate and control the dynamics
and to establish a clear connection with the underlying theory QCD.
2.4.1 Chiral EFT
The chiral EFT (χEFT) relies on the spontaneously broken chiral symmetry of QCD that
strongly constrains the interactions of pions that are identified with the corresponding
pseudo-Goldstone bosons [59, 60, 61]. The χEFT allows to calculate pion and pion-nucleon
low-energy observables within the frame of chiral perturbation theory. In other words, it
exhibits a power counting in the ratio Q/Λχ with Q being the low-momentum scale being
probed and Λχ the cutoff, which is of the order of 1 GeV.
In the χEFT framework, nucleons interact by exchanging a single or multiple pions. For ex-
ample, the one-pion exchange (OPE) determines the long-range part of nuclear forces, which
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leads to a static Yukawa force of the range of the Compton wave length of the pion. It also
induces a strong tensor force that causes a significant D−wave component in the deuteron
wave function. The intermediate-range part shows a strong attraction, which comes mainly
from two-pion exchange (TPE) and vector-meson exchanges. This is the attraction that
binds nucleons into nuclei [61]. The short-range part of the nuclear force is described by the
exchange of heavy mesons like ω [61] and it shows a very strong repulsive contribution. It can
be naturally parameterized by contact interactions with an increasing number of derivatives
due to the following two reasons:
1. The short-range part (r ≤ Λ−1χ ) of the nucleon-nucleon (NN) potential is obtained by
the Fourier transform of the propagator of heavy mesons:∫
d3q
ei~q·~r
m2ω + q
2
≈
∫
d3q ei~q·~r
1
m2ω
∞∑
n=0
(−1)n
n!
(
q2
m2ω
)n
=
∞∑
n=0
Cn∇2n.
2. A second reason of using contact terms is that they play an important role in the
renormalization procedure because they pick up infinities and remove the scale depen-
dence. This is why they are also known as counter terms. These counter terms are
parametrized in terms of low-energy constants (LECs) that are determined by a fit to
experimental data [36].
In terms of ”Weinberg counting”, the NN interaction in leading order (LO) corresponds to
the OPE potential V
(0)
1π plus a Dirac-delta V
(0)
ct , when considering an EFT of nuclear forces
based on a chiral expansion of the effective Lagrangian:
VLO = V
(0)
ct + V
(0)
1π .
The chiral forces have been applied for instance to nuclear few-body systems with a good
deal of success [64]. However, there are still some pretty basic open issues that need our
full attention, like the proper renormalization of the two-nucleon potential [62, 63]. In field
theories, divergent integrals are common and methods have been designed to deal with them.
One regulates the integrals and then removes the dependence on the regularization param-
eters (scales, cutoffs) by renormalization. Therefore, the theory and its predictions do not
depend on cutoffs or renormalization scales. It has to be noted that the EFTs are renor-
malized by counter terms (contact terms) that are introduced order by order in increasing
numbers.
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Chapter 3
Self-consistent mean-field (SCMF)
models with the Skyrme force
3.1 Introduction
A very good starting point for studying the properties of nuclei is to assume that nucleons
move independently of one another. According to this simple picture, nucleons are subject to
a common average potential created by all the nucleons in the nucleus. This approximation
is valid in those systems when the mean free path of the particles is comparable with or
larger than the size of the system. Indeed, the mean free path in the nucleus of a nucleon
having 10 MeV-kinetic energy is around 15 fm, that is, larger than the size of the nucleus
[65]. The Pauli principle is responsible for the fact that the nucleons do not collide very
frequently one with the others in a nucleus [65]. A model that describes the dynamics of the
nucleons only with such an average (mean-field) potential is called the independent-particle
model.
The shell model is based on the independent-particle model. It describes the dynamics of
valence nucleons, i.e., nucleons outside the closed shell, with a mean-field potential and a
residual force. This model in its simplest non-interacting version was introduced in 1949
by Goeppert-Mayer [66], Haxel et al. [67]. They found a similarity between the quantum
numbers assigned to nuclear ground states and those of a harmonic oscillator in its ground
state for a potential which includes a centrifugal term and a spin-density dependent force
in the form of a strong spin-orbit component. The model has a great success in providing
a description for most of the low-energy properties of nuclei. For example, the shell model
reproduces the correct magic numbers [68] and successfully describes properties like the
magnetic and quadrupole moments, beta-decay rates and reaction cross-sections [35]. Later,
much work has been done to refine the shell model to yield a more quantitative agreement
with experiment. This refinement has at first taken the form of adding to the independent-
particle Hamiltonian a direct two-body interaction (residual interaction) among the nucleons
outside the closed shells [35].
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3.2 SCMF models
The mean-field theory is widely used for the description of interacting many-body systems
in physics. This method is based on the independent-particle approximation so that the
many-body system is treated by describing the interaction between the nucleons with an
average self-consistent mean field. For fermionic systems, this may lead to the Density
Functional Theory (DFT) or to the so-called Hartree-Fock mean-field approximation, that
are not strictly the same models.
For a nucleus with A nucleons, the mean-field approximation implies that:
1. The complex wave function is replaced by a Slater determinant, that is an anti-
symmetrized product of single-particle wave functions φ of the nucleons:
ΨHF (x1, · · · , xA) = 1√
A!
det{φα1φα2 · · ·φαA}.
2. When the state of the system is described by the Slater determinant Ψ, then all the
information on it is contained in the one-body density matrix ρ. This is true because
there is a one-to-one correspondence between the Slater determinant Ψ and its single-
particle density ρ [35].
3. The one-body density matrix ρ is defined as: ρij = 〈Ψ|a†jai|Ψ〉 with trρ = A and ρ2 = ρ
(it has the properties of a projector).
4. Static and dynamical properties of the systems are obtained by solving N coupled
equations for single-particle states.
5. Slater determinants correspond to a specific example of trial states that are particularly
well adapted to describe one-body observables.
6. Within this approximation, the HF energy becomes a functional of the density:
E =
〈Ψ|E|Ψ〉
〈Ψ|Ψ〉 = E[Ψ] = E[ρ].
7. The ground-state energy is determined by a minimization procedure of the energy
(variational procedure), i.e., δE[Ψ] = 0.
Mean-field methods predict ground-state properties of nuclei with increasing accuracy as
1/A→ 0. Thus, they are particularly useful for describing masses, radii, shapes and defor-
mations of relatively heavy nuclei. In this sense, the mean-field model (medium-mass and
heavy nuclei) and the shell model (light and medium-mass nuclei) are complementary one
with respect to the other. Mean-field theory is very efficient for the description of many-
body systems like finite nuclei or infinite nuclear matter, as well as the neutron-rich nuclear
matter which exists in neutron stars.
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3.3 Standard formulation of the Skyrme force
As was pointed out in Chapter 2, a way of treating the many-body systems may be to use
phenomenological effective NN and NNN interactions instead of realistic ones. In this
scenario, some microscopic details of the nuclear force such as meson-exchange, are not ex-
plicitly considered and all the physically relevant information is carried by the parameters
of the phenomenological force.
The basic idea is to parametrize these interactions either by zero-range forces like the force
of Skyrme or by short finite-range forces like the Gogny interaction in order to describe the
ground-state properties of finite nuclei and nuclear matter.
In 1956, Skyrme [12, 13] introduced a low-momentum version of the nuclear force in momen-
tum space within the spirit of many-body physics. Besides the two-body force, he added a
three-body force in order to better take into account the many-body effects. This effective
force has the following ansatz for the form of the effective interaction:
V =
∑
i<j
V12(~ri, ~rj) +
∑
i<j<k
V123(~ri, ~rj , ~rk).
Skyrme argued that: ”It is generally believed that the most important part of the two-body
interaction can be represented by a contact potential”. This means that the two-body and
three-body terms can be written as:
V12(~ri, ~rj) = V12(k, k
′
)δ(~ri − ~rj) V123(~ri, ~rj, ~rk) = t3δ(~ri − ~rj)δ(~rj − ~rk),
where t3 is an undetermined constant.
The zero-range character of the Skyrme interaction is an idealization which is consistent
with the smoothly varying dependence of the mean-field state on spatial coordinates.
Moreover, because of Galilean invariance, the interaction depends only on relative momenta
k and k
′
of the incoming and outgoing nucleons. Since the system is probed at low resolution,
a polynomial expansion of the two-body term in powers of k and k
′
is possible:
V12(k, k
′
) = C0 +
1
2
C1[~k
′2 + ~k2] + C2~k
′ · ~k + · · · . (3.1)
Some points should be remarked:
1. The structure of the Skyrme force allows one to derive analytical expression of all
variables characterizing infinite nuclear matter within the mean-field framework.
2. Although the Skyrme force is formulated as a zero-range force in the space of coordi-
nates, it has spatial non-local terms (or velocity-dependent terms) that exhibit some
finite-range features [69]. This means that some correlation effects are included through
in the parameters of the force.
3. This form is valid for low energy-processes at the mean-field level. However, large
momentum transfers will lead to the presence of UV divergences. This means that
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the parameters Ci must encode the short-range dynamics of these processes. There-
fore, the effective force becomes able to describe the low-energy physics with minimal
assumptions about higher-energy behavior. This is known as regularization and renor-
malization.
4. It is also important to note that Eq. (3.1) is not simply the term-by-term momentum-
space expansion of an underlying potential because the coefficients also contain short-
distance contributions from loop graphs.
Later, due to the work of Vautherin and Brink [14] in the 1970s, the zero-range three-body
part has been replaced by a two-body density-dependent term when used in calculations
of ground-state properties. Consequently, Skyrme-like effective interactions have been built
according to the following analytical form which we will refer to as the standard form:
V (~r1, ~r2) = t0(1 + x0Pˆσ)δ(~r1 − ~r2)
+
1
2
t1(1 + x1Pˆσ)[~k
′2δ(~r1 − ~r2) + δ(~r1 − ~r2)~k2]
+t2(1 + x2Pˆσ)~k
′ · δ(~r1 − ~r2)~k
+
t3
6
(1 + x3Pˆσ)δ(~r1 − ~r2)ρα
+iW0(~σ1 + ~σ2) · [~k′ × δ(~r1 − ~r2)~k], (3.2)
where t0,1,2,3, x0,1,2,3, α and W0 are parameters to be adjusted. The first term is the so-called
central term. The second and third terms are the velocity-dependent terms. The fourth
term is the density-dependent term and the last term represents the spin-orbit contribution.
It has to be noted that the density-dependent term, that is proportional to ρα, provides the
variation with the density of the underlying microscopic effective interaction or of the energy
[70]. If the parameter α = 1, this density-dependent force exactly describes a three-body
term, as for example, in the parametrization SIII [71].
The density-dependent term is of particular importance since it provides the appropriate
saturation point and thus secures the success of the Skyrme-HF model in the description
of finite nuclei. Chang [72] showed that the Skyrme interaction with the original three-
body force provides unstable spin-saturated Hartree-Fock ground states in nuclear matter.
He suggested that this difficulty may be removed by replacing the three-body force by the
density-dependent force (which is more stable).
However, there are some drawbacks of the density-dependent interactions. Stone and Rein-
hard [73] and many others have argued that density-dependent interactions may lead to
some inconsistencies since the variationally derived two-body interaction is not identical to
the initially given interaction from which the energy was computed as expectation value.
What is done in practice, is to compute the total energy as expectation value of the inter-
action first and then derive the HF equations and solve them using the standard variational
procedure. This is precisely the concept of an effective EDF. The EDF concept is currently
employed in nuclear physics. It has some common points and several differences with the
density functional theory (DFT) concept, used in solid-state physics and in chemistry.
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3.4 DFT
The DFT model is a powerful tool that greatly extends the range of applicability of many-
body calculations by allowing to treat large systems in a simple self-consistent manner.
It also provides a useful balance between accuracy and computational cost. In DFT, the
particle density function ρ(r) plays a central role rather than the many-body wave function.
Indeed, in 1964, Hohenberg and Kohn proved that the total energy of a many-fermion system
is a universal density functional of the local density distribution ρ(r). This local density is
a simple quantity which depends on a spatial coordinate only, has a clear physical meaning,
and can be measured experimentally.
3.4.1 Hohenberg-Kohn theorems
The first theorem of Hohenberg and Kohn states that the ground state density ρ(r) of a
bound system of interacting particles in some external potential v(r) determines this poten-
tial uniquely up to an additive constant. Consequently, it provides the ground-state wave
function Ψ0 [74].
This means that the knowledge of the ground-state density for any system uniquely deter-
mines the system. In other words, the ground state Ψ0 is a functional of the density ρ0 and
consequently all the observables associated to Ψ0 are a functional of ρ0.
According to this theorem, for each system in an external potential v(r), there exists an
energy functional E[ρ(r)] which is minimized by ρ0 and thus by Ψ0. This means that the
ground-state energy is equal to E0 = E[ρ0].
The second theorem states that for a density ρ that is different from the ground-state density
ρ0, the associated wave function Ψ is different from the ground-state wave function Ψ0 and
the energy density functional E[ρ] is lower bounded by E0.
In other words, given a density ρ0 such that ρ 6= ρ0, =⇒ E[ρ] ≥ E[ρ0] = E0.
Based on the Hohenberg-Kohn theorems, the Kohn-Sham equations have been derived to
solve the many-body problem [75].
3.5 The EDF model in nuclear physics
The DFT concepts cannot be applied directly to nuclei because nuclei are self-bound systems.
The basic theorems of DFT are demonstrated for many-body systems in an external poten-
tial. The nuclear EDF remains the only microscopic method that can be applied across the
entire table of nuclides [76, 77]. It can be formulated in terms of low-energy effective theories
in which high-energy effects are taken into account through the adjustment of parameters
[78]. One of the goals of the EDF theory is to gather together the current phenomenological
models of nuclear structure and reactions to lead to a well-founded microscopic theory with
a maximum predictive power [79]. However, besides this great success, the EDF theory
suffers from various deficiencies. For example, existing nuclear functionals remain rather
poorly constrained with limited predictive power when extrapolating nuclear masses away
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from the regions where experimental data are available [76]. A lot of efforts have recently
been devoted to implementations of this aspect [80].
From a DFT- like point of view, the challenges by the EDF roadmap are three-fold:
1. Which mathematical form E = E(ρ) should an energy functional take, so that it can
provide a correct description of the system in its ground state?
Let us write the functional as the sum of the kinetic energy part estimated with a Slater
determinant and a term that corresponds to the contribution from the potential:
E(ρ) = Ekin(ρ) + Epot(ρ).
What would be the expression of Epot(ρ)? Is it a polynomial expansion in powers of
the density ρ? Epot(ρ) = a1ρ+ a2ρ
2 + · · · .
2. Given the mathematical form, how can one optimize the functional parameters to a
set of experimental data, or to some reference curves or both?
3. How can one compute the properties of all atomic nuclei within a reasonable timescale
and with a high predictive power?
3.5.1 Skyrme functional
Historically, the first nuclear energy density functional appeared in the context of the mean-
field with Skyrme zero-range, density-dependent interactions. The Skyrme functional de-
pends on densities and currents (and their derivatives) representing distributions of nucleonic
matter, spins, momentum, and kinetic energy. By using the standard form of the Skyrme
interaction, Eq. (3.2), the total binding energy can be expressed using a Hamiltonian density
functional H(r):
E = 〈Ψ|H(ρ)|Ψ〉 =
∫
H(r)d3r.
The density functional H(r), can be splitted into a sum of terms associated to the different
parts of the force:
H = K +H0 +H3 +Heff +Hfin +Hso +Hsg +HCoul,
where K = ~2
2m
τ comes from the kinetic energy term, H0 from the zero-range term, H3 from
the density-dependent term, Heff is an effective-mass term, Hfin comes from the velocity-
dependent terms, Hso is related to the spin-orbit term and Hsg is a term due to the tensor
coupling with spin and gradient. To specify the notation used, let us write the analytical
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expressions for those terms:
H0 = 1
4
t0
[
(2 + x0)ρ
2 − (2x0 + 1)(ρ2p + ρ2n)
]
;
H3 = 1
24
t3ρ
α
[
(2 + x3)ρ
2 − (2x3 + 1)(ρ2p + ρ2n)
]
;
Heff = 1
8
[(2 + x1)t1 + (2 + x2)t2] ρτ +
1
8
[(1 + 2x2)t2 − (1 + 2x1)t1] (ρpτp + ρnτn);
Hfin = 1
32
[3(2 + x1)t1 − (2 + x2)t2] (∇ρ)2 + 1
32
[(1 + 2x2)t2 − 3(1 + 2x1)t1]
[
(∇ρp)2 + (∇ρn)2
]
;
Hso = 1
2
W0 [J · ∇ρ+ Jp · ∇ρp + Jn · ∇ρn] ;
Hsg = − 1
16
[t1x1 + t2x2] J
2 +
1
16
[t1 − t2] (J2p + J2n).
The densities ρ, τ and J are defined in terms of the corresponding densities for protons and
neutrons. i.e. ρ = ρp + ρn, τ = τp + τn and J = Jp + Jn.
If we identify the isospin label (q = n, p), then the corresponding matter, kinetic and spin
densities are given by, respectively :
ρq(r) =
∑
i,s
|φqi (r, s)|2nqi ,
τq(r) =
∑
i,s
|∇φqi (r, s)|2nqi ,
Jq(r) =
∑
i,s,s′
φq∗i (r, s
′
)∇φqi (r, s)× 〈s
′|σ|s〉nqi ,
where φqi (r, s) and n
q
i are the single-particle wave function and the occupation number of the
corresponding state with orbital, spin and isospin quantum numbers, i, s and q respectively.
The Coulomb term HCoul represents the finite-range Coulomb interaction between protons.
A local-density approximation called the Slater approximation [14, 81, 82] is after used for
expressing the Coulomb exchange contribution to the total energy. This contribution to the
HF energy may be written as:
EexC = −
3e2
4
(
3
π
) 1
3
∫
ρ
4
3
p (r)d
3r,
where e is the elementary electric charge carried by a single proton, e = 1.602 × 10−19 C
(Coulomb). Since the Coulomb interaction does not have any effect in infinite nuclear matter,
the accuracy of the Slater approximation has to be checked in finite nuclei. In 1974, Titin-
Schnaider and Quentin [83] have checked this approximation in nuclear HF calculations and
they found it rather good. In the EDF framework, the one-body Coulomb contribution is
also written as a functional of the proton density as:
HCoul(r) = e
2
2
ρp(r)
∫
ρp(r
′
)
|r − r′|d
3r
′ − 3e
2
4
(
3
π
) 1
3
ρ
4
3
p (r).
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It has to be noted that some authors define the Coulomb potential by using the charge
density, whereas most Skyrme interactions have been fitted by considering the point-proton
density.
3.6 Infinite nuclear matter
Let us say some words about nuclear matter because we are going to present several ap-
plications done to matter. Infinite nuclear matter is an ideal system composed of nucleons
and characterized by a fixed ratio of neutron to proton number, also defined by the isospin
asymmetry factor δ = N−Z
A
. By construction, it possesses many properties:
1. It is a homogeneous medium with constant density ρ;
2. It is an infinite medium, i.e., without surface effects;
3. It is translational invariant, i.e., the wave functions are plane waves;
4. It does not have Coulomb interaction between protons.
In a sense, nuclear matter can be thought as a very large nucleus and, even though nuclear
matter itself is not present in the universe, one expects it to describe qualitatively the interior
of heavy nuclei and some regions of neutron stars [84]. Indeed, there are some properties of
nuclear matter which are well known from the nuclear physics phenomenology.
In infinite nuclear matter, there are several fundamental properties, for instance, the bind-
ing energy per nucleon E/A at the saturation density ρ0, the compression modulus or the
incompressibility K∞ (that determines the stellar evolution and supernova explosion in the
extra terrestrial domain, and is related to the monopole excitation modes in nuclei), and
the symmetry energy. Although these properties cannot be measured directly, they can be
be extracted in a consistent manner from the properties of finite nuclei through appropriate
models.
3.6.1 Saturation density
It is found that the central density of heavy nuclei corresponds to the saturation density of
nuclear matter, independently of the nucleus. This feature is due to the saturation proper-
ties of the nuclear interaction that are generated by the combination of the Pauli and the
uncertainty principles [85]. For example, C. S. Wang et al. [86] calculated the nuclear central
density from the nuclear charge-density parameters measured by elastic electron scattering
and muonic atom spectroscopy. By using many data, the authors extracted a value for the
nuclear matter density ρ0 equal to 0.1607 fm
−3 and an A dependence for the central density
of finite nuclei. In general, one can assume the following saturation properties of nuclear
matter [87]: ρ0 = 0.16± 0.002 fm−3 and E/A(ρ0) = −16.0± 0.2 MeV.
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3.6.2 Incompressibility
As we have already mentioned, the nuclear incompressibility contains important information
about the EoS of nuclear matter. It is related to the curvature of the EoS and it may
be constrained from experiments. The nuclear compressibility plays an important role in
the static and dynamical description of nuclei, supernovae explosions (the strength of the
shock wave), neutron stars, and heavy ion collisions. There are several procedures to extract
its value from the properties of finite nuclei [84]. Two methods for its determination from
experiment have been followed in this regard:
1. A semi-empirical macroscopic approach, based on a liquid-drop model approach. The
compression modulus K∞ of a nucleus is extracted from its finite nuclear value KA
[88, 89]:
KA = Kv +KsA
−1/3 +KcA
−2/3 +KCouZ
2A−4/3 +Kδδ
2,
where δ is the asymmetry factor.
The nuclear breathing mode or isoscalar giant monopole resonance (GMR) determines
the finite nuclear compression modulus KA. By making an adjustment, the volume
coefficient Kv is extracted and is identified with K∞. However, the macroscopic ap-
proach presents several ambiguities because the formula is based on the assumption
that the breathing mode is a small amplitude vibration.
2. A microscopic approach based on the calculations of the GMR in the framework of the
HF plus the RPA methods with a series of effective interactions for many finite nuclei.
Following the microscopic approach, Blaizot [90] was able to extract the value of the
nuclear compressibility K∞ = 210±30 MeV using the GMR data of the two closed-shell
nuclei 40Ca and 208Pb. More recently, several studies have been performed to better
understand and constrain the nuclear incompressibility (see for instance, Ref. [91]).
We mention for example a work where the effect of pairing on the incompressibility
has been analyzed [92].
3.6.3 Symmetry energy
Another important quantity that encodes useful information about the EoS of nuclear matter
is the symmetry energy. The nuclear symmetry energy aI is defined as the coefficient of the
leading term of isospin asymmetry parameter δ, in the expression of the EoS of asymmetric
nuclear matter:
aI =
1
2
∂2
∂δ2
[
E
A
(ρ)
]
.
1. The determination of the symmetry energy aI is considered as a key objective of nuclear
physics to understand for example dense matter in neutron stars.
2. It constrains the nuclear force on the neutron-proton asymmetry in a nuclear system.
Its slope at saturation density provides the dominant baryonic contribution to the
pressure in neutron stars [93].
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3. It reduces the nuclear binding energy in nuclei and is critical for understanding prop-
erties of nuclei including the existence of rare isotopes with extreme proton to neutron
ratios [94].
From their analysis of experimental data, Mo¨ller, Myers and Swiatecki [95] provided the
following value for this coefficient:
aI = 32.05± 0.5 MeV.
3.6.4 EoS in infinite nuclear matter
The knowledge of the EoS is one of the fundamental goals in nuclear physics which has not yet
been fully achieved [96]. The EoS represents an important ingredient for modeling heavy ion
collisions, at intermediate and relativistic energies. Moreover, it may play an important role
in the structure of neutron stars, supernova explosions, neutrino-matter dynamics [96, 97, 98].
It can be computed by means of many-body theories, for example, using effective density-
dependent interactions, such as the Skyrme forces [99]. The nuclear EoS, which is the energy
per nucleon E/A of nuclear matter as a function of nucleonic density ρ, can be used to obtain
the properties of nuclear matter such as the nuclear incompressibility, the symmetry energy,
the pressure, the velocity of sound in the nuclear medium [87, 100].
3.6.4.1 Symmetric nuclear matter
The EoS of nuclear matter is considered as an important ingredient in the study of properties
of nuclei at and far from stability and structures of compact astrophysical objects, such as
neutron stars and core-collapse supernovae.
An example of infinite nuclear matter is the symmetric nuclear matter which is characterized
by an equal number of protons and neutrons (N = Z or δ = 0). The scalar and kinetic
densities of nucleons can be expressed as function of the total density ρ according to: ρp =
ρn = ρ/2 and τn = τp = τ/2.
Therefore all quantities containing gradients are equal to zero and as a consequence, onlyH0,
H3 and Heff do not cancel out. To treat infinite systems, we consider a Slater determinant
occupying lowest momentum up to kF with periodic boundary condition. In this case,
H(r) = H becomes independent of r.
For a zero-range Skyrme force (3.2), the density functional gives the following energy per
nucleon for symmetric nuclear matter:
E
A
(ρ) =
3~2
10m
(
3π2
2
ρ
) 2
3
+
3
8
t0ρ+
1
16
t3ρ
α+1 +
3
80
(
3π2
2
) 2
3
ρ
5
3Θs,
where the coefficient Θs is expressed as a combination of parameters: Θs = 3t1+ t2(5+4x2).
In Fig. 3.1, we show as an illustration the EoS for symmetric nuclear matter as a function
of the total density ρ using the SLy5 parametrization [100].
The pressure in the nuclear fluid is related to the first derivative of the energy per particle
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with respect to the density ρ: P = ρ
∂ E
A
(ρ)
∂ρ
. This pressure, which must be equal to zero at
the saturation point, is given by:
P (ρ) = ρ
[
~2
5m
(
3π2
2
ρ
) 2
3
+
3
8
t0ρ+
1
16
(α + 1) t3ρ
α+1 +
1
16
(
3π2
2
) 2
3
ρ
5
3Θs
]
. (3.3)
At saturation, the incompressibility coefficient K∞ is defined as the second derivative of the
energy per particle with respect to the density ρ at the equilibrium density ρ0:
K∞ = 9ρ
2
0
∂2
∂2ρ
[
E
A
(ρ)
] ∣∣∣∣∣
ρ=ρ0
.
At saturation, the incompressibility coefficient K∞ can be written with the Skyrme force as:
K∞ = 9ρ
2
0
∂2
∂2ρ
[
E
A
(ρ)
]
|ρ=ρ0 =
−3~2
5m
(
3π2
2
ρ
) 2
3
+
9
16
α (α+ 1) t3ρ
α+1 +
3
8
(
3π2
2
) 2
3
ρ
5
3Θs.(3.4)
Finally, the isoscalar effective mass is written as:
m∗
m
=
(
1 +
1
8
m
~2
ρ0Θs
)−1
.
It has to be noted that the effective mass m∗ is different from the bare mass m because the
nucleons are interacting inside the nuclear medium. The empirical accepted value for the
effective mass is m∗/m = 0.8→ 0.9.
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Figure 3.1: Mean-field EoS for symmetric nuclear matter with the SLy5 parametrization.
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3.6.4.2 Asymmetric nuclear matter
The EoS of isospin asymmetric nuclear matter has a great interest in the investigations of
exotic nuclei, supernovae and properties of neutron stars and other interesting topics in nu-
clear physics and astrophysics. The study of asymmetric nuclear matter represents one of
the first steps for a microscopic theory of the structure of nuclei far from the valley of beta
stability.
However, our knowledge on asymmetric nuclear matter is very limited because of our inad-
equate understanding of the symmetry energy [101], unlike the EoS of symmetric nuclear
matter which has been determined over a wider range of densities [101].
The Skyrme EoS for asymmetric nuclear matter associated with the standard form of Skyrme
interaction, (3.2), may be written as a function of the total density ρ and the isospin asym-
metry parameter δ:
E
A
(δ, ρ) =
3~2
10m
(
3π2
2
ρ
) 2
3
G5/3 +
t0
8
ρ[2(2 + x0)− (1 + 2x0)G2] + t3
48
ρα+1[2(2 + x3)− (1 + 2x3)G2]
+
3
40
(
3π2
2
) 2
3
ρ
5
3
[
ΘvG5/3 +
1
2
(Θs − 2Θv)G8/3
]
, (3.5)
where Gβ is given by
Gβ =
1
2
[
(1 + δ)β + (1− δ)β] ,
and Θv is given in terms of the parameters of the nuclear Skyrme interaction:
Θv = t1(2 + x1) + t2(2 + x2).
Moreover, the nuclear symmetry energy is expressed as a function of the total density ρ as:
aI =
1
2
d2
dδ2
[
E
A
(ρ, δ)
]
δ=0
.
Consequently, using Eq. (3.5), one can write the Skyrme symmetry energy as follows:
aI(ρ) =
~2
6m
(
3π2
2
ρ
) 2
3
− 1
8
t0ρ (2x0 + 1)− 1
48
t3ρ
α+1 (2x3 + 1)− 1
24
(
3π2
2
) 2
3
ρ
5
3 (3Θv − 2Θs) .
In Fig. 3.2, we show an example of EoS for asymmetric nuclear matter as a function of the
total density ρ using the SLy5 parametrization.
3.6.4.3 Pure neutron matter
The investigations of the EoS for highly isospin asymmetric nuclear matter (or neutron-rich
nuclear matter) can be done in nuclei far from the stability line and in the surface regions
of nuclei exhibiting neutron skins (this provides information about low-density asymmetric
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Figure 3.2: Mean-field EoS for asymmetric nuclear matter (δ = 0.5) with the SLy5
parametrization.
matter). Pure neutron matter is an extreme case where only neutrons are present. It is very
important for the studies of the properties of neutron stars [102].
The EoS of pure neutron matter is obtained from the EoS of asymmetric nuclear matter by
setting the isospin asymmetry parameter δ = 1. Starting from Eq. (3.5), the energy density
functional gives the following energy per nucleon for pure neutron matter with a zero-range
Skyrme force (3.2):
E
A
(ρ) =
3~2
10m
(
3π2ρ
) 2
3 +
1
4
t0ρ[1− x0] + 1
24
t3ρ
α+1[1− x3] + 3
40
(
3π2
) 2
3 ρ
5
3 (Θs −Θv).
It has to be noted that the EoS of pure neutron matter is always positive. Moreover, the
neutron matter does not have a saturation region unlike the case of symmetric nuclear matter.
In Fig. 3.3, we show the EoS for pure neutron matter as a function of the total density ρ
using the SLy5 parametrization.
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Figure 3.3: Mean-field EoS for pure neutron matter with the SLy5 parametrization.
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Chapter 4
Higher-order corrections beyond the
mean-field level
4.1 Introduction
The SCMF approaches provide the lowest-order nuclear binding energies and successfully
reproduce the nuclear bulk properties throughout the chart of nuclei, especially for medium
mass and heavy nuclei. For example, such models reproduce with a remarkable accuracy
[14, 45, 103, 104] the nuclear masses (total energies) using the HFB method. Although the
SCMF models are microscopic systematic approaches to study the ground and excited states
of medium mass and heavy nuclei, it is known, for example, that the spectroscopic factors
and the fragmentation of the single-particle states are not well reproduced. A possible way
to overcome this limitation is to go beyond the mean-field level and consider correlations to
better describe nuclear observables, achieve a higher precision and increase the predictive
power of the models in exotic regions of the nuclear chart.
4.2 Beyond-mean-field approaches. Some examples
In the domain of the many-body nuclear physics, there are various methods to include
correlations in order to achieve higher precision and better describe nuclear properties. We
provide below some examples of theories and procedures that can be formulated to go beyond
the mean-field approximation.
4.2.1 Particle-vibration coupling
The fluctuations of the mean-field nuclear potential associated with the collective vibrations
provide a coupling between the vibrational degrees of freedom and those of the individual
particles [105]. This coupling is called the PVC in spherical nuclei or particle-rotation cou-
pling in deformed systems.
The PVC in nuclear physics is analogous to the coupling models employed in condensed
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matter and atomic physics, for example, the electron-phonon coupling in metals [106] and
the particle-phonon coupling in 3He− 4He mixtures [107].
By including such couplings, the average nuclear potential acquires a dynamical content
and it becomes nonlocal in time or energy-dependent [108, 109]. This dynamical part of
the mean-field potential that arises from the vibrational coupling is a correction to the self
energy and denoted by Σ(ω) where ω represents the frequency.
Calculations of PVC have been performed for many decades by using the nonrelativistic
Skyrme Hamiltonian [108, 109, 110, 111] or the relativistic mean-field (RMF) Lagrangians
[112, 113].
Following the non-relativistic formalism, Colo´ et al. perform the PVC calculations [111] by
using the second-order perturbation theory. They express the corrected (dressed) single-
particle energy of the state i in terms of the unperturbed HF energy and the self-energy
Σ(ω) as follows:
ǫi = ǫ
(0)
i + Σi(ω = ǫ
(0)
i ).
In this approach, the single-particle properties of the system are associated with the single-
particle Green’s function, which is a solution of the Dyson equation including the self-energy.
For more details, see Chapter 7.
In this way, one may be able to describe the fragmentation and the related spectroscopic
factors of the single-particle states, their density (which is proportional to the effective mass
m⋆ near the Fermi energy), and the imaginary component of the optical potential [110, 114].
4.2.2 The generator coordinate method
The generator coordinate method (GCM) [35, 87, 115, 116, 117, 118, 119] is one of the
methods to go beyond the mean-field approximation by including correlations that arise
in nuclei. The GCM is a very powerful and successful variational quantum method used
to describe microscopically large amplitude collective motion such as vibrations, shape co-
existence and shape transitions, and the restoration of symmetries. The GCM has many
attractive features:
1. It extends the configuration-mixing formalism to the case of a continuous collective
variable, that is the generating coordinate.
2. Its basic idea is to do a linear superposition of mean-field wave functions that are
optimized variationally.
3. It accounts for long-range ground-state correlations and provides excitation spectra
and matrix elements that are successfully compared with data.
4. An example of GCM is the angular momentum projected GCM that uses the quadrupole
moment as generating coordinate.
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4.2.3 Projection methods
The SCMF wave function breaks several symmetries of the nuclear Hamiltonian, for example,
the translational and rotational invariance. A superposition of wave functions should be done
in order to restore the symmetry. Projection methods are a special case of the GCM. There
are many projection methods, for example, the particle number projection: The violation of
the particle-number in the BCS wave function is a good example of symmetry violation that
can be treated by projection methods. It can be formulated for density-dependent forces like
Skyrme and Gogny forces [50, 51, 115, 120, 121].
Several problems have been discussed in the last decade related to some inconsistencies of
the usually employed projection methods [51]. These problems may lead to divergences and
irregularities as well be discussed later.
4.2.4 Variational multiparticle-multihole configuration mixing
The multiparticle-multihole (mp-mh) configuration mixing [122, 123, 124] is a variational
method that is used to describe pairing correlations as well as other kinds of long-range
correlations such as those associated with collective vibrations. In this approach:
1. The wave function is assumed to be a superposition of a finite set of Slater determinants
which includes a HF-type state together with multiple particle-hole excitations of this
state.
2. The configuration mixing coefficients and the single-particle states are determined in
a self-consistent way.
3. The mp-mh approach preserves the particle number and never violates the Pauli prin-
ciple in contrary to the RPA and quasi particle RPA methods.
4. This method is a kind of mixing of mean-field concepts and shell-model procedures.
4.2.5 Second RPA
The second RPA [125, 126, 127, 128, 129] is a natural extension of RPA where the 2 particle -
2 hole excitations are included together with the usual RPA 1 particle - 1 hole configurations
providing in this way a richer description of the excitation modes. This method also allows
one to describe the fragmentation and the width of the excited states.
4.2.6 Extensions of RPA
There are various methods dealing with correlations that are explicitly included in the ground
state. Several extensions of RPA are based on the introduction of an explicitly correlated
ground state with occupation numbers different from 1 (hole states) and 0 (particle states).
This formulation cures the violation of the Pauli principle that characterizes the RPA theory.
31
Several examples of RPA extensions have been discussed in the past decades (see, e.g., [128]
and references therein).
4.3 Conceptual problems
It has been already mentioned that one of the reasons to go beyond the mean-field level
is to better describe and reproduce nuclear observables. However, there are some subtle
conceptual problems when computing long- and short-range correlations in this framework:
for example, problems of double counting, of irregularities and of UV divergences.
4.3.1 The problem of double counting
The first question that one should address before adding correlations is: What are the many-
body correlations that are already effectively included implicitly in the mean-field approach?
In fact, the energy functionals that we use are specially designed for SCMF calculations.
Since the parameters are adjusted to reproduce observables, the functionals certainly contain
in an implicit way various correlation effects. Using these functionals to compute correlations
in beyond SCMF methods looks like double counting because certain correlations will be
overtaken into account [130].
4.3.2 The problem of irregularities
It is clear that, when going beyond the mean-field approximation by including correlations,
one gets an improved description of a many-body system. Some ways to go beyond the
mean-field approximation have been discussed in the previous section.
It has been noticed that the particle-number projection technique might exhibit divergences
[51, 131, 132] and finite steps [133] whenever a single-particle level crosses the Fermi energy as
a function of a collective coordinate. This problem is particular to energy density functionals
but absent in approaches based on the use of a genuine Hamiltonian and a correlated wave
function [48]. As pointed out by Anguiano et al. in Refs. [51, 132], the exchange terms are
considered important and their neglection leads to divergences. The authors showed that as
long as all terms are taken into account and exactly the same terms are used in the mean-
field and in the pairing channel, no divergences appear in the particle-number projection.
Later, Lacorix et al. [48, 49] pointed out that problematic terms are still present if one uses a
density-dependent two-body force under the form of a noninteger power of the density matrix.
They proposed a regularization method [50] that enables to remove the divergent terms from
the energy density functional. This procedure applies to any symmetry-restoration- and/or
generator-coordinate-method-based configuration mixing calculation.
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4.3.3 The problem of the UV divergences
The UV divergences appear in perturbative quantum field theory (QFT) [134] and in simple
quantum mechanical models, as well as in nuclear and in atomic physics. UV divergences in
QFT can be viewed as a consequence of writing the theory with local interactions imposed by
the principles of relativity, unitarity, and causality. This generally leads to theories with UV
divergences, such as quantum electrodynamics (QED). In the domain of nuclear physics, UV
divergences may appear for instance when one uses models beyond the mean-field level with
zero-range interactions. For example, UV divergences appears in the so-called Bogoliubov-
de Gennes or HFB theories if a zero-range interaction is employed in the pairing channel to
treat a superfluid many-fermion system [135, 136]. It was believed by many physicists, in
the 1930s, that the fundamental principles of physics had to be changed in order to get rid
of such divergences.
A major breakthrough occurred, in the late 1940s, when Bethe, Feynman, Schwinger, Tomon-
aga, Dyson, and other physicists proposed a program of ”renormalization” that gave finite
and physically meaningful results by absorbing the divergences into redefinitions of physical
quantities. Moreover, in the 1970s, K. Wilson defined renormalization as nothing more than
parameterizing the sensitivity of low-energy physics to high-energy physics [36, 52]. Due to
the uncertainty principle, the high-energy virtual states will propagate over distances for a
very-short time and consequently their effects on low-energy processes can be simulated by
local interactions [36].
4.4 Regularization and renormalization schemes
In order to have a well-defined theory, one must modify the short-distance behavior (high-
momentum) of the theory so that all the divergent momentum integrals become finite. This
is called regularization. A regularization parameter is introduced so that all the divergences
of the integrals appear as singularities in this parameter.
There are various possible regularization procedures: Momentum Cutoff (MC) Λ regulariza-
tion [36], Pauli-Villars regularization [137], Zeta regularization [138] and the techniques of
the DR [139].
Although the regulators have unphysical features at high momentum scales, it remains pos-
sible to extract the finite part of the regularized divergent integrals in such a way it has
physical meaning. Moreover, physical observables are sensitive to physics at very short dis-
tances only through the values of renormalized coupling constants. This is what is called
the renormalization group equation.
4.4.1 Momentum Cutoff Λ regularization
The general ideas underlying the MC Λ regularization [36] may be summarized as follows:
• A momentum cutoff Λ is introduced as an upper limit on the momentum of the in-
termediate virtual states. In other words, the states with momentum greater than
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the cutoff Λ are discarded from the theory. The cut-off theory can then be used for
processes involving momenta p smaller than Λ.
• A new set of local interactions is added in order to account for the discarded states.
These interactions take the form of a polynomial of the fields and their derivatives.
In nuclear physics and in the language of EFT, local interactions mean Dirac-delta
interactions with their derivatives.
• It has to be noted that the structure of these local interactions does not depend on the
details of the short-range dynamics. Only the numerical values of the coefficients of
these interactions depend on the details of the short-range dynamics. These parameters
are usually adjusted to experimental data.
• Power counting and dimensional analysis tell us that one needs only a few number
of local interactions when working at a particular order in p/Λ, where p is a typical
momentum of the process under study.
A drawback of the momentum cutoff Λ regularization is that it breaks symmetries like
Lorentz and gauge invariance.
4.4.2 DR
The DR technique is an elegant and powerful tool of handling the divergences that arise in
perturbation theory. The original formulation of DR is due to ’t Hooft and Veltman [139]
who invented this procedure in order to regularize non-abelian gauge theories where all pre-
vious cutoff methods failed.
There are several favorable qualities and attractive features of the DR technique that moti-
vate physicists to use such regularization:
1. It respects gauge and Lorentz invariance unlike the MC regularization.
2. It is used by physicists because of its simplicity although the meaning of physics in a
complex d−dimensional space-time is rather opaque.
3. It allows one an easy identification of the divergences as poles around the physical
space-time dimension d.
4. It allows one to handle both UV and infrared divergences in the same manner. The
latters appear in massless theories.
The basic idea behind DR is that we regularize the divergent integrals in such a way that the
measure of integration d or the dimension of the physical space-time becomes an external
parameter that can be varied in the complex plane C. The analytic extrapolation to non-
integer dimension will be based on the extrapolation of the factorial of integer numbers to
real numbers by the Gamma function.
The regularized integrals become convergent and analytic in an interval d. This function
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can be continued meromorphically to all C. It can be proved that the UV divergences of
Feynman graphs appear as poles at isolated values of the physical space-time dimension d
[140, 141].
Finally, the finite part or the regularized value cannot depend on the employed regulator. It
is obtained by introducing a subtraction scheme that controls the process of absorbing the
regulator into the physical quantities.
Some of the more common subtraction schemes are: the MS, where one subtracts only the
divergent parts that are proportional to powers of 1
ǫ
where ǫ = d0 − d and d0 = 3 or 4;
the modified minimal subtraction (MS), where one subtracts certain additional finite terms
from the MS scheme, and the Power Divergent Subtraction (PDS) scheme.
4.4.2.1 DR with Minimial Subtraction Scheme
Over the years, field theorists invented several types of renormalization schemes. Since 40
years, the most popular schemes are the MS technique and its close cousinMS. DR/MS and
DR/MS have been widely used in quantum field theory and also in the domain of EFT for
treating dilute Fermi systems in their normal ground state [52, 142]. The DR/MS scheme was
constructed to subtract UV power divergences and takes care only of the logarithmic-type
divergences. Here are the main steps for the MS scheme:
1. We introduce an auxiliary parameter µ, which is a renormalization scale, to make sure
that the calculated observable has the correct physical dimensions:
d3p
(2π)3
−→ µ3−d d
dp
(2π)d
.
2. The UV divergences of some L−loop integrals will be polynomials of degree-L in 1/ǫ
with ǫ = 3− d as follows:
g2L
(
L∑
j=1
Aj
ǫj
+ A0 + f(p
2) +O(ǫ)
)
, (4.1)
where g is the coupling strength and Aj, j = 0, · · ·L are constants.
3. To cancel the divergences, we subtract the pole parts which are called the counter
terms that appear in the Laurent expansion, Eq. (4.1). Therefore, we need a L−loop
order counter term:
δLg ∝ g2L
(
L∑
j=1
Aj
ǫj
)
.
This is called MS because the minimum number of counter terms needed to do the renor-
malization procedure is the number of poles that exist for ǫ → 0. It has to be noted that
the counter terms are completely determined by the UV divergence of the L−loop diagrams,
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whereas the finite free term A0 is not: it is produced by the renormalization scheme of the
loop diagrams and the counter terms do not contribute to it.
There some disadvantages of using DR/MS:
1. DR/MS tends to produce some large coefficients in the perturbation expansion like
[ln(4π)− γE] ∼ 1.95. Thus, it has become more conventional to use a modified scheme,
called theMS scheme [143, 144]. The auxiliary parameter µ¯ of theMS scheme is given
by:
µ¯ = µ
√
4π e−γE ≈ 2.63µ.
2. The use of DR/MS can obfuscate the renormalization process because it subtracts
automatically the power divergent parts.
4.4.2.2 DR with Power Divergence Subtraction Scheme
The PDS scheme, adopted for example by Kaplan, Savage, and Wise (KSW) [39], is a gener-
alization of the DR/MS (the DR/MS scheme is recovered by taking µ = 0). KSW introduced
the PDS scheme to provide a consistent power counting in the two body-problem when the
scattering length as is unnaturally large [145]. A key feature of the PDS renormalization
scheme is that it keeps track of power divergences by giving to the coefficients of the contact
interactions a power-law dependence on the renormalization scale. Therefore, one can verify
that, by using PDS, the problem will be renormalized successfully up to a given order by
observing the cancellation of µ between the couplings and loop integrals.
One disadvantage of the PDS scheme, is that the power counting is no longer clear for µ ≥
300 MeV, and KSW conclude that the application of the theory is restricted to momenta less
than 300 MeV. An alternative solution for that problem is a momentum subtraction scheme
proposed by Gegelia [146].
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Chapter 5
The nuclear many-body problem and
second-order corrections in nuclear
matter. Results
5.1 Introduction
In Chapter 3, we have mentioned that SCMF models are widely employed to describe sat-
isfactorily the nuclear bulk properties throughout the nuclear chart. Moreover, they are
designed to analyze a large variety of many-body systems where an independent-particle
picture can be adopted. Since these approaches provide the lowest-order nuclear binding
energy [115], it would be very interesting to go beyond this approximation and introduce
higher-order energy corrections in the nuclear many-body problem.
5.2 Why do we deal with 2nd− order in nuclear matter?
An example of nuclear many-body theories in finite systems (for example spherical or de-
formed nuclei) is the previously mentioned PVC approach which is the model where the
coupling between the individual and the collective degrees of freedom of the nucleons is
taken into account. This is an example of beyond-mean-field models. In Chapter 4, we have
learned that the inclusion of higher-order corrections may imply a double counting problem
and UV divergences when a zero-range force is used. In particular, in the framework of PVC,
we encounter the following problems:
1. Diagrams that are counted twice (second-order corrections) should be subtracted in
order to get rid of this double counting.
2. Moreover, such diagrams diverge if a zero-range interaction is employed in such ap-
proach. Techniques to treat the UV divergences were introduced in Chapter 4.
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3. When one uses phenomenological interactions that are adjusted at the mean-field level,
the problem of the double counting of correlations (that are implicitly contained to
some extent in the parameters) should be addressed.
Due to the complexity of nuclear systems, the nuclear many-body problem is extremely
difficult and requires the use of approximations. Nuclear matter can be viewed as a trial
system that allows one to achieve simplicity and analyticity. In the framework of my thesis,
we have decided to study the nuclear many-body problem in nuclear matter as a preparatory
work and a first step to treat afterward nuclei within the PVC approach. In this perspective,
the many-body problem in nuclear matter is truncated at the second order in perturbation
theory.
5.3 Second-order energy diagrams
The Green’s function (or propagator) is defined as the expectation value of the Heisenberg
field operators taken between the exact interacting ground-state [46]:
iGαβ(x, y) =
〈Φ0|T
[
ψˆHα(x)ψˆ
†
Hβ(y)
]
|Φ0〉
〈Φ0|Φ0〉 , (5.1)
where the labels α and β represent the component of the field operators and Φ0 is the
Heisenberg ground state in the interacting representation. We define the T−product as
follows:
T
[
ψˆHα(x)ψˆ
†
Hβ(y)
]
=
{
ψˆHα(x)ψˆ
†
Hβ(y) if tx > ty,
±ψˆ†Hβ(y)ψˆHα(x) if tx < ty,
where x = (~x, tx) and y = (~y, ty). In the case tx < ty, the sign is + (-) for bosons (fermions).
The Green’s functions play a fundamental role in the treatment of the many-body problem
because:
1. The Feynman rules for calculating the nth order contribution in perturbation theory
are simpler for Green’s functions than for any other combination of field operators.
2. They allow us to evaluate the expectation value of any single-particle operator in the
ground state, the ground-state energy of the system, the excitation spectrum of the
system through the Lehmann representation [147].
3. All one-particle quantities of the system, such as the kinetic energy, may be computed
from the one-particle Green’s function;
4. From the two-particle Green’s function we can compute the potential energy due to
two-body forces, etc.
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By using Wick’s theorem [148], the exact expression of the Green’s function derived from
perturbation theory is given by:
iGαβ(x, y) =
∞∑
m=0
(−i
~
)m
1
m!
∫ ∞
−∞
dt1 · · · dtm 〈Φ0|T
[
Hˆ1(t1) · · · Hˆ1(tm)ψˆα(x)ψˆ†β(y)
]
|Φ0〉connected,
where Hˆ1 denotes the interaction Hamiltonian and U is the interacting potential:
Hˆ1 =
1
2!
∑
αβα
′
β
′
γµγ
′
µ
′
∫
d4r d4r
′
ψˆ†α;γ(r)ψˆ
†
β;µ(r
′
)U(r, r
′
)
αα
′
,ββ
′
γγ
′
,µµ
′
ψˆβ′ ;µ′ (r
′
)ψˆα′ ;γ′ (r). (5.2)
The exact expression of the Green’s function consists of the unperturbed Green’s function
G0 plus all connected terms with a free Green’s function G0 at each end. The corresponding
analytical expression is given by Dyson’s equation [149]:
Gαβ(x, y) = G
0
αβ(x, y) +
∑
γµ
∫
d4u
∫
d4v G0αγ(x, u)Σ(u, v)γµ G
0
µβ(v, y). (5.3)
The general structure of the Green’s function can be represented graphically by means of
diagrams as shown in Fig. 5.1:
= +
Self − energy Σ
x
y y
x
y
x
w
z
Figure 5.1: General structure of Gαβ(x, y).
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In Fig. 5.1, the thick lines represent G and the thin lines represent G0. The term Σ(u, v)γµ
in Eq. (5.3) is called the self-energy (a part of a diagram that is connected to the rest of the
diagram by one line in and one line out).
The proper self-energy Σ⋆ is defined as a self-energy insertion that cannot be separated into
two parts by cutting only a single-particle line. By using Σ∗, Eq. (5.3) becomes:
Gαβ(x, y) = G
0
αβ(x, y) +
∫
d4z
∫
d4w G0αλ(x, z)Σ
∗(z, w)λµGµβ(w, y). (5.4)
The above equation can be represented graphically by means of diagrams as shown in the
Fig. 5.2:
= + + + +· · · =
Proper self − energy Σ∗
Figure 5.2: Dyson’s equation for Gαβ(x, y).
To lowest order the proper self-energy consists only of one direct and one exchange term,
whose graphical representation is given by:
+
Figure 5.3: Direct (left) and exchange (right) first-order contributions to the proper self-
energy Σ∗.
To obtain the the self-consistent proper self-energy in the Hartree-Fock approximation,
one replaces the free Green’s function by the exact Green’s function as shown in Fig. 5.4.
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+Figure 5.4: Self-consistent proper self-energy in the Hartree-Fock approximation.
The second-order proper self-energy Σ(∗2) is represented by Fig. 5.5.
(a)
(b) (c)
(d)
(e) (f)
Figure 5.5: Second-order contributions to the proper self energy Σ∗.
5.3.1 Goldstone’s theorem
The application of quantum field theory to the many-body problem was started by Goldstone
in 1957 [150]. He proved the cancellation of the disconnected diagrams to all orders, and
derived the following expression for the energy shift of the ground state:
E = E0 + 〈Φ0|H1
∞∑
n=0
(
1
E0 −H0H1
)n
|Φ0〉connected, (5.5)
where E0 is the energy of the unperturbed system and H1 is the interacting Hamiltonian
given in Eq. (5.2). The Goldstone’s theorem was originally stimulated by Brueckner theory
of strongly interacting Fermi systems [33]. It is an exact restatement (to all orders) of the
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familiar time-independent perturbation expression for the ground-state energy:
E = E0 + 〈Φ0|H1|Φ0〉+
∑
m6=0
〈Φ0|H1|Φm〉〈Φm|H1|Φ0〉
E0 − Em + · · · .
In Appendices A and B, we make a proof of Goldstone’s theorem and show that the only
diagrams that contribute at the first and the second orders are shown in Fig. 5.6.
+
+
k1 k2
k1+q k1
q
q
k2-q k2
k1
k2
q
k1+q k2-qk1 k2
k1-k2+q
Figure 5.6: Direct (left) and exchange (right) first-order (upper line) and second-order (lower
line) contributions to the total energy.
5.3.2 Remarks
In the PVC models, we introduce the coupling of a single-particle to particle-hole (p-h)
vibrations of the core. The p-h vibrations will be described in the framework of RPA (see
Chapter 7).
However, the use of RPA excitations or phonons to evaluate the graphs leads to problems of
double counting in the self-energy and one has to subtract out the second-order contributions
of Fig. 5.6 to obtain the correct counting:
Σ = ΣHF + ΣRPA − Σ(2),
where ΣRPA is represented by Fig. 5.7 (a) and (b) and Σ(2) is represented by Fig. 5.7 (c) and
(d). Since our long-term objective is to cure the drawbacks of the PVC model, we first deal
with the second-order contributions that have to be subtracted from the RPA contribution.
Bertsch et al. [151] showed that the particle-particle (p-p) vibrations contribute much less
than the p-h vibrations to the imaginary part of the self-energy, i.e., the damping widths of
the excited states.
5.4 Second-order energy correction in nuclear matter
Since the nuclear many-body problem is very complicated, we are going to calculate the
nuclear binding energy in nuclear matter using the Skyrme energy-density functional intro-
duced in Sect. 3.5.1 because this functional simplifies the calculations and leads to elegant
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(a) (b)
(c) (d)
RPA RPA
Figure 5.7: Processes contributing the self-energy. (a) and (b) particle-hole RPA contribu-
tions; (c) and (d) second-order contributions.
analytical expressions.
In this chapter, we are going to deal with the second-order energy corrections to the EoS in
nuclear matter as an example to go beyond the mean-field approximation. First of all, we de-
rive the EoS up to the second order of symmetric nuclear matter with the simplified Skyrme
interaction known as t0− t3 model. Then we extend our work to the full Skyrme interaction
by including the velocity-dependent terms and to asymmetric matter. In all cases, a double
counting problem arises at this level because the Skyrme parametrization was designed to
be used at the mean-field level. For that reason, a readjustment of the Skyrme parameters is
performed using a χ2−minimization. Moreover, the UV divergences are visible at the second
order and thus divergent integrals are regularized via the the cutoff scheme.
As a first step, we will restrict our study to the case of symmetric nuclear matter and use the
simple contact force that is proportional to a δ− function without the velocity-dependent
terms.
5.4.1 With the simplified t0 − t3 Skyrme model.
All the results presented in this subsection have been published in Ref. [9].
Let us define a phenomenological zero-range force characterized by two dimensional param-
eters t0 (Mev fm
3) and t3 (Mev fm
3+3α) and one dimensionless parameter α:
V (r1, r2) = t0δ(r1 − r2) + t3
6
ραδ(r1 − r2). (5.6)
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For simplicity, let us introduce the density-dependent field strength g(ρ), defined by g(ρ) =
t0 +
t3
6
ρα. Consequently, our zero-range interaction becomes:
V (r1, r2) = g(ρ)δ(r1 − r2).
This corresponds to the so-called t0 − t3 model. This model is a simplification of the
usual Skyrme model where the spin-dependent, velocity-dependent, and spin-orbit terms
are dropped. In next section, we are going to take into considerations some of these ne-
glected terms.
After defining the zero-range phenomenological interaction, let us now go beyond the mean-
field level by introducing the second-order energy correction in infinite nuclear matter. This
second-order correction normalized within a box of volume Ω is given by (the corresponding
direct and exchange diagrams are shown in the lower line of Fig. 5.6):
∆E = d
Ω3
(2π)9
∫
CI
d3q d3k1 d
3k2
V 2(q)
ǫk1 + ǫk2 − ǫk1+q − ǫk2−q
. (5.7)
The parameter d is expressed in terms of the level of degeneracy n as:
d =
n2 − n
2
, n = 4 in the case of symmetric nuclear matter.
The term V (q) is the momentum representation (i.e., the Fourier transform ) of the zero-
range force represented in coordinate space by Eq. (5.6). In other words, the expression of
V (q) in a box of volume Ω is given by:
V (q) =
g(ρ)
Ω
.
The domain of integration CI represents the intersection of the inner region of a sphere of
radius kF (that represents hole states) where kF is the Fermi momentum, and the outer
region of another sphere of radius kF (that represents particle states):
CI =
{ |k1| < kF , |k1 + q| > kF
|k2| < kF , |k2 − q| > kF . (5.8)
This means that k1 and k2 represent hole states whereas k1+q and k2−q represent particle
states. Moreover, the terms that appear in the denominator of Eq. (5.7) are the non-
relativistic energies for the nucleons and they are expressed in terms of the corresponding
momenta and the effective mass m∗: ǫk =
~2k2
2m∗
. By performing the following change of
variables:
q→ q
kF
, k1 → k1
kF
and k2 → k2
kF
,
and using Shwinger’s proper time representation, our propagator can be written as:
1
q2 + q · (k1 − k2) =
∫ ∞
0
dα e−α[q
2+q·(k1−k2)].
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The second-order energy correction in Eq. (5.7) becomes:
∆E = −d Ω
3
(2π)9
(
m∗
~2
)
k7F
∫
|q|>0
d3q V 2(q) G(q), (5.9)
where the expression of G(|q|) is given by:
G(|q|) =
∫ ∞
0
dα e−αq
2
∫
|k1|<1
|k1+q|>1
d3k1 e
−αq·k1
∫
|k2|<1
|k2−q|>1
d3k2 e
αq·k2.
The last two integrals in the above expression are symmetric under the change of variable
k1 → −k2; hence, the expression of G(|q|) reduces to:
G(|q|) =
∫ ∞
0
dα e−αq
2

∫
|p|<1
|p+q|>1
d3p e−αq·p

2 .
In order to calculate analytically the expression of G(|q|), one needs to set up the domain
of integration. This domain can be splitted into two parts according to the values of |q|:
1. High-energy region (|q| > 2): In this region, the particle states can take arbitrarily
large values of momenta from 2kF up to infinity. This region contains the UV diver-
gences due to the zero-range character of the interaction.
In this case: for |q| > 2, |p+q| > 1 is always satisfied whenever |p| < 1. In other words,
the domain of integration becomes: (|q| > 2) ∩ (|p+ q| > 1) ∩ (|p| < 1) = |p| < 1.
In this region, the expression of G(|q|) reduces to:
G(|q|) =
∫ ∞
0
dα e−αq
2
[∫
|p|<1
d3p e−αq·p
]2
.
After introducing the polar coordinates in the second integral and performing the
integration over α, one obtains an elegant closed form of G(u) by taking u = |q|
2
(see
Appendix C):
G (u) =
(2π)2
30u
[(4− 20u2 − 20u3 + 4u5) log(u+ 1) + (−4 + 20u2 − 20u3 + 4u5) log(u− 1)
+22u+ 4u3 + (40u3 − 8u5) log(u)].
2. Low-energy region (0 < |q| < 2): In this region, there are no UV divergences
because all the momenta are upper-bounded by the value of 2kF . In this case, all the
momentum integrals are finite and convergent.
To simplify the domain of integration, we will apply the techniques presented in Ref.
[152], with the following change of variables x = qˆ · n, where n is a unit vector
n = p+ αq:∫
D(p)
d3p f(p,q) = q
∫ 2π
0
dΦ
∫ 1
0
dα
∫ 1
qα/2
x f(n− αq,q) dx.
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Let us use D(p) = (|p| < 1) ∩ (|p+ q| > 1) and f(p,q) = e−αq·~p; we have:∫
|p|<1
|p+q|>1
d3~p e−α~q·~p = 2π|q|
∫ 1
0
dβ eαβq
2
∫ 1
|q|β
2
dx x e−α|q|x.
By performing an integration by parts to the last integral, we get:∫
|p|<1
|p+q|>1
d3~p e−α~q·~p =
(2π)
(α|q|)3
[
αq2 e
αq2
2 + (1 + α|q|) e−α|q| − (1 + α|q|) eα|q|(|q|−1)
]
.
After straight-forward calculations (see Appendix C), the expression of G(u), with
u = |q|
2
, becomes:
G(u) =
(2π)2
30u
[(4 +
15
2
u− 5u3 + 3
2
u5) log(1 + u) + (4− 15
2
+ 5u3 − 3
2
u5) log(1− u)
+29u2 − 3u4 − 40u2 log 2].
Finally, the energy contributions due to the low- and high-energy regions can be summed
up and we get:
∆E = −d Ω
3
(2π)9
(
m∗
~2
)
k7F
[∫
|0<|q|<2
d3q V 2(q) G(q) +
∫
|q|>2
d3q V 2(q) G(q)
]
.
By performing the change of variable q = 2u and integrating over the solid angle, the
second-order energy correction in infinite nuclear matter becomes:
∆E = − (32π d) Ω
3
(2π)9
(
m∗
~2
)
k7F
[∫ 1
0
u2 V 2(u) G(u) du+
∫ ∞
1
u2 V 2(u) G(u) du
]
.
In symmetric nuclear matter with the simplified Skyrme interaction (t0−t3 model), the value
of d is equal to 6. This means that the energy exchange contribution is one-fourth of the
direct energy contribution. Moreover, the effective mass m∗ within the t0− t3 model is equal
to the nucleonic mass m.
Using the above simplifications, the energy per particle in symmetric nuclear matter reduces
to:
∆E
A
(kF ) = − 9
4π4
(m
~2
)
k4F g
2(kF )
[∫ 1
0
u2 G(u) du+
∫ ∞
1
u2 G(u) du
]
.
As we have already mentioned, the second integral is divergent due to the high-energy
processes involved. In order to make our integrals convergent and finite, we are going to
introduce a momentum cutoff Λ and separate the high-energy region from the low-energy
one:
∆E
A
(kF ) = − 9
4π4
(m
~2
)
k4F g
2(kF )
[∫ 1
0
u2 G(u) du+
∫ Λ
2kF
1
u2 G(u) du
]
.
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When the cutoff Λ is introduced, the last integral has Λ
2kF
as upper limit and the correspond-
ing quantity is denoted by I(ρ,Λ). To simplify the above expression, we will introduce the
following notation:
∆E
A
(kF ) = − 9
8π4
(
m∗
~2
)
k4F g
2(kF ) I
(
Λ
kF
)
,
where the expression of I is given by:
I
(
Λ
kF
)
= 2
[∫ 1
0
u2 G(u) du+
∫ Λ
2kF
1
u2 G(u) du
]
.
After straight-forward calculations, the analytical expression of I( Λ
kF
) is:
I
(
Λ
kF
)
=
1
105
(−11 + 2 ln 2) + Λ
35kF
+
11Λ3
210k3F
+
Λ5
840k5F
+
(
Λ5
60k5F
− Λ
7
1680k7F
)
ln
(
Λ
kF
)
+
(
1
35
− Λ
2
30k2F
+
Λ4
48k4F
− Λ
5
120k5F
+
Λ7
3360k7F
)
ln
(
−2 + Λ
kF
)
−
(
1
35
− Λ
2
30k2F
+
Λ4
48k4F
+
Λ5
120k5F
− Λ
7
3360k7F
)
ln
(
2 +
Λ
kF
)
.
5.4.1.1 Counter terms
Let us show which kind of counter terms one should include to remove the UV divergences
at second order. In other words: is it possible to find counter terms that remove the UV
divergences in the present t0 − t3 model?
The behavior of I
(
Λ
kF
)
for large values of the cutoff Λ (asymptotic behavior) can be ap-
proximated as:
I
(
Λ
kF
)
≈ Λ
9kF
+
1
105
(−11 + 2 ln 2) +O
(
kF
Λ
)
.
For the sake of simplicity, let us take α = 1 that corresponds to a phenomenological three-
body force. From the above expression, the asymptotic behavior of the second-order energy
correction ( for Λ >> M where M is a hard-mass scale) diverges linearly with Λ:
E
A
(kF ,Λ >> M) =
3~2
10m
k2F +
1
4π2
[
t0 − mΛ
2π2~2
t20
]
k3F +
1
36π4
[
t3 − mΛ
π2~2
t0t3
]
k6F
+
(
9m
8π4~2
)(
t0 +
t3
6
ρ
)2 [
11− 2 ln 2
105
]
k4F −
(
mΛ
648π8~2
t23
)
k9F .
Some comments can be drawn:
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1. The terms in green can be regrouped with the contributions from the mean field by
redefining the parameters t0 and t3 as follows:
tR0 = t0(Λ)−
mΛ
2π2~2
t20(Λ) and t
R
3 = t3(Λ)−
mΛ
π2~2
t0(Λ)t3(Λ).
2. However, it is not possible to absorb the divergent term (in red) unless we add a four-
body force, treated perturbatively at the mean-field level, to the simplified Skyrme
interaction:
V (r1, r2, r3, r4) = t4 δ(r1 − r2)δ(r2 − r3)δ(r3 − r4),
where t4 is a parameter to be fitted to some data. This analysis of counter terms is
addressed in detail in Ref. [153].
3. Of course, by adding such counter term, the Skyrme interaction becomes more com-
plicated and thus applications to finite nuclei are more difficult. In this case, the
Skyrme interaction would be made up of a two-body, three-body (the two-body density-
dependent part with α = 1) and four-body term. Then, an important question should
be addressed at this level: Is there any systematic expansion that controls the hierarchy
of this interaction? (see Chapter 6).
4. This means that it is already extremely difficult to use the techniques of adding counter
terms with the present t0 − t3 interaction, even in the simpler case where α = 1.
To get rid of such divergent term (the term in red), one may follow two directions:
1. The first direction is to absorb the divergence by readjusting the parameters of the
Skyrme interaction in order to have a reasonable EoS at second order.
2. Another direction is to use the techniques of DR/MS that automatically cancel all
power-divergent integrals (for more details, see Chapter 6).
5.4.1.2 Analyzing the divergence
In the case of effective interactions between point-nucleons, the cutoff Λ must certainly be
smaller than the momentum associated with the nucleon size, i.e., Λ ≤ 2 fm−1 . Moreover,
the energy scale of low-energy nuclear phenomena in finite nuclei is much lower (see, for
instance, Ref. [154]). In fact, to describe giant resonances or rotational bands of nuclei, the
scale should be even smaller, perhaps around 0.5 fm−1 .
In Fig. 5.8(a), the EoS E/A+∆E/A (first- plus second-order) for symmetric nuclear matter
with the simplified t0 − t3 Skyrme interaction is plotted for different values of the cutoff Λ
(from 0.5 to 2 fm−1) and compared with the SkP [155] mean-field curve (solid black line).
The second-order correction ∆E/A is also shown in Fig. 5.8(b). In fact, we have chosen
as a reference the SkP mean-field EoS because it represents a reasonable EoS where only
the terms t0 and t3 terms do contribute at the mean-field level due to the choice of the SkP
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parametrization.
All the curves are calculated using the SkP parameters (cf. Table 5.1). It has to be noted
that the UV divergence is clearly visible in the figure. For Λ = 1.5 fm−1, the maximum
correction is already comparable with the energy per particle at the saturation point, i.e., ≈
15 MeV.
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Figure 5.8: (a) E/A + ∆E/A as a function of the density and for different values of the cutoff
Λ. The SkP mean-field EOS (solid black line) is shown for comparison. (b) Correction ∆E/A for
different values of Λ.
5.4.1.3 Adjustment of the Skyrme parameters
Our objective is to treat the UV divergence that is generated at the second-order in the
expression of the EoS for symmetric nuclear matter. Since the technique of adding counter
terms has been previously rejected for this case, we will follow a phenomenological approach
by which the divergence is absorbed by adjusting the parameters of the Skyrme interaction.
For each value of Λ we can perform a least-square fit to determine a new parameter set SkPΛ,
such that the EoS including the second-order correction matches the one obtained with the
original force SkP at the mean-field level. This result is illustrated in Fig. 5.9.
The SkP EoS is chosen as our reference on which we perform the fit. Of course, we could have
chosen any other reasonable EoS for nuclear matter as a reference. The refitted parameters
are listed in Table 5.1 together with the obtained saturation density and binding energy at
saturation. In Fig. 5.9(b) we display, for purely mathematical illustration, the refit done
with the extreme value of Λ = 350 fm−1 to show that the procedure works even with an
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unphysical value of the cutoff.
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Figure 5.9: (a) Second-order-corrected and refitted equations of state compared with the reference
EoS (SkP at mean-field level). (b) Extreme case of Λ = 350 fm−1.
Table 5.1: From the second line, columns 2, 3 and 4: parameter sets obtained in the fits
associated with different values of the cutoff Λ compared with the original set SkP (first
line). In the fifth column the χ2-value (χ2 divided by the number of fitted points) associated
to each fit is shown. In columns 6 and 7 the saturation points and the binding energies are
shown.
t0 (MeV fm
3) t3 (MeV fm
3+3α) α χ2/N ρ0 (fm
−3) E/A(ρ0) (MeV)
SkP -2931.70 18708.97 1/6 0.16 -15.95
Λ = 0.5 fm−1 -2352.900 15379.861 0.217 0.00004 0.16 -15.96
Λ = 1 fm−1 -1155.580 9435.246 0.572 0.00142 0.17 -16.11
Λ = 1.5 fm−1 -754.131 8278.251 1.011 0.00106 0.17 -16.09
Λ = 2 fm−1 -632.653 5324.848 0.886 0.00192 0.16 -15.82
Λ = 350 fm−1 -64.904 360.039 0.425 0.00042 0.16 -15.88
We have thus shown that, for any value of the cutoff Λ, it is possible to find a new
refitted interaction that can be used to take into account the mean-field contribution plus
the second-order corrections. The quality of the fits, that can be judged from Fig. 5.9,
demonstrates that the refitted interactions can describe satisfactorily the empirical EoS for
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the case of symmetric nuclear matter treated with a simplified contact force. The quality of
the fit is also clearly indicated by the values of χ2 (Table 5.1), defined as :
χ2 =
1
N − 1
N∑
i=1
(
Ei − Ei,ref
Ei,ref
)2
, (5.10)
where N is the number of fitted points.
5.4.2 With the full Skyrme interaction.
All the results presented in this and the following subsections have been published in Ref.
[10].
As was done in the previous section, we treat the EoS of nuclear matter by adding the
second-order correction to the first-order mean-field energy. This time, we use the standard
Skyrme interaction in its complete form where only the spin-orbit term is obviously neglected
because we deal with matter. This interaction was introduced in Chapter 3:
V (~r1, ~r2) = t0(1 + x0Pσ)δ(~r1 − ~r2) + 1
2
t1(1 + x1Pσ)[~k
′2δ(~r1 − ~r2) + δ(~r1 − ~r2)~k2]
+ t2(1 + x2Pσ)~k
′ · δ(~r1 − ~r2)~k + 1
6
t3(1 + x3Pσ)ρ
α(~R)δ(~r1 − ~r2).
The second-order contribution in nuclear matter is due to the neutron-neutron, the proton-
proton and the neutron-proton contributions. We can define thus the second-order correction
∆E(2) as:
∆E(2) = (∆E +∆Ex)nn + (∆E +∆E
x)pp +∆Enp. (5.11)
In the above compact notation, we denote by ∆E the second-order energy correction due
to the direct diagrams and by ∆Ex the second-order energy correction due to the exchange
diagrams.
5.4.2.1 nn− pp channels
The direct ∆E and the exchange ∆Ex contributions for the neutron-neutron (nn) and
proton-proton (pp) channels normalized in a box of volume Ω are given by:
∆Eii =
1
2
Ω3
(2π)9
∫
CI
d3k1 d
3k2 d
3q
v2(q)
ǫk1 + ǫk2 − ǫk1+q − ǫk2−q
,
∆Exii = −
1
2
Ω3
(2π)9
∫
CI
d3k1 d
3k2 d
3q
v(q)v(k1 − k2 + q)
ǫk1 + ǫk2 − ǫk1+q − ǫk2−q
. (5.12)
In the nn and pp channels, the k1 and k2 momenta appearing in the integrals of Eq. (5.12)
refer either both to neutrons or both to protons.
The integration domain CI is given by:
CI =
{
|k1| < k(i)F , |k1 + q| > k(i)F
|k2| < k(i)F , |k2 − q| > k(i)F
,
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where the Fermi momentum k
(i)
F in CI refers either to the proton or to the neutron Fermi
momentum if k1 and k2 represent both protons or both neutrons. The two Fermi momenta
knF and k
p
F are defined as:
knF =
(
3
2
π2ρn
)1/3
=
[
3
4
π2ρ(1 + δ)
]1/3
, (5.13)
kpF =
(
3
2
π2ρp
)1/3
=
[
3
4
π2ρ(1− δ)
]1/3
. (5.14)
We introduce the parameter a depending on kn and kp as,
a =
kp
kn
=
(
1− δ
1 + δ
)1/3
≤ 1. (5.15)
In Eq. (5.12) the energies ǫ are expressed as ǫk =
~2k2
2m∗n,p
, where m∗n,p/m is the effective mass
for neutrons or protons that we have taken equal to its mean-field value (see, for instance,
Ref. [100]):
m
m∗n,p
= 1 +
m
4~2
(ρn + ρp)Θv +
m
4~2
ρn,p(Θs − 2Θv).
By expressing the neutron and proton densities in terms of the total density via,
ρn =
1 + δ
2
ρ, ρp =
1− δ
2
ρ and ρ = ρn + ρp,
the ratio of the nucleonic mass to the effective mass m∗n,p becomes:
m
m∗n,p
= 1 +
m
4~2
ρΘv +
m
4~2
ρ(1 + ωn,pδ)
2
(Θs − 2Θv), (5.16)
where ωn = 1 and ωp = −1. The mean-field isoscalar effective mass m∗s/m can be deduced
from Eq. (5.16) by setting δ = 0, i.e., by restricting to the case of equal number of protons
and neutrons. It is given by the following formula:(
m
m∗s
)
= 1 +
1
8
m
~2
Θsρ.
To simplify the notation, let us introduce two parameters b and c:
b =
m∗s
m∗n
, c =
m∗s
m∗p
[Note that: b+ c = 2]
In Eq. (5.12), the numerators v2(~q) and v(~q)v(~k1−~k2+~q) are calculated after summing over
spin and isospin indices. To perform the sum, we have used the following properties:
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1. The Pauli spin matrices are traceless, i.e.,∑
σ1,σ2
〈σ1, σ2|σ1 · σ2|σ1, σ2〉 = 0.
2. The operators Pσ and Pτ satisfy the following relation: P
2
σ = 1 and P
2
τ = 1.
3. After straight-forward calculations, the terms v2(~q) and v(~q)v(~k1 − ~k2 + ~q) can be
written as:
v2(~q) = 4(γ1 + γ2) + (8γ3 + 4γ4)q
2 + 4(γ5 + γ6)q
4, (5.17)
v(~q)v(~k1 − ~k2 + ~q) = (2γ1 + 8γ2) + (2γ3 + 4γ4)
[
q2 + (~k1 − ~k2 + ~q)2
]
+(8γ5 + 2γ6) q
2(~k1 − ~k2 + ~q)2.
The parameters γi in Eq. (5.17) are listed in the following table,
γ1 γ2 γ3 γ4 γ5 γ6
t203 + x
2
03 t03 x03 t03t12 + x03x12 t03x12 + x03t12 t12 x12 t
2
12 + x
2
12
where the following notation has been adopted,
t03 x03 t12 x12
t0 +
t3
6
ρα t0x0 +
t3x3
6
ρα t1 + t2 t1x1 + t2x2
After some manipulations, the pp and nn contributions can be written as the sum of ten terms
that are functions of the density ρ, of the asymmetry parameter δ and of the momentum
cutoff Λ: ∑
i=n,p
∆Eii +∆E
x
ii
A
(δ, ρ,Λ) =
10∑
j=1
χj(δ, ρ)Ij(δ, ρ,Λ). (5.18)
The first 5 terms describe the nn channel and the last 5 terms describe the pp channel. Let
us first consider the nn case.
• The integrals Ij in Eq. (5.18) are given by:
Ij(δ, ρ,Λ) = Γj
∫ Λ
2kn
0
du fj(u) [Θ(1− u) F j1 (u) + Θ(u− 1) F j2 (u)], j = 1, . . . , 5, (5.19)
where the five coefficients Γi and the five functions fi are listed in the following table:
Γ1 Γ2 Γ3 Γ4 Γ5 f1(u) f2(u) f3(u) f4(u) f5(u)
1/15 1/15 -1 4/15 1/15 u u2 u2 u4 u4
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The expressions of the ten functions F j1 (u), F
j
2 (u) (with j running from 1 to 5) are provided
in Appendix D.1.
• The coefficients χj appearing in Eq. (5.18) (for j = 1, . . . , 5) are written as follows:
χ1(δ, ρ) = 8π
3C∆Em
∗
nk
7
n(t03 − x03)2,
χ2(δ, ρ) = 32π
3C∆Em
∗
nk
9
n(t03t12 + x03x12),
χ3(δ, ρ) = 64π
3C∆Em
∗
nk
9
n(t03x12 + x03t12), (5.20)
χ4(δ, ρ) = 64π
3C∆Em
∗
nk
11
n t12x12,
χ5(δ, ρ) = 64π
3C∆Em
∗
nk
11
n (t
2
12 + x
2
12),
where the following notation has been introduced: C∆E = − 8(2π)9 1~2ρ .
The integral I1 in Eq. (5.18) has already been encountered in the t0 − t3 model treated
in Subsec. 5.4.1, whereas the additional four integrals I2,3,4,5 appear when the velocity-
dependent terms are considered.
The last five terms in Eq. (5.18) correspond to the pp channel. They are equal to the first
five terms with the replacements m∗n → m∗p and kn → kp in the coefficients χ.
The replacement kn → kp is also done in the upper limit of the integral in Eq. (5.19). The
coefficients Γi and the functions fi and F
i
1,2, with i running from 6 to 10, are equal to those
already written for i running from 1 to 5.
5.4.2.2 np− pn channel
The second-order contribution in the np − pn channel normalized in a box of volume Ω is
given by:
∆Enp =
Ω3
(2π)9
∫
CI
d3k1 d
3k2 d
3q
2v2(q)
ǫk1 + ǫk2 − ǫk1+q − ǫk2−q
, (5.21)
where v2(q) is explicitly written in Eq. (5.17).
The factor 2 in Eq. (5.21) comes from the sum of the np and pn channels. The momentum
k1 (k2) is associated to a neutron (proton). That means that, in the integration domain CI
that we write formally in the same way as for the nn and pp cases, the kF associated to the
kiF of the neutron (proton) represents the neutron (proton) Fermi momentum.
In this channel we divide the region of integration into three parts:
1. Low-energy region (0 < |q| < 2kp): In this region, momentum integrals are fi-
nite and convergent since the momenta are restricted to an upper value equal to 2kp.
Therefore, there are no UV divergences.
2. Intermediate region (2kp < |q| < 2kn): In this region, the momenta of the states
have a lower bound equal to 2kp and an upper bound equal to 2kn. In other words,
all momentum integrals are convergent and there is no need to do any regularization
procedure.
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3. High-energy region (|q| > 2kn): In this region, the particle states can take ar-
bitrarily large values of momenta from 2kn up to infinity. The integration over the
momentum |q| in Eq. (5.21) diverges because of the high-energy processes involved in
this region. In principle, one should regularize this integral and absorb the divergence
by adding a counter term to the Skyrme interaction.
We derive the second-order energy correction, Eq. (5.21), in the np−pn channel by summing
up the contributions from the above three regions and we obtain:
∆Enp
A
=
16π3C∆Ek
7
n
15
m∗s
(bc)3
Dabc (∞) .
The expression Dabc(∞), which depends on the total density ρ and the isospin parameter δ,
diverges in the high-energy region (u > 1) where u = |q|/2kn:
Dabc(∞) =
∫ a
0
du u v2(2knu)F
abc
1 (u) +
∫ 1
a
du u v2(2knu) F
abc
3 (u) +
∫ ∞
1
du u v2(2knu) F
abc
2 (u),
where:
v2(2kn u) = 4(γ1 + γ2) + (8γ3 + 4γ4)(2kn u)
2 + 4(γ5 + γ6)(2kn u)
4.
The expressions of the three functions F abc1 (u), F
abc
2 (u) and F
abc
3 (u) are provided in Appendix
D.2.
In order to have for Dabc(∞) a finite integral, we introduce a momentum cutoff Λ so that
the integrand in the region (1 < u <∞) becomes (1 < u < Λ
2kn
):
Dabc(Λ) =
∫ a
0
du u v2(2knu)F
abc
1 (u) +
∫ 1
a
du u v2(2knu) F
abc
3 (u) +
∫ Λ
2kn
1
du u v2(2knu) F
abc
2 (u).
To summarize, let us write the second-order energy correction in all the channels in a compact
form as follows:
∆Enp
A
(δ, ρ,Λ) =
15∑
j=11
χj(δ, ρ)Ij(δ, ρ,Λ),
where the last five terms refer to the np − pn channel and the first ten terms have been
already introduced for the nn − pp channel. For the last five terms, the cutoff-dependent
integrals Ij(δ, ρ,Λ) are given by:
Ij(δ, ρ,Λ) =
1
15
∫ Λ
2kn
0
du fj(u) F
abc
total(u, ρ, δ). (5.22)
The function F abctotal(u, ρ, δ) is the sum of three functions in different domains according to
the values of u:
F abctotal(u, ρ, δ) =
1
(bc)3
[
Θ(a− u)F abc1 (u) + Θ(u− a)Θ(1− u)F abc3 (u) + Θ(u− 1)F abc2 (u)
]
.(5.23)
The five values of fj for 11 ≤ j ≤ 15 are reported in the following table:
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f11(u) f12(u) f13(u) f14(u) f15(u)
u u3 u3 u5 u5
The last 5 coefficients χj are equal to
χ11(δ, ρ) = 32π
3C∆Em
∗
sk
7
n(t
2
03 + x
2
03 + t03x03),
χ12(δ, ρ) = 256π
3C∆Em
∗
sk
9
n(t03t12 + x03x12),
χ13(δ, ρ) = 128π
3C∆Em
∗
sk
9
n(t03x12 + x03t12), (5.24)
χ14(δ, ρ) = 512π
3C∆Em
∗
sk
11
n t12x12,
χ15(δ, ρ) = 512π
3C∆Em
∗
sk
11
n (t
2
12 + x
2
12).
Finally, the Skyrme EoS up to second order is written as
E
A
(δ, ρ,Λ) =
3~2
10m
(
3π2
2
ρ
) 2
3
G5/3 +
1
8
t0ρ[2(2 + x0)− (1 + 2x0)G2]
+
1
48
t3ρ
α+1[2(2 + x3)− (1 + 2x3)G2]
+
3
40
(
3π2
2
) 5
3
ρ
5
3
[
ΘvG5/3 +
1
2
(Θs − 2Θv)G8/3
]
+
15∑
j=1
χj(δ, ρ)Ij(δ, ρ,Λ). (5.25)
5.4.2.3 Analyzing the divergence
Starting from Eq. (5.25) the asymptotic behavior of the second-order energy contribution
can be obtained by taking its asymptotic expansion. It can be shown that this leads to:
∆E(2)
A
(δ, ρ) = k3F
[
a0(δ)Λ + a1(δ)Λ
3 + a2(δ)Λ
5
]
+ k5F
[
b0(δ)Λ + b1(δ)Λ
3
]
+ k3+3αF
[
c1(δ)Λ + c2(δ)Λ
3
]
+k7F [c0(δ)Λ] + k
3+6α
F [c3(δ)Λ] + k
5+3α
F [c4(δ)Λ], (5.26)
where the coefficients ai, bi and ci depend on δ and ρ. Some comments can be drawn:
1. We observe that the energy correction diverges as Λ5 for large values of Λ and that
this divergence is much stronger than the linear divergence of the t0 − t3 model.
2. Which counter terms should be added? Let us consider the simple example that
corresponds to α = 1:
(a) The three terms in green can be regrouped with the mean-field contributions by
redefining the parameters.
(b) However, the first term in red k7F [c0(δ)Λ] can be absorbed only by adding to the
original Skyrme interaction the two-body term: ∇4δ(r1 − r2).
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(c) The second red term: k9F [c3(δ)Λ] can be absorbed only by adding to the original
Skyrme interaction a contact four-body force proportional to δ(r1 − r2)δ(r2 −
r3)δ(r3 − r4);
(d) Finally, the last term k8F [c4(δ)Λ] can be absorbed by adding to the original
Skyrme interaction a contact three-body velocity dependent term proportional
to: ∇2δ(r1 − r2)δ(r2 − r3).
(e) (a), (b), (c) and (d) are discussed in Ref. [153].
3. By adding these counter terms, applications to finite nuclei would become extremely
complicated. Two possible alternative directions can be followed:
(a) The first direction is to absorb the divergence by readjusting the parameters of
Skyrme interaction in order to have a reasonable EoS at second order at each
value of the cutoff.
(b) Another direction is to use the techniques of DR/MS that automatically cancels
all power-divergent integrals (for more details, see Chapter 6).
5.4.3 Applications with the full Skyrme interaction: symmetric
nuclear matter
Symmetric nuclear matter corresponds to equal number of protons and neutrons (N = Z).
Consequently, the EoS for symmetric matter evaluated at the second order is obtained from
Eq. (5.25) by setting the isospin asymmetry δ = 0. In Fig. 5.10 we show a plot of the EoS as
a function of the density ρ for different values of the cutoff Λ, computed with the parameter
of the SLy5 Skyrme force and compared with SLy5 mean-field EoS. The parametrization
SLy5 is chosen this time as a reference. Of course, any other reasonable reference EoS could
have been chosen.
In the upper panel of Fig. 5.10, the first- plus second-order EoS obtained for different
values of the cutoff Λ (see legend) is plotted, from 0.5 up to 2 fm−1. The different equa-
tions of state are calculated by using the SLy5 Skyrme parameters and are compared with
the reference mean-field SLy5 EoS [solid line in panel (a)]. In panel (b), the second-order
correction is plotted for the same values of the cutoff.
• The dependence on the cutoff appears in the second-order corrections.
• For example, we observe that for a cutoff value equal to 2 fm−1 the correction to the
energy at the saturation point of nuclear matter, ρ = 0.16 fm−3, is already very large
and is equal to −80 MeV.
• This is due to the UV divergence that appears at second order.
Two important properties of symmetric nuclear matter are the pressure P and the incom-
pressibility modulus K∞ at saturation. From Eq. (5.25), one can calculate the first-order
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Figure 5.10: (a) Second-order EoS for different values of the cutoff Λ and (b) second-order
correction for symmetric nuclear matter calculated with the SLy5 parameters. The SLy5
mean-field EoS is also plotted in (a) (solid line).
and second-order derivatives of the energy per particle with respect to the density ρ in or-
der to get the expressions for the pressure P and the incompressibility modulus K∞ at the
second-order level.
The total pressure can be expressed as the sum of the first-order mean-field pressure and the
second-order contribution as follows:
P (ρ,Λ) = ρ2
d
dρ
E
A
(ρ,Λ) = P (1)(ρ) + P (2)(ρ,Λ). (5.27)
The expression of the first-order pressure is given in Eq. (3.3) whereas the second-order
pressure of symmetric nuclear matter is given by:
P (2)(ρ,Λ) = ρ2
[
15∑
j=1
(
χ
′
j(δ, ρ)Ij(δ, ρ,Λ) + χj(δ, ρ)I
′
j(δ, ρ,Λ)
)]
δ=0
. (5.28)
The incompressibility modulus K∞ can also be splitted into two parts: a mean-field part
plus a second-order term:
K∞(ρ,Λ) = 9ρ
2 d
2
dρ2
E
A
(ρ,Λ) = K(1)∞ (ρ) +K
(2)
∞ (ρ,Λ). (5.29)
The mean-field part of the incompressibility is given in Eq. (3.4) and the second-order
correction is given below:
K(2)∞ (ρ,Λ) = 9ρ
2
[
15∑
j=1
χ
′′
j (δ, ρ)Ij(δ, ρ,Λ) + 2χ
′
j(δ, ρ)I
′
j(δ, ρ,Λ) + χj(δ, ρ)I
′′
j (δ, ρ,Λ)
]
δ=0
.(5.30)
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The ′ notation in Eqs. (5.28) and (5.30) denotes the derivative with respect to the total
density ρ.
By using the same values of the cutoff Λ and the SLy5 parameters, the second-order pressure
and the second-order incompressibility modulus are displayed in Fig. 5.11. One may observe
how strongly the UV divergence affects the pressure and the incompressibility modulus for
large values of the cutoff Λ. The incompressibility is strongly enhanced by the second-order
correction and is equal to ∼ 625 MeV at the saturation point of matter for Λ = 2 fm−1.
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Figure 5.11: Second-order pressure (a) and incompressibility modulus (b) calculated with
the SLy5 parameters for different values of the cutoff. The mean-field SLy5 curves are also
plotted in both panels (solid lines).
5.4.3.1 Adjustment of the Skyrme parameters
As was mentioned in Chapter 4, the introduction of the second-order contributions would
in principle imply a double counting problem. In our attitude, we are dealing with phe-
nomenological interactions where their corresponding parameters can be adjusted according
to which diagrams are explicitly introduced. We have seen in Subsection 5.4.2.3 that, if
one wants to renormalize the problem, counter terms like 4-derivative two-body, 2-derivative
three body and a four-body force, should in principle be added to the original Skyrme in-
teraction. However, adding such counter terms would strongly complicate the calculations,
especially in the perspective of doing applications to finite nuclei. Therefore, we first employ
a simple procedure and absorb the UV divergences by adjusting the parameters of Skyrme in
order to have a reasonable second-order EoS (as we have already done for the t0− t3 model).
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χ2 minimization:
We have adjusted the nine parameters of the Skyrme interaction entering in the expression
of the EoS to reproduce the reference SLy5 mean-field EoS (again, we could have chosen
any other reasonable EoS). We have chosen N = 15 equidistant reference points for densities
ranging from 0.02 fm−3 to 0.30 fm−3. All the parameters are kept free in the adjustment
procedure by neglecting for the moment the existing correlations between the parameters.
The minimization has been performed using the following definition for the χ2,
χ2 =
1
N − 1
N∑
i=1
(Ei − Ei,ref)2
∆E2i
. (5.31)
The errors or adopted standard deviations, ∆Ei, in Eq. (5.31) are chosen equal to 1% of
the reference SLy5 mean-field energies Ei,ref . This choice is arbitrary since we are fitting a
theoretical EoS where a standard deviation for this quantity has not been estimated. How-
ever, the magnitude of the χ2 defined in Eq. (5.31) has a clear and reasonable meaning:
if it is smaller or equal to one, the reference EoS is reproduced within one standard devi-
ation, i.e., within a 1% average error, by our second-order EoS. The corresponding curves
obtained with the adjusted parameters are shown in Fig. 5.12 for different values of Λ. The
quantities which are displayed in this figure are the differences between the refitted EoS and
the reference SLy5 mean-field EoS for different values of the cutoff Λ. We observe that the
deviations are extremely small except at very low densities where they are anyway not larger
than 0.06 MeV. In the inset of the figure the refitted EoS are plotted and compared with
the SLy5 mean-field EoS (solid line). Due to the scale, the curves in the inset are practically
indistinguishable. The obtained sets of parameters and the χ2 values are shown in Table 5.2
for each value of the cutoff Λ. The χ2 values are always extremely small indicating that,
on average, the fitted points are deviating much less than 1 % (according to the adopted
expression for χ2, Eq. (5.31)) with respect to the reference EoS.
We have noticed that, for the four refitted interactions, the saturation density ρ0 and the
incompressibility modulus are equal in all cases to 0.16 fm−3 and 229.9 MeV, respectively.
The pressure and the incompressibility, Eqs. (5.27) and (5.29), evaluated by using the pa-
rameters listed in Table 5.2, are plotted in the two panels of Fig. 5.13. Again, what is plotted
is the deviation with respect to the SLy5 mean-field reference values. In the two insets, the
absolute values are displayed together with the SLy5 mean-field curves (solid lines). We
stress that the pressure and the incompressibility do not enter in the fits. In spite of this,
small deviations from the SLy5 reference curves are observed, only at large densities.
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Figure 5.12: Deviations between the refitted second-order EoS (for different values of the
cutoff) and the SLy5 mean-field curve for symmetric nuclear matter. In the inset the absolute
values are plotted and compared with the SLy5 mean-field EoS (solid line).
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Figure 5.13: Deviations of the pressure (a) and of the incompressibility (b) (calculated with
the refitted parameters for symmetric nuclear matter) with respect to the mean-field SLy5
values. In the insets the absolute values are displayed and compared with the SLy5 mean-
field curves (solid lines).
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Table 5.2: Parameter sets obtained in the fit of the EoS of symmetric matter for different
values of the cutoff Λ compared with the original set SLy5. In the last column the χ2 values
are shown.
t0 t1 t2 t3 x0 x1 x2 x3 α
(MeV fm3) (MeV fm5) (MeV fm5) (MeV fm3+3α)
SLy5 -2484.88 483.13 -549.40 13763.0 0.778 -0.328 -1.0 1.267 0.16667
Λ(fm−1) χ2
0.5 -1817.280 646.948 4373.135 10101.307 -0.0002 -3.464 -1.314 6.233 0.246 6.2e-06
1.0 -1132.001 807.361 -323.413 7555.400 0.733 1.201 0.644 5.012 0.457 4.9e-07
1.5 -608.125 71.647 241.517 -3920.616 1.565 -2.376 1.655 6.111 0.834 7.2e-06
2.0 -331.658 660.677 -695.979 -90.060 3.000 -0.803 -1.120 164.031 0.754 3.3e-06
5.4.4 Applications with the full Skyrme interaction: pure neutron
matter
The EoS (mean-field plus second-order) for pure neutron matter is obtained by setting the
isospin parameter δ = 1 in Eq. (5.25). We plot in Fig. 5.14 the EoS for pure neutron
matter evaluated at the second-order (a) and the second-order correction (b) as function of
the density ρ for different values of the cutoff Λ, from 0.5 fm−1 to 2 fm−1. In the upper panel
the reference SLy5 mean-field EoS is also plotted (solid line).
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Figure 5.14: As in Fig. 5.10 but for pure neutron matter.
Some comments can be drawn from the above figure:
• The EoS for pure neutron matter depends on the cutoff Λ. Moreover, the UV diver-
gences are visible in Fig. 5.14 and are very strong as expected from Eq. (5.26).
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• The reference SLy5 mean-field EoS (solid line) for pure neutron matter is always pos-
itive, whereas the total EoS at the second-order is negative for Λ ≥ 1.5 fm−1.
• Starting from the cutoff value Λ = 1.5 fm−1, it is clear from Fig. 5.14 that the corrected
EoS of pure neutron matter has an equilibrium point which is unphysical and artificial
since the UV divergences are not suppressed. The appearance of such an equilibrium
point at the second-order shows how the UV divergence is responsible for generating
artificial and unphysical strong correlations in the system. This anomaly can be cured
by the adjustment of the parameters.
5.4.4.1 Adjustment of the Skyrme parameters
We have performed also in this case the adjustment of the nine parameters of the Skyrme
interaction with the same definition of χ2 as above, Eq. (5.31). The fitted points are the
same as in the previous case. In Fig. (5.15) the deviations with respect to the SLy5 mean-
field EoS are shown. Again, the deviations are extremely small and are larger at very low
densities. In the inset the absolute curves are plotted. The obtained parameters and the χ2
values per point are listed in Table 5.3. The χ2 values are extremely small also in this case
and not larger than 10−6.
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Figure 5.15: Deviations of the refitted EoS for pure neutron matter with respect to the SLy5
mean-field EoS. In the inset the absolute curves are displayed with the SLy5 mean-field EoS
(solid line).
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Table 5.3: Parameter sets obtained in the fit of the EoS of neutron matter for different values
of the cutoff Λ compared with the original set SLy5. In the last column the χ2 values are
shown.
t0 t1 t2 t3 x0 x1 x2 x3 α
(MeV fm3) (MeV fm5) (MeV fm5) (MeV fm3+3α)
SLy5 -2484.88 483.13 -549.40 13736.0 0.778 -0.328 -1.0 1.267 0.16667
Λ(fm−1) χ2
0.5 -535.222 403.303 1660.746 42905.115 0.094 -0.970 -1.031 1.094 0.144 9.1e-09
1.0 -1941.276 92.989 393.422 -137583.116 0.609 -0.502 -1.010 1.057 0.613 1.5e-06
1.5 -18033.283 319.198 -186.907 110184.232 1.846 -1.113 -0.929 1.893 0.006 4.7e-08
2.0 -218.464 598.755 -538.604 496.206 0.015 -0.885 -0.745 14.793 0.205 6.6e-06
5.4.5 Application with the full Skyrme interaction: Asymmetric
nuclear matter: δ = 0.5 as an example
In this subsection, we take the asymmetry value δ = 0.5 as an example of asymmetric nuclear
matter. The value of δ = 0.5 means that the neutron density is equal to 3ρ/4 and the proton
density is equal to 1/4ρ. We proceed as in the previous subsections and plot in the upper
and lower panels of Fig. 5.16, the corrected second-order EoS for asymmetric nuclear matter
and the second-order correction, respectively, as a function of the density and the cutoff Λ.
From Fig. 5.16, the UV divergences are visible due to the behavior of the EoS at large values
of the cutoff Λ.
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Figure 5.16: As in Fig. 5.10 but for asymmetric nuclear matter in the case δ = 0.5.
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5.4.5.1 Adjustment of the Skyrme parameters
We use here the same definition of χ2 and the same number of fitted points as for the previous
two cases. The results of the fit are shown in Fig. 5.17 whereas the sets of parameters are
listed in Table 5.4. The quality of the fit is very good also in this case as indicated by the
low values of χ2. These values have increased with respect to the two previous adjustments
but they still remain much lower than 1.
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Figure 5.17: As in Fig. 5.15 but for asymmetric matter (δ = 0.5).
Table 5.4: Parameter sets obtained in the fit of the EoS of asymmetric matter (δ = 0.5)
matter for different values of the cutoff Λ compared with the original set SLy5. In the last
column the χ2 values are shown.
t0 t1 t2 t3 x0 x1 x2 x3 α
(MeV fm3) (MeV fm5) (MeV fm5) (MeV fm3+3α)
SLy5 -2484.88 483.13 -549.40 13763.0 0.778 -0.328 -1.0 1.267 0.16667
Λ(fm−1) χ2
0.5 -2691.295 2227.930 -275.173 19875.288 1.109 -1.510 4.268 2.790 0.116 2.5e-04
1.0 -4139.692 771.130 1079.952 20372.212 -1.159 2.114 -1.047 -1.790 0.027 7.0e-04
1.5 -1005.707 651.553 -297.441 202.122 1.357 0.708 -1.306 2.657 -0.434 3.5e-04
2.0 -2795.987 699.587 -563.067 11780.236 5.252 -0.515 -0.939 7.119 -0.007 2.1e-04
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5.4.6 Global fit with the full Skyrme interaction: Cutoff Depen-
dence
In this Subsection, we do a unique and global fit to readjust the three mean-field plus second-
order EoS’s for symmetric, asymmetric (δ = 0.5) and pure neutron matter to reproduce the
corresponding SLy5 mean-field curves.
As was done in the previous fits, we use a chi-square minimization with the same definition
of χ2, Eq. (5.31). In this case, the χ2 is composed by the three contributions as calculated
in the previous cases and the final value is divided by three in order to make our different
results comparable:
χ2 =
1
3
[
χ2(δ = 0) + χ2(δ = 0.5) + χ2(δ = 1)
]
.
The obtained sets of parameters are reported in Table 5.5. The three refitted EoS’s are
plotted in Fig. 5.18 as a function of the density ρ and for different values of the cutoff Λ
from 0.5 fm−1 to 2 fm−1. Moreover, the deviations from the Sly5 mean-field curves are shown
in Fig. 5.19. These deviations are small, especially at low densities and around saturation
density.
Since we have included the EoS of symmetric nuclear matter in the global fit, it would be
interesting to plot the pressure and incompressibility modulus with the refitted parameters.
The plots are shown in Fig. 5.20 and their deviations with respect to the SLy5 mean-
field values are presented in Fig. 5.21. The values of the saturation density ρ0 and of the
incompressibility modulus K∞(ρ0) for symmetric matter resulting from the global fit are
displayed in Table 5.6 for the four values of the cutoff Λ.
Globally, as one can see from the χ2 values, the quality of the fit is deteriorated with respect
to that found for each separate case. However, the fit is still of good quality. Specifically,
the χ2 values are still less than 1 up to Λ = 1 fm−1. Values between 1 and 2 (to be judged
by considering the adopted choice of the errors in the expression of χ2) are found for larger
values of the cutoff meaning that the fit is still reasonably good.
Finally, for the case of the global fits (that constitutes our more demanding test for the
second-order EoS) we have estimated the standard deviation σ of the fitted parameters
[156]. This analysis allows one to asses how well the used reference data together with the
adopted errors constrain the parameters of our model. In particular, the standard deviation
associated to such parameters are displayed in Table 5.5.
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Figure 5.18: Refitted EoS (global fit) for symmetric (a), asymmetric with δ = 0.5 (b) and
pure neutron (c) matter. The reference SLy5 mean-field curves are also plotted in the 3
panels (solid lines).
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Figure 5.19: Deviations of the refitted EoS (global fit) for symmetric (a), asymmetric with
δ = 0.5(b) and pure neutron (c) matter with respect to the mean-field SLy5 values.
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Figure 5.20: Pressure (a) and incompressibility (b) evaluated with the parameters obtained
with the global fit.
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Figure 5.21: Deviations of the pressure (a) and of the incompressibility (b) (evaluated with
the parameters obtained with the global fit) with respect to the mean-field SLy5 curves.
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Table 5.5: Parameter sets obtained in the fit of the EoS of symmetric, asymmetric and pure
neutron matter for different values of the cutoff Λ compared with the original set SLy5.
The standard deviation, σ, estimated for the different parameters is also given. In the last
column the χ2 values are shown.
t0 t1 t2 t3 x0 x1 x2 x3 α
σt0 σt1 σt2 σt3 σx0 σx1 σx2 σx3 σα
(MeV fm3) (MeV fm5) (MeV fm5) (MeV fm3+3α)
SLy5 -2484.88 483.13 -549.40 13736.0 0.778 -0.328 -1.0 1.267 0.16667
Λ(fm−1) χ2
0.5 -2022.142 290.312 1499.483 12334.459 0.481 -5.390 -1.304 0.880 0.259 0.411
0.49 0.212 1.75 4.5 0.001173 0.00657 0.00020 0.001632 0.000280
1.0 -627.078 83.786 -971.384 186.775 3.428 -1.252 -1.620 200.360 0.338 0.540
1.668 0.2740 0.782 0.078 0.00260 0.01927 0.00026 0.082 0.000314
1.5 -743.227 112.246 -42.816 5269.849 1.013 3.478 -2.114 0.189 0.814 1.733
0.306 0.685 0.2972 5.4 0.01415 0.01309 0.00519 0.045037 0.000784
2.0 -718.397 573.884 -497.766 6179.243 0.391 -0.393 -0.574 0.785 1.051 1.313
0.343 0.251 0.261 8.33 0.005876 0.001850 0.000597 0.017475 0.00104
Table 5.6: Saturation density and incompressibility modulus resulting from the global fit for
symmetric nuclear matter.
Λ (fm−1) ρ0 (fm
−3) K∞ (MeV)
0.5 0.16 236.36
1.0 0.16 230.52
1.5 0.16 236.28
2.0 0.16 222.76
5.5 Conclusions
In this chapter, we have solved the nuclear many-body problem with a zero-range effective
interaction in nuclear matter by including second-order energy corrections. The zero-range
character of the interaction generates UV divergences in this beyond-mean-field example. It
was first found that the second-order EoS of symmetric nuclear matter with the simplified
t0−t3 Skyrme interaction diverges linearly with the cutoff Λ (i.e. ∼ Λ) if a momentum cutoff
regularization is used [9].
Then, we have extended our work to the case of full Skyrme interaction by including the
velocity-dependent terms. In this case, we have considered both symmetric and asymmetric
matter, including the extreme case of pure neutron matter. We have derived analytically
the second-order correction to the EoS and its asymptotic behavior for large values of the
cutoff Λ shows a strong divergence (∼ Λ5) [10]. An adjustment of the Skyrme parameters is
performed for the single cases of symmetric, neutron and asymmetric (δ = 0.5) matter. The
resulting fits are of extremely good quality. A global fit is finally performed simultaneously
for the three EoS’s. The results are still very satisfactory.
Two interesting conclusions may be drawn:
1. Even if the divergence is much stronger than in the simple t0 − t3 case, the fit of the
parameters is still possible;
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2. The three EoS’s is be adjusted simultaneously and the problem of the appearance of an
artificial equilibrium point for neutron matter can be always cured by the adjustment
of the parameters.
The adjusted interactions display reasonable properties for nuclear matter. This opens new
perspectives for future applications of this kind of interactions in beyond-mean-field models
to treat finite nuclei. It is worth reminding that, so far, conventional phenomenological
interactions (adjusted at the mean-field level) have been employed for nuclei in different
beyond-mean-field calculations (see, for instance, Refs. [111, 123, 125]).
A drawback of the cutoff regularization adopted in Refs. [9, 10] is that for each momentum
cutoff a different parametrization is generated. However, a unique set of parameters could
be provided by applying the techniques of DR to the second-order EoS of nuclear matter
(see next chapter).
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Chapter 6
Towards an EFT approach to treat
UV divergences at second order.
Results
6.1 Introduction
In Chapter 5, we have derived the EoS of nuclear matter at the second order with the
simplified Skyrme t0 − t3 model and with the full Skyrme interaction. In both cases, we
have adopted a cutoff scheme to regularize the divergent momentum integrals and then
an adjustment of parameters was performed to get rid of double counting problems and
obtain EoS’s with reasonable properties. We found that, for every value of the cutoff Λ,
a different set of parameters can be generated and hence our model depends on the cutoff
used. In this Chapter, we are going to use the techniques of DR introduced in Chapter 4
to derive the EoS with second-order corrections of nuclear matter. We start our work with
symmetric nuclear matter and the simplified Skyrme t0− t3 interaction and then we include
the velocity-dependent terms to the Skyrme interaction.
6.2 2nd-order energy correction with DR/MS
Let us consider the second-order correction beyond the mean-field EoS in the t0 − t3 model
for symmetric nuclear matter [9]. As was discussed in Chapter 5, the second-order EoS for
symmetric nuclear matter diverges linearly with the momentum cutoff Λ. In this section, we
are going to use the techniques of DR to regularize the divergent integrals and use the MS
scheme (that was already introduced in Chapter 4) to renormalize our problem.
The results presented in the following Sections have been published in Ref. [11].
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6.3 With the simplified Skyrme interaction
We write the generalized expression of the second-order correction where we introduce a
continuous dimension d in the integral and the auxiliary scale µ. In a box of volume Ω one
has,
∆E = d
Ωd
(2π)3d
∫
CI
ddq ddk1 d
dk2
V 2(q)
ǫk1 + ǫk2 − ǫk1+q − ǫk2−q
. (6.1)
The domain of integration CI is already defined in Eq. (5.8) and the momentum represen-
tation of the simplified t0 − t3 Skyrme interaction is given by: V (q) = g(ρ)Ω .
By making some manipulations and by using the Schwinger’s proper time representation of
Feynman integrals, Eq. (6.1) becomes:
∆E = − D
µ3(d−3)
Ωd
(2π)3d
(m
~2
)
k3d−2F
[∫
0≤|q|≤2
ddq V 2(q) Gd(q) +
∫
|q|≥2
ddq V 2(q) Gd(q)
]
,(6.2)
with the following definition of Gd(q):
Gd(q) =
∫ ∞
0
dα e−αq
2

∫
|p|<1
|p+q|>1
ddp e−αq·p

2 . (6.3)
In our case the regulator ǫ can be written in terms of the dimension d as ǫ = 3 − d. When
ǫ→ 0, d returns to the integer value 3.
In dimension d, all mass-less integrals are regularized to zero [157, 158, 159]. For instance,
it holds:
I =
∫
ddq
∫
|k1|<1
ddk1
∫
|k2|<1
ddk2
1
q2
= 0. (6.4)
By rewriting I as the sum of two integrals I1 and I2 (by splitting the integration in two
regions),
I1 =
∫
|q|>2
ddq
∫
|k1|<1
ddk1
∫
|k2|<1
ddk2
1
q2
,
I2 =
∫
|q|<2
ddq
∫
|k1|<1
ddk1
∫
|k2|<1
ddk2
1
q2
, (6.5)
the second-order correction reads:
∆E = − D
µ3(d−3)
Ωd−2
(2π)3d
(m
~2
)
k3d−2F g
2(ρ)
[(∫
0≤|q|≤2
ddq Gd(q)− I2
)
+
(∫
|q|≥2
ddq Gd(q)− I1
)]
.
Let us denote by A(d) and B(d) the two integrals in parenthesis on the r.h.s of the above
equation; the second-order EoS becomes:
∆E = − D
µ3(d−3)
Ωd−2
(2π)3d
(m
~2
)
k3d−2F g
2(ρ) [A(d) +B(d)] . (6.6)
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where we adopt the following definitions of A(d) and B(d):
A(d) =
∫
|q|≥2
ddq Gd(q)− I1 and B(d) =
∫
0≤|q|≤2
ddq Gd(q)− I2.
The quantity B is finite for |q| ≤ 2 when d→ 3 and one can show that its value is equal in
this case to:
B = 64π3
(
59
315
− 46
105
ln 2
)
. (6.7)
It is shown in Appendix D.3 that the quantity A(d) may be written in terms of a hyper-
geometric function [160] as follows:
A(d) =
C(d)
2− d
[
4F3
(
1 + d
2
,
1
2
, 1,
2− d
2
; 1 +
d
2
, 1 + d,
4− d
2
; 1
)
− 1
]
.
Moreover, the limit of A(d) when the dimension d→ 3 is finite and is equal to:
A(3) = lim
d→3
A(d) =
(
256π3
9
)(
−23
35
+
36
35
ln 2
)
. (6.8)
A(d) converges for 0 ≤ d < 4 (with a pole at d = 4) as shown in Fig. 6.1. For d = 3 the
divergence has been removed by the regularization procedure.
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Figure 6.1: A(d) as a function of the space-dimension d.
In symmetric nuclear matter, the value of D is equal to 6, hence the second-order cor-
rection in Eq. (6.6) becomes:
∆E = −D Ω
(2π)9
(m
~2
)
k7F g
2(ρ) [A(3) +B] = − 9
8π4
(m
~2
)
k4F g
2(ρ)
[−11 + 2 ln 2
105
]
.
Consequently, the EoS for symmetric nuclear matter at the second-order is given by:
E
A
(ρ) =
3~2
10m
(
3π2
2
ρ
) 2
3
+
3
8
ρ g(ρ) +
9
8π4
(m
~2
)
k4F g
2(ρ)
[
11− 2 ln 2
105
]
+O [(g3(ρ)] . (6.9)
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6.3.1 Discussion
The EoS (first + second-order) for symmetric nuclear matter is plotted in Fig. 6.2 as a
function of the density ρ and compared with the reference SkP mean-field EoS (a). In panel
(b) only the second-order corrective term is plotted.
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Figure 6.2: (a) SkP mean-field EoS (full line) and mean-field + second-order EoS calculated
with the SkP parameters (dashed line) for the t0 − t3 model in symmetric matter. (b)
Second-order correction.
Some comments can be drawn:
• We observe from Eq. (6.9) that the power-law divergent terms have been removed
automatically by the MS scheme and do not appear in the final expression as powers
of the auxiliary parameter µ.
• The independence on µ shows that the UV divergences are hidden in the 4−dimension
space. Hence, the DR/MS procedure can obscure the renormalization process.
• One can notice that the regularized second-order correction is always positive and has
the opposite curvature with respect to the first-order EoS.
• The second-order correction has its maximum value (due to the change of curvature,
the second-order term has a maximum) around the equilibrium density for matter.
The corrected EoS is strongly modified with respect to the mean-field EoS calculated
with the same parameters and, in particular, the curvature is changed because the
second-order correction is dominant.
• Due to the difference of curvature it turns out that the adjustment of the corrected EoS
to a reasonable reference EoS (we have chosen the SkP mean-field EoS as a reference)
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is not feasible. This means that a χ2− minimization does not lead to any result: the
parameters can not be adjusted in this case .
6.4 With the full Skyrme interaction
We have seen in Subsec. 6.3.1, that an adjustment of parameters is not possible in the t0− t3
case and hence the second-order EoS does not represent a reasonable EoS in that case when
the DR technique is used to remove the UV divergence.
In this section, we include the velocity-dependent terms of the Skyrme interaction that were
neglected in the t0− t3 model. By following the same procedure done in the previous section
and using the fact that massless integrals vanish in d−dimension when using DR/MS, it is
possible to regularize the second-order corrections of the EoS of symmetric nuclear matter
for the full Skyrme interaction which contains nine parameters to be adjusted: t0,1,2,3, x0,1,2,3
and α.
6.4.1 Symmetric nuclear matter
The EoS of symmetric nuclear matter with the full Skyrme interaction evaluated at the
second order is expressed as the sum of the mean-field term (first-order) and the second-
order terms. By using the DR/MS technique we can derive the following expression:
E
A
(ρ) =
3~2
10m
(
3π2
2
ρ
) 2
3
+
3
8
t0ρ+
1
16
t3ρ
α+1 +
3
80
(
3π2
2
) 2
3
ρ
5
3Θs +
∆ES
A
(ρ),
where S stands for symmetric matter. Moreover, the expression of the second-order correc-
tion is given by:
∆ES
A
(ρ) =
2 ln 2− 11
105
χS1 (ρ)+
24 ln 2− 167
945
χS2 (ρ)+
312 ln 2− 2066
31185
χS3 (ρ)+
1236 ln 2− 9997
62370
χS4 (ρ).
(6.10)
The four density-dependent coefficients χS1,2,3,4 have the following expressions as a function
of the parameters of the interaction:
χS1 (ρ) = 48 π
3 C˜ m∗S k
4
F (ρ)
(
t203 + x
2
03
)
,
χS2 (ρ) = 64 π
3 C˜ m∗S k
6
F (ρ) (t03 t12 + x03 x12)
χS3 (ρ) = 64 π
3 C˜ m∗S k
8
F (ρ) (t12 x12) ,
χS4 (ρ) = 64 π
3 C˜ m∗S k
8
F (ρ)
(
t212 + x
2
12
)
, (6.11)
with C˜ = − 1
~2
3
(2π)7
. The expressions of t03, x03, x12 and t12 have been already introduced
previously. One can notice the following:
1. It is clear from Eq. (6.11) that there is a different dependence of the different coefficients
χ on the Fermi momentum kF and consequently on the density ρ. Moreover,we note
the implicit density dependence inside the expressions of t03 and x03 due to the density-
dependent two-body force.
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2. The first term in Eq. (6.11) corresponds to that obtained in the t0− t3 model (See Eq.
(6.9)). The t0 − t3 result for the second-order correction is recovered by considering
the first term where the parameters x0 and x3 are taken equal to zero.
The corrected second-order EoS is plotted in Fig. 6.3 as a function of the density ρ and
compared with the SLy5 reference mean-field EoS. One can observe the following:
• The correction is extremely large also in the case of the full Skyrme interaction.
• But the curvature is not modified in this case with respect to the mean-field EoS. This
is due to the analytical expression of the second-order correction (in this case there is
no simple dependence on the square of a coupling constant as in the t0 − t3 model).
• Since the SLy5 parametrization is designed to work well for Skyrme SCMF models, an
adjustment of parameters is needed to avoid double counting problems and provide a
reasonable EoS.
0 0.05 0.1 0.15 0.2 0.25 0.3
 ρ (fm-3)
0
100
200
300
400
500
Eo
S 
(M
ev
)
Mean-field SLy5 EoS
Corrected EoS
Figure 6.3: SLy5 mean-field EoS (full line) and mean-field + second-order EoS calculated
with the SLy5 parameters (dashed line) for symmetric matter.
6.4.1.1 Adjustment of parameters
We have chosen the Sly5 mean-field EoS as our reference EoS to adjust the parameters of the
Skyrme interaction at this beyond mean-field level. A χ2−minimization is performed again
using the expression of χ2 defined in Eq. (5.31). In this fitting procedure, we have kept
free the nine parameters of the Skyrme interaction, and first performed separate fits for the
cases of symmetric, asymmetric and pure neutron matter. The number N of fitted points
is 15 and the errors ∆Ei are chosen equal to 1% of the reference SLy5 mean-field energies
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Ei,ref . The points are in the range of densities between 0.02 to 0.30 fm
−3. We have then
done simultaneous fit of symmetric and pure neutron matter. The points are in this case in
the range of densities between 0.1 and 0.3 fm−3. We first present the results obtained for
symmetric matter.
Since the number of parameters is large enough (compared to the simple t0 − t3 model), we
were able this time to perform successfully the fit. The results are shown in Fig. 6.4. The
refitted parameters and the corresponding χ2 value are reported in the Table 6.1.
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Figure 6.4: SLy5 mean-field EoS (full line) and refitted second-order EoS (dashed line) for
symmetric matter.
Table 6.1: Parameter sets obtained in the fit of the EoS of symmetric matter compared
with the original set SLy5. In the last column the χ2 values are shown. In the last line the
parameters correspond to the fit where an additional constraint on the symmetry energy
value is added.
t0 t1 t2 t3 x0 x1 x2 x3 α χ2
(MeV fm3) (MeV fm5) (MeV fm5) (MeV fm3+3α)
SLy5 -2484.88 483.13 -549.40 13763.0 0.778 -0.328 -1.0 1.267 0.16667 –
New -2510.87 20239.43 -897.06 -1176280.24 0.065 -1.272 -21.775 -0.656 0.663 3.5×10−7
NewaI -3401.65 28666.59 -970.62 -1938032.85 0.330 -1.563 -24.078 -0.819 0.666 4.6×10
−3
Using the refitted parameters from Table 6.1, the corresponding second-order pressure
and compressibility are displayed in the upper and lower panels of Fig. 6.5. In particular,
the incompressibility value at saturation density is equal to 229.5 MeV.
The quality of the fit is extremely good as one can deduce from the figures and from the
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small value of the corresponding χ2. We have then performed a final check with the refitted
parameters: we have computed the symmetry energy aδ by using the second derivative of
the second-order EoS for asymmetric matter. We have obtained aI = 1643.3 MeV, that
is very far from the range of acceptable values. For this reason, we have added in the
fitting procedure an additional constraint on the value of the symmetry energy by using as
a reference the SLy5 mean-field value of aI . We report in the fourth line of Table 6.1 the
new parameters. We observe that the value of χ2 is larger in this case than in the previous
fit indicating that the inclusion of the new constraint slightly deteriorates the quality of the
fit that is still anyway extremely good. The symmetry energy is now equal to 32.03 MeV
(equal to the mean-field SLy5 value). The incompressibility value at saturation density is
now equal to 228.5 MeV.
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Figure 6.5: (a) Mean-field SLy5 pressure (full line) and second-order pressure obtained with
the refitted parameters of Table I (dashed line). (b) Same as in (a) but for the incompress-
ibility.
6.4.2 Pure neutron matter
By using the DR/MS technique, the EoS of pure neutron matter with the full Skyrme
interaction evaluated at the second order is expressed as:
E
A
(ρ) =
3~2
10m
(
3π2ρ
) 2
3 +
1
4
t0 (1− x0) ρ+ 1
24
(1− x3) t3ρα+1 + 3
40
(
3π2
) 2
3 ρ
5
3 (Θs −Θv) + ∆E
N
A
(ρ),
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where N stands for pure neutron matter. In this case, the second-order energy correction is
given by:
∆EN
A
(ρ) =
2 ln 2− 11
105
χN1 (ρ) +
24 ln 2− 167
2835
χN2 (ρ) +
167− 24 ln 2
5670
χN3 (ρ)
+
461− 24 ln 2
31185
χN4 (ρ) +
516 ln 2− 4021
124740
χN5 (ρ), (6.12)
and the five density-dependent coefficients χN are:
χN1 (ρ) = 8 π
3 C˜ m∗N k
4
N(ρ) (t03 − x03)2 ,
χN2 (ρ) = 32 π
3 C˜ m∗N k
6
N(ρ) (t03 t12 + x03 x12) ,
χN3 (ρ) = 64 π
3 C˜ m∗N k
6
N(ρ) (t03 x12 + x03 t12) ,
χN4 (ρ) = 64 π
3 C˜ m∗N k
8
N(ρ) (t12 x12) ,
χN5 (ρ) = 64 π
3 C˜ m∗N k
8
N(ρ)
(
t212 + x
2
12
)
. (6.13)
In Eq. (6.13), we take the neutron effective mass m∗N equal to its mean-field value like in
Ref. [10]. Moreover, the neutron Fermi momentum kN is given as function of the Fermi
momentum and the isospin parameter δ (δ = 1 for pure neutron matter) according to the
following formulas:
kN(ρ) = kF (ρ)(1 + δ)
1/3, and δ =
ρN − ρP
ρN + ρP
.
We plot in Fig. 6.6, the second-order EoS calculated with the SLy5 parameters as a function
of the density ρ and compared with the mean-field SLy5 EoS.
1. We observe that the correction is always positive and it is extremely large as compared
to the SLy5 mean-field EoS. This means that an adjustment of parameters is required
to get rid of double counting problems.
2. In the case of DR/MS, we see that the corrected EoS does not have any saturation
region unlike the case with the cutoff scheme introduced in the previous chapter.
6.4.2.1 Adjustment of parameters
We choose the SLy5 mean-field EoS as a reference EoS to perform the fit and we perform
a χ2 minimization using Eq. (5.31). The result of the fit is displayed in Fig. 6.7 and the
corresponding parameters are given in Table 6.2. It has to be noted also this time that the
quality of the fit is extremely good because the value of the corresponding χ2 is very small.
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Figure 6.6: SLy5 mean-field EoS (full line) and mean-field + second-order EoS calculated
with the SLy5 parameters (dashed line) for neutron matter.
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Figure 6.7: SLy5 mean-field EoS (full line) and refitted second-order EoS (dashed line) for
neutron matter (parameters of Table 6.2).
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Table 6.2: Parameter sets obtained in the fit of the EoS of pure neutron matter compared
with the original set SLy5. In the last column the χ2 value is shown.
t0 t1 t2 t3 x0 x1 x2 x3 α χ2
(MeV fm3) (MeV fm5) (MeV fm5) (MeV fm3+3α)
SLy5 -2484.88 483.13 -549.40 13763.0 0.778 -0.328 -1.0 1.267 0.16667 –
New -3287.287 2038.711 -459.159 109814.050 0.706 -1.645 -3.861 3.127 0.656 1.15×10−4
6.4.3 Asymmetric nuclear matter
The EoS of asymmetric nuclear matter (δ = 0.5 as an example) with the full Skyrme interac-
tion evaluated at the second order is given by the following expression (if DR/MS technique
is used):
E
A
(δ, ρ) =
3~2
10m
(
3π2
2
ρ
) 2
3
G5/3 +
1
8
t0ρ[2(2 + x0)− (1 + 2x0)G2]
+
1
48
t3ρ
α+1[2(2 + x3)− (1 + 2x3)G2] + 3
40
(
3π2
2
) 2
3
ρ
5
3
[
ΘvG5/3 +
1
2
(Θs − 2Θv)G8/3
]
+
∆EAS(δ, ρ)
A
, (6.14)
where ’AS’ stands for asymmetric and the expression Gβ is given in terms of the asymmetry
parameter δ according to: Gβ =
1
2
[(1 + δ)β + (1 − δ)β]. The expression for ∆EAS(ρ, δ)/A is
reported in Appendix D.4.
6.4.3.1 Adjustment of parameters
We perform a χ2 minimization using again Eq. (5.31). The result of the fit is displayed
in Fig. 6.8 and the corresponding parameters are given in Table 6.3. The value of the
corresponding χ2 is very small also this time.
Table 6.3: Parameter sets obtained in the fit of the EoS of asymmetric matter δ = 0.5
compared with the original set SLy5. In the last column the χ2 value is shown.
t0 t1 t2 t3 x0 x1 x2 x3 α χ2
(MeV fm3) (MeV fm5) (MeV fm5) (MeV fm3+3α)
SLy5 -2484.88 483.13 -549.40 13763.0 0.778 -0.328 -1.0 1.267 0.16667 –
New -2902.271 24500.821 -1052.111 -1591978.20 0.118 -1.683 -25.549 -0.734 0.661 1.17×10−4
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Figure 6.8: SLy5 mean-field EoS (full line) and refitted second-order EoS (dashed line) for
asymmetric matter δ = 0.5 (parameters of Table 6.3).
6.4.4 Results: Global fits
In the previous chapter, within the cutoff scheme, we have performed a global fit by including
simultaneously three EoS’s: symmetric, pure neutron matter, and also a case of asymmetric
matter. We have tried also this time to perform the same kind of adjustment, but it turns out
that the minimization of the χ2 in this case does not provide any good result. We have thus
performed global fits by including only two equations of state instead of three: symmetric
and pure neutron matter. The results of the fit is displayed in Fig. 6.9 and the values of the
refitted parameters are given in Table 6.4.
Table 6.4: Parameter sets obtained in the fit of the EoS of symmetric and pure neutron
matter compared with the original set SLy5. In the last column the χ2 value is shown.
t0 t1 t2 t3 x0 x1 x2 x3 α χ2
(MeV fm3) (MeV fm5) (MeV fm5) (MeV fm3+3α)
SLy5 -2484.88 483.13 -549.40 13763.0 0.778 -0.328 -1.0 1.267 0.16667 –
New -460.73 10403.66 -8485.73 -141558.6 1.460 -0.681 -0.641 -0.779 0.650 0.202
Moreover, the resulting pressure and incompressibility are plotted, in Fig. 6.10 as function
of the density using the refitted parameters. At saturation, the incompressibility value is
equal to 252.18 MeV.
The χ2 value is larger than in the previous cases indicating that the quality of the fit has
been deteriorated, but it still remains reasonably good. This can be seen also by looking at
the plotted curves.
82
-15
-10
-5
0
Eo
S 
(M
ev
)
SLy5 mean-field EoS
With refitted parameters
0 0.05 0.1 0.15 0.2 0.25 0.3
 ρ (fm-3)
0
10
20
30
40
50
Eo
S 
(M
ev
)
SLy5 mean-field EoS
With refitted parameters
Symmetric matter
Neutron matter
Figure 6.9: (a) SLy5 mean-field (full line) and refitted (dashed line) EoS for symmetric
matter. (b) Same as in (a) but for neutron matter. The results are obtained by fitting
simultaneously symmetric and neutron matter (parameters of Table 6.4).
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Figure 6.10: (a) Mean-field SLy5 pressure (full line) and second-order pressure obtained with
the refitted parameters (dashed line). (b) Same as in (a) but for the incompressibility. The
results are obtained by fitting simultaneously symmetric and neutron matter (parameters of
Table 6.4).
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We have computed also in this case the symmetry energy with the parameters of Table
6.4 and obtained the value of −7.5 MeV that is not acceptable. We have partially succeeded
this time in adding also a constraint on the value of the symmetry energy: what we have
found with this last fit is a value of 32.7 MeV for the symmetry energy and a value of 310.74
MeV for the incompressibility at the saturation point. However, the associated χ2 is equal
to 4.49, that indicates that the fit is much less good than in the previous cases. The fitted
curves are of much lower quality than for the other fits and are not shown in the manuscript.
We conclude that the global fit that includes symmetric and pure neutron matter does not
provide satisfactory results: either it does not lead to a reasonable value for the symmetry
energy or it is of quite low quality (when the constraint on the symmetry energy is explicitly
introduced).
We have performed a new global fit by disregarding the case of pure neutron matter and
by considering together symmetric and asymmetric matter (with δ = 0.5). The results are
shown in Fig. 6.11 and the parameters are listed in Table 6.5.
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Figure 6.11: (a) SLy5 mean-field (full line) and refitted (dashed line) EoS for symmetric
matter. (b) Same as in (a) but for neutron matter. The results are obtained by fitting
simultaneously symmetric and asymmetric matter with δ = 0.5 (parameters of Table 6.5).
The pressure and incompressibility values are plotted in Fig. 6.12. At saturation, the
incompressibility is equal to 233.8 MeV and the symmetry energy is equal to 24.9 MeV. If
we include in the fitting procedure an additional constraint on the symmetry energy value
we obtain curves that are very similar to those already shown in Fig. 6.11, a value for the
incompressibility at the saturation point equal to 233.9 MeV and a value for the symmetry
energy equal to 32.00 MeV. The corresponding new parameters are reported in the last line
of Table 6.5 and are not very different with respect to the previous set that is shown in the
line above.
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Figure 6.12: (a) Mean-field SLy5 pressure (full line) and second-order pressure obtained
with the refitted parameters (dashed line). (b) Same as in (a) but for the incompressibility.
The results are obtained by fitting simultaneously symmetric and asymmetric matter with
δ = 0.5 (parameters of Table 6.5).
Table 6.5: Parameter sets obtained in the fit of the EoS of symmetric and asymmetric matter
compared with the original set SLy5. In the last column the χ2 value is shown. In the last
line the parameters correspond to the fit where an additional constraint on the symmetry
energy value has been added.
t0 t1 t2 t3 x0 x1 x2 x3 α χ2
(MeV fm3) (MeV fm5) (MeV fm5) (MeV fm3+3α)
SLy5 -2484.88 483.13 -549.40 13763.0 0.778 -0.328 -1.0 1.267 0.16667 –
New -1653.09 10346.70 -698.66 -784064.9 0.716 -1.715 -14.9 -0.697 0.667 1.337
NewaI -1656.03 10526.54 -727.53 -795583.4 0.729 -1.783 -14.7 -0.725 0.667 1.341
6.5 Limits of the phenomenological approaches
To summarize:
• It is evident from Fig. 6.2 that the EoS for symmetric nuclear matter evaluated at
the second-order in the t0− t3 model is always positive and has the opposite curvature
with respect to the SkP mean-field EoS. Moreover, it turns out that the adjustment of
the corrected EoS to a reasonable reference EoS is not feasible. The minimization of a
χ2 does not lead to any result and this means that the parameters cannot be adjusted
in this case.
• The second-order correction is greater than the first-order one and this means that the
expansion parameter in the perturbation theory we are using is greater than 1 in this
case.
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• For the full Skyrme interaction, the situation is different and we are able to readjust
the Skyrme parameters after having applied the DR techniques.
• There is a general problem related to the use of effective interactions and perturbative
expansions to extract the leading (the mean-field level) and the subleading (beyond
the mean-field level) contributions: we observe that the second-order contributions are
not smaller with respect to the leading order.
• We have truncated at the second-order level by arguing that the third-, fourth-, · · · ,nth-
orders are small compared to the second-order contribution. However, it turns out that
this may not be the case and that what we treat as a higher-order (beyond the mean-
field level) contribution might be comparable to some of the leading-order contributions
with the Skyrme interaction.
• This general problem will be addressed in my future work.
6.6 Conclusions
In this chapter, we have regularized the second-order divergent term of the EoS of nuclear
matter evaluated with a zero-range Skyrme interaction. The DR/MS technique with minimal
subtraction scheme has been used.
First of all, we have derived the EoS of symmetric nuclear matter with the simplified t0− t3
Skyrme interaction. We have drawn the following conclusions:
1. We found that the corrected EoS is always positive and has a maximum: consequently,
in this case, the equilibrium point does not exist.
2. This means that DR/MS shows the repulsive nature of the finite part unlike the case
when a momentum cutoff is introduced [9, 161].
3. The adjustment of the corrected EoS to a reasonable reference EoS is not feasible
because the χ2−minimization does not lead to any result.
Then, we have included the velocity-dependent terms of the Skyrme interaction to increase
the number of parameters. We have done some applications to different types of matter with
the full Skyrme interaction.
1. It has been shown that a fit of the regularized EoS of symmetric, pure neutron and
asymmetric matter, to a reference EoS is possible.
2. It is also shown that simultaneous fits of symmetric and neutron matter can be done
with reasonable values of χ2.
3. It has been verified that an additional constraint on the value of the symmetry energy
can be added and satisfactory results are found in this way in the cases where only
symmetric matter or symmetric and asymmetric matter (simultaneously) are fitted.
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4. These encouraging results open new prospectives for future applications of dimensional
regularized Skyrme-type effective interactions adjusted at a beyond mean-field level.
These interactions would be well adapted to be used in the framework of beyond-mean-
field approaches for finite nuclei.
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Chapter 7
Towards finite nuclei. An example of
beyond-mean-field model in finite
systems: The PVC model. Formalism
and first applications.
7.1 Introduction
In the HF approximation, the trial wave function is expressed as a Slater determinant, an
antisymmetrized product of single-particle wave functions. This variational method allows
us to interpret the many-body wave function in terms of the single-particle degrees of free-
dom, a static independent-particle picture is adopted and correlations are not included.
Giant resonances are basic nuclear excitations which encode useful information on the nu-
clear structure and on the effective nucleon-nucleon interaction [35, 105, 162]. To describe
quantitatively the nuclear collective excitations, the most currently used theoretical tool is
the RPA approximation which is constructed on top of the HF single-particle particle-hole
configurations including small-amplitude correlations [35, 163]. This approximation was in-
troduced by Bohm and Pines [164] in the theory of plasma oscillations. The HF and the
RPA individual and collective degrees of freedom are the constructing blocks of the PVC.
Before introducing the PVC model, we present the main properties of the RPA model.
7.2 Random-phase approximation
The collective excitations of nuclei such as the giant resonances can be calculated in a consis-
tent framework by extending the static mean-field approach to a time-dependent description
in its small-amplitude limit leading to the RPA model.
In the framework of RPA, the ground state |RPA〉, that will be defined later, is in principle
correlated.
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7.2.1 The RPA ground state
The collective states can be described by defining an excitation operator Q†n that creates the
excited state |n〉 when it acts on the ground state:
Q†n|ground− state〉 = |n〉.
In the RPA formalism, the excitation operator Q†n can be written as a superposition of
particle-hole elementary excitations:
Q†n =
∑
ph
(
Xnpha
†
pah − Y npha†hap
)
, (7.1)
where the p and h particle and hole indices are defined by convention with respect to the
HF ground state of the system. The |RPA〉 ground state is defined as the vacuum of Qn,
that is, Qn|RPA〉 = 0.
7.2.2 Derivation of RPA equations. Some examples
There are numerous formulations of the RPA model.
7.2.2.1 The Green’s function method
The Green’s function method [165] is used to derive an approximate expression for the two-
particle Green’s function by summing a restricted class of bubble diagrams in a perturbation
expansion.
7.2.2.2 The equations-of-motion method using the quasiboson approximation
Equations of motion written by using the Shroedinger equation are the starting point. In
these equations, after simple manipulations, matrix elements appear that should be calcu-
lated in the |RPA〉 ground state. The quasiboson approximation consists in replacing the
|RPA〉 by the HF ground state |HF〉 in all the matrix elements. In the quasiboson approx-
imation [166], the particle-hole pair operators are approximated as bosons. In other words,
the commutators of particle-hole operators are replaced by their vacuum expectation values
in the uncorrelated particle-hole state; a drawback of such approximation is thus that it
implies a violation of the Pauli principle [35].
7.2.2.3 Time-dependent HF method
The time-dependent HF (TDHF) theory is an attempt to find an approximate solution of
the time-dependent Schro¨dinger equation [35, 167]. This approach has nice applications to
a wide range of phenomena, such as low-lying collective excitations, nuclear fission, and
heavy-ion collisions at moderate energies [35]. In its small-amplitude limit the TDHF theory
leads to the standard RPA equations.
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7.2.2.4 RPA equations
The RPA equations are usually written in a compact form as:(
A B
−B⋆ −A⋆
)(
Xph
Yph
)
= ~Ωn
(
Xph
Yph
)
. (7.2)
- The amplitudes X and Y appear in Eq. (7.1), Ωn is the excitation energy of the excited
state |n〉:
Ωn = En −E0,
where En is the energy of the excited state |n〉 and E0 is the ground-state energy.
- The matrices A and B are defined as:
Aph p′h′ = 〈RPA|
[
a†hap
[
H, a†
p
′ah′
]]
|RPA〉
Bph p′h′ = −〈RPA|
[
a†hap
[
H, a†
h′
ap′
]]
|RPA〉. (7.3)
Within the quasiboson approximation, the |RPA〉 is replaced by |HF〉. If one ignores B, then
one is simply diagonalizing H in a truncated basis; this is the Tamm-Dancoff approximation.
7.2.3 Sum rules
The sum rules constitute a very important piece in the theory of collective excitations. In
many cases, they allow us a calculation of global properties in a simple way and are useful
for testing different approximation schemes.
7.2.3.1 Energy-weighted sum rules
Given a one-body operator, Q, we define the kth power of the RPA energy-weighted moments
mk by:
mk =
∞∑
n=0
(En − E0)k
∣∣∣∣〈n|Q|HF 〉
∣∣∣∣2,
where |n〉 represents an excited state and En its corresponding energy.
If one assumes that the states are oscillator-like, then the excitation energy for the kth
harmonic collective oscillation corresponds to the ratio of energy-weighted moments
Ek ≈ (mk/mk−2)1/2.
Thouless [168], Martorell et al. [169] and Lipparini et al. [170] found that the m1 RPA
moment can be expressed in terms of expectation values of well-defined operators in the HF
ground state. It is possible to write:
m1 =
1
2
〈HF | [Q, [H,Q]] |HF 〉.
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Consequently, one arrives to the following identity that is called energy-weighted sum rules:
∞∑
n=0
(En −E0)
∣∣∣∣〈n|Q|HF 〉
∣∣∣∣2 = 12〈HF | [Q, [H,Q]] |HF 〉 . (7.4)
Checking how much this identity is satisfied is an important test when RPA calculations are
performed.
7.2.3.2 Spurious modes
When the operator Q commutes with the HamiltonianH (i.e., Q is a symmetry ofH) like the
linear momentum and total angular momentum in spherical systems, the double commutator
of the r.h.s of Eq.(7.4) vanishes.
[H,Q] = 0 =⇒ 〈HF | [Q, [H,Q]] |HF 〉 = 0.
The l.h.s. must therefore be equal to zero:
∞∑
n=0
(En − ERPA)
∣∣∣∣〈n|Q|RPA〉
∣∣∣∣2 = 0.
Consequently, the excitation energies of the states generated by these operators acting on
the ground state must be zero. This zero-energy state is called a spurious state (for example,
the oscillation of the center of mass of the nucleons in the nuclear potential well).
For example, the isoscalar dipole excitation [171] in nuclei simply corresponds to a translation
of the center of mass and is predicted at excitation energy equal to zero (if the adopted
approximation method is good). If the problem is solved without a full self-consistency, the
spurious mode is found at finite energy (not zero).
7.3 PVC model
We are going to describe and use a second-order perturbation version of the PVC model.
The coupling of the single-particle degrees of freedom to the RPA particle-hole excitations
has a graphical representation in Fig. 7.1 where the polarization graph is drawn on the
left and the correlation graph on the right. The overcounting problem due to the use of
the RPA to evaluate the contributions of Fig. 7.1 is solved by subtracting the second-order
contributions of Fig. 7.2 that have been already analyzed for nuclear matter in this work.
Let us clarify how in practice the PVC is realized.
If we start with the one-body Green’s function Gα of the state |α〉, we can write it as:
Gα(E) =
1
E −Kα −Mα(E) , (7.5)
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Figure 7.1: Particle-hole RPA contributions.
(a) (b)
Figure 7.2: Second-order energy contributions.
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where Kα represents the kinetic part and Mα is the mass operator. The poles of the Gα are:
Eα = Kα +Mα(Eα). (7.6)
Let us interpret Eα as the energy of the main fragment of the state |α〉. Close to Eα, one
has:
Gα(E) ∼ Sα
E − Eα , (7.7)
where Sα is what we call spectroscopic factor with:
Sα =
(
1− ∂Mα
∂E
)−1
E=Eα
. (7.8)
In the specific case of the HF model, each state has a unique fragment at the HF single-
particle energy ǫα of the state. The spectroscopic factor is thus just equal to 1 (no fragmen-
tation). If one wants to describe some fragmentation, a model should be used where the
mass operator has an energy dependence. PVC is an example.
The new mass operator, by taking into account the graphs of Figs. 7.1 and 7.2, is:
M(E) = MHF + Σ(E). (7.9)
- The term MHF is the mass operator calculated at the mean-field level and it is repre-
sented in Fig. 7.3 by:
(a) (b)
+
Figure 7.3: Mean-field contributions.
- The term Σ(E) is the beyond mean-field contribution to the mass operator M(E). Its
expression is given by:
Σ(E) = ΣRPA − Σ(2)(E). (7.10)
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For each state |ΨN〉 of energy EN and multipolarity L, we define a transition density ρN by:
〈Ψ0|ψ†(rˆ)ψ(rˆ)|ΨN〉 ≡ αNρN (rˆ)YLM(rˆ), (7.11)
where αN is a given coefficient and |Ψ0〉 is the ground state.
By using a partial wave expansion, the contribution ΣRPA of the graphs shown in Fig. 7.1
can be expressed in terms of the RPA states and the residual interaction v˜(r) as follows:
ΣRPAlj (r, r
′
, E) = −
∑
N
∑
L,lλ,jλ
˜v(r) ˜v(r′)
∣∣∣∣αN〈lj|YL|lλjλ〉
∣∣∣∣2ρN(r)ρN(r′)
×
[∑
λ=p
Rλ(r)Rλ(r
′
)
ǫλ −E + EN − iη +
∑
λ=h
Rλ(r)Rλ(r
′
)
ǫλ − E − EN + iη
]
, (7.12)
where Rλ(r) is the radial part of the HF wavefunction and ǫλ is the corresponding HF energy.
Some comments could be drawn from Eq. (7.12):
1. The sum (λ = p) is unrestricted over all λ states. This means that Eq. (7.12) does not
converge unless a cutoff is imposed on the intermediate energies and on the excitation
energies EN .
2. This is of course due to the fact that the Skyrme interaction is an effective force valid
for low-energy calculations. UV divergences appear in such models.
3. For the residual interaction, a complete expression can be found in Ref. [172]. In the
first applications that we perform here, we take only a t0 − t3 residual interaction,
where:
v˜qqres(r) = [v
qq
0 + v
qq
σ σ1 · σ2] δ(r), (7.13)
v˜qq
′
res(r) =
[
vqq
′
0 + v
qq
′
σ σ1 · σ2
]
δ(r). (7.14)
The expressions for vqq0 , v
qq
′
0 , v
qq
σ and v
qq
′
σ are:
vqq0 =
1
2
t0 (1− x0) + 1
16
t3 (2 + α) (1 + α) ρ
α(r)− 1
12
t3
(
x3 +
1
2
)
ρα(r)
+
1
48
t3α (1− α) (1 + 2x3) ρα−2(r)ρ2−(r)−
1
12
t3α (1 + 2x3) ρ
α−1(r)ρ−(r),
vqq
′
0 =
1
2
t0 (2 + x0) +
1
16
t3 (2 + α) (1 + α) ρ
α(r) +
1
12
t3
(
x3 +
1
2
)
ρα(r)
+
1
48
t3α (1− α) (1 + 2x3) ρα−2(r)ρ2−(r),
vqqσ (r) =
1
2
t0 (x0 − 1)− 1
12
t3 (1− x3) ρα(r),
vqq
′
σ (r) =
1
2
t0x0 +
1
12
t3x3ρ
α(r).
In these formulas ρ− stands for ρn − ρp.
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4. In the simple calculation presented here we neglect unnatural-parity modes, that is, we
drop the terms in σ1 · σ2. Only vqq0 and vqq
′
0 contribute. Furthermore, since our t0 − t3
model contains only the parameters t0, t3 and α, we take x0 = x3 = 0. The expressions
for vqq0 , v
qq
′
0 become:
vqq0 =
1
2
t0 +
1
16
t3 (2 + α) (1 + α) ρ
α(r)− 1
24
t3ρ
α(r) +
1
48
t3α (1− α) ρα−2(r)ρ2−(r),
vqq
′
0 = t0 +
1
16
t3 (2 + α) (1 + α) ρ
α(r) +
1
24
t3ρ
α(r) +
1
48
t3α (1− α) ρα−2(r)ρ2−(r).
The expression for the second-order contribution Σ(2)(r, r
′
, E), represented by Fig. 7.2, is
given by:
Σ
(2)
lj (r, r
′
, E) = −1
2
∑
p,h
∑
L,lλ,jλ
˜v(r) ˜v(r′)
∣∣∣∣〈lj|YL|lλjλ〉
∣∣∣∣2
×
(
2jh + 1
2L+ 1
) ∣∣∣∣〈lpjp|YL|lhjh〉
∣∣∣∣2Rp(r)Rh(r)Rp(r′)Rh(r′)
×
[∑
λ=p
Rλ(r)Rλ(r
′
)
ǫλ − E + (ǫp − ǫh)− iη +
∑
λ=h
Rλ(r)Rλ(r
′
)
ǫλ − E − (ǫp − ǫh) + iη
]
.(7.15)
1. Again, the sum (λ = p) is unrestricted over all λ states. This means that Eq. (7.15)
does not converge unless a cutoff is imposed on the intermediate energies ǫp − ǫh and
ǫλ.
2. UV divergences appear.
7.4 First applications
We make here a first test of the interactions that we have introduced in the past chapters for
nuclear matter. Our first question to answer is whether the regularization done for matter
(at second order) has some effect on the results that we obtain for nuclei. To make a very
simple test, we work with a t0 − t3 model and not with the full Skyrme interaction. To
make self-consistent calculations, we use the t0 − t3 model in all the calculations: HF, RPA
and PVC. Since the spin-orbit part has not been constrained in our calculations for nuclear
matter, we include the spin-orbit contribution and we use in all cases described below the
spin-orbit parameter of the interaction SkP.
For the t0 − t3 model, the DR technique does not provide any result (see Chapter 6). We
thus use the MC-regularized interactions for these first test-calculations. We are of course
aware that we do not expect in PVC exactly the same UV divergence as for the second-order
contributions. Our first test has just the objective to verify if some effects of the performed
regularization can be seen in the results obtained for nuclei, that is, to verify if the divergence
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is at least reduced.
As already said, the PVC results are obtained by subtracting the second-order Σ(2) from the
quantity ΣRPA. We can thus verify if the effect of the regularization can be seen at least in
Σ(2).
To further simplify our test, we analyze only the PVC corrections to some single-particle
energies (we do not analyze other quantities for the moment). In order to check if there is
a mass dependence in our results, we consider three nuclei with different masses: 16O, 48Ca
and 132Sn.
We do not compare for the moment with experimental results because our calculations in
the very simple t0 − t3 model do not have any quantitative predictive power.
We start our applications in finite nuclei by solving the HF equations in a radial mesh with
a step equal to 0.1 fm. Once the HF solution is found, we solve the RPA equations in the
usual matrix formulation:
1. For a given Jπ value, where J denotes the multipolarity of the RPA phonon and π
its parity, a N -dimensional basis of coupled p-h configuration associated with the Q†
operators of Eq. (7.1) is constructed. All possible occupied states (h) are considered
together with all possible unoccupied states (p) lying below a cutoff energy.
2. We build the matrix elements A and B defined in Eqs. (7.3).
3. We diagonalize the RPA matrix (see Eq. (7.2)).
The continuum is discretized by imposing box boundary conditions on the eigenstates of
the HF Hamiltonian. Consequently, in addition to occupied (hole) states denoted by h, we
obtain unoccupied (particle) states that are labeled by an index p. Only the RPA phonons
having energy smaller than the cutoff Λ are calculated.
7.4.1 Refitted interactions in nuclear matter
As was already discussed in Chap. 5, the cutoff Λ must certainly be smaller than the
momentum associated with the nucleon size, i.e., Λ ≤ 2 fm−1 = 394.6 MeV. Moreover,
the energy scale of low-energy nuclear phenomena in finite nuclei is much smaller, perhaps
around 0.5 fm−1 = 98.65 MeV.
In Chap. 5, we have derived the expression for the EoS for symmetric nuclear matter
calculated at the second-order with the simplified t0− t3 model. We adjusted the parameters
of the interaction so that the SkP mean-field EoS is reproduced. Thus, we have generated
new sets of effective interactions that lead to a reasonable EoS for each value of the cutoff
Λ in symmetric nuclear matter. In Table 7.1, we report the values of the parameters t0, t3
and α that can be found for each value of the cutoff Λ from Λ = 0.1 fm−1 to Λ = 0.3 fm−1 (
1 fm−1 = 197.3 MeV). We will take these values of the cutoff for our test calculations.
In Fig. 7.4, the EoS E/A+∆E/A (first- plus second-order) for symmetric nuclear matter
with the refitted t0 − t3 Skyrme interaction (see Table 7.1) is plotted for different values of
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t0 (MeV fm
3) t3 (MeV fm
3+3α) α
SkP -2931.700 18708.970 1/6
Λ = 19.73 MeV -2931.367 18707.017 0.166
Λ = 39.46 MeV -2926.404 18677.901 0.167
Λ = 59.19 MeV -2905.302 18554.114 0.168
Table 7.1: Parameter sets obtained in the fits associated with different values of the cutoff
Λ compared with the original set SkP (first line).
the cutoff Λ (from 19.73 MeV to 59.19 MeV) and compared with the SkP mean-field curve
(solid black line).
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Figure 7.4: Second-order-corrected and refitted equations of state compared with the refer-
ence EoS (SkP at mean-field level) for different values of the cutoff Λ.
We analyze the following aspects:
1. Investigate whether these refitted interactions can be applied to finite nuclei and con-
sequently reproduce not only the properties of nuclear matter but also provide single-
particle energies that are stable with respect to the cutoff.
2. Compare the second-order contributions to the total PVC contributions. Indeed, it is
often believed that the second-order corrections are negligible with respect to the main
correction coming from ΣRPA.
3. Check if the refitted interactions regularize at least the divergences that appear in the
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second-order corrections.
7.4.2 Results: 16O
In this section we take the nucleus 16O as a simple test to perform the PVC calculations and
in the next sections, we do applications to 48Ca and 132Sn.
We calculate the single-particle HF spectrum and then we perform self-consistent RPA cal-
culations using the simplified t0 − t3 model by including the modes L = 0+, 1−, 2+ and 3−.
For this nucleus, we consider as an illustration the neutron hole states 1p3/2 and 1p1/2 and
the neutron particle state 1d5/2.
In Table. 7.2, we show the HF single-particle energies.
Nucleus hole states [MeV] particle states [MeV]
16O 1p3
2
-25.16 1d5
2
-11.54
1p1
2
-17.69
Table 7.2: Neutron single-particle energies in 16O.
We perform the RPA calculations for each cutoff shown in Table 7.1. The HF+RPA
calculations are first performed with the SkP t0 − t3 model for each cutoff (all the other
parameters of the SkP interaction are put equal to zero). Then, a HF+RPA calculation is
performed for each of the refitted interactions of Table 7.1 for the corresponding value of
the cutoff (used for the RPA calculations). Calculations are thus self-consistent in all cases.
The same cutoff is used each time in the PVC code. Results are shown in Fig. 7.5.
In Fig. 7.5, the black lines correspond to the HF energy for each single-particle state
and the red dotted lines correspond to the single-particle energies calculated with the SkP
parameters. The blue dash-dotted lines correspond to the single-particle energies calculated
with the refitted parameters that are shown in Table 7.1.
Some comments could be drawn from Fig. 7.5:
1. First, we mention that the HF energies are almost the same when calculated with the
SkP force and with the refitted interactions. This is why we show only one set of HF
values in the figure.
2. We observe from Fig. 7.5 that the values of the single-particle energies obtained when
using the SkP parametrization (red lines) almost coincide with those obtained when
using the refitted parameters (blue lines) for the three values of the cutoff Λ.
3. The corrections to the single-particle energies increase when the value of Λ increases.
This means that the UV divergences are present in the PVC model due to the short-
range of the t0− t3 interaction. For instance, for Λ = 59.19 MeV, the correction to the
single-particle energy for the particle state 1d5/2 is equal to -2.320 MeV.
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Figure 7.5: Single-particle energies calculated with different values of Λ.
4. The most important comment is that the cutoff dependence is not reduced when the
refitted interactions are used with respect to the SkP case. The failure in using these
refitted interactions in this case could be due for example to the fact the 16O nucleus
may not be a good candidate to perform such tests. This means that it would be
better to perform calculations in medium and heavy nuclei, for example, 48 Ca and
132Sn (because the refitted interactions have been introduced for matter). This will be
checked in the next sections.
5. We see from Fig. 7.5 that, not only the particle states are shifted downwards by PVC
corrections but also the hole states. This result contradicts what was commonly found
for heavy nuclei, that the hole states are pushed upwards due to PVC corrections. Our
result is coherent with what is published in Ref. [109].
7.4.3 Results: 48Ca
Again, we start calculating the single-particle energies for the nucleus 48Ca with HF. Then,
we perform self-consistent RPA calculations using the simplified t0 − t3 model and include
the modes L = 0+, 1−, 2+ and 3−. In Table. 7.3, we show the HF neutron single-particle
energies in 48Ca that we have chosen for our analysis: the hole states 1d3/2 and 1f7/2 and
the particle state 2p3/2.
In Fig. 7.6, the black lines correspond to the HF energy for each single-particle state and
the red dotted lines correspond to the single-particle energies calculated with SkP parame-
ters. The blue dash-dotted lines correspond to the single-particle energies calculated with
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Nucleus hole states [MeV] particle states [MeV]
48Ca 1d3
2
-18.82 2p3
2
-3.98
1f 7
2
-13.99
Table 7.3: Neutron single-particle energies in 48Ca.
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Figure 7.6: Single-particle energies in 48Ca calculated with different values of Λ.
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the refitted parameters that are shown in Table 7.1.
The same comments already done for the nucleus 16O can be drawn here. We do not observe
any effect due to regularization.
In this case, we have performed a more detailed test by separating the ΣRPA and Σ(2) correc-
tions. The results are plotted in Fig. 7.7 for the state 2p3/2. We can make two comments:
1. The corrections associated to Σ(2) (upper panel) are not ’better’ regularized than the
corrections coming from ΣRPA (lower panel).
2. The second-order corrections are not at all negligible with respect to the corrections
coming from ΣRPA. These corrections cannot be disregarded.
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Figure 7.7: Upper panel: Second-order corrections to the single-particle energies for different
values of Λ with the SkP parametrization (red lines) and with the refitted interactions (blue
lines). Lower panel: Corrections coming from ΣRPA.
7.4.4 Results: 132Sn
We check now if the regularized interactions work better for a heavier nucleus. We calcu-
late the single-particle HF spectrum and perform self-consistent RPA calculations using the
simplified t0 − t3 model by including the modes L = 0+, 1−, 2+ and 3−. In Table. 7.4, we
show the HF energies of the chosen neutron single-particle states in 132Sn: the neutron hole
states 3s1/2 and 2d3/2 and the particle state 1i13/2.
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Nucleus hole states [MeV] particle states [MeV]
132Sn 3s1
2
-7.89 1i13
2
-3.04
2d3
2
-7.86
Table 7.4: Neutron single-particle energies in 132Sn.
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In Fig. 7.8, the black lines correspond to the HF energy for each single-particle state
and the red dotted lines correspond to the single-particle energies calculated with the SkP
parameters. The blue dash-dotted lines correspond to the single-particle energies calculated
with refitted parameters that are shown in Table 7.1.
Also this time, the same comments already done for the previous cases may be repeated.
We have not found any mass-dependence on the quality of the results concerning the refitted
interactions.
7.5 Conclusions
In this chapter, we have dealt with a first test of the refitted interactions in the PVC model
that go beyond the independent-particle picture. It is known that the PVC model enables
one to gain better insight into the nuclear single-particle properties like the single-particle
energies (spectroscopic factors and fragmentation of single-particle states).
We have calculated the single-particle energies in a self-consistent way using t0 − t3 Skyrme
interactions. In this case, UV divergences appear in the PVC corrections because of the
zero-range character of the t0 − t3 interaction. These divergences are still present also when
we employ the interactions that have been regularized in nuclear matter. This occurs inde-
pendently of the mass of the nucleus (applications have been done for 16O, 48Ca and 132Sn).
1. The single-particle energies diverge as the cutoff Λ increases. This is due to the UV
divergences that appear in this beyond-mean-field model.
2. The refitted parameters, regularized in nuclear matter, do not regularize the UV diver-
gences not only in the total PVC corrections but also in the second-order corrections
associated to Σ(2). This means that these refitted interactions do not provide any reg-
ularized behavior in applications to nuclei. We have tried a light nucleus like 16O, a
medium-mass nucleus 48Ca and a heavy nucleus 132Sn. The results are of the same
type.
3. This negative result could be due to the fact that we are not dealing with the proper
value of the cutoff when we make calculations for nuclei: the correspondence between
the momentum cutoff in matter and the momentum cutoff in finite nuclei could not be
so trivial as we have imagined in our first test applications. Work is in progress in this
direction [174].
4. We also found that second-order corrections are not at all negligible compared to the
PVC corrections as was currently believed. The second-order corrections have to be
subtracted to get rid of double counting problems and they cannot be neglected.
5. It was commonly found for heavy nuclei that the particle states are shifted downwards
and the hole states are pushed upwards by PVC corrections. In this work we have
found that this is not always true. We have shown in this chapter that the hole states
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can also be shifted downwards when the PVC corrections are taken into account. The
same result has been also published in Ref. [109].
6. All the results of these first tests have been found for a t0 − t3 model. No effects of
regularization are observed and this may be interpreted as a signal that perhaps we
are not using the correct correspondence between the cutoff in matter and the cutoff
in nuclei [174].
To get rid of this cutoff problem, a clear and clean direction that can be pursued in
my future work is to use the DR-regularized interaction (Chapter 6) where there is no
cutoff dependence. This can be done only with the full Skyrme interaction (because
we have shown that the t0 − t3 model does not provide any result) and thus requires
heavier calculations.
This is the direction I plan to follow in the next months, possibly by imagining to
combine in the adjustments of the parameters constraints for matter and constraints
for finite nuclei.
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Chapter 8
Summary and outlook
This thesis work was undertaken to explore some techniques used in the nuclear many-body
problem and the concept of beyond-mean-field models in nuclear matter with the objective
of making first applications to nuclei. The beyond-mean-field models (the PVC model is
used to make some first applications to nuclei in our case) enable one to gain better insight
into nuclear properties like single-particle energies (spectroscopic factors and fragmentation
of single-particle states), excited states and collectivity, spreading widths, · · · .
In the framework of beyond-mean-field models, we have dealt with two technical and
formal problems concerning the employed interaction that one may encounter: the problem
of double counting, and the problem of UV divergences when zero-range interactions are
used. The former problem was solved by performing an adjustment of the parameters of the
interaction and the latter was solved by introducing a regularization scheme, for example
the MC and DR schemes.
This thesis work sought to answer two questions:
1. Can we remove the UV divergences that appear in the expression of the EoS (at a
beyond mean-field level) for nuclear matter by redefining the parameters of the used
interaction?
2. Can we generate new effective interactions that can be employed to perform applica-
tions to nuclei?
In the first and most important part of this work [9, 10, 11], we have dealt with the many-
body problem calculated at the second order in nuclear matter with the zero-range nuclear
Skyrme interaction. This work sought to:
1. Derive an analytical expression for the corrected EoS for nuclear matter at the second-
order.
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2. Analyze the UV divergences which appear due to the zero-range character of the
Skyrme interaction.
3. Generate effective interactions that are regularized and adjusted at this beyond mean-
field level to provide an EoS for matter with reasonable features.
We have started with the simplified t0− t3 model and derived the expression for the EoS for
symmetric nuclear matter by introducing the second-order corrections. Two regularization
techniques were being adopted to treat the UV divergence, the MC and the DR/MS schemes:
1. By using the MC scheme, we have found that the EoS for symmetric nuclear matter
diverges linearly with the cutoff Λ. However, this linear UV divergence cannot be ab-
sorbed unless a four-body force is added to the interaction. Of course, by adding such
counter term, the Skyrme interaction becomes much more complicated and thus appli-
cations to finite nuclei are more difficult [153]. We have thus absorbed this divergence
by readjusting the parameters of the Skyrme interaction in order to have a reasonable
EoS at second order [9]. Therefore, cutoff-dependent interactions were generated at
this level (the cutoff becomes a parameter of the interaction).
2. In the case of DR/MS, we found that, although this scheme automatically cancels
all power-divergent integrals, it was not possible to readjust the parameters of the
simplified t0 − t3 interaction in order to have a reasonable EoS [11]. This occurs
because the second-order EoS has the wrong curvature. We thus switch to the case of
the full nuclear Skyrme interaction.
We have included the velocity-dependent terms to the Skyrme interaction and considered
also asymmetric nuclear matter. We have repeated the same procedure done in the first
work [9]. We have found the following results:
1. In the case of the MC scheme, the divergence becomes of order ∼ Λ5 due to the
velocity-dependent terms (i.e., the non-local terms of the nuclear Skyrme interaction).
In this case, the adjustment of the parameters is performed for both symmetric and
asymmetric nuclear matter with different neutron-to-proton ratios [10]. Therefore,
new effective interactions were generated with all the terms of the Skyrme interaction,
except the spin-orbit part that does not contribute in matter.
2. In the case of DR/MS, the divergence is suppressed and the resulting EoS for nuclear
matter at the second-order is independent of the used regulator. Thus, a unique set of
parameters is obtained for the adjusted effective interaction [11].
In the second part of the work, we have dealt with an example of beyond-mean-field models
applied to finite systems: the PVC model. In this model, the second-order corrections Σ(2)
were subtracted from ΣRPA in the calculation of the corrected single-particle energies to avoid
problems of double counting. This part of the work is a very preliminary test performed to
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have a first idea of what happens when the interactions designed for the second-order EoS
in matter are used also for nuclei. This work sought to:
1. Investigate whether the cutoff-dependent interactions, that were generated and ad-
justed in nuclear matter, can be applied to finite nuclei and consequently provide
single-particle energies that are stable with respect to the cutoff.
2. Test whether the second-order corrections are negligible with respect to the main cor-
rection coming from ΣRPA and compare their to the total PVC contributions.
3. Check if the refitted interactions regularize at least the divergences that appear in the
second-order corrections.
In this work, we have taken the simplified t0 − t3 interaction and used it self-consistently.
The same interaction was employed in each case in HF, RPA and PVC calculations. We
have performed applications to a light nucleus 16O, a medium-mass nucleus 48Ca and a heavy
nucleus 132Sn. We have focused our attention only on single-particle energies. We have found
the following results:
1. The UV divergences appear in this beyond mean-field model due to the zero-range of
the simplified t0 − t3 interaction. The corrected single-particle energies depend on the
cutoff.
2. The regularized refitted interactions do not provide any regularized behavior in appli-
cations to nuclei. They do not regularize the UV divergences not only in the total PVC
corrections but also in the second-order corrections associated to Σ(2). This unsatis-
factory result could be due to the fact that we are not dealing with the proper value
of the cutoff when we make calculations for nuclei. The correspondence between the
cutoff in matter and the cutoff in finite nuclei perhaps should not be done in the way
we have done. Work is in progress in this direction [174].
3. We have also found that second-order corrections cannot be neglected compared to the
PVC corrections as was currently believed.
4. It was commonly found for heavy nuclei that the energies of the hole states are shifted
upwards and those of the particle states are shifted downwards by the PVC corrections.
We have shown that also the hole states can be shifted downwards when the PVC
corrections are taken into account, for light and heavy nuclei. The same result has
been also published in Ref. [109].
What we have done so far in these first tests applied to nuclei is using refitted interac-
tions which are cutoff dependent. This cutoff dependence is due to the fact that we have
not renormalized our problem yet; we have just absorbed the divergence by performing an
adjustment of parameters.
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A clear and clean direction that can be pursued in my future work is to:
1. Use the DR-regularized interaction, where there is no cutoff dependence. This can be
done only with the full Skyrme interaction (because we have shown that the t0 − t3
model does not provide any result) and thus requires heavier calculations.
2. Analyze analytically the type of the divergence (whether it is ultraviolet or logarithmic)
that appears in the framework of the PVC calculations.
3. Design a Skyrme force (by adjusting the parameters of the Skyrme interaction) that is
well defined at this level and that can be eventually used also in other beyond-mean-
field models.
Finally, I think that this is the direction I plan to follow in the next months, possibly
by imagining to combine in the adjustments of the parameters constraints for matter and
constraints for finite nuclei.
Moreover, it would be interesting to investigate the following issues:
1. Examine whether the higher-order corrections are small enough compared to the second-
order terms, so that they can be neglected. In other words, examine the perturbativity
of the problem when Skyrme-type interactions are used.
2. Investigate the hierarchy in our problem: what are the contributions that lead to the
mean-field level and what are those that lead to the beyond mean-field level? Should
we include other terms in the interaction to have a renormalizable theory order by
order?
3. Since the Skyrme interaction is designed for mean-field calculations, it would be inter-
esting to:
(a) Investigate whether the velocity-dependent terms can be treated on equal footing
with the t0 − t3 terms when we perform beyond-mean-field calculations.
(b) Check whether the two-body density-dependent force should be replaced by a
three-body force to better define the power counting when beyond-mean-field
calculations are performed.
4. It would be interesting to be inspired by the chiral potentials that are introduced in
the framework of EFT. They could be used as a benchmark.
Finally, by doing my thesis work I have learned that this domain is quite unexplored and
has to be developed by establishing connections between the traditional EDF framework and
the concepts and ideas that are currently discussed in the framework of EFT. I have started
developing these links and connections with my work of the past years. This certainly opens
many exciting and new perspectives in the developments of this research line that will be
pursued in the following years.
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Appendix A
First-order energy diagrams
In this appendix, we derive the expressions of the first-order energy corrections in infinite
nuclear matter with a Dirac-delta interaction. We start our formalism from the Green’s
function and then we classify the Feynman diagrams into connected ones and disconnected
ones.
A.1 Goldstone’s theorem
The application of quantum field theory to the many-body problem was initiated by Gold-
stone in 1957 [150]. The Goldstone’s theorem was originally stimulated by Bruckners theory
of strongly interacting Fermi systems [33]. He proved the cancellation of the disconnected
diagrams to all orders, and derived the following expression for the energy shift of the ground
state:
E = ǫ
(0)
k + 〈Φ0|H1
∞∑
n=0
(
1
ǫ
(0)
k −H0
H1
)n
|Φ0〉connected. (A.1)
Another formula is due to Gell-Mann and Low [175], expresses the shift energy of the ground
state as:
E − ǫ(0)k =
∞∑
m=0
(−i)m 1
m!
∫ 0
−∞
dt1 · · · dtm 〈Φ0|T
[
Hˆ1Hˆ1(t1) · · · Hˆ1(tm)
]
|Φ0〉connected, (A.2)
where the interacting Hamiltonian Hˆ1 can be written as:
H1 =
1
2!
∑
αβα
′
β
′
γµγ
′
µ
′
∫
d3r d3r
′
ψˆ†α;γ(r)ψˆ
†
β;µ(r
′
)V (r, r
′
)
αα
′
,ββ
′
γγ
′
,µµ
′
ψˆβ′ ;µ′ (r
′
)ψˆα′ ;γ′ (r).
If we assume that U(r, r
′
) = V (r, r
′
)δ(t− t′), then
H1 =
1
2!
∑
αβα
′
β
′
γµγ
′
µ
′
∫
d4r d4r
′
ψˆ†α;γ(r)ψˆ
†
β;µ(r
′
)U(r, r
′
)
αα
′
,ββ
′
γγ
′
,µµ
′
ψˆβ′ ;µ′ (r
′
)ψˆα′ ;γ′ (r), (A.3)
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and H1(t) is the representation of H1 in the interaction picture and given by:
H1(t) = e
iH0tH1e
−iH0t.
From Eq. (A.2), one can write:
E = ǫ
(0)
k + 〈Φ0|T
[
Hˆ1
]
|Φ0〉connected − i
∫ 0
−∞
dt1〈Φ0|T
[
Hˆ1Hˆ1(t1)
]
|Φ0〉connected + · · ·
= ǫ
(0)
k + E
(1) + E(2) + · · · . (A.4)
A.2 First-order energy diagrams
The first-order contributions to the total energy is given by:
E(1) = 〈Φ0|T
[
Hˆ1
]
|Φ0〉connected. (A.5)
By using the expression of Hˆ1 from Eq. (A.3), the time-ordering of H1 becomes:
T
[
Hˆ1
]
=
1
2!
∑
αβα
′
β
′
γµγ
′
µ
′
U(r, r
′
)
αα
′
,ββ
′
γγ
′
,µµ
′
∫
d4r d4r
′
T
[
ψˆ†α;γ(r)ψˆ
†
β;µ(r
′
)ψˆβ′ ;µ′ (r
′
)ψˆα′ ;γ′ (r)
]
.
Wick’s theorem requires us to sum over all possible contractions and the only non-vanishing
contraction is between a field ψˆ and an adjoint field ψˆ† according to the following expressions:
ψˆa;b(r)ψˆ
†
a′ ;b′
(r
′
) = iG0
ab;a′ b′
(r, r
′
) and ψˆ†a;b(r)ψˆa′ ;b′ (r
′
) = −iG0
ba;b′a′
(r
′
, r). (A.6)
Consequently, the time-ordering becomes:
T
[
ψˆ†α;γ(r)ψˆ
†
β;µ(r
′
)ψˆβ′ ;µ′ (r
′
)ψˆα′ ;γ′ (r)
]
= ψˆ†α;γ(r) :: ψˆα′ ;γ′ (r)ψˆ
†
β;µ(r
′
) :: ψˆβ′ ;µ′ (r
′
)
−ψˆ†α;γ(r) :: ψˆβ′ ;µ′ (r
′
)ψˆ†β;µ(r
′
) :: ψˆα′ ;γ′ (r).
By using Eq. (B.3), we get:
T
[
ψˆ†α;γ(r)ψˆ
†
β;µ(r
′
)ψˆβ′ ;µ′ (r
′
)ψˆα′ ;γ′ (r)
]
= iG0
α
′
α;γ
′
γ
(r, r)iG0
β
′
β;µ
′
µ
(r
′
, r
′
)− iG0
β
′
α;µ
′
γ
(r
′
, r)iG0
α
′
β;γ
′
µ
(r, r
′
).
Therefore, we are able to write the first-order energy in a compact form by splitting it into
two parts: direct and exchange part.
E(1) = E
(1)
direct + E
(1)
exchange. (A.7)
The expression for the direct-term is given by:
E
(1)
direct =
1
2!
∑
αβα
′
β
′
γµγ
′
µ
′
∫
d4r d4r
′
U(r, r
′
)
αα
′
,ββ
′
γγ
′
,µµ
′
[
iG0
α′α;γ′γ
(r, r)iG0
β′β;µ′µ
(r
′
, r
′
)
]
. (A.8)
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The expression for the exchange-term is given by:
E
(1)
exchange =
1
2!
∑
αβα
′
β
′
γµγ
′
µ
′
∫
d4r d4r
′
U(r, r
′
)
αα
′
,ββ
′
γγ
′
,µµ
′
[
−iG0
β′α;µ′γ
(r
′
, r)iG0
α′β;γ′µ
(r, r
′
)
]
. (A.9)
We can now associate a picture to each of the terms appearing in Eq. (A.8) and Eq. (A.10).
The unperturbed Green’s function G0(x, y) is denoted by a straight with an arrow running
from the second argument to the first as illustrated in Fig. A.1,
(β;µ) (α; γ)
Figure A.1: The unperturbed Green’s function G0αβ;γµ(x, y).
and the interaction potential is denoted by a wavy line as in Fig. A.2
λ
′ µ
′
µλ
Figure A.2: The interaction Vλλ′ ;µµ′ (x, x
′
).
By using the above pictures, we are able to draw the diagrammatic expression of Eq.
(A.8) and Eq. (A.10) as follows:
Figure A.3: First-order energy correction direct term.
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Figure A.4: First-order energy correction exchange term.
A.3 First-order energy corrections
Let us assume that the interaction V depends on the relative distance between the particles
and does not depend on the spin space, i.e.,
U
αα
′
,ββ
′
γγ
′
,µµ
′
(r, r
′
) = δαα′ δββ′δγγ′δµµ′V (r− r
′
)δ(t− t′).
Let us express the interaction in the momentum space as follows:
U(r − r′) = 1
(2π)4
∫
d4k eik·(r−r
′
)U(k)
Moreover, in uniform and isotropic system, the Green’s function takes the form [176]:
G0ab;cd(r, r
′
) = δabδcdG
0(r − r′),
and consequently its Fourier transform becomes:
G0(r, r
′
) =
1
(2π)4
∫
d4k eik·(r−r
′
)G0(k).
Eq. (A.11) becomes:
E
(1)
exchange =
1
2!
1
(2π)12
∑
αβα
′
β
′
γµγ
′
µ
′
[
δαα′δββ′δγγ′ δµµ′
] ∫
d4r1 d
4r2
∫
d4k1 d
4k2 d
4k3 e
ik1·(r
′
−r)
×eik2·(r−r′) eik3·(r−r′)U(k3)
[
−iG0
β′α;µ′γ
(k1)iG
0
α′β;γ′µ
(k2)
]
.
After grouping the terms, we get:
E
(1)
exchange =
1
2!
1
(2π)12
∑
αβα
′
β
′
γµγ
′
µ
′
[
δαα′ δββ′δγγ′δµµ′
] ∫
d4k1 d
4k2 d
4k3
[∫
d4r1 d
4r2 e
i(r−r
′
)·(k1−k2+k3)
]
U(k3)
×
[
−iG0
β
′
α;µ
′
γ
(k1)iG
0
α
′
β;γ
′
µ
(k2)
]
.
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It is to be noted that the integration over r and r
′
yields∫
d4r d4r
′
ei(r−r
′
)·(k3+k2−k1) = (2π)4δ4(k3 + k2 − k1) Ω, where Ω is a unit volume,
which conserves energy and momentum at each vertex. Therefore,
E
(1)
exchange =
1
2!
Ω
(2π)8
∑
αβα
′
β
′
γµγ
′
µ
′
[
δαα′ δββ′δγγ′δµµ′
] ∫
d4k1 d
4k2 U(k1 − k2)
[
−iG0
β′α;µ′γ
(k1)iG
0
α′β;γ′µ
(k2)
]
=
1
2!
Ω
(2π)8
∑
αβγµ
[δαβδγµ]
∫
d4k1 d
4k2 U(k1 − k2)
[
G0(k1) G
0(k2)
]
.
By performing the integration over k01 and k
0
2, we get
E
(1)
exchange = −
g
2!
Ω
(2π)6
∫
d3k1 d
3k2 U(k1 − k2) θ(kF − |k1|)θ(kF − |k2|), (A.10)
with g = Tr [δαβδγµ] . Similarly,
E
(1)
direct =
g2
2!
Ω
(2π)6
∫
d3k1 d
3k
′
2 U(0) θ(kF − |k1|)θ(kF − |k2|), (A.11)
with U(0) = 〈k1, k2|v|k1, k2〉.
A.4 Application
Let take as an example the so-called simplified Skyrme interaction:
U(r1, r2) = V (r− r′)δ(t− t′) with V (r− r′) =
[
t0δ(r1 − r2) + t3
6
ραδ(r1 − r2)
]
.
In this case: U(0) = U(k1 − k2) =
(
t0 +
t3
6
ρα
)
.
By using Eq. (A.11), the energy contribution due to direct diagrams becomes:
E
(1)
direct =
1
2!
g2
(2π)6
(
t0 +
t3
6
ρα
)∫
d3k1 d
3k2 θ(kF − |k1|)θ(kF − |k2|)
=
g2
72π4
k6F
(
t0 +
t3
6
ρα
)
where g2 = Tr
[
δαα′δββ′δγγ′δµµ′
]
= 16. (A.12)
Therefore, the binding energy per particle (direct term) evaluated with the t0 − t3 vertices
is given by:
E
(1)
direct
A
=
( g
12π2
)
k3F
(
t0 +
t3
6
ρα
)
. (A.13)
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By using Eq. (A.10), the energy contribution due to the exchange diagrams becomes:
E
(1)
exchange = −
1
2!
g
(2π)6
∫
d3k1 d
3k2V (k1 − k2)θ(kF − |k1|)θ(kF − |k2|)
= − g
72π4
k6F
(
t0 +
t3
6
ρα
)
,
where the notation V (k1 − k2) means that V (k1 − k2) = 〈k1, k2|v|k2, k1〉.
Consequently, the energy contribution due to the exchange diagrams becomes:
E
(1)
exchange
A
= −
(
1
12π2
)
k3F
(
t0 +
t3
6
ρα
)
.
As a result, the binding energy per particle (direct+exchange) evaluated at the first order
with the (t0 − t3) Skyrme interaction is given by:
E(1)
A
=
(
g − 1
12π2
)
k3F
(
t0 +
t3
6
ρα
)
.
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Appendix B
Second-order energy diagrams
In this appendix, we use the so-called Wick’s theorem, Goldstone’s theorem and Gell-Mann
and Low theorem to find the expressions for the second-order energy corrections and their
corresponding diagrams. For the sake of simplicity, we will ignore the isospin indices and
label for example the Green’s function as G0ab(x, y). According to Eq. (A.2), the second-order
energy correction is given by:
E(2) = −i
∫ 0
−∞
dt1〈Φ0|T
[
Hˆ1Hˆ1(t1)
]
|Φ0〉connected, (B.1)
where the expression for Hˆ1Hˆ1(t1) is given by:
Hˆ1Hˆ1(t1) =
1
4
∫
d4x d4y d4z d4w ψˆ†a(x)ψˆ
†
b(y)U(x, y)ac,bdψˆd(y)ψˆc(x)
×eiH0 t1
[
ψˆ†α(z)ψˆ
†
β(w)U(z, w)αγ,βµψˆµ(w)ψˆγ(z)
]
e−iH0 t1 .
B.1 Feynman diagrams at second order
Using the above equation, the expression for the second-order energy correction becomes:
E(2) =
(−i
4
)∫
d4x d4y d4z d4w 〈Φ0|U(x, y)ac,bdU(z, w)αγ,βµ ×
T
[
ψˆ†a(x)ψˆ
†
b(y)ψˆd(y)ψˆc(x)ψˆ
†
α(z)ψˆ
†
β(w)ψˆµ(w)ψˆγ(z)
]
|Φ0〉c.
Knowing that U(x, y)ac,bd = δacδbdU(x, y), we get:
E(2) =
(−i
4
)∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4x d4y d4z d4w 〈Φ0|U(x, y)U(z, w)
×T
[
ψˆ†a(x)ψˆ
†
b(y)ψˆd(y)ψˆc(x)ψˆ
†
α(z)ψˆ
†
β(w)ψˆµ(w)ψˆγ(z)
]
|Φ0〉c. (B.2)
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Let us concentrate on the following expression:
T
[
ψˆ†a(x)ψˆ
†
b(y)ψˆd(y)ψˆc(x)ψˆ
†
α(z)ψˆ
†
β(w)ψˆµ(w)ψˆγ(z)
]
.
The expectation value of all the terms containing normal-ordered products of operators
vanishes in the non-interacting ground state |Φ0〉, leaving only the fully contracted products
of field operators. We have:
T
[
ψˆ†a(x)ψˆ
†
b(y)ψˆd(y)ψˆc(x)ψˆ
†
α(z)ψˆ
†
β(w)ψˆµ(w)ψˆγ(z)
]
= (1) + (2) + (3) + (4),
where the expressions of (1), (2), (3) and (4) are given below:
(1) = ψ†a(x)ψd(y)
{
ψ†b(y)ψc(x)
[
ψ†α(z)ψµ(w)ψ
†
β(w)ψγ(z) + ψ
†
α(z)ψγ(z)ψµ(w)ψ
†
β(w)
]
+ ψ†b(y)ψµ(w)
[
ψc(x)ψ
†
α(z)ψ
†
β(w)ψγ(z)− ψc(x)ψ†β(w)ψ†α(z)ψγ(z)
]
+ ψ†b(y)ψγ(z)
[
ψc(x)ψ
†
α(z)ψµ(w)ψ
†
β(w) + ψc(x)ψ
†
β(w)ψ
†
α(z)ψµ(w)
]}
.
Expanding the above expression into six terms, we get:
(1) = ψ†a(x)ψd(y)ψ
†
b(y)ψc(x)ψ
†
α(z)ψµ(w)ψ
†
β(w)ψγ(z)
+ψ†a(x)ψd(y)ψ
†
b(y)ψc(x)ψ
†
α(z)ψγ(z)ψµ(w)ψ
†
β(w)
+ψ†a(x)ψd(y)ψ
†
b(y)ψµ(w)ψc(x)ψ
†
α(z)ψ
†
β(w)ψγ(z)
−ψ†a(x)ψd(y)ψ†b(y)ψµ(w)ψc(x)ψ†β(w)ψ†α(z)ψγ(z)
+ψ†a(x)ψd(y)ψ
†
b(y)ψγ(z)ψc(x)ψ
†
α(z)ψµ(w)ψ
†
β(w)
+ψ†a(x)ψd(y)ψ
†
b(y)ψγ(z)ψc(x)ψ
†
β(w)ψ
†
α(z)ψµ(w)
= (1)a + (1)b + (1)c + (1)d + (1)e + (1)f ,
where the expression of (1)a, which is represented by Fig. B.1, is given by:
(1)a = ψ†a(x)ψd(y)ψ
†
b(y)ψc(x)ψ
†
α(z)ψµ(w)ψ
†
β(w)ψγ(z)
=
[−iG0da(y, x)] [−iG0cb(x, y)] [−iG0µα(w, z)] [−iG0γβ(z, w)]
The expression of (1)b, which is represented by Fig. B.2, is given by:
(1)b = ψ†a(x)ψd(y)ψ
†
b(y)ψc(x)ψ
†
α(z)ψγ(z)ψµ(w)ψ
†
β(w)
=
[−iG0da(y, x)] [−iG0cb(x, y)] [−iG0γα(z, z)] [iG0µβ(w,w)]
The expression of (1)c, which is represented by Fig. B.3, is given by:
(1)c = ψ†a(x)ψd(y)ψ
†
b(y)ψµ(w)ψc(x)ψ
†
α(z)ψ
†
β(w)ψγ(z)
=
[−iG0da(y, x)] [−iG0µb(w, y)] [−iG0cα(x, z)] [−iG0γβ(z, w)]
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xy z
w
Figure B.1: Second-order energy correction (1)a.
x
y
z w
Figure B.2: Second-order energy correction (1)b.
x z
y w
Figure B.3: Second-order energy correction (1)c.
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(1)d = −ψ†a(x)ψd(y)ψ†b(y)ψµ(w)ψc(x)ψ†β(w)ψ†α(z)ψγ(z)
=
[
iG0da(y, x)
] [−iG0µb(w, y)] [iG0cβ(x, w)] [−iG0γα(z, z)]
x
y w
z
Figure B.4: Second-order energy correction (1)d.
(1)e = ψ†a(x)ψd(y)ψ
†
b(y)ψγ(z)ψc(x)ψ
†
α(z)ψµ(w)ψ
†
β(w)
=
[−iG0da(y, x)] [−iG0γb(z, y)] [iG0cα(x, z)] [iG0µβ(w,w)] .
x
y
w
z
Figure B.5: Second-order energy correction (1)e.
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(1)f = ψ†a(x)ψd(y)ψ
†
b(y)ψγ(z)ψc(x)ψ
†
β(w)ψ
†
α(z)ψµ(w)
=
[−iG0da(y, x)] [−iG0γb(z, y)] [iG0cβ(x, w)] [−iG0µα(w, z)] .
x
zy
w
Figure B.6: Second-order energy correction (1)f .
The expression of (2) is given by:
(2) = ψ†a(x)ψc(x)
{
ψd(y)ψ
†
b(y)
[
ψ†α(z)ψµ(w)ψ
†
β(w)ψγ(z) + ψ
†
α(z)ψγ(z)ψµ(w)ψ
†
β(w)
]
− ψd(y)ψ†α(z)
[
ψ†b(y)ψµ(w)ψ
†
β(w)ψγ(z) + ψ
†
b(y)ψγ(z)ψµ(w)ψ
†
β(w)
]
+ ψd(y)ψ
†
β(w)
[
ψ†b(y)ψµ(w)ψ
†
α(z)ψγ(z) + ψ
†
b(y)ψγ(z)ψµ(w)ψ
†
α(z)
]}
.
(2) = (2)a + (2)b + (2)c + (2)d + (2)e + (2)f
= ψ†a(x)ψc(x)ψd(y)ψ
†
b(y)ψ
†
α(z)ψµ(w)ψ
†
β(w)ψγ(z)
+ψ†a(x)ψc(x)ψd(y)ψ
†
b(y)ψ
†
α(z)ψγ(z)ψµ(w)ψ
†
β(w)
−ψ†a(x)ψc(x)ψd(y)ψ†α(z)ψ†b(y)ψµ(w)ψ†β(w)ψγ(z)
+ψ†a(x)ψc(x)ψd(y)ψ
†
α(z)ψ
†
b(y)ψγ(z)ψµ(w)ψ
†
β(w)
+ψ†a(x)ψc(x)ψd(y)ψ
†
β(w)ψ
†
b(y)ψµ(w)ψ
†
α(z)ψγ(z)
+ψ†a(x)ψc(x)ψd(y)ψ
†
β(w)ψ
†
b(y)ψγ(z)ψµ(w)ψ
†
α(z).
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(2)a = ψ†a(x)ψc(x)ψd(y)ψ
†
b(y)ψ
†
α(z)ψµ(w)ψ
†
β(w)ψγ(z)
=
[−iG0ca(x, x)] [iG0db(y, y)] [−iG0µα(w, z)] [−iG0γβ(z, w)] .
x y w
z
Figure B.7: Second-order energy correction (2)a.
(2)b = ψ†a(x)ψc(x)ψd(y)ψ
†
b(y)ψ
†
α(z)ψγ(z)ψµ(w)ψ
†
β(w)
=
[−iG0ca(x, x)] [iG0db(y, y)] [−iG0γα(z, z)] [−iG0µβ(w,w)] .
x y wz
Figure B.8: Second-order energy correction (2)b.
(2)c = −ψ†a(x)ψc(x)ψd(y)ψ†α(z)ψ†b(y)ψµ(w)ψ†β(w)ψγ(z)
=
[
iG0ca(x, x)
] [
iG0dα(y, z)
] [−iG0µb(w, y)] [−iG0γβ(z, w)] .
(2)d = +ψ†a(x)ψc(x)ψd(y)ψ
†
α(z)ψ
†
b(y)ψγ(z)ψµ(w)ψ
†
β(w)
=
[−iG0ca(x, x)] [iG0dα(y, z)] [−iG0γb(z, y)] [iG0µβ(w,w)] .
(2)e = ψ†a(x)ψc(x)ψd(y)ψ
†
β(w)ψ
†
b(y)ψµ(w)ψ
†
α(z)ψγ(z)
=
[−iG0ca(x, x)] [iG0dβ(y, w)] [−iG0µb(w, y)] [−iG0γα(z, z)] .
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Figure B.9: Second-order energy correction (2)c.
x y z w
Figure B.10: Second-order energy correction (2)d.
x y w z
Figure B.11: Second-order energy correction (2)e.
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(2)f = ψ†a(x)ψc(x)ψd(y)ψ
†
β(w)ψ
†
b(y)ψγ(z)ψµ(w)ψ
†
α(z)
=
[−iG0ca(x, x)] [iG0dβ(y, w)] [−iG0γb(z, y)] [iG0µα(w, z)] .
w
z
y
x
Figure B.12: Second-order energy correction (2)f .
(3) = ψ†a(x)ψµ(w)
{
ψd(y)ψ
†
b(y)
[
ψc(x)ψ
†
α(z)ψ
†
β(w)ψγ(z)− ψc(x)ψ†β(w)ψ†α(z)ψγ(z)
]
+ ψd(y)ψ
†
α(z)
[
ψ†b(y)ψc(x)ψ
†
β(w)ψγ(z) + ψ
†
b(y)ψγ(z)ψc(x)ψ
†
β(w)
]
− ψd(y)ψ†β(w)
[
ψ†b(y)ψc(x)ψ
†
α(z)ψγ(z) + ψ
†
b(y)ψγ(z)ψc(x)ψ
†
α(z)
]}
.
(3) = ψ†a(x)ψµ(w)ψd(y)ψ
†
b(y)ψc(x)ψ
†
α(z)ψ
†
β(w)ψγ(z)
−ψ†a(x)ψµ(w)ψd(y)ψ†b(y)ψc(x)ψ†β(w)ψ†α(z)ψγ(z)
+ψ†a(x)ψµ(w)ψd(y)ψ
†
α(z)ψ
†
b(y)ψc(x)ψ
†
β(w)ψγ(z)
+ψ†a(x)ψµ(w)ψd(y)ψ
†
α(z)ψ
†
b(y)ψγ(z)ψc(x)ψ
†
β(w)
−ψ†a(x)ψµ(w)ψd(y)ψ†β(w)ψ†b(y)ψc(x)ψ†α(z)ψγ(z)
+ψ†a(x)ψµ(w)ψd(y)ψ
†
β(w)ψ
†
b(y)ψγ(z)ψc(x)ψ
†
α(z).
(3)a = ψ†a(x)ψµ(w)ψd(y)ψ
†
b(y)ψc(x)ψ
†
α(z)ψ
†
β(w)ψγ(z)
=
[−iG0µa(w, x)] [iG0db(y, y)] [iG0cα(x, z)] [−iG0γβ(z, w)] .
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Figure B.13: Second-order energy correction (3)a.
(3)b = −ψ†a(x)ψµ(w)ψd(y)ψ†b(y)ψc(x)ψ†β(w)ψ†α(z)ψγ(z)
=
[
iG0µa(w, x)
] [
iG0db(y, y)
] [
iG0cβ(x, w)
] [−iG0γα(z, z)] .
y x w z
Figure B.14: Second-order energy correction (3)b.
(3)c = ψ†a(x)ψµ(w)ψd(y)ψ
†
α(z)ψ
†
b(y)ψc(x)ψ
†
β(w)ψγ(z)
=
[−iG0µa(w, x)] [iG0dα(y, z)] [−iG0cb(x, y)] [−iG0γβ(z, w)] .
(3)d = ψ†a(x)ψµ(w)ψd(y)ψ
†
α(z)ψ
†
b(y)ψγ(z)ψc(x)ψ
†
β(w)
=
[−iG0µa(w, x)] [iG0dα(y, z)] [−iG0γb(z, y)] [iG0cβ(x, w)] .
(3)e = −ψ†a(x)ψµ(w)ψd(y)ψ†β(w)ψ†b(y)ψc(x)ψ†α(z)ψγ(z)
=
[
iG0µa(w, x)
] [
iG0dβ(y, w)
] [−iG0cb(x, y)] [−iG0γα(z, z)] .
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Figure B.15: Second-order energy correction (3)c.
x y
zw
Figure B.16: Second-order energy correction (3)d.
y
x
w
z
Figure B.17: Second-order energy correction (3)e.
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(3)f = +ψ†a(x)ψµ(w)ψd(y)ψ
†
β(w)ψ
†
b(y)ψγ(z)ψc(x)ψ
†
α(z)
=
[−iG0µa(w, x)] [iG0dβ(y, w)] [−iG0γb(z, y)] [iG0cα(x, z)] .
x y
zw
Figure B.18: Second-order energy correction (3)f .
(4) = ψ†a(x)ψγ(z)
{
ψd(y)ψ
†
b(y)
[
ψc(x)ψ
†
α(z)ψµ(w)ψ
†
β(w) + ψc(x)ψ
†
β(w)ψ
†
α(z)ψµ(w)
]
+ ψd(y)ψ
†
α(z)
[
ψ†b(y)ψc(x)ψµ(w)ψ
†
β(w)− ψ†b(y)ψµ(w)ψc(x)ψ†β(w)
]
+ ψd(y)ψ
†
β(w)
[
ψ†b(y)ψc(x)ψ
†
α(z)ψµ(w) + ψ
†
b(y)ψµ(w)ψc(x)ψ
†
α(z)
]}
.
(4) = ψ†a(x)ψγ(z)ψd(y)ψ
†
b(y)ψc(x)ψ
†
α(z)ψµ(w)ψ
†
β(w)
+ψ†a(x)ψγ(z)ψd(y)ψ
†
b(y)ψc(x)ψ
†
β(w)ψ
†
α(z)ψµ(w)
+ψ†a(x)ψγ(z)ψd(y)ψ
†
α(z)ψ
†
b(y)ψc(x)ψµ(w)ψ
†
β(w)
−ψ†a(x)ψγ(z)ψd(y)ψ†α(z)ψ†b(y)ψµ(w)ψc(x)ψ†β(w)
+ψ†a(x)ψγ(z)ψd(y)ψ
†
β(w)ψ
†
b(y)ψc(x)ψ
†
α(z)ψµ(w)
+ψ†a(x)ψγ(z)ψd(y)ψ
†
β(w)ψ
†
b(y)ψµ(w)ψc(x)ψ
†
α(z).
(4)a = ψ†a(x)ψγ(z)ψd(y)ψ
†
b(y)ψc(x)ψ
†
α(z)ψµ(w)ψ
†
β(w)
=
[−iG0γa(z, x)] [iG0db(y, y)] [iG0cα(x, z)] [−iG0µβ(w,w)] .
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Figure B.19: Second-order energy correction (4)a.
(4)b = +ψ†a(x)ψγ(z)ψd(y)ψ
†
b(y)ψc(x)ψ
†
β(w)ψ
†
α(z)ψµ(w)
=
[−iG0γa(z, x)] [iG0db(y, y)] [−iG0cβ(x, w)] [iG0µα(w, z)] .
x
w
z
y
Figure B.20: Second-order energy correction (4)b.
(4)c = +ψ†a(x)ψγ(z)ψd(y)ψ
†
α(z)ψ
†
b(y)ψc(x)ψµ(w)ψ
†
β(w)
=
[−iG0γa(z, x)] [iG0dα(y, z)] [−iG0cb(x, y)] [iG0µβ(w,w)] .
(4)d = −ψ†a(x)ψγ(z)ψd(y)ψ†α(z)ψ†b(y)ψµ(w)ψc(x)ψ†β(w)
=
[
iG0γa(z, x)
] [
iG0dα(y, z)
] [−iG0µb(w, y)] [iG0cβ(x, w)] .
(4)e = +ψ†a(x)ψγ(z)ψd(y)ψ
†
β(w)ψ
†
b(y)ψc(x)ψ
†
α(z)ψµ(w)
=
[−iG0γa(z, x)] [iG0dβ(y, w)] [−iG0cb(x, y)] [−iG0µα(w, z)] .
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Figure B.21: Second-order energy correction (4)c.
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zw
Figure B.22: Second-order energy correction (4)d.
z x
w y
Figure B.23: Second-order energy correction (4)e.
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(4)f = +ψ†a(x)ψγ(z)ψd(y)ψ
†
β(w)ψ
†
b(y)ψµ(w)ψc(x)ψ
†
α(z)
=
[−iG0γa(z, x)] [iG0dβ(y, w)] [−iG0µb(w, y)] [−iG0cα(x, z)] .
x y
wz
Figure B.24: Second-order energy correction (4)f .
B.2 Application: direct diagram.
In this part, we are going to derive the expression for the second-order energy correction
that corresponds to diagram (3)d shown in the figure below.
x y
zw
Figure B.25: Second-order energy correction (direct term).
From Eq. (B.2), we see that the second-order energy correction due to diagram (3)d can
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be written as follows:
E
(2)
3d =
(−i
4
)∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4x d4y d4z d4w U(x, y)U(w, z)
×
[
ψ†a(x)ψµ(w)ψd(y)ψ
†
α(z)ψ
†
b(y)ψγ(z)ψc(x)ψ
†
β(w)
]
.
Since U(x, y) = U(x− y), then:
E
(2)
3d =
(−i
4
)∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4x d4y d4z d4w U(x− y)U(w − z)
× [−iG0µa(w, x)] [iG0dα(y, z)] [−iG0γb(z, y)] [iG0cβ(x, w)] .
After performing the Fourier transform, we get:
E
(2)
3d =
(−i
4
)∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4x d4y d4z d4w
1
(2π)8
∫
d4p1 d
4p2 e
ip1·(x−y) eip2·(w−z)
×U(p1)U(p2) 1
(2π)16
∫
d4p3 d
4p4 d
4p5 d
4p6 e
ip3·(w−x)G0µa(p3) e
ip4·(y−z)G0dα(p4) e
ip5·(z−y)
×G0γb(p5) eip6·(x−w)G0cβ(p6)
=
(−i
4
)∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4x d4y d4z d4w
1
(2π)8
∫
d3p1 d
3p2 e
ix·(p1−p3+p6) eiy·(p4−p1−p5)
×eiz·(−p2−p4+p5)eiw·(p3+p2−p6)U(p1)U(p2) 1
(2π)16
∫
d4p3 d
4p4 d
4p5 d
4p6
×G0µa(p3) G0dα(p4) G0γb(p5) G0cβ(p6).
Since there is energy and momentum conservation at each vertex,∫
d4x eix·(p1−p3+p6) = (2π)4δ4(p1 − p3 + p6) and
∫
d4z eiz·(−p2−p4+p5) = (2π)4δ4(p2 + p4 − p5),
the second-order energy correction becomes:
E
(2)
3d =
(−i
4
)
1
(2π)16
∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4y d4w
∫
d4p1 d
4p2 e
iy·(p4−p1−p5)
×δ4(p1 − p3 + p6)δ4(p2 + p4 − p5) eiw·(p3+p2−p6)U(p1)U(p2)
×
∫
d4p3 d
4p4 d
4p5 d
4p6 G
0
µa(p3) G
0
dα(p4) G
0
γb(p5) G
0
cβ(p6).
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After performing the integration over p1 and p2, we get:
E
(2)
3d =
(−i
4
)
1
(2π)16
∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4y d4w ei(y−w)·(p4−p3+p6−p5) U(p3 − p6)U(p5 − p4)
×
∫
d4p3 d
4p4 d
4p5 d
4p6 G
0
µa(p3) G
0
dα(p4) G
0
γb(p5) G
0
cβ(p6).
Noting that the integration over y and w yields∫
d4y d4w ei(y−w)·(p4−p3+p6−p5) = (2π)4δ4(p4 − p3 + p6 − p5)Ω,
the expression for the second-order correction becomes:
E
(2)
3d =
(−i
4
)
1
(2π)12
∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4p3 d
4p4 d
4p5 d
4p6 δ
4(p4 − p5 − p3 + p6)
×U(p3 − p6)U(p5 − p4)G0µa(p3) G0dα(p4) G0γb(p5) G0cβ(p6).
Using the fact that G0ab(k) = δabG
0(k), we have:∑
αβγµ
abcd
[δacδbdδαγδβµ] [δµaδdαδγbδcβ] =
∑
αβγµ
abcd
[δaβδbαδαbδβa] =
∑
abαβ
δaβδbα.
By performing the integration over p3, we get:
E
(2)
3d =
(−i
4
)
g2
(2π)12
∫
d4p4 d
4p5 d
4p6 U(p4 − p5)U(p5 − p4)
×G0(p4 − p5 + p6) G0(p4) G0(p5) G0(p6).
In appendix B.4, we derive explicitly the compact expression of the second-order correction:
E
(2)
3d =
(
g2
2
)
1
(2π)9
∫
CI
d3p1 d
3p2 d
3q
V 2(q)
ǫ
(0)
p1 + ǫ
(0)
p2 − ǫ(0)p1+q − ǫ(0)p2−q
.
B.3 Application: exchange diagram.
From Eq. (B.2), we see that the second-order energy correction due to diagram (3)f can be
written as follows:
E
(2)
3f =
(−i
4
)∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4x d4y d4z d4w U(x, y)U(z, w)
×
[
ψ†a(x)ψµ(w)ψd(y)ψ
†
β(w)ψ
†
b(y)ψγ(z)ψc(x)ψ
†
α(z)
]
.
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Figure B.26: Second-order energy correction (exchange term).
Since U(x, y) = U(x− y), then:
E
(2)
3f =
(−i
4
)∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4x d4y d4z d4w U(x− y)U(z − w)
× [−iG0µa(w, x)] [iG0dβ(y, w)] [−iG0γb(z, y)] [iG0cα(x, z)] .
After performing the Fourier transform, we get:
E
(2)
3f =
(−i
4
)∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4x d4y d4z d4w
1
(2π)8
∫
d4p1 d
4p2 e
ip1·(x−y) eip2·(z−w)
×U(p1)U(p2) 1
(2π)16
∫
d4p3 d
4p4 d
4p5 d
4p6 e
ip3·(w−x)G0µa(p3) e
ip4·(y−w)G0dβ(p4) e
ip5·(z−y)
×G0γb(p5) eip6·(x−z)G0cα(p6)
=
(−i
4
)∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4x d4y d4z d4w
1
(2π)8
∫
d3p1 d
3p2 e
ix·(p1−p3+p6) eiy·(p4−p1−p5)
×eiz·(p2+p5−p6)eiw·(p3−p2−p4)U(p1)U(p2) 1
(2π)16
∫
d4p3 d
4p4 d
4p5 d
4p6
×G0µa(p3) G0dβ(p4) G0γb(p5) G0cα(p6).
Since there is energy and momentum conservation at each vertex,∫
d4x eix·(p1−p3+p6) = (2π)4δ4(p1 − p3 + p6) and
∫
d4z eiz·(p2+p5−p6) = (2π)4δ4(p2 + p5 − p6),
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the second-order energy correction becomes:
E
(2)
3f =
(−i
4
)
1
(2π)16
∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4y d4w
∫
d4p1 d
4p2 e
iy·(p4−p1−p5)
×δ4(p1 − p3 + p6)δ4(p2 + p5 − p6) eiw·(p3−p2−p4)U(p1)U(p2)
×
∫
d4p3 d
4p4 d
4p5 d
4p6 G
0
µa(p3) G
0
dβ(p4) G
0
γb(p5) G
0
cα(p6).
After performing the integration over p1 and p2, we get:
E
(2)
3d =
(−i
4
)
1
(2π)16
∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4y d4w ei(y−w)·(p4−p3+p6−p5) U(p3 − p6)U(p6 − p5)
×
∫
d4p3 d
4p4 d
4p5 d
4p6 G
0
µa(p3) G
0
dβ(p4) G
0
γb(p5) G
0
cα(p6).
Noting that the integration over y and w yields∫
d4y d4w ei(y−w)·(p4−p3+p6−p5) = (2π)4δ4(p4 − p3 + p6 − p5)Ω,
the expression for the second-order correction becomes:
E
(2)
3f =
(−i
4
)
1
(2π)12
∑
αβγµ
abcd
[δacδbdδαγδβµ]
∫
d4p3 d
4p4 d
4p5 d
4p6 δ
4(p4 − p5 − p3 + p6)
×U(p3 − p6)U(p6 − p5)G0µa(p3) G0dβ(p4) G0γb(p5) G0cα(p6).
By performing the integration over p3 and using the fact that G
0
ab(k) = δabG
0(k) and 1δabδbc =
δac, we have:
E
(2)
3f =
(−i
4
)
g
(2π)12
∫
d4p4 d
4p5 d
4p6 U(p4 − p5)U(p6 − p5)
×G0(p4 − p5 + p6) G0(p4) G0(p5) G0(p6),
therefore, without loss of generality, the energy contribution due to the diagram (3)f is given
by:
E
(2)
3f = −
(g
2
) 1
(2π)9
∫
CI
d3p1 d
3p2 d
3q
V (q)V (p1 − p2 − q)
ǫ
(0)
p1 + ǫ
(0)
p2 − ǫ(0)p1+q − ǫ(0)p2−q
.
1Remember: There will be an extra factor coming from the isospin labels which is δ
α
′
γ
′ .
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B.4 Expression for the second-order corrections
In this appendix, we perform the integration over the fourth component p0 = ω of momen-
tum and derive the second-order energy correction in a compact form. The second-order
correction for diagram (3)d reads:
E
(2)
3d =
(−i
4
)
g2
(2π)12
∫
d4p4 d
4p5 d
4p6 U(p4 − p5) U(p5 − p4)G0(p4 − p5 + p6) G0(p4) G0(p5) G0(p6).
By performing the change of variable q = p4 − p5 and p6 = p5, we get:
E
(2)
3d =
(−i
4
)
g2
(2π)12
∫
d4p4 d
4p5 d
4p6 U(q)U(−q)G0(p5 + q) G0(p4 − q) G0(p4) G0(p5).
In homogenous (uniform) systems, the non-interacting Green’s function G0(|k|, k0) consists
of two disjoint pieces:
G0(|k|, k0) =
[
θ(|k| − kF )
k0 − ωk + iǫ +
θ(kF − |k|)
k0 − ωk − iǫ
]
, where ωk = ǫ
(0)
k . (B.3)
Using Eq. (B.3), the product of two Green’s functions G0(p5 + q) G
0(p4 − q) is equal to:
=
[
θ(|p4 − q| − kF )
p04 − q0 − ωp4−q + iη
+
θ(kF − |p4 − q|)
p04 − q0 − ωp4−q − iη
] [
θ(|p5 + q| − kF )
p05 + q
0 − ωp5+q + iη
+
θ(kF − |p5 + q|)
p05 + q
0 − ωp5+q − iη
]
=
θ(|p4 − q| − kF )
(p04 − q0 − ωp4−q + iη)
θ(kF − |p5 + q|)
(p05 + q
0 − ωp5+q − iη)
+
θ(kF − |p4 − q|)
(p04 − q0 − ωp4−q − iη)
θ(|p5 + q| − kF )
(p05 + q
0 − ωp5+q + iη)
+
θ(|p4 − q| − kF )
(p04 − q0 − ωp4−q + iη)
θ(|p5 + q| − kF )
(p05 + q
0 − ωp5+q + iη)
+
θ(kF − |p4 − q|)
(p04 − q0 − ωp4−q − iη)
θ(kF − |p5 + q|)
(p05 + q
0 − ωp5+q − iη)
.
The expression for G0(p5+ q) G
0(p4−q) has four terms in all. The first two terms have both
poles on the same side of the real q0 axis; in this case, we close the contour in the opposite
half plane, showing that these terms make no contribution. In contrast, each of the last
remaining two terms has one pole above and one below the real axis. These contributions
are evaluated with a contour integral, and we find:
1
2π
∫
dq0 G0(p5 + q) G
0(p4 − q) =
−i
[
θ(|p4 − q| − kF )θ(|p5 + q| − kF )
p05 + p
0
4 − ωp4−q − ωp5+q + iη
− θ(kF − |p4 − q|)θ(kF − |p5 + q|)
p05 + p
0
4 − ωp4−q − ωp5+q − iη
]
.
Next we calculate the following expression: 1
2π
∫
dq0G0(p5 + q) G
0(p4 − q)G0(p4) =
−i
[
θ(|p4 − q| − kF )θ(|p5 + q| − kF )
p05 + p
0
4 − ωp4−q − ωp5+q + iη
− θ(kF − |p4 − q|)θ(kF − |p5 + q|)
p05 + p
0
4 − ωp4−q − ωp5+q − iη
]
×
[
θ(|p4| − kF )
p04 − ωp4 + iη
+
θ(kF − |p4|)
p04 − ωp4 − iη
]
.
133
After expanding the product of two factors, we get:
i
2π
∫
dq0 G0(p5 + q) G
0(p4 − q)G0(p4) = θ(|p4 − q| − kF )θ(|p5 + q| − kF )
(p05 + p
0
4 − ωp4−q − ωp5+q + iη)
θ(|p4| − kF )
(p04 − ωp4 + iη)
− θ(kF − |p4 − q|)θ(kF − |p5 + q|)
(p05 + p
0
4 − ωp4−q − ωp5+q − iη)
θ(kF − |p4|)
(p04 − ωp4 − iη)
+
θ(|p4 − q| − kF )θ(|p5 + q| − kF )
(p05 + p
0
4 − ωp4−q − ωp5+q + iη)
θ(kF − |p4|)
(p04 − ωp4 − iη)
− θ(kF − |p4 − q|)θ(kF − |p5 + q|)
(p05 + p
0
4 − ωp4−q − ωp5+q − iη)
θ(|p4| − kF )
(p04 − ωp4 + iη)
.
The first two terms have both poles on the same side of the real p04 axis; in this case, we
close the contour in the opposite half plane, showing that these terms make no contribution.
In contrast, each of the last remaining two terms has one pole above and one below the real
axis. These contributions are evaluated with a contour integral, and we find:
1
(2π)2
∫
dp4 dq
0 G0(p5 + q) G
0(p4 − q) G0(p4) =[
θ(|p4 − q| − kF )θ(|p5 + q| − kF )θ(kF − |p4|)
p05 − ωp4−q − ωp5+q + ωp4 + iη
+
θ(kF − |p4 − q|)θ(kF − |p5 + q|)θ(|p4| − kF )
p05 − ωp4−q − ωp5+q + ωp4 − iη
]
.
After that we calculate:
1
(2π)2
∫
dq0 dp04 G
0(p5 + q) G
0(p4 − q) G0(p4) G0(p5) =[
θ(|p4 − q| − kF )θ(|p5 + q| − kF )θ(kF − |p4|)
p05 − ωp4−q − ωp5+q + ωp4 + iη
+
θ(kF − |p4 − q|)θ(kF − |p5 + q|)θ(|p4| − kF )
p05 − ωp4−q − ωp5+q + ωp4 − iη
]
×
[
θ(|p5| − kF )
p05 − ωp5 + iη
+
θ(kF − |p5|)
p05 − ωp5 − iη
]
.
After expanding the above two factors, we get:
1
(2π)2
∫
dq0 dp04 G
0(p5 + q) G
0(p4 − q) G0(p4) G0(p5) =
θ(|p4 − q| − kF )θ(|p5 + q| − kF )θ(kF − |p4|)
(p05 − ωp4−q − ωp5+q + ωp4 + iη)
× θ(|p5| − kF )
(p05 − ωp5 + iη)
+
θ(kF − |p4 − q|)θ(kF − |p5 + q|)θ(|p4| − kF )
(p05 − ωp4−q − ωp5+q + ωp4 − iη)
× θ(kF − |p5|)
(p05 − ωp5 − iη)
+
θ(|p4 − q| − kF )θ(|p5 + q| − kF )θ(kF − |p4|)
(p05 − ωp4−q − ωp5+q + ωp4 + iη)
× θ(kF − |p5|)
(p05 − ωp5 − iη)
+
θ(kF − |p4 − q|)θ(kF − |p5 + q|)θ(|p4| − kF )
(p05 − ωp4−q − ωp5+q + ωp4 − iη)
× θ(|p5| − kF )
(p05 − ωp5 + iη)
.
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The first two terms have both poles on the same side of the real p05 axis; in this case, we
close the contour in the opposite half plane, showing that these terms make no contribution.
In contrast, each of the last remaining two terms has one pole above and one below the real
axis. These contributions are evaluated with a contour integral, and we find:
− i
(2π)3
∫
dq0 dp04 dp
0
5 G
0(p5 + q) G
0(p4 − q) G0(p4) G0(p5) =
θ(|p4 − q| − kF )θ(|p5 + q| − kF )θ(kF − |p4|)θ(kF − |p5|)
ωp5 + ωp4 − ωp4−q − ωp5+q + iη
−θ(kF − |p4 − q|)θ(kF − |p5 + q|)θ(|p4| − kF )θ(|p5| − kF )
ωp5 + ωp4 − ωp4−q − ωp5+q − iη
.
Therefore, taking η to 0, we get:
−i lim
η→0
∫
dq0 dp04 dp
0
5 G
0(p5 + q) G
0(p4 − q) G0(p4) G0(p5)
=
θ(|p4 − q| − kF )θ(|p5 + q| − kF )θ(kF − |p4|)θ(kF − |p5|)
ωp5 + ωp4 − ωp4−q − ωp5+q
− θ(kF − |p4 − q|)θ(kF − |p5 + q|)θ(|p4| − kF )θ(|p5| − kF )
ωp5 + ωp4 − ωp4−q − ωp5+q
.
Consequently, the second-order energy correction for diagram (3)d becomes:
E
(2)
3d =
(
1
4
)
g2
(2π)9
∫
d3p4 d
3p5 d
3p6 V
2(q)
×
{
θ(|p4 − q| − kF )θ(|p5 + q| − kF )θ(kF − |p4|)θ(kF − |p5|)
ωp5 + ωp4 − ωp4−q − ωp5+q
−θ(kF − |p4 − q|)θ(kF − |p5 + q|)θ(|p4| − kF )θ(|p5| − kF )
ωp5 + ωp4 − ωp4−q − ωp5+q
}
.
After performing the change of variable in the second term of the integrand: p
′
4 = p4− q and
q
′
5 = p5 + q, we get:
E
(2)
3d =
(
1
2
)
g2
(2π)9
∫
d3p4 d
3p5 d
3p6 V
2(q)
θ(|p4 − q| − kF )θ(|p5 + q| − kF )θ(kF − |p4|)θ(kF − |p5|)
ωp5 + ωp4 − ωp4−q − ωp5+q
.
Consequently,
E
(2)
3d =
(
1
2
)
g2
(2π)9
∫
CI
d3p4 d
3p5 d
3p6
V 2(q)
ǫ
(0)
p5 + ǫ
(0)
p4 − ǫ(0)p4−q − ǫ(0)p5+q
,
where CI = θ(|p4 − q| − kF )θ(|p5 + q| − kF )θ(kF − |p4|)θ(kF − |p5|).
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Appendix C
Calculation of G(q)
The second-order correction normalized within a box of volume Ω is given by (the corre-
sponding direct and exchange diagrams are shown in the lower line of Fig. 5.6):
∆E = d
Ω3
(2π)9
∫
CI
d3q d3k1 d
3k2
V 2(q)
ǫk1 + ǫk2 − ǫk1+q − ǫk2−q
. (C.1)
The parameter d is expressed in terms of the level of degeneracy n as:
d =
n2 − n
2
, n = 4 in the case of symmetric nuclear matter.
The domain of integration CI represents the intersection of the inner region of a sphere of
radius kF (that represents hole states), and the outer region of another sphere of radius kF
(that represents particle states):
CI =
{ |k1| < kF , |k1 + q| > kF
|k2| < kF , |k2 − q| > kF . (C.2)
The second-order energy correction in Eq.(C.1) becomes:
∆E = −d Ω
3
(2π)9
(
m∗
~2
)
k7F
∫
|q|>0
d3q V 2(q) G(q), (C.3)
where the expression of G(|q|) is given by:
G(|q|) =
∫ ∞
0
dα e−αq
2
∫
|k1|<1
|k1+q|>1
d3k1 e
−αq·k1
∫
|k2|<1
|k2−q|>1
d3k2 e
αq·k2.
Calculation of G(|q|)
Let us start calculating G(|q|) in the region where |q| > 2. It can be easily checked that
boundary condition in this case is reduced to:
(|p| < 1) ∩ (|p± q| > 1) = Θ(1− |p|)Θ(|p− q| − 1) = Θ(1− |p|).
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Then the expression of G(|q|) reduces to:
G(|q|) =
∫ ∞
0
dα e−αq
2
(∫
|k|<1
d3~k e−α~q·
~k
)2
.
Now let us calculate the following integral:∫
|k|<1
d3~k e−α~q·
~k.
Using the spherical coordinates, one can write:∫
|k|<1
d3~k e−α~q·
~k = 2π
∫ 1
0
∫ π
0
k2 sin θ e−α|q||k| cos θdθ dk
=
(2π)2
(α|q|)6
[
(α|q| − 1) eα|q| + (α|q|+ 1) e−α|q|]2 ,
and therefore, G(|q|) reads:
G(|q|) =
∫ ∞
0
dα e−αq
2 (2π)2
(α|q|)6
[
(α|q| − 1) eα|q| + (α|q|+ 1) e−α|q|]2 .
Consequently, after taking u = q/2, we get:
G(u) =
(2π)2
30u
[(4− 20u2 − 20u3 + 4u5) log(u+ 1) + (−4 + 20u2 − 20u3 + 4u5) log(u− 1)
+22u+ 4u3 + (40u3 − 8u5) log(u)].
For the region 0 < |q| < 2, we use the techniques of Ref. [5, 9]:∫
|k|<1
|k±q|>1
d3~k e−α~q·
~k =
∫ 1
0
dβ
∫
|k|<1
d3~k e−α~q·
~k × ~q ·
(
~k ± β~q
)
δ
(
|~k ± β~q| − 1
)
.
By making use of the spherical coordinates, we get:∫
|k|<1
|k±q|>1
d3~k e−α~q·
~k = 2π|q|
∫ 1
0
dβ
∫ 1
|q|β
2
dx x e−α|q|xeαβq
2
=
(2π)
(α|q|)3
[
αq2 e
αq2
2 + (1 + α|q|) e−α|q| − (1 + α|q|) eα|q|(|q|−1)
]
.
As a result, the expression of G(|q|) becomes:
G(|q|) =
∫ ∞
0
dα e−αq
2 (2π)2
(α|q|)6
[
αq2 e
αq2
2 + (1 + α|q|) e−α|q| − (1 + α|q|) eα|q|(|q|−1)
]2
.
By introducing the change of variable: u = q/2, we get:
G(u) =
(2π)2
30u
[(4 +
15
2
u− 5u3 + 3
2
u5) log(1 + u)
+(4− 15
2
+ 5u3 − 3
2
u5) log(1− u) + 29u2 − 3u4 − 40u2 log 2].
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Appendix D
Functions
D.1 Functions F ji (u)
The expressions of the ten functions F j1 (u) and F
j
2 (u) (with j running from 1 to 5) are given
by:
F 11 (u) =
(
4 +
15
2
u− 5u3 + 3
2
u5
)
log(1 + u) +
(
4− 15
2
u+ 5u3 − 3
2
u5
)
log(1− u)
+29u2 − 3u4 − 40u2 log 2.
F 12 (u) =
(
4− 20u2 − 20u3 + 4u5) log(u+ 1) + (20u2 − 20u3 + 4u5 − 4) log(u− 1)
+22u+ 4u3 + (40u3 − 8u5) log u.
F 21 (u) =
(
15
8
− 6
7u
+ 12u− 195
8
u2 +
129
8
u4 − 267
56
u6
)
log (1− u)− 311u
28
+
1457u3
14
− 267u
5
28
−
(
15
8
+
6
7u
− 12u− 195
8
u2 +
129
8
u4 − 267
56
u6
)
log(1 + u) +
(
8u− 140u3) log 2.
F 22 (u) = −
58
7
+
550u2
7
+
92u4
7
+
(
6
7u
− 16u+ 70u3 − 68u4 + 92
7
u6
)
log(u− 1)
+
(
136u4 − 184
7
u6
)
log u+
(
− 6
7u
+ 16u− 70u3 − 68u4 + 92
7
u6
)
log(u+ 1).
F 31 (u) =
(
15
4
− 12
7u
+ 16u− 135
4
u2 +
89
4
u4 − 183
28
u6
)
log(1− u)− 311u
14
+
1051u3
7
− 183u
5
14
−
(
15
4
+
12
7u
− 16u− 135
4
u2 +
89
4
u4 − 183
28
u6
)
log(1 + u) +
(
16u− 200u3) log 2.
F 32 (u) = −
116
7
+
792u2
7
+
128u4
7
+
(
12
7u
− 24u+ 100u3 − 96u4 + 128
7
u6
)
log(u− 1)
+
(
192u4 − 256
7
u6
)
log u+
(
−12
7u
+ 24u− 100u3 − 96u4 + 128
7
u6
)
log(u+ 1).
F 41 (u) =
(
15
4
− 12
7u
+ 4u− 45
4
u2 +
29
4
u4 − 57
28
u6
)
log(1− u)− 311u
14
+
442u3
7
− 57u
5
14
+
(
16u− 80u3) log 2 + (−15
4
− 12
7u
+ 4u+
45
4
u2 − 29
4
u4 +
57
28
u6
)
log(1 + u).139
F 42 (u) = −
116
7
+
330u2
7
+
44u4
7
+
(
12
7u
− 12u+ 40u3 − 36u4 + 44
7
u6
)
log(u− 1)
+
(
72u4 − 88
7
u6
)
log u+
(
−12
7u
+ 12u− 40u3 − 36u4 + 44
7
u6
)
log(u+ 1).
F 51 (u) =
311u
420
− 239u
3
210
+
u5
28
−
[
8
15
u− 4
3
u3
]
log 2−
[
1
8
− 2
35u
− 1
8
u2 +
3
40
u4 − 1
56
u6
]
log[1− u]
+
[
1
8
+
2
35u
− 1
8
u2 +
3
40
u4 − 1
56
u6
]
log[1 + u].
F 52 (u) = −
[
16
15
u4 − 16
105
u6
]
log u−
[
2
35u
− 4
15
u+
2
3
u3 − 8
15
u4 +
8
105
u6
]
log[u− 1].
+
[
2
35u
− 4
15
u+
2
3
u3 +
8
15
u4 − 8
105
u6
]
log[u+ 1] +
58
105
− 88u
2
105
− 8u
4
105
.
140
D.2 Functions F abci (u)
The expressions of the functions F abc1 (u), F
abc
2 (u) and F
abc
3 (u) are given by:
F abc1 (u) =
u2
2
(
11b4c+ 18ab3c2 + 18a2b2c3 + 11a3bc4
)
+ u3(18b3c− 9b4c+ 6ab2c2 − 9b3c2 − 3ab3c2 + 18a2bc3
−3ab2c3 − 9a2b2c3 − 9a2bc4) + u4(6b2c− 6b3c+ 2b4c + 6abc2 − 6b2c2 − 6ab2c2 + 3b3c2 − 1
2
ab3c2
−6abc3 − 1
2
b2c3 + 3ab2c3 + 2abc4) + u5(4bc− 6b2c− b3c+ 3
2
b4c− 6bc2 + 6b2c2 + 1
2
b3c2 − bc3
+
1
2
b2c3 +
3
2
bc4)
+ log 2
{
− 20u2(b4c + a3bc4) + u3(30b4c− 60b3c+ 30b3c2 − 60a2bc3 + 30a2b2c3
+30a2bc4) + u5(80bc− 120b2c+ 80b3c− 20b4c− 120bc2 + 120b2c2 − 40b3c2 + 80bc3 − 40b2c3
−20bc4)
}
+ 10u5bc(2− b− c)3 log(2(2− b− c)u)
+
{
1
2
(b5 − 5a2b3c2 − 5a3b2c3 + a5c5) + 15u
4
(b4 − b5 − 2a2b2c2 + 2a2b3c2 + a4c4 − a4bc4)
+10u2(b3 − 2b4 + b5 + a3c3 − 2a3bc3 + a3b2c3) + 10u3(b2 − 3b3 + 3b4 − b5 + a2c2 − 3a2bc2 + 3a2b2c2
−a2b3c2) + u5(−4 + 20b− 40b2 + 40b3 − 20b4 + 4b5)
}
log(b+ ac + 2u− 2bu)
+
{
(
15
4
a4bc4u+ 10a3u2(2bc3 − b2c3) + a2u3(30bc2 − 30b2c2 + 15
2
b3c2)
+u5(−20b+ 40b2 − 30b3 + 10b4 − 5
4
b5)
}
log(2ac+ 4u− 2bu)
+
{
1
2
(b5 − 5a2b3c2 − 5a3b2c3 + a5c5) + 15u
4
(b4 − b4c− 2a2b2c2 + 2a2b2c3 + a4c4 − a4c5)
+10u2(b3 − 2b3c+ b3c2 + a3c3 − 2a3c4 + a3c5) + 10u3(b2 − 3b2c+ a2c2 + 3b2c2 − 3a2c3 − b2c3
+3a2c4 − a2c5) + u5(−4 + 20c− 40c2 + 40c3 − 20c4 + 4c5)
}
log(b+ ac+ 2u− 2cu)
+
{
15
4
b4cu+ u2(20b3c− 10b3c2) + u3(30b2c− 30b2c2 + 15
2
b2c3) + u5(40c2 − 20c− 30c3 + 10c4
−5
4
c5)
}
log(2b+ 4u− 2cu)
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+{
1
2
(−b5 + 5a2b3c2 + 5a3b2c3 − a5c5) + 15u
4
(−b4 + b5 + b4c+ 2a2b2c2 − 2a2b3c2 − 2a2b2c3
−a4c4 + a4bc4 + a4c5) + u2(−10b3 + 20b4 − 10b5 + 20b3c− 20b4c− 10b3c2 − 10a3c3 + 20a3bc3
−10a3b2c3 + 20a3c4 − 20a3bc4 − 10a3c5)
+u3(−10b2 + 30b3 − 30b4 + 10b5 + 30b2c− 60b3c+ 30b4c− 10a2c2 + 30a2bc2 − 30b2c2 − 30a2b2c2
+30b3c2 + 10a2b3c2 + 30a2c3 − 60a2bc3 + 10b2c3 + 30a2b2c3 − 30a2c4 + 30a2bc4 + 10a2c5)
+u5(4− 20b+ 40b2 − 40b3 + 20b4 − 4b5 − 20c+ 80bc− 120b2c+ 80b3c− 20b4c+ 40c2 − 120bc2
+120b2c2 − 40b3c2 − 40c3 + 80bc3 − 40b2c3 + 20c4 − 20bc4 − 4c5)
}
log(b+ ac+ 2u− 2bu− 2cu)
+
{
− 15
4
a4bc4u+ u2(−20a3bc3 + 10a3b2c3 + 20a3bc4) + u3(−30a2bc2 + 30a2b2c2 − 15
2
a2b3c2
+60a2bc3 − 30a2b2c3 − 30a2bc4) + u5(20b− 40b2 + 30b3 − 10b4 + 5
4
b5 − 80bc+ 120b2c− 60b3c
+10b4c+ 120bc2 − 120b2c2 + 30b3c2 − 80bc3 + 40b2c3 + 20bc4)
}
log(2ac+ 4u− 2bu− 4cu)
+
{
− 15
4
b4cu+ u2(−20b3c+ 20b4c+ 10b3c2) + u3(−30b2c + 60b3c− 30b4c+ 30b2c2 − 30b3c2
−15
2
b2c3) + u5(20c− 80bc+ 120b2c− 80b3c+ 20b4c− 40c2 + 120bc2 − 120b2c2 + 40b3c2 + 30c3
−60bc3 + 30b2c3 − 10c4 + 10bc4 + 5
4
c5)
}
log(4u− 2cu+ 2b− 4bu)
−
{
1
2
(b5 − 5a2b3c2 − 5a3b2c3 + a5c5) + 15u
4
(b4 − 2a2b2c2 + a4c4) + 10u2(b3 + a3c3)
+10u3(b2 + a2c2)− 4u5
}
log(b+ ac + 2u)
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F abc2 (u) = {
1
2
(b5 − 5a2b3c2 − 5a3b2c3 + a5c5) + 15u
4
(−b4 + 2a2b2c2 − a4c4)
+10u2(b3 + a3c3)− 10u3(b2 + a2c2) + 4u5} log(2u− ac− b)
+{1
2
(b5 − 5a2b3c2 + 5a3b2c3 − a5c5) + 15u
4
(b4 − 2a2b2c2 + a4c4)
+10u2(b3 − a3c3) + 10u3(b2 + a2c2)− 4u5} log(2u− ac+ b)
+{1
2
(−b5 + 5a2b3c2 − 5a3b2c3 + a5c5) + 15u
4
(b4 − 2a2b2c2 + a4c4)
+10u2(−b3 + a3c3) + 10u3(b2 + a2c2)− 4u5} log(2u+ ac− b)
−{1
2
(b5 − 5a2b3c2 − 5a3b2c3 + a5c5) + 15u
4
(b4 − 2a2b2c2 + a4c4)
+10u2(b3 + a3c3) + 10u3(b2 + a2c2)− 4u5} log(2u+ ac+ b)
+11abcu(b2 + a2c2) + 4abcu3
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F abc3 (u) =
11u
2
(
ab4c+ a3b2c3
)
+ u2
(
18ab3c− 9ab4c+ 11a3bc3 − 11
2
a3b2c3
)
+ u3
(
6ab2c− 6ab3c+ 2ab4c)
+u4
(
4abc− 6ab2c− ab3c+ 3
2
ab4c
)
+ u2
(−40a3bc3 + 20a3b2c3) log 2
+
{
− 1
2
b5 +
5
2
a2b3c2 − 5
2
a3b2c3 +
1
2
a5c5 + u(−15
4
b4 +
15
4
b5 +
15
2
a2b2c2 − 15
2
a2b3c2 − 15
4
a4c4
+
15
4
a4bc4) + u2(−10b3 + 20b4 − 10b5 + 10a3c3 − 20a3bc3 + 10a3b2c3)
+u3(−10b2 + 30b3 − 30b4 + 10b5 − 10a2c2 + 30a2bc2 − 30a2b2c2 + 10a2b3c2)
+u5(4− 20b+ 40b2 − 40b3 + 20b4 − 4b5)
}
log(b− ac + 2u− 2bu)
+
{
1
2
b5 − 5
2
a2b3c2 − 5
2
a3b2c3 +
1
2
a5c5 + u(
15
4
b4 − 15
4
b5 − 15
2
a2b2c2 +
15
2
a2b3c2 +
15
4
a4c4 − 15
4
a4bc4)
+u2(10b3 − 20b4 + 10b5 + 10a3c3 − 20a3bc3 + 10a3b2c3)
+u3(10b2 − 30b3 + 30b4 − 10b5 + 10a2c2 − 30a2bc2 + 30a2b2c2 − 10a2b3c2)
+u5(−4 + 20b− 40b2 + 40b3 − 20b4 + 4b5
}
log(b+ ac+ 2u− 2bu)
+
{
15
4
a4bc4u+ u2(20a3bc3 − 10a3b2c3) + u3(30a2bc2 − 30a2b2c2 + 15
2
a2b3c2)
+u5(−20b+ 40b2 − 30b3 + 10b4 − 5
4
b5)
}
log(2ac+ 4u− 2bu)
−
{
b5
2
− 5
2
a2b3c2 − 5
2
a3b2c3 +
a5c5
2
+ u(
15b4
4
− 15
2
a2b2c2 +
15
4
a4c4) + u2(10b3 + 10a3c3)
+u3(10b2 + 10a2c2)− 4u5
}
log(b+ ac+ 2u)
+
1
8
(b− ac+ 2u)3(4b2 + 4a2c2 − 6acu− 4u2 + 3b(4ac + 2u)) log(b− ac+ 2u)
+
5
64
[−6ac− 4u+ 2bu] [2ac− 4u+ 2bu]3 log(4u− 2bu− 2ac)
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D.3 Integrals in d dimensions
Let us define Id(α,q) to be an integral in d−dimension as follows where d ∈ C:
Id(α, q) =
∫
|k|<1
ddk e−αq·k where ℜ[α] > 0. (D.1)
Working in the frame of polar coordinates in d-dimension, we can define a radial coordinate,
r = |k| , and (d−1) angular coordinates φ, θ1, θ2, . . . , θd−2, where φ ∈ [0, 2π] and θi ∈ [0, π],
for i = 1, 2, · · · , d− 2. Then Eq. (D.1), becomes:
Id(α, q) =
∫ 2π
0
dφ
d−3∏
n=1
∫ π
0
(sin θn)
n dθn
∫ 1
0
∫ π
0
kd−1 sind−2 θd−2 e
−αqk cos θd−2 dθd−2 dk
Let Sd−1 be the solid angle in (d− 1)-dimension:
Sd−1 =
∫ 2π
0
dφ
d−3∏
n=1
∫ π
0
(sin θn)
n dθn =
2π
d−1
2
Γ
(
d−1
2
) .
Then Id(α, q) becomes:
Id(α, q) = Sd−1
∫ 1
0
∫ π
0
kd−1 sind−2 θ e−αqk cos θ dθ dk
Take the change of variable u = cos θ,
Id(α, q) = Sd−1
∫ 1
0
kd−1dk
∫ 1
−1
(1−u2) d−32 e−αqkudu = 2 Sd−1
∫ 1
0
kd−1dk
∫ 1
0
(1−u2) d−32 cosh (αqku)du.
The ” cosh x” function is analytic in an open disc centered at 0, so it can be represented by
a convergent power series in this disc, i.e, cosh x =
∑∞
n=0
x2n
(2n)!
.
Consequently, Id(α, q) becomes:
2 Sd−1
∫ 1
0
kd−1dk
∫ 1
0
(1− u2) d−32
∞∑
n=0
(αqk)2n
(2n!)
u2n = 2 Sd−1
∞∑
n=0
(αq)2n
(2n!)
∫ 1
0
k2n+d−1dk
∫ 1
0
u2n(1− u2) d−32 du
Now performing the change of variable (u2 → u) and identifying the resulting integral as a
beta-function:
Id(α, q) = Sd−1
∞∑
n=0
(αq)2n
(2n!)
1
2n+ d
∫ 1
0
un−
1
2 (1− u) d−32 du = Sd−1
∞∑
n=0
(αq)2n
(2n!)
1
2n+ d
B
(
n+
1
2
,
d− 1
2
)
Recalling some important identities involving the Gamma and Beta functions
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
, Γ(1 + x) = x Γ(x) and Γ
(
x+
1
2
)
= 21−2x
√
π
Γ(2x)
Γ(x)
, ∀ x, y ∈ C(D.2)
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Id(α, q) becomes:
Id(α, q) =
Sd−1
2
∞∑
n=0
(αq)2n
(2n!)
Γ(n+ 1
2
)Γ(d−1
2
)
Γ(n+ 1 + d
2
)
= Sd−1
Γ
(
d−1
2
)√
π
2Γ
(
1 + d
2
) ∞∑
n=0
1(
1 + d
2
)
n
(α
2q2
4
)n
n!
Identifying the above series as a member of the family of generalized hypergeometric func-
tions, we finally get:
Id(α, q) =
π
d
2
Γ
(
1 + d
2
) 0F1(−; 1 + d
2
;
α2q2
4
)
Calculation of Gd(q)
Let b, c ∈ R and z ∈ C, such that b+ c 6= 1,then:
0F1 (−; b; z) 0F1 (−; c; z) = 2F3
(
b+ c
2
,
b+ c− 1
2
; b, c, b+ c− 1; 4z
)
Using the above Lemma for the case b = c, we get:
[Id(α, q)]
2 =
πd[
Γ
(
1 + d
2
)]2
[
0F1
(
−; 1 + d
2
;
α2q2
4
)]2
=
πd[
Γ
(
1 + d
2
)]2 1F2
(
1 + d
2
; 1 +
d
2
, 1 + d;α2q2
)
In chapter 6, we have defined Gd(q) in Eq. (6.3) as follows:
Gd(q) =
∫ ∞
0
e−αq
2
[Id(α, q)]
2 dα
For the sake of simplicity, we expand the hypergeometric function in terms of a Taylor series
as follows:
1F2
(
1 + d
2
; 1 +
d
2
, 1 + d;α2q2
)
= 1F2
(
a; b, c;α2q2
)
=
∞∑
n=0
(a)n
(b)n (c)n
(α2 q2)n
n!
Then Gd(q) becomes:
Gd(q) =
πd[
Γ
(
1 + d
2
)]2 ∞∑
n=0
(a)n
(b)n (c)n
q2n
n!
∫ ∞
0
e−αq
2
α2n dα
Performing the change of variable α → αq2 and using the Legendre-duplication formula
(D.2), we find:
Gd(q) =
πd[
Γ
(
1 + d
2
)]2 ∞∑
n=0
(a)n
(b)n (c)n
q−2n−2
n!
Γ(2n+ 1)
=
πd[
Γ
(
1 + d
2
)]2 1q2 3F2
(
a,
1
2
, 1; b, c;
4
q2
)
=
πd[
Γ
(
1 + d
2
)]2 1q2 3F2
(
1 + d
2
,
1
2
, 1; 1 +
d
2
, 1 + d;
4
q2
)
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Calculation of A(d)
Define for |q| > 2 the d-dimensional integral A(d):
A(d) =
(∫
|q|>2
dd~q Jd(q)
)
− I1 = π
d[
Γ
(
1 + d
2
)]2
∫
|q|>2
dd~q
q2
[
3F2
(
a,
1
2
, 1; b, c;
4
q2
)
− 1
]
First of all, a change of variable q = 2u is applied. Then A(d) becomes:
A(d) = 2d−1
π3d/2
Γ
(
d
2
) [
Γ
(
1 + d
2
)]2︸ ︷︷ ︸
C(d)
∫
|u|>1
dd~u
u2
[
3F2
(
1 + d
2
,
1
2
, 1; 1 +
d
2
, 1 + d;
1
u2
)
− 1
]
We expand the above hypergeometric function in a power series for |u| > 1:
A(d) = C(d)
∞∑
n=1
(
1+d
2
)
n
(
1
2
)
n
(1)n(
1 + d
2
)
n
(1 + d)n n!
∫ ∞
1
du u−2n+d−3 = 2dπ
∞∑
n=1
(
1+d
2
)
n
(
1
2
)
n
(1)n(
1 + d
2
)
n
(1 + d)n n!
1
2n+ 2− d
Therefore, after straight forward calculations, we get:
A(d) =
C(d)
2− d
[
4F3
(
1 + d
2
,
1
2
, 1,
2− d
2
; 1 +
d
2
, 1 + d,
4− d
2
; 1
)
− 1
]
Going back to 3−dimensions, we find that the value of A(d→ 3) is finite and equals to:
A(3) = lim
d→3
A(d) =
(
256π3
9
)(
−23
35
+
36
35
ln 2
)
D.4 Functions T abci (u)
Define the parameters a, b, and c:
a =
kP
kN
=
(
1− δ
1 + δ
)1/3
,
b =
m∗S
m∗N
, (D.3)
c =
m∗S
m∗P
,
where kP and m
∗
P are the proton Fermi momentum and the proton effective mass, respec-
tively.
For asymmetric matter, the beyond-mean-field EoS evaluated at the second-order is given
by:
∆EAS
A
(δ, ρ) =
6∑
i=1
χASi (ρ, δ) Ii(ρ, δ),
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where the six density-dependent coefficients χAS(ρ, δ) and the factors Ii(ρ, δ) are given by:
χAS1 (ρ, δ) = 8 π
3 C˜ m∗S k
4
N(ρ, δ)
(
t203 + x
2
03
)
,
χAS2 (ρ, δ) = −16 π3 C˜ m∗S k4N(ρ, δ) (t03 x03) ,
χAS3 (ρ, δ) = 32 π
3 C˜ m∗S k
6
N(ρ, δ) (t03 t12 + x03 x12) ,
χAS4 (ρ, δ) = 64 π
3 C˜ m∗S k
6
N(ρ, δ) (t03 x12 + x03 t12) ,
χAS5 (ρ, δ) = 64 π
3 C˜ m∗S k
8
N(ρ, δ) (t12 x12) ,
χAS6 (ρ, δ) = 64 π
3 C˜ m∗S k
8
N(ρ, δ)
(
t212 + x
2
12
)
,
I1 =
−11 + 2 ln 2
105
(
1
b
+
a7
c
)
+ 4S1,
I2 =
−11 + 2 ln 2
105
(
1
b
+
a7
c
)
− 2S1,
I3 =
−167 + 24 ln 2
2835
(
1
b
+
a9
c
)
+ 8S2,
I4 =
167− 24 ln 2
5670
(
1
b
+
a9
c
)
+ 2S2,
I5 =
461− 24 ln 2
31185
(
1
b
+
a11
c
)
+ 8S3,
I6 =
−4021 + 516 ln 2
124740
(
1
b
+
a11
c
)
+ 8S3.
The dependence on δ of the quantities Ii is contained on the parameters a, b, and c. By
using the DR technique with the MS scheme, S1, S2 and S3 result:
S1 =
1
(bc)3
[
1
15
∫ a
0
u F abc1 (u) du+
1
15
∫ 1
a
u F abc3 (u) du+ T1(a, b, c)
]
,
S2 =
1
(bc)3
[
1
15
∫ a
0
u3 F abc1 (u) du+
1
15
∫ 1
a
u3 F abc3 (u) du+ T2(a, b, c)
]
,
S3 =
1
(bc)3
[
1
15
∫ a
0
u5 F abc1 (u) du+
1
15
∫ 1
a
u5 F abc3 (u) du+ T3(a, b, c)
]
.
The integrals are calculated numerically. The expressions for the functions F abc1 and F
abc
3 are
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provided in Appendix D.2 and the expressions for T1(a, b, c), T2(a, b, c) and T3(a, b, c) are,
T1(a, b, c) = − abc
420
(
16 + 88b2 + b4 + 88a2c2 + 22a2b2c2 + a4c4
)
+
1
3360
(2− b− ac)4(−8 − 16b+ 8b2
+b3 − 16ac− 40abc− 4ab2c+ 8a2c2 − 4a2bc2 + a3c3) ln(2− b− ac)
+
1
3360
(2 + b− ac)4(8− 16b− 8b2 + b3 + 16ac− 40abc+ 4ab2c− 8a2c2
−4a2bc2 − a3c3) ln(2 + b− ac)− 1
3360
(2− b+ ac)4(−8− 16b+ 8b2 + b3 + 16ac
+40abc+ 4ab2c+ 8a2c2 − 4a2bc2 − a3c3) ln(2− b+ ac)
− 1
3360
(2 + b+ ac)4(8− 16b− 8b2 + b3 − 16ac+ 40abc− 4ab2c− 8a2c2 − 4a2bc2
+a3c3) ln(2 + b+ ac).
T2(a, b, c) = − 1
45360
abc(1344 + 6096b2 + 12b4 + 3b6 + 6096a2c2 + 136a2b2c2 + 237a2b4c2 + 12a4c4
+237a4b2c4 + 3a6c6) +
1
120960
(2− b− ac)4(−224− 448b+ 160b2 + 40b3 + 8b4 + b5
−448ac− 1120abc− 240ab2c− 40ab3c− 4ab4c + 160a2c2 − 240a2bc2 − 96a2b2c2
−17a2b3c2 + 40a3c3 − 40a3bc3 − 17a3b2c3 + 8a4c4 − 4a4bc4 + a5c5) ln(2− b− ac)
+
1
120960
(2 + b− ac)4(224− 448b− 160b2 + 40b3 − 8b4 + b5 + 448ac− 1120abc
+240ab2c− 40ab3c+ 4ab4c− 160a2c2 − 240a2bc2 + 96a2b2c2 − 17a2b3c2 − 40a3c3
−40a3bc3 + 17a3b2c3 − 8a4c4 − 4a4bc4 − a5c5) ln(2 + b− ac)
− 1
120960
(2− b+ ac)4(−224− 448b+ 160b2 + 40b3 + 8b4 + b5 + 448ac+ 1120abc
+240ab2c+ 40ab3c+ 4ab4c+ 160a2c2 − 240a2bc2 − 96a2b2c2 − 17a2b3c2
−40a3c3 + 40a3bc3 + 17a3b2c3 + 8a4c4 − 4a4bc4 − a5c5) ln(2− b+ ac)
− 1
120960
(2 + b+ ac)4(224− 448b− 160b2 + 40b3 − 8b4 + b5 − 448ac+ 1120abc
−240ab2c+ 40ab3c− 4ab4c− 160a2c2 − 240a2bc2 + 96a2b2c2 − 17a2b3c2 + 40a3c3
+40a3bc3 − 17a3b2c3 − 8a4c4 − 4a4bc4 + a5c5) ln(2 + b+ ac)
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T3(a, b, c) = − 1
3991680
abc(96768 + 393792b2 + 240b4 + 60b6 + 15b8 + 393792a2c2 + 2208a2b2c2
+2180a2b4c2 + 2820a2b6c2 + 240a4c4 + 2180a4b2c4 + 7770a4b4c4 + 60a6c6 + 2820a6b2c6
+15a8c8) +
1
10644480
(2− b− ac)4(−16128− 32256b+ 8960b2 + 2800b3 + 800b4
+200b5 + 40b6 + 5b7 − 32256ac− 80640abc− 22400ab2c− 5600ab3c− 1200ab4c
−200ab5c− 20ab6c+ 8960a2c2 − 22400a2bc2 − 12800a2b2c2 − 4600a2b3c2
−1160a2b4c2 − 170a2b5c2 + 2800a3c3 − 5600a3bc3 − 4600a3b2c3 − 1840a3b3c3
−375a3b4c3 + 800a4c4 − 1200a4bc4 − 1160a4b2c4 − 375a4b3c4 + 200a5c5 − 200a5bc5
−170a5b2c5 + 40a6c6 − 20a6bc6 + 5a7c7) ln(2− b− ac)
+
1
10644480
(2 + b− ac)4(16128− 32256b− 8960b2 + 2800b3 − 800b4 + 200b5 − 40b6
+5b7 + 32256ac− 80640abc+ 22400ab2c− 5600ab3c+ 1200ab4c− 200ab5c+ 20ab6c
−8960a2c2 − 22400a2bc2 + 12800a2b2c2 − 4600a2b3c2 + 1160a2b4c2 − 170a2b5c2
−2800a3c3 − 5600a3bc3 + 4600a3b2c3 − 1840a3b3c3 + 375a3b4c3 − 800a4c4 − 1200a4bc4
+1160a4b2c4 − 375a4b3c4 − 200a5c5 − 200a5bc5 + 170a5b2c5 − 40a6c6 − 20a6bc6
−5a7c7) ln(2 + b− ac)− 1
10644480
(2− b+ ac)4(−16128− 32256b+ 8960b2 + 2800b3
+800b4 + 200b5 + 40b6 + 5b7 + 32256ac+ 80640abc+ 22400ab2c+ 5600ab3c+ 1200ab4c
+200ab5c+ 20ab6c+ 8960a2c2 − 22400a2bc2 − 12800a2b2c2 − 4600a2b3c2 − 1160a2b4c2
−170a2b5c2 − 2800a3c3 + 5600a3bc3 + 4600a3b2c3 + 1840a3b3c3 + 375a3b4c3 + 800a4c4
−1200a4bc4 − 1160a4b2c4 − 375a4b3c4 − 200a5c5 + 200a5bc5 + 170a5b2c5 + 40a6c6
−20a6bc6 − 5a7c7) ln(2− b+ ac)
− 1
10644480
(2 + b+ ac)4(16128− 32256b− 8960b2 + 2800b3 − 800b4 + 200b5 − 40b6
+5b7 − 32256ac+ 80640abc− 22400ab2c + 5600ab3c− 1200ab4c+ 200ab5c
−20ab6c− 8960a2c2 − 22400a2bc2 + 12800a2b2c2 − 4600a2b3c2 + 1160a2b4c2
−170a2b5c2 + 2800a3c3 + 5600a3bc3 − 4600a3b2c3 + 1840a3b3c3 − 375a3b4c3
−800a4c4 − 1200a4bc4 + 1160a4b2c4 − 375a4b3c4 + 200a5c5 + 200a5bc5
−170a5b2c5 − 40a6c6 − 20a6bc6 + 5a7c7) ln(2 + b+ ac)
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