We study a natural generalization of the correlation clustering problem to graphs in which the pairwise relations between objects are categorical instead of binary. This problem was recently introduced by Bonchi et al. under the name of chromatic correlation clustering, and is motivated by many real-world applications in data-mining and social networks, including community detection, link classification, and entity de-duplication.
INTRODUCTION
Clustering is a fundamental research area in the field of data mining. The goal in clustering is to partition a collection of objects into groups, using data about the objects and their relationships, so that the objects in each group are more similar to one another than objects in other groups. The correlation clustering problem [6] received a great deal of attention in recent years due to its natural formulation and its applicability in a wide range of scenarios. Indeed, correlation clustering is regarded to be a basic primitive in the data mining practitioner's toolkit [15] . An instance of correlation clustering consists of an undirected graph where each edge (relation between objects) is labeled as either positive (similar) or negative (dissimilar). The goal is to partition the nodes (objects) into clusters in a way that minimizes the total number of disagreements. A disagreement happens if a positive edge becomes inter-cluster or a negative edge becomes intra-cluster.
In this paper, we study the chromatic correlation clustering problem which was recently introduced by Bonchi et al. [9] . This problem is a natural generalization of correlation clustering in which the pairwise similarity relations between objects are categorical instead of binary. The chromatic correlation clustering problem is motivated by many real-world applications in data-mining and social networks. Some of these applications extend natural applications of correlation clustering, like community detection, link classification, entity de-duplication, and more. To provide more intuition, a generic scenario in social networks follows. A social network can be modeled by a graph whose nodes represent individuals and its edges stand for the relationships between those individuals. Clearly, individuals in the social network have relationships of various types, e.g., familial, professional, social, and more. The chromatic correlation clustering paradigm can be utilized to classify those individuals into disjoint communities consisting of entities that are most similar under some relationship type. Intuitively, each such community is a cohesive group of individuals that share similar characteristics, and as such, one can leverage holistic knowledge about the community to characterize its individuals. It seems important to note that characterizing an individual based on her direct relationships of maximal occurring type may not be sufficient as the affiliated enti-ties may only have sparse relationships between them, and hence, they do not carry meaningful joint information.
The categorical community discovery scenario described above underlies many applications of interest whose goal is to better understand the structure of networks. One example of such application is the link classification problem (see, e.g., [28, 26, 11] ). The objective in this problem is to predict the category between two entities using the information provided in the rest of the network. For instance, a link classification method can be employed to infer an unknown relationship between two individuals in a social network. This classification can be later utilized by recommendation or prediction systems for various tasks, like viral marketing [31] and personalization [5] . Another application is the entity de-duplication problem (see, e.g., [17, 4, 20] ). The goal in this case is to identify and potentially remove entities that are duplicates of one another according to some measure or category. Note that duplicates in the data occur in practice when the entities are obtained through independent sources. An entity de-duplication method can be used, for instance, to support a person search on next generation search engines [22] . In this case, a search query for a person should produce a cluster consisting of the most representative webpages associated with that person. There are many other relevant applications for categorical community discovery such as query refinements in web search [32] and webpage segmentation [12] .
Problem definition
An instance of the chromatic correlation clustering problem consists of a finite set L of (positive) colors, a special (negative) color λ / ∈ L, and a colored graph, that is, a undirected graph G = (V, E) with a coloring function χ : E → L ∪ {λ} on its edges. The objective is to find a colored clustering of the graph's nodes that minimizes the overall number of disagreements. More formally, we are interested in a partition C : V → {C1, C2, . . .} of the nodes into a collection of disjoint sets and an assignment of a color to each cluster ψ : {C1, C2, . . .} → L that minimizes |{uv ∈ E : C(u) = C(v) and χ(uv) = λ}| + |{uv ∈ E : C = C(u) = C(v) and ψ(C) = χ(uv)}| .
Note that the first term counts the inter-cluster disagreements, while the latter term counts the intra-cluster disagreements. Also remark that no cluster can be assigned to the special color λ, and therefore, any λ-colored edge within a cluster implies a disagreement. Intuitively, a c-colored edge for some c ∈ L indicates similarity of type c between two objects, and a λ-colored edge indicates a dissimilarity between two objects with respect to all types.
Chromatic correlation clustering was introduced by Bonchi et al. [9] . One can easily notice that the correlation clustering problem is the special case of this problem when |L| = 1, and thus, it immediately follows that the chromatic correlation clustering problem is NP-hard [6] . The study of correlation clustering under complete graphs has been given a considerable attention in the past (see, e.g., [6, 13, 2, 30, 15, 8] ). Indeed, in many applications, the underlying graph is assumed to be complete as missing edges can be interpreted as negative. In the remainder of this paper, we assume that the input graph is complete, unless we specify otherwise. Bonchi et al. developed a randomized algorithm for complete graphs whose approximation guarantee is proportional to the maximum degree of the graph induced by the L-edges. This can be as bad as O(|V |). They also suggested several additional heuristic algorithms for the problem.
Our results
We establish improved theoretical and practical guarantees for the chromatic correlation clustering problem. Our contributions can be summarized as follows:
• We develop three algorithmic approaches: (1) A fast and easy-to-implement constant approximation framework, which builds on a novel reduction of the problem to that of correlation clustering. In particular, this framework implies a linear-time randomized 11-approximation algorithm by utilizing the pivot-based algorithm of [2] . This is the first constant approximation result for the problem, significantly improving over a previous O(|V |)-approximation [9] ; (2) A deterministic linear programming-based algorithm that achieves an improved approximation ratio of 4. Even though this algorithm cannot be considered to be practical, it extends our theoretical understanding of chromatic correlation clustering, and enables us to present additional insights and observations related to the problem; (3) A linear-time heuristic algorithm that is motivated by practical scenarios in which there is a groundtruth clustering that is obscured by noisy observations.
• We present an empirical evaluation of our new algorithms and previously leading algorithms on both synthetic and real datasets. Our experiments reinforce the theoretical findings by demonstrating that our algorithms generally outperform previous approaches, both in terms of solution cost and reconstruction of an underlying ground-truth clustering.
Related work
The task of clustering multi-dimensional networks has received some attention recently [37, 24] . This setting models multiple relationships between entities in a network by maintaining a collection of networks, each of which captures one type of relationships. Although this setting is conceptually close to ours, its objective is semantically far. Specifically, the common goal in this setting is to find a partition of the entities that is good with respect to all relationship dimensions at the same time. As it turns out, this reduces the problem to effectively integrating solutions for singledimensional networks. Finding a single (multi-dimensional) clustering that agrees as much as possible with multiple (single-dimensional) clusterings has been studied under the name of clustering aggregation [18] . Note that our chromatic correlation clustering setting requires finding a partition of the entities that takes into account all the relationships together. In particular, it is not require to have guarantees with respect to each single-dimension network.
Bansal, Blum and Chawla [6] formalized the correlation clustering problem. They developed a constant factor approximation algorithm for complete graphs, and proved that this problem is NP-hard problem. Charikar, Guruswami and Wirth [13] improved the approximation guarantee to 4, and established that the problem is APX-hard. Subsequently, Ailon, Charikar and Newman [2] presented a randomized linear-time algorithm that attains an approximation ratio of 3, and a randomized LP-based approach that guarantees 2.5-approximation. These algorithms were derandomized by van Zuylen and Williamson [38] . Giotis and Guruswami [19] , and later Karpinski and Schudy [23] , developed a PTAS for the case that the number of clusters is fixed. Charikar et al. [13] and Demaine et al. [16] independently showed that the more general setting of arbitrary graphs admits an O(log |V |)-approximation algorithm. The maximization variant of correlation clustering has also received considerable attention. Currently, the best known result for complete graphs is a polynomial-time approximation scheme [6] , while the best result for general graphs is a 0.766-approximation [35] . Note that the latter setting is APX-hard [13] . Other papers studying correlation clustering and its variants are [3, 29, 10, 1] . The correlation clustering problem has also been studied in the context of computational biology [7, 14, 33] .
ALGORITHMS
In this section, we present several efficient approximation algorithms for the chromatic correlation clustering problem. We first develop a fast and easy-to-implement constant approximation framework. This framework builds on a novel observation that reduces an underlying instance of the problem to that of correlation clustering, while losing only a small constant factor in the approximation. One can then employ any of the constant factor approximation algorithms developed for correlation clustering and attain a constant factor approximation. For example, one can utilize the fast randomized pivot-based algorithm of Ailon, Charikar and Newman [2] to obtain a linear-time randomized 11-approximation algorithm. We emphasize that this is the first constant approximation result for the chromatic correlation clustering problem, and it significantly improves over the algorithm of Bonchi et al. [9] whose approximation guarantee is O(|V |).
We complement the above results by developing a linear programming-based algorithm, which applies deterministic rounding, and achieves an improved approximation ratio of 4. This algorithm builds on the approach of Charikar, Guruswami and Wirth [13] for the correlation clustering problem, augmented with additional insights and observations that enable its generalization to our chromatic setting. Although this algorithm cannot be considered to be practical, it extends our theoretical understanding of the chromatic correlation clustering problem. In fact, this approach can be adjusted to the arbitrary graph setting, attaining O(log |V |)-approximation. This matches the best known approximation for the special case of correlation clustering [13, 16] .
We then develop a fast heuristic algorithm that is motivated by realistic scenarios in which the input instance admits a ground-truth clustering. Indeed, in many practical settings of chromatic correlation clustering, there is an unknown but correct way to partition the objects into clusters. Note that although this underling true clustering exists, it may not be readily identifiable from the data due to noisy similarity observations. Our algorithm is specifically designed to take these into consideration. We remark that similar assumptions have been suggested and utilized in the past with respect to the correlation clustering problem (see, e.g., [21, 34, 3, 30] ). Notably, noisy model assumptions led to algorithms that successfully clustered real gene expression data [7] .
A fast constant-factor approximation
We develop a fast and easy-to-implement randomized algorithm that attains an 11-approximation ratio. This result is achieved through a generic algorithmic framework that reduces an instance of chromatic correlation clustering to that of correlation clustering. The algorithmic framework consists of two main steps:
1. The algorithm initially modifies the input graph G.
Specifically, the algorithm goes over the nodes of the graph one after the other, and associates a positive color with each one of them. The color cv ∈ L that is associated with a node v is the positive color that appears the most among the edges that are incident to v in G, breaking ties arbitrarily. Then, the algorithm modifies the color of all the edges incident to each node v that are different than cv to the special negative color λ. We emphasize that at the end of this step, each edge of positive color c ∈ L in the modified graph G ′ must be incident to two nodes whose associated color was c. This implies that if we only focus on positive edges and neglect all the negative λ-edges from G ′ then each connected component have exactly the same color, henceforth referred to as the color of the connected component.
2. The algorithm continues by executing any fast algorithm for the correlation clustering problem on each of the previously-mentioned connected components of the modified graph G ′ . All the clusters in each resulting clustering are given the positive color of the underlying connected component. Note that the ground sets of nodes of the resulting clusterings are pairwise disjoint, and therefore, the algorithm proceeds by uniting all those clustering to one clustering, which is then returned as the output of the algorithm.
In what follows, we focus on the above algorithm when the algorithm utilized in its second step is the randomized pivotbased algorithm of Ailon, Charikar and Newman [2] . This latter algorithm is fast and attains a 3-approximation for correlation clustering. It is also very simple: pick a pivot node uniformly at random, create a cluster that consists of this pivot and all the adjacent nodes that are connected to it using a positive edge, remove those nodes from the graph, and repeat as long as there are still nodes that are not clustered. We like to emphasize that the properties of the pivotbased algorithm enable us to directly employ it to the entire modified graph, while treating all positive color edges identically, without the need to identify each of its connected components first. This clearly simplifies our approach. However, note that even if we were required to identify the connected components as part of the framework, the asymptotic time complexity of the algorithm would not have changed since identification of connected components in a graph can be done in linear-time. A formal description of our algorithm, Reduce-and-Cluster, appears below.
Analysis
We begin by analyzing the approximation guarantee of our algorithmic framework. We emphasize that our analysis is generic in the sense that it is independent of the concrete correlation clustering algorithm employed in the second step. Let ALGχ and OPTχ be the cost of the solution generated by our algorithm and the optimal algorithm Algorithm 1 Reduce-and-Cluster
v ← uniformly random node in V 7:
with respect to the input graph G, respectively. Similarly, let ALG1 and OPT1 be the cost of the solution generated in the second step of the algorithm and the optimal correlation clustering algorithm for the graph G ′ obtained after the edges color modification, respectively. Note that ALGχ and ALG1 correspond to the same clustering, but ALGχ also assigns a color to each cluster. Finally, let dc(v) be the number of edges of color c ∈ L adjacent to node v in G, and let dmin(v) = c =cv dc(v) be the total number of edges that are incident to v but have a different (positive) color than the leading color of the edges of v, as defined in line 1 of the algorithm.
Proof. Consider our output clustering when applied to the color modified graph G ′ . Notice that the cost of our colored clustering on G ′ is identical to the cost of the correlation clustering solution on G ′ when neglecting the colors of the edges (namely, ALG1). This follows as the color assignment to each cluster is the same as the color of all positive edges incident to this cluster's nodes. This latter claim results as any cluster that the correlation clustering algorithm (and in particular, the pivot-based algorithm) creates is confined within a connected component of positive edges in G ′ , and all the positive edges forming a connected component have the same color which the algorithm later assigns as the color of that cluster. Thus, the clusters coloring does not incur additional cost.
The proof of the lemma is completed by noticing that ALGχ is not greater than the cost of that colored clustering with respect to G ′ by more than D = v∈V dmin(v). This is straight-forward since the color modification step changes the color of at most D edges, and those edges may imply an additional cost of at most D.
Proof. Let OPT Recall that OPT1 is the cost that the optimal correlation clustering for the modified graph G ′ . The proof of the lemma is completed by observing that OPT1 can be larger than OPT G 1 by no more than D = v∈V dmin(v). This is straightforward since the color modification step changes the color of at most D edges, and each of those edges may imply an additional cost.
Proof. Let us concentrate on some node v, and suppose that the optimal solution assigns it to a cluster with a color c * . This implies that all the edges that are incident on v and have a positive color c ∈ L different than c * contribute to the cost of the solution, whether they are inter-cluster or intra-cluster. Clearly, the cost of those edges is lower bounded by dmin(v). The lemma now follows by summing the costs implied by those incident edges across all nodes, while noticing that the cost implied by any such edge may be counted twice; once for each of its incident nodes.
We are now ready to prove the main result of this subsection.
Theorem 2.4. Given an α-approximation algorithm for the correlation clustering problem, our algorithmic framework guarantees a (3α+2)-approximation for chromatic correlation clustering.
Proof. Notice that
where the first inequity is due to Lemma 2.1, the second inequality results by the approximation guarantee of the correlation clustering algorithm, the third inequality is by Lemma 2.2, and the last inequality follows from Lemma 2.3.
We like to emphasize that the fact that the correlation clustering algorithm is applied sequentially to the connected components of the modified graph G ′ , and not to the entire graph, does not change its approximation ratio. This results from the way we constructed G ′ , which guarantees that the optimal solution does not create clusters that consist of nodes residing in different connected components. Specifically, assume for the sake of contradiction that there is a cluster in the optimal clustering that consists of nodes from different components. One can split that cluster into several clusters, each consisting of the originating cluster nodes residing in different components, and reduce the overall cost. It is easy to validate that the reduction in the cost is equal to the number of (negative) edges between the underlying nodes in different components.
We can now use this result for the analysis of algorithm Reduce-and-Cluster. Recall that this algorithm is a special case of our framework when the randomized pivot-based algorithm is employed as its second step. Proof. We start with analyzing the time complexity of the algorithm. The edges color modification step of the algorithm can be easily implemented in O(|V | + |E|)-time since each node and each edge is accessed at most a constant number of times. The second step of the algorithm can also be implemented in O(|V | + |E|)-time using a simple but careful design. Specifically, generating a random order of the nodes of the graph can be done once in O(|V |)-time using the Fisher-Yates shuffle (see, e.g., [25] ), and building the clusters, including updating the random order to reflect the removal of the nodes assigned to each cluster, can be done in O(|V | + |E|)-time as each node and each edge is only accessed constant number of times. In particular, once a cluster is formed, the underlying nodes and edges are not considered again in the remainder of the algorithm. In conclusion, the time complexity of the algorithm is linear. The proof is now completed by recalling that the pivot-based algorithm of Ailon, Charikar and Newman [2] achieves 3-approximation.
An improved approximation via LP-based approach
We design a deterministic linear programming-based algorithm that attains a 4-approximation ratio. Our algorithm and analysis extends and refines the approach of Charikar, Guruswami and Wirth [13] for the correlation clustering problem. Note that this algorithm improves over the approximation guarantee suggested by Theorem 2.4. In particular, the current best algorithm for correlation clustering has an approximation ratio of 2.5, and thus, plugging it into our framework results in a 9.5-approximation for the chromatic setting. This 2.5-approximation algorithm employs LP-based techniques, but randomly rounds the fractional solution using the pivot-based algorithm [2] . We emphasize that our algorithm applies a deterministic rounding for the linear program, which makes our entire approach deterministic. We also like to note that it is not clear if the former LP-based approach [2] can be extended to the chromatic setting.
The algorithm. We begin by describing a linear program (LP) that captures the chromatic correlation clustering problem:
In an integral solution, the variable x Note that we regard each pair ot nodes uv to be unordered, so there is no difference between x c uv and x c vu , and we use them interchangeably. Constraint (1) guarantees that each node is assigned to one colored cluster, i.e., it is far from exactly |L|−1 colors. Constraint (2) ensures that the edge uv is in cluster of color c only if both u and v are in a cluster of that color. Note that constraint (1) and (2) together imply that each edge is assigned to one color. Constraint (3) is the triangle inequality, guaranteeing that if edges uv and vw are in the same colored cluster then the edge uw must also be in the same cluster. The objective function consists of two summations: the first one captures the cost implied by positive color edges, while the latter one captures the cost of implied by negative color edges. More specifically, a
A simple counting argument suggests that x c 2 u > 1/2 for every c2 ∈ L \ {c1}. By using constraint (2) again, we get that x c 2 uw ≥ x c 2 u > 1/2, for every node w ∈ V \ {u}.
Our rounding procedure works in steps. At each step, the algorithms picks an arbitrary (pivot) node v that is still not clustered. It considers all the unclustered nodes that are close to v with respect to some positive color. A node u ∈ V is regraded as close to v under some color c ∈ L if x c uv < 1/2. Notice that Observation 2.6 ensures that all the nodes close to v must be close under the same color. Denote this color by cv. Now, if the average distance between v and the nodes under consideration with respect to cv is at most 1/4, the algorithm creates a new cluster of color cv that consists of v and the underlying nodes; otherwise, the algorithm creates a new singleton cluster that only consist of v (with an arbitrary color). A formal description of this rounding procedure appears below.
Algorithm 2 LP-Rounding
Input: An undirected graph G = (V, E) with an edge coloring χ : E → L ∪ {λ}, an optimal fraction solution x for the linear program (LP) Output: A clustering C : V → {C1, C2, . . .} with a coloring ψ :
Ci ← {v} ∪ Γ(v); ψ(Ci) ← cv 8:
Ci ← {v}; ψ(Ci) ← cv 10:
V ← V \ Ci; E ← E \ {uw : u ∈ Ci}; i ← i + 1
Analysis
We present a charging scheme that associates between the cost implied by our output clustering and the cost of the fractional LP solution. We make this calculation separately for each cluster. Consider a cluster C of color c = ψ(C) that was created by our algorithm for a pivot node v when the set of remaining unclustered nodes were VC.
Case I: C = {v} is a singleton cluster. Notice that all costs in this case are due to inter-cluster disagreements of positive color edges. Let UL = {u ∈ VC : χ(vu) ∈ L} be the endpoints corresponding to those edges and let |UL| denote their cost. In case x χ(vu) vu ≥ 1/2 for every u ∈ UL then we are done since the LP cost of the positive color edges is at least |UL|/2. Hence, in what follows, we may assume that there is at least one such variable whose value is less than 1/2. Recall that Observation 2.6 implies that all the variables of edges incident on v which have a value smaller than 1/2 must have the color c. Let Γ(v) = {u ∈ VC : x c vu < 1/2} be that endpoints corresponding to those edges. Let Lc = L \ {c}, and observe that the LP cost of the of the edges corresponding to Γ(v) is The last inequality follows as the singleton cluster was created since the condition on line 6 of the rounding procedure failed. Now, notice that the LP cost over all the edges incident on v is at least
where the first inequality follows by recalling that x χ(vu) vu ≥ 1/2 for every u ∈ UL \ Γ(v).
Case II: C = {v} ∪ Γ(v) is a non-singleton cluster.
We analyze the cost contribution of each edge that is incident to the cluster based on its type:
(a) Edges with color ℓ ∈ L\{c}. Consider an edge uw ∈ E such that u ∈ C and ℓ = χ(uv) ∈ L \ {c}. This edge implies either an intra-cluster or an inter-cluster disagreement, and hence, its cost is 1. Note that the contribution of this edge to the LP cost is x ℓ uw . We next argue that the value of this variable is at least 1/2. We consider two cases: if u or w is the pivot node v then the argument follows by Observation 2.6, while recalling that ℓ = c; otherwise, the argument follows since x c vu < 1/2, and thus, x ℓ uw ≥ 1/2, again by Observation 2.6. Note that above proof implies that our algorithm did not pay more than twice the cost that the LP solution paid for that edge. We like to emphasize that this gives us some room for flexibility since we only need this variable to have a value of at least 1/4 to guarantee 4-approximation.
Consequently, we can use up to half of the value of each such variable in later cases.
(b) Intra-cluster λ-edges. Consider an edge uw ∈ E such that u, w ∈ C and χ(uw) = λ. Note that this edge contributes a cost of 1 to our solution, while its LP cost is
. We analyze the cost according to the following cases:
• If u or w is the pivot node v, we get that x c uw < 1/2. Therefore, the LP cost of that edge is at least 1−x c uw > 1/2.
• If x Here, the last inequality is due to the fact that the average value of all x c vy such that y ∈ Γ(v) is at most 1/4 by the condition on line 6 of the rounding procedure. As the nodes y ∈ U L∪{λ} w correspond to a subset of those variables with the smallest values, it follows that their average value is also smaller than 1/4.
(c) Inter-cluster c-edges. Consider an edge uw ∈ E such that u ∈ C, w / ∈ C and χ(uw) = c. Note that this edge contributes a cost of 1 to our solution, while its LP cost is x c uw . We analyze the cost according to the following cases:
• If u is the pivot node v, we get that x c uw > 1/2. Thus, the LP cost of that edge is 1/2.
• If x • We are left to deal with the case that x c vw ∈ [1/2, 3/4). Again, we will associate the cost of the edge uw to node w. We next demonstrate that (at least 1/4 of) the cost assigned to each such node w can be associated with the LP cost of its neighboring edges. We use similar notation to that of case (b), and define the set U A w = {u ∈ C \ {v} : χ(uw) ∈ A} for a node w and a set A ⊆ L∪{λ}. Note that the solution cost associated with w can be identified by |U We conclude by emphasizing that it is not hard to validate that our scheme never charges the cost of an LP variable more than once. In particular, the only set of edges whose LP cost may be used in two different cases (of the nonsingleton setting) are edges that have a color in L \ {c}. We use at most half of the LP cost of those edges in case (a), and another half of their LP cost in cases (b) and (c). Note that the set of relevant edges in cases (b) and (c) are disjoint, and thus, we do not overcharge any edge.
Theorem 2.7. There is a polynomial-time LP-based algorithm that attains 4-approximation for the chromatic correlation clustering problem.
We like to note that the LP-based approach can be extended to the weighted arbitrary graph setting in which there may be object relations that are not known, that is, neither positive nor negative. This generalization requires slight refinement of the ideas suggested in [13, 16] , and hence, we defer the formalities to the final version of this paper. The approximation result in this case is O(log |V |), which matches the best known result for the special case of correlation clustering.
A deep clustering heuristic
We develop a fast heuristic algorithm that is motivated by real-life scenarios in which there is a ground-truth clustering that is obscured by noisy observations. Algorithm DeepCluster, formally described below, follows a similar outline to that of algorithm Reduce-and-Cluster from Section 2.1. Initially, the algorithm modifies the input graph by negating all positive edges incident on each node v whose color is different than the leading color of v. It continues by picking a pivot node uniformly at random, and creating a cluster that consists of this pivot and all the adjacent nodes connected to it using a positive edge (i.e., first-level nodes). The algorithm then considers each of the nodes that are connected to the first-level nodes by a positive edge (i.e., second-level nodes), and greedily adds it to the underlying cluster if it improves the post-assignment cost. Once this step is completed, all the cluster nodes are removed from the graph, and the algorithm begins a new iteration by randomly picking a new pivot node.
Algorithm 3 Deep-Cluster
Input: An undirected graph G = (V, E) with an edge coloring χ :
for u ∈ Γ1(v) do 10:
for w ∈ Γ2(u) do 12:
deg w ← |{x ∈ V : χ(wx) = λ}| 13:
∆cur ← |{x ∈ Ci : χ(wx) = λ}| 14:
∆inter ← deg w − ∆cur 15: ∆intra ← |Ci| − ∆cur 16:
if ∆cur > (∆inter + ∆intra) do 17:
Ci ← Ci ∪ {w} 18:
The intuition behind the algorithm is straight-forward. Under the assumption that a chromatic correlation clustering scenario admits a ground-truth clustering, one main difficulty in identifying this clustering is that the noisy observations obscure the underlying cliques structure. Our algorithm targets this situation by adding an extra validation step to the basic pivot-based approach which mitigates the noise effects. Recall that the basic approach creates a cluster in each iteration that consists of all the nodes similar to some pivot node. Our algorithm augments this approach by finding additional nodes that, although appearing dissimilar to the pivot due to noise, have high similarity to the other cluster nodes.
We complete the description of the heuristic algorithm by pointing out that one can implement it in linear time in the input size. Specifically, it is easy to validate that the time complexity of the color modification step of the algorithm and the operations related to the first-level nodes is linear. This can be established along the same line of argumentations used in the analysis of algorithm Reduce-and-Cluster. Thus, we are left to bound the time complexity of the operations related to the second-level nodes. A naïve implementation in this case may take quadratic time in the input size. Indeed, it is possible that each node w will be considered E L w times as a second-level node, and in each such case, it may take O(Ew)-time to calculate ∆cur, its intersection size with the cluster under consideration. Here, Ew and E L w are the number of edges and colored edges incident of w, respectively. Nevertheless, one can carefully design this step to run in linear time. This can be done by initially going over all first-level nodes, and identifying all its second-level nodes. During this step, we maintain a counter for each secondlevel node that is incremented every time that this node is explored by an adjacent first-level node. Notice that eventually, the counter associated with each second-level node holds its intersection size with the underlying cluster. Hence, the greedy decision whether to add that node to the cluster can be done in constant time. Note that in case that a second-level node is added to the cluster, we explore its edges and increment the counters of remaining second-level nodes in a similar manner. The crucial observation is that all edges that were explored during the above process are removed from the graph once the cluster is formed. Since they are not considered again in the remainder of the algorithm, we conclude that the overall number of operations related to second-level nodes during the algorithm is no more than O(E).
EXPERIMENTAL EVALUATION
We present our empirical results for the algorithms Reduceand-Cluster and Deep-Cluster, which we refer by RC and DC, respectively. We test our algorithms on both syntheticallygenerated graphs, and graphs that are derived from real datasets. We compare the results with the performance of the leading algorithms developed by Bonchi et al. [9] . Specifically, we focus on the Chromatic Balls algorithm and the Lazy Chromatic Balls heuristic, abbreviated CB and LCB, respectively. The code of those algorithms was obtained directly from the authors of [9] . Informally, CB is an algorithm that iteratively builds a cluster around a randomly chosen pivot edge, while LCB is a heuristic that is better suited for scenarios with small number of colors, and tries to minimize the risk of selecting bad pivots. Note that we decided not to present the results of the simple baseline approach and the Alternating Minimization heuristic from [9] since in all cases, at least one of the algorithms CB or LCB outperforms them. Our experiments reinforce the theoretical findings by demonstrating that our algorithms generally outperform previous approaches, both in terms of solution cost and reconstruction of an underlying ground-truth clustering.
Synthetic datasets
We evaluate the algorithms on several synthetic graphs, each of which is parameterized by the number of nodes n, number of clusters k, number of positive colors |L|, and a noise probability p. Each graph is generated by the following simple process: We first partition the n nodes of a complete graph into k clusters uniformly in random, and assign each cluster a random color c ∈ L. Specifically, for each intracluster edge, assign the color of the underlying cluster, and for each inter-cluster edge, we assign a color of λ. Then, we change the color of each edge independently at random with probability p to some different random color in L∪{λ}. This latter step models the noisy observations that commonly happen in practice.
Notice that the first step in our generation process creates an instance that admits a chromatic correlation clustering of zero cost. This clustering is referred to as the ground-truth clustering. As part of our experiments, we evaluate the performance of the algorithm in retrieving this true clustering. For this purpose, we use the overall Fmeasure for clustering (see, e.g., [36] ). Given a ground-truth clustering C * = C * 1 , C * 2 , . . . C * k * , and a clustering solution C = C1, C2, . . . C k , their F -measure is defined as follows.
where Fij is the similarity between the clusters C * i and Cj, calculated by the standard F -measure. Specifically, Fij = (2Pij Rij )/(Pij + Rij ), where Pij = |C * i ∩ Cj|/|Cj | is the precision, and Rij = |C * i ∩ Cj|/|C * i | is the recall. Note that 1] , and that greater overall F -measure values indicate higher similarity between clusterings.
Our experiments cover many datasets with varying parameters. For ease of presentation and due to space limitations, we only report the results attained for one set of base parameters. Specifically, we present the results obtained by exploring different values for each underlying parameter, while keeping the remaining parameters fixed at their base values. Our measurements indicate the average values attained for 10 runs. We like to emphasize that the trends that we identify for the setting under consideration are also evident in all other tested settings, although they vary in the intensity. In particular, we observe that our algorithms outperform previous approaches on all tested datasets, both in terms of solution cost and reconstruction of an underlying ground-truth clustering, except maybe in some extreme cases.
Most of the trends exhibited above are rather intuitive. For example, the performance of all algorithms becomes worse as the noise increases, and their performance improves as the number of colors increases. Focusing on the graphs of varying number of ground-truth clusters, one can see that the F -measure of all algorithms decrease as the number of clusters increase. However, the solution costs graph exhibits a more interesting phenomenon in which all the cost curves of the algorithms show a convex behavior, some even presenting a slightly increased cost for higher number of clusters. We believe that this convex behavior is related to the graph structure. Clearly, as the number of clusters increase, their average size decreases and the graph becomes sparser. As smaller clusters are easier to lose in the noise and since sparsity makes clustering problems noisier in general, the algorithms performance is expected to deteriorate at some point. The concrete point in which this happens depends on the exact properties of the algorithm. One additional observation that seems worth noting is that our new algorithms, and especially, algorithm DC, are much more robust to noise than previous algorithms, having high F -measure even with high levels of noise. 
Real datasets
We test our algorithms on four datasets that are publicly available. In particular, we experiment with two datasets (e.g., DBLP and STRING) that were identified and prepared by Bonchi et al. [9] . Note that all the datasets were processed so that the minimal node degree is at least 10. This was done to avoid sparse networks, which are of less interest. Indeed, the most interesting practical setting is when the graph is dense, and communities carry meaningful information. DBLP. This dataset represents a co-authorship network of collaborations between researchers. It can be found at http://dblp.uni-trier.de/xml/. The dataset is an undirected graph in which nodes represent authors, the edges represent co-authorship of at least one paper, and there are 100 topic-based collaboration types. The topics were assigned by Bonchi et al. [9] . Specifically, they identified a collection of topics for all papers using a latent Dirichlet allocation topic-modeling, and then, assigned each edge the most prominent topic arising from the papers coauthored by the authors. A cluster of nodes in this case stands for a topic-coherent community of researchers.
Facebook and Twitter. These datasets are small snapshots from the social networks Facebook and Twitter. They are distributed by Stanford Network Analysis Project [27] , and can be found at http://snap.stanford.edu/data/. Each dataset is an undirected graph in which nodes represent users, and edges represent friendship between users. There are 26 friendship types in Facebook and 35 friendship types in Twitter. We inferred those types from the users social circles. A circle is a social network feature that enable users to organize their internal networks by categorizing their friends. All users of a circle are assumed to share some mutual characteristics. A friendship edge between users is associated with some circle (category) only if both its incident nodes are identified within that circle. For edges with multiple associated categories, we picked one category arbitrarily. A cluster of nodes in this case represents a community of friends with dense relationships of specific type.
STRING. This dataset contains experimentally verified and computationally predicted protein-protein interactions (PPI) network. It is available at http://string-db.org/. The dataset is an undirected graph in which nodes represent proteins, edges represent interactions occurring between proteins, and there are 4 interaction types. A cluster of nodes in this case may designate a protein complex or a functional module. Although this dataset does not arise in the context of social networks, we decided to present it in order to highlight the applicability and effectiveness of our approach across diverse data domains. The following table summarizes the performance of the algorithms on the real datasets. Our measurements represent average values attained for 50 runs. Similarly to the results on the synthetic data, our newly-developed algorithms, and especially, algorithm DC, generally outperform the previous algorithms. For example, algorithm DC achieves an improvement in the cost with respect to previously studied algorithms of at least 3.7% for the DBLP dataset, 11.1% for the Facebook dataset, 1.6% for the Twitter dataset, and 15.8% for the STRING dataset. Algorithm RC attains roughly the same costs as algorithm CB. As far as the runtime, we observe that all methods are very efficient, taking no more than few seconds on large graphs. Focusing on the different trends, we see that the our algorithms are slightly slower than algorithm CB, but are better than algorithm LCB as the number of colors and graph complexity increase. This is rather expected as our algorithms, and especially algorithm DC, are more complex than algorithm CB. We like to emphasize that the running time of our algorithms is linear in the input size. Finally, we believe that the running time of our algorithms can be improved by utilizing better data structures and optimizing the code.
CONCLUSIONS
We revisit the chromatic correlation clustering problem. This problem has many interesting applications, including community detection, entity de-duplication, and link classification. Our contribution is both theoretical and practical. From a theoretical point of view, our main contribution is a linear-time constant factor approximation algorithm that significantly improves over previous results. From a practical point of view, our main contribution is by demonstrating that our algorithms generally perform better than previous algorithms on both synthetic and real datasets. We think that it will be interesting and valuable to study the maximization variant of correlation clustering, as well as other correlation clustering variants, within a chromatic setting.
