implementation of the CCSDS 122.0-B-1 compression standard on a space-qualified field programmable gate array" by Li et al., presents an efficient FPGA architecture of the CCSDS 122.0-B-1 image data compression. The implementation can provide both lossless and lossy compression with a simple and efficient rate control mechanism. The achievable throughput depends on embedding into an application architecture and is typically higher than 100 Mbps. "Predictor analysis for onboard lossy predictive compression of multispectral and hyperspectral images" by M. Ricci and E. Magli presents a study of prediction error statistics for various predictors and images, including the predictor employed in the upcoming CCSDS 123 standard for lossless multi-and hyperspectral image compression. "Performance impact of parameter tuning on the CCSDS-123 lossless multi-and hyperspectral image compression standard" by E. Augé et al. investigates the effect of the various parameters available in the CCSDS 123 standard on the obtained compression performance, and it is useful to help users of the standard to achieve the best possible performance.
Finally, two papers present algorithm implementations on multicore graphical processing units (GPU). In particular, "Multiparallel decompression simultaneously using multicore central processing unit and graphic processing unit" by A. Petta et al. proposes a decoder of a waveletbased compression algorithm in which the GPU and multiple CPU threads are run in parallel. Maximum throughput is obtained using an additional workload balancing algorithm. Through the pipelined CPU and GPU heterogeneous computing, the entire decoding system approaches a speedup of 15 times as compared to its single-threaded CPU counterpart. "Lossy hyperspectral image compression on a graphics processing unit: parallelization strategy and performance evaluation" by L. Santos et al. presents the CUDA GPU implementation of an algorithm for lossy compression of hyperspectral images, focusing on the entropy coding and bit packing phases, for which a more sophisticated strategy is necessary due to the existing data dependencies. Experimental results show a speedup of about 15 times.
