The paper develops a new realized matrix-exponential GARCH (MEGARCH) model, which uses the information of returns and realized measure of co-volatility matrix simultaneously. The paper also considers an alternative multivariate asymmetric function to develop news impact curves. We consider Bayesian MCMC estimation to allow non-normal posterior distributions. For three US financial assets, we compare the realized MEGARCH models with existing multivariate GARCH class models. The empirical results indicate that the realized MEGARCH models outperform the other models regarding in-sample and out-of-sample performance. The news impact curves based on the posterior densities provide reasonable results.
Introduction
Estimation and forecasting time-varying co-volatilities between assets plays an important role in asset pricing, portfolio selections, and risk management. A popular approach is to estimate conditional covariance matrices via the multivariate models of the class of generalized autoregressive conditional heteroskedasticity (GARCH) (see the survey paper by McAleer (2005) as an example).
Over the past two decades, realized measures of volatility have received unprecedented attention in the academic literature on modeling and forecasting of stock market returns volatility. In the traditional literature on GARCH models, Engle and Gallo (2006) and Shephard and Sheppard (2010) , among others, incorporated realized measures for modeling and forecasting volatility. In addition, Hansen, Huang, and Shek (2012) suggested the realized GARCH framework, which provides a structure for the joint modeling of returns and realized measures of volatility. By extending the work of Hansen, Huang, and Shek (2012) , Hansen and Huang (2016) developed the realized exponential GARCH (EGARCH) model, which is an extension of the EGARCH model of Nelson (1991) .
In this paper, we consider a multivariate extension of the realized EGARCH model of Hansen and Huang (2016) . For the model specification, two features of the EGARCH model of Nelson (1991) are to accommodate asymmetric effects and to guarantee the positive value of conditional volatility via the exponential transformation. For asymmetric effects from asset returns to future volatility, Hansen and Huang (2016) consider the second-order approximation of Hermite polynomials, rather than the absolute value function of standardized returns, as used in Nelson (1991) .
We consider a multivariate version of this type of specification, and develops news impact curves, as in Engle and Ng (1993) . Turning to the positive definiteness of conditional co-volatility, we use the matrix-exponential transformation as in Chiu, Leonard, and Tsui (1996) and Kawakatsu (2005) . We also incorporate measurement errors of realized volatility and co-volatility measures in the specification of the new realized matrix-exponential GARCH model.
For estimating the multivariate GARCH models, Vrontos et al. (2003) estimated several bivariate ARCH and GARCH models, and found that maximum likelihood (ML) estimates of the parameters were different from their Bayesian MCMC estimates. As the differences can be caused by the non-normality of the parameters, Vrontos et al. (2003) suggest careful interpretation of the ML estimation. For this reason, the Bayesian Markov chain Monte Carlo (MCMC) technique is considered in the paper, so that non-normal posterior distributions are obtained.
The remainder of the paper is organized as follows. Section 2 introduces the new realized MEGARCH model and its news impact curve. Section 3 explains the MCMC algorithm for the Bayesian estimation in detail. Section 4 provides an empirical example for three stocks traded on the New York Stock Exchange. Section 4 compares five kinds of symmetric and asymmetric models, using the deviance information criterion of Spiegelhalter et al. (2002) and the Frovenius norm of forecast error. Section 4 also examines the MCMC estimates of the parameters, and presents the news impact curves for describing effects from stock returns to future (co-)volatility of its own and other assets.. Finally, Section 5 gives some concluding remarks.
Realized Matrix-Exponential GARCH Model
We develop a multivariate extension of the realized EGARCH model of Hansen and Huang (2016) .
Let y t and x t be a financial asset return at day t and the log of its realized volatility measure, respectively. The Realized EGARCH of Hansen and Huang (2016) is given by:
(1)
where δ(ε) = δ 1 ε + δ 2 (ε 2 − 1) and τ (ε) = τ 1 ε + τ 2 (ε 2 − 1), and ε t and u t follow independent normal distributions. The conditional log-volatility, h t , is determined by past information of innovation terms, ε t and u t . The asymmetric function, δ(ε) and τ (ε), can be interpreted as the secondorder approximation of the Hermite polynomials. Hansen and Huang (2016) consider a more general framework, but their empirical results indicate that the above specification is sufficient for practical purposes.
We extend the univariate model (1) to the multivariate case by considering matrix-exponential transformation, as in Chiu et al. (1996) . Chiu et al. (1996) suggested using the matrix-exponential transformation in order to guarantee the positive definiteness of the covariance matrix. Kawakatsu and G(ε) are matrices of asymmetric functions, as defined below. By the specification (2)-(4), the conditional volatility matrix, Exp(H t ), is determined by past information of innovation terms, ε t and u t .
As multivariate extensions of asymmetric functions, δ(ε) and τ (ε), we define: By the structure of the realized MEGARCH model (2)-(5), y t and X t are stationary, if {H t } is stationary. Since the process, {G(ε t ) + Ψ ⊙ U t }, has an independent and identical distribution with mean zero, it can be considered as an innovation term. Hence the stationary condition is
We may consider an alternative specification of the asymmetric function based on the MEGARCH model of Kawakatasu (2006) , as: (Kawakatsu, 2006) , the Realized MEGARCH model with (2)- (5), and the realized MEGARCH model with (2)- (4) and (6) (Kawaktsu-type).
As an extension of Engle and Ng (1993) , we can plot the news impact curve (NIC) via the function
whih is obtained by setting H t = Ω, U t = O, and Exp(H t ) = V in the realized MEGARCH model, where V = E(y t y ′ t ).
Bayesian Estimation

MCMC Algorithm
In this subsection, we describe the Markov chain Monte Carlo (MCMC) technique for estimating the realized MEGARCH model. For this purpose, we review briefly the development of MCMC method in the GARCH literature. In the univariate class, Geweke (1989) suggested the importance sampling technique for estimating ARCH models, while Bauwens and Lubrano (1998) , Kim, Shephard and Chib (1998), Nakatsuma (2000) , Vrontos, Dellaportas and Politis (2000) , and Mitsui and Watanabe (2003) The DRAM algorithm combines two ideas in the MCMC literature: adaptive Metropolis samplers (Haario et al. 1999 (Haario et al. , 2001 ) and delayed rejection (Tierney and Mira, 1999; Green and Mira, 2001; Mira 2002 ). The adaptive Metropolis sampler is based on the idea to create a Gaussian proposal distribution with a covariance matrix calibrated using the sample path of the MCMC chain. The basic idea of the delayed rejection is that, upon rejection in a Metropolis-Hastings algorithm, instead of advancing time and retaining the same position, a higher stage move is proposed to improve efficiency of the resulting MCMC estimators. We can apply the DRAM algorithm to various univariate and multivariate conditional volatility models.
We explain the delayed rejection and the adaptive Metropolis-Hastings algorithm of the DRAM algorithm of Haario et al. (2006) . For the delayed rejection part, suppose the current position of the Markov chain is θ n = θ. As in a regular Metropolis-Hastings, a candidate move, θ
c , is generated from a candidate generating density, q 1 (θ, ·) and accepted with the usual probability
c ) = min
c ) When it is rejected, instead of retaining the same position, θ n+1 = θ, as we would do in a standard MetropolisHastings, a second stage move, θ
c , is proposed. The second stage proposal is allowed to depend not only on the current position of the chain but also on the rejected proposal: q 2 (θ, θ
c , ·).
The second stage proposal is accepted with probability α 2 (θ, θ
, where
c )]. This process of delaying rejection can be iterated. If q i denotes the proposal density at the i-th stage, the acceptance probability at that stage is given by α i (θ, θ
c , θ
As shown in Mira (2001) , the process of delaying rejection can be interrupted at any stage. In our analysis, we try at most 5 times to move away from the current position, otherwise we let the chain stay where it is.
Now we turn to the explanation of the adaptive Metropolis-Hastings algorithm. The basic idea is to create a Gaussian proposal distribution with a covariance matrix calibrated using the sample path of the MCMC chain. Following Haario et al. (2006) , when the current position is θ n = θ n , we consider the proposal distribution with the multivariate normal distribution with mean θ and covariance matrix defined by:
where s p = 2.4 2 /p, p is the dimension of θ, and Cov creates the sample covariance matrix. In our analysis, we set n 0 = 2, 000. Combining the two approaches, Haario et al. (2006) showed the ergodicity of the DRAM algorithm. 
Bayesian Estimation of Realized MEGARCH Models
with
) ,
We assume the multivariate (truncated) normal distribution for the prior distribution:
where S(Φ) is the region in which Φ satisfies the stationary condition,
and 1 m is the m-dimensional vector of ones.
With the prior distribution p(θ), we consider the joint posterior distribution:
which is proportional to the prior density times the joint density. To obtain the posterior quantities of the parameters from the posterior distribution, we implement the MCMC algorithm:
1. Initialize θ.
2. Generate θ|Y , X by the DRAM algorithm.
Go to
Step 2.
For the implementation issues, we discard the first 5,000 samples as the burn-in and use the subsequent 10,000 samples for estimation. We also set S 0 as the asymptotic covariance matrix of the ML estimates of the realized MEGARCH model, and draw an initial value of θ from a multivariate normal distribution with the mean of their corresponding values of prior distribution and the covariance matrix, S 0 .
Illustration with Simulated Data
We generated T = 1, 000 observations for the bivariate (m = 2) realized MEGARCH model (2)-(5), with parameter values listed in Table 1 , which also shows the ML and Bayesian MCMC results.
For the Bayesian MCMC results, the posterior means are computed by averaging the simulated draws; The 95% credible intervals are calculated using the 2.5th and 97.5th percentiles of the simulated draws. P -value is for the convergence diagnostics suggested by Geweke (1992) , in which the test statistic approaches to the standard normal distribution if the corresponding Markov chain is stationary for the retained 10,000 samples. P -values indicate that all series converge after discarding the first 5,000 samples. Compared wth the ML estimates, the posterior means are close to the ML estimates. The 95% credible intervals are wider than the 95% confidence interval for the data set. The acceptance rate for the DRAM algorithm is 0.9435, which is close to 1 due to the delayed rejection part of the DRAM. Figure 1 shows the estimated posterior densities for (ω 11 , ω 21 , ω 22 , ϕ 11 , ϕ 21 , ϕ 22 ). Except for ϕ 11 , the estimated desnities are far from the normal distribution with the same mean and variance.
As shown by Vrontos et al. (2003) and Asai (2006) , the posterior densities for the GARCH class model are generally non-normal. Figure 2 illustrates the news impact curve, which shows effects from ith return to the (i, j)th element of the one-step ahead conditional covariance matrix (i, j = 1, 2), given by equation (7). As a feature of the MCMC technique, we obtain its posterior mean and 95% interval simultaneously.
For the specification with the data set, the effects from the ith return (i = 1, 2) on its own conditional variance draws asymmetric curves, while the effects on other conditional variance give (nearly) flat lines. The effects on conditional co-volatility give asymmetric curves, but they are negligible when the impacts are positive.
Empirical Analysis
Three stocks traded on the New York Stock Exchange are selected, namely: Bank of America (BAC), General Electric (GE), and International Business Machines (IBM). Based on the vector of returns for the m = 3 stocks computed for a 1-minute interval of trading day at t between 9:30 am and 4:00 pm, we calculated the daily values of the estimates of integrated co-volatility matrix, via the approach of Koike (2016) . The estimator of Koike (2016) is robust to jumps and microstructure noise, and has an ability to handle asynchronicity of the times at which transactions are recorded. As in Asai and McAleer (2017) , we modify the estimator of Koike (2016) to guarantee the positive definiteness of the covariance matrix, by the threshold method of Bickel and Levina (2008) . We denote the estimate of integrated co-volatility matrix at dat t as C t , giving X t = Log(C t ). The sample period starts at August 31, 2006, and ends on October 26, 2012, giving 1500 observations. We also calculated the corresponding return vector, y t .
The sample is divided into two periods. The first 1000 observations cover the bankruptcy of Lehmann Brothers (September 15, 2008 ) and the Greek government requesting an initial loan from the EU (April 23, 2010) . The former is the start of the global financial crisis, while the latter is the beginning of the European debt crisis. The last 500 observations are used for forecasting. Table 2 presents the descriptive statistics of the returns, volatility ad co-volatility. The empirical distribution of the returns is heavily skewed to the left and is highly leptokurtic. Regarding volatility and co-volatility, they are skewed to the right, with evidence of heavy-tails in all series. Using the return, volatility and co-volatility for three stocks, we estimated two kinds of realized MEGARCH models: one is based on the asymmetric function (5), while the other is based on (6).
To compare these models, we also estimate two MEGARCH models (2) and (4), with U t = O and G(ε) defined by (5) or (6), respectively. As a benchmark model, we use the BEKK model of Baba et al. (1987) and Engle and Kroner (1995) :
where H t is the conditional covariance matrix, A and B are m × m square matrices, Ω is an m-dimensional positive definite matrix. The specification is known as the 'variance targeting' BEKK model (see Laurent, Rombouts, and Violante (2012) ). Table 3 presents diagnostic results for the MCMC methods for estimating the five models. The acceptance rate is close to one for the delayed rejection of the DRAM algorithm. The minimum of thw P -values diagnostics suggested by Geweke (1992) indicates that all Markov chains converged.
To compare the in-sample performance of the five models, we use the DIC (deviance information criterion) of Spiegelhalter et al. (2002) , defined by:
where C data is a constant term that depends only on the data set {Y , X}. Table 4 illustrates the asymmetric effects from GE/IBM to future co-volatility between BAC and itself.
The remaining news effects are relatively small. The results are reasonable as the financial sector is considered to be sensitive to the fluctuations of stocks in other sectors for the period which covers the GFC and EDC.
Fixing the sample size as T = 1, 000, we re-estimated all the models to obtain one-step-ahead forecasts of co-volatility matrices based on updated posterior distributions. We use C h as a proxy for the true co-volatility matrix, and define the forecast error matrix as:
where H f h is the one-step-ahead forecast at time h. We compare the five models' out-of-sample forecast root-mean-squared error (RMSE) based on the Frobenius norm of the forecast error, which is defined by
for the last 500 observations. Table 5 where c ij,t is the (i, j) element of C t . Figure 6 indicates that the forecasts of the correlation dynamics capture the realized correlation well.
For the period which covers the GFC and EDC, the empirical results show that the new realized MEGARCH model gives the best fit to the data, and the best forecasts. Between the two realized MEGARCH models, the quadratic asymmetric function provides better results, although the difference is minor.
Conclusion
The paper developed a new realized matrix-exponential GARCH (MEGARCH) model, which is an extension of univariate realized exponential GARCH model of Hansen and Huang (2016) . We considered the Bayesian MCMC estimation technique, which gives non-normal posterior distributions. Using returns and realized measures of the co-volatility matrix for three stocks traded on NYSE, we found that the realized MEGARCH models outperformed the BEKK and MEGARCH models for in-sample and out-of-sample performance. The news impact curves based on the posterior densities presented reasonable results.
The new realized MEGARCH model and Bayesian MCMC estimation open the possibility for many interesting research directions. We may develop a realized version of the BEKK model, the dynamic conditional correlation model of Engle (2002) , and the Cholesky GARCH model of Dellaportas and Pourahmadi (2012) . For these issues, we need to wait for further research on modeling the appropriate specification of the measurement equation of the realized measure of co-volatility matrix, so that its conditional and realized covariance matrices are positive definite. Note: Posterior mean (solid line) and 95% interval (dotted lines) of the news impact curve via equation (7), which measures the effect on (i, j)th element of co-volatility matrix by the impact of kth return, where the number indicates three stocks, namely, (1) BAC, (2) GE, and (3) IBM.
