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RÉSUMÉ
Le caribou forestier est une espèce menacée au Canada, la principale hypothèse au
déclin des populations étant l’intensification de la prédation provoquée par les perturba-
tions anthropiques du paysage. Afin de faire face à cette situation, il est nécessaire d’étu-
dier et comprendre l’impact de l’environnement sur les interactions prédateur-proies
entre le caribou et le loup, ainsi qu’avec l’orignal, qui est sa principale proie alternative.
Pour cela, cette thèse présente la conception d’un modèle centré sur l’individu des dépla-
cements de ces trois espèces en fonction de leur environnement, dont résulteront les in-
teractions prédateur-proies. Afin de permettre l’application de ce modèle sur de longues
périodes, et donc pour un environnement changeant, une méthodologie a été dévelop-
pée, qui s’articule atour de deux aspects principaux. Tout d’abord, la notion de niveaux
d’émergence est introduite, permettant d’ordonner les comportements observables du
système selon leurs interdépendances, afin de choisir comme trait du modèle un com-
portement correspondant au domaine d’applicabilité visé. Ordonner les comportements
selon leurs niveaux d’émergence permet également d’identifier la redondance entre les
patrons, qui peut être à l’origine d’un phénomène de sur-apprentissage lorsqu’ils sont
utilisés lors de la calibration. Dans un second temps, un nouveau protocole pour la
calibration et la validation du ou des traits choisis à l’aide des niveaux d’émergence,
nommé réplication de système basé sur l’individu (Individual Based System Replica-
tion - IBSRtion) est également présenté. Ce protocole met l’emphase sur la modélisation
directe, contrairement au principal protocole existant, la modélisation orientée patrons
(Pattern Oriented Modelling - POM), et permet une approche empirique en générant
artificiellement des données non disponibles ou ne pouvant être récoltées par des études
de terrains. IBSRtion a également l’avantage de pouvoir être intégrée dans POM, afin
de contribuer à la création d’une méthodologie universelle pour la conception de mo-
dèles centrés sur l’individu. Le processus de conception de ce modèle aura entre autre
permis de faire une synthèse des connaissances et d’identifier certaines lacunes. Une
étude visant à palier le manque de connaissances satisfaisantes sur les réponses com-
portementales à court-terme des proies face au risque de prédation a notamment permis
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d’observer que celles-ci sont une combinaison de comportements chroniques et éphé-
mères, et que les mécanismes qui en sont à l’origine sont complexes et non-linéaires.
Le résultat de ce travail est un modèle complexe utilisant de nombreux sous-modèles,
et calibré de façon empirique, applicable à une grande variété d’environnements. Ce
modèle a permis de tester l’impact de l’enfeuillement sur les relations prédateur-proies.
Des simulations ont été effectuées pour différentes quantités d’enfeuillement, suivant
deux configurations spatiales différentes. Les résultats de simulation suggèrent que des
plans d’aménagement considérant également l’habitat de l’orignal pourraient être béné-
fiques pour le caribou forestier, car ils permettraient d’améliorer la ségrégation spatiale
entre les deux espèces, et donc entre le caribou et le loup. En le couplant avec un mo-
dule de naissances et de morts naturelles ainsi qu’un modèle d’évolution du paysage, ce
modèle permettra par la suite d’évaluer l’impact de plans d’aménagement forestier sur
la viabilité des populations de caribou forestier.
Mots clés: modèles centrés sur l’individu, relations prédateur-proies, déplace-
ments animaliers, réponse comportementale, fonctions de sélection de pas, niveaux
d’émergence, modélisation orientée patrons, Rangifer tarandus caribou, Canis lu-
pus, Alces alces.
ABSTRACT
Forest-dwelling woodland caribou are considered threatened in Canada. The main
hypothesis to the decrease of populations is the intensification of predation provoked
by anthropogenic perturbations in the landscape. To deal with this situation, it is nec-
essary to study and to understand the impact of the environment on the predator-prey
interactions between the caribou and the wolf, and with the moose, its main alternative
prey. In this perspective, this thesis presents the design of an individual-based model
of displacements of these three species with respect to their environment, from which
the predator-prey interactions will result. To allow for the application of this model
for long periods of time, i.e. for changing environments, a methodology has been de-
veloped, which is based on two key points. First, the notion of levels of emergence
is introduced, allowing to order the different observable comportments of the system
according to their inter-dependencies, to help with choosing a trait of the model corre-
sponding to the intended domain of applicability. Ordering the comportments according
to their levels of emergence also permits to identify redundancy between patterns, which
can lead to over-fitting when they are used for calibration. Second, a new methodology
for calibration and validation of the trait(s) chosen by means of the levels of emergence
framework is also presented, named Individual Based System Replication (IBSRtion).
This protocol emphasizes forward modelling, contrary to the main existing methodol-
ogy, Pattern Oriented Modelling (POM), and allows to use an empirical approach by
artificially generating data that are unavailable or that cannot be obtained by means of
field studies. IBSRtion can also be integrated into POM, to contribute to the establish-
ment of a universal methodology for the design of individual based models. The design
process of this model allowed for a synthesis of existing knowledge and to point out
some gaps. More specifically, a study conducted to deal with the lack of sufficient in-
formation on the short-term response of prey to predation risk allowed to observe that
their behavioural responses to prior presence of predators are a combination of chronic
and ephemeral behaviours, and that the mechanisms that produce them are complex and
non-linear. The outcome of this work is a complex model, using many sub-models,
vi
and calibrated in an empirical fashion, that can be applied to a wide variety of environ-
ments. This model allowed to test the impact of the encroachment of deciduous trees on
predator-prey relations. Simulations have been run for different quantities of encroach-
ment, according to two different spatial configurations. Simulation results suggest that
management plans taking into account the moose’s habitat might benefit woodland cari-
bou, because they could increase spatial segregation between the two species, and thus
between caribou and wolf. Coupling this model with a module of birth and natural
death, along with a model of landscape transformation, would allow the assessment of
the impact of different forest management plans on the viability of woodland caribou
populations.
Keywords: individual-based models, predator-prey relationships, animal move-
ments, behavioural response, step selection functions, levels of emergence, pattern
oriented modelling, Rangifer tarandus caribou, Canis lupus, Alces alces.
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INTRODUCTION
Le déclin des populations de caribou forestier (Rangifer tarandus caribou) partout
au Canada lui a valu le statut d’espèce menacée dans la forêt boréale canadienne (Co-
mité sur la Situation des Espèces en Péril au Canada, 2008), et d’espèce vulnérable au
Québec (Ministère des Ressources Naturelles et de la Faune (MRNF), 2010). Une forte
corrélation a été observée entre l’avancée du front de coupe forestière et celle de la limite
sud de la zone d’occupation du caribou forestier (Schaefer, 2003), laissant supposer que
les perturbations anthropiques sont la principale cause de ce déclin.
Les coupes forestières ont un impact direct sur les populations de caribou fores-
tier, car elles entraînent une diminution et une fragmentation de leur habitat, et par le
bruit qu’elles génèrent. Elles ont également un impact indirect sur les populations de
caribou forestier en augmentant la prédation par le loup (Canis lupus) à travers diffé-
rents mécanismes (Bergerud, 1974). La survie du caribou forestier est moins importante
dans les zones sujettes aux activités de coupes forestières, malgré le fait que la capa-
cité reproductrice des femelles est constante, signifiant que les ressources ne sont pas
limitantes (Courtois et al., 2007). Ceci suggère que ces mécanismes de contrôle par le
haut des populations de caribou forestier sont probablement primordiaux pour le futur
de cette espèce. Les coupes forestières s’accompagnent en effet notamment de la créa-
tion de routes qui, en plus de fragmenter l’habitat du caribou forestier, permettent aux
loups de se déplacer de façon plus efficace dans leur territoire, ce qui empêche le ca-
ribou d’être séparé spatialement de son prédateur (James and Stuart-Smith, 2000). Les
coupes forestières favorisent également le mécanisme de compétition apparente (DeCe-
sare et al., 2010). La forêt en régénération qui suit une coupe forestière se traduit par un
enfeuillement, et fournit un habitat favorable à d’autres espèces d’ongulés, notamment
l’orignal (Alces alces) (Courtois et al., 1998). La prolifération de l’orignal se traduit
par une augmentation de l’abondance du loup, dont il est la proie principale, ce qui
a pour conséquence un accroissement de la pression de prédation. En plus de l’abon-
dance de l’enfeuillement, la configuration spatiale des habitats des proies alternatives
du caribou par rapport au sien est également un facteur important dans le mécanisme de
2compétition apparente, puisqu’il peut empêcher les différentes espèces d’être spatiale-
ment ségréguées, et donc être nuisible au caribou. Ces mécanismes ont notamment été
observés en Colombie Britannique (Wittmer et al., 2007), ainsi qu’en Alberta (James
et al., 2004).
Les solutions proposées afin de favoriser le maintien des populations de caribou
forestier se basent principalement sur l’établissement de grands massifs forestiers in-
terconnecté, afin de permettre au caribou de se séparer spatialement de ses prédateurs
(Seip, 1998; Courtois et al., 2004; Basille et al., 2011). Bien que certaines caractéris-
tiques aient été recommandées pour ces massifs de protection, l’impact à long terme de
telles mesures sur les populations de caribou est extrêmement difficile à évaluer, étant
donné la complexité du système réel. À cause des différentes interactions entre les trois
espèces sus-citées ainsi qu’avec leur environnement, ce système contient en effet des
boucles de rétroaction qui le rendent complexe et non linéaire. Par exemple, une aug-
mentation de la concentration de caribous forestiers et de loups a été observée dans
les corridors reliant différents massifs de protection (Seip, 1998). De plus, la stratégie
du caribou forestier pour éviter son prédateur est de sélectionner des vieilles forêts de
conifères matures, dans le but de s’éloigner du loup (James et al., 2004), ce qui sug-
gère que la configuration spatiale de l’environnement a un impact important sur leurs
interactions.
Afin de pallier ce problème, je propose de concevoir un modèle centré sur l’individu
spatialement explicite des déplacements du caribou forestier, du loup et de l’orignal. Un
modèle centré sur l’individu représente de façon explicite des comportements simples
au niveau des individus, qui permettent de faire émerger naturellement des compor-
tements complexes et non linéaires au niveau du système global. Dans ce modèle, les
déplacements des individus sont modélisés de façon explicite et dépendent de l’environ-
nement, ainsi que des individus des autres espèces, mais également de leur propre état
interne, ainsi que de leurs actions passées. Les processus modélisant les déplacements
permettront de faire émerger la répartition spatio-temporelle des trois espèces, et, par
conséquent, les événements de prédation qui en résultent. En couplant ce modèle avec
un modèle d’évolution du paysage, ainsi qu’avec un modèle démographique, il sera pos-
3sible de tester différents plans d’aménagement et d’évaluer leurs impacts à long terme
sur le changement d’abondance des populations de caribou forestier, ce qui ne peut être
fait dans le système réel étant donné la situation précaire de cette espèce, ainsi que les
échelles spatiale et temporelle considérées.
Le chapitre 1 fournit les informations générales relatives au système étudié. Dans un
premier temps, le comportement et les caractéristiques des trois espèces d’intérêt sont
détaillés. Dans un deuxième temps, il est expliqué pourquoi la modélisation centrée sur
l’individu est un outil approprié pour l’étude d’un tel système. Le processus de concep-
tion d’un modèle centré sur l’individu ainsi que le principal protocole accepté par la
communauté scientifique, la modélisation orientée patrons (Pattern Oriented Modelling
- POM ; Wiegand et al., 2003; Grimm et al., 2005; Grimm and Railsback, 2012) sont
ensuite décrits. Enfin, une revue de littérature des différents modèles existants reliés à
la problématique est présentée.
Les chapitres 2 à 5 correspondent à des articles publiés (chapitre 2), soumis (cha-
pitres 3 et 4), ou préparés en vue d’une soumission prochaine (chapitre 5) dans des
revues scientifiques inernationales avec révision par les pairs. Je suis premier auteur sur
chaque article, étant l’initiateur de l’idée principale et ayant conçu et effectué les ana-
lyses qui y sont décrites. Les co-auteurs ont participé aux articles de diverses manières,
notamment en m’aidant à trouver les analyses les plus pertinentes, en participant à la
discussion des résultats, et en les révisant afin d’en améliorer la qualité. Les chapitres 2
et 3 sont des articles portant sur la méthodologie permettant la conception de modèles
centrés sur l’individu. Plus spécifiquement, le chapitre 2 introduit certains concepts per-
mettant de faire face au problème de manque de données, et permettant également de
concevoir des modèles de façon plus robuste. Le chapitre 3 introduit un nouveau pro-
tocole nommé Réplication de Système Centrée sur l’Individu (Individual Based System
Replication - IBSRtion), permettant de paramétrer un modèle centré sur l’individu de
façon empirique directement à partir des données tout en gardant sa capacité de généra-
lisation, ce qui accélère notamment la calibration et la rend plus robuste par rapport aux
techniques existantes. IBSRtion peut également être incorporé dans POM, afin de four-
nir un protocole global plus efficace pour la conception, la calibration et la validation
4d’IBM. Le chapitre 4 étudie la réaction dynamique des proies par rapport au passage
récent d’un loup. Cette étude a été tout d’abord réalisée car cet aspect devait être in-
tégré dans le modèle, et les études existantes dans la littérature ne le permettaient pas
de manière satisfaisante. Elle a également permis de mettre en avant l’importance de
la relation entre les réponses éphémères et chroniques au risque de prédation. Enfin, le
chapitre 5 décrit le modèle en détails, en incluant les différents sous-modèles ainsi que
les résultats de calibration et de validation, obtenus à l’aide du protocole IBSRtion, et
illustre les applications possibles du modèle à l’aide de scénarios simples. Notons que
l’application du protocole IBSRtion est illustrée dans l’article correspondant au chapitre
3 à l’aide d’une annexe détaillant une partie du modèle. Étant donné que cette descrip-
tion est également incluse dans le chapitre 5, cette annexe a été supprimée de cette thèse
et les références qui y renvoyaient ont été remplacées par des références au chapitre
5. Notons également que le modèle de changement d’abondance à long terme des po-
pulations n’est pas considéré dans cette étude, et continuera d’être développé dans des
travaux futurs, comme expliqué dans la conclusion. Cependant, un modèle de planifi-
caiton des routes, un modèle de transition du couvert forestier basé sur avis d’expert,
un modèle de création de routes et de coupes, ainsi qu’un module démographique pour
l’IBM ont également été développés au cours de ce doctorat. Les principes sur lesquels
ils se basent sont présentés en annexe I.
Le travail que j’ai effectué au cours de ce doctorat devrait donc permettre à la com-
munauté de la modélisation centrée sur l’individu de concevoir des modèles plus ro-
bustes, ce qui permettra d’améliorer la confiance de la communauté scientifique en gé-
néral à leur sujet. Le nouveau protocole introduit ici a permis de concevoir un modèle
plus complexe que la majorité des modèles existants dans la littérature, et ce de fa-
çon empirique pour permettre une application à une problématique réelle. Le processus
de création du modèle a également mené à effectuer une étude poussée en écologie
comportementale sur les relations prédateur-proies afin de combler une lacune concer-
nant un comportement devant être implémenté dans le modèle. Le modèle a finalement
permis de tester l’impact de l’enfeuillement sur les relations prédateur-proies. Des si-
mulations ont été effectuées pour différentes quantités d’enfeuillement, suivant deux
5configurations spatiales différentes. Les résultats de simulation suggèrent que des plans
d’aménagement considérant également l’habitat de l’orignal pourraient être bénéfiques
pour le caribou forestier, car ils permettraient d’améliorer la ségrégation spatiale entre
les deux espèces, et donc entre le caribou et le loup.
CHAPITRE 1
MISE EN CONTEXTE
1.1 Description des espèces étudiées et leurs relations
1.1.1 Le caribou forestier
1.1.1.1 Taxonomie
Le caribou d’Amérique du Nord et le renne d’Europe appartiennent à une seule
et même espèce (Rangifer tarandus). Cependant, il existe plusieurs sous-espèces, dont
le nombre varie selon les auteurs (Courtois et al., 2001b, 2003). La classification la
plus largement acceptée est celle de Banfield (1961), selon laquelle quatre sous-espèces
de caribous peuvent être différenciées : le caribou de l’Alaska, aussi appelé caribou de
Grant (Rangifer tarandus granti), le caribou des Territoires du Nord-Ouest continentaux
et de l’île de Baffin (Rangifer tarandus groenlandicus), le caribou de Peary (Rangifer
tarandus pearyi), et le caribou des bois (Rangifer tarandus caribou).
Au Québec, seul le caribou des bois est présent. Il se divise à son tour en trois
écotypes distincts, soient : l’écotype toundrique, l’écotype montagnard, et l’écotype fo-
restier, différenciés par l’habitat qu’ils fréquentent. Ces écotypes sont cependant parfois
reconnus comme des sous-espèces différentes, en raison de leurs différences génétiques
(Courtois et al., 2001a).
1.1.1.2 Dynamique de populations
Les femelles caribous donnent naissance à un faon par an, avec un taux de concep-
tion avoisinant les 100 % (Courtois et al., 2002). Cependant, les faons sont sujets à de
forts taux de mortalité, principalement à cause de la prédation. Le maintien des hardes
nécessite un taux de survie des faons d’au moin 15 % à la fin de l’hiver, ainsi qu’une
densité de 6 caribous pour 100 km2 (Bergerud, 1996). Au Québec, le recrutement du
caribou forestier serait de 10 à 15 %, mais le taux de mortalité annuel dépasserait ces
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tuellement, la densité de caribou forestier dans la Côte-Nord serait de 1 à 2 individus
pour 100 km2 (Courtois et al., 2002).
Historiquement, la mortalité du caribou forestier est principalement due à la chasse
et à la prédation. Aujourd’hui, la chasse sportive est interdite, et ce depuis 2001. Le
caribou est particulièrement sensible à la prédation, principalement par le loup (Canis
lupus), en raison de sa petite taille qui l’empêche de se défendre efficacement, ainsi que
de son faible taux de recrutement, et du fait qu’il ne sélectionne pas des milieux très
inhospitaliers qui le sépareraient de ses prédateurs (Courtois et al., 2001b). Une densité
de loups de 0.65 individus pour 10 km2 semble être la limite pour que les populations
de caribou puissent se maintenir (Boertje et al., 1996). D’autres prédateurs peuvent
également avoir un impact sur les faons, notamment l’ours noir (Ursus americanus), le
coyote (Canis latrans), le carcajou (Gulo gulo), le lynx (Lynx canadensis), le cougar
(Felis concolor) et l’aigle royal (Aquila chrysaetos). Les autres causes éventuelles de
mortalité, telles que les collisions avec des véhicules, les maladies et parasites, et le
dérangement dû aux activités anthropiques, sont marginales (Courtois et al., 2001b).
1.1.1.2.1 Compétition apparente Une forte abondance d’orignaux dans une zone
occupée par le caribou, bien que ces deux espèces ne soient pas en compétition pour
les mêmes ressources, est néfaste pour le caribou, car elle s’accompagne généralement
d’un risque de prédation par loup élevé (Wittmer et al., 2007). Cette situation se nomme
compétition apparente, et mène généralement à l’extinction de l’espèce la plus sensible
(Holt, 1984; Bonsall and Hassell, 1997; Wittmer et al., 2005; DeCesare et al., 2010),
dans ce cas le caribou. Les prédictions de survie de caribous forestiers semble égale-
ment concorder avec l’hypothèse de compétition apparente dans des régions soumises à
l’exploitation forestière (Wittmer et al., 2007). Ceci serait dû au fait que certaines proies
alternatives, notamment l’orignal, préfèrent les forêts en début de succession, caractéri-
sées par un fort enfeuillement, à cause des ressources qu’elles leur fournissent.
81.1.1.3 Alimentation
Le caribou forestier se nourrit principalement de lichens terrestres en hiver (Cladina
spp., Cladonia spp., Cetraria spp., Parmelia spp.), et de plantes ligneuses en été (Betula
papyrifera, Populus tremuloïdes, Prunus pensylvanica, Salix spp., Amelanchier spp.,
Larix laricina, Alnus spp., Vaccinium spp.). Il se nourrit également, dans une moindre
mesure, de lichens arboricoles (Alectoria spp., Bryoria spp., Evernia, spp., Usnea spp.)
et, au printemps, de prêles (Equisetum spp.) et de trèfle d’eau (Menyanthes trifolium)
dans les tourbières (Courtois et al., 2003). En hiver, le caribou forestier peut creuser
des cratères dans la neige de 120 cm de profondeur afin de trouver du lichen, qu’il
repère grâce à des indices olfactifs ou visuels (Courtois et al., 2003). Étant donnée la
production annuelle de lichen terrestre, la forêt boréale devrait pouvoir supporter entre
4.1 et 7.7 caribous pour 100 km2, ce qui représente trois à cinq fois plus d’individus que
les valeurs actuelles (Courtois et al., 2002). Cette ressource n’est donc pas limitative
pour le caribou forestier.
1.1.1.4 Habitat
Au Canada, le caribou forestier vit principalement entre le 50e et le 55e parallèle.
Au Québec, il se situe surtout dans deux secteurs : au Sud et à l’Est de la Baie James
d’une part, et au nord-est du Lac Saint-Jean et sur la Côte-Nord d’autre part, soit entre
le 49e et le 55e parallèle. Deux hardes de moindre importance se retrouvent également
dans les régions du Charlevoix et d’Abitibi (Courtois et al., 2001b).
La sélection d’habitat par le caribou forestier à l’échelle du paysage serait dûe à
un compromis entre l’évitement des prédateurs et de proies alternatives, et les com-
portements liés à l’alimentation (Mahoney and Virgl, 2003). Ces facteurs permettraient
également d’expliquer la variation de sélection d’habitat selon la période de l’année
(Courtois et al., 2001b). Le caribou forestier sélectionne principalement forêts de coni-
fères matures à lichen en hiver et au printemps, et les forêts de conifères denses en été
(Courbin et al., 2009), probablement car elles offrent une protection contre la prédation
(O’Brien et al., 2006; Wittmer et al., 2007) et les autres ongulés (Fortin et al., 2005a),
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portants de la diète hivernale du caribou forestier (Johnson et al., 2001; Courtois et al.,
2004). Au contraire, le caribou forestier évite les coupes récentes, les milieux en régéné-
ration, et les routes (Mahoney and Virgl, 2003; Courbin et al., 2009), ce qui permettrait
de minimiser les risques de contact avec les prédateurs, et notamment le loup (James
and Stuart-Smith, 2000; Rettie and Messier, 2000).
À plus grande échelle, la sélection du paysage semble toutefois dépendre de la dis-
ponibilité en certains éléments spécifiques, tels que la quantité de conifères, ou de pro-
cessus géographiques exogènes, tels que le climat (Fortin et al., 2008). La sélection
du paysage est associée de façon positive à l’accessibilité aux plans d’eau, et aux ma-
récages gelés, où le vent empêche l’accumulation de neige, réduisant ainsi les risques
de prédation durant l’hiver, leur surface gelée offrant un milieu ouvert qui facilite la
détection des prédateurs (Ferguson and Elkie, 2004; Mysterud and Østbye, 1999). La
disponibilité de forêts de conifères matures semblent également être un facteur impor-
tant dans la distribution à grande échelle du caribou forestier (Fortin et al., 2008). Au
contraire, les environnements résultants de la fragmentation du paysage, naturelle ou
anthropique, sont associés de façon négative à la distribution du caribou forestier. Ainsi,
celui-ci évite les forêts de début de succession, incluant les forêts ayant été soumises à
un feu ou à une exploitation anthropique (Wittmer et al., 2007). Le feu réduit notam-
ment la disponibilité en lichen (Terry et al., 2000). Les coupes forestières réduisent la
biomasse de nourriture tout en augmentant les risques de prédation (Vors et al., 2007).
Le caribou évite également les routes (Dyer et al., 2002; Mahoney and Virgl, 2003;
Apps and McLellan, 2006), celles-ci favorisant les déplacements des prédateurs (James
and Stuart-Smith, 2000) et des chasseurs (Bergerud, 1974).
1.1.1.5 Variations saisonnières
Une approche de groupement basée sur des patrons d’utilisation de l’espace d’in-
dividus marqués à l’aide de colliers GPS a permis d’identifier six saisons biologiques
différentes au cours de l’année (Basille et al., 2012) : l’hiver (du 28 décembre au 16
avril), la dispersion printanière (du 16 avril au 22 mai), la saison de pré-mise-bas (du 22
10
au 28 mai), la saison de mise-bas (du 28 mai au 3 août), la fin de l’été (du 3 août au 18
septembre), et l’automne (du 18 septembre au 28 décembre).
Les comportements sociaux du caribou forestier varient également au cours de l’an-
née (Courtois et al., 2003). Pendant la période du rut, à l’automne, les caribous se ras-
semblent en petits groupes de 2 à 23 individus généralement, mais pouvant atteindre 50
à 60 individus. Cette situation perdure en hiver, mais la taille des groupes diminue lors
de la dispersion printanière et se situe entre 7 et 12 individus. Lors de la mise bas, les
individus s’isolent ou restent en petits groupes familiaux de 1 à 3 individus afin de se
protéger contre la prédation.
1.1.2 L’orignal
1.1.2.1 Taxonomie
Il existe une seule espèce d’orignal dans le monde (Alces alces) se subdivisant en
quatre sous-espèces en Amérique du Nord : l’orignal de Shiram (Alces alces shirasi),
aussi appelé orignal de Yellowstone, l’orignal oriental (Alces alces americana), aussi
appelé orignal de la Taïga, l’orignal du Nord-Ouest (Alces alces andersoni), et l’orignal
de l’Alaska/Yukon (Alces alces gigas), aussi appelé orignal toundrique (Franzmann and
Schwartz, 1997). Ces quatre sous-espèces ont des répartitions géographiques relative-
ment distinctes, et seul l’orignal oriental vit au Québec.
1.1.2.2 Dynamique de population
Les densités d’orignaux sont disparates en Amérique du Nord (Van Ballenberghe
and Ballard, 1997). Dans la péninsule Québec-Labrador, la densité d’individus peut
varier de 3 à 190 individus / 100 km2 (Crête and Manseau, 1996).
Chaque année, une femelle orignal met bas à un ou deux veaux. Le taux de gros-
sesses peut varier de 60 à 100 % selon les études, mais est souvent supérieur à 85 %
(Schwartz, 1997). Le pourcentage de grossesses résultant en des jumeaux est variable,
et est corrélé avec la qualité de l’habitat et de la relation entre chaque population et
la capacité de support de leurs habitats. Des observations à long terme sur un groupe
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d’orignaux en captivité ont montré un taux de production de veaux de 1.5 à 1.9 veaux
par femelle par an.
Le taux de mortalité de l’orignal montre des variations importantes en fonction de
l’âge des individus. Les individus les plus sensibles sont les veaux pendant leur première
année, et les individus âgés, alors que les jeunes adultes montrent un taux de mortalité
très bas (Van Ballenberghe and Ballard, 1997). La prédation est le principal facteur
de mortalité chez les nouveaux nés. Pendant les six premiers mois, un veau est très
vulnérable à la prédation par le loup et par l’ours. Les six mois suivants, il est vulnérable
à la prédation par le loup et à la chasse. Une fois la première année passée, la taille et la
corpulence des individus les protègent contre la prédation, surtout dans les zones où le
grizzly est absent (Ballard and Van Ballenberghe, 1997), comme au Québec, et la chasse
devient le principal facteur de mortalité.
1.1.2.3 Alimentation
Renecker and Schwartz (1997) ont répertorié toutes les ressources consommées par
l’orignal. Il apparaît que celui-ci mange en très grande majorité des arbres et arbustes
(ramilles et feuilles) et, dans une moindre mesure, des herbes non graminéennes. Les
autres sources d’alimentation sont négligeables en comparaison. Cependant, les auteurs
avancent le fait que la consommation en feuilles mortes tombées sur le sol est probable-
ment sous-estimée. Leurs résultats montrent d’ailleurs une consommation importante
de cette ressource dans une des études répertoriées, bien qu’elle soit absente des autres
études.
Les proportions selon lesquelles ces différentes ressources sont consommées va-
rient au cours de l’année. Si les arbres et arbustes représentent presque l’intégralité de
l’alimentation de l’orignal en hiver et au printemps, les plantes non graminéennes re-
présentent au moins 10 % de son alimentation en automne et en été, pouvant même aller
jusqu’à 71 % pour une étude effectuée en Utah (Renecker and Schwartz, 1997).
La forte concentration en sodium des plantes aquatiques a été fréquemment utilisée
afin d’expliquer leur consommation dans des quantités importantes par l’orignal (Be-
lovsky and Jordan, 1981; Fraser et al., 1984; Jordan, 1987). L’orignal a en effet des
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besoins en sodium qu’il ne peut pas combler par une alimentation basée sur plantes ter-
restres uniquement, qui permettraient de combler 7 à 14% des besoins en sodium d’un
animal. La forte concentration en protéines des plantes aquatiques pourrait également
expliquer cette consommation (Tischler, 2004).
1.1.2.4 Habitat
L’orignal vit uniquement dans l’hémisphère Nord, dans une bande correspondant à
la présence de la forêt boréale dominée par l’épinette, le sapin et le pin, et où le feu
est le facteur principal d’arrangement des communautés végétales (Karns, 1997). Les
facteurs limitant la répartition géographique de l’orignal sont la nourriture et le couvert
forestier au Nord, et le climat au Sud.
L’orignal sélectionne son habitat principalement en fonction de la disponibilité des
ressources, ce qui expliquerait la variation de l’habitat au cours de l’année (Peek, 1997).
Il sélectionne notamment les milieux élevés ouverts et les zones aquatiques fournissant
le meilleur fourrage au début de l’été, puis les milieux fermés au cours de l’été, en raison
de la modification de la qualité des plantes. En automne, après le rut, et en hiver, l’ori-
gnal utilise de façon intensive les milieux ouverts, en raison de l’importante biomasse
d’arbustes. Les milieux fermés sont à nouveau utilisés à la fin de l’hiver. Ce patron gé-
néral d’utilisation de l’habitat proviendrait d’un compromis entre la disponibilité des
ressources et l’évitement de fortes profondeurs de neige et du risque de prédation (Dus-
sault et al., 2005b) et peut être influencé par plusieurs facteurs, comme le rut, la mise
bas, les prédateurs, la présence de cerf de virginie (Odocoileus virginianus, L.) porteur
du vers des méninges, la compétition inter-spécifique, la profondeur de neige, ou encore
la densité de la population (Peek, 1997), ainsi que la présence de faons (Dussault et al.,
2005b). À l’échelle du paysage, les orignaux restent à l’écart des loups en sélectionnant
des zones recevant moins de chutes de neige, et de préférence à proximité de sources de
nourriture abondantes (Dussault et al., 2005b).
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1.1.2.5 Variations saisonnières
Selon Basille et al. (2012), le cycle annuel de l’orignal peut être divisé en quatre
saisons biologiques distinctes : l’hiver (du 12 octobre au 7 mai), le printemps (du 7 au 21
mai), la mise-bas (du 21 mai au 10 juin) et l’été (du 10 juin au 12 octobre), caractérisées
par des patrons comportementaux de déplacement et de sélection d’habitat différents.
En plus des différences de sélection d’habitat au cours de l’année, principalement
dues aux différences de disponibilité des ressources, une différence de localisation des
les domaines vitaux en fonction de l’été ou l’hiver peut être observée, selon si les condi-
tions environnementales permettent ou non de rester dans la même zone pour ces deux
saisons (Hundertmark, 1997). La saisonnalité des domaines vitaux n’est donc pas in-
trinsèque à l’espèce, mais dépend de l’environnement.
1.1.3 Le loup
1.1.3.1 Taxonomie
Aujourd’hui, on note deux espèces de loups : la plus répandue, le loup gris (Canis
lupus), est présente à travers tout le continent nord-américain et le continent eurasia-
tique, alors que la seconde espèce, le loup rouge (Canis rufus), vit sur la côte Est des
États-Unis (Nowak, 2003).
Le loup gris se divise en Amérique du Nord en cinq sous-espèces (Nowak, 1995),
dont deux vivent au Québec : le loup de l’Est (Canis lupus lycaon), dont l’aire de répar-
tition correspond à celle du cerf de virginie et le loup des plaines (Canis lupus nubilus),
dont l’aire de répartition correspond à celle du caribou et de l’orignal, plus au Nord. Les
loups présents dans la Côte-Nord appartiendraient donc à la deuxième sous-espèce, ce
que confirme Villemure (2003), pour qui la limite entre les aires de répartition des deux
sous-espèces se situe au niveau du Parc National de la Mauricie. Les autres sous-espèces
vivant en Amérique du Nord sont le loup arctique (Canis lupus arctos), le loup mexicain
(Canis lupus baileyi), et le loup du Nord-Ouest (Canis lupus occidentalis).
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1.1.3.2 Alimentation
Le loup a une diète très variable selon l’endroit où il se trouve et les proies dispo-
nibles, reflétant ainsi sa grande capacité d’adaptation (Peterson and Ciucci, 2003). Le
loup est un opportuniste, capable de changer ses habitudes d’alimentation en fonction
du contexte. En Amérique du Nord, les variations saisonnières impliquent une variabi-
lité dans les proies chassées. Les ongulés sont vulnérables au loup en hiver, à cause de
l’accumulation de neige et de l’absence de plans ou de cours d’eau comme refuge, à
cause du gel de l’eau (Peterson and Ciucci, 2003). Ils dominent donc le régime du loup
en hiver. Les juvéniles sont chassés plus fréquemment, mais contribuent globalement
moins à la diète du loup que les adultes à cause de leur biomasse moins importante.
On note une différence entre l’Ouest du Canada, où le loup subsiste grâce à un système
multi-proie pouvant contenir jusqu’à quatre ou cinq espèces d’ongulés, et l’Est du pays,
où il se nourrit principalement du cerf de virginie, ou de l’orignal lorsque le cerf est
absent (au Québec, la limite septentrionale de l’aire de répartition du cerf de Virginie
se situe approximativement au niveau du 48ème parallèle). Le taux de prédation par le
loup sur les ongulés diminue de 25% en été, par rapport à l’hiver Stahler et al. (2006).
Les auteurs expliquent cela par le fait que plus de proies sont disponibles en été, impli-
quant une modification dans la diète du loup. Cela est probablement dû également à la
moindre vulnérabilité des ongulés pendant l’été, comme expliqué précédemment.
Afin de localiser ses proies, le loup utilise les différents sens à sa disposition, ainsi
que la chance (Peterson and Ciucci, 2003). Un loup passe généralement entre 28 et
50% de son temps à se déplacer afin de localiser une proie qu’il puisse attraper et tuer.
L’odorat semble être un sens essentiel pour la chasse, bien qu’aucune étude expérimen-
tale n’ait porté sur l’importance relative des différents sens (Harrington and Asa, 2003).
L’odorat peut notamment être utilisé pour suivre des pistes au sol, ou pour détecter des
proies à distance, surtout si le vent apporte leur odeur. Les couples de loups semblent
être la combinaison la plus efficace pour parvenir à tuer une proie, alors qu’un groupe
plus important comprendra des individus moins expérimentés qui risquent de nuire au
succès de la chasse (Mech and Boitani, 2003).
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Les stratégies mises en place par les proies pour échapper au loup ont pour effet
un faible taux de succès des chasses (Mech and Peterson, 2003). Il dépend également
d’une multitude de facteurs, comme la saison, l’heure de la journée, le temps, le terrain,
l’expérience du prédateur, le nombre de proies, leur âge, leur sexe, etc. La majorité des
études sur le taux de succès des chasses par le loup a été effectuée en hiver, lorsque celui-
ci est maximum pour les proies de grandes tailles. Le taux de succès ne dépasse pourtant
pas 56%, que l’on considère le rapport au nombre d’individus chassés au nombre de
chasses (une chasse pouvant être dirigée sur un ensemble d’individus).
1.1.3.3 Dynamique de population
Les loups en liberté peuvent se reproduire à partir de 2 ans, sauf cas particuliers
(Fuller et al., 2003). Cet âge peut varier en fonction de certaines conditions, comme
notamment la densité d’individus ou la disponibilité des proies. Bien que toutes les
femelles soient capables de se reproduire, généralement une seule femelle met bas à
chaque année. Une portée comporte en moyenne 5 ou 6 louveteaux. La survie des louve-
teaux pendant l’été est directement liée à la biomasse de proies disponible (Fuller et al.,
2003). La mortalité du loup peut être due à des causes naturelles multiples, incluant la
famine, les accidents, les maladies, ou les luttes avec d’autres loups. Un individu vit en
moyenne 4 ou 5 ans.
1.1.3.4 Habitat
Au sein de son domaine vital, le loup se déplace dans des zones dans lesquelles
vivent leurs proies (Mech and Boitani, 2003). À large échelle, une étude a par exemple
montré que l’indice de diversité des ongulés avait la plus forte influence sur un modèle
de régression logistique visant à prédire la préférence d’habitat de loups dans les Alpes
suisses (Glenz et al., 2001). Les proies pouvant être très différentes d’un lieu à un autre,
et donc utiliser des habitats différents, le loup pourra ainsi sélectionner des habitats
différents d’une région à une autre, en fonction du type de proies disponibles (Mech and
Boitani, 2003). Il a toutefois été observé que les loups utilisent de manière récurrente les
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structures linéaires, comme des routes peu fréquentées, ou des oléoducs (Forman and
Alexander, 1998; James and Stuart-Smith, 2000), et les espaces dégagés comme les lacs
gelés (Mech and Boitani, 2003), car ceux-ci favoriseraient leurs déplacements.
1.1.3.5 Variations saisonnières
On distingue généralement trois périodes principales distinctes caractérisant l’éco-
logie du loup (Houle et al., 2010) : la saison de tanière (du 1er avril au 30 juin), durant
laquelle les loups se concentrent sur l’éducation des louveteaux et pour laquelle les
mouvements sont caractérisés par des retours fréquents à la tanière ; la saison des sites
de rendez-vous (du 1er juillet au 30 septembre), une fois que les louveteaux deviennent
mobiles, caractérisée par l’utilisation de zones de transit à partir desquelles les loups
font des incursions à l’intérieur du territoire ; et la saison nomade durant laquelle les
membres de la meute se déplacent ensemble à travers le territoire.
1.2 La modélisation centrée sur l’individu et ses avantages pour le système d’étude
L’étude d’une population animale nécessite également de considérer les autres es-
pèces en interaction avec elle, différentes caractéristiques de l’environnement, telles les
ressources disponibles, et l’influence de l’homme sur la structure du paysage. Deux mé-
canismes principaux peuvent réguler un tel système, à savoir le mécanisme de régulation
ascendant – ou bottom-up – et le mécanisme de régulation descendant – ou top-down.
Prenons une cascade trophique simple constituée d’une population de prédateurs car-
nivores (le troisième niveau trophique), une population de proies herbivores (le second
niveau trophique), et une quantité de ressources végétales (le premier niveau trophique).
Dans le premier cas, la quantité de nourriture végétale régule les populations d’herbi-
vores, qui, à leur tour, régulent les populations de carnivores. Dans le deuxième cas, la
population de carnivores régule la population d’herbivores, qui régule à son tour la quan-
tité de nourriture végétale. L’absence de boucle de rétroaction fait que ces mécanismes,
pris séparément, ne permettent généralement pas, ou rarement, un état d’équilibre stable
(Devaraj, 2004). Les interactions trophiques sont donc généralement une combinaison
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de ces deux mécanismes, ce qui crée des boucles de rétroaction, d’autant plus complexes
que le nombre de populations et d’espèces augmente à chaque niveau trophique (Power,
1992; Hunter and Price, 1992), comme c’est par exemple le cas dans une situation de
compétition apparente.
À cause des combinaisons de ces boucles de rétro-actions, les processus linéaires ou
suivant des lois normales uniquement échouent souvent à décrire la nature stochastique
des dynamiques de populations animales (Newman et al., 2006). Le système étudié ici
comprends trois espèces animales, à deux niveaux trophiques différents. Le caribou et
l’orignal sont des herbivores, dont les déplacements dépendent en partie de leur envi-
ronnement et notamment de la répartition spatiale de leurs ressources. Leurs ressources
ne semblent pas limitantes à l’échelle de l’aire d’étude (Dussault et al., 2005b; Cour-
tois et al., 2007), ce qui implique que le système trophique est contrôlé du haut vers le
bas, et donc que leurs interactions, directes et indirectes, avec leur prédateur principal,
le loup, sont déterminantes vis-à-vis des changement d’abondance des différentes po-
pulations. Ces caractéristiques suggèrent que le système est complexe et non-linéaire.
C’est pourquoi une approche systémique, à l’aide d’un modèle centré sur l’individu
(individual-based model – IBM), considérant les différents éléments du système de fa-
çon distincte tout en incluant leurs interactions apparait comme étant appropriée pour
l’étude des interactions entre le caribou forestier, le loup et l’orignal.
Les IBM reposent sur un principe assez simple. Il suffit de créer le modèle d’un or-
ganisme individuel, un modèle d’environnement dans lequel cet organisme va évoluer,
et de laisser l’ordinateur créer plusieurs instances de l’organisme et simuler les inter-
actions entre ces différents individus entre eux et avec leur environnement (Railsback,
2001a). Ce type de modèle est parfaitement adapté pour étudier les systèmes complexes
adaptatifs, car ils permettent de représenter de façon simple les différents aspects du
système, et de laisser émerger la réponse au niveau du système global de façon non
linéaire. La suite de cette section décrit plus en détails certaines propriétés des IBM
justifiant cette approche pour le système étudié.
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Émergence L’émergence peut-être définie comme un processus par lequel un système
de sous-unités en interactions acquiert qualitativement de nouvelles propriétés ne pou-
vant pas être comprises comme la simple somme des contributions individuelles de ces
entités (Camazine et al., 2001). Un processus émergent apparaît grâce à l’environnement
dans lequel évoluent le ou les individus concernés. Par exemple, les compromis entre
coûts et bénéfices régissant les déplacements d’un animal en milieu forestier vont se tra-
duire par une sélection particulière des différents types de couverts pour une structure
donnée de l’environnement. Si les compromis restent identiques mais que l’environne-
ment change, il y a alors de fortes chances que la sélection des différents types de cou-
verts change également. Ce phénomène est notamment observé dans le cas de réponse
fonctionnelle, soit une différence de préférence d’habitat en fonction de sa disponibilité
(Hansen et al., 2009). Le principe d’émergence est donc à la base des IBM. Un proces-
sus est choisi pour modéliser de façon explicite un comportement donné d’un individu,
et le modèle fait alors émerger un autre comportement de façon naturelle. Dans un IBM,
il est souvent recherché une correspondance entre un comportement émergent du mo-
dèle et sa contre-partie dans la réalité (voir sections 1.3 et 1.4.2 pour plus de détails).
Si tel n’est pas le cas, il importe alors de comprendre quels sont les mécanismes pro-
voquant l’émergence de ce comportement (Railsback, 2001a). Le contraire du principe
d’émergence dans un IBM est l’utilisation de réponses imposées, soit l’implémentation
explicite d’une réponse spécifique des individus à une situation donnée, ce qui limite
grandement le domaine d’applicabilité du modèle.
Un processus émergent peut donc être résumé par les trois caractéristiques suivantes
(Grimm and Railsback, 2005) :
• une propriété émergente n’est pas la simple somme des propriétés des individus,
• une propriété émergente est d’un autre type que les propriétés des individus,
• une propriété émergente ne peut pas facilement être prédite en regardant seule-
ment les individus.
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Non linéarité Il peut s’avérer difficile de représenter de façon explicite à l’aide d’études
analytiques des phénomènes non linéaires, tels que les phénomènes d’hystérésis. L’émer-
gence, au contraire, permet d’implémenter des comportements linéaires au niveau de
l’individu et d’observer des comportements non linéaires au niveau, par exemple d’un
groupe d’individus (e.g., Reynolds, 1987; Couzin et al., 2002).
Phénomènes ponctuels et temporaires La plupart des études statistiques tradition-
nelles de populations animales (e.g. Legendre, 1998; Boyce et al., 2002) utilisent un
grand nombre de données, sensées être représentatives de la problématique d’intérêt.
Cependant, ces études risquent de perdre des informations si les phénomènes obser-
vés dépendent d’événements se produisant à des échelles temporelles ou spatiales infé-
rieures à celles considérées dans la récolte de données. Au contraire, l’échelle spatio-
temporelle d’un IBM peut être réglée afin d’inclure des phénomènes ponctuels ou tem-
poraires difficiles à mesurer dans le système réel, comme par exemple pour les déplace-
ments de fourmis, pour lesquel certains marqueurs chimiques inobservables et tempo-
raires ont un rôle prédominant dans les déplacements de certains individus (Camazine
et al., 2001).
Expérience et adaptabilité Le comportement d’un individu dans un système réel, ses
réactions face à des stimuli de l’environnement, peuvent être influencés par son état à un
instant donné (Railsback, 2001a). Cet état peut être, par exemple, le niveau d’énergie de
l’individu. Cette réserve énergétique va donc varier au cours du temps, et donc pour les
différents relevés disponibles. Alors qu’il est aisé d’implémenter ce phénomène dans un
IBM en ajoutant une variable d’état aux individus, ceci est plus difficile pour des études
statistiques classiques qui nécessiteraient de suivre les changements de valeur de cette
variable. Ceci est également vrai pour les phénomènes de mémoire spatiale. Représen-
ter la mémoire spatiale des individus possède notamment un potentiel important pour
l’explication de la formation de domaines vitaux sans considérer de centre d’attraction
(Börger et al., 2008). Il est aisé de représenter cette mémoire spatiale dans un IBM sous
forme d’une variable d’état propre à chaque individu.
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Hétérogénéité Les organismes d’une même espèce ont une tendance à se différencier.
Ces différences entre individus peuvent être à l’origine de comportements variés, et
avoir des effets importants sur la dynamique du système dans lequel ils sont inclus
(DeAngelis et al., 2001; DeAngelis and Mooij, 2005; Judson, 1994; Łomnicki, 1999).
Plusieurs types de variations inter-individus peuvent être observées, par exemple :
• variation spatiale : deux individus dans des environnements différents peuvent
montrer des comportements différents, notamment à cause du phénomène de ré-
ponse fonctionnelle (Mysterud and Ims, 1998).
• différences d’âge : la structure démographique d’une population peut avoir des
implications importantes sur l’état d’un système. On sait par exemple que certains
prédateurs, comme le loup, vont de préférence d’attaquer à des individus jeunes,
vieux, ou malades, si l’espèce proie est de taille importante, comme c’est le cas
pour l’orignal (Mech, 1981). Dans une telle situation, changer la structure démo-
graphique de la population d’orignaux peut avoir des implications sur le système
prédateurs-proies.
• variation phénotypique et comportementale : ce type de variation va de pair avec
les différences d’âge, et est également provoqué par les événements relatifs à la
vie de chaque individu.
• expérience et apprentissage : en plus du fait que la capacité de changer son com-
portement puisse être nécessaire pour expliquer certains phénomènes, des agents
différents n’auront pas les mêmes expériences, et donc auront des comportements
différents. Couzin et al. (2005) ont montré que certains individus possédant une
certaine connaissance sur la direction à prendre, pouvaient, de façon émergente,
jouer le rôle de meneurs dans les déplacements de groupes d’individus. Ils ont
également montré que le nombre de meneurs et leurs connaissances respectives
jouaient un rôle important dans la ou les directions prises par le groupe. Bennett
and Tang (2006) ont montré l’importance de représenter le fait qu’un individu
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avait une représentation limitée de l’environnement dans lequel il évolue, qui dé-
pend de ses expériences personnelles, ce qu’ils nomment la rationalité limitée.
• génétique et évolution : ceci est notamment vrai pour l’étude des populations
d’insectes, qui ont un cycle de vie très court. On pourra ainsi noter à relativement
court terme des divergences entre des populations séparées d’une même espèce,
pouvant mener dans certains cas à une situation de piège évolutif (Schlaepfer
et al., 2002).
• hiérarchie : la hiérarchie et son impact sur les interactions entre individus au sein
d’un groupe peut se répercuter sur leur organisation spatiale et la vulnérabilité à
la prédation qui en découle (Hemelrijk, 2000).
Ces différentes variations peuvent dans certains cas être prises en compte dans des ana-
lyses statistiques classiques, mais sont bien plus aisément applicables aux IBM et aux
modèles orientés agent (DeAngelis and Mooij, 2005).
Interactions entre individus et groupes Les interactions entre individus dans un sys-
tème réel peuvent provoquer l’émergence de certains phénomènes, et être à l’origine de
boucles de rétroaction. Les interactions peuvent être de trois types :
1. les interactions directes, dans lesquelles une rencontre explicite entre deux indi-
vidus se produit, résultant en un échange d’information. Ce type d’interaction est
par exemple à l’origine de la formation de groupes de déplacements dans un mo-
dèle reproduisant la recherche de nourriture par des orangs-outans (te Boekhorst
and Hogeweg, 1994).
2. les interactions indirectes, dans lesquelles des individus vont s’influencer par l’in-
termédiaire, par exemple, de leur consommation de ressources. Ces interactions
peuvent donc être à l’origine de boucles de rétroaction.
3. les interactions de champs, dans lesquelles un individu est influencé par un champ
d’interactions entre d’autres individus, comme dans le cas de la compétition ap-
parente.
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L’inclusion de ces aspects peut donc être primordiale pour représenter certains as-
pects d’un système sans passer par des réponses imposées. Les IBM permettent de les
représenter de façon directe et pratique. Notons, par exemple, qu’il est possible de re-
présenter un groupe d’individus dans un IBM comme une seule entité, appelée méta-
individu.
Inclusion de l’aspect spatial Enfin, il a été mentionné que la structure de l’environ-
nement pouvait avoir une grande importance sur le comportement des organismes, et
donc des populations, étudiés (Morales et al., 2005; Dyer et al., 2002; Wittmer et al.,
2007; Łomnicki, 1999). Différentes structures peuvent également changer les interac-
tions entre prédateurs et proies (Bergman et al., 2006; Kunkel and Pletscher, 2001;
Courtois, 2003; Wittmer et al., 2007), et donc venir modifier les boucles de rétro-action
du système. Les IBM permettent d’inclure de façon aisée l’aspect spatial d’un système,
notamment grâce à leur compatibilité avec les Systèmes d’Information Géographiqe
(SIG) (Parrott and Kok, 2000; Perry and Enright, 2006; Torrens and Benenson, 2005).
1.3 Utilisation d’un modèle centré sur l’individu
Parker et al. (2003) différencient deux manières distinctes de concevoir et d’utili-
ser des IBM, à savoir l’approche explicative et l’approche descriptive. La première se
concentre spécifiquement sur les mécanismes d’émergence, et se restreint généralement
à un comportement particulier des individus. La seconde approche tente de reproduire
certains patrons du système réel, en intégrant autant de comportements individuels que
nécessaire.
1.3.1 L’approche explicative
Le but de l’approche explicative est d’étudier l’influence des différents mécanismes
modélisés sur l’état du système. La reproduction de l’état d’un système réel n’est donc
pas obligatoirement un but en soi. Le modélisateur va se concentrer sur les dynamiques
fondamentales provoquant l’apparition de certains états, et donc se restreindre à un
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nombre réduit de comportements. Il est donc classique, lors de l’application de l’ap-
proche explicative, de mettre l’emphase sur certains aspects du système modélisé et
d’en négliger d’autres, afin d’obtenir une meilleure connaissance intrinsèque de celui-
ci.
Par exemple, Couzin et al. (2002) a montré comment trois règles simples régis-
sant le mouvement d’individus (une règle d’évitement, une règle de rapprochement, et
une règle d’alignement) permet de générer la formation de groupes d’individus dont la
cohésion va dépendre de quatre paramètres uniquement. Ils ont également montré com-
ment la variation continue d’un paramètre fait émerger un phénomène d’hystérésis dans
le passage d’un type de formation a une autre. Camazine et al. (2001), Couzin et al.
(2005) et Couzin (2007) sont également d’autres exemples d’utilisation de l’approche
explicative.
L’approche explicative permet donc notamment de (Parker et al., 2003) :
• tester des théories, en démontrant qu’un ensemble de règles peut mener à un ré-
sultat donné,
• explorer d’autres causes possibles expliquant l’observation d’un état donné du
système,
• découvrir des résultats qui n’avaient pas été anticipés.
Cependant, il semble qu’il n’existe pas de méthodologie claire pour l’application d’une
telle méthode, qui dépend donc essentiellement de l’intuition du chercheur.
1.3.2 L’approche descriptive
L’approche descriptive, quant à elle, cherche avant tout à reproduire des compor-
tements observés dans le système réel étudié afin, notamment, de permettre de faire
des projections sur l’état du système étudié. Cette approche est donc plus appropriée
lorsque le modèle a, par exemple, pour but d’aider à la gestion de système naturels en
testant différents scénarios. Ce genre de modèles devrait donc être calibré à l’aide du
maximum de données réelles possible (Parker et al., 2003). De plus, il n’est pas rare que
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de tels modèles soient composés de sous-modèles représentant un aspect particulier du
système global, comme la croissance de la végétation, et donc relativement complexes,
contrairement aux modèles créés dans une approche explicative pour lesquels un degré
trop élevé de complexité risque de rendre les résultats difficiles à interpréter. Afin de
traiter des phénomènes complexes, de nombreuses techniques différentes, parfois em-
pruntées au domaine de l’intelligence artificielle, peuvent être utilisées. Cette approche
implique également d’inclure une étape de validation lors de la conception du modèle,
afin d’évaluer si les sorties du modèles correspondent aux caractéristiques observées
dans le système réel.
1.3.3 Une classification graduelle
En réalité, une division des types d’IBM en deux catégories distinctes semble être
simpliste. Il existe en effet par exemple une autre classification pour l’application d’IBM
à l’écologie comportementale, distinguant les modèles mécanistes et comportementaux
(McLane et al., 2011). Une approche mécaniste consiste faire émerger un comporte-
ment particulier à l’aide d’un mécanisme simple à plus bas niveau, représentant une
explication approximative du mécanisme réel. Le but de cette approche est donc l’étude
du processus d’émergence entre le mécanisme de bas niveau et le comportement à plus
haut niveau, comme dans une approche explicative classique, mais compare les sorties
du modèle avec un système réel comme dans une approche descriptive. Une approche
comportementale est l’équivalent d’une approche descriptive telle que décrite précé-
demment, basée sur un plus large panel de comportements, dont les paramètres sont
calibrés selon des données provenant du système réel.
Un modèle complexe, composé de plusieurs sous-modèles et prenant en compte de
nombreux comportements différents du système réel peut également utiliser un mélange
des différentes approches en fonction des données disponibles. Certains comportements
pour lesquels peu de données sont disponibles pourront être représenté selon une ap-
proche mécaniste, alors qu’une approche comportementale pourra être utilisée dans le
cas inverse. Il est donc possible de caractériser un IBM sur un gradient dont les ap-
proches explicatives et descriptives pures représentent deux extrêmes (Fig. 1.1).
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Figure 1.1 – Gradient des approches caractérisant un modèle centré sur l’individu.
1.4 Concevoir un modèle centré sur l’individu
1.4.1 Principes relatifs à la conception d’un modèle
Quelque soit le type de modèle considéré, sa conception doit obligatoirement passé
par les six étapes suivantes (Grimm and Railsback, 2005; Latombe et al., 2011) : (a)
formuler la question, (b) assembler les hypothèses, (c) choisir la structure du modèle,
(d) paramétrer le modèle, (e) implémeter le modèle, et (f) analyser le modèle (Fig.1.2).
Ces six étapes sont alors répétées de façon itératives jusqu’à ce que l’analyse des sorties
du modèle indique que celui-ci permet de répondre à la question formulée au point
(a). Notons que le processus de conception d’un modèle, permet souvent d’acquérir
des connaissances nouvelles sur le système étudié, et donc peut impliquer de raffiner la
question initiale, ce qui explique que le point (a) soit inclus dans cette boucle. Une fois
le modèle conçu et validé, il reste alors à le communiquer, afin de pouvoir l’exploiter,
ce qui représente la septième étape du processus.
Si ce cycle de conception est valide quelque soit le type de modèle concernée, la
nature de chaque étape variera en fonction du modèle. Il existe en effet de multiples
façons de paramétrer un modèle ou de l’analyser. De même, le modélisateur doit choisir
parmi différents langages informatiques ou logiciels selon le type de modèle concerné.
Ce protocole a été adapté à la modélisation centrée sur l’individu sous le nom de modé-
lisation orientée patrons (Pattern Oriented Modelling – POM) de manière à prendre en
compte les spécificité de ce type de modèle dans une approche descriptive. POM permet
notamment de faire face aux deux principaux défis relatifs aux IBM : la complexité et
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Figure 1.2 – Étapes du protocole général de conception d’un modèle, d’après (Latombe
et al., 2011).
l’incertitude (Grimm et al., 2005)
1.4.2 La Modélisation Orientée Patrons
POM est un cadre conceptuel multi-critères pour la conception, la sélection et la cali-
bration de modèles représentant des systèmes complexes (Grimm and Railsback, 2012).
À ma connaissance, POM est le seul cadre conceptuel formellement établi permettant
la conception de modèles centrés sur l’individu. Il a été conçu afin de permettre aux
modèles d’inclure un degré de complexité adapté pour comprendre les systèmes écolo-
giques et prédire leurs réponses pour des conditions originales. De nombreux modèles
utilisent en réalité les concepts formalisés dans POM, bien que son utilisation explicite
soit encore peu répandue (Grimm and Railsback, 2012).
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1.4.2.1 Principes généraux
Un patron peut être défini comme une caractéristique, une structure clairement iden-
tifiable dans la nature elle-même ou dans les données extraites de la nature. Un patron
est donc tout ce qui ne subit pas de variations aléatoires, et donc pointe vers un proces-
sus sous-jacent le générant (Wiegand et al., 2003). L’idée de la modélisation orientée
patrons est alors d’utiliser de façon systématique plusieurs patrons observés dans le
système réel à différents niveau hiérarchiques et à différentes échelles afin de guider
la conception de la structure d’un modèle, en optimisant sa complexité et en réduisant
l’incertitude (Grimm et al., 2005).
La modélisation orientée patrons s’inspire de la micro-analyse des systèmes com-
plexes, proposée par Auyang (1998). Dans un premier temps, les limites du système à
modéliser sont identifiées, ainsi que les variables externes influençant le système. En-
suite, les mesures au niveau du système sont définies : elles peuvent être des mesures
des états des individus du système, ou des distributions statistiques des états des in-
dividus. Grâce à cette synthèse d’informations, il est possible de définir les individus
et leurs caractéristiques (i.e. de concevoir le modèle multi-agents). La micro-analyse
permet donc de faire le lien entre les mécanismes des individus et les réponses du sys-
tème prédisant la dynamique du système (Railsback, 2001b). La modélisation orientée
patrons suit donc le même principe, en utilisant des patrons à la place des mesures au
niveau du système.
L’utilisation de patrons peut obliger à inclure des variables d’états et des processus
liés indirectement au but final du modèle et ne faisant pas partie de la conception initiale
du modèle. Comme mentionné précédemment, il est important de choisir des patrons
à différents niveaux hiérarchiques et d’échelle, car la clé de la compréhension de la
complexité d’un système vient souvent de la compréhension des interactions entre les
processus des différents niveaux (Grimm et al., 2005). Par contre, il faut choisir un
patron dans un niveau hiérarchique supérieur à celui auquel appartiennent les règles de
comportement du modèle, car ils doivent émerger de ces règles. De plus, afin de faciliter
l’analyse, il importe de choisir des patrons simples et évidents.
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Enfin, Railsback (2001b) différencie un patron de la magnitude d’une réponse. Si
l’on considère une population de caribou comme réponse du modèle, un patron relatif
à cette réponse serait de considérer si cette population est en nombre suffisant pour se
maintenir en présence de loups, alors que sa magnitude serait simplement le nombre
d’individus. En pratique, il est très difficile de simuler un système de manière suffisam-
ment précise pour espérer que la magnitude d’une telle réponse soit réellement testable,
alors que tester un patron est beaucoup plus simple. Il faut garder à l’esprit que le but
d’un modèle est d’obtenir un fonctionnement adéquat des mécanismes, et d’éviter des
détails et des paramètres inutiles. Pour résumer, selon l’auteur, comparer des magnitudes
de réponses risque avant tout d’augmenter les incertitudes, et donc rend les comparai-
sons statistiques inappropriées.
Bien qu’il n’existe pas de règle précise pour trouver des patrons en fonction d’une
problématique donnée, les cinq questions suivantes peuvent aider dans cette démarche
(Wiegand et al., 2003) :
1. Y a-t-il des structures spatiales reliées à ma problématique ?
2. Y a-t-il des structures temporelles reliées à ma problématique ?
3. Y a-t-il des systèmes comparables se comportant différemment de mon système,
et ces différences sont-elles reliées à ma problématique ?
4. Y a-t-il des données pertinentes ou de l’information accessible sur mon système
que je ne peux pas inclure directement dans mon modèle ?
5. Est-ce que le système se comporte d’une façon significativement différente de
mes attentes ?
Grâce à ces questions, il devrait être possible de trouver un certain nombre de patrons.
De plus, il est d’autant plus important de trouver plusieurs patrons si ceux-ci sont vagues
et contiennent peu d’information sur le système à modéliser. En effet, s’il est vrai que
dans ce cas chaque patron pris séparément n’est pas d’une grande utilité, utiliser l’en-
semble de ces patrons peu palier à ce problème (Wiegand et al., 2003).
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En suivant ces principes, un modèle créé à l’aide du POM aura de fortes chances
d’être structurellement réaliste. Cela signifie qu’il ne fera pas que reproduire le com-
portement observé dans le système réel, mais reflétera réellement la manière dont le
système réel opère et produit ce comportement (Grimm et al., 2005). De plus, la ma-
jorité des modèles sont soit trop théoriques, soit trop complexes pour être utilisés dans
la pratique (Wiegand et al., 2003). La modélisation orientée patrons devrait donc per-
mettre de créer un modèle possédant la bonne échelle et le bon niveau de détails pour
des applications pratiques
1.4.2.2 Description du protocole
Outre la formulation de la question de recherche, le protocole de POM (Fig. 1.3) est
composé des cinq étapes décrites ci-dessous (Railsback, 2001b; Wiegand et al., 2003).
Plus de détails sur la façon d’effectuer certaines de ces étapes sont fournis dans Grimm
and Railsback (2012).
1. Réunir des informations sur les individus du système réel. Il faut essayer de
réunir le maximum d’informations réelles pour pouvoir ensuite créer une structure
de modèle qui ne soit pas trop minimaliste, auquel cas on risquerait de ne plus
pouvoir tirer suffisamment d’information du modèle. La collecte de données sur
le système réel doit se faire en gardant à l’esprit que le but est d’identifier des
patrons.
2. Définir un ensemble de patrons de test. En fonction des objectifs recherchés, il
importe d’identifier des patrons qui, comme il l’a été précisé dans la section pré-
cédente, doivent appartenir à des niveaux hiérarchiques différents, être simples et
évidents, et pour lesquels il soit facile d’obtenir des données à partir du système
réel. Il est important de définir les patrons de façon explicite avant de procéder
à l’analyse du modèle, afin que le modélisateur ne puisse pas être accusé de ne
choisir que les patrons qui confirment le fonctionnement du modèle Railsback
(2001b). Une fois les différents patrons identifiés, il faut effectuer une classifica-
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tion systématique de ceux-ci, pour évaluer quel patron contient le plus d’informa-
tion par rapport à la problématique considérée.
3. Déterminer les processus et les valeurs des paramètres. De nombreuses hypo-
thèses sur les mécanismes nécessaires à l’émergence des patrons considérés, ainsi
que différentes valeurs de paramètres dans le modèle seront testées lors de cette
étape. Les valeurs des paramètres se détermineront d’abord à partir de l’analyse
des données collectées, puis, pour les itérations suivantes, en prenant en compte
les résultats de l’étape 4. Afin d’obtenir une bonne compréhension du système,
il importe d’inclure également dans le paramétrage des valeurs extrêmes de para-
mètres, en dehors des plages réalistes.
4. Comparer les patrons réels et les patrons donnés par le modèle. Des simula-
tions doivent être effectuées pour tous les paramètres obtenus à l’étape 3, afin de
produire les patrons définis à l’étape 2. Il faut alors comparer systématiquement
ces patrons prédits avec les patrons observés dans le système réel. Différentes
techniques statistiques existent pour effectuer des comparaisons quantitatives de
ces patrons (Wiegand et al., 2003). Cependant, une grande prudence est nécessaire
lors de l’analyse de la comparaison des patrons. En effet, il est très important de
s’assurer que si un patron prédit correspond à un patron réel, cette concordance
n’est pas une réponse imposée, et que le patron ne puisse pas être obtenu à l’aide
de combinaisons aléatoires des paramètres du modèle.
5. Identifier les prédictions secondaires. Les prédictions secondaires sont des sor-
ties du modèle qui n’avaient pas été prévues initialement par le modélisateur. Elle
sont donc différentes des patrons prévus lors de l’étape 2, et émergent des interac-
tions entre les processus simulés. Ces prédictions secondaires sont un bon indice
que le modèle représente bien le système initial, et peuvent donc être utilisées
pour l’étape de validation.
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Figure 1.3 – Étapes du protocole de modélisation orientée patrons, d’après (Wiegand
et al., 2003). Comme pour le protocole général, les différentes étapes sont généralement
effectuées de façon itérative, jusqu’à parvenir à une solution satisfaisante.
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1.5 Revue de littérature des modèles appliqués à l’étude des mammifères
Il existe une littérature abondante liée aux modèles centrés sur l’individu concer-
nant de nombreux taxons et se situant à divers endroits sur le gradient présenté à la Fig.
1.1. Dans cette section, je présenterai une revue de littérature d’IBM relatifs à des com-
portements en relation avec les grands mammifères, indépendamment de l’approche
utilisée. La très grande majorité des IBM pour l’étude des grands mammifères ou pou-
vant s’y rapporter modélise le déplacements des individus. Dans un premier temps, je
me concentrerai donc sur divers mécanismes qui permettent de les représenter. Dans
les paragraphes suivants, je me concentrerai sur les comportements émergents de ces
mécanismes de déplacements, tels que la distribution spatiale, la formation de domaines
vitaux, l’impact sur la population totale, etc... Les modèles traitants de classes autres
que les mammifères ne seront donc pas traités ici.
Mouvements Les déplacements animaux ont été étudiés de façon approfondie dans
la littérature. Diverses approches mécanistes se sont basées sur les marches aléatoires
(Random Walks – RW) pour étudié les déplacements de divers ongulés. Bergman et al.
(2000) ont tenté de reproduire les déplacements de caribous au moyen de marche aléa-
toire corrélée (Correlated Random Walks – CRW) à différentes échelles temporelles.
L’utilisation de CRW a toutefois résulté en une sur-estimation des déplacements des
individus. Morales et al. (2004) ont utilisé un mélange de CRW pour reproduire les
déplacements de wapitis, chaque CRW correspondant à un mode de déplacement. Un
processus bayesien a été utilisé pour le passage d’un mode à l’autre, calibré à l’aide de
données empiriques. Leurs résultats suggèrent que le wapiti se déplace selon 2 modes
distincts. Si l’utilisation de CRW suggère une approche mécaniste, le protocole utilisé
pour la calibration du processus bayesien fait néanmoins tendre ce modèle vers une ap-
proche comportementale. Morales et al. (2005) ont étudié les effets de l’hétérogénéité
du paysage sur les déplacements de wapitis en suivant une approche descriptive. Le
modèle utilise quatre réseaux de neurones artificiels (RNN) afin de déterminer si un in-
dividu se déplace dans l’environnement pour se nourrir ou l’explore simplement, choisir
33
la nourriture que l’individu va consommer, et choisir sa destination en fonction du type
de déplacement choisit par le premier RNN. Le calibrage des RNN est fait à l’aide d’un
algorithme génétique (AG) mettant en compétition des individus différents et optimisant
l’adaptation des individus aux changements environnementaux. La capacité des indivi-
dus à s’adapter aux changements environnementaux est calculé à l’aide d’une fonction
de fitness. Une fois les paramètres estimés, ils sont assignés à tous les individus pour
effectuer les simulations. Le modèle inclut également un modèle énergétique, un mo-
dèle de croissance des ressources, et un modèle de croissance des individus. Bien que
le modèle tende à sous-estimer les mouvements des individus, certaines similarité ont
été observées entre les sorties du modèles et le système réel, telles que la répartition
de la distance totale parcourue ou une tendance à revenir à des endroits précédemment
visités. Bennett and Tang (2006) ont reproduit certains patrons de migration de wapitis
à l’aide de poids assignés aux différentes destinations possibles d’individus pour choisir
la destination d’un individu à l’instant suivant. Les poids représentent les opportunités
locales d’alimentation et les bénéfices de migration. La contribution principale de ce
modèle est la représentation d’une rationalité limitée, à mi-chemin entre un compor-
tement mécaniste et une représentation omnisciente de l’environnement, représentée à
l’aide d’un treillage. Les déplacements s’effectuent donc à deux niveaux : au niveau lo-
cal et au niveau de la rationalité limitée de l’individu. Forester et al. (2007) ont utilisé un
IBM combiné à un modèle d’état-espace afin d’étudier et de reproduire la façon selon
laquelle des wapitis modifient leurs mouvements, caractérisés par la longueur des pas,
selon l’heure du jour, la densité de loups, la composition du paysage, la disponibilité des
ressources, et la topographie. Les modèles d’état-espace ont l’avantage de permettre de
représenter des états cachés, non observables, de façon similaire aux modèles de Markov
cachés. Enfin, Schick et al. (2008) ont proposé un cadre conceptuel pour la reproduction
de mouvements animaux, utilisant les modèles bayesien hiérarchiques, et basé sur les
interactions entre des comportements complexes et les caractéristiques de l’environne-
ment.
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Caractéristiques spatiales et sélection d’habitat Un autre aspect étudié dans la lit-
térature à l’aide dIBM est la distribution spatiale des individus dans un environnement
donné, souvent en relation avec la structure de l’habitat. Des IBM ont par exemple été
utilisés pour étudier les mécanismes à la base de la formation de territoires et de do-
maines vitaux. Lewis and Moorcroft (2001) ont incorporé des marques odorifères dans
un modèle de déplacements de loups pour montrer que leur prise en compte dans leurs
déplacements permet de faire émerger des territoires pour les différentes meutes, cor-
respondant à une stratégie évolutionnairement stable, résultant en un compromis entre
la maximisation de la consommation de proies et la minimisation des conflits avec les
meutes voisines. Van Moorter et al. (2009) ont montré qu’inclure un effet de mémoire
à deux parties pour biaiser un CRW vers des parcelles de ressources précédemment
visitées permettait de faire émerger des domaines vitaux, et améliorait également l’ef-
ficacité de la recherche de nourriture. Gautestad and Mysterud (2006) ont montré qu’à
une marche de Lévy (Lévy Walk – LW) tronqué prenant en compte un effet de mémoire
permet de faire émerger un phénomène d’auto-organisation dans la sélection d’habitat
au niveau d’une population d’individus. Fraker and Luttbeg (2012) ont étudié l’impact
de l’étendue des mouvements et de la perception sur la distribution jointe des préda-
teurs de des proies. Les déplacements des individus étaient modélisés en se basant sur
le niveau de ressources, le nombre de proies et le nombre de prédateurs dans les cellules
de destination potentielles. Suivant une approche plus descriptive, Kramer-Schadt et al.
(2004) a étudié l’impact de la fragmentation des routes sur la distribution spatiale des
lynx, en modélisant leurs déplacements à l’aide d’un modèle de diffusion. Leur modèle
a montré que la diminution du risque de mortalité sur les routes permettait d’amélio-
rer grandement la connectivité des patchs. Bar-David et al. (2005) ont implémenté un
IBM des daims de Perse (Dama dama mesopotamica) basé sur des données empiriques
de patrons de mouvements, d’établissement de domaines vitaux, d’ajustement compor-
temental et de dynamique démographique, permettant de prédire la direction et le taux
d’expansion des populations après réintroduction. Musiani et al. (2010) ont modélisé les
déplacements de loups dans le parc national de Banff, Alberta, Canada, en combinant
des CRW et un modèle de décision de différents comportements pour étudier l’impact
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des activités humaines sur leur utilisation de l’habitat et leur distribution spatiale.
Efficacité de la recherche de nourriture Différents types de mouvements dans une
configuration donnée de l’environnement auront des répercussions sur l’efficacité pour
la recherche de nourriture. Bartumeus et al. (2005) ont par exemple observé qu’un LW
avait une meilleure efficacité qu’un CRW pour la recherche de nourriture. Nonaka and
Holme (2007) ont étudié cette problématique du point de vue opposé, en créant un IBM
basé sur le théorème de la valeur marginale (Marginal Value Theorem, MVT ; Char-
nov, 1976) pour étudier l’impact du morcellement des ressources sur l’efficacité de la
recherche de nourriture, et ont montré qu’un morcellement important permet une re-
cherche de nourriture plus efficace si le milieu a une faible productivité, et inversement.
Abondance de populations Les IBM ont également été utilisés afin de modéliser les
changements d’abondances de populations animales en fonction de l’environnement.
Rohner and Demarchi (2000) ont modélisé les déplacements de caribous en Alberta en
fonction des caractéristiques de l’environnement, lié à un modèle démographique dé-
pendant également des caractéristiques de l’environnement. Wiegand et al. (2004a) ont
modélisé le destin d’ours brun (Ursus arctos) en Autriche and simulant la reproduction,
la dispersion, et l’établissement de domaines vitaux, pour évaluer le risque d’extinction
lors d’un programme de réintroduction. Dans le même ordre d’idée, Bar-David et al.
(2005) ont projeté l’expansion spatiale de daims de perse après réintroduction en Israël,
en considérant des patrons de mouvement, des ajustements comportementaux, et la dy-
namique démographique. Conner et al. (2008) ont modélisé une population de coyotes
(Canis latrans) à l’aide d’un IBM incorporant leurs mouvements et la dynamique de
populations, ainsi que divers aspects comportementaux basés sur des règles sociales,
afin de tester divers stratégies de contrôle des populations.
Inclusions de plusieurs niveaux trophiques Bien que la majorité des IBM se concentrent
sur une espèce en particulier, certains représentent différents niveaux trophiques. Farns-
worth and Beecham (1999) ont étudié l’impact de différents types de déplacements,
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allant d’une diffusion aléatoire à la distribution idéale libre, en passant par la taxie et
la navigation assistée par la cognition, sur la distribution spatiale d’individus simulés.
Ils ont montré que différentes stratégies de recherche de nourriture peuvent se réper-
cuter sur les patrons spatiaux d’abondance des ressources dans l’environnement. Dans
le même ordre d’idée, Oom et al. (2004) ont montré à l’aide d’un IBM que différentes
capacités de perception peuvent avoir des impacts très différents sur les patrons spatiaux
de défoliation, et qu’une forte capacité de perception et de discrimination entre la qualité
des différents patchs peut être un désavantage dans des mosaïques complexes de végé-
tation de faible qualité, car cela les amène à se augmenter leurs déplacements de telle
sorte que les coûts deviennent plus importants que les bénéfices. Mouissie et al. (2008)
ont également montré que des ruminants paissant de façon optimale pouvaient créer et
perpétuer des patrons de parcelles d’herbes hautes et basses. Finalement, quelques IBM
ont, de façon ambitieuse, représenté des écosystèmes plus complets, incluants plusieurs
espèces en interaction à divers niveaux trophiques. Parrott and Kok (2001, 2002, 2006)
ont créé un modèle d’écosystème générique dans lequel les animaux ont des compor-
tements et des fonctions physiologiques suivant des règles mécanistes, et interagissent
entre eux et avec un environnement spatialement explicite constitué d’un terrain, d’une
atmosphère, ainsi que de diverses espèces de producteurs primaires. Ce modèle permet
notamment d’étudier les phénomènes d’auto-organisation spatiale et temporelle dans
les écosystèmes. Enfin, le projet ATLSS (Across Trophic Level System Simulation ;
DeAngelis et al., 1998; Duke-Sylvester and Gross, 2002) dans les Everglades, Floride,
regroupe des IBM relatifs à diverses espèces (Comiskey et al., 1994; Gaff et al., 2000;
Wolff, 1994) dans un seul modèle, afin, notamment, d’évaluer la réponse de cet écosys-
tème à différents scénarios hydrologiques sur une période de 30 ans.
1.6 Place du modèle dans la littérature
Le travail effectué lors de cette thèse a mené à la création d’un IBM modélisant
les déplacements de trois grands mammifères à deux niveaux trophiques, soient deux
espèces d’herbivores et leur prédateur, en fonction de leur environnement, et notam-
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ment des ressources disponibles, soit un niveau trophique inférieur. Les mouvements
modélisés explicitement doivent donc notamment permettre l’émergence de patrons de
distribution spatiale, dont dépendront les interactions entre les espèces. Comme il le sera
présenté au chapitre 5, les résultats simulations effectuées dans cette thèse ne prennent
pas en compte l’évolution du paysage, ni la dynamique des populations. Cependant,
comme il le sera développé en conclusion, il a été pensé pour pouvoir intégrer ces fonc-
tionnalités lors de travaux futurs. Le modèle d’évolution du paysage a ainsi déjà été
implémenté, et est présenté en annexe I. Le modèle regroupe donc à lui seul de nom-
breux aspects présentés dans la section précédente.
Le modèle prend en compte un large panel de comportements pour chaque espèce, et
permet d’évaluer l’impact de la structure du paysage sur les relations prédateur-proies.
Étant donné le nombre de comportements considéré, et donc le nombre de paramètres à
calibrer, une approche empirique était nécessaire. De plus, l’objectif de ce modèle étant
de tester divers scénarios d’aménagement forestier, ses sorties ont été comparées avec
le système réel pour des configurations connues de l’aire d’étude. Ce modèle se place
donc dans une optique descriptive comportementale.
PARAGRAPHE DE LIAISON A
Afin de concevoir et implémenter un modèle centré sur l’individu, une méthodo-
logie adaptée à la problématique doit être définie. La principale méthodologie accep-
tée, la modélisation orientée patrons (Grimm et al., 2005; Grimm and Railsback, 2005,
2012) se base, comme son nom l’indique sur l’utilisation de patrons observés dans le
système réel et devant être reproduits par le modèle. Un patron est défini comme une
caractéristique, une structure non aléatoire clairement identifiable dans la nature elle-
même ou dans les données extraites de la nature. Afin d’aider à identifier des patrons
adaptés à la problématique, je propose dans le chapitre suivant d’introduire la notion
de niveaux d’émergence, qui devraient permettre de caractériser ces patrons et de mieux
comprendre leurs relations avec les processus explicitement modélisés. Ceci devrait per-
mettre d’améliorer la méthodologie existante pour la conception d’IBM.
CHAPTER 2
LEVELS OF EMERGENCE IN INDIVIDUAL BASED MODELS : COPING
WITH SCARCITY OF DATA AND PATTERN REDUNDANCY
Cet article a été publié dans :
G. Latombe, L. Parrott, and D. Fortin. Levels of emergence in individual based models: Coping with
scarcity of data and pattern redundancy. Ecological Modelling, 222(9):1557 – 1568, 2011.
2.1 Introduction
Environmental modelling faces many challenges. Modellers have to deal with differ-
ent hierarchical levels, different spatial and temporal scales, and very often with scarcity
of data. This last point can be very limiting, since the collection of additional data is
often unfeasible for technical or other reasons.
Among environmental modelling techniques, individual based models
(IBM) represent individuals at relatively small spatial and temporal scales (in terms of
grain (Grimm and Railsback, 2005)) with respect to the studied system, since they are
typically chosen as the distance or duration below which spatial or temporal effects can
be ignored (Grimm and Railsback, 2005). The comportment of the whole system at
other hierarchical levels and scales is then left to emerge from the behavior of individ-
uals. This approach has many advantages, since information is often more accessible
to build the model of an organism than to build the model of an entire population. It is
easier to control the way such models are tested, and their range of responses is more
limited, and they are therefore more predictable (Railsback, 2001a).
However, the approach faces criticisms, especially because of the lack of a standard
framework for developing, communicating and testing IBMs. To deal with this issue,
a framework called Pattern Oriented Modelling (POM) was proposed (Grimm et al.,
2005; Railsback, 2001b; Wiegand et al., 2003). It makes use of the patterns displayed
by a real system to guide modelling. Patterns are defined by Grimm et al. (2005) as
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any observation made at any hierarchical level or scale of the real system that display
non-random structure. Patterns are then particular expressions of a given comportment
of the studied individuals, populations, or even system.
Despite its great contribution, POM still needs clarifications and developments, in
order for IBMs to be rigorous scientific tools. Grimm and Railsback (2005) propose
a framework for exploring different aspects of designing an IBM, such as emergence,
adaptive traits and behaviour, fitness, etc. However, this framework can be refined to
help a modeller in identifying the appropriate traits representing the decision processes.
The relations between the patterns used to assess the model are also hardly considered
in the literature. In this paper, we introduce the notion of level of emergence, that should
help conceptualization, and therefore design, of IBMs. It will be seen how this notion
can help to address the issue of scarcity of data, and how this should be considered in
order to correctly choose the processes represented in the model. The aspect of pattern
redundancy (Wiegand et al., 2004b) will also be clarified, based on levels of emergence,
and its implications for model parameterization and validation will be discussed.
2.2 Designing an IBM
2.2.1 Principles
As for any model, developing an IBM requires five tasks, that should be performed
cyclicly until the model fulfills the expected requirements (Grimm and Railsback, 2005)
: (a) formulate the question, (b) assemble the hypotheses, (c) choose the model struc-
ture, (d) implement the model, (e) analyze the model. Once this cycle has been repeated
several times until the model gives enough confidence in answering the original ques-
tion, a sixth task can be added, that is (f) communicate the model. We would add a
seventh task in this cycle, that would take place between the third and fourth tasks, and
which would be model parameterization (figure 2.1). As developed further in this pa-
per, parametrization can be performed according to different methods, including direct
parametrization from field data, literature, and expert knowledge on one hand, or inverse
modelling on the other hand. Implementation then represents only the way the model
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is coded in some programming language, an issue that can present important challenges
by itself.
Figure 2.1: The six tasks of the modelling cycle, adapted from Grimm and Railsback
(2005).
Theory and experience, which have roots in the existing literature and field studies,
and shapes the modeller’s knowledge and intuition, play an important role in the exe-
cution of this cycle. In oder to help and guide the modeller in executing this cycle to
design IBMs, a pattern-based framework was developed, called Pattern Oriented Mod-
elling (POM) (Grimm et al., 2005; Railsback, 2001b; Wiegand et al., 2003). The idea
behind POM is that patterns contain information on the mechanisms from which they
emerge, and therefore can be used not only to assess the model, but also to evaluate the
parameters and processes necessary to generate these patterns, which is called inverse
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modelling (Grimm et al., 2005; Kramer-Schadt et al., 2007).
Wiegand et al. (2003) explain the different steps to follow to apply POM in a synthe-
sis figure, shown here in figure 2.2, which can be seen as a reformulation. The authors
differentiate four consecutive steps, that should be repeated cyclically, until the patterns
are correctly reproduced. These four steps are the following:
1. Define the processes that will allow the reproduction of the patterns of interest.
According to the authors, using the patterns to drive the reflexion on the underly-
ing processes ensures structural realism of the model, i.e. ensures that the model
contains key structural elements of the real system, and thereby implies that the
temporal and spatial scales represented in the model are relevant.
2. Determine the parameter values, as for any environmental model. This refers
to the first kind of parametrization, based on direct estimation from field data,
literature, or expert knowledge.
3. Compare the observed patterns for the real system with the patterns predicted
by the model. Wiegand et al. (2003) specify that it is very important here to
ensure that the considered patterns are genuine, in the sense that they are neither
a singular output of the model, nor that they can be reproduced by an arbitrary
combination of the parameters and/or the processes. Parameters and processes
can then be refined if patterns don’t match. This process corresponds to inverse
modelling.
4. Compare secondary predictions to other outputs of the model. Secondary predic-
tions are other patterns that are not directly linked to the primary objectives of the
model. Reproducing them, or, if field data is not available, ensuring that they are
biologically realistic, can be used as an additional validation of the model, and
therefore improve confidence in it.
Different variants of this protocol can be applied. For example, different hypotheses
on the processes and the variables to be included in the model are usually tested in steps
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Figure 2.2: Pattern Oriented Modelling, adapted from Wiegand et al. (2003).
1 and 2. The patterns described in step 3 then act as a filter that eliminates the unreal-
istic models (Wiegand et al., 2003). The four steps are also usually applied cyclically.
Analysis of the outputs produced by the models can lead to the formulation of refined
hypotheses, which then have to be tested, and so on until a satisfactory model is found
(Wiegand et al., 2003).
POM can also be used to determine the parameter values iteratively. For example,
Kramer-Schadt et al. (2007) assessed the parameters of four dispersal models of the lynx
(a random walk – RW –, a correlated random walk – CRW –, a biased random walk –
BRW–, called habitat dependent walk – HDW –, and a biased correlated random walk
– BCRW –, called correlated habitat dependent walk – CHDW) in this manner. Four
patterns were used: habitat use, average maximum distance of the seasonal dispersal
of all lynx, confinement to a given area, and daily step distribution. They defined a
priori the range of the parameters of their models, and then applied the four steps to
each model, varying systematically the values of the parameters. Only the BRW and the
BCRW models managed to reproduce the four patterns simultaneously. Wiegand et al.
(2004b) assigned random values over realistic ranges to a set of 13 unknown parameters
for a spatially explicit population model (SEPM) of brown bears in the eastern Alps.
44
They performed this operation 557 times, and then filtered the resulting models using
five different patterns (density of females in transition area, bear observations in central
Austria, bear observations in the Carnic Alps, bear observations in the Karawanken, and
females with cubs). Only the models satisfying the criteria set for each pattern could be
considered as valid.
2.2.2 Pitfalls, criticisms and responses
One shortcoming of conventional modelling that can be overcome by POM is that
inverse modelling may always lead a modeller to add parameters iteratively until he or
she finds a model that produces the expected outputs. This may result in a very com-
plex model that fails to reproduce the real processes driving the organism’s behaviour
(Grimm et al., 2005; Kramer-Schadt et al., 2007).
However, different aspects of POM help to deal with this issue. The first aspect is the
fact that POM does not rely on a single pattern, but on the simultaneous use of several
patterns (Grimm et al., 2005; Kramer-Schadt et al., 2007). It is indeed much harder to
reproduce several patterns than only one, which can increase confidence in a model. The
idea is that using several patterns helps to narrow the space of solutions, as represented
in figure 2.3. A pattern can also be regarded as a sufficient statistics in approximate
Bayesian computation (ABC). Given some parameter θ , a sufficient statistic contains as
much information to estimate θ as would the full dataset (Csilléry et al., 2010).
Special attention has to be given to the way patterns are retrieved. There are three
different perspectives from which patterns can be observed in the model : the omnipo-
tent perspective, the perspective of an individual, and the perspective of a "virtual ecol-
ogist" (Grimm and Railsback, 2005; Zurell et al., 2010). Considering these perspectives
is especially important when some bias is known in field observations.
Stochasticity in the model processes will also be reflected in the patterns (Wiegand
et al., 2004b). Several replications of the simulations have to be run and the resulting
mean and standard error, for example, have to be considered. A coefficient of variation
can also be computed to assess numerically the impact of stochasticity (Wiegand et al.,
2004b).
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Figure 2.3: Space of solutions (a solution being a set of parameters reproducing some set
of patterns) for a model with two parameters. It can be seen that using a second pattern
reduces the space of solutions for both parameters. Note that if the spaces defined by
patterns 1 and 2 did not overlap, that would mean that the processes used in the model
are not adequate, and that new hypotheses must be defined.
The second aspect of POM that helps to avoid producing an unrealistic model de-
spite the fact that it correctly generates the patterns is to use strong inference (Grimm
et al., 2005). Strong inference consists in testing alternative theories about the decision
process and comparing them with each other with respect to their ability to simulta-
neously reproduce the different patterns. Weak models, reproducing only some of the
patterns, can thus be rejected, and additional patterns can be used to further discriminate
the remaining ones.
Finally, the main pitfall to avoid when designing an IBM is to force a desired out-
come into the model by telling individuals what to do in specific situations, which is
referred to by Railsback (2001a) as an imposed response. As explained by Railsback,
imposed responses are empirical models that are not reliable when applied to conditions
that differ from the ones considered for parameterization.
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2.3 Domain of applicability and level of emergence
2.3.1 The overfitting problem
Both the main criticism and pitfall of IBM can be seen as a problem of overfitting.
Overfitting occurs when a model is able to fit the available data, but, by doing so, looses
its predictive ability for other data, i.e. looses its generalization capacity (Dietterich,
1995). Two situations can lead to overfitting. The first one occurs when the stochasticity
and uncertainty of the model are neglected, and one tries to reproduce deterministically
their effects on the patterns, for example by adding more terms to an equation and
complexifying the model. How to cope with stochasticity and uncertainty has already
been considered in the literature (Wiegand et al., 2004b), and is out of the scope of this
paper.
The second situation concerns the domain of applicability of the model. The domain
of applicability of a model is the set of conditions over which it may be properly used
(Rykiel, 1996; Sargent, 2005). It can be assessed a posteriori during the validation of the
model by comparing the outputs of the model to real data that was not used to calibrate
it (Alpaydin, 2004). This method requires that data is available over the whole set of
conditions for which the model is supposed to be used (which will hereafter be called the
intended domain of applicability, as opposed to to the effective domain of applicability).
Overfitting then occurs when the effective domain of applicability is smaller than the
intended domain of applicability.
The problem with models designed to deal with environmental issues is that data is
rarely available for all of the intended domain of applicability. Grimm and Railsback
(2005) explain that emergence can "make an IBM general and easily applied to a wide
variety of sites and situations". The notion of level of emergence in IBMs presented
herein develops this idea, and it will be shown how it can help to increase confidence in
the superposition of the intended and the effective domains of applicability.
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2.3.2 Levels of emergence
The terminology used in this paper is inspired by Grimm and Railsback (2005).
However, for better clarity in distinguishing the different notions, it seemed necessary
to redefine some terms that will be used hereafter. As already explained, the first task
after assembling hypotheses, when designing an IBM, is to define the processes under-
lying the behaviour of the individuals. This process is represented explicitly in the IBM
by what Grimm and Railsback (2005) call a trait. An animal’s global behaviour can be
studied through different comportments, that are defined here as some specific charac-
teristics displayed by the animal or the population, such as the home range, the spatial
distribution, the habitat use or selection, etc. A pattern, being defined by Grimm and
Railsback (2005) as "any display of order above random variation", can then be seen as
a particular expression of a comportment, and can vary according to the environmental
conditions. It will be shown how, given one unique problematic, different comportments
can be used as a trait, and therefore can emerge from one another.
One can imagine three ways to model animal movements (figure 2.4): (a) an ap-
proach based on the geometric characteristics of the animal movements (step length
and turning angle), such as a Correlated Random Walk (CRW) (Bergman et al., 2000;
Morales et al., 2004); (b) a habitat selection approach based on the observable landscape
characteristics, by means of, for example, a Biased Correlated Random Walk, biased to-
wards the landscape characteristics (Fortin et al., 2005b); or (c) an approach following
the unified foraging theory (Mangel and Clark, 1986) based on trade-offs between ex-
penses and benefits of movements, such as predation risks and energy gains, by means
of a Biased Correlated Random Walk (BCRW), biased with respect to these trade-offs
(Morales et al., 2005).
It is thus possible to order these comportments according to what we introduce as
levels of emergence. The comportment defined as the decision process in an IBM will
have emergence level 0, while any comportment that emerges from it will have a higher
level of emergence. For example, if a CRW, in which the step length and the turning
angle would follow some given distribution, was chosen as the decision process in a
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given environment, therefore having a level of emergence 0, we might be able to repro-
duce some characteristic such as the total area of the home range of each animal. Home
range characteristics emerging from the comportment based on geometric characteris-
tics would have a level of emergence of 1.
Now, let’s imagine that a BCRW based on some landscape characteristics (Fortin
et al., 2005a) – such as cover type, slope, etc. – is used as the decision process. There
is a great chance, using the right environmental variables and the right bias, that we
might be able to reproduce the geometric characteristics of the animals’ movements, i.e.
the step length and turning angle distributions of the previous CRW. The comportment
based on landscape characteristics would now have level of emergence 0, while the
comportment based on geometric characteristics level of emergence would be 1, and
the level of emergence of home range characteristics, that would then automatically be
reproduced, would be 2. Also note that for a given BCRW, different configurations of the
environment would probably lead to different step length and turning angle distributions
of the CRW.
The same reflection can be made when choosing the BCRW based on trade-offs
between expenses and benefits as the decision process. These trade-offs (level of emer-
gence 0) could explain selection of some habitats (level of emergence 1), leading to
specific step length and turning angle distributions (level of emergence 2), allowing the
reproduction of home range characteristics (level of emergence 3).
Levels of emergence can be partially linked to hierarchical levels (for example in-
dividual and population levels) and to spatial and temporal scale. Let’s imagine two
comportments A and B, at levels of emergence n and n+ 1, respectively. In this case,
comportment B can only be observed at a hierarchical level or at a scale higher or equal
to that of comportment A. Let’s imagine another comportment C, at level of emergence
n+ 1. This would mean that C does not emerge from B, nor B from C, but that both
emerge from A. But sharing the same level of emergence does not mean they are neces-
sarily observed at the same hierarchical level, nor at the same spatial or temporal scale.
Let’s imagine that A is a comportment related to habitat selection at the individual level,
B represents the geometric characteristics of an individual’s movements, and C is the
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spatial distribution of the whole population for a given period. For some given config-
uration of the environment, both B and C emerge from A, but do not emerge from one
another. Therefore, if A’s level of emergence is n, B and C’s level of emergence is n+1.
However, A and B have the same hierarchical (the individual level), temporal (one step),
and spatial (the current position) level, while C has a higher hierarchical (the population
level), temporal (the whole period), and spatial (the whole landscape) level.
2.3.3 Choosing the right level of emergence to allow for generalization
Considering that, given a limited amount of data, a trait is held fixed for any envi-
ronmental condition, this trait will actually be set to reproduce the pattern of the corre-
sponding comportment displayed in the available data. One property of emergence is
that a comportment emerging from a single given process can express different patterns
for different conditions of the environment. For example, for a BCRW based on land-
scape characteristics, different configurations of the environment would probably lead
to different step length and turning angle distributions of the CRW. This implies that the
higher the level of emergence, the smaller the domain of applicability. Figure 2.4 shows
the same fictive dependencies in terms of emergence between different comportments,
for two different intended domains of applicability. In the first case, both trade-offs
and landscape characteristics based BCRW could be used as the decision process in the
IBM, while in the second case, only the trade-offs based BCRW is appropriate.
Therefore, in terms of levels of emergence, given some intended domain of applica-
bility, an imposed response consists in choosing an inappropriate level for the decision
process. This will result in an effective domain of applicability smaller than the intended
one, leading to incorrect projections made by the model for environmental conditions
different from those of the data. Thus, when defining the decision process of the in-
dividual, one should always consider the level of emergence necessary to allow for
generalization over the whole intended domain of applicability.
Some will argue, with reason, that constructing such a diagram as presented in fig-
ure 2.4 is hardly feasible for real and complex problems. Nevertheless, even if it is
practically impossible to differentiate precisely the environmental conditions leading to
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(a)
(b)
Figure 2.4: Choosing the appropriate level of emergence with respect to the intended
domain of applicability: (a) small intended domain of applicability, (b) larger intended
domain of applicability.
51
different patterns of a given comportment, it is possible to obtain clues about which
comportment may display different patterns for different conditions, therefore prevent-
ing them from being able to stand as the decision process. For example, variability in a
given comportment of different real individuals would imply that this comportment will
display different patterns. One would then have to identify the origin of the observed
differences (sex, geographical location, etc.). In the same way, variability in the com-
portment of one given individual through time, or functional response, defined as the
change in relative use of one habitat with respect to changing availability of two habitat
types (Mysterud and Ims, 1998) would be good indicators.
To sum up, when defining the decision process of an IBM, one should add the fol-
lowing steps:
1. Order the comportments that can possibly be chosen as decision processes ac-
cording to their level of emergence: which one is likely to emerge from another
?
2. Which comportments are likely to display different patterns for the intended do-
main of applicability: study the variability of the comportments at different hier-
archical levels, and at different spatial and temporal scales.
3. Select the decision process according to the intended domain of applicability, and
the feasibility of modelling it: comportments with a low level of emergence tend
to be harder to model, because data, such as real energy level and food consump-
tion, for example, requires long field studies, and is harder to obtain than data
about habitat selection, that can be obtained using GPS technology.
One has to keep in mind that designing an IBM is an iterative process, as represented
in figure 2.1. The modeller has to go through all the six tasks displayed in the diagram,
from question formulating to analysis of the model, whose output will indicate if a new
cycle must be gone through one more time. A framework can guide the modeller in
model design and development, along with his or her own experience and intuition. No
framework for the different tasks can ensure complete confidence in their output, and
this one is no exception.
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2.4 Redundancy in patterns
2.4.1 Definition
As previously explained, one key element of POM is to use a set of several different
patterns to calibrate and/or evaluate the model. Patterns can themselves be separated
into primary and secondary patterns. The purpose is to reduce the size of the space of
solutions, and thus to avoid overfitting. However, to do so, each pattern should bring
new information, that would not be included in the other patterns, otherwise use of such
a pattern would be redundant.
Levels of emergence can provide the needed information to determine if a pattern
is redundant. Let’s imagine a system with four comportments A, B, C, and D, their
levels of emergence being 0, 1, 1, and 2, respectively, meaning that comportment A is
the decision process, and that D emerges either from B, from C, or from both. Since the
two first situations are equivalent for the following, let’s just say that we can face only
two kinds of situations, (a) and (b), depicted by figure 2.5.
Emergence of comportments can also been expressed as a problem of dependency,
as in Bayesian networks. Since a pattern is an expression, or the state, of a comportment,
if a comportment emerges from another, that means that its state depends on the state of
the other comportment, and therefore does not depend on the states of the comportments
at a lower level of emergence. Thus, in the situation depicted by figure 2.5a, if one
knows the state of comportment C, one does not need to know the state of comportment
A to know the state of comportment D. D is then independent from A. In the situation
of figure 2.5b, one needs to know the states of both comportments B and C in order to
establish that D is independent from A. Situation 2.5a can also be referred to as a case
of linear dependency between comportments A, C and D.
If a comportment is independent from another at a lower level of emergence, this
means that it gives no more information about it. This can be better understood by rep-
resenting the space of solutions defined by the patterns of the different comportments,
as shown in figure 2.6. If D emerges only from C, then a pattern of C will inevitably lead
to the corresponding pattern of D. This implies that the space defined by the pattern of
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(a)
(b)
Figure 2.5: Two different configurations of emergence for 4 different comportments:
(a) comportment D emerges from comportment C alone, (b) both comportments B and
C are necessary for comportment C to emerge.
54
C is included in the space defined by the pattern of D (figure 2.6a). In the same way, if
both B and C are needed for D to emerge, none of the spaces defined by the patterns of
B and C will be completely included in the space defined by the pattern of D, but their
intersection will (figure 2.6b).
(a)
(b)
Figure 2.6: Two different configurations of emergence for 4 different comportments: (a)
The space of solutions defined by pattern D encompasses the space of solutions defined
by pattern B, (b) The space of solutions defined by pattern D encompasses the space of
solutions defined by the combination of patterns B and C, but does not encompass each
one separately.
According to the available data, four different combinations of patterns B, C and D
can theoretically be used to assess the decision process A during POM: B + C, B + D, C
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+ D, or B + C+ D. With the formalism exposed herein, it is easy to interpret each case.
• Case B + C: this case is the one presented in figure 2.3. In both situation 2.5a and
2.5b, both comportments are independent (and neither is independent from A),
and using corresponding patterns allows reduction of the space of solutions.
• Case B + D: in situation 2.5a although levels of emergence are different, this case
is equivalent to case B + C. Both comportments are independent (and none is
independent from A), and using corresponding patterns allows reduction of the
space of solutions. In situation 2.5b, since the space of solutions defined by B is
not included in the one defined by D, the same conclusions apply.
• Case C + D: in situation 2.5a, this case is the one presented in figure 2.6a. D
emerges from C, all information about D is encompassed by C and D is indepen-
dent from A. Therefore its state cannot be used to reduce the size of the space of
solutions. In situation 2.5b, this case is equivalent to case B + D.
• Case B + C + D: in both situations, using the three patterns is redundant. If
patterns B and C are available, using pattern D does not allow to reduce the space
of solutions, as represented in figure 2.6b.
2.4.2 Implications
Patterns can be used in designing an IBM for two purposes : parameterization and
validation, in which case they are referred to as secondary predictions (Wiegand et al.,
2003). When used for parameterization, ideally, each pattern should be used indepen-
dently in a binary acceptance/rejection fashion. In Wiegand et al. (2004b)’s model,
as explained in section 2.2.1, five patterns were used to filter 557 models. They used
permutation tests to define confidence intervals for accordance between simulated and
observed patterns, and each filter was applied separately. Then, they examined how
different combinations of filters may lead to retain the same or different models. They
found out that the combination of patterns 2 + 3 + 4 (bear observations in central Aus-
tria, in the Carnic Alps, and in the Karawanken) led to almost the same selection as
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pattern 5 (females with cubs), which might indicate redundancy between these patterns.
Ideally, in order to confirm redundancy, that is linear dependency between the traits,
pattern 5 and patterns 2 + 3 + 4, a model in which comportment 5 would be imposed
as a trait (what Grimm and Railsback (2005) refer as an imposed behaviour) should be
implemented and analyzed through patterns 2 + 3 + 4.
In this example, since each pattern is used separately as an independent filter, the
possible redundancy between pattern 5 and patterns 2 + 3 + 4 would not affect parame-
terization. However, the protocol used by Wiegand et al. (2004b) might not be suitable
for a larger number of parameters. Indeed, the larger the number of parameters, the
larger the space defined by the possible parameter values. Comparison of randomly
parametrized models can therefore be performed and considered adequate only if the
set of parameter combinations is representative of the whole space of parameters. If this
condition cannot be practically filled in terms of memory and computing capacities, an
iterative algorithm then has to be used to search for a combination of parameters. Iter-
ative search algorithms require a single measure to assess a possible set of parameters,
and this is when redundancy becomes an issue.
A single measure coming from the assessment of concordance between several dif-
ferent patterns will contain information about these different patterns. If the patterns
are redundant, the assessment measure will contain the same information several times
over, which is not desirable. In the best case, it will be useless. In the worst case, it
might bias the results. For example, in situation 2.5a, redundancy of pattern D with
respect to C would not only imply that it brings no more information, but would also
decrease the importance of pattern B. If the same weight is given to every pattern in the
assessment measure, information given by pattern B would be equal to the information
given by patterns C and D separately. However, because of the redundancy of D with
respect to C, they provide roughly the same amount of information, which therefore
counts as twice as much as the information given by B. This can be considered as a bias
toward patterns C and D.
Pattern redundancy must also be considered during the validation process. Identi-
fying linear and non-linear dependencies between comportments is important to gain
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insight on the internal structure of the system, and can therefore validate the fact that
the processes that were chosen after assembling hypotheses are adapted to answer the
question formulated in the first task (figure 2.1). However, if linear dependency exists
between two comportments, as in situation 2.5a, if C is used to parametrize the model,
D cannot be used to validate the parameterization, since one could also reproduce it
by using C as a trait of the model. The notion of independence between training and
validation data is well known in statistical modelling and machine learning (Alpaydin,
2004).
2.5 Study case
In order to illustrate the two points discussed in sections 2.3 and 2.4, a practical
and simple example drawn from the literature was reproduced, and then modified to
specifically address the issues of levels of emergence and pattern redundancy.
2.5.1 Description of the model
Bond et al. (2000) designed an IBM to represent dispersal of organisms in a patchy
stream environment. The purpose of their work is not to reproduce patterns observed in
a real system, but to study the effects of the overall proportion of the stream within dead
water zones (DWZ) on the dispersal distance of small organisms, that is, to generate
theoretical patterns from their model, and to study these theoretical patterns for differ-
ent configurations of the environment. Here, this model will be used as the system of
reference to conduct the study. It was chosen because of its simplicity, which may help
in clarifying the complex notions described in the previous sections.
The environment – the stream – is a two dimensional lattice of 30 by 1000 cells, and
the spatial scale is 25 * 25 cm. Each cell can be in one of the following static states:
flowing water, obstacle, or DWZ. Obstacles are represented as squares of 2 or 6 cells,
and DWZ are always located downstream of an obstacle, and are of the same size as the
obstacle. The borders of the environment are cyclic, that is the space is a torus.
The individuals, representing small stream organisms, move by one cell at each time
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step, and the probabilities of moving to a given cell depend on the configuration of the
environment in the Moore (8-cell) neighbourhood of the individual. In Bond et al.’s
work, probabilities were set a priori, based on field studies. Each time an organism
enters a DWZ, it has some probability to settle. Once an organism is settled, it cannot
move anymore. The potential directional movements of the organisms, and the associ-
ated probabilities, are shown in figure 2.7.
Figure 2.7: The individuals move by one cell at each time step in an environment made
of flowing water (in white), obstacles (in black), or dead water zones (in gray). To each
unique situation an organism can encounter, corresponds a set of potential directional
movements and associated probabilities. Adapted from Bond et al. (2000).
Bond et al. tested different scenarios in the configuration of the stream. They made
the size of the obstacles vary from 2 to 6 cells square, and the percentage of the stream
occupied by the obstacles vary from 5 to 15 % (figure 2.8). They observed that the
different configurations led to distinct patterns of dispersal and downstream dispersal
distances. Here, we reproduce this model and explore the concepts of level of emergence
and pattern redundancy for these same environmental configurations.
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(a) (b)
(c) (d)
Figure 2.8: The four different configurations of the environment used in the experi-
ments, corresponding to different obstacles sizes and percentages: (a) size: 2 cells –
percentage: 5%, (b) size: 6 cells – percentage: 5%, (c) size: 2 cells – percentage:
15%, (d) size: 6 cells – percentage: 15%. Black squares represent obstacles, while grey
squares represent dead water zones.
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2.5.2 Levels of emergence and domain of applicability
The issue of levels of emergence, and their relation with the domain of applicability
is easy to illustrate using the probability of settlement of the organisms in a DWZ. To
simulate the fact that an organism may make an active choice about whether to settle or
not once reaching a DWZ, Bond et al. (2000) made this probability vary from 25, 50,
75 to 100% for all four kinds of environments depicted in figure 2.8, and then compared
the results for the four configurations for each probability.
Let’s modify this protocol, and imagine that we observe that the probability of set-
tlement of the organisms changes along with the different environments. Variability
in this pattern over different environmental conditions means that there should be one
process, that remains the same over these conditions, able to explain the different ob-
served probabilities of settlement (figure 2.9). Bond et al. (2000)’s results show that, for
a fixed probability of settlement, individuals travel different distances in the different
environments. This is logical since this distance depends on the frequency of encounter
with a DWZ, that depends itself on the distance between obstacles, and differences in
the size and percentage of obstacles implies that the DWZ are more or less spaced out.
A process in which the probability of settlement of an organism depends on the travel
distance of the organisms would therefore probably be able to explain differences in the
average probability of settlement between environments12.
To represent the process governing the probability of settlement of the organisms, we
tested a sigmoid function, so that the probability of settlement is 0% when the travelled
distance is 0, and tends towards 100% as the travelled distance increases. The equation
of the sigmoid is therefore the following:
Psettle =
2
1+ e−λ∗d
−1 (2.1)
1According to the strong inference principle, several processes should be compared, but since the pur-
pose here is not to find the real process but only to illustrate levels of emergence, we will just investigate
one process.
2Note that this process might itself probably be explained by some biological characteristics of the
organisms.
61
Figure 2.9: Levels of emergence of the probability of settlement and the process gener-
ating it.
where d is the total distance travelled by the organism. λ was varied from 0.01,
0.02, 0.03, 0.04. 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, to 0.2. The average probability of
settlement for each configuration and for each λ was computed over 50000 individuals.
Results are given in table 2.I.
Table 2.I: Overall observed probability of settlement for each kind of environment, for
different values of λ .
Configuration λ = 0.01 λ = 0.02 λ = 0.03 λ = 0.04 λ = 0.05 λ = 0.06
2 cells, 5% 0.33 0.46 0.55 0.61 0.66 0.70
6 cells, 5% 0.48 0.65 0.74 0.80 0.84 0.87
2 cells, 15% 0.20 0.28 0.34 0.39 0.44 0.48
6 cells, 15% 0.26 0.40 0.50 0.57 0.62 0.68
Configuration λ = 0.07 λ = 0.08 λ = 0.09 λ = 0.1 λ = 0.2
2 cells, 5% 0.73 0.75 0.78 0.80 0.89
6 cells, 5% 0.89 0.90 0.91 0.93 0.96
2 cells, 15% 0.51 0.54 0.57 0.60 0.75
6 cells, 15% 0.71 0.75 0.77 0.79 0.90
If the real probabilities of settlement varied differently from those presented in ta-
ble 2.I, other equations should be tested until data is fit. Once the equation fitting the
data is found, it means that we have managed to identify an underlying process at a
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lower level of emergence explaining the observed average probabilities of settlement,
as shown in figure 2.9. Therefore, this one single process would likely be suitable for
any other kind of environment, with different obstacles sizes, homogenous or heteroge-
nous, and different percentages of obstacles, i.e. a large domain of applicability, instead
of having to identify an average probability or each kind of environment, i.e., a small
domain of applicability.
2.5.3 Redundancy in patterns
2.5.3.1 Genetic Algorithm
In case the movement probabilities for each situation are not known, we might try to
find them by applying inverse modelling. Since the movement probabilities represent a
large number of parameters, it was decided to apply a genetic algorithm (GA) to assess
them. GAs are heuristic algorithms that iteratively refine a population of possible solu-
tions to a problem by assessing each solution by means of a fitness equation (Holland
and Reitman, 1977).
The parameter set (in this case movement probabilities) first have to be coded in one
vector, called a chromosome in GA terminology. Different ways of coding a chromo-
some can be used, depending on the situation. The most common one is to use binary
coding.
Once the coding is chosen, a GA starts by creating an initial population of chro-
mosomes by assigning random values to the movement probabilities. Simulations are
performed using this population in the first iteration, and a fitness score, that can be seen
as an optimization function, is computed for each chromosome. GAs have been shown
to be an efficient method of searching a large parameter space so as to rapidly converge
on an acceptable solution (Goldberg, 1989). GAs are thus very useful for model pa-
rameterization in cases where there are many parameters and/or large possible solution
spaces.
A new population, of the same size, then has to be created that will represent the
next generation, by means of the four following steps. 1) Elitism consists in keeping
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the best individuals, according to their fitness score, and passing them intact to the next
generation. Elitism is not mandatory, but is used to speed up convergence of the GA. 2)
Selection consists in selecting the individuals that will be passed to the next generation.
Different selection methods can be used. Roulette wheel selection consists in select-
ing a chromosome proportionally to its fitness. Rank selection consists in ordering the
chromosomes according to their fitness, and then selecting a chromosome proportion-
ally to its rank. Tournament selection consists in selecting the best chromosome among
a few chromosomes chosen at random from the population. 3) Cross-over consists in
exchanging sections between two chromosomes. The probability of two chromosomes
to perform cross-over has to be set, and is usually around 70%. Cross-over can be one-
point, that is the beginning and the end of the chromosomes are shifted, two-points, that
is a section in the middle of the chromosomes is shifted, uniform, that is elements of the
chromosomes are shifted randomly, etc. 4) Mutation consists in randomly changing an
element of a chromosome, or inverting two elements of the chromosome. The mutation
rate should be kept small. These steps are applied until obtention of a new population
of a size equal to the previous one, and a new iteration is run on this new population.
Note that variants of these four steps exist, but an exhaustive review of GAs is out of the
scope of this paper.
2.5.3.2 Effects of pattern redundancy on inverse modelling
Bond et al. (2000) examined the patterns (means and distributions) of two different
comportments: the total distance travelled by an organism during a simulation, and the
downstream distance travelled by the organism. Another comportment that could have
been considered is the overall mean distribution of heading angles, computed over all
individuals.
However, mathematically, if one had access to both the total distance DTotal trav-
elled by an organism and the distribution of the corresponding heading angles H(α),
considering that they are independent from each other, one would be able to compute
the downstream distance DDown travelled by this organism, which therefore becomes
redundant. If a heading angle of 0o means going upstream, the downstream distance
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can be computed as follows:
DDown = DTotal ∗ ∑
90<α<270
H(α) (2.2)
We face here the situation of figure 2.5b, where A is the distribution of probabilities
given in figure 2.7, B is the total distance, C is the distribution of heading angles, and D
is the downstream distance.
As already explained, applying inverse modelling by testing the three patterns sepa-
rately would nullify the impact of redundancy. However, taking into account symmetry
in the movement probabilities, 30 parameters must be assessed, which would require too
many initializations of the parameters to be representative of the space of parameters.
That is why an iterative algorithm such as a GA is necessary to find the best solution, but
requires a single compound measure of fitness including information from the different
patterns.
In order to assess the effects of pattern redundancy on the performance of the GA,
two different fitness functions were tested. The first one is based on the three com-
portments (equation 2.3), while the second one is based on the total distance and the
distribution of heading angles only (equation 2.4). The total distance and downstream
distance comportments were quantified by computing the discrete distribution of their
natural logarithms, using 8 bins and 0.5 intervals. The heading angle comportment was
quantified by computing its discrete distribution, using 8 bins and 45o intervals. Since
in the first case, the downstream distance is redundant, the algorithm using equation 2.3
should not give better results than the algorithm using equation 2.4.
Fitness =
1
∑ |Dre fTotal−DGATotal |+∑ |Dre fDown−DGADown|+∑α |Hre f (α)−HGA(α)|
(2.3)
Fitness =
1
∑ |Dre fTotal−DGATotal |+∑α |Hre f (α)−HGA(α)|
(2.4)
The population was composed of 200 different chromosomes. To code the chro-
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mosomes, the 30 movement probabilities represented in figure 2.7 (when symmetry in
directions is taken into account) were put one after another to form a vector of length 30.
Probabilities were normalized so that the sum of probabilities for one situation equals
1. Elitism was applied over the ten best chromosomes after each iteration, and selection
was applied using a roulette wheel. We used a one point cross-over with probability of
75%, and mutation was applied on one gene with a probability of 1%. The algorithm
was run 20 times for each variant, and the distance between the best chromosome of
each iteration and the true chromosome given by figure 2.7 were then computed after
30 iterations. To account for stochasticity, simulations were run in ten different envi-
ronments (remaining identical at each iteration), with obstacles’ size and density being
6 and 5%, respectively, 50 times for each chromosome in each environment, giving thus
500 different results for each chromosome.
For each variant of the fitness, for each of the 20 runs, the whole 200-chromosome
population was kept after 30 iterations, and a binary acceptance criterion was applied
for the three comportments. The mean and standard error were computed for the three
reference distributions. For each distribution, the chromosomes whose means differed
of less than the standard error from the reference mean were kept. Over the 4000 chro-
mosomes, only 3 were rejected for the fitness based on the three comportments, and 2
for the fitness based on two comportments, which shows the efficiency of the algorithm.
The boxplot of the distance between the chromosomes resulting from the GA and
the reference vector of probabilities for both fitness functions is shown in figure 2.10.
It can be seen that using two comportments gives very slightly but nonetheless signifi-
cantly better results than using the three comportments in the fitness measure during the
GA. A Mann-Whitney U-test was also computed for the two samples, and rejected the
null-hypothesis that they are independent samples from identical continuous distribu-
tions with equal medians (p-value, 1.1897∗10−7). This is probably due to the fact that
equation 2.2 makes use of the integral of the distribution of heading angles, which can
be equal for different distributions. Compared with equation 2.3, the term D
re f
Down−DGADown
Dre fDown
in equation 2.4 therefore tends to favour all the distributions of heading angles whose in-
tegral corresponds to the integral of the reference distribution, even if they are different.
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This shows how pattern redundancy, if not taken into account when using an iterative
algorithm, can lead to inaccurate models.
3 4 5 6 7 8
2 patterns
3 patterns
Distance between vectors
Figure 2.10: Distances between the real vector of probabilities of displacements and
the vectors obtained using the genetic algorithms, with fitness computed over 3 and 2
patterns. The borders of the boxes are the quartiles of the distribution, and the middle
line the median. The medians are different at the 5% significance level when the notches
do not overlap (MATLABR, 2008a, The MathWorks, Natick, MA.).
The second important point about pattern redundancy is that, since a redundant pat-
tern does not bring any further information about the process, it cannot be used to val-
idate parameterization. Assessing a model on an independent validation database is
performed to ensure its ability to generalize and to avoid overfitting. When using an
iterative algorithm, the model will perform better on the training database as iterations
go along. However, when it comes to the validation database, it will usually first per-
form better, but, after a while, start to perform worse, which indicates overfitting. If
the data used for parameterization and validation are not independent, this phenomenon
cannot be observed. To experimentally study this aspect, the distance between the ref-
erence and downstream downstream distance was computed for the best chromosome
after each iteration of the GA using a 20 comportments based fitness. Figure 2.11 shows
the mean and standard error of the inverse of the fitness value and of this distance for
each iteration over the 20 simulations. As expected, it can be seen that the distance
between the reference and downstream downstream distance does not increase overall.
67
0 5 10 15 20 25 30
0.05
0.1
0.15
0.2
0.25
number of iterations
 
 
inverse of fitness on two comportments
difference between downstream distances
Figure 2.11: Evolution of the fitness of two patterns and of the distance between the real
and simulated downstream distance along iterations.
2.6 Discussion
The concept of levels of emergence and its importance have been exposed. It was
shown that this concept is very useful to increase confidence in the capacity of a model
to generalize over an intended domain of applicability, and that it can help to under-
stand the dependencies between patterns, in order to identify pattern redundancy, and
therefore to parametrize and validate IBMs in a more efficient manner. Based on this
reflexion, we suggest that levels of emergence should be a full-fledged element of POM,
or of any methodology that might be followed to design IBMs.
The study case presented in this article was a simple application chosen to demon-
strate the importance of the notions presented here. However, modellers will likely face
more complex systems, for which identifying the dependences between comportments
and their levels of emergence will not be as straightforward. This section discusses how
these concepts could be applied to more complex systems.
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2.6.1 Identification of the decision process
The first question a modeller has to ask himself when designing an IBM is "What
comportment(s) do I want to reproduce?". Once a comportment has been identified, the
underlying decision process that will generate it in the model must be selected. Every
possible decision process that might generate the comportment of interest should be
listed and ordered with respect to its level of emergence, as defined in section 2.3. One
way of doing this is to start with the comportment itself, and to reel in the chain of
processes one by one until we reach the root process.
One of these comportments then has to be chosen as the decision process of the
model, so that it will be valid for the intended domain of applicability. To identify the
intended domain of applicability, one has to ask one "For which changes in environmen-
tal conditions do I want to apply my model, and to what extent will they change?". Two
situations can then arise. The first one would be a case in which the range of changes are
already included in the data. Any comportment for which data is available could then
be chosen, provided that it is possible to identify the environmental conditions corre-
sponding to each pattern of the comportment (like the geometric characteristics level in
figure 2.4a). The second situation, much more common, is to have data for only part of
the intended domain of applicability. The decision process then has to be independent
from these changes, and show no variability along with them (like the landscape charac-
teristics and trade-offs between levels in figure 2.4a). If intuition can guide a modeller
in this task, other clues, based on statistical analyses, can be used, such as mentioned in
section 2.3.
Once the comportments valid over the intended domain of applicability are identi-
fied, the next obvious question to ask is "Is modelling this comportment as a decision
process feasible with respect to the available data?". If not, one should either find a
way to obtain more data ("horizontally" – for different conditions of the environment
– to be in the first situation, or "vertically" – for other levels of emergence – to be in
the second situation), or to accept a reduction of the intended domain of applicability so
that a comportment that could practically be modelled as the decision process would be
69
valid.
2.6.2 Calibration and assessment of the model
Calibration of IBMs can be carried out in three different (but not exclusive) ways:
(a) based on existing data (the probabilities of movement in Bond et al. (2000)), (b)
based on literature (the energy model in Morales et al. (2005)), (c) by applying inverse
modelling (the comparison between the type of movements in Kramer-Schadt et al.
(2007)). We suggest that priority should follow this order, so that patterns can be used
mainly for validation and assessment of the model. Otherwise, weak validation would
decrease confidence in the model.
When patterns are used, either for calibration, validation, or assessment of the model,
one should assess, at least qualitatively, the dependence between the corresponding
comportments. Knowing the dependence between comportments can provide informa-
tion about the amount of specific information contained in each pattern, and therefore
can help in assessing a model by giving more weight to patterns containing a lot of
information. This can be performed by following the steps below:
1. List all the comportments for which patterns should be reproduced: these are the
primary patterns.
2. List all the other comportments for which patterns could be reproduced: these are
the secondary patterns, or secondary predictions.
3. Link these comportments according to their level of emergence: this step should
have actually already been performed when choosing the decision process.
4. Order the patterns with respect to their importance and to the amount of specific
information they contain. Patterns of comportment with a low level of emergence
are valid for a larger domain of applicability, therefore define a smaller space of
solutions and contain more information, as mentioned in section 2.4. Moreover,
if a comportment depends for some part on another, part of the information con-
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tained in the corresponding pattern is already contained in the pattern of the other
comportment.
To assess more precisely the weight to give to each pattern, further development
should allow numerical quantification of the amount of information contained in each
pattern, and the amount of information shared by different patterns.
2.7 Conclusion
Scarcity of data and assessment of the domain of applicability of individual based
models are two aspects that are rarely discussed in the literature. modellers usually
focus on reproducing patterns, assuming that this condition is enough to validate the
model. A new conceptualization of comportments has been presented here, that should
help modellers to design individual based models when data is scarce. It has been shown
that grading and relating the comportments according to their levels of emergence can
help to avoid imposed responses, and therefore improve the generalization capacity of
the model.
Moreover, the relation between patterns is often neglected. The notion of redun-
dancy between patterns was clarified via the analysis of the levels of emergence of the
corresponding comportments. Since patterns are a central issue in the field of IBMs, es-
pecially in the pattern oriented modelling framework, considering redundancy can help
designing more accurate models, by avoiding bias towards certain redundant patterns
when an iterative algorithm is used. It was also shown that a redundant pattern cannot
be used to validate parameterization, although awareness of redundancy gives precious
insight on the internal structure of the real system, and therefore on the model.
PARAGRAPHE DE LIAISON B
Une fois les patrons et les processus du modèle identifiés à l’aide de la méthodolo-
gie présentée dans le chapitre précédent, le modélisateur doit alors paramétrer et valider
le modèle. La modélisation orientée patrons (Grimm et al., 2005; Grimm and Rails-
back, 2005, 2012) permet d’effectuer ces tâches grâce à une technique de modélisation
inverse, consistant à comparer les sorties du modèle avec les patrons observés dans le
système réel et à adapter les paramètres du modèle et leurs valeurs jusqu’à ce que cet ob-
jectif soit accompli. Ceci peut-être problématique lorsque les simulations sont longues
et le nombre de patrons identifiés faible, comme il s’est avéré dans ce projet. Afin de pal-
lier ce problème, j’introduis dans le chapitre suivant une nouvelle méthodologie appelée
réplication de système centrée sur l’individu (Individual-Based System Replication –
IBSR), permettant d’appliquer des techniques de modélisation directe pour l’estimation
des valeurs de paramètres, et donc de réduire le nombre de simulations devant être ef-
fectué. Cette méthodologie a également l’avantage d’améliorer la validation du modèle,
et peut être utilisée conjointement avec POM pour créer une méthodologie plus globale
pour la conception et l’implémentation des IBM.
CHAPTER 3
INDIVIDUAL-BASED SYSTEM REPLICATION: A FRAMEWORK FOR
PARAMETERIZATION AND VALIDATION OF INDIVIDUAL-BASED
MODELS
Cet article a été soumis dans :
G. Latombe, L. Parrott, D. Fortin, and M. Basille. Individual-based system replication: a framework
for parameterization and validation of individual-based models. Methods in Ecology and Evolution, en
révision.
L’article original inclut des annexes décrivant certains aspects du modèle présenté dans cet article, no-
tamment les sous-modèles qui le composent. Comme cette information est présentée en détails dans le
chapitre 6 de la présente thèse, afin d’éviter une redondance inutile, ces annexes n’ont pas été inclues ici,
et il est fait référence au chapitre 6.
3.1 Introduction
Individual-based models (IBM – also called agent-based models, ABM) are mod-
elling tools that represent separate entities at relatively small spatial and temporal scales
with respect to the studied system, and allow for emergence of phenomena at broader
scales and higher hierarchical levels (Grimm et al., 2005). In natural settings, informa-
tion on separate organisms is sometimes more accessible than information on an entire
population. Moreover, for some species, individual’s behaviours can easily be tested in
controlled environmental conditions (Railsback, 2001a).
To be general IBMs must include processes corresponding to generative mecha-
nisms, defined as "the internal organization and processes that generate the system’s
responses" (Grimm and Railsback, 2012). Here, we define the fact to assess the pro-
cesses and parameters from existing data directly related to them as a forward mod-
elling technique. Performing such a task for generative mechanisms is often impossible
because it requires costly and/or unpractical field work to get the corresponding data.
Alternatively, a common practice involves adjustment of IBM parameters so that the
output of the model reproduces some patterns observed in the real system. By doing so,
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the modeller encounters various pitfalls, such as adding parameters iteratively until the
model produces the expected outputs, leading to an over-complex model that often fails
to reproduce the real processes driving the organism’s behaviour (Grimm et al., 2005;
Kramer-Schadt et al., 2007). To avoid these pitfalls, a standard framework for develop-
ing and testing IBM is required, which will allow IBM to be more rigourous scientific
tools. The most widely accepted framework of this type is pattern-oriented modelling
(POM, Wiegand et al., 2003; Grimm et al., 2005; Grimm and Railsback, 2005). As an
inverse modelling technique, this framework involves adjustment of IBM parameters,
but in a recursive fashion, and based on a simultaneous comparison of various patterns
produced by the model with patterns of observable behaviours in the real system.
In the present work, we first explicit generative mechanisms by relating it to to the
notion of levels of emergence (Latombe et al., 2011), to highlight the difficulty to obtain
data on these mechanisms, which would prevent forward modelling. On the other hand,
we then expose the different conditions for applying inverse modelling, and show that
it also holds several restrictions that can be critical for some models. Especially, for-
ward modelling has the advantage of being faster and produces more robust models than
inverse modelling, and should therefore be preferred whenever possible. To deal with
these limitations, we propose a new tool to advance the establishment of a more com-
prehensive framework for IBM designing, called individual-based system replication
(IBSRtion), that allows the use of forward modelling to estimate IBM parameters even
for generative mechanisms. To perform forward modelling, an extension of IBSRtion,
called individual-based data generation (IBDGtion), reproduces the actions of the real
individuals and artificially generates surrogate data on the corresponding comportments
by means of submodels.
Use of IBSRtion is illustrated with a study case representing a predator-prey system
of caribou and wolf. We designed an IBM of caribou movements, which depend on the
environment, but also on wolves whereabouts. Although the complete model should
simulate both caribou and wolves’ movements, only the model of caribou’s movements
is described here. Because we wanted the model to be general, caribou movements
were based on trade-offs between costs and benefits of moving, which were consid-
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ered as a generative mechanism. The available data was extracted from GPS tracking,
and could therefore not directly represent costs and benefits of moving. Consequently,
IBDGtion was used to generate data on costs and benefits, and on wolves whereabouts.
This allowed to estimate a step selection function (SSF, Fortin et al., 2005a), a statistical
method corresponding to a forward modelling technique for IBMs. IBSRtion was used
to validate the model of caribou’s movements by comparing patterns from the model
to patterns from the real system, independently from the process that would be used to
model wolves’ movements. We then discuss the advantage of having used a forward
modelling technique for calibration: using a statistical technique provided some infor-
mation on caribou’s behaviour that would not have been provided by inverse modelling.
We also discuss how using IBSRtion during the validation process allowed to prevent er-
ror propagation that may have arisen from incorrect calibration of wolves’ movements.
Lastly, we discuss how IBSRtion can be incorporated into POM to design more robust
ecological IBMs.
3.2 Materials and methods
3.2.1 Designing an IBM
3.2.1.1 Levels of emergence
Designing an IBM requires passing iteratively through six different steps until the
expected requirements are fulfilled: (a) formulate the question, (b) assemble the hy-
potheses, (c) choose the model structure, (d) parameterize the model, (e) implement
the model, (f) analyze the model (Grimm and Railsback, 2005; Latombe et al., 2011).
To help to perform these tasks, especially tasks (b) and (c), Latombe et al. (2011) in-
troduced the notion of levels of emergence. They consider that an individual’s global
behaviour can be studied from different points of view, corresponding to different com-
portments. For example, an animal’s behaviour translates into home range characteris-
tics, spatial distribution, movement characteristics, resource selection, etc., whose ex-
pression for a given configuration of the environment is called a pattern (sensu Grimm
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and Railsback, 2005). They used the notion of emergence to state that a pattern can
generally be seen as an emergent characteristic of the animal’s behaviour. For example,
animals may move according to a trade-off between costs and benefits of movements.
This comportment will lead the individuals to display some kind of selection of land-
scape characteristics. Moving by selecting some landscape characteristics will then de-
fine the movement characteristics of the individuals, which will produce corresponding
home range characteristics. In this simple vision of a natural system, animals can there-
fore display four different comportments, linked in a chain by the notion of emergence.
Levels of emergence are then defined as follows: each comportment directly emerging
from another at level of emergence n has a level of emergence equal to n+ 1 (figure
3.1).
The lower the level of emergence of a comportment, the more a pattern will be valid
for different conditions of the environment (Latombe et al., 2011). For example, if
an animal’s movements are implemented as a biased random walk (BRW), biased to-
wards landscape characteristics (i.e. the trait), different landscape structures will lead to
different step length and turning angle distributions (i.e. different patterns of the com-
portment). The comportment at the lowest level of emergence can thus be considered as
a generative mechanism.
On the other hand, if choosing lower levels of emergence allows for broader gener-
alization of the model, it is generally harder to acquire field data at these levels, because
these data change in time depending on the individual’s actions. For example, if benefits
and expenses of displacements are expressed in terms of energy, it is hard to keep track
of the energetic level of animals regularly. On the other hand, the use of GPS technol-
ogy allows for regular and accurate tracking of animal movements, which, combined
with GIS techniques, makes it easy to compile information on landscape characteristics
used by individuals (i.e. a higher-level comportment of the system). Parameterizing a
model’s trait at a low level of emergence with data corresponding to comportments at
higher levels is a usual challenge for modellers, which is examined hereafter.
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Figure 3.1: Four comportments ordered in a hierarchical fashion according to their lev-
els of emergence. Each comportment emerges from the comportment at the lower level
of emergence. Given some environmental conditions, a specific pattern at level of emer-
gence n will then produce another specific pattern at level of emergence n+1. Any of
the comportment can theoretically be chosen as the trait of the IBM. In this case, the
comportments at lower levels of emergence are not considered in the model. Note also
that according to the real system, the structure of the hierarchy can be more complex:
different comportments can have the same level of emergence, and/or two comport-
ments at a different or the same level of emergence can be required to produce a third
one.
77
3.2.1.2 Forward versus inverse modelling for IBM parameterization
Apart from literature and expert opinion, methods to assess the parameters of an
IBM fall into two broad categories: forward and inverse modelling. Forward modelling
is the "discovery of the physical laws allowing, for given values of the model parameters,
to make predictions on the results of measurements on some observable parameters"
(Tarantola, 1987). For IBM, this means that the parameters are assessed directly from
the data (for example by means of regression techniques), but without using of the
outputs of the model, i.e. the emerging patterns.
On the other hand, inverse modelling, applied to physical systems, consists in using
"the actual results of some measurements of the observable parameters to infer the ac-
tual values of the model parameters" (Tarantola, 1987). For IBM, this means that the
parameters are calibrated by comparing outputs of the model to the corresponding data
from the real system. The best example of inverse modelling applied to IBM is POM
(Grimm et al., 2005; Grimm and Railsback, 2005; Wiegand et al., 2003), which makes
use of multiple patterns to lead to the identification of the processes and parameters that
will allow to reproduce all the patterns. Processes and parameters are refined iteratively
until the model satisfactorily reproduces a set of patterns. Note that designing an IBM
does not limit the modeller to one of these two techniques, but that they can be used at
different points during the model parameterization, complementing each other.
Inverse modelling is often privileged since data on system level responses (at higher
levels of emergence) are generally more accessible than data on the processes and pa-
rameters producing this response (at lower levels of emergence) (Kramer-Schadt et al.,
2007). One drawback of inverse modelling is that because every parameterization re-
quires independent validation, every pattern describing a system response used for cal-
ibration cannot be used for validation. This becomes an issue when few patterns are
available. Moreover, inverse modelling is a suitable technique as long as the number of
parameters to estimate is not high relative to the number of system outputs. In POM,
increasing the number of patterns allows one to narrow the space of solutions for the
parameterization, i.e. the range of parameter values necessary to reproduce the patterns
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(Latombe et al., 2011). Adding parameters, however, expands the space of solutions.
Therefore, if the number of parameters largely exceeds the number of patterns, the space
of solutions remains large, and it becomes easy to find several combinations of param-
eters allowing the reproduction of the same outputs. Estimating some parameters by
means of forward modelling, would allow for the reduction of the number of parameters
to estimate through inverse modelling, which would render this method more efficient.
Moreover, inverse modelling can be very time consuming, because refining the pa-
rameters in an iterative fashion until reproducing patterns observed in the real system
requires repeating full simulations an unknown and potentially large number of times.
Forward modelling is much more efficient since, when data is available, parameters can
be assessed independently from simulations. Forward modelling should therefore be
preferred whenever possible.
3.2.2 Individual-based system replication
To overcome the issues mentioned above, a framework, named individual-based sys-
tem replication (IBSRtion), and its extension, named individual-based data generation
(IBDGtion), is proposed that can be used to perform either inverse or forward mod-
elling. Individual-based system replicators (IBSR) are inspired from IBM, in the sense
that different entities are represented simultaneously in a given environment. Spatial
(if required) and temporal scales must be defined, along with a scheduling set to the
scheduling of the corresponding IBM. However, in an IBSR, contrary to an IBM, no
trait is defined and the individuals’ actions are strictly reproduced from available data.
An IBSR therefore contains as many individuals as there are in the data. figures 3.2a
and 3.2b represent the basic scheduling of an IBM and of an IBSR, respectively. It can
be seen how an IBSR is actually a simplification of an IBM (but cannot be classified as
an IBM because of the absence of traits).
An IBSR is useless by itself, since it only reproduces the individuals’ actions. How-
ever, we will show how it can be extended as an individual-based generator (IBDG) to
allow for performing forward modelling, and how it can be used inside an IBM to allow
for improved validation of the processes and parameters.
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(a) (b)
(c)
Figure 3.2: Schedules of (a) a classical general IBM, (b) an IBSR and (c) and IBDG.
Rectangles represent an action, while diamonds check if a condition is completed and
to decide on the next action according to the result. Note how an IBSR and IBDG are
actually simplifications of an IBM.
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3.2.2.1 Individual-based data generation for forward modelling
The lack of data at low levels of emergence is quite common, and is the main reason
for preventing forward modelling. This is also due to the fact that the corresponding
variables, be they environmental variables (e.g. quantity of resources) or internal vari-
ables (e.g. level of energy), often change in time depending on the individuals’ actions.
This limitation can nonetheless be overcome by mean of IBSRtion. From an IBSR,
an individual-based data generator (IBDG) is created by defining state variables for the
individuals and the environment in an IBSR, and updating them by means of submod-
els that are executed at each iteration (such as in a classical IBM). By recording the
environmental and internal variables resulting from different submodels, the IBDG can
generate the missing data at each time step of the data (figure 3.2c), and can therefore
be seen as a virtual laboratory that generates data unaccessible in the field.
This approach is possible because the submodels governing the temporal changes
of the environmental and internal variables depending on individuals actions usually do
not need to be parameterized at the same time as the IBM’s traits’ parameters. They
can often be found in the literature, along with their parameters, or can be estimated
directly from field studies. Assuming that the submodels are well parameterized, the
data obtained from the IBDG will be accurate with respect to the corresponding data
that would be obtained through field studies. Forward parameterization techniques,
such as regression techniques or supervised learning algorithms can consequently be
applied to the traits of the IBM. Of course, parameterization performed this way cannot
ensure that the model will be able to reproduce the patterns observed in the real system.
This will be performed by the validation process.
3.2.2.2 IBSRtion for inverse modelling and validation
Inverse modelling and validation of IBM rely on the same principle, that is to com-
pare outputs of the model with patterns observed in the real system. Performing either
of these tasks for a complex model, involving many parameters and processes, along
with feedback loops between the different kinds of individuals and the environment,
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can lead to issues such as of overfitting and error propagation. IBSRtion can simplify
the validation process by applying it partially on a system, to separate the different parts
of the corresponding model. For example, one might choose to model only one part
of the system (individuals of only one species), while replicating the other ones (indi-
viduals of other species). This way, the modelled species processes can be validated
by comparing patterns related to this species only (such as home range characteristics)
produced by the partial model with patterns observed in the real system.
3.3 Results: IBSRtion applied to a study case
We applied IBSRtion to an IBM simulating the movements of woodland caribou
(Rangifer tarandus L.) and its predator, the gray wolf (Canis lupus L.). Caribou and
wolves’ movements are modelled as discrete 4-hours steps, each step being defined by
an origin and an ending point. Individuals move simultaneously in the environment,
and influence each other. Their movements lead to encounters and, therefore, to preda-
tion events. Temporal changes in the environment can impact the movements of each
species, hence the predation rate. Because our purpose is specifically to highlight the
strength of IBSRtion, we use IBSRtion here only to demonstrate how to: 1) parameter-
ize in a forward modelling fashion the processes governing the behaviour of caribou,
by means of an IBDG, and 2) to validate these processes by using a partial IBSR to
replicate the displacements of wolves, while running the processes used to model cari-
bou movements. Simulations of the complete model, including all three species, which
would correspond to step 3), are out of the scope of this paper. More details about the
justification of the traits and about the submodels used in the IBDG are provided in
chapter 6.
3.3.1 Study area and materials
The study area is located in the Côte-Nord region (50oN to 52oN, 68oW to 71oW)
of Québec, Canada. An aerial survey conducted over the study area in March 2007
revealed that caribou density was 1.9 individuals/100 km2 (Courbin et al., 2009).The
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GPS data, combined with aerial surveys, revealed the presence of 4 wolf packs in the
study area. We concentrated our case study on the winter period for caribou, from
December 28th to April 15th (Basille et al., 2012), because this period represents a
time of high stress for this species. Heavy snow increases predation risk, as well as
the energy allocated to locomotion and foraging (Weclaw and Hudson, 2004). Twenty-
seven caribou and 8 wolves were monitored using GPS collars (Lotek Engineering,
Newmarket, ON) or ARGOS/GPS collars (Telonics, Mesa, AZ), from 2005 to 2009.
During this period, each caribou was followed for an average of 19 months, and each
wolf was followed for an average of 18 months. Radio-collars were scheduled to record
a location every 4 hours.
We used Landsat Thematic Mapper images taken in 2000 with a 25-m resolution
grid (Natural Resources Canada, Canadian Forest Service, Laurentian Forestry Centre)
to represent the animal’s environment. Satellite images were composed of 51 land cover
classes, which were reclassified into eight classes: open area, closed canopy mature
conifer forest, open conifer forest with lichen, open conifer forest, mixed/deciduous
forest, regenerating cut, recent cut, and road. Land-cover maps were updated for burned
areas, cutblocks and roads on a yearly basis based on data provided by the forestry
companies operating in the region. A digital elevation model at the scale of 1:20 000
was then used to estimate elevation and slope in the study area.
3.3.2 Model trait and the need for an IBDG
The complete model is intended to be used as a decision support system to study
variations in the interactions between caribou and wolves, according to the landscape
changes associated with different forest management plans. It therefore has to be valid
for a wide variety of landscape configurations, and the traits of the model must be chosen
carefully. To model caribou movements, an approach based on trade-offs between costs
and benefits of movements was used. As presented in section 3.2.1.1, this trait has a low
level of emergence, and can therefore be considered as a generative mechanism.
For the model to be general, a state variable that can influence the trade-off between
the costs and benefits of an action and, by extension, of a movement must be added
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(typically the energy level of the animal, but other variables are suitable, such as gut
content, body mass, territory size, etc.; Mangel and Clark, 1986). For example, an
individual with a high energy reserve could favour safety over foraging. Individual
movements were modelled by a step selection function considering such compromises
(SSF, Fortin et al., 2005a).
SSF are mathematical functions that provide a measure proportional to the probabil-
ity of selecting a step, given the characteristics available at that time in the environment.
This is achieved by contrasting each observed step to a set of random steps, using a con-
ditional logistic regression. In our case, 20 random steps were drawn for each observed
step, based on the empirical distributions of the step lengths and turning angles. SSF
can be expressed as:
w(x) = exp(β1x1+ ...+βnxn) (3.1)
where w(x) represents the SSF score for the step described by the vector x of vari-
ables xi associated with each observed or random step, and βi is the coefficient associ-
ated with xi. Steps with a higher score have higher odds of being chosen by an animal.
Benefits of moving were related to: (1) potential energy gains obtained by foraging
at the end of the step, (2) decreasing predation risk, (3) decreasing human induced
disturbance. Costs of moving were considered to be related to: (1) energy expenses due
to movement, (2) increasing predation risk, (3) increasing human-induced disturbance.
As previously mentioned, a typical state variable is the energy level of the animal.
However, because the energy level of animals at a given time is a function of their initial
energy level, which is unknown, the theoretical energy balance ∆E over the last three
days was used instead. A predator presence index (Pred) at the origin of the step defined
another state variable, computed as a function of time and distance since previous wolf
passage. As both energy level and predation risk at the origin of the steps are common
for every step of a given iteration, these state variables can only be incorporated in the
SSF through interaction terms. A SSF was thus fitted using the following model:
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Model∼cos(αcluster)+G/L+(G/L)×∆E+Cover+Cover×∆E
+Altitude+Edge+ cos(αroad)× f (Droad)
+ cos(αrec.cut)× f (Drec.cut)+ cos(αreg.cut)× f (Dreg.cut)
+(G/L)×Pred+Cover×Pred+Altitude×Pred+DiffRisk (3.2)
where αcluster is the minimum angle between the step direction and previous clusters
of locations (a cluster of locations means that the individual was in a suitable patch), and
represents a memory effect that is intended to keep the individuals in a home range by
having them go back to previously visited areas, G is the expected energy gain obtained
from eating at the end of the step, L is the energy expended to travel the step, Cover is
the percentage of canopy cover in a 25 × 25 m cell at the end of the step, Edge is the
2D gradient of percentage of canopy cover at the end of the step, computed over a 3×3
Moore neighbourhood (Burrough et al., 1998, a high value of Edge of a cell represents
a transition from one density of canopy cover to another), αroad , Droad , αrec.cut , Drec.cut ,
αreg.cut , and Dreg.cut are the bearing direction and distance to the closest road, recent
cut, and regenerating cut. We detail each element of this equation, and the associated
submodels, in Chapter 5.
Of all these environmental and state variables, Cover, αroad , αrec.cut , αreg.cut , Droad ,
Drec.cut , Dreg.cut , Edge, and Speed can easily be obtained from the cartographic and
animal tracking data available for the real physical system described in the previous
section. However, this is not true for G, L, αcluster, DiffRisk, ∆E, and Pred. G, L, and
∆E require the use of an energetic model taking into account resource depletion. αcluster
(Howery et al., 1999) requires a progressive recording and update of successive clusters
of locations of the real animals (Howery et al., 1999). Lastly, DiffRisk and Pred require
a progressive update of olfactory trails left by wolves. We used an IBDG to generate this
information. We replicated the individuals’ movements, and simultaneously executed
different submodels to update the variables (see Chapter 5 for an extensive description
of the submodels). For each observed and replicated step of each animal, we also drew
85
20 random steps, and computed and recorded the variables for these steps (note that
internal variables were not updated for random steps). At each iteration, the values of
the different variables were recorded for each observed and random step to create a
database that allowed for the estimation of the SSF β values by means of conditional
logistic regression. Results of the SSF model are given in Table 3.I (see Chapter 5 for
parameterization details on autocorrelation and multicolinearity).
We used k-fold cross validation for case-control design to evaluate model robust-
ness. A SSF was built using 80% of randomly selected strata. This SSF was then used
to estimate w(x) scores for the observed and random locations of the 20% withheld
strata. The observed location of each stratum was ranked against its associated random
locations from 1 to 21 (i.e., 21 potential ranks given that a stratum included 1 observed
and 20 random locations) based on the w(x) scores, where 1 was the lowest and 21 was
the highest possible rank for that stratum. Ranks of observed locations were then tallied
into the 21 potential bins. Spearman rank correlation (rs) was performed between the
bin’s ranking (1–21) and its associated frequency. The process was done 100 times, and
the average rs and associated 95% confidence intervals are reported.
3.3.3 Validation
The scheduling of the partial IBSR used to validate the caribou process is presented
in figure 3.3. At each iteration, for each modelled caribou, 21 random steps are drawn
from empirical distributions, and the score of each step is computed by means of eqn
3.1. A step is then selected using a roulette wheel method, in which each step has a
probability P = 1/(1+w(−x))∑ [1/(1+w(−x))] to be selected (the logistic function was used instead of
the raw score because it represents the relative probability of use conditioned on habitat,
Keating and Cherry, 2004). On the other hand, wolves’ movements were replicated
from GPS data. To assess if patterns were better reproduced by the SSF model than by
a random model, a CRW was also implemented to model caribou movements, in which
each step has an equal probability of being chosen, to represent the null model.
Although different comportments should be used for proper validation (Grimm et al.,
2005; Latombe et al., 2011), only one is considered in the present work to illustrate IB-
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Table 3.I: Coefficients (β ), standard error (SE) and 95% confidence intervals (CI) for
the complete SSF model for the woodland caribou in the Côte-Nord region, Québec
(Canada), in winter (values are ×102).
Variable β SE 95% CI
cos(αpatch) 38.31 1.66 (35.05:41.57)*
G/L 13.76 1.91 (10.01:17.51)*
Cover -0.26 0.07 (-0.39:-0.13)*
Altitude 0.24 0.04 (0.17:0.32)*
Edge 0.01 0.03 (-0.04:0.07)
cos(αroad) * f(Droad) -10.11 4.51 (-18.96:-1.27)*
cos(αrec.cut) * f(Drec.cut) 1.04 10.52 (-19.59:21.66)
cos(αreg.cut) * f(Dreg.cut) -67.25 21.92 (-110.22:-24.29)*
Diffrisk -73.33 39.82 (-151.37:4.72)
G/L × ∆E 17.12 3.15 (10.95:23.30)*
Cover × ∆E -0.20 0.13 (-0.45:0.05)
G/L ×R 6.86 7.24 (-7.32:21.04)
Speed ×R 0.09 0.02 (0.05:0.13)*
Cover ×R 0.18 0.20 (-0.20:0.57)
Altitude ×R 0.18 0.17 (-0.15:0.50)
* Coefficients for which the 95% confidence intervals ex-
cluded zero.
Models were robust to cross-validation, with an observed rs
of 0.92 (95% CI: 0.85 – 0.98), which exceeded the rs of 0.00
(-0.41 – 0.49) expected from randomized data.
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Figure 3.3: Scheduling of the partial IBSR used to validate caribou processes. While
the caribou are simulated like in a classical IBM, including all relative submodels, wolf
movements are replicated from GPS data but still modify the environment.
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SRtion. The model was run 20 times for each year, modelling one simulated individual
for each real one. Resource selection functions (RSF, Manly et al., 2002) on land-
scape cover types were then estimated for each real individual and for each replication
of the simulated individuals (Courbin et al., 2009). By doing so, we verify that the
processes based on costs and benefits of moving translate into appropriate land-cover
type selection by simulated individuals. Note that the movements of the simulated in-
dividuals were constrained to the home ranges of their real counterparts to remove the
influence of differences of home range between real and simulated individuals on land-
cover type selection. To do so, any random step falling outside of the home range of
the corresponding real individual was deleted and re-drawn. The capacity of the model
to reproduce the home ranges should be assessed separately, without constraining the
individuals’ movements.
RSF compare locations of individuals with random locations drawn, in our case, in
the home range of the individuals, and use logistic regression by a generalized linear
mixed model (GLMM, logit link) to estimate the model’s coefficients (β ), following
the same principle as for SSF. Whereas RSF and SSF are conceptually similar, they
differ in the fact that landscape cover selection is assessed at the scale of the home
range rather than at the scale of the step, i.e. at higher levels of emergence than used
for the trait of the model. RSF assessments therefore produced a vector of β values for
the real individuals and for each run of the simulated individuals. For each individual,
for each year, we computed Pearson’s R correlation coefficient between its β values
vector with the vectors of the 20 runs of the corresponding simulated individuals. The
boxplot of the correlation coefficients for each method (Figure 3.4) shows that the model
performs significantly better than a CRW, because notches do not overlap, meaning that
their medians differ at the 5% significance level (MATLABR, version 7.6.0, Natick,
Massachusetts: The MathWorks Inc., 2008).
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Figure 3.4: Distribution of the Pearson R correlation coefficients between the β values
vectors for real and simulated individuals for the IBM (which selects a step according
to a roulette wheel method based on the SSF scores of the steps) versus a simple CRW
(which selects any step with equal probability). A high correlation coefficient means
that simulated individuals select land cover types in a similar fashion to real individuals,
hence validating the model. The borders of the boxes are the quartiles of the distribution,
and the middle line the median. The medians are different at the 5% significance level
when the notches do not overlap (MATLABR, 2008a, The MathWorks, Natick, MA.).
The IBM therefore performs significantly better than a CRW.
90
3.4 Discussion
3.4.1 Choice and parameterization of the model traits
In our study case, caribou movements could have been represented by different
model traits, at different levels of emergence. However data availability can differ in
great proportions according to the level of emergence of the corresponding comport-
ment. Since the lower the level of emergence, the broader the domain of applicability,
choosing one of these processes amounts to defining the domain of applicability of the
model. Data limitations can therefore be a hindrance to designing an IBM for a partic-
ular application, to which corresponds a specific intended domain of applicability. We
showed how IBSRtion, and more specifically IBDGtion, allowed to empirically param-
eterize a trait governing individuals’ movements at a low level of emergence for which
some data was not available. In general, IBSRtion can be used to empirically parame-
terize any trait for which forward modelling can be applied, independently of its level
of emergence.
In the present work, IBSRtion and IBDGtion were used to design an IBM, i.e. to
verify if current knowledge can allow the development of a dynamic model to make
projections on a species’ behaviour of interest. However, IBDGtion can also be used to
generate surrogate data for other purposes, such as to study a specific aspect of a species’
behaviour by means of statistical analyses. For example, Table 3.I shows that caribou
tended to move faster following the recent passage of a wolf in their vicinity (the β value
of Speed×R is significantly positive at 95%), whereas it does not modify their selection
of percentage of canopy cover (the β value of cover×R is not significant). Inverse
modelling would not permit to obtain confidence intervals and such precise information
on the individuals’ behaviour.
Lastly, analysis of the results from forward modelling also permits validation and
verification of the submodels and processes. For example, we showed that caribou
move to achieve a favorable Gain/Loss ratio (Table 3.I). In fact, obtaining any different
results would either imply that there is probably a design or a coding error in the IBDG,
and by extension in the IBM, since the same submodels are used in both, or that we
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failed to identify the most important benefits and costs driving caribou movements.
3.4.2 Model validation, overfitting and error propagation management
Complex models can result in overfitting issues resulting from, for example, adding
more terms to an equation and over-complexifying the model until a pattern for a spe-
cific set of environmental conditions is reproduced (Latombe et al., 2011). This kind
of issue is traditionally overcome by using several patterns (Grimm et al., 2005). The
condition for the model to be valid is to succeed in reproducing all the patterns, as as-
sessed by binary criteria of success/failure in reproducing each pattern (e.g., Wiegand
et al., 2004a; Kramer-Schadt et al., 2007). Increasing the number of patterns reduces
the space of solutions of the parameterization (figure 3.5).
Figure 3.5: Space of solutions for a model with two parameters, adapted from Latombe
et al. (2011). If only pattern 1 is used, the space of solution has a size of (X × Y).
When adding pattern 2, the space of solution’s size is reduced to (X’ × Y’) ⊂ (X ×
Y). If parameter 2 can be assessed a priori, the space of solutions is reduced to X’ <
(X’ × Y’). Imagine a system with two species influencing each other, that Parameter
1 refers to species A and parameter 2 to species B, and that patterns 1 and 2 concern
species A. In this representation, applying IBSR on species B while simulating species
A is equivalent to estimating a priori parameter 2 on the patterns, and therefore reduces
the space of solutions.
However, following the classical approach, one still must validate all the parameters
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for all species at a time, using all the available patterns. This situation makes it difficult
to identify which parameters or missing variables would cause a failure to reproduce
some patterns, which can lead to overfitting problems. This is especially true when the
different parts of the model interact with each other, which can give rise to error prop-
agation. For example, in the complete IBM simulating both caribou and wolves, each
species has an impact on the other one’s behaviour, leading to the presence of various
feedback loops. If validation was performed on the whole model, failing to reproduce
some pattern of caribou comportments may not be the result of a flawed parameteriza-
tion of the caribou process, but could come from errors in wolves processes, due to error
propagation. Moreover, in such a case, we would be likely to obtain errors (i.e. failing
to reproduce the pattern) for the two species simultaneously, due to the same problem of
error propagation, rendering it almost impossible to trace back the errors. By reproduc-
ing the movements of wolves, and modelling only caribou displacements, we ensured
that potential errors during validation could only be caused by the caribou processes or
related submodels. This notion especially applies in the context of multi-species mod-
els, or, more generally, any model with different groups of individuals which can influ-
ence each other directly or indirectly. Adding species increases the interactions between
species, and consequently the number of feedback loops, which can greatly complexify
the IBM. Error propagation can thus occur more frequently while being harder to trace
back.
Applying IBSRtion to isolate the modelled species and perform validation indepen-
dently for each one can be compared to breaking a complex equation combining all
parameters into several simpler equations including only the parameters of the corre-
sponding species. It would then be easier to identify which parameters may be erro-
neous, or which variables may be missing.
3.4.3 Using IBSRtion inside POM
One great advantage of IBSRtion is that it can be incorporated into the pattern-
oriented modelling framework and improve it. The use of IBSRtion during the parame-
terization and validation phases does not ensure that the IBM will reproduce the patterns
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observed in the real system. It only ensures that the traits are statistically meaningful,
and that the parameters correspond to a unique best solution with respect to the em-
pirical data. However, the processes represented by the trait may not be sufficient to
reproduce patterns at other hierarchical levels of the system. For example, although the
SSF model performs better than a simple random model, the difference was not as im-
portant as expected (the medians of Pearson’s coefficients in figure 3.4 differed only by
0.1, and the notches almost overlap). There is therefore room for improvement, such as
considering other variables, or using other selection methods for the steps instead of a
roulette wheel.
POM consists of making hypotheses about processes and parameters of the IBM,
and comparing the patterns produced by the IBM to patterns observed in the real system.
If the IBM does not manage to reproduce the patterns, the hypotheses are refined and
patterns compared again, and so on, in an iterative fashion until the IBM reproduces the
patterns observed in the real system (figure 3.6a). Parameters are thus estimated through
inverse modelling. By using forward modelling on the parameters, POM can only be
applied on the processes. This would consist in refining the processes, for example
by adding or removing variables, in an iterative fashion, until the model can reproduce
the patterns (figure 3.6). This would speed up the iterative procedure and reduce the
uncertainty of the parameter values. This new version of POM can also be applied on
each kind of individual separately, since the comparison of patterns follows the principle
of validation developed above.
3.5 Conclusion
We introduced individual-based system replication, a framework for designing and
parameterizing ecological individual-based models by means of forward modelling, that
overcomes several limitations of more classic inverse modelling techniques, such as
handling of overfitting and error propagation, the absence of statistical relevance of pa-
rameters, and can speed up the parameterization process, while ensuring that the IBM is
valid for a large domain of applicability. When used used together with submodels, thus
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(a)
(b)
Figure 3.6: Pattern-oriented modelling. (a) The original version of POM adapted from
Wiegand et al. (2003). Hypotheses on both parameters and processes are refined itera-
tively until patterns produced by the IBM match the patterns observed in the real system.
Parameters are therefore estimated by means of an inverse modelling paradigm. Sec-
ondary predictions are patterns that were not intended to be reproduced, but that the
model manages to reproduce nonetheless, and are therefore not part of the recursive
protocol of inverse modelling. (b) A version of POM including IBSRtion. Hypotheses
are made on processes only, and parameters are directly estimated by means of a for-
ward modelling technique accordingly. During the iterative procedure, new hypotheses
are then made only on the processes, and parameter values are adjusted through forward
modelling. The iterative procedure is also applied independently for each different kind
of individual; behaviours of the other kinds of individuals being replicated by means
of an IBSR, in order to decrease the complexity and to increase the robustness of the
approach.
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resulting in an individual-based data generator, it allows the modeller to choose traits
at a low level of emergence for which no field data is available. The data is then arti-
ficially generated using the submodels, and parameterization of the traits is performed
by means of forward modelling, which ensures that the resulting parameters correspond
to a best unique solution. Moreover, IBDGtion can also be used to perform statistical
analyses that would be impossible otherwise, or at the expense of costly field studies.
In this study, these statistical analyses were used as a forward modelling procedure,
which provided additional information on the system of interest. When various kinds
of individuals are represented simultaneously in the IBM, IBSRtion allows to validate
one kind at a time, while controlling the influence of the other ones. By doing so, error
propagation that may come from the other species’ processes is suppressed, and back-
tracking of the errors is simplified. Lastly, IBSRtion can complement pattern-oriented
modelling, and should greatly contribute to the establishment of a general protocol for
designing, parameterizing, and analyzing IBM.
PARAGRAPHE DE LIAISON C
Lors de la conception d’un modèle centré sur l’individu, divers aspects du compor-
tement des individus modélisés doivent être inclus. Généralement, les processus qui s’y
rapportent peuvent être basés sur des études existantes. Cependant, dans le cadre du mo-
dèle présenté ici, il n’existait pas, à ma connaissance, d’étude satisfaisante permettant de
représenter la réaction des proies par rapport au loup, étant données les contraintes liées
à la modélisation centrée sur l’individu, et notamment l’aspect dynamique des positions
relatives des proies par rapport à leur prédateur. C’est pourquoi un modèle statistique a
été évalué pour mesurer l’échelle spatio-temporelle et l’intensité de la réaction des cari-
bous et des orignaux par rapport au passage antérieur de loups, présenté dans le chapitre
suivant. Cette technique pourra alors être implémentée directement dans le modèle.
CHAPTER 4
SPATIO-TEMPORAL DYNAMICS IN THE RESPONSE OF WOODLAND
CARIBOU AND MOOSE TO THE PASSAGE OF GRAY WOLF
Cet article a été soumis dans :
G. Latombe, D. Fortin, and L. Parrott. Spatio-temporal dynamics in the response of woodland caribou
and moose to the passage of gray wolf. Journal of Animal Ecology, en révision.
4.1 Introduction
Predators impact prey populations not only by consuming individuals, but also through
non-lethal effects (Lima and Dill, 1990; Peacor and Werner, 2000; Brown and Kotler,
2004; Schmitz et al., 2004). Predation risk triggers a broad range of behavioural re-
sponse, such as a shift in habitat selection, movement patterns, and feeding behaviour,
as well as an increase in vigilance and conspecific aggregation (Lima and Dill, 1990).
Predation risk has also been observed to alter reproductive physiology and to lower
recruitment (Creel et al., 2007). Anti-predator behaviour can even impact population
dynamics just as much as direct predation (Abrams et al., 1996; Creel and Christian-
son, 2008). For example, comparison of the effects of density-mediated interactions
and trait-mediated interactions vs. the total effects of predation (computed as the sum
of the risk and predation effects minus predator-absent control), performed over 49 pa-
pers also showed that risk effects represented on average 63% of the total effects of
predation, whereas direct predation represented 51% (Preisser et al., 2005).
Anti-predator behaviours are costly, because they generally take away time from
other potentially fitness-enhancing behaviours (Brown, 1998; Brown and Kotler, 2004).
For example, prey may have to avoid the richest resource patches when trading-off
energy gains for safety (Lima and Dill, 1990; Lima, 1998). Bison (Bison bison L.) have
been observed to decrease their selection of optimal food items in response to predation
risk, resulting in lower rates of energy gains (Fortin and Fortin, 2009). Prey also use
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vigilance to avoid being surprised by a predator, a behaviour that tends to decrease
foraging rate (Lendrem, 1983; Illius and Fitzgibbon, 1994; Brown, 1999). Even for
animals that can scan their surroundings without interrupting foraging (Fortin et al.,
2004a), vigilance still reduces intake rate (Fortin et al., 2004b). In general, the level
of anti-predator behaviour should increase with the risk of mortality, the prey’s energy
state, and its fitness, and decrease as its marginal value of energy rises (Brown, 1999;
Brown and Kotler, 2004).
The co-evolution of predators and prey may result in prey developing chronic anti-
predator responses (Schmitz et al., 2004). In fact, the hypothesis of the role of the “ghost
of predators past” (e.g., Peckarsky and Penton, 1988; Byers, 1998) in shaping current
anti-predator responses relies on such chronic response. Because of the high costs of
anti-predator behaviours, a specific chronic response may not always maximise fitness,
and it may be beneficial for the prey to adjust its level of anti-predator behaviour based
on its current perception of the threat level. A prey should exhibit its strongest anti-
predator behavior in high-risk situations that are brief and infrequent, whereas alloca-
tion of anti-predator effort to high-risk situations should decrease as they become more
frequent or lengthy (Lima and Bednekoff, 1999). Chronic and ephemeral behavioural
responses should ultimately be dictated by factors such as the mobility of predators, their
hunting mode (Schmitz et al., 2004), and the prey escape tactics (Wirsing et al., 2010).
An optimal prey response may not simply use either chronic or ephemeral anti-predator
behaviours, but may use a combination of both. Such a combination of anti-predator
responses can then be used to characterise a prey’s "landscape of fear", in which "hills"
and "valleys" are defined by the predation risk, and related in particular to spatial pat-
terns in habitat features (Laundré et al., 2010). Given the possibility of chronic and
ephemeral behavioural responses to risk, the landscape of fear could vary broadly, from
static to highly dynamic according to the spatial and temporal scales of the prey’s per-
ception of risk. A comprehensive assessment of the impact of predators should therefore
involve the quantification of a prey’s perceptual range (or the range within which signs
of predators can trigger a response), together with the time that the perceived changes
in threat last (Lima and Dill, 1990; Lima and Zollner, 1996; Zollner and Lima, 1997).
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Several studies have examined the impact of the presence of predators at fine tempo-
ral and spatial scales. For example, elk (Cervus canadensis E.) tended to leave food-rich
grasslands and moved into the protective cover of wooded areas when wolves (Canis
lupus L.) were present in the same drainage on the same day (Creel et al., 2005). The
ungulate also increased its movement rate when wolves had been within 5 km from its
location during the previous 4 hours (Proffitt et al., 2009), and became more vigilant
when wolves were present within 3 km from its location (Liley and Creel, 2008). Like-
wise, zebra (Equus quagga B.) displayed intense vigilance when lions were within 2 km
(Périquet et al., 2012), and individuals became less abundant on grasslands during the
night if lions had also been present during the past 24 hours (Fischhoff et al., 2007). In
general, the presence of lions within a 2-km fixed radius during the previous 24 hours
influences habitat preferences of both grazers and browsers (Valeix et al., 2009).
Most of these fine-scale studies (1) approximate perception of predator presence by
a binary presence/absence of predator (2) in a fixed radius and (3) over a fixed tem-
poral window around the prey locations. This coarse level of information on prey’s
assessment of predator presence might not suffice to evaluate the role of anti-predator
behaviours on the spatial dynamics of prey and, more generally, on food web proper-
ties. Liley and Creel (2008) represent an exception, because they considered a range of
thresholds on distance between elk herds and wolf packs, from 0.2 km to 5 km. How-
ever, they still assessed predator presence in a binary presence/absence fashion in the
vicinity of the prey, and did not consider the fact that the impact of prior presence of
predators on prey may vary according to different functions of time and distance. More-
over, most studies consider one prey only, except for Valeix et al. (2009) who compared
eight different species of different sizes and foraging habits. However, they assessed
short-term predation risk at the same spatial and temporal scales for all species.
Here, we evaluated the behavioural response of forest-dwelling woodland caribou
(Rangifer tarandus caribou L.) and moose (Alces alces L.) to the passage of gray
wolves, in the Côte-Nord region of Québec during winter and summer. Forest-dwelling
caribou is considered threatened across the Canadian boreal forest (COSEWIC, 2006),
and the conservation of this ecotype has a strong impact on forest management. Food
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resources are not considered as a limiting factor for these caribou, and, instead, their
population dynamics would be driven by top-down forces (Courtois et al., 2007). Given
the importance of risk effects on top-down systems, a better understanding of the per-
ception of predator presence by caribou, and their reaction to it, can provide valuable
information of high conservation value. The response of moose to predation risk can
also have consequences on caribou conservation, because a high hunting success of
wolves on moose can lead to an increase in the wolf population, which in turn, can be
detrimental to the caribou populations (Wittmer et al., 2007).
We used optimisation techniques applied to movement analysis to identify the tem-
poral scales and spatial extents over which caribou and moose respond to the recent
passage of wolves in summer and winter. Perception of predator presence is measured
by parameterising and testing different continuous and discrete discounting functions
of both time since and distance from wolves’ previous passage. The non-lethal effects
are assessed by means of step selection functions (SSF, Fortin et al., 2005a) integrating
information on both animal movements and habitat selection. Our results highlight the
dynamic aspect of the predator-prey game, which appears characterised by a combina-
tion of chronic and ephemeral anti-predator responses.
4.2 Materials and methods
4.2.1 Study area
The study area was located in the Côte-Nord Region of Québec, Canada. Black
spruce (Picea mariana M.) and balsam fir (Abies balsamea L.) are the dominant tree
species. Other common species include jack pine (Pinus banksiana L.), trembling aspen
(Populus tremula L.), white birch (Betula papyrifera M.), and eastern larch (Larix lar-
icina D.R.). The relief is hilly, and the altitude varies from 300 to 1,000m. Mean daily
temperatures vary from -23oC in January to 14oC in July, whereas mean annual precip-
itation is 715 mm (Crête and Courtois, 1997). Snow accumulates from early November
to early June, reaching a peak >2m in mid-March (Houle et al., 2010). The area is
subject to logging activities, which have been the main anthropogenic disturbance for
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the past decade. We used Landsat Thematic Mapper images taken in 2000 with a 25
m resolution grid covering nearly 72,000 km2(50oN to 52oN, 68oW to 71oW) updated
every year with info from forestry companies to create maps of land cover types.
4.2.2 Telemetry data and biological seasons
An aerial survey conducted over the study area in March 2007 estimated caribou
density to be 1.9 individuals/100 km2 and moose density to be 4.3 individuals/100 km2.
Five wolf packs of approximately five individuals each were also identified in the study
area.
From 2005 to 2009, a total of 23 caribou, 15 moose, and 11 wolves were fitted with
radio-collars recording locations every 4 h. Amongst these individuals, we used GPS
data from 12 caribou, 12 moose, and 7 wolves, which only included animals whose
100% minimum convex polygons containing their locations overlapped with at least
one wolf for caribou and moose, and with at least one caribou or one moose for wolves.
For each species, the year can be divided into multiple biological seasons, characterised
by behavioral differences between successive periods (Basille et al., 2012). For caribou
and moose, we differentiated winter (December 28th - April 15th for caribou; October
12th - May 6th for moose) and summer (May 28th - September 17th for caribou; June
10th - October 11th for moose). We therefore used wolves locations corresponding to
the union of these periods (October 12th - May 6th for winter and May 28th - October
11th for summer).
4.2.3 Spatio-temporal association between wolves and their prey
To test for the potential response of caribou and moose to wolves in their vicinity, we
identified the most recent passage of a wolf within 15 km of their locations. To do so, at
each 4-hour time step, each 25 m × 25 m grid cell in the land cover map was assigned
the time and date of the most recent passage of a wolf. For each caribou and moose
location, we then verified whether the path of a radio-collared wolf crossed any of 24
rays of length 15 km oriented every 15o, pivoting around the location. The distance Di
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to this path and the time Ti elapsed since the passage of the wolf was recorded for each
ray i (i = 1...24) (maximum of 10 days), as illustrated in figure 4.1. If a ray crossed
multiple wolf’s paths, only the most recent one was recorded. For every caribou and
moose location, 24 combinations of time and distance {(T1,D1),(T2,D2),...,(T24,D24)}
were therefore recorded.
Figure 4.1: Recording of the distance from a previous path and of the time elapsed since
the path was created. During simulations 24 rays were used for each caribou location,
and the values of Ti and Di were stored for each ray i = 1,2, ...,24.
The spatiotemporal limits of 15 km and 10 days were chosen based on the literature.
According to Proffitt et al. (2009), simultaneous presence of wolves should have no in-
fluence on elk movements when their distance exceeds 5 km. Since we tested a delayed
impact of prior wolf presence on the prey’s behaviour, we set the maximum distance to
3 times this value, i.e. 15 km. According to Creel et al. (2005), elk respond to wolf pres-
ence on a temporal scale of 1 day or less. Also, the heart rate and oxygen consumption
of elk increased when they were presented fresh predator odors (feces collected within
12 hours, and a dead coyote, all kept frozen until used in the tests), whereas no response
was observed in presence of feces old of several weeks (Chabot et al., 1996). To make
a compromise between both durations, we considered wolf’s paths that were less than
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10 days old.
4.2.4 Impact of predator presence
For each location of caribou and moose, we estimated the predator presence in-
dex in every direction (i.e. for each ray i = 1,2, ...,24) as a function of T and D:
Predi(Ti,Di) = Predi,T (Ti)× Predi,D(Di). Assuming that the perception of predator
presence, and therefore the response to predator, decreases with time and distance, four
different discounting functions were tested for each variable X = T or D: exponential
discounting (equation 4.1), hyperbolic discounting (equation 4.2), gaussian discounting
(equation 4.3), and sigmoidal discounting with a coefficient of 100 (equation 4.4). A
coefficient of 100 ensures that any X so that |X−K| ≤ 1 produces a value differing from
0 or 1 by less than 10−43, and the sigmoidal discounting can therefore be considered as
a threshold function. The predator presence index at a given location corresponds to the
maximum value over the 24 rays: Pred(T,D) = maxi Predi(Ti,Di).
PredX(X) = exp
− XkX (4.1)
PredX(X) =
1
1+ XkX
(4.2)
PredX(X) = exp
− X2
2×k2X (4.3)
PredX(X) =
1
1+ exp100×(X−kX )
(4.4)
4.2.5 Statistical analysis
The impact of prior wolf presence on the movements of caribou and moose was anal-
ysed using Step Selection Functions (SSF, Fortin et al., 2005a) in winter and in summer.
SSF were estimated based on the comparison between each observed step of the indi-
vidual, paired with 20 random steps having the same starting points as the observed
step, but with their length and turning angle drawn from the empirical distributions.
The equation can then be expressed as follows:
104
w(x) = exp(β1x1+ ...+βnxn) (4.5)
where w(x) represents the SSF score for the real or random step described by the
vector x of variables xi, and βi is the coefficient for xi. Steps with a higher score have
higher odds of being chosen by an animal. The βi were estimated through conditional
logistic regression. For mathematical details on SSF assessment, see (Fortin et al.,
2005a; Forester et al., 2009).
To assess the impact of predation on selection of land cover type, the landscape
was divided into eight classes, namely open areas (including burned areas, rocks, heath
with and without lichen, and water), closed canopy mature conifer, open conifer with
lichen, open conifer, mixed/deciduous, regenerating cut, recent cut, and road. A fac-
torial variable with 8 classes representing the different land cover types (coverType,
eqn 4.6) was then included in the model, along with a term of interaction between land
cover type at the destination point and the predator presence index at the origin of the
step (coverType × Pred, eqn 4.6). To assess the impact of predators presence on move-
ment characteristics, an interaction term relating speed of movement (i.e., step length /
4-hour step duration) with the predator presence index at the origin of the step (speed
× Pred, eqn 4.6) was also considered. Because prey have been observed to avoid areas
of high predator density (e.g., Mech, 1977; Lewis and Murray, 1993), we accounted for
this aspect by adding a term characterising the difference in predator presence index
between the origin and the end point of the step (diffPred, eqn 4.6). Finally, the model
also included altitude (Altitude, eqn 4.6).
Model ∼ coverType + coverType × Pred + speed × Pred + diffPred + Altitude
(4.6)
Because of the interaction terms, all covariates are not independent, and the variance
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inflation factor (VIF, Graham, 2003) was > 10 for some land cover types, depending on
the season. Land cover types coupled by interaction terms with the predator presence
index were therefore selected for each season in a backward stepwise fashion, so that
the VIF would be < 10 for all covariates.
Our interest was to determine the response of prey to the recent passage of a wolf.
We therefore conducted our analysis only on locations for which at least one 15 km ray
intersected a wolf’s path less than 10 days old, which corresponded to 19% (4563) of
the locations in winter and 24% (5647) of the locations in summer for caribou, 30%
(6950) of the locations in winter and 25% (3011) of the locations in summer for moose.
Because caribou and moose locations were measured every 4 hours, successive steps
were not independent. Autocorrelation between steps does not impact the β values, but
it biases their standard errors. Robust standard errors of SSF parameters can be esti-
mated using a robust sandwich estimate of the covariance matrix (Lin and Wei, 1989;
Wei et al., 1989). This approach requires partitioning the data into clusters of autocor-
related steps, each cluster being independent from the others (Wei et al., 1989; Hardin
and Hilbe, 2003). Autocorrelation and partial-autocorrelation analyses of the deviance
residuals showed that autocorrelation disappeared beyond lag 2 for all animals, for both
seasons. Our focus on species interaction led to the removal of a number of locations,
which naturally created independent clusters of consecutive steps. We then ensured that
these clusters were separated by at least 2 steps (8 hours) by removing initial locations
from these clusters when needed.
To assess whether movements were independent amongst radio-collared individuals,
we estimated the distance between simultaneous locations of all individuals. Individuals
were considered independent if they were separated by more than 100 m (as Fortin
et al., 2003). When two individuals were closer than 100 m, the clusters to which
these locations pertained were merged. By doing so, we obtained a total of 223 clusters
in winter and 452 clusters in summer for caribou, and 159 clusters in winter and 109
clusters in summer for moose.
The levels of empirical support received by the models for each season were assessed
using the quasi-likelihood under independence criterion (QIC, Pan, 2001). The QIC
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accounts for non-independence between subsequent observations by being calculated
while also considering the clusters Craiu et al. (2008).
4.2.6 Discounting rate estimation
For each combination of discounting functions, the combination {kT ,kD} leading
to the lowest QIC was found by means of the Nelder and Mead’s optimisation algo-
rithm (Nelder and Mead, 1965), also called the simplex method. This method is a non-
linear optimisation technique that allows to minimise an objective function in a many-
dimensional space. Because the simplex method can converge towards a local optimum,
the estimation of {kT ,kD} was performed 100 times for each of the 16 combinations of
discounting functions, with a different random initialisation for each replication, there-
fore resulting in 1600 estimations for each season. To avoid biologically unrealistic re-
sults, only solutions ensuring that the value T5% (corresponding to PredT (T ) = 0.05) ∈
[0,10] days, and that the value D5% (corresponding to PredD(D) = 0.05) ∈ [0,10000]
meters, for the discounting functions were retained. The predator presence index then
corresponded to the model yielding the lowest QIC value.
4.2.7 Probability that a wolf returns to a previously visited area
We evaluated the probability that a radio-collared wolf returned to a previously vis-
ited area once it had left the area. To do so, we divided the areas occupied by the radio
collared wolf into quadrats of 180 m × 180 m, 500 m × 500 m, and 1500 m × 1500
m, and for each wolf location, we recorded the time elapsed between the departure and
the return to a given quadrat. If wolves did not return to the quadrat, we measured the
time elapsed between the time of the last location within a quadrat and the end of the
season, and these values were considered as censored data. We used a mixed-effects
model of Cox proportional hazards (CPH) to assess the risk of a wolf not returning to a
quadrat, considering the individuals as a mixed effect to take into account the influence
of heterogeneity between them (Natarajan and McCulloch, 2004). CPH analysis uses a
hazard function h(t) to model the relative ‘risk’ or ‘hazard’ h that an individual will not
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return to a quadrat. The probability of returning to a previously visited quadrat during
the season is then Preturn(t) = 1−h(t). We performed the same analysis by considering
only the events for which individuals had travelled at least 1 km once they had left the
quadrat, to assess the probability of return once the wolf had left the general area.
4.3 Results
For both caribou and moose, in every season, the optimisation algorithm identified
a function for the predator presence index leading to a model that explained the data
better than a parcimonious model that did not consider prior wolf passage (Table 4.I).
Overall, the gaussian and the sigmoidal discounting models (i.e. a step function with a
given threshold), best explained caribou and moose reactions to prior wolf passage with
respect to both elapsed time and distance (Table 4.I).
4.3.1 Response of caribou to the recent passage of wolves
Caribou responded differently to the recent passage of wolves during winter and
summer. During winter, prior wolf passage impacted caribou movement for almost 10
days, but had almost no more impact beyond 180 m (Table 4.I). In contrast, during
summer, the impact of wolf passage on caribou movements disappeared after 1.5 days,
but this impact extended over 4700 m around the wolf’s path.
During winter, in the absence of impact of prior wolf presence, caribou selected open
conifer stands with lichen, and avoided closed canopy mature conifer stands, mixed and
deciduous forests and recent cuts, with respect to open conifer stands without lichen,
which is the most frequent land cover type. They also selected areas of relatively high
altitude (Table 4.II). Caribou became increasingly likely to end their step in open conifer
stands with lichen following the recent passage of a wolf in their vicinity, while they
became less likely to end their step in open areas (Table 4.II; figure 4.2a). Caribou were
more likely to move towards than away from recent wolf’s paths, as indicated by the
coefficient of diffPred (Table 4.II). The passage of a wolf thus creates a highly dynamic
landscape of fear, with the movement decisions of caribou differing in the vicinity of
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Table 4.I: Combinations of discounting functions and corresponding parameters
giving the lowest QIC over all simulations for winter and summer, for caribou and
moose in the Côte-Nord region of Québec, Canada. ∆QIC is the difference of QIC
with a baseline model with no interaction term and w is the weight of the complete
model, with respect to the baseline model. The half-life and 5 % values are the
values of time (or distance) for which Pred is equal to 0.5 and 0.05, respectively,
if the distance (or time) is null.
Species Season Time Parameters Distance Parameters QIC ∆QIC w
Caribou
Winter
Gaussian Gaussian
27320.45 17.53 1.00Half-life: 113 hours Half-life: 87 m
5%: 236 hours 5%: 181 m
Summer
Sigmoidal Sigmoidal
34039.98 15.65 1.00
Threshold: 34 hours Threshold: 4742 m
Moose
Winter
Gaussian Sigmoidal
41570.44 2.04 0.73Half-life: 22 hours Threshold: 1016 m
5%: 46 hours
Summer
Exponential Gaussian
18122 6.85 0.96Half-life: 37 hours Half-life: 351 m
5%: 160 hours 5%: 730 m
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wolf’s paths than elsewhere in the landscape. More specifically, the passage of a wolf
in a given area temporarily increased differences of selection of the different land cover
types around the wolf’s path, mainly by polarising selection between the selection of
stands comprised of open conifer with lichen and the avoidance of open areas (figures
4.3a, 4.3b, 4.3c, 4.3d).
During summer, in the absence of impact of prior wolf presence, caribou selected
open conifer stands with lichen, and avoided open areas, closed canopy mature conifer
stands, mixed and deciduous forests, and all anthropogenic disturbances, with respect to
open conifer stands without lichen. They also selected areas of relatively high altitude
(Table 4.II). Caribou reacted to prior wolf passage by moving away from predator’s
paths, as indicated by the negative coefficient for diffPred (Table 4.II). The probability
of occurrence of caribou in open areas was higher if a wolf had been present within 4.8
km, during the past 34 h (figure 4.2b). The passage of a wolf creates a landscape of fear
which changed dynamically at broader spatial and finer temporal scales in summer than
in winter. More specifically, the passage of a wolf in a given area created a temporarily
more uniform selection for 34 h following the passage of a wolf within 4.8 km, than in
the absence of wolves, because open areas, closed-canopy conifer stands, and mixed and
deciduous forests become selected in a similar fashion (figures 4.3e, 4.3f, 4.3g, 4.3h).
4.3.2 Response of moose to the recent passage of wolves
Moose responded differently to the recent passage of wolves during winter and sum-
mer. During winter, the passage of a wolf influenced the movement of moose for ap-
proximately 2 days within 1 km (Table 4.I). During summer, the passage of a wolf influ-
enced the movements of moose for more than 6 days, but this effect almost disappeared
beyond 730 m from the wolf’s path.
During winter, in absence of the impact of prior wolf presence, moose selected
mixed and deciduous forests, and avoided closed canopy mature conifer and open conifer
stands with lichen, relatively to open conifer stands without lichen. They also selected
areas of relatively high altitude (Table 4.III). Moose increased their speed following the
recent passage of a wolf in their vicinity. They also became more likely to end their
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Table 4.II: Coefficients (β ), standard error (SE) and 95% confidence intervals (CI) for
the step selection function models of caribou for winter and summer. The reference
land cover type was open-canopy mature conifer forest; diffPred is the difference of
index of impact of predator presence (Pred) between the end and the origin of the step
(a positive coefficient for diffPred means that the individual moves towards a higher
index). Altitude is in meters, and speed in meters per hour.
Variable Winter Summer
β SE 95% CI β SE 95% CI
Open area -0.02 0.14 (-0.30:0.25) -0.80 0.10 (-1.00:-0.59)**
Closed-canopy
mature conifer -0.23 0.08 (-0.39:-0.08)
** -0.12 0.06 (-0.22:-0.01)**
Open conifer with
lichen 0.49 0.05 (0.38:0.60)
** 0.11 0.06 (-0.01:0.23)*
Mixed/Deciduous -0.18 0.09 (-0.36:-0.00)** -0.51 0.09 (-0.68:-0.34)**
Regenerating cuts -2.15 0.57 (-3.26:-1.04)**
Recent cuts -1.59 0.36 (-2.30:-0.88)** -1.33 0.35 (-2.02:-0.63)**
Roads -1.06 0.66 (-2.36:0.25) -1.60 0.70 (-2.96:-0.23)**
Altitude (×102) 0.49 0.14 (0.22:0.76)** 0.40 0.05 (0.30:0.50)**
diffPred 0.77 0.28 (0.21:1.33)** -0.71 0.22 (-1.13:-0.28)**
Speed (×103) -1.45 0.71 (-2.85:-0.06)** 0.19 0.08 (0.03:0.35)**
Open area×Pred -37.37 13.83 (-64.48:-10.27)
** 0.55 0.34 (-0.11:1.21)*
Closed-canopy
mature conifer×Pred -1.71 2.06 (-5.74:2.33) 0.16 0.15 (-0.14:0.46)
Open conifer with
lichen×Pred 1.60 0.58 (0.46:2.73)
** 0.37 0.25 (-0.11:0.86)
Mixed/Deciduous×Pred -0.73 1.60 (-3.87:2.40) 0.55 0.37 (-0.17:1.28)
Speed×Pred (×103) 0.15 0.20 (-0.23:0.54)
* Coefficients for which the 90% confidence intervals excluded zero.
** Coefficients for which the 95% confidence intervals excluded zero.
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(a) (b)
(c) (d)
Figure 4.2: Selection coefficients of the different land cover types by (a) caribou in
winter, (b) caribou in summer, (c) moose in winter and (d) moose in summer, as a func-
tion of time since and distance from prior wolf passage in the boreal forest of Quebec
(Canada), according to the top ranking model resulting from the optimisation algorithm.
The coefficients for which the 90% confidence intervals excluded zero are represented
in bold. Wolves were considered outside of the range within which they trigger a be-
havioural response of their prey when they were farther than the threshold value for the
sigmoidal functions, or the 5% value for the other functions, which corresponded to (a)
180 m, (b) 4.8 km, (c) 1 km, and (d) 730 m.
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(a)
(b)
(c) T = 0 h
(d) T = 120 h
Winter
(e)
(f)
(g) T = 0 h
(h) T = 16 h
Summer
Figure 4.3: Temporal changes in the relative probability of occurrence of caribou before
(first row), during (second row), and after passage (third and fourth row) of a wolf, in a
20× 20 km portion of the study area in the Côte-Nord region, Québec (Canada). figures.
(c), (d), (g), and (h) correspond to the situation after the wolf has left the area. The gray
scale represents the relative probability of occurrence of a caribou in the landscape.
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step in closed canopy mature conifer stands when the distance from the wolf’s path was
within 1 km and 2 days, but became less likely to end their step in open conifer stands
with lichen (Table 4.III; figure 4.2c). Moose were more likely to move away than to-
wards recent wolf’s paths, as indicated by the coefficient of diffPred (Table 4.III). The
passage of a wolf creates a highly dynamic landscape of fear, mainly by temporarily
altering their selection for closed-canopy conifer and open conifer with lichen forests.
This effect rapidly disappeared, however, once the wolf had left the area (figures 4.4a,
4.4b, 4.4c, 4.4d).
During summer, in the absence of impact of prior wolf presence, moose selected
mixed and deciduous forests, and avoided open areas, closed canopy mature conifer and
open conifer stands with lichen, and regenerating cuts, relative to open conifer stands
without lichen (Table 4.III). They became less likely to end their step in open conifer
stands with lichen as distance to and time since prior wolf passage decreased (Table
4.III; figure 4.2d). They also increased their selection of closed canopy conifer, and
selected them more than mixed and deciduous forest. Moose were also more likely to
move towards than away from recent wolf’s paths, as indicated by the coefficient of
diffPred (Table 4.III). The passage of a wolf creates a highly dynamic landscape of fear,
especially by temporarily increasing the avoidance of open conifer stands with lichen.
This effect remained much longer in summer than in winter (figures 4.4e, 4.4f, 4.4g,
4.4h).
4.3.3 Probability that wolves return to a given area
For wolves, we found that the probability of returning to a quadrat was slightly
higher in winter than in summer (figure4.5a,b). For the six individuals for which data
were available for both winter and summer, we computed the area of the 95% minimum
convex polygon, divided by the number of locations, for each season and for each year.
For each individual, we then calculated the median of these values over the years, for
winter and summer, and computed the ratio between these two medians. The ratio was
< 1 for four individuals (values = 0.35, 0.66, 0.45, 0.28), ∼1 for one individual (value
= 1.06), and > 1 for one individual (value = 13.30), meaning that wolves tend to range
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Table 4.III: Coefficients (β ), standard error (SE) and 95% confidence intervals
(CI) for the step selection function models of moose for winter and summer. The
reference land cover type was open-canopy mature conifer forest; diffPred is the
difference of index of impact of predator presence (Pred) between the end and
the origin of the step (a positive coefficient for diffPred means that the individual
moves towards a higher index). Altitude is in meters, and speed in meters per hour.
Variable Winter Summer
β SE 95% CI β SE 95% CI
Open area -0.04 0.11 (-0.26:0.17) -0.24 0.07 (-0.38:-0.09)**
Closed-canopy
mature conifer -0.11 0.04 (-0.20:-0.02)
** -0.11 0.06 (-0.24:0.02)*
Open conifer with
lichen -0.36 0.11 (-0.56:-0.15)
** -0.27 0.13 (-0.53:-0.02)**
Mixed/Deciduous 0.24 0.06 (0.12:0.36)** 0.12 0.06 (0.00:0.24)**
Regenerating cuts 0.22 0.29 (-0.36:0.79) -0.54 0.30 (-1.14:0.05)*
Recent cuts 0.05 0.16 (-0.26:0.36) -0.01 0.13 (-0.27:0.24)
Roads -0.69 0.84 (-2.34:0.96)
Altitude (×102) 0.23 0.12 (-0.01:0.47)* -0.04 0.08 (-0.21:0.13)
diffPred -0.51 0.20 (-0.91:-0.12)** 1.11 0.43 (0.26:1.96)**
Speed (×102) -0.52 0.12 (-0.76:-0.28)** 0.14 0.02 (0.11:0.18)**
Open area×Pred 0.56 0.60 (-0.62:1.75)
Closed-canopy
mature conifer×Pred 1.29 0.57 (0.17:2.41)
** -0.40 0.62 (-1.61:0.82)
Open conifer with
lichen×Pred -3.03 1.51 (-6.00:-0.07)
** -
31.14 14.92 (-60.39:-1.89)
**
Mixed/Deciduous×Pred 0.29 0.54 (-0.77:1.34) 0.65 0.64 (-0.61:1.91)
Recent cuts×Pred 0.35 0.48 (-0.58:1.29) 0.21 0.56 (-0.89:1.32)
Speed×Pred (×102) 0.41 0.19 (0.05:0.77)** 0.01 0.06 (-0.10:0.13)
* Coefficients for which the 90% confidence intervals excluded zero.
** Coefficients for which the 95% confidence intervals excluded zero.
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(a)
(b)
(c) T = 0 h
(d) T = 16 h
Winter
(e)
(f)
(g) T = 0 h
(h) T = 120 h
Summer
Figure 4.4: Temporal changes in the spatial relative probability of occurrence of moose
before (first row), during (second row), and after passage (third and fourth row) of
a wolf, in a 20 × 20 km portion of the study area in the Côte-Nord region, Québec
(Canada). figures. (c), (d), (g), and (h) correspond to the situation after the wolf has left
the area. The gray scale represents the relative probability of occurrence of a moose in
the landscape.
116
over larger areas in summer than in winter. Moreover, the ratio of the median of the step
length in winter and in summer for each of these individuals was always < 1 (values =
0.20, 0.08, 0.28, 1.02, 0.11, 0.04), meaning that wolves moved more in summer than in
winter. These two factors can explain the observed result that wolves tend to come back
less frequently to each area of their territory in summer than in winter when considering
all 4-hour steps. On the other hand, when we only considered events when wolves
had left the area (i.e. leave the quadrat by more than 1 km), we observed the opposite
situation (figure4.5c,d).
4.4 Discussion
We applied optimisation techniques to movement analysis to demonstrate that both
caribou and moose respond to the passage of wolves by displaying ephemeral responses,
the nature of which differs importantly depending on species and season. We found
that caribou altered their movements amongst land cover types in winter following the
passage of wolves within 180 m during the previous 10 days, and in summer within 4.8
km during the previous 1.5 days. Moose altered their movements amongst land cover
types following the passage of wolves in winter within 1 km during the previous 2 days,
and in summer within 700 m during the previous 7 days. These results, however, do not
necessarily imply that these prey are capable of detecting the passage of a wolf as far
as 4 km. Given the discrete nature of our field data (locations recorded at 4 h intervals),
the cues triggering the response of caribou and moose might have been detected at
much closer distances and finer temporal scales than reported by our analysis. What our
analysis does reveal is that, once large herbivores acquire a signal of predator presence,
their movement and habitat selection can be altered over rather large distances and long
time scales.
We detected four types of behaviours following the passage of a predator, within
the distance and time resulting from the optimisation algorithm : lack of response, in-
creased selection of safe land cover types, decreased selection of risky land cover types,
and increased selection of food-rich areas. Both species displayed a lack of response
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(a) (b)
(c) (d)
Figure 4.5: Probability Preturn(t) of wolves returning to a 180m× 180m, 500m× 500m
and 1500m × 1500m quadrat with respect to time elapsed since last visit, (a) for all
locations in winter, (b) for all locations in summer, (c) when individuals had left the
quadrat by more than 1 km in winter, and (d) when individuals had left the quadrat by
more than 1 km in summer.
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for a number of land cover types. For example, caribou avoided regenerating cuts in
summer, regardless of the whereabouts of wolves within 1.5 days and 4.8 km, which is
consistent with other studies (Courtois et al., 2006; Fortin et al., 2008; Courbin et al.,
2009; Basille et al., 2012). Areas with a high proportion of regenerating cuts repre-
sent a high predation risk in summer because they are selected by wolves (Houle et al.,
2010), which could explain the systematic avoidance of this land cover type by caribou.
Moose consistently selected mixed and deciduous forests regardless of the season and
of the changes in wolf spatial dynamics, as reported in the literature (Dussault et al.,
2005a, 2006). Mixed and deciduous forests are food-rich areas for moose all year-
long (Sæther and Andersen, 1990). Although these stands are also selected by wolves
(Courbin et al., 2009), they are organised in small patches in the study area, a patchiness
that might reduce the risk of co-occurrence of the two species, even if both species are
making selective use of these stands. This is consistent with other studies suggesting
that a complex habitat structure reduces the predation rate (e.g. Warfe and Barmuta,
2004) and favours the stability of predator-prey systems (e.g. Hauzy et al., 2010).
Both prey species also increased their selection of safe land cover types in response
to prior passage of wolves. For example, when wolves were observed within 1 km and 2
days, moose increased their selection of closed-canopy conifer stands in winter, which
are avoided by wolves in this season (Courbin et al., 2009) and provide cover to hide
from predators. This behaviour has also been observed for other large herbivores in win-
ter, at broader scales (Creel et al., 2005; Fortin et al., 2005a; Hebblewhite et al., 2005).
Moreover, in winter, moose consume large amounts of balsam fir that can be found in
closed-canopy forest (Crête and Courtois, 1997). The trade-off between food and safety
may be not highly costly in this case, thereby allowing for such a strong short-term
response to the passage of wolves. Caribou generally avoided open areas in summer,
probably because they are areas of low forage density. On the other hand, they increased
their selection of this land cover type when wolves had been observed within 4.8 km
during the past 1.5 days. This reaction might be somewhat similar to caribou select-
ing lakes in winter (Fortin et al., 2008), which is considered an anti-predator response
that would allow them to detect predator from far distances. Given that wolves tend to
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select open areas in summer (Courbin et al., 2009), the adaptive value of this decision
by caribou remains unclear. Predation risk is a function of the probability of encounter
with a predator, the probability that an attack takes place given an encounter, and the
probability of dying from that attack (Hebblewhite et al., 2005; DeCesare, 2012). To
obtain a net reduction in predation risk from using open areas, the decrease in detection
time would have to outweigh the potential increase in encounter probability with the
predator.
Not only did moose increase their selection of safe cover types in reaction to the
passage of a wolf in winter, they also avoided risky ones. They selectively moved away
from areas recently visited by wolves in winter (as indicated by the positive coeffi-
cient of DiffPred, Table 4.III) at a relatively fast speed, and they avoided open conifer
stands with lichen, which are selected by wolves (Courbin et al., 2009). Open conifer
with lichen are never a key land cover type for moose, presumably because they do
not contain as much winter food as other land cover types (Crête and Courtois, 1997).
Also, given that wolves select open conifer stands with lichen in winter (Courbin et al.,
2009), moose should experience a relatively high risk of encounter with their predator
in those stands. The avoidance of these stands by moose is, therefore, consistent with
an anti-predator response to temporary elevated risk. Moving away from predators and
selecting land cover types avoided by them have obvious advantages for prey in terms of
the predator-prey space race, because it should increase their chances of being spatially
separated (Sih, 2005).
Finally, caribou increased their selection of open conifer stands with lichen when
wolves had travelled within 180m during the past 10 days, and moved toward wolf paths.
As we indicated previously, wolves select open conifer stands with lichen during this
season (Courbin et al., 2009; Houle et al., 2010). The long-term response of caribou is to
reduce their selection of those stands in areas of high wolf density (Labbé, 2012). In this
context, our analyses appear to indicate that caribou could benefit from information on
the recent passage of wolves to assess the importance of the threat, and then adjust their
use of food-rich areas based on their assessment of the current risk. Predator inspection
has been reported for a broad range of taxa (Dugatkin and Alfieri, 1991; Dugatkin and
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Godin, 1992; FitzGibbon, 1994; Brown and Dreier, 2002; Nocera et al., 2008), and
although approaching the predator (or areas where a predator had been present) can
increase the risk of an attack, it can also provide information that ultimately could yield
a net fitness gain. An important piece of information here appears to be whether or
not predators are still in the area. We found that once wolves had left an area, the
probability that they would return was relatively low for ∼ 5 days, at which point the
probability of wolves returning remained constant over time (figure 4.5c), and therefore
relatively high and poorly predictable. The recent passages of wolves thus seem to
inform caribou on the distribution of their predator, thereby providing them with an
opportunity to lower their anti-predator behaviour by making greater use of the richest
lichen patches. As the information becomes outdated, anti-predator behaviour becomes
more acute again. In this context, the decrease in the selection of lichen-rich patches by
caribou in winter would indicate that the lower level of selection for open conifer stands
with lichen reflects a long-term trade-off between food acquisition and predation risk,
and might be seen as a chronic anti-predator response.
Few studies consider that prey and predators are both in motion in their analyses
(Alonzo, 2002; Lima, 2002; Sih, 2005; Hammond et al., 2007). Our study accounts for
such dynamic distributions, and as such, it offers a rare assessment of how a combina-
tion of short- and long-term anti-predator responses to predation risk drive the spatial
dynamics of large herbivores. These adaptive responses translate into dynamic patterns
of habitat selection and movements, which in turn yield highly heterogeneous land-
scapes of fear (figures 4.3 and 4.4). The results have implications on food web prop-
erties. For example, trophic cascades can result from long-term avoidance of food-rich
habitats that are subject to high predation risk (e.g. Schmitz et al., 2004; Fortin et al.,
2005a), a response that was also observed for caribou in winter (Labbé, 2012). How-
ever, caribou increased their selection of open conifer stands with lichen for a short
period of time when wolves have recently left the area, which should reduce the poten-
tial for a trophic cascade. Our study outlines the complexity of the temporal scales over
which prey respond to the passage of a predator. These scales vary amongst species,
and between seasons for a given prey. Predictions of food web dynamics should benefit
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by accounting for such variations in anti-predator behaviours.
PARAGRAPHE DE LIAISON D
La méthodologie présentée dans les chapitres 2 et 3, ainsi que l’étude statistique
présentée dans le chapitre 4 ont permis de concevoir et d’implémenter le modèle centré
sur l’individu décrit dans le chapitre suivant. Y sont donc notamment développées l’ap-
proche utilisée et sa justification, ainsi qu’une description détaillée des composantes du
modèle. Son application est illustrée à l’aide de scénarios simples afin d’évaluer l’im-
pact de l’enfeuillement sur le système représenté.
CHAPTER 5
AN INDIVIDUAL BASED MODEL TO ASSESS THE IMPACT OF
LANDSCAPE MODIFICATIONS ON TROPHIC INTERACTIONS
Cet article a été préparé en vue d’une soumission dans :
G. Latombe, L. Parrott, D. Fortin, and M. Basille. An individual based model to assess the impact of
landscape modifications on trophic interactions. American Naturalist.
L’article original contient une annexe, qui fait l’objet du chapitre 6.
5.1 Introduction
Designing management plans to preserve endangered species is always a difficult
task, because the impacts of ill-adapted plans can have tragic repercussions on these
species. Experimenting on the real system is even more problematic for large vagile
species due to the temporal and spatial scales at which the plans must take place. Man-
agement plans are usually designed by inferring the response of the system to changes
in the environment based on statistical analysis (e.g., Basille et al., 2011). However,
ecosystems are complex systems characterized by feed-back loops, emergence, and
other non-linear dynamics, producing unexpected behaviours that are difficult to re-
veal using classical statistical analysis. Individual-based models (IBMs), on the other
hand, represent an alternative that allows to deal with these limitations by explicitly
modelling individuals instead of the whole system and letting the feed-back loops and
non-linearities emerge naturally by simulating many individuals simultaneously in a
given environment. IBMs are thus powerful tools for describing and studying the dy-
namics of complex natural systems and are increasingly used in the context of natural
resource management problems (Bousquet et al., 1999; Parker et al., 2003; Matthews
et al., 2007). They can be designed as predictive models (Zurell et al., 2009; Grimm and
Railsback, 2012) that can be used to explore the results of different management policies
scenarios on the simulated system to assess their impact before implementing them in
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the real world. IBMs have been applied to assess the impact of management strategies
on animal populations for various species (e.g., Rohner and Demarchi, 2000; Wiegand
et al., 2004a; Bar-David et al., 2005; Musiani et al., 2010). Moreover, such models
produce outputs that allow to virtually observe the species’ behaviours, and these data
can be subjected to rigorous statistical analyses (Zurell et al., 2010).
However, this approach is still not thoroughly acknowledged by the ecological sci-
entific community (Zurell et al., 2010). To allow IBMs to be accepted as rigorous scien-
tific tools, a framework as been designed for designing, parameterizing and validating
them, Pattern-Oriented Modelling (POM, Wiegand et al., 2003; Grimm and Railsback,
2005; Grimm et al., 2005; Grimm and Railsback, 2012). This approach relies on sys-
tematic comparison of the model outputs to data from the real system to perform these
tasks, a technique known as inverse modelling. Recently, Latombe et al. (submitted)
introduced a new framework named Individual-Based System Replication (IBSRtion)
that allows to parameterize an IBM by means of forward modelling, i.e. using classical
statistical analyses, thus ensuring the statistical relevance of the parameters and allow-
ing for the assessment of their statistical significance. Reuniting these two approaches
should allow to produce more robust IBMs that may be more easily accepted by the sci-
entific community. In the present work we show how IBSRtion and extensive statistical
analyses of empirical data can be applied to produce an IBM that can serve a decision
support system to inform management plans in the habitat of forest-dwelling woodland
caribou (Rangifer tarandus caribou), an endangered large vagile species for which an-
thropogenic perturbations influence direct and indirect predator-prey relationships. This
highly complex system, in which multiple feedbacks exist between landscape, popu-
lation and individual-scale processes is a classic example for which individual-based
modelling is ideally suited.
Because of the important decline of forest-dwelling woodland caribou populations
in most of Canada, this species is now considered as threatened in the Canadian bo-
real forest (COSEWIC, 2006), and vulnerable in Quebec (Ministère des Ressources
Naturelles et de la Faune (MRNF), 2010). Anthropogenic activities are most likely the
main cause of this situation. Evidence shows a strong correlation between the northward
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advancement of the forest harvesting front, and the southern limit of woodland caribou
occupancy (Schaefer, 2003).
Logging activities have direct effects on woodland caribou through habitat loss and
fragmentation caused by cutblocks and roads, as well as disturbance from noise (Vors
et al., 2007). Logging activities also have indirect effects on caribou populations, by
increasing predation, especially by wolves (Canis lupus) (Bergerud, 1974). Black bear
(Ursus americanus) is also known to prey on calves during spring (Bastille-Rousseau
et al., 2011). Current research suggests that the current decline of caribou is due to
complex interactions between human-induced habitat alteration and predation (James
et al., 2004). This top-down hypothesis is supported by the fact that caribou survival
decreases in areas subject to logging, despite the fact that the females’ reproductive
ability stays constant, meaning that resources are not limiting (Courtois et al., 2007).
Forest harvesting involves the creation of a road network that allows wolves to move
more efficiently through their territory (James and Stuart-Smith, 2000). Logging activi-
ties also favour apparent competition (DeCesare et al., 2010), by creating areas of regen-
erating forest, and therefore favouring the encroachment of deciduous trees, that provide
food for moose (Alces alces) (Courtois et al., 1998). Increase of moose abundance can
be followed by an increase of wolf abundance, thereby augmenting predation pressure
on caribou (Wittmer et al., 2005, 2007). The spatial configuration of the encroachment
of deciduous trees also plays an important role in the mechanism of apparent compe-
tition, because it can prevent spatial segregation of caribou from moose, resulting in
increased predation, as was observed in Alberta (James et al., 2004).
Logging companies have the obligation, under the Species at risk act (http://
laws-lois.justice.gc.ca/PDF/S-15.3.pdf), to favour the protection of
the woodland caribou in the logging cut-blocks. Various forest management plans have
been designed to mitigate the impacts of forest harvesting on caribou populations (Seip,
1998; Courtois et al., 2004). Changes in the environment, however, may not only im-
pact caribou, but may also alter relationships amongst all species with which caribou
interacts in the food web. Without considering the global consequences of habitat man-
agement on food web properties, management plans run the risk of exacerbating an
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already precarious situation. Creation of corridors linking protected areas could, for ex-
ample, increase both caribou and wolf concentration in these areas (Seip, 1998). Border
effects also lead to higher probabilities of encounter between caribou and wolves in pro-
tected forest blocks (Courbin et al., 2009). Forest management plans therefore need to
consider the complex interactions between the environment and the dynamics of species
inhabiting that environment. In this context, a tool that may allow to test the impacts
of the landscape structure, and more specifically of the composition of the forest and
the spatial distribution of land cover types, on predator-prey interactions, would help to
design management plans that may ensure caribou conservation.
Here, we propose an individual based model (IBM) of movements of caribous,
wolves and moose, in which predator-prey encounters emerge from the simultaneous
displacements of individuals from the three species in a given environment. We took
into account various factors influencing the species’ movements, and used statistical
analyses to calibrate and validate the model in an empirical fashion. The IBM was de-
signed to be valid for a large range of landscape configurations, in order to test for long
term effects of forest management plans. To do so, it was based on the notion of levels
of emergence (Latombe et al., 2011), and calibration and validation were performed by
means of the individual based system replication (IBSRtion) framework (Latombe et al.,
submitted). We used the model to assess the impact of the encroachment of deciduous
trees on predation rate on caribou and moose. Different levels of the encroachment of
deciduous trees were simulated for two different spatial configurations. We observed
non-linear responses of the predation rate depending on the type of encroachment. By
analysing both calibration and simulation results, we show how individual-based mod-
els can be universal tools that have the potential to reunite different points of view, from
scientists to managers.
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5.2 System description
5.2.1 Study area
The study area to be modelled by the IBM (40,000 km2) is located in the Côte-Nord
region (50oN to 52oN, 68oW to 71oW) of Québec, Canada, and is typical of the Cana-
dian Precambrian Shield. It has a rolling and hilly landscape, and an altitude varying be-
tween 300 and 1,000 m. Mean daily temperatures range from−23oC in January to 14oC
in July, while mean annual precipitation is 715 mm (Crête and Courtois, 1997). Mean
snow depth generally reaches a maximum of ∼1 m in March (Courbin et al., 2009).
Balsam fir (Abies balsamea) and black spruce (Picea mariana) are the two dominant
species. The vegetation is also composed of jack pine (Pinus banksiana), trembling
aspen (Populus tremuloides), white birch (Betula papyrifera), and eastern larch (Larix
laricina). The main anthropogenic activity in the study area is represented by four log-
ging companies holding timber supply and forest management agreements (TSFMA)
over 5 forest management units (FMU) (figure 5.1).
The study area was represented by Landsat Thematic Mapper images taken in 2000
with a 25-m resolution grid (Natural Resources Canada, Canadian Forest Service, Lau-
rentian Forestry Centre). Satellite images were composed of 51 land cover classes,
which were reclassified into 16 classes: fixed open area, burned area, water, heath with-
out lichen, heath with lichen, wetland, regenerating mixed forest (-2m), regenerating
mixed forest (+2m), regenerating conifer forest, closed canopy mature conifer forest,
open conifer forest with lichen, open conifer forest without lichen, mature mixed/deciduous
forest, regenerating cut, recent cut, and road. Land-cover maps were updated on a yearly
basis from 2005 to 2009 for cutblocks and roads, based on data provided by the forestry
companies operating in the region. Elevation and slope in the study area were estimated
by means of a digital elevation model at the scale of 1:20 000.
5.2.2 Telemetry data
An aerial survey conducted over the study area in March 2007 revealed that caribou
density was 1.9 individuals/100 km2, which represents∼600 caribous in the study area.
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Figure 5.1: Study area (40,000 km2), located in the Côte-Nord region of Québec,
Canada.
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Moose density was 4.3/100 km2, which represents∼1600 moose in the study area (Gin-
gras et al., 1989). GPS data, combined with aerial surveys, revealed the presence of 4
wolf packs in the study area, although there are probably more packs in the study area.
No data was available to estimate black bear density, which was assumed to be low due
to unfavourable habitat, and was therefore not considered in this study. Twenty-seven
caribou, 15 moose and 8 wolves were monitored using GPS collars (Lotek Engineering,
Newmarket, ON) or ARGOS/GPS collars (Telonics, Mesa, AZ), between 2005 to 2009.
During this period, each caribou, moose and wolf was followed for an average of 19, 20
and 18 months, respectively. Radio-collars were scheduled to record a location every 4
hours.
5.3 Modelling approach
An individual-based model was used to evaluate the impact of the changes in the
relative proportions of land cover types on predation rate by wolf on caribou, given the
movements of caribou, moose and wolves, and their interactions in the landscape. The
main principle behind the model is that individual movements at fine spatial scale shape
the animals’ distribution on the landscape, and therefore that predator-prey encounter
rates will emerge from the simultaneous fine scale movements of the different species.
The simulated movements must depend on the environment since the model’s purpose
is to allow for testing different management plans in a region that is subject to logging
activities, i.e. for different configurations of the landscape (see section 5.3 for details).
Individuals of each species and the environment are represented by different sets of
variables. The IBM comprises different kinds of processes: a process governing indi-
viduals’ movements, a process governing the predation events, and various submodels
governing the variables of individuals and of the environment, on which the two previ-
ous processes are based. At each simulation step, individuals’ movements in the land-
scape result in modifying the environment’s and their own variables. In the real system,
wolves display two kinds of behaviours in their movements (Mech and Peterson, 2003):
a behaviour that corresponds to the fact they are searching for prey, called herein the
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wandering mode, and a behaviour for which they rest after feeding, called herein the
stationary mode. Plotting the step length distribution of wolves during the nomadic sea-
son also tends to confirm this separation into two modes (figure 5.2). This aspect was
therefore represented in the IBM. Note that in the model, wolves do not hunt prey when
in the stationary mode.
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Figure 5.2: Frequency distribution of the log of the step length for wolves during the
nomadic season. Two displacement modes can clearly be distinguished.
5.4 Parameterization
This section describes the parameterization of the two main processes governing the
individuals’ behaviours: the movement process and the hunting process. The submod-
els governing the changes of the individuals’ and the environment’s variables, which
depend on the outcome of these two processes, are described in the comprehensive de-
scription of the IBM in chapter 6.
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Figure 5.3: General scheduling of the processes called during the execution of the indi-
vidual based model. Wolves move according to two displacement modes. The first one
corresponds to a wandering behaviour, while the second one corresponds to a stationary
behaviour, occurring after killing a prey. Both caribou and moose move according to the
same scheduling. The difference between the two species lies in the parameter values
of their processes and submodels.
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5.4.1 Individual’s movements
5.4.1.1 Variables and model selection
Herbivores’ movements were modelled by a biased correlated random walk (BCRW).
Whereas correlated random walks (CRW) only requires step length and turning angle
distributions from the real data to draw a random step at each iteration, a BCRW con-
sists in biasing the movements towards some characteristic of the landscape. To do so,
we used step selection functions (SSF, Fortin et al., 2005a) to compute a score for each
step, from which they were randomly selected.
The SSFs were estimated from data for the real animals based the comparison be-
tween each 4-hours observed step of the individuals, paired with 20 random steps hav-
ing the same starting points as the observed step, but with their length and turning angle
drawn from the empirical distributions measured over all available data for all individ-
uals for each species. Data are organized in strata, each stratum being composed of one
observed step and the 20 corresponding random steps. SSF coefficients are then esti-
mated by conditional logistic regression. A high positive coefficient indicates selection
of the corresponding variable, whereas a low negative coefficient indicates avoidance of
the variable. SSFs have the advantage of allowing for the assessment of the selection of
both factorial and continuous variables in one single equation. The equation can then
be expressed as follows:
w(x) = exp(β1x1+ ...+βnxn) (5.1)
where w(x) represents the SSF score for the step described by the vector x of variables xi
associated with each real or randomly drawn step, and βi is the coefficient corresponding
to xi. A positive coefficient βi then indicates that the individual is likely to end its step
in a land cover type with a high value of xi, while a negative coefficient means that the
variable is avoided. The βi were estimated through conditional logistic regression. For
mathematical details on SSF assessment, see Fortin et al. (2005a) and Forester et al.
(2009).
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The variables to use in the SSFs must be chosen according to the intended domain
of applicability of the model (Latombe et al., 2011). Because the model must be valid
for different spatial distributions of land cover types, the variables must correspond to
processes at low levels of emergence, i.e. from which other processes emerge, which
maximizes the intended domain of applicability of the model (Latombe et al., 2011).
For herbivores, we used variables linked to compromises between costs and benefits
of moving, such as the energy expenses required to move along a step, expected energy
gains from the resources at the destination of the step, and the level of energy of the indi-
viduals, which are linked to the fitness of the individuals (Mangel and Clark, 1986). On
the other hand, using the different classes of land cover types as variables would prob-
ably be inadequate for a large intended domain of applicability, because a functional
response, which is a change in the relative use of one habitat type with respect to differ-
ences of availability of two habitat types (Mysterud and Ims, 1998), has been observed
for various ungulates (e.g., Godvik et al., 2009; Hansen et al., 2009; Moreau et al.,
2012). Our hypothesis is that such functional response should emerge from processes
based on variables linked to compromises between the costs and benefits of moving,
which thus has a lower level of emergence.
Four different candidate SSF models of increasing complexity were compared for all
herbivores. The first model is a mechanistic model that only accounts for the animal’s
spatial memory (equation 5.2). The second model incorporates energetic compromises
(equation 5.3), the third model adds environmental variables (equation 5.4), and the
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fourth model accounts for the predation risk (equation 5.5).
Mechanistic model∼ cos(αpatch) (5.2)
Energetic model∼ Mechanistic model+G/L+G/L×∆E (5.3)
Environment model∼ Energetic model+Cover+Cover×∆E
+Altitude+Edge+ cos(αroad)× coe froad
+ cos(αrec.cut)× coe frec.cut
+ cos(αreg.cut)× coe freg.cut (5.4)
Pred model∼ Environment model+G/L×Pred
+Speed×Pred+Cover×Pred
+Altitude×Pred+Di f f Pred (5.5)
where αpatch is the minimum angle between previously visited patches of habitat (patches
of habitat are defined as clusters of previous locations, which were identified using a
submodel described in chapter 6), G represents the expected energy gains at the end of
the step, L is the energy expensed to move along the step, ∆E is the energetic balance
over the last 72 hours, Cover is the percentage of canopy cover, Altitude is the altitude
at the end of the step, Edge is the 2D gradient of the percentage of canopy cover, αroad
is the angle between the step and the nearest road, an angle of 0o representing a step
towards the nearest road, αrec.cut is the angle between the step and the nearest recent
cut, αreg.cut is the angle between the step and the nearest regenerating cut, Pred is the
predator presence index, proportional to the time since and distance from prior passage
of wolves (see Latombe et al., submitted, for details), and Speed is the length of the step
divided by the time step.
Wolves’ movements were also modelled by a biased correlated random walk (BCRW),
following the same general principle as for herbivores. However, we considered classes
of land cover types, along with other environmental characteristics, as variables for the
SSF models. It has been shown that wolves’ movements are not influenced by prey
densities, but rather by the landscape characteristics, and selected environments that
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increase the chances of success in hunting a prey (Bergman et al., 2006). In such a con-
text, identifying precisely the costs and benefits of moving is not as straightforward as
for herbivores, for which resources’ spatial distributions can be inferred from satellite
data (see chapter 6 for details), variables corresponding to processes at higher levels of
emergence therefore had to be used.
Four different candidate models of increasing complexity were also compared for
wolves. The first model is a mechanistic model that only accounts for spatial memory
(equation 5.6). The second model incorporates land-cover types as a factorial variable
(equation 5.7). The third model adds environmental variables (equation 5.8). The En-
vironment model does not incorporate angles between steps and anthropogenic pertur-
bations because no response could be observed in the data for this variable (see chapter
6 for details). Finally, the fourth model considers the interactions with wolves from
other packs (equation 5.9). Because of lack of data on ScentDi f f for the stationary
mode (wolves from different packs were spatially segregated when in this mode), the
Interaction model only applies for the wandering mode.
Mechanistic model∼ cos(αkill) (5.6)
Landcover model∼ Mechanistic model+ coverType (5.7)
Environment model∼ coverType model+Cover+Altitude
+∆Elevation+Slope+Edge (5.8)
Interaction model∼ Environment model+ScentDi f f (5.9)
where αkill is the minimum angle between the step and existing kill sites (kill sites were
estimated based on clusters of locations observed during one biological season; see
section 6.7.2 for details), coverType is the land cover type, ∆Elevation is the difference
of altitude at the origin and the end of the step, Slope is the slope at the end of the step,
and ScentDi f f is the time elapsed since a wolf from another pack crossed the step.
The SSF models were estimated by conditional logistic regression on data from
real individuals, i.e. a forward modelling technique. Forward modelling is preferable
to inverse modelling, which would consist in adjusting the SSF parameters until the
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outputs of the model match the data from the real system, because it allows to keep the
outputs of the models for validation (Latombe et al., submitted). However, the data for
most of the variables used in the SSF were not available directly from the GPS data.
Moreover, data related to dynamic variables, such as the trails left by wolves and energy
balance of herbivores, are hard to retrieve in the real system.
In order to deal with this issue, we used an individual based data generator (IBDG,
Latombe et al., submitted) to generate these data. An IBDG consists in representing the
individuals from the real system using a tool similar to an IBM, by replicating the in-
dividuals’ actions of interest from available data (in the present case, their movements)
instead of modelling them by an explicit trait, and running along the submodels that
would produce the data in the final IBM (see chapter 6 for full descriptions of the sub-
models). By doing so and recording the outputs of the submodels at each iteration, one
can create surrogate data to parameterize the traits in a forward modelling fashion. Of
course, the submodels have to be already fully parameterized, which can usually be
achieved by means of the existing literature, or through independent studies.
Because animals were relocated every 4 hours, successive steps were not indepen-
dent. Autocorrelation between steps does not impact the β -values, but it biases their
standard errors (Nielsen et al., 2002). Although only the β -values are implemented in
the IBM, analyses of their standard errors can nonetheless provide useful information
on the animals’ behaviour. A robust sandwich estimate of the covariance matrix al-
lows the estimation of robust errors of SSF parameters (Lin and Wei, 1989; Wei et al.,
1989). This approach requires the data to be partitioned into clusters of autocorrelated
steps, each cluster being independent from another (Wei et al., 1989; Hardin and Hilbe,
2003). Autocorrelation and partial autocorrelation analyses showed that steps were in-
dependent beyond lag 3 for caribou, lag 2 for moose, and lag 3 for wolves. To account
for autocorrelation, the locations were partitioned into clusters of autocorrelated steps.
This method produced 1465 clusters separated by 2 steps for caribou, 885 clusters sep-
arated by 3 steps for moose 369 clusters separated by 2 steps for wolves in wandering
mode, and 395 clusters separated by 3 steps for wolves in stationary mode. We also
ensured that the variance inflation factor of the model was <10, to keep the influence of
137
multicollinearity at a low level (Mason et al., 2003).
The level of empirical support for each SSF model was assessed by means of the
Quasi-Information Criterion (QIC, Pan, 2001). The QIC accounts for non-independence
between subsequent observations by being calculated while also considering the clusters
(Craiu et al., 2008).
We used k-fold cross validation for case-control design to evaluate model robustness.
For each species and mode, a SSF was built using 80% of randomly selected strata. This
SSF was then used to estimate w(x) scores for the observed and random locations of the
20% withheld strata. The observed location of each stratum was ranked against its
associated random locations from 1 to 21 (i.e., 21 potential ranks given that a stratum
included 1 observed and 20 random locations) based on the w(x) scores, where 1 was
the lowest and 21 was the highest possible rank for that stratum. Ranks of observed
locations were then tallied into the 21 potential bins. Spearman rank correlation (rs) was
performed between the bin’s ranking (1–21) and its associated frequency. The process
was done 100 times, and the average rs and associated 95% confidence intervals are
reported.
5.4.1.2 Parameterization results
For both herbivore species, the risk model better explained the GPS data from the
real system (Table 5.I). They maximized the ratio between energy gains and energy ex-
penses (G/L), and selected areas of low canopy cover and high altitude. They avoided
roads and regenerating cuts. They maximized the ratio G/L as ∆E increased, which
means that they tended to stay for a very long time in areas providing a lot of resources.
In the model, leaving a patch will therefore be provoked by resource depletion and/or
stochasticity in the drawing of possible steps. They also increased their speed as preda-
tion risk increased. Like caribou, moose selected areas of high altitude, maximized the
ratio G/L as ∆E increased, and increased their speed as predation risk increased.
For wolves, for the wandering mode of displacement, the Interaction model better
explained the data. For the stationary mode, the Environment model better explained
the data (Table 5.III). When in wandering mode, wolves went back to previous kill sites
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Table 5.I: Model selection among the candidate models of step selection by woodland
caribou and moose in the Côte-Nord region, Québec (Canada), in winter.
No. Candidate Model Caribou Moose
K QIC ∆QIC w K QIC ∆QIC w
1 Mechanistic model : 1 134608.1 522.9 0% 1 100811.9 120.9 0%
2 Energetic model 3 134242.3 157.1 0% 3 100704.4 13.4 0.1%
3 Environment model 10 134115.6 30.4 0% 7 100696.8 5.8 5.2%
4 Risk model 15 134085.2 0 100% 12 100691.0 0 94.7%
Number of parameters (K), QIC scores, differences in QIC compared to lowest scoring model (∆QIC)
and QIC weights (w) for the different candidate models.
Table 5.II: Coefficients (β ), standard error (SE) and 95% confidence intervals (CI) for
the complete SSF model for the woodland caribou and the moose in the Côte-Nord
region, Québec (Canada), in winter (values are ×102).
Variable Caribou Mooseβ SE 95% CI β SE 95% CI
cos(αpatch) 38.30 1.66 (35.04:41.57)* 13.97 1.62 (10.80:17.15)*
G/L 22.44 1.25 (20.00:24.89)* 9.57 14.90 (-19.63:38.78)
Cover -0.36 0.05 (-0.46:-0.27)* 0.15 0.13 (-0.11:0.41)
Altitude 0.25 0.04 (0.17:0.32)* 0.20 0.06 (0.09:0.31)*
Edge 0.01 0.03 (-0.04:0.07) 0.03 0.04 (-0.04:0.10)
cos(αroad) * f(Droad) -10.09 4.51 (-18.93:-1.25)* 1.94 5.36 (-8.56:12.44)
cos(αrec.cut ) * f(Drec.cut ) 0.97 10.52 (-19.65:21.58)
cos(αreg.cut ) * f(Dreg.cut ) -67.27 21.92 (-110.24:-24.31)*
Di f f risk -45.28 30.59 (-105.24:14.67) 10.80 105.52 (-196.02:217.61)
G/L×∆E 8.54 1.58 (5.46:11.63)* 75.44 21.57 (33.16:117.72)*
Cover×∆E -0.10 0.06 (-0.22:0.02) -0.07 0.20 (-0.47:0.32)
G/L×Pred 4.01 6.26 (-8.26:16.27) -66.10 76.00 (-215.06:82.85)
Speed×Pred 0.08 0.02 (0.04:0.11)* 422.35 191.32 (47.38:797.33)*
Cover×Pred 0.21 0.16 (-0.10:0.53) 1.36 0.55 (0.27:2.44)
Altitude×Pred 0.11 0.13 (-0.14:0.36) -1.09 0.69 (-2.46:0.27)
* Coefficients for which the 95% confidence intervals excluded zero.
Models were robust to cross-validation, with an observed rs of 0.92 (95% CI: 0.85 – 0.98) for caribou
and of 0.74 (0.55 – 0.87) for moose, which exceeded the rs of 0.00 (-0.41 – 0.49) for caribou and of 0.00
(-0.54 – 0.43) for moose expected from randomized data.
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from the same biological season (Table 5.IV; kill sites from other seasons were not
included in the analyses). They avoided regenerating cuts, but selected edges between
areas of different canopy cover. They also selected steps with a negative difference of
elevation between the origin and the end of the step. When in stationary mode, after a
killing a prey, they stayed around the kill site (note that this result is circular, because
kill sites were defined based on clusters of locations, but including this variable should
allow the IBM to reproduce these clusters). They avoided closed-canopy mature conifer
stands, but selected areas of high canopy cover, and edges between areas of different
canopy cover. They also selected steps with a negative difference of elevation between
the origin and the end of the step.
Table 5.III: Model selection among the candidate models of step selection by wolf in
the Côte-Nord region, Québec (Canada), in winter.
No. Candidate Model Wandering mode Stationary mode
K QIC ∆QIC w QIC ∆QIC w
1 Mechanistic model 1 15260.15 95.56 0% 17722.78 81.09 0%
2 Landcover model 10 15197.75 33.16 0% 17667.32 25.63 0%
3 Environment model 14 15164.67 0.08 48.93% 17641.84 0 100%
4 Interaction model 15 15164.59 0 51.07%
Number of parameters (K), QIC scores, differences in QIC compared to lowest scoring model
(∆QIC) and QIC weights (w) for the different candidate models.
5.4.2 Hunting parameters
The hunting parameters that must be calibrated for the processes governing the pre-
dation events are the detection distance and the killing rate of wolves on their prey.
In the literature, the distance at which wolves are considered to be able to detect prey
varies from ∼ 1.5km (Muhly et al., 2010; Whittington et al., 2011) to ∼ 3km (Musiani
et al., 2010). Wolves have been observed to have a hunting success of ∼ 20%, what-
ever the prey (Wikenros et al., 2009). Consequently, we ran simulations with the SSF
parameters assessed hereabove with 600 caribou, 1600 moose, and 4 wolf packs, set the
hunting success to 20%, and tested detection distances from 200m to 4km, by steps of
200m, 20 times for each of the 20 distances. For each detection distance, we compared
the samples of the step length from simulated individuals (using the sum over the 20
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Table 5.IV: Coefficients (β ), standard error (SE) and 95% confidence intervals (CI) for
the complete SSF model for the two modes of displacement of the wolf in the Côte-Nord
region, Québec (Canada), in winter (values are ×102).
Variable Wandering mode Stationary modeβ SE 95% CI β SE 95% CI
cos(αpatch) 39.83 8.96 (22.27:57.39)* 112.69 8.24 (96.53:128.85)*
Water -23.18 11.99 (-46.68:0.31) 14.29 17.80 (-20.59:49.18)
Heath with lichen -18.20 20.76 (-58.88:22.48) -44.34 48.05 (-138.52:49.84)
Closed-canopy
mature conifer -62.14 18.60 (-98.60:-25.69) -51.76 22.39 (-95.64:-7.87)
*
Mature open conifer
with lichen 21.48 11.59 (-1.23:44.19) 3.66 17.78 (-31.20:38.52)
Mature open conifer
without lichen -15.33 10.68 (-36.26:5.59) 11.71 15.25 (-18.18:41.59)
Mixed/deciduous 8.71 9.28 (-9.49:26.91) 20.77 14.83 (-8.30:49.83)
Regenerating cut -26.28 12.94 (-51.64:-0.92)* -5.17 16.80 (-38.11:27.77)
Recent cut -20.73 13.76 (-47.69:6.24) -27.00 20.85 (-67.86:13.85)
Road -4.97 18.04 (-40.33:30.39) -4.98 24.47 (-52.94:42.98)
Cover 0.29 0.19 (-0.08:0.67) 0.83 0.23 (0.38:1.28)*
∆Elevation -0.18 0.04 (-0.26:-0.10)* -0.12 0.07 (-0.25:0.02)
Slope 0.16 0.44 (-0.71:1.03) -1.12 0.48 (-2.07:-0.17)*
Edge 0.25 0.05 (0.15:0.35)* 0.21 0.07 (0.08:0.34)*
ScentDi f f -71.70 54.50 (-178.52:35.12)
* Coefficients for which the 95% confidence intervals excluded zero.
Models were robust to cross-validation, with an observed rs of 0.75 (95% CI: 0.54 – 0.88) for the
wandering mode and of 0.88 (0.76 – 0.96) for the stationary mode, which exceeded the rs of 0.01
(-0.37 – 0.35) for the wandering mode and of 0.02 (-0.46 – 0.51) for the stationary mode expected
from randomized data.
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replications for each distance) with respect to the samples from real ones by performing
one-sided two samples Mann-Whitney-Wilcoxon tests, testing first if the median of the
step length of the simulated individuals was greater than that of the real ones, and then
if it was lesser. For low detection distances, the median of the step length should be
high, because wolves would spend more time in wandering mode, whereas it should
be low for large distances, because they would detect more prey, and therefore spend
more time in stationary mode. The median of the step length for simulated individuals
was not significantly lower than for real individuals for detection distances ≤2200 m
(p-value < 0.05), and was not significantly higher than for real individuals for detection
distances ≥ 3000 m (p-value < 0.05). The p-values of the two tests intersected around
0.5 and 2400 m (figure 5.4), which was thus chosen as the detection distance for wolves
in the IBM.
Figure 5.4: p-values given by the two one-sided two-samples Wilcoxon-Mann-Whitney
tests for detection distances of prey by wolves, ranging from 200 to 4000 m.
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5.5 Validation
5.5.1 Methodology
Validation was performed by verifying that the simulated individuals could repro-
duce some behaviour at a greater spatio-temporal scale than the scale of their move-
ments. Because individuals’ movements are influenced by the individuals from other
species, and reciprocally, the IBM involves feedback loops that can give birth to error
propagation. An error in the trait of one species can result in another species display-
ing patterns differing from the patterns observed in the real system, while its traits are
good approximations of the real system. To avoid error propagation, we separated the
validation of the different species. For herbivores, since they are directly influenced by
the predators’ locations, and assuming that the GPS data is representative of the total
number of wolf packs in the area, we used an individual based system replicator (IBSR,
Latombe et al., submitted) to replicate the real wolves displacements, while running the
processes to simulate herbivores’ movements. By doing so, we ensured that any error in
the reproduction of patterns came from the traits of the species of focus, and not from
an adequate reaction to an erroneous behaviour of wolves. For wolves, the IBSR frame-
work could be applied, because GPS data only represented a small portion of the total
prey populations. Mode switching was therefore scheduled according to the empirical
distributions of their durations (each time a wolf switches from one mode to another,
the number of steps it should remain in that mode was drawn according to the empiri-
cal distribution; once the duration was over, the wolf switched to the other mode), and
wolves were simulated independently of their prey.
We tested four different methods for selecting steps during simulations: a roulette
wheel method, in which each step had a relative probability P = 1/(1+w(−x))∑1/(1+w(−x)) to be
selected (the logistic function was used instead of the raw score because it represents the
probability of use conditioned on habitat, Keating and Cherry, 2004); a "best" method,
in which the step with the higher score was always selected; a "best90" method, in
which the step with the higher score was selected 90% of the time, and any other step
was selected 10% of the time with equal probability; and a "CRW" method in which all
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steps were selected with equal probability.
5.5.2 Reproduction of patterns
For herbivores, we compared habitat selection at the scale of the home range, and
home range characteristics, between simulated and real individuals. For habitat selec-
tion, we simulated as many individuals as in the GPS data, starting at the same initial
locations, and constrained their movements to the home ranges of the real individuals.
Resource selection functions (RSF, Manly et al., 2002) on landscape cover types were
then estimated for each real individual (Courbin et al., 2009) and for each replication
of the simulated individuals. RSF compare locations of individuals with random loca-
tions, and use logistic regression by a generalized linear mixed model (GLMM, logit
link) to estimate the model’s coefficients. While RSF and SSF are conceptually similar,
this procedure allowed to verify that the processes represented in equation 5.5, based
on costs and benefits of moving, translated into an appropriate land-cover type selec-
tion at the scale of the home range, i.e. at higher levels of emergence than used for the
trait of the model. The movements of the simulated individuals were constrained to the
home ranges of their real counterparts in order to remove the influence of differences
of home range between real and simulated individuals on land-cover types selection.
To do so, any random step falling outside of the home range of the corresponding real
individual was deleted and re-drawn from the empirical step length and turning angle
distributions, until the end of the step fell in the home range. We ran 20 simulations for
each individual and computed the RSF coefficients over all the resulting locations. We
then compared the vector of RSF coefficients computed over the real individuals to the
vectors computed over the simulated individuals by means of the Pearson’s R correla-
tion coefficient (figure 5.5). For caribou, all three methods based on scores outperform,
although slightly, the CRW method. As expected, the best and best90 methods had
more narrow distributions than the other methods, because they relied less on stochas-
ticity. For moose, no significant difference could be observed between the medians of
the four methods. However, the lower quartile of the best90 method was higher than
for any other method. For both species, we would have expected the distribution of R
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to be centered on 0 for the CRW, whereas the median is significantly higher than 0 in
both cases. This is probably due to the fact that their movement characteristics fit their
resource distributions which are not spatially random.
(A)
R
(B)
R
Figure 5.5: Pearson R correlation coefficients between the vector of RSF coefficients
computed over the real individuals to the vectors computed over the simulated individ-
uals for (A) caribou and (B) moose, for the four different step selection methods.
We verified that home range characteristics could be reproduced by the model by
means of the size of the home ranges (we used the 95% adaptive kernel method, ADK,
Worton, 1989), and the Jaccard index (Jaccard, 1901; Wallace and Krausman, 1997):
J(A,B) =
A∩B
A∪B (5.10)
where A and B are the 95% ADK of a simulated individual and of its real counterpart. A
value of 1 means that the two polygons superpose exactly, while a value of 0 means that
they do not overlap. We also compared the size of the 95% ADK of real and simulated
individuals, because the stochasticity of the modelled movements can impact J in great
proportions and lead to low values. For example, comparing two individuals starting
their displacements towards opposite directions because of stochasticity would result in
a low value of J, even if the processes reproduce similar home range sizes. To compare
the size of the 95% ADK, we divided the area of the 95% ADK of simulated individuals
by the area of the 95% ADK of their real counter-parts. We then inverted the values
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that were < 1. This produced values ∈]−∞,−1[∪[1,∞[. We then translated negative
and positive values towards 0 by respectively adding and subtracting 1 to or from them.
By doing so, we obtained an index for which 0 means that home ranges have the same
size, a positive value n means that the simulated home range is n+ 1 times larger than
its real counter-part, and a negative value −n means that the simulated home range is
n+1 times smaller than its real counter-part.
We simulated as many individuals as in the GPS data, starting at the same initial
locations, but without restraining their displacement to a given area, and ran 20 simula-
tions for each individual. For caribou, the best and best90 methods failed to constrain
individuals’ movements to a home range of similar size as that of real individuals (figure
5.6b), which led to low values of J (figure 5.6a). The roulette and CRW methods gave
similar results, and produced larger 95% ADK than real individuals, but not as large as
best and best90. These results may be due to the fact that the simulated individuals tried
to optimize their energy gains, and that this process outweighed the process of going
back to previously visited patches. For moose, the best and best90 clearly outperformed
the roulette and CRW methods, with respect to J (figure 5.6c), and produced 95% ADK
slightly smaller than in the real system (figure 5.6b).
For wolves, since movements were already based on the land-cover types, we only
compared the characteristics of their territories by their size and by means of the Jac-
card index, following the same methodology as for herbivores. There was no significant
difference between the four methods, with respect to J (figure 5.7a). On the other hand,
the best90 methods clearly outperformed the other methods in terms of size of territory
(figure 5.7b). Stochasticity played an important role when modelling wolves’ move-
ments, because kill sites were defined when wolves were switching from a wandering
behaviour to a stationary one, which depended only on probabilistic distributions of
time. Kill site locations therefore did not depend on the landscape attributes, which is
probably why simulated wolves territories did not superpose well with real ones.
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Figure 5.6: Jaccard indices and areas ratios for the four methods of step selection for
(A,B) caribou and (C,D) moose. For caribou, the roulette wheel outperforms both the
CRW and the "best" method, because notches do not overlap, meaning that their me-
dians differ at the 5% significance level (MATLABR, 2008a, The MathWorks, Natick,
MA.). For moose. the roulette wheel outperforms the "best" method, but gives similar
results to the CRW.
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Figure 5.7: Jaccard indices and area ratio for the four methods of step selection for
wolves. The roulette wheel outperforms both the CRW and the "best" method, because
notches do not overlap, meaning that their medians differ at the 5% significance level
(MATLABR, 2008a, The MathWorks, Natick, MA.).
5.6 Simulations
We measured the impacts of logging in the study area between 2000 and 2009 by
running 20 simulations for landscape configurations corresponding to 2000, 2005 and
2009. We used the Landsat Thematic Mapper image taken in 2000 and updated for
cutblocks and roads based on data provided by the forestry companies operating in the
region, also used during calibration and validation. The changes of the landscape were
characterized by a continuous increase of regenerating cut from 2000 to 2009, while
the proportion of recent cuts increased from 2000 to 2005 and decreased from 2005
to 2009. The proportions of open conifer stands with lichen and mature mixed forest
remained constant through the year (table 5.V). We initialized all simulation runs with
600 caribou, 1600 moose, and 4 wolf packs. For each year and for each replication, we
recorded the number of predation events on caribou and moose (figures 5.9a and 5.9d),
along with the land cover type in which they occurred (figures 5.10a and 5.11a). We did
not observe any significant difference between the three years, for both measures.
Because logging activities result in the encroachment of deciduous trees, we then
assessed the impact of increasing the quantity of mature mixed forests on predation
by means of different virtual scenarios. To avoid confusion between treatment applied
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Table 5.V: Proportion of the different land cover types in the simulation areas for the
different scenarios.
Scenarios
2000 2005 2009 15 % all 30 % all 50 % all 15 % up 30% up 50% up 70 %
Fix open area 1.35 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31 1.31
Burned area 1.69 1.62 1.62 1.39 1.13 0.81 1.54 1.43 0.80 0.51
Water 11.98 11.95 11.95 11.95 11.95 11.95 11.95 11.95 11.95 11.95
Heath without lichen 3.00 2.99 2.99 2.50 2.05 1.46 2.76 2.51 1.90 0.87
Heath with lichen 2.24 2.24 2.24 1.87 1.53 1.07 2.17 2.08 1.56 0.64
Wetland 1.18 1.18 1.18 0.98 0.80 0.56 1.13 0.98 0.70 0.33
Regenerating mixed 5.25 4.93 4.92 4.12 3.34 2.36 3.86 3.61 2.56 1.43
Regenerating conifer 0.08 0.08 0.08 0.07 0.06 0.04 0.04 0.03 0.03 0.03
Open conifer without lichen 37.84 36.85 36.25 30.74 25.06 17.76 30.67 24.06 16.50 10.78
Closed-canopy conifer 13.76 13.32 13.06 11.11 9.05 6.47 10.31 7.63 5.47 3.95
Open conifer with lichen 13.85 13.79 13.76 11.55 9.35 6.53 13.10 11.75 9.03 3.95
Mature mixed 6.07 5.97 5.91 18.37 31.02 47.20 18.24 30.38 46.64 62.71
Regenerating cut 0.47 1.42 3.01 2.55 2.10 1.54 1.69 1.43 0.96 0.96
Recent cut 1.02 2.03 1.33 1.14 0.97 0.73 0.97 0.64 0.46 0.46
Road 0.27 0.31 0.40 0.34 0.28 0.21 0.26 0.20 0.13 0.13
to the real and the simulated system, we will distinguish hereafter the study area and
the simulation area. The simulation area corresponds to the computer representation
of the study area, to which can be applied different virtual treatments corresponding
to different scenarios. We divided the simulation area into 15 × 15 km quadrats, i.e.
225 km2 (actual management plans divide the landscape into 250 km2 blocks at large
scale, and then cut 70% of it, therefore leaving 30% of forest representative of the initial
composition of the block; Règlement sur les normes d’intervention dans les forêts du
domaine de l’État – http://www2.publicationsduquebec.gouv.qc.ca/
dynamicSearch/telecharge.php?type=3&file=/F_4_1/F4_1R7.HTM).
We then replaced all cover types that were not water nor fixed areas by mature mixed
forest in squares located at the center of the quadrat, to represent the encroachment of
deciduous trees (because the focus is on the encroachment of deciduous trees, we did
not take into account the natural succession of land cover types).
We tested two different spatial configurations of the encroachment of deciduous
trees (figure 5.8). First, we replaced land cover types in all quadrats, varying the area
of the square by 15 %, 30 %, 50 % and 70 % of the area of the whole quadrats, i.e.
33.75, 67.5, 112.5 and 157.5 km2 (these simulation runs are called "15 % all", "30 %
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all", "50 % all" and "70 % all"). By doing so, the encroachment of deciduous trees
was uniformly distributed over the simulation area. In the second case, we replaced
land cover types in squares of 70 % of the area of the quadrats, but only for quadrats
located in the southward region of the simulation area, so that the total area prone to
the encroachment of deciduous trees would represent 15 %, 30 %, 50 % and 70 % of
the total simulation area (these simulation runs are called "15 % up", "30 % up", "50
% up" and "70 % up" – because the "70 % all" and "70 % up" scenarios are actually
identical, we only refer to them by "70 %"). By doing so, we simulated a northward
expansion of the the encroachment of deciduous trees, similar to what may occur in real
forests as forest harvesting progresses northward. Because we considered percentages
of the area of the quadrats, without considering the proportion of fixed areas and water
in the quadrat, the resulting proportion of mixed forest over the simulation area slightly
differed between the "up" and "all" configurations. However, these differences were
negligeable and were ignored in our analyses (table 5.V).
A uniform spatial distribution of the encroachment of deciduous trees was always
detrimental to caribou, even when it represented only 15 % of the simulation area (figure
5.9b). On the other hand, it appeared to be slightly beneficial to moose for an encroach-
ment of 15 % and 30 % of the total area (figure 5.9e), probably because predation was
shifted to caribou. Although predation rates were similar for the four proportions of
the encroachment of deciduous trees for caribou, the proportion of land cover types in
which predation events occurred varied between the scenarios. For example, although
predation events occur more frequently in mixed mature forest for all percentages (as
expected), they did not increase with increasing areas of mixed forests in a linear fash-
ion. Predation increased regularly for 15 to 50 %, but then became stable after 50 %
(figure 5.10b). The opposite situation was observed for all mature conifer stands: the
number of predation events decreased for 15 to 50 %, but then became stable after 50
%. On the other hand, variations were more linear for moose for all land cover types
(figure 5.11b).
When the encroachment of deciduous trees was applied in a northward fashion, it did
not impact predation on any species for 15 % up, but it was beneficial for caribou for 30
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Figure 5.8: The two different structures of the encroachment of deciduous trees (in
black) considered in the simulated scenarios: (A,B,E) uniform spatial distribution, i.e.
the "all" scenarios, and (C,D,E) northward progression, i.e. the "up" scenarios. For each
pair (A,C) and (B,D), the total area subject to the encroachment of deciduous trees is the
same. Both structures result in the same spatial distribution for the maximum proportion
of encroachment.
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% up, and became slightly detrimental at 70 % up. The opposite situation was observed
for moose. This is probably due to the fact that moose and wolves were both initialized
in mixed forests, which therefore tended to concentrate them in the southern area of the
simulation area at 30 % up. We observed more predation events in mixed forests as
their quantity increased for both species. For caribou, the number of predation events
in mature mixed forests increased linearly with their quantity, and tended to decrease
linearly in most of the other land cover types. For moose, predation drastically increased
for up to 30 % of northern the encroachment of deciduous trees, and increased at a
slower rate for 50 and 70 % up. The opposite situation was observed for mature conifer
forests.
2000 2005 20090
20
40
60
80
(A)
Pr
ed
at
io
n
ev
en
ts
2009 +15% all+30% all+50% all +70%0
20
40
60
80
(B)
2009 +15% up+30% up+50% up +70%0
20
40
60
80
(C)
2000 2005 2009
100
120
140
160
180
(D)
Pr
ed
at
io
n
ev
en
ts
2009 +15% all+30% all+50% all +70%
100
120
140
160
180
(E)
2009 +15% up+30% up+50% up +70%
100
120
140
160
180
(F)
Figure 5.9: Distribution over the 20 replications of the number of predation events for
caribou (A,B,C) and moose (D,E,F) for various landscape configurations. (A) and (D)
compare the impact of differences in the landscape in 2000, 2005 and 2009. (B) and
(E) show the impact of the encroachment of deciduous trees when the encroachment is
uniformly spread over the study area. (C) and (F) show the impact of the encroachment
of deciduous trees when the encroachment expands from South to North.
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Figure 5.10: Distribution of the mean of the number of predation events on caribou over
the 20 replications, along with the standard error, with respect to the different land cover
types, for the different configurations of the landscape: (A) 2000, 2005 and 2009, (B)
uniformly distributed encroachment of deciduous trees, (C) northward encroachment of
deciduous trees. The land cover types are: 1- Fixed open area, 2 - Burned area, 3 -
Water, 4 - Heath without lichen, 5 - Heath with lichen, 6 - Wetland, 7 - Regenerating
mixed, 8 - Regenerating conifer, 9 - Open conifer without lichen, 10 - Closed-canopy
conifer, 11 - Open conifer with lichen, 12 - Mature mixed, 13 - Regenerating cut, 14 -
Recent cut, 15 - Road.
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Figure 5.11: Distribution of the mean of the number of predation events on moose over
the 20 replications, along with the standard error, with respect to the different land cover
types, for the different configurations of the landscape: (A) 2000, 2005 and 2009, (B)
uniformly distributed encroachment of deciduous trees, (C) northward encroachment of
deciduous trees. The land cover types are: 1- Fixed open area, 2 - Burned area, 3 -
Water, 4 - Heath without lichen, 5 - Heath with lichen, 6 - Wetland, 7 - Regenerating
mixed, 8 - Regenerating conifer, 9 - Open conifer without lichen, 10 - Closed-canopy
conifer, 11 - Open conifer with lichen, 12 - Mature mixed, 13 - Regenerating cut, 14 -
Recent cut, 15 - Road.
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5.7 Discussion
Individual-based models designed as decision support systems can provide consid-
erable insight on the system of interest. In addition to simulation results, the whole
design process, also including the calibration results can provide useful information to
stakeholders. This section discusses the results from both of these phases of IBM de-
velopment, highlighting the contributions that can be made throughought the process.
5.7.1 Analysis of calibration results
A model should not be seen as just a black box to which the user inputs some data
or scenarios, and which provides a simple answer to a complex problem. The process
of designing the model can, in itself, provide useful information on the system, and
therefore help the designers, users, or stakeholders to acquire a better understanding of
the system of interest, and to develop appropriate management plans. For this reason,
calibration results should also be examined carefully.
For example, calibration results showed that both caribou and moose selected ar-
eas of high altitude (Table 5.II), while wolves selected steps with a negative difference
elevation between the origin and the end of the step (Table 5.IV). This may be a mech-
anism used by prey to segregate themselves from predators. However, since both prey
use the same mechanism, this may be detrimental for the caribou. This may explain
existing observations of higher predation risk in uplands than in peatlands for caribou
(McLoughlin et al., 2005). Both herbivores also selected areas that favoured energy
gains. Since they do not compete for the same resources, designing management plans
that would segregate their respective resources by using the relief so that they would be
separated by valleys may be an option to consider.
Calibration results also showed that wolves did not base their displacements mainly
on land-cover types, but rather on intrinsic characteristics of the landscape, such as
edges and canopy cover (Table 5.IV). This implies that not only the composition of the
landscape, but also the spatial distribution of land cover types can impact the predator-
prey interactions. As suggested by other studies (e.g., Smith et al., 2000; Houle et al.,
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2010), management plans should then minimize edges, induced by the creation of cuts
and roads, towards caribou habitat, as recommended by other studies. Concentrating
the cuts in one region would then probably be a better plan that spreading smaller cuts
around the landscape.
5.7.2 Analysis of simulations results
In the present work, we assembled a broad collection of knowledge on the move-
ments of caribou, moose and wolves, to test how changes in the composition of the
landscape and the spatial distribution of land cover types would impact their displace-
ments, and the resulting predation interactions in the context of apparent competition.
The IBM allowed to test different spatial configurations of land cover types, at a scale
that would be unfeasible in the real system.
Simulations showed the importance of considering the structure and the spatial or-
ganization of the encroachment of deciduous trees at large scale, such as resulting from
logging activities on the movement of, and encounter rates between, predator and prey
in the boreal forest. Different structures of the encroachment of deciduous trees in-
deed translated into different non-linear responses of the system in terms of predation
events. Uniformly spatially distributed encroachment of deciduous trees systematically
led to an increased predation rate on caribou. Moreover, the predation rate remained
constant for an encroachment of more than 15 % of the total area. This result suggests
that strategic level forest management plans should avoid spreading logging activities.
However, this should probably not only apply to the way each logging company har-
vests their attributed fort management unit, such as preserving large blocks of mature
conifer forest (Courtois et al., 2004), but also to how the landscape is divided into these
forest management units, which is not taken into account in current practices. Extensive
simulation runs to study the effects of the spatial scale at which the encroachment of
deciduous trees impacts predator-prey interactions would be needed to fully answer this
question.
Moreover, grouping the encroachment of deciduous trees in one part of the simu-
lation area was not only less detrimental than dispersing encroachment, but a specific
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quantity of encroachment of 30% grouped in one part of the simulation area was even
beneficial for caribou, probably because it led to spatial segregation from the wolf, by
concentrating moose and wolves in this region. This amount of encroachment corre-
sponds to the historical encroachment induced by anthopogenic activities observed in
this ecological region in Quebec (Laquerre et al., 2009). However, in this model, the
number of individuals remained constant between simulations, even if the quantity of
resources varied. In reality, increasing the quantity of mixed forests would reduce the
amount of resources for caribou, and should therefore translate into a lower caribou pop-
ulation (Weclaw and Hudson, 2004). It should also provide more resources to moose,
and should translate into a larger moose population, and therefore into a larger wolf
population, which would negatively impact caribou populations. Our results are there-
fore conservative for caribou populations, and quantitative values should be considered
with caution. However, they suggest that grouping moose into a specific area, distant
from caribou habitat, could help to preserve caribou populations. Management plans in
the boreal forest are usually designed with respect to woodland caribou’s habitat only,
such as preserving large blocks of mature conifer forest (Courtois et al., 2004), without
explicitly considering moose or other alternative species’ habitat. Our model therefore
suggests that these plans would probably benefit from also considering the habitat of
other species so as to help to spatially segregate caribou from its predators, for example
by using the topography, such as suggested previously, combined with careful spatial
planning of forest management activities.
5.8 Conclusion
We presented in this study a complex individual-based model of caribou, moose and
wolf displacements. This model was empirically parameterized and validated, based on
statistical analyses, i.e. according to a forward modelling technique, while most IBMs
rely on inverse modelling. This model should therefore be more robust, and more easily
accepted by the scientific community. Whereas most IBMs are used either to under-
stand the system of interest, or to predict future changes in the system, using statistical
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techniques for the model parameterization allowed to make a model uniting both ap-
proaches. By using statistical analyses relying on a single equation for each species, we
also managed to keep a simple structure based on one equation for the movements of
each species, which would allow to easily update and improve the model in the future.
In addition, the model makes use of recent developments for IBM designing that allows
to have a large domain of applicability by considering processes at low levels of emer-
gence, and should therefore allow managers to test scenarios leading to landscapes with
compositions and different spatial distributions of land cover types.
Simulation results suggest that management plans resulting in spatially grouping
the encroachment of deciduous trees may segregate caribou from alternative prey and
predators, and therefore be beneficial to caribou. This model allowed to identify a non-
linear response of the system to increasing encroachment of deciduous trees, which
would not have been possible by classical statistical analyses only, due to the spatial
scale at which this phenomenon takes place.
Although testing simple scenarios, such as presented in this study, is useful to under-
stand the mechanisms driving the system’s dynamics, the model could also be combined
with other models of demography, forest growth, and roads and harvest planning, to test
more complex and realistic scenarios. This would provide stakeholders with a more ad-
vanced decision support tool to design management plans adapted to the conservation
of woodland caribou.
CHAPTER 6
DESCRIPTION OF THE INDIVIDUAL-BASED MODEL
Ce chapitre correspond à l’annexe de l’article présenté dans le chapitre 5. En tant que tel, il a donc été
rédigé en anglais. Étant donnée l’importance de la description du modèle pour permettre sa reproductibil-
ité, un chapitre entier lui a été dédié.
The individual based model described hereafter was developed using the Repast
Symphony software (http://repast.sourceforge.net/). The model description follows the
revised version of the ODD (Overview, Design concepts, and Details) protocol (Grimm
et al., 2010). Note that because the ODD protocol is intended to be generic and to be
followed in its entirety (Grimm et al., 2010), there are some redundancies with chapter
5.
6.1 Purpose
The purpose of the IBM is to model caribou, wolves and moose movements for
a wide variety of landscape configurations, to assess the impact of the changes in the
relative proportions of land cover types on the resulting predator-prey interactions.
6.2 Entities, state variables, and scales
Three different types of individuals are represented in the IBM, namely caribou,
moose and wolves. In the model, caribou and moose are similar kinds of individuals.
They have the same state variables, most of which are linked to the costs and benefits of
moving, as explained in section 5.2. Wolves are not individuals in the strict way, but are
actually meta-individuals, each one representing a pack. Lastly, the environment is also
an entity of the model. The entities and their corresponding state variables are detailed
in Tables 6.I, 6.II, and 6.III.
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Table 6.I: State variables for the caribou and moose.
Herbivores
State variables Unit Description
ID /0
number differentiating the individ-
ual from conspecifics
Location (m,m)
the coordinates of the individual lo-
cation according to the projection
UTM NAD 83 Zone19
Heading radians direction faced by the individual
∆E kJ the energetic balance over the last72 hours
inPatch Boolean
state of being (1) or not (0) in a
patch
PatchArray (m,m, /0)
array of locations of past patches,
and number of locations composing
the patch
Table 6.II: State variables for the wolf.
Wolf
State variables Unit Description
ID /0
number differentiating the individ-
ual from conspecifics
Location (m,m)
the coordinates of the individual lo-
cation according to the projection
UTM NAD 83 Zone19
Heading radians direction faced by the individual
mode Boolean
Behavioural mode: (1) after having
killed a prey (2) wandering
PatchArray (m,m, /0)
array of locations of past patches,
and number of locations composing
the patch
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Table 6.III: State variables for the environment.
Environment
State variables Unit Description
Location (m,m)
coordinates of the cell according
to the projection UTM NAD 83
Zone19
Altitude m altitude of the cell
coverType /0 Land-cover type
Lichen grams quantity of lichens
Forage grams quantity of moose forage
Cover %
percentage of canopy cover in a 25
× 25 m cell
Edge /0
2D gradient of the percentage of
canopy cover
Scent hours
time elapsed since wolf passage on
the cell
ScentID /0
ID of the last wolf passing on the
cell
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Winter is a detrimental season for caribou, because heavy snow cover decreases
their ability to respond to predation, and increases the energy that must be allocated
to moving in the landscape and searching for food (Weclaw and Hudson, 2004). It
was therefore decided to concentrate on this season. For caribou, the winter biological
season lasts from December 28 to April 16 for caribou, and from October 12 to May 7
for moose (Basille et al., 2012). For wolves, it corresponds to the nomadic period, which
lasts from November 28 to April 01. The caribou winter season is encompassed by the
corresponding periods for the two other species, and we therefore restrained simulations
to it (although statistical analyses to calibrate the model were performed independently
for each animal for the complete corresponding season). Simulations were therefore
run for 109 days, which corresponds to the duration of a winter period for caribou,
and one time step represented four hours, in accordance with the GPS data. One grid
cell represented 25m×25m and the model landscape comprised 8,000×8,000 cells, i.e.
40,000 km2.
6.3 Process overview and scheduling
The main processes of the model are the animal movements, and are modelled by
means of a BCRW whose bias is based on step selection functions (SSF; Fortin et al.,
2005a). SSF were estimated from GPS data of real individuals based on the comparison
between each observed step of the individuals, paired with 20 random steps having the
same starting points as the observed step, but with their length and turning angle drawn
from the empirical distributions. The equation can then be expressed as follows:
w(x) = exp(β1x1+ ...+βnxn) (6.1)
where w(x) represents the SSF score for the step described by the vector x of variables
xi associated with each real or randomly drawn step, and βi is the coefficient corre-
sponding to xi. A positive coefficient βi then indicates that the individal is likely to end
its step in land cover with a high value of xi, while a negative coefficient means that the
variable is avoided. The βi were estimated through conditional logistic regression. For
162
mathematical details on SSF assessment, see (Fortin et al., 2005a; Forester et al., 2009).
The BCRW simulating the individuals’ movements then consists in drawing 21 steps
from the empirical step length (SL) and turning angle (TA) distributions, and a score is
allocated to each step. Steps are then selected based on their scores. The movement pro-
cesses of each species are therefore represented by a single equation, that can be easily
updated by considering new variables, whose values are computed by means of sub-
models. Note that wolves display two kinds of behaviours in their movements (Mech
and Peterson, 2003): a behaviour that corresponds to the fact they are searching for
prey, called herein the wandering mode, and a behaviour for which they rest after feed-
ing, called herein the stationary mode. Plotting the step length distribution of wolves
during the nomadic season also tends to confirm this separation into two modes (figure
5.2). The SSFs of wolves’ movements have the same structure for both modes, only the
parameters are different.
The scheduling followed by the IBM to simulate movements is presented in figure
6.1. At each iteration, the order of the individuals is randomized, and individuals execute
their actions one after another. Caribou and moose behaviours are governed by the same
processes, and follow the same scheduling. The difference between the two species lies
in the parameter values of their processes and submodels. An iteration corresponds to a
4-hour time step.
6.4 Design concepts
6.4.1 Basic principles
The main principle behind the model is that individual movements at fine spatial
scales (4 hours) shape the animals’ distribution on the landscape, and therefore that
predator-prey encounter rates will emerge from the simultaneous fine scale movements
of different species. The simulated movements must depend on the environment since
the model’s purpose is to allow for testing different management plans in a region that
is subject to logging activities, i.e. for different configurations of the landscape (see
section 5.3 for details).
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Figure 6.1: Scheduling of the processes called during the execution of the individual
based model. Wolves can move according to two displacement modes. The first one
corresponds to a wandering behaviour, while the second one corresponds to a stationary
behaviour, occurring after killing a prey. Both caribou and moose move according to
the same schedule. The differences between the two species lies in the parameter values
used.
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6.4.2 Emergence
Predation events of wolves on caribou and moose depends on their encounters re-
sulting from the spatio-temporal distribution of predators and prey, which itself emerges
from the simultaneous displacements of the individuals from the three species. Since
predation events were not identified in the data and could therefore not be used for val-
idation, we verified if other comportments emerging from individuals’ displacements
could be reproduced by the model (called the secondary predictions, according to the
POM terminology; Wiegand et al., 2003; Grimm et al., 2005). If the variables on which
the movement processes are based on correctly reflect the benefits and costs of mov-
ing, the modelled individuals should select land-cover types in similar proportions as
the real individuals. We verified this for modelled individuals whose movements were
constrained to the seasonal home range of their real counterpart by means of resource
selection functions (RSF, Manly et al., 2002), which consist in comparing locations of
an individual to random locations drawn in this case in their home range. This technique
also allows to verify that processes at the movement scale translate to habitat selection
at a larger spatio-temporal scale. We also compared the home range of real and mod-
elled individuals. We verified that their sizes were similar, and that they overlapped, by
means of the Jaccard index (Jaccard, 1901). Note that for wolves, since the process gov-
erning movements was based on land-cover types, we only compare territories of real
and modelled individuals, and did not compared habitat selection, which would have
been redundant. See section 5.5 for details on the validation process.
6.4.3 Adaptation
Considering different environmental and internal variables in the SSF equations will
make the simulated individuals react differently to different environment, according to
their recent history, which should translate into reacting differently to different relative
proportions of land cover types at larger spatial scales. Different equations, correspond-
ing to different sets of variables were tested for each species, and assessed by means of
a goodness-of-fit criterion. Equations 6.2, 6.3, and 6.4 present the equations retained
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for the caribou, the moose, and the wolves, respectively. Note that the SSF structure
for wolves is the same for the stationary and the wandering mode. Only the parameters
change.
Caribou =cos(αpatch)+G/L+G/L×∆E +Cover+Cover×∆E +Altitude
+Edge+ cos(αroad)× coe froad + cos(αrec.cut)× coe frec.cut
+ cos(αreg.cut)× coe freg.cut +G/L×Pred+Speed×Pred
+Cover×Pred+Altitude×Pred+Di f f Pred (6.2)
Moose =cos(αpatch)+G/L+G/L×∆E +Cover+Cover×∆E +Altitude
+Edge+ cos(αroad)× coe froad +G/L×Pred+Speed×Pred
+Cover×Pred+Altitude×Pred+Di f f Pred (6.3)
Wolf =cos(αkill)+ coverType+Cover+Altitude+∆Elevation+Slope
+Edge+ScentDi f f (6.4)
where αpatch is the minimum angle between a step direction and previously visited
foraging patches, G are the energy gains obtained from foraging at the destination of
a step, L is the energy spent by moving along a step, αroad , αrec.cut and αreg.cut are the
angles between a step direction and the closest road, recent cut and regenerating cut,
respectively, coe froad , coe frec.cut and coe freg.cut are discounting functions associated
with each of these disturbances, to decrease their influence as distance increases, Pred
is a function decreasing with time and distance, computed with respect to trails left
by wolves, Di f f Pred is the difference of Pred between the origin and the end of a
step, αkill is the minimum angle between a step direction and existing kill sites, and
ScentDi f f is the time elapsed since passage of a wolf from another pack if a wolf trail
crosses a step. The other variables are described in Tables 6.I, 6.II, and 6.III. In the
IBM, at each iteration and for each individual, 21 steps are drawn in the same way as
when the coefficients of the SSF were assessed, and the score of each step is computed.
The steps are then selected according to their score (see section 5.4 for details on the
selection methods).
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6.4.4 Objectives
The individuals do not have any explicit objective. The hypothesis behind the mod-
elled traits described above is that the compromises between the different elements of
the equations given by the parameters values maximize the animals’ respective fitnesses,
thus, individuals do not learn and modify their behaviours over the course of a simula-
tion.
6.4.5 Learning
The model does not involve parameter adjustments over time.
6.4.6 Prediction
The model does not explicitly consider that the individuals make predictions. How-
ever, their movements are biased with respect to previously visited areas (represented by
the term cos(αpatch) in equations 6.2 and 6.3, and the term cos(αkill) in equation 6.4).
This comes from the fact that herbivores tend to go back to secure areas where they
found food, a mechanism that allows them to forage more efficiently and safely (How-
ery et al., 1999), while wolves tend to go back to successful hunting areas, probably
because they may also be successful in the future (Mech and Peterson, 2003).
6.4.7 Sensing
Individuals are assumed to sense some of their own internal variables, and some
environmental variables. These variables are listed in equations 6.2, 6.3, and 6.4.
6.4.8 Interaction
Three kinds of interactions are present in the model: delayed, direct and indirect
interactions. The delayed interactions are the following: trails left by wolves when they
move influence other individuals’ (wolves and herbivores) later moves. Direct interac-
tions are the following: wolf can kill prey, removing them from the environment, and
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prey deplete food from the environment by foraging. Finally, the indirect interactions
are the following: by depleting a cell, herbivores can have an impact on later con-
specifics movements, because movements are partly based on expected energy gains,
and wolves move toward a prey to kill it, and tend to move less and to remain near the
killing site afterward, which can also have an influence on later predation events.
6.4.9 Stochasticity
Stochasticity is present at two levels for every individual. First, possible steps from
the current location are drawn according to the step length and turning angle distribu-
tions observed in the GPS data. Second, once a score has been computed for each step,
steps are selected randomly, but biased by their scores.
6.4.10 Collectives
Each wolf pack is represented by one meta-individual only. This was done to avoid
considering social interactions between wolves, which may have overcomplexified the
model and could not have been calibrated empirically.
6.4.11 Observation
At each step, the locations of all the individuals are recorded, as if they were wearing
GPS collars. The locations of encounters are also recorded. These data can then be
treated with softwares such as R or ArcGIS for validation and/or statistical analyses.
6.5 Initialization
Simulations were initialized with 600 caribou, 1600 moose and 4 wolf packs, ac-
cording to estimates of densities performed in the study area and to GPS data. At ini-
tialization, caribou were uniformly distributed across open conifer with lichen stands,
while moose were uniformly distributed across mixed and deciduous forests. This was
done to ensure that they would be located in areas with accessible foraging. Since
moose are the main prey of wolves, wolves were also randomly initialized in mixed and
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deciduous forests, to ensure that moose would be present in their territory. Individuals’
headings were initialized randomly. The energy balance of herbivores was initialized at
0. Wolves started in wandering mode.
6.6 Input data
ASCII grids of the land-cover types converted from Landsat Thematic Mapper im-
ages taken in 2000 with a 25 m resolution grid (Natural Resources Canada, Canadian
Forest Service, Laurentian Forestry Centre) and ASCII grids of the altitude and slope
converted from a digital elevation model of the study area at the scale of 1:20,000 were
read by the IBM to initialize the environment. Forage quantities, percentage of canopy
cover, and the gradient of percentage of canopy cover are then initialized by means of
correspondence tables, inferred from the literature (see section 6.7 for details). Satel-
lite images of land-cover types were classified into 15 classes: fixed open area, burned
area, water, heath without lichen, heath with lichen, wetland, regenerating mixed for-
est, mixed/deciduous forests, regenerating conifer stand, closed canopy mature conifer
stand, open conifer with lichen stand, open conifer stand, regenerating cut, recent cut,
and road. The images were updated for forest cuts based on data provided by the forestry
companies for the years 2005 to 2009. During parametrization and validation, real in-
dividual locations were used as inputs for the IBSR. Sections 5.4 and 5.5 provide more
details about this aspect.
6.7 Submodels
6.7.1 Herbivores
6.7.1.0.1 Energy gains (G) Caribou and moose behaviours are influenced by forage
distribution (Moen et al., 1997; Johnson et al., 2001). We used a Michaelis-Menten
equation to model the short-term functional responses of resource consumption X for
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both species (Weclaw, 2001):
X(V ) =
a×V
S× (b+V ) ×T (6.5)
where a is the maximum rate of consumption, b is the density of resource biomass for
which intake is one-half of the maximum rate (the foraging efficiency), S is the area of a
cell, i.e. 625 m2, V is the resource biomass of the cell, and T is the duration of a time step
(4 hours). a was set to 375 g/hour for caribou (61.3 g/day per kg body weight, Holleman
et al., 1979) and to 660 g/hour for moose (11 g/min, Renecker and Hudson, 1986). b
was set to 40 g/m2 for caribou (Weclaw, 2001) and to 30 g/m2 for moose (Renecker and
Hudson, 1986). V was determined by means of a submodel relative to the environment,
described hereafter. X was then converted into energy gains, with a rate of 7.79 kJ/g
(1.86 kcal/g, Holleman et al., 1979), in order to be compared with energy expenses due
to displacements. Note that resource depletion is also modelled in the environment by
updating V =V −X(V )× (4 hours).
6.7.1.0.2 Energy expenses (L) For each 4-hour step, energy expenditures are com-
puted by summing the basal metabolic rate for a time step, the energy expenses due
to the travelled distance Dist (in km), and the energy expenses due to the difference
of altitude ∆Elevation (in km) along a step. Although other factors can cause energy
expenses (e.g., Boertje, 1985), they would require to over-complexify the model, and it
was decided to consider only these three.
L =
E×M
0.75/6+2.64×M×Dist+31×M×∆Elevation, if ∆Elevation≥ 0
E×M0.75/6+2.64×M×Dist−5.7×M×∆Elevation, if ∆Elevation < 0
(6.6)
where E is an energetic factor that depends on the species. M is the mean body mass
of a caribou, in kg. E was set to 381 kJ/kg for caribou (Boertje, 1985) and to 343
kJ/kg for moose (Moen et al., 1997). The weights of caribou and moose in the studied
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population were not available. We thus estimated the mean body mass to be 147 kg
for caribou, based on studies in Alberta (Stelfox and Adamczewski, 1993), and 343 for
moose (Franzmann and Schwartz, 1997).
6.7.1.0.3 Predator presence index At each time step, for each individual, 24 equally
spaced 15 km rays were drawn from its location, and for each ray crossing at least one
wolf trail (see the related environmental submodel described hereafter for details), the
time T since the most recent passage of wolf was computed, along with the distance
D. For each ray, we then computed the predator presence index (see Latombe et al.,
submitted for details), for caribou (equation 6.7) and for moose (equation 6.8).
Pred = exp−
T 2
2×962 × exp−
D2
2×732 (6.7)
Pred = exp−
T 2
2×192 × 1
1+ exp100×(D−1016)
(6.8)
According to these equations, the predator presence index Pred equals 1 at the cur-
rent position of a wolf, and decreases continuously with time and distance, to reach the
5% value after 10 days and 180 m for caribou, and 2 days and 1 km for moose. If no
passage could be found over the 24 rays, the index was set to 0.
6.7.1.0.4 Spatial memory: recording and updating clusters of locations In the
IBM, during simulations, the home range cannot be set a priori by means, for example,
of a central attraction point, and should emerge from the structure of the landscape, and
more specifically from the spatial distribution of land cover types. Van Moorter et al.
(2009) showed home ranges can emerge from a BCRW approach, when movements
are biased towards previously visited patches. Each visited patch was recorded and
characterized by a reference and a working memory, based on its intrinsic utility value,
and on how recent the last visit was, respectively. These two memory values then were
used to allocate a value to a patch, used to bias movements. The ability of animals
to remember patches and go back to them, and the home range emerging from this
ability, is usually explained by the fact that it should provide some familiarity with the
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environment, and therefore increase safety with respect to food resources and predation
risk (Howery et al., 1999).
In our model, each herbivore has the ability to remember suitable patches it has
visited. Patches were defined as clusters of individual’s locations, i.e. a limited area
where an individual tends to spend a significant amount of time. By doing so, patches
will result from the landscape configuration, and the cost and benefits of moving, whose
ratio can change through time. Thus, we avoid defining patches a priori, which, in
addition to being complex to define (Hebblewhite and Merrill, 2009), would require
extensive off-line calculations, and can therefore be an issue when multiple scenarios
have to be tested over large periods of time.
In the IBM, if an individual has not visited any patch yet, a new temporary patch is
created if 2 consecutive steps are separated by less than 1600 m for caribou, and less
than 800 m for moose. Each cluster is then characterized by the location of its center of
gravity computed over all the steps taken in the cluster. It is considered that the caribou
or moose remains in the same cluster as long as it does not move from the center of
gravity by more than 1600 m or 800 m, respectively. After each step in a patch, the
center of gravity location of the patch is updated, and the number of steps made in a
given patch is incremented. Once an individual leaves a cluster, the cluster’s center of
gravity is added to the individual’s memory.
To determine these distances of 1600 m and 800 m, we used a nearest neighbour
hierarchical clustering algorithm (Cormack, 1971) to group caribou and moose locations
from the GPS data for each individual and for every year. If individuals go back to
previously visited clusters, the number of clusters should not be proportional to the total
number of locations, but we should observe some plateaux of the number of clusters as
the total number of locations increases. For each individual for each year, we took the
first 100 locations, then the first 200 locations, and so on until reaching the total number
of locations recorded for that individual, and we plotted the number of clusters versus
the number of locations. We repeated this operation for thresholds from 100 to 2500 m,
with an increment of 100 m. When plotting the median of the number of clusters for
each hundred of locations, thresholds of 1600 m and 800 m gave the clearest plateaux
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(figure 6.2).
6.7.1.0.5 Reaction to anthropogenic disturbance Measuring the orientation of cari-
bou steps with respect to anthropogenic disturbance shows that caribou move more per-
pendicularly to anthropogenic disturbance directly at the disturbance, and tend towards
randomness when moving away from it (figure 6.3). To incorporate this aspect of an-
imal behaviour in the model, we included the following term to the SSF governing
individual’s movements for each anthropogenic disturbance (namely roads, recent cuts
and regenerating cuts):
cos(αdisturb)∗ f (Ddisturb)
where αdisturb is the direction of the individual with respect to the nearest anthropogenic
disturbance, and f (Ddisturb) is a function of the distance to the nearest anthropogenic
disturbance, that must equal 1 directly at the disturbance and tends towards 0 as Ddisturb
increases. By using such discounting functions, we give more importance to the angle
when the distance is small, and no importance when it is great.
To estimate f (Ddisturb), we plotted the cosinus of the mean of the angle between
movement direction and perturbation every 100 meters from the perturbation, over all
locations of all individuals. We approximated the first negative values by a linear func-
tion that crosses 0 for the first value D0 when the cosinus of the mean of the angle was
superior or equal to 0, i.e.1500 m, 1600 m, and 1300 m for roads, recent cuts, and regen-
erating cuts, respectively, for caribou, and 400 m for roads, for moose (no clear reaction
was observed with respect to recent and regenerating cuts for moose). We then took the
absolute value of this function and scaled it between 0 and 1 (equation 6.9; figure 6.3).
f (Ddisturb) =
−Ddisturb/D0+1, if Ddisturb < D00, if Ddisturb ≥ D0 (6.9)
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Figure 6.2: Relationship between the number of clusters and the number of (A) caribou
and (B) moose locations. For each individual for each year, we took the first 100 loca-
tions, then the first 200 locations, and so on until reaching the total number of locations,
and we plotted the number of clusters versus the number of locations, which is repre-
sented by the circles. The solid line represents the median of the number of clusters
over all individuals for each hundred locations, and the error bars show the lower and
upper quartiles.
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Figure 6.3: Changes in cosinus of mean orientation for real steps with respect to (A)
the nearest road, (B) recent cut, and (C) regenerating cut, as a function of distance from
these anthropogenic features for 22 radio-collared caribou, and with respect to (E) roads
for 15 radio-collared moose during winter in the Côte-Nord region of Québec, Canada.
For example, caribou traveling perpendicular, leading away from the nearest disturbed
area were assigned -180o (producing a cosinus value of -1), whereas those travelling
directly towards the area were assigned 0o (producing a cosinus value of +1). The left
axis indicates the values of points taken from the GPS data. The relation between the
distance from anthropogenic perturbations and the angle was considered to be linear
at first, and to disappear after some distance, as shown by the solid line. The distance
at which the influence of distance was considered to disappear (and at which the linear
function crosses 0) corresponds to the first point superior or equal to 0, that is 1500, 1600
and 1300 m for roads, recent cuts and regenerating cuts, respectively, for caribou, and
400 m for roads, for moose. The linear function f (Ddisturb) was scaled between 0 and
1 in order to give more influence to the direction of a step when close to a disturbance
( f (0) = 1), and no influence when the distance is high, hence the inverse right axis. For
moose, no clear reaction was observed with respect to recent and regenerating cuts.
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6.7.2 Wolf
6.7.2.0.6 Mode switching Plotting the distribution of the logarithm of step length
showed that wolves use two modes of displacements (figure 5.2). This is consistent
with studies on wolf behaviour, which showed that wolves modify their behaviour after
killing a prey, to eat and digest it (Mech and Peterson, 2003). To identify clusters of
successive locations that we considered as kill sites (Anderson Jr and Lindzey, 2003;
Webb et al., 2008; Merrill et al., 2010), we used a hierarchical clustering algorithm
(Cormack, 1971) based on distance between steps to identify clusters of locations, and
considered only clusters with at least 6 successive locations, i.e. 24 h. Based on inspec-
tion of the frequency distribution of the distances between locations for each individual
(figure 6.4), we chose a threshold of 500 m for the clustering algorithm (Webb et al.,
2008).
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Figure 6.4: Frequency distribution of the distance between locations of wolves for each
individuals.
In the model, once a wolf kills a prey, it switches to the stationary mode for a dura-
tion randomly drawn according to the empirical distribution resulting from the cluster-
176
ing algorithm. Note that a wolf cannot kill a prey once in a stationary mode. Once the
duration is expired, it switches back to the wandering mode.
6.7.2.0.7 Spatial memory In the model, each time a wolf enters into a stationary
mode, i.e each time it kills a prey, it will record the location where this happened, and
add it to a table of locations in a similar fashion to herbivores remembering foraging
patches. However, contrary to the centers of gravity of patches, the coordinates of kill
sites remain fixed once they are recorded.
6.7.2.0.8 Hunting Wolf can detect prey in a radius of 2.4 km around their current
location (see section 5.4 for the assessment of this parameter). If a prey is detected (if
there are several prey, one is randomly choosen), it has a probability of 20% of killing
it, whatever the prey (Wikenros et al., 2009). In such a case, the wolf moves to the prey
location, and the prey individual is removed from the model.
6.7.3 Environment
6.7.3.0.9 Trails Wolf are assumed to leave olfactory trails in the environment, that
can be detected by other wolves and by prey. A raster-based representation of the spatial
environment was therefore created to record the trails left by wolves during their dis-
placements, using the same spatial resolution as the Landsat Thematic Mapper images,
i.e. 25 m × 25 m. To compute the time elapsed since a wolf visited a cell, cells that are
intersected by a wolf step (i.e. segment connecting two consecutive locations) start with
a value of 4 hours, corresponding to the time scale immediately after the visit of a wolf.
This value is then incremented by 4 hours after each time interval. At a given iteration,
a cell’s value therefore represents the time elapsed since the passage of a wolf.
6.7.3.0.10 Resources Resources quantities V were estimated from the literature. For
caribou, we used Courtois (2003)’s estimates of lichen biomass in different land-cover
types. For moose, in the absence of direct forage estimation for the study area, we used
a survey from Saskachewan. Rettie et al. (1997) estimated the quantities of vegetation,
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considering trees, shrubs, mosses, and lichens, for a total of 72 species, and identified
7 main classes of different stands. We considered only the tree species consumed by
moose (Renecker and Schwartz, 1997), computed the relative quantity of available for-
age for each class by dividing the number of stems by hectare for each class of stand
by the sum over all the classes. Crête and Manseau (1996) assessed the mean forage
availability to be 4.10 kg / kg of herbivore (moose and caribou) per month in a 3000 km2
study area in winter. They also estimated the density of moose to be 0.03 individuals
/ km2 in the study area. We considered that winter lasted for 7 months, from October
to April. As previously mentioned, we considered a body weight of 343 kg for moose,
which leads to a mean density of forage of 2.95 kg of forage / ha, or 185g of forage per
25 m × 25 m cell. To get the quantity of forage per cell with respect to the 7 classes
identified by Rettie et al. (1997), we have to solve the following system of 7 equations
with 7 unknowns.
7
∑
i=1
nibi =
7
∑
i=1
ni×185
b1
q1
=
bi
qi
i = 2, ...,7
where bi is the biomass of forage per cell for the class i, and ni is the number of cells for
the class i in the study area, qi is the relative quantity of forage for the class i, estimated
from Rettie et al. (1997). Although this method is far from being ideal, in the absence
of existing field assessments of the biomass of forage, it should provide a sufficient
estimation for the model.
For both kinds of resources, resource depletion was modelled by means of the re-
source consumption model presented previously. For moose, resources were thus up-
dated by V = V − X(V )× (4hours). For caribou, because they consume terrestrial
lichen, they destroy about ten times more lichen than they consume (Courtois, 2003),
and resources were therefore updated by V =V −11∗X(V )× (4hours).
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6.7.3.0.11 Cover and Edge The percentage of canopy cover was included into the
Landsat Thematic Mapper images class descriptions. The Edge variable was computed
as a 2D gradient of the percentage of canopy cover, over a 3× 3 neighbourhood (Bur-
rough et al., 1998):
dCover
dx
= ((c+2 f + i)− (a+2d+g)/(8∗25) (6.10)
dCover
dy
= ((g+2h+ i)− (a+2b+ c))/(8∗25) (6.11)
Edge =
√
(
dz
dx
)2+(
dz
dy
)2] (6.12)
where x and y are the latitudinal and longitudinal directions, and {a,b,c,d,e, f ,g,h,
i} are the values of the percentage of canopy cover in the cell of coordinates {(1,1);
(1,2);(1,3);(2,1);(2,2);(2,3);(3,1);(3,2);(3,3)} when considering a Moore neigh-
bourhood) around the cell of interest. 25 is the dimension of a cell (in meters).
CONCLUSION
L’objectif principal du travail présenté dans cette thèse a été la conception d’un mo-
dèle centré sur l’individu des déplacements du caribou forestier, du loup et de l’orignal
en fonction de leur environnement, afin de laisser émerger leurs interactions, ce qui de-
vrait permettre de faire des projections de l’impact de différents plans d’aménagement
sur la viabilité à long terme des populations de caribou forestier. Cette conclusion ré-
sume dans un premier temps les différents aspects de la contribution de mon travail.
Dans un deuxième temps, quelques réflexions sur la modélisation centrée sur l’individu
en général et pour ce projet sont présentées, suivies par des suggestions pour des travaux
futurs.
Contribution
Une partie importante de ma contribution concerne la méthodologie pour la concep-
tion des modèles centrés sur l’individu. Chaque système est particulier et peut être en-
visagé de nombreuses manières. Comme il l’a été expliqué dans le chapitre 2, face à un
nouveau système à modéliser, un modélisateur doit passer par six étapes consécutives
(et éventuellement de façon itérative) qui sont : formuler la question, assembler les hy-
pothèses, choisir la structure du modèle, paramétrer le modèle, implémenter le modèle
et analyser le modèle. Chacune de ces étapes possède ses propres défis, mais la troi-
sième est particulière car c’est une étape charnière, qui consiste à formaliser une idée
abstraite du système et lui donner une structure formelle pour le représenter sous forme
de modèle.
S’il existe une méthodologie relativement bien établie pour les autres étapes, ce
n’est pas le cas pour celle-ci, qui dépend donc principalement de l’expérience du mo-
délisateur. Ceci est probablement une des raisons pour lesquelles une certaine méfiance
existe encore au sein de la communauté scientifique vis-à-vis des modèles centrés sur
l’individu (même si cette méfiance semble s’estomper au vu du nombre croissant de
publications les concernant au cours des 10 dernières années). L’article correspondant
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au chapitre 2 de cette thèse a donc pour but de pallier ce manque en proposant un cadre
conceptuel qui devrait permettre au modélisateur de structurer son modèle de façon ap-
propriée à l’aide des niveaux d’émergence, en fonction des objectifs qu’il a établis lors
des deux premières étapes de modélisation. Établir un cadre conceptuel commun per-
mettra alors de divulguer les modèles centrés sur l’individu de façon plus efficace. Ce
cadre conceptuel pourrait également être intégré au sein du protocole ODD (Overview,
Design concepts, and Details Grimm et al., 2010), dont le but est de permettre de dé-
crire les modèles centrés sur l’individu de façon plus complète et compréhensible, et
donc d’empêcher qu’ils soient sujets à la critique à cause de leur manque de reproducti-
bilité.
À ma connaissance, la seule méthodologie formalisée de façon complète existant à
ce jour pour la conception de modèles centrés sur l’individu est la modélisation orien-
tée patrons (Pattern Oriented Modelling - POM, Wiegand et al., 2003; Grimm et al.,
2005; Grimm and Railsback, 2012). Cette approche est basée sur le principe de modé-
lisation inverse, i.e. une comparaison entre les sorties d’un modèle (les patrons) et leurs
contreparties observées dans le système réel. Bien que cette approche ait été raffinée
récemment (e.g., Piou et al., 2009; Latombe et al., 2011), elle a le désavantage d’être
un processus itératif au cours duquel des simulations complètes doivent être effectuées
à chaque itération, ce qui peut nécessiter un temps considérable, et peut rencontrer des
problèmes lorsque le nombre de paramètres du modèle est élevé. C’est pourquoi le cha-
pitre 3 introduit un nouveau protocole pour la calibration et la validation des modèles
centrés sur l’individu afin de pallier ces limites en privilégiant la modélisation directe,
i.e. en estimant les paramètres directement à partir de données à l’aide, par exemple, de
techniques de régression. Cette méthodologie permet également d’appliquer le principe
de modélisation directe, même lorsque les données sont inaccessibles, comme cela arive
souvent lors de l’étude de grands mamifères, pour lesquels l’environnement ne peut être
contrôlé de façon précise. Cette approche ayant en plus l’avantage de pouvoir s’insérer
dans POM, elle représente un pas de plus vers une méthodologie exhaustive et unifiée
pour la conception de modèles centrés sur l’individu.
La méthodologie introduite dans les chapitres 2 et 3 a permis de créer un modèle
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centré sur l’individu complexe de façon empirique, tout en gardant sa capacité de géné-
ralisation. Ce modèle inclue trois espèces différentes de grands mammifères en interac-
tion, dans un environnement spatialement explicite, et prenant en compte de nombreux
aspects comportementaux à bas niveau d’émergence. En plus de la difficulté de contrôler
l’environnement de façon précise à une telle échelle, il est extrêmement difficile d’ob-
tenir des données biologiques telles que le niveau énergétique des individus de façon
régulière et fréquente, ce qui empêche généralement de calibrer les comportements à
bas niveaux d’émergence des individus de façon empirique. Ceci a été possible dans le
cadre de cette étude grâce au protocole IBSRtion, ce qui devrait permettre au modèle
d’obtenir une robustesse importante, en vue de servir d’outils d’aide à la décision pour
la planification de l’aménagement forestier.
Au cours de la conception de ce modèle, il a été nécessaire d’étudier la réponse à fine
échelle du caribou et de l’orignal par rapport à la présence du loup, afin de représenter
les interactions prédateur-proies. Ceci a mené à l’étude présentée dans le chapitre 4. En
considérant à la fois les proies et les prédateurs comme étant en mouvement, contraire-
ment à la majorité des études, cette étude a permis d’évaluer comment la combinaison
de réponses comportementales chroniques et éphémères au risque de prédation est à
l’origine de la dynamique spatiale des grands herbivores.
L’utilisation du modèle a permis de révéler certains aspects non linéaires du système
étudié, et donc difficilement prévisibles par simple analyse. En effet, étonnamment, aug-
menter la quantité de forêt mixte, favorable à l’orignal et donc au loup, s’est avéré être
bénéfique pour le caribou dans le modèle pour une quantité et une configuration don-
nées d’enfeuillement. Ce phénomène n’apparaissait que pour un enfeuilement regroupé
et pour une quantité atteignant 30% de l’aire totale, et disparaissait au-delà de cette
valeur. Ce résultat est prometteur et suggère que certains plans d’aménagement pour-
raient éventuellement permettre de ségréguer le caribou de l’orignal et du loup, et donc
permettre sa conservation.
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Réflexions
L’utilisation d’un modèle, qu’il soit centré sur l’individu ou autre, doit toujours se
faire avec précaution. Un modèle ne doit en effet jamais être pris comme une boite noire,
dont les sorties correspondraient parfaitement à la réalité. Tout modèle, quel qu’il soit,
est une simplification de la réalité, et repose sur certaines hypothèses, par rapport aux-
quelles il faut analyser ses sorties. Ce processus permettra alors de mieux comprendre
le fonctionnement du modèle et, par extension du système, afin de prendre des décisions
appropriées. Par exemple, comme il l’a été mentionné, une quantité d’enfeuillement de
30%, concentré dans une zone de l’aire d’étude, s’est avéré réduire la prédation sur le
caribou dans le modèle. Cependant, ce résultat ne signifie pas qu’un tel scénario résul-
terait obligatoirement en une augmentation des populations de caribou forestier dans
le système réel, puisque la dynamique des populations n’a pas été considérée dans le
modèle. Cet enfeuillement devrait en effet se répercuter de façon positive sur les popu-
lations d’orignal, et donc de loup, ce qui pourrait compenser la réduction de la prédation
sur le caribou. Ce résultat permet néanmoins de mieux comprendre les mécanismes de
ségrégation entre les espèces, et devrait permettre d’orienter les stratégies d’aménage-
ment en conséquence.
Les apports d’un modèle pour la compréhension d’un système ne se limitent pas
à son utilisation, mais s’étendent au processus de conception du modèle lui-même. Le
processus consistant à assembler et tester diverses hypothèses sur le système réel afin
de répondre à la question formulée lors de la première étape du processus cité ci-dessus
peut en effet apporter autant d’informations sur le système réel que les résultats de si-
mulations. Ceci est particulièrement le cas lors d’une approche systémique comme celle
utilisée ici, car, contrairement à certaines approches plus classiques qui se concentrent
sur une caractéristique particulier du système, elle nécessite de prendre en compte de
nombreux aspects du système et de les mettre en relation. Le processus de modélisation
implique donc de faire une synthèse des connaissances et permet de guider l’identifi-
cation des lacunes pour parvenir à expliquer les patrons observés dans le système. Un
corollaire de ce processus de synthèse est qu’il permet également d’améliorer la com-
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munication entre les différents acteurs concernés par le système d’étude. Cet avantage
de la modélisation a même mené à développer une branche de la modélisation appelée
modélisation participative (voir Voinov and Bousquet, 2010, pour une revue des diffé-
rentes approches).
Dans le cadre de l’étude présentée dans cette thèse, la conception du modèle centré
sur l’individu a mené à effectuer une synthèse des connaissances existantes sur les com-
portements des trois espèces concernées. Un résultat de cette synthèse a été le manque
de connaissances satisfaisantes sur la réaction des caribous et des orignaux par rapport
aux localisations de loups afin de représenter cet aspect dans le modèle. Cela a mené à
l’étude présentée dans le chapitre 4, comme expliqué précédemment. De plus, bien que
cela ne soit pas précisé de façon explicite dans le chapitre 4, notons que cette étude a
été possible grâce au développement du protocole IBSRtion, puisque les données sur
les passages antérieurs de loups pour chaque localisation de caribou et d’orignal ont été
obtenues à l’aide d’un générateur de données basé sur l’individu (Individual Based Data
Generator - IBDG).
La conception du modèle a également permis de relever un point intéressant. Lors
de la création du modèle de transition du couvert forestier décrit en annexe I, des dis-
cussions avec des membres du volet sylviculture de la chaire de recherche industrielle
CRSNG - Université Laval en sylviculture et faune a permis de se rendre compte qu’il
existait une certaine incompatibilité entre la classification des différents types de couvert
forestier utilisés par les deux volets de la chaire. Ce point illustre donc bien le poten-
tiel de rassemblement et de communication des projets de modélisation qui nécessitent
d’intégrer des informations provenant de différentes sources et de différents domaines.
Travaux futurs
Bien que ce modèle ait été conçu de la façon la plus consciencieuse possible en fonc-
tion des données et du temps disponibles, il pourrait être amélioré. Tout d’abord, étant
donné le manque d’information, les sous-modèles de distribution des ressources ont été
calibrés d’après la littérature pour des régions parfois différentes de la zone d’étude, ce
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qui les rend quelque peu imprécis. Une estimation sur le terrain des quantités de nourri-
ture disponibles en fonction des différents types de couvert pour le caribou et l’orignal,
et de leurs variabilités énergétiques, en fonction de la saison, permettrait certainement
au modèle d’effectuer des projections plus précises. De plus, les caribous se déplaçant
en groupes plus ou moins importants en automne et en hiver, l’étude de l’influence
des congénères sur les déplacements des individus permettrait également d’améliorer
le modèle. Ceci nécessiterait cependant un marquage intensif, et donc coûteux, de la
population de caribous étudiée. Étant donné l’importance de la tâche relative à la cali-
bration de tous les sous-modèles puis de la calibration et de la validation du processus
régissant les déplacements des individus pour les trois espèces considérées, une seule
saison a pu être modélisée. Bien que l’hiver soit une saison pour laquelle la vulnérabilité
du caribou forestier est élevée, d’autres saisons, comme la dispersion printanière sont
également critiques pour la survie des populations de caribou. D’après les travaux de
Basille et al. (2012), il est possible d’identifier quatre saisons principales pour le cari-
bou (l’hiver, la dispersion printanière, l’été et l’automne), quatre pour l’orignal (l’hiver,
le printemps, la mise-bas et l’été), et trois pour le loup (la saison nomade, la saison
de tanière, et la saison des sites de rendez-vous). Il serait possible, grâce au protocole
IBSRtion, de calibrer et valider le modèle pour chaque espèce et pour chaque saison, ce
qui permettrait d’obtenir un modèle représentant l’année complète. En plus d’apporter
davantage de précision, il serait alors intéressant de noter la variabilité de l’impact de
différentes stratégies d’aménagement forestier selon la saison, ce qui permettrait une
meilleure connaissance du système. Enfin, bien que le modèle présenté ici considère la
réponse des proies par rapport au loup à des échelles spatiale et temporelle fines, des
réponses ont également été observées à des échelles plus importantes (Labbé, 2012).
Il a également été suggéré que la distribution des proies par rapport à leurs prédateurs
dépend d’une combinaison de mécanismes à fine et large échelle (Bailey et al., 1996).
Bien qu’intégrer une réponse à une large échelle spatio-temporelle dans un modèle dy-
namique à fine échelle représente un défi certain, ceci représenterait certainement une
amélioration notable pour l’IBM présenté dans cette thèse.
Le système écologique constitué du caribou, de l’orignal, du loup et de leur en-
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vironnement est une partie d’un système plus large, qui inclut également des aspects
économiques et sociaux, ainsi que différents acteurs, notamment le Ministère des Res-
sources Naturelles du Québec et les compagnies forestières (figure 6.5). Bien que leur
objectif principal soit de faire des profits grâce à l’exploitation du bois, les compagnies
forestières ont l’obligation, par la loi sur les espèces en péril (http://laws-lois.
justice.gc.ca/PDF/S-15.3.pdf), d’oeuvrer à la protection du caribou fores-
tier. De plus, à partir de 2013, les plans d’aménagement de la forêt boréale québécoise ne
seront plus conçus par les compagnies forestières, mais seront pris en charge par le Mi-
nistère des Ressources Nnaturelles (http://www.mrn.gouv.qc.ca/forets/
gestion/index.jsp).
Figure 6.5 – Représentation du système socio-écologique complet, d’après le cadre
conceptuel de Ostrom (2009), adapté de Parrott et al. (2012). Le cadre en pointillés
représente la partie du système modélisée dans cette thèse.
Le travail présenté dans cette thèse est donc la première étape vers la création d’un
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modèle de grande ampleur et multi-disciplinaire, qui intégrera les autres aspects du sys-
tème socio-écologique total. Dans un premier temps, il sera nécessaire d’intégrer un mo-
dule de naissance et de mort naturelle, et de coupler le modèle centré sur l’individu avec
le modèle d’évolution du paysage afin d’effectuer des simulations permettant d’évaluer
l’impact de différents aspects des plans d’aménagement forestier, comme l’aire totale
de coupe, la vitesse de coupe, leur dispersion, etc., sur la viabilité à long terme des po-
pulations de caribou forestier. Certains modèles ont déjà été développés dans ce but, et
sont brièvement présentés en annexe I. Notons que ce projet est actuellement en cours
de développement et fait l’objet d’un projet de maîtrise. Afin d’améliorer ce modèle, je
suggère également de travailler à établir une table de correspondance entre les types de
couvert forestier utilisés par la communauté scientifique en sylviculture, afin d’utiliser
un modèle de transition du couvert forestier plus facilement partagé avec les interve-
nants du milieu.
Dans un deuxième temps, il sera nécessaire de prendre en compte les aspects éco-
nomiques de la planification forestière. Aucun plan d’aménagement forestier ne pourra
être accepté par les compagnies forestières s’il est trop coûteux. Pour cela, un modèle
d’optimisation des chemins forestiers prenant en compte les résultats tirés du modèle
centré sur l’individu ainsi que la longueur des routes, leurs types et les aménagements
requis en fonction du terrain devrait être développé. La conception d’un tel modèle re-
présente un défi de taille non seulement du point de vue technique, mais également
humain. Afin d’être accepté par les différents acteurs impliqués dans l’exploitation des
ressources forestières et d’avoir un impact favorable pour la conservation des popula-
tions de caribou forestier, il devrait être réalisé en collaboration avec eux. Une approche
du type modélisation participative serait alors potentiellement à privilégier.
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Annexe I
Modèles complémentaires pour simuler de longues périodes
Afin de pouvoir effectuer utiliser le modèle présenté dans cette thèse pour effectuer
des simulations sur de longues périodes dans des travaux futurs, un modèle de plani-
fication des routes, un modèle d’évolution du paysage permettant de créer les routes
et d’effectuer des coupes forestières autour de celles-ci en fonction des sorties du mo-
dèle précédent, et un module démographique pour le caribou et l’orignal s’insérant dans
l’IBM de mouvements ont également été développés.
I.1 Modèle de planification de routes
Le modèle de planification de routes permet de générer celles-ci automatiquement
en fonction de la topographie et des zones aquatiques de la zone d’étude. Ce modèle
génère un calque de toutes les routes qui seront tracées au cours des simulations du
modèle centré sur l’individu. Ce modèle de planification n’est pas destiné à être appli-
qué en situation réelle par les compagnies forestières, car la précision et le réalisme des
routes ne sont pas suffisants. Un tel modèle devrait en effet tenir compte de nombreuses
contraintes supplémentaires pour être transposable dans l’environnement réel. Cepen-
dant, il devrait permettre de générer des environnements suffisamment réalistes pour
effectuer des simulations à l’aide de l’IBM.
L’utilisateur doit définir les coordonnées du ou des points de départs des routes à
construire, ainsi que les coordonnées des centres des zones où les coupes devront être
effectuées. Le modèle développera alors un réseau de routes à l’intérieur d’un cercle
centré sur ces coordonnées de destinations, dont le rayon est défini par l’utilisateur (fi-
gure I.1). Les routes sont créées selon trois types (de liaison, primaires et secondaires),
suivant des règles différentes. Les routes de liaison permettent de relier les différentes
zones de destination entre elles et tiennent compte de la topographie. Les routes pri-
maires s’étendent à l’intérieur des cercles représentant les zones de coupes, et suivent
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la topographie. Ces routes sont tracées par tronçons relativement longs, et permettent
donc de couvrir la zone de coupe avec une densité relativement faible. Enfin, les routes
secondaires sont tracées par tronçons plus courts et permettent de finir de couvrir les
zones de coupes, afin d’obtenir une densité de routes cohérente avec la réalité.
Figure I.1 – Exemple de résultat du modèle de planification des routes.
L’algorithme crée chaque type de route l’un après l’autre. Pour les routes de liaison,
pour chaque zone à couper, l’algorithme trace la route par tronçons de 50 cellules, afin
de se rapprocher du centre de la zone et de rester à une faible altitude (figure I.2).
Après avoir tracé un tronçon, si la position actuelle est plus proche du centre des autres
zones de coupes que leurs origines correspondantes actuelles, celles-ci sont mises à jour.
Lorsqu’une route de liaison entre dans une zone de coupe, à chaque itération le modèle
peut initier une route primaire avec une probabilité de 60%.
Pour les routes primaires, à chaque itération l’algorithme trace un tronçon de route
de 40 cellules en sélectionnant en priorité les directions les plus à l’opposé du tron-
çon déjà existant, ayant l’altitude la plus basse, et en vérifiant que le tronçon construit
ne croise pas d’autre route ni de plan d’eau. À chaque itération, le modèle peut créer
un embranchement avec une autre route primaire avec une probabilité de 40%, et un
embranchement avec une route secondaire avec une probabilité de 80%.
Pour les routes secondaires, à chaque itération l’algorithme trace un tronçon de route
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Figure I.2 – Étapes de la construction d’une route de liaison pour une itération.
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de 5 cellules en sélectionnant en priorité les directions les plus à l’opposé du tronçon
déjà existant, et en vérifiant que le tronçon construit ne croise pas d’autre route ni de
plan d’eau. À chaque itération, le modèle peut créer un embranchement avec une autre
route secondaire avec une probabilité de 20%
Le modèle produit en sortie un fichier ASCII d’une grille couvrant la zone étudiée,
dont la taille est définie par la carte de topographie, et correspond également à la taille
répertoriant les plans d’eau. Chaque cellule peut être dans l’un des quatre états suivants :
0 - cellule vide ; 1 - route de liaison ; 2 - route primaire ; 3 - route secondaire.
I.2 Modèle d’évolution du paysage
Le modèle présenté dans cette section permet de représenter l’évolution du paysage
dans le temps. Il est composé de deux sous-modèle. Le premier permet de créer les
routes et les coupes forestière, et nécessite en entrée la sortie du modèle de planifica-
tion présenté dans la section précédente. Le second sous-modèle représente la transition
du couvert forestier, soit le passage d’une type de couvert à un autre en fonction de
plusieurs facteurs.
Le modèle a un pas de temps d’un an. Il nécessite en entrée un ficher ASCII pro-
duit à partir d’une image Landsat des types de couvert. Il produit des fichiers ASCII
correspondant à des mises à jour du fichier d’entrée en fonction des deux sous-modèles
évoqués ci-dessus. La fréquence à laquelle les fichiers ASCII sont produits est définie
par l’utilisateur (minimum un an). L’utilisateur doit également définir le nombre d’an-
nées que doit durer une simulation.
I.2.1 Modèle de création de routes et de coupes
Ce modèle crée des routes selon le calque produit par le modèle de planification des
routes. L’utilisateur doit définir les coordonnées du ou des points de départ des routes
à construire. Les cellules situées à ces coordonnées sont alors définies comme "routes
actives", et doivent correspondre à une route à construire sur le calque. Le modèle va
alors tracer les routes dans le paysage en suivant les routes du calque (figure I.3). Après
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avoir tracé une route sur 17 cellules (∼500 m), le modèle va ensuite remplacer les types
de couvert par des coupes récentes autour des routes, sur une largeur de 7 cellules de
chaque côté (∼210 m), en laissant des bandes de séparation entre les coupes (figure I.4).
Pendant une simulation, le modèle construit toutes les routes du calque. La distance
de routes construite par an est donc la distance totale de routes divisé par le nombre
d’années simulées.
Figure I.3 – Création des routes selon le calque fourni par le modèle de planification des
routes. Les nouvelles routes sont construites à partir des cellules "actives" par dessus ce
calque.
I.2.2 Modèle de transition du couvert forestier
Ce modèle permet de passer d’un type de couvert à un autre en fonction du temps.
Chaque cellule de la grille représentant l’environnement peut être dans l’un des états sui-
vants : eau, milieu humide, milieu ouvert fixe, landes sans lichen, landes à lichen, brûlis,
route, coupe récente, mixte en régénération (-2m), coupe en régénération, conifère en
régénération, mixte en régénération (+2m), conifère dense, mixte mature, conifère ou-
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Figure I.4 – Création des coupes autour des routes. 7 cellules sont coupées autour de la
cellule active. S’il existe des cellules déjà coupées dans ce rayon, le modèle laisse une
bande de séparation d’une cellule de largeur.
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vert sans lichen, et conifère ouvert à lichen. Les cinq premiers types de couvert sont
considérés comme fixes et ne changent pas au cours d’une simulation. Les transitions
entre les autres types de couverts sont déterminées en fonction du temps écoulé, du type
de dépôt, du type de perturbation, du type de couvert avant perturbation, et d’un facteur
aléatoire (figure I.5 ; tableau I.I). Les paramètres du modèles ont été calibré par avis
d’expert (Mathieu Bouchard, Ministère des Ressources Naturelles du Québec, commu-
nication personnelle).
Tableau I.I – Probabilités de transition d’un type de couvert à un autre en fonction du
type de perturbation et du type de couvert avant perturbation, comme indiqué dans la
figure I.5.
Perturbation
Type de couvert
avant perturbation P1 P2 P3 P4 P5 P6 P7
Feu
Conifère 0.6 0.3 0.08 0.02 0.8 0.1 0.1
Mixte 0.3 0.6 0.08 0.02 0.3 0.3 0.4
Régénération 0.35 0.35 0.2 0.1 0.1 0.3 0.6
Ouvert
Coupe
Conifère 0.5 0.3 0.15 0.05 0.6 0.2 0.2
Mixte 0.2 0.75 0.05 0
I.3 Module démographique
Lorsque plusieurs années seront simulées, modéliser le recrutement et l’espérance
de vie des individus devient nécessaire afin de compenser les individus prélevés par
prédation. Pour cela, un module démographique a été implémenté dans le modèle. Ce
module ne s’applique qu’aux herbivores, et le nombre de meutes reste constant. Il ef-
fectue les étapes suivantes :
• Comme seul l’hiver est modélisé, et représente 3 mois, un certain nombre d’in-
dividu sont supprimés aléatoirement de la simulation, correspondant à 3 fois le
nombre d’individus prélevés par prédation pour la saison précédente.
• Les individus dépassant leur espérance de vie (15 ans pour les caribous (Banfield,
1955), 20 ans pour les orignaux (Peterson et al., 1982)) sont supprimés.
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(a)
(b)
Figure I.5 – Modèle de transition du couvert forestier, en fonction du type de dépôt de
surface : (a) tills, (b) sable. Les probabilités de transition P1 à P7 dépendent du type de
perturbation et du type de couvert avant perturbation, et sont explicitées dans le tableau
I.I.
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• On ajoute un nombre d’individu correspondant au recrutement des espèces, soit
15% pour le caribou (Courtois et al., 2001b) et 45% pour l’orignal (Saether et al.,
1996).
