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Abstract
First, we give an upper bound on the broadcast time of a graph, then a new su.cient condition to have a broadcast
graph. This condition will yield numerous broadcast graphs.
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1. Introduction, basic results
In this paper, we deal with the classical problem of broadcasting (see [3,7] for surveys).
We recall that the protocol is as follows:
At the step 0 some node x of a connected graph G knows a message. At the step i, any node having already received
this message, may send it to one of its neighbors with the condition that all calls must use independent edges. The
broadcast is completed when all nodes of G know the message.
Then the broadcast time b(x) of x is the minimum number of steps necessary to complete broadcasting from x.
The broadcast time b(G) of G is the greatest b(x), where x is any element of the set V (G) of vertices of G.
Let v(G) be the order of G. We know that for every vertex x of V (G), we have b(x)¿ log2 v(G), and so log2 v(G)
is a lower bound on the broadcast time of G. A broadcast graph is a graph G such that b(G) = log2 v(G).
All complete graphs are broadcast graphs, and there are broadcast graphs with fewer edges (minimum broadcast graphs).
However, no general characterization of broadcast graphs is known.
In this paper, we obtain a su.cient condition for a graph to be a broadcast graph which results from a new upper
bound on the broadcast time of a graph G involving the connectivity k(G) of G.
Clearly, in a graph G, if we have a sequence of r + 1 subsets A0; : : : ; Ar of V (G) with A0 = {x}; Ar = V (G); Ai ⊂ Ai+1
for any i∈{0; : : : ; r−1}, and such that for each i∈{0; : : : ; r−1} there are exactly |Ai+1|−|Ai| independent edges between
Ai and Ai+1 \ Ai, we can de@ne a broadcast from x using r steps.
We also need the following known result:
Proposition 1.1. Let G be a k-connected graph and let A be a subset of V (G), with |A|6 |V (G) \ A|. Then
(a) if |A|¿ k, there exist k independent edges between A and V \ A,
(b) if |A|¡k, there exist |A| independent edges between A and V \ A.
For de@nitions of connectivity and k-connectivity and for a proof of Proposition 1.1, see [2].
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2. An upper bound on the broadcast time
For integers n¿ 0 and r ¿ 0, we de@ne an;r = [log2 r] + 1 + (n− 2[log2 r]+1)=r.
Proposition 2.1. Let G be a connected graph of order v, and of connectivity k. Then b(G)6 av;k .
Proof. First, let us suppose that k = 1. In this case av;1 = v− 1. As G is connected, for any proper non empty subset A
of V (G), there is a vertex in V (G) \ A having a neighbor in A. This implies that from any x∈V (G), we can construct a
broadcasting scheme using v− 1 steps. Consequently b(G)6 v− 1.
Now, let us suppose that k¿ 2. Let x be a vertex of G. There exists an integer m such that 2m6 k ¡ 2m+1(m=[log2 k]).
For every i∈{0; : : : ; m− 1} we have 2i ¡ k and 2i6 k − 2i hence 2i6 v− 2i.
Then by Proposition 1.1, for any set A having 2i vertices, there exist 2i independent edges between A and V (G) \ A.
Clearly, we can construct m+ 1 vertex sets A0; : : : ; Am such that:
• A0 = {x},
• A0 ⊂ · · · ⊂ Am,
• |Ai|= 2i for every i∈{0; : : : ; m− 1},
• for each i∈{0; : : : ; m− 1}, there are exactly |Ai+1| − |Ai|= 2i independent edges between Ai and Ai+1 \ Ai.
First, suppose that 2m¿ v− 2m.
As 2m6 k, v− 2m6 k, by Proposition 1.1, there are v− 2m independent edges between Am and V (G) \ Am.
Therefore, there exists a broadcasting scheme from x using m+1 steps, and for every vertex x of G we have b(x)6m+1.
Consequently b(G)6m+ 1.
It is easy to verify that −1¡ (v− 2m+1)=k6 0 and consequently (v− 2m+1)=k= 0.
We obtain av;k = m+ 1 and so, the assertion holds.
Suppose now that 2m ¡v− 2m.
Since 2m6 k, by Proposition 1.1, there are 2m independent edges linking Am to V (G) \Am. Let A′m+1 be the set of end
points of all these edges and let Am+1 = Am ∪ A′m+1.
Then |V (G) \ Am+1|= v− 2m+1.
Let s = (v− 2m+1)=k.
For any vertex set A with |A|¿ k, Proposition 1.1 says that if |V (G) \A|¿ k there exist k independent edges between
A and V (G) \ A, and if |V (G) \ A|¡k there exist |V (G) \ A| independent edges between A and V (G) \ A.
This implies that we can construct s sets Am+2 ⊂ · · · ⊂ Am+1+s with Am+2 ⊂ · · · ⊂ Am+1+s; Am+1+s =V (G) and such that
for m+ 16 i6m+ s they are |Ai+1 \ Ai| independent edges between Ai and Ai+1 \ Ai.
So, we have constructed av;k + 1 vertex sets A0; : : : ; Am+1+s de@ning a broadcast from x using av;k steps. Therefore, for
any vertex x of G we have b(x)6 av;k and consequently b(G)6 av;k .
This @nishes the proof of Proposition 2.1.
Remark. Proposition 2.1 implies D(G)6 av;k where D(G) is the diameter of G.
We now give an example for which the bound of Proposition 2.1 is sharper than that of Hromkovic et al. [5].
In [5], they prove that (I(G)− 1)D(G) + 1 is an upper bound for b(G), where I(G) is the maximum degree of G.
For integers r¿ 3 and k¿ 2 it is easy to prove that there exists a graph Gr;k of order rk and of connectivity k.
It is clear that [log2 k] + 1 + [(rk − 2[log2 k]+1)=k]6 log2 k + 1 + r.
It is clear also that (I(Gr;k)−1)D(Gr;k)+1¿ 2(k−1)+1. Clearly for k¿ r+2, we have log2 k+1+r ¡ 2(k−1)+1.
This implies ark;k ¡ (I(Gr;k) − 1)D(Gr;k) + 1 and consequently, for the graphs Gr;k with k¿ r + 2, ark;k is a better
upper bound than (I(Gr;k)− 1)D(Gr;k) + 1.
We now show that the bound of Proposition 2.1 is sometimes sharper than that of Bermond and Peyrat concerning the
undirected de Bruijn graphs UB(d; D).
In [1], they prove that b(UB(d; D))6 (d+ 1)(D + 1)=2.
It was also proved that for D¿ 2 we have k(UB(d; D)) = 2d− 2 (see [6]).
With our upper bound, we have b(UB(3; 2))6 4, b(UB(4; 2))6 5, b(UB(5; 2))6 6, b(UB(6; 2))6 6 and
b(UB(7; 2))6 7.
With Bermond and Peyrat’s upper bound, we have b(UB(3; 2))6 6, b(UB(4; 2))6 7; 5, b(UB(5; 2))6 9,
b(UB(6; 2))6 10; 5 and b(UB(7; 2))6 12.
So, for all these graphs, our upper bound is better than the other, and it is even reached for UB(3; 2) and UB(6; 2).
N. Lichiardopol / Discrete Applied Mathematics 143 (2004) 359–363 361
However, for D = 2, while our upper bound is better than that of Bermond and Peyrat, it is not as good as that of
Heydeman et al. [4].
3. A sucient condition to have a broadcast graph
For integers n and r with n¿ 4 and 16 r6 n− 1, we consider the number an;r already de@ned.
To prove the main theorem, we need several results.
Lemma 3.1. If n6 2[log2 r]+1 we have (n− 2[log2 r]+1)=r= 0.
Proof. We have log2 r¿ [log2 r], hence r¿ 2
[log2 r]. As n¿ r, we have n¿ 2[log2 r]. Then n + r ¿ 2 × 2[log2 r]; that is
n+ r ¿ 2[log2 r]+1, hence (n− 2[log2 r]+1)=r ¿− 1 and since (n− 2[log2 r]+1)=r6 0, the result follows.
Let  n : {1; : : : ; n− 1} → N be the function de@ned by  n(r) = an;r . Then:
Lemma 3.2. For each n¿ 4,  n is a decreasing function.
Proof. For r ∈{1; : : : ; n− 2}, two cases are possible:
Case 1: [log2 (r + 1)] = [log2 r]. Then we have
 n(r) = [log2 r] + 1 + [(n− 2[log2 r]+1)=r] and  n(r + 1) = [log2 r] + 1 + [(n− 2[log2 r]+1)=(r + 1)].
If n− 2[log2 r]+1 ¿ 0, we easily deduce  n(r + 1)6  n(r).
If n− 2[log2 r]+16 0, by Lemma 3.1 we have [(n− 2[log2 r]+1)=r] = 0 and consequently we have  n(r + 1) =  n(r).
Case 2: [log2 (r + 1)] = [log2 r] + 1.
Then, there exists an integer s¿ 0 such that r + 1 = 2s. We get





















As n¿ 2s, we have n=2s ¡ [(n− 1)=(2s − 1)] and this implies  n(r + 1)6  n(r).
In both cases we have  n(r + 1)6  n(r) and so, the assertion holds.
For the complete graph Kn, by Proposition 2.1, we have b(Kn)6  n(n− 1), that is log2 n6  n(n− 1). Consequently,
for 16 r6 n− 1, we have log2 n6  n(r).




2m−2 + [(a+ 1)=2] if 16 a6 2m−1;
a if 2m−1 ¡a6 2m:
It is easy to see that 16 (n)6 n− 1 and we can state.
Proposition 3.3. For (n)6 r6 n− 1, we have an;r = log2 n.
For 16 r ¡(n), we have an;r ¿ log2 n.
Proof. We only need to prove that an;(n) = log2 n and an;(n)−1 ¿ log2 n.
Let n= 2m + a with m¿ 1 and 16 a6 2m. Several cases are possible:
Case 1: 16 a6 2m−1 − 2. Then, log2 n= m+ 1 and (n) = 2m−2 + [(a+ 1)=2].
It is easy to prove that 2m−2 ¡(n)¡ 2m−1. Then [log2 (n)] = m− 2, hence
an;(n) = m− 1 + (2m + a− 2m−1)=(2m−2 + [(a+ 1)=2]), that is an;(n) = m− 1 + (2m−1 + a)=(2m−2 + [(a+ 1)=2]).
Clearly, 1¡ (2m−1 + a)=(2m−2 + [(a+ 1)=2])6 2, and then an;(n) = log2 n.
We have (n)− 1 = 2m−2 + [(a− 1)=2] and then
an;(n)−1 = m− 1 +
[
2m + a− 2m−1
2m−2 + [(a− 1)=2]
]
= m− 1 +
[
2m−1 + a
2m−2 + [(a− 1)=2]
]
:
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It is easy to prove that we have (2m−1+a)=(2m−2+[(a−1)=2])¿ 2, hence an;(n)−1 ¿m+1 that is an;(n)−1 ¿ log2 n.
Case 2: a= 2m−1 − 1. Then, log2 n= m+ 1 and (n) = 2m−2 + [(a+ 1)=2] = 2m−1.
We get an;(n) = m+ (2m + 2m−1 − 1− 2m)=2m−1= m+ 1 = log2 n. We also have
an;(n)−1 = m − 1 + (2m + 2m−1 − 1 − 2m−1)=(2m−1 − 1) = m − 1 + 2 + 1=(2m−1 − 1) = m + 2 and then it is clear
that we have an;(n)−1 ¿ log2 n.




2m + 2m−1 − 2m
2m−1
⌉
= m+ 1 = log2 n:
We also have
an;(n)−1 = m− 1 + (2m + 2m−1 − 2m−1)=(2m−1 − 1)= m− 1 + 2m=(2m−1 − 1) and as 2m=(2m−1 − 1)¿ 3 we get
an;(n)−1 ¿ log2 n.
Case 4: 2m−1 ¡a¡ 2m. Then, log2 n= m+ 1 and (n) = a. We get
an;(n) = m+
⌈
2m + a− 2m
a
⌉
= m+ 1 = log2 n:
We also have
an;(n)−1 = m+ (2m + a− 2m)=a− 1= m+ a=(a− 1) and since a=(a− 1)¿ 1 we deduce
an;(n)−1 ¿ log2 n:
Case 5: a= 2m. Then, log2 n= m+ 1 and (n) = a= 2m. We get





= m+ 1 = log2 n:
We also have
an;(n)−1 = m+ (2m+1 − 2m)=(2m − 1)= m+ 2 and so an;(n)−1 ¿ log2 n.
So, we always have an;(n) = log2 n and an;(n)−1 ¿ log2 n and consequently the assertion is proved.
Now we can give the main result.
Theorem 3.4. A graph G of order v such that k(G)¿ (v) is a broadcast graph.
Proof. By Proposition 2.1, we have b(G)6 av;k(G). By Proposition 3.3, we have av;k(G) = log2 v and since
b(G)¿ log2 v, the result follows.
We give below a table of values of (v) for 46 v6 20.
v 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
(v) 2 2 2 3 4 3 3 4 4 5 6 7 8 5 5 6 6
It is clear that the smaller (v)=v is, the more interesting the values of (v) are.
The best values of (v) are obtained when v= 2m + 2, with m¿ 2. Then we have (v) = 2m−2 + 1= [v=4], and so any
graph with connectivity ¿ [v=4] yields a broadcast graph.
Finally, we conjecture that
Conjecture 5. For any pair (v; k) with v¿ 3 and 16 k6 v− 1 there exists a graph Gv;k of order v and of connectivity
k, such that b(Gv;k) = av;k .
This conjecture is true for the pairs (v; k) with k¿ (v).
It is easy to prove that this conjecture is also true for the pairs (v; 1) (Gv;1 is a chain) and for the pairs (v; 2) (Gv;2 is
a cycle).
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