Singular (descriptor) systems
2.1 Continuous singular systems 2.1.1 Continuous singular systems -stability in the sense of Lyapunov Generally, the time invariant continuous singular control systems can be written, as:
where ( ) n t ∈ x is a generalized state space (co-state, semi-state) vector, nn E × ∈ is a possibly singular matrix, with rank E r n = < . Matrices E and A are of the appropriate dimensions and are defined over the field of real numbers. System (1) is operatinig in a free regime and no external forces are applied on it. It should be stressed that, in a general case, the initial conditions for an autonomus and a system operating in the forced regime need not be the same. System models of this form have some important advantages in comparison with models in the normal form, e.g. when EI = and an appropriate discussion can be found in (Debeljkovic et al. 1996 . The complex nature of singular systems causes many difficultes in analytical and numerical treatment that do not appear when systems represented in the normal form are considered. In this sense questions of existence, solvability, uniqueness, and smothness are presented which must be solved in satisfactory manner. A short and concise, acceptable and understandable explanation of all these questions may be found in the paper of ).
As we treat the linear systems this is equivalent to the study of the stability of the systems. The Lyapunov direct method (LDM) is well exposed in a number of very well known references. Here we present some different and interesting approaches to this problem, mostly based on the contributions of the authors of this paper. Definition 2.1.1.1 System (1) is regular if there exist s ∈C , ( ) det 0 sE A − ≠ , (Campbell et al. 1974 (1), (Pandolfi 1980 , . (Chen & Liu 1997) . Definition 2.1.1.9 The equilibrium = x0 of a singular system (1) is said to be asymptotically stable if it is stable and attractive, (Chen & Liu 1997) .
Definition 2.1.1.5 is equivalent to ( ) (Chen & Liu 1997) .
Due to the system structure and complicated solution, the regularity of the systems is the condition to make the solution to singular control systems exist and be unique. Moreover if the consistent initial conditions are applied, then the closed form of solutions can be established.
STABILITY THEOREMS
Theorem 2.1.1.1 System (1), with A I = , I being the identity matrix, is exponentially stable if and only if the eigenvalues of E have non positive real parts, (Pandolfi 1980 
with the following properties:
0, ,
where:
where k W is the subspace of consistent intial conditions, (Pandolfi 1980) 
where Q is self-adjoint and positive in the sense that:
Theorem 2.1.1. Let index β stand for the set of all allowable states of system and index α for the set of all initial states of the system, such that α β ⊆
SS .
In general, one may write:
where Q will be assumed to be symmetric, positive definite, real matrix and where k W denotes the sub-space of consistent initial conditions generating the smooth solutions. A short and concise, acceptable and understandable explanation of all these questions can be found in the paper of 
where Campbell et al. (1974) have shown that sub-space k W represents the set of vectors satisfying:
where
. c is any complex scalar such that:
This condition guarantees the uniqueness of solutions that are generated by 
, .
, . 
It is convenient to consider, for the purposes of this exposure, the aggregation function for the system (1) in the following manner:
with particular choice PI = , I being identy matrix. 
STABILITY THEOREMS
The practical meaning of this result is that condition (i) of Definition 2.1.2.1 can be satisfied by initial choice of free parameters of matrix P . Condition (ii) depends also on the system data and hence is more complex but it is also natural to ask whether we can choose P such that . 
( )
CSS t Φ
being the fundamental matrix of linear singular system (1), (Debeljkovic et al. 1997 ).
Now we apply matrix mesure approach. αβ ℑ , if the following condition is satisfied (Debeljkovic et al. 1997) .
Starting with explicit solution of system (1), derived in (Campbell 1980) .
and differentiating equitation (25), one gets:
so only the regular singular systems are treated with matrices given in (24).
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where 0 δ α <≤ , (Kablar & Debeljkovic 1998 
So if:
then: 
given (34), (Debeljkovic & Kablar 1999) .
Discrete descriptor system 2.2.1 Discrete descriptor system -stability in sense of Lyapunov
Generally, the time invariant linear discrete descriptor control systems can be written, as:
where ( )
is a generalized state space (co-state, semi-state) vector,
is a possibly singular matrix, with rank E r n = < . Matrices E and A are of the appropriate dimensions and are defined over the field of real numbers.
NECESSARY CONSIDERATIONS
In the discrete case, the concept of smoothness has little meaning but the idea of consistent initial conditions being these initial conditions 0 x , that generate solution sequences 
Moreover:
and there exists an integer 0 k ≥ , such that:
and hence ,1 , dk dk
If k * is the smallest such integer with this property, then:
provided that ( ) EA λ − is invertible for some λ ∈ R , . .
Theorem 2.2.1.1 is the geometric counterpart of the algebraic results of Campbell (1980) . A short and concise, acceptable and understandable explanation of all these questions can be found in the papers of (Dai 1989) .
Remark 2.2.1.1 Note that the regularity of matrix pair (E, A) guarantees the existence and uniqueness of solution x (⋅) for any specified initial condition, and the impulse immunity avoids impulsive behavior at initial time for inconsistent initial conditions. It is clear that, for nontrivial case, det E ≠ 0, impulse immunity implies regularity. Definition 2.2.1.2 The linear discrete descriptor system (37) is assumed to be non-degenerate (or regular), i.e.
( )
Otherwise, it will be called degenerate, (Syrmos et al. 1995) .
If ( ) zE A −
is non-degenerate, we define the spectrum of ( ) 
STABILITY DEFINITIONS Definition 2.2.1.5 Linear discrete descriptor system (37) is said to be stable if and only if (37) is regular and all of its finite poles are within region Ω(0,1), (Dai 1989) . Definition 2.2.1.6 The system in (37) is asymptotically stable if all the finite eigenvalues of the pencil ( ) zE A − are inside the unit circle, and anticipation free if every admissible ( ) 0 x in (37) admits one-sided solutions, (Syrmos et al. 1995) . Definition 2.2.1.7 Linear discrete descriptor system (37) is said to be asymptotically stable if, for all consistent initial conditions 0 x , we have that ( ) t → x0 as t →+∞, .
STABILITY THEOREMS
First, we present the fundamental work in the area of stability in the sense of Lyapunov applied to the linear discrete descriptor systems, . Our attention is restricted to the case of singular (i.e. noninvertible) E and the construction of geometric conditions on 0
x for the existence of causal solutions of (37) in terms of the relative subspace structure of matrices E and A . The results are hence a geometric counterpart of the algebraic theory of (Campbell 1980) who established the required form of 0 x in terms of the Drazin inverse and the technical trick of replacing E and A by commuting operators. The ideas in this paper work with E and A directly and commutability is not assumed. The geometric theory of consistency leads to a natural class of positive-definite quadratic forms on the subspace containing all solutions. This fact makes possible the construction of a Lyapunov stability theory for linear discrete descriptor systems in the sense that asymptotic stability is equivalent to the existence of symmetric, positive-definite solutions to a weak form of Lyapunov equation.
Throughout this exposure it is assumed that ( )
is invertible at all but a finite number of points λ ∈ C and hence that if a solution ( ) ( )
exists for a given choice of 0 x , it is unique, (Campbell 1980 ).
The linear discrete descriptor system is said to be stable if (37) is regular and all of its finite poles are within region Ω(0,1), (Dai 1989 ), so careful investigation shows there is no need for the matrix A to be invertible, in comparison with continuous case, see (Debeljkovic et al. 2007 ) so it could be noninvertible. 
for some self-adjoint operator Q λ satisfying the positivity condition :
Theorem 2.2.1.3 Suppose that matrix A is invertible. Then the linear discrete descriptor system (37) is asymptotically stable if, and only if, there exists a self-adjoint, positive-definite
where Q is self-adjoint and positive in the sense that :
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Discrete descriptor system -stability over infinite time interval
Dynamical behaviour of system (37) 
G is chosen to represent physical constraints on the system variables and it is assumed, as before, to satisfy , , 
with matrix 0, T PP => , 
Conclusion
This chapter considers important stability issues of linear continuous singular and discrete descriptor systems over infinite and finite time interval. Here, we present a number of new results concerning stability properties of this class of systems in the sense of Lyapunov and non-Lyapunov and analyze the relationship between them over finite and infinite time interval.
In the first part of the chapter continuous singular systems were considered. Basic stability concepts were introduced, starting with a preview of important stability definitions. Stability in the sense of Lyapunov, as well as the stability over finite time interval were addressed in detail. Second part of this chapter deals with stability issues for discrete descriptor systems in the sense of Lyapunov and over infinite and finite time interval. The chapter also represents a comprehensive survey on important stability theorems which apply to studied classes of systems. The geometric theory of consistency leads to the natural class of positive definite quadratic forms on the subspace containing all solutions. This fact makes possible the construction of Lyapunov stability theory even for the time delay systems in that sense that asymptotic stability is equivalent to the existence of symmetric, positive definite solutions to a weak form of Lyapunov continuous (discrete) algebraic matrix equation respectively, incorporating condition which refers to time delay term. Time delay systems represent a special and very important class of systems and therefore their investigation deserves special attention. Detailed consideration of time delayed systems, together with important new results of the authors, will be presented in the subsequent chapter, which concerns continuous singular as well as discrete descriptor time delay systems. Presented chapter is therefore a necessary premise as an introduction to the stability issues of continuous singular and discrete descriptor time delay system, which provides consistency and comprehensibility of the presented topics.
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