In this paper, we study how to solve resource allocation problems in ultra-reliable and low-latency communications by unsupervised deep learning, which often yield functional optimization problems with quality-of-service (QoS) constraints. We take a joint power and bandwidth allocation problem as an example, which minimizes the total bandwidth required to guarantee the QoS of each user in terms of the delay bound and overall packet loss probability. The global optimal solution is found in a symmetric scenario. A neural network was introduced to find an approximated optimal solution in general scenarios, where the QoS is ensured by using the property that the optimal solution should satisfy as the "supervision signal". Simulation results show that the learning-based solution performs the same as the optimal solution in the symmetric scenario, and can save around 40% bandwidth with respect to the state-of-the-art policy.
I. INTRODUCTION
Ultra-reliable and low-latency communications (URLLC) is one of the new application scenarios in the fifth generation cellular networks [1] . Unprecedented quality-of-service (QoS) requirements on the end-to-end (E2E) latency (e.g., 1 ms) and reliability (e.g., 10 −5 packet loss probability) are demanded to support the mission-critical applications such as autonomous vehicles and smart factories [2] .
To improve the resource usage efficiency while ensuring the QoS of URLLC, various resource allocation problems have been investigated in the existing literature [3] [4] [5] [6] [7] [8] [9] . To ensure the packet error/loss probabilities and the queueing delay violation probability, the QoS constraint needs to be ensured for arbitrary large-scale channel gains. Since these probabilities rely on the resource allocation that should adapt to small-scale channel gains to ensure the short delay bound, the resource allocation problems involve two timescales, which are in fact functional optimization problems [10] .
In [5] , power control was optimized to minimize the power consumption. To avoid the difficulty in solving the formulated problem, the original functional optimization problem is transformed into Lyapunov parameter optimization, which however is not equivalent to the original problem, and the resulting solution cannot satisfy the QoS requirements. In [6, 7] , power and bandwidth allocation was investigated in multi-user scenarios. To avoid the difficulty in solving the formulated functional optimization problem, a power threshold was introduced to each user in [6] . Then, the power threshold of and the bandwidth allocated to each user are optimized. Such a conservative design can ensure the QoS, but at the cost of using more resources. In [7] , a heuristic resource allocation policy was proposed to take the advantage of multiuser diversity. With multi-user diversity, the trade-off between reliability and resource usage efficiency can be improved, but the performance gap of the heuristic policy to the optimal solution is unknown. In [8, 9] , reinforcement learning was employed to solve the multi-timescale optimization problems in URLLC, where channel allocation and scheduling policies were learned according to the states of packet loss rate and the age of information, respectively. However, the reliability was controlled by taking the packet loss as penalties in the rewards, and hence the reliability cannot be ensured.
Functional optimization is challenging because it is the functions that need to be optimized, which can be interpreted as the vectors with infinite elements. Functional optimization problems usually do not has closed-form solutions, and need to be solved numerically, say by the Finite Element Method (FEM) [11] . As a mesh-based method, FEM suffers from the curse of dimensionality. Resource allocation in wireless systems is usually a multivariate function, e.g., the number of variables is equal to the number of users. When using FEM, the required number of elements increases exponentially with the number of variables of the functions, resulting in prohibitive computational complexity.
In this paper, we study how to find the optimal solutions of functional optimization problems by resorting to unsupervised deep learning. We take downlink (DL) orthogonal frequency division multiple access system supporting URLLC as an example. We optimize power and bandwidth allocation to minimize the required bandwidth to ensure the QoS of each user in URLLC by exploiting multi-user diversity. The QoS is characterized by the packet delay caused by DL transmission and queueing at the base station (BS) and the packet loss caused by decoding errors and queueing delay violation. We employ an accurate approximation of the achievable rate in short blocklength regime derived in [12] to characterize the decoding error probability. We use effective capacity [13] and effective bandwidth [14] to control the queueing delay bound violation probability, which have been shown applicable for URLLC [6] . The formulated problem needs functional optimization. To guarantee the QoS without using the costly labels for training the neural network, we use the property that the optimal solution should satisfy as the implicit "supervision signal". The basic idea is similar to the blind adaptive signal processing, say using the constant modulus property of communication signals as the label for training the policy [15] .
The major contributions are listed as follows.
• In a symmetric scenario, we find the global optimal solution of joint power and bandwidth allocation. • In general scenarios, we introduce an unsupervised deep learning to find an approximated optimal solution. We ensure the QoS by taking the Lagrange function of the problem as the loss function. Simulation results show that the learning-based solution performs the same as the optimal solution in the symmetric scenario, and saves around 40% bandwidth compared to the heuristic policy in [7] in both symmetric and general scenarios. The rest of the paper is organized as follows. In Section II, we introduce system model and define the QoS. In Section III, we formulate the resource allocation problem, show how to obtain the global optimal solution in symmetric scenario and to solve the problem in general scenarios with unsupervised deep learning. We provide simulation results in Section IV and conclude the work in Section V.
II. SYSTEM MODEL
Consider a DL orthogonal frequency division multiple access system, where a BS with N t antennas serves K singleantenna users with maximal transmit power P max . The bandwidth and the transmit power allocated to the kth user are W k and P k , respectively.
Since the packet size u in URLLC is typically small (e.g., 20 bytes [1]), the bandwidth required for transmitting each packet is less than the channel coherence bandwidth. Therefore, the channel is flat fading. Time is discretized into frames, each with duration T f . The duration for DL data transmission in one frame is τ and the duration for channel training is T f −τ . Since the E2E delay requirement in URLLC is typically shorter than the channel coherence time, the channel is quasistatic and time diversity cannot be exploited. To guarantee the transmission reliability within the delay bound, we consider frequency hopping, where each user is assigned with different subchannels in adjacent frames. When the frequency interval between adjacent subchannels is larger than the coherence bandwidth, the small scale channel gains of a user among frames are mutual independent.
Packets desired by each user arrive at the buffer of the BS randomly. The inter-arrival time between packets could be shorter than the service time of each packet. Therefore, the packets may accumulate into a queue in the buffer. We consider a queueing model that the packets for different users wait in different queues.
A. Achievable Rate in Finite Blocklength Regime
In URLLC, the blocklength of channel coding is short due to the short transmission duration, and hence the impact of decoding errors on reliability cannot be ignored. Since Shannon's capacity formula cannot be employed to characterize the probability of decoding errors [16] , we consider the achievable rate in finite blocklength regime. In quasi-static flat fading channels, when channel state information is available at the transmitter and receiver, the achievable rate of the kth user (in packets/frame) can be accurately approximated by [12] ,
where ε c k is the decoding error probability of the kth user, α k and g k are the large-scale channel gain and small-scale channel gain of the kth user, respectively, N 0 is the single-side noise spectral density, Q −1 G (x) is the inverse of the Gaussian Q-function, and V k is the channel dispersion given by [12] ,
Although the achievable rate is in closed-form, it is still too complicated to obtain graceful results. As shown in [16] , if the signal-to-noise ratio (SNR)
Since high SNR is required to ensure ultra-high reliability and ultra-low latency, such approximation is reasonable. Even when the SNR is not high, we can obtain a lower bound of the achievable rate by substituting V k ≈ 1 into s k . Then, when the required ε c is satisfied with the lower bound, it can also be satisfied with the achievable rate in (1).
B. Quality-of-Service
The QoS requirements of URLLC can be characterized by the delay bound D max and the overall packet loss probability ε max . The uplink transmission delay, backhaul delay and processing delay have been studied in [17] , [18] and [19] , respectively, and are subtracted from the E2E delay in this paper. Thus, herein D max is the DL delay, which consists of the queueing delay (denoted as D q k for the kth user), transmission delay D t and decoding delay D c . All these delay components are measured in frames. D t and D c are constant values [20] . Due to the random packet arrival, D q k is random. To ensure the delay requirement, D q k should be bounded by
If the queueing delay of a packet exceeds D q max , the packet will be useless. Denote ε q k Pr{D q k > D q max } as the queueing delay violation probability. Then, the overall reliability requirement can be characterized by
This approximation is very accurate, because the values of ε c and ε q are very small in URLLC.
III. JOINT POWER AND BANDWIDTH ALLOCATION
In this section, we show how to exploit multi-user diversity to minimize the total bandwidth required to support the QoS requirement in URLLC by optimizing resource allocation. We first obtain the global optimal solution in a special case, and then provide an approximated optimal solution for the general cases by resorting to unsupervised machine learning.
A. Problem Formulation and Equivalent Transformation
To exploit multi-user diversity, the transmit power allocated to each user is controlled according to the small-scale channel gains of all users g (g 1 , g 2 , · · · , g K ) ∈ R K + . In this way, the transmit power of the BS can be shared among users dynamically in each frame. Adaptively allocating bandwidth according to the small-scale channel gains also yields multiuser diversity, which however can only bring marginal gain as demonstrated in [7] . To reduce the computational complexity, the bandwidth is only allocated to users according to their large-scale channel gains. Nonetheless, the method to be introduced in III-C is still applicable when the bandwidth allocation is adapted to g.
Since the transmit power depends on the small-scale channel gains, the packet service rate of each user is random. Further considering the randomness of the packet arrival, we use both effective capacity and effective bandwidth to analyze the queueing delay [21] , 1 with which the queueing delay violation probability of the kth user can be bounded by
where θ k is the QoS exponent that satisfies
and B E k are the effective capacity of the service process and the effective bandwidth of the arrival process of the kth user, respectively. Since the small-scale channel gains of a user are independent among frames owing to frequency hopping, the effective capacity of the kth user can be expressed as [22] 
where the expectation is taken over the small-scale channel gains. Take the Poisson arrival process with the average packet arrival rate a k packets/frame as an example, whose effective bandwidth can be expressed as [6] B
With the upper bound of ε q k in (4), the queueing delay requirement (D q max ,ε q k ) can be satisfied, and the overall reliability requirement in (3) can be satisfied if
As shown in [6] , the optimal values of the packet loss probabilities are in the same order of magnitude. Here we set ε c k = e −θ k B E k D q max = ε max /2 for simplicity. Then, the QoS exponent corresponding to D q max (and hence D max ) and ε max can be obtained from (6) as θ k = ln 1 − ln (εmax/2) (5) is no less than B E k in (6) with θ k , the queueing delay requirement (D q max ,ε q k ) with the upper bound of ε q k satisfying (7) can be satisfied, and then the delay bound D max and overall reliability ε max can be satisfied.
The optimal power and bandwidth allocation problem that minimizes the total bandwidth required to ensure the QoS of every user can be formulated as,
where (8a) is the QoS requirement, (8b) is the achievable packet rate in (1) under the decoding reliability requirement with a power allocation function P k (g), and the first term in (8c) is the maximum transmit power constraint.
Problem (8) involves two timescales. The power allocation and bandwidth allocation adapt to the small-scale and large-scale channel gains, respectively. The queueing delay requirement should be satisfied for any large-scale channel gain (rather than for any small-scale channel gain). This makes the problem a functional optimization problem.
Moreover, the QoS constraint in (8a) does not have closedform expression. To solve such kind of problem, we can resort to stochastic optimization methods, such as stochastic gradient descent (SGD). To obtain an unbiased gradient estimation for SGD, the expectations in the objective function and constraints of a problem should not be in nonlinear forms. Thus, we transform (8a) into an equivalent form that is linear to the expectation, i.e.,
Since less bandwidth is required if the queueing delay requirement is looser or more power resource is available, the optimal solution of problem (8) should be obtained when the equalities in (8a) and (8c) hold. Then, problem (8) can be equivalently transformed to the following problem [23] ,
where L is the Lagrange function of problem (8) , and h(g) and λ k are the Lagrange multipliers.
Since problem (10) is a functional optimization problem and the expectation E g {·} is not with closed-form expression, neither analytical nor numerical solution of the problem can be found in general cases.
B. Optimal Solution in Symmetric Scenario
To provide a baseline for the learning-based solution to be introduced later, in what follows we find the optimal solution in a symmetric scenario, where all users are located at the cell-edge and have the same arrival process, i.e., α k = α and a k = a. Then, θ k = θ and both the optimal values of W k and λ k are identical for different k, i.e., W k = W and λ k = λ.
Denote the probability density function of g as f (g). Then, the optimal solution of problem (10) should satisfy its Karush-Kuhn-Tucker (KKT) conditions, which can be derived as [23] ,
(8c), (9).
1) Optimal Power Allocation:
From (11) we have
where γ k
, and η 1/ 1 + θW τ u ln2 . Then, the power allocation function for the kth user can be derived from (13) as
Substituting (14) into the equality in the maximum power constraint in (8c), we have
from which we obtain
Substituting (15) into (14), the optimal power allocation function can be obtained as,
which does not depend on the channel distribution f (g).
2) Optimal Bandwidth Allocation: With the optimal power allocation function, the optimal bandwidth allocated to each user can be found from the equality constraint in (9) . Due to the expectation in (9) and the complex expression of the achievable rate in (8b), the property of (9) is hard to analyze. In concept, the achievable rate should increase with the bandwidth. However, this may not be true when the smallscale channel gain is very small (lower than −10 dB) due to the approximation V k ≈ 1. Fortunately, since very small values of the small-scale channel gain rarely occur (e.g., Pr{g k < 0.1} < 10 −12 when N t ≥ 8 for Rayleigh fading channels), the impact can be ignored after taking the expectation. Therefore, it is reasonable to assume that the left-hand side of (9) decreases with W . Then, the optimal bandwidth allocation can be found with stochastic optimization through the following iterations,
where [x] + max{x, 0} ensures the results to be positive, φ(t) > 0 is the step size, and s (t) k is the achievable rate computed from the realization of g in the tth iteration. With the aforementioned assumption (which is true as we have validated via simulations) and φ(t) ∼ O 1 t , {W (t) } converges to the unique optimal bandwidth [24] . Remark 1. The KKT conditions are necessary for finding the global optimal solution. Since the power allocation derived from the KKT conditions and the bandwidth allocation found with stochastic optimization to satisfy the KKT condition are unique, the obtained solution is globally optimal.
C. Solution with Unsupervised Learning in General Case
The difficulty in solving problem (10) lies in finding the optimal power allocation function P k (g), which does not have analytical expression in general case. Considering that neural networks are powerful at function learning, we approximate P k (g) with a parameterized functionP k (g; ω), and P 1 (g; ω) , · · ·,P K (g; ω) T = P max N (g; ω) , (18) where N (g; ω) is a fully connected neural network with inputs g and parameters ω. Then, we train ω together with the bandwidth to obtain an approximated optimal resource allocation of the functional optimization problem. By applying Softmax in the output layer,P k (g; ω) automatically satisfies the maximum transmit power constraint. We use ReLU in the hidden layers as an example activation function, while similar results can be obtained with other activation functions. The width of each hidden layer is set as the number of users. By replacing P k (g) in (10) withP k (g; ω) , the optimization problem then becomes,
where the term corresponds to the maximum transmit power constraint is omitted in the objective function since it is always zero forP k (g; ω) .
By taking the Lagrange functionL as the loss function, we can use SGD to find ω, W k and λ k in the following way,
k,n is the nth realization of the achievable rate in the tth iteration, and N b is the batch size in each iteration. The gradient matrix of the neural network with respect to the parameters ∇ ω N g; ω (t) can be computed through backward propagation, and the gradient ∇PL (t) is a column vector consists of
Remark 2. From the iteration of the Lagrange multiplier in (22) , we can find that the iteration converges only when the QoS constraint (9) is satisfied. This means that the QoS requirements can be ensured when the iteration converges.
Remark 3. The loss functionL does not include any labels required in supervised learning. Hence, the way we employed to solve problem (19) (and hence problem (8)) is unsupervised learning. We can observe from the iteration formulas that the property that the optimal solution should satisfy (i.e., the KKT conditions) is used as the "supervision signal" implicitly.
IV. SIMULATION RESULTS
In this section, we evaluate the minimal total bandwidth required to ensure the QoS by the optimal resource allocation, the approximated optimal solution and existing policies via simulations in both symmetric and asymmetric scenarios.
The cell radius is 250 m. In the symmetric scenario, all users are in the cell-edge. In the asymmetric scenario, the users are uniformly located in a road, where the user-BS distances are from 50 m to 250 m. The small scale channel gains of all users in each frame are randomly generated from Rayleigh distribution, and are independent from those in other frames. Other simulation parameters and fine-tuned hyper-parameters for the neural network are listed in Table I .
The results of the optimal policy are obtained from (16) and around 200 iterations from (17) only in the symmetric scenario (with legend "Opt. Policy").
The results of the approximated optimal solution with learning are obtained from the iterations in (20) , (21) and (22) with random initial values (with legend "Approx. Policy"). In each frame, the channel realizations in the recent N b frames are taken as a batch, which is used for 10 iterations. The training procedure converges after 100 frames, unless otherwise specified. For comparison, we provide the results for Policy B in [7] , which is a heuristic policy that exploits multi-user diversity by scheduling the users according to the small-scale channel gains of users (with legend "Heur. Policy"). We also provide the results for the policy optimized in [6] , which does not exploit multi-user diversity (with legend "no MU diversity").
(a) Symmetric scenario.
(b) Asymmetric scenario. Fig. 1 . Total bandwidth required to support the QoS of each user.
In Fig. 1(a) , we provide the results in the symmetric scenario. It shows that the learning-based solution performs the same as the optimal policy, which means that the approximation is very accurate. Both policies can save about 60% and 40% of bandwidth compared with the policy without exploiting multiuser diversity and the heuristic policy, respectively. It is worthy to note that although the learning-based solution achieves op-timal performance in this scenario, the symmetry assumption used in deriving the optimal solution is not employed during the training of the unsupervised learning.
In Fig. 1(b) , we provide the results in the asymmetric scenario. It shows that the learning-based solution yields similar performance gain as in the symmetric scenario over the existing policies. To show the convergency of the learning-based solution, we consider the absolute sum of the average gradients ζ (t) E g ∇ ωL 21) and (22) is considered to be converged at the tth frame when ζ (t) < 1%× K k=1 W (t) k and ξ (t) < 1%. The convergence speeds with and without pre-training are shown in Table II , which are obtained from 100 000 simulations. In each simulation, 40 users are randomly dropped on the road. For the results without pre-training, the parameters are trained with random initial values until convergence, which needs 10 000 frames (i.e., 1 s) for 99.99% convergence. For the results with pre-training, all users move at 72 kph along the road in the same direction, and the parameters are retrained every 0.1 s by taking the pre-trained parameters as the initial values. We can see that the pre-training can significantly shorten the convergence time, which can be done off-line.
The complexity of the training algorithm is low. A computer with Intel® Core™ i7-6700 CPU is able to finish around 1 000 iterations in 0.1 s without using the acceleration from GPU.
V. CONCLUSION
In this paper, we proposed an approach of using unsupervised deep learning to solve the functional optimization problems with constraints. We considered an example problem of exploiting multi-user diversity in URLLC, which jointly optimizes power and bandwidth allocation that minimizes the total bandwidth required to ensure the QoS of each user. The global optimal solution was obtained in a symmetric scenario. An unsupervised learning method with neural network was introduced to find the approximated optimal solution for general cases, where the KKT conditions are implicitly served as the "supervision signal". Simulation results showed that the learning-based solution can achieve the same performance with the optimal solution in the symmetric scenario and outperforms existing policies with or without multi-user diversity in both symmetric and general scenarios. The training algorithm is with low computational complexity and converges rapidly with pre-training.
