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Abstract
A eukaryotic gene consists of multiple exons (protein coding regions) and introns
(non-coding regions), and a splice junction refers to the boundary between a pair
of exon and intron. Precise identification of spice junctions on a gene is important
for deciphering its primary structure, function, and interaction. Experimental tech-
niques for determining exon/intron boundaries include RNA-seq, which is often
accompanied by computational approaches. Canonical splicing signals are known,
but computational junction prediction still remains challenging because of a large
number of false positives and other complications. In this paper, we exploit deep
recurrent neural networks (RNNs) to model DNA sequences and to detect splice
junctions thereon. We test various RNN units and architectures including long
short-term memory units, gated recurrent units, and recently proposed iRNN for
in-depth design space exploration. According to our experimental results, the pro-
posed approach significantly outperforms not only conventional machine learning-
based methods but also a recent state-of-the-art deep belief network-based tech-
nique in terms of prediction accuracy.
1 Introduction
In eukaryotes, each gene has internal structure that consists of protein-coding regions (exons) and
non-coding regions (introns). For a gene to be expressed as a protein, the nascent precursor messen-
ger RNA (pre-mRNA) transcript is modified by splicing, which removes introns and joins exons.
Accurate identification of exon-intron boundaries (donors) and intron-exon boundaries (acceptors)
from a gene sequence is important for transcriptome research (e.g., understanding alternative splic-
ing and isoform construction [1]) and for fully understanding the expression of the gene, given that
alternative splicing affects the diversity of proteins expressed by the gene [2].
The location of a donor or an acceptor on a gene sequence is often called the splice junction or splice
site. Even though the sequences near splice junctions contain common signals called canonical
splicing patterns (e.g., dimer GT for donors and dimer AG for acceptors) [3], detection of splice
junctions remains challenging because of a high rate of false positives mainly caused by the short
lengths of canonical splicing patterns.
We can divide existing techniques for splice junction prediction into two categories [4]. First,
alignment-based methods [5, 6, 7, 8, 9] map short RNA sequences produced by RNA-seq [10]
to a reference genome and estimate the splicing sites, identifying the exon locations along with
expression profiles. Second, machine learning (ML)-based approaches attempt to model the DNA
sequences surrounding splice junctions by training with known splice site sequences. The mod-
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els used by these approaches include the conventional neural networks [11, 12, 13], deep Boltz-
mann machines [4], the support vector machine (SVM) [14, 15, 16], and the hidden Markov model
(HMM) [17, 18, 19].
Recently, alignment-based techniques combined with RNA-seq are gaining popularity. However,
most existing alignment-based methods, such as TopHat [5] and SpliceMap [8], consider only canon-
ical splicing signals, often missing splicing signals of importance. For accurate junction prediction,
non-canonical junction signals should be detected in addition to more salient canonical patterns.
ML-based methodologies can predict non-canonical signals by appropriate training using RNA-seq
data, both types of approaches can complement each other to improve the accuracy of junction
prediction [1, 4].
This paper presents a new ML-based approach for computational prediction of splice junctions at
DNA level. Our approach relies on deep recurrent neural networks (RNNs), which are a class of arti-
ficial neural networks with feedback connections between units. Leveraged by advances in memory-
based units (e.g., long short-term memory (LSTM) [20] and gated recurrent unit (GRU) [21]), archi-
tecture (e.g., stacked RNNs [22] and bidirectional RNNs [23]) and training methods (e.g., iRNN [24]
and dropout [25]), RNNs are delivering breakthrough performance in tasks involving sequential
modeling and prediction: e.g., speech recognition [26], language modeling and translation [27, 28],
image caption generation [29], and protein structure prediction [30].
By training our RNN-based method with known splice junctions on real DNA sequences from a
public sequence database, we were able to model (possibly subtle) splice signals that are otherwise
difficult to learn by the existing techniques. According to our experimental results, our approach
significantly outperformed not only conventional SVM-based methods but also a recently proposed
state-of-the-art junction prediction technique based on deep belief networks (DBNs), in terms of
prediction accuracy measured by F1-scores.
2 Methods
Each DNA read is a sequence four types of nucleotides and needs to be converted into numerical
representations for machine learning. A widely used conversion technique is using one-hot encod-
ing [31, 4], which converts the nucleotide in each position of a DNA sequence of length n into a
four-dimensional binary vector and then concatenates each of the n four-dimensional vectors into a
4n-dimensional vector representing the whole sequence.
According to our experiments, however, applying such a one-hot encoding scheme to the present
problem often gives limited generalization performance caused by the sparsity of the vector repre-
sentation. To overcome this limitation, our approach instead encodes each nucleotide into a four-
dimensional dense vector whose elements are determined during training by the gradient descent
method. The input layer of our RNN-based junction prediction method thus consists of four units.
The input layer is connected to stacked RNN layers to model DNA sequences. Any RNN unit can
be used in each hidden layer, and we test three types of units in our approach: the rectified linear
unit (ReLU) [24], the LSTM unit [20, 32], and the GRU [21]. For the LSTM unit, we use the full
version that includes forget gates and peephole connections.
The outputs of the top RNN layer is fed into a fully connected output layer, which contains K units
for K-class junction prediction (i.e., K = 3 for classifying acceptor/donor/non-site, and K = 2
for classifying site/non-site). We use the sigmoid as the activation function for the output fully-
connected layer.
For training, our approach optimizes the multi-class logarithmic loss function using Adam [33],
a recently proposed optimizer. In our experiments, Adam consistently gave better results than
RMSprop [34], another recent optimizer, or other conventional optimizers. When ReLUs are used in
the RNN layer, we utilize the technique called iRNN [24], which uses the identity matrix or its scaled
version to initialize the recurrent weight matrix. We apply the dropout technique for regularization.
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Figure 1: Training accuracy (a) and loss (b) of different types of building blocks of our approach.
Table 1: Test accuracy of our approach and alternatives
SVM (RBF) SVM (sigmoid) DBN [4] Proposed (hidden unit: LSTM)
accuracy 0.868 0.863 0.888 0.943
3 Results and Discussion
We tested our approach with the UCSC database [35] that is appropriate for three-class (i.e.,
acceptor/donor/non-site) classification. Among the datasets in this database, we selected the UCSC-
hg38 dataset that contains 24,279 genes with 1-173 (on average 9.44) exons per gene. For training,
we randomly chose 63,454 unique exons out of the 229,255 exons in total. According to the stan-
dard procedure [36], we then generated three training examples by taking the 60-mer sequences
centered at the left, middle, and right boundaries of each exon. These three sequences correspond
to the examples of an acceptor, a non-site, and a donor, respectively. In the same manner, we used
the UCSC-hg19 dataset to generate additional training examples. From this UCSC-hg19 dataset,
we randomly selected 62,819 unique exons. Note that both of the two UCSC datasets used include
non-canonical splice signals in addition to canonical splice signals.
The RNN architectures tried are as follows: LSTM-based (4-60-30-3), GRU-based (4-60-30-3), and
iRNN-based (4-60-3), where the first and last numbers represent the numbers of input and output
layers, respectively, and the middle numbers indicate the numbers of units in the hidden RNN layers.
Note that the use of the encoding scheme described in Section 2, the length of each training sample,
and the number of classes justify the choice of units in the input layer, the first hidden layer, and the
output layer, respectively.
Figure 1(a) and 1(b) shows the training accuracy and the loss variation as the number of epochs
increases. The accuracy measured in terms of F1-score1 was 0.9430, 0.9263, and 0.9210 for LSTM-
based, GRU-based, and iRNN-based architectures, respectively. For each architecture, increasing
the number of RNN layers further than described above did not produce significant performance
gains despite substantial increases in running time. In this experiment, the LSTM-based architecture
gave the best performance. The recent iRNN approach showed a fast convergence ramp-up initially
(before epoch 5) but was soon outperformed by the other architectures, even showing abrupt drops
and bumps for later epochs.
Table 1 lists the test accuracy of the proposed junction prediction method averaged over the two
UCSC datasets. For comparison, the table also includes the test accuracy of SVM (with RBF and sig-
moid kernel functions) and a recently proposed junction predictor based on deep Belief networks [4].
1F1-score = 2TP/(2TP +FP +FN), where TP , FP , and FN represent the numbers of true positives,
false positives, and false negatives, respectively.
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Evidently, our approach outperformed not only the SVM methods but also the state-of-the-art DBN
approach in terms of accuracy by large margin, giving 6.19% increase in accuracy with respect to
the DBN method.
As future work, we are planning to apply additional RNN architectures, such as bidirectional
LSTM/GRU networks. Given that DNA sequences can be modeled starting from both 5’ and 3’
ends, considering bidirectionality is expected to boost the junction prediction performance to the
next level. Another research direction would be to understand the sequence representation modeled
by RNNs. This will allow us to discover novel non-canonical splice signals and eventually con-
tribute to various transcriptome research. To this end, we first need to have a way to visualize and
interpret the weight matrices of our RNN-based predictor.
4 Conclusion
We have described our RNN-based approach to computation prediction of splice junctions at DNA
level. The proposed approach outperformed existing state-of-the-art alternatives significantly in
terms of junction prediction accuracy. Given the performance of our approach, we anticipate that
it will be helpful for alleviating the challenges in computational prediction of splice junctions on
DNA sequences. Further, by incorporating our method into RNA-seq analysis pipelines, we expect
that we can improve the performance of aligning short RNA-seq reads to a genome, more accurately
identifying exon-exon splice junctions therefrom.
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