Abstract-One of the critical requirements in power grid operation and planning is the ability to accurately forecast expected load. This allows for a heightened enhancement in grid operations, energy management, and planning. Load forecasting is historically based on aggregated spatial and temporal consumption data; with the deployment of Advanced Metering Infrastructure (AMI) systems, it can be achieved not only at a system level but also down to the consumer level. With this new increase in data, novel approaches and methods to load forecasting at a refined level can be explored. In this paper, a novel k-nearest Vector Autoregressive framework with exogenous input is proposed to spatial-temporally model household-level electricity demand from very short-term (15 min) to mid-term (2 weeks). We processed smart meter time series and geographical data from thousands of residential and commercial households. Our systematic experimental results showed an average of 27.3% RMSE and 31.6% MAPE improvement over the baseline model on a comprehensive 4-month dataset.
I. INTRODUCTION
Modern electricity delivery networks incorporate massive amounts of data in order to regulate operations to maintain peak efficiency. A critical role in power grid operation and planning is the ability to accurately forecast expected load. Conventionally, load forecasting is conducted using system level data and is a well-established field [1] , [2] . Shortterm forecasts at the city level can be quite accurate, as aggregated data remains very stable over time [3] . However, the majority of load forecasting on the system level operates with aggregated data without power consumption profiles at lower levels, such as regional, transformer, or household level.
Recently, as one of the transformational technologies for the Smart Grid development in distribution systems, advanced metering infrastructure (AMI) has been implemented by many utilities. Smart meters transition the existing electric grid to a smart grid and are able to record data at a very high spatialtemporal resolution that dwarfs traditional monthly meter readings. Such a massive amount of data, if used properly, can significantly improve the load forecasting accuracy and allows for a heightened enhancement in operations, energy management, and future planning of power systems. By 2020, an estimated 60 million meters, covering 47% of U.S. households, will be installed in the United States [4] . While the core function of a smart meter is for customer billing, more promising applications have been identified including the improvement of load forecasting accuracy at a more refined level. Because smart meters represent individual enduser consumption rates, it is possible to aggregate households as a bottom-up approach to forecast loads at any operating level, such as feeder, substation, transformer, or bus level. The load forecasting at such a refined level may help utilities better estimate the potential for demand responses or energy efficiency. However, electricity usage at the household level is highly variable, data can be riddled with disruptions, and use of electricity is highly dependent on other factors.
The field of load forecasting utilizing smart meter data is still nascent due to the unavailability of such data and a lack of capability and tools that can take advantage of it. Very few studies have been performed on individual household forecasts due to errors up to 30%, while errors typically seen at the system level are less than 5% [5] , [1] . Initial studies focused on the preprocessing of AMI data to eliminate software/firmware glitches, meter failure, or other possible disruptions that would affect data quality. In order to improve load forecasting, researchers have investigated clustering and segmentation of collected load profiles. Random grouping of smart meter data, similar to load aggregation to achieve a smoother load profile [6] , can positively impact load forecasting accuracy [7] . A more specific clustering algorithm was investigated by [8] , where the use of K-means clustering features was considered in a neural-network based forecaster. A two-stage clustering that separates usage patterns into daily total usage, and normalizes the daily load shape through an adaptive kmeans and hierarchical clustering, was also investigated [9] .
The challenge is then to devise methods to predict individual household load resolution, which is much more challenging than the system level aggregation. Previous clustering studies reveal the potential to take advantage of the inherent correlations among the clustered meters. In this paper, the main contributions are summarized as follows:
1. Customer consumption pattern clustering We confirm the clustering of consumption load patterns through crosscorrelations of each meter. Each cluster reveals a distinctive pattern and composition of residential or commercial meters. 2. K-nearest meter based VARX Framework We propose a novel spatial-temporal framework using k-nearest meter Vector Autoregressive with exogenous weather input (knmV ARX) for household level load forecasting. We estimate the joint dynamics of multivariate time series of smart meters, which is refined by their inter-correlations and augmented by exogenous variables. The application of k-nearest parameter shrinking can restrict the incorporation of less correlated meters and improve forecasting accuracy.
3. Regularization and systematic validation We further apply Ridge regularization on the ordinary least square (OLS) solution to address the over-fitting issue that occurs especially in the context of high model order and regressors. The proposed framework is systematically evaluated by cross validation. To our knowledge, spatial forecasts are rare in the field, as well as systematic studies including cross validation to confirm model robustness.
II. BACKGROUND
Univariate time series forecasting methods such as Autoregressive (AR) [10] , Autoregressive Moving-Average (ARMA) [11] , and Seasonal Autoregressive Integrated Moving-Average (SARIMA) [12] , [13] relate historical load data to future values and have been successfully utilized to forecast load. In this section, we start with the introduction of the most primitive time-series forecasting model, and extend to more generalized ones. The dataset used throughout this paper was obtained from a northeast U.S. utility and consists of 1,708 load profiles from individual residential and commercial customers at a 15-minute interval, covering a time span of 4 months. This will be further explained in Section IV.
A. Persistent Model
The simplest model in time series forecasting is to assume that the load at time t on the meter k, y k,t , is best predicted with its value previously observed at time t − 1, y k,t−1 :
where A k,1 is always 1 and the error term, e k,t , is assumed to be zero mean. This is called the Persistent Model (P M ), used by fields such as climate, renewable energy, and econometric prediction, where time series forecasting is applicable [14] . Persistent Model performs very well for smooth and highly autocorrelated time series data and is applied routinely as a benchmark. Recent studies reported that this baseline can be very difficult to beat for short term forecasts [15] .
As electricity consumption often exhibits persistence due to the cyclic nature of usage, electric load has a very high autocorrelation at multiple time lags as shown in the autocorrelation analysis (Figure 2 ) applied on a diverse customer dataset. However, large errors usually occur when there are dramatic load level changes, such as turning on an air conditioner, or using the washing machine. While P M is very simple and effective, it does not take advantage of periodic load patterns because it simply follows the immediate past.
B. Autoregressive (AR) Model
One of the main methods to analyze time series data is by using a parametric approach. This assumes that there is a certain structure in the underlying stochastic process, which can be described by a small number of parameters. The Autoregressive (AR) model is a representation that models the linear dependency of the output variable on its own previous values and a stochastic term. In fact, the aforementioned P M can be considered as a special case of first-order Autoregressive AR (1), where the coefficient is always 1. We can extend AR(1) to a more general form of AR(p) with higher order and incorporate potential p different time delaying factors caused by daily, weekly, and seasonal power usage patterns. (See sample load profiles in Figure 3 .) The power level at time t on the meter k is then modeled by:
where p is called "model order", and e k,t is white noise. The task then is to estimate the parameters A k,i that describes the stochastic process of household power consumption. Note that our model order is not linearly incremental. We chose the specific time lags (15m, 30m, 1h, 2h, 1d, 1w, and 2w) for model order based on an autocorrelation coefficient greater than 0.45, as demonstrated in Figure 2 . The AR model has been historically used in power load prediction, when given only endogenous input of historical load data [16] . Although AR(p) is ideal for capturing periodic load patterns, it does not take into account external variables such as climate factors that may influence power usage.
C. Autoregressive (ARX) Model with exogenous input
Fluctuations in climate conditions are usually the main factors driving electricity demand, where heating and air conditioning units comprise a sizable portion of power consumption. In the literature, various weather features have been incorporated as additional information. For example, [17] combined load forecasting with different meteorological temperature forecasts, and [18] trained a neural network using weather data along with historical load data. Thus, incorporating information from several meteorological metrics into the forecasting model is a common practice to enhance load forecasting accuracy.
In our study, we analyzed the correlation between load and weather information retrieved programmatically from corresponding meteorological aerodrome reports (METAR). Figure 8 and Table I show examples of correlations. The considered h exogenous variables in our study are weather category, temperature, humidity, and sea level pressure. With the exogenous model order s, ARX(p, s) is defined as follows:
where x l,t−i is the l th exogenous input variable at time t with the lag i and its learned coefficient C l,i .
III. K-NEAREST METER BASED VECTOR AUTOREGRESSIVE (KNMVAR) MODEL
In addition to autocorrelation, another approach is to look for internal correlations within the smart meter network that will potentially aid with individual meter load forecasting. Although there is no direct influence from one household and another, these correlations may be attributed to similar household structure, daily routines, or work schedules. Thus, it is possible to employ similar consumption patterns and use highly correlated neighboring meters to forecast one another.
A. Clustering Analysis
Recent studies utilized clustering as a means to profile customer consumption behavior or to perform grouped load forecasting on smoother curves [19] . However, the identified similarity of customer behaviors can be interpreted from a different perspective. If we infer that the customers within each cluster are correlated to some extent, there is potential to predict load by means of spatial-temporal modeling.
In order to demonstrate the underlying correlation among customers, we applied K-means clustering on the Pearson correlation coefficients (PCC) of 1,708 households. Compared to direct clustering of the time-series data based on Euclidean distance, PCC inherently captures the pattern independent of the scale. Figure 4 presents grouped and reordered clusters where K is chosen at four. This heatmap clearly shows distinct clusters and grouped behavior of power usage patterns. Cluster 1 shows the highest correlated customers, 97.67% of which are commercial. On the other hand, cluster 3 contains 92.32% residential customers and has a much lower average correlation compared to cluster 1. This is expected as each individual residential customer's lifestyle can be quite diverse. Nevertheless, we can observe high levels of correlation for both clusters 3 and 4, which indicates there are still a number of customers that have similar patterns of power consumption.
As shown in Figure 7 , we can confirm the clusters by visualizing the averaged load profiles to observe unique features for each cluster. Figure 5 shows the spatial distribution of four clusters. The overall spatial patterns of the clusters seem similar but each has a unique local pattern. For instance, cluster 4 contains a small business group on the bottom right, which is not present in other clusters. In all clusters, there always exist correlated customers and such information can be used to help spatial-temporal load prediction.
B. Vector Autoregressive (VAR/VARX) Model
To effectively utilize the strengths of the multivariate time series (AMI data), we generalize a univariate (AR/ARX) forecasting model into a vector autoregressive (V AR/V ARX) framework to incorporate closely related meters. Each meter reading is thus a linear combination of both its own historical time series, and a weighted sum of the time series from other meters. Figure 6 confirms this argument and shows clearly that V ARX would provide superior gains on cluster 1 given different lags. When applied to less correlated clusters, a moderate improvement over AR is still expected.
A V ARX framework can systematically model the underlying causality among correlated meters, i.e. by giving a higher weight to the lagged value of the most relevant neighbors. A V ARX model with model order p, s (V ARX(p, s)) has the following form:
where n is the number of sensors, y t is a n × 1 load vector, A i is an n × n matrix representing the coefficients of model order i, and e t is an n × 1 error vector.
Expanding all the equations, we can get a matrix form:
The matrix B can be estimated by OLS (Ordinary Least Square) as follows:B
when X X is invertible (m ≥ np and non-singular). The OLS estimates are optimal with respect to being the best unbiased estimator of B, at the cost of high variance. Since we incorporated a vector of meters into the model with p model order, the learned model has a high risk of overfitting. To overcome the over-fitting issues of V ARX(p, s), we regularize the coefficient matrix A and C using the Ridge regularization.
where λ controls the degree of regularization and || · || F is the Frobenius norm. We call it V ARX R (p, s) and the least square solution can be solved as follows:
where I is a diagonal identity matrix.
C. k-nearest meter based Vector Autoregressive (knmVAR)
Although V ARX R (p, s) provides a flexible framework that systematically captures relationships among multiple time series, not all the clusters have strong neighborhood cross correlations such as cluster 4, as shown in Figure 6 . V ARX R (p, s) will still give small weights to the irrelevant meters, which increases the prediction error. This is especially true if the average correlation of the cluster is relatively low, as seen in clusters 3 and 4.
To overcome this issue, we propose k-nearest meter V ARX R (p, s), termed as knmV ARX R (p, s). It allows for flexible and automated choice of lagged variables with the highest correlation for load forecasting, which is customized for each individual meter. When the correlation is unfavorable for certain meters, the model would switch to an autoregressive one by giving a higher weight to its own lagged variables. We summarize the selection of top k correlated meters in Algorithm 1. Note that despite of the clustering analysis described previously, the selection of k meters is done throughout the whole meter network, independent of their cluster.
By utilizing only k-nearest meters, we can further reduce the risk of over-fitting while retaining the utility of V ARX framework. It is true that if we adopt l1 instead of l2 regularizer, this issue could be avoided. However, optimizing l1 regularizer is still usually much more computationally expensive than l2 regularizer even with the latest optimization methods [20] and we can incrementally update k-nearest meters using streaming approximations [21] .
Algorithm 1: k-nearest meter selection
Input: Matrix [V nt ] where index n = 1, 2, ..., N stands for meter and t = 1, 2, , ..., T stands for time; Meter of interest n 0 .
for i in 1 : N do 6:
end for 8: 
IV. EXPERIMENTS
In this section, we present the description of the experimental setup, results, and analysis. Models introduced in Section II and Section III were systematically evaluated. We present substantial evidence that knmV ARX outperforms all other models including the baseline P M and V AR. Their respective performances are analyzed and the results are given below in terms of two different statistical measures.
Data and Experimental Setup Smart meter data of both residential and commercial customers provided by a utility in the northeastern region of the United States are used in this study. This dataset represents an unbiased selection of real-world household load readings at a 15 minute resolution between May 1st, 2014 and August 31st, 2014. The four month dataset is the final result of preprocessing and cleaning to obtain data streams without zeros, invalid entries, and missing points. Figure 1 shows the layout of the smart meter network consisting of 1,708 meters. We have masked the geolocations of each meter in order to retain privacy. Thus they are mapped using relative coordinates. Collectively, we have 11,808 data points for each meter, with a total of about 20 million points in the dataset.
Exogenous weather information at an hourly resolution was extracted programmatically from METAR repository corresponding to the location of smart meters. Figure 9 represents a sample of METAR data obtained. Weather features are analyzed with respect to their correlations with aggregated and normalized load data chosen from 8:00 to 18:00 on each day.
Six models described in Section II and Section III are compared for short-term (15 minutes) to mid-term (2 weeks) individual household load forecasts: P M , AR, ARX, V AR, knmV AR, knmV ARX. For model parameter selection and systematic evaluation, we applied the K-fold cross validation approach, where dataset was partitioned into K separate sets of equal size. Of the K subsets, one single subset was retained as the validation data to test the model, while the remaining K −1 subsets were used as training data. In this study, we used K = 10 for the parameter optimization. Order p of all AR(X) and V AR(X) models is fixed at 15 minutes, 30 minutes, 1 hour, 2 hours, 1 day, 1 week, and 2 weeks, incrementing nonlinearly. Regularization term λ for each model is individually tuned for each meter. For knmV AR(X), the number of nearest meters k is optimized in the range of 5 to 50.
Evaluation Metrics We used two evaluation metrics in this study: Root Mean Squared Error (RMSE) and Mean Absolute Percentage Error (MAPE). By squaring the error, RMSE gives more weight to larger errors, skewing the error estimate towards the outliers. MAPE has been previously used for evaluating aggregated load forecasting. However, it is highly sensitive when used for individual household load forecasting. When the measured true load is small, MAPE tends to be notoriously high, as reported in [5] .
where N is the number of total points in the dataset. Result and Analysis Based on the collected dataset with the above specifications, the performance of different forecasting models is shown in Figure 10 . Because we are forecasting individual meters, the MAPE can be expected to show errors of up tp 30% [5] , while errors typically seen at the level of power systems are less than 5% [8] . We can verify that we have achieved significant improvements using the proposed kmnV ARX by comparing it to baseline P M and other models. Due to the strong autocorrelation, P M performs well in very short forecast horizons, almost on par with AR in 15 and 30 minute prediction in terms of RMSE. But at the longer horizons where P M fails, AR is generally more applicable.
Introduction of exogenous variables to AR (ARX) and V AR (V ARX), also provides a boost in prediction accuracy of 2 − 5%. The METAR weather forecast provides general weather attributes such as weather conditions and temperature at a resolution of 1 hour, and a total of four parameters are adopted as exogenous input. Figure 8 shows some examples of the correlation analysis. Categorized weather conditions are correlated with the household load aggregated over 1 hour. The weather categories that indicate clear showed a higher median hourly load than cloudy and rain situation, which is consistent with our intuition. On the other hand, extreme weather conditions such as thunderstorm and haze are correlated with even higher average electricity usage. Temperature has been shown to be positively correlated with hourly load within a certain range, regardless of the customer type. Though the spread and pattern might vary from customer to customer, this is accounted for as each meter is individually modeled.
V AR shows marginal to no improvement over P M in RMSE and MAPE due to the non-discriminating incorporation of both relevant and irrelevant meters, diluting out the potential gains in forecasting. The noise apparent in V AR is especially pronounced when compared to AR, where the input is only lagged variables of itself. The specific selection of only highly correlated meters makes a surprising difference. The employment of k nearest meter improved the performance of V AR by a significant 19.2% in terms of RMSE, and 28.5% in terms of MAPE, averaged over all forecast horizons. knmV AR is superior across all forecasting horizons, and the addition of the correlated weather variables knmV ARX hones the accuracy of the forecast to surpass all of the models at all surveyed horizons. Note that as discussed in Section II and III, the regularization prevented the trained model from being overfitted, which is especially critical for V AR. In our study all, regularization terms are carefully tuned for each model. Figure 11 provides a cluster-specific comparison of MAPE distribution on 1 hour load forecasting using knmV ARX. The accuracy shows a strong dependence on the level of correlation of each cluster. Meters from cluster 1 mostly distributed at a lower MAPE. The peaks at lower MAPE for cluster 1 are higher than other models, and it has a smaller variation than the other clusters as seen from the high PCC of cluster 1. Cluster 4, which has the lowest average PCC, still contains a sizable number of customers with low error rates. 
V. CONCLUSION
In this paper, we proposed a k-nearest meter based Vector Autoregressive framework with exogenous input for individual household load forecasting, which models the spatial-temporal variation of electricity consumption by utilizing a network of smart meters. We also added regularization to the framework to tackle the over-fitting issue. By cross validating the comprehensive dataset, the proposed method achieved an average of 27.3% RMSE and 31.6% MAPE improvement over the baseline model.
