A line voxelization algorithm generates from a 3D continuous line a 3D discrete line, which is a set of connected voxels approximating the continuous line. The connectivity of this set is a prede ned attribute that speci es the way consecutive voxels are related along the line, and determines the nal shape and penetration property of the discrete line. In this paper these properties and the accuracy-speed tradeo for various connectivity classes are investigated. A new algorithm, called the Tripod algorithm, which generates an exact 3D discrete line, is presented. For ray tracing/casting applications it can adaptively alternate between connectivities and it enjoys the advantages of the di erent connectivities with no cost penalty.
Introduction
Voxelization algorithms that convert a 3D continuous line representation into a discrete line representation have a dual role in graphics. First, these algorithms are used for synthesizing voxel-based objects 8] in volume graphics 5]. The 3D line itself is a fundamental primitive, which is also used as a building block for voxelizing more complex objects. For example, a voxelized cylinder can be generated by sweeping a 3D voxelized line along a 3D voxelized circle 4]. The second application of the 3D line voxelization algorithms is for ray traversal in voxel space. Rendering techniques that cast rays through a volume of voxels are based on algorithms that generate the set of voxels visited (or pierced) by the continuous ray. Discrete ray algorithms have been developed for the traversal of a 3D space partition (e.g., 7, 2, 3, 16, 14]), or a 3D array of sampled or computed data (e.g., 11]). These algorithms produce one discrete point per step, in contrast to ray casting algorithms for volume rendering, which track a continuous ray at constant intervals, and to voxelization algorithms which generate non-binary voxel values (e.g., partial occupancies) 15].
In Section 2 we discuss the topology of discrete lines and their geometric properties in the contexts of voxelized primitives and discrete rays, and we categorize the discrete lines by their connectivity. In Sections 3-5 we present e cient algorithms for generating 3D discrete lines for various connectivities. In Section 6 we introduce a mechanism for adaptively alternating between the di erent connectives based on the new algorithms. The new mechanism as well as the new voxelization algorithms were originally developed for a discrete ray tracer 16].
Properties of Discrete Lines
Let Z 3 be the subset of the 3D Euclidean space R 3 that consists of all R 3 points whose coordinates are integers. This subset is called the grid for short. A voxel is a closed unit cube whose center is a grid point. Each grid point is associated with a voxel, and a surjective function maps Z 3 , and hence the voxels, to f0; 1g: the non-empty voxels are assigned the value \1"; the others are assigned the value \0". This is therefore a point sampling process which generates a binary voxelization. Non-binary voxelization 15] gener-ates superior volume-sampled smooth objects. However, binary voxelization, discussed in this paper, is still used as the rst and underlying step in the non-binary voxelization, and is being the only step used in ray traversal.
Every voxel has 26 adjacent voxels: eight share a corner (vertex) with the center voxel, twelve share an edge, and six share a face. Accordingly, face-sharing voxels are de ned as 6-adjacent, edge-sharing or face-sharing voxels as 18-adjacent, while two voxels are considered 26-adjacent if they are vertex-sharing, edge-sharing, or face-sharing. The pre x N is used to de ne the adjacency relation, where N 2 f6; 18; 26g (in the 2D case, N 2 f4; 8g).
An N-path in W Z 3 is a sequence of voxels all in W, such that consecutive pairs are N-adjacent. A set of voxels A is N-connected if there is an N-path between every pair of points in A.
An N-line is an N-path that represents in Z 3 a continuous line in R
3
.
The discrete representation of an N-line, like the representation of any other voxelized object is an approximation of a continuous entity by a discrete set (e.g., 9]). In the following we refer to a discrete line as an N-path where all its voxels are pierced by the continuous line. This de nition guarantees that the voxels of the discrete line are connected and close to the continuous line. However, the discrete line is not a unique representation of the continuous line. There is some exibility in selecting the voxels of the discrete line. We refer to a discrete line as the \best approximation" of a continuous line if the voxels of the discrete line are generated by an algorithm that incrementally selects one of its N-neighbors by minimizing the Euclidean distance from the continuous line. Several problems, however, are associated with this discrete representation. Figure 1 (a) shows a 2D 8-connected discrete line with an 8-tunnel (8-connected white path) passing from one side of the line to the other. To avoid such a scenario, it has been a convention to de ne opposite types of connectivities for the \1" and the \0" sets. In 3D, however, the situation is much more complex because the connectivity of a surface does not fully characterize its topology 12, 6] ; for example, an 18-connected surface might have holes or tunnels (see Figure 1(b) ). As a consequence, a voxelized surface is characterized by the absence of tunnels. Loosely speaking, a tunnel is de ned as a discrete passage through a voxelized surface where there is no analogous passage in the continuous form 6].
One practical meaning of a tunnel is apparent when a voxelized scene is rendered by casting discrete rays from the image to the scene. The penetration of a viewing ray through a tunnel in the voxelized object causes the appearance of a false hole in the object. Apparently, the rays can be implemented by a discrete line with any connectivity type. Speci cally, a 26-ray might penetrate through 26-tunnels in a voxelized object that is only 6-tunnel-free. However, a 26-ray does not traverse all voxels pierced by the continuous ray and thus, may skip a voxel in which the continuous ray meets the continuous object 16] . To avoid such skips all the voxels pierced by the continuous ray have to be traversed by the discrete line. When a discrete line contains the entire continuous line it represents, then we say that the line has the containment property. In very rare cases, when a ray makes a 45 degree angle with all or some of the main axes, a 26-or an 18-connected line may have the containment property. However, for the other cases, a discrete line with the containment property is 6-connected. Discrete rays with the containment property are employed in ray tracing 7, 2, 3], although never classi ed as 6-connected rays.
An 18-ray is similar to the 26-ray; it does not have the containment property and is likely to penetrate discrete objects that are apparently opaque. One may wonder about the usefulness of the 26-rays and the 18-rays. However, 26-rays and 18-rays are usually shorter and have fewer voxels than 6-rays and are, therefore, more attractive for ray traversal. In order to understand the notion of the length of discrete lines, we now discuss the discrete metrics for the various connectivities.
Three metrics in Z 3 , which correspond to the three connectivity types, are de ned. The 6-distance d 6 between two voxels (x 1 ; y 1 ; z 1 ) and (x 2 ; y 2 ; z 2 ) is: d 6 = j xj + j yj + j zj; (1) which is the length of the shortest 6-path between the two voxels, where Equations 1 and 2 show that a 26-ray is shorter than a 6-ray by a factor of up to 3:
When the line is parallel to one of the primary axes d 6 = d 26 ; and when the line is approaching a major diagonal, the ratio d 6 =d 26 increases up to 3. Table 1 , have been computed by analytically determining their analytical limits 13]. The analytical results were compared with ratios that were obtained experimentally by randomly placing two voxels (the line end-points) in a 100 3 voxel space. The observed average distances are shown in Table 2 . For a proof for the analytical average discrete length see Appendix B. Note that the ratio of d 18 and d 26 is very close to one. In fact, 18-lines and 26-lines are very much alike because they di er only at major-diagonal moves, which are quite rare (occurring only for lines with both slopes very close to 45 degrees). 
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The shortest path between two voxels is not necessarily the best approximation of the continuous line. A short 6-path between two voxels can step rst only along x, then along y, and nally along z. However, a 6(26)-path that best approximates the continuous line is also a short path. In other words, it generates a 6(26)-path whose discrete length agrees with d 6 (d 26 ).
However, this is not true for 18-lines, as can be observed in Figure 2 . The shortest path of a continuous line from (0; 0; 0) to (2; 2; 2) takes three greedy steps (see Figure 2 (b)), that is, it changes two directions at a time: (0; 0; 0), (1; 1; 0), (1; 2; 1), (2; 2; 2). However, the 18-path (0; 0; 0), (1; 1; 0), (1; 1; 1), (1; 2; 1), (2; 2; 2) which is the \best approximation" includes a local errorminimization step towards (1; 1; 1), which lies exactly on the continuous line (see Figure 2 (a)). Since the 6-distance and 26-distance agree with the best discrete approximation, they can be used to count down the discrete line length during its generation or traversal. This is a simple termination mechanism accomplished by a single machine instruction, an auto-decrement-branch. This cannot, however, be used for 18-lines.
We have seen that 26-and 18-lines are more likely to penetrate through tunnels than 6-lines. They also might skip voxels that are pierced by the continuous line and might miss an intersection that exists between the continuous ray and the object. On the other hand, 26-lines and 18-lines are shorter than 6-lines. In addition, when the former are used to synthesize surfaces they generate thinner voxelized surfaces, which contain fewer voxels relative to those generated with 6-lines, but might have 26-and 18-tunnels and do not have the containment property which is necessary for a proper simulation of the intersection of light-rays with geometric objects 16]. When 26-and 18-lines are cast as discrete rays, they are faster to generate than 6-rays. Even if the voxelized objects in the scene are 26-tunnel-free, 26-and 18-rays may occasionally miss the object surface near the silhouette, because they do not contain the entire continuous line. Yet, it is possible to alternate between connectivities, a technique which enjoys both the speed of 26-rays and the containment property of 6-rays with no penalty. We have developed this technique, which is described in Section 6, for the discrete ray tracer 16], where a proximity ag has been added to all the voxels around the object surface to indicate the vicinity of an object. In a non-binary voxelized object 15], the \fuzzy cloud" around an object may be used to indicate proximity to the object. The cast ray starts as a 26-ray that rapidly skips over the empty regions. Whenever a proximity ag is encountered, the 26-line algorithm adaptively \slows down" and takes 6-connected steps in order to avoid misses at the object silhouettes or a leak through a tunnel. Figure 3 illustrates a 2D scenario where an 8-connected line hits one of the proximity ags surrounding the discrete object, which otherwise would have penetrated through a tunnel. 18-connectivity has not been given much attention in the literature. We have seen above that the 18-line, like the 26-line, does not possess the containment property and is longer than the 26-line. We have also shown that the best approximation would not necessarily provide the shortest path. In addition, while 6-and 26-connectivity are in many respects counterparts of the 4-and 8-connectivity, the 18-connectivity is a hybrid with no natural metric. However, 26-tunnel-free surfaces are thicker than 18-tunnel-free surfaces. By employing 18-rays we sacri ce very little speed (relative to 26-rays), yet reduce the time and space of the voxelization process. An 18-line algorithm can be found in 4].
In the following section we present a 26-line algorithm which demonstrates the evolution of a 2D 8-connected line algorithm to a 3D 26-line algorithm. The algorithm is structured to t the structure of the 6-line algorithm developed in Section 4, so that it enables the switching between the two connectivities, as described in Section 6.
A 26-line Algorithm
Several well-known algorithms exist for the scan-conversion of 8-connected 2D lines (e.g., the Bresenham algorithm). Their basic concept is an incremental algorithm that generates a sequence of discrete pixels, where at each step the next pixel is selected from two adjacent neighbors of the current pixel just drawn. The selected neighbor is the one which minimizes the error from the continuous line 10]. The midpoint algorithm 1] is an elegant way to choose the next pixel, which in the case of a line drawing it actually matches the Bresenham line algorithm. The algorithm evaluates the residual error e at a midpoint between the two adjacent pixel candidates, where the sign of e indicates which of the two candidates is closer to the continuous line.
Employing a rst-order forward-di erences technique, the value of e is updated incrementally by its rst di erence along the direction of the stepping. The 2D line is de ned by its starting pixel at (x 0 ; y 0 ) and the last pixel at (x 0 + A; y 0 + B). Without degrading from the algorithm generality, we assume the line is a positive x-major (i.e., A B 0); then, x is incremented at every algorithm loop, which results in an asymmetric algorithm in x and y. To obtain a symmetric algorithm one can use two decision variables, e x and e y , that determine whether or not to increment the x and y coordinates, respectively. The initial value of e y is evaluated at the rst midpoint (see 1] for details).
A 3D line algorithm that is a 3D extension of the above 2D algorithm has been proposed by Kaufman and Shimony 8] . It is a simultaneous generation of two projections of the 3D line. Assume a 3D line from (x 0 ; y 0 ; z 0 ) to (x 0 + A; y 0 + B; z 0 + C), where A B C 0. The projection of the 3D line on the xy-plane is a 2D line from (x 0 ; y 0 ) to (x 0 + A; y 0 + B), and the projection on the xz-plane is a line from (x 0 ; z 0 ) to (x 0 + A; z 0 + C). Let dy x , dy y , and dy xy be the forward di erences along x and y, and the diagonal, respectively. Hereafter, similar notations are used for the forward di erences along other axes. The decision variable e y on the xy-plane monitors the movement of the y coordinate, and similarly, e z on the xz-plane monitors the movement of the z coordinate. The two independent decisions for the y and z axes are concatenated to yield an asymmetric 26-connected algorithm 8]. A signi cant improvement can be achieved by restructuring the algorithm to employ a tree of condition statements (Figure 4) . Here a pointer to the 3D array is used to simplify access to the voxels. The pointer is incremented by an o set according to the step direction. The algorithm, presented in Figure  4 , requires only three additions, two sign tests, and one auto-decrementbranch at each step, whereas the kaufman and Shimony's algorithm required up to ve additions for a step with the same number of tests and autodecrement-branches.
In 4] we have presented symmetric 26-line algorithms. An algorithm is symmetric in the sense that it treats the three coordinates independently and uniformly, regardless of the major direction, and thence, is suitable for parallel computation and possibly for parallel hardware implementation. The asymmetric algorithm presented here is more e cient, with fewer operations in the main loop as well as in the initialization step, but needs three copies, one for each major positive direction. (The negative directions are handled in a similar way.) The symmetric algorithm is also the basis for the 6-line and 18-line algorithms discussed in 4].
The Tripod 6-line Algorithm
In this section, a new e cient 6-line algorithm, the tripod algorithm, is presented. This algorithm generates the 6-line by tracking the projections of the 3D line on the three main axes planes. This algorithm guarantees the containment property, and it is more e cient than the 6-connected line algorithm in 4] . Its e ciency is compared to the parametric 6 (Figure 5(c) ) and the continuous line. In the following discussion we employ the midpoint technique to accomplish these tests in order to get the pierced face. The above three 2D lines are de ned on the three main planes which are perpendicular to the z axis, to the y axis, and to the x axis, respectively.
The code in Figure 6 is based on three such tests, shown in Figure 5 (d)-(f):
1. If (e xy < 0), the next voxel is not y-adjacent. 2 . If (e xz < 0), the next voxel is not z-adjacent. 3 . If (e zy < 0), the next voxel is not y-adjacent.
Each of the above tests eliminates one of the tripod faces ( Figure 5(a) ). After the rst test the two remaining faces are tested by one of the other two tests. For example, a positive rst test 1 indicates that the line does not leave the voxel to a y-adjacent voxel. Then, it must leave to either a z-adjacent voxel or an x-adjacent. A positive second test 2 indicates that the line does not depart to a z-adjacent voxel, implying that it must leave to an x-adjacent voxel. Other cases are similar.
The evaluation of the decision variables are similar to the midpoint mechanism 1]. The midpoint location is at an equidistant point from the two candidates at the corner of the pixel, such that its sign determines whether the line intersects a side-edge or an upper-edge.
The initialization of the tripod algorithm in Figure 6 assumes that the line origin is at the center of the voxel. Since the discrete form of the line is modulo its integer endpoint coordinates, its decision variables (i.e., e xy , e xz and e zy ) can be initialized at (0; 0; 0) and the initial midpoint is located at To avoid fractions, the value of e xy is multiplied by two (see Figure 6 ). The algorithm can be extended to take subvoxel endpoint coordinates x; y by initializing the midpoint at (p x ; p y ), where p x = bxc + 1 ? x for a positive x direction, and p x = x ? bxc for a negative x direction (similarly for p y ). The value of e xy (p x ; p y ) is multiplied by the subvoxel resolution to avoid fractions.
The 6-line tripod algorithm uses only two sign tests, three additions, and one auto-decrement-branch, and a simpli ed access to the 3D array, exactly the same as in the e cient 26-line algorithm of Figure 4 . Of course, the cost of generating a 6-line is higher than that of a 26-line, because about twice as many voxels have to be generated, though the cost of generating one voxel is the same for both lines. The 6-line algorithm in 4] was not optimized and has as many as four additions more than the 6-line tripod algorithm, and furthermore, it does not have the containment property. e xy -= A 2 ; e zy -= C 2 ; g g g Since e k (i) ? e k (i + 1) = @t k , the sequences can be easily calculated incrementally. Merge-sorting the three sequences gives the order of crossing between adjacent voxels. Actually, the generation of the time sequences together with the merge-sorting are performed incrementally on the y.
The 6-line parametric algorithm is presented in Figure 7 . Assuming xedpoint arithmetic, it requires two comparisons, two additions, and one autodecrement-branch. To compare its e ciency with the tripod algorithm, the comparison instructions are decomposed into a subtraction (addition) followed by a sign test. Thus, the 6-line parametric algorithm requires four additions, two sign tests, and one auto-decrement-branch { one addition more than the 6-line tripod algorithm described in Section 4. If the sign test is as fast as a general comparison test, the parametric algorithm requires fewer instructions. However, the initialization part of the parametric algorithm involves expensive computations (including square root and divisions) when generating the direction cosines (the normalization of the vector (A; B; C)), and the @t k values. The contribution of the initialization part of the algorithm becomes signi cant when many short lines (or rays) are generated.
Alternating between Connectivities
When the discrete lines are used as viewing rays into a 3D discrete voxel space, as described above, it is possible to capitalize on both the speed of the 26-rays and the accuracy of the 6-rays. This can be accomplished, for example, by marking the voxels in the vicinity of an object with a proximity ag, which indicates that the 26-ray should switch its connectivity to a 6-ray. The mechanism to alternate between connectivities is developed in this section. To show the extension of a 2D switching to a 3D switching between 26-connectivity and 6-connectivity, we use the notation of the 26-line algorithm of Figure 4 and the 6-line algorithm of Figure 6: e xy = e y ? 0:5B; (9) e xz = e z ? 0:5C: The switching back from a 6-line algorithm to a 26-line algorithm is derived from Equations 9 and 10: e y = e xy + 0:5B; (12) e z = e xz + 0:5C: (13) 7 Conclusion
A voxelization algorithm for a given 3D continuous line generates the set of voxels that best approximates the continuous speci cation of the line and stores the discrete line in a 3D array of unit voxels. We have classi ed the discrete lines by their connectivity: 6, 18, and 26, and we have discussed the accuracy-speed tradeo for these connectivity classes. Speci cally, a 6-connected line can be accurate in the sense that it consists of all the voxels the continuous line passes through, but it is slow in terms of its length. A 26-connected line is faster but does not contain all the penetrated voxels. We have also shown that an 18-connected line is almost as fast as a 26-connected line, but implies relaxed conditions on the voxelization of the complementary set.
We have presented e cient algorithms for 26-lines and 6-lines which were all implemented in C. In addition, we have proposed an adaptive technique that switches between connectivities and capitalizes on the advantage of both connectivities. This adaptive ray-traversal algorithm has been operating successfully as the core of a discrete ray-tracer 16].
