[1] Estimation under model uncertainty remains a practical concern in many scientific and engineering fields. A commonly encountered example in groundwater remediation is the contaminant source identification problem. Like many other inverse problems, contaminant source identification is inherently ill posed and is sensitive to both data and model uncertainties. Model uncertainties, which may be introduced at virtually any stage of a model building process, can adversely affect estimator performance if they are not accounted for properly. In this paper, a robust geostatistical approach (RGS), which is extended from the geostatistical inversion approach (GS), is used to solve linear estimation problems. The uncertainties in both model and covariance matrices are taken into account in the RGS formulation. The nominal correlation structural parameters are estimated using a structural analysis procedure. The resulting minimax optimization problem is solved using semidefinite programming techniques. The RGS is generic and can be applied to any problem for which the GS is suitable and the upper bound of uncertainty can be quantified. The RGS is illustrated for source release history identification in a two-dimensional aquifer where the model uncertainty is caused by variability in hydraulic conductivity. It is shown that when the model is perfectly known, the RGS solution coincides with that of the GS; when the model has uncertainty, the RGS is robust against unknown variations from a nominal model, and its overall performance is better than that of the GS using the same nominal model.
1. Introduction
Background
[2] It has become a standard practice to use models to predict the migration of contaminant plumes from known sources. The inverse procedure, i.e., estimating locations and release histories of contaminant sources on the basis of concentration measurements, poses a more intriguing problem. This problem, referred to as contaminant source identification, plays a critical role in groundwater remediation. First, information on contaminant sources may provide bases for distributing litigation and remediation costs between potentially responsible parties and for assessing environmental risks. Second, the effectiveness of remediation strategies is dependent on knowledge of contaminant sources-only when sources are properly identified can the optimal remediation strategy be selected.
[3] A contaminant source can be modeled as a continuous or discontinuous function of time and space. As an inverse problem, contaminant source identification is inherently ill posed, meaning either the solution is nonunique, or a small perturbation in data can lead to an arbitrarily large deviation in the solution. Discretizing ill-posed problems usually results in ill-conditioned regression systems, for which physically reasonable estimates can be obtained only after imposing certain regularization mechanisms. Examples of ill-posed inverse problems and the use of regularization in groundwater modeling can be found in work by Sun [1994] .
[4] Various approaches for contaminant source identification have been proposed in the last several decades. Existing inversion approaches can be classified as either deterministic or stochastic with the main difference between the two as whether or not the unknown source release history is modeled as a random process. Examples of deterministic approaches include the least squares (LS) approach [e.g., Gorelick et al., 1983] , the Tikhonov regularization (TR) approach [e.g., Kabala, 1994, 1998 ], the quasi-reversibility method [Skaggs and Kabala, 1995] , the marching-jury backward beam equation approach [Atmadja and Bagtzoglou, 2001b; Bagtzoglou and Atmadja, 2003] , and recently, the robust least squares (RLS) method [Sun et al., 2006a [Sun et al., , 2006b ]. Examples of stochastic approaches include the minimum relative entropy approach [Woodbury and Ulrych, 1996; Woodbury et al., 1998 ], the geostatistical inversion approach (GS) [Snodgrass and Kitanidis, 1997; Michalak and Kitanidis, 2004] , and the backward probabilistic model [Neupauer and Wilson, 1999 , 2003 . No attempt is made here to provide an exhaustive list. In-depth reviews of various methodologies can be found in work by Atmadja and Bagtzoglou [2001a] , Michalak and Kitanidis [2004] , and Sun et al. [2006a] .
[5] Most of the above inversion approaches assume that the forward model is exactly known, a seldom verified assumption in practice. Models are mathematical abstractions of the physical reality and can be affected by uncertainties arising from virtually every stage of the model building process, such as model conceptualization, data collection and interpretation, and numerical solution. In hydrogeology, a major source of uncertainty comes from the heterogeneity of geologic formations at the field scale. Characterization of geologic heterogeneity remains an open problem, as well as an active research topic [de Marsily et al., 2005] . Formation heterogeneity and data gaps lead to uncertainty in flow models, which in turn translates into uncertainty in mass transport models [cf. Zhang, 2002; Rubin, 2003] . Model uncertainty can significantly affect the performance of inversion algorithms that offer no mechanisms against such variations. Usually estimation problems are formulated for some nominal system state, referring to a model state that is observed most often, or is obtained through model calibration. A practical concern is then how much the optimal solution determined using the nominal system state can be affected by the presence of model uncertainty. This is the subject of study of robust estimation.
Robust Estimation Under Model Uncertainty
[6] Traditionally robust estimation is mainly concerned with data outliers [Hueber, 1981] . The main interest of this paper, however, is in robust estimation techniques that use prior knowledge about variations in the model matrix to achieve robustness with respect to model uncertainty. In particular, the worst-case robust approximation techniques will be used [Boyd and Vandenberghe, 2004] . The worstcase error is defined as the upper bound of estimation residuals for a given set of possible model matrices [Boyd and Vandenberghe, 2004] . The objective of the worst-case robust estimation is to minimize this worst-case error through solving a minimax problem. It can be shown that the robust estimation problem is always a convex optimization problem, but its tractability depends on the norm used and the description of the variation structure in the model matrix [Boyd and Vandenberghe, 2004] .
[7] Optimization problems arising from robust estimation can often be reduced to a form solvable by second-order cone programming (SOCP) and semidefinite programming (SDP). Simply stated, SDP problems are optimization problems with linear objectives, linear matrix inequality (LMI) constraints, and linear equality constraints [cf. Boyd et al., 1994] . SOCP problems are nonlinear convex problems that include linear and quadratic cone constraints, but are less general than SDP problems [cf. Lobo et al., 1998 ]. Minimax problems are generally hard to solve. One situation in which the problem becomes tractable is when the bound of uncertainty is known. Parameter estimation under bounded uncertainty constitutes a special class of robust estimation and has been investigated in quite a few studies in recent years [e.g., El Ghaoui and Lebret, 1997; Chandrasekaran et al., 1996; Nemirovski, 1997, 1998; Eldar and Merhav, 2004] . Eldar and Merhav [2004] developed a minimum mean square error estimator to minimize the worst-case mean square estimation error, in which the unknown function was assumed random and both the covariance matrix and the model matrix were subject to bounded uncertainty. Although conceptually appealing, the SDP problem formulated by Eldar and Merhav [2004] can become computationally prohibitive for even medium-size problems, because three unknown scaling matrices and two scalar variables need to be determined simultaneously.
[8] Sun et al. [2006a] recently developed a constrained robust least squares (CRLS) estimator with SOCP techniques and applied it to contaminant source identification. The CRLS was demonstrated for a case where the model parameter uncertainty was characterized in a set theoretic setting. Robust estimates were obtained by finding a decision vector that minimized the worst-case error. CRLS can be seen as a regularization method in which the regularization parameter is obtained from a rigorous mathematical procedure.
Goal of the Current Paper
[9] The unknown source function was assumed deterministic in work by Sun et al. [2006a] . From a different perspective, the source function can also be treated as a random process, making a plethora of Bayesian approaches applicable. This was the route followed, for example, in the GS approach used by Snodgrass and Kitanidis [1997] , Michalak and Kitanidis [2004] , and recently, Boano et al. [2005] . The GS approach first assumes that the unknown source function is random with a known correlation structure but unknown correlation structural parameters. The optimal structural parameters of the covariance function are then obtained using the geostatistical inversion theory (i.e., the restricted maximum likelihood) presented by Kitanidis [1995 Kitanidis [ , 1999 . Finally, estimates of the source function are obtained by minimizing a likelihood function while retaining the assumed correlation structure. Kitanidis [1995] pointed out that the GS approach provides a practical way to represent the structure of the unknown function without making overly strong or restrictive assumptions.
[10] Although Bayesian estimators are robust for Gaussian model and data uncertainties [cf. Tarantola, 1987] , the potential impact of model uncertainty on estimator performance has been ignored in previous studies using the GS approach. In practice, all hydrologic parameters are estimated and when used in a model can introduce errors that are not necessarily Gaussian distributed. The purpose of this work is to develop a robust version of the GS approach, namely, the RGS, for solving uncertain linear estimation problems. A mixed-uncertainty problem is treated here, in which the model matrix is affected by deterministic and norm-bounded uncertainty, while the unknown source function and the measurement error are characterized in a probabilistic setting. A minimax problem is formulated and solved with SDP techniques.
[11] This paper is organized as follows. The mathematical formulation of the RGS is presented in section 2, the procedure of applying the RGS to contaminant source identification is discussed in section 3, and finally, the RGS is demonstrated through numerical examples in section 4.
Formulation of the RGS
[12] Consider the standard linear estimation problem
where s 2 < n (< denotes the real space) is the unknown vector of dimension n, z 2 < m is the measurement vector of dimension m, H 0 2 < mÂn represents a nominal model that is obtained, for example, through model calibration or expert elicitation, and w 2 < m is zero-mean white noise with covariance R 2 < mÂm . If s is a Gaussian random process with mean s and nominal covariance Q 0 (q), i.e.,
then z is also a Gaussian process, where the vector q in the above includes all structure parameters required to define Q 0 .
[13] The classic maximum likelihood principle is based on the Bayes' theorem [Bayes, 1764] , which states that the posterior probability density function (PDF) of a random function is proportional to the product of a likelihood function and the prior PDF of the unknown function, or mathematically
where p(sjz) and p(s) are the posterior and prior PDFs of s, respectively, L(s) = p(zjs) is the likelihood function, and the constant c is
in which the integration is performed over W, the parameter space of s. The maximum likelihood estimator (MLE) makes the measurement z most probable among all conditional PDFs of the form, p(zjŝ), where the hat symbol (^) is used to denote estimates [Sorenson, 1980] . If w and s are both Gaussian random processes, the maximum likelihood estimation is obtained by minimizing the negative log likelihood function
where the true mean, s, is usually unknown.
[14] To estimate s, the GS approach [Kitanidis, 1995] starts from the structural analysis commonly used in geostatistics. The mean s is parameterized into
where X 2 < nÂp is a known coefficient matrix and b 2 < pÂ1 contains unknown drift parameters. Kitanidis [1995] showed that the best estimate,ŝ GS , can be obtained by minimizinĝ
where the inverse of covariance G 0
is an n Â n matrix depending on Q 0 À1 and X. The first term in equation (7) represents the penalty for not producing the observations, while the second term represents the penalty for not being consistent with the structural model. The best estimate can be written in a form [Kitanidis, 1995] 
where L 2 < nÂm is solved from the following system of equations,
in which
and M 2 < pÂm is a matrix of multipliers. The error covariance of the GS is [Kitanidis, 1995] 
If the linear model is perfectly known, the GS is unbiased and efficient, and equation (12) can be simplified to
which coincides with the error covariance of other unbiased estimators such as the minimum mean square estimator [Sorenson, 1980] .
[15] The GS is robust in the sense that it regularizes the solution vector by imposing a correlation or smoothness constraint on the unknowns. As mentioned in section 1, the performance of the GS can be significantly affected by nonGaussian perturbations present in both data and model. The purpose of developing the RGS is to provide additional regularization required to make the solution robust when the nominal model itself is uncertain. To begin with, the nominal model matrix H 0 is assumed to be uncertain, as well as the nominal covariance matrix Q 0 . The latter is subject to uncertainty because the structural parameters are estimated from measurements. As a result, the covariance matrix G 0 is uncertain. The basic idea behind performing worst-case robust approximation in the stochastic sense is to find a decision vector that minimizes the worst error from the nominal state over all possible model and covariance matrices.
[16] In this paper, the following type of uncertainty structure, often referred to as full-block or unstructured perturbation [El Ghaoui and Lebret, 1997] , is used:
where H and G are true but unknown matrices. The nominal matrices, H 0 and G 0 , deviate from their true counterparts by some unknown perturbations, DH and DG, whose norms are assumed to be bounded by deterministic bounds, r and e, respectively. Here, the notation jjÁjj denotes the matrix norm [Golub and Van Loan, 1989] . Procedures for obtaining H 0 and Q 0 and for estimation r and e will be described in the next section in the context of contaminant source identification. In the RGS, the matrix G 0 is evaluated using the following expression
which was obtained by applying the matrix inversion formula to equation (8) [Golub and Van Loan, 1989] .
[17] Substituting equation (14) into the objective function equation (7) 
The goal of the RGS is to search for an s that is robust over all possible perturbations that satisfy jjDHjj r and jjDGjj e. This is equivalent to solving the following minimax problem:
where the upper bound of the worst-case error is obtained by the inner maximization problem. Minimax problems are in general nondeterministic, polynomial time hard (NPhard) in terms of computational complexity theory [Coxson and DeMarco, 1992] . El Ghaoui and Lebret [1997] showed that the upper bound of the worst-case error can be found using SDP. This is a significant result because SDPs can be solved globally and efficiently, meaning either a globally optimal solution can be found, or it can be determined that no solution satisfies the given constraints.
[18] Equation (17) can be rewritten into the following minimization problem by introducing scalar variables h and t min s;t;h h ð18aÞ such that
for 8DH:jjDHjj r, 8DG:jjDGjj e. To solve the optimization problem more efficiently using SDP, lemma 1 and lemma 2 in Appendix A are used to convert the nonlinear constraints in equations (18b) and (18c) into LMIs. Lemma 1 is often used to convert a nonlinear equality into an LMI, whereas lemma 2 is often used to translate the nonnegativity of one quadratic form into another.
[19] The constraint in equation (18b) is converted to the following LMI by using lemma 1:
where the symbol ! in the above implies that the matrix is positive semidefinite. The left-hand side of equation (19) is equivalent to
which in turn can be converted to the following LMI using lemma 2 (Appendix B):
where the dimensions of null matrices and identity matrices are labeled explicitly to avoid confusion. Similarly, equation (18c) can be converted to the following LMI using lemma 1:
in which DG is replaced by eI.
[20] The minimization problem to be solved in the RGS is now given as and equations (21) and (22), where the first constraint is added to enforce nonnegativity. Equation (23) can be solved using any semidefinite programming solver. Note that in the RGS only s and two additional scaling variables need to be determined, which represents a dramatic reduction in the number of unknowns as compared to the robust minimum mean square error estimator proposed by Eldar and Merhav [2004] .
[21] It can be seen from equation (17) that the RGS estimates are identical to the GS estimates when the linear model is assumed perfectly known. If the linear model is uncertain, estimation bias is unavoidable because of the imperfect knowledge of the relation between the mean values of z and s (i.e., H 0 ). In general, the bias cannot be determined exactly because it depends on the unknown model matrix and the true mean s. The significance of confidence bounds in case of biased estimates is limited or even meaningless. One exception is when the error resulting from model uncertainty can be modeled as Gaussian random noise. For this case, unbiased estimates can be obtained by combining the model and measurement errors together. Now rewrite equation (1) as
With the assumption that the model error, (DH)s, is Gaussian, the error covariance can be estimated as
where s and w are assumed uncorrelated, and L is defined in equation (9).
[22] The RGS estimator presented in this section is generic and can be applied to any uncertain linear system. In the next section, the application of the RGS to source identification is demonstrated.
RGS and Contaminant Source Identification

Formulation of the Linear Estimation System
[23] The advection-dispersion equation is linear for conservative tracers and for linear reactions (i.e., linear equilibrium sorption and first-order decay). Linear estimation problems in the form of z = Hs + w can be developed for such cases through discretizing the unknown source function and solving the forward model, i.e., the advectiondispersion equation. Several methods exist in the literature for computing the model matrix H, for example, the adjoint state method [e.g., Michalak and Kitanidis, 2004] , the discretization of convolution integrals [e.g., Skaggs and Kabala, 1994] , and the unit pulse response matrix approach [e.g., Sun et al., 2006a] , the last method of which will be adopted in this study and is recapitulated below.
[24] Assume I contaminant sources are located at spatial locations W 1 , W 2 ,. . ., W I , respectively. The source strengths of these I sources during J time periods DT 1 , DT 2 ,. . ., DT J are
where s ij is the strength of the ith source during jth time period. In equation (26) The concentration field, C(x, t; s), can be expressed as the sum of ''system responses'' to many unit pulse inputs, one for each time period
where x are spatial coordinates, and t is time, and C ij 0 (x, t) is the concentration distribution resulting from a unit pulse source (i.e., source concentration is unit) located in the ith domain in the jth release period. Assuming m measurements (noisy) are available, equation (28) can be expressed in the form z = Hs + w by matching the locations and times of the model output to the sampling locations and times. Each column of H would then represent responses of all observation wells to one source at all observation times, whereas each row of H corresponds to responses of one observation well to all sources at a specific observation time.
[25] Because the unit pulse response matrix approach can be easily implemented with any mass transport solver and is naturally suited for parallelization, it offers a practical tool for obtaining estimates under complex site conditions. For steady state flow, only the first column in H needs to be calculated and the rest can be generated by applying shifting with time [Aral et al., 2001] . In this case, generating H with the unit pulse response matrix approach only requires running the model once.
Estimation of Q 0
[26] Calculation of the matrix G 0 requires the nominal covariance Q 0 , which is estimated in this work using the geostatistical structural analysis described by Kitanidis [1995] . In the structural analysis, the covariance is assumed to be a known function of the unknown correlation structural parameters, q. The structural parameters are then estimated via a restricted maximum likelihood method.
[27] Several covariance structures were considered in the work of Snodgrass and Kitanidis [1997] . For example, one is the Gaussian covariance
where (t i À t j ) is the separation in time, and the structure parameters include the variance and correlation length of s, i.e., q = {s 2 , l}. The corresponding coefficient matrix X is
Another one is the cubic generalized covariance function with one structural parameter,
where a trend in the unknown mean is assumed and the coefficient matrix X is
The covariance function in equation (31) tends to give smooth estimates because the second derivatives are minimized.
Estimation of Uncertainty Bounds
[28] The bounds of jjDHjj and jjDGjj, i.e., r and e, are two important parameters that can directly influence the quality of estimation. Quantification of these bounds is problem dependent. Sun et al. [2006a] assumed that the model uncertainty was caused by uncertainty in the hydraulic conductivity. If the hydraulic conductivity is parameterized into spatial zones and the variation of each zone is given in a set theoretic setting, then the worst-case model deviation, or maximal jjDHjj, occurs at the zonal vertices (i.e., lower and upper bound of zonal conductivity).
The bound r can be found by considering only the zonal vertices. In addition to parameter value uncertainty, the parameter structure of hydraulic conductivity (e.g., the dimension of zonation) can also be subject to uncertainty. For example, Sun and Sun [2005] discussed different strategies for finding the optimal model structure from a model reliability point of view.
[29] In this work, the uncertain hydraulic conductivity field is modeled as a spatial stochastic process. Because the true hydraulic conductivity field is unknown, the nominal model H 0 is calculated on the basis of the mean hydraulic conductivity field, representing the modeler's best unbiased estimate. One strategy for finding r is via Monte Carlo simulation, where a set of equally probable hydraulic conductivity fields is generated and a model matrix is calculated for each hydraulic conductivity field by running the forward model. Theoretically the worst-case model matrix (designated as H 1 ) is expected to be recovered when the number of realizations becomes large enough. The resulting probability distribution of simulated model deviations (i.e., jjDHjj) is likely to exhibit a long tail, with the tailing portion corresponding to extreme events. If the maximum value of the simulated jjDHjj is used as the upper bound, the RGS estimate may become too conservative to be useful. The case of abnormally large bounds, however, represents either poorly chosen nominal model or poorly characterized worst-case model, and should be examined carefully. To make a good balance between solution accuracy and robustness, one should select a bound that covers the majority of the cases and yet, is tight enough to yield meaningful estimates. Under this view, the bound itself becomes uncertain and the risk of bound violation can be addressed, for example, through ad hoc sensitivity studies. Although the idea of bound selection is explained in the context of Monte Carlo simulation here, it can be applied to any other case.
[30] The worst-case covariance matrix, Q 1 , can be estimated through the structural analysis procedure described in the Section 3.2 by replacing H 0 with H 1 . The bound of jjDGjj (i.e., e), is calculated by using Q 0 , Q 1 , and equation (15).
Identification of Source Release History in a Two-Dimensional Aquifer
[31] As an example, the RGS is applied to identifying release history of a contaminant source in a two-dimensional aquifer. The purpose is to examine the potential adverse impact of model uncertainty on source identification and to demonstrate the usefulness of the RGS for obtaining estimates under model uncertainty. The domain size is 1000 by 500 m and is discretized uniformly into a 100 by 50 grid. Constant head boundary condition of 100 m is imposed at the upper-left corner, whereas constant flux boundary conditions are applied to two separate segments on the right side of the domain (800 m [32] A contaminant source is located near the upstream constant head boundary (the dark square in Figure 1 ). The true source release history of the source is defined by
which is a magnified version (multiplied by 100) of the release history function used by several authors in onedimensional source identification studies [Skaggs and Kabala, 1994; Snodgrass and Kitanidis, 1997; Neupauer et al., 2000] . Recovering this synthetic release function is challenging because the resulting linear system can be severely ill conditioned (depending on the observation network) and the peaks are sharp and clustered. In this example, the total release time is 360 days and is partitioned into 120 uniform time periods. Figure 2a shows the true source release history as a function of time, and Figure 2b shows the observation times at different observation wells. The total number of unknowns is 120 and the total number of observations is 23, resulting in an underdetermined estimation problem.
[33] Spatial heterogeneity of the hydraulic conductivity, K, is assumed to be the main cause of model uncertainty in the current problem. The log 10 K is normally distributed with mean of 1.54 (equivalent to geometric mean of 35 m/d) and standard deviation of 0.25. The correlation model of log 10 K is assumed to be of exponential type, with correlation lengths of 100 m in both directions. A total of 300 random realizations were generated on the basis of the above statistics. In order to evaluate the effectiveness of the RGS when model uncertainty exists, one of the realizations was picked randomly to represent the 'true' hydraulic conductivity field, from which the 'true' concentration field was generated and sampled. Although numerical dispersion can introduce numerical artifacts into the model matrix, its effect is assumed negligible in this example because all concentration distributions (including the true distribution) were computed using the same numerical solver (MT3DMS by Zheng and Wang [1999] ). The flow problem was solved using MODFLOW [Harbaugh et al., 2000 ]. The nominal model should usually be chosen such that it represents the modeler's best knowledge about the underlying physics. In the first example below, the nominal model is set to the true model, representing a case of perfect knowledge. The example is mainly created so that the accuracy of the RGS solution can be compared to that of the GS approach. In the second example, the nominal model is regarded as uncertain. The effect of hydraulic conductivity variability on the estimated contaminant source release history is investigated and the role of the RGS is demonstrated.
Example 1: Perfect Model
[34] Assuming that the model is perfectly known, the objective function of the RGS becomes exactly the maximum likelihood estimation problem solved in the GS, and the RGS solution should coincide with the GS solution. This special case can thus be used to benchmark the accuracy of the RGS estimation. For reference, the true heterogeneous hydraulic conductivity field is plotted in Figure 3a in log scale and the plume distribution at the last time step (t = 360 days) is shown in Figure 3b .
[35] In its original form as presented in section 2, the GS approach does not enforce nonnegativity in the solution. To make a fair comparison between the two methods, a constrained GS approach is implemented here. Instead of the transformation of variable approached used by Snodgrass and Kitanidis [1997] , the nonnegativity requirement can be simply emplaced by adding a linear constraint to the following SDP problem min h subject to where t and h are two scalar variables introduced to reformulate the objective function of the GS (i.e., equation (7)) to LMI constraints.
[36] The results are shown in Figure 4 , where the RGS estimates coincide with the GS estimates, as expected. In the calculation, the covariance model of s was assumed to be Gaussian (see equation (29)) and the measurement noise variance was set to 10
À4 . The quality of the recovered release history is deemed satisfactory because the main focus in this example is not to reproduce the minor details of the synthetic source release function, an exercise that has already been done by Snodgrass and Kitanidis [1997] who used finer partition (300 time periods), idealized observation network, one-dimensional flow field, and extremely small measurement variances ( 10 À12 ). Rather, the purpose of this example is to show that for the same measurements the RGS approach is as accurate as the GS approach when no model uncertainty is involved. The observation network was not optimized to capture the plume. The RGS was solved in Matlab [Mathworks, 2002] and the running time was 52 s on a laptop equipped with an Intel Pentium-M 1.5 GHz processor.
Example 2: Uncertain Model
[37] In reality, model uncertainty is unavoidable. The question then becomes how to obtain robust estimates with limited information. Assume that the only information available about the unknown hydraulic conductivity is given in some statistical form (e.g., mean and variance), a rational thing to do is to use the mean conductivity (35 m/d in the current example) to calculate the nominal flow field, and then, the nominal model matrix, H 0 . It is assumed that the uncertain K can be adequately represented by a statistically stationary random process in this example. Other cases, such as nonstationary random fields, can also be accommodated without difficulty. The remaining tasks are to quantify the deviations from H 0 for a set of possible alternative models and to choose the one that best represents the worst-case scenario.
[38] For illustration purpose, the set of alternative models is chosen to be the 300 random realizations mentioned at the beginning of this section. For each realization, a model matrix H is obtained by running the forward model once and from which the deviation from H 0 is calculated. The resulting cumulative probability distribution of jjDHjj is plotted in Figure 5 . It can be seen that the majority of the simulated deviations are smaller than 0.1. According to the bound selection philosophy discussed in Section 3.3, the model matrix corresponding to the 92nd percentile (i.e., jjDHjj = 0.11) is selected as the worst case, as opposed to the one that corresponds to the largest jjDHjj (i.e., jjDHjj = 0.56).
[39] Figure 6 shows RGS estimates (dotted line) that were obtained using the bounds described above. In comparison, the constrained GS estimates are also shown. The true measurements from the last example were perturbed by white noise of variances 0.01, 0.1 and 0.5, respectively. The corresponding es were estimated to be 1.81 Â 10 4 , 94, and 394 using the Gaussian covariance model. It can be seen from Figure 6 that the RGS recovers the high peak well, although it underestimates the lower peak. The RGS is relatively insensitive to deviations from the nominal case and changes in measurement noise for the three cases considered. In contrast, the constrained GS approach gives poor estimates for the lowest measurement variance, although it becomes stabilized somehow for larger variances. The estimated release histories, however, exhibit a clear shift from the true release history because of the difference between the nominal flow field (homogeneous K) and the true flow field (heterogeneous K). The impact of the flow field heterogeneity on the RGS is less significant. The jjDHjj between the true model and the nominal model is 0.022. [40] Of course, the true model matrix is never known. The underlying assumption in the Monte Carlo simulation is that each of the realizations has equal probability to be the true model. For the fixed nominal model considered here, it would be interesting to see how the two methods perform in a Monte Carlo sense. To perform this exercise, the worstcase bound used above was fixed and each realization was used as the true model in turn. The measurement variance was fixed at 0.1, a value that the GS achieved the best performance in the above case. Since the true release history is known in this example, the relative error of the estimation can be calculated. The results are shown in Figure 7 , in which the relative error is plotted against jjDHjj for all realizations. For small jjDHjj values, the GS outperformed the RGS. As jjDHjj increases, however, the performance of GS quickly deteriorates and reaches the worst at the largest simulated deviation. In comparison, the performance of the RGS is robust and its error only increases slightly as jjDHjj increases. These observations are consistent with the worstcase robust estimation theory: when no model uncertainty is involved, the GS achieves better estimation than the RGS does because the RGS attempts to optimize for the worst case with model uncertainty; when model uncertainty is involved, the overall performance of the RGS is clearly better than that of the GS.
[41] Although the model matrix corresponding to the simulated largest deviation was not used as the worst case to determine the upper bound in this example, it is interesting to observe from Figure 7 that the performance of RGS is still robust for model deviations larger than the 92nd percentile.
Summary
[42] A new Bayesian-based robust estimator (i.e., RGS) was developed in this work. The RGS is based on the worst- Figure 6 . Estimated source release histories by the RGS and the GS for measurement error variance of (a) 0.01, (b) 0.1, and (c) 0.5. The nominal model was generated on the basis of the mean hydraulic conductivity field, and the true model was generated using the heterogeneous conductivity field shown in Figure 3 . case robust estimation principle, in which the true model is uncertain and the bound of the worst-case deviation from the nominal model is used to regularize the estimator performance. Traditionally nominal models involved in linear estimation problems are assumed perfectly known. In practice, the true model is usually unknown, and the nominal model is constructed with limited information. As a result, model uncertainty is not avoidable. The RGS assumes that in addition to the nominal model, a set of alternative models exist, and from which the worst-case or least favorable model can be identified. It provides a mechanism to explicitly account for the impact of unknown model uncertainties through the use of the a priori bounds derived from the worst-case deviation.
[43] The usefulness of the RGS to contaminant source release history identification was demonstrated through a two-dimensional example. The source of model uncertainty was assumed to be variability in the hydraulic conductivity, which was modeled as a lognormal spatial random process. The nominal model was set to the one corresponding to the geometric mean of the hydraulic conductivity. It was shown that the RGS estimates were identical to the GS estimates when no model uncertainty was involved. When the true model is unknown, the overall performance of the RGS was shown to be much more robust than the GS. The underlying assumption for calculating confidence intervals associated with the GS estimates is that the model matrix is perfectly known and the measurement error is Gaussian distributed. When the model matrix is uncertain, and the model uncertainty is not necessarily Gaussian distributed, the significance of the confidence intervals diminishes. For such situations, one may spend more effort on analyzing and modeling the model uncertainties, and applying the results to regulate the estimation. The RGS provides one way for doing this.
Appendix A A1. Lemma 1 [Boyd et al., 1994, p.7] [44] The LMI
if and only if
where A, B and C are matrices of appropriate sizes, and D C is called the Schur complement of C.
