INTRODUCTION
A tactical inter-domain network contains fixed and mobile networks and some mobile networks may split or merge over time. Each of these networks is typically considered as its own routing domain, with a border gateway protocol such as BGP providing connectivity across routing domains. However, when Mobile Ad-hoc Networks (MANETs) split, existing gateway protocols loose routes to the partitioned network, severely impeding connectivity.
The research discussed here provides a routing solution that will be efficient in a setup where more than one type of networks is present, i.e. Fixed Networks and Mobile Ad-hoc Networks (MANETs). Each type of network can be seen as an individual domain, so an inter-domain routing protocol would be required to provide seamless communication between both networks. A complete routing solution for such a scenario has to take into consideration: 1) The mobility present in the MANETs that will produce partitioning and merging of networks and might introduce packet losses across the topology. 2) Interconnecting more than one MANETs.
In our solution, we introduce dynamic gateways that handle the partitioning of MANETs caused by network mobility. Our proposed protocol is a variant of the Border Gateway Protocol (BGP) that has been modified to address the challenges specified in the next section.
The rest of the paper is organized as follows. The next section defines a small network and mobility scenario that demonstrates the routing problem in the types of networks we are interested in, using existing inter-and intra-domain routing protocols. Section 3 briefly reviews the related work done in providing an inter-domain routing solution in the presence of MANETs; Section 4 describes the proposed solution including the modifications to BGP to extend it to mobile scenarios. Section 5 summarizes our extensive simulation results based on the Common Open Research Emulator (CORE) [2], Quagga's [3] implementation of Open Shortest Path First -MANET Designated Router (OSPF-MDR), and the proposed modified BGP, BGP-MR. We conclude the paper in Section 6 with a brief summary and an outlook on future works.
in MANET 1 is within communication range of a router in MANET 2, another router in MANET 1 is within communication range with a router in MANET 3. So at the physical layer, all routers can reach each other initially. The routers move at a speed defined by a mobility scenario created in CORE as follows:
• At 120s MANET 3 moves and merges with MANET 2; • At 240s MANET 2 splits, and routers 6 and 7 merge with MANET 1; • At 360s MANET 3 moves and connects back to MANET 1; • At 480s, routers 6 and 7 merge back with MANET 2, and at 600s routers stop moving around and the simulation ends. Throughout these moves, the network stays connected, though the specific routers within a MANET that provide connectivity to other MANETs change over time. To analyse this scenario, we will be monitoring 4 ping (ICMP) Internet Control Message Protocol flows (one 100 byte packet every second) that are started at time 0:
• From router 5 in MANET 2 to router 10 in MANET3
• From router 6 in MANET 2 to router 11 in MANET3
• From router 1 in MANET 1 to router 12 in MANET 3 • Within MANET 3 from router 7 to 8, since a split is occurring in that MANET Each MANET is treated as its own domain, running OSPF-MDR. So in the absence of a gateway protocol, no routes across MANETs exist. As the set of routers with external peers changes over time, we therefore configure all routers in the network with BGP. The BGP keep-alive and hold-down timers are set to their default values of 60s and 180s respectively. TCPdump is configured on all routers running BGP; the packets collected are used to analyse packet delivery and the amount of BGP overhead using Wireshark.. Fig. 1 plots the number of ping packets delivered versus time between routers 5 and 10, routers 6 and 11, and routers 1 and 12. We see that after 120s when MANET 3 moves and merges with MANET 2, the pings are no longer delivered. Even though gateways exist between the MANETs, when BGP routers move, their BGP peers do not delete these routes from their table because they have other BGP peers that still advertise these routes in their BGP tables. Hence a new route is not established; instead the BGP table keeps the entries but changes the best next hop slot to point to a directly connected BGP peer. This causes a loop within MANETs and packets sent out never leave the MANET. This looping behaviour is explained further via the screenshots of the BGP routing table of router 2 as MANET 3 moves and merges with MANET 2. At the beginning of the simulations, after the BGP tables have been populated, we see in Fig. 2 that router 2 in MANET 1 shows router 9 with IP address 2001::9 as the best next hop router to router 9, which is in MANET 3, this is indicated by the ">" sign in the screenshot. After MANET 3 moves at 120 seconds, we see in Fig. 3 that router 2 now has chosen router 3 in MANET 2 as the best next hop router, in fact all its other options are also routers within its own MANET. We further checked the BGP table of router 3 in Fig. 4 ; this shows the best next hop to router 9 as itself.
Hence when router 2 wants to send a packet to router 9, it sends it to router 3 and the packet never leaves that MANET. At the end of the simulation when the MANETs are properly re-established, the looping still persists because even though new next-hop routers are available, BGP does not change its best next hop router unless its current best-next hop router becomes unavailable. We note that at the start of the simulation, pings are delivered within MANET 2. At 240s, when MANET 2 splits, the BGP tables of their BGP peers still show old routes and these routes cause the number of ping packets delivered to drop to 0. At 480s, when the routers in MANET 2 merge back together, pings are delivered again to their destination because router 7 and 8 establish routes between them via OSPF-MDR.
In the absence of gateways, no packets would flow between MANETs, so the introduction of gateways on all routers in the network shows improvements in packet delivery. But this is still not an effective solution as BGP is unable to handle the changing routes present in a mobile topology. The BGP overhead measured averaged 4.5kbps when BGP was configured on all 12 routers. This average overhead only varies slightly from the overhead measured on individual routers.
RELATED WORK
Many solutions to implementing inter-domain routing for scenarios combining fixed networks with MANETs have been proposed. For example, [4] [5] also extend legacy BGP to support mobility. The protocols enable BGP to automate the process of discovering peers in adjacent Autonomous Systems (ASes) and the process of establishing connections between them, and enhances BGP routing mechanisms with new techniques that enable BGP to adapt quickly to link disconnections due to topology changes within the MANET environment. While [4] did not consider the merging and partitioning characteristics of MANETs and its effect on BGP, [5] placed a limitation on the network partitioning range, router mobility was restricted to a distance of 5% of the entire network size. In addition, in [5] , BGP was utilized as an Interior Gateway Protocol, thereby having the ability to cause wide-scale network disruptions due to the protocol's configuration complexity and its security weaknesses.
References [6] [7] support internetworking between fixed networks and MANETs, by utilizing OSPFv3 and AODV, The solution does not scale well for larger networks but works well for relatively stable and small topologies such as a community mesh network, especially when there are no network partitions and joins. Reference [8] , similar to [6] [7] , uses OSPF and a MANET-specific routing protocol, in this case OLSR. This allows the proposal to achieve MANET routing performance without losing the main advantage offered by OSPF which is routing over existing heterogeneous interface types, but does not take the possibility of physical partitioning of the MANET into consideration.
None of the above papers take into consideration the merging and partitioning characteristics of MANETs. In general, we found very few studies that systematically solved the problem of providing seamless routing when a physical partition occurs in the MANETs by ensuring quick optimal route formation for packet delivery to a router in a partitioned network that does not adversely affect the overall overhead. The closest existing solution to our work is the approach described in [1] , which introduces a brand-new gateway/interdomain routing protocol. We propose modifying BGP, which is a widely deployed gateway protocol, to handle the mobile scenarios by utilizing some techniques detailed in [1] and also introducing features that will solve the looping problem discussed earlier. This provides a strong basis of experience and skills from which to work, hence a protocol that is known to work can be extended, rather than developing a new protocol that must then be troubleshot, tested, and modified over a number of years. Working with a well-known protocol allows development effort to be placed in a narrowly focused area, rather than rebuilding from scratch many things that are already known to work.
PROPOSED SOLUTION: BGP-MR
A border gateway routing protocol which addresses the identified challenges and has routing abilities similar to BGP was developed from an existing C language implementation of BGP in the Quagga [3] routing suite and named Border Gateway Protocol -MANET Routing (BGP-MR). The protocol is capable of handling border gateway routing tasks for continuously moving mobile routers. In tactical interdomain topologies, which require both heterogeneous and mobile features, the protocol design aims to minimize routing overhead by dynamically disabling the protocol on a nonborder BGP-MR router and activating the protocol for a border BGP-MR router while using OSPFv3 for routing in the fixed networks and OSPF-MDR within mobile ad-hoc network groups. The protocol was confirmed to enable several groups of mobile ad-hoc networks utilizing backbone OSPF to disconnect, connect / reconnect in a reasonable time and move while doing so. In each case it was confirmed that only the minimal number of routers necessary to establish connections between groups of ad-hoc networks were active. The protocol enabled the smart disabling and activation of BGP-MR when necessary, hence reducing routing packet overhead that might have occurred from the implementation of legacy BGP on each node/router in the network.
The protocol implementation was based on a modification of the C language BGP code in the Quagga [2] routing suite. The modification added several mobility features to the legacy BGP to allow it act as a gateway in MANETs. These features include:
i. Dynamic gateway passive election ii.
Dynamic gateway active election iii.
Gateway EBGP movement sensing The concept behind dynamically electing gateways to become active or passive was adapted from the Inter-MR protocol [1] . Inter-MR describes a dynamic election process for gateway routers whereby potential gateways in each partition or MANET can determine whether they should become active gateways to maximize inter-MANET connectivity while satisfying the constraints on the number of active gateways after the topology has been changed. Two parameters were added to BGP-MR responsible for controlling the dynamic election of BGP-MR routers, they are described in Table I . The dynamic election is such that only routers that are directly connected to an external BGP peer (EBGP peer) become active as a BGP-MR router. Once an EBGP peering is lost and another EBGP router is not found, the current BGP-MR router waits the post interval time and then elects itself as a passive BGP-MR router.
A passive BGP-MR router still listens for beacons in its one hop external Autonomous System (AS) environment so that it can become active if another EGBP peer becomes available due to mobility. It should be noted that a passive BGP-MR router does not participate in the BGP routing process; hence this reduces the overhead within the network when it is passive.
Selecting how many routers in a MANET should be configured as gateway (and therefore will potentially become active) will be a trade-off between the performance criteria stated in the designed scenario. The number should be such that all nodes have a means of communicating with neighbouring MANETs, but must also take into consideration the size of the topology to reduce the BGP-MR overhead generated.
Since the original implementation of the BGP routing protocol involves the use of a Finite State Machine (FSM), the modifications made were designed to integrate into the state machine, requiring only slight modifications to objects used such as the peer and table systems. However, the mobile adhoc features are required to be active irrespective of the passive or active status of the underlying FSM. Hence, using a parallel thread, a scanning procedure to perform mobile adhoc networking which includes scanning for IBGP and EBGP peer movement, the ability to dynamically turn a BGP-MR router passive or active and the sending of beacon notifications was implemented. The main BGP-MR process circulates around establishing and maintaining BGP-MR peer relationships using beacons, dynamic gateway elections and expired routes cleanup. This process is controlled by the BGP-MR manager which contains the information to handle the current status of all devices running BGP-MR; various flags and counts used in the main BGP-MR process are described in Table II .
There are four key processes in BGP-MR; the first one is the initialization process, which defines the conditions for incrementing the various protocol counts when an OPEN packet is received from a BGP peer. The appropriate counts are incremented when a known entry exists in either the BGP routing table or the zebra kernel table for that peer.
The BGP dynamic election process is the foundation of BGP-MR; it defines the conditions that guide turning the BGP-MR instance active or passive on a selected router. A BGP-MR router turns active when the BGP passive count is greater than or equal to the wait count; the opposite is true for turning passive when the BGP active count is greater than or equal to the wait count. The active and passive count are incremented and decremented based on the value of the peer status count, the EBGP status peer count and the EBGP seen peer count described in Table II , these three counts are incremented or reset based on the respective peer relationships.
The beacon handling process controls what happens when a BGP-MR router receives a beacon from a neighbour. The neighbour relationship established using beacons differs when the sending router is an EBGP or an IBGP neighbour. IBGP neighbours send beacons to notify each other when they are turning active or passive, while EBGP neighbours exchange beacons to maintain relationships and take decisions on whether to turn active or passive.
To overcome the issue of BGP looping, an expired routes purging process is deployed, purging expired routes from the BGP-MR routing table. Depending on the MANET status flag of connected peers, a router takes the decision to purge a route from its routing table. If the status flag is set to 1, all routes to and through that peer are purged from its routing table, and a recursive beacon is sent to all connected neighbours instructing them to do the same. More details on these processes are provided in [9] .
PERFORMANCE RESULTS
To evaluate the proposed BGP-MR solution, we experimented with two network scenarios in CORE. In a first, smaller network scenario, described in the second section, we saw that packets are now flowing continuously, interrupted only when routers are physically disconnected for brief periods of time during mobility. After connectivity is reestablished, there is a noticeable delay until routing information is propagated via BGP-MR, as a result of certain timer values as discussed below. Overall, however, all four ping flows are active throughout the experiment.
In a large-scale test-bed, BGP-MR is introduced in a topology of 200 routers. Note that routers here are meant to represent whole networks, such as a LAN or a network in a vehicle. However, in the following, we will use the terms routers and nodes interchangeably. 60 routers form a headquarters fixed network running OSPFv3, with wired links between them configure with a bandwidth of 10Mbps. The remaining 140 routers are running OSPF-MDR, are connected over wireless links with a bandwidth of 64kbps, and are split into 5 MANETs of 25 routers each and a 6 th having 15 routers. The scenario used for this topology as well as its mobility model was developed by CRC to emulate a real-life tactical scenario. It covers an area of 7500X1500 meters and the wireless radios are configured with a wireless range of 200 meters. The routers running OSPF are configured with the default OSPF parameters.
The fixed network has been configured with 4 gateway routers; each MANET has between 2 to 4 gateways depending on its position in the topology. There are a total of 26 gateways in the topology and 39,800 possible routes. For the first 20 minutes, nodes do not move, and routers exchange control messages to populate initial routing tables. After 20 minutes, groups of 5 routers within a MANET partition and merge with a neighbouring MANET. Consequently, the number of active routers selected as gateways depends on the structure of the topology, which changes over time.
The simulation is run for a total of 40 minutes and statistics are recorded from 20 minutes. The collected statistics are intended to show BGP-MR's performance when compared to BGP in a large scale inter-domain MANET scenario which includes MANET partitions and mergers and under constant mobility. Fig. 6 shows the total number of routes found, which is collected by observing the routing table entries on all routers as time progresses in the simulation. We observe that neither BGP-MR nor BGP find all 39,800 routes. We attribute this to the mobile nature of the topology, as routes are constantly changing. However, BGP-MR finds close to the total number of routes as at 35 and 40 minutes. More specifically, we see that the total number of routes found when BGP-MR is used is 39,720 and 39,687 respectively, representing over 99.7% of the total number of routes when the network is assumed to be fully connected. BGP, on the other hand, only detects a steadily declining number of routes. At 40 minutes, just around 32% of all possible routes are seen. This is because the BGP overhead exceeded the wireless link bandwidth of 64 kbps, hence congestion and packet losses occurred and routes were not populated. The BGP control packets consume 55.68 kbps or about 87% of the total bandwidth. In comparison, the average bandwidth that BGP-MR control packets occupied was 8.9 kbps, i.e. 14% of the total bandwidth. This average overhead was collected using wireshark on each of the 26 routers running BGP-MR. Because of the ability of routers to become passive, there is some variance between the average overhead and the individual overhead measured on some of the routers. Routers that are active for most of the simulation have higher BGP-MR overhead than the ones that become passive at some point in the simulations, as passive routers are not exchanging BGP control packets. However, due to the total reduction in the number of active gateways, the overhead on even the most active routers never exceeded 20 kbps. Fig. 7 shows the percentage of valid routes found which is the percentage of routes reported in the routing table that are valid, i.e., where the next hop address actually leads to the destination address. We determine this value by periodically dumping all routing table entries and network topologies and tracing the paths from source to destination. Routes that end up in loops, that use non-existent links, or that forward packets to a router that has no matching routing table entry are deemed invalid routes. We notice here that over 95% of the routes in BGP-MR are valid throughout the simulation, while BGP's performance declines as the simulation progresses. This can be attributed to the loops formed in BGP that render some routes invalid as time advances and mobility continues. So BGP not only populates its routing tables with fewer routes, an increasing number of these routes are becoming invalid over time. Fig. 8 shows the average number of hops for all sourcedestination pairs as the simulation progresses, which is around 7 hops. The average number is calculated only for the valid routes that exist at that particular time. For both protocols, longest valid route was 15 hops.
The optimal average path length for our network was determined applying Dijkstra's algorithm on a snapshot of the network topology at time 20 minutes, just before mobility commences. The optimal average path length was found to be 6.1, while the average path length at 20 minutes when running BGP-MR is 8.4 hops, indicating a stretch factor of 1.37. The increase in average path length of about 37% shows that shorter routes between the nodes in the MANETs and the core network exist and might be achieved if different routers were selected as gateways. This question of selecting good or even optimal gateways can be explored further in future work. Mobile ad-hoc networks (MANETs) ensure that there is efficient and seamless communication in dynamic operation environments such as tactical military networks or emergency operations for disaster recovery. In these types of situations, networks in different administrative domains need to communicate and to achieve common goals while still maintaining their administrative policies that govern the separate networks.
A. Conclusions
The main objective of this paper was to provide a routing solution for a large scale tactical inter-domain network containing multiple MANETs and fixed networks. The solution provided had to take into consideration the size of the inter-domain network in terms of a scalable routing protocol that converges; the mobility present in the MANETs produces partitioning and merging of networks and might introduce packet losses across the topology.
We proposed a routing solution that utilizes OSPF as a scalable routing solution for an inter-domain network, since it has variants that can work in both the fixed and MANET environment. A gateway protocol, BGP-MR, has been designed and implemented; it is a variant of BGP that supports the dynamic election of gateways to enable BGP to function well in a mobile network. We introduced the concept of expired route purging to solve the looping problem in BGP. The results showed that BGP-MR overcame the challenges identified in Section 2. We further emulated an inter-domain test-bed in CORE that uses OSPFv3 in the fixed network, OSPF-MDR in the MANETs and BGP-MR in the gateways connecting the different domains. We collected a number of performance metrics and compared the results with the ones obtained from running legacy BGP. The results showed that the routing solution provided seamless communication despite the presence of mobility. Our proposed protocol, BGP-MR, discovers nearly all routes, the routes are valid, and the protocol overhead is lower, compared to BGP.
B. Future Work
One major improvement that can be made to our solution is to research further into BGP timers and how that can influence faster BGP neighbour peering to reduce the down time noticed when new peers are formed. We were limited by the implementation of Quagga in CORE as not all timers have been integrated into Quagga's version of BGP. It would be beneficial to test this routing solution using a test-bed of real routers to verify the insight from network emulation. Selecting an optimal set of routers as potential gateways is another aspect of this solution that was not analysed in detail. From the stretch factor of average path lengths earlier calculated, we see that shorter routes can exist if different routers are selected as gateway. A good gateway selection algorithm would reduce average path lengths while maintaining a high level of connectivity with low overhead costs. This clearly requires further research, and needs to also include policies guiding the inter-domain network and potential information about the structure of the topology to identify promising routers as gateways a priori.
