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FREE ALGEBRAIC STRUCTURES ON THE
PERMUTOHEDRA
EMILY BURGUNDER, PIERRE-LOUIS CURIEN, MARI´A RONCO
Abstract. Tridendriform algebras are a type of associative algebras,
introduced independently by F. Chapoton and by J.-L. Loday and the
third author, in order to describe operads related to the Stasheff poly-
topes. The vector space ST spanned by the faces of permutohedra has
a natural structure of tridendriform bialgebra, we prove that it is free
as a tridendriform algebra and exhibit a basis. Our result implies that
the subspace of primitive elements of the coalgebra ST, equipped with
the coboundary map of permutohedra, is a free cacti algebra.
Introduction
The graded vector space spanned by the set of planar rooted trees has a
rich algebraic structure, coming from the different set-theoretical operations
which can be performed on trees. Furthermore, when we consider the set
of planar rooted trees Tn with a fixed number n of leaves, it has a natural
structure of partially ordered set whose geometric realization is a polytope
of dimension n− 1, the Stasheff polytope.
Tridendriform algebras were defined independently by F. Chapoton in [3]
and J.-L. Loday and the third author in [8], in order to generalize the notion
of dendriform algebra introduced by J.-L. Loday in [7], and to get a non-
symmetric operad structure described in terms of the faces of the Stasheff
polytopes. The definitions are similar, even if they do not coincide, Chapo-
ton’s one is the graded version of Loday-Ronco’s tridendriform version. In
previous work of the first and third authors [2], the two notions were de-
scribed in the same framework, by adding a parameter q: Chapoton’s operad
coincides with the notion of 0-tridendriform, while one recovers the original
definition of tridendriform algebra of Loday and Ronco for q = 1.
Tridendriform algebras are a particular type of non-unital associative al-
gebras, where the associative product is the sum of certain binary operations.
Many examples of associative algebras arising from combinatorial Hopf al-
gebras, as the bialgebra of surjective maps (see [12] and [15]), the bialgebra
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of parking functions (see [12]) and the bialgebra of multipermutations (see
[6]), come from 1-tridendriform structures. However, the 0-tridendriform
version has the advantage of giving the right definition for working in the
graded differential case, as shown by F. Chapoton in [3], who gave a ver-
sion of differential graded tridendriform operad which is described by the
Stasheff polytope.
In [2], the first and the third authors also defined q-Gerstenhaber-Voronov
algebras as associative algebras equipped with an additional brace structure,
satisfying certain relations. When q = 0, these algebras may be considered
a non-differential version of the operad defined in [4]. They proved that the
category of conilpotent q-tridendrifrom bialgebras is equivalent to the cat-
egory of q-Gerstenhaber-Voronov algebras, via the functor which associates
to any coalgebra the subspace of its primitive elements.
As a direct consequence of this result, we get that proving the freeness
of a tridendriform algebra A is equivalent to proving that the subspace of
its primitive elements Prim(A) is free as a Gerstenhaber-Voronov algebra,
when A is a tridendriform bialgebra.
The work presented here deals with the dendriform and tridendriform
bialgebra structures defined on the space spanned by the faces of permuto-
hedra. The permutohedron of dimension n − 1 is a regular polytope which
is the geometric realization of the Coxeter poset of the symmetric group Sn.
Its faces of dimension r are described by the surjective maps from {1, . . . , n}
to {1, . . . , n−r}, for 0 ≤ r ≤ n−1. The vector space spanned by the faces of
all permutohedra has natural structures of dendriform and q-tridendriform
bialgebras, denoted STD and STqT respectively.
The goal of our work is twofold: we construct a basis of STD as a free
dendriform algebra, and a basis of STqT as a free q-tridendriform algebra.
We show that the subspace Prim(ST) of primitive elements of the coalgebra
ST is a free brace algebra for the brace structure induced by STD. Then
we proceed and construct a basis B of Prim(ST) as a free q-Gerstenhaber-
Voronov algebra. The last result implies that:
(1) B is a basis of the free q-tridendriform algebra STqT , for all q;
(2) looking at the graded differential case, that Prim(ST) is the free
cacti algebra spanned by B.
In a recent work V. Vong, see [16] describes combinatorial methods to
study the freeness of some algebras over regular operads. Our method is
essentially different, our proof relies on the following outline:
(1) the vector space Prim(ST) is isomorphic to the vector space K[Irr],
spanned by the irreducible elements of ST for the concatenation
product ×
(2) there exist surprisingly simple ways to define a free brace structure,
respectively a free q-Gerstenhaber-Voronov algebra structure, on the
space K[Irr],
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(3) the brace algebra Prim(STD) is isomorphic to K[Irr] with its brace
algebra structure, while K[Irr] with its q-Gerstenhaber-Voronov al-
gebra structure is isomorphic to Prim(STqT ).
We hope that this type of process will provide a standard method to
define new brace, q-Gerstenhaber-Voronov and cacti structures related to
combinatorial Hopf algebras.
The paper is composed as follows: the first two sections recall basic results
on coalgebras, as well as the definitions of (tri)dendriform algebras and
Gerstenhaber-Voronov algebras, and the main results about tridendriform
bialgebras which we use hereinafter.
In section 3 we give the basic definitions and constructions on surjective
maps needed in later sections.
Section 4 describes the coalgebra structure of ST, as well as a projection
from ST onto the space of its primitive elements.
In section 5 we describe the dendriform structure of STD, we define
a free brace algebra structure on the space spanned by the set of irre-
ducible surjections and we prove that it is isomorphic to the brace algebra
Prim(STD). Finally, in sections 6 through 8, we prove a similar result for
the q-tridendriform algebra STqT .
Acknowledgments. We are grateful to Jean-Yves Thibon and Jean-
Christophe Novelli for their permanent readiness to answer our questions
about combinatorial aspects of Hopf algebras, and to Muriel Livernet for
stimulating discussions on the cacti operad. We want also to express our
gratitude to the Issac Newton Institut for Mathematics, where our joint
work began during the Programme Grothendieck-Teichmu¨ller Groups, De-
formations and Operads (2013).
Notation. All the vector spaces considered in the present work are over
K, where K is a field. For any set X, we denote by K[X] the vector space
spanned by X. For any K-vector space V , we denote by V + := K ⊕ V the
augmented vector space.
1. Coalgebras
We recall the definition of coalgebra, and introduce the notation and basic
results that we need in the rest of the work.
1.1. Definition. A coalgebra over K is a vector space C equipped with a
linear map ∆ : C −→ C ⊗ C which satisfies the coassociativity condition:
(∆⊗ IdC) ◦∆ = (IdC ⊗∆) ◦∆.
An augmentation of a coalgebra (C,∆) is a linear map ǫ : C −→ K such
that · ◦ (ǫ⊗ IdC) = IdC = · ◦ (IdC ⊗ ǫ), where · denotes the action of K on
C.
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A unit of a coalgebra (C,∆, ǫ) is a coalgebra map ι : K −→ C such that
ǫ◦ι = IdK, where the coalgebra structure of K is given by ∆K(1K) = 1K⊗1K.
1.2. Definition. Let (C,∆) be a unital augmented coalgebra. An element
c ∈ C is primitive if ∆(c) = c⊗ 1K + 1K ⊗ c. The reduced coproduct on C is
defined as
∆(c) := ∆(c)− 1K ⊗ c− c⊗ 1K.
We denote by Prim(C) the subspace of primitive elements of C.
It is immediate to verify that the coassociativity of ∆ implies that ∆ is
coassociative, too. We define ∆
i
: C −→ C⊗i recursively by:
(1) ∆
1
:= IdC is the identity of C,
(2) ∆
i
:= (IdC⊗i−1 ⊗∆) ◦∆
i−1
, for i ≥ 2.
1.3. Definition. A coassociative counital and unital coalgebra (C,∆) is
called conilpotent if for all c ∈ C, there exists n ∈ N such that ∆
m
(c) = 0,
for all m ≥ n.
1.4. Example. Let V be a K-vector space. The vector space T (V ) :=⊕
n≥1 V
⊗n, where V ⊗n denotes the tensor product V ⊗ V ⊗ . . . ⊗ V of V
n-times, equipped with the deconcatenation coproduct:
∆c(v1 ⊗ . . .⊗ vn) =
n−1∑
i=1
(v1 ⊗ . . . ⊗ vi)⊗ (vi+1 ⊗ . . .⊗ vn),
is a coalgebra. We denote it T c(V ), and call it the cotensor coalgebra over
V .
Note that T c(V )+ is a unital augmented conilpotent coalgebra.
2. Dendriform and tridendriform bialgebras
We recall basic results on dendriform and tridendriform bialgebras (see [7],
[3] and [8]), and Gerstenhaber-Voronov algebras (see [4]). We also describe
the main results of [2].
2.1. Definition. Let A be a vector space over K.
(1) A dendriform algebra (see [7]) structure on A is a pair of binary
products ≺: A⊗A→ A and ≻: A⊗A→ A, satisfying that:
(a) (a ≺ b) ≺ c = a ≺ (b ≺ c+ b ≻ c),
(b) (a ≻ b) ≺ c = a ≻ (b ≺ c),
(c) (a ≺ b+ a ≻ b) ≻ c = a ≻ (b ≻ c).
(2) For any q ∈ K, a q-tridendriform algebra structure on A is given
by three binary operations ≺: A ⊗ A → A, · : A ⊗ A → A and
≻: A⊗A→ A, which satisfy the following relations:
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(a) (a ≺ b) ≺ c = a ≺ (b ≺ c+ b ≻ c+ q b · c),
(b) (a ≻ b) ≺ c = a ≻ (b ≺ c),
(c) (a ≺ b+ a ≻ b+ q a · b) ≻ c = a ≻ (b ≻ c),
(d) (a · b) · c = a · (b · c),
(e) (a ≻ b) · c = a ≻ (b · c),
(f) (a ≺ b) · c = a · (b ≻ c),
(g) (a · b) ≺ c = a · (b ≺ c).
If (A,≺, ·,≻) is a q-tridendriform algebra, then the space A equipped
with the binary operations ≺ and <:= q · + ≻ is a dendriform algebra.
On the other hand, for any dendriform algebra, the operation ∗ = ≻ + ≺
is associative. So, dendriform and q-tridendriform algebras are particular
cases of non-unital associative algebras.
2.2. Definition. A dendriform bialgebra over K is a dendriform algebra
(H,≻,≺) equipped with a coassociative coproduct ∆ : H+ −→ H+ ⊗ H+
and a counit ǫ : H+ −→ K satisfying the following conditions:
(1) (ǫ⊗ Id) ◦∆(x) = 1K ⊗ x and (Id⊗ ǫ) ◦∆(x) = x⊗ 1K,
(2) ∆(x ≻ y) :=
∑
(x(1) ∗ y(1))⊗ (x(2) ≻ y(2)),
(3) ∆(x ≺ y) :=
∑
(x(1) ∗ y(1))⊗ (x(2) ≺ y(2)),
for all x, y ∈ H where ∗ = ≻ + ≺, ∆(x) =
∑
x(1)⊗x(2), and by convention:
• (x ∗ y)⊗ (1K ≻ 1K) := (x ≻ y)⊗ 1K,
• (x ∗ y)⊗ (1K ≺ 1K) := (x ≺ y)⊗ 1K, for x, y ∈ H.
A q-tridendriform bialgebra is a q-tridendriform algebra H with a coproduct
∆ such that:
(1) (H,<,≺) is a dendriform bialgebra,
(2) ∆(x · y) :=
∑
(x(1) ∗ y(1))⊗ (x(2) · y(2)),
where (x ∗ y)⊗ (1K · 1K) := (x · y)⊗ 1K.
We observe that if (H,≻, ·,≺,∆) is a q-tridendriform bialgebra, then
(H,<,≺,∆) is a dendriform bialgebra and (H+, ∗,∆+) is a bialgebra in
the usual sense.
For any bialgebra H, the subspace Prim(H) has a natural structure of
Lie algebra, but in the case of dendriform and q-tridendriform bialgebras,
the Lie bracket comes from finer structures.
2.3. Definition. (see [4]) A brace algebra is a vector space B equipped with
n + 1-ary operations M1n : B ⊗ B
⊗n −→ B, for n ≥ 0, which satisfy the
following conditions:
(1) M10 = IdB ,
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(2) M1m(M1n(x; y1, . . . , yn); z1, . . . , zm) =∑
0≤i1≤j1≤···≤jn≤m
M1r(x; z1, . . . , zi1 ,M1l1(y1; . . . , zj1), . . . ,M1ln(yn; . . . , zjn), . . . , zm),
for x, y1, . . . , yn, z1, . . . , zm ∈ B, where lk = jk − ik, for 1 ≤ k ≤ n,
and r =
∑n
k=1 ik +m− jn + n.
A q-Gerstenhaber-Voronov algebra, GVq algebra for short, is a vector
space B endowed with a brace structure given by operations M1n and an
associative product ·, satisfying the distributive relation:
M1n(x · y; z1, . . . , zn) =∑
0≤i≤j≤n
qj−iM1i(x; z1, . . . , zi) · zi+1 · . . . · zj ·M1(n−j)(y; zj+1, . . . , zn),
for x, y, z1, . . . , zn ∈ B, where for q = 0 we fix that q
j = 0 if j ≥ 1 and
q0 = 1.
Even if brace algebras and GV algebras have an infinite number of opera-
tions and seem much more complicated than dendriform and tridendriform
algebras, the type of relations that these operations satisfy allow us to give
an easy recursive formula for linear bases of the free objects of both theories.
Given a set X, let M(X) =
⋃
n≥1 Mn(X) be subset of the free brace
algebra Br(X) over X, defined recursively by:
(1) M0(X) := X,
(2) M1(X) := {M1m(x; y1, . . . , ym) | x, y1, . . . , ym ∈ X,m ≥ 1},
(3) Mn(X) := {M1m(x; y1, . . . , ym) | x ∈ X and yi ∈ Mji(X) for 1 ≤
i ≤ m, such that
m∑
i=1
ji = n− 1}.
For instance, for x, y1, y2, y3, y4 ∈ X,
M14(x; y1, . . . , y4) ∈M1(X),(1)
M13(x; y1,M11(y2; y3), y4) ∈M2(X),(2)
M12(x;M11(y1; y2),M11(y3; y4)) ∈M3(X).(3)
The following Lemma is an immediate consequence of Definition 2.3.
2.4. Lemma. For a set X, the set M(X) :=
⋃
n≥1Mn(X) is a basis, as a
vector space, of the free brace algebra Br(X) spanned by X.
In a similar way, for any set X, we define the subset G(X) =
⋃
n≥1Gn(X)
of the free GVq algebra GVq(X) over X, recursively as:
(1) G0(X) := X,
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(2) G1(X) :=
{y =M1m(x; y1, . . . , ym) or y = y1 · . . . · ym | x, y1, . . . , ym ∈ X,m ≥ 1},
(3) For n ≥ 2, the set Gn(X) is the disjoint union of the subsets
{y =M1m(x; y1, . . . , ym) | x ∈ X and yi ∈ Gji(X) for 1 ≤ i ≤ m,
m∑
i=1
ji = n−1},
and
{y = y1 · . . . · ym | yi ∈ Gki(X) for 1 ≤ i ≤ m,
m∑
i=1
ki = n}.
As in the case of free brace algebras, Definition 2.3 implies the following
result.
2.5. Lemma. For a set X, the set G(X) :=
⋃
n≥1Gn(X) is a basis, as a
vector space, of the free GVq algebra spanned by X, denoted GVq(X) .
2.6. Notation. Let (A,≺,≻) be a dendriform algebra. For a family of ele-
ments y1, . . . , yr in A, let ω
≺(y1, . . . , yr) and ω
≻(y1, . . . , yr) be the following
elements of A:
(1) ω≺(y1, . . . , yr) := y1 ≺ (y2 ≺ (· · · ≺ (yr−1 ≺ yr))),
(2) ω≻(y1, . . . , yr) := (((y1 ≻ y2) ≻ y3) ≻ . . . ) ≻ yr.
There exists a functor from the category of dendriform algebras to the
category of brace algebras.
2.7. Definition. Let (A,≻,≺) be a dendriform algebra. Define operations
M1n : A
⊗(n+1) −→ A as follows:
M1n(x; y1, . . . , yn) :=
n∑
r=0
(−1)n−iω≺(y1, . . . , yr) ≻ x ≺ ω
≻(yr+1, . . . , yn),
for n ≥ 1.
In [14], we proved that for any dendriform algebra (A,≻,≺), the under-
lying vector space A with the n+ 1-ary operations M1n is a brace algebra.
In the same work we showed the following result:
2.8. Proposition. For any dendriform bialgebra H the subspace Prim(H) is
closed under the brace operations.The linear map ϕ : T c(Prim(H)) −→ H,
given by:
ϕ(y1 ⊗ . . .⊗ yr) := ω
≻(y1, . . . , yr),
for y1, . . . , yr ∈ Prim(H) and r ≥ 1, is a coalgebra epimorphism.
The following Theorem is proved in [14].
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2.9. Theorem. For any set X, the free dendriform algebra Dend(X) over
X has a natural structure of bialgebra. There exists a functor Udend from the
category BraceK of brace algebras to the category of BiDendK of dendriform
bialgebras, left adjoint to Prim, satisfying that any conilpotent dendriform
bialgebra H is isomorphic to Udend(Prim(H)).
In [2], we proved that the functor from the category DendK, of dendri-
form algebras over K, into the category BraceK, which maps (A,≻,≺) into
(A, {M1n}n≥1), composed with the functor from TridendqK to DendK fac-
torizes through the category of GVq algebras. That is (A, {M1n}n≥1, ·) is a
GVq algebra, for all q-tridendriform algebra (A,≻, ·,≺) and we get
TridendqK → DendK
↓ ↓
GVqK → BraceK
Moreover, if (H,≻, ·,≺,∆) is a q-tridendriform bialgebra, then Prim(H)
is closed under the brace operations M1n and the associative product ·.
Finally, we got the tridendriform version of Theorem 2.9:
2.10.Theorem. Let X be a set, the free q-tridendriform algebra Tridendq(X)
over X is isomorphim, as a coalgebra, to the cotensor coalgebra T c(GVq(X)),
where GVq(X) denotes the free GVq algebra spanned by X. The functor
Prim : coBiTridendqK −→ GVqK is an equivalence of categories, where
coBiTridendqK denotes the category of conilpotent tridendriform bialgebras.
3. Permutations and surjective maps
We develop first some basic definitions and notations about surjective
maps and shuffles.
For any positive integer n ∈ N, let [n] be the finite set {1, . . . , n}. We
denote by Sn the set of permutations on [n] and by ST
r
n the set of surjective
maps from [n] to [r]. For n ≥ 1, let STn :=
n⋃
r=1
STrn.
Note that STnn coincides with the set Sn of permutations of n elements,
while ST1n = {cn}, where cn is the constant function cn(i) = 1, for 1 ≤ i ≤ n.
For f ∈ STrn, we write |f | = n and f = (f(1), . . . , f(n)). The composition
of maps is denoted ◦.
The concatenation product × : STrn × ST
s
m −→ ST
r+s
n+m is given by the
formula:
f × g := (f(1), . . . , f(n), g(1) + r, . . . , g(m) + r).
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3.1. Notation. We denote by 1n the identity of Sn. For any pair of positive
integers n and m, let ǫ(n,m) denote the permutation of n + m elements
whose image is (m+1, . . . ,m+n, 1, . . . ,m). For a finite collection of positive
integers r1, . . . , rs with s > 2, the permutation ǫ(r1, . . . , rs) in Sr1+···+rs is
the composition:
ǫ(r1, . . . , rs) := ǫ(r1 + · · ·+ rs−1, rs) ◦ (ǫ(r1, . . . , rs−1)× 1rs).
3.2. Definition. Given a map f : [n] −→ N there exists a unique surjec-
tive map std(f) in STrn such that f(i) < f(j) if, and only if, std(f)(i) <
std(f)(j), for 1 ≤ i, j ≤ n. The map std(f) is called the standardization of
f (see for instance [12]).
For example, when f = (1, 5, 4, 7, 5), we get std(f) = (1, 3, 2, 4, 3).
3.3. Notation. For x ∈ STrn and J = {j1 < · · · < jk} ⊆ {1, . . . , n}, let
x|J := std(x(j1), . . . , x(jk)) denote the restriction of x to J .
Similarly, for K = {j1 < · · · < jl} ⊆ {1, . . . , r}, the co-restriction of x to
K is denoted x|K := std(x(s1), . . . , x(sq)), for x
−1(K) = {s1 < · · · < sq}.
For an element x ∈ STrn, we denote by λ(x) the cardinal of x
−1({r}).
Suppose that x−1(r) = {j1 < · · · < jλ(x)}, and let x
′ ∈ STr−1n−k be the
co-restriction x′ := x|{1,...,r−1}. We denote x as x =
∏
j1<···<jλ(x)
x′.
3.4. Example. For example, the surjective map x = (3, 1, 2, 5, 1, 4, 3, 5, 4, 2)
is written as x =
∏
4<8(3, 1, 2, 1, 4, 3, 4, 2).
3.5. Definition. Let x =
∏
j1<···<jλ(x)
x′ be an element of STrn, define the
integer M(x)i, for 0 ≤ i ≤ λ(x) as follows:
M(x)i :=


j1 − 1, for i = 0,
ji − ji−1 − 1, for 1 ≤ i ≤ λ(x)− 1,
n− jλ(x), for i = λ(x).
We define M(x) := (M(x)λ(x), . . . ,M(x)1).
3.6. Definition. Let x ∈ STrn be a surjective map and let l = (l1, . . . , lp)
be a collection of integers such that 0 = l0 < l1 < · · · < lp < n. Define the
element
xl := x|{1,...,l1} × x|{l1+1,...,l2} × . . .× x|{lp+1,...,n}.
For p = 0, define xl = x.
Recall that a composition of n is a collection (n1, . . . , ns) of positive inte-
gers such that
∑
ni = n.
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3.7. Definition. Let (n1, . . . , np) be a composition of n. An element in
f ∈ STn is a (n1, . . . , np)-stuffle if
f(n1 + · · ·+ ni + 1) < f(n1 + · · · + ni + 1) < · · · < f(n1 + · · ·+ ni + ni+1),
for 0 ≤ i ≤ p− 1.
3.8. Notation. We denote by SH(n1, . . . , np) the set of all (n1, . . . , np)-
stuffles.
For a composition (n1, . . . , np) of n, we denote:
(1) SH≺(n1, . . . , np) the subset of all surjective maps f ∈ SH(n1, . . . , np)
such that f(n1) > f(n1 + n2) > · · · > f(n).
(2) SH≻(n1, . . . , np) the subset of all surjective maps f ∈ SH(n1, . . . , np)
such that f(n1) < f(n1 + n2) < · · · < f(n).
(3) SH•(n1, . . . , np) the subset of all surjective maps f ∈ SH(n1, . . . , np)
such that f(n1) = f(n1 + n2) = · · · = f(n).
(4) SH<(n1, . . . , np) the subset of all surjective maps f ∈ SH(n1, . . . , np)
such that f(n1) ≤ f(n1+2) ≤ · · · ≤ f(n).
To recover the usual notion of shuffle, it suffices to note that a (n1, . . . , np)-
shuffle is a permutation σ ∈ Sn∩SH(n1, . . . , np). We denote by Sh(n1, . . . , np)
the set of all (n1, . . . , np)-shuffles.
In an analogous way, we define Sh≺(n1, . . . , np) := Sn ∩ SH
≺(n1, . . . , np),
and Sh≻(n1, . . . , np) := Sn ∩ SH
≻(n1, . . . , np).
Finally, we denote by Sh•(r1, . . . , rp) the set of all f =
∏
r1<r1+r2<···<r1+···+rp
f ′
with f ′ ∈ Sh(r1−1, . . . , rp−1).
The following property of the shuffles is well-known and is the key result
to prove the associativity of the shuffle product.
3.9. Proposition. Let n,m and r be positive integers. The set of (n,m, r)-
shuffles satisfies the following property:
Sh(n+m, r)◦(Sh(n,m)×1r) = Sh(n,m, r) = Sh(n,m+ r)◦(1n×Sh(m, r)),
where 1n = (1, 2, . . . , n) denotes the identity of Sn.
3.10. Remark. A straightforward calculation shows that the equality of
Proposition 3.9 splits into three formulas:
(1) Sh≻(n +m, r) ◦ (Sh(n,m)× 1r) = Sh
≻(n,m+ r) ◦ (1n× Sh
≻(m, r)),
(2) Sh≺(n +m, r)◦(Sh≻(n,m)×1r) = Sh
≻(n,m+ r)◦(1n×Sh
≺(m, r)),
(3) Sh≺(n +m, r) ◦ (Sh≺(n,m)× 1r) = Sh
≺(n,m+ r) ◦ (1n × Sh(m, r)).
The set of stuffles SH(n,m, r) satisfies analogous properties. We shall use
them to define tridendriform algebra structures, for details we refer to [15].
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For n ≥ 1 and 1 ≤ i ≤ n − 1, let ti ∈ Sn be the permutation which
exchanges i and i+ 1, that is
ti(j) := (1, . . . , i− 1, i + 1, i, i + 2, . . . , n)
3.11. Definition. For n ≥ 1, the weak Bruhat order on the set Sn of per-
mutations is defined by the covering relation:
σ < ti ◦ σ,
when σ−1(i) < σ−1(i+ 1).
The following Proposition is well-known, see for instance [1] or [10].
3.12. Proposition. For any composition (n1, . . . , np) of n, the set of shuffles
Sh(n1, . . . , np) coincides with the subset {w ∈ Sn | 1n ≤ w ≤ ǫ(n1, . . . , np)}
of Sn, where ≤ is the weak Bruhat order.
The weak Bruhat order of Sn may be extended to the set of surjective
maps STn in two different ways (see [15]). We describe the one we need in
the last section of the paper.
3.13. Definition. For n ≥ 1, the weak Bruhat order on STrn is the transitive
relation spanned by the covering relation
f < ti ◦ f, when f
−1(i) < f−1(i+ 1),
for some 1 ≤ i ≤ r − 1, where for any pair of subsets J,K ⊆ {1, . . . , r} we
say that J < K if the maximal element of J is smaller that the minimal
element of K.
For instance, (1, 4, 1, 3, 4, 2) < (2, 4, 2, 3, 4, 1) , but the elements (1, 4, 1, 3, 4, 2)
and (1, 3, 1, 4, 3, 2) are not comparable.
The following result is proved in [15].
3.14. Proposition. Let σ < τ ∈ Sh(r1, . . . , rp) be two permutations, and let
xi ≤ x
′
i ∈ ST
ri
ni
, for 1 ≤ i ≤ p− 1 be surjective maps. We have that:
(1) σ ◦ (x1 × . . . × xp) < τ ◦ (x1 × . . . × xp),
(2) σ ◦ (x1 × . . . × xp) ≤ σ ◦ (x
′
1 × . . . × x
′
p). Moreover, if at least for
one 1 ≤ i ≤ p the elements xi and x
′
i satisfy that xi < x
′
i, then
σ ◦ (x1 × . . . × xp) < σ ◦ (x
′
1 × . . .× x
′
p).
4. The coalgebra ST of surjective maps
We define different algebraic structures on the graded vector spaceK[ST] :=⊕
n≥1K[STn]. We begin by the coassociative coproduct ∆. For a more de-
tailed description of the properties of ∆ see [12] , [3] or [8].
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4.1. Definition. We define ∆ : K[ST] −→ K[ST] ⊗ K[ST] on an element
x ∈ STrn by:
∆(x) =
r−1∑
i=1
x|{1,...,i} ⊗ x|{i+1,...,r},
and we extend it by linearity to all K[ST]
For example,
∆(3, 4, 2, 5, 1, 1, 3, 5) = (1, 1) ⊗ (2, 3, 1, 4, 2, 4) + (2, 1, 1) ⊗ (1, 2, 3, 1, 3)+
(3, 2, 1, 1, 3) ⊗ (1, 2, 2) + (3, 4, 2, 1, 1, 3) ⊗ (1, 1).
For any x ∈ STrn and any pair 1 < i < j < r − 1, we have that:
(1) (x|{1,...,j})|{i+1,...,j} = x|{i+1,...,j},
(2) (x|{i+1,...,r})|{1,...,j} = x|{i+1,...,j},
which implies that the coproduct is coassociative.
Let ST denote the graded coalgebra (K[ST],∆). On ST+, the coproduct
∆ is uniquely extended to ∆+ in such a way that the reduced coproduct of
ST+ is ∆.
The data (ST+,∆+) is a coassociative unital and counital coalgebra.
It is clear that the concatenation product ×, extended by linearity, defines
an associative graded product on ST.
4.2. Definition. An element f ∈ STrn is called irreducible if there do not
exist an integer 1 ≤ i ≤ n − 1 and a pair of surjective maps g ∈ STki and
h ∈ STr−kn−i such that f = g × h. We denote by Irrn the set of irreducible
elements of STn, for n ≥ 1, and by Irr the union
⋃
n≥1 Irrn.
4.3. Remark. Given a surjective map x ∈ STrn, there exists a unique family
x1, . . . , xp of elements, with xi ∈ Irrrini , such that x = x
1 × . . . × xp, where
n =
∑p
i=1 ni and r =
∑p
i=1 ri. So, the space K[ST] with × is the free
associative algebra spanned by the set Irr.
4.4. Lemma. Let x and y be elements of ST+, we have that:
∆+(x× y) =
∑(
x(1) ⊗ (x(2) × y) + (x× y(1))⊗ y(2)
)
− x⊗ y,
where ∆+(x) =
∑
x(1) ⊗ x(2), ∆
+(y) = y(1) ⊗ y(2).
Proof. Suppose that x ∈ STrn and y ∈ ST
s
m. To prove the Lemma it suffices
to note that:
(1)
(x× y)|{1,...,i} =
{
x|{1,...,i}, for 0 ≤ i ≤ r,
x× y|{1,...,i−r}, for r + 1 ≤ i ≤ r + s,
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(2)
(x× y)|{i+1,...,r+s} =
{
x|{i+1,...,r} × y, for 0 ≤ i ≤ r,
y|{i−r+1,...,s}, for r + 1 ≤ i ≤ r + s,
which imply the formula. 
A vector space V equipped with an associative product and a coassociative
coproduct, satisfying the condition of Lemma 4.4 is called an infinitesimal
unital bialgebra in [11]. So, (ST+,×,∆+) is a unital infinitesimal bialgebra.
As proved in [11], any conilpotent unital infinitesimal bialgebra (C,×,∆)
is isomorphic, as a coalgebra, to the cotensor algebra T c(Prim(C)). More-
over, the linear map
E(x) :=
∑
i≥1
(−1)i
(∑
x(1) × . . .× x(i)
)
,
gives a projection from C to Prim(C), where ∆
i
(x) =
∑
x(1)⊗ . . .⊗x(i) for
x ∈ C. For the details of the construction we refer to [11].
4.5. Remark. For the particular case of (ST+,×,∆+), we get that the
linear map E : K[Irr] −→ Prim(ST+) is an isomorphism. It induces an
isomorphism of coalgebras EST : T
c(K[Irr]) −→ ST, given by:
EST (x
1 ⊗ . . .⊗ xp) := E(x1)× . . .× E(xp),
for any family of irreducible elements x1, . . . , xp ∈ Irr. On the other
hand, we proved that IdSTn =
∑n
j=1×
j ◦ E⊗j ◦ ∆
j
, which implies that
T c(Prim(ST)) is isomorphic to ST , as coalgebras. Thus, putting the isos
together, we have
T c(K[Irr]) ∼= ST ∼= T c(Prim(ST)) .
Noting that these isos respect the grading induced on the tensor algebras, we
get that the dimension of the subspace Prim(ST)n of homogeneous elements
of degree n is the cardinal |Irrn| of the set of irreducible elements of degree
n, for n ≥ 1.
Using Definition 3.6, E(x) =
∑
l αlx
l, where the sum is taken over all
families l = (l1, . . . , lp) such that 0 = l0 < l1 < . . . < lp < n, p ≥ 0 and
αl := (−1)
p, which implies that xl = x or xl is reducible.
4.6. Remark. If x ∈ STrn and l = (l1, . . . , lp), then x
l ∈ STrn, too.
4.7. Lemma. Let x ∈ STrn and let p ≥ 1. Given a family of integers l
such that 0 = l0 < l1 < l2 < . . . < lp < r, the element x
l satisfies that
M(xl) ≤M(x) for the lexicographic order.
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Proof. Suppose that x =
∏
j1<...<jλ(x)
x′.
If x−1({1, . . . , lp}) ⊆ {1, . . . , j1 − 1}, then x
l =
∏
j1<...<jλ(x)
(x′)l, which
implies that M(xl) = M(x).
On the other hand, if x−1({1, . . . , lp}) ∩ {j1 + 1, . . . , n} 6= ∅, then there
exists at least one j1 < k ≤ n such that x(k) ≤ lp. Let k0 be the maximal
integer which satisfies this condition. There exists 1 ≤ i0 ≤ p such that
ji0 < k0 < ji0+1, and we get that:
• M(xl)i = M(x)i for i0 < i ≤ λ(x),
• M(xl)i0 < M(x)i0 .
So, M(xl) < M(x). 
5. The dendriform bialgebra STD
The shuffle product defines a bialgebra structure on ST+, which has been
studied by F. Chapoton, and by J.-C. Novelli and J.-Y. Thibon, who called it
the bialgebra of packed words. We recall the main constructions and results,
for the details of the proofs we refer to [3] and [12].
Let x ∈ STrn and y ∈ ST
s
m be two surjective applications, the shuffle
product x ∗ y is defined by:
x ∗ y :=
∑
f∈Sh(r,s)
f ◦ (x× y).
The product ∗ is associative and satisfies that:
∆(x ∗ y) =
∑
(x(1) ∗ y(1))⊗ (x(2) ∗ y(2)),
for any x, y ∈ ST. So, the coalgebra (ST+,∆) equipped with the shuffle
product ∗ is a bialgebra over K.
Using Remark 3.10, the shuffle product of ST+ comes from a dendriform
structure of ST.
That is, the vector space ST with the products ≻ and ≺ defined by:
(1) x ≻ y :=
∑
f∈Sh≻(r,s) f ◦ (x× y),
(2) x ≺ y :=
∑
f∈Sh≺(r,s) f ◦ (x× y),
for x ∈ STrn and y ∈ ST
s
m, is a dendriform algebra.
Fix that x ≻ 1K := 0 =: 1K ≺ x and x ≺ 1K := x =: 1K ≻ x, for all
x ∈ ST. Note that ST+ is not a dendriform algebra, because there does not
exist a coherent way to define 1K ≻ 1K and 1K ≺ 1K. It is easily seen that
ST is a conilpotent dendriform bialgebra.
The dendriform algebra (ST ,≻,≺) is free. The main result of the present
section is to give a proof of this result by exhibiting a basis.
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5.1. Notation. Let x ∈ STrn and y ∈ ST
s
m be two maps, we denote by x\y
the composition:
x\y := ǫ(r, s) ◦ (x× y) ∈ STr+sn+m.
For n ≥ 1, define the subset Dn ⊆ STn recursively, as follows:
(1) D1 := {(1)} = ST1,
(2) D2 := {(1, 1)},
(3) a surjective map x ∈ STn belongs to Dn if x is irreducible, and there
do not exist an integer 1 ≤ r < n and a pair of elements y ∈ Dr and
z ∈ STn−r such that x = y\z.
5.2. Theorem. The dendriform algebra (ST ,≻,≺) is the free dendriform
algebra spanned by the set
E(D) = {E(x) | x ∈
⋃
n≥1
Dn},
where E(x) =
∑
i≥1(−1)
i
(∑
x(1)×. . .×x(i)
)
, with ∆
i
(x) =
∑
x(1)⊗. . .⊗x(i),
for i ≥ 1.
In order to prove Theorem 5.2, we need some additional results. Note
first that:
5.3. Remark. For any irreducible element x ∈ Irr, there exist a unique
integer 1 ≤ m ≤ n and unique elements y ∈ Dm and z ∈ STn−m such that
x = y\z. Moreover, there exists a unique way to write down z = z1×. . .×zp,
with zi ∈ Irr, for 1 ≤ i ≤ p.
The next Lemmas will serve in the proof of Theorem 5.2.
5.4. Lemma. Let x ∈ STrn and y ∈ ST
s
m. For any f ∈ Sh(r, s), we have
that:
(1) f ◦ (x× y)|{1,...,n} = x,
(2) f ◦ (x× y)|{n+1,...,n+m} = y.
Proof. The result is an easy consequence of
f(1) < · · · < f(r), and f(r + 1) < · · · < f(r + s).

5.5. Notation. We denote by B(l) the set of all the elements x in ST
which are of the form x = y\z with y ∈ D and |z| = l, for l ≥ 0. Note that
B(0) = D.
5.6. Lemma. Let x ∈ Drn and y ∈ ST
s
m be two surjective maps and let
f ∈ Sh≺(r, s), f 6= ǫ(r, s). If there exist z ∈ D and w ∈ ST such that
f ◦ (x× y) = z\w ∈ B(l), then l < m.
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Proof. Suppose that f ◦ (x× y) = z\w with |w| ≥ m. In this case, |z| ≤ n,
and from Lemma 5.4 we get that:
x = f ◦ (x× y)|{1,...,n} = z\(w|{1,...,n−|z|}).
As x ∈ D, then x = z and n = |z|. So, we get f ◦ (x× y) = x\w, but this
is possible only when f = ǫ(r, s). 
5.7. Lemma. Let x be a reducible element of STrn and let y ∈ ST
s
m. For any
f ∈ Sh≺(r, s), we have that either f ◦(x×y) is reducible, or f ◦(x×y) ∈ B(l),
for l < m.
Proof. Suppose that f ◦ (x× y) is irreducible. In this case, there exist z ∈ D
and w ∈ ST such that f ◦ (x× y) = z\w.
Lemma 5.4 states that x = f ◦ (x× y)|{1,...,n} = (z\w)|{1,...,n}. If |z| ≤ n,
we get that z is reducible, which is false. So, |z| > n, which implies that
f ◦ (x× y) = z\w ∈ B(l), for l < m. 
Define, on the vector space K[Irr], a structure of brace algebra given by:
(1) for x ∈ D and y1, . . . , yn ∈ Irr,
M1n(x; y1, . . . , yn) := x\(y1 × . . .× yn),
(2) for x ∈ Irr \ D and and y1, . . . , yn ∈ Irr, there exist x1 ∈ D and
x2 ∈ ST such that x2 = z1 × . . . × zp with zj ∈ Irr, for 1 ≤ j ≤ p.
In this case,M1n(x; y1, . . . , yn) =M1n(M1p(x1; z1, . . . , zp); y1, . . . , yn)
is defined using Definition 2.3.
Lemma 2.4 states that (K[Irr], {M1n}n≥1) is a well-defined brace algebra.
A recursive argument on |y|, for y ∈ Irr, shows that as a brace algebra
K[Irr] is freely generated by D.
Let E|D : D −→ Prim(ST) be the restriction to D of the projection
E(x) =
∑
i≥1(−1)
i
(∑
x(1)×. . .×x(i)
)
. As Prim(ST) is a brace algebra, there
exists a unique homomorphism of brace algebras η : K[Irr] −→ Prim(ST),
such that η(x) = E(x), for x ∈ D.
We want to prove that η is an isomorphism.
5.8. Notation. Let x ∈ Irr, we denote η(x) =
∑
ai 6=0
aixi. There exists a
unique i0 such that xi0 = x and ai0 = 1.
Given an element x = y\z ∈ Irrn, with y ∈ Dm and z = z
1 × . . . × zp,
with zi ∈ Irr for 1 ≤ i ≤ p, the homomorphism η is defined as
η(x) =MST1p (η(y); η(z
1), . . . , η(zp)) =∑
j
(−1)j
(∑
ck,i1,...,ipω
≺(z1i1 , . . . , z
j
ij
) ≻ yl ≺ ω≻(zj+1ij+1 , . . . z
p
ip
)),
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where MST1p denote the brace operations in ST and η(z
j) =
∑
bij 6=0
bijz
j
ij
,
for 1 ≤ j ≤ p.
5.9. Lemma. Let x = y\z be an element in B(l), with y ∈ Drn.
If η(x) =
∑
ai 6=0
aixi, then:
(1) M(xi) ≤M(x) for the lexicographic order,
(2) if M(xi) = M(x), then xi is reducible or xi ∈ B(k), with 0 ≤ k ≤ l,
for all i.
Suppose that z = z1× . . .× zp, with zj ∈ Irr
sj
mj and η(z
j) =
∑
bij 6=0
bijz
j
ij
.
The unique terms xi satisfying that M(xi) = M(x) and xi ∈ B(l), are of the
form:
xi = y\(g ◦ (z
1
i1
, . . . , zpip)),
with g ∈ Sh≻(s1, . . . , sp), for some family z
j
ij
.
Proof. Note first that λ(x) = λ(y) and M(x)λ(x) = M(y)λ(y) + |z|.
As y ∈ D, we have that η(y) =
∑
l αly
l, with M(yl) ≤ M(y) and yl
reducible or yl = y, by Lemma 4.7.
Recall that
ω≺(z1i1 , . . . , z
j
ij
) ≻ yl ≺ ω≻(zj+1ij+1 , . . . , z
p
ip
) =∑
f,g,h
h ◦ (f ◦ (z1i1 × . . . × z
j
ij
)× yl × g ◦ (zj+1ij+1 × . . .× z
p
ip
),
where f ∈ Sh≺(s1, . . . , sj), g ∈ Sh
≻(sj+1, . . . , sp) and
h ∈ Sh(s1 + · · ·+ sj, r, sj+1 + · · ·+ sp) is such that h(s1+ · · ·+ sj) < h(s1+
· · ·+ sj + r) and h(s1 + · · ·+ sj + r) > h(s1 + · · · + sp + r).
Let xi := h ◦ (f ◦ (z
1
i1
× . . .× zjij )× y
l × g ◦ (zj+1ij+1 × . . . × z
p
ip
)).
We have that λ(xi) = λ(y
l) and M(xi)λ(xi) = M(y
l)λ(yl)+ |z
j+1|+ · · ·+ |zp|.
So,
(1) M(xi) ≤M(x), for all xi,
(2) if j ≥ 1, then M(xi) < M(x),
(3) if M(yl) < M(y), then M(xi) < M(x).
The unique elements such that M(xi) = M(x) are of the form
xi = h ◦ (y
l × g ◦ (z1i1 , . . . , z
p
ip
)),
where M(yl) = M(y), g ∈ Sh≻(s1, . . . , sp) and h ∈ Sh
≺(r, s1 + · · ·+ sp).
But, if yl 6= y, then yl is reducible, and by Lemma 5.7, we have that either
xi is reducible or xi ∈ B(k), with 0 ≤ k < l. So, we may restrict ourselves
to consider only the xi of the form:
xi = h ◦ (y × g ◦ (z
1
i1
, . . . , zpip)),
where g ∈ Sh≻(s1, . . . , sp) and h ∈ Sh
≺(r, s1 + · · · + sp).
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Lemma 5.6 implies that for h 6= ǫ(r, s1 + · · ·+ sp), the element xi belongs
to B(k), for k < l.
The unique terms such thatM(xi) = M(x) and xi ∈ B(l), are of the form:
xi = y\(g ◦ (z
1
i1
, . . . , zpip)),
where g ∈ Sh≻(s1, . . . , sp). 
5.10. Definition. For x ∈ Irr, define η(x) as follows:
(1) η(x) := x, for x ∈ D,
(2) η(x) := y\ω≻(η(z1), . . . , η(zp)),
for x = y\z ∈ B(l), with y ∈ D and z = z1 × . . . × zp, such that
zj ∈ Irr.
5.11. Corollary. If the set {η(x) | x ∈ Irr} is linearly independent in ST ,
then the set {η(x) | x ∈ Irr} is linearly independent in Prim(ST).
Proof of Theorem 5.2
Recall from Remark 4.5 that dimK(K[Irrn]) and dimK(Prim(ST)n) are
equal. Hence it suffices to verify that η is either injective or surjective,
grade by grade.
For any irreducible element x, we have that E(x) =
∑
l αlx
l, where xl is
reducible for all l = (l1, . . . , lp), p ≥ 1. So, the set {η(x) | x ∈ D} is linearly
independent in Prim(ST).
Applying Corollary 5.11, it suffices to show that the set {η(x) | x ∈ Irr}
is linearly independent in ST .
As Prim(ST) =
⊕
n≥1 Prim(ST)n, we prove the result by induction on n.
For n = 1, Prim(ST)1 = K · (1) and (1) = η(1) = η(1).
For n = 2, Irr2 = {(2, 1); (1, 1)}. We have that η((2, 1)) = (2, 1) and
η(1, 1) = (1, 1), which proves the result.
For n ≥ 3, suppose that η(Irrm) is linearly independent for all m < n.
We have that η(Irrm) is linearly independent in Prim(ST) for all m < n,
which implies that
n−1⊕
j=1
Prim(ST)j is spanned by
n−1⋃
j=1
η(Irrj).
Consider the linear map ϕ : ST −→ ST defined by:
ϕ(z) := ω≻(η(z1), . . . , η(zp)),
for z = z1 × . . .× zp with z1, . . . , zp irreducible elements.
Proposition 2.8 asserts that any element of
n−1⊕
j=1
STj belongs to
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ϕ(
n−1⊕
j=1
Prim(ST)j) = ϕ(K[
n−1⋃
j=1
η(Irrj)]).
Therefore the set {ϕ(z) | z ∈
n−1⋃
j=1
STj} spans
n−1⊕
j=1
STj, which implies that
it is linearly independent.
For any y ∈ D fixed, we get that {y\ϕ(z) | z ∈
n−1⋃
j=1
STj} is linearly
independent in ST.
But, for any x ∈ Irr there exist unique elements y ∈ D and z ∈ ST such
that x = y\z, so we may conclude that
{η(x) | x ∈ Irr} = {y\ϕ(z) | y ∈ D and z ∈ ST}
is linearly independent, which ends the proof.
6. Tridendriform algebra structures on ST
We denote STqT the q-tridendriform algebra, whose underlying vector
space is K[ST], which is described in this section.
The 0-tridendriform algebra ST0T was introduced by F. Chapoton in [3],
while the 1-tridendriform structure ST1T was described in [8].
For f ∈ STrn, we denote by s(f) the integer n−r. Using the conventions
of Notation 3.8, we define a q-tridendriform structure on K[ST] in terms of
stuffles.
6.1. Definition. The binary operations ≻q, ·q and ≺q are defined on the
vector space K[ST] as follows:
(1) x ≻q y :=
∑
f∈SH≻(r,s) q
s(f)f ◦ (x× y),
(2) x ·q y :=
∑
f∈SH•(r,s) q
s(f)−1f ◦ (x× y),
(3) x ≺q y :=
∑
f∈SH≺(r,s) q
s(f)f ◦ (x× y),
for x ∈ STrn and y ∈ ST
s
m, where when q = 0 we establish that q
0 := 1.
For example, if f = (2, 1, 1) ∈ ST3 and g = (1, 2) ∈ ST2, then
f ≻q g = (2, 1, 1, 3, 4) + q(2, 1, 1, 1, 3) + q(2, 1, 1, 2, 3) + (3, 1, 1, 2, 4) + (3, 2, 2, 1, 4),
f · g = q(2, 1, 1, 1, 2) + (3, 2, 2, 1, 3) + (3, 1, 1, 2, 3),
f ≺ g = q(3, 1, 1, 1, 2) + q(3, 2, 2, 1, 2) + (4, 1, 1, 2, 3) + (4, 2, 2, 1, 3) + (4, 3, 3, 1, 2).
20 E. BURGUNDER, P.-L. CURIEN, M. RONCO
6.2. Remark. When q = 0, the definition of ≻0, ≺0 and ·0 are simpler than
the general case. For instance, we get that
x ≻0 y :=
∑
f∈Sh≻(r,s)
f ◦ (x× y),
and a similar formula for ≺0. In the case of ·0, the sum described in Defini-
tion 6.1 is taken over all f ∈ Sh•(r, s).
The following result was proved in [2], we refer to it for the details of the
proof.
6.3. Proposition. For any q ∈ K, the space K[ST] with the operations ≻q,
·q and ≺q is a q-tridendriform algebra.
6.4. Notation. The q-tridendriform algebra (K[ST],≻q, ·q,≺q) described in
Definition 6.1 is denoted STqT .
The following result is also proved in [2].
6.5. Proposition. The q-tridendriform algebra STqT with the coproduct ∆,
described in Definition 4.1, is a conilpotent q-tridendriform bialgebra.
Note that the underlying coalgebra structure of STqT is ST , so the sub-
space of primitive elements of STqT is Prim(ST).
7. K[Irr] as a free GVq algebra
Our final goal is to exhibit a basis of STqT as a free q-tridendriform
algebra. The outline of the proof is similar to the one we used to construct
a basis of STD as a free dendriform algebra.
In the present section we show that the graded vector space K[Irr] admits
a structure of free GVq algebra and in the last section we prove that there
exists an isomorphism of GVq algebras from K[Irr] to Prim(ST).
7.1. Definition. Let x =
∏
j1<···<jλ(x)
x′ ∈ STrn and y =
∏
k1<···<kλ(y)
y′ be
two surjective maps. Define the product
x · y =
∏
j1<···<jλ(x)<k1+r<···<kλ(y)+r
x′ × y′.
It is easy to verify that · is associative.
We begin by constructing our basis.
Let Cn be the set of irreducible elements of STn defined recursively as
follows:
(1) C1 = ∅.
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(2) An element x ∈ Irrrn belongs to Cn if it fulfills one of the following
conditions:
i. there exist y ∈ Irrsm \ Cm and z ∈ ST
n−m
r−s such that x = y\z,
ii. there exists x1 ∈ STsm and x
2 ∈ STr−s+1n−m , such that x = x
1 · x2.
Note that, if x = (r, x(2), . . . , x(n)) ∈ STrn, then x = (1) ·(x|{2,...,n}) ∈ Cn.
And if x = (x(1), . . . , x(n− 1), r) ∈ STrn, then x = x|{1,...,n−1} · (1) ∈ Cn.
7.2. Example. (1) The element x = (2, 5, 1, 3, 5, 2, 4, 5, 4) belongs to C9
because it fulfills the third condition. Indeed, x1 = (2, 4, 1, 3, 2) ∈
ST45, x
2 = (1, 2, 1) ∈ ST23, and x = x
1 · x2.
(2) The element y = (4, 5, 2, 3, 1) belongs C5 as it verifies the second
condition, for x1 = (3, 4, 1, 2) and x2 = (1). Note that x1 /∈ C4.
7.3. Definition. An indecomposable map is an element x ∈ STrn such that
there do not exist surjective maps x1 and x2 satisfying that x = x1 · x2. We
denote by Indec the set of indecomposable elements of ST.
A standard argument shows that for any x ∈ ST there exist a unique
integer p ≥ 1 and unique indecomposable elements x1, . . . , xp such that
x2, . . . , xp are irreducible and x = x1 · . . . · xp.
For instance, the element x = (2, 3, 7, 1, 3, 4, 7, 5, 6, 7, 5) may be writ-
ten as x = (2, 3, 5, 1, 3, 4) · (1, 2, 3, 1), as (2, 3, 7, 1, 3) · (1, 4, 2, 3, 4, 2) or as
(2, 3, 7, 1, 3) · (1, 2) · (1, 2, 3, 1), but the unique decomposition with x2 irre-
ducible is the first one.
Let Bn be the set Irrn \ Cn, for n ≥ 1.
7.4.Definition. We have already introduced the product · on K[Irr]. Define
the operations M1n as follows:
(1) M1n(x; y1, . . . , yn) := x\(y1× . . .×yn), for any x ∈
⋃
n≥1 Bn and any
family of irreducible functions y1, . . . , yn.
(2) for an x ∈ Cn, we have two possibilities:
(a) If x is indecomposable, then x ∈ Bn or x = y\z, with y ∈ Bm
and z ∈ STn−m.
For x /∈ Bn, there exist unique irreducible functions z
1, . . . , zp
such that z = z1 × . . .× zp, and x =M1p(y; z
1, . . . , zp).
So, the element
M1n(x;w
1, . . . , wn) =M1n(M1p(y; z
1, . . . , zp);w1, . . . , wn)
is well defined applying Definition 2.3 and Lemma 2.5.
(b) If x = x1 · . . . · xp, for some xi ∈ STni and some p ≥ 2, then,
for each 1 ≤ i ≤ p, we may suppose that either xi ∈ Bni or
xi = yi\zi, with yi ∈ Bsi. Again, applying the definition of
GVq algebra, M1n(x;w1, . . . , wn) may be computed in terms of
products of elements of type M1lj (x
j ;wi1 , . . . , wij ) and wj .
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So, we have a natural structure of GVq algebra on K[Irr].
7.5. Proposition. The algebra K[Irr], with the structure described in Defi-
nition 7.4, is the free GVq algebra spanned by
⋃
n≥1 Bn.
Proof. Any element x ∈ Irr is written uniquely as a product x = x1 · . . . ·xp,
for p ≥ 1, with xi ∈
⋃
n≥1 Bn or x
i = M1ni(y
i; zi1, . . . , z
i
ni
), for all 1 ≤ i ≤ k.
So,
⋃
n≥1 Bn spans K[Irr] as a free GVq algebra. 
8. Freeness of STqT as a q-tridendriform algebra
Using Theorem 2.10 and arguments similar to those in section 5, we shall
prove that Prim(ST) is the free GVq algebra spanned by B, which implies
that STqT is the free q-tridendriform algebra spanned by B.
Again, define ψq : K[Irr] −→ Prim(ST) as the homomorphism of GVq
algebras defined by setting:
ψq(x) := E(x) =
∑
l
αlx
l,
for x ∈ B.
8.1. Theorem. The homomorphism ψq : K[Irr] −→ Prim(STqT ) is an iso-
morphism, for all q ∈ K.
The rest of this section is devoted to the proof of Theorem 8.1, which
implies that Prim(ST) is a free GVq algebra, and therefore that STqT is a
free q-tridendriform algebra.
As |Irrn| = dimK(Prim(ST)n), for n ≥ 1, it suffices to see that ψ
q|K[Irr]n
is surjective, or injective, for all n ≥ 1.
Consider the following subsets of the set IrrST :
• B is the basis.
• Br, is the set of elements of the form x = y\z, with y ∈ B, and
z ∈ ST. The set Br is the disjoint union
Br =
⋃
n≥0
Br(n),
where Br(n) the subset of elements such that |z| = n. For n = 0,
we have Br(0) = B.
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• Prod, is the set of decomposable elements of the form x = x1 · x2,
with x1 and x2 irreducible. Define
Prod(p) := {x ∈ Prod| such that x = x1 · . . . · xp, with xi ∈
⋃
l≥0
Br(l)},
so that Prod is the disjoint union of {Prod(p)}p≥2.
Note that, by the definition of B, we get that:
(1) Irr is the union of Br and Prod,
(2) B ∩
⋃
m≥1
Br(m) = ∅ and B ∩Prod = ∅.
Any element x =
∏
j1<···<jλ(x)
x′ in
⋃
m≥1
Br(m)n satisfies that x
−1({1}) ⊆
{jλ(x) + 1, . . . , n}.
On the other hand, if x =
∏
j1<···<jλ(x)
x′ ∈ Prod we have that x−1({1}) ⊆
{1, . . . , jλ(x) − 1}, which implies that Br ∩Prod = ∅.
Let us recall the definition of ψq(x) for x ∈
⋃
l≥1
Br(l) and x ∈ Prod. We
denote by ·ST (q) and M
ST (q)
1n the associative product and the brace opera-
tions defined on STqT .
8.2. Notation. As in section 5, for x ∈ Irr, we denote ψq(x) =
∑
ai 6=0
aixi.
For x ∈ Brn and l = (l1, . . . , lp), the element x
l belongs to STrn, which
implies that ψq(x) ∈ K[STrn].
For example,
• ψ((2, 3, 1)) = (2, 3, 1) − (2, 1, 3), ψ((1, 2, 1)) = (1, 2, 1) − (1, 1, 2),
• ψ((2, 3, 4, 1)) = (2, 3, 4, 1) − (2, 3, 1, 4),
• ψ((2, 4, 3, 1)) = (2, 4, 3, 1) − (2, 1, 4, 3) + (2, 1, 3, 4) − (2, 3, 1, 4).
Using Notation 3.8, we may describe easily ψ(x), for x ∈
⋃
l≥1
Br(l).
8.3. Notation. Let x1, . . . , xp be a collection of irreducible elements in ST,
with xj ∈ ST
rj
nj . For q ∈ K, we denote by:
(1) γ<q (x1, . . . , xp) the element:
(. . . ((x1<qx
2) <q . . . ) <q x
p =
∑
f∈SH<(r1,...,rp)
qs(f)f ◦ (x1 × . . . × xp),
(2) γ≻q (x1, . . . , xp) the element:
(. . . ((x1≻qx
2) ≻q . . . ) ≻q x
p =
∑
f∈SH≻(r1,...,rp)
qs(f)f ◦ (x1 × · · · × xp),
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(3) γ≺q (x1, . . . , xp) the element:
x1 ≺q (x
2 ≺q (. . . (x
p−1 ≺q x
p) . . . ))) =
∑
f∈SH≺(r1,...,rp)
qs(f)f ◦ (x1× . . .×xp).
Applying the formula of M
ST (q)
1n to an element x\y ∈ Br, for x ∈ B
r
n and
y = y1 × . . .× yp, with yj ∈ Irr, we get that:
(8.1)
ψq(x\y) =
p∑
j=0
(∑
ci,i1,...,ipγ
≺q (y1i1 , . . . , y
j
ij
) <q x
l ≺q γ
<q(yj+1ij+1 , . . . , y
p
ip
)
)
,
where ψq(x) =
∑
l alx
l, ψq(yj) =
∑
bij 6=0
bijy
j
ij
, and ci,i1,...,ip ∈ Z.
Using Notation 8.3, we rephrase formula (8.1) as follows:
(8.2)
ψq(x\y) =
p∑
j=0
(∑
cl,i1,...,iph◦(f ◦(y
1
i1
× . . .×yjij)×x
l×g◦(yj+1ij+1× . . .×y
p
ip
))
)
,
where the sum is taken over all f ∈ SH≺(ri1 , . . . , rij )
q, g ∈ SH<(rij+1 , . . . , rip)
s
and h ∈ SH(u, r, s) such that h(u) ≤ h(u+ r) and h(u+ r) > h(u + r + s),
for ykik ∈ ST
rik
nik
.
In a similar way, if x1, . . . , xp is a family of elements in Br, with p ≥ 2,
and x = x1 · . . . · xp ∈ Prod(p), then
(8.3) ψq(x) =
∑( ∑
f∈SH•(ri1 ,...,rip)
ci1...ipf ◦ (x
1
i1
× . . .× xpip)
)
,
where ψq(xj) =
∑
aij 6=0
aijx
j
ij
, with xjij ∈ ST
rij
nj , for 1 ≤ j ≤ p.
Reduction to the case q = 0
We want to see that if ψ0 is an isomorphism, then ψq is an isomorphism
too, for all q ∈ K. This result implies that the freeness of STqT is equivalent
to the freeness of ST0T , for any q ∈ K.
The proof of the following Lemma is immediate.
8.4. Lemma. Suppose that x1, . . . , xp is a family of surjective maps such that
xi ∈ STrini. For f ∈ SH(r1, . . . , rp), we get that the map f ◦ (x
1 × . . . × xp)
belongs to STsn, for s ≤ r1 + · · · + rp. Moreover, s = r1 + · · · + rp if,
and only if, f ∈ Sh(r1, . . . , rp). In particular, if f ∈ SH
•(r1, . . . , rp), then
s < r1 + · · ·+ rp.
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For all x ∈ Irrrn such that ψ
q(x) =
∑
ai 6=0
aixi, the elements xi ∈ ST
ri
n
satisfy that ri ≤ r. So, we may restrict ourselves to work with
∑
ri=r
ai 6=0
aixi
instead of ψq(x).
Note that for x ∈ Brn, the element ψ
q(x) =
∑
l αlx
l, with xl ∈ STrn, does
not depend on q.
Suppose that x = y\(z1 × . . . × zp), with y ∈ Bsm, z
j ∈ Irr
lj
nj such that
ψq(zj) =
∑
bij 6=0
bijz
j
ij
, for 1 ≤ j ≤ p. By a recursive argument, we may
assume that:
ψ0(zj) =
∑
lij
=lj
bij
6=0
bijz
j
ij
,
for 1 ≤ j ≤ p. So,
∑
ri=r
ai 6=0
aixi is taken over all xi satisfying that
xi = h ◦ (f ◦ (z
1
i1
× . . .× zkik)× y
l × g ◦ (zk+1ik+1 × . . . × z
p
ip
)),
with zjij ∈ ST
lj
nj , for 1 ≤ j ≤ p, f ∈ Sh
≺(l1, . . . , lk), g ∈ Sh
≻(lk+1, . . . , lp),
and h ∈ Sh(l1 + · · ·+ lk, s, lk+1 + · · ·+ lp) such that h(l1+ · · ·+ lk) < h(l1+
· · ·+ lk + s) and h(l1 + · · ·+ lk + s) > h(l1 + · · ·+ lp + s). The coefficient of
xi in ψ
q(x) being αlb
1
i1
· · · · · bpip . We get that
∑
ri=r
ai 6=0
aixi = ψ
0(x).
In a similar way, if x = x1 · . . . · xp, with xj ∈ Br
rj
nj , 1 ≤ j ≤ p, then the
unique elements xi which belong to ST
r
n are of the form
xi = f ◦ (x
1
j1
× . . . × xpjp),
with xkjk ∈ ST
rk
nk
, for 1 ≤ k ≤ p, and f ∈ Sh•(r1, . . . , rp).
As nj < n, we assume that ψ
0(xj) =
∑
rijj
=rj
bij
6=0
bijx
j
ij
, for 1 ≤ j ≤ p. So,
∑
ri=r
ai 6=0
aixi =
∑
bi1 · · · · · bip
(∑
f
f ◦ (x1j1 × . . .× x
p
jp
)
)
,
where ψ0(xj) =
∑
bij 6=0
bijx
j
ij
and f ∈ Sh•(r1, . . . , rp), which implies that∑
ri=r
ai 6=0
aixi = ψ
0(x).
The following Proposition is an immediate consequence of the above ar-
guments and of Remark 6.2.
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8.5.Proposition. If {ψ0(x) | x ∈ Irrn} is linearly independent in Prim(ST),
then {ψq(x) | x ∈ Irrn} is linearly independent in Prim(ST) too, for all
n ≥ 1 and all q ∈ K.
Note that, even if we have not specified it, the products ·ST and MST1n
depend on the tridendriform structure STqT considered. From now on, as
we have proved that it suffices to work with q = 0, the operations ·ST and
MST1n will be the ones defined in ST0T .
Reduction M
In Lemma 4.7 we proved that for any x ∈ STrn, and any family l =
(l1, . . . , lp), with 0 = l0 < l1 < · · · < lp < r, we have that M(x
l) ≤ M(x) for
the lexicographic order.
We want to prove that, for any x ∈ Irr such that ψ0(x) =
∑
ai 6=0
aixi, we
have that M(xi) ≤M(x) for the lexicographic order.
Clearly, the result holds for x ∈ B, since ψ0(x) =
∑
l αlx
l.
The proof of the following Lemma is easily obtained by mimicking the
proof of Lemma 5.9, because the arguments we used to prove it still apply
when we replace η by ψ0.
8.6. Lemma. Let x ∈ Irr such that ψ0(x) =
∑
ai 6=0
aixi. Any element xi
satisfies that M(xi) ≤ M(x) for the lexicographic order. Moreover, for x =
y\(z1 × . . .× zp), with y ∈ Bsm and z
1, . . . , zp irreducibles, if M(xi) = M(x),
then
xi = h ◦ (y
l × (g ◦ (z1i1 × . . .× z
p
ip
)),
for some family l such that M(yl) = M(y), g ∈ Sh≻(r1, . . . , rp) and h ∈
Sh≤(s, r1 + · · ·+ rp), where z
k ∈ Irrrknk is such that ψ
0(zk) =
∑
bik 6=0
bikz
k
ik
,
for 1 ≤ k ≤ p.
For an element x ∈ Prod, we have a similar result.
8.7. Lemma. Let x = x1 · . . . · xp such that xi ∈ Brrini, for 1 ≤ i ≤ p. If
ψ0(xj) =
∑
aij 6=0
aijx
j
ij
and f ∈ Sh•(r1, . . . , rp), then
M(f ◦ (x1i1 × . . .× x
p
ip
)) ≤M(x).
The equality holds if, and only if M(xjij ) = M(x
j), for 1 ≤ j ≤ p.
Proof. Denote w = f ◦ (x1i1 × . . . × x
p
ip
). It is easily seen that
M(w)j =


M(xpip), for j = λ(w),
M(xkik)l, for j = λ(x
1
i1
) + · · ·+ λ(xk−1ik−1) + l,
M(xkik)λ(xkik )
+M(xk+1ik+1), for j = λ(x
1
i1
) + · · ·+ λ(xkik).
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The result follows, by applying that M(xkik) ≤ M(x
k), 1 ≤ k ≤ p, and
using Lemmas 4.7 and 8.6. 
So, we get a second reduction. Let
ψM(x) :=
∑
M(xi)=M(x)
aixi,
where ψ0(x) =
∑
ai 6=0
aixi.
8.8. Proposition. If the set {ψM(x) | x ∈ Irr} is linearly independent in
ST, then {ψ0(x) | x ∈ Irr} is linearly independent in Prim(ST).
The image of Br under ψM
We want to prove that ψ0(Br(l)) ⊆ K[Red ∪
l⋃
i=0
Br(i)], where Red de-
notes the set of reducible elements. Our results are similar to the ones of
section 5, but in the tridendriform case.
8.9. Lemma. Let x ∈ Brn, y ∈ ST
s
m and f ∈ Sh(r, s). If f 6= ǫ(r, s), then
f ◦ (x× y) ∈
m−1⋃
l=0
Br(l).
Proof. Suppose that x =
∏
j1<···<jλ(x)
x′ and f =
∏
r f
′, with f ′ ∈ Sh(r−1, s).
We have that f ◦ (x× y) =
∏
j1<···<jλ(x)
f ′ ◦ (x′ × y).
If f ◦ (x× y) is reducible, then f ◦ (x× y) = h1 × h2, with |h1| < j1. So,
x = f ◦ (x× y)|{1,...,n} = h
1 × (h2|{1,...,n−|h1|}),
which is false since x is irreducible.
If f ◦ (x× y) ∈ Prod, then f ′ ◦ (x′× y) = h1×h2, with |h1| < jλ(x)−λ(x).
So,
x = f ◦ (x× y)|{1,...,n} =
∏
j1<···<jλ(x)
h1 × (h2|{1,...,n−|h1|}),
which does not happen because x /∈ Prod.
Suppose that f ◦ (x × y) ∈ Br(l), that is f ◦ (x × y) = z\w, with z ∈ B
and w ∈ ST with |w| = l. Again, we have that
x = f ◦ (x× y)|{1,...,n} = (z\w)|{1,...,n},
which implies that |z| ≥ n, otherwise, x = z\(w|{1,...,n−|z|}) is not in B.
We want to see that |z| > n. If |z| = n, then
f ◦ (x× y)(i) =
{
f(x(i)) = z(i) + p, for 1 ≤ i ≤ n
f(y(i−n) + r) = w(i−n), for n+ 1 ≤ i ≤ n+m,
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where w ∈ STpl .
But x({1, . . . , n}) = {1, . . . , r} and y({1, . . . ,m})+r = {r+1, . . . , r+s)},
which implies that
f({1, . . . , r}) = {p+ 1, . . . , p+ r} and f({r + 1, . . . , r + s}) = {1, . . . , p}.
As the unique f ∈ Sh(r, s) satisfying this condition is f = ǫ(r, s), the proof
is over. 
8.10. Lemma. Let x ∈ Redrn, y ∈ ST
s
m and f ∈ Sh
≺(r, s). The surjection
f ◦ (x× y) belongs to Red ∪
m−1⋃
l=0
Br(l).
Proof. We have to check that f ◦ (x× y) /∈ Prod ∪
⋃
l≥m
Br(l).
Let x = x1×x2, for x1 ∈ STr1n1 and x
2 ∈ Irrr2n2 such that x
2 =
∏
j1<···<jλ(x2)
x2
′
.
We have that
f ◦ (x× y) =
∏
j1<···<jλ(x2)
f ′ ◦ (x1 × x2
′
× y),
with f ′ ∈ Sh(r−1, s).
Suppose that f ◦(x×y) ∈ Prod. In this case, f ′ ◦(x1×x2
′
×y) = h1×h2,
with |h1| < jλ(x2)−k, which implies that f
′(i) < f ′(j), for i ≤ j1 and all
j ≥ r. Using that f ′(1) < · · · < f ′(r−1), we get that f ◦ (x× y) is reducible.
So, f ◦ (x× y) /∈ Prod.
If f ◦ (x× y) = z\w, with z ∈ B, then |z| > n because all the elements of
the set {f(x(1)), . . . , f(x(n1))} are smaller than all the elements of the set
{f(x(n1 + 1)), . . . , f(x(n))}, and therefore |w| < m, which ends the proof.

Let x ∈ Brn and y = y
1 × . . . × yp ∈ STsm, with y
j ∈ Irr
sj
mj , 1 ≤ j ≤ p.
Suppose that ψ0(yj) =
∑
b
j
k
6=0
bjky
j
k, with y
j
kj
∈ ST
sj
mj .
We proved in Lemma 8.6 that, for ψ0(x\y) =
∑
ci 6=0
ciwi, the unique
elements wi such that M(wi) = M(x\y) are of the form
wi = f ◦ (x
l × g ◦ (y1k1 × . . .× y
p
kp
)),
with M(xl) = M(x), for some f ∈ Sh≺(r, s) and g ∈ Sh≻(s1, . . . , sp).
As x ∈ B, either xl = x or xl is reducible. In the second case, applying
Lemma 8.10, we get that wi ∈ Red ∪
m−1⋃
l=0
Br(l).
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On the other hand, if f 6= ǫr,s, Lemma 8.9 implies that the element wi
belongs to Red ∪
m−1⋃
l=0
Br(l).
The argument above proves the following result.
8.11. Proposition. Let x be an element in Bn and let y = y
1× . . .× yp be a
surjective map in STn, with y
1, . . . , yp irreducibles. Suppose that ψ0(yj) =∑
b
j
kj
6=0
bjkjy
j
kj
.
If ψM(x\y) =
∑
ci 6=0
ciwi, then an element wi which is not of the form
wi = x\(g ◦ (y
1
k1
× . . .× ypkp)),
for some g ∈ Sh≻(s1, . . . , sp), satisfies that wi ∈ Red ∪
m−1⋃
l=0
Br(l).
8.12. Definition. Let x = y\z , with y ∈ Bn and z = z
1 × . . . × zp ∈ STm,
such that zj ∈ Irrmj . Define
ψBr(x) := y\ω
≻(ψ0(z1), . . . , ψ0(zp)) =
∑
ci1...ik(
∑
f∈Sh≻(s1,...,sj)
y\f◦(z1i1×. . .×z
p
ip
),
where ψ0(zj) =
∑
aij 6=0
aijz
j
ij
, and ci1...ik = ai1 . . . aip .
Propositions 8.8 and 8.11 imply the following result:
8.13. Corollary. (1) The image of Br under ψM is a subspace of K[Red∪
Br].
(2) If the set {ψBr(x) | x ∈ Br} is linearly independent in K[Red ∪Br],
then {ψ0(x) | x ∈ Br} is linearly independent in Prim(ST).
The image of Prod under ψM
Given elements xi =
∏
ji1<···<j
i
λ(xi)
xi
′
∈ STrini , for 1 ≤ i ≤ p, recall that
x1 · . . . · xp =
∏
j11<···<j
p
λ(xp)
+n1+···+np−1
(x1
′
× . . .× xp
′
).
For p ≥ 2, Prod(p) is the set of elements x = x1 · . . . · xp ∈ Irr such that
xi ∈ Br, 1 ≤ i ≤ p.
We want to give a description of the image
ψM(x
1 ·ST . . . ·ST xp) = ψM(x
1) ·ST . . . ·ST ψM(x
p),
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where x1 ·ST . . . ·ST xp =
∑
f
∏
j11<···<j
p
λ(xp)
+n1+···+np−1
f ◦ (x1
′
× . . . × xp
′
), and
the sum is taken over all f ∈ Sh(r1−1, . . . , rp−1).
The following result completes the ones of Lemmas 8.9 and 8.10.
8.14. Lemma. Let x ∈ Indec and y ∈ STsm be surjective maps, and let
f ∈ Sh≺(r, s). The element f ◦ (x× y) is indecomposable.
Proof. The result has been proved for x ∈ Red ∪ B. Suppose that x =∏
j1<···<jλ(x)
x′ is indecomposable and x /∈ Red ∪ B. We have that:
(1) 1 < j1 and λ(x) < n,
(2) if x′ = x1 × x2, then x1 is irreducible and |x1| > jλ(x)−λ(x),
(3) f ◦ (x× y) =
∏
j1<···<jλ(x)
f ′ ◦ (x′ × y), with f ′ ∈ Sh(r−1, s).
Note that f ◦ (x× y) /∈ Indec if, and only if, f ′ ◦ (x′ × y) = z1 × z2 with
j1−1 < |z
1| ≤ jλ(x)−λ(x).
As f ′(1) < · · · < f ′(r−1), we get that
x′ = std(f ′ ◦ (x′ × y)|{1,...,n−λ(x)}) =
std(z1 × z2)|{1,...,n−λ(x)} = z
1 × std(z2|{1,...,n+m−λ(x)−|z1|}),
which implies |z1| ≥ n + m−λ(x) > jλ(x)−λ(x), in contradiction with the
fact that |z1| ≤ jλ(x)−λ(x). So, f ◦ (x× y) is indecomposable. 
8.15. Proposition. For any surjective map x ∈ Br, the element ψM(x)
belongs to K[Indec].
Proof. Suppose that x =
∏
j1<···<jλ(x)
x′ ∈ Brn, and that l = (l1, . . . , lp) is
a family of positive integers 1 ≤ l1 < · · · < lp < r. The element x
l is
decomposable if, and only if, x|{lp+1,...,r} is decomposable.
As x ∈ Indec, we get that x−1({1, . . . , lp}) ∩ {j1 + 1, . . . , n} 6= ∅, and
therefore Lemma 4.7 implies that M(xl) < M(x).
Let x = y\z be an element in Br(l), for l ≥ 1, and suppose that ψM(x) =∑
ai 6=0
aixi. For any i, we know that
xi = h ◦ (y
l × z),
for some l such that M(yl) = M(y), some element z ∈ ST and some h ∈
Sh≺(s, r − s), where y ∈ Bsm.
As yl ∈ Indec, applying Lemma 8.14 we get that xi is indecomposable.
8.16. Remark. Let x =
∏
j1<···<jλ(x)
x′ be an indecomposable surjection,
there exist unique elements y, z and w such that:
(1) y,w ∈ ST ∪ {1K} and z ∈ Irr,
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(2) x =
∏
j1<···<jλ(x)
(y × z × w),
(3) 0 ≤ |y| < j1−1 and 0 ≤ |w| < n−jλ(x).
If x is irreducible, then y = 1K.
8.17. Example. Let x = (2, 1, 5, 7, 3, 7, 3, 4, 5, 6), we have that y = (2, 1),
z = (3, 1, 1, 2, 3) and w = (1).
8.18.Remark. Note that if f =
∏
r1<···<r1+···+rp
f ′ and g =
∏
r1<···<r1+···+rp
g′
are two elements in Sh•(r1, . . . , rp), then f < g for the weak Bruhat order
in ST if, and only if, f ′ < g′ for the weak Bruhat order on Sr1+···+rp−p.
For any positive integer λ and any m = (m1, . . . ,mp), p ≥ 1, we denote
by STλ,m the set of x ∈ ST such that λ(x) = λ and M(x) = m. Define the
order ≤wB on Prod(p)λ,m as the transitive relation spanned by:
g ◦ (x1 × . . .× xp) ≤wB f ◦ (x
1 × . . .× xp),
for any pair of permutations f and g in Sh•(r1, . . . , rp) such that f ≤ g for
the weak Bruhat order, where xj ∈ Br
rj
nj , 1 ≤ j ≤ p.
The order ≤wB is well defined on Prod(p)λ,m by Proposition 3.14.
8.19. Proposition. Let x1, . . . , xp be a collection of maps, with xi ∈ Indecrini
for 1 ≤ i ≤ p, and let f ∈ Sh•(r1, . . . , rp).
(1) If there exist surjections y1, . . . , yq such that f ◦ (x1 × . . . × xp) =
y1 · . . . · yq, then q ≤ p.
(2) If f ◦ (x1 × . . .× xp) = y1 · . . . · yp, with yj ∈ Irr for 2 ≤ j ≤ p, then
one of the following conditions is satisfied:
(a) f =
∏
r1<···<r1+···+rp
1r1+···+rp−p and x
1 · . . . · xp = y1 · . . . · yp,
(b)
∏
r1<···<r1+···+rp
1r1+···+rp−p < f for the weak Bruhat order, and
therefore x1 · . . . · xp < y1 · . . . · yp for the order <wB,
(c) f =
∏
r1<···<r1+···+rp
1r1+···+rp−p and (|y
p|, . . . , |y1|) < (|xp|, . . . , |x1|)
for the lexicographic order.
Proof. For xi =
∏
ji1<···<j
i
λ(xi)
xi
′
and fr1<···<r1+···+rp =
∏
f ′, we get that
f ◦(x1×. . .×xp) =
∏
j11<···<j
1
λ(x1)
<j21+n1<···<j
p
λ(xp)
+n1+···+np−1
f ′◦(x1
′
×. . .×xp
′
).
We proceed by induction on p. For p = 1, the result is immediate.
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Suppose that p ≥ 2, and that yj =
∏
l
j
1<···<l
j
λ(yj)
yj
′
∈ ST
sj
mj , for 1 ≤ j ≤ q.
I) If mq ≤ np, then λ(y
q) ≤ λ(xp). We have to consider two cases:
(1) if λ(yq) < λ(xp), there exists 1 < k0 ≤ n−mq such that:
xp = (y1 · . . . · yq−1)|{k0,...,n−mq} · y
q,
which is impossible because xp is indecomposable.
(2) if λ(yq) = λ(xp), then either xp = yq, or there exists z ∈ STnp−mq
such that xp = z × yq.
Note that if xp is irreducible, then the unique possibility is xp =
yq, but we only assume that xp is indecomposable.
If xp = yq, then yq ∈ ST
rp
np ,
f1 ◦ (x
1 × . . .× xp−1) = y1 · . . . · yq−1,
where f1 := f |{1,...,r1+···+rp−1} ∈ Sh
•(r1, . . . , rp−1). Applying a re-
cursive argument, we get that:
(a) q ≤ p,
(b) when q = p,
(i) if 1r1+···+rp−1−p+1 < f
′
1, then x
1 · . . . · xp < y1 · . . . · yp,
because 1r1+···+rp−p < f
′.
(ii) if f ′1 = 1r1+···+rp−1−p+1, then (|y
p−1|, . . . , |y1|) < (|xp−1|, . . . , |x1|).
So, we get that f ′ = 1r1+···+rp−p and (|y
p|, . . . , |y1|) <
(|xp|, . . . , |x1|).
Otherwise, suppose xp = z × yq is reducible, with |z| > 0. We
get that f ′ = f ′|{1,...,r−sp−p+1}× 1sp−1. There exists a unique way to
write down:
f ′|{1,...,r−sp−p+1} = f2 ◦ (1r1+···+rp−2−p+2 × f3),
for a pair of surjective maps f2 ∈ Sh(r1−1, . . . , rp−2−1, rp−1 + rp−sq−1)
and f3 ∈ Sh(rp−1−1, rp−sq).
Define the element x˜p−1 := (
∏
rp−1
f3) ◦ (xp−1 × z). We get that:
(
∏
r1<···<r1+···+rp−1
f2) ◦ (x
1 × . . .× xp−2 × x˜p−1) = y1 · . . . · yq−1,
with
∏
r1<···<r1+···+rp−1
f2 ∈ Sh
•(r1, . . . , rp−2, rp−1 + rp−sp), and
∏
rp−1
f3 ∈ Sh
≺(rp−1, rp−sp).
From Lemma 8.14, we get that x˜p−1 ∈ Indec. A recursive argument
states that q ≤ p.
If q = p, as |yp| < |xp|, we get that (|yp|, . . . , |y1|) < (|xp|, . . . , |x1|).
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II) Suppose that np < mq. Let k0 ≤ p−1 be the minimal integer such
that n1 + · · ·+ nk0 > n−mq. We have to consider two cases:
(1) when mq = nk0 + · · ·+ np, we get that
f |{1,...,r1+···+rk0−1} ◦ (x
1 × . . . × xk0−1) = y1 · . . . · yq−1.
Applying a recursive argument, we get that q−1 ≤ k0−1 < p−1, so
q < p and the result is proved.
(2) when mq = l + nk0+1 + · · · + np, for 1 ≤ l < nk0 , as x
k0 is inde-
composable we get that there xk0 =
∏
j
k0
1 <···<j
k0
λ(xk0)
xk
′
0×z, for some
0 < nk0 + · · ·+ np−mq = |z| < nk0−j
k0
λ(xk0 )
.
Consider the element x˜k0 := xk0 |{1,...,nk0+···+np−mq} ∈ ST
l
nk0+···+np−mq
,
for some l ≥ 1. We get that
f |{1,...,r1+···+rk0−1+l} ◦ (x
1 × . . .× x˜k0) = y1 · . . . · yq−1.
So, q−1 ≤ k0 ≤ −1 by inductive hypothesis, which implies that if
k0 < p−1, then q < p and the proof is over for this case.
To end the proof, assume that k0 = p−1. As y
q is irreducible, we
have that:
yq
′
= f ′|{r1+···+rp−1−p−l+2,...,r1+···+rp−p} ◦ (z × x
p′),
where 1l+rp−1 < f
′|{r1+···+rp−1−p−l+2,...,r1+···+rp−p}.
Moreover, we get that∏
r1<···<r1+···+rp−1
f ′|{1,...,r1+···+rp−1−l−p+1} ◦ (x
1 × . . .× x˜p−1) = y1 · . . . · yq−1.
So, by recursive hypothesis, q ≤ p, and we have that 1r1+···+rp−p < f
′,
which ends the proof.

8.20. Definition. For x ∈ Prod(p) such that ψM(x) =
∑
ai 6=0
aixi, define
ψM1(x) :=
∑
xi∈Prod(p)
ai 6=0
aixi,
where the sum is taken over all the terms xi appearing in ψM(x) such that
xi ∈ Prod(p).
Proposition 8.19 implies that if the set
{ψM1(x) | x = x
1 · . . . · xp, xj ∈ Br for 1 ≤ j ≤ p}
is linearly independent, then {ψM(x) | x = x
1 ·. . . ·xp, xj ∈ Br for 1 ≤ j ≤ p}
is linearly independent, too.
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For the next reduction, we need some additional results.
8.21. Lemma. Let x =
∏
j1<···<jλ(x)
x′ ∈ Brrn and let l = {1 ≤ l1 < · · · <
lp < r} be such that x
−1({1, . . . , lp}) ⊆ {1, . . . , j1− 1}. Given a permutation
f ∈ Sh≻(lp, r−lp), the element f ◦(x|
{1,...,l}×. . .×x|{lp−1+1,...,lp}×x|{l+1,...,r})
is different to x.
Proof. In order to simplify notation, we assume that p = 1, the proof of the
general case is identical.
For 1 ≤ l < r− 1, suppose that the set x−1({1, . . . , l}) = {k1 < · · · < ks},
for ks < j1 − 1.
Let h1 be the minimal element such that q1 = x(h1) = max{x({1, . . . , ks})}.
As is is irreducible, we know that h1 exists and is smaller than ks, and there
exists at least one h2 > ks such that x(h2) = q2 ≤ q1.
Let f ∈ Sh(l, r−l).
If f(l) < q1, then the minimal element of (f ◦ (x|
{1,...,l} × x|{l+1,...,r}))−1(q1)
is h1 +m1, where m1 is the cardinal of {ki | ki > h1}.
So, f ◦ (x|{1,...,l} × x|{l+1,...,r}) 6= x.
For f(l) ≥ q1, let m2 be the number of elements 1 ≤ j < h2 such that
x(j) > q2, and let m3 ≥ 1 be the number of elements 1 ≤ i ≤ s such that
f(x(ki)) ≥ q1. It is clear that the cardinal of the set
{j | 1 ≤ j < h2 such that f ◦ (x|
{1,...,l} × x|{l+1,...,r})(j) > f ◦ (x|{1,...,l} × x|{l+1,...,r})(h2)}
is greater or equal to m2+m3, which implies that f ◦ (x|
{1,...,l}×x|{l+1,...,r})
is different to x. 
8.22. Theorem. Let x1, . . . , xp be a family of elements such that xj ∈ Br
rj
nj ,
1 ≤ j ≤ p, and x = x1 · . . . · xp ∈ Prod(p)λ,m.
If ψM1(x
1 · . . . · xp) =
∑
au 6=0
auwu, then
(1) there does not exist an element wu such that wu <wB x
1 · . . . · xp,
(2) if wu = y
1 · . . . · yp ∈ Prod(p) is a minimal element for ≤wB,
and wu 6= x
1 · . . . · xp, then (|yp|, . . . , |y1|) < (|xp|, . . . , |x1|) for the
lexicographic order.
Proof. (1) For p = 1, the result is clear.
Let ψM(x
k) =
∑
aik 6=0
aikx
k
ik
, for k = 1, . . . , p. We need to prove that for
any collection of elements x1i1 , . . . , x
p
ip
and any f ∈ Sh•(r1, . . . , rp), we have
that f ◦ (x1i1 × . . .× x
p
ip
) 6<wB x
1 · · · · · xp.
The permutation f ′ ∈ Sh(r1−1, . . . , rp−1) may be written in a unique
way as
f ′ = f2 ◦ (f1 × 1rp−1) ∈ Sh(r1−1, . . . , rp−1),
where f1 ∈ Sh(r1−1, . . . , rp−1−1) and f2 ∈ Sh(r1 + · · · + rp−1−p+ 1, rp−1).
Applying recursive hypothesis, we know that
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∏
r1<···<r1+···+rp−1
f1 ◦ (x
1
i1
× . . .× xp−1ip−1) 6<wB x
1 · · · · · xp−1.
So, it suffices to prove the result assuming that x1 ∈ Prod(p−1) and
x2 ∈ Br.
Applying Remark 8.16, the element wu = f ◦ (x
1
i1
× x2i2) satisfies that
x1i1 =
∏
j11<···<j
1
λ(x1)
(w1 × z1) and x2i2 =
∏
j21<···<j
2
λ(x2)
(y2 × w2),
where |z1| < n1−jλ(x1), |y
2| < j21−1 and f ∈ Sh
•(r1, r2).
We want to prove that in any case, whenever f ◦ (x1i1 × x
2
i2
) = x1 · x2, for
x1 in Prod(p−1) and x2 ∈ Br , we have g ◦ (x1 · x2) 6= x1 · x2.
For elements f =
∏
r1<r1+r2
f ′, w1 ∈ STs1m1 , z
1 ∈ STr1−s1−1m1 and y
2 ∈
STs2m2 , we have that.
(1) If f ′(s1) > f
′(r1 + s2), then f ◦ (x
1
i1
× x2i2) belongs to Prod(p−1).
(2) If f ′(r1) < f
′(s1) and f
′(r1−1) < f
′(r1 + s2), then:
(a) x1 =
∏
j11<···<j
1
λ(x1)
(f ′1 ◦ (w
1 × z1 × y21)× y
2
2), with y
2 = y21 × y
2
2
and f ′1 ∈ Sh(r1−1, l1),
(b) x2 =
∏
j21<···<j
2
λ(x2)
w2.
(3) If f ′(r1) < f
′(s1) and f
′(r1 + s2) < f
′(r1 − 1), then f ◦ (x
1
i1
× x2i2)
belongs to Prod(p−1).
(4) If f ′(s1) < f
′(r1) and f
′(r1 + s2) < f
′(r1 − 1), then
(a) x1 =
∏
j11<···<j
1
λ(x1)
(w1 × z11), with z
1 = z11 × z
1
2 ,
(b) x2 =
∏
j21<···<j
2
λ(x2)
f ′2 ◦ (z
1
2 × y
2 × w2), with f ′2 ∈ Sh(l2, r2−1).
(5) If f ′(r1−1) < f
′(r1 + s1), then
(a) x1 =
∏
j11<···<j
1
λ(x1)
(w1×f ′3◦(z
1×y2)), with f ′3 ∈ Sh(r1−s1−1, s2),
(b) x2 =
∏
j21<···<j
2
λ(x2)
w2.
The unique cases where f ◦ (x1i1 × x
2
i2
) is the product · of p elements are
(2), (4) and (5).
Suppose now that we have xk =
∏
jk1<···<j
k
λ(xk)
xk
′
∈ STvkqk , for k = 1, 2,
and g ∈ Sh•(v1, v2).
If |x1| < n1, then x
2 must be reducible in order to get g◦(x1×x2) = x1 ·x2
but x2 is irreducible, so in the case (4) there is no solution.
In case (2), we have that if g ◦(x1×x2) = x1 ·x2, then n2 ≤ n2−m2+ |y
2
2|,
but |y22 | < m2, and there does not exist a solution.
In (5), we need that f ′3 ◦ (z
1 × y2)) = t1 × t2, with |t2| = |y2| = m2. But
if f ′3 is not the identity, then f
′
3 ◦ (z
1× y2) cannot be decomposed as t1× t2,
with |t2| = m2.
If f ′3 is the identity, then we need that x2 = g1 ◦ (y2 × x2).
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As x2 = y\w is in Br, there exists l = (1 ≤ l1 < · · · < lp) such that
y2 = y|{1,...,l1}× . . .× y|{lp−1,...,lp}. But, from Lemma 8.21, we get that there
does not exist g1 such that x
2 = g1 ◦ (y
2×x2), which ends the proof of point
(1).
(2) Applying the same argument that in point (1), it suffices to prove the
assertion for x1 ∈ Prod(p−1) and x2 ∈ Br.
Suppose that x1 and x2, are such that ψM(x
1) =
∑
ai 6=0
aix
1
i and ψM(x2) =∑
bj 6=0
ajx
2
j .
We have that wu = f ◦ (x
1
l × x
2
k) = w1 · w2, for some pair l, k and
f ∈ Sh•(r1, r2).
Let
(1) x1l =
∏
j1<···<jλ(x1)
(x′l × z1), for 0 < |z1| < n1 − jλ(x1),
(2) x2k =
∏
h1<···<hλ(x2)
(y2 × x
′
k), for 0 ≤ |y2| < h1 − 1.
As |xk2| = |x2|, if |x
k
2 | ≤ |w2|, then
w2 = f |{k+1,...,r1+r2−2} ◦ (z12 × x
2′
k ),
where z1 = z11 × z12, k + 1 ≤ r−1 and f
′ ∈ Sh(r1−k−1, r2 − 1).
As w2 is irreducible, we get that f
′ 6= 1r1+r2+−k−2 is not the identity, and
therefore x1l 1 · x
2
k <wB w1 · w2. So, wu is not minimal. 
Applying Theorem 8.22, let
ψProd(x1 · . . . · xp) :=
∑
wu minimal for ≤wB
au 6=0
auwu,
where ψM1(x1 · . . . · xp) =
∑
au 6=0
auwu. We have that:
(1) ψProd(x1 · . . . · xp) = x1 · . . . · xp + . . . ,
(2) if wu = y1 · . . . ·yp ∈ Prod(p) is minimal and different from x1 · . . . ·xp,
then (|yp|, . . . , |y1|) < (|xp|, . . . , |x1|) for the lexicographic order,
(3) if the set {ψProd(x) | x ∈ Prod} is linearly independent, then the
{ψM(x) | x ∈ Prod} is linearly independent, too.
Finally, applying Proposition 8.19 to x = x1 · . . . · xp ∈ Prod(p), we get
that:
ψProd(x) =
∑
ai 6=0
aiwi,
with wi = y
1
i · . . . · y
p
i ∈ Prod(p) such that (|y
p
i |, . . . , |y
1
i |) < (|x
p|, . . . , |xp|)
for the lexicographic order. So, if the set {x1 · . . . · xp | x1, . . . , xp ∈ Br} is
linearly independent for any integer p ≥ 2, we get that
{ψ0(x1 · . . . · xp) | x1, . . . , xp ∈ Br, p ≥ 2}
is linearly independent, too.
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Proof of Theorem 8.1
In the previous section, we have shown that we may restrict ourselves to
prove that ψ0 : K[Irr] −→ Prim(STqT ) is an isomorphism.
We have that Irr is the disjoint union ofBr and Prod. Moreover, we have
that E(Irr) = Prim(ST) by Remark 4.5. Let us describe the framework of
our proof.
As E(x) − x belongs to K[Red], for all x ∈ B, it is immediate that
{ψM(x) | x ∈ B} is linearly independent in Prim(ST).
Corollary 8.13 shows that ψM(Br) ⊆ K[Br]. We shall prove first that
{ψBr(x) | x ∈ Br} spans K[Br], which implies that both sets {ψM(x) | x ∈
Br} and {ψ0(x) | x ∈ Br} are linearly independent in K[Br].
Using the result above, it is immediate to see that the set
ψM(Br)
•
n := {ψM(x1) · . . . · ψM(xp) | xj ∈ Brnj , 1 ≤ p ≤ n and
p∑
j=1
nj = n},
is linearly independent. To end the proof, we show that the spaces spanned
by the sets ψM(Br)
•
n and ψM(Irrn) are equal, for all n ≥ 1. We proceed by
induction on n.
For n = 1 and n = 2, the result is evident.
For n ≥ 3, from Corollary 8.13, we know that if {ψBr(x) | x ∈ Brm} and
{ψ0(x) | x ∈ Prodm} are linearly independent for all m < n, hence the set
{ψ0(x) | x ∈ Irrm} is linearly independent in K[STm], for all m < n.
So, the image of the subspace
n−1⊕
m=1
K[Irrm] under ψ
0 spans the subspace
n−1⊕
m=0
Prim(ST)m.
8.23. Step Br. We proceed as in Section 5.
By induction, we assume that {ψ0(x) | x ∈ Irrm, for m < n} spans
Prim(ST)<n :=
n−1⊕
j=1
Prim(ST)j .
Applying Proposition 2.8 we get that
n−1⊕
j=1
K[STj ] ⊆
n−1⊕
j=1
ω≻
(
Prim(ST)<n
⊗j).
So, the set
⋃
x∈B≤n
{x\(ω≻
(
Prim(ST)<n
⊗j))} spans n⋃
j=0
K[Brj ], which im-
plies that {ψBr(x) | x ∈ Br and |x| ≤ n} is linearly independent in K[ST].
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Therefore, the set {ψ0(x) | x ∈ Br and |x| ≤ n} is linearly independent in
Prim(ST). ,
8.24. Step Prod. We need to prove that for any p ≥ 2, the set
{x1 · . . . · xp | x1, . . . , xp ∈ Br}
is linearly independent, which is obviously true.
Final comment. In order to simplify notation, our definitions of q-dendriform
algebra, brace algebra and GVq algebra were given in the non-graded case.
A graded version of these notions is obtained just applying the Koszul sign
convention, and our results still hold. In particular, F. Chapoton’s operad
of K-algebras in [3], which is described by permutohedra, coincides with a
differential graded version of 0-tridendriform algebras, such that the degree
of the operations ≻ and ≺ is 1 while the degree of the associative product
· is 0. As 0-tridendriform is non symmetric, the unique relation which is
modified by Koszul’s sign in Definition 2.1 is:
x · (y ≻ z) = (−1)|y|(x ≺ y) ≻ z.
In this case, the coboundary map of the permutohedra is described as the
unique differental map ∂ of degree −1 such that:
(1) ∂(x ≻ y) = ∂(x) ≻ y + (−1)|x|x ≻ ∂(y)− (−1)|x|+1x · y,
(2) ∂(x · y) = ∂(x) · y + (−1)|x|+1x · ∂(y),
(3) ∂(x ≺ y) = ∂(x) ≺ y + (−1)|x|x ≻ ∂(y)− (−1)|x|x · y,
for homogeneous elements x, y, z ∈ ST.
In this case, our result implies that the GV0 algebra structure on Prim(ST)
equipped with the coboundary map of the permutohedra, is a free cacti al-
gebra (see for instance [5]) on the base B.
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