Linear realization of finite automata  by Reusch, Bernd
JOURNAL OF COMPUTER AND SYSTEM SCIENCES 15, 146--168 (1977) 
Linear Realization of Finite Automata 
BERND REUSCH 
Universit~'t Dortmund, Lehrstuhl Informatik I, Postfach 500 500, 4600 Dortmund-50, West Germany 
Received December  15, 1975; revised October 20, 1976 
Th is  paper presents a method for linear realization of automata when such exists. 
The  basic tools employed are indexed partit ions (as a way of writ ing certain mappings) 
and predecessor operations. The  indexed partit ions are studied in some detail and their 
connection to codes is explained. The  method itself is simple and straightforward and 
contains no search steps. Only standard techniques of linear algebra, such as solving linear 
equations, are used. Examples are given to show the advantage of our method  compared 
with previously known ones. 
The theory of linear automata has attracted people at least since the publications 
of Huffman [17, 18] and special properties of linear automata re given in many papers. 
Most of them are summarized in books [8, 10, 22]. The problem whether an automaton 
can be represented by a linear one if given in some other form was introduced quite 
early. Elspas [6] was one of the first to attack the problem by using special properties 
of the state graphs of linear automata. Many others followed that line, like Kandzia 
[19], Wang [30], Yau and Wang [31], Srinivasan [27], Gill in many papers which are 
summarized in [8] and quite a number of others. Several other techniques are used 
by Cohn and Even [1], Marino [20], Hartmanis [13], Gill [9], and others, some of which 
are summarized by Davis in [3]. All of the mentioned papers put restrictions on the 
automata or the underlying field and most of them use some search technique. 
Our paper belongs to a series of publications which have their roots in a paper of 
Davis and Brzozowsky [4]. They for the first time used partitions to find linear realizations 
of permutation automata over GF(2) = {0, 1}. Starting from their ideas the author 
developed the concept of ordered or indexed partitions and in [21] gave an algorithm 
for linear realization of arbitrary finite automata over arbitrary GF(p). This algorithm 
included some searching and in [22] the algorithm was improved. In the meantime 
Walter [29] noticed that indexed partitions were nothing but a way of writing certain 
mappings and used this knowledge to simplify notation and give an algorithm based 
on [22]. He even did the job for arbitrary rings with unit at no extra cost. Walter's 
remark was used in [24] to extend the necessary and sufficient conditions for linearity 
over a field in [23] to necessary and sufficient conditions for linearity over rings (even 
infinite). The last paper in that line known to the author is [5], where Eichner reformulates 
more or less the results of [24] for fields and uses the ideas of [22, 23, 24] to solve the 
question for the possible underlying fields. Stucky [28] also worked on this problem 
and got partial results using a different approach. 
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This paper may be viewed a step in the line of [14, 21]. We give a complete theory 
and a simple algorithm for linear realization of finite automata over a given finite field. 
In Section 1 we state our problem carefully, since there is some confusion about defini- 
tions, as can be learned from [14]. 
1. STATEMENT OF THE PROBLEM 
In this section we want to give some basic definitions and facts which are used in 
the sequel. 
DEFINITION 1.1. M = (X, S, Y, 8, A) is a finite automaton if
(1) X, S, Y are finite nonempty sets; 
(2) 3 and A are mappings 
y a S•  
The mappings 3 and A are extended to range over S • X + in the usual way, where 
X-~ is the set of all nonempty finite strings (or words) of symbols from X. This extension 
as well as terms like "homomorphism, isomorphism, equivalence, reduced, sub- 
automaton" etc., may be found in any standard textbook on automata theory. 
There are three types of realizations, which may be distinguished in our context 
(see [14] for further discussion). 
DEFINITION 1.2. (1) M '  is a realization of M, if M' has a subautomaton M" which 
is equivalent o M. 
(2) M '  is a homomorphic realization of M, if M '  has a subautomaton M" such 
that M is a homomorphic image of M". 
(3) M '  is an isomorphic realization of M, if M '  has a subautomaton M" which 
is isomorphic to M. 
If M is reduced and M'  is a realization of M, then M'  is a homomorphic realization 
of M. For the special case of linear realization we can even restrict ourselves to isomorphic 
realizations. 
DEFINITION 1.3. 
(1) 
(2) 
M = (X, S, Y, 8, A) is a linear automaton over the finite field K if 
X, S and Y are finite-dimensional vector spaces over K; 
there are linear mappings 
A: S--,- S, B: X -+ S, 
C: S--~ Y, D: X -+ Y, 
such that 
8(s, x) -- As + Bx, A(s, x) Cs + Dx for all s ~ S and all x ~ X. 
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M'  is a linear realization of M if M '  is a linear automaton and a realization of M. 
For linear realizations the following can be shown (see [8, 22]). 
THEOREM 1.1. Let M be a reduced automaton. I f there is a linear realization of 3/1, then 
there is also an isomorphic linear realization of M.  
This reduces the question of linear realization to the question of isomorphic linear 
realization. 
I f  we combine the definition of isomorphic realization and linearity into one diagram, 
we obtain finally the following formulation of our problem. 
The automaton M = (32, S, X, 3, A) has an isomorphic linear realization over K iff 
there are natural numbers l, m, n and injections of X into K"', S into K ~ and Y into K ~ 
such that the following diagram commutes: 
X y :~ S x X ~, S 
~, K n K m g K n 
and the mappings 3 and ~ are linear. The Iinearity or nonlinearity depends primarily 
on the chosen iy ,  ix ,  and is 9 I f  we look for linear realizations for a given automaton 
over a given field K we hence must look for an algorithm to produce i t ,  ix ,  and is 
properly. 
2. INDEXED PARTITIONS AND CODES 
Our discussion in the last section indicated the importance of the set 
CM ~- {i: M-~ K n I i injective, n = 1, 2,...}, 
being the set of codes which may be used in realizations, where M is X, S, or Y and K 
a finite field. CM has a very complicated structure, mainly because of the variable n 
and we would like to reduce the discussion to a more simple set. This can be done by 
breaking i into pieces T j ,  j - -  1 .... , n, where Tj is a mapping of M into K only. 
DEFINITION 2.1. Let  i be a mapping of M into K '~, then 
T i :=  j-proj o i, 
where j-proj ~i means "first apply i and then j-proj to the result" and 
(j-proj)(h 1..... h,,) .... k j .  
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The mappings Tj are in a one-one correspondence to what we like to call indexed 
partitions, since this correspondence is analogous to the one between equivalence relations 
and ordinary partitions. 
DEFINITION 2.2. T = (T~)~eK is an indexed partition of M over K iff 
(1) T 1~ C M, for all k+K;  
(2) T kc3T  ~=qS, i f kv  ~I; 
(3)  Ul~K T k = M.  
We call the Ta:'s the blocks of T. There may be empty blocks. Given a mapping T, 
we define an indexed partition T = (Tk)e~tc by saying m e M is in T k iff T(m) = k, 
and given an indexed partition T = (Tk)k~c we define a mapping T by saying T(m) - -  k 
iff m 9 T *':. We do not distinguish between mappings and indexed partitions in the 
sequel and use the definition which seems to be more convenient. 
In Definition 2.1 a set {T 1 ,..., T~} of mappings is obtained from the mapping i. The 
converse construction will now be indicated. 
DEFINITION 2.3. 
then 
Let Tj be a mapping of M into K for 
j = 1 .... ,n, 
i(m) :=  (Tl(m),... , Tn(m)) for all m e M. 
Definitions 2.1 and 2.3 establish a one-one correspondence b tween ordered n-tuples 
of mappings Tj of M into K and mappings i of M into K% Hence the following set 
will be of interest. 
DEFINITION 2.4. PM := {T :~ T: M --~ K}. 
Our goal is to characterize those ordered n-tuples over PM, which correspond to 
(or for short "are") codes, i.e., elements of CM 9 To achieve this goal we use two operators 
c~ and/3 which map PM and the powerset of PM to the set of equivalence relations on M. 
DEFINITION 2.5. (a) For all T ~ PM and a, b ~ M we define 
a ~ b(aT): ~ T(a) = T(b). 
(b) For all U C PM we define 
f lU := I-I aT. 
TaU 
is a kind of "forget operator" since its meaning for indexed partitions is: Forget the 
indices of blocks and remove all the empty blocks. The result is an ordinary partition. 
In defining fl we used the usual definition of products of partitions or equivalence rela- 
tions. The finest partition (or identity relation) is denoted by 0 (see [22]). 
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THEOREM 2.1. U = {T 1 .... ,Tn} is a code iff flU ~- O. 
Proof. Let i be the mapping related to U according to Definition 2.3. Assume 
a ~ b(fiU) and U is a code. Then a ~ b(aTi) and hence T~(a) = Ti(b) for i = 1 ..... n. 
We conclude [(a) : i(b) and therefore a = b or i is not in:ective. Thus flU = O. 
Now assume flU = 0 and {(a) = i(b). Then Ti(a] := T,(b) and hence a ~ b(aTi) 
for i=  1 .... ,n. Therefore a~b( f iU)  and since f lU=O we obtain a~-b .  Thus i is 
injective. 
So far we have not used the structure of the field K and our discussion is valid for 
arbitrary sets K. The codes used for linew realizations cannot be characterized without 
knowledge of K. For this reason we put some algebraic structure on PM using the structure 
of K. 
DEFINITION 2.6. 
(a) (T  1 0 T~)(a) = Tl(a ) q- T2(a), for all T1, T 2 e PM, and all a e U .  
(b) (k " T)(a) =- k 9 T(a), for all T e PM, k ~ K, and a e M. 
This is the usual constn,ction for operations on mappings. In  our case it puts a well- 
known structure on PM. 
THEOREM 2.2. 9M is a vector space over K. 
Proof. By verifying the axioms. 
The constant mappings play an important role in our further discussion. 
DEFINITION 2.7. ~(a) = k for all k e K and a E M. 
The constant mappings are easily realized as indexed partitions. The block indexed 
by k contains the whole set M and all other blocks are empty. From this we get im- 
mediately the following: 
LEMMA 2.1. I f  VM :=: {~1 k e K}, then VM is a subspace of PM. 
Since obviously /~i (~)~2 = kl + k2 and /~1/~2 = kfl~, we identify k and k. With 
this convention our lemma states that K itself is a subspaee of PM 9 We will be interested 
in the factor space of PM modulo K. 
DEFINITION 2.8. ~:M : PM/K. 
We write T 1 = T2 if we want to express that T 1 and T~ are mapped onto the same 
element of the factor space. T 1 and T 2 are called "equal up to shift" in that case. 
LEMMA 2.2. (a) aT : ~(k 9 T) = a(T @ l),]or all Te  PM, k, l eK i fk  ~ O. 
(b) fi{T 1 T . . . . . . . .  ~ : f i (T l ..... Tn) , where (T  a ..... Tn) is the subspace generated by 
{T1 ..... rn}. 
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Proof. (a) a ~-- b(a(kT)) iff (kT)(a) = (kT)(b) iff k " r(a)  = k . T(b) i f f  T(a) : r(b) 
iff a ---= b(aT). Hence aT  = a(kT), aT  = a(T  + l) is proved similarly. 
(b) fi{T a ,..., T,~) ~ ~<T 1 , . . . ,  Tn> follows from (T  1 ,..., T,> D_ {T 1 .... , Tn}. To  
prove f i{T  1 , . . . ,  T~} <~ f l (T  1 ,..., Tn) it is sufficient o show aT  >~ fl{T 1 .... , T~} for all 
T e ( T 1 ,..., T,>. I f  Te<T 1 ..... T,>, then T = ~t=l  k,Tt for some ki e K,  i = 1 ..... n. 
Let a r-- b(fl{T 1 .... , T,}). From this we know Ti(a) = Ti(b) for all i -=- 1,..., n and 
n 
hence (@i=1 k~Ti)(a) = (@,=~ k,T~)(b). This means T(a) =- T(b) and therefore a ~ b(aT). 
Thus we have proven aT  >~ fl{T 1 ,..., Tn). 
Because of part (a) of this lemma, we are able to extend a and fl to classes T of indexed 
partitions and we will not use new symbols. I t  will turn out that in order to obtain linear 
realizations we have to look for the kernels of certain linear mappings of PY and Ps .  
Hence we have to write linear mappings in some way and the usual way to do that is 
to represent PY and Ps as vector spaces of n-tuples over K and the linear mappings 
as matrices. For this purpose we select a basis of P~t which is easy to handle. 
DEFINITION 2.9. 
T~(b)---- 1, if a =b,  
= 0, otherwise, 
for all a, b e M. 
Viewed as indexed partition, Ta has a very simple structure: The block indexed 
by 1 consists of a, all other elements of M are placed in the block indexed by 0. All 
other blocks are empty. 
LEMMA 2.3. T = @a~M T(a)Ta , for all T ~ ~')M " 
Proof. (Ga~M T(a)T~)(b) = (~aeM T(a)  Ta(b ) for all b e M,  Since Ta(b ) : 0 if 
a =fib and Tb(b ) - - l ,  we obtain (@~MT(a)Ta) (b ) :  T (b )Tb(b)= T(b). Hence 
OaeM T(a)T~ = T as was to be shown. 
This lemma shows that PM is generated by {Ta [ a e M}. Assume Tb ~- Oa~M kaTa 
for some beM and k aeK .  Then 1 = Tb(b ) ~ @aeMkaTa(b) =kb  and for c =fib 
we obtain 0 = Tb(c) = @aeM kaTa(c) = kc .  Hence no Tb is a linear combination of 
{Ta l a ~ M, a # b). This means: 
THEOREM 2.3. {To [ a ~ M)  is a basis of DZM . 
COROLLARY 2.1. PM has dimension ]M I, where I M I denotes the cardinality of M.  
COROLLARY 2.2. ~:M has dimension I M I - -  1. 
COROLLARy 2.3. {Ta ]aEM,  a # b) is a basis of OrMfor every b~M.  
We will use theknowledge about this basis of PM in Section 5. 
57I/I5/2-3 
152 BERND REUSCH 
3. LINEARITY OF S INGLE COORDINATES 
In this section we want to use indexed partitions and the structure on the sets of 
indexed partitions over X, S, and Y to characterize linearity of single coordinates in 
given realizations. We fix the notation P, P1, P i ,  etc., to be elements of Ps ; Q, Q1, 
Q~, etc. to be elements of Px ; and R, R 1 , R i , etc. to be elements of P r  9 
The vector space structures of Px ,  Ps ,  and Pv are linked in a way which is specific 
for the automaton under consideration. To show this we introduce the following 
mappings. 
DEFINITION 3.1. (1) 6,(S) :=  8(S, X), )tx(S ) :=  k(S, X) for all xeX + and se  S. 
(2) *r~P:= PoSx ,  " r~R:=Roh~ for all PePs ,  REPy ,  and xeX +. 
We call ~r x and z~ the "predecessor operators with respect o x." The predecessor 
operator will be of great importance in our discussion of linear realizability. For this 
reason we want to represent them in a convenient fashion. This will be easy because 
of the following lemma, the proof of which is straightforward and ommitted here 
(see [26]). 
LEMMA 3.1. (a) ~x~%P = (,r~ o zr~)P; 
(b)  = 
(c) "r z and rr x are linear mappings for  al l  x e X +. 
Clearly the constant mappings are not changed if we apply rr~ or ~'x to them. Hence 
zr~ and zx induce linear mappings ~ and ~ on the factor spaces ~:s and U:v. 
PW . . . .  ~ 7r x 
T x 
The structures on Ps and Pr  are now linked by sets of linear mappings which were 
derived from properties of the given automaton. The connection to Px we have in mind 
cannot be defined on the whole sets Ps and Pr  but on subsets only which depended 
on the predecessor operators and hence again on the structure of the automaton itself. 
DEFINITION 3.2. 
(a) Ps 1 :=  {P e Ps[  ~r~P ~ ~r~,P, for all x, x' e X}, 
(b) p~x :- -  {R e P r l  ~-~R ~.~,R ,  for all x, x' eX}.  
Since the zr~,S and .~,S are linear mappings which leave the constants unchanged, 
we immediately have the following. 
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LEMMA 3.2. P S 1 and P r 1 are subspaces of P s and P r resp. containing K. 
Hence we may define 
Es  i : : -  Psl/K and Fr  i :=  Pyi/K. 
We will define linear mappings from Ps i and Fr 1 into Fx. This is possible according 
to the next definition and lemma. 
DEFINITION 3.3. (a) For all U E Ps and P~ Ps 1 such that U = zrxP we define 
6vP by (6vP)(x) -~ i iff ~r~ = U @ i, for all x ~ X and i ~ K. 
(b) For all V E Py and R E P r  1 such that V = ~r~R we define WvR by: (WvR)(x) = j 
i f f z ,R= VQj fo r  a11xEXand jEK .  
We have defined mappings from Ps 1 and Pr  1 to Px 
ps  1 ~v  Px ~'v  prl .  
The next result shows that the choice of U and V is of limited influence only. We prove 
that for different U and U' the images r  and Cv'P are equal to shift and similarly 
for TvR and Yrv,R. 
LEMMA 3.3. (a) $vR ~-= q~v'P for all P ~ Ps i and all possible choices of U and U'. 
(b) 7Jr R = Ytv,R for all R ~ Pi, i and all possible choices of V and V'. 
Proof. We prove part (a). There is a k E K, such that U ~ U' @ k. Hence for alI 
x e X we obtain (~vP)(x) = i iff ~r~P -~ U @ i ~ U'@__@(k + i) hence iff ($v,P)(x) 
k + i. Thus 4~vP = 6v'P @ k and therefore ~uP = c~u,P. 
This property together with the remark d?v(P @ k)= SvP @ k gives us unique 
mappings q~ and t/t 
A technical proof (see [26]) shows 
LEMMA 3.5. ~ and ~ are linear mappings. 
We are now able to state the main theorem of this section. Let us first recall the 
"realization diagram." The automaton (X, S, Y, 8, A) is realized over K iff the following 
diagram commutes: 
y ,e~ x X ~ S 
K n x K rn "~ :~ n 
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The mappings ix , is ,  and ir are injections (or codes) and R~ ~j -pro j  o iv, P i -~  
i-proj o is,  Q~ - r-proj o ix. 
THEOREM 3.1. (A) There is a realization of (X ,  S, Y, ~, A) such that i-proj o ~ is linear iff 
(l) there are {Q~ ..... Q,~} c P x , {Px ,..., Pn} C P S and {R x .... , R~} C Pr  such that 
fl{Q~ .... , Q,,~} - 0, fl(P~ ,..., P~} = o, and [3{R~ ..... Rt} ~- O. 
(2) 
(3) 
(4) 
(B) 
(1) 
(2) 
(3) 
(4) 
Proof. 
obviously 
and x ~ X 
P i  c ~,~ s 1. 
lr~P i E (P1 ,"', P , )  for some x E X and hence for all x ~ X by 2. 
CP~ ~ (Q~ .... , Q~.). 
There is a realization of (X,  S, Y, 3, h) such that j-proj ~t is linear iff 
as in (A); 
R~ ~ [Izrl; 
"rxR~ ~ (P1 ,.", Pn)  for some x ~ X and hence for all x ~ X by 2. 
~Rj  e (Q~ .... , Q,,). 
We prove (A). Let a realization be given such that i-proj o 3 is linear. Part (1) 
holds. By commutativity of the realization diagram we obtain the for all s e S 
(rr~,P~)(s) = (P, o 3z)(s ) = (i-proj o is ~ 3x)(S) 
= (i-proj o is o 3)(s, x) = (i-proj o g)(is(S), ix(X)) 
= i a~(j-proj o is)(S)+ ~ bi~,(p-projo ix)(X) 
j= l  p=l  
= i i 
5=1 :p=l 
= ai~P j (s) + b,~,Q~ (x). 
More explicitly, we obtained *rzPi @n = j=l ai~Pj + hi~, where hix is a constant depending 
m 
on i and x but not on s, namely hi~ = (@~=1 bi~Q~)(x). But then 7r~P i = ~'~,Pi = 
@~=l aij-fi~, which proves conditions (2) and (3). 
To prove (4), set U = @j=l ai~P~ and look for OvPi .  This gives: (r = k iff 
k ==- hi~, which means by the discussion above CvP i ~ @~=1 bi~,Q~ and hence r  
@~=1 bi~Qv. This completes the first part of the proof. To prove the converse, let 
{Q1 ,..., Q,}, {P1 .... , pn}, and {R 1 .... , R~} be given such that conditions (1) to (4) hold. 
We have to define ~ such that the realization diagram commutes and i-proj o ~ is linear. 
By assumption we know 
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where k x is a constant depending on x. Let is be given by/)1 .... , Pn and let ix: X --~ K "~+t 
be given by QI ..... Qm for the first m coordinates and Q~+x(X) =- k~ for all x ~ X. Then 
we can show in a way similar to the first part of the proof that 
i m+l (i-proj o ~)(is(s), ix(x)) = a~j(i-proj o is)(S) + ~ b~(p-proj o ix)(X) 
J=l p=l 
for all commutative completions 8, where bi(m+l) = 1. For elements of K n+'':t not 
of the form (is(s), ix(x)) we use the equations above as definition of i-proj o 8. 
We will use Theorem 3.1 to formulate an algorithm for linear realization of automata 
in case the code for Y is already given. Our next theorem gives a more simple necessary 
and sufficient condition for linearity of single coordinates. It will be used to develop 
a general algorithm for linear realization of automata. 
THEOREM 3.2. (A) There is a realization of (X,  S, Y, 8, A) such that i-proj o 3 is 
linear iff there are {1)1 ,..., Pk} C P s , P~ ~ P s such that 
k 
~r.Pi = @ aijP-~ for all x e X .  
j=l 
(B) There is a realization of (X, S, Y, 8, A) such that j-proj A is linear iff  there are 
{P1 .... , P~} C_ Ps  , R; ~ ~v such that 
k 
rxR~ = @ c, jP r for  all x ~ X .  
r= l  
Proof. We prove (A). I f  there is a realization such that i-proj ~ is linear, then the 
condition follows from (2) and (3) of Theorem 3.1. To show the converse we have 
to find proper sets {Q1 .... , Q,,}, {/)1 ,-.-, Pn}, and {R 1 ,..., Rt} satisfying conditions (1) 
to (4) of Theorem 3.l. 
(a) We take any set {Q2 ,..., Q~,} holding fl{Q2 ..... Qm} = 0 and Q1 such that 
Q1 d~P i . This gives (4). 
(b) ~,Ve take [/)1 .... , P~} such that {Pi, P1 ..... p~} _C {G ,..., P,} and ~{P1,..., P ,} ..... 0 
holds. Clearly 
n 
'P~. ' if I ~j -<k 7rxP i -= @ aij j , where a;j = a~ 
J~-I 
and aij = 0 elsewhere, and hence (2) and (3) are satisfied. 
(c) We take any set (R a .... , R~) such that fl{R 1 ,..., Rt} = 0. This finally gives (1). 
Hence Theorem 3.2 follows from Theorem 3.1. 
Theorem 3.1 and Theorem 3.2 are the starting points for the next section. 
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4. LINEAR REALIZATIONS 
A given automaton A is linearly realizable over K, iff there is a realization induced 
by the sets {Q1,..., Q~}, {P1 ..... P~}, and {R:,. . . ,  Rz}, such that the conditions of 
Theorem 3.1 hold for all P i ,  i = 1 .... , n and R~- , j  = 1,..., l. 
From this observation we immediately obtain the following result. 
THEOREM 4.1. The automaton (X, S, Y, 3, h) is linearly realizable over K iff 
(1) there are {Q: ,..., Q,~} c Px ,  {P1 ,..., P,} - Ps ,  and {R 1 ,..., Rz} C IF r such that 
~{Q~ ..... Q,~} =: 0, ~{P:  .... , P~} = 0,  and  ~{R:  ..... R~) - -  0. 
(P1 ..... Pn) _C Ps  1, (R 1 ..... R~) C Fir . (2) 
(3) 
-r X 
<R~ . . . . .  R~> 
<QI . . . . .  Qm > 
for all x G X. 
This theorem implies a simple algorithm for linear realization, if the outputcode 
is already given by {Rx ..... Rl}. 
I f  {R 1 ..... Rt} C pv:,  use r and rT~ repeatedly to generate {P1 ,..., P~}. I f  you come 
to a point where {/)1 .... , P~} is not in Ps:, there is no linear realization. Finally use 7 t 
and 4; to generate {Q1 ..... Q,~}. 
If the outputcode is not given and Y is a small set, one may try all minimal sets 
{R 1 ,..., R~} holding fl{R: ,..., Rt} = 0. 
For bigger sets Y we have to look for better methods. Analyzing Theorem 4.1, one 
realizes that there is no real condition on {Q: .... , Q,,}. This code could be constructed, 
if {P1 ..... P,,~} and {R 1 ,..., R~} are given. In addition, the iteration of ~ resp. ~r~, i.e., 
using %. and 7r~ for x G X + instead of those for x G X only, will give a shorter formulation 
of a necessary and sufficient condition for the linearity of automata. 
DEFINITION 4.1. P~ :={RGPr i  TxR = r~,R, for all x ,x 'GX + of equal length}. 
We know that rr~ and r~ are linear mappings for all x G X. This is also true for all 
x G X ,  since rr~ and ~-~ then are compositions of linear mappings. Hence the following 
lemma holds. 
LEMMA 4.1. P~isasubspaceofPr .  
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P~ is now used to formulate a short, necessary, and sufficient condit ion for the 
linearity of automata. 
THEOREM 4.2. The reduced automaton A = (X, S, Y, 8, )t) is linearly realizable over K 
ifff3p< :=  0 .  
Proof. Let A = (X, S, Y, 8, A) be linearly realizable. In  this case conditions (1), 
(2), and (3) of Theorem 4.1 hold. We want to prove (R  1 ,..., R~)C P~ from which 
we are able to conclude flP~ = 0 since fl{R 1 ..... R~} = 0. 
We know ~R~ = ~r~/Rj for all j = 1 ..... I and x, x' e X. Assume ~r~Rj = ~r~,Rj for 
all j = 1 ..... I and all x, x' E X + of length k and let x 1 and x~ be arbitrary elements of X. 
We compute 7r~Rj  : ~(~r~P~) and rr~,~oR~ = ~r%(%.R~). Since ~r~R~ : 7r~.R~ by 
assumption and ~%R~- e {P~ .... , P . )  by Theorem 4.1, we conclude 
Thus  we proved by induction that 7r~Rj = 7r,,Rj for all j = 1 .... , l and x, x' ~ X + of 
equal length and hence (R  1 .... , R,)  C p~. 
To show the converse, we have to find {R 1 ,..., Rz} , {P1 ,.--, Pn}, and {Q1 ,..., Qm} 
such that conditions (1), (2), and (3) of Theorem 4.1 hold. 
(a) We take any subset {R 1 ,..., R~} of P~ such that fi{R 1 ,..., R~} = 0. Next we 
choose {P1 ,-.., P.} such that (P1,..., P , )  -- ({r~nj 1 x e X, j = 1 ..... l}) and {Q1 ,..., 0~} 
such that ~)1 .... , Qra) = (~R1 ..... y t~g,  r  ..... ~P~) .  
(b) Condit ions (2) and (3) of Theorem 4.l obviously hold. 
(c) We have to prove /3{P1,... , Pn} = 0 and /~(Qt .... , Qm} = o. Assume 
fi{P1,..., P,~} =/~ 0 and hence fl{-cxR ~ I x 6 X, j = 1,..., l} 56 0. This  implies the existence 
of s, s' ~ S, such that s =~ s' and s ~ s'(a('rxR~) ) and hence Rs(A(s , x)) = Rj(Yt(s', x)) for 
all x ~ X and j = 1 .... , l. We conclude A(s, x) = A(s', x) since fl{R 1 .... , R~} = O. 
This means the equivalence of s and s' which is a contradiction to the minimal i ty 
of the given automaton. Hence fl{P1 .... , P~} = 0. Now assume fl{Q1 ..... Qm} ~ o. 
This implies the existence of x, x' E X such that x 4 = x' and 
(~vRj)(x)  = (~PvRj)(x') for some V and j = 1,..., l 
and 
(~vn~)(x) = (~vP~)(x') for some U and i = 1 .... ,n .  
Using the definition of ku v and Cv we obtain r~Rj = r~,R~ and ~xPi = rr~.P i for 
j 1 ..... 1 and i -- 1,..., n, which finally implies Rj(A(s, x)) = Rj(A(s, x')) and Pi(3(s, x)) = 
Pi(3(s, x')) for all s and i , j  as above. From fl{R 1 ,..., Rt} = 0 and fl{Px ..... Pn} = 0 
we conclude A(s, x) = A(s, x') and 3(s, x) - -  3(s, x') for all s e S which contradicts x va x' 
since the automaton was reduced. Hence fl{Q1 .... , Qm} = o. 
This proof easily leads to an algorithm for linear realization if P~ is given. We 
actually proved a little more than stated in Theorem 4.2, namely, 
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COROLLARY 4.1. Let A = (X, S, Y, 3, ~) be a reduced automaton. {R 1 ..... Rz} may 
be used for a linear realization of A iff fl{R 1 ..... R,} = 0 and {R 1 ..... R~} C_ P~ . 
We want to give two more formulations of our result which may be useful in applica- 
tions. 
COROLLARY 4.2 (shift-condition). Let A = (S, X, Y, 8, A) be a reduced automaton. 
A is linearly realizable ifffor al ly,  y'  ~ Y, y ~ y', there is an R ~ Dr such that R(y) 
R(y')  and r~R = %,'--R for all x, x' ~ X + of equal length. 
COROLLARY 4.3. Let A = (X, S, Y, 8, A) be a reduced automaton. The code iv: Y--+ K n 
may be used for a linear realization of A iff ir(2~(s, x)) = ir()t(s, x')) + c(x, x') for all 
s ~ S and x, x' ~ X + of equal length, where c(x, x') is a vector depending on x and x' but 
not on s. 
Another remark is the following. As could be seen from the proof of Theorem 4.2, 
two states s and s' are equivalent iff s =- s'(fl{%Ry [ x e X, j = 1,..., l}). Hence if we 
compute D~r of a nonreduced automaton and then apply the indicated algorithm for 
linear realization, we obtain a realization of the reduced form of the given automaton. 
An algorithm for computing P~ will be derived in the next section. 
5. COMPUTATION OF D~ 
According to the discussion in the last section the computation of P~ is all that 
is left. The definition of P~ as it stands does not help too much, since we would have 
to check some property for all natural numbers. The following sets will give more 
insight. 
DEFINITION 5.1. (a) D~ := {R e Dr F %P = rrx'P for all x, x' ~ X + of equal length 
up to n}. 
(b) D~ := {P c Ps] % aD = %'P  for all x, x' ~ X + of equal length up to n}. 
(c) D~ := {P E Ds ] %P = Ir~,p for all x, x' ~ X + of equal length}. 
As trivial consequences of these definitions we note: 
LEMMA 5.1. 
(a) p"  ~ ~"+1 ,, (c) s -  s -- -s , (b) Dr  ~ D} +1, Pn ~ 7-~eD~ +1, 
(d) [lZ~DrrxP~ +1, (e) P~ O P} ,  (f) D~---- D' 
i=1  i=1  
In fact we have two descending chains of subspaces of P u and P s ,  respectively. 
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The next two results show that we are able to compute Bz~ as well as [P~ in a finite 
number of steps and can easily decide whether we reached the result. 
LEMMA 5.2. (a) P ~ D-+I os iff P ~ P~ and zr,P ~ Ps for some x E X (and hence all 
xEX) ,n  = 1,2 ..... 
(b) REP~+a iff R~P~.  and %R~P~ for some x~X (and hence all x~X) ,  
n := 1,2,. . . .  
Proof. By straightforward induction on n (see [26]). 
THEOREM 5.19 f f  p~ = pn+is , then Ps~ = Ps~ and  org"+l = Pr  
Proof. Using an induction argument it is sufficient o show 
s - s and Py ~_ 
If  P ~ Ps ~ = ~sll)n+l, then by Lemma 5.2 we have 7r,P ~ Ps~ also. Using Lemma 5.2 
rm~+2 If R a p~+l, then from Lemma 5.2 we have R ~ P~ and again we obtain P ~-s  9 
r~ c P~ = p~+x. Again by Lemma 5.2 this results in R ~ p~+2. 
Since S is a finite set, P~ ~ p~+l happens for some n. I t  is interesting and important 
to note that there is a bound on n, which is independent of the field K. 
THEOREM 5 .2 .  I f  k = ] S ], then p~-i = ps  and ~r ~ ~ . 
9 ~ ~,~1 for all n = 1, 2,... ,k 1, and Proof. Assume p~- i  4: P~ Then Ps @ s 
Ps :# P~ 9 But the dimension of Ps  equals k and hence the dimension of Ps k has to 
be 0. This is a contradiction since K is contained in Pf f .  
For actual computation of P~ and P~ we may use the following lemma which 
follows from Lemma 5.2 by induction (see [26]). By zr~ m we denote the m-ply application 
of  17" m . 
LEMMA 5.3. (a) P E u sD'~+l/ff 7r ,,~p e p l  for some arbitrary x ~ X and all 0 <~ m ~ n. 
(b) R~P~+I  iff REP~ and 7rO~'~REP~ for some arbitrary x~X and all 
O~m~n- -1 .  
Since the predecessor operators are linear, we immediately obtain from Lemma 5.2 
and Theorem 5.2 the following characterization f P~ and P~.  
LEMMA 5.4. (a) P ~ po~ iff 
(~  - -  zr~.) 7rx~oP = k~ for all x, x' ~ X, some k~ e K, 
some arbitrary x o ~ X and O ~ n ~ ] S [ -- 1. 
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(b) R c P~; iff 
for all x, x' c X ,  some ko , k ,  ~ K,  some x o 6 X and O <~ n <~ 18[ - -2 .  
The advantage of this formulation lies in the fact, that iteration of the predecessor 
operators need only be carried out for afixed but arbitrary x0 ~ X and not for all x ~ X +. 
I f  we want to get rid of the constants from K used above, we simply go to the factor 
spaces and obtain: 
LEMMA 5.5. (a) P ~ P~ iff 
((rx ~ ,) -n - 0 all x, 
- -  TrooP = for x' ~ X ,  
some arbitrary x o ~ X and O ~ n <~ I S [ - -  1. 
(b) ReP~ iff 
-" /~ 0 (~x - -  ~z')R = 0 and  (r?~ - -  ~7~) ~r~0z~0 = 
for all x, x' ~ X some arbitrary x o E X and 0 <~ n <~ I S 1 --  2. 
To reach our final version of the characterization f P~ and P )  let the predecessor 
operators be given by matrices, which we denote by rr x and % again, and X = {x 1 ..... Xr}. 
Consider the matrices 
THEOREM 5.3 .  
! s1 -1 .  
(b) ReP~ 
( )  TXl  - -  TX2 T2~ 2 --~ TX 3 . 
\ ~x~_~ -- ~x~/ 
-n  - -  (a) P 6 P s iff Msrr%P = 0 for some arbitrary x o ~ X and 0 ~ n 
iff MyR : 0 and Ms-k~or : 0 for some arbitrary x o ~ X and 
0~n~lS I - -2 .  
Proof. Immediate consequence of Lemma 5.5. 
Theorem 5.3 provides us with a simple algorithm, if ~7~ and ~x are given as matrices 
for all x ~ X. To achieve this we use the basis of Ps and Pr  as given in Section 2 and 
compute the predecessors of the basis vectors. These constitute the columns of the 
desired matrices. 
LEMMA 5.6. 
(a) rrxp~(b ) 1, i f  ~(b, x) = s, 
-= O, otherwise, 
for all x c X ~ and s, b ~ S. 
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(b) .~R~(b) i, if  Z(b, ~) = y, 
:= O, otherwise, 
for all x e X+, y ~ Y and b ~ S. 
Proof. Tr~2s(b) == (P.~o g,)(b) = P~(~(b, x)). By definition of P,  (see Section 2) the 
latter equals 1 if s -= ~(b, x) and 0 otherwise. Part (b) is proven the same way. 
This result means that in representation of r~Ru and rr~P, as linear combinations 
of the basis vectors the only occurring coefficients are 0 and 1. Hence 
LEIVIM.~, 5.7. (a) ~r~2 s = @b~ Pb, where S = {b [ 3(b, x) = s}, for all x e X + and 
seS .  
(b) %R, = @b~ Pb , where ~ = {b [ h(b, x) = y}, for all x ~ X + and y ~ Y. 
It is important o remark that the formal representations of zr~ and % are independent 
of the specific field K, since 0 and 1 are elements of every field. Thus the set of formal 
equations in Lemma 5.4 is independent of K and hence an invariant of the automaton! t 
To use Theorem 5.3 for computing P~ and P~ we have to represent ~,  and -~ 
by matrices. The following simple result will help to create fT, from re, and ex from %.  
LEMMA 5.8. Let T= @~,~u T~ for some U C M and m o ~ M. Then 
(a) ~P = @,,,~o • ..... if m o r U; 
(b) T = @,,sv(--T,,) ,  if mo~ U, where U is the complement of U in M. 
Pro@ Part (a) is obvious. To prove part (b), consider the following. 
' ,~e U--dno} m./ -m o me 0 
We used T,, ~ -- 1 @ @,~.,~ (--T,,~) which has to be proven. For any beMwe obtain: 
(1 @@ ....... o(--T"))(b) = 1- -2~, ,  oTto(b). But T,,(b) = 1 iff m =b.  Hence 
(1 @ @m.,, ~ (-- T,n))(b) ::: 1 iff b = m0, i.e., iff T%(b) = 1. 
This makes the representation of ~ and e~ independent of the specific field K and 
hence the set of equations in Theorem 5.3 is an invariant of the automaton also. 
Some examples of actual computations will be given in the next section. 
l This observation was first made by Eichner in [5]. 
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6. EXAMPLES 
In this section we want to explain the previously introduced construction and 
algorithms by some examples. 
(A) This example is taken from Eichner [5]. M = (X, S, Y, 3, A), where X = 
{1, 2}, S = {1, 2, 3}, Y = {1, 2, 3}, and 8 and A are given by: 
We want to compute P~.  
1 2 1 2 
1 1 2 1 3 
2 1 2 2 1 
3 3 2 1 3 
r 1 = 1 , r2 = 0 , 
0 0 
% = 0 , % = 1 . 
0 1 
We delete the last rows and columns. 
Now 
~1-~=(_~ ), ~1-~=(I o~ 
Since ~2 = (o ~ o~ we can conclude P~ = P~ = P~.  Hence (~) E F 7 iff 
(_o 01(  I=0 (I ~176 =o 
From this we get (~) e F~ iff B = 2A. 
This statement is independent of the field under consideration! I f we want GF(2), 
then B = 0 and there do not exist enough solutions to obtain a code. For any other 
finite prime field, P~ is big enough. Take GF(3) for example. Then 
which means 
PV = {023, ~, ~), (~, 123, e), (e, e ,  123), (3, 1, 2), (1, 2, 3), (2, 3, 1), 
(3, 2, 1), (2, l, 3), (1, 3, 2)}. 
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(B) Let us now consider the following example. 
01  0 1 
a a d A F 
b f g G D 
c e h D G 
d b c F A 
e g f  EB  
f da  CH 
g c b H C 
h h e B E 
We desire a realization over GF(2). 
T O 
" 1 0 0 0 0 0 0 0  TM 
0 0 0 0 0 0 1 0  
0 0 0 1 0 0 0 0  
0 0 0 0 0 1 0 0  
0 0 0 0 1 0 0 0  
O O l O 0 0 0 0  
0 0 0 0 0 0 0 1  
0 1 0 0 0 0 0 0  
- 0 0 0 0 0 1 0 ~  
0 0 0 1 0 0 0 0  
0 0 0 0 0 0 1 0  
1 0 0 0 0 0 0 0  
0 1 0 0 0 0 0 0  
0 0 0 0 0 0 0 1  
0 0 1 0 0 0 0 0  
0 0 0 0 1 0 0 0  
~ 1 0 0 0 0 0 0 &  
0 0 0 0 0 1 0 0  
0 0 0 0 1 0 0 0  
0 1 0 0 0 0 0 0  
0 0 0 0 0 0 1 0  
0 0 0 1 0 0 0 0  
0 0 1 0 0 0 0 0  
0 0 0 0 0 0 0 1  
7/" 1 
We delete the first rows and columns to obtain 
"?0 =-  
~ 0 0 0 0 1 0  TM 
0 0 1 0 0 0 0  
0 0 0 0 1 0 0  
0 0 0 1 0 0 0  
0 1 0 0 0 0 0  
0 0 0 0 0 0 1  
~ 1 0 0 0 0 0 0  
~ 0 0 1 0 0 0 0  TM 
0 0 0 0 0 0 1 0  
0 0 0 0 0 0 0 1  
0 0 1 0 0 0 0 0  
0 0 0 0 0 1 0 0  
1 0 0 0 0 0 0 0  
0 1 0 0 0 0 0 0  
O 0 0 0 1 0 0 0  
~ 0 1 0 1 0 0  ~ 
0 0 0 0 1 1 0  
0 0 0 0 1 0 0  
1 0 0 0 1 0 0  
0 0 0 0 1 0 1  
0 1 0 0 1 0 0  
0 0 0 1 1 0 0 ~  
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~o -- 
~ 0 0 0 0 1 0 0  TM 
0 0 0 1 0 0 0  
1 0 0 0 0 0 0  
0 0 0 0 0 1 0  
0 0 1 0 0 0 0  
0 1 0 0 0 0 0  
~ooooo l  
7~ 1
~-0 0 
0 0 
0 1 
0 0 
0 0 
1 0 
~o o 
1 0 0 1 0 "  
1 0 0 0 1  
1 0 0 0 0  
1 0 1 0 0  
1 0 0 0 0  
1 0 0 0 0  
1 1 0 0 0  
~ 0 0 1 0 1 1 0  TM 
0 0 1 0 1 1 0  
0 0 0 0 0 0 0  
1 0 0 1 1 0 0  
0 1 0 0 1 0 1  
0 1 0 0 1 0 1  
l O 0 1 1 0 0 j  
~0 - -  7rl 
"0 0 
0 0 
1 1 
0 0 
0 0 
1 1 
,oo 
1 0 1 1 ~  
1 1 0 0 1  
1 0 0 0 0  
1 0 1 1 0  
0 0 0 0 0  
1 0 0 0 0  
1 1 0 0 1  
Only the linear independent rows of 7? o - -  z~ 1 are used for 
same holds for the next steps. 
further computation. The 
(!~ ~ (i 11~176176 0 1 1 0 0 ~o= 0 0 0 0 1 , 
I 1 000 O0 1 1 0 
(1 0 0 0 0 1 1) (0 1 0 0 1 0 10) 
1 0 0 1 1 0 0  rTo= 0 0 1 0 1 1  , 
( 0 1 0 0 1 0 1 )  ~o= ( 0 0 1 1 0 0 1 ) .  
No new conditions are added. Hence /~' = (/?(B) ..... /?(H)) e ~:r iff (i01011;)  OllOOl 
1 1 00  0 %R = O. 
0 0 0 0  1 
001  1 0 
1 00  1 0 
(To --  "~1) R = 0 and 
This gives the equations 
R(D) 4-R(F)+R(G) =0, 
R(B)+R(E)+R(F) =0, 
R(C) 4-R(F)+R(H)=O, 
R(C)+R(e)+R(G) =0, 
R(B)+R(C)+R(D) =0, 
R(B) + R(G)+R(H) = O. 
It  is easy to see that there are enough solutions. For instance 
R 1 =(0001111) ,  R~ =(0110011) ,  -Rz=(1010101)  
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is a set of solutions which gives the code of Y 
R 1 R~ R 8 
A '0  0 0 
B )0  0 1 
C )0  1 0 
D ,0  1 1 
E )1  0 0 
F ~I  0 1 
G ~1 1 0 
H )1 1 1. 
In order to obtain a code of S, we have to multiply by %. 
" 1 0 0 0 0 0 0 ~  
0 0 0 0 0 0 1 0  
0 0 0 1 0 0 0 0  
0 0 0 0 0 1 0 0  
0 0 0 0 1 0 0 0  
0 0 1 0 0 0 0 0  
0 0 0 0 0 0 0 1  
0 1 0 0 0 0 0 0  
R1 R2 Re 
-o o o'~ 
0 0 1 
0 1 0 
0 1 1 
1 0 0 
1 0 1 
1 1 0 
1 1 1. 
P~ P~ P3 
" -00  O" 
1 1 0  
011 
101 
100 
010 
111 
~0 0 1_ 
P1, P2, P~ already constitute a code of S. We have to multiply by % to check whether 
we need more coordinates for linear realization. 
~ 1 0 0 0 0 0 0 ~  
0 0 0 0 0 1 0 0  
0 0 0 0 1 0 0 0  
0 1 0 0 0 0 0 0  
0 0 0 0 0 0 1 0  
0 0 0 1 0 0 0 0  
0 0 1 0 0 0 0 0  
~ 0 0 0 0 0 0 1  
Pl P2 Ps Pl-~-P2 Pl Pl-}-P2+P3 
"o o o 
1 1 0 
0 1 I 
1 0 i 
1 0 0 
0 1 0 
1 1 1 
_0 0 1 
"0 
0 
1 
1 
1 
1 
0 
0 
0 0 TM 
1 0 
0 0 
1 0 
1 1 
0 1 
1 1 
0 11 
Hence new coordinates are not needed. The last thing to be determined is the influence 
of the input. For this reason we have to multiply by 71 and rr 1 . 
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'-0 0 0 
0 0 0 
0 0 0 
1 0 0 
0 1 0 
0 0 0 
0 0 1 
o o o 
"000  
000  
000  
001  
000  
100  
0 l 0 
000  
Finally the following 
0 0 1 0 0 "  
1 0 0 0 0  
0 0 0 1 0  
0 0 0 0 0  
0 0 0 0 0  
0 0 0 0 1  
0 0 0 0 0  
0 1 0 0 0  
R i R 2 R~ 
~00 0-" 
0 0 1 
0 1 0 
0 1 1 
100  
1 0 1 
1 1 0 
1 1 1 
P~ P2 P3 
-101TM 
011 
110  
000  
001  
111  
010  
000_  
1 0 0 0 ~  
0 0 0 1 0  
0 0 0 0 1  
0 0 0 0 0  
0 0 1 0 0  
0 0 0 0 0  
0 0 0 0 0  
0 1 0 0 0  
linear realization is 
Yi =s i  + x, 
Y2 = S2 
Y3 = S3-[- X, 
P i  P2  P3 PI +P2 PI P~-kP~+P3 
"0 o6"  
110 
011 
101 
100  
010 
111 
00 1 
obtmned: 
r-1 0 1- 
1 1 1 
0 0 1 
0 1 1 
0 1 0 
0 0 0 
1 1 0 
1 0 0 
sl' = si + s2 + x, 
S2 t = S 1 
s3' = s l  + s~ + s3 + x. 
CONCLUDING REMARKS 
We settled the long-standing problem of realization of finite automata over a given 
arbitrary finite field. Section 1 provided the statement of the problem and Section 2 
introduced indexed partitions which are used to formulate results in the remaining 
sections. The results on single coordinates in Section 3 were used for the main result 
in Section 4, where a necessary and sufficient condition for linearity is derived in terms 
of indexed partitions and predecessor perations. The crucial set Py ~ is shown to be 
the set of solutions of a system of linear equations, which can be derived without explicit 
knowledge of the specific field K. 
Careful examination of the concepts and proofs in this paper shows that all of what 
was used from K is the existence and properties of 0 and 1 as well as the properties 
of + and the existence of ". Thus the whole theory goes through if we use an abelian 
group A and a set B of mappings of A into A containing the identity instead of the 
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field K,  for instance a ring with unit. Th is  remark agrees with results in [25], where 
certain properties of linear automata re generalized to this case. 
The  methods used in this paper may also be used to solve the problem of realizations 
with linear parts. Th is  will be shown in a forthcoming paper. 
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