Abstract. We find exact small deviation asymptotics with respect to weighted Hilbert norm for some well-known Gaussian processes. Our approach does not require the knowledge of eigenfunctions of the covariance operator of a weighted process. Such a peculiarity of the method makes it possible to generalize many previous results in this area. We also obtain new relations connected to exact small deviation asymptotics for a Brownian excursion, a Brownian meander, and Bessel processes and bridges.
Introduction
The theory of small deviations for Gaussian processes has developed rapidly over the recent years (see the surveys [40] , [43] , [21] , and the complete bibliography in [44] .) Such a development was and is stimulated by numerous links between the small deviation theory and some important mathematical problems, including the accuracy of discrete approximation for random processes, the calculation of the metric entropy for functional sets, the law of the iterated logarithm in the Chung form, and the quantization problem. It has been also observed that the small deviation theory is related to the functional data analysis [26] and nonparametric Bayesian estimation [6] , [66] .
The problem of small deviations (also called the small ball problem) of a random process X in the norm · consists of describing the behavior of the probability P{ X ≤ ε} as ε → 0. An asymptotic relation of the type P{ X ≤ ε} ∼ Cε β exp(−dε −α ), ε → 0, with some real constants C, β, d and α, is referred to as exact asymptotics. A less precise statement of the form log P{ X ≤ ε} ∼ −dε −α , ε → 0, is known as logarithmic asymptotics. It is noted in the well-known monograph by Lifshits [41, Sec. 18] that: "Unlike the large deviations, the behavior of small deviations cannot be uniformly described for the whole class of Gaussian measures, even on the logarithmic level. The formalism for estimating the small deviations, which would be as simple as application of the action functional for large deviations, has not been discovered yet. Only partial results are known for several significant particular situations..."
In the literature on small deviations, it is rare, and only for a limited number of random processes, that exact and logarithmic asymptotics with sharp constants are found [40] , [21] . In this paper, we are focused on the task of deriving the exact small deviation asymptotics using Hilbert norm.
Let X(t), a ≤ t ≤ b, be a Gaussian process with zero mean and covariance function G(t, s), a ≤ t, s ≤ b. For a non-negative weight function ψ(t) defined on [a, b] , put
If the integral b a G(t, t)ψ(t)dt is finite, then the process X(t) ψ(t) admits the Karhunen-Loève expansion (see, e.g., [2] ):
where ξ k , k ∈ N, are independent standard normal random variables, while λ k > 0 and f k (t), k ∈ N, are the eigenvalues and eigenfunctions of the It follows from the Karhunen-Loève expansion that
Thus, the initial small deviation problem is reduced to the asymptotic analysis of P { ∞ k=1 λ k ξ 2 k ≤ ε 2 } as ε → 0. First solutions of this problem were based on the evaluation of Laplace transform and its subsequent inversion, see, e.g., the pioneer paper by Sytaya [64] and surveys [40] and [43] . An intricate form of the solution in [64] makes it impossible to extract the exact asymptotics from it. Starting from [32] and [19] , many authors attempted simplifying the asymptotic expression for the small deviation probability under various conditions.
Zolotarev [68] obtained the exact small deviation asymptotics in the case λ k = k −A , A > 1. Using the results of [42] , Dunker, Lifshits and Linde [20] found the exact asymptotics when λ k = f (k), where f is a positive, logarithmically convex and twice differentiable summable function. In [8] the results of [20] were applied to the case of integrated and centered (by time) Brownian motion and Brownian bridge. More general results for mtimes integrated processes were later proved in [29] and [50] . For the Slepian process the precise solution to the small ball problem was described in [52] . In [36] the same problem was solved for the important special case when the eigenvalues λ k are the ratios of powers of two polynomials with real coefficients.
A new approach enabling the analysis of small deviation asymptotics in L 2 -norm, up to a constant, has been elaborated in [50] and [49] . The main results of [50] and [49] are applied for a large class of Gaussian processes whose covariances coincide with Green functions of self-adjoint differential operators of rather general form. We suggest to call such processes "Green processes".
The small deviation asymptotics for weighted Green processes was established by Nazarov and Pusev [51] , who obtained, for sufficiently smooth non-degenerate weight functions, the small deviation asymptotics up to the so-called distortion constant. This constant appeared for the first time in the paper of Li [39] and has the form of a certain infinite product. Evaluating this constant requires the knowledge of eigenfunctions of the covariance. Using the approach proposed in [48] , see also similar results in [28] , Nazarov and Pusev [51] calculated the distortion constant for certain weighted Green processes with known eigenfunctions. For the reader's convenience, in Section 2 we formulate the corresponding theorem along with some auxiliary results. The range of processes that satisfy conditions of the main theorem in Section 2 is wide and includes, for example, the Brownian motion, the Brownian bridge, the Ornstein-Uhlenbeck process and their multiple integrated analogues.
In this paper we show how to evaluate the distortion constant for some Gaussian processes when the eigenfunctions of the covariance are unknown. In Section 3 we study the small deviation probabilities of some weighted Gaussian processes with unknown eigenfunctions. Using the approach closely related to the classical WKB method [27] , we first find asymptotics of the eigenfunctions and then derive the distortion constant. This gives the desired exact small deviation asymptotics. For the weighted Hilbert norm, the method that we use simplifies considerably the evaluation of exact asymptotics. We expect that the proposed approach is applicable for a much more general subclass of Green processes than the one considered in Section 3.
In Section 4, using the results of Section 3, we study the exact small deviation asymptotics in the weighted L 2 -norm for Bessel processes and Bessel bridges. In Section 5, the results of Section 4 are applied to the Brownian excursion. Then, in Sections 6 and 7, we explore analogous problems for Brownian local times, the Brownian meander, and similar processes. In particular, we consider integral functionals of Bessel processes and Brownian local times, the supremum process of the Brownian motion and the Pitman process, the suprema of Bessel processes, of the Brownian excursion and Brownian meander. The results are new even under the unit weight, though their proofs are simple and rely on certain known identities in law between Brownian functionals.
We expect that the appearance of tables of exact small deviation asymptotics for various functionals of random processes is just a matter of time. Such tables should be similar to the tables of integrals, sums and products or to the tables of distributions of functionals of Brownian motion.
Auxiliary statements
Let L be the self-adjoint linear differential operator of order 2ℓ, defined on the space D(L) of functions satisfying 2ℓ boundary conditions. Denote by W 
Then the function G(t, s) = ψ(t)ψ(s)G(t, s) is the Green function of the boundary-value problem
where the space D(L) consists of functions v which satisfy the condition
Remark. By setting y = ψ −1/2 v we can rewrite the problem (1)-(2) as follows:
In the same paper [51] , the following theorem is proved by means of Lemma 1 and the theory developed in [50] : Theorem 1. Let the covariance function G X (t, s) of the centered Gaussian process X(t), 0 ≤ t ≤ 1, be the Green function of the self-adjoint differential operator L of order 2ℓ
with boundary conditions
where α i jk are some constants,
In (3) the "distortion constant" C dist is given by
where µ n are the eigenvalues of the boundary-value problem
Next, we need the lemma of M. A. Lifshits (see, e.g., [56] ), which is proved by direct yet laborious calculations. Lemma 2. Let V 1 , V 2 > 0 be two independent random variables with known small deviation asymptotics; namely, assume that as r → 0
where a 1 , a 2 are arbitrary real constants, and
where
Using induction by n, it is straightforward to extend Lemma 2 to the case of an arbitrary number of i.i.d. random variables. We have the following result. 
where a is a real number, and K and D are positive constants. Then
3. Small deviations in the weighted quadratic norm
The next theorem gives the exact small deviation asymptotics for the Brownian bridge B in a weighted L 2 -norm for a large class of weights.
Theorem 2. Let function ψ defined on [0, 1] be positive and twice continuously differentiable. Then as ε → 0
Proof. According to Lemma 1, the coefficients λ k in the Karhunen-Loève expansion are given by λ k = µ 
Let ϕ 1 (t, ζ) and ϕ 1 (t, ζ) be solutions of the equation −y ′′ = ζ 2 ψy satisfying the initial conditions
Such a choice of the fundamental system of solutions is convenient from a technical point of view. It allows us to study the behavior of solutions for ζ in both neighborhoods, the neighborhood of zero and the neighborhood of infinity. Upon substituting the general solution y(t) = c 1 ϕ 1 (t, ζ) + c 2 ϕ 2 (t, ζ) into the boundary conditions, we observe that µ k = x 2 k , where x 1 < x 2 < . . . are the positive roots of the function
Due to Theorem 1, it is sufficient to prove that
We shall calculate this infinite product by means of Jensen's theorem. Let f (ζ) be a function of complex variable which is analytic for |ζ| < R. Suppose that f (0) = 0, and let r 1 , r 2 , . . . be the modules of zeros of the function f (ζ) in the circle |ζ| < R, arranged in the non-decreasing order. By Jensen's theorem (see, e.g., [65, §3.6.1]) for r k < r < r k+1 we have
Therefore for two functions f and g with modules of zeros r 1 , r 2 , . . . and s 1 , s 2 , . . ., respectively, for all max{r k , s k } < r < min{r k+1 , s k+1 } we get
Consequently,
In order to study the asymptotic behavior of the function F (ζ) as |ζ| → ∞, we shall utilize the so-called WKB approximation, which has been used long ago in quantum mechanics for the analysis of the Schrödinger equation. The origin of the WKB method dates back to old papers by Carlini, Green and Liouville, see [27] for a history of the method.
According to [25, Ch. 2, §3] , the equation −y ′′ = ζ 2 ψy has solutions of the form
where the functions δ 1,2 (t, ζ) satisfy
Differentiating asymptotic expressions for the functions ϕ 1,2 (t, ζ), we obtain
where the functions δ 1,2 (t, ζ) are also uniformly bounded.
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Observe that Wronskian of the solutions ϕ 1,2 (t, ζ) does not vanish when |ζ| gets large. Hence for sufficiently large |ζ| the functions ϕ 1,2 (t, ζ) are linearly independent, so that for large |ζ| the functions ϕ 1,2 (t, ζ) can be represented as linear combinations of ϕ 1,2 (t, ζ):
Due to conditions (5)- (6), we have
Thus, the following asymptotic relations hold for |ζ| → ∞, Im(ζ) ≤ 0:
In a similar way, we can show that alike relations hold true as |ζ| → ∞, Im(ζ) ≥ 0. So, we get as |ζ| → ∞:
) there exist exactly 2k zeros ± π ϑ , ± 2π ϑ , . . . , ± kπ ϑ of the function Ψ(ζ), and exactly 2k zeros ± x j , j = 1, . . . , k, of the function F (ζ). Applying Jensen's theorem to the functions F (ζ) and Ψ(ζ), we obtain
By the fact of continuous dependence of the solution of differential equation on a parameter (see, e.g., [17, Ch.1, Sec. 7]), it follows that
Remark. Choosing ψ ≡ 1 and ψ(t) = exp(qt) in relation (4) leads to the classical result on small deviation asymptotics for the Brownian bridge and to formula (3.16) of [48] , respectively.
In the rest of the paper, the weight ψ that satisfies the conditions of Theorem 2 will be called "regular-shaped".
By using the same arguments as above, we can find the exact small deviation asymptotics for the "elongated" Brownian bridge W (u) (t) ≡ W (t) − utW (1). This is a centered Gaussian process with covariance function
2 )st, so that for u ∈ (0, 1] the process W (u) equals in law the Brownian bridge from zero to zero of length (2u−u 2 ) −1 on the interval [0, 1]. For u = 1 this process coincides with a standard Brownian bridge. For u = 0 it is a standard Brownian motion. Theorem 3. Consider the process W (u) (t) with u < 1, and assume that ψ is a regularshaped weight on [0, 1]. Then as ε → 0
Proof. By Lemma 1 the numbers λ k in the Karhunen-Loève series are equal to λ k = µ −1 k , where µ k are the eigenvalues of the boundary-value problem
where τ = (1 − u) −2 − 1. Denote by ϕ 1,2 (t, ζ) solutions of the equation −y ′′ = ζ 2 ψy satisfying the initial conditions (5)- (6) .
Substituting the general solution of equation
into the boundary conditions, we obtain µ k = x 2 k , where x 1 < x 2 < . . . are positive zeros of the function
Taking into account Theorem 1, it is sufficient to show that
.
It follows from relations (9)-(12) that as |ζ| → ∞
Applying Jensen's theorem to the functions F (ζ) and Ψ(ζ) = cos(ϑζ), we get
By the fact of continuous dependence of the solution of differential equation on a parameter,
Remark. For u = 0 and ψ ≡ 1 relation (13) is a classical one. For ψ(t) = exp(qt) relation (13) yields formula (3.15) of [48] . Theorems 2 and 3 imply Theorems 3.1 -3.4 and Theorem 4.1 of [51] .
Two subsequent theorems provide the exact small deviation asymptotics for the Ornstein-Uhlenbeck process starting at zero and the usual stationary Ornstein-Uhlenbeck process. The Ornstein-Uhlenbeck process starting at zero,Ů (α) (t), is the centered Gaussian process with the covariance function 
Proof. Due to Lemma 1,
k , where µ k are eigenvalues of the problem
As before, denote by ϕ 1,2 (t, ζ) the solutions of equation y ′′ + (ζ 2 ψ − α 2 )y = 0 which satisfy the initial conditions (5)- (6).
On substituting the general solution y(t) = c 1 ϕ 1 (t, ζ) + c 2 ϕ 2 (t, ζ) into the boundary conditions, we get µ k = x 2 k , where x 1 < x 2 < . . . are positive zeros of the function
In view of Theorem 1, it remains to show that
In accordance with [25, Ch. 2, Sec. 3], the differential equation y ′′ + (ζ 2 ψ − α 2 )y = 0 has solutions ϕ 1,2 (t, ζ) satisfying relations (7)- (8) . As in the proof of Theorem 2, one can show that relations (9)- (12) are valid for ϕ 1,2 (1, ζ) and ϕ
Applying Jensen's theorem to the functions F (ζ) and Ψ(ζ) = cos(ϑζ), we have
By continuity of the dependence of a solution of differential equation on a parameter, we get
sinh(αt), and hence F (0) = cosh α + sinh α = e α .
Remark. Theorem 4 extends the result of [28, Corr. 3] obtained for the unit weight. It also extends Theorem 4.2 of [51] which corresponds to choosing ψ(t) = exp(qt) in (14) .
Denote by U (α) (t) a usual stationary Ornstein-Uhlenbeck process, that is, a centered Gaussian process with covariance G U (α) (t, s) = e −α|t−s| /(2α).
Theorem 5. Consider the process U (α) (t), α > 0, and assume that ψ is a regular-shaped weight on [0, 1]. Then as ε → 0 Denote by ϕ 1,2 (t, ζ) the solutions of equation y ′′ + (ζ 2 ψ − α 2 )y = 0 which satisfy conditions (5)- (6) .
Substituting the general solution y(t) = c 1 ϕ 1 (t, ζ) + c 2 ϕ 2 (t, ζ) into the boundary conditions yields µ k = x 2 k , where x 1 < x 2 < . . . are positive zeros of the function 
Thus, it remains to show that
The same arguments as in the proofs of the previous theorems lead to relations (9)-(12) for ϕ 1,2 (1, ζ) and ϕ
. Applying Jensen's theorem to the functions F (ζ) and Ψ(ζ), we get
By the fact of continuous dependence of the solution of differential equation on a parameter, we get
By direct calculations one has ϕ 1 (t, 0) = cosh(αt), ϕ 2 (t, 0) =
Remark. Choosing ψ(t) = exp(qt) in (15) In the next theorem we calculate the exact small deviation asymptotics for the Bogoliubov process Y (t), t ∈ [0, 1]. This is a centered Gaussian process with covariance [59, 60] . It plays an important role in the theory of statistical equilibrium of quantum systems and occurs in representing Gibbs equilibrium means of Bose operators in the form of functional integrals using Bogoliubov's method of T-products [13] .
Properties of the Bogoliubov measure µ B , of functional integrals with respect to µ B , and of trajectories of the Bogoliubov process were studied in [23, [60] [61] [62] . Using the unit and exponential weights, Pusev [56] 
Proof. By Lemma 1 we have
k , where µ k are eigenvalues of the boundary-value problem
Let ϕ 1,2 (t, ζ) be solutions of the equation y ′′ + (ζ 2 ψ − ω 2 )y = 0 satisfying the initial conditions (5)- (6) .
Substituting the general solution y(t) = c 1 ϕ 1 (t, ζ) + c 2 ϕ 2 (t, ζ) into the boundary conditions, we get µ k = x 2 k , where x 1 < x 2 < . . . are positive zeros of the function
, we obtain as in Theorem 1 that
It remains to verify that
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As in the proof of Theorem 4, we get relations (9)-(12) for ϕ 1,2 (1, ζ) and ϕ
Applying Jensen's theorem to the functions F (ζ) and Ψ(ζ) = cos(ϑζ) and arguing as in the proof of [56, Th. 2], we obtain
Since the dependence of the solution of differential equation on a parameter is continuous, it follows that
It is easy to see that ϕ 1 (t, 0) = cosh(ωt), ϕ 2 (t, 0) =
Remark. The substitution of ψ ≡ 1 and ψ(t) = exp(qt) into relation (17) yields the statements of Theorem 1 and Theorem 2 of [56] , respectively.
Small deviations of Bessel processes
Now we proceed with the study of small deviations for functionals of certain nonGaussian processes related to the Brownian motion. For a non-Gaussian process X(t) the use of random series of Karhunen-Loève-type becomes problematic. The problem simplifies if the process X(t) can be expressed by means of simple Gaussian processes.
We start with a Bessel process Bes δ of dimension δ > 0 that corresponds to the index ν = δ/2−1 ∈ (−1, ∞). The definition of Bessel processes and main facts from their theory can be found in [15] , [57] . For the integer dimension n, the process Bes n can be viewed as the radial part of the n-dimensional Brownian motion with independent components. In the case of Bessel bridge Bes n 0 the components are independent Brownian bridges. Small deviation asymptotics for Bessel processes and Bessel bridges are derived from the exact distributions given in [15] . It follows from formula (4.1.9.4 (1)) of [15] that for any dimension δ ≥ 2 or any index ν > 0 we have, as r → 0
Small deviation asymptotics for Bessel processes and Bessel bridges in L p -norms were studied in [22] . Formula (18) follows from the paper [22] when p = 2.
The exact distributions of quadratic norms of Bessel bridges were found by Kiefer [37] in connection with some problems of nonparametric statistics. According to Kiefer's formula for any natural k and any a > 0
where D p are the functions of parabolic cylinder.
It is clear that for a fixed index p the main role in the asymptotics as a → 0 is played by the first term, so that according to [7, Sec. 8 .4] we have as z → ∞ :
Therefore, for any natural k as ε → 0
In case of an arbitrary dimension δ > 1, formulas (19) and (20) remain valid. This can be seen by combining formulas (4.1.0.6) and (4.1.9.8) of the handbook [15] . Now we shall touch the topic of small deviations of the supremum of Bessel processes and bridges. Denote by µ(Z) the supremum of a random process Z on [0, 1]. The exact formula for the supremum of the Bessel bridge of integer dimension was found by Gikhman [30] and independently by Kiefer [37] ; later Pitman and Yor [55] proved its validity for any positive dimension δ > 0 or any index ν = δ−2 2 . Let 0 < j ν,1 < j ν,2 < ... be the sequence of positive zeros of the Bessel function J ν . The Gikhman-Kiefer-Pitman-Yor formula says that for ν > −1 (that is for δ > 0) and any r ≥ 0 we have
Obviously the main contribution to the series as r → 0 is made by the first term. Therefore the exact small deviation asymptotics for the supremum of the Bessel bridge with ν > −1 looks as follows:
An analogous formula for the Bessel process has a slightly different form. It follows from the handbook [15, formula 4.1.1.4], see also [55] , that for ν > −1
This formula for integer dimensions was firstly obtained in the famous paper by Ciesielski and Taylor [16] . We again observe that the main contribution as r → 0 is made by the first term. Consequently, we get the exact small deviation asymptotics as r → 0:
Special cases of formulas (21) and (22) for small integer dimensions are discussed in the survey of Fatalov [21] .
It is well-known that the powers of Bessel processes belong to the same family of processes up to a suitable time change [57, Ch. XI] . This leads to numerous identities in law between the integrals of different powers of Bessel processes, see [57, Ch. XI], [11] , [10] . We select, as an example, a typical identity [57, Coroll. 1.12, Ch. XI], which is valid for integer dimensions d > 1:
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Due to this identity the exact small deviation asymptotics (18) , which is valid for the right-hand side, is also valid for the left-hand side. One more example is given by the identity in law from [10, Table 2 ]:
Using formula (20), we get a new asymptotic relation as r → 0:
Applying Lemma 3 to the squares of weighted norms of Brownian motions and using Theorem 3, we obtain the exact small deviation asymptotics for the weighted norm of a Bessel process of integer dimension. 
In a similar way, we can obtain the exact small deviation asymptotics for the weighted L 2 -norm of a Bessel bridge of integer dimension.
Proposition 2. Let ψ be a regular-shaped weight on
For use later on, we describe the small deviation asymptotics of Bes 
Proof. The proof consists of "pasting together" two asymptotics, (18) and (20), with the help of Lemma 2. After some calculations we get the statement of the lemma.
Another example of the use of Lemma 3 is as follows. Consider a non-summable weight ω(t) = [t(1 − t)] −1 , 0 ≤ t ≤ 1, called the Anderson-Darling weight, see [5] . The squared norm of the Brownian bridge with the Anderson-Darling weight (in the notation of [45] )
plays an important role in the theory of distribution-free goodness-of-fit tests. It was proved in [48] that as r → 0
Now, following the paper [45] , for natural n consider the functional
Clearly A n,1 is the sum of n independent copies of A 1,1 . Hence by Lemma 3 and (25) we get as r → 0
Now denote by T 1 (3) and T 1 (4) the first hitting times of the level 1 by the Bessel processes Bes 3 and Bes 4 , respectively. The following two identities in law are proved in [45, p. 174 ]:
The use of relation (26) with n = 2 gives us two new exact asymptotics for small deviation probabilities of Bessel processes as r → 0:
In the conclusion of this section, consider the remarkable result of Alili [3] , [10, formula 4.33], which establishes the following identity in law for any σ = 0 : 
Using ( Using (20) we can obtain the exact small deviation asymptotics for the functional on the left-hand side of (27) for any σ. As shown in [4] , see also [10, formula 4.34] , the following surprising identity in law holds as σ → ∞ :
This result implies one more exact small deviation asymptotics, now for the exponential functional of Bessel process. Proposition 3. As r → 0 we have
8r .
Small deviations for the Brownian excursion
This section addresses the topic of small deviations of Brownian excursion. Denote by e(t), 0 ≤ t ≤ 1, a usual Brownian excursion. The accurate definition of this process can be found, e.g., in [15] , [58] , or [57] . Informally, we may think of the normalized Brownian excursion on the interval [0,1] as the Brownian bridge from zero to zero taking positive values within this interval or as the Brownian motion starting at zero, conditioned to stay positive and to hit zero for the first time at time 1.
For our purposes the link of the Brownian excursion with the Bessel bridges plays the key role. This link is known long ago and was partially described by Lévy [38] , by Itô and McKean [33, Sec. 2.9] , and by Williams [67] . Later, the Brownian excursion and related processes were studied in numerous papers, see, e.g., [57] and [46] . However, to the best of our knowledge, their exact small deviation asymptotics in L 2 -norm have not yet been obtained.
Proof. The following identity in law, sometimes called the Lévy-Williams identity [10, p. 454], is well known [67] , [58] :
where B 1 (t), B 2 (t), B 3 (t), 0 ≤ t ≤ 1, are three independent Brownian bridges. Multiplying both parts of (28) by ψ and integrating, we get Choosing the unit weight in Theorem 7 leads to the exact small deviation asymptotics for the Brownian excursion itself:
As a one more example, consider the smooth weight χ(t) = (1+t) −4 . Applying Theorem 2, we easily obtain (here ϑ = 1 2 ) that as ε → 0
(the result also follows from Theorem 4 of [51] with a = 1). Incidentally, this relation corrects the erroneous formula (13) of [31] . Considering the excursion with the weight χ(t), we get from Theorem 7 that
As in the proof of Theorem 7, using Theorems 3.1 and 3.3 of [48] , and Example c) from [36] , we can establish the exact small deviation asymptotics for the Brownian excursion with various "degenerate" weights.
Proposition 4.
The following assertions hold as ε → 0 :
The following identity in law for the Watson-type functional of the Brownian excursion holds, see [10, formula (4.20) ]:
W at(e) := Applying formula (20) with k = 2, we obtain a new exact asymptotics as r → 0:
On small deviations of the Brownian local time
Now, let L 
First, consider the case m = 3. In view of Theorem 7, the small deviation asymptotics of the functional e 2 on the right-hand side of (30) are known. This implies the exact small deviation asymptotics for the integral functional
Proposition 5. The following relation holds as ε → 0 :
This proposition refines on the result of [18] , where the asymptotic relation was proved at the logarithmic level only. Now we proceed to the case m = 2. We have the following equality in law
The integral on the right-hand side, which may be interpreted as the Brownian excursion area, has been studied by many authors, see a history of the question in [34] . The distribution of this integral can be described as follows. (L x 1 (B)) 2 dx holds.
A less accurate version of this result, at the logarithmic level only, was obtained in [18, Theorem 3.1] . The exact asymptotics given here seems to appear in the literature for the first time. In general, the results on small deviations of Brownian local times are sparse. We augment them by the corollary of the first Ray-Knight theorem, see, e.g., [57, Ch. XI] , [46, Ch. 3] .
Let T 1 = inf{t : W (t) = 1} be the first hitting time of 1 by the Brownian motion. For x ∈ [0, 1] consider the local time process in x up to the moment T 1 :
Ray-Knight's first theorem says that on the interval [0, 1] this process equals in law to the square of the process Bes 2 . Therefore we have
The generalization of this result via Proposition 1 for the weighted quadratic norm looks as follows.
Proposition 7. Let ψ be a regular-shaped weight on [0, 1]. Then as ε → 0
Using the relationship between the process L x T 1 (W ) and the two-dimensional Bessel process, we can find the exact small deviation asymptotics of the L p -norm of the process L x T 1 (W ). For any positive p, we have
where the asymptotics for the right-hand side, in implicit form, are obtained from [22] .
An interesting process related to a random process X(t) starting from zero is the so-called supremum-process S(t) = sup 0≤s≤t X(s). In case of the Brownian motion, the classical result by Lévy [38] says that the process S(t) − W (t), t ≥ 0, coincides in law with a reflected Brownian motion |W |, that is, with a one-dimensional Bessel process. Then, the application of Theorem 3 leads to the following proposition. 
A more remarkable result belongs to Pitman [53] , see also [57, Ch. 6] , who proved the coincidence in law of the process 2S − W and the three-dimensional Bessel process Bes 3 . Pitman's identity implies the relation
Hence, we can obtain via Lemma 3 the exact small deviation asymptotics for the Pitman process with respect to weighted norm.
Another interesting fact from [57, Ch.6, Coroll. 3.8] consists of the equality in law of the processes {|W |(t) + L 0 t (W ), t ≥ 0} and {Bes 3 (t),t ≥ 0}. The use of this fact yields the exact asymptotics as ε → 0 for the probability
As to the supremum in x of the Brownian local time L x t (W ), its distribution is wellstudied and can be found in [15, formula 1.11.4 ]. Therefore we have as ε → 0
It is also of interest to look at the supremum of Brownian local time up to some hitting time. Let τ b = inf{s : W (s) = b} be the first hitting time of the level b ∈ R. Then, as proved in [14, Ch. I, formula (4.13)], see also [15, formula (2.11.2)], the following exact asymptotics holds as ε → 0 :
On small deviations of Brownian meander
In this section, we consider the Brownian meander m(t). A rigorous definition of the meander of length 1 can be found in [57, Ch. XII] and [15, p. 83] . The Brownian meander can be thought of as a Brownian motion conditioned to stay positive up to time 1, but it is not required that the Brownian meander vanishes at the point 1. Denote by m z (t) the Brownian meander taking the value z ≥ 0 at the point 1.
The following fact is proved in [9] :
where B 1 , B 2 , and B 3 are three independent Brownian bridges. For z = 0 we get, as a particular case, the Lévy-Williams identity discussed above. First, we need the exact small deviation asymptotics of (B(t) + zt) 2 . For this, we can use, e.g., the result from [47] saying that as r → 0
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Due to (20) , we have as r → 0 :
Combining this result with (31) via Lemma 2 we get as ε → 0
Thus, the following exact small deviation asymptotics for the Brownian meander m z with prescribed end holds.
Proposition 9. For any z ≥ 0, we have as ε → 0
For z = 0 the above result is in perfect accordance with formula (29) for the Brownian excursion.
We next turn to deriving the small deviations of the usual Brownian meander m(t). To this end, recall the following equality in law, see [46, Corr. 3.9 .1] or [54, Sec. 5]:
where the Brownian bridge B and two Brownian motions W 1 and W 2 are independent. The process on the right-hand side of (32), is the "interpolation" between the squares of the Bessel process and of the Bessel bridge. Using (32) we readily get the exact small deviation asymptotics for the meander m(t). In a particular case of k = 2 and m = 1, by Lemma 4 we get the following result. Similarly, we can infer the exact small deviation asymptotics for the Brownian meander under various weights. Indeed, as r → 0
and it remains to apply Lemma 2. Proposition 11 implies an interesting relation connected to the integral functional h(e) = 
we get a formula resembling to (24) : as r → 0
It is interesting to compare the small deviation asymptotics for the suprema of Brownian excursion and Brownian meander. Recall the identity, see [35] , [10, p. where the right-hand side coincides with that of (35) . Then, the application of (33) yields: Proposition 13. As ε → 0 we have
The comparison of Propositions 11 and 13 shows the equality of exponents and the difference of power terms and constants, as expected.
Interestingly, for the Brownian meander equality (34) takes a similar but different form [11] : h(m) law = µ(m). Based on Proposition 13, this observation allows us to infer the exact small deviation asymptotics for the functional h(m) = 1 0 ds/m(s).
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