Abstract-In this paper a hierarchical one-leader-multifollowers game for a class of continuous-time nonlinear systems with disturbance is investigated by a novel policy iteration reinforcement learning technique in which, the game model consists both of the zero-sum and nonzero-sum games, simultaneously. An adaptive dynamic programming (ADP) method is developed to achieve optimal control strategy under worst case of disturbance. This algorithm reduces the number of neural networks which are used for estimation for about thirty percent. Proposed algorithm uses neural networks to estimate value functions, control policies and disturbances. Convergence analysis of the estimations is investigated using Lyapunov theory and exploiting properties of the Nemytskii operator. Finally the simulation results will show effectiveness of developed ADP method.
I. INTRODUCTION
N OWADAYS, the optimal control theory has penetrated in various disciplines from aerospace engineering to resource management [1] - [4] . Based on its merits and importance, the scholars have developed different approaches to study the dynamic optimization problems [5] . One of the main trends in optimal control systems has been provided by Bellman, namely the optimality principle, and now extended to more complex versions. The adaptive dynamic programming (ADP) is one of these extensions whose essential root is the Hamilton-Jacobi-Bellman (HJB) equation [6] - [15] .
Inspiring by the reinforcement learning (RL) techniques, the ADP resolves some drawbacks of the classical dynamic programming (DP) like curse of dimensionality [16] . As a matter of fact, the kernel of the operation of ADP is estimating the cost functional by a function approximating mechanism and then solving the DP problem forward in time. Based on its efficient performance, the ADP is widely used in numerous optimal control problems such as power system control [17] , [18] , battery management [19] , [20] and autopilot systems [21] , [22] .
In a multi-agent system, when the control strategy of an agent affects the cost function of other players (e.g. through system's dynamic) one can model the problem as a dynamic game rather than a single optimal control problem. Usually, in a dynamic game with non-quadratic cost, nonlinear or unknown dynamics, the closed form of the solution which is known as the equilibrium point of the game, cannot be found and therefore, the ADP method can be utilized as a promising tool to estimate the solution.
Dynamic games can be classified based on the sum of the cost functions into zero-sum (ZS) and nonzero-sum (NZS) games [23] - [26] . In ZS games, two major approaches have been proposed in [27] where the underlying system is linear: the on-line algorithm based on the integral RL in which some partial information of the dynamical system is needed, and the off-line algorithm based on the policy iteration (PI) wherein full information of the system is utilized. The extension of the approach for an unknown nonlinear dynamical system has been studied in [28] . In [29] , an ADP method has been proposed for input constraint ZS dynamic game. For the linear systems with partially measurable states in presence of various matched uncertainties, a robust ADP method for the ZS game has been explored in [30] . An on-line iterative ADP algorithm has been proposed in [31] with known disturbance matrix and unknown state and control matrices.
In contrast to the ZS games, where the goals of the players are fully opposed and the equilibrium point is known as the saddle point, in NZS games the equilibrium strategy of the game is defined as a strategy profile of the players in which, no player can lower its cost function by changing its control strategy, while the other players do not change their strategy. This equilibrium strategy is also known as Nash equilibrium point. In [32] , a PI-ADP approach for a NZS game with nonlinear discrete-time dynamic has been proposed and both on-line and off-line algorithms has been investigated. An on-line method for multi-player NZS games which requires complete knowledge of system dynamics has been presented in [23] . In [33] , an off-policy IRL method for a continuoustime multiplayer NZS game with unknown dynamics has been explored. Utilizing the actor-critic-identifier (ACI), without full information of the system dynamics is another important approach in NZS games. This technique is adopted in [34] to approximately solve a set of coupled HJB equations of the proposed N player NZS game.
All of the mentioned research works which have used the ADP method to solve dynamic games, only considered the case that the players decide simultaneously. However,
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ii the problem becomes more complicated when the players decide in hierarchical scheme. In dynamic Nash games where the strategy of each player affects other players' costs and strategies, indirectly through the state of the system and the players have access to the state measurement, the Nash optimal strategy of the game can be obtained using ADP to solve HJB equations of the players, simultaneously. However, in a hierarchical (e.g. one-leader-multi-followers) game, since the strategies of the followers depend both on the strategy of the leader and the state of the system, finding the StackelbergNash equilibrium point of the game and the proof of convergence of the ADP algorithm to the equilibrium point of the game become more complicated.
The basic type of hierarchical games is the leader-follower or Stackelberg game which was introduced by H. von Stackelberg in 1934 [35] . In this game, the leader decides first at the upper level (level 1), and in the lower level (level 2), the follower decides upon the decision of the leader is revealed [36] - [39] . The leader-follower game has widespread applications in many engineering fields like smart grids and cognitive radio network [40] , [41] .
Dynamic Stackelberg games are well studied in the case of linear dynamic and quadratic cost [42] - [45] . However, studies on dynamic Stackelberg games with nonlinear dynamic and non quadratic cost are fairly scarce. In [46] the authors proposed a heuristic iterative algorithm for solving dynamic Stackelberg game, however the convergence of the proposed algorithm was not proven. In [47] discrete time dynamic Stackelberg games with general form of dynamic and cost is studied and dynamic programming approach is used to derive the Bellman equation and find the optimal solution. However, for continuous time systems the Bellman optimality principle leads to the well known HJB equation. In non-LQ continuous time problems like our case, the HJB equation cannot be solved analytically and ADP is a promising approach which can be utilized to obtain the value function and optimal strategy.
The ADP method has been utilized to solve non-LQ dynamic Nash-games in the literature like [28] , [33] , nevertheless, to the best of authors' knowledge, the ADP has not been explored to solve nonlinear-non-quadratic Stackelberg games up to now. In this paper, an on-line ADP method is proposed to obtain the equilibrium point of a group of dynamic continuous time hierarchical nonlinear non-quadratic games. Further, the proposed algorithm is robust with respect to uncertainty which is considered as an exogenous disturbance. In the upper level (level 1) of the game, the leader acts first and plays a Stackelberg game with the followers. At the lower level (level 2), the followers play an N -player non-cooperative Nash game and decide simultaneously after the leader. All the players also play a ZS game with the disturbance.
Because of the non-simultaneous decision making in our proposed game, the strategy of the leader appears in the Nash strategy of the followers, since the best response of each follower is a function of both the current state and the strategy of the leader. Such dependency imposes more difficulties when we want to calculate the equilibrium strategies of the players and also to prove the convergence of the ADP algorithm to the equilibrium point of the game. To overcome this issue, we have used Nemytskii operator and neural networks. In the proposed ADP algorithm, neural networks are used in actor-critic scheme. Update rules for critic and actor networks are obtained using gradient descent and adaptive control, respectively. Convergence analysis of the ADP method to equilibrium point of the game is performed using Lyapunov theory and exploiting the properties of Nemytskii operator. In addition, the number of neural networks used in actorcritic method is reduced with respect to similar works [25] , [30] which facilitates the training procedure and speeds up the convergence.
The contribution of this paper can be summarized as follows:
• Using an ADP-based method to solve a class of differential hierarchical games with nonlinear dynamic and nonquadratic cost in presence of disturbance for the first time.
• Convergence analysis of ADP algorithm to the Stackelberg-Nash-Saddle equilibrium point of the proposed game model by guaranteeing the uniform ultimate boundedness (UUB) condition.
• Using Nemytskii operator in the ADP-based methods for the first time to overcome the complexity of computing the leader's optimal strategy. The organization of the paper is as follows: In Section II the problem is formulated and the proposed game model is discussed. Some preliminaries are reviewed in Section III. Section IV devotes to the main results in which the final solution is obtained in three serial steps. A numerical simulation in Section V, verifies the obtained theoretical results. Concluding remarks are presented in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
The general scheme and information structure of the proposed hierarchical game in this paper is adopted from [45] where the authors studied discrete time linear-quadratic hierarchical dynamic games. The game consists of N + 2 players: one leader, N followers and a disturbance. The players decide in a dynamic environment. The sate dynamic equation of the system is known to all players and also they have closed loop information about the state of the system. The strategy of all players appear in the state dynamic equation of the system and therefore, the objective function of all players are coupled indirectly through the state of the system. The disturbance is considered as a virtual player who wants to provide the worst case condition for the objective function of all players. In the lower level (level 2) of the proposed hierarchy, the followers play a dynamic Nash game with each other and also play a zero-sum game with the disturbance. The followers decide simultaneously and they don't have information about other followers' costs and strategies, while they know the leader's strategy. At this level, each follower independently updates its value function and best response strategy to the other followers' strategies and disturbance. In the higher level (level 1) of the game, the leader uses the obtained strategies of the followers as the reaction of the followers to play a ZS game with disturbance and find its min-max optimal strategy.
Since there is a Stackelberg, a Nash and (N+1) ZS games in this model, the equilibrium point of the whole game is called Stackelberg-Nash-saddle equilibrium. A schematic diagram of the proposed game structure is shown in Fig dynamical system with one leader and N followers playing over a state space whose evolution dictated by the following differential equation:
where
, and ω(t) ∈ W ⊂ R w , are state vector, controls or actions of followers, control or action of leader, and disturbance, respectively. Moreover, f : R n → R n is a Lipschitz vector function with f (0) = 0, and g j :
n×w are some continuous matrices. In addition, similar to [23] , [34] , [48] , it is assumed
The leader's decision is based on followers' rationality. All players make decisions in such way to minimize their cost functionals in the worst case scenario generated by the disturbance with attenuation level γ as follows:
where 1 ≤ i ≤ N are followers and i = N + 1 is the leader. Functions Q i (x(t)) > 0 are generally nonlinear and satisfy Q i (x) ≥ ϑ i x T x for certain positive constants ϑ i , γ is a scalar, and S i > 0, R ii > 0, R ij ≥ 0 are known and symmetric matrices. In the subsequent, the parameter t is dropped for the sake of simplicity.
Based on the given points, the goal is to find a set of state feedback control policies which minimize cost functions in the worst case strategy of disturbance player. In the subsection 3.1 we solve the game in the lower level (level 2) for followers and then the obtained solution is used in subsection 3.2 to solve the leader's problem in the upper level (level 1) and complete the solution of the proposed bi-level game. Then in the subsection 3.3, the update rules for critic and actor networks are introduced and the convergence of the proposed algorithm is proven.
III. PRELIMINARY DEFINITIONS
, where Γ i is ith player strategy set, i ∈ Z + , is said to constitute a Nash equilibrium solution for N -person nonzero-sum finite game in extensive form, if the following N inequalities are satisfied for all
.., J N * } is known as a Nash equilibrium outcome of the nonzero-sum finite game in extensive form.
Definition 2 ( [49] Stackelberg Game).
In a Stackelberg game a player (leader) has the ability to enforce his strategy on the other player (follower). In this game leader acts first and then follower reacts to leader's decision. A strategy γ 1 * ∈ Γ 1 is called a Stackelberg equilibrium strategy for the leader, if
are pure strategy spaces and costs of leader and follower, respectively. Also the set
is the optimal response set of follower to the strategy γ 1 ∈ Γ 1 of leader.
Definition 3 ( [49] Differential Game)
. Consider a game with two players who decide in a dynamic environment as followṡ
and the cost functionals of the players ∀t ∈ [t 0 , T ] defined as:
where [t 0 , T ] denotes the prescribed duration of the game. If the players decide simultaneously, then the game is called differential Nash game or simply differential game and if they decide in leader-follower scheme, the game is called differential Stackelberg game.
iv Definition 4 ( [50] Nemytskii Operator). Consider a set Ψ which is a measure or metric space and let X and Y be two Hausdorff topological spaces. The Nemytskii operator is defined by:
As can be seen from the definition, the Nemytskii operator assigns the Y -valued z −→ f (z, u(z)) to each function u : Ψ → X. Another concept is the uniformly ultimately boundedness (UUB) property of a signal.
Definition 5 ( [51] UUB).
The solutions of the nonlinear dynamical systemẋ(t) = f (t, x) with x(t 0 ) = x 0 , are uniformly ultimately bounded with ultimate bound b if there exists a positive constant c , independent of t 0 , and for every a ∈ (0, c), there is a T (a, b) ≥ 0, such that:
IV. MAIN RESULTS According to cost functionals (2), the optimal value functions for all the players in presence of disturbance are obtained using min-max optimization as follows:
For the optimal set u *
• , ν * , ω * the HJB equation holds as follows:
In proceeding the aim is to find the optimal policies of followers and leader and then solving the whole game. Also from now on, the subscript x in ∇ x is dropped for the sake of simplicity.
A. Level 2: Followers-Disturbance Game
According to (2) the cost functionals are convex and concave with respect to controls and disturbance, respectively. The minimum and maximum of the Hamiltonian can be directly computed by the stationary condition as follows:
Substituting (14) and (15) into (13), N coupled HamiltonJacobi equations can be obtained:
Since neither V i 's nor optimal control strategies can be computed in a closed form, a conventional way is to approximate the value functions and control strategies with general function approximators (GFAs). A common tool that is employed in implementing the GFA, is neural networks. Therefore, the solutions of (16) on a compact set Ω ⊆ R n which contains the origin are approximated by NNs as follows: (17) where φ vi (., .) ∈ R κ and vi are NN activation functions and NN approximation errors, respectively. In [48] it has been shown that always there exists a number of hidden-layer neurons which makes the controls admissible and vi 's tend to zero as the number of hidden-layer neurons tends to infinity. It should be mentioned that because of hierarchical nature of the game, V i s , 1 ≤ i ≤ N are obtained as functions of x and ν. After calculating ν for the leader, the value functions would obtain in terms of x and then, it is be substituted in control policies of the followers.
In proceeding the new variables:
T vj
are introduced for simplicity. Substituting the value function approximations from (17) into (16) yields:
v where HJi (x, ν) is the error incurred by replacing the actual value functions with the approximated ones (17) . Now, according to (17) , the equations (14) and (15) can be rewritten as:
Since the ideal weights W vi 's are unknown, V i s and the control policies and disturbances should be defined in the form of critic and action neural networks, respectively as follows for 1 ≤ i ≤ N :
Substituting (22) and (23) in (16), the following expression is obtained:
where e i (x, ν) is the error incurred by replacing ideal weights of NNs with their approximate values.
B. Level 1: Leader-Disturbance Game
Similar to the previous subsection, the value function and critic NN of the leader can be approximated as follows:
After applying stationary condition of ω to the leader's Hamiltonian function similar to (23), one can get:
Substituting (25) and (26) into the leader's Hamiltonian, one can get:
and
whereν andν are functions of exact and approximated NNs weights, respectively. In proceeding new variables
are introduced for simplicity. Now stationary condition ofν is applied to (27) :
similar to (30):
To obtain the optimal strategy of the leader, we need to solve (31) forν. However, (31) cannot be solved analytically with respect toν. Therefore, to obtain the solution iteratively, we rewrite (31) as an iterative equation in which, the fixed point of the iterative equation is the optimal strategy of the leader:
vi To prove existence and uniqueness of the fixed point of iterative equation (32) , the Nemytskii operator is utilized and(31) is rewritten as follows:
where ξ(x) ∈ W 1,β (Ω), 1 ≤ β ≤ ∞ and W 1,β (Ω) is a Sobolev space and Ξ : Ω × R α → R α is a Caratheodory function such that the Nemytskii operator N Ξ is continuous and bounded [50] . In the proceeding lemma the condition in which the whole game has a unique Stackelberg-Nash-saddle equilibrium is introduced.
Lemma 6. Equation (33) has a unique solutionν ∈ W 1,β (Ω) if Lipschitz coefficient Ξ Lip is less than one.
Proof: Suppose that there exist solutionsν 1 andν 2 , so from (33) it is concluded that Ξ(x,ν 1 ) − Ξ(x,ν 2 ) =ν 1 −ν 2 . Thus
Now if the Lipschitz coefficient Ξ Lip is less than one, the assumption of existing more than one solution is incorrect.
According to the condition in Lemma 6, the Nemytskii operator N Ξ has a unique fixed point and thenν can be calculated iteratively. The following NN is used for approximatingν:ν
whereŴ ν ∈ R µ×α and φ ν ∈ R µ . Then the gradient descent is used for updatingŴ ν :
Where is the learning rate. The proof of convergence of the above gradient based update rule is given in Theorem 7. Now the results for both leader and followers are used to solve the hierarchical game in the next subsection.
C. The Main Hierarchical Game
The errors, e i s, in (24) and (28), are used for updating critic NNs' weights with gradient descent approach:
The following facts can be concluded:
1) The NN approximation errors and their gradients are bounded:
2) The NN activation functions and their gradients are bounded:
3) The ideal NN weights are bounded:
In the following theorem update rules and ultimate boundedness of errors are analyzed.
Theorem 7. Consider the dynamical system (1) with critic NNs (21) and control inputs (22) and (23). The tuning laws for the critic NNs are ( for 1 ≤ i ≤ N + 1) :
The tuning laws for the leader NN and actor NNs arė
respectively. F while the second term is a vector in R µ . In some especial cases these two terms become equal; e.g., α = 1 .
V. SIMULATION
In this section the proposed algorithm is implemented on a hierarchical one-leader-two-followers game with nonlinear dynamic. Disturbance is considered as a uniform noise bounded in [−0.5, 0.5] . following is the system dynamics:
T and The parameters of performance index functions are Q 1 (x) = 2x
, S 1 = 4, S 2 = 2, S 3 = 20 (since in real situations the effect of leader is more than the effect of followers, S 3 is more than S 2 and S 1 ), R 11 = 4, R 12 = 1, R 21 = 1, R 22 = 2, R 31 = 1, R 32 = 1 and the disturbance attenuation γ 2 = 0.6. The initial state x 1 (0) = x 2 (0) = 0.01. Initial values of NN weights, W vi s,Ŵ ai s andŴ ν for 1 ≤ i ≤ 3, are randomly selected in the interval (0, 1). Activation functions are
T . Learning rates are τ 1 = τ 2 = 0.7 , τ 3 = 0.6 , θ 1 = θ 2 = θ 3 = 0.7 and = 0.6. Tuning parameters F 100 × [1, 1, 1, 1, 1] T . Also a white Gaussian probing noise is added for satisfying persistence of exitation condition. 
VI. CONCLUSION
In this paper an on-line ADP-based method is developed for solving a class of hierarchical one-leader-multi-followers nonlinear differential games. The game discussed here was made up of both zero-sum and nonzero-sum games. In the proposed algorithm the value functions approximated with NNs and the approximations improved by gradient descent. Also the actor NN weights were updated using adaptive rules. Using Lyapunov theory, it was showed that the NN weights and system states are UUB. It was assumed that the game had one equilibrium and the condition which satisfied this assumption was derived using Nemytskii operator.
As a future work of this study, the effect of model parameter uncertainties on the convergence of the on-line ADP can be investigated.
APPENDIX PROOF OF THEOREM 7
Proof: The candidate Lyapunov function is defined as follows (43) where W vi −Ŵ vi =W vi and W vi −Ŵ ai =W ai . Time derivative of (43) is:
Since the time derivative of value functionsV i = (
From (18) it is concluded that:
ix Now the second part of (44) is calculated according to (24) and gradient descent method.
Now the terms in (49) which are in parentheses can be rewritten as
According to (47) and (48), (50) becomes
Now according to (45) , (46), (48) , and (52), (44) is rewritten as:L
Expanding some terms in (53) yields:
whereν −ν =ν. So update rules for action networks are defined as:
where F i 2 s and F i 1 s are tuning parameters and they should be selected as mentioned in proceed of proof. With these tuning laws the following terms added toL(x):
A new parameter is defined which only has ideal weights: 
Since f (x) is Lipschitz, one can geṫ
and (62) 
with condition (69),L becomes negative. So with proper initialization, x,Ŵ vi s andŴ ai s and henceŴ vi −Ŵ ai s become UUB. According to (36) and using gradient descent for updatingŴ ν and ultimate boundedness ofŴ ai s and x, W ν becomes UUB too.
