The paper studies the existence of generalized synchronization in complex networks, which consist of chaotic systems. When a part of modified nodes are chaotic, and the others have asymptotically stable equilibriums or orbital asymptotically stable periodic solutions, under certain conditions, the existence of generalized synchronization can be turned to the problem of contractive fixed point in the family of Lipschitz functions. In addition, theoretical proofs are proposed to the exponential attractive property of generalized synchronization manifold. Numerical simulations validate the theory. © 2010 American Institute of Physics. ͓doi:10.1063/1.3309017͔
I. INTRODUCTION
Since the pioneer work of Pecora and Carroll, 1 chaos synchronization has attracted much attention due to its potential applications in various fields. [2] [3] [4] [5] [6] [7] Meanwhile, a wide variety of methods have been proposed to synchronize chaotic systems. [8] [9] [10] [11] [12] [13] It is well known that synchronization between coupled chaotic systems can be described in terms of invariant manifolds. At present, several types of chaos synchronization have been revealed, such as complete synchronization ͑CS͒, phase synchronization, lag synchronization, anticipated synchronization, and generalized synchronization ͑GS͒. GS therein is an interesting and more important topic, which includes many synchronization phenomena observed in laboratory experiments. [14] [15] [16] [17] In 1995, Rulkov et al. 18 first described the GS phenomenon and presented the idea of mutual false nearest neighbors to detect the GS. In 1996, Abarbanel et al. 19 suggested the auxiliary system method to study GS in master-slave systems and the theory about this method was given in Ref. 20 . In 1997, Hunt et al. 21 considered the differentiable GS ͑DGS͒ and when DGS does not hold, they quantified the degree of nondifferentiability using the Hölder exponent. In 1999, Stark 22 studied a special case of inertial manifold for more general systems. In 2001, Rulkov et al. 23 proposed that GS in a regime where the synchronization mapping can become a multivalued function. Additionally, Afraimovich et al. 24 proved that under some general assumptions, the master-slave synchronization implies GS. Moreover, the synchronization function may be Lipschitz continuous and even less "smooth," that is only Hölder continuous, depending on the coupling strength. In 2002, Ref. 25 described and illustrated three typical complications that can arise in synchronization set. In 2003, Barreto et al. 26 proved that synchronization sets can in general become nondifferentiable, and in the more severe case of noninvertible dynamics, they might even be multivalued. In the same year, Rulkov et al. 27 illustrated that the nondifferentiable GS can be revealed in many practical cases. In 2005, Hramov et al. 28 proposed a modified system approach to study GS. Based on this method, we have presented some theoretical results about GS in Refs. [29] [30] [31] [32] [33] [34] [35] . For example, we proved the existence of the GS manifold of two unidirectionally coupled systems, [29] [30] [31] and the existence of Hölder continuity of the GS manifold. regular networks and a small average distance among nodes as in the random networks. In 1999, scale free network was first pointed out by Barabási and Albert. 38 Scale free networks are inhomogeneous in nature, that is, most nodes have very few connections but a small number of particular nodes have many connections. The network model considered here is very universal, which can include the small world network, the scale free network, and so on. Consequently, the results proposed in the paper have generality, and maybe they can provide foundation for explaining the phenomenon of self-organization in complex networks. Actually, some references have considered the GS in complex networks, such as Ref. 39 ; however, only numerical results were given.
II. THE EXISTENCE OF GS MANIFOLD
Consider a complex network consisting of N chaotic systems described by
where x i R n , A i denotes an n ϫ n constant matrix, f i ͑x i ͒ is a smooth map, K i R nϫn represents the coupling strength, C = ͑c ij ͒ R NϫN is the linking matrix, i.e., if there is a connection between node i and node j͑i j͒, then c ij = c ji = −1, otherwise c ij = c ji = 0, and
We divide the nodes of the network ͑1͒ into two parts X and Y, and consider the GS between them. Without loss of generality, suppose X consists of the first p nodes of the network ͑1͒ and the others compose Y.
Definition 1: Given two dynamical systems X and Y, if there exists a manifold S = ͕͑X , Y͉͒X = ⌽͑Y͖͒, which includes at least one attractor, then X and Y carry out GS, and ⌽ is called the GS map.
In order to simplify discussion, first of all, we classify GS between X and Y into several types according to their modified systems' dynamical behavior. For each node of the network ͑1͒, the modified system can be written as Eq. ͑2͒
Consider a modified system in Eq. ͑2͒, there can exist four kinds of dynamical behavior, i.e., asymptotically stable equilibrium, orbital asymptotically stable periodic or quasiperiodic solution, and chaotic attractor. This paper mainly investigates three types GS, which is described as follows:
The first kind of GS: When the first p systems in Eq. ͑2͒ have asymptotically stable equilibriums, and the other systems in Eq. ͑2͒ are chaotic, the GS between X and Y in Eq. ͑1͒ is called the first one.
The second kind of GS: When the first p systems in Eq. ͑2͒ have orbital asymptotically stable periodic solutions, and the other systems in Eq. ͑2͒ are chaotic, the GS between X and Y in Eq. ͑1͒ is called the second one.
The third kind of GS: When the first p systems in Eq. ͑2͒ are divided further into two parts, one part of systems has asymptotically stable equilibriums, while the other part has orbital asymptotically stable periodic solutions; in addition, the last N − p systems in Eq. ͑2͒ are chaotic, the GS between X and Y in Eq. ͑1͒ is called the third one.
A. The first kind of GS
Consider in Eq. ͑2͒, the modified systems of Y are chaotic, and the modified systems of X have equilibrium points x i = 0 ͑i =1,2, ... , p͒ ͑if x i 0, we will use linear transformation to make 0 to be their equilibrium points͒. For reason of clarity, we introduce y i ͑i = p +1, p +2, ... ,N͒ to replace x i ͑i = p +1, p +2, ... ,N͒. Then the first p systems in Eq. ͑2͒ can be rewritten as Eq. ͑3͒
where
all the eigenvalues of matrix B i have the negative real part. Now, the network ͑1͒ can be rewritten as 
Y: dy i dt
t , where Ͼ 0, t Ͼ 0, and ʈ • ʈ denotes matrix or operator norm. When t Յ , u i ͑͒ = i , the solutions y i ͑t͒ = y i ͑t ; , i ͒ ͑i = p +1, p +2, ... ,N͒ of Eq. ͑4͒ exist for any continuous function x j : ͑−ϱ , ͔ → U ʚ R x n on ͑−ϱ , ͔, and for any , Ј, x j , x j Ј ͑j =1,2, ... , p͒, the following is satisfied:
͑6͒
Proof: Due to
The solution of the equation can be described as
Consequently, the inequality ͑6͒ holds. Based on the above, we first present the theory result about the existence of the first kind of GS manifold as the Theorem 1.
Theorem 1: In systems ͑4͒ and ͑5͒, f i : R n → R n ͑i =1,2, ... ,N͒ and F l : R n → R n ͑l =1,2, ... , p͒ are smooth functions, suppose the following conditions are satisfied:
n , based on Lemma 2, the solutions of the systems ͑4͒ and ͑5͒ exist on ͑−ϱ , ͒. For any i , i Ј, the inequality ͑6͒ holds. Additionally,
and ⌬ are non-negative constants. Then there exists a GS manifold between ͑4͒ and ͑5͒:
Moreover,
Define the distance
it is easy to verify that F D,⌬ is a complete metric space. Let t Յ , y i ͑͒ = i R n , then the solution y i ͑t͒ = y i ͑t ; , i ͒ of the system ͑4͒ exists on ͑−ϱ , ͒.
The operator G : G = ͑G 1 , G 2 , ... ,G p ͒ is defined as follows:
͑12͒
We will prove that G maps F D,⌬ on F D,⌬ , and it is a contraction map: 
and then
Based on Lemma 1, the following is satisfied:
and
Then the operator G is a Lipschitz contraction map on F D,⌬ , and has a fixed point, i.e., there exists a GS manifold,
In addition, the manifold S is invariant. Suppose ͑x 10 , x 20 , ... ,x p0 , y ͑p+1͒0 , y ͑p+2͒0 , ... , y N0 ͒ S, x l0 = l ͑y ͑p+1͒0 , y ͑p+2͒0 , ... , y N0 ͒, for equation Moreover, x l ͑t͒ is bounded when t → ϱ. It means that S is invariant.
Theorem 2: Under the conditions in the Theorem 1, GS manifold is exponential attractive. Especially, when x l ͑t͒ is the solution of the system ͑5͒, then ͉x l ͑t͒ − l ͑y p+1 ͑t͒,y p+2 ͑t͒, ... ,y N ͑t͉͒͒
where M͑1+ p͒ Ͻ ␤.
Proof: The solution of the system ͑5͒ can be written as 
Then based on Lemma 1, we have
B. The second kind of GS
In this subsection, consider the first p systems of Eq. ͑2͒ have asymptotically stable periodic solutions 
where A͑t͒ is a continuous function, A͑t + T͒ = A͑t͒, T Ͼ 0. Then there exists a continuous function Z͑t͒ with period T, and the Eq. ͑15͒ can be transformed into Eq. ͑16͒ using w͑t͒ = Z͑t͒x,
where B is a constant matrix. Lemma 4: Suppose the real parts of the eigenvalues of the matrix B in the equality ͑16͒ are ␤ 1 , ␤ 2 , ... ,␤ n , the eigenvalues of ͑1 / 2͓͒A͑t͒ + A ‫ء‬ ͑t͔͒ are ␣ 1 ͑t͒ , ␣ 2 ͑t͒ , ... ,␣ n ͑t͒. Then there exists a unitary matrix S͑t͒ = ͓S i,j ͑t͔͒ such that
By using the Lemma 3 and e l ͑t͒ = Z l −1 ͑t͒w l ͑t͒, Eq. ͑17͒ is transformed into
͑18͒
Then the corresponding GS manifold x l ͑t͒ = x l ͑t͒ + l ͑y p+1 ͑t͒ , y p+2 ͑t͒ , ... , y N ͑t͒͒ near x l ͑t͒ is transformed to e l ͑t͒ = Z l −1 ͑t͒w l ͑t͒ = l ͑y p+1 ͑t͒ , y p+2 ͑t͒ , ... , y N ͑t͒͒, w l ͑t͒ = Z l ͑t͒ l ͑t , y p+1 ͑t͒ , y p+2 ͑t͒ , ... , y N ͑t͒͒ = ⌺ l ͑y p+1 ͑t͒ , y p+2 ͑t͒ , . .. , y N ͑t͒͒.
Obviously, the existence of the first kind of GS manifold between the systems ͑4͒ and ͑18͒ means the existence of the second kind of GS manifold between the systems ͑4͒ and ͑5͒.
We derive the following theorems similar to the Theorems 1 and 2:
Theorem 3: Suppose in systems ͑4͒ and ͑18͒, the following conditions are satisfied:
Moreover, for any i and i Ј, the following are satisfied:
where , M, M 1 , Ñ , ␤, , D, and ⌬ are non-negative constants. Then a first kind of GS manifold S = ͕͑w 1 ,w 2 , ... ,w p ,y p+1 ,y p+2 , ... ,y N ͉͒͑w 1 ,w 2 , ... ,w p ͒ = ⌺ ͑y p+1 ,y p+2 , ... ,y N ͒,− ϱ Ͻ t Ͻ + ϱ͖ exists between systems ͑4͒ and ͑18͒, i.e., there exists a second kind of GS manifold between systems ͑4͒ and ͑5͒,
C. The third kind of GS
We consider that the first p systems of Eq. ͑2͒ are divided into two parts, x 1 , x 2 , ... ,x q and z q+1 , z q+2 , ... ,z p . Suppose that the solutions of x l ͑l =1,2, ... ,q͒ have asymptotically stable equilibriums, z m ͑m = q +1,q +2, ... , p͒ have orbital asymptotically stable periodic solutions, and y i ͑i = p +1, p +2, ... ,N͒ are still chaotic. Now based on the above analysis, we can get the following easily:
͑a͒ If the modified systems of z m satisfy the conditions in Lemma 3 and Lemma 4, there will exist a GS manifold ͕͑x 1 , x 2 , ... ,x q , z q+1 , z q+2 , ... ,z p ͒ = ͑y p+1 , y p+2 , ... , y N ͖͒ between systems ͑4͒ and ͑5͒ according to Theorem 3. ͑b͒ Otherwise, a GS manifold ͕͑x 1 , x 2 , ... ,x q ͒ = ͑z q+1 , z q+2 , ... ,z p , y p+1 , y p+2 , ... , y N ͖͒ will exist between systems ͑4͒ and ͑5͒ according to Theorem 1.
III. NUMERICAL SIMULATIONS
In order to illustrate the aforementioned theoretical analysis clearly, we take a dynamical network with nine nodes, for instance, and the first six nodes are Rössler systems, the other three nodes are Lorenz systems. The network is described as Eqs. ͑19͒ and ͑20͒
where i =7,8,9, y i = ͑y i1 , y i2 , y i3 ͒ R 3 , the matrix K i denotes coupling strength, and c ij is the linking parameter. We know that when a 2 = 10, b 2 = 28, and c 2 =8/ 3, the Lorenz system is chaotic.
where l =1,2... ,6, x l = ͑x l1 , x l2 , x l3 ͒ R 3 , when a 1 = 0.2, b 1 = 0.2, c 1 = 5.7, the Rössler system is also chaotic.
From Eqs. ͑19͒ and ͑20͒, we have two parts of modified systems
We use the auxiliary system approach to verify GS between systems ͑19͒ and ͑20͒, as a result, the auxiliary system of Eq. ͑20͒ is introduced as The first kind of GS: In this case, solutions of Eq. ͑22͒ have asymptotically stable equilibriums and systems in Eq. ͑21͒ are chaotic.
We select K l = diag͕0.5, 0.5, 0.5͖ ͑l =1,2, ... ,6͒, and K i = diag͕0.05, 0.05, 0.05͖ ͑i =7,8,9͒. Then we find that systems in Eq. ͑22͒ approach asymptotically stable equilibriums, which are ͑Ϫ0.0084, Ϫ0.0280, 0.0322͒, ͑Ϫ0.0132, Ϫ0.0166, 0.0298͒, ͑Ϫ0.0084, Ϫ0.0280, 0.0322͒, ͑Ϫ0.0084, Ϫ0.0280, Ϫ0.0322͒, ͑Ϫ0.0132, Ϫ0.0166, 0.0298͒, and ͑Ϫ0.0132, Ϫ0.0166, 0.0298͒, respectively, while systems in Eq. ͑21͒ are still chaotic ͑see Fig. 1͒ . Systems in Eq. ͑20͒ and auxiliary systems in Eq. ͑23͒ carry out CS, which is shown in Fig. 2 . Based on the auxiliary system method, we have that systems ͑19͒ and ͑20͒ realize GS.
The second kind of GS: In this case, systems in Eq. ͑22͒ collapse to orbital asymptotically stable periodic solutions, and systems in Eq. ͑21͒ are still chaotic.
We Fig. 3 , we can see a colorful curve, in the fact, it is coincided with six curves, which have different colors and represent the periodic solutions of the modified systems ͑22͒.
The third kind of GS: Now we consider that systems in Eq. ͑22͒ are divided to two parts, i.e., x l ͑l =1,2,3͒ and z m ͑m =4,5,6͒. In this type of GS, x l ͑l =1,2,3͒ will have asymptotically stable equilibriums, z m ͑m =4,5,6͒ will collapse ; ͑a͒ e l1 ͑t͒ = x l1 ͑t͒ − X l1 ͑t͒; ͑b͒ e l2 ͑t͒ = x l2 ͑t͒ − X l2 ͑t͒; and ͑c͒ e l3 ͑t͒ = x l3 ͑t͒ − X l3 ͑t͔͒. ; ͑a͒ e l1 ͑t͒ = x l1 ͑t͒ − X l1 ͑t͒; ͑b͒ e l2 ͑t͒ = x l2 ͑t͒ − X l2 ͑t͒; and ͑c͒ e l3 ͑t͒ = x l3 ͑t͒ − X l3 ͑t͔͒. . 8 . ͑Color online͒ Graphical representations of errors between the systems ͑20͒ and ͑23͒ ͓E n ͑t͒ = ͑e 1n ͑t͒ , e 2n ͑t͒ , . . . ,e 6n ͑t͒͒ ͑n =1,2,3͒, where e ln = x ln − X ln ͑l =1,2, . . . ,6͒. ͑a͒ E 1 ͑t͒; ͑b͒ E 2 ͑t͒; ͑c͒ E 3 ͑t͔͒.
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