Abstract. The ancestral selection graph in population genetics introduced by Krone and Neuhauser (1997) is an analogue to the coalescent genealogy. The number of ancestral particles, backward in time, of a sample of genes is an ancestral process, which is a birth and death process with quadratic death and linear birth rate. In this paper an explicit form of the number of ancestral particle is obtained, by using the density of the allele frequency in the corresponding diffusion model obtained by Kimura (1955) . It is shown that fixation is convergence of the ancestral process to the stationary measure. The time to fixation of an allele is studied in terms of the ancestral process.
Introduction
In population genetics, the ancestral genealogy of a sample of genes plays an important role in probabilistic description of the sample. Consider a time-discrete Wright-Fisher model of a population consists of 2N neutral genes. A diffusion time scaling is to measure time in units of 2N generations and let 2N → ∞. The Wright-Fisher model converges to a diffusion process. The process of sample of n genes' ancestors backward in time is described by the coalescent process (Kingman (1982b) ). The convergence is robust under a number of different models (e.g. Moran model). Let a n (t) be the number of ancestors at time t backward of a sample of n neutral genes. Then the size process {a n (t); t ≥ 0} is a death process with death rate i(i − 1)/2 when the size is i. The size process will be referred to as the ancestral process. The distribution of a n (t) is known (see Griffiths (1979) , Tavaré (1984) ) and (1.1) P[a n (t)
where ρ 0 k (t) := exp{−k(k−1)t/2}. The total variation norm between a n (t) and a n (∞) = δ 1 has a simple form (1.2) a n (t), δ 1 var = 1 − P[a n (t) = 1].
There is a first time W 0 n,1 such that a n (W 0 n,1 ) = 1. The density of W 0 n,1 follows (1.3) P[W A bound for P[a n (t) = 1] is known (see Kingman (1982b) , Tavaré (1984) ) and (1.4) ρ 0 2 (t) ≤ 1 − P[a n (t) = 1] ≤ 3 n − 1 n + 1 ρ 0 2 (t), n = 2, 3, ...
The ancestral selection graph introduced by Krone and Neuhauser (1997) is an analogue to the coalescent genealogy. Assume that a pair of allelic types A 1 and A 2 are segregating in a population, and the selective advantage of a type A 1 gene over a type A 2 gene is s (> 0). Let N → ∞ while c = N s is held constant. The elements are referred to as particles. Let b n (t) be the number of edges, or ancestral particles, in a cross section of an ancestral selection graph at time t backward of a sample of n genes. In the ancestral selection graph, coalescing occurs at rate α i = i(i − 1)/2 and branching occurs at rate β i = 2ci when the size is i. Then the ancestral process {b n (t); t ≥ 0} is a birth and death process with rates β i and α i . A particle is called real if it is a part of the real genealogy of the sample, otherwise the particle is called virtual. If two particles reach a coalescing point, the resulting particle is real if and only if at least one of the two particles is real, otherwise the resulting particle is virtual. If a real particle reaches a branching point, it splits into a real particle and into a virtual particle. If a virtual particle reaches a blanching point, it splits into two virtual particles. If a type A 2 particle reaches a branching point, it splits into two type A 2 particles. If a type A 1 particle reaches a branching point, it splits into two particles, where at least one of the two particles is type A 1 . There is a first time W c n,1 such that b n (W c n,1 ) = 1 because quadratic death and linear birth rates. Krone and Neuhauser (1997) consider stopping the process at this time, since the genetic composition of the sample is determined by then. They called the ancestral particle at the time the ultimate ancestor. In the case of no mutation, the real genealogy of a sample is the same as in the neutral process (Theorem 3.12 in Krone and Neuhauser (1997) ). Thus ancestral process of the real particles can be described by the neutral process {a n (t); t ≥ 0}, however, few properties of the ancestral process {b n (t); t ≥ 0} are known. In this article, properties of the ancestral process {b n (t); t ≥ 0} are studied. Kimura (1955) studied the density of the allele frequency by the diffusion process to which the Wright-Fisher model with selection converges. Let x p (t) be the frequency of the allele A 1 at time t forward of a population in which the initial frequency of the allele A 1 is p. Then the Kolmogorov forward equation for the diffusion process {x p (t); t ≥ 0} on (0, 1) is
with the initial condition φ(p, x; 0) = δ(x − p). The solution is
where
1k (c, z) is the oblate spheroidal wave function (see Appendix):
where T 1 l (z) is the Gegenbauer function (may also be denoted by C 3 2 l (z)) and the summation is over even values of l if k is even, odd values of l if k is odd. N 1k is the normalization constant of V (1) 1k (c, z). The probability mass at the exit boundaries are
and
In Section 2, the ancestral process {b n (t); t ≥ 0} without absorbing states is studied. An explicit form of b n (t) are obtained, by using a dual relationship between the ancestral process and the diffusion process in a context by Tavaré (1984) . The ancestral process converge to the stationary measure. In Section 3, the convergence and bounds are discussed. The final rates of convergence are given by the largest eigenvalue for all the states. Bounds for the probability that b n (t) is at the state 1 is obtained by an elementary martingale argument. In Section 4, the first passage times of the ancestral process {b n (t); t ≥ 0} at the states 1, 2, ..., n − 1 are obtained. It is shown that the first passage times are larger than that in the neutral process for all the states. In Section 5, the ancestral process of the whole population {b ∞ (t); t ≥ 0} is studied. It is shown that fixation is the convergence of the ancestral process to the stationary measure. The time to fixation conditional on fixation is studied in terms of the ancestral process.
Number of ancestral particles
By the Itô formula, we have a system of differential equations for the moments of y q (t)
where ξ n = E[(y q (t)) n ]. The Kolmogorov backward equation for the ancestral process {b n (t); t ≥ 0} without absorbing states is also given by (2.1), where
Thus, (2.1) with ξ n = E[q bn(t) ] holds. The isomorphism of these equations is explicit by the following theorem:
Theorem 2.1. The probability generating function of b n (t) is given by If a sample contains type A 1 particles, then for n = 0, 1, ...; m = 1, 2, ...,
with the convention b 0 (t) = 0. In particular,
The expression follows immediately from a distribution of particles in E t . Since the ancestral selection graph is irreducible, an type A 1 particle is sampled if and only if E t contains at least one type A 1 particle. The first summation is over |E t | and the second summation is over the number of type A 1 particles. A realization of the ancestral selection graph consists of two disconnected subgraphs embedded in a diagram of a sample path of x p (t) can be seen in Figure 1 . The abscissa is time interval (0, t) and ordinate is x p (t). Thick lines represent the real genealogy. Lines used by type A 2 particles are dotted. The graph contributes to E[(x p (t)) 3 y q (t)] and b 4 (t) = 4. If an ancestral selection graph consists of the upper subgraph only, it contributes to
Using an integral transform by the Gegenbauer function (Erdélyi et al. (1954) ) for l = 0, 1, ...; n = 1, 2, ...; i = 0, 1, ...,
where 3 F 2 (−l, l + 3, i + 1; 2, i + n + 2; 1) is the generalized hypergeometric function, and with an identity (5.2), it is possible to obtain explicit form of the probability generating function of b n (t), and we have
If n = ∞, f (p, 0; t) gives the probability generating function. Using a power series expansion in q of the Gegenbauer function
we obtain explicit form of the probability distribution of b n (t):
and π i are given in (3.1). Note that there are finite probabilities at the states n+1, n+2, .... The expected number of ancestral particles is (2.10) and the falling factorial moments are (2.11)
For small c, the probability distribution is approximately
and for i = 2, 3, ...,
Let r n (t) be the number of branching events in the time interval (0, t) in the ancestral selection graph of a sample of n genes, where r n (0) = 0. The joint probability generating functions of b n (t) and r n (t) satisfy a system of differential equation
with the initial condition ξ n (0) = q n , where
The formal solution is given by killing of the modified process {b n (t); t ≥ 0} in which the selection coefficient is vc, and we have
It is straightforward to show that
which shows the Poisson nature of the branching in the ancestral process {b n (t); t ≥ 0}. The integral is the total length of the edges in the neutral genealogy without branching in (0, t). In particular, P[b 1 (t) = 1, r(t) = 0] = e −2ct .
Convergence and bounds
Standard results on birth and death processes (see, e.g., Karlin and Taylor (1975) ) gives the stationary measure of the ancestral process {b n (t); t ≥ 0}. It is straightforward to obtain the stationary measure (3.1)
which is the zero-truncated Poisson distribution. Since the ancestral process of the real particles is the neutral process {a n (t); t ≥ 0} and the number of real particles becomes 1 in finite time, π 1 is the probability that there are no virtual particles. It is clear from (2.8) and (2.9) that for i = 1, 2...,
For small c, the final rates of convergence are approximately (3.3)
Note that the final rates of convergence are given by the largest eigenvalue for all the states. The total variation norm has no simple form as in (1.2).
A simple argument gives a bound for P[b n (t) = 1]. The event that the number of ancestral particles is 1 is a subset of the event that the number of real particle is 1, and we have
..
An elementary argument on a martingale gives bounds for
with the boundary condition η(1; c) = −2c. Since η is an eigenvector of the transition probability matrix of the ancestral process {b n (t); t ≥ 0}, η(b n (t); c)(ρ c 2 (t)) −1 is a martingale to the ancestral process (see, e.g., Karlin and Taylor (1975) ). Then,
Although the explicit form of η(n; c) is not available, it is possible to obtain an asymptotic form. Because of (3.9) η(n; c) η(n − 1; c)
we deduce the asymptotic form η(n; c) ≈ η(∞; c)(1 − 2λ 0 /n), where η(∞; c) is a function of c. Then, the derivative in c has an asymptotic form
If η(n; c) is finite, then η ′ (∞; c) + η(∞; c) = 0. For the neutral process {a n (t); t ≥ 0}, it is known that η(∞; 0) = 3 (see, Kingman (1982a) ). Thus, η(∞; c) = 3e −c .
Lemma 3.1. η(n; c) is monotonically increasing in n.
Proof. By taking t = ∞ in (3.8) it follows that
Denote the infinitesimal generator of the ancestral process {b n (t); t ≥ 0} by Q. η is an eigenvector of an oscillatory matrix E + Q/2N which belongs to the second largest eigenvalue 1 − λ 0 /2N . An eigenvector of an oscillatory matrix which belongs to the second largest eigenvalue has exactly one variation of sign in the coordinates (see, Gantmacher (1959), pp. 105). Assume
By an induction we deduce from (3.7) that
Finally, η(2; c) − η(1; c) = λ 0 > 0.
From Lemma 3.1 it follows that
here we note that there are finite probabilities at the states larger than n. Then, from (3.8) we have the following bounds: Theorem 3.2. If η(n; c) satisfies the recursion (3.7), then (3.15) η(n; c)ρ c 2 (t) + 2c 3e −c + 2c
Remark 3.3. For small c, η(n; c) can be expanded into a power series in c.
(3.16) η(n; c) = 3 n − 1 n + 1 1 − c n 2 + n + 2 (n − 1)(n + 2) + O(c 2 ), n = 3, 4, ...
As c → ∞, for n = 1, 2, ...,
Proof. For small c, it is straightforward to obtain the power series expansion. For large c, the bounds are approximately Corollary 3.4. For the whole population (n = ∞), the bounds reduce to
Processes with absorbing states
and {b 1 n (t); W c n,1 ≥ t ≥ 0} be a modified process, where there is an absorbing state at 1, or the ultimate ancestor. The modified process is the same as that introduced for ancestral recombination graph, where 4c is replaced by the recombination parameter ρ (Griffiths (1991)). Theorems 1, 2, 3 in Griffiths (1991) hold for the modified process. The modified process was studied by Krone and Neuhauser (1997) . Here, modified processes {b i n (t); W c n,i ≥ t ≥ 0}, where there is an absorbing state at i = 1, 2, ..., n − 1, are studied to discuss the first passage times of the ancestral process {b n (t); t ≥ 0} at the states 1, 2, ..., n − 1.
It is possible to show that the expected first passage times of the ancestral process {b n (t); t ≥ 0} at the states 1, 2, ..., n − 1 are larger than those in the neutral process {a n (t); t ≥ 0}. E[W c n,1 ] is given in Krone and Neuhauser (1997) .
where W c n,1 is the time to the ultimate ancestor.
Proof. The theorem follows from standard results on birth and death processes (see, e.g., Karlin and Taylor (1975) ). The modified processes {b i n (t); W c n,i ≥ t ≥ 0} hit the states i = 1, 2, ..., n − 1 in finite time with probability one, since
From the Kolmogorov backward equation for the modified process {b i n (t); W c n,i ≥ t ≥ 0}, which is (2.1) for n = i + 1, i + 2, ... with ξ n = P[b i n (t) = i] and the boundary condition ξ i = δ(t), the expected first passage times satisfy a recursion for i = 1, 2, ..., n − 1
with the boundary condition ζ(i) = 0, where ζ(n) = E[W c n,i ]. It is straightforward to solve the recursion and obtain
It is clear from (4.6) and (4.7) that
As c → ∞, for i = 1, 2, ..., n − 1,
Corollary 4.2. For the whole population (n = ∞), the expected first passage times are
Proof. It follows immediately from an identity (4.11)
It is straightforward to obtain higher moments of the first passage times of the ancestral process {b n (t); t ≥ 0} at the states 1, 2, ..., n − 1 in the same manner. The second moments
with the boundary condition ζ(i) = 0, where ζ(n) = E[(W c n,i ) 2 ]. However, there is no simple form for the density as in (1.3) . The Laplace transform of the first passage times of the ancestral process satisfy a recursion for i = 1, 2, ..., n − 1 (4.13) (λ + α n + β n )ζ(n) − α n ζ(n − 1) − β n ζ(n + 1) = 0, n = i + 1, i + 2, ..., n − 2 with the boundary condition ζ(i) = 1, where ζ(n) = E[e −λW c n,i ]. The joint probability generating function of b 1 n (t) and r n (t) satisfies a system of differential equation (2.14) with
. By taking t = ∞, we have (4.14) 0 = −(α n + β n )ξ n + α n ξ n−1 + vβ n ξ n+1 , n = 1, 2, ..,
with the boundary condition ξ 1 = 1, where
The formal form of the probability generating function of r(∞) is
while the explicit form of the probability generating function is given by Theorem 5.1 in Ethier and Griffiths (1990) , where 4c is replaced by ρ, and we have
(4.15) provides a way to compute the expectation of the total length of the edges in the ancestral selection graph in the time interval (0, W c n,1 ), and we have
It is possible to obtain the probability that the modified process {b 1 n (t); W c n,1 ≥ t ≥ 1} hits the states n + 1, n + 2, ... 
Then, the probability that the modified process {b 1 n (t); W c n,1 ≥ t ≥ 1} hits the states m = n + 1, n + 2, ... is
Proof. The theorem follows from standard results on birth and death processes (see, Karlin and Taylor (1975), pp. 323) . It is straightforward to show that z(b 1 n (t)) is a martingale to the modified process. min{W c n,1 , W c n,m } is a Markov time with respect to the modified process. We apply the optimal sampling theorem to conclude that (
time to fixation
In study of evolutionary process from the standpoint of population genetics, the probability and the time to fixation of a mutant gene play important roles. The expected time to fixation of a mutant gene conditional on fixation was obtained by Kimura and Ohta (1969) . Furthermore, Ewens (1973) and Maruyama and Kimura (1974) showed that expected length of time which it takes for an allele to increase frequency from q to y (> q) on the way to fixation is equal to the expected length of time which the same allele takes when its frequency decrease from y to q on the way to extinction. The time-reversibility property is equivalent to the property that the density of the expected sojourn time does not depend on the sign of the selection coefficient, which was shown by Maruyama (1972) . While these results are well known, their interpretation in terms of the ancestral process of the whole population {b ∞ (t); t ≥ 0} are interesting.
The fixation probability was obtained by solving the Kolmogorov backward equation for the diffusion process {x p (t); t ≥ 0} (Kimura (1957) ). The fixation probability of the allele A 1 is
and the fixation probability of the allele A 2 is 1 − u 1 (p). It follows from (1.9) that
1k (c, r)V
1k (c, 1) 2λ k .
It is possible to obtain the fixation probability form the stationary measure of the ancestral process (3.1). If the allele A 2 fixes in a population, the ancestral particles of the whole population in infinite time backwards consist of type A 2 particles only, and we have
The density of time to fixation of the allele A 2 conditional on fixation has a genealogical interpretation. Let (5.4) T c 0 := inf{t ≥ 0; y q (t) = 1}. Then, it follows from the expression
π i q i that fixation is convergence of the ancestral process {b ∞ (t); t ≥ 0} to the stationary measure.
The expected time to fixation of the allele A 2 conditional on fixation was obtained by solving the Kolmogorov backward equation (Kimura and Ohta (1969) , Maruyama (1972) ), and
where Φ(q, y) is the density of the expected sojourn time of the allele A 2 at frequency y in the path starting from frequency q and going to fixation, and
and S(y) = exp(4cy) − 1. Then,
It is possible to obtain the expected time to fixation of the allele A 2 conditional on fixation from the distribution b ∞ (t), and we have
From the two expressions (5.8) and (5.9), an identity at q = 0 follows immediately.
(5.10)
It is straightforward to obtain similar identities by comparing (5.8) and (5.9) in each power of q. Moreover, explicit form of the higher moments of the time to fixation conditional on fixation (Maruyama (1972) ) is available, and they produce similar identities. The density of time to fixation of a single mutant gene conditional on fixation has interesting properties. Let Then, from a time-reversibility argument on the conditional diffusion process (Ewens (1973) , Maruyama and Kimura (1974) ), we have
The same density hold for a mutant gene of allele A 1 and a mutant gene of allele A 2 . This property have an intuitive genealogical interpretation. The conditional density is given by the probabilities of the whole population being descended from a single real ancestral particle. Since there is no variation in the population, selection cannot have an effect on it and consequently, the conditional density should not depend on the allelic type. (1.4), (3.6) and corollary 3.4 gives bounds for the density of time to fixation of a single mutant gene conditional on the fixation, and (5.13)
.
It is worth noting that the identity (5.12) gives following identity in the distribution b n (t). Its interpretation in terms of the ancestral process {b n (t); t ≥ 0} is unclear.
Remark 5.1. The time-reversibility argument on the conditional diffusion process gives
Proof. (5.12) is equivalent to
In the neutral diffusion process, the density of time to fixation of a mutant gene conditional on fixation follows
where T 0 0 is the time to fixation of a mutant gene in the neutral diffusion process. From (5.8), the expected time to fixation of a mutant gene conditional on fixation has a simple form
where the inequality holds from the following lemma:
Lemma 5.2. The density of expected sojourn time of the allele A 2 at frequency y in the path starting from frequency 0 and going to fixation satisfies
Proof. The inequality is equivalent to 
The inequality follows from an inequality
As c becomes large, P[b ∞ (t) = 1] decreases, while the expected fixation time of a mutant gene conditional on fixation decreases. It is straightforward to show that the inequality for the expected fixation time (5.18) is equivalent to an inequality (5.23)
In the neutral process, it follows that
but in the process with selection, we have
Appendix A. The oblate spheroidal wave function
The oblate spheroidal wave function V This notation was used in Kimura (1955) . It was denoted by V
1k (−ic, z) in Stratton et al. (1941) and (1 − z 2 ) 1 2 S 1k+1 (c, z) in Flammer (1957) . From the orthogonal properties of the Gegenbauer function it is shown that (A.2)
1k (c, z)V b k is determined by the condition that the reciprocal of the ratio f l /f l+2 by (A.5) must equal the value of f l+2 /f l obtained from (A.6). Then, the continued fractions provide a way to compute arbitrary coefficient. For small c, the eigenvalue can be expanded into a power series in c. Since ν k is the same when k is equal to k ′ and when k is equal to k ′ + 1, where k ′ is an even integer, pair of eigenvalues coalesce as c becomes large. Department of Statistics, University of Oxford, OX1 3TG, United Kingdom Current address: Nagoya City University, Nagoya 467-8501, Japan E-mail address: mano@nsc.nagoya-cu.ac.jp
