In this issue of Vision Research, VanRullen, R. (2006). On second glance: Still no high-level pop-out effect for faces. Vision Research, in press. challenges our earlier Vision Research paper, ''At first sight: A high-level pop-out effect for faces '' (Hershler, O., & Hochstein, S. (2005) . At first sight: A high-level pop-out effect for faces. Vision Research, 45, 1707Research, 45, -1724. In that paper, we showed that faces pop-out from a great variety of heterogeneous distractors. This search must have been based on a holistic combination of facial features, since it could not have relied on any single low-level distinguishing feature-each of which was present in at least some of the distractors. VanRullen implies that the pop-out effect is not limited to faces, is not holistic, and is due to a low-level confound, namely that the ''lowlevel'' Fourier amplitude spectrum may differentiate between faces and other categories. We now show that he fails to substantiate all three claims. His first experiment replicates our own and shows once again that faces do indeed pop-out, while other objects, such as cars, do not. The claim regarding the non-holistic nature of face search is based on a failure to differentiate between holistic processing for face detection and for individual face identification. His central claim is that the Fourier amplitude spectrum is processed low-level and could be used for face pop-out. However, changing the amplitude spectrum may well affect high-level representations as well. For example, his demonstration uses hybrid images which are extremely fuzzy, rendering them difficult to identify. More importantly, this claim would lead to the conclusion that targets with a non-face phase spectrum and only a face amplitude spectrum would pop-out among distractors with different amplitude spectra. We demonstrate that this is, of course, not the case and that the Fourier amplitude is not the hoped for ''low-level confound''. Until another such ''hidden'' low level feature is found, we must accept that face pop out depends on a high level mechanism.
Introduction
Vision scientists appear to have a persistent obsession with face processing, as evidenced by the vast number of papers on the subject. A search of papers on the subject of face perception currently yields over 7000 entries (!) , and the number is steadily growing. Two recent articles in this journal (Hershler & Hochstein, 2005; VanRullen, 2006) have generated renewed interest in the question of visual search for faces. These papers debate the question of whether one can search for a face using a parallel search mode. Hershler and Hochstein (2005) showed that natural photographs of faces are found rapidly among a great variety of distractors, and argued that under these conditionswhere at least some of the distractors contain each of the low level features found in faces-only the high-level global facial percept can serve to distinguish the target from the distractors. The Reverse Hierarchy Theory of conscious perception, recently proposed by Hochstein and Ahissar (2002;  see also Ahissar & Hochstein, 1997 , holds that visual search is conducted ''at a glance'' in a high-level, rapid and generalizing visual mode, which guides the later stage of ''vision with scrutiny''. According to this theory, rapid parallel search ''pop-out'' (Treisman & Gelade, 1980; Wolfe, 2003; Popple, Petrov, & Levi, 2005) is a high-level, rather than a low-level phenomenon, predicting that faces, too, should pop-out. This theory stands in contradistinction to previous claims that pop-out could only occur for features that are present in low-level cortex.
The rapid face search found by Hershler and Hochstein (2005) seems to contradict previous research that failed to show face pop-out, albeit under different conditions (Brown, Huey, & Findlay, 1997; Kuehn & Jolicoeur, 1994; Nothdurft, 1993; Hansen & Hansen, 1988; Purcell, Stewart, & Skov, 1996) . These studies found that search is slow for an upright schematic face among upside-down or scrambled schematic faces or for an angry face among happy faces. However, these studies all used distractors that were face-like and schematic. Under these conditions, high level search mechanisms could have generalized the target and the distractors to the same (face) category.
To avoid using distractors of the same high-level category as the target, while avoiding at the same time the use of distractors that all differ from the target in a single lowlevel feature, Hershler and Hochstein (2005) surrounded the face target with a great variety of objects of different categories. We found that the face target did indeed pop-out, a finding replicated by VanRullen (2006) .
Additional experiments by Hershler and Hochstein (2005) detailed characteristics of the face search mechanism. Scrambled face targets did not pop-out, but faces with only inner or outer features did, leading to the conclusion that a holistic combination of features is necessary. A search asymmetry was found to the advantage of faces over cars or houses and the pop-out did not generalize to animal faces, supporting the notion that face detection may be special. Hershler and Hochstein (2005) raise new issues regarding face search, which are clearly not yet settled. These will have to wait for another paper, as here we only respond systematically to points raised by VanRullen (2006) , who argues with our initial findings.
A critical look at VanRullen's arguments

Faces pop-out, but only among non-face like objects
VanRullen's first argument is that the pop-out for faces is not surprising if none of the other objects are faces or face-like. He asserts that ''just about any visual category could be made to pop-out, simply by making distractors more and more different from it''. However, his first experiment replicates our own and shows that faces pop-out on a variety of distractors, whereas cars do not pop-out on this same background of distractors. If the successful search for faces is based on a low-level dissimilarity between target and distractors, then why does the car target fail to popout? One might suggest that the randomly chosen distractors in both our and his experiment were somehow biased in a way that they were dissimilar to faces, but similar to cars. But neither we nor he made any attempt to choose the distractors for this goal. The only conclusion is that faces pop-out due to a different high-level holistic processing mechanism.
VanRullen claims that, ''Any visual category could be made to pop-out, simply by making distractors more and more different from it. A picture of a red car can easily be made to pop-out, for example, if one ensures that none of the distractors will be red, or will have a horizontally elongated shape with sharp angles.'' This is eminently true if one would indeed ensure that none of the distractors contained a distinctive feature present in the target (such as red or horizontally elongated). The problem is, of course, that in our experiment (and in his) we (and he) did not set any such constraint on our distractors to ensure they would not be ''too similar'' to faces. As we pointed out, the great variety of distractors, both in the experiment as a whole and in each trial, ensured that there was no low-level feature that distinguished the target from the distractors. The only distinction was the high-level categorization of the target as a face, and the distractors as non-faces.
On the other hand, we do indeed believe that a face will only pop-out on a background of non-face-like objects. The human visual system is highly specialized for faces, as evidenced by many studies (e.g., Kanwisher, McDermott, & Chun, 1997; Perrett, Rolls, & Caan, 1982; Yovel & Kanwisher, 2004; Tong & Nakayama, 1999) . The specialization seems to be accompanied by a tendency of the visual system to categorize even ambiguous stimuli as faces (Bentin & Golland, 2002; Wild & Busey, 2004) , especially when seen at first sight. A famous example is the ''Face on Mars'' replicated in Fig. 1 . As we explained in our previous paper, it is precisely because we see faces so easily in schematic representations, or even on Mars, that face targets will not pop-out on a background of distorted, but face-like distractors. High-level cortical activity could generalize both targets and distractors to the same category, which might be ''face'' or ''non-face'', depending on how face-like the stimuli actually are. Thus, claiming that a face will pop out of distractors that are not face-like is not a tautology: the claim is that ''facelike'' for visual search is a global characteristic and not any one low-level feature, such as color, shape, size, or clutter.
No speed-accuracy trade-off
The author asserts that ''Hershler and Hochstein measure the reaction time slope for target-present trials only''. However, even a cursory glance at our paper reveals that we reported error rates and reaction times for target absent trials in every experiment, as well as dedicating a significant part of the discussion to target absent trials.
The author suggests that the flat search slope may be due to a speed-accuracy trade-off, where for greater set sizes subjects remain at constant speed while giving up on accuracy. He conjectures that our finding that d 0 is independent of set-size may be due to an increase in accuracy in target absent trials offsetting the drop in accuracy in the target present trials. However, we found a constant speed for ''yes'' responses in target present trials and an increasing reaction time for ''no'' responses in target absent trials. This difference would indicate that subjects are not simply ''giving up the search'' after a partial scan, and quickly answering ''yes'' if the target was found and ''no'' if not-which should result in equally fast ''yes'' and ''no'' responses. Rather, it must be that ''yes'' responses on target present trials are due to a rapid, set-size independent mode, and that failing the finding of the target, subjects then resort to a slower, scanning-type search which is set-size dependent, before giving the ''no'' response. Speed-accuracy trade-off can not pertain only to target present trials! Finally, the most direct argument against the suggestion that our results may derive from a speed-accuracy trade-off is the difference between face and other object search (as found by us and confirmed by VanRullen): If a speed-accuracy trade-off is a good strategy for face search, why isn't it used for search for other types of targets?
Larger set sizes mean more accurate slopes?
Unfortunately, this section of VanRullen's paper contains another misrepresentation. We expressed surprise that visual search is successful-and quite independent of set size-with such a large set size, ''Our experiment also used a relatively large range of set sizes, as most studies used a small range compared to our range of 16-64 elements, which is an increase by a factor of 4 and a difference of 48 elements!''. The author takes this to mean that we ''insist that using larger set sizes (here up to 64 pictures) than most visual search experiments (usually limited to 10 or 20 pictures) is one reason for their success in showing a pop-out effect for faces. More images to analyze would yield better estimates of visual search slopes''. We never claimed anything of the sort.
Quite to the contrary, all our results are shown to hold also if we analyze only the limited cases of 16 vs. 36 items.
Search asymmetry
In his replication of our first experiment, VanRullen finds once again that faces pop-out from among heterogeneous distractors, while cars do not. In his second experiment, he attempts to show that under ''more controlled'' conditions i.e., with homogeneous backgrounds, the advantage for faces disappears. He reasons that under these conditions low level features are available to distinguish between faces and cars, and thus that his findings of both rapid face and car search call into doubt whether the face search is indeed high-level.
However, the use of homogeneous backgrounds in this context is highly questionable, as we argued in our previous paper. Homogeneous backgrounds will always differ from the target in one or more identical basic features, enabling subjects to find the target using these low-level factors. In fact, the use of a homogeneous background makes it impossible to distinguish what caused the rapid visual search; high-level percepts or low level basic features.
To avoid this confound, we used heterogeneous distractors in our original experiment-as did VanRullen in his replication. The heterogeneous distractors do not differ from the targets in any obvious identical basic feature. To substantiate his argument that there is no high-level face detecting mechanism, VanRullen would need to show that some hidden low-level feature is responsible for rapid visual search with heterogeneous distractors. In his final experiment, he attempts to use the Fourier amplitude spectrum as the promised low-level factor. We will dispute these findings below.
Our own search asymmetry experiment with homogeneous distractors was not conducted to show that the facial search is a high level effect. We had already shown, with heterogeneous distractors, that only the high level face percept can serve as a distinction between target and distractors. Rather, it served to find additional psychophysical evidence for the existence of specialized ''face-detector'' cells organized in a ''face area'', a finding that already has extensive physiological basis (e.g., Kanwisher et al., 1997; Perrett et al., 1982; Yovel & Kanwisher, 2004; Avidan, Hasson, Malach, & Behrmann, 2005) .
On holistic processing
In our original experiments, we showed that scrambled faces, in which single facial features were still clearly visible but no longer constituted a whole facial configuration, did not pop-out. We concluded that face search relies on a holistic perceptual configuration, where integration of the parts, in their proper configuration, conveys more than the sum of the parts. Further investigation revealed that both faces with only inner features (eyes, nose, mouth, and cheeks) or only outer face features (hairline and ears) are found rapidly in a visual search task.
VanRullen accuses us of proposing that face search relies either on ''obvious facial features such as an eye or a mouth'' or on ''full-blown holistic recognition''. As is clear in our original paper, we propose neither. We showed that a combination of facial features is necessary for successful rapid face search, without placing limits on the kind of holistic combination that might suffice. We reject both the ''nose or mouth'' hypothesis and the ''full-blown holistic percept'' with experiments in which the targets were, respectively, scrambled faces (which do not pop-out) and faces with only inner or outer features (which do).
The author takes inverted faces as ''a more reliable test for holistic processing'' and finds they do pop-out. This result is not unexpected, but in no way shows that facial search is ''not holistic''. It simply shows that inverting a face does not disturb the processing needed for face search. This line of thought becomes much more interesting when combined with the literature on face inversion. Face inversion has a negative influence on both face detection and identification, but much more so on face identification (Valentine, 1988; Yin, 1969) . In fact, it is in the context of face identification that inversion is most frequently cited as disrupting holistic processing (e.g., Ge, Wang, McCleery, & Lee, 2006; Epstein, Higgins, Parker, Aguirre, & Cooperman, 2005; Carbon & Leder, 2005 for recent examples). The fact that face inversion does very little to disturb face search, points to another dissociation between the processes of face search or detection, on the one hand and face identification, on the other.
A minor point made by the author pertains to our scrambled face experiment. He asserts that the scrambling may have caused an effective increase in set size leading to the increased slope. However, as mentioned in our original paper, we conducted a control experiment at the behest of a reviewer. In this control, we investigated the effect of artificial linear contours on non-scrambled stimuli and found no significant difference in reaction time or set-size slope between stimuli with and without such artificial contours; both sets of stimuli showed pop-out for faces. This means that the failure of scrambled faces to pop-out could not be caused by increased effective set-size (as the lines also divided the pictures in 4, 9, or 16 parts).
Fourier amplitude vs. phase
The points listed above challenge the conceptual design, experimental and analysis methods used by VanRullen to conclude that a pop-out effect does not exist specifically for face images. He then reaches another debatable conclusion, that the pop-out is a low-level effect. For this, he uses an inverse Fourier analysis method, in which the amplitude spectrum of one picture is recombined with the phase information of another image. The resulting hybrid images are used in two experiments of face search among heterogeneous object distractors. In one, the amplitude spectrum of all pictures is replaced by the amplitude spectrum of a car (face/car among non-face/car hybrids condition), and in the other, using the same distractors, the face target has both the phase and the amplitude spectrum of a face (face/face on non-face/car hybrids condition). Importantly, phase information remained unchanged in all conditions. In the face/car hybrid target condition, search had a larger set-size dependence (17 ms/item) than in the face/face target condition (8 ms/item). This was taken as evidence that face search is based mostly on the ''low-level'' amplitude spectrum. However, the rationale and execution of this experiment contain several flaws.
The main flaw is in the interpretation of his own results. He clearly demonstrates a 2-fold increase in response time after removing the face amplitude information. To conclude from this that pop-out is an artifact of low-level amplitude features would imply that removal of face phase information would not result in a similar increase in response time. He does not carry this line of thought to its logical conclusion. We show here two examples that indicate that visual search based on amplitude information alone is impossible.
As in his experiments, we create hybrids by applying the Fourier transform to photographs and recombining the phase information of one photograph with the amplitude of another using the inverse Fourier transform. In the first example, demonstrated in Fig. 2B , all items contain car phase information from different cars. Clearly, the resulting pictures are all categorized as cars according to their phase information. The crucial point is that only one of these items contains face amplitude information, while all other items contain amplitudes of randomly chosen objects. If his assertion were correct, it should be possible to distinguish the item with the amplitude of a face (the car/face hybrid) from the other items which do not have face amplitude (the car/other hybrids). In fact, VanRullen would claim that this car/face hybrid should immediately popout! As is immediately obvious, this is not the case. We tried several such stimuli on pilot subjects. In no case did any subject correctly identify the face (amplitude) picture.
One could argue, albeit with some difficulty, that the phase information contained in the stimuli distracted our subjects from the actual task. Our second example circumvents this problem. We created random dot pictures and used these to obtain ''random phase'' information. We then recombined these random phases with the amplitudes of faces and other objects. In Fig. 3 the target is a random/ face hybrid, while the distractors are random/other hybrids. Again it was totally impossible to distinguish the target with the face amplitude from the distractors with other amplitudes.
In summary, pictures are categorized by their phase spectra, as is well known (Morrone & Burr, 1988; Oppenheim & Lim, 1981; Piotrowski & Campbell, 1982) . Our examples confirm that the phase spectra are an essential aspect of any visual search. It is illogical to claim, that since ''search becomes inefficient when Fourier amplitude information is made irrelevant, the face pop-out effect is mostly based on low-level factors''. Rather, phase information is essential for object categorization including face detection. If one accepts the association of phase information and high level representations, then face pop-out must be a high level effect.
However, a word of caution is in order. The Fourier transform integrates information from the entire picture and as such, both phase and amplitude spectra contain generalized information. Any categorical identification of phase and amplitude to high vs. low levels of processing is therefore extremely questionable. VanRullen argues that ''the phase spectrum of natural images can be related to high-level visual information, whereas the amplitude spectrum carries lower-level information'' while at the same time carefully states that, ''none of the present results should be taken to imply that the visual system explicitly extracts the Fourier amplitude or phase spectra from natural images''. While randomizing phase information renders a picture unrecognizable and also disrupts object area activation, this does not prove that phase information is to be related only to high cortical levels. It certainly does not imply that the amplitude spectrum should be associated only with low cortical level activity.
To conclude, VanRullen demonstrated that amplitude information affects response time significantly, which is an important result by itself. The crucial and missing step is in showing that amplitude information is sufficient to lead to facial pop-out, or, in other words, that we can remove phase information and still get a pop-out effect. Phase and amplitude spectrum together are a complete representation of the original picture. If both amplitude and phase are necessary factors, then this simply means that Fig. 2B cause all items to look like cars, possibly distracting one from the amplitude information. In this example, phase information for each stimulus was generated from a random dot picture, so that only the amplitude spectrum reflects a real picture. The target is a random/face hybrid, while the distractors are random/other hybrids. Again it is totally impossible to distinguish the target with the face amplitude from the distractors with other amplitudes. (See caption of Fig. 4 for location of target.) c Fig. 4 . To control for the fuzziness resulting from use of an inverse Fourier recombination, a control condition showed pop-out for face/face hybrids from non-face/car hybrids during visual search. This was taken as evidence that fuzziness itself is not detrimental to search. However, a recombination of instances of different categories may be fuzzier than a recombination of two instances of the same category. One of the cars in this figure contains both amplitude and phase of cars, whereas the other cars contain only the phase of a car, but the amplitude spectrum of other objects. The car/car hybrid is noticeably less fuzzy than the car/other hybrids. (Target of Fig. 2 is second from left, third from top; of Fig. 3 , third from left, second from top; in this figure, car/car hybrid is fourth from left, second from top.) ''the information is somewhere in the picture'', a tautology that does not teach us much.
A final point pertains to the effect of changing the Fourier amplitude spectrum on high level representations. While changes in Fourier phase information may have dramatic high level effects and even sometimes determine which high level area is activated, changes in amplitude spectrum may affect high level responses in a finer way. Thus, the lack of pop-out with hybrid images does not prove the existence of a low-level confound. For example, VanRullen admits that ''the artificial and 'fuzzy' appearance of the hybrids may have been responsible for the performance impairment'' in the first condition (face/non-face on non-face/car hybrids), but feels that images in the second condition (with face/face hybrid target) should be just as fuzzy, and should result in the same impairment. However, when instances of different categories are recombined, the resulting image may be fuzzier than when two instances of the same category are recombined, for example in the author's Figure 5 , where the face/face hybrid seems less fuzzy than the non-face/car hybrids. We demonstrate this effect again in Fig. 4 . One of the cars in this figure contains both amplitude and phase of different cars, whereas the other cars contain only the phase of a car, but the amplitude spectrum of other, random objects. The car/ car hybrid is less fuzzy than the car/other hybrids. In fact, when we asked pilot subjects to look for the least fuzzy item in this example, they managed to pick out the car/ car hybrid quite easily. Thus, the difference between VanRullen's two conditions may be that in the first all pictures are equally fuzzy (see his Fig. 4) , while in the second condition the face picture is actually less fuzzy than the other hybrids (his Figure 5 ) and this clue may aid pop-out.
Recall that in both conditions the target has the phase spectrum of a face. This means that the subjects in the author's second condition had two additional clues to find the target apart from the face amplitude information that the experiment was meant to test for; namely the phase information of the face and the clarity of the target compared to the other images. These points suggest that the claim that face pop-out is a low-level effect might be somewhat exaggerated.
Discussion
In summary, there are numerous difficulties with the author's argumentation. On the one hand he implies that the pop-out effect is not limited to faces, but his first experiment shows that faces do pop-out and cars do not. He claims that the pop-out effect is based on a low-level feature, but fails to demonstrate a clear feature that differentiates faces from other images. He attempts to show that the Fourier amplitude spectrum is the source of the popout effect, but we demonstrate that pop-out does not occur when the target image differs from the distractors only in its amplitude spectrum. In fact, it is well known that all hybrid images are perceived by subjects to belong to the category of their phase spectrum, not of their amplitude spectrum (Morrone & Burr, 1988; Oppenheim & Lim, 1981; Piotrowski & Campbell, 1982) . Finally, he claims that the amplitude spectrum is low-level and reflects local features, but obviously the amplitude spectrum, too, reflects global image properties.
The only aspect of his work that might be salvageable would be that the amplitude spectrum might be a necessary aspect of the image for pop-out. Of course this spectrum would not be sufficient, since the phase spectrum contains most of the information needed for identification. Thus, when he removes the amplitude information and shows that face search is impaired, this, at best, only shows that amplitude information is necessary, not that it is sufficient for facial search. Furthermore, the impairment found when the amplitude spectrum is replaced by that of another image may be due to the resulting fuzziness.
It is still unknown what are the essential elements required for face detection (e.g., Ullman, Vidal-Naquet, & Sali, 2002) . Face search experiments are a relatively simple paradigm for the investigation of the factors used by the visual system for rapid face detection. Single low-level properties can be removed from the stimuli one by one, with the resulting impairment in face search indicating their importance for face detection. We began this process by splitting face features in two-separating the face outline and its internal features. We found the surprising result that either suffices for face detection. This is an initial indication that there are separate requirements for face detection and individual face recognition.
While we claim that it is a holistic face percept rather than a single face feature that is responsible for rapid face detection, we do not insist that this holistic percept is the same as that required for individual face recognition. For example, upside down or degraded faces are also easily detected as faces and pop-out just as well as veridical faces, while they may be more difficult to recognize. VanRullen's finding that an upside-down face pops out actually strengthens the claim that while face recognition mechanisms may differentiate between upside down and upright faces, face detection mechanisms may not. This conclusion is consistent with the result that an upright face does not pop-out from among upside-down distractors (Brown et al., 1997; Kuehn & Jolicoeur, 1994; Nothdurft, 1993) .
Another significant point in our original paper, unfortunately not taken up by the author, is the distinction between animal and human faces. Why would human faces pop-out whereas animal faces do not? Clearly, one important difference is the texture of human vs. animal faces, which may be investigated through the use of low and high-pass filters, human-animal face morphs or texture grafts. Clarifying the source of the distinction between animal and human faces would help us understand what defines a face for detection.
Finally, we clarify a few issues concerning search and popout. In general, pop-out search tasks have used homogeneous distractors. Under these conditions, pop-out is extremely fast and set-size independent. However, if we wish to avoid having any possible low-level features distinguishing between the distractors and the target, we must resort to heterogeneous distractors. There is no single distractor type that shares all low-level features with faces except for faces themselves-and the same holds true for any complex category. There are a number of differences between the use of homogeneous and heterogeneous distractors. Search is much more difficult with heterogeneous distractors. This is reflected in the longer reaction times found. Furthermore, there is an underlying equivalence among the different images: they are each different from all the others. Therefore, subjects must be informed in advance of the target category, initiating top-down processes (e.g., Wolfe, Horowitz, Kenner, Hyle, & Vasan, 2004; Ullman, 1995) . Thus, search can not be based only on bottom-up exogenous cues.
The main point of this-and our previous paper-is that search for faces with heterogeneous distractors has very little set-size dependence. This essential search property rules out a basically serial scan and suggests that search is accomplished by attention being spread across at least parts of the array (even when it contains as many as 64 images), in a parallel processing mode. This, together with the high level nature of the distinction between faces and other categories, indicates the involvement of high level integrative mechanisms.
