Despite the rapid growth of other types of social media, Internet discussion forums remain a highly popular communication channel and a useful source of text data for analyzing user interests and sentiments. Being suited to richer, deeper, and longer discussions than microblogging services, they particularly well reflect topics of long-term, persisting involvement and areas of specialized knowledge or experience. Discovering and characterizing such topics and areas by text mining algorithms is therefore an interesting and useful research direction. This work presents a case study in which selected classification algorithms are applied to posts from a Polish discussion forum devoted to psychoactive substances received from home-grown plants, such as hashish or marijuana. The utility of two different vector text representations is examined: the simple bag of words representation and the more refined embedded global vectors one. While the former is found to work well for the multinomial naive Bayes algorithm, the latter turns out more useful for other classification algorithms: logistic regression, SVMs, and random forests. The obtained results suggest that post-classification can be applied for measuring publication intensity of particular topics and, in the case of forums related to psychoactive substances, for monitoring the risk of drug-related crime.
Introduction
Despite the rapid growth of other types of social media, Internet discussion forums remain a highly popular communication and knowledge exchange channel. It is common to see discussion forums dedicated to several specific domains, such as art and artists, sports, collectible items, cars, electronic devices, operating systems, and programming languages, to name only a few of the most typical examples. They usually contain richer, deeper, and longer discussions than microblogging services, such as Twitter or Facebook. Unlike regular blogs, they include posts from numerous authors with vastly varying levels of activity, writing styles and skills, as well as proficiency in the area to which the forum is devoted. This makes discussion forums both an interesting and challenging source of data for text mining (Marra et al., 2004; Lui et al., 2007; Said and Wanas, 2011; Holtz et al., 2012) .
1.1.
Motivation. Internet discussion forums can be used for analyzing user interests and sentiments, particularly associated with topics of long-term, persisting involvement and areas of specialized knowledge or experience. Discovering and characterizing such topics and areas by text mining algorithms can serve various applications specific to the domains of particular forums. Some obvious examples include the following:
• mining forums devoted to certain types of products (e.g., cars, smartphones) to discover requested features, usage patterns, common complaints, recommended products, solutions to typical problems, etc.;
• mining forums devoted to certain types of hobbies (e.g., cycling, photography) to discover associated equipment needs, interest differences between beginner and advanced users, etc.;
• mining forums devoted to certain actually or potentially illegal activities (e.g., soccer hooliganism, racist violence, street racing, drug production and distribution or use) to discover their types and monitor the risk of possible illegal behavior, etc.
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To make such applications possible, appropriate algorithms for various underlying text mining tasks are necessary, which would be capable of producing good results despite all possible data imperfections inherent for discussion forums. This work focuses on the text classification task: using a set of documents with assigned class labels to create a model that can predict classes of arbitrary documents (Manning et al., 2008) . It can be useful for recognizing discussion topics and measuring their publication intensity.
There is a huge amount of prior work on text classification (e.g., McCallum and Nigam, 1998; Joachims, 1998; Radovanović and Ivanović, 2008; Rousseau et al., 2015; Dařena andŽižka, 2017) . This article is supposed to extend the current state of knowledge by adding some novel contributions, summarized below.
Besides the most common bag of words text
representation, the more refined global vectors representation (GloVe) (Pennington et al., 2014) based on word embeddings is additionally employed, which makes it easy to control the dimensionality and apply arbitrary general-purpose classification algorithms. While text representations based on word embeddings are becoming popular (Goldberg and Levy, 2014; Lau and Baldwin, 2016) , there are still not so many demonstrations of their utility for text classification, particularly for the GloVe representation. According to Pennington et al. (2014) it outperformed the more widely known word2vec algorithm of Mikolov et al. (2013a) in several word analogy and similarity tasks, and it appears the most promising representative of the family of word embeddings.
2. Using the GloVe representation makes it possible to examine the performance of diverse general-purpose classification algorithms, some of which are not very commonly applied to text data. In particular, there do not appear to be any previously published studies examining the performance of the SVM and random forest models with the GloVe representation. Not being limited to text data, these algorithms could easily use additional attributes not based on text content, e.g., derived from publication time, authorship, or presence of multimedia, which may be desirable for some applications.
3. The effects of mutual information-based term selection is investigated to verify whether it can make the high dimensionality of the bag of words representation comparable to the reduced dimensionality of the GloVe representation without a significant loss of predictive performance, and whether it can yield any improvements for the latter. 
Text representation
The first issue to be resolved when applying modeling algorithms from the fields of machine learning and statistics to text data is transforming the analyzed document corpus into a representation that can be handled by these algorithms. This is usually a vector representation in which each document is assigned values of a fixed, common set of attributes (Dumais et al., 1998; Aggarwal and Zhai, 2012; Szymański, 2014) . A document is then represented by a vector of its attribute values, with the number of vector elements being the same for all documents. More complex non-vector representations are occasionally applied that may better preserve the semantic structure of the analyzed text (Rousseau et al., 2015) , but they require dedicated modeling algorithms, which are beyond the scope of this article.
2.1.
Bag of words. The simplest vector text representation that remains the most common in text mining applications is the bag of words (BOW) representation (McCallum and Nigam, 1998; Joachims, 1998; Aggarwal and Zhai, 2012; Szymański, 2014) , in which attributes directly correspond to words or, in a slightly more general setting, n-grams-word sequences of length n (usually n ≤ 3). Words or n-grams used for this representation are called terms. All occurrences of the same term in a document are treated in the same way, regardless of their position and surrounding terms, which makes this representation perfectly order-and context-insensitive (apart from partial sensitivity resulting from using n-grams for n > 1). This clearly limits its capability of preserving semantic information, offering simplicity, ease of use, and direct attribute interpretability in return.
The BOW representation can be used in different variations, depending on how attributes corresponding to terms are exactly defined (Manning et al., 2008) . The most common term frequency variation is used for this work, with the value of attribute a t (x) for term t and document x defined as
where TF t (x) is the number of occurrences of term t in document x. The matrix of all such attribute values for a particular set of documents is referred to as the document-term matrix. It is essential to ensure that the set of attributes of the bag of words representation is fixed and common for all documents. This can be achieved by using a fixed common vocabulary. While a modified TF-IDF variant, weighting terms based on their specificity represented by inverse document frequency, is useful for some applications (Manning et al., 2008) , it did not bring any improvements for text classification algorithms used in this work. The order-and context-insensitivity of the bag of words representation are likely to cause a loss of semantic information contained in analyzed documents. This is only partially improved by using n-grams for n > 1, which may cause other problems: occurrence frequencies for 2-grams or 3-grams often become extremely small and most of them occur only in few documents, whereas their total number may be very large, resulting in a very high-dimensional and extremely sparse representation. Despite its limitations, the BOW representation remains effective in many applications, in which raw term occurrence statistics constitute a sufficient description of text content. Attribute values are simple and efficient to calculate, although using them may not always be so efficient unless some form of dimensionality reduction is applied. The dimensionality of the bag of words representation clearly depends on the size of the analyzed text corpus. This is confirmed by empirical observations, indicating a sublinear functional relationship between the number of distinct words in a collection of documents and the total length of these documents, referred to as Heaps's law (Heaps, 1978) . In practice, after some basic frequency-based term filtering, it is typically between several hundred and several thousand (or more if n-grams with n > 1 are used).
2.2.
Global vectors. Limitations of the bag of words representation can be overcome by more refined context-sensitive approaches. These include representations based on word embeddings, such as word2vec (Mikolov et al., 2013a) which is obtained by training a two-layer neural network to associate words with their occurrence contexts. This produces word vectors (vector representations of words), but a related doc2vec algorithm can be used to obtain document vectors as well (Le and Mikolov, 2014) .
This article uses another representation based on word embeddings, known as global vectors, or GloVe (Pennington et al., 2014) . It can be considered a simpler and potentially more efficient alternative to word2vec that achieves similar effects using a different approach, based on term co-occurrence statistics. In the experiments reported by Pennington et al. (2014) it outperformed word2vec with respect to both accuracy and computational expense in several word analogy and similarity tasks. It is also easier to apply due to a smaller number of adjustable parameters and less sensitivity to the exact parameter setup.
The algorithm uses a text corpus to create a co-occurrence matrix Γ such that Γ[t, κ] is the frequency of term t appearing in the context of term κ, for some pre-established context window size. The matrix can be used to estimate the occurrence probability of term t in the context of term κ as follows:
The matrix is then factorized using stochastic gradient descent to determine term vectors such that the dot product of vectors for any two terms t and κ approximates log P (t|κ). The dimensionality of this representation can be controlled and is typically orders of magnitude less than the dimensionality of the bag of words representation. More precisely, the GloVe algorithm assigns two vectors to each term t: the word vector w t and the context vectorw t , such that the dot product w t •w κ approximates log P (t|κ) or, equivalently,
where b t andb κ are bias terms for w t andw κ , respectively. Word and context vectors are estimated using the Adagrad algorithm (Duchi et al., 2011) , which is a variant of stochastic gradient descent with step-size adaptation, applied to the following weighted least
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The weighting function f supposed to assign higher weights to more frequent term co-occurrences (but without overweighting the most frequent ones) is defined as
where v max is the cutoff value for co-occurrence counts and the α exponent controls the sensitivity of weights to increased co-occurrence counts. It can be easily seen that the GloVe representation captures some semantic information based on word context. Indeed, the logarithm of the occurrence probability ratio of two terms t 1 and t 2 in the context of the same term κ, which can be considered a measure of their semantic divergence, relates to the difference of their word vectors as follows:
For symmetric co-occurrence matrices, word vectors w and context vectorsw are roughly the same, with minor differences only due to random initialization. This is the case for symmetric context windows, extending to both sides of the target term. Asymmetric context windows, extending only to the left, can sometimes work better, but symmetric context windows are used for this work, adequate for the free word order of the Polish language. Following the recommendation of Pennington et al. (2014) , the sums of word and context vectors are used as ultimate term vectors to reduce noise and the risk of overfitting:
Word embeddings in general and global vectors in particular can be considered a potentially superior alternative to other vector text representations which achieve reduced dimensionality by transforming the bag of words document-term matrix. These include latent semantic analysis (LSA) (Dumais, 2005; Moldovan et al., 2005; Aswani Kumar and Srinivas, 2006) and latent Dirichlet allocation (LDA) (Blei et al., 2003) . Word embedding methods are less computationally demanding and believed to be more effective in identifying semantic relationships than those earlier approaches (Mikolov et al., 2013b) .
Like word2vec (and unlike doc2vec), the GloVe representation produces term vectors, rather than document vectors, which are actually needed to create document classification models. One simple and possibly imperfect approach to obtain GloVe document vectors is to perform weighted summation of term vectors for all terms occurring in a document, with term frequencies used as weights. The vector for document x would be then calculated as
This solution, which can be considered a simple example of compositional semantics models (Mitchell and Lapata, 2010; Yessenalina and Cardie, 2011) , is adopted for this work.
Text classification
Text classification, also referred to as text categorization, consists in using a set of class-labeled documents from some domain to create a model providing class predictions for arbitrary documents from the same domain (Sebastiani, 2002) . According to traditional machine learning terminology, the unknown true mapping of documents to classes is referred to as the concept and can be considered a function c : X → C, where X denotes the domain and C is a finite set of classes. True classes are known for a subset of the domain T ⊂ X called the training set. A model created based on the training set can be similarly considered a function h : X → C, supposed to approximate the concept c. A probabilistic classification scenario is also often adopted in which the model is supposed to produce predictions of class probabilities rather than class labels.
Naive Bayes.
A particularly simple conceptually and implementationally as well as computationally efficient classification algorithm that is often successfully applied to text classification is the naive Bayes classifier. It predicts the class probability given attribute values,
which is referred to as the posterior probability of class d for a vector of attribute values v 1 , v 2 , . . . , v n .
Basic general-purpose algorithm.
According to the Bayes theorem (Bayes, 1763) the posterior class probability can be calculated as follows:
The denominator can be considered a class-independent normalizing constant. The prior class probability appearing in the numerator can be directly estimated from the training set.
Only the conditional joint probability of attribute values given the class deserves more interest, since it cannot be reliably estimated directly for realistically-sized datasets. This is where the "naivety" of the algorithms comes into place, which consists in adopting the usually unsatisfied conditional attribute independence assumption given the class and calculating the conditional joint probability as
Conditional attribute value probabilities given the class for single attributes P (a i = v i |c = d) can be estimated from the training set directly, often using Laplace smoothing or Cestnik m-estimation (Cestnik, 1990) to avoid issues related to zero probabilities. Numeric attributes are either discretized or assumed to be distributed normally, with density function values used instead of probabilities in the calculation.
The "naive" independence assumption results in calculated probabilities being incorrect, but it does not necessarily limit the predictive utility of the algorithm (Domingos and Pazzani, 1997; Hand and Yu, 2001) . It remains particularly popular in text mining applications, where its capability of incorporating numerous attributes to class predictions without the risk of overfitting is particularly desirable.
Text-specific algorithm.
Technically, the naive Bayes classifier can be directly applied to text data with any vector representation. However, for the term frequency bag of words representation the calculation of the conditional attribute value probability given the class can be modified. For this representation the value of attribute a t corresponding to term t is the occurrence count of the term in the document. Attributes are therefore numeric and the standard general purpose algorithm would handle them either by discretization or by using normal density functions. A much better alternative, however, is to use the multinomial distribution (McCallum and Nigam, 1998; Lewis, 1998) :
where V = {t 1 , t 2 , . . . , t n } is the vocabulary and v 1 , v 2 , . . . , v n are the corresponding occurrence counts of vocabulary terms in the document being classified (playing the role of attribute values). This represents the probability of each term t i appearing v i times in a document of class d, calculated based on the probability of a single occurrence of term t i :
for each i = 1, 2, . . . , n. The algorithm applying this form of probability calculations is known as the multinomial naive Bayes classifier.
Logistic regression.
Logistic regression is an instantiation of generalized linear models which adopts a composite model representation function, with an inner linear model and an outer logit transformation (Hilbe, 2009) . The inner linear model is defined as follows:
where • is the dot product operator, w is a vector of model parameters w 1 , w 2 , . . . , w n , and b is an additional intercept parameter. The outer logit transformation produces probability predictions:
This assumes a binary probabilistic classification scenario with the {0, 1} set of classes, for which the model predicts the probability of class 1 and the probability of class 0 can be obtained as its 1's complement. Training a logistic regression model consists in finding parameters w 1 , w 2 , . . . , w n and b which maximize the log-likelihood of training set classes:
Due to the probabilistic objective function used for parameter estimation, logistic regression can generate well-calibrated probability predictions and is often the classification algorithm of choice when this is required. It is easy to apply and not overly prone to overfitting unless used for high-dimensional data, which is unfortunately often the case in text classification applications, at least with the bag of words representation. With that being said, the algorithm can be used with text data in arbitrary vector representations without any adjustments.
3.3.
Support vector machines. Support vector machines (SVMs), which often belong to the most effective general-purpose classification algorithms (e.g., Hamel, 2009; Cichosz, 2015; Bilski and Wojciechowski, 2016) , can be viewed as a considerably strengthened version of a basic linear-threshold classifier with the following enhancements (Cortes and Vapnik, 1995; Platt, 1998 kernel trick: complex nonlinear relationships can be represented by representation transformation using kernel functions.
The SVM algorithm assumes a binary classification scenario with two classes, denoted by −1 and 1 for convenience, since using class labels as numbers simplifies the form of the objective function and constraints of the underlying optimization task. Class predictions are generated using a standard linear-threshold rule:
with w and b being model parameters, obtained by solving the following quadratic programming problem:
subject to
The first term of the objective function is responsible for classification margin maximization, i.e., placing the decision boundary so as to maximize the distance from the closest correctly separated instances. The second term represents penalty for constraint violations, whose magnitude is controlled by the cost parameter C. Constraint violations are permitted by introducing slack variables ξ x for each training instance x. The presented primal form of the optimization problem permits easy interpretation, but transforming it to a dual form by applying Lagrange multipliers provides substantial advantages (Cristianini and Shawe-Taylor, 2000; Schölkopf and Smola, 2001) . A particularly important property of the dual form is that it only uses attribute value vectors within dot products, both during model creation and during prediction. This makes it possible to apply the kernel trick-an implicit representation transformation. Instead of dot products of the original attribute value vectors, kernel function values K(x 1 , x 2 ) are used, which represent dot products of enhanced attribute value vectors a (x 1 ) • a (x 2 ). This achieves the effect of transforming attribute value vectors without actually applying the transformation. The special case in which K(x 1 , x 2 ) = a(x 1 ) • a(x 2 ), referred to as the linear kernel, does not transform the original representation. The most popular type of nonlinear kernel functions is the radial kernel:
where γ > 0 is an adjustable parameter. Instead of binary linear-threshold SVM predictions it may be often more convenient to use probabilistic predictions, like for naive Bayes and logistic regression. This is possible by applying a logistic transformation to the signed distance of classified instances from the decision boundary, with parameters adjusted for maximum likelihood (Platt, 2000) .
A noteworthy property of the SVM is the insensitivity of model quality to data dimensionality, which-unlike for many other algorithms-does not increase the risk of overfitting because model complexity is related to the number of instances close to the decision boundary rather than to the number of attributes. This is definitely a potential advantage in text classification applications, where high dimensionality is to be expected, at least with the bag of words representation (Joachims, 1998; Joachims, 2002) . That being said, the SVM algorithm is not necessarily quick and easy to be successfully applied, as it tends to be sensitive to parameter settings (in particular, the cost parameter, the kernel type, and kernel function parameters) and is computationally expensive for large datasets.
3.4.
Random forest. Random forests belong to popular ensemble modeling algorithms which achieve improved predictive performance by combining multiple diverse models for the same domain (Dietterich, 2000) . They usually yield excellent predictive performance with little or no need for parameter tuning and low risk of overfitting (e.g., Cichosz, 2015; Siwek and Osowski, 2016) . A random forest is an ensemble model represented by a set of unpruned decision trees, grown based on multiple bootstrap samples drawn with replacement from the training set, with randomized split selection (Breiman, 2001 ). It can be considered an enhanced form of bagging (Breiman, 1996) , which additionally stimulates the diversity of individual models in the ensemble by randomizing the decision tree growing algorithm used to create them.
Random forest growing consists in growing multiple decision trees, each based on a bootstrap sample from the training set (usually of the same size as the original training set), by using an essentially standard decision tree growing algorithm (Breiman et al., 1984; Quinlan, 1986) . Since the expected improvement of the resulting model ensemble over a single model is contingent upon sufficient diversity of the individual models in the ensemble (Breiman, 1996; Dietterich, 2000) , the following modifications are applied to stimulate the diversity of decision trees in a random forest:
• large maximally fitted trees are grown (with splitting continued until reaching a uniform class, exhausting the set of instances, or exhausting the set of possible splits);
• whenever a split has to be selected for a tree node, a small subset of available attributes is selected randomly and only those attributes are considered for candidate splits.
Individual trees built that way are likely to be overfitted, but nevertheless no pruning is applied to them. With the random internal attribute selection this gives them many opportunities to differ, though, and their individual overfitting is effectively canceled out if they are used as an ensemble. Random forest prediction is achieved by simple unweighted voting of individual trees from the model. Vote distribution can be also used to obtain class probability predictions. With sufficiently many diversified trees (typically hundreds), this simple voting mechanism usually makes random forests extremely accurate and resistant to overfitting. As a matter of fact, in many cases they belong to the most accurate classification models that can be achieved.
Given the advantages of random forests, it may be surprising to see not so many examples of their application to text classification. This may be related to concerns about the suitability of the algorithm for the bag of words representation, which is usually extremely high-dimensional and sparse, with possibly many irrelevant terms. That being said, some successful results have been reported (Rios and Zha, 2004; Koprinska et al., 2007; Xue and Li, 2015) and a modified versions of the algorithm adjusted to text data have been proposed (Xu et al., 2012; Wu et al., 2014) .
3.5.
Term selection for classification. One way of reducing the dimensionality of the bag of words representation is the selection of the most predictively useful terms for the classification task being considered. In principle, this could be performed using any general-purpose attribute selection method (Liu and Motoda, 1998; Guyon and Elisseeff, 2003; Liu et al., 2010; Cichosz, 2015) , but the high dimensionality of the bag of words representation makes computationally intensive attribute selection algorithms hardly applicable and favors relatively simple techniques. One particularly popular approach is to rank terms with respect to the mutual information between term occurrence and class labels (Yang and Pedersen, 1997; Forman, 2003) .
The mutual information for term t and concept c, in this context also referred to as the information gain of term t with respect to concept c, can be calculated on a document set D as follows:
where
• P (t, c = d) and P (¬t, c = d) are the probabilities that a randomly chosen document respectively contains and does not contain term t, and is of class d, estimated on the training set:
where T t,c=d and T ¬t,c=d are the subsets of training documents of class d respectively containing and not containing term t;
• P (t) and P (¬t) are the probabilities of term t respectively appearing and not appearing in a randomly chosen document, estimated on the training set:
where T t and T ¬t are the subsets of training documents respectively containing and not containing term t.
Experimental study
Algorithms presented in the previous section were applied to the classification of discussion forum posts, using the two previously described text representation methods. The experiments are supposed to compare the utility of particular algorithms and text representations, as well as investigate the effects of term selection.
Experiment setup.
The process used to transform discussion forum posts to vector representations as well as to create and evaluate classification models is summarized below.
Text representation.
The bag of words and GloVe document representations for experiments presented in this article were created using the text2vec R package (Selivanov, 2016) . The same text preprocessing was applied for the two representations to identify the common vocabulary:
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• removing numbers;
• converting to lowercase;
• spelling correction and stemming using Hunspell via the hunspell R package interface (Oooms, 2016) with the Polish LibreOffice dictionary;
• removing Polish stop words;
• filtering terms according to the following criteria:
-no less than 100 and no more than 10000 occurrences in the training set,
-occurring in no less than 0.2% and no more than 80% documents from the training set.
This produced a vocabulary of 2155 words, out of more than 300, 000 distinct words appearing in original unprocessed training documents.
Only documents containing at least a single vocabulary term were left in the training and test sets, which reduced their size to 119084 and 77798 documents, respectively.
The Polish language poses some extra challenges for spelling correction due the the presence of diacritical characters in the alphabet. It is not uncommon to see posts with some or all of diacritics missing, which is likely to mislead spelling correction. Occasional occurrences of English words may be confused with misspelled Polish words. Dictionary-based stemming is also less reliable than for English due to much more complex inflection. More refined spell checkers and morphological analyzers dedicated to the Polish language, word sense disambiguation, as well as detecting foreign language terms and phrases, might improve the results to some extent. Examining these possibilities of enhanced natural language processing is postponed for future work, though. Only one simple tweak was applied to improve the performance of Hunspell spelling correction-enforcing the preference for replacement words that only add missing diacritics.
The attributes of the BOW representation for the training and test sets were obtained as the corresponding term frequencies for all vocabulary terms.
Unlike for the English language, there are no Polish GloVe term vectors available that would be pre-trained on large text corpora, such as Wikipedia articles or Internet site contents collected by web crawlers. The term vectors of the GloVe representation were therefore determined based on the term co-occurrence matrix for the training set, using the same vocabulary, with the following parameter settings: They are mostly based on the results and suggestions of Pennington et al. (2014) , who found relatively small improvement for context windows longer than 5, suggested low sensitivity to the setting of the weighting function cutoff level, and recommended a weighting function exponent of 3/4. Only minimal parameter space search was performed, limited to the setting of word vector dimensionality, but no improvement was found for values above 50.
The training set term vectors were then used to obtain document vectors for the training and test sets by weighted summation, as described before, using term frequencies for the training and test sets, respectively, as weights.
It is worthwhile to stress that "attribute definitions" for both the bag of words and GloVe representations (i.e., the vocabulary and term vectors) are entirely determined using the training set only and then applied to calculate attribute values for the training and the test set. This guarantees there is no optimistic bias in subsequent model evaluation that could result from using the test set for any processing with impact on model creation.
Text classification.
The most interesting setup for a discussion forum post-classification task would be to have human-assigned class labels for the training set, representing some concepts of interest (e.g., related or unrelated to a specific topic, interesting vs. uninteresting, spam vs. ham, suspicious vs. innocent, etc.). In the lack of such human-assigned labels, the discussion forum structure will be used as a substitute. The forum used in this article has the following set of top-level branches (translated to English):
• Marijuana,
• Cannabis Indica Strains,
• Growing,
For each of them a binary classification task is defined, with posts in a given branch considered positive and all other posts considered negative. There is a subset of posts not assigned to any of these branches (about 30% of the training set and about 15% of the test set), which are considered negative for all branches. experimental study, we focus on the Marijuana branch, believed to be most directly associated with drug-related crime.
The most common classification quality measures such as the misclassification error or classification accuracy are not very useful whenever classes are unbalanced or likely to have different predictability. This is why a quality measure sensitive to misclassification distribution is required. In the experiments reported in this section, classification quality is visualized using ROC curves, presenting possible tradeoff points between the true positive rate and the false positive rate (Egan, 1975; Fawcett, 2006) , and summarized using the area under the ROC curve (AUC).
The following algorithm and text representation configurations are used in the experiments: MNB-BOW: the multinomial naive Bayes classifier with the term frequency bag of words representation-a custom implementation in R developed for this article;
NB-BOW, NB-GloVe: the standard naive Bayes classifier with the term frequency bag of words and GloVe representations using normal density functions for term frequency attributes-the implementation provided by the e1071 R package (Meyer et al., 2015) ; SVM-BOW, SVM-GloVe: the SVM algorithm with the term frequency bag of words and GloVe representations-the implementation provided by the e1071 R package (Meyer et al., 2015) ;
LR-BOW, LR-GloVe
RF-BOW, RF-GloVe: the random forest algorithm with the term frequency bag of words and GloVe representations-the implementation provided by the randomForest R package (Liaw and Wiener, 2002) .
For the multinomial naive Bayes algorithm, Laplace smoothing was applied in term occurrence probability estimates. The standard naive Bayes algorithm has no parameters to set. For the logistic regression and SVM algorithms, parameters controlling the underlying optimization process were left at default values. The SVM parameters specifying the optimization problem were set as follows:
constraint violation cost C: 1, kernel type: radial, kernel parameter γ: the inverse of the input dimensionality, class weights: 10 for class 1 (the minority class), 1 for class 0.
Except for the latter, these are default settings. The linear kernel achieved slightly worse results. Limited search indicated no improvement resulting from modifying the cost parameter or kernel parameters. For the random forest algorithm, the following setup was used:
tree count: 500, random attribute subset size: the square root of the total number of available attributes, stratified bootstrap sample size: the number of instances of class 1 (the minority class).
Except for the latter, these are default settings. This is a safe choice given the relatively low sensitivity of the algorithm to parameter values. It is worthwhile to notice that the parameter setups for the SVM and the random forest algorithm include settings responsible for properly handling unbalanced classes (ensuring sufficient sensitivity to the minority class). This is achieved by specifying class weights for SVM (assigning a higher weight to the minority class when calculating the constraint violation penalty term in the optimization objective) and by specifying stratified bootstrap sample size for the random forest algorithm (drawing the maximum possible number of minority class instances and the same number of majority class instances). These settings were verified to indeed improve model quality. No form of class rebalancing is necessary for the naive Bayes and logistic regression algorithms, since any class weights or priors would only shift the default class probability cutoff point used for predicted class label assignment. This would serve no useful purpose given the fact that the ROC analysis used for predictive performance evaluation is based on predicted class probabilities instead of class labels anyway.
4.2.
Results. The presented results make it possible to assess the predictability of forum branches, compare different algorithms and text representations, and verify the effects of term selection.
4.2.1.
Predictability of forum branches. The multinomial naive Bayes algorithm was applied to all top-level forum branches. The obtained ROC curves are presented in Fig. 1 . The level of prediction quality varies across forum branches, but with nearly all AUC values above 0.75 and some reaching 0.9 can be definitely considered sufficient for most common practical needs. The Supplies branch turned out particularly easy to recognize, with the Free Seeds, Cannabis Indica Strains, and Marijuana branches not far behind. The hard predictability observed for the Users' Plants branch may be due to the limited textual contents of posts, which contain mostly photos.
4.2.2.
Algorithm and representation comparison. The remaining experiments in this section focus on the Marijuana class. Figure 2 presents the ROC curves for all the previously listed algorithms with the BOW representation. It can be immediately seen that, while the multinomial naive Bayes classifier achieves the best predictive performance, the logistic regression, SVM, and random forest algorithms are not far behind. They all managed to successfully cope with the high-dimensional sparse bag of words representation. What is particularly striking is the poor performance of the standard naive Bayes algorithm, handling term frequency attributes as regular numeric attributes using normal density functions, which turned clearly worst in the competition.
The ROC curves obtained with the GloVe representation are presented in Fig. 3 . When using word embeddings, the SVM and random forest algorithms reach roughly the same performance level that was observed for the multinomial naive Bayes with the BOW representation and can be considered a viable alternative for the latter. The considerably reduced dimensionality and context-sensitivity of document vectors make it possible to successfully discriminate between classes, even if the performance level of multinomial naive Bayes remains unbeaten. This may be actually the best prediction quality possible with the data anyway. The logistic regression algorithm achieves the same prediction quality as with bag of words, and the standard naive Bayes algorithm becomes even worse than before. While the experiments only investigate classification quality and not computational expense, it is worthwhile to mention that the GloVe representation reduced the overall computation time of model creation and evaluation in comparison to bag of words by a factor of more than 12 for the SVM and more than 350 for the random forest. To examine the effect of vocabulary size on the predictive performance using the bag of words and GloVe representations, term selection was performed on the training set, using the mutual information criterion to select subsets of 50, 100, 500, and 1000 top terms. In the case of the bag of words representation, only attributes corresponding to selected terms were used. For the GloVe representation, term selection was applied in two variants: before word embedding: the co-occurrence matrix and term vectors are determined using the reduced vocabulary with selected terms only, and then term vectors corresponding to these terms are used to calculate document vectors; after word embedding: the co-occurrence matrix and term vectors are determined using the original vocabulary, and then only word vectors corresponding to selected terms are used to calculate document vectors.
For each of the two representations the best algorithms identified previously were used, i.e., the multinomial naive Bayes and random forest algorithms, respectively, to see whether and how model quality changes with the term selection applied. The ROC curves are presented in Fig. 4 .
Moderate term selection turned out not to degrade the performance of the multinomial naive Bayes classifier, but did not lead to any improvement, either. Using top 1000 or 500 most useful terms, the algorithm delivers nearly the same classification quality as with the full vocabulary of more than 2000 terms. More aggressive term selection degrades its predictive performance, moderately for 200 terms and more severely for 100 and 50 terms. In the case of the GloVe representation, any term selection appears to be harmful, applied either before or after word embedding. It is noteworthy, though, that this representation makes it possible to reach about the same performance level as multinomial naive Bayes with 500 or more attributes using only 50 attributes.
Conclusion
The results presented in this article enhance the state of knowledge about the practical utility of classification algorithms for text data. They also encourage practical applications to discussion forum and other social media mining. That being said, several issues arise that are worth investigating in the future.
Major findings.
The major findings of this work are summarized below. While they are strictly speaking valid only for the particular application domain and dataset used for the reported experiments, at least some 
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1. The GloVe text representation based on word embedding makes it possible to identify meaningful relationships between terms occurring in discussion forum posts.
2. Discussion forum posts can be reliably classified to classes corresponding to forum branches based on their textual contents, and a similar level of classification quality may be possible using other human-assigned class labels.
3. While it is hard to beat the predictive performance of the multinomial naive Bayes classifier with the bag of words representation, the SVM and random forest algorithms can reach the same quality level when used with the GloVe representation.
4. The GloVe representation is a more effective method of dimensionality reduction than term selection, making it possible to reach the classification performance level of bag of words with 500 or more terms using as little as 50 attributes.
5. The combination of the GloVe representation and the random forest algorithm appears to be a particularly useful approach to text classification due to its good prediction quality, reduced dimensionality without term selection, low sensitivity to parameter settings, and low risk of overfitting, as well as the capability to directly incorporate additional non-textual attributes.
Practical utility.
The primary potential practical utility of the reported research is related to automatic monitoring of discussion forums and other social media channels. One reasonable usage scenario would be classification to pre-defined topics and measuring publication intensity of particular topics in time. While classification models for this scenario would make their predictions primarily based on post textual content, it may be sometimes desirable or even necessary to include other attributes, characterizing the publication time, the publication method, the author, or the usage of non-textual content (such as mathematical formulae, images, and audio or video clips). This can be easily achieved by combining the GloVe text representation with additional non-text attributes and applying general-purpose classification algorithms. Unlike algorithms dedicated to text and the bag of words representation (such as the multinomial naive Bayes classifier), they can easily and transparently work using both text and non-text attributes.
When applied to a discussion forum devoted to psychoactive substances, document classification algorithms can be useful for monitoring the risk of drug-related crime. This could be achieved by classification to classes corresponding to crime types or risk levels and measuring the publication intensity of posts in these classes. Clearly, human-assigned class labels for training posts would be needed to make this application scenario possible.
Open issues and future work.
The scope and depth of research presented in this article is unavoidably limited.
The selection of algorithms used, while believed to be reasonable, could be definitely wider, including both more algorithms dedicated to text and general-purpose ones. No extensive parameter tuning was performed, which might have prevented some algorithms from achieving their top performance. It may be the case, in particular, for the SVM algorithm, known to often be sensitive to parameter settings. More importantly, the effects of varying the settings of the GloVe algorithm, such as context window size and word vector dimensionality, were not investigated. While preliminary runs with other settings were performed and found not to yield any improvements, this is far from being a systematic study. Exploring the performance of other algorithms and parameter setups may be therefore one direction for future research, not necessarily very exciting, but definitely useful.
Text representation is at the heart of the case study contributed by this article. It would be therefore interesting to thoroughly examine possible enhancements to the process used to derive both the bag of words and GloVe representations used for this work. These may include more refined natural language processing techniques used for foreign phrase detection, spelling correction, and stemming, a more adequate list of stop words, incorporating a thesaurus (both general and domain-specific) to combine synonymous terms, including selected particularly meaningful bigrams or trigrams in the vocabulary, more carefully adjusted term filtering criteria, and better term selection techniques. It may be also worthwhile to consider more appropriate methods of combining GloVe term vectors into document vectors, as well as comparing the utility of the GloVe representation with that of doc2vec, latent semantic analysis, latent Dirichlet allocation, and other vector text representations (Szymański, 2014) .
Other interesting directions of future work are related to the application domain addressed by this article. They include incorporating additional non-text attributes to forum post representation, which may improve the quality of classification models, and using human-assigned class labels more precisely representing discussion topics.
