ABSTRACT This paper presents the finite-time synchronization (FTS) via piecewise control laws for a class of memristive Cohen-Grossberg neural networks (MCGNNs) with time-varying delays. First, based on memristive neural network theory, differential inclusion theory, and stability theory, several new sufficient conditions are established to ensure the FTS stability of a class of MCGNNs with time-varying delays. Then, three control laws are designed. By comparison with a normal control law, the piecewise control law determined by finite-time control (FTC) θ (t) can shorten the settling time. Also, the piecewise control law determined by the dynamic error E(t) and FTC θ (t) can shorten the settling time. Finally, a numerical simulation example is provided to illustrate the effectiveness of the new methods.
I. INTRODUCTION
A typical application of NNs is artificial intelligence(AI). By using AI technology, many complex and difficult practical problems such as pattern recognition, intelligent robots, signal processing, system control, associative memory and so on [1] - [5] have been solved. In the theoretical research, many experts pay their attention on the dynamics of NNs, such as topology, stability, state estimation, synchronization, boundedness and so on [6] - [14] .
Based on three known passive circuit components, Chua [15] firstly proposed a resistor with memory, called memristor in 1971. But until 2008, the nanoscale memristor device was founded by the HP research group [16] . Moreover, Jo et al. [17] proved the memristors can be used as synapses in neural morphological circuits to reduce information processing time. Due to the addition of memristors, the study on memristive neural networks(MNNs) becomes
The associate editor coordinating the review of this manuscript and approving it for publication was Qiang Lai. a hot topic. Many different memristive neural networks are proposed, such as memristive Hopfield neural networks, memristive cellular neural networks, memristive intertial neural networks, memristive coupled neural networks and so on [18] - [27] . These neural networks can be considered as special cases of the Cohen-Grossberg neural networks(CGNNs) proposed by Cohen and Grossberg [8] in 1983. Because the unknown time of information exchange and the limited processing speed of hardware exist, the delays are common in biochemical systems and engineering applications. Though CGNNs with delay [28] - [37] has been extensively studied, few studies have involved MCGNNs. Hence, MCGNNs with time-varying delays are worthy of being studied.
Especially, the issues on the synchronization of MCGNNs have received the attention of researchers, because it can be applied in the fields of secure communications, image or data encryption and so on [38] - [41] . But how to achieve the synchronization of MCGNNs? In [38] - [40] , exponential synchronization of MCGNNs with delays is achieved via feedback control. In [41] , using the feedback control achieves the FTS for fractional-order MCGNNs. In [42] , the FTS of MGCNNs with mixed delays is achieved by feedback control. In [43] , the FTS of MCGNNs with timevarying delays is also achieved by feedback control. In addition to feedback control, for instance, intermittent control [44] , [45] , adaptive control [46] - [50] , impulsive control [51] - [53] , fuzzy control [54] , [55] and pinning control [56] - [58] have been studied. Since the form of feedback control is simple and easy to implement, it is widely used in practical engineering. However, the most previous studies are concerned infinity time control, it is difficult to use in practical engineering. In this paper, we design three control law based on feedback control to achieve FTS, these control approaches are more practical than previous ones. On the other hand, to ensure fast convergence of the synchronization error, it is more appropriate to select a FTS than exponential synchronization.
From the above descriptions, we consider the FTS via designing three control laws for a general class of MCGNNs with time-varying delays. In this paper, the main contributions are as follows:
(1) The model of MCGNNs with time-varying delays is given and studied under the framework of Fillipov s solutions according to differential inclusion theory. In addition, behaved functions are defined which are related to synaptic behavior with the feature of memristor.
(2) We improve the term FTC θ (t) = |QE i (t)| φ instead of k|E i (t)| φ with a tunable constant k > 0, where Q depends on the amplification functions. On the other hand, by using this term θ (t), the settling time on FTS of MCGNNs can be estimated. The results of [35] , [42] are on the FTS of MCGNNs with mixed delays. But estimating the settling time is quite complicated. However, in this paper, the settling time can be estimated by the parameters of FTC and initial error.
(3) In section A, we propose the conditions of FTS for a class of MCGNNs with time-varying delays under the improved FTC θ (t) = |QE i (t)| φ . If the amplification function c i (·) = 1 in this paper, the FTS of MNNs [59] , [60] can be verified and improved. Therefore, our model is more general. In section B, by the FTC θ (t) = |QE i (t)| φ , we can know the control efficiency drop if the |QE i (t)| < 1. So, we improve the FTC in θ (t) [33] , [43] , [59] , [60] and propose a piecewise control law by FTC θ (t). This piecewise control law can be applied in other FTS with the FTC |E i (t)| φ .
(4) In [43] , the FTS of MCGNNs with time-varying delays is considered with the parameter of FTC φ = 0. But we discuss the FTS with 0 ≤ φ < 1. In practical applications, we need to choose a suitable value of φ instead of the range of values [34] . In section C, by discussing the relationship between the parameters of FTC and synchronization error, the piecewise control law by FTC and synchronization error is proposed to reduce the settling time.
The rest of this paper is briefly summarized as follows. In section II, the model of MCGNNs is given. In addition, to achieve the FTS, we will discuss the uniqueness of solution on the MCGNNs and propose some assumptions, definitions and lemmas. In section III, the conditions of the FTS stability are proposed with 0 ≤ φ < 1. Based on a normal control law, a piecewise control law determined by FTC θ (t) and a piecewise control law determined by E(t) and FTC θ(t) are proposed. In section IV, the effectiveness of theorems proposed are verified by numerical simulations. Finally, some conclusions are described in section V.
Notation: Let R and R n be the space of real numbers and the n-dimensional Euclidean space. sign(·) denotes the sign function, where
L t x denotes the derivative of x with respect to t.
II. PRELIMINARY
Based on previous works, a class of time-varying delayed MCGNNs can be described as:
where n is the number of neurons in the neural network, the initial value of system (1) is . X i (t) represents the voltage of the capacitor C i of the ith neuron at the time t, c i (·) is called the amplification function, f j : R → R and g j : R → R are called the activation functions, τ j (t) is called the delay function and satisfies 0 ≤ τ j (t) ≤ τ max andτ j (t) ≤ τ j (t) < 1, I i represents the external input and is a constant. d i (·) represents the behaved function, a ij (·) and b ij (·) represent the function of MCGNNs of connection weights as follows: (X j (t)) and X j (t), W g ij represents the memristor between g j (X j (t − τ j (t))) and X j (t − τ j (t)), R i represents the resistance of capacitor C i .
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To finish the main results, for i, j ∈ I , some notations are given as follows:
Remark 1: In [13] , [28] - [37] [19] - [21] , [59] , [60] . Therefore, the MCGNNs are more general and significant to study.
Firstly, some theories which we will use in this paper such as set valued maps and differential inclusion are introduced. 
where 
Then the solution of MCGNNs in the sense Filippov can be written:
Or equivalentlẏ
where
. Consider system (1) as the drive system and the response system of the MCGNNs is given: (4) where u i (t) represents the control law that will be designed and the initial value of system (4) is
Similarly, we can get:
. (6) where
. Then, the synchronization error E i (t) can be obtained:
and the differential equations of E i (t) are written as follows:
Lemma 1 ( [38]): If the assumption A2 holds and f j (±H
i ) = g j (±H i ) = 0, then
for any i, j ∈ I , there exist the following inequations:
|co[a ij (Y i (t))]f j (Y j (t)) − co[a ij (X i (t))]f j (X j (t))| ≤ a ij L f j |E j (t)|, |co[b ij (Y i (t))]g j (Y j ((t − τ j (t)))) − co[b ij (X i (t))]g j (X j (t − τ j (t))))| ≤ b ij L g j |E j (t − τ j (t))|. where E j (t) = Y j (t)−X j (t) and E j (t −τ j (t)) = Y j ((t −τ j (t))− X j ((t − τ j (t))). Definition 4 ( [64]): We can get a function V (t) : R n → R n is C−regular, if and only if V (z) is: (i) regular in R n ; (ii) radially unbounded, that is, V (z) → +∞ as z → +∞; (iii) positive definite, that is, we have V (z) > 0 for any z = 0, and V (z) = 0.
Suppose that the function z(t) : [0, +∞) → R n is absolutely continuous on any compact interval [0, +∞). By the Definition1, the set-valued map of z(t) can be obtained as follow:ż ∈ F(t, z).
Lemma 2 (Chain Rule [64] , Global Convergence [65] ):
is regular Lipschitz continuous. z(t)=z(t; t 0 ; z 0 ) is any the solution ofż ∈ F(t, z) by the initial value (t 0 , z 0 ). If for any t ≥ t 0 , there exist the inequations d dt V (t, z(t))|ż ∈F(t,z) ≤ − (t, V (t, z(t))), then the trivial solutionż ∈ F(t, z) is asymptotic stability, where : R×[0, +∞) is continuous and satisfies for any
Specially, it can get (t, σ ) = γ (t)h(t). However, in this paper, to simplify calculation, we let h(t) = 1.
Lemma 3 ( [66] , [67] Lemma 4 ( [68] , [69] ): If a 1 , a 2 , · · · , a n are positive numbers and 0 < r < p then ( 
and that z(t) : [0, +∞) → R n is absolutely continuous on any compact interval [0, +∞). If there exists a continuous function
Proof: For any i ∈ I , and X i (t), Y i (t) ∈ R, the proof is given as follows:
Therefore, this proof of Lemma5 is completed.
Remark 2: In [34] - [36] , [38] - [40] , [42] , [43] , there is an assumption:ḋ i (·) ≥ r i > 0. So the behaved function d i (·) is strictly monotone increasing. But in this paper, we need not the special assumption. According to the assumption A1 and the feature of the behaved function, we can obtain the Lemma 5. And, we also need not the assumption [46] , [70] : l
or the assumption [41] 
Hence in this paper, there are less restrictive than those references given.
III. MAIN RESULTS
In this section, we establish several new conditions to ensure the FTS stability of a class of MCGNNs with time-varying delays. Then three control laws are proposed as follows:
Case(1) A normal control law is designed by
. (8) where
Case (2) A piecewise control law determined by FTC θ (t) is designed by
, ϑ ij and ξ i are known positive constants, the real number φ satisfies 0 ≤ φ < 1, and Q i is a constant to be determined and Z > 0 is a tunable constant.
Case(3) A piecewise control law determined by the dynamic error E(t) and FTC θ (t)is designed by
where ln K+ln E(t) = φ k satisfies 0 ≤ φ k < 1, and Q i is a constant to be determined and Z > 0 is a tunable constant.
In section A, the new conditions on the FTS of MCGNNs with time-varying delays are investigated under a normal control law U i (t) with any φ satisfied 0 ≤ φ < 1. In section B, the FTS of MCGNNs with time-varying delays is investigated under a piecewise control law R i (t) determined by FTC θ (t). In section C, the FTS of MCGNNs with time-varying delays is investigated under a piecewise control law R i (t) determined by FTC θ (t) and E(t) . , if there exist four positive constants i , ϑ ij , ξ i and Q satisfying the following conditions:
A. THE FTS OF MCGNNS UNDER
Proof: Consider a proper Lyapunov function given by
The boundary values can be given
. (15) Calculating the derivative of V(t) with respect to t along the trajectories of the error system (7), we can get
And under Lemma 1, Lemma 5 and control law U i (t)(8), we can get the inequations as follows:
By the known inequation as follows: na 1 a 2 · · · a n ≤ a n 1 + a n 2 +· · · a n n , let n = 2, we can obtain the inequation as follows:
where ϕ = 1+φ 2
]. Finally, according to Lemma 2 and Lemma 3, the error system(7) can converge to zero until t > T , where T satisfied T ≤
is the finite time. That is, under the designed controller U i (t) with 0 < φ < 1, the two MCGNNs (1) and (4) can be synchronized in the finite time T . Therefore, the proof is completed.
According to Theorem1, let the parameter φ = 0, we can get the Corollary1 as follows:
Corollary 1: Let the assumptions A1 and A2 hold, under the normal control law U i (t) with φ = 0, the response system (4) 
According to Theorem1, let c i (x i (t)) ≡ 1, it can obtain the MNNs, we can get the Corollary2 as follows: 
79178 VOLUME 7, 2019 Remark 3: Zθ (t) in the control law is mainly used to estimate the settling time. In [34] , Zθ (t) = Z|E i (t)| φ with 0 < φ < 1 is considered in the feedback control law for the FTS on CGNNs with mixed time-delays. In [43] , a feedback control with φ = 0 is proposed to complete the FTS for MCGNNs with time-varying delays. In this paper, we choose θ (t) = |QE i (t)| φ , where Q is determined by the amplification functions. The term Z|E i (t)| φ can be a special case of Z|QE i (t)| φ when the Q = 1.
Remark 4: Under Theorem1 and Corollary1, we can obtain that the two MCGNNs (1) and (4) [59] , [60] .
B. THE FTS OF MCGNNS UNDER A PIECEWISE CONTROL LAW DETERMINED BY FTC θ (T )
Theorem 2: Let the assumptions A1 and A2 hold, under the piecewise control law R i (t) with φ satisfied 0 ≤ φ < 1, the response system(4) can be synchronized with the drive system (1) 
in a finite time and the settling time is estimated by
if there exist four positive constants i , ϑ i , ξ i and Q i satisfying the following conditions:
Proof: From the FTC θ(t), we can get two cases: 
The settling time T = cK E(0) Z by Lemma 3, where
By Lemma 3, we can get the settling time
Therefore, when |Q i E i (t)| > 1, the piecewise control law R i (t) is faster than the normal control law U i (t). According to Lemma 2 and Lemma 3, the error system(7) can converge to zero until t > T (T is the settling time). That is, under the designed controller R i (t) with 0 ≤ φ < 1, the two MCGNNs (1) and (4) can be synchronized in the finite-time T . And the proof is completed. [43] , the error convergence speed of 0 < φ < 1 is faster. But,compared with the error E i (t) > 1 speed of 0 < φ < 1 in [34] , the convergence speed under the piecewise control laws in this paper is faster. Moreover, when the error satisfied E i (t) ≤ 1, the control law can be used in [43] . But the convergence speed in [34] are declined because this term |Q i E i (t)| φ is always less than 1. So the control laws in [34] , [43] are improved and verified by the piecewise control law R i (t) in this paper. On the other hand, compared with the normal control law U i (t), the piecewise control law R i (t) is faster.
Remark 5: There are few results on discussing the effect of the FTC. Compared with the error satisfied
E i (t) > 1 convergence speed of φ = 0 in
C. THE FTS OF MCGNNS UNDER A PIECEWISE CONTROL LAW DETERMINED BY |E(t ) and FTC θ (t )
Theorem 3: Let the assumptions A1 and A2 hold, under the piecewise control law R i (t) with 
Proof: Taking the same conditions and Lyapunov function as Theorem
. By Lemma 3, we can get the settling time
According to Lemma 2 and Lemma 3, the error system(7) can converge to zero until t > T (T is the settling time). That is, under the designed controller R i (t) with 0 ≤ φ < 1, the two MCGNNs (1) and (4) can be synchronized in the finite-time T .
Next we consider the dynamic error instead of the initial error to obtain the accuracy control time. Calculating the derivative of T φ with respect to φ k , we can get
Let L φ k T φ (t) = 0, we can get φ k = 1 − ln K+ln E(t) , i.e. (φ k − 1) ln K E(t) + 1 = 0. Calculating the derivative of φ k with respect to E(t) , we can get the gradient of φ k as follow:
By analysing the value of L E(t) φ(t), we can get L E(t) φ(t) ≈ 6.56 × 10 −4 , K E(t) = 100e. When K E(t) > 100e, set the gradient of φ k to zero. On the contrary, when the value of dynamic error K E(t) ≤ 100e, the gradient of φ k is obvious. In realistic situation, the dynamic error K E(t) > 100e is nearly impossible. So it is significant to consider the relationship between φ k and the system of dynamic error.
To reduce the control time, we need analyse the relationship between φ k and E(t) . Then, we discuss the two cases to determine φ k as follows:
(
Therefore, the function T φ is a strictly monotone increasing function for all 0 ≤ φ k < 1. In this case, we can get min T φ1 at the point
The function T φ is monotonically decreasing. Therefore, it can be got min T φ2 at the point φ k = 1 − ln K+ln E(t) . By the Lemma3, we can estimate the settling time of the piecewise control law R i (t) as follows:
, then φ k = 0 and the settling time as follows:
ln K+ln E(t) and the settling time as follows:
where 0 < t 1 < t 2 < · · · < t N and
is small enough, we can get the inequation as follows:
So we can obtain the following inequation:
And the settling time can be written:
By analysing
we can get the settling time as follows:
. Therefore, the control time under the piecewise control law R i (t) is faster than under the normal control law U i (t). And the proof is completed.
Remark 6: With reference to a switching control law in [59] , [71] , we first propose the piecewise control law R i (t) to achieve the FTS on MCGNNs with time-varying delays. Compared with the parameter
in [59] , the parameter φ k = 1 − 
On the other hand, compared with the normal control law U i (t), the piecewise control law R i (t) is faster.
IV. NUMERICAL SIMULATION
In this section, a simulation example is given to illustrate the effectiveness and utility of the obtained theoretical results.
Example. Consider the following memristive CohenGrossberg neural networks with time-varying delays (1):
the amplifications function c 1 (X 1 (t)) = 0.8 + Case(1) Consider the model (35) with the control law U i (t) and choose the control parameters as follows: The conditions of Theorem1 are satisfied. Therefore, from the Theorem 1, the two MCGNNs (1) and (4) can be synchronized under the control law U i (t) in the finite time T < 3.15. The simulation results are shown in Fig.2 , where the initial conditions are randomly chosen.
Case(2) Consider the model (35) with the control law R i (t) and choose the control parameters as follows: 1 = 8.2, Y 2 = −2.1, |E 1 (0)| = 4.1 and |E 2 (0)| = 3.4. So we can get K = 1.006. We can set φ = 0.2 when |Q i E i (t)| > 1. When 0 < |Q i E i (t)| ≤ 1, we can set φ = 0. According to the Theorem 2, the two MCGNNs (1) and (4) can be synchronized in the finite time T < 2.28 and the simulation results are shown in Fig.3 .
In the same initial conditions, by the comparing the settling time from Table 1 , the piecewise control law R i (t) is faster than the normal control law U i (t). φ 1 ≈ 0.3857. We can set φ k = 1 − 1 ln K+ln E(t) when E(t) > e K and |E i (t)| > 1. When 0 < E(t) ≤ e K or |E i (t)| ≤ 1, we can set φ k = 0. According to Theorem 2, the two MCGNNs (1) and (4) can be synchronized in the finite time T < 0.853 and the simulation results are shown in Fig.4 .
In the same initial conditions, by the comparing the settling time from Table 2 , the piecewise control law R i (t) is faster than the normal control law U i (t).
V. CONCLUSION
In this paper, in order to extend the practical uses of memristive neural network such as: secure communications, image or data encryption and so on, the FTS of MCGNNs is studied. We proposed three different control laws for the FTS of MCGNNs with time-varying delays. Firstly, we improved the term FTC to estimate the settling time. By improving the term FTC under the normal control law, several new sufficient conditions are established to ensure the FTS stability of a class of MCGNNs with time-varying delays. Compared with the control law in [34] , [43] , the error convergence speed under the piecewise control law determined by FTC is faster. Then by discussing relationship between the settling time and the parameter φ of FTC, the piecewise control law determined by FTC and the dynamic error was proposed. By the comparison with three control laws, the settling time under the piecewise control law is faster than the normal control law. Finally, a numerical simulation shows the effectiveness and feasibility of the FTS methods. In the future, the simplification of the model on MCGNNs and the optimization of the control law will be the focus of our attention.
