Abstract. A kinetic Monte Carlo method has been developed for the simulation of interface controlled solid-state transformations to overcome timescale limitations associated with other atomistic simulation methods. In the simulation method the atoms can take place on sites from (at least) two intertwining crystal lattices. To enable the atoms to also take positions between the ideal lattice sites, a collection of randomly placed sites can be included. These 'random sites' have a realistic chance to be occupied at the location of the transformation interface and thus allow for irregularities in the atomic structure of the transformation interface. The atoms move by independent, thermally activated jumps. The activation energy for the atomic jumps can be determined for every jump separately based on the arrangement of the neighbouring atoms. The simulation method has been used to study the interface mobility in the austenite to ferrite transformation in iron for different interface orientations. The results obtained indicate that the excess volume associated with the interface plays a key role for the activation enthalpy for the interface mobility. The rate controlling process is the rearrangement of free space at the interface by series of (unfavourable) jumps by different atoms to create a path from the parent to the product phase.
Introduction
The intrinsic interface mobility is a crucial parameter in many macroscopic and mesoscopic models for phase transformations, recrystallization and grain growth (see e.g. [1] [2] [3] ). Unfortunately, the experimental determination of the interface mobility is difficult and even for often studied transformations, as the austenite/ferrite transformations in Fe-based alloys, the interface mobility is not unambiguously known [4] . On the basis of the assumption that the interface moves by independent thermally activated atom jumps across the interface, the interface mobility M is often given as (e.g. [5] )
with M 0 a pre-exponential constant, ∆G a the activation energy of the interface mobility M , k B the Boltzmann constant and T the temperature. Eq. 1 usually is compatible with experimental results.
Molecular dynamics (MD) simulations of martensitic transformations (e.g. [6] [7] [8] ) and grain boundary (GB) movement (e.g. [9, 10] ) have shown that atomistic simulations can be successfully applied to study he fundamentals of the movement of solid-solid interfaces. Especially the atomistic simulations on GB movement have shown that valuable insights in the atomic mechanism of the interface movement can be obtained. Unfortunately, the timescale associated with many transformations often prohibits the use of MD simulations. In MD simulations the full trajectories of all atoms are calculated making the method computationally expensive. However, as indicated above Eq. 1 for many transformations it should be sufficient to only simulate the independent thermally activated atom jumps (stochastically). Then kinetic Monte Carlo (kMC) simulations can be appropriate.
Traditionally, in kMC simulations the atoms are restricted to one lattice. Recently, the multi-lattice kMC has been introduced to allow the atomistic kMC simulation of movement of incoherent interfaces [11] [12] [13] . In this simulation method the atoms can take place on sites of (at least) two intertwined crystal lattices.
In this work an overview of possibilities and limitations of the multi-lattice kMC method will be presented, together with characteristic results obtained on the interface mobility activation enthalpy in the austenite to ferrite transformation in pure Fe.
The multi-lattice kinetic Monte Carlo simulation method Lattice sites The basis of the multi-lattice kinetic Monte Carlo simulation method is the movement of the atoms by independent, thermally activated atom jumps where the atoms can take positions on sites of (at least) two intertwining crystal lattices [11] . For a phase transformation these will be two different crystal lattices; for GB movement these will be two identical crystal lattices but differently oriented in space. In a normal kMC simulation the atoms can only take positions on a single lattice. Therefore, the distance between neighbouring atoms is constant. This greatly enhances the efficiency of the atomic interaction calculations. In multi-lattice kMC this advantage is lost and the computational efficiency is therefore less than for normal kMC simulations.
At the interface the ideal lattice sites will not always be the energetically most favourable sites. Atoms will therefore often want to take positions on intermediate sites in-between the lattice sites. However, in a multi-lattice kMC method as desribed above the atoms would only be able to take positions on the lattice sites. It is beneficial to add intermediate sites to the collection of possible positions the atoms can occupy. Unfortunately, the optimal positions of these intermediate sites are not known. To still allow the atoms to take some energetically favourable intermediate positions a collection of randomly placed sites can be included. These 'random sites' can provide sometimes crucial extra movement possibilities for the atoms [11] .
The orientation relationship ot the two crystals involved is determined by the relative orientation of one crystal lattices to the other one. The habit plane of the interface has to be specified at the beginning of a simulation by a selection of the occupied lattice sites (usually a simulation will start with two partially occupied lattices). This has the disadvantage that no 'natural' selection of the (initial orientation of the) interface can occur, as might be possible with specific MD simulations. The advantage is that virtually any interface structure can be created and examined (the interface structures are always relatively stable because the atoms are forced to take place on the lattice sites).
Because the atoms can only take place on crystal lattice sites (and random sites) the use of the multi-lattice kMC method is limited to transformations that can be described by independent atomic jumps from one lattice to another. This excludes transformations where coordinated movement of multiple atoms plays an important role (such as in dislocation slide and martensitic-like behaviour). Jump selection Besides a collection of possible sites the atoms can occupy, an algorithm must be formulated that determines which jump is executed at a certain moment in time. Here basically two different algorithms are possible. The first is based on a kinetic Ising model [14] and has been fully described in Ref. [11] . In short, an interface atom and a (empty, neighbouring) target site are selected at random. Then the jump chance, p, is calculated with
where ∆U is the system energy change associated with the jump. Then a random number, R, is generated between 0 and 1 and the jump is accepted if R < p. Then a new interface atom is selected etc. With this approach the time can only be expressed as the number of Monte Carlo steps performed and no genuine kinetic information can be obtained from these simulations [15] . If kinetics play an important role in the investigation (for example when trying to determine the interface mobility) another algorithm as described in Ref. [12] must be used. Here the jump chance is related to the jump rate, k, as obtained from (simple) transition state theory ( [16] )
with ν 0 the vibration frequency (taken as a constant in this work). The activation energy, E a , can be written as E a = Q + ∆U if ∆U > 0 and E a = Q otherwise. Here Q is the energy barrier in the energetically favourable jump direction as shown in Fig. 1 . If a jump chance would be calculated directly on the basis of Eq. 3 then most jumps would be rejected (unless Q is very small). This would make the simulation highly inefficient (as most time is spent calculating jumps that are never executed). Therefore jumps are selected in a different way in this algorithm. The sum of the jump rates, K sum , of all possible jumps in the whole system (N jumps ) as determined with Eq. 3 is calculated,
Then a random number R 2 between zero and K sum is generated. The first jump a for which
holds is then executed. The time between two jumps, ∆t, can be calculated with [17] 
where R 3 is a random number between 0 and 1. The algorithm is given in full detail in Appendix A of Ref. [12] .
Jump activation energy and potential energy calculation The jump activation energy, E a , depends on the local surroundings of the jumping atom. To take this into account E a should be determined for every different jump separately (although useful simulation results can already be obtained when Q is taken as a constant simulation parameter [12, 13] ). E a can be determined relatively efficiently on the basis of a constrained conjugate gradient relaxation procedure where the jumping atom is pushed in small steps towards the target site [18] . After every step the system energy is minimized by a conjugate gradient relaxation procedure 1 , ideally leading to a curve as shown in Fig. 1 . As noted above, the atoms at the interface will often not be at truly energy-minimum positions because they are restricted to take positions on the lattice (or random) sites. Therefore, when executing the procedure to determine E a a sharp decrease in system energy is seen for the first step, as the neighbourhood of the jumping atoms is relaxed. This means that, even although an unrelaxed interface structure is used in the simulations, the jump activation energies are still based on locally relaxed structures.
Not all jumps will have such an explicit energy barrier Q as suggested by Fig. 1 . Especially jumps between two sites that are very close to each other are likely to have no energy barrier. In such a case for the jump in the energetically favourable direction (∆U < 0) the activation energy is nil and in the opposite direction equal to ∆U . These jumps accordingly have a very high jump rate (cf. Eq. 3) and therefore have a high chance to be selected. When there are many random sites in the system then there will be many of these short jumps (as more sites will be very close to each other). Most calculation time is then spent on these short jumps that generally do not contribute to the interface movement. This imposes a practical limit on the number of random sites that can be included in the system.
Although the calculation of a single E a as described above is relatively efficient it is still (computationally) much too slow to be used directly in an interface movement simulation. Fortunately, it is possible to train a neural network with data from a few thousand jumps. The trained neural network can then be used to compute E a values during the interface movement simulations [13] . To obtain a good data set for the training of the neural network it is important to include as many different jumps as possible. Furthermore, the input parameters of the neural network must provide a good characterization of the local surroundings of the jumping atom. The computational determination of values for the parameters realizing this characterization must be possible fast, which implies utilization of as few parameters as possible. To obtain a characterization of the arrangement of neighbouring atoms, first the distances of the neighbouring atoms to the line piece between start and end position of the jumping atom are calculated. Then a sorted list of these distances to the line piece of those 14 neighbours closest to this line is made. These 14 distances are then used as input parameters for the neural network together with the jump distance and the energy of the jumping atom and its neighbours before and after the jump. This set of in total 17 parameters can describe the jump activation energy within a mean square error of 2.4 %. The neural network employed here is a simple fully connected feed forward network with one hidden layer containing 26 nodes. For training the standard back propagation learning function is used (see Ref. [19] for an introduction into neural networks).
A model (or potential) for the atomic interaction is required for the calculation of ∆U and E a . In principle every potential that can be used for other atomistic simulations can also be used for multi-lattice kMC. However, the potential energy of atoms has to be recalculated again and again because ever new arrangements of neighbouring atoms can occur during a simulation 2 , therefore mainly the same limitations concerning the computational cost of a potential that apply to MD simulations also apply for multi-lattice kMC simulations. In this work the JohnsonOh embedded atom potential [20] for Fe will be used.
The potential has to be continuous (as a function of the distance between the atoms), when E a has to be calculated for training the neural network. This continuous nature is not required if simulation algorithm one or simulation algorithm two in combination with a constant Q value is used (see discussion above). Then a simple bond counting model can also suffice. Although a bond counting model will not give the most realistic interaction energies, it can still be beneficial to use such a simple interaction model because the simulation results can be much easier explained in terms of the atomic interaction parameters. This is illustrated for example by Ref. [11] where the critical nucleus size could be directly related to the bond energies between bcc-bcc and fcc-fcc and bcc-fcc neighbour pairs in a fcc to bcc transformation simulation.
Simulation Setup
As described in the previous section, for the multi-lattice kMC simulation of a phase transformation two intertwined crystal lattices are required as the set of possible lattice positions for the atoms. To simulate the austenite to ferrite transformation in Fe a partially occupied fcc and a partially occupied bcc lattice have been combined as shown in Fig. 2 • around the z-axis to arrive at system II).
The bcc lattice has been created with a density of 84.9·10 27 atoms/m 3 , this is the zero temperature density of bcc. This density has been chosen to put the atoms at their absolute energy minimum positions. The fcc crystal has been created with the density that gives the fcc (111) planes the same planar density as the bcc (110) planes. Then no vacancies have to be created or annihilated as the interface moves. A plane parallel to the interface contains 3312 atoms in system I and 30672 atoms in system II. Random sites have been inserted according to a restrictedly random distribution. First, the system has been divided in small cubic cells with a side length of 1.4r b (with r b the bcc nearest neighbour distance). Then, four random sites were inserted into each cell according to a uniform distribution. Periodic boundaries were used in the x and y directions (see Fig. 2 ).
The driving force for the transformation is determined by the (Johnson-Oh) Fe potential and for the chosen densities it is ∆U f cc,bcc =0.03 eV. With this driving force the chance for the formation of a (2-D) bcc seed in the fcc interfacial plane is extremely small and practically no interface movement will occur. To enable bcc to grow yet, a bcc seed is inserted in plane B as shown in Fig. 2 . The bcc seed has been generated by first defining two straight lines (in plane B) and removing all fcc atoms and filling all bcc sites in between these lines. Then, if a pair of atoms is closer than 75% of the bcc nearest neighbour distance (r b ) one atom of the pair is removed. The number of bcc atoms that can be inserted in this way is lower than the number of fcc atoms that have to be removed. The exact difference between removed and inserted atoms depends on the interface crystallography. This difference will be called the number of missing atoms, N miss , in the remainder of this work. To create systems with an equal number of missing atoms per interface line length (of the 2-D bcc seed in plane B) extra vacancies have been introduced in systems I and II by removing fcc atoms from plane B (the reason that atoms have been removed in both systems is that the data presented here are part of a larger data set comprising more different orientations). The number of missing atoms is a measure of the excess volume at the interface line (the extra vacancies segregate to the interface line).
One of the prime goals of the simulations that have been performed here is to determine the interface mobility activation enthalpy, ∆H a . Therefore simulation algorithm two has been used with jump specific activation energies (see discussion above). For ν 0 a value of 10 13 (s −1 ) has been used (see Eq. 3). To determine ∆H a , the transformation rate, r tf , has been evaluated at four different temperatures in the range of 2250-3250 K. Why these high temperatures have been used is explained in the discussion section. It is noted here that temperature only enters the simulation through Eq. 3. The density of the lattices is not changed when the temperature is changed. This means that the driving force for the transformation also does not change with temperature. (7).
MULTISCALE KINETIC MODELLING OF MATERIALS
To investigate how the amount of missing atoms (i.e. excess volume at the interface) influences the transformation kinetics a series of extra simulations have been performed with system I. During a simulation temporary vacancies are continuously created and destroyed [21] . A part of these vacancies have been filled to create systems with different numbers of missing atoms. For four different values of N miss the transformation rate has been determined at T = 2530 K.
The transformation rate is normally calculated as an average over five to ten simulation runs. These runs can be done in parallel on different computers (the calculations have been done on single processor PC's (Pentium Xeon at 2.8 GHz)).
Results
By calculating r tf 3 from simulations at different temperatures, ∆H a can be found by non-linear least-squares fitting to the obtained data of
with C a pre-exponential constant (the entropy contribution to the activation energy is included in C and the entropy contribution to the driving force has been neglected). As seen in Fig. 3 eq. 7 well describes the simulation data. It is obtained: ∆H a I = 1.04 ± 0.07 eV (for system I) and ∆H a II = 1.29 ± 0.02 eV (for system II). The transformation rate as a function of the number of missing atoms is shown in Fig. 4 for system I (determined at T = 2530 K). Also shown in Fig. 4 , is the jump yield, Y . The jump yield is the number of transformed atoms per jump executed in the simulations (if Y = 1 then every jumps leads to a new bcc atom). 
Discussion and Outlook
Multi-lattice kMC simulations have already shown that the interface-mobility activation enthalpy is determined by series of (energetically unfavourable) jumps by different atoms [12, 13] . These series of jumps are required to rearrange the free space at the interface to provide a path from fcc to bcc, because often the empty bcc sites are blocked by neighbouring (fcc) atoms.
It is found here that the interface-mobility activation enthalpy for system II is approximately by 25% larger than for system I, for the same amount of missing atoms (and thus for the same amount of excess volume). This indicates that the interface crystallography plays an important role in the interface mobility. Probably the distribution of the excess volume along the interface line is different for different interface orientations, causing the differences in ∆H a . Less excess volume should lead to a lower transformation rate (and interface mobility), which is confirmed by the simulations with different numbers of missing atoms (cf. Fig. 4(a) ). It is important to note that this shows that to arrive at realistic interface mobility activation enthalpies it is necessary to create an interface with a realistic amount of excess volume. Unfortunately, little experimental data is available to assess what a realistic amount of excess volume for a moving boundary will be.
The decrease of jump yield (Y ) with a decrease of the number of missing atoms (cf. Fig.  4(b) ) illustrates an important practical point associated with multi-lattice kMC simulations: A smaller Y means that more jumps must be simulated to obtain the same amount of transformed atoms. Therefore the calculation time increases as Y becomes smaller and can easily become that long that no transformation can be observed within a reasonable calculation time. As explained in Appendix B of Ref. [12] , Y also decreases with decreasing temperature (this is caused by the series of unfavourable jumps as rate controlling process). This is the reason why the simulations have been performed at high temperatures.
The results presented here deal with the kinetics of a phase transformation. The multilattice kMC is equally suited for the simulation of moving grain boundaries. Experimental results indicate that the α/γ mobility is by orders of magnitude smaller than the mobility α/α grain boundaries. The origin of this difference is unclear [4] . Simulation work is in progress
