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CENTRAL LIMIT THEOREM FOR GENERALIZED
WEIERSTRASS FUNCTIONS
AMANDA DE LIMA AND DANIEL SMANIA
Abstract. Let f : S1 → S1 be a C2+ǫ expanding map of the circle and let
v : S1 → R be a C1+ǫ function. Consider the twisted cohomological equation
v(x) = α(f(x)) −Df(x)α(x),
which has a unique bounded solution α. We show that α is either C1+ǫ or
nowhere differentiable. Moreover α is nowhere differentiable if and only if
σ = σ(φ) 6= 0, where
φ(x) = −
(
v′(x) + α(x)D2f(x)
Df(x)
)
and
σ2(φ) = lim
n→∞
∫ (∑n
j=0 φ ◦ fj√
n
)2
dµ.
Here µ is the unique absolutely continuous invariant probability of f . We show
that if α is nowhere differentiable then
lim
h→0
µ
{
x :
α(x + h)− α(x)
σℓh
√
− log |h|
≤ y
}
=
1√
2π
∫ y
−∞
e−
t2
2 dt.
for some constant ℓ > 0. In particular α is not a Lipschitz continuous function
on any subset with positive Lebesgue measure.
1. Introduction and statement of the results
In the beginning of the nineteenth century, it was a common belief that a con-
tinuous function is differentiable at most of its domain. However, in 1872, Karl
Weierstrass gave a stunning example of a function which is everywhere continuous
but nowhere differentiable
(1) W (x) =
∞∑
k=0
ak cos(bkπx).
Here a is a real number with 0 < a < 1, b is an odd integer and ab > 1 + 3π/2.
In 1916, G. H. Hardy [17] proved that the function W defined above is continuous
and nowhere differentiable if 0 < a < 1, ab ≥ 1. The constant b does not need to
be an integer.
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There are many contributions on this subject after the introduction of the Weier-
strass function. In 1903, T. Takagi [39] presented another example of a nowhere
differentiable continuous function, now called Takagi function, given by
T (x) =
∞∑
k=0
1
2k
inf
m∈Z
|2kx−m|.
Observe that Weierstrass (in the case a = b ∈ N) and Takagi functions satisfy the
cohomological equations
v(x) = W (ax)− 1
a
W (x), where v(x) = −cos(πx)
a
and
v(x) = T (2x)− 2T (x), where v(x) = −2 inf
m∈Z
|x−m|,
respectively. It turns out these cohomological equations are particular cases of
the twisted cohomological equation, that is an essential tool in the study of the
smooth perturbations of one-dimensional dynamical systems and the linear response
problem (see Baladi and Smania [4] [5] and Lyubich [31], for instance). We can ask
if similar results to those by Weiertrass and Takagi holds for more general dynamical
systems f and observables v. There are some results in this direction by Heurteaux
[20], but only when f is a linear dynamical system.
Let us denote by S1 the unit circle, S1 = {(x, y) ∈ R2 : x2 + y2 = 1}. Let
f : S1 → S1 be an expanding map, that is, there is λ > 1 such that
(2) |Df(x)| > λ,
for every x ∈ S1 and let us consider the twisted cohomological equation
(3) v(x) = α(f(x)) −Df(x)α(x),
where v : S1 → R and α : S1 → R are bounded functions.
In Baladi and Smania [4] it was proved that the unique bounded function α
satisfying (3) is given by the formula
(4) α(y) = −
∞∑
n=1
v(fn−1(y))
Dfn(y)
.
Due to the similarity of this expression with the Weierstrass function we will call
α a generalized Weierstrass function. Heurteaux [20] considered the case when f is
a linear function and v is an almost periodic function defining
(5) F (x) =
∞∑
n=0
b−nv(bnx),
where 1 < b <∞. This function was called a Weierstrass-type function.
Along this work we will always assume
(A) f : S1 → S1 is a C2+ǫ expanding map,
v : S1 → R is a C1+ǫ function, and
α : S1 → R is the generalized Weierstrass function as defined in (4).
Our first results about generalized Weierstrass functions are
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Proposition 1.1 (Zygmund regularity). The function α is in Zygmund class Λ1,
that is, there is C > 0 such that
|α(x+ h) + α(x − h)− 2α(x)| ≤ C|h|,
for all x ∈ S1 and |h| ≤ 1.
and
Theorem 1.2 (Regularity Dichotomy). One of the following statements holds:
(i) α is of class C1+ǫ;
(ii) α is nowhere differentiable.
Heurteaux [20] proved a similar result for Weierstrass-type functions, when f is
a linear dynamical system. In the last section we give a very short proof of this
result for non-linear dynamical systems. The above results are not our main results,
however most of this work is dedicated to understand when the cases in Theorem
1.2 occurs, providing an easy way to verify on which case a given v and α fit and
also to give a more precise understanding of the regularity of α in the second case.
Let
φ(x) = −
(
v′(x) + α(x)D2f(x)
Df(x)
)
.
Note that by Proposition 1.1, the function φ is ǫ-Hölder. Since f is an C2 expand-
ing map of the circle, f admits a unique invariant probability that is absolutely
continuous with respect to the Lebesgue measure µ = ρm (see for instance [40]),
where its density ρ is a Hölder function. We show in Lemma 2.7 that
(6)
∫
φ dµ = 0.
Let us consider
σ2(φ) = lim
n→∞
∫ (∑n
j=0 φ ◦ f j√
n
)2
dµ.
We have the following
Theorem 1.3. We have σ(φ) = 0 if and only if α is of class C1+ǫ.
Corollary 1.4. The function α is nowhere differentiable if and only if there is a
periodic point x of f such that
p−1∑
i=0
φ ◦ f i(x) 6= 0.
Here p is the period of x.
Remark 1.5. If f is the linear map f(x) = bx then φ = −v′/b. In this case
Heurteaux [20] proved that either
i. φ(0) 6= 0, or
ii. φ(0) = 0, v is not constant and 0 is a global extremum of v,
are sufficient conditions for α to be nowhere differentiable. This criterion was
generalized to Weierstrass functions in higher dimensions by Donaire, Llorente and
Nicolau [12]. The sufficiency of (i) follows from Corollary 1.4 in the setting of
1-periodic C1+ǫ functions v.
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Denote
L =
∫
log |Df | dµ > 0, ℓ = 1√
L
.
One can ask about the regularity of α when it is nowhere differentiable. We
show a Central Limit Theorem for the modulus of continuity of the function α.
Theorem 1.6 (Central Limit Theorem for the modulus of continuity). If σ(φ) 6= 0
(that is, α is nowhere differentiable) we have
(7) lim
h→0
µ
{
x ∈ S1 : α(x + h)− α(x)
σ(φ)ℓh
√− log |h| ≤ y
}
=
1√
2π
∫ y
−∞
e−
t2
2 dt.
Corollary 1.7. If α is not C1+ǫ then α is nowhere differentiable and it is not a
lipschitzian function on any measurable subset A ⊂ S1 with µ(A) > 0.
We also have
Theorem 1.8 (Law of iterated logarithm for the modulus of continuity). If σ(φ) 6=
0 (that is, α is nowhere differentiable) we have
(8) lim sup
h→0
α(x+ h)− α(x)
h
√−2 log |h| log log(− log |h|) = σ(φ)ℓ.
and
lim inf
h→0
α(x + h)− α(x)
h
√−2 log |h| log log(− log |h|) = −σ(φ)ℓ.
for m-almost every point x.
Gamkrelidze (see [14] and [15]) proved that the Weierstrass and Takagi functions
satisfy the Central Limit Theorem and the law of iterated logarithm for the modulus
of continuity. Theorems 1.6 and 1.8 are far more general results.
Dynamical systems with a fair amount of hyperbolicity often have remarkable
probabilistic properties. Indeed in many cases a sufficiently smooth observable
satisfies the Central Limit Theorem (CLT) and the Law of Iterated Logarithm. We
also have Poisson Limit Theorems in this setting (see Coelho and Collet [10] and
Denker, Gordin, and Sharova [11]). For instance, the CLT holds for C2 expanding
maps on circle with sufficiently regular observables, and indeed the same holds for
piecewise expanding maps on the interval (see Keller [23] and Hofbauer and Keller
[21]). Theorems 1.6 and 1.8 fits well with these probabilistic results.
On the other hand note that if it is true that a fairly wide class of dynamical
systems have observables that satisfies CLT (see Burton and Denker[9]), if the
dynamical system does not have a hyperbolic behaviour (as irrational rotations
on the circle) and/or we consider low regularity observables, the Central Limit
Theorem often fails in quite a striking way for "typical" continuous observables
(see Liardet and Volný [28]).
Indeed for rotations on the circle f with diophantine rotation number and Ck-
functions v with zero average and k large enough, the solution α of the cohomolog-
ical equation (3) exists and it is always smooth (see for instance Herman [18][19]
and the references therein).
Remark 1.9. Corollary 1.4 implies that for a fixed C2+ǫ expanding map and a
generic (in the topological sense) C1+ǫ function v we have that (7) and (8) hold.
This resembles the Lévy’s modulus of continuity theorem [27] that gives a CLT
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and law of iterated logarithm for the modulus of the continuity of a typical (in the
measure-theoretical sense) path in Wiener process.
Remark 1.10. One should compare Theorem 1.8 with Theorem 1 in Anderson
and Pitt [3, Theorem 4.1] that claims that
g(x) = lim sup
h→0
|α(x+ h)− α(x)|
|h|√− log |h| log log(− log |h|)
is an essentially bounded function for every function α in the Zygmund class.
Remark 1.11. A Bloch function on the unit disk D is a holomorphic function
β : D→ C such that
sup
z∈D
|β′(z)|(1− |z|2) <∞.
Primitives of Bloch functions extend continuously to S1 as functions of Zygmund’s
class (see Anderson, Clunie and Pommerenke [1] and Anderson and Pitt [2] ).
There is a long line of studies of probabilistic-like properties of those functions,
and Makarov’s law of iterated logarithm [32] is one of the most famous results
on this topic. Indeed many authors discovered various quantities associated to a
Bloch function that resembles the role of variance in the corresponding probabilistic
results. It turns out that for certain "dynamically defined" Bloch functions (see Ivrii
[22]) all those variances coincide and the variance has a dynamical interpretation
(Przytycki, Urbański and Zdunik [36][37]. See also McMullen [33]and Ivrii [22]).
That is the case of Bloch functions with a primitive whose extension to S1 is a
function α as in this work, when the variance is σ(φ)ℓ. So Theorem 1.8 seems to
offer yet another way to define variance of a Bloch function on the unit disk, but
this time just in terms of its primitive. If α is the primitive of a Bloch function β
in the unit circle, we define its boundary variance σb(β) as
σb(β) = || lim sup
h→0
|α(x+ h)− α(x)|
|h|√− log |h| log log(− log |h|) ||L∞(S1).
2. Relating the Newton quotient of α with the Birkhoff sum of φ
In order to prove Theorem 1.6, in this section we will relate the study of the
Newton quotients of α
α(x + h)− α(x)
h
to the study of the Birkhoff sums
N∑
i=0
φ ◦ f i(x).
Remark 2.1. Suppose that the topological degree of f is d. To simplify the
notation, we will replace f , v and α by its lifts with respect to the covering π(t) =
(cos(2πt), sin(2πt)). That is, we will see f as an expanding function f : R 7→ R
satisfying f(x + 1) = f(x) + d and v and α as 1-periodic functions v : R → R and
α : R→ R.
Definition 2.2. Given h such that 0 < |h| < 1 and x ∈ S1, let N(x, h) be the
unique integer such that
(9)
1
|DfN(x,h)+1(x)| ≤ |h| <
1
|DfN(x,h)(x)| .
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The main result of this section is
Proposition 2.3. Let N(x, h) be as defined in (9). Then
α(x + h)− α(x) = h
N(x,h)−1∑
i=0
φ(f i(x)) +O(h),
where
φ(x) = −
(
v′(x)
Df(x)
+
α(x)D2f(x)
Df(x)
)
.
Before proving Proposition 2.3 we will need some lemmas. The following is a
quite familiar bounded distortion estimate.
Lemma 2.4 (Bounded Distortion). Denote also by f be the lift to R of the function
f . Then there is C > 0 such that for all n ∈ N∣∣∣∣Dfn(x)Dfn(y)
∣∣∣∣ ≤ eC|fn(x)−fn(y)|.
The following lemma is an easy consequence of Lemma 2.4.
Lemma 2.5. There exists C > 1 such that for every x ∈ R and h satisfying
0 < |h| < 1 we have
(10)
1
C
≤ |fN(x,h)[x, x + h]| ≤ C.
Lemma 2.6. There exists C > 0 such that for every h satisfying 0 < |h| < 1 and
for every j ≤ n ≤ N(x, h)
|fn(a)− fn(b)| ≤ C
λN(x,h)−n
,
and ∣∣∣Dfn−j(f ja)
Dfn−j(f jb)
− 1
∣∣∣ ≤ C
λN(x,h)−n
,
for every a, b ∈ [x, x+ h] and λ is as in (2).
Proof. It follows from Lemma 2.4 and Lemma 2.5. 
Proof of Proposition 2.3. By Lemma 2.6, for every y ∈ [x, x + h] we have
α(y) = −
N(x,h)∑
n=1
v(fn−1(y))
Dfn(y)
− 1
DfN(x,h)(y)
∞∑
n>N(x,h)
v(fn−1(y))
Dfn−N(x,h)(fN(x,h)(y))
= −
N(x,h)∑
n=1
v(fn−1(y))
Dfn(y)
+O(h),
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since by Definition 2.2, Lemmas 2.4 and 2.5
∣∣ 1
DfN(x,h)(y)
∞∑
n>N(x,h)
v(fn−1(y))
Dfn−N(x,h)(fN(x,h)(y))
∣∣
≤ ∣∣ 1
DfN(x,h)(x)
∣∣∣∣DfN(x,h)(x)
DfN(x,h)(y)
∞∑
n>N(x,h)
v(fn−1(y))
Dfn−N(x,h)(fN(x,h)(y))
∣∣
≤ |h|
λ
eC
2
∞∑
i=1
|v|∞
λi
.
So by the Mean Value Theorem there is θ ∈ [x, x+ h] such that
α(x + h)− α(x)
= −h
N(x,h)∑
n=1
Dv(fn−1(θ))Dfn−1(θ)Dfn(θ)−D2fn(θ)v(fn−1(θ))
[Dfn(θ)]2
+O(h)
= −h
N(x,h)∑
n=1
[Dv(fn−1(θ))
Df(fn−1(θ))
− D
2fn(θ)v(fn−1(θ))
[Dfn(θ)]2
]
+O(h)(11)
Note that
N(x,h)∑
n=1
D2fn(θ)v(fn−1(θ))
[Dfn(θ)]2
=
N(x,h)∑
n=1
n−1∑
j=0
D2f(f j(θ))v(fn−1(θ))
Df(f j(θ))Dfn−j(f j(θ))
=
N(x,h)−1∑
j=0
D2f(f j(θ))
Df(f j(θ))
N(x,h)∑
n=j+1
v(fn−j−1(f j(θ)))
Dfn−j(f j(θ))
=
N(x,h)−1∑
j=0
D2f(f j(θ))
Df(f j(θ))
N(x,h)−j∑
k=1
v(fk−1(f j(θ)))
Dfk(f j(θ))
=
N(x,h)−1∑
j=0
D2f(f j(θ))
Df(f j(θ))
[−α(f j(θ)) + α(f
N(x,h)(θ))
DfN(x,h)−j(f j(θ))
].(12)
and
N(x,h)−1∑
j=0
∣∣D2f(f j(θ))
Df(f j(θ))
α(fN(x,h)(θ))
DfN(x,h)−j(f j(θ))
∣∣ ≤ N(x,h)−1∑
j=0
C
λN(x,h)−j
≤ Cλ
λ− 1 .(13)
By (11), (12) and (13) we conclude that
α(x + h)− α(x) = h
N(x,h)−1∑
j=0
φ(f j(θ)) +O(h)
By Baladi and Smania [6] we know that α, and consequently φ is a γ-Hölder function
for every γ ∈ (0, 1), so Lemma 2.6 easily implies that
N(x,h)−1∑
j=0
(φ(f j(θ)) − φ(f j(x))) = O(1).
This concludes the proof. 
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Proof of Proposition 1.1. By Proposition 2.3,
α(x + h)− α(x) = −
N(x,h)∑
n=1
v′(fn−1(x))
Df(fn−1(x))
+
α(fn−1(x))D2f(fn−1(x))
Df(fn−1(x))
h+O(h).
And
α(x − h)− α(x) =
N(x,h)∑
n=1
v′(fn−1(x))
Df(fn−1(x))
+
α(fn−1(x))D2f(fn−1(x))
Df(fn−1(x))
h+O(h).
Therefore,
|α(x + h) + α(x − h)− 2α(x)| ≤ K|h|,
which completes the proof. 
Lemma 2.7. Let
φ(x) = −
(
v′(x) + α(x)D2f(x)
Df(x)
)
.
Then
(14)
∫
φ dµ = 0,
where µ is the unique absolutely continuous invariant probability of f .
Proof. Let µf be the unique invariant probability of f that is absolutely continuous
with respect to the Lebesgue measure. Note that the function
(v, f) 7→
∫ (
v′(x) + α(x)D2f(x)
Df(x)
)
dµf
is continuous considering the C1 × C2 topology on its domain. This easily follows
from the definition of α and the fact that
f 7→ µf
is continuous considering the strong topology on the dual space (C0)⋆(S1) (we
believe this is a folklore result in the setting of expanding maps on the circle. See
Keller and Liverani [24] for references and stronger results). Since C∞(S1) is dense
in Ck(S1), for every finite k, it is enough to show (14) when v ∈ C∞ and f is
a C∞ expanding map on the circle. Since f : R → R is expanding and satisfies
f(x+ 1) = f(x) + d and v : R→ R is 1-periodic we have ft = f + tv is a family of
C∞ expanding maps on R that induces expanding maps on the circle, provided that
t is small enough. We will use the same notation ft for these maps on the circle.
Note that ∂tft(x)|t=0 = v(x). Since expanding maps of the circle are structurally
stable, there is a family of conjugacies ht satisfying ft ◦ht = ht ◦ f , with h0(x) = x.
We have ∂tht|t=0 = α(x) (see the proof of Theorem 1 in Baladi and Smania [5]).
Indeed one can show that
∂tht(x) = αt(ht(x)),
where
αt(x) = −
∞∑
n=1
v(fn−1t (x))
Dfnt (x)
.
By Proposition 1.1 there is C such that for every t small enough
(15) |αt(x+ h) + αt(x− h)− 2αt(x)| ≤ C|h|.
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We can conclude that there exists C > 0 such that
|αt(x) − αt(y)| ≤ C|x− y|ǫ.
By (15) and Reimann [38, proof of Proposition 4] for every δ > 0 small there exists
C > 0 such that
(16) |ht(x)− ht(y)| ≤ C|x− y|1−δ,
provided that t is small enough. By Baladi and Smania [4, Eqs. (14) and (15)] for
each x the map t 7→ ht(x) is twice differentiable and ∂2t ht(x) satisfies
∂2t ht(x) = βt(ht(x)),
where
βt(x) = −
∞∑
n=1
wt(f
n−1
t (x))
Dfnt (x)
,
with
wt(x) = ∂
2
t ft(x) + 2∂
2
x,tft(x)αt(x) + ∂
2
xxft(x)α
2
t (x).
Note that wt ∈ Cǫ and their Hölder norm is uniformly bounded provided that t is
small enough. By Baladi and Smania [6, Proposition 2.3] (indeed here we have a
far simpler situation, once f is smooth everywhere) there exists C > 0 such that
(17) |βt(x) − βt(y)| ≤ C|x− y|ǫ.
We claim that the curve t 7→ ht is a differentiable curve at t = 0 in the Banach
space Cǫ
′
of ǫ′-Hölder functions, for every ǫ′ ∈ (0, ǫ), and its derivative at t = 0 is
the function α. Indeed note that
ht(x)− x− tα(x) =
∫ t
0
∂tht(x)|t=a − α(x) da
=
∫ t
0
∂tht(x)|t=a − ∂tht(x)|t=0 da
=
∫ t
0
∫ a
0
∂2t ht(x)|t=b db da
=
∫ t
0
∫ a
0
βb(hb(x)) db da.(18)
Thus, if rt(x) = ht(x) − x− tα(x) we have by (16) , (17) and (18)
|rt(x)− rt(y)|
|x− y|ǫ′ ≤
∫ t
0
∫ a
0
|βb(hb(x)) − βb(hb(y)|
|x− y|ǫ′ db da
≤ C
ǫ
2
t2.(19)
This proves the claim. Consider a family of potentials
ψt(x) = − log |Dft(ht(x))|.
Using that t 7→ ht is differentiable at t = 0 one can prove, with an argument similar
to that used to prove that ht is differentiable at t = 0, that the map
t 7→ ψt
is differentiable considering the Banach space of ǫ′-Hölder functions on its image,
with ǫ′ < ǫ. Baladi and Smania [6] did something similar considering the space of
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p-bounded variations on the image, with p large. Note that P (f, ψt) = 0 for every
t, where P (f, ψ) denotes the topological pressure of ψ with respect to f . Therefore,
∂tP (f, ψt)|t=0 = 0.
The topological pressure with respect to f is a differentiable function on the Banach
space of ǫ′-Hölder functions and by classical arguments of thermodynamic formalism
(see Parry and Pollicott [34]), we have
∂tP (f, ψt)|t=0 =
∫
∂tψt|t=0dµ = −
∫
v′(x) +D2f(x)α(x)
Df(x)
dµ =
∫
φ dµ,
where µ is the equilibrium state of f with respect to − log |Df |, that is, the unique
absolutely continuous invariant probability of f . 
Now we can prove Theorem 1.3.
Proof of Theorem 1.3. If σ2 = 0 then by Proposition 4.12 in Parry and Pollicott
[34] (see also Proposition 6.1 from Broise [8]), there is a Cǫ-function u : S1 → R
such that
φ = u ◦ f − u.
Then there is C > 0 such that
sup
n,x
∣∣∣∣∣
n∑
i=0
φ(f i(x))
∣∣∣∣∣ ≤ C.
And by Proposition 2.3
|α(x + h)− α(x)| ≤
∣∣∣∣∣∣
N(x,h)∑
i=0
φ(f i(x)) h
∣∣∣∣∣∣+O(h) ≤ C|h|.
Therefore α is a lipschitzian function and we can differentiate it at almost every
point. Then, differentiating (3), we obtain:
v′(x) = α′(f(x))Df(x) −D2f(x)α(x) −Df(x)α′(x).
Therefore,
α′(f(x))− α′(x) = v
′(x) +D2f(x)α(x)
Df(x)
= φ(x).
Since φ(x) = u ◦ f − u, it follows that
(α′ − u) ◦ f(x) = (α′ − u)(x).
Since f is ergodic, we can conclude that there is a constant k such that α′ = u+ k.
Therefore α is of class C1+ǫ. Reciprocally, if α is of class C1+ǫ, we can differentiate
(3). Thus,
v′(x) = α′(f(x))Df(x) −D2f(x)α(x) −Df(x)α′(x).
Therefore,
α′(f(x))− α′(x) = v
′(x) +D2f(x)α(x)
Df(x)
.
Let p be a periodic point of f , that is, fn(p) = p. Then
n−1∑
j=0
φ(f j(p)) = α′(fn(p))− α′(p) = α′(p)− α′(p) = 0.
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Therefore, by Livsic Theorem ( Livsic [30]. See also Parry and Pollicott [34]), there
is a ǫ-Hölder function u such that
φ = u ◦ f − u.
Hence, as we can see in Proposition 4.12 in Parry and Pollicott [34] (see also Propo-
sition 6.1 from Broise [8]), σ2 = 0. 
Proof of Corollary 1.4. By Livsic [30], there exists u ∈ Cǫ such that φ = u ◦ f − u
if and only if for every periodic point x we have
p−1∑
i=0
φ(f i(x)) = 0,
where p is the period of x. But by Proposition 4.12 in Parry and Pollicott [34] (see
also Proposition 6.1 from Broise [8]) such u exists if and only if σ2 = 0. Now we
can apply Theorem 1.3 to conclude the proof. 
3. Proof of Central Limit Theorem for the modulus of continuity
of α
We are going to need the following
Lemma 3.1. For µ-a.e. x ∈ S1,
lim
h→0
N(x, h)
− log |h| =
1
L
,
where L :=
∫
log |Df |dµ is the Lyapunov exponent of f .
Proof. By Ergodic Birkhoff’s Theorem, for µ-a.e. x ∈ S1
lim
n→∞
1
n
log |Dfn(x)| = lim
n→∞
1
n
log
n−1∏
j=0
|Df(f j(x))|
= lim
n→∞
1
n
n−1∑
j=0
log |Df(f j(x))| =
∫
log |Df(x)| dµ = L.
By (9) we have
|DfN(x,h)(x)| ≤ 1|h| ≤ |Df
N(x,h)+1(x)|.
Therefore,
1
N(x, h)
log |DfN(x,h)(x)| ≤ 1
N(x, h)
log
1
|h| ≤
1
N(x, h)
log |DfN(x,h)+1(x)|.
Hence, for µ-a.e. x ∈ S1,
1
N(x, h)
log
1
|h|
N(x,h)→∞−→
∫
log |Df(x)|dµ = L.

Proof of Theorem 1.6. It is enough to prove that for every sequence hn −→
n→∞
0, we
have
lim
n→∞
µ
{
x :
α(x + hn)− α(x)
σℓhn
√− log |hn| ≤ y
}
=
1√
2π
∫ y
−∞
e−
t2
2 dt.
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By Proposition 2.3,
α(x + hn)− α(x) = hn
N(x,hn)∑
i=1
φ(f i−1(x)) +O(hn).
Since
1
σℓhn
√− log |hn| O(hn)
n→∞−→ 0,
we have
α(x + hn)− α(x)
σℓhn
√− log |hn| =
1
σℓ
√− log |hn|
N(x,hn)∑
i=1
φ
(
f i−1(x)
)
+ r(x, hn),
where
lim
n
sup
x∈[0,1]
|r(x, hn)| = 0.
From now on the proof is similar to an argument in Leplaideur and Saussol [26].
We will include it here for the sake of completeness. Let us define
XN (θ, x) =
1
σ
√
N
⌊Nθ⌋−1∑
k=0
φ(fk(x)) +
(Nθ − ⌊Nθ⌋)
σ
√
N
φ(f ⌊Nθ⌋(x)),
and Yn by:
Yn(θ, x) =
1
σ
√
νn(x)
⌊νnθ⌋−1∑
k=0
φ(fk(x)) +
(νn(x)θ − ⌊νn(x)θ⌋)
σ
√
νn(x)
φ(f ⌊νn(x)θ⌋(x))
where νn(x) = N(x, hn). By Lemma 3.1,
N(x, h)
− log |h|
h→0−→ 1
L
,
then
N(x, hn)
− log |hn|
P−→ 1
L
.
By Lemma 2.7 and Keller [23] and Hofbauer and Keller [21] we have that XN (θ, x)
converges in distribution to the Wiener Process. We denote this convergence by
XN (θ, x)
D−→N W.
Then, [7, page 152] we conclude that
Yn(θ, x)
D−→n W,
where W is the Wiener process. Hence, taking θ = 1 we conclude that
Yn(1, x)
D−→n N (0, 1),
where N (0, 1) denotes the Normal distribution with average zero and variance one.
Observe that
Y (1, x) =
1
σ
√
νn(x)
N(x,h)−1∑
k=0
φ(fk(x)).
Therefore, considering
Zn(x) =
√
N(x, hn)√− log |hn| ,
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by Slutsky’s theorem (see [16]), since
Zn
P−→n ℓ,
we can conclude that
Y˜n(x) = Yn(1, x).Zn(x) =
1
σ
√− log |hn|
N(x,h)−1∑
k=0
φ(fk(x))
D−→n ℓ N (0, 1).
Hence, taking Rn(x) = r(x, hn) and using Slutsky’s theorem one more time, we
have
1
ℓ
Y˜n(x) +Rn(x) =
α(x+ hn)− α(x)
σℓhn
√− log |hn|
D−→n N (0, 1).

Proof of Corollary 1.7. The proof is identical to the proof of a similar statement in
[29]. 
Proof of Theorem 1.8. By Keller [23] and Hofbauer and Keller [21] (see also Przy-
tycki, Urbański and Zdunik [36] for the analytic setting ) we have that
lim sup
N→∞
∑N−1
i=0 φ(f
i(x))√
2N log logN
= σ(φ).
and
lim inf
N→∞
∑N−1
i=0 φ(f
i(x))√
2N log logN
= −σ(φ).
for µ-almost every point x. By Proposition 2.3 and Lemma 3.1 the result easily
follows. 
4. Dichotomy for the regularity of α
We will prove Theorem 1.2 using methods similar to those in Heurteaux [20].
We need to introduce some notations and definitions. Given a function w : R→ R
we define the second-order difference of w by
∆2hw(x) = w(x + h) + w(x − h)− 2w(x).
Denote
ω(w, x, h) =
∆2hw(x)
|h|1+ǫ .
Lemma 4.1. We have
(20)
|∆2hα(x)|
|h|1+ǫ = |Df(x)|
ǫ
|∆2Df(x)hα(f(x))|
|Df(x)h|1+ǫ +O(1).
Proof. In Corollary 1.1 we saw that α is in the Zygmund class Λ1. So α is β-Hölder
for every 0 < β < 1 (see [13] and references therein). Consequently
α(f(x + h)) = α(f(x) +Df(x)h+O(|h|2))
= α(f(x) +Df(x)h) +O(|h|1+ǫ).
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on the other hand
α(f(x+ h)) = v(x + h) +Df(x+ h)α(x + h)
= v(x) +Dv(x)h +Df(x)α(x + h) +D2f(x)α(x + h)h+O(|h|1+ǫ)
= v(x) + [Dv(x) +D2f(x)α(x)]h +Df(x)α(x + h) +O(|h|1+ǫ).
So
∆2Df(x)hα(f(x)) = Df(x)∆
2
hα(x) +O(|h|1+ǫ).
and (20) follows. 
Therefore there is K > 0 such that
(21) ω(α, x, h) ≥ |Df(x)|ǫω(α, f(x), Df(x)h) −K,
for every x and h 6= 0. We will denote by b = inf{|Df(x)| : x ∈ R} and B =
sup{|Df(x)| : x ∈ R}. It is easy to see that
Lemma 4.2. Let K be as in (21). Let x ∈ R, h > 0 and L > 0 satisfying
ω(α, f(x), Df(x)h) ≥ K + L
bǫ − 1 .
Then
ω(α, x, h) ≥ K + L|Df(x)|
ǫ
bǫ − 1 ,
of Theorem 1.2. Note that
sup {ω(α, x, h), x ∈ R, h > 0} <∞.
if and only if α is of class C1+ǫ (see [25, Lemma 5.4, page 207] for more details).
Suppose that α is not C1+ǫ. Then there exists x0 ∈ [0, 1], h0 ∈ (0, 1) and L > 0
such that
ω(α, x0, h0) >
K + L
bǫ − 1 .
Given n ∈ N, let xi be such that f(xi+1) = xi for every i < n. Then by Lemma 4.2
we have
ω(α, xn,
h0
Dfn(xn)
) ≥ L
bǫ − 1 |Df
n(xn)|ǫ,
that is
(22) |∆2 h0
Dfn(xn)
α(xn)| ≥ L|h0|
ǫ
bǫ − 1
h0
Dfn(xn)
.
Fix y ∈ [0, 1]. For each h > 0 let n = n(h) be minimal such that
fn[y − h, y + h] ⊃ [x0 − h0, x0 + h0].
Then by Lemma 2.4 there is C such that for every h > 0 we have
1
C
≤ Df
n(x)
Dfn(y)
≤ C
and
h
C
≤ h0
Dfn(x)
≤ Ch
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for every x ∈ [y− h, y+ h]. Choose xn ∈ [y− h, y+ h] such that fn(xn) = x0. If α
is differentiable at y we have that
|∆2 h0
Dfn(xn)
α(xn)| = o(h) = o( h0
Dfn(xn)
),
This contradicts (22). 
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