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Abstract: MIMO communication may provide high spectral effi-
ciency through the deployment of a very large number of antenna
elements at the base stations. The gains from massive MIMO com-
munication come from the use of multi-user MIMO on the uplink
and downlink, but with a large excess of antennas at the base sta-
tion compared to the number of served users. Initial work on mas-
sive MIMO did not fully address several practical issues associated
with its deployment. This paper considers the impact of channel
aging on the performance of massive MIMO systems. The effects
of channel variation are characterized as a function of different
system parameters assuming a simple model for the channel time
variations at the transmitter. Channel prediction is proposed to
overcome channel aging effects. The analytical results on aging
show how capacity is lost due to time variation in the channel. Nu-
merical results in a multicell network show that massive MIMO
works even with some channel variation and that channel predic-
tion could partially overcome channel aging effects.
Index Terms: Massive MIMO, large-scale antenna systems, channel
aging, outdated CSI, channel prediction.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) is a new
breakthrough communication technique. The key ideas of mas-
sive MIMO are to deploy a very large number of antennas at
each base station and to use multi-user MIMO (MU-MIMO)
transmission to serve a much smaller number of users [1, 2]
In a typical envisioned deployment scenario, each base station
has hundreds of antennas to simultaneously serve tens of single-
antenna users. The large excess of antennas at the base station
makes it possible to design low-complexity linear signal pro-
cessing strategies that are well matched to the propagation chan-
nel to maximize system capacity. Although the theory of mas-
sive MIMO is now established (see [2] and references therein)
and preliminary system level simulations are promising [3], fur-
ther investigation under practical settings is needed to under-
stand the real potential of this technique.
Prior work on massive MIMO communication considers the
impact of channel estimation error due to noise or pilot con-
tamination. An important observation in prior work is that
pilot contamination puts deterministic limits on the signal-to-
interference-plus-noise ratio (SINR) and hence the achievable
rates [4–9]. In addition to estimation errors, another reason
for channel state information (CSI) inaccuracy is channel ag-
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ing. Due to time variation of the propagation channel and de-
lays in the computation, the channel varies between when it is
learned at the base station and when it is used for beamform-
ing or detection. The impact of channel aging has not yet been
fully characterized in prior work on massive MIMO. Although
channel aging has been studied in other MIMO cellular config-
urations, like in multicell transmission [10], such results are not
directly applicable to massive MIMO systems.
In this paper, we incorporate the practical impairment known
as channel aging into massive MIMO systems on both the up-
link and the downlink. For performance analysis, we adopt the
approach using deterministic equivalents developed in [11, 12]
for cellular networks where the number of antennas at each base
station is much larger than the number of active users per cell.
Although the existing framework in [11, 12] allows for taking
into account certain practical effects like antenna correlation,
their main focus is to develop an analytical framework based on
random matrix theory. By introducing time variation into the
framework developed in [11, 12], our results are a natural, but
not straightforward, generalization of those in [11, 12]. Specifi-
cally, we provide asymptotic analysis on the impact of channel
aging on both the uplink and the downlink achievable rates when
the maximal ratio combining (MRC) receiver or the matched fil-
tering (MF) precoder is used. The analysis allows for the char-
acterization of the performance loss due to channel aging. Our
analysis shows that channel aging mainly affects the desired sig-
nal power to a user and the inter-cell interference due to pilot
contamination (corresponding to users in other cells that share
the same pilot as the user). We also report on one approach for
mitigating channel aging effects based on the finite impulse re-
sponse (FIR) Wiener predictor. The idea is to use current and
past observations to predict future channel realizations and thus
reduce the impact of aging. We incorporate prediction into the
deterministic equivalent analysis under some assumptions. Our
work provides a foundation for incorporating better predictors
into massive MIMO in the future.
We numerically investigate channel aging effects and channel
prediction benefits in a multi-cell massive MIMO network with
realistic parameters. Our simulation results show how channel
aging degrades the performance of massive MIMO systems on
both uplink and downlink. Notably, our results show that mas-
sive MIMO still works even when there is some time variation
in the channel. For example, the achievable rate in the aged CSI
case is still about half of that in the current CSI case if the nor-
malized Doppler shifts are as large as 0.2 on the uplink and on
the downlink. Our results also show that by exploiting tempo-
ral correlation in the channel the proposed linear FIR channel
predictor could partially overcome the effects of aging, though
further work is needed to fully investigate the potential of pre-
diction.
The remainder of this paper is organized as follows. Sec-
tion II describes the system model. Section III generalizes the
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II SYSTEM MODEL
framework in [11, 12] to incorporate channel aging and shows
how to overcome channel aging based on linear FIR prediction.
Section IV provides an analysis of the achievable rates on the
uplink and on the downlink in the presence of channel aging
and/or channel prediction. Section V numerically investigates
the effects of channel aging and the benefits of channel predic-
tion in a multicell network. Section VI concludes the paper and
provides suggestions for future work.
II. SYSTEM MODEL
Consider a cellular network with C cells. Each cell has
a base station and U randomly distributed active users. Let
C := {1, 2, · · · , C} be the set of indices of the cells. Let
Uc := {1, 2, · · · , U} be the set of indices of active users in cell
c ∈ C and U := U1∪U2∪· · ·∪UC be the set of indices of all ac-
tive users in the network. Each base station is equipped with Nt
antennas and each active user is equipped with a single antenna.
A distinguishing feature of massive MIMO systems is that the
number of antennas at each base station is much larger than the
number of served users, i.e. Nt  U  1. The network op-
erates in a time division duplex (TDD) protocol, i.e. each node
uses a single frequency for both transmission and reception of
signals. Since each node cannot transmit and receive on the
same frequency at the same time, the transmission and reception
at each node are spaced apart by multiplexing signals on a time
basis. All base stations and active users are perfectly synchro-
nized in time and frequency. As in 3GPP LTE/LTE-Advanced
standards [13], a frequency reuse of one is assumed. Extensions
to other frequency reuse factors are straightforward [1].
We assume that the channels are frequency flat, i.e. a sin-
gle frequency band or subcarrier; the extension to OFDM-
based frequency selective channels with multiple subcarriers
follows in a similar manner. We consider a quasi-static block
fading channel model where the channel bandwidth is much
smaller than the coherence bandwidth and the channel coeffi-
cients do not change within one symbol, but vary from symbol
to symbol. Let hbcu[n] ∈ CNt×1 be the channel vector from
user u in cell c to base station b at the n-th symbol. Define
Hbc[n] := [hbc1[n], hbc2[n], · · · ,hbcU [n]] ∈ CNt×U as the
combined channel matrix from all users in cell c to base station
b. For analysis, we assume that hbcu[n] is modeled as [11, 12]
hbcu[n] :=R
1/2
bcugbcu[n], (1)
where gbcu[n] ∈ CNt is a fast fading channel vector and Rbcu ∈
CNt×Nt is a deterministic Hermitian-symmetric positive defi-
nite matrix. We assume that gbcu[n] is uncorrelated wide-sense
stationary complex Gaussian random processes with zero mean
and unit variance, i.e. gbcu[n] ∼ CN (0¯ , INt). The deterministicmatrix is independent of symbol index n and is determined as
Rbcu =E[hbcu[n]h∗bcu[n]], (2)
for all n. Rbcu may include many effects like pathloss, shadow-
ing, building penetration losses, spatial correlation, and antenna
patterns. Fig. 1 illustrates the system model under consideration.
On the uplink (or reverse link), the users simultaneously
send data to their serving base stations. Let xr,cu[n] be the
BS antenna elements
BS
BS
desired channel
interfering channel
p
q
k
hpqk
hpqk*
UE
Fig. 1. The massive MIMO system under consideration. There are C
cells, each has one base station (BS) and U single-antenna users.
Each base station has Nt antennas. hbcu[n] ∈ CNt is the column
channel vector from user u in cell c to base station b at time n. Due to
channel reciprocity, we assume that h∗bcu[n] is the channel vector from
base station b to user u in cell c at time n.
transmitted symbol sent by user u in cell c ∈ C on the up-
link at time n, where E[|xr,cu[n]|2] = 1. The subscript r
is used to denote reverse link. The transmitted symbols sent
by the users are mutually independent. Define xr,c[n] :=
[xr,c1[n], xr,c2[n], · · · , xr,cU [n]]T ∈ CU as the transmitted
symbol vector by the U users in cell c. The users use the same
average transmit power of pr during the uplink data transmission
stage. Let zr,b[n] ∈ CNt be spatially white additive Gaussian
noise at base station b, where zr,b[n] ∼ CN (0¯ , σ
2
b INt). Base
station b observes
yr,b[n] =
√
pr
C∑
c=1
Hbc[n]xr,c[n] + zr,b[n]. (3)
Base station b applies a linear detector Wb[n] ∈ CNt×U to
yr,b[n] to detect xr,c[n], where the u-th column of Wb[n] is
denoted as wbu[n]. Denote z˜r,bu = w∗r,bu[n]zr,b[n] as spatially
filtered Gaussian noise. The post-processing received signal for
detecting xr,cu[n] is
y˜r,bu[n] = w
∗
bu[n]hbbu[n]xr,bu[n]︸ ︷︷ ︸
desired signal
+
1√
pr
z˜r,bu[n]︸ ︷︷ ︸
noise
+
∑
(c,k) 6=(b,u)
w∗bu[n]hbck[n]xr,ck[n]︸ ︷︷ ︸
interference
. (4)
On the downlink (or forward link), each base station uses
MU-MIMO transmission strategies to broadcast data to its asso-
ciated users. Since the base stations simultaneously send data,
downlink transmission forms an interfering broadcast chan-
nel. The subscript f is used to denote forward link. Denote
xf,b[n] := [xf,b1[n], xf,b2[n], · · · , xf,bU [n]]T ∈ CU as the data
symbols that base station b sends to its serving U users, where
E [xf,b[n]] = 0¯
and E
[
xf,b[n]x
∗
f,b[n]
]
= INt . Base station b
uses a linear precoding matrix Fb[n] ∈ CNt×U to map xf,b[n]
to its transmit antennas. The signal vector transmitted by this
base station is
√
λbFb[n]xf,b[n], where λb is the normalization
2
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factor to satisfy the average transmit power constraint
λb :=
1
E[tr Fb[n]F∗b [n]]
. (5)
The base stations use the same average transmit power of pf
during the downlink data transmission stage. Let zf,bu[n] ∼
CN (0, σ2bu) be complex Gaussian noise at user u in cell b. De-
fine the combined noise vector at the users in cell b as zf,b[n] :=
[zf,b1[n], zf,b2[n], · · · , zf,bU [n]]T ∈ CU . Let fbu[n] be the u-th
column of Fb[n]. User u in cell b observes
yf,bu[n] =
√
pf
√
λbh
∗
bbu[n]fbu[n]xf,bu[n]︸ ︷︷ ︸
desired signal
+ zf,bu[n]︸ ︷︷ ︸
noise
+
∑
(c,k) 6=(b,u)
√
pf
√
λch
∗
cbu[n]fck[n]xf,ck[n]︸ ︷︷ ︸
interference
. (6)
The base stations estimate the channels based on pilots, or
training sequences, sent by the users. Let τ be the length of
training period. The subscript p is used to denote the pilot trans-
mission stage, or the training stage. Suppose that all cells share
the same set of U pair-wisely orthogonal pilot signals Ψ :=
[ψ1; · · · ;ψU ] ∈ CU×τ , where ψu ∈ C1×τ for u = 1, · · · , U .
The training sequences are normalized so that ΨΨ∗ = IU . The
users use the same average transmit power of pp the training
stage. The received training signal at base station b is
Yp,b[n] =
√
ppτ
( C∑
c=1
Hbc[n]
)
Ψ + Zp,b[n], (7)
where Zp,b[n] ∈ CNt×τ is spatially white additive Gaussian
noise matrix at base station b during the training stage. Base
station b correlates Yp,b[n] with Ψ to obtain
Y˜p,b[n] =
1√
ppτ
Yp,b[n]Ψ
∗. (8)
This gives the following noisy observation of the channel vector
from user u ∈ Ub to base station b
y˜p,bu[n] = hbbu[n]︸ ︷︷ ︸
desired
+
∑
c 6=b
hbcu[n]︸ ︷︷ ︸
interference
+
1√
ppτ
Zp,b[n]ψ
∗
u︸ ︷︷ ︸
z˜p,b[n]︸ ︷︷ ︸
noise
, (9)
where z˜p,b[n] ∼ CN (0¯ , σ
2
b INt) is the post-processed noise at
base station b. The interference channels during the training
stage are those from the users in the other cells using the same
pilot. The effect of these interference channels on channel esti-
mation error and then on system performance is called pilot con-
tamination [1]. Similarly, that of noise is called noise contami-
nation. Note that this model for training and channel estimation
in the presence of pilot contamination and noise contamination
are proposed and used widely in prior work [9, 11, 12].
Base station b applies minimum mean square error (MMSE)
estimation to the right-hand side of (9) to estimate hbbu[n] for
u ∈ Ub. Define R¯bu :=
∑C
c=1 Rbcu as the sum of the covari-
ance matrices from the base stations to user u in cell b. The
MMSE estimate of hbbu[n] is [14]
hˆbbu[n] =RbbuQbuy˜p,bu[n], (10)
where
Qbu =
(
σ2b
ppτ
INt + R¯bu
)−1
. (11)
Since Rbcu is independent of index n for all b ∈ B, c ∈ C,
and u ∈ Uc, then Qbu is independent of index n. To compute
the channel estimates, base station b needs to know the deter-
ministic correlation matrices Rbbu and R¯bu for u ∈ Ub. The
sum correlation can be estimated from the received signal using
standard covariance estimation techniques; it is assumed to be
known perfectly in the analysis along with Rbbu. The distribu-
tion of hˆbbu[n] is hˆbbu[n] ∼ CN (0¯ ,Φbbu), where [11]
Φbcu =RbbuQbuRbcu,∀ b ∈ B, c ∈ C, u ∈ Uc. (12)
By setting c = b in (12), we obtain Φbbu. Note that Φbcu is inde-
pendent of index n for all b ∈ B, c ∈ C, and u ∈ Uc. Due to the
orthogonality property of the MMSE estimation, the observed
channel can be decomposed as
hbbu[n] = hˆbbu[n] + h˜bbu[n], (13)
where h˜bbu[n] ∼ CN (0¯ ,Rbbu−Φbbu) is the channel estimationerror and is uncorrelated with hˆbbu[n]. Because h˜bbu[n] and
hˆbbu[n] are jointly Gaussian, they are statistically independent.
III. INCORPORATING CHANNEL AGING EFFECTS
We present a method for incorporating channel aging effects
into the existing framework in Section III-A. We then derive the
optimal linear FIR Weiner channel predictor to overcome the
aging effects in Section III-B.
A. Channel Aging
In principle, the channel changes over time due to the move-
ments of antennas and those of objects (or people) in the prop-
agation medium. To analyze the impact of channel aging, we
need a time-varying model for the channel. For simplification
and tractability, we assume that the channel temporal statistics
are the same for all antenna pairs. Further, we assume that every
user moves with the same velocity, so that the time variation is
not a function of the user index. While this is not practical, from
an analysis perspective, the performance will be dominated by
the user with the most varying channel. Consequently, we as-
sume every user has the same (worst-case) variation. Similar
assumptions for channel temporal correlation are made in prior
work on MIMO wireless channels [15–17].
Let h[n] be the univariate random process modeling the fad-
ing channel coefficient from a base station antenna to a user an-
tenna. We model the random process h[n] as a complex Gaus-
sian process with zero mean (we do not consider a line-of-sight
component). Under this assumption, the time variation of the
3
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channel is completely characterized by the second order statis-
tics of the channel, in particular the autocorrelation function of
the channel, which is generally a function of propagation ge-
ometry, velocity of the user, and antenna characteristics [18].
A commonly-used autocorrelation function is the Clarke-Gans
model, which is often called the Jakes model and assumes that
the propagation path consists of a two-dimensional isotropic
scatter with a vertical monopole antenna at the receiver [19].
In this model, the normalized (unit variance) discrete-time auto-
correlation of fading channel coefficients is [19]
rh[k] =J0(2pifDTs|k|), (14)
where J0(·) is the zeroth-order Bessel function of the first
kind, Ts is the channel sampling duration, fD is the maximum
Doppler shift, and |k| is the delay in terms of the number of
symbols. The maximum Doppler shift fD is given by
fD =
vfc
c
, (15)
where v is the velocity of the user in meters per second (mps),
c = 3 × 108 mps is the speed of light, and fc is the carrier
frequency. As the delay |k| increases or the user moves faster,
the autocorrelation rh[k] decreases in magnitude to zero though
not monotonically since there are some ripples. Note that other
models for the autocorrelation function can be used; the choice
of (14) primarily impacts the simulations.
To generate realizations of the channel model, we adopt the
approach of using an autoregressive model of order L, denoted
as AR(L), for approximating the temporally correlated fading
channel coefficient process h[n] [18]. Specifically, we assume
that
h[n] =
L∑
`=1
a`h[n− `] + w[n], (16)
where {a`}L`=1 are the AR coefficients and w[n] is temporally
uncorrelated complex white Gaussian noise process with zero
mean and variance σ2w,(L). Given the desired autocorrelation
functions rh[k] in (14) for k ≥ 0, we can use the Levinson-
Durbin recursion to determine {a`}L`=1 and σ2w,(L). More details
on how to simulate temporally correlated fading channels are
referred to [18]. Note that increasing the AR model order L
improves the accuracy of channel modeling but also increases
the complexity of the associated analysis.
For analysis and to design simplified predictors, we use an
AR(1) approximate model for the fading channel coefficients.
This allows us to incorporate channel aging into analysis that
already includes channel estimation error. It is reasonable to
design predictors based on the AR(1) model because it only re-
quires estimating the parameters of the AR(1) model; designing
more elaborate predictors is a topic of future work. We denote
α = J0(2pifDTs) as a temporal correlation parameter that cor-
responds to rh[1] in (14). We assume that α is known perfectly
at the base stations. Let hbcu[n] be the channel vector between
a user and a base station at time n. Under the AR(1) model, for
any b, c ∈ C and u ∈ Uc,
hbcu[n] =αhbcu[n− 1] + ebcu[n], (17)
where hbcu[n−1] is the channel in the previous symbol duration
and ebcu[n] ∈ CNt is an uncorrelated channel error due to chan-
nel aging. We assume that ebcu[n] is uncorrelated with hbcu[n−
1] and is modeled as a stationary Gaussian random process with
i.i.d. entries and distribution CN (0
¯
, (1 − α2)Rbcu) [17]. Note
that the channel model in (17) is also known as the station-
ary ergodic Gauss-Markov block fading channel model and has
been used in prior work on multiuser MIMO [20–22]. It follows
from (17) that
E[hbcu[n− q]h∗bcu[n− k]] =α|k−q|Rbcu. (18)
Now we establish a model for the combined effects of chan-
nel estimation errors and aging. We denote n as the index of
the channel sample where the channel is estimated. This means
that based on the channel estimate hˆbbu[n] for all users u ∈ Ub,
base station b ∈ B designs the precoder Fb[n + D] or the de-
coder Wb[n+D], which is actually used at time (n+D). For
illustration, we assume that the CSI at the base stations is out-
dated by a channel sample duration, i.e. D = 1. We refer to this
as a one frame delay; extensions to larger delays, i.e. D > 1,
are straightforward. It follows from (13) and (17) that the true
channel at time (n+ 1) can be decomposed as
hbbu[n+ 1] =αhbbu[n] + ebbu[n+ 1] (19)
=αhˆbbu[n] + αh˜bbu[n] + ebbu[n+ 1]︸ ︷︷ ︸
e˜bbu[n+1]
, (20)
where e˜bbu[n+ 1] ∼ CN (0¯ ,Rbbu − α
2Φbbu) is mutually inde-
pendent of hˆbbu[n]. Note that while pilot contamination affects
the estimation error h˜bbu[n], mobility and processing delay af-
fect the aging error ebbu[n+ 1].
B. Channel Prediction
Channel prediction is one natural approach to overcome the
channel aging effects. In this section, we focus on predict-
ing hbbu[n + 1] based on the current and previous received
training signals. Effectively, we have the problem of predict-
ing an autoregressive multivariate random process in the pres-
ence of noise. For simplicity, we assume that the interfer-
ence from other base stations during training periods can be
treated as uncorrelated additive Gaussian noise with zero mean
and constant variance. In practice, these interference chan-
nels change over time as the user moves. Let {Vbbu,q}pq=0,
where Vbbu,q ∈ CNt×Nt , be the optimal p-th order Wiener
linear predictor that minimizes the mean square error (MSE)
in the prediction of hbbu[n + 1] based on y˜p,bu[n], y˜p,bu[n −
1], · · · , y˜p,bu[n − p]. For notational convenience, we define
Vbbu := [Vbbu,0 Vbbu,1 · · · Vbbu,p] ∈ CNt×Nt(p+1) and
y¯p,bu[n] := [y˜
∗
p,bu[n] y˜
∗
p,bu[n − 1] · · · y˜∗p,bu[n − p]]∗ ∈
4
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CNt(p+1)×1. For b, c ∈ C and u ∈ Ub, define
δ(p, α) :=[1 α · · · αp] (21)
∆(p, α) :=

1 α · · · αp
α 1 · · · αp−1
...
...
. . .
...
αp αp−1 · · · 1
 (22)
Tbu(p, α) :=
[
∆(p, α)⊗ R¯bu + σ
2
b
ppτ
INt(p+1)
]−1
(23)
Θbcu(p, α) :=[δ(p, α)⊗Rbbu]Tbu(p, α)[δ(p, α)⊗Rbcu]∗.
(24)
Theorem 1 provides the results for the optimal p-th order linear
Wiener predictor.
Theorem 1: The optimal p-th linear Wiener predictor is
Vbbu =α[δ(p, α)⊗Rbbu]Tbu(p, α). (25)
Proof: Based on the orthogonality principle [23], Vbbu can
be found by solving the following problem
E[(hbbu[n+ 1]−Vbbuy¯p,bu[n])y¯∗p,bu[n]] =0¯ . (26)
Equivalently,
E[hbbu[n+ 1]y¯∗p,bu[n]] =VbbuE[y¯p,bu[n]y¯∗p,bu[n]]. (27)
Thus, the optimal p-th order linear Wiener predictor is
Vbbu =RhY˜[1]R
−1
Y˜
[0]. (28)
According to (9) and the independence between hbbu and hbcu
for c 6= b, the cross-correlation between the true channel and the
training signals is
Rhy˜[k + 1] :=E[hbbu[n+ 1]y˜∗bu[n− k]]
=α|k+1|Rbbu. (29)
It follows that
RhY˜[1] :=E[hbbu[n+ 1]y¯
∗
p,bu[n]]
=α[δ(p, α)⊗Rbbu]. (30)
Moreover, the autocorrelation function of training signals is
Ry˜[k − q] :=E[y˜bu[n− q]y˜∗bu[n− k]] (31)
=α|k−q|
C∑
c=1
Rbcu + δ[k − q] σ
2
b
ppτ
. (32)
Consequently,
RY˜[0] :=E[y¯p,bu[n]y¯
∗
p,bu[n]] (33)
=

Ry˜[0] Ry˜[1] · · · Ry˜[p]
Ry˜[1] Ry˜[0] · · · Ry˜[p− 1]
...
...
. . .
...
Ry˜[p] Ry˜[p− 1] · · · Ry˜[0]
 (34)
=T−1bu (p, α). (35)
Substituting (30) and (35) into (28), we obtain (25). 2
The predicted channel is
h¯bbu[n+ 1] =
p∑
q=0
Vbbu,qy˜p,bu[n− q] = Vbbuy¯p,bu[n]. (36)
The resulting minimum mean squared-error (MMSE) is
p =E[||hbbu[n+ 1]−Vbbuy¯p,bu[n]||2F ] (37)
= tr(E[(hbbu[n+ 1]−Vbbuy¯p,bu[n])h∗bbu[n+ 1]]) (38)
= tr(Rbbu − α2Θbcu(p, α)). (39)
The covariance matrix of h¯bbu[n+ 1] is α2Θbbu(p, α). We have
the following orthogonal decomposition
hbbu[n+ 1] = h¯bbu[n+ 1] + h˘bbu[n+ 1], (40)
where h˘bbu[n+1] is uncorrelated channel prediction error vector
with covariance matrix of Rbbu − α2Θbcu(p, α). Moreover, we
have Tbu(0, α) = Qbu and Θbbu(0, α) = Φbbu, thus h¯bbu[n +
1] = αhˆbbu[n] when p = 0.
IV. PERFORMANCE ANALYSIS
In this section we consider three different scenarios: i) current
CSI, ii) aged CSI, and iii) predicted CSI. The superscripts (·)(c),
(·)(a), and (·)(p) are used to denote current CSI, aged CSI, and
predicted CSI. For both the uplink and the downlink, we first
derive achievable SINR expressions for different scenarios for
the general setting. Next, we provide some asymptotic results
based on the approach using deterministic equivalents in [12]
for the cases when Nt is large for MRC receivers on the up-
link or MF precoders on the downlink. While these results are
asymptotic in the sense that they are derived under an assump-
tion that Nt →∞, simulations in [12] show that the fit between
simulation and approximation is good, even for small numbers
of antennas (around 50). The approximations are derived un-
der some technical assumptions, that essentially we summarize
as (i) the maximum eigenvalue of any spatial correlation matrix
is finite, (ii) all spatial correlation matrices have non-zero en-
ergy, and (iii) the intercell interference matrix including channel
estimation errors are finite. From a practical perspective, the
assumptions are reasonable. From the perspective of doing the
calculations, only (ii) is problematic. Essentially, one has to
remember not to use zero-valued correlation matrices in the ex-
pressions. The key ingredient in this asymptotic analysis is the
deterministic equivalent SINRs. The resulting expressions are
a function of channel covariance matrices Rbcu, the SNR, and
various quantities computed from them. We want to emphasize
that the analysis does not include overhead, for training or other
purposes. Also, we use the notation without temporal index to
refer to the deterministic equivalents as Nt →∞.
A. Uplink Transmission
Recall that we assume base station b knows Rbbu, R¯bu for
u ∈ Ub and α. Moreover, depending on the CSI assumption,
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base station b has the following CSI
gbbu[n+ 1] =

hˆbbu[n+ 1], current CSI
αhˆbbu[n], aged CSI
h¯bbu[n+ 1], predicted CSI.
(41)
We can rewrite y˜r,bu[n+ 1] as
y˜r,bu[n+ 1] = w
∗
bu[n+ 1]gbbu[n+ 1]xr,bu[n+ 1]
+ w∗bu[n+ 1](hbbu[n+ 1]− gbbu[n+ 1])xr,bu[n+ 1]
+
∑
(c,k)6=(b,u)
w∗bu[n+ 1]gbck[n+ 1]xr,ck[n+ 1]
+
1√
pr
z˜r,bu[n+ 1]. (42)
Applying the method commonly used in prior work [8, 11, 12,
24], we derive a standard bound on the ergodic achievable up-
link rates based on the worst-case uncorrelated additive noise.
The idea is to treat y˜r,bu[n+1] as the received signal of a single-
input single-output (SISO) system with the effective channel of
gbbu[n+ 1] while the remaining terms act like uncorrelated ad-
ditive Gaussian noise. As a result, the desired signal power is
Sr,bu =|w∗bu[n+ 1]gbbu[n+ 1]|2. (43)
The interference plus noise power is
Ir,bu = |w∗bu[n+ 1](hbbu[n+ 1]− gbbu[n+ 1])|2
+
σ2b
pr
|w∗bu[n+ 1]|2 +
∑
(c,k) 6=(b,u)
|w∗bu[n+ 1]hbck[n+ 1]|2.
(44)
The post-processed SINR in this case is given by
ηr,bu =
Sr,bu
Ir,bu
. (45)
The uplink ergodic achievable rate of user u in cell b is
Rr,bu =E [log2(1 + ηr,bu)] . (46)
Note that the expectation in the expression of the ergodic achiev-
able uplink rate of user u in cell b is over the realizations of the
desired channel as in (45) ηr,bu is computed for only one real-
ization of the desired channel.
We now consider the asymptotic results when Nt → ∞.
Lemma 1 summarizes the key results used for deriving asymp-
totic deterministic equivalents in the paper. Theorem 2 and The-
orem 3 present the expressions of the deterministic equivalent
SINR for the aged CSI and predicted CSI for the MRC receiver
wbu[n+ 1] = gbbu[n+ 1].
Lemma 1: Consider A ∈ CN×N with uniformly bounded
spectral norm (with respect to N ). Consider x and y, where
x,y ∈ CN , x ∼ CN (0
¯
,Φx) and y ∼ CN (0¯ ,Φy), are mutually
independent and independent of A. Then, we have
1
N
x∗Ax− 1
N
tr AΦx
a.s.−−−−→
N→∞
0 (47)
1
N
x∗Ay a.s.−−−−→
N→∞
0 (48)
E
[∣∣∣∣∣
(
1
N
x∗Ax
)2
−
(
1
N
tr AΦx
)2∣∣∣∣∣
]
a.s.−−−−→
N→∞
0 (49)
1
N2
(x∗Ay)2 − 1
N2
tr AΦxAΦy
a.s.−−−−→
N→∞
0. (50)
Proof: If we denote x˜ = 1√
N
Φ−1/2x x then x˜ ∼
(0
¯
, 1N IN ). Similarly, if we denote y˜ =
1√
N
Φ−1/2y y then
y˜ ∼ (0
¯
, 1N IN ). Note that x˜ and y˜ are mutually independent
and independent of A,Φx, and Φy. We can rewrite 1N x
∗Ax =
x˜∗Φ−1/2x AΦ
−1/2
x x˜
∗. Applying Lemma 4 (i) in [12] for x˜ and
A˜ = Φ1/2x AΦ
1/2
x , we obtain
x˜∗Φ1/2x AΦ
1/2
x x˜−
1
N
tr Φ1/2x AΦ
1/2
x
a.s.−−−−→
N→∞
0. (51)
It follows that
1
N
x∗Ax− 1
N
tr AΦx
a.s.−−−−→
N→∞
0, (52)
which is exactly (47). Using the same technique, we can prove
(48), (49), and (50). 2
Theorem 2: With aged CSI, the deterministic equivalent
SINR for user u in cell b is
η¯
(a)
r,bu(α) =
α2A
(a)
r,bu
B
(a)
r,bu + C
(a)
r,bu +D
(a)
r,bu + α
2E
(a)
r,bu
, (53)
where
A
(a)
r,bu = |tr Φbbu|2 (54)
B
(a)
r,bu = tr(Rbbu − α2Φbbu)Φbbu (55)
C
(a)
r,bu =
σ2b
pr
tr Φbbu (56)
D
(a)
r,bu =
∑
(c,k) 6=(,bu)
tr RbckΦbbu (57)
E
(a)
r,bu =
∑
c 6=b
|tr Φbcu|2 . (58)
Proof: Substituting gbbu[n + 1] = αhˆbbu[n] into (43), we
obtain the signal power (scaled by 1
α2N2t
) as
S
(a)
r,bu =
1
N2t
α2|hˆ∗bbu[n]hˆbbu[n]|2. (59)
Applying Lemma 1, we have
1
N2t
|hˆ∗bbu[n]hˆbbu[n]|2 −
1
N2t
| tr Φbbu|2 a.s.−−−−→
Nt→∞
0. (60)
Let S¯(a)r,bu be the deterministic equivalent signal power. Thus,
S¯
(a)
r,bu −
α2
N2t
| tr Φbbu|2 a.s.−−−−→
Nt→∞
0. (61)
6
IV PERFORMANCE ANALYSIS
Substituting gbbu[n+1] = αhˆbbu[n] and hbbu[n+1]−gbbu[n+
1] = e˜bbu[n+ 1] into (44), we obtain the interference plus noise
power (scaled by 1
α2N2t
) as
I
(a)
r,bu =
1
N2t
|hˆ∗bbu[n]e˜bbu[n+ 1]|2 +
1
N2t
σ2b
pr
hˆ∗bbu[n]hˆbbu[n]
+
∑
(c,k) 6=(b,u)
1
N2t
|hˆ∗bbu[n]hbck[n+ 1]|2︸ ︷︷ ︸
A(c,k,b,u)
. (62)
Applying Lemma 1, we have
1
N2t
|hˆ∗bbu[n]e˜bbu[n+ 1]|2
− 1
N2t
tr Φbbu(Rbbu − α2Φbbu) a.s.−−−−→
Nt→∞
0 (63)
1
Nt
hˆ∗bbu[n]hˆbbu[n]−
1
Nt
tr Φbbu
a.s.−−−−→
Nt→∞
0. (64)
If k 6= u, then hbck[n+1] and hˆbbu[n] are mutually independent,
thus for k 6= u
1
N2t
A(c, k, b, u)− 1
N2t
tr RbckΦbbu
a.s.−−−−→
Nt→∞
0. (65)
If k = u, define
zˆp,bcu[n] :=
∑
c′ 6=c
hbc′u[n] +
1√
ppτ
z˜p,b[n]. (66)
As a result, zˆp,bcu[n] ∼ CN (0¯ ,Q
−1
bu − Rbcu) and zˆp,bcu[n] is
independent of hbcu[n+ 1]. It follows from (10) and (17) that
hˆ∗bbuhbcu[n+ 1] = αhˆ
∗
bbuhbcu[n] + hˆ
∗
bbu[n]ebcu[n+ 1] (67)
= αh∗bcu[n]QbuRbbuhbcu[n]
+ αzˆ∗p,bcuQbuRbbuhbcu[n]
+ hˆ∗bbuebcu[n+ 1]. (68)
Thus, we have
1
N2t
A(c, u, b, u)−
(
α2 lim
Nt→∞
1
N2t
|h∗bcu[n]QbuRbbuhbcu[n]|2
+ α2
1
N2t
|zˆ∗p,bcuQbuRbbuhbcu[n]|2
+
1
N2t
|hˆ∗bbuebcu[n+ 1]|2
) a.s.−−−−→
Nt→∞
0. (69)
Applying Lemma 1, we have
1
N2t
|h∗bcu[n]QbuRbbuhbcu[n]|2 −
1
N2t
| tr Φbcu|2 a.s.−−−−→
Nt→∞
0
(70)
1
N2t
|zˆ∗p,bcuQbuRbbuhbcu[n]|2
− 1
N2t
(tr ΦbcuRbbu − tr QbuRbbuΦbbuRbcu) a.s.−−−−→
Nt→∞
0
(71)
1
N2t
|hˆ∗bbuebcu[n+ 1]|2 −
(1− α2)
N2t
tr ΦbcuRbbu
a.s.−−−−→
Nt→∞
0.
(72)
It follows from (69), (70), (71), and (72), that
1
N2t
A(c, u, b, u)− 1
N2t
(
α2| tr Φbcu|2 + tr RbcuΦbbu
− α2 tr QbuRbbuΦbbuRbcu
) a.s.−−−−→
Nt→∞
0. (73)
Let I¯(a)r,bu be the deterministic equivalent interference plus noise
power. From (62), (63), (64), (65), and (73), we have
I¯
(a)
r,bu −
1
N2t
(σ2b
pr
tr Φbbu + α
2 tr Φbbu(Rbbu −Φbbu)
+ (1− α2) tr ΦbbuRbbu +
∑
(c,k)6=(b,u)
tr RbckΦbbu
+ α2
∑
c 6=b
| tr Φbcu|2 − α2
∑
c6=b
tr QbuRbbuΦbbuRbcu
)
a.s.−−−−→
Nt→∞
0. (74)
Applying (74) and (61) into (45) after neglecting the terms that
vanish asymptotically, we obtain η¯(a)r,bu as in (53). 2
The four terms in the denominator of η¯(c)r,bu characterize the
following effects: i) B(a)r,bu for channel estimation error, ii) C
(a)
r,bu
for post-processed local noise at base station b, iii) D(a)r,bu for
post-processed traditional intra-cell and inter-cell interference,
and iv) α2E(a)r,bu for inter-cell interference due to pilot contam-
ination. Because the current CSI scenario is a special case of
the aged CSI scenario when α = 1, the deterministic equiva-
lent SINR with current CSI is η¯(c)r,bu = η¯
(a)
r,bu(1), which is the
result in Theorem 3 in [12]. Moreover, η¯(a)r,bu(α) ≤ η¯(c)r,bu since
|α| ≤ 1 and A(a)r,bu, B(a)r,bu, C(a)r,bu, and D(a)r,bu are nonnegative. We
notice that channel aging affects only desired signal, channel
estimation error, and inter-cell interference due to pilot contam-
ination. Specifically, we can show that η¯(a)r,bu is an increasing
function of α in [0, 1]. This means that when user u in cell b
moves faster, i.e. α increases, the post-processed uplink SINR
is degraded more. Intuitively, when user u in cell b moves, this
movement not only affects the desired channel to base station b
but also affects the interference channels corresponding to the
users sharing the same pilot in other cells, i.e. user u in cells
c 6= b. Quantitatively, this movement decreases both the desired
signal power and the inter-cell interference power due to pilot
contamination α2 times in the relative comparison with the no
channel aging case. Nevertheless, this movement does not affect
the local noise power and the traditional intra-cell and inter-cell
interference from the other users, those do not share the same pi-
lot with user u in cell b during the training stage. This explains
how channel aging degrades the uplink ergodic achievable rate.
Theorem 3: With predicted CSI obtained by using the opti-
mal p-th order linear Wiener predictor, the deterministic equiv-
alent SINR for user u in cell b is
η¯
(p)
r,bu(p, α) =
α2A
(p)
r,bu
B
(p)
r,bu + C
(p)
r,bu +D
(p)
r,bu + α
2E
(p)
r,bu
, (75)
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where
A
(p)
r,bu =| tr Θbbu(p, α)|2 (76)
B
(p)
r,bu = tr(Rbbu − α2Θbbu(p, α))Θbbu(p, α) (77)
C
(p)
r,bu =
σ2b
pr
tr Θbbu(p, α) (78)
D
(p)
r,bu =
∑
(c,k)6=(b,u)
tr RbckΘbbu(p, α) (79)
E
(p)
r,bu =
∑
c6=b
α2p| tr Θbcu(p, α)|2. (80)
Proof: With predicted CSI, we have gbbu[n+1] = h¯bbu[n+
1] and hbbu[n + 1] − h¯bbu[n + 1] = h˘bbu[n + 1]. Substituting
gbbu[n+ 1] = h¯bbu[n+ 1] into (43), we obtain the signal power
(scaled by 1
N2t
) as
S
(p)
r,bu =
1
N2t
|h¯∗bbu[n+ 1]h¯bbu[n+ 1]|2. (81)
Let S¯(p)r,bu be the deterministic equivalent signal power. Applying
Lemma 1, we have
1
N2t
|h¯∗bbu[n+ 1]h¯bbu[n+ 1]|2
− 1
N2t
α4| tr Θbbu(p, α)|2 a.s.−−−−→
Nt→∞
0, (82)
where Θbbu(p, α) is given in (24). Thus,
S¯
(p)
r,bu − α4| tr Θbbu(p, α)|2
a.s.−−−−→
Nt→∞
0. (83)
From (44) and since h˘bbu[n+ 1] is independent of h¯bbu[n+ 1],
we obtain the interference plus noise power (scaled by 1
N2t
) as
I
(p)
r,bu =
1
N2t
|h¯∗bbu[n+ 1]h˘bbu[n+ 1]|2 +
1
N2t
σ2b
pr
|h¯bbu[n+ 1]|2
+
∑
(c,k) 6=(b,u)
1
N2t
|h¯∗bbu[n+ 1]hbck[n+ 1]|2︸ ︷︷ ︸
B(c,k,b,u)
. (84)
Applying Lemma 1, we have
1
N2t
|h¯∗bbu[n+ 1]h˘bbu[n+ 1]|2
− 1
N2t
α2 tr(Rbcu − α2Θbbu(p, α))Θbbu(p, α) a.s.−−−−→
Nt→∞
0
(85)
1
N2t
|h¯bbu[n+ 1]|2 − 1
N2t
α2 tr Θbbu(p, α)
a.s.−−−−→
Nt→∞
0. (86)
If k 6= u, then h¯bbu[n + 1] and hbck[n + 1] are mutually inde-
pendent. Thus,
1
N2t
B(c, k, b, u)− 1
N2t
α2 tr RbckΘbbu(p, α)
a.s.−−−−→
Nt→∞
0. (87)
If k = u, it follows from (36) and (9) that
h¯bbu[n+ 1] =Vbbu
(
C∑
c′=1
hbc′u[n] +
1√
ppτ
z˜p,b[n]
)
. (88)
As a result, h¯bbu[n+ 1] and hbcu[n+ 1] are not mutually inde-
pendent. We have
B(c, u, b, u) =|y¯∗p,bu[n]V∗bbuhbcu[n+ 1]|2 (89)
=
∣∣∣∣∣
(
p∑
m=0
y˜∗bu[n−m]V∗bbu,m
)
hbcu[n+ 1]
∣∣∣∣∣
2
.
(90)
It follows from (17) that
hbcu[n+ 1] =α
p+1hbcu[n− p] + vbcu[n+ 1], (91)
where vbcu[n+1] ∼ CN (0¯ , (1−α
2(p+1))Rbcu). Also, it follows
from (9) and (91) that for m = 0, 1, · · · , p
y˜∗bu[n−m] =αp−mh∗bcu[n− p] +
p−m∑
q=0
αqebcu[n−m− q]
+ zˆp,bcu[n−m]. (92)
Substituting (91) and (92) into (90), then applying Lemma 1 and
removing asymptotically negligible terms, we obtain
1
N2t
B(c, u, b, u)− α
2(p+1)
N2t
×
∣∣∣∣∣h∗bcu[n− p]
(
p∑
m=0
αp−mV∗m
)
hbcu[n− p]
∣∣∣∣∣
2
a.s.−−−−→
Nt→∞
0.
(93)
It follows that
1
N2t
B(c, u, b, u)− α
2(p+1)
N2t
| tr Θbcu(p, α)|2 a.s.−−−−→
Nt→∞
0. (94)
Applying (84), (85), (86), (87), (94), and (61) into (45), we ob-
tain η¯(p)r,bu as in (75). 2
Note that A(p)r,bu, B
(p)
r,bu, C
(p)
r,bu, D
(p)
r,bu, and E
(p)
r,bu in (75) have
the same role as Ar,bu, Br,bu, Cr,bu, Dr,bu, and Er,bu in (53),
respectively. Notably, we have η¯(p)r,bu(0, α) = η¯
(a)
r,bu(α).
B. Downlink Transmission
We assume that the users do not have any information on in-
stantaneous channels on the downlink. We use the technique
developed in [24], which is also used in [8, 12], to derive an ex-
pression for downlink achievable rates. Specifically, user u in
cell b knows only E[h∗bbu[n + 1]fbu[n + 1]]. Similar to the up-
link analysis, we consider the worst-case uncorrelated additive
noise. From (6), the received signal at user u in cell b (scaled by
1/
√
pf ), is rewritten as
yf,bu[n+ 1] =
√
λbE[h∗bbu[n+ 1]fbu[n+ 1]]xf,bu[n+ 1]
+
√
λb(h
∗
bbu[n+ 1]fbu[n+ 1]
− E[h∗bbu[n+ 1]fbu[n+ 1])xf,bu[n+ 1]
+
1
pf
zf,bu[n+ 1]
+
∑
(c,k)6=(b,u)
√
λch
∗
cbu[n+ 1]fck[n+ 1]xf,ck[n+ 1]. (95)
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The signal power at user u in cell b (scaled by 1/(N2t pf)) is
Sf,bu =
1
N2t
λb|E[h∗bbu[n+ 1]fbu[n+ 1]]|2. (96)
The interference plus noise power at user u in cell b (scaled by
1/(N2t pf)) is
If,bu =
1
N2t
λbvar[h
∗
bbu[n+ 1]fbu[n+ 1]] +
1
N2t
σ2bu
pf
+
∑
(c,k)6=(b,u)
1
N2t
λcE[|h∗cbu[n+ 1]fck[n+ 1]|2]. (97)
We obtain the achievable SINR and rate of user u in cell b as
ηf,bu =Sf,bu/If,bu (98)
Rf,bu = log2(1 + ηf,bu). (99)
For deterministic equivalent analysis as Nt → ∞, we focus
only on the MF precoders fbu[n+ 1] = gbbu[n+ 1] for all b ∈ C
and u ∈ Ub. Theorem 4 and Theorem 5 present the downlink
deterministic equivalent SINR at user u in cell b in the aged CSI
and predicted CSI scenarios.
Theorem 4: With aged CSI, the downlink deterministic
equivalent SINR at user u in cell b is
η¯
(a)
f,bu(α) =
α4A
(a)
f,bu
α2B
(a)
f,bu + C
(a)
f,bu + α
2D
(a)
f,bu + α
4E
(a)
f,bu
, (100)
where
λ¯
(a)
b =
(
α
U∑
u′=1
tr Φbbu′
)−1
(101)
A
(a)
f,bu =λ¯
(a)
b | tr Φbbu|2 (102)
B
(a)
f,bu =λ¯
(a)
b tr(Rbbu − α2Φbbu)Φbbu (103)
C
(a)
f,bu =
σ2bu
pf
(104)
D
(a)
f,bu =
∑
(c,k) 6=(b,u)
λ¯(a)c tr RcbuΦcck (105)
E
(a)
f,bu =
∑
c 6=b
λ¯(a)c | tr Φcbu|2. (106)
Proof: With aged CSI, gbbu[n + 1] = αhˆbbu[n], thus the
beamforming vector in this case is f (a)bu [n + 1] = αhˆbbu[n] for
b ∈ C and u ∈ Ub. It follows from (5) that
λ
(a)
b =
1
α2E
[∑U
u=1 hˆ
∗
bbu[n]hˆbbu[n]
] . (107)
Let λ¯(a)b := limNt→∞ λ
(a)
b be the deterministic equivalent trans-
mit power normalization factor at base station b ∈ C. Using
(107) and Lemma 1, we obtain
λ¯
(a)
b − α−2
(
U∑
u=1
tr Φbbu
)−1
a.s.−−−−→
Nt→∞
0. (108)
Substituting (20) and f (a)bu [n+1] = αhˆbbu[n] into (96), we obtain
S
(a)
f,bu =
1
N2t
λ
(a)
b |αE[(αhˆ∗bbu[n] + e˜∗bbu[n+ 1])hˆbbu[n]]|2
(109)
=
1
N2t
λ
(a)
b α
4|E[hˆ∗bbu[n]hˆbbu[n]]|2. (110)
Let S¯(a)f,bu := limNt→∞ S
(a)
f,bu be the deterministic equivalent sig-
nal power. Using (108) and Lemma 1, we obtain
S¯
(a)
f,bu −
1
N2t
α4λ¯
(a)
b | tr Φbbu|2
a.s.−−−−→
Nt→∞
0. (111)
Substituting f (a)bu [n+ 1] = αhˆbbu[n] into (97), we obtain
I
(a)
f,bu =
α2λ
(a)
b
N2t
var[h∗bbu[n+ 1]hˆbbu[n]] +
σ2bu
N2t pf
+
∑
(c,k) 6=(b,u)
α2λ
(a)
c
N2t
E[|h∗cbu[n+ 1]hˆcck[n]|2]︸ ︷︷ ︸
C(c,k,b,u)
. (112)
Using (20), we have
1
N2t
var[h∗bbu[n+ 1]hˆbbu[n]]
− 1
N2t
E[|e˜∗bbu[n+ 1]hˆbbu[n]|2] a.s.−−−−→
Nt→∞
0. (113)
Applying Lemma 1 and then using (113), we obtain
1
N2t
α2λ
(a)
b var[h
∗
bbu[n+ 1]hˆbbu[n]]
− α2λ¯(a)b
1
N2t
tr(Rbbu − α2Φbbu)Φbbu a.s.−−−−→
Nt→∞
0. (114)
If k 6= u, then hcbu[n+ 1] and hˆcck[n] are mutually indepen-
dent. Thus, when k 6= u, we have
1
N2t
C(c, k, b, u)− 1
N2t
tr RcbuΦcck
a.s.−−−−→
Nt→∞
0. (115)
If k = u, then hcbu[n + 1] and hˆccu[n] are not mutually inde-
pendent because both depend on hcbu[n]. We have
C(c, u, b, u) =E[|(αh∗cbu[n] + ecbu[n+ 1])hˆccu[n]|2] (116)
=α2E[|h∗cbu[n]RccuQcu(hcbu[n] + zp,cbu)|2]
+ E[|ecbu[n+ 1]hˆccu[n]|2] (117)
=α2E[|h∗cbu[n]RccuQcuhcbu[n]|2]
+ α2E[|h∗cbu[n]RccuQcuzp,cbu|2]
+ E[|ecbu[n+ 1]hˆccu[n]|2]. (118)
Applying Lemma 1, we obtain
1
N2t
C(c, u, b, u)−
( 1
N2t
(α2| tr Φccu|2 + tr RcbuΦccu)
+
α2
N2t
tr RcbuΦcbuQcuRccu
) a.s.−−−−→
Nt→∞
0. (119)
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Substituting (108), (114), (115), and (119) into (112), and then
substituting the resulting expression and (111) into (98), and ,
we obtain η¯(a)f,bu(α) as in (100). 2
The terms in (100) characterize the same effects as their coun-
terpart in (53). Setting α = 1, we obtain the deterministic equiv-
alent SINR for the current CSI scenario as η¯(c)f,bu = η¯
(a)
f,bu(1),
which is the result in Theorem 4 in [12]. We can show that
η¯
(a)
f,bu(α) is an increasing function of α in [0, 1]. Finally, we also
notice that channel aging affects desired signal, channel estima-
tion error, and inter-cell interference due to pilot contamination
on the downlink.
Theorem 5: With predicted CSI, the downlink deterministic
equivalent SINR at user u in cell b is
η¯
(p)
f,bu(p, α) =
α4A
(p)
f,bu
α2B
(p)
f,bu + C
(p)
f,bu + α
2D
(p)
f,bu + α
4E
(p)
f,bu
, (120)
where
λ¯
(p)
b =
(
α2
U∑
u′=1
tr Θbbu′(p, α)
)−1
(121)
A
(p)
f,bu =λ¯
(p)
b | tr Θbbu(p, α)|2 (122)
B
(p)
f,bu =λ¯
(p)
b tr(Rbbu − α2Θbbu(p, α))Θbbu(p, α) (123)
C
(p)
f,bu =
σ2bu
pf
(124)
D
(p)
f,bu =
∑
(c,k)6=(b,u)
λ¯(p)c tr RcbuΘcck(p, α) (125)
E
(p)
f,bu =α
2p
∑
c6=b
λ¯(p)c | tr Θcbu(p, α)|2. (126)
Proof: With predicted CSI, we have gbbu[n+1] = h¯bbu[n+
1] and hence f (p)bbu[n+ 1] = h¯bbu[n+ 1] for b ∈ C and u ∈ Ub. It
follows from (5) that
λ
(p)
b =
1
E
[∑U
u=1 h¯
∗
bbu[n+ 1]h¯bbu[n+ 1]
] . (127)
Let λ¯(p)b := limNt→∞ λ
(p)
b be the deterministic equivalent trans-
mit power normalization factor at base station b ∈ C. Using
(127) and Lemma 1, we obtain
λ¯
(p)
b −
(
α2
U∑
u=1
tr Θbbu(p, α)
)−1
a.s.−−−−→
Nt→∞
0. (128)
Substituting (20) and f (p)bbu[n + 1] = h¯bbu[n + 1] into (96), we
obtain
S
(p)
f,bu =
1
N2t
λ
(p)
b |E[(h¯∗bbu[n+ 1] + h˘∗bbu[n+ 1])h¯bbu[n+ 1]]|2
(129)
=
1
N2t
λ
(p)
b |E[h¯∗bbu[n+ 1]h¯bbu[n+ 1]]|2. (130)
Let S¯(a)f,bu := limNt→∞ S
(a)
f,bu be the deterministic equivalent sig-
nal power. Using (130) and Lemma 1, we obtain
S¯
(p)
f,bu − α4
1
N2t
λ¯
(p)
b | tr Θbbu(p, α)|2
a.s.−−−−→
Nt→∞
0. (131)
Substituting f (p)bbu[n+ 1] = h¯bbu[n+ 1] into (97), we obtain
I
(p)
f,bu =
λ
(p)
b
N2t
var[h∗bbu[n+ 1]h¯bbu[n+ 1]] +
σ2bu
N2t pf
+
∑
(c,k) 6=(b,u)
λ
(p)
c
N2t
E[|h∗cbu[n+ 1]h¯cck[n+ 1]|2]︸ ︷︷ ︸
D(c,k,b,u)
.
(132)
Using (40), we have
1
N2t
var[h∗bbu[n+ 1]h¯bbu[n+ 1]]
− 1
N2t
E[|h˘∗bbu[n+ 1]h¯bbu[n+ 1]|2] a.s.−−−−→
Nt→∞
0. (133)
Applying Lemma 1 and then using (133), we obtain
λ
(p)
b
N2t
var[h∗bbu[n+ 1]h¯bbu[n+ 1]]
− α
2λ¯
(a)
b
N2t
tr(Rbbu − α2Θbbu(p, α))Θbbu(p, α) a.s.−−−−→
Nt→∞
0.
(134)
If k 6= u, then hcbu[n + 1] and h¯cck[n + 1] are mutually inde-
pendent. Thus,
1
N2t
D(c, k, b, u)− α2 1
N2t
tr RcbuΘcck(p, α)
a.s.−−−−→
Nt→∞
0.
(135)
If k = u, then hcbu[n + 1] and h¯ccu[n + 1] are not mutually
independent because both depend on hccu[n]. We have
D(c, u, b, u) =|y¯∗p,cu[n]V∗ccuhcbu[n+ 1]|2 (136)
=
∣∣∣∣∣
(
p∑
m=0
y˜cu[n−m]V∗ccu,m
)
hcbu[n+ 1]
∣∣∣∣∣
2
.
(137)
It follows from (17) that
hcbu[n+ 1] =α
p+1hcbu[n− p] + vcbu[n+ 1], (138)
where vcbu[n+1] ∼ CN (0¯ , (1−α
2(p+1))Rcbu). Also, it follows
from (9) and (138) that for m = 0, 1, · · · , p
y˜∗cu[n−m] =αp−mh∗cbu[n− p] +
p−m∑
q=0
αqecbu[n−m− q]
+ zˆp,cbu[n−m]. (139)
Substituting (138) and (139) into (90), then applying Lemma 1
and removing asymptotically negligible terms, we obtain
1
N2t
D(c, u, b, u)− α
2(p+1)
N2t
×
∣∣∣∣∣h∗cbu[n− p]
(
p∑
m=0
αp−mV∗ccu,m
)
hcbu[n− p]
∣∣∣∣∣
2
a.s.−−−−→
Nt→∞
0.
(140)
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Applying Lemma 1 and then using (25) and (24), we have
1
N2t
D(c, u, b, u)− α
2(p+1)
N2t
| tr Θcbu(p, α)|2 a.s.−−−−→
Nt→∞
0.
(141)
Substituting (128), (134), (135), and (141) into (132), and then
substituting the resulting expression and (131) into (98), we ob-
tain η¯(p)f,bu(p, α) as in (120). 2
Note that η¯(p)f,bu(0, α) = η¯
(a)
f,bu(α).
V. NUMERICAL RESULTS
In this section, we present numerical results on the effects of
channel aging and the benefits of channel prediction in a multi-
cell network. Specifically, the simulated network consists of 7
cells as illustrated in Fig. 2. We assume the cells have the same
number of users. Also, we assume that all the cells have the
same base station configurations, e.g., the number of antennas
at each base station and how the antennas are deployed in the
cell. Several key simulation parameters are provided in Table
1. This set of parameters correspond to an interference-limited
scenario. We are interested in computing the average achievable
sum-rates of the users in the center cells on the downlink and
on the uplink. Because we notice that similar observations can
be made for the uplink and for the downlink, we present only
selected results due to space constraints.
Table 1. Simulation parameters
Parameter Description
Inter-site distance 500 meters
Number of users per cell 12
Path-loss model PLNLOS = 128.1 +
37.6 log 10(d) where
d > 0.035km is the trans-
mission distance in kilometers
and fc = 2GHz is the carrier
frequency,
Penetration loss 20dB
Antenna array configura-
tion at users
1 antenna omni with 0dBi gain
CSI delay 1ms to 10 ms
User dropping uniformly distributed within a
cell
Shadowing model not considered
User assignment each user is served by the base
station in the same cell
BS antenna gain 10dBi
BS total transmit power 46dBm
UE speed 3 to 120 kmh
Frequency carrier 2GHz
Bandwidth 10MHz
Thermal noise density -174dBm/Hz
BS noise figure 5dB
UE noise figure 9dB
To incorporate spatial correlation in the simulations, we con-
sider a circular array geometry for massive MIMO with a single
Fig. 2. Base stations are located at the center of cells and are
illustrated by the red squares. We are interested in the average
achievable sum-rates of the users in the center cell.
scattering cluster, of fixed spread, and randomly chosen. More-
over, the spatial correlation is chosen to be independent of the
temporal correlation so that we can separate the channel aging
and spatial correlation effects. Indeed, there are many poten-
tial array geometries for massive MIMO. While patch anten-
nas seem attractive, other miniaturized antenna designs may al-
ternatively be employed (patch antennas are not used on mo-
bile devices for example). At this point, there is no defacto
geometry and channel model that is considered a standard for
massive MIMO simulations. We chose to use a circular array
because they are commercially deployed in other systems that
exploit reciprocity, i.e. TD-SCDMA in China, and it is pos-
sible to compute the spatial correlation matrix efficiently us-
ing algorithms developed in prior work [25]. Specifically, the
approach in [25] provides a closed-form approximate expres-
sion of the spatial correlation matrix between a user and a base
station. In the following simulations, we consider mainly the
uniformly circular array (UCA) configuration and assume that
the antenna array configuration has a uniformly chosen angle-
of-arrival (or departure), and a given angle spread (AoS) σas.
Moreover, we assume that the angles of arrival (AoAs)/angles
of departure (AoDs) are distributed according to a certain power
azimuth spectrum (PAS). The PAS is modeled by the truncated
Laplacian pdf, which is given by
Pφ(φ) =
{
βas√
2σas
e−|
√
2φ/σas|, if φ ∈ [−pi, pi]
0, otherwise,
(142)
where φ is the random variable describing the AoA/AoD with
respect to the mean angle φ0, and βas =
(
1− e−
√
2pi/σas
)−1
.
Note that because our simulations also consider random user
locations (unlike prior work that usually considers a fixed loca-
tion of users and interferers), the complexity of computing the
spatial correlation matrix becomes the bottleneck in our simu-
lations (according to the MATLAB profile function). Our ap-
proach does work with other more complex antenna and corre-
lation models at the expense of computational complexity.
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Fig. 3. The downlink average achievable sum-rates of the users in the
center cell as a function of normalized Doppler shifts for different
numbers of antennas at each base station.
We use normalized Doppler shifts, which are defined as fDTs,
to characterize channel aging. Larger normalized Doppler shifts
correspond to large velocities of the users or large CSI delays.
Fig. 3 shows the downlink average achievable sum-rates of the
users in the center cell as a function of the normalized Doppler
shifts for Nt ∈ {24, 48, 72}. We notice the trend that the down-
link average achievable sum-rates of the users in the center cell
decreases in magnitude to zero though not monotonically since
there are some ripples. At first it decreases with the increasing
fDTs until getting to fDTs ≈ 0.4. Moreover, channel aging re-
duces the downlink average achievable sum-rates of the users in
the center cell by half at fDTs ≈ 0.2. Finally, increasing Nt
does not help improve the value of fDTs at which the downlink
average achievable sum-rates of the users in the center cell gets
to zero for the first time.
Fig. 4 presents the uplink average achievable sum-rates of the
users in the center cell as a function of the number of antennas at
a base station for different normalized Doppler shifts. We notice
that increasing Nt improves the uplink average achievable sum-
rates of the users in the center cell. Moreover, when fDTs = 0.4,
the uplink average achievable sum-rates of the users in the center
cell is negligible even for a large number of antennas at a base
station, e.g. Nt = 72. Also, we observe that for the simulation
setting, the uplink average achievable sum-rates of the users in
the center cell when fDTs = 0.2 is always more than half of that
in the case of current CSI.
In the previous experiments, we consider the achievable sum-
rates of the users in the center cell. Fig. 5 shows the cumula-
tive distribution function (CDF) of the downlink achievable rate
of the users in the center cell for different normalized Doppler
shifts. Notably, channel aging affects the peak rates signifi-
cantly. Similar to the other experiments, we notice that the chan-
nel aging corresponding to fDTs = 0.2 gracefully degrades the
rate distribution of the users in the center cell.
We now investigate the benefits of FIR channel prediction
when each base station is equipped with 120 antennas. To re-
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Fig. 4. The uplink average achievable sum-rates of the users in the
center cell as a function of the number of antennas at a base station for
different normalized Doppler shifts. Each cell has 12 active users, that
are uniformly distributed in the cell area.
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Fig. 5. The cumulative distribution function of the downlink achievable
rate of users in the center cell for different normalized Doppler shifts.
duce the computational complexity associated with spatial cor-
relation matrix computation and to separate between spatial cor-
relation and temporal correlation, in this experiment we consider
only the spatially uncorrelated channel model. Fig. 6 shows the
uplink average achievable sum-rates of the users in the center
cell as a function of different normalized Doppler shifts with-
out prediction and with FIR prediction of p = 15 and p = 25.
We notice that channel prediction does help cope with channel
aging, however, for these values of p, the relative gain is not
large, especially at large normalized Doppler shifts. Moreover,
the larger value of p makes use of more observations in the past
to provide a higher gain. Alternatively, the Kalman filter, which
is used to approximate the non-causal Wiener filter, may cope
better with channel aging effects [26]. The investigation of the
Kalman-filter based channel prediction in massive MIMO sys-
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Fig. 6. The uplink achievable rate of the typical user as a function of
different normalized Doppler shifts without prediction and with FIR
prediction of p = 50.
tems is left for future work.
VI. CONCLUSION
In this paper, we proposed a new framework to incorporating
practical effects like channel aging into massive MIMO systems.
Channel aging causes the mismatch between the channel when
it is learned and that when it is used for beamforming or detec-
tion. We derived the optimal causal linear FIR Wiener predictor
to overcome the issues. We also provided analysis of achievable
rate performance on the uplink and on the downlink in the pres-
ence of channel aging and channel prediction. Numerical re-
sults showed that although channel aging degraded performance
of massive MIMO, the decay due to aging is graceful. Simu-
lations also showed the potential of channel prediction to over-
come channel aging.
The work focuses only on channel aging. Other practical ef-
fects in massive MIMO need to be studied as well. For exam-
ple, the large arrays in massive MIMO are likely to be closely
spaced, leading to correlation in the channel. Future work can
investigate the impact of spatial correlation on massive MIMO
performance, especially the comparison between collocated an-
tennas and distributed antennas. Our initial results along these
lines are found in [27]. In this paper, we consider only the MRC
receivers on the uplink and the MF precoder on the downlink.
Thus, another interesting topic is to analyze the performance in
when other types of receivers/precoders are used. Finally, fu-
ture work can investigate the use of more complicated channel
predictors to overcome channel aging effects.
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