This paper presents a statistically based method for spotting target words in documents. The crux of the method is the representation of a word by a spatial (planar) point process evolving on a regular lattice of coordinate pairs. This is accomplished by extracting the coordinate pairs, i.e. pixel locations, where the binary bitmap values of the word are non-zero. With this representation the word is completely determined by the spatial intensity function, i.e. the unnormalized spatial probability density function, associated with the extracted set of coordinate pairs. In this work, we use a finite number of moments of the intensity function to characterize the word. Location and scale invariance is obtained by transforming the coordinate pairs to have zero mean and unit variance. Finally, optimal detection strategies are applied to the moments to make the decision.
INTRODUCTION
Given a document, it is frequently desirable to know whether the document contains a certain word or set of words [l, 21. It would be useful if this process could be automated and work reliably on documents with different fonts, font sizes, and noise contamination, e.g. in faxed documents. This paper proposes a statistical method for doing this based on applying optimal detection strategies to a set of moments of the spatial intensity function associated with locations of non-zero valued pixels in the image. Throughout this paper we assume that individual words in the document have been isolated and placed in a rectangular window of specified length and width. Let W = W ( g ) be the image of a word where g = (21, ZZ)* is a spatial variable which indexes over the n non-zero pixels of the bitmap image, here assumed to lie on a regular lattice. As a first step we would like to find some transformation of the data that would give us location and scale invariance for an isolated word. This is accomplished by using the following spatial point process representation of a given word:
where {gt}gl are the spatial locations of pixels over which W is non-zero, and U@) is a 1 , 0 valued rectangular function taking the value 1 on a square pixel at the origin within the rectangular window. Note that the coordinate pairs gi and the integer N will vary depending on the particular word, the font, and any noise contamination. Hence {gi}E1 is properly modeled as the realization of a random spatial point process {&}El with intensity function X(g). The intensity function can be viewed as an unnormalized probability density of the coordinate pairs and is completely characterized by its set of spatial moments = E[X$'Xl], p , q = 1 , 2 , . . .. The first order marginal moments (means) [ p l ,~, p0,lIT give the mean location of the word within the rectangular window while the centered second order marginal moments (variances) ing the means from the pairs {&}i and dividing by the square root of the variances we obtain a representation of the word which is invariant to scale (font size) and translation (spatial position). Given only a small set of the moments of these invariant coordinate pairs we can effectively discriminate between different words using detection techniques explained below.
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SPATIAL MOMENT ESTIMATION
To illustrate, consider the four words shown in Figure 1 . Note that 2% and 2% each represent the same word in a different location and a different font size. However since we have normalized each of them to have the same mean and the same variance they should have identical moments. On the other hand, si and y. also have the same mean and variance, but since th-& represent different words, the higher order moments will not be identical and they can be discriminated. We will perform discrimination based on empirical estimates of the centered and normalized moments:
where p > 0 and q > 0. We also tried using unnormalized moments, however experiments indicated that the normalized moments provided better discrimination performance.
To illustrate, we calculated four different normalized moments, m l , l , mz,1, m1,2, and m3,1, of the words "van" and "vax" in seven different font sizes. The four moments were calculated for each of the fourteen words and are shown in Figure 2 . For comparison purposes, each column of Figure 2 is scaled linearly so that the moments range from zero to one. From the figure, it can be seen that moments m1,l and m3,1 discriminate between the two words quite well while moments m2,1 and m1,2 do not discriminate as well. Of course, for a different pair of words, a completely different set of moments could provide the best discrimination. In this paper we will construct an optimal test function for word spotting which is based on all available moments. Figure 2 : Comparison of the moments for the words '(van" and "vax". In each column, the seven "x" represent seven font sizes of "van" and the seven "0" represent the seven font sizes of ' ' v~x )~.
OPTIMAL DETECTION STRATEGY
In this paper we focus on the simple problem of distinguishing two words, "van" and "vax" in additive noise, independent of their font size and spatial location. In particular, define the two composite hypotheses Ho : van + nozse and HI : vax + noise.
Should it exist, the best test of these hypotheses would be a function of the statistical distribution of the measured spatial point process and would attain the highest possible probability of detection (power) P(decide H I IHl true) subject to any user-specified level of false alarm P(decide H1JHo true). However, the statistical distribution of the spatial point process is difficult to estimate and we will instead focus on constructing a test based on the empirical moments of the point process as described above.
Motivated by the fact that the estimated moments are computed as sums of a large number of binary random variables, we propose the model that over the ensemble of all font sizes the vector of estimated moments m is a Gaussian random vector with unknown mean p and covariance matrix K . We thus have the equivalent set of (szmple) hypotheses for testing "van" (Ho) The most powerful test between Ho and HI is the likelihood ratio test which simplifies to comparing the difference between two quadratic forms to a threshold:
Here y is selected to ensure a given level a of false
NUMERICAL RESULTS
The test (3) was used to discriminate between the word classes {"van" in 13 font sizes} and { "vax" in 13 font sizes}. A 20% level of salt-and-pepper noise was added, i.e. on average one in five pixels were flipped from 1 to 0 or 0 to 1. Two realizations of the noisy bitmaps for "van" and "vax" in 12 point font (images are not to scale) are shown in Figure 3 .
To estimate the mean vectors and covariance matrices, we used a training set of 13 different font sizes for each word class. Each word was combined with 20 independent noise realizations for a total of 260 realizations per word. Subsequently, for each realization, a vector of sample moments:
was estimated by using sample means to estimate mp,n as defined in equation 2. The sample mean vectors, and kl, and sample covariance matrices, KO and K1, were then computed for each word class and substituted into the test statistic 3. The performance of any detector is completely characterized by the receiver operating characteristic (ROC) curve which is the plot of P(decide HIIH1 true) against P(decide HllHo true) (denoted P(detection) and P(fa1se alarm) in Figure 4 ) [3] . To compute the ROC curve for the detector we used 13 different font sizes of "van" and "vax", each with 52 unique realizations of the 20% salt-and-pepper noisecorresponding to a total of 676 realizations for computing estimates of the probability of false alarm and the probability of detection for each threshold, y. From Figure 4 it is seen the detector does not show significant improvement as the number of moments is increased from one to three. The reason for this is that the moments m2,1 and m1,2 are not useful for distinguishing LLvan" and "vax" as shown in Figure 2 . When moment m3,1 is added, there is significant improvement since this moment discriminates "van" and "vax" very well.
CONCLUSIONS AND FUTURE WORK
This paper presents a method based on higher order moments for spatial point processes for detecting words in low SNR which is robust to changes in font size and spatial location. The detection scheme presented here uses the noisy images without any preprocessing. Median filters and other methods could be used to reduce the amount of noise in the image, but in situations with a very low to signal to noise ratio (SNR), these preprocessing methods become less effective. Since this scheme works well on the unprocessed images in low SNR, this is where it will have the greatest advantage. Another issue that needs to be addressed is the separation of the noisy words in a document. Here we have assumed that the words have already been separated into individual bitmaps. This may not be an 1, 2 , 3, 4 , 6, 8, 10, 12, and 18 moments. On the right are curves for just 2, 6, 12, and 18 moments.
easy problem and needs to be investigated. IEEE Trans. on Pattern Anal. and Machine Intell., vol. 9, no. 2, pp. 274-288, Mar, 1987 . It will be important to investigate detector perfor-mance in lower SNR under more challenging types of noise such as fax noise. Other useful, but difficult, additions to this method would be to make the detector
