ABSTRACT Underwater optical wireless communication (UOWC) has been widely advocated as a viable way to satisfy these high-speed links constraints in the marine medium through the use of the visible spectrum. Nevertheless, UOWC faces several limitations, such as the path-loss due to the absorption and scattering phenomena, caused by underwater particles. Thus, quantifying this path-loss is of paramount importance in the design of futuristic UOWC systems. To this end, several approaches have been used in this regard, namely the Beer-Lambert's law, Monte Carlo simulation, as well as radiative transfer equation (RTE). This last mentioned evaluates the optical path-loss of the light wave in an underwater channel in terms of the absorption and scattering coefficients as well as the scattering phase function (SPF). In this paper, an improved numerical solver to evaluate the time-dependent RTE for UOWC is proposed. The proposed numerical algorithm was improved based on the previously proposed ones, by making use of an improved finite difference scheme, a modified scattering angular discretization, as well as an enhancement of the quadrature method by involving a more accurate seven-point quadrature scheme in order to calculate the weight coefficients corresponding to the RTE integral term. Importantly, we applied the RTE solver to three different volume scattering functions, namely the single-term Henyey-Greenstein (HG) phase function, the two-term HG phase function, and the Fournier-Forand phase function, over both Harbor-I and Harbor-II water types. Based on the normalized received power evaluated through the proposed algorithm, the bit error rate performance of the UOWC system is investigated in terms of system and channel parameters. The enhanced algorithm gives a tightly close performance to its Monte Carlo counterpart by adjusting the numerical cumulative distribution function computation method as well as optimizing the number of scattering angles.
concept evolved remarkably, so as to enable the concretization of several critical commercial and military applications and services [4] . In particular, wireless communication nodes such as wireless sensors, floating buoys, and submarines require reliable links with higher data rates in order to fulfill communication requirements and exchange a relatively huge amount of data [5] .
Optical wireless communication (OWC) is an emerging technology that received considerable attention lastly, as a promising key-enabling technology for high-speed terrestrial and underwater communications [3] . It consists of transmitting the information signals in the form of light conical beams using LED or laser devices through either the free space; i.e. visible light communication (VLC), free space optics (FSO), or the underwater medium (UOWC) [6] , [7] . Due to its great potential for providing a tremendous amount of bandwidth, high security as well as immunity to interference, OWC is the most advocated solution in providing a lowlatency communication link with data rates of tens of Gbps over moderate distances [8] .
Generally, light propagation in the marine medium is corrupted by three main phenomena: Stochastic phenomena, namely (i) turbulence-induced fading due to sea movement as well as temperature and pressure inhomogeneities [3] , (ii) pointing errors due to transceiver motion [2] . On the other hand, (iii) path-loss is a deterministic phenomenon affecting light propagation caused mainly by photons absorption and scattering, representing the two major inherent optical properties (IOP) that quantify light power loss [9] . Absorption is the process where the photons lose their energy by conversion into another form such as chemical or heat, while scattering indicates the photons direction change due to the light interaction with the medium particles and molecules [9] . That is, the greater the scattering and absorption coefficients, the severer the power loss in the medium.
Several approaches in the literature have been proposed to analyze and predict the total light power path-loss in the marine medium. Beer-Lambert's law is a deterministic approach, and it is the simplest model applied to evaluate the optical loss [2] . Indeed, it considers an exponential decay of the received light intensity as a function of the propagation distance, attenuation coefficient, defined as the sum of absorption and scattering coefficients, as well as source intensity. However, its main drawback lies in assuming that the scattered photons are completely lost, while in fact, some of them can still be captured at the receiver after multiple scattering, and therefore the received power is underestimated [10] . On the other hand, Monte Carlo simulation method is among popular numerical approaches to evaluate the optical path loss in underwater medium. It is a probabilistic method that emulates underwater light transmission loss by transmitting and tracking the propagation of a huge number of simulated photons [11] , [12] . Its main benefits lie in its easy implementation in computation platforms, as well as its acceptable accuracy often. However, its main limitation lies in the errors related to the random values generators as well as its longrunning time [2] .
Within the past few years, the use of radiative transfer equation (RTE) has attracted significant attention in the fields of optics for biomedical imaging [13] . In particular, it is considered as a deterministic solution for describing light propagation in multiple absorbing and scattering medium (e.g., fluids, underwater environment), in terms of the medium IOP, such as absorption and scattering coefficients as well as the scattering phase function (SPF). Interestingly, this last-mentioned defines the scattering power distribution over the various directions in the propagation medium. In this regard, the single-term Henyey-Greenstein (STHG) function has been widely adopted as an analytical model for highly peaked forward scattering environments [10] . Nevertheless, due to the inaccurate fitting of the STHG phase function with scattering measurements for most of the realistic marine environments, the two-terms Henyey-Greenstein (TTHG) and the Fournier-Forand (FF) phase functions have been advocated as analytical models for the underwater SPF modeling.
Even though the RTE is already more than a century old, very few works along this period involved this equation for evaluating the light power loss in various scattering mediums, since it is enough complicated to solve the integrodifferential RTE analytically. Actually, various numerical approaches have been used for this purpose, namely [10] , [14] , [15] , and [16] . In [14] , a numerical approach to solve the time-dependent (TD) RTE using the finite difference equation and the discrete ordinate method (DOM) was proposed. This last-mentioned consists of discretizing the angular and spatial coordinates uniformly into finite equally spaced points. Interestingly, trapeze quadrature method was used to solve the RTE integral term. The authors in [15] deployed another numerical approach for solving the steadystate time-independent (TI) RTE, based also on the DOM and the upwind finite difference scheme for the partial derivatives, as well as using the 3-points Simpson's quadrature method to solve the integral term. In [10] , an improvement was made related to the numerical proposal in [15] , where an optimal non-uniform angular discretization through the Lloyd-Max algorithm [17] is proposed. Furthermore, the Gauss-Seidel iterative method was involved to solve the fully discretized system of linear equations. Finally, the proposed solver in [10] was improved in [16] by involving a two-neighbors derivative for space coordinates in addition to involving time derivative, as well as incorporating the 5-points quadrature scheme alongside with the 3-points one. It is noteworthy that the majority of the previous related works dealt with the STHG as an SPF.
In this paper, an enhancement of the numerical TD-RTE solvers developed in [10] and [16] is investigated. Distinctly to these aforementioned solvers where the 3 and 5-points quadrature schemes were applied to neighbor scattering angles, which is inaccurate, we involve in this paper the 7-points quadrature scheme, which we apply to infinitesimally small subintervals. Additionally, the scattering angles VOLUME 7, 2019 discretizing algorithm used in the two aforementioned works was modified. The main contributions of this paper are highlighted as follows:
• The 3 and 5-points quadrature methods used in [10] and [16] , respectively, are adjusted by involving the 7-points rule given by the Newton-Cotes formula. The quadrature method aims at determining the weight coefficients in order to compute the integral term of the TD-RTE. Distinctly from [10] and [16] , where the above-mentioned quadrature schemes were applied to neighboring scattering angles, which is an inaccurate approach since the step between two angles is relatively great, we propose to apply this interpolation method to the discretized infinitesimally small subintervals within the interval between two successive scattering angles.
• Distinctly from [10] and [16] , the mean squared error (MSE) based algorithm, used for the scattering angles discretization, is modified. In particular, the updated version in this paper relaxes the symmetric scattering distribution considered previously. Furthermore, the receiver's field of view (FOV) has been discretized in a similar manner to the scattering angles.
• As performed in [16] , a more accurate finite upwind difference scheme, incorporating two neighbor points, is involved.
• In addition to applying the TD-RTE solver to the classical STHG function used in [10] and [16] , the TTHG and FF phase functions are also adopted as SPFs in this work.
• Monte Carlo simulation provided in [11] was updated, by modifying the numerical cumulative distribution function (CDF) computation as well as optimizing the number of generated scattering angles for each subinterval of two successive distances.
• The bit error rate (BER) performance is analyzed, based on the evaluated received power, as a function of propagation time and distance as well as the system and channel parameters.
• The numerical RTE results are compared with their Monte Carlo (MC) counterparts, performed based on the proposed simulation algorithm in [11] . Furthermore, the proposed numerical RTE solver and MC simulation complexities are compared in terms of computation time.
• Matlab codes for the developed RTE Solver are presented at the end of the paper [18] . In this context, the remainder of this paper is organized as follows: Section II presents the UOWC system model as well as the improved TD-RTE solver. A numerical application of the derived results is shown in Section III. Section IV concludes the paper with some future directions.
II. SYSTEM MODEL
The light propagation on the three-dimensional space is affected mainly by two main phenomena: (i) Absorption by which the photon energy is converted into another form, (ii) and scattering is described as the light interaction with the medium particles and molecules. As depicted in Fig. 1 , the incident power P I , propagating toward the direction − → n , undergoes absorption and scattering in a volume element V with width r, with P A and P S denote the absorbed and scattered amounts of power within V , respectively. A portion of the incident power, denoted P T , will conserve the propagation direction of the incident wave. Following the energy-conservation law, one obtains
The wavelength-dependent absorption and scattering coefficients, measured in m −1 , are defined as [2] 
and
where λ being the operating wavelength. The total attenuation coefficient c (λ), measured in m −1 , is defined as the sum of the absorption and scattering ones as
In the sequel, we will assume a fixed wavelength. Thus, the absorption, scattering, and attenuation coefficients are fixed.
It is known that the instantaneous light radiance is the solution of the three-dimensional TD-RTE given as [9] , [14] 1 v
where
• L(t, r, ϑ, ) denotes the light radiance at position r from the source, and at time t propagating toward direction − → n in W /m 2 /sr. It is defined as the amount of power at distance r and time t, per unit of surface and per unit of solid angle.
• S (t) being the directed light source radiance at time t in W /m 3 /sr. It is defined as the radiated power density per unit of volume per unit of solid angle.
• β ,ϑ, , ϑ is the volume scattering function (VSF), representing the probability density function (PDF) of the scattered power between two directions − → n and − → n , represented by the angles ( ,ϑ) and , ϑ , respectively.
• ∇ is the divergence operator.
• v being the light celerity in the underwater medium. 
The VSF β ϑ, ϑ is related to the SPF β φ as [2] β ϑ, ϑ = b β φ ,
where φ denotes the scattering angle between the two directions − → n and − → n . The scalar product of the scattering vector − → n with unit vectors − → e x , − → e y is given by, respectively
where ϑ and ϑ are defined as the angles between the x-axis and the propagation and scattering vectors − → n and − → n in the XOY plane, respectively.
A. SINGLE TERM HG FUNCTION
A popular analytical model for representing anisotropic propagation of light is the two-dimensions (2D) single term Henyey-Greenstein (STHG) SPF given as [15] 
where g accounts for the scattering strength, i.e., isotropic scattering is defined for g = 0, while as g tends to 1, a peaked scattering scenario is presented. Interestingly, it has been shown that the value g = 0.93 represents an accurate approximation for the angular distribution of scattered light in the majority of water types [2] . The backscattering ratio, defined as the fraction of light scattered in the backward direction out of the total scattered light, can be expressed for the STHG SPF in terms of scattering strength g as [19] B p = 1 − g 2g
B. TWO TERMS HG FUNCTION
Due to the inaccurate fitting of the STHG phase function with measurements at small and large scattering angles, a linear combination of Henyey-Greenstein phase functions is sometimes used to improve the fit at small and large angles. The TTHG phase function is given as [20] 
where g 1 and g 2 stands for scattering strength parameters related to the STHG SPF, over the forward and backward scattering angles, respectively [20] , and α is a weighting factor between 0 and 1, representing the relative contribution of the forward and backward scattering terms. The relationship between the abovementioned parameters and the backscattering ratio B p is given as
C. FOURNIER-FORAND FUNCTION
The Fournier-Forand (FF) function is among other SPFs that have been proposed as an alternative to the STHG and TTHG, in hydraulic optics as well as in underwater optical environments [9] . The two parameters FF phase function, introduced in [21] , has a more complex analytical form compared to its STHG and TTHG counterparts. Nevertheless, it depends only on two parameters and has higher accuracy into modeling quasi all realistic underwater phase functions. The FF SPF is expressed as [21] , [22] 
where n p is the real refraction index, and µ denotes is the slope parameter of the hyperbolic distribution, with 3 ≤ µ ≤ 5, and
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with δ z being δ evaluated at φ = z. B p for the FF SPF can be expressed as
D. OPTIMAL SCATTERING ANGLES: IMPROVED ALGORITHM
In [15] , the authors used the uniform discrete ordinate method, based on discretizing the angular space of propagation into discrete equidistant directions. However, this approach seems accurate only for isotropic scattering environments (g = 0) and presents some inaccuracies for highly peaked forward scattering waters [1] , [10] . Considering the TTHG and FF functions in addition to the STHG one, where the angular directions of light propagation range in the interval [0, 2π], the angular space is discretized into K unequally spaced directions φ k , as shown in Fig. 2 , minimizing the following mean squared error [10] 
where d k denote the decision thresholds, X denotes either STHG, TTHG, or FF, while , φ denotes either g, φ , α, g 1 , g 2 , φ , or µ, n p , φ , respectively.
In order to minimize the MSE of the above function, we must satisfy the two following conditions
The non-uniform scattering angle discretization process is depicted in Algorithm 1. As a first step of the algorithm, the scattering angles are initialized by a uniform sampling in the [0, 2π] interval on K discrete directions, in order to evaluate the thresholds d k in the first iteration as shown in (21) . Then, for a given SPF among the three aforementioned in (10)- (16), new values of d k are computed at each iteration using (21) , based on which φ k values are updated using (22) . The process is iterated until reaching optimal φ k values.
Algorithm 1 Optimal Scattering Angles
using (10), (12), (16), and (22), for 1 ≤ k ≤ K ;
In this paper, the Lloyd-Max algorithm, used in [10] and [16] that provides optimal angles through MSE criteria was modified. The angular discretization in the former version was symmetric with respect to the reference forward direction φ 1 = 0 , while in this updated one, the angular discretization is asymmetric with respect to the x-axis. The reference forward direction φ 1 is chosen as φ 1 = 0, which is more practical as the source beam diverges through a divergent lens, by an initial divergence half-angle of ω. That is, K angles will be computed in this version instead of K 2 , performed in the former one.
The time coordinate is discretized uniformly into equidistant time instants t n (1 ≤ n ≤ N ), t denotes the discretization step between two consecutive time instants t n and t n+1 , while N accounts for the maximal number of time instants, at which the convergence of the TD-RTE solution is attained.
By discretizing (8) and (9), and plugging them as well as the time discretization into (6), one obtains
with
• L k (t n , r) being the time-dependent radiance at position r propagating toward discrete direction φ k .
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• w k,k s denotes the weight terms that substitute the integral term, with k and k s correspond to the discrete angles of propagation and scattering directions, respectively. It is worth mentioning that the coefficients w k,k s in the equation above are obtained through quadrature method, detailed in the next subsection.
E. ACCURATE COMPUTATION OF THE INTEGRAL TERM
In this subsection, in order to solve numerically the integral on the right-hand side of (6) 
where S k s (l) is defined in (25) , as shown at the bottom of the next page, h k s = φ ks M denotes an infinitesimally small quadrature discretization step, φ k s is the difference between the angles φ k s and φ k s +1 , and M is the number of discrete points within this area, assumed to be the same for all subintervals of scattering angles. β X , φ is the PDF of the scattered photons, its integration over 2π equals 1. Then, it follows from the equation above that all the terms w 1,k s should be normalized by
The remaining terms w k,k s can be calculated using the formula [10] 
One can remark clearly from (25) In fact, the area delimited by the function's curve and the φ −axis was divided in successive areas. Indeed, as represented in Fig. 3 , the area A l delimited by the interval
recomputed in the case of 7-points' interpolation by three terms on the left, i.e., S k s (l − 1), S k s (l) and S k s (l + 1) as well as by three terms on the right namely, S k s (l + 2), S k s (l + 3), and S k s (l + 4). Therefore, each of these terms is scaled by the same factor 1/6 to get the exact area rate. Explicitly, we have Areas rates for the adopted quadrature scheme, using the computation on 2, 3, 5, and 7 points calculated at terms , respectively, so as to fill the whole area delimited by the φ axis and the function's curve.
Remark 2: It is worthy to mention that this quadrature scheme was applied up only to 5-points quadrature scheme equivalently in [16] as depicted in Fig. 4, by 
F. FINITE DIFFERENCE EQUATION
As a third step of the process, and in order to solve the spatial derivative terms in (23), the upwind finite difference equation is involved.
The area between the transmitter and the receiver is divided into I grid points horizontally and J grid points vertically.
It is noteworthy that in order to improve the computation accuracy of the upwind finite difference scheme used in [14] , we involve one more point in each formula.
The Taylor-series development of the radiance function L i,j,k (t n ) near the four neighbor points (i±1, j), (i±2, j) close to (i, j), with i = 1, . . . , I and j = 1, . . . , J , is given by
In a similar manner, the same development is performed at the points (i, j ± 1), (i, j ± 2).
By performing some algebraic manipulation on the equations above, and using the same reasoning likewise for the other cases of ξ k , η k , improved finite difference formulas are obtained as
where x and y stand for the discretization steps in the x and y axes, respectively.
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Regarding the time derivative, the forward Euler difference formula was used as [14] 
with t being the discretization step for the time coordinate. By plugging the partial derivatives (30), (31), and (32) into (23) , and performing some manipulations, we obtain the recursive equation (33), as shown at the bottom of this page.
It is noteworthy that the above equation depicts the recursive numerical solution of the proposed TD-RTE solver for the instantaneous light radiance, in terms of the system and channel parameters, namely the source radiance, the discretization steps in space and time coordinates, the number of directions, scattering and absorption coefficient, and light celerity in the medium as well.
Without loss of generality, we consider a point source with constant power over time S 0 , defined at a specific point in the transmitter plane, i.e., 1, I −1 2 + 1 . In practice, the total transmit power is radiated in the form of a collimated beam, through a divergent optical lens with a certain focal length f with an associated divergence half-angle ω, so as to produce a divergent beam [11] . f and ω are related as
with x 0 being the beam waist radius at the lens as shown in Fig. 5 . In this case, the source radiance equals to the ratio between the source power and a circular surface of radius x 0 and to the divergence angle 2ω.
Remark 3: It is worthy to mention that by neglecting the radiance variations over time i.e.,
∂L i,j,k (t) ∂t = 0 , the light radiance L i,j,k (t n ) becomes
time-independent. That is, the TD-RTE equation in (33) becomes TI-RTE expressed as
where l denotes the solution iteration index.
G. RECEIVED POWER CALCULATION
In our analysis, the receiver is placed on the YOZ plane.
Knowing that the calculated radiance is performed in the XOY plane, the received power is calculated by summing up the light radiance at grid points in the receiver plane perpendicular to the x−axis (i.e., YOZ plane). Without loss of generality, we assume that the receiver aperture placed at the receiver plane is divided into y 2 −equidistant circular surfaces, being defined as [10] 
where L denotes the number of the circular surfaces within the receiver aperture given in terms of the receiver aperture of radius R L = R y .
Let φ p , with 1 ≤ p ≤ P, denotes the difference between two directions φ p and φ p+1 within the receiver FOV in the XOY plane, discretized in the same way as the scattering angles following equation (21) and (22), with P denotes the total number of discrete directions within the receiver FOV. Without loss of generality, the radiance within the angle interval delimited by φ p in XOY plane, is assumed to be constant. By considering also symmetric scattering in the elevation direction, the surface power density is uniform within each elementary circular surface within the receiver aperture. Therefore, the total received power can be expressed as [10] 
Thus, Algorithm 2 depicts the power computation process. As an initial step, optimal non-uniform scattering angles
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Algorithm 2 RTE Power Computation
• Computing the quadrature terms w k,k s for k, k s ∈ [1, K ] using (25) and (26);
. . , K , and n = 1, . . . , N ;
• Evaluate the total received power P r (t n ), using (38) ; end discretization is performed using Algorithm 1, where these angles will be used to compute the quadrature terms w k,k s so as to evaluate the integral term in (6), using (25) and (26). Afterwards, a uniform space discretization on the x and y axes as well as time discretization are performed, based on which the radiance L i,j,k (t n ) at a given point, time instant and direction is computed. At the receiver side, given a discretized aperture surface and a receiver FOV, the collected power is computed at the receiver aperture, as a function of time, based on the evaluated radiance in the receiver plane.
It is worthy to mention that the Matlab code of Algorithm 2 for the RTE resolution and power computation is presented in Appendix, as well as in [18] .
III. BER PERFORMANCE OF UOWC
In this section, and based on the derived results, we investigate the bit error rate (BER) performance of the underwater optical wireless communication system subject to absorption and scattering, in terms of channel and system parameters.
A. SIGNAL-TO-NOISE RATIO
The instantaneous signal-to-noise ratio (SNR) at the output of a receiver employing the direct detection technique, in the presence of thermal and shot noise, is expressed as [7] , [16] , [24] 
B. BIT ERROR RATE
The BER of a communication system employing On-Off Keying (OOK) modulation scheme, with respect to a received SNR is defined as [7, Eq. (4.24) ] 
IV. PERFORMANCE AND COMPLEXITY EVALUATIONS
This section presents the evaluation performance of the proposed TD-RTE solver in terms of computation accuracy as well as complexity. The TD-RTE results are given in three dimensions (3D) as a function of the propagation distance as well as time instants, while the TI-RTE results are shown in two dimensions (2D) versus the distance. The respective MATLAB codes of the proposed RTE solver are available in [18] . and T e were taken from [24] . The respective Monte Carlo results were performed based on the simulations provided in [11] . In this regard, the CDF numerical computation in this last-mentioned was modified in order to evaluate the CDF with respect to the generated scattering angles accurately. Furthermore, the number of generated angles was adjusted as a function of the propagation distance.
Figs. 6 and 7 depict the TI-RTE normalized received power results over time versus the distance and the number of points M , over Harbor-II and Harbor-I, respectively, assuming STHG SPF. Actually, determining the number of discrete points M within each interval [φ k s , φ k s +1 ] is of paramount importance to improve the accuracy of the proposed RTE solver. Particularly, we depict the RTE solver behavior using the considered quadrature schemes, namely 3-points, 5-points, and 7-points schemes. One can remark clearly that the curves corresponding to 3-points and 5-points schemes converge to the exact solution by increasing the number of discretization points M (lower discretizing step h k s ) within each surface [φ k s , φ k s +1 ] (i.e., M = 50 for 3-points, and M = 40 for 5-points), while for the 7-points scheme, the convergence needs a lesser number of points than for the 3-points and 5-points schemes (i.e., M = 7). In terms of computation complexity of the adopted quadrature schemes, Table 1 shows the evaluation time in seconds of the implemented 7-points quadrature scheme, for various values of the scattering angles number K , compared with the 3 and 5-points schemes developed in [10] and [16] , respectively. These last-mentioned schemes were adapted similarly as performed to the 7-points scheme, where they were applied for infinitesimally small sub-intervals between two successive scattering angles. Additionally, the respective number of points M within each subinterval of two successive scattering angles is taken as M = 7, 40, and 50 for the 3, 5, and 7-points schemes, respectively. Interestingly, it can be noticed that the 7-points scheme is 8-20 ms less than its 3 and 5 counterparts. In fact, the higher the number of points M , the greater the computation time needed. Furthermore, one can ascertain that the time consumption increases slightly as a function of K for the aforementioned schemes. Additionally, it can be obviously seen that the total consumed time slightly differs between the 3 schemes. In fact, since the quadrature weight coefficients are calculated once and outside the main loops (i.e., i = 1, . . . , I ; j = 1 . . . , J ; k = 1, . . . , K ; n = 1, . . . , N ), the computation time is not impacted significantly.
Figs. 8-10 depict the TD-RTE normalized received power result versus distance and time, for Harbor-I, in three dimensions, taking into account the considered SPFs (STHG, TTHG, and FF). One can ascertain that the received power decreases as a function of the distance, i.e., the farther the communication nodes are, the higher the power path-loss is due to water attenuation phenomena. Moreover, we ascertain that at initial time instants, the received power at a given distance is lower initially and starts gradually increasing as a function of time until reaching the convergence level when the received power remains constant in time. Actually, at initial time instants, few photons reach the receiver plane, and consequently, it results in lower received power. More photons reach the receiver side resulting in an increase of the received power versus time.
Figs. 11-13 depict the TI-RTE average normalized received power results over time, in two dimensions, computed by RTE numerical solver as well as the respective Monte Carlo results by considering the adopted volume scattering functions (i.e., STHG, TTHG, and FF). We can notice obviously that the power loss in Harbor-II water type is more significant than the Harbor-I case. That is, the higher the scattering and absorption coefficients are (i.e., (a = 0.187, b = 0.913) for Harbor-I and (a = 0.374, b = 1.81) for Harbor-II), the greater is the path-loss, and consequently, the system performance degrades. For instance, in Fig. 11 , the power-loss reaches −80 dB at a distance of 15m for Harbor-II, while it is around −55 dB for the Harbor-I case at the same distance. Additionally, for Fig. 11 , one can note clearly the close matching between the proposed numerical RTE curves and results considering STHG function, more particularly in Harbor-I water type, while the accuracy for Harbor-II is tight up to a distance 19m, which above it a gap is noticed. On the other hand, the RTE solver proposed in [10] diverges from MC curves, particularly at higher distances for both considered water types, which proves the accuracy of the proposed numerical solver. In a similar manner to the STHG case in Fig. 11 , the path-loss in Figs. 12-13 for Harbor-II medium is more significant than its Harbor-I counterpart. Additionally, MC simulation results show a good agreement with the RTE numerical ones in Fig. 12 for the TTHG case, while a slight difference is noticed again at higher distances for both cases. Importantly, one can notice in Fig. 13 the accuracy of the proposed RTE solver over the FF SPF for Harbor-I case. Fig. 14 presents a comparative plot of the three considered SPFs over Harbor-II water type, where their respective parameters were chosen from [19] and [20] , such as to have the same backscattering ratio B p = 0.0183 (i.e., g = 0.9185, α = 0.9843, g 1 = 0.9809, g 2 = 0.6922, µ = 3.5835, n p = 1.10). It has been shown in [20] that this configuration of parameters yields the best approximation with Petzold's measured SPF over turbid Harbor waters. MC simulations, performed with the same abovementioned set of parameters, are presented also. We can notice in this figure the effect of the adopted SPF on the normalized power. Actually, under the same backscattering ratio value, all the considered SPFs yield close results to their MC counterparts. Additionally, we can notice also that the STHG SPF model least power value.
In Fig. 15 , another comparative plot of the STHG and TTHG phase functions is shown, evaluated over Harbor-II water type through the adopted MC simulations, and the ones provided in [19] . The scattering strength g was set as g = 0.924 of the STHG as chosen in [19] , and α = 0.9854, g 1 = 0.9823, g 2 = 0.6937 for the TTHG SPF, so as to produce a value of B p = 0.0170. We can notice that the adopted MC simulation yields a less path-loss compared to the MC simulation results of [19] , for the STHG case, while this lastmentioned exceeds the adopted MC simulation for distances beyond 13 m. In contrast, for the TTHG SPF, the adopted MC simulation result exhibits a lesser power-loss over the whole distance range below 16 m. This difference is due to the fact that the adopted MC simulation was performed by optimizing throughout the propagation distances the number of discretized scattering angles. Fig. 16 depicts the total time consumption comparison between the proposed numerical RTE solver and Monte Carlo simulation, computed for Harbor-I water type. One can notice clearly the logarithmic increase of the MC scheme time consumption in the log-scale, which corresponds to a linear increase in the linear scale. On the other hand, we remark also that the computation time of the proposed RTE solver as well as the one proposed in [10] remain constant. In addition to this, we can notice that the respective complexities of the proposed RTE solver and the one in [10] are very close, in terms of computation complexity. Importantly, the main outcome of this result is the difference in complexity between the proposed numerical RTE solver and its MC counterpart. That is, the numerical RTE solver can achieve accurate results, with a remarkably reduced complexity compared to MC method.
Figs. 17-22 depicts the BER performance of the communication system in 2D and 3D, based on (40) for both water types, for the considered VSF functions. The 2D curves correspond to the average normalized received power over time. In a similar manner to the power behavior, one can remark obviously that the BER increases as a function of the propagation distance. That is, the greater the propagation distance is, the more important is the pathloss, and consequently, the BER performance degrades. Additionally, the BER decreases with the increase of the received power as a function of the time. Also, Harbor-I water type exhibits a lower bit error rate to Harbor-II one.
V. CONCLUSION
In this paper, an improved time-dependent RTE numerical evaluation algorithm is proposed, in order to solve the radiative transfer equation that quantifies the light propagation loss in the underwater medium. The proposed RTE solver was applied for three types of scattering phase functions namely, the STHG, TTHG, and FF SPFs. Boole's rule given by the 5-points and 7-points Newton-Cotes formula was incorporated as a quadrature method alongside with the two and three points Simpson's method in order to solve the integral term. The upwind finite difference scheme was also improved by adding one more neighbor point. Furthermore, the MSEbased algorithm for scattering angles discretization was modified from [10] , [16] . The received light power was calculated in terms of system and channel parameters, such as propagation distance, time, absorption and scattering coefficient, as well as the number of angles. Based on this result, the BER performance of the considered UOWC system was analyzed in terms of the system and channel parameters. The proposed RTE numerical solver and Monte Carlo simulations have been compared in terms of tightness and complexity, where the results present a good agreement between RTE and MC results. Furthermore, the results show that the proposed solver has significantly less complexity compared to its MC counterpart. Matlab codes of the proposed RTE solver have been presented. From another perspective, we can conclude also by these results that the path-loss in underwater communication systems is significantly high, where the power-loss can reach around -55 dB for Harbor-I and -80 dB for Harbor-II water type, at a distance of 15 m, as depicted in Fig. 11 . Consequently, the respective BER is very high. To this end, several solutions and recommendations can be advocated in this regard so as to make UOWC more reliable, namely: channel coding techniques, multi-hop relay-based UOWC, as well as laser and aperture diversity by leveraging optical multiple-input-multiple-output (MIMO) setups. On the other hand, the underwater link presents other impairments such as pointing error loss and turbulence induced fading, which should also be included in the overall UOWC channel modeling. The evaluation of UOWC path-loss is of paramount importance for quantifying the system's link budget which is very useful in the design of futuristic UOWC systems. Such systems can enable the deployment of various high-speed applications, such as underwater disaster recovery, military applications, and oil monitoring.
A potential extension of this work is considering the turbulence effects due to the dynamic change of the pressure and temperature in the marine medium, as well as taking into account the pointing error impairment.
APPENDIX MATLAB CODE FOR THE PROPOSED RTE SOLVER
See Algorithm. 
