Abstract Commonly addressed problem in intrusion detection system (IDS) research works that employed NSL-KDD dataset is to improve the rare attacks detection rate. However, some of the rare attacks are hard to be recognized by the IDS model due to their patterns are totally missing from the training set, hence, reducing the rare attacks detection rate. This problem of missing rare attacks can be defined as anomalous rare attacks and hardly been solved in IDS literature. Hence, in this letter, we proposed a new classifier to improve the anomalous attacks detection rate based on support vector machine (SVM) and genetic programming (GP). Based on the experimental results, our classifier, GPSVM, managed to get higher detection rate on the anomalous rare attacks, without significant reduction on the overall accuracy. This is because, GPSVM optimization task is to ensure the accuracy is balanced between classes without reducing the generalization property of SVM.
Introduction
IDS is a system that monitors every network behaviour of the protected infrastructure and produces alarm if any violation of policies or malicious network activities are detected. In One major interest in IDS research is to improve the detection rate of rare attacks. However, new attacks rapidly emerge due to the methodology of the attacks that becoming more sophisticated every day. As a result, some of the rare attacks patterns are not defined in the training model, regardless of either anomaly or misuse IDS based model. We defined this issue as anomalous rare attacks problem.
Consequently, several machine learning techniques have been employed into the IDS design strategies in order to improve the rare attack detection rate, such as preprocessing strategies [1, 2] and learning algorithm based strategies [3, 4] . However, some of the previous works only try to improve the overall detection rate without considering the IDS performance on detection rate of rare attacks. In addition, previous work also do not cater the anomalous attacks behaviour which is largely due to the attacks methodology becoming more sophisticated.
For example, NSL-KDD [5] is one of the IDS benchmark dataset that can been used to evaluate the IDS performance. Briefly, NSL-KDD has been proposed to solve several issues in the original KDD'99 dataset [6] such as removing redundant and duplicate records from both training and validation set in order to prevent a classifier from giving a biased IDS model. Both dataset comes with its own training and validation set. However, we have observed the problem of rare attacks behaviour has never been the main focus in literature. This is because, previous research works did not use the validation set provided by each dataset to evaluate the IDS model [7] [8] [9] in a distinctive process. Figure 1 illustrates the non-distinctive process that is widely used in previous research works on IDS.
There are two reasons why validation set was not used in previous research works. The first one is due to the attack distribution in each set is extremely different. Table 1 shows each class (normal and attacks) distribution for both sets. The second one is because some of the attacks in validation set are not defined in the training set. Table 2 tabulated all the attacks that are defined in training and validation set together with some attacks that are missing in training set. Basically, the IDS performance will be reduced significantly because of those two reasons. Fig. 1 The validation set is derived from the similar dataset that produces the training set, hence the nondistinctive process in dataset preparation. Thus, both training and validation set has similar prior knowledge of each other Hence, in this letter, we are trying to solve these two main problems. The first one is to improve the detection rate of rare attacks. The second one is to ensure the IDS model can be used on unseen attacks, especially rare attacks, that are not defined in training set result in a different attacks distribution between training and validation set. Both of these problems can be generalized as anomalous rare attacks detection problem.
In order to solve this problem, we are proposing a new classifier, which is based on support vector machine (SVM), by introducing a new post-SVM optimization algorithm in order to improve the IDS detection rate on rare attacks, based on NSL-KDD dataset, without significantly sacrificing the overall accuracy and can be generalized on unseen data that having different inputs and attacks distribution. We do not introduce or use any preprocessing techniques such as resampling or dimensionality reductions strategies as it will change the distributions and the characteristics of the data.
This letter is organized into six sections. Section 2 explained in detail some of the techniques that are used for modelling rare attacks and discussed why the proposed techniques in the literature are not viable enough to solve the previously mentioned problem. Section 3 discussed the proposed classifier, which is called GPSVM. Section 4 described the exper-imental research design. Experimentation is carried out in Sect. 5 in order to compare the GPSVM performance with several other classifiers and recent techniques in developing an IDS model based on NSL-KDD dataset. Finally, conclusions are drawn in Sect. 6.
Previous Approaches on NSL-KDD Dataset Classification Task
In literature, most recent approaches are towards on reducing the dimension of the data prior to classification task, which significantly reduces the complexity of the dataset and thus reducing the computational cost, especially when performing classification task.
Authors in [1] proposed to use information gain to select the best features prior to classification task with SVM [10] . Other [11] suggested to use correlation based feature selection method [12] to extract important features prior to classification task with Naïve Bayes. Despite of that, their proposal do not specifically treat rare attacks. Thus, some have proposed to reduce the dataset attributes according to its importance in defining each attack [2, 13] .
In addition, the use of resampling technique has been investigated in order to improve the classifier awareness on rare attacks (R2L, U2R). One of the popular resampling method is known as Synthetic Minority Over-sampling Technique (SMOTE) [14] . SMOTE, together with feature selection technique has been proposed to improve the detection rate on rare attacks [15] . However, any resampling method has a risk of introducing a bias into the classification process due to the change of inputs and attacks distribution. For instance, the new synthetic data might be redundant, whereas removing important data might leads to poor classification performance.
Another but not so popular approach is to develop a new learning algorithm in order to model the NSL-KDD dataset. By developing a new learning algorithm, there is no need for one to change or modify the characteristic of the data. Hou and Zheng [3] developed an IDS model based on the combination of Multilayer Perceptron and SVM. In [4] , the authors have proposed a classifier based on back propagation neural network and decision tree. However, both of those techniques shown poor detection rate on rare attacks.
As mentioned before, previous works do not cater problem of anomalous rare attacks when modelling an IDS system. This is because, their validation methodologies are either based on stratified k-fold cross-validation or by splitting the training set into two set of data for training and validation process, which is derived from the same distribution, and having similar prior knowledge of each other, even though NSL-KDD do come with its own validation set.
Proposed Classifier
Instead of manipulating or changing the properties of training data, our approach is centered around the classification stage-such that there is no preprocessing techniques, for instance, resampling and dimensionality reduction tasks are performed on the dataset-to solve the imbalanced classification problem with different distribution of training and validation (unseen) data. The proposed classifier, GPSVM as it is called, is shaped by two learning algorithms which are SVM and GP. In the meantime, usage of decision tree (DT) is implemented to reduce the GPSVM decision function complexity.
Support Vector Machine
Consider we have a binary classification problem represented by a dataset of instance-label pairs (x i , y i ), i = 1, . . . , l where x i ∈ R n , each x i is a n-dimensional vector and y i ∈ {1, −1}, a standard l 1 -SVM learns a decision function that separates two classes with lowest misclassification rate. SVM requires the solution of following optimization problem:
where w is the normal of the separating hyperplane, parameter C is a predetermined parameter that control the bias-variance trade off, ξ is the vector of slack variables and b is the bias term of the separating hyperplane. Previous optimization problem can be solved in dual form such as:
where K x i , x j is one type of kernel that map data from input space to feature space. The solution of this optimization problem will be in the form of w 0 = i α i x i . Finally, the decision function is written as
As shown in Eq. (3), only few samples are required to represent SVM decision function, since most of the α will be zero. Each corresponding of those few point is called support vector (SV). In order to improve the classification rate on minority (positive) classes, a CS-SVM can be applied on the dataset. Henceforth, two cost penalties are introduced into the SVM optimization problem [16] defined in Eq. (1), such as follows:
where C + and C − are the misclassification costs for positive and negative classes.
Genetic Programming
Genetic programming (GP) [17] , one of Genetic Algorithm (GA) derivation, is an optimization technique that can derives solution for many problems automatically. Briefly, a GP program can be represented as follows:
where g t is the current generation, g t+1 is the next generation generated by g o with fitness function f fitness that select the fittest individual from g t . A GP application usually consists of predefined rules or functions contained in a tree. This tree will continue to evolve through various operations such as selection, crossover and mutation, until the termination criterion is satisfied.
Decision Tree
Decision tree is a classifier that uses some selected dataset attributes as its classification model. Consider we have a classification problem represented by dataset X, which is consists of instance-label pairs (x i , y i ), i = 1, . . . , l where x i ∈ R n , such that n is the number of attributes for dataset and y i ∈ Z + which is a class variable Y, a DT classifier will select few attributes from n that minimizes the classification error of X into each y i . The impurity function depends on the DT learning algorithm. In this research, CART [18] have been chosen as the filtering method for each solution generated by GP.
GPSVM
Our proposed algorithm can be divided into four sequential parts such as follows:
1. Generate a new set of attributes from original dataset using GP. The proposed algorithm, which is denoted by GPSVM, is repeated until the GP stopping criterion is met or the targeted fitness value is achieved. Figure 2 provides the flowchart of the classification process in general.
Fitness Function
The proposed fitness function in Step 4 of GPSVM is based on the classification accuracy and how balanced the classification accuracy of the GP program according to each class classification rate. Table 3 provides the definition of confusion matrix and Table 4 defines the mostly used learning metric in classification task. In addition, the fitness function also evaluates how good the SVM decision function based on the total number of support vectors in order to prevent the GP from giving an overfitting solution. The proposed fitness function, f fitness , is defined as follows:
where min() is a function that select a value from a list of variables that has the lowest value, Acc and Gm follows the definition in Table 4 and nSV is the number of support vectors defined in the SVM decision function.
Experimental Design

GP Parameters
The GP population size is set to 100 individuals and the total number of generation is set to 50 generations. Crossover rate and mutation rate are set to 0.9 and 0.1, respectively. Table 5 describes the definition of GP functions that are used in GP program. In addition, each individual terminal is defined by dataset attributes (A1, A2, . . . , AN ) and randomly generated constants with interval of 0-1. 
Experimentation
We build the GPSVM decision function based on l 1 -SVM, l 2 -SVM and their respective CS learning using Gaussian kernel. The comparison between l 1 and l 2 SVM can be found in [19] . The SVM and DT implementation are based on Shark Machine Learning Library version 3.0 [20] and the GP implementation is based on OpenBeagle Evolutionary Computation framework [21] . The performance of GPSVM on validation dataset is evaluated by exploring σ (Gaussian width) value in the interval of [2 −4 , 2 −3 , . . . , 2 5 , 2 6 ] and C (regularization term) value in the interval of [2 −5 , 2 −4 , . . . , 2 5 , 2 6 ]. In addition, the definition of C + and C − for CS-SVM are defined as follows:
Data Set Preparation
The selected training set are prepared such that each training set consists of two classes. Hence, four training sets are prepared, according to the type of attack. In order to reduce the training time, all the training sets are prepared such that the number of "Other" class has 500
instances. In addition, each training set is closely related to original training set in term of the ratio of "Other" and "COI" class, with the exception of U2R training set, due to the lack of data. For example, the ratio between DOS attack and "Other" class in original training set is 1:1.74, which is almost similar to our prepared training set, 1:1.65. The evaluation of the classification model from each of the training set is performed on the NSL-KDD validation set. Both training and validation sets are normalized such that each value is between the range of 0-1. Table 6 shows the distribution for each class in the training and validation sets.
Results Analysis
Firstly we compare GPSVM performance with SVM. The results for the first experiment are shown in Table 7 , 8, 9 and 10. Secondly, we compare GPSVM with recently used good performing classifiers in IDS [22] which are Random Forest (RF) [23] , Bayesian Network (BN) [24] , and PART [25] , and recently two previous works on NSL-KDD dataset [11, 15] which the results are shown in Table 11 . All experiment results are based on the validation set prepared in Table 6 . Based on the empirical experimentation carried out, two conclusions can be drawn:
1. GPSVM gives a significant improvement on detection rate for rare attacks (R2L and U2R), indicated by specificity value, compared to SVM, Random Forest, Bayesian Network, PART, [11, 15] . In fact, l 1 -SVM, l 2 -SVM, Bayesian Network, PART, [11, 15] totally failed to detect even one U2R attack. Hence, we have shown not only GPSVM gives better detection rate on rare attacks, but also has very good generalization property on unseen anomalous rare attacks. 2. GPSVM gives a more balanced detection rate in in six of eight experiments, indicated by the geometric mean values. Despite of that, however, based on all the experiment results, it can be concluded that GPSVM gives a better and more balanced detection rate for both classes in term of accuracy and geometric values.
In summary, GPSVM gives a more balanced classification accuracy compared to other classifiers, and generalize very well on validation set. This is because of the fitness function defined in Eq. 6 prevents accuracy and geometric mean values from deviating too much from each other, resulting into a well-balanced decision function. Moreover, by making sure the number of support vectors as fewest as it can be, thus, giving GPSVM a strong generalization property to rare attacks that are previously not defined in the trained model.
Conclusion
Many previous works evaluate their proposed classification model based on k-fold cross validation method or split the few (randomly) selected data to training and validation set, even though NSL-KDD do come with its own validation set. This is because there is a significant difference of each class distribution in both training and validation set, as shown in Tables 1 and 6 , and also different patterns for each attack in both sets, as shown in Table 2 , which might results in poor classification performance on validation set. In this research, we have shown that GPSVM classification model is robust enough to cater the mentioned problems.
In addition, due to the heuristic optimization in GPSVM, it is unnecessary to neither perform parameter tuning nor modify SVM optimization problem. In contrast, GPSVM evolves the SVM decision function until one satisfy with the generated decision function in hand.
In conclusion, our new proposed classification algorithm, GPSVM, is meant to improve the detection rate of anomalous rare attacks and produce a more balanced classification accuracy on NSL-KDD dataset without a need to perform any reduction technique such as resampling and feature selection.
