ABSTRACT
Introduction
Positioning based on receiving and processing of radio signals has military, communication, navigation and even biologic application in the today world. Thus, study of positioning quality and methods to improve it has also a considerable importance. In a first glance, many methods are came to mind to improve the quality of positioning, for instance, improving the efficiency of sensors, improving the efficiency of positioning algorithms and proper design for installation location of sensors are some examples of these methods. In this paper, a method for determination of sensor position to improve the positioning quality in a specific area is considered. It is notable that in this paper the sensors are also constrained in the sense of the installation location and their position is not eligible to be in any desired location in the plane.
Yang and Scheuing are analytically and in some special cases prove that to decrease the positioning error in regular ranges such as circle and sphere, the existing sensors must be located on the perimeter of circle or surface of sphere symmetrically [1, 2] . The case of study in these papers, is a very special case of sensor placement, because in some cases, all margins of positioning area is not available. In real applications, it is not possible to freely position the sensors and some places are not permitted to be positioned by a sensor; thus, in sensor placement, the location constraints of sensors must be considered.
From another aspect, there are several criterions to define and measure the positioning quality. These criterions might be related to average, maximum or cumulative density function (CDF) of error in the considered area.
After defining the quality criterion, a method to calculate it must be proposed. For this aim, a complete simulation of positioning system with a Mont-Carlo method or an approximation of positioning error with existing bounds might be used. In this paper, the criterion of maximum positioning error in the considered area is chosen which is approximated with Cramer-Rao bound and this criterion is minimized with changing place of sensor locations.
After defining the quality criterion, the optimization method for sensor placement must be studied. For this purpose, we arrange all sensor places in an array and employ a cost function to calculate the quality criterion for this array. Then, optimizing the obtained function (minimization of the error or maximization of quality) the problem of sensor placement is solved. This paper is organized as follows: in Section 2 the positioning problem using angle of arrival is investigated and the Cramer-Rao bound is mentioned for it. In Section 3, the effect of sensor placement on positioning is studied. The proposed method for sensor placement is presented in Section 4. In Section 5, a method based on genetic algorithm as a reference method for comparison is introduced. In Section 6 the results are compared and finally the paper is summarized and concluded in Section 7.
The Placement Problem
In this paper, for investigation of proposed sensor placement method, the positioning problem with angle of signal is considered. This type of positioning is efficient in applications in which the sent signal of desired source is a pulse signal.
AOA equations for a source in place of ( , )  x x y and N sensors at locations of ( , ) 1 
Cramer-Rao lower bound is obtained for positioning using AOA as follows [3] 
where, operations of ( )
are square root, summation of main diagonal of matrix, transpose of matrix and matrix inverse operation. Furthermore ( ) J x is Jacobean matrix of noiseless angle with respect to target position, which is defined as 
where, 1, ,   i N and i r is distance between target to i th sensor. Moreover, operations of /  x , /  y and  shows derivation respect x, y and Kronecker product operation.
The Cramer-Rao lower bound is achievable when position of target respect to position of sensor is not inappropriate. For example, the Gauss-Newton [4] method if it is converged, the error reaches to Cramer-Rao lower bound. Positioning methods such as factor graph [5] or Levenberg -Marquardt [6] have better convergence and reach to Cramer-Rao lower bound. So, this bound is appropriate approximation for showing positioning error in practical systems.
Effects of Sensor Placement
To investigate the effect and importance of sensor placement in positioning, a supposed scenario is considered. Figure 1 shows the lower bound of Cramer-Rao error for the specified area in upper half-plane with symmetrical sensor placement in lower half-plane. Standard deviation of error in angle of arrival recognition of signal in each sensor is supposed to be 50 meter. In Figure 1 , the right bar, shows the amount of error in each point proportional to the color of that point on the screen.
For optimization in this case, the maximum of positioning error in each area which is the positioning quality index, will be calculated. In Figure 2 this index is minimized and the sensors are replaced to minimize the maximum of positioning error in the considered area. In this case, also it is assumed that the sensors are constrained to place in lower half-plane. For the first case, in which the best symmetrical arrangement is chosen, the maximum error is 815.3 meters, while with optimal placement of sensors this error decreases to 766.1 meters which is an improvement of 6.05%. In practical applications, the requirements of federal communication commission considers a standard for the error which says that in the 65% of considered area the positioning error must be lower than 100 meters or in 95% of mentioned area the error must be lower than 300 meters. Considering maximum error index in an area means that in 100% of that area, the positioning error is lower than determined limit. Note that this design and calculation of maximum positioning error index using the approximation of Cramer-Rao bound is a theoretical process, thus, if in an area, the positioning error in 100% of the points is lower than a determined amount, this will guarantee a certainty margin of 5% to satisfy the standard index of 95%.
The numerical method to calculate the cost function or the maximum positioning error in an area is using a grid of points inside the supposed area. In this method, for all points of this grid, the positioning error bound is calculated, and then these values in all points are compared and their maximums are chosen as the numerical amount of criterian. The numerical method of optimization, which will be considered in Section 4, minimizes this index by replacing the position of sensors. In this paper, to accelerate the calculation of cost function a grid of 40 × 40 points is employed, but the final results are reported using a grid of 200 × 200 points.
Propose Method for Sensor Placement
The proposed method to minimize the cost function is using generalized pattern search which will be described in brief. Respect to the comparison of next section, this method is less complex from two aspects of realization and efficiency compared with genetic algorithm; thus this method is a proper method for sensor placement which this application of the method has not been reported in literature, since now.
Generalized pattern search is method for numerical minimization of functions without the need for gradient or other derivatives of functions. In this method, with a start point for the position of sensor and using a series of specified patterns to replace the sensors and with a search radius, the enamoring points of initial one are investigated and in the case of finding a better point, the position of sensor is transferred to that point and the search is continued with applying an expansion factor and with a larger search radius. The number of used patterns in each stage is four times of the number of sensors means that each action of increase or decrease in latitude or longitude coordinates of each sensor is considered as a pattern. In this method, if a better point is not found, the search radius is decreased applying a condensation factor and the search stages are repeated. It is not easy to prove that there is no local minimum for a numerical problem such as our positioning problem, but respect to the simulation results, with a high certainty, there is no local minimum in this problem.
Although it is not necessary, to certify that the initial point is not too improper and the convergence happens with acceptable rate, we can use the best member of a random small population as the initial point. Table 1 shows the parameters used in the generalized pattern search. Respect to Table 1 , the condensation factor of search radius is 1/4, while the expansion factor of search radius is 2. The default values are generally 1/2 and 2, but in this problem, for an accelerated convergence and converges to a precise solution in lower number of iterations.
Method Based on Genetic Algorithm
To optimize the defined cost function, genetic algorithm, as a strong numerical optimization method, can be employed. However, using genetic algorithm considerably increases the possibility to escape the local minimums [7, 8] . But for this certainty, a heavier calculation load is imposed compared with the proposed method. Note that, in genetic algorithm the selected values for parameters of algorithm must be proper. In this paper, due to the lack of references for the use of genetic algorithm in sensor placement, these parameters are selected via try and error method in some experiments.
Several genetic algorithm parameters which are used in this paper are provided in Table 2 .
For the fraction of next generation which is born by crossover, the typical value is 0.8 and the values between 0.4 and 0.8 are acceptable. In this problem the value of 0.5 is selected with an aim to have more new members in each generation and thus a larger search area for the algorithm. Based on the performed simulations for parent selection function, competition method [7] has less final error respect to roulette wheel [8] and other methods and therefore is considered in simulations. Adaptive mutation Table 1 . Parameters of generalized pattern search method observing no local minimum, the condensation factor acts more rapid than the expansion factor, and thus the method function is used due to constraint features of the problem in order to prevent problems related to authenticity of mutated offspring in each generation. For constrained optimization problems, it is possible to use uniform or Gaussian distributed mutation but the run time will increase due to infeasibility of some offspring.
Comparison Results
The results of these two methods are compared with results of genetic algorithm to evaluate proposed method. From computational complexity view point, proposed method has the same number of function evaluation as genetic algorithm but realization of proposed method sounds simpler than genetic algorithm. To investigate from the view point of positioning quality, the same scenario of Section 3 shown in Figure 1 is used with the difference that in this case 4 sensors are deployed in the lower half-plane. The results of Table 3 and Table 4 are obtained by 100 runs of two methods. It is necessary to note that different scenarios are considered in different simulations in order to compare two methods which have resulted fairly similar results to proposed ones.
In all simulations, the constraint of maximum function evaluation number is assumed 200 times of the number of sensors which leads to reasonable simulation time. In optimizations, cost functions are calculated with a gird of 40 × 40 while final result is calculated and reported with accuracy of 200 × 200 points in the region.
Both methods are evaluated and compared with the criterion of maximum positioning error. Mean and standard deviation and deviation percentage from optimum value are shown in the Table 3 for 100 times of test repetition. In Table 4 mean of error for 100 times of run are reported for proposed methods in the mentioned region. Optimal value is obtained through minimizing mean of error (rather than maximum of error) on the proposed region but results of methods under comparison are calculated and reported with maximum error criterion. Table 3 and Table 4 show that the proposed method performs better than genetic algorithm in the region from both view points of maximum and mean of positioning error criterion.
Comparing with the optimal results, maximum error of proposed method which optimization is performed on has 2.5% difference with optimal value while genetic algorithm has error rate of 18.42. Consequently proposed method has better performance from the view point of functionality. Moreover in 100 runs of both methods, standard deviation for results of proposed method is just 7.2; while this value equals 50.3 for genetic algorithm. This shows that the results from genetic algorithm have more variations than those of proposed method.
It can be concluded from Table 4 that if two methods are compared from the view point of mean error in the whole region, it will be concluded that proposed method has 0.84% error respect to optimal value which has a good superiority respect to 4.02% percent for genetic algorithm. Similar to Tabel 3, standard deviation resulted from 100 repetitions of both methods signifies suggested algorithm's better (less) standard deviation respect to genetic algorithm.
Generally, it can be seen that the proposed method has better results respect to genetic algorithm from the view point of error percentage, stability of results from different runs for two cases of maximum error and mean error.
Conclusions
In this paper, a method is proposed based on mutual utilization of random search and generalized pattern search for placement of sensors in positioning applications. This method has higher speed in runtime in addition to less realization complexity and has completely better results respect to genetic algorithm in a way that is very near to optimum. Although this method is investigated for a specific positioning problem, it is possible to generalize it for other positioning applications only with some changes such as in cost function.
