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Abstract
In order to explore the physical basis by which high resolution diffusion imaging derives
information about fiber alignment and diameter, we simulated a model diffusion experiment employing
a random walk paradigm. A simulation of a model diffusion spectrum imaging experiment was written
in Java in order to compare the diffusive behavior of particles in a perfectly reflecting channel with the
internal compartment of the myofibers contained in an imaged mouse tongue. The simulated
probability distribution function (PDF) for diffusion was specifically employed to estimate the
myofiber diameter for the cells imaged by tissue imaging of the tongue by DSI. Our group performed a
DSI experiment on a mouse tongue with a 4.7 Tesla MRI spin echo experiment in order to reconstruct a
set of PDFs for the diameter, which closely correlated with the actual values for cell diameter obtained
by 3D microscopic visualization through two photon microscopy of the same tissue. These results
provide method for estimating myofiber diameter through the properties of the diffusion PDF obtained
by whole tissue magnetic resonance imaging.
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1 Introduction
Conceptual Basis for Magnetic Resonance Imaging (MRI)
Magnetic Resonance Imaging (MRI) is a common biological imaging method which has the
capacity to contrast atomic spin density of objects, normally the protons in water. A dipole, for
example the proton in water, undergoes a characeristic torque when placed in a magnetic field. Such a
torque will cause rotation of the dipole moment perpindicular to the direction of the magnetic field.
When the water's protons are placed in a strong external magnetic field, arbitrarily labeled as Bo = <B,
0 , 0> [T], a portion of the protons' magnetic moments align with the Bo magnetic field. For
perspective, a Bz of 0.3 T at will produce a spin excess of one in a million at room temperature.'
Although that fraction may seem small, in the aggregate, the effect of that alignment produces a




where, po is the proton density, y is the gyromagnetic frequency of protons in water, 2.68 x 108
rad/s/tesla, h is Planck's constant, k is the Boltzmann constant, and T is the temperature in Kelvin. We
can see that the absolute value of this macroscopic moment is proportional to the density of protons.
Since the macroscopic moment is the sum of the microscopic moments, an increase of
microscopic moments per volume will result in a larger macroscopic moment. We also obsreve an
inverse relationship with temperature. An increase in temperature results in a descrease in the thermal
polarization.
The macroscopic magnetic moment can be displaced from its alignment with the magnetic field.
However, if enough time passes we expect the procession of the magnetic field to reach equilbrium
again. That is to say, after an infinite time we expect the magenetic moment to have length Mo again
and to be in the direction of our strong external magnetic field. More interestingly, the transient
behaviour of the procession of the magnetic moment is dependentant on the resonance frequency of the




If the magentic field is isotropic then the Larmor freqeuency is constant throughout all space. If a
magnetic field gradient is applied then the Larmor frequency changes at every point to reflect the local
magnetic field. An external gradient such as Gx = dBt/dx Gauss/cm will produce a resultant Larmor
frequency as a function of position described in equation (1.3).
w(R) = y (Bo + BEXT)UR
1.3
The Transient Behavior of the Magentic Moment
The magnetic moment, Mo, can be rotated from the z axis into the x-y plane with an RF pulse of
a precise frequency and duration. A n/2 pulse is a pulse that rotates the magnetic moment completely
into the x-y plane. A n pulse is a pulse that would rotate the magnetic moment onto the negative z axis.
A e pulse results in Mocos(e) of the moment being along the z-axis and Mosin(O) of the moment






The component of the magnetization along z does not generate a signal. The signal is
proportional to the magnetization in the x-y plane. For convenience, we define the magnetization in the
x-y plane as M+(t) = Mx(t)+iMy(t). The resultant signal is proportional to M+,
aS(t) = IM+(t)l = Moe-tl 2e iwt
1.5
The signal decays with a characteristic time, T2, known as the spin-spin relaxation. T2 is highly
dependent on the type of material. As an example, radiologist take advantage of the different T2 values
for healthy human tissue and cancerous human tissue.'
One dimensional imaging
To gain spatial knowledge, the magnetic field strength is varied with a gradient G[Gauss/cm] in
a arbitrary direction U=<U,,U,,Uz> to make the final field strength BExT(x,y,z) = G(Uxx+Uyy+Uzz).
This gradient spatially varying Larmor frequencies along U. The phase of a nuclear spin is defined as
the angular offset from the x-axis. Since the microscopic magnetic moment is the vector sum of all of
the individual microscopic moments the phase for each microscopic moment is important in
determining signal strength. If the phases were randomly distributed in all directions then the vector
sum, the macroscopic moment, would be 0. If the phases of the microscopic moments were aligned,
then the macroscopic moment would be in the direction of the microscopic moments and the length
would be determined by the sum of the lengths of the microscopic moments. We can therefore state
that the coherency of the phases is a variable in determining signal strength. We can also say that the
evolution of the phases needs to be determined in order to simulate signal.




At an instant after the n/2, all of the phases will be coherent and the signal will be at a maximum.
Following that same pulse, the gradient field will create a distribution in the phases after a time, At,
diminishing the signal. The phase of the nuclear spins is a function of space due to the gradient, G. If
we apply a gradient, -G, we expect the spins to rotate in the opposite direction at the same rate as
before. Assuming the water's protons do not move, a reversed gradient will bring back full coherency
of the phases after waiting another time, At, creating another maximum in the signal. The maximum in
the signal at time t=0 and t=2At will be related by the T2 relaxation that occurs, Moe-2A~ 2. The bipolar
pulsed gradient sequence, represented in Figure 1-1, can thus be used to create a signal echo. That








The K-Space Respresenation of the Bipolar Pulsed Gradient Sequence
in
Diffusion in MRI
Water molecules are not stationary. That creates an added variable to the accumulation of phase
in a gradient. If we look at the bipolar pulsed sequence again, but now account for self-diffusion of
water, a proton moving also accumulates a phase in the first gradient that is not reversed during the




The decrease in signal due to diffusion is similar to T2 attenuation in form. Decrease in the
signal can distinguish areas of lower and higher diffusivity. However a decrease in signal can also be
accounted for by an effective diffusion coefficient that is created by an external force. Stejskal and
Tanner showed that diffusion near an attractive center can be governed by a modified wave equation4
dP/dt = bVrP+DV2P
1.8
Where, P is the probability a particle has moved to r, b is a linear restoration force and D is the
diffusion coefficient. The solution to this differential equation produces an effective diffusion
coefficient after integrating the phases over the volume.6 The effective diffusion coefficient is Dff =
D(1-exp(-bt))/bt. The solution to the effective diffusion coefficient demonstrates the relationship
between time and the effective diffusion coefficient with boundaries. As t approaches zero the effective
diffusion coefficient approaches a non-bound value. We expect that result since the particles will have
had no time to reach the boundaries so their trajectories will not be modified by the boundaries. As t
approaches infinity we see an effective diffusion coefficient of zero since all particles will have been
effected by the boundaries.
Diffusion near an attractive center is similar to diffusion bound inside of a cell. The water
molecules will have difficulty breaking through the barrier of the cell and that can be seen as an
attractive force toward the center. However, in a cell, the attractive force has the form of a step function
as opposed to the linear restoration force set up in equation (1.8). The concept of Q-space has been
proposed as a method to index a set of diffusion weighted images and specifically uses the Fourier
transform relationship to derive the probability density function (PDF) for spin displacement from the
motion-dependent attenuation of the diffusion signal, with the assumption that biological barriers create




A simplified form of diffusion-weighted imaging, diffusion tensor imaging, or DTI, has been
employed to resolve fiber orientation in excised sheep and cow tongues7' 8'9 as well as other tissues, such
as the heart1 0" 1 ,12,13,14 5,1 and the brain.6'167', DTI data are generally depicted in terms of the principal fiber
direction (principal eigenvector) of the constituting myofibers, and the degree to which local fibers are
homogeneously or heterogeneously aligned (diffusion anisotropy). While DTI is accurate in delineating
fiber direction for regions of homogeneous fiber alignment (parallel at the scale of the voxel), it has
limited accuracy for determining fiber alignment when presented with more complex intravoxel
patterns, such as fiber crossing or divergence. DTI is further limited in that it assumes that intravoxel
diffusion follows a Gaussian model and that fluid exchange across restrictive membranes is relatively
slow.
Diffusion spectrum imaging (DSI) employs the attenuation signal due to diffusion to gain inter-
voxel flow information. The gradient direction plays no role in signal attenuation when observing an
isotropic diffusion phenomenon. However, when the object of interest is not isotropic, but rather
directionally specific in nature, such as muscle fiber or neural networks, we expect the gradient
direction to have a strong impact on the signal. The MRI simulation of water bound inside a channel
with 25 micron by 25 micron square cross section demonstrates the relationship between the
anisotropy, gradient direction, and signal. When T2 attenuation is ignored, since it is not a function of
the gradient direction, the simulation predicts the signal will decay exponentialy when aligned with the
channel. As the gradient direction moves off angle to the channel the simulation predicts exponential
decay with a smaller effective diffusion coefficient.
In DSI, a series of gradient directions and strengths are applied. When a voxel experiences a
great deal of signal loss it cannot be inferred that the object has close to parallel tracks with that
gradient. However, less than pure exponential decay for a given gradient direction does imply anti-
parallel channels to that gradient. In other words, if the signal attenuation for a given gradient direction
is indistinguishable from free diffusion then it can be inferred that the gradient is either parrallel with
the fiber or we are witnessing free diffusion. Diffusion attenuation that is below expected can only be
intepreted as bound diffusion perpendicular to that gradient direction. After imaging with an arbitrarily
high number of gradient directions and strengths we can resolve a probability density function by
taking inverse 3D Fourier transform of the result signal in q-space which is seen in equation (1.10).'
Often, post data collection analysis tools link the gradient directions and create images of the likely
tracts in the object.




The diffusion equation governs the free diffusion of water particles in zero potential and is given by
dC/dt = DV2 C
2.1
The solution to the diffusion equation is a Gaussian that spreads out with time and is
C = exp(-r2/4Dt)/(4rrDt)3 2
2.2
The solution is the PDF for particles starting at 0 that are free to self-diffuse in water. The triple
integral of the PDF over all space is equal to 1. At t = 0 [s], the function is a dirac delta, centered at r =
<0,0,0> meters.
It should be noted that the form of equation (2.1) suggests that the concentration spreads with
time proportional to the gradient squared. The spread of the concentration is soley a result of
inscreasing entropy. If there were no gradient in the concentration at an initial time, and therefore no
need for the concentration to change we would still see particles move around. The equation predicts
the net effect of the random diffusion process will be still be an even concentration with no gradient but
the particles are still moving.
If an arbitrary distinction is made between particles near r = <0,0,0> meters as particles we
"like" we still have a gradient in the concentration between "liked" particles and "unliked" particles.
That arbitrary distinction, though meaningless, can still be modeled by the diffusion equation since the
gradient is not the creator of the force. That means that water diffuses in itself according to the
diffusion equation. It also implies that "liked" particles can be governed by this process as well.
The diffusion equation approximates the spread of the concentration of water due to diffusion.
The monte carlo solution for diffusion is a simulated random walk with very small steps with an
arbitrarily high number of free particles. Equation (2.3) relates the step size to the diffusion equation.
Ar = (6DAt)" 2
2.3
Diffusion MRI Simulator
CCSimulator, a simulation I have written for this paper in Java, simulates a random walk for several
scenarios using simple random walk rules.
Rules
1. A gradient strength and direction is choosen for the simulation.
2. A particle is defined as a phase that exists at a point in space. Each particle, therefore,
has a phase, a x coordinate, y coordinate, and z coordinate.
3. The simulation starts at t = 0 [s] and ends at t = Tend[S]. At t = 0 [s] all of the N particles
have a phase of 0 and a position of x = 0 [m]. The y and z components are randomly
distributed between -0.5L [m] and +0.5L [m], which is defined next.
4. A characteristic length L, which arbitrarily deems as appreciable is used to calculate the
time step by dt=L2/1000D. The time step is chosen to be such that the step size is one
thousandeth the appreciable distance, L.
5. The time step is then used to calculate the step size with equation (2.3).
6. The program loops through all time between t = 0 [s] and t = tend [S] in increments of dt.
7. For each time iteration, each of the N particles is moved in a random direction of a
distance, Ar.
8. If boundaries are turned on, then any particle that has moved out side y>0.51, z>0.51, y<-
0.51,z<-0.51 will "bounce" back inside of the confined space. The walls are perfectly
reflecting but can be easily changed to accomodate a permeable membrane in the future.
9. The phase is then moved according to equation (1.4) with our choosen gradient, G. Then
the signal is calculated using equation (2.4).
10. Finally, the simulation restarts at step 1 for a new gradient, G. The simulation samples
for several hundred G values in order to adequatedly sample Q-space.
11. The Q-space representation is fourier transformed into a PDF for the water particles.
M+ = Mo< ei*>
2.4
The <...> is a probability function that signify the mean of a function. For a conintuous function we can
define the mean, as seen in equation (2.5).
<F(x)> = I P(x)F(x)dx
2.5
Where P(x) is a continuous probability density function for the occurence of F(x). The discrete case is a
simple average.
Validation
The random diffusion of a non-bound system has an analytic solution seen in equation (2.2). In
order to validate this diffusion process Figure 2-1 compares the number of particles found near a given
distance from the simulation to the theoretical value. The simulation deviates from theory by +/-[0.97
particles/micron] out of 10,000 pseudo water molecules. The error can clearly be reconciled by
increasing the number of particles however the computational time increases polynomially. We have
found that the memory required to run over a million particles exceeds 512 megabytes of RAM. In the
unbound case the theoretical signal should also have an analytic solution governed by equation (2.5).2 0
M+ = Moexp(-y 2G2Dt3/3)
2.5
The Mo normalized simulated signal is compared to the theoretical result given by equation (2.5) in
Figure 2-2. The resultant simulated signal deviates from the theoretical signal by +/-0.0002 [signal
fraction/s].
S0.5 1 1.5
Simulated Particles near. R
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Forming the Probability Density Function
Since the relationship between the Q-space sampling and the probability density function (PDF)
is an inverse fourier transform, a vector in Q-space is defined by equation (2.6).
<Qx,Qy,Qz> = y*Tend*<Gx,Gy,Gz>
2.6
Where, G is our gradient direction [T/m] and Tend is the length of our simulation [s]. The signal is a
function of coherence of the spins. The coherence of the spins, in turn, is a function the gradient
strength. As the gradient strength increases a shorter and shorter time is required to observe decay of
the signal. We have found that a gradient strength of 100 Gauss/cm for 0.06 seconds will decay the
signal below noise. It is be assumed that if the amplitude of the gradient, IGI, is above 100 Gauss/cm,
for an experiment with 0.06 seconds of diffusion time, there will be no signal. A Q-space sampling
method is implemented in the simulation. A minimum gradient strength is chosen, Gmin. The Q-space
sampling can be seen in equation (2.7).
<Qx,Qy,Qz> = y*Tend*<n*Gmin,m*Gmin,l*Gmin> where n=m=l=-oo...-2,-1,0,1,2...:oo
2.7
The infinite sampling grid displayed above is cut off when (GI is greater then 100 Gauss/cm.
After the simulation calculates a signal for each value above in Q-space we have a incomplete function
of E(Q), the signal as a function of Q-space. The function, E(Q), is a series of dirac delta functions that
corresponde to frequencies of the reconstruction of the PDF, and the value at those Q values
corresponde to the coefficient for that particular frequency. A basic estimate for the reconstruction of
the PDF can be created by superimposing those frequencies. Since free diffusion and bound diffusion
are both symetrical processes we can assume that any imaginary signal observed, which corresponde to
an odd sine frequency, is due to statistical error. Finally, the estimate for the PDF as a function of the
position vector, R, is given in equation (2.8).
PDF(<Rx,Ry,Rz>) = Y E(<Qx,Qy,Qz>)*cos(Rx*Qx+Ry*Qy+Rz+Qz)
2.8
The sum is over all values of the signal sampled in Q-space as stated in equation (2.7). As noted
previously, the PDF will not be fully reconstructed unless all values in Q-space are sampled.
Validation of the Reconstruction
The reconstruction of the PDF in the simulation for the non-bound case can be compared to the
explicit solution of the diffusion equation. For simplicity, we have compared the one dimension
reconstruction of the PDF to the theoretical PDF in Figure 2-3. The reconstruction is for a diffusion
coefficient of D = 2.03E 9 M2/s, a simulation time of Tnd=0.02 s, 1=10 microns, and a minimum
gradient strength of 0.021 Gauss/cm. In the graph the reconstriction and the theoretical are on top of
each other. The simulated PDF and the theoretical PDF deviate from each other by 0.04
particles/meter 2 out of 10,000 randomly diffusing psuedo water molecules. Figure 2-4 shows the PDF
reconstruction compared to theoretical for a simulation time of 0.1 seconds. The reconstruction suffers
from aliasing issues but still remains at a deviation of 0.04 particles/meter.











We have gone through the interworkings of the simulation and the validation of the simulation
against analytic solutions for freely diffusing particles. The simulation does have the option to reflect
the particles off of the walls to help simulate bound diffusion in mouse tongues, however the validation
of freely diffusion particles does not hold for bound particles.
Before running a simulation or experiment the PDF for bound diffusion can be reasoned out.
Let's assume a infinite cylinder with a diamter, L, with uniform density of water molecules, as seen in
Figure 2-5. Particle A, a particle that is near the top boundary of the system, can move freely in the -y
direction but not the positive y direction. Particle B can move freely in all directions for a certain
amount of time then will be in the same scenario as particle A or particle C. Particle C is in the
complementary situation as particle A. Since the PDF is the superposition of all possible outcomes it
can be expected that the maximum distance any particle could travel in the negative y direction would
be particle A traveling the whole diameter. The maximum distance a particle could travel in the
positive y direction would be particle C. The PDF of water in a channel, therefore, will be an elipsoid
with the smaller width of the elipsoid being twice the channel width.
Figure 2-5





of a mouse tongue more problems arise. The water in the elongated cells will have a PDF similar to the
one described above. The water outside the cell will undergo free diffusion. In any voxel being imaged,
there will be free water and bound water. The reconstructed PDF will merely be the superposition of
those two possibilities. The new PDF has information about the fraction of water that is bound as
opposed to free. It can be gaussian filtered to remove the PDF contributed from free diffusion and that
will allow an estimate to the channel width with the technique described above.
It is intuitive that the PDF of water that is compartmentalized is sharper then a PDF for free
water particles. The reconstruction of such a PDF will have more error due to the loss of high signal,
which are vital in reconstructing sharp edges of functions. Figure 2-6 shows the reconstructed PDF of
a simulation of bound diffusion with walls at 10 micros apart.
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Figure 2-6
The reconstruction of the PDF slips below zero at +/-11.1 microns. It is our belief, that
increased Q-space sampling of higher frequencies, with better signal to noise ratio, will help reconcile
the 1 micron difference between expected zero crossing of the PDF and the simulated PDF. It is of note
that the simulated PDF becomes negative which is impossible. A negative value of the PDF has no real
meaning and we assume that it is merely due to high frequency filtering.
3 Data Analysis
We imaged a mouse tongue on a 4.7 Tesla at MGH using a modified PSGE (pulse sequence
gradient echo) experiment that minimizes the effects of eddy currents. The Q-space sampling method is
similar to the one described in the methods section used for the simulation. In fact, the simulation's
input variables can be tuned to exactly mimic the experiment. The PDF was reconstructed for lines in
Q-space instead of the full 3D fourier transform that would reconstruct the full three dimensional PDF.
The Hessian matrix was found using the fourier coefficient and frequencies. The Hessian matrix
is defined by
H(f) =
- 0f 0 ... 02f
(Ox9 O 1X2 Oxi "
OJ'2 Oit OiX O&X O.x,T
3.1
The Hessian matrix is comprised of the second partial differentials. The function, f, is the PDF
reconstruction. Partial differivatives of the PDF in any direction can be found using the fundamental
relationship between the fourier transform and a function
f(r = <x,y,z>) = E E(Q) cos( r -Q)
3.2
We assume the PDF is symetric in order to simplify data analysis, which means we ignore all
imaginary signal. That relationship shows the PDF is simply the superposition of the frequency
components and the derivatives should be related by the same relationship. The second partial
derivative with respect to x is merely the superposition of the second partial derivative of the frequency
components. The relationship of the second partial derivative is
f(r = <x,y,z>)xx = E QxQzE(Q) cos( r -Q)
3.2
The partial differential at r = 0 along U is merely the sum of QUE(Q) accross all Q-space sampled by
the DSI experiment. That relationship is
fxx = E QxQzE(Q), fxy = Y QxQyE(Q), fx = E QxQzE(Q), fyy = E QyQyE(Q)...
3.3
The above definition can be used to fill the Hessian matrix. The three eigen vectors of the Hessian
matrix are orthogonal. The major eigen vector is in the direction of the major axis of the reconstruction
of the PDF and the other two eigen vectors are in the direction of the minor axes of the ellipsoid PDF.
Figure 3-1 gives a two dimensional profile of the major and minor axes of a ellipsoid.
Figure 3-1
The PDF can be reconstructed by taking the inverse three dimenional fourier transform but
more clarity can be given by taking the one dimenional inverse fouier transform along each eigen
vector. There are limition on the ability to reconstruct the true PDF. The reconstruction of the PDF is a
periodic function of the lowest frequency sampled. The lack of high frequencies make sharp edges
difficult to reconstruct. Not to mention, DSI samples hundreds of frequencies when there are an infinite
number of frequencies. The following problems in DSI explain some of the reconstruction problems
that occuried with our recreation of the PDF along the eigen vectors.
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Figure 3-5, Figure 3-6, Figure 3-7, and Figure 3-8 show the inversed fourier transform of Q-
space along the three major eigen vectors for 4 different voxels in the mouse tongue data.
c1n
C
Radial Distance, R(meters) x10-5×10
Figure 3-5













The reconstructions demonstrate the profile along the three major axes of the PDF ellipsoid. The
reconstruction all have clear issues but also demonstrate anisotropy. Figure 3-6 shows PDF profile
_____
along the two minor ellipsoid axes as much skinnier then the major axis. The minimums of the PDF
profiles suggest fiber diameters, shown in Table 3-1.
Table 3-1
The PDF minimums range from 7 microns to 18 microns depending on the voxel the matlab code
examines. The implied fiber diameter is in that range however the reconstruction does not allow a fine
estimation.
4 Conclusions
We created a simulation of diffusion MRI in a bound chamber in order to further the
understanding of the relationship between the PDF formed by the fourier tranform of Q-space and
chamber diameter. The importance of non-invasivily measuring the fiber diameter of a chamber can be
a critical technique with application in health and medicine. We have found the fiber diameter of
chambers in the mouse tongue range widely from 7 to 18 microns. Two photon images suggest larger
diameters then found in our work however our work should only measure the inner diameter of the
bound water.
The simulation has the ability to run experiments thousands of times in minutes. DSI
experiments can take a whole day to collect data. We have shown that that day long process will often
produce PDFs that suffer from reconstruction issues. To find the key axes to the PDF ellipsoid we
found the eigen vectors of a Hessian matrix. A major note, is that the Hessian martix only requires the
partial deriviatives in the three spacial dimensions. That means that when determining the major, and
two minor axes we do not use all of the Q-space data collected. The data not used for the Hessian
martix to find the PDF's axes becomes important while reconstructing the PDF off of those axes. Often
times the reconstruction off of those axes is not important.
When attempting to calculate the fiber diameter the only important fourier transforms required
are along the two smaller eigen vectors. In our DSI experiment, we sampled 515 points in Q-space.
Our DSI experiment sampled an 1 lxl lxl 1 grid of Q-space. Our proposed method is to sample three
orthogonal vectors in Q-space, or three 1 lxlxl grids in Q-space. With that data form a Hessian matrix
to find the two minor eigen vectors. Then sample 241x1x1 points along both of those eigen vectors.
The proposed model dramatically increased resolution in simulation. The proposed method also
samples the exact same number of points in Q-space but merely samples more efficiently.
Importantly, an intial sampling described above to calculate the two crucial minor axes will
only take a few minutes as opposed to the day long process of sampling all of Q-space. In order to
increase resolution in DSI the expanision of the Q-space sampling must increase in three dimension.
Double the resolution will take at least eight times the number of points in Q-space that need to be
sampled. Doubling the resolution along a line will take double the points in Q-space that need to be


















public class CCSimulatorForm extends javax.swing.JFrame {
/** Creates new form CCSimulatorForm */
public CCSimulatorForm() {
initComponents();
/** This method is called from within the constructor to
* initialize the form.
* WARNING: Do NOT modify this code. The content of this method is
* always regenerated by the Form Editor.
*/
// <editor-fold defaultstate="collapsed" desc=" Generated Code ">
private void initComponentso {
buttonGroupl = new javax.swing.ButtonGroup0;
jRadioButtonl = new javax.swing.JRadioButton();
jRadioButton2 = new javax.swing.JRadioButton(;
jRadioButton3 = new javax.swing.JRadioButton();
jLabel 1 = new javax.swing.JLabel();
jTextFieldl = new javax.swing.JTextField();
jLabel2 = new javax.swing.JLabel();
jLabel3 = new javax.swing.JLabel();
jTextField2 = new javax.swing.JTextField();
jLabel4 = new javax.swing.JLabel();
jButtonl = new javax.swing.JButton();
jLabel5 = new javax.swing.JLabel();
jTextField3 = new javax.swing.JTextField();
jLabel6 = new javax.swing.JLabel();
canvas 1 = new java.awt.Canvas();
jButton2 = new javax.swing.JButton();
jButton3 = new javax.swing.JButton();
jLabel7 = new javax.swing.JLabel();
jLabel8 = new javax.swing.JLabel();
jTextField4 = new javax.swing.JTextField();
jLabel9 = new javax.swing.JLabel();
jLabell0 = new javax.swing.JLabel();
jLabell 1 = new javax.swing.JLabel();
jTextField5 = new javax.swing.JTextField();
jTextField6 = new javax.swing.JTextField();
jTextField7 = new javax.swing.JTextField();
jTextField8 = new javax.swing.JTextField();
jLabel 12 = new javax.swing.JLabel();
jCheckBoxl = new javax.swing.JCheckBox();
jTextField9 = new javax.swing.JTextField();
setDefaultCloseOperation(j avax.swing.WindowConstants.EXIT_ON_CLOSE);
addWindowListener(new java.awt.event.WindowAdapter() {







jRadioButtonl.setBorder(javax.swing.BorderFactory.createEmptyBorder(0, 0, 0, 0));
jRadioButtonl.setMargin(new java.awt.Insets(0, 0, 0, 0));
buttonGroup 1 .add(jRadioButton2);
jRadioButton2.setText("Infinate Cylinder");
jRadioButton2.setBorder(javax.swing.BorderFactory.createEmptyBorder(0, 0, 0, 0));
jRadioButton2.setMargin(new java.awt.Insets(0, 0, 0, 0));
buttonGroupl.add(jRadioButton3);
jRadioButton3.setText("Cuboid");
jRadioButton3.setBorder(javax.swing.BorderFactory.createEmptyBorder(0, 0, 0, 0));
jRadioButton3.setMargin(new java.awt.Insets(0, 0, 0, 0));






















public void componentShown(java.awt.event.ComponentEvent evt) {
jButton3ComponentShown(evt);}
jButton3.addMouseListener(new java.awt.event.MouseAdapter) {
























jCheckBoxl.setMargin(new java.awt.Insets(0, 0, 0, 0));
jTextField9.setHorizontalAlignment(javax.swing.JTextField.LEFT);
jTextField9.setText(" 1");













































































































































































private void jButton3ComponentShown(java.awt.event.ComponentEvent evt) {
// TODO add your handling code here:
}
private void jButton3MouseClicked(java.awt.event.MouseEvent evt) {








private void jBultton2MouseClicked(java.awt.event.MouseEvent evt) {






xO[i] [1 ])* 1000000)+size.height/2,(int)((x[i]-x0[i] [0])* 1000000)+size.width/2,(int)((y[i]-
x0[i] [1 ])* 1000000)+size.height/2);
I
Random myRand;



























private void jButtonlMouseClicked(java.awt.event.MouseEvent evt) {












































//these variables are for figuring out isotropy
//first dimension in density is x-lateral distance,then axial distance R, then time, t
//So we have t E (0,Tend) by Tend/totalTicks
// x E(-Dlen*Tend,Dlen*Tend) by (2*Dlen*Tend)/totalTicks
// R. E(-Dlen*Tend,Dlen*Tend) by (2*Dlen*Tend)/totalTicks
if(jRadioButton 1 .isSelectedo) {
//unbound














//go through all elements
for(int i=0;i<N;i++) {
//move the phases






















































//go through all elements
for(int i=0;i<N;i++) {
































































































/////////do the same thing just 11A3 times//////////////
//we set these here but declare them in the class so we can have a redraw function
try {
Graphics g=canvasl.getGraphics();
Dimension size=canvas 1 .getSize();
FileWriter fstream=new FileWriter("export.txt");








for(int Qx=-minpts;Qx<minpts+ 1;Qx++) {







for(int Qx=-minpts;Qx<minpts+ 1 ;Qx++) {
for(int Qy=-minpts;Qy<minpts+ 1;Qy++) {

















































qSpace[lcv] [2]=G [2] *gamma*Tend;











//these variables are for figuring out isotropy
//first dimension in density is x-lateral distance,then axial distance R, then time, t
//So we have t E (0,Tend) by Tend/totalTicks
// x E(-Dlen*Tend,Dlen*Tend) by (2*Dlen*Tend)/totalTicks
// R E(-Dlen*Tend,Dlen*Tend) by (2*Dlen*Tend)/totalTicks
if(jRadioButtonl .isSelectedo) {
//unbound
































































//move through the simulation
while(t<Tend) {
phaseSquaredSum=0;
//go through all elements
for(int i=0;i<N;i++) {































































cv] [2]+">\t"+qSpace[lcv] [0]+"\t"+qSpace[lcv][ 1 ]+"\t"+qSpace[lcv][2]+"\n");
}
out.close();



























public double P(double D,double r,double t){
return (1/Math.pow(4*Math.PI*D*t,1.5))*Math.exp(-r*r/(4*D*t));
}
private void formWindowOpened(java.awt.event.WindowEvent evt) {
// TODO add your handling code here:
}
* @param args the command line arguments
*/
public static void main(String args[]) {
java.awt.EventQueue.invokeLater(new Runnable() {
public void run() {
new CCSimulatorFormo.setVisible(true);}
});}








private javax.swing.JLabel jLabell 0;






















// End of variables declaration
Matlab Analysis Code
function [pdf]=experiment2(voxel)
signal = dlmread(['signal' num2str(voxel)])
difftime=.010 %s
dgread = [0.000 -0.238 0.000 0.000 0.000 0.000 0.238 -0.238 -0.238 -0.238 -0.238 0.000 0.000 0.000
0.000 0.238 0.238 0.238 0.238 -0.238 -0.238 -0.238 -0.238 0.238 0.238 0.238 0.238 -0.476 0.000 0.000
0.000 0.000 0.476 -0.476 -0.476 -0.476 -0.476 -0.238 -0.238 -0.238 -0.238 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000 0.238 0.238 0.238 0.238 0.476 0.476 0.476 0.476 -0.476 -0.476 -0.476 -0.476
-0.238 -0.238 -0.238 -0.238 -0.238 -0.238 -0.238 -0.238 .238 0.238 0.238 0.238 0.238 0.238 0.238
0.238 0.476 0.476 0.476 0.476 -0.476 -0.476 -0.476 -0.476 0.000 0.000 0.000 0.000 0.476 0.476 0.476
0.476 -0.713 -0.476 -0.476 -0.476 -0.476 -0.476 -0.476 -0.476 -0.476 -0.238 -0.238 -0.238 -0.238
0.000 0.000 0.000 0.000 0.238 0.238 0.238 0.238 0.476 0.476 0.476 0.476 0.476 0.476 0.476 0.476
0.713 -0.713 -0.713 -0.713 -0.713 -0.238 -0.238 -0.238 -0.238 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.238 0.238 0.238 0.238 0.713 0.713 0.713 0.713 -0.713 -0.713 -0.713 -0.713 -0.238
-0.238 -0.238 -0.238 -0.238 -0.238 -0.238 -0.238 0.238 0.238 0.238 0.238 0.238 0.238 0.238 0.238
0.713 0.713 0.713 0.713 -0.476 -0.476 -0.476 -0.476 0.476 0.476 0.476 0.476 -0.713 -0.713 -0.713
-0.713 -0.476 -0.476 -0.476 -0.476 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.476 0.476 0.476
0.476 0.713 0.713 0.713 0.713 -0.713 -0.713 -0.713 -0.713 -0.713 -0.713 -0.713 -0.713 -0.476 -0.476
-0.476 -0.476 -0.476 -0.476 -0.476 -0.476 -0.238 -0.238 -0.238 -0.238 -0.238 -0.238 -0.238 -0.238
0.238 0.238 0.238 0.238 0.238 0.238 0.238 0.238 0.476 0.476 0.476 0.476 0.476 0.476 0.476 0.476
0.713 0.713 0.713 0.713 0.713 0.713 0.713 0.713 -0.951 0.000 0.000 0.000 0.000 0.951 -0.761 -0.761
-0.761 -0.761 -0.571 -0.571 -0.571 -0.571 -0.380 -0.380 -0.380 -0.380 -0.380 -0.380 -0.380 -0.380
-0.190 -0.190 -0.190 -0.190 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.190 0.190 0.190 0.190
0.380 0.380 0.380 0.380 0.380 0.380 0.380 0.380 0.571 0.571 0.571 0.571 0.761 0.761 0.761 0.761
-0.761 -0.76 1 -0.761 -0.761 -0.571 -0.571 -0.571 -0.571 -0.190 -0.190 -0.190 -0.190 -0.190 -0.190
-0.190 -0.190 0.000 0.000 0.000 0.000 0.190 0.190 0.190 0.190 0.190 0.190 0.190 0.190 0.571 0.571
0.571 0.571 0.761 0.761 0.761 0.761 -0.571 -0.571 -0.571 -0.571 -0.571 -0.571 -0.571 -0.571 -0.190
-0.190 -0.190 -0.190 0.190 0.190 0.190 0.190 0.571 0.571 0.571 0.571 0.571 0.571 0.571 0.571 -0.761
-0.761 -0.761 -0.761 -0.380 -0.380 -0.380 -0.380 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.380 0.380 0.380 0.380 0.761 0.761 0.761 0.761 -0.761 -0.761 -0.761 -0.761 -0.761 -0.761 -0.761
-0.761 -0.380 -0.380 -0.380 -0.380 -0.380 -0.380 -0.380 -0.380 -0.190 -0.190 -0.190 -0.190 -0.190
-0.190 -0.190 -0.190 0.190 0.190 0.190 0.190 0.190 0.190 0.190 0.190 0.380 0.380 0.380 0.380 0.380
0.380 0.380 0.380 0.761 0.761 0.761 0.761 0.761 0.761 0.761 0.761 -0.571 -0.571 -0.571 -0.571 -0.571
-0.571 -0.571 -0.571 -0.380 -0.380 -0.380 -0.380 0.380 0.380 0.380 0.380 0.571 0.571 0.571 0.571
0.571 0.571 0.571 0.571 -0.761 -0.761 -0.761 -0.761 -0.380 -0.380 -0.380 -0.380 -0.380 -0.380 -0.380
-0.380 0.380 0.380 0.380 0.380 0.380 0.380 0.380 0.380 0.761 0.761 0.761 0.761 -0.951 -0.761 -0.761
-0.761 -0.761 -0.571 -0.571 -0.571 -0.571 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.571 0.571 0.571 0.571 0.761 0.761 0.761 0.761 0.951];
length(dgread)
dgphas = [0.000 0.000 -0.238 0.000 0.000 0.238 0.000 -0.238 0.000 0.000 0.238 -0.238 -0.238 0.238
0.238 -0.238 0.000 0.000 0.238 -0.238 -0.238 0.238 0.238 -0.238 -0.238 0.238 0.238 0.000 -0.476
0.000 0.000 0.476 0.000 -0.238 0.000 0.000 0.238 -0.476 0.000 0.000 0.476 -0.476 -0.476 -0.238
-0.238 0.238 0.238 0.476 0.476 -0.476 0.000 0.000 0.476 -0.238 0.000 0.000 0.238 -0.238 -0.238 0.238
0.238 -0.476 -0.476 -0.238 -0.238 0.238 0.238 0.476 0.476 -0.476 -0.476 -0.238 -0.238 0.238 0.238
0.476 0.476 -0.238 -0.238 0.238 0.238 -0.476 0.000 0.000 0.476 -0.476 -0.476 0.476 0.476 -0.476
0.000 0.000 0.476 0.000 -0.476 -0.476 -0.238 -0.238 0.238 0.238 0.476 0.476 -0.476 -0.476 0.476
0.476 -0.713 0.000 0.000 0.713 -0.476 -0.476 0.476 0.476 -0.476 -0.476 -0.238 -0.238 0.238 0.238
0.476 0.476 0.000 -0.238 0.000 0.000 0.238 -0.713 0.000 0.000 0.713 -0.713 -0.713 -0.238 -0.238
0.238 0.238 0.713 0.713 -0.713 0.000 0.000 0.713 -0.238 0.000 0.000 0.238 -0.238 -0.238 0.238 0.238
-0.713 -0.713 -0.238 -0.238 0.238 0.238 0.713 0.713 -0.713 -0.713 -0.238 -0.238 0.238 0.238 0.713
0.713 -0.238 -0.238 0.238 0.238 -0.476 -0.476 0.476 0.476 -0.476 -0.476 0.476 0.476 -0.476 0.000
0.000 0.476 -0.713 0.000 0.000 0.713 -0.713 -0.713 -0.476 -0.476 0.476 0.476 0.713 0.713 -0.713
0.000 0.000 0.713 -0.476 0.000 0.000 0.476 -0.476 -0.476 -0.238 -0.238 0.238 0.238 0.476 0.476
-0.713 -0.713 -0.238 -0.238 0.238 0.238 0.713 0.713 -0.713 -0.713 -0.476 -0.476 0.476 0.476 0.713
0.713 -0.713 -0.713 -0.476 -0.476 0.476 0.476 0.713 0.713 -0.713 -0.713 -0.238 -0.238 0.238 0.238
0.713 0.713 -0.476 -0.476 -0.238 -0.238 0.238 0.238 0.476 0.476 0.000 -0.951 0.000 0.000 0.951 0.000
-0.190 0.000 0.000 0.190 -0.380 -0.380 0.380 0.380 -0.571 -0.571 -0.380 -0.380 0.380 0.380 0.571
0.571 -0.761 0.000 0.000 0.761 -0.761 -0.761 -0.190 -0.190 0.190 0.190 0.761 0.761 -0.761 0.000
0.000 0.761 -0.571 -0.571 -0.380 -0.380 0.380 0.380 0.571 0.571 -0.380 -0.380 0.380 0.380 -0.190
0.000 0.000 0.190 -0.190 -0.190 0.190 0.190 -0.571 0.000 0.000 0.571 -0.761 -0.761 -0.190 -0.!
190 0.190 0.190 0.761 0.761 -0.571 -0.571 0.571 0.571 -0.761 -0.761 -0.190 -0.190 0.190 0.190 0.761
0.761 -0.571 0.000 0.000 0.571 -0.190 -0.190 0.190 0.190 -0.571 -0.571 -0.190 -0.190 0.190 0.190
0.571 0.571 -0.571 -0.571 0.571 0.571 -0.571 -0.571 0.571 0.571 -0.571 -0.571 -0.190 -0.190 0.190
0.190 0.571 0.571 -0.380 0.000 0.000 0.380 -0.761 0.000 0.000 0.761 -0.761 -0.761 -0.380 -0.380
0.380 0.380 0.761 0.761 -0.761 0.000 0.000 0.761 -0.380 0.000 0.000 0.380 -0.380 -0.380 -0.190
-0.190 0.190 0.190 0.380 0.380 -0.761 -0.761 -0.190 -0.190 0.190 0.190 0.761 0.761 -0.761 -0.761
-0.380 -0.380 0.380 0.380 0.761 0.761 -0.761 -0.761 -0.380 -0.380 0.380 0.380 0.761 0.761 -0.761
-0.761 -0.190 -0.190 0.190 0.190 0.761 0.761 -0.380 -0.380 -0.190 -0.190 0.190 0.190 0.380 0.380
-0.571 -0.571 -0.380 -0.380 0.380 0.380 0.571 0.571 -0.571 -0.571 0.571 0.571 -0.571 -0.571 0.571
0.571 -0.571 -0.571 -0.380 -0.380 0.380 0.380 0.571 0.571 -0.380 -0.380 0.380 0.380 -0.761 -0.761
-0.380 -0.380 0.380 0.380 0.761 0.761 -0.761 -0.761 -0.380 -0.380 0.380 0.380 0.761 0.761 -0.380
-0.380 0.380 0.380 0.000 -0.571 0.000 0.000 0.571 -0.761 0.000 0.000 0.761 -0.951 -0.761 -0.761
-0.571 -0.571 0.000 0.000 0.571 0.571 0.761 0.761 0.951 -0.761 0.000 0.000 0.761 -0.571 0.000 0.000
0.571 0.000];
length(dgphas)
dgslic = [0.000 0.000 0.000 -0.238 0.238 0.000 0.000 0.000 -0.238 0.238 0.000 -0.238 0.238 -0.238
0.238 0.000 -0.238 0.238 0.000 -0.238 0.238 -0.238 0.238 -0.238 0.238 -0.238 0.238 0.000 0.000
-0.476 0.476 0.000 0.000 0.000 -0.238 0.238 0.000 0.000 -0.476 0.476 0.000 -0.238 0.238 -0.476 0.476
-0.476 0.476 -0.238 0.238 0.000 -0.476 0.476 0.000 0.000 -0.238 0.238 0.000 -0.238 0.238 -0.238
0.238 -0.238 0.238 -0.476 0.476 -0.476 0.476 -0.238 0.238 -0.238 0.238 -0.476 0.476 -0.476 0.476
-0.238 0.238 -0.238 0.238 -0.238 0.238 0.000 -0.476 0.476 0.000 -0.476 0.476 -0.476 0.476 0.000
-0.476 0.476 0.000 0.000 -0.238 0.238 -0.476 0.476 -0.476 0.476 -0.238 0.238 -0.476 0.476 -0.476
0.476 0.000 -0.713 0.713 0.000 -0.476 0.476 -0.476 0.476 -0.238 0.238 -0.476 0.476 -0.476 0.476
-0.238 0.238 0.000 0.000 -0.238 0.238 0.000 0.000 -0.713 0.713 0.000 -0.238 0.238 -0.713 0.713
-0.713 0.713 -0.238 0.238 0.000 -0.713 0.713 0.000 0.000 -0.238 0.238 0.000 -0.238 0.238 -0.238
0.238 -0.238 0.238 -0.713 0.713 -0.713 0.713 -0.238 0.238 -0.238 0.238 -0.713 0.713 -0.713 0.713
-0.238 0.238 -0.238 0.238 -0.238 0.238 -0.476 0.476 -0.476 0.476 -0.476 0.476 -0.476 0.476 0.000
-0.476 0.476 0.000 0.000 -0.713 0.713 0.000 -0.476 0.476 -0.713 0.713 -0.713 0.713 -0.476 0.476
0.000 -0.713 0.713 0.000 0.000 -0.476 0.476 0.000 -0.238 0.238 -0.476 0.476 -0.476 0.476 -0.238
0.238 -0.238 0.238 -0.713 0.713 -0.713 0.713 -0.238 0.238 -0.476 0.476 -0.713 0.713 -0.713 0.713
-0.476 0.476 -0.476 0.476 -0.713 0.713 -0.713 0.713 -0.476 0.476 -0.238 0.238 -0.713 0.713 -0.713
0.713 -0.238 0.238 -0.238 0.238 -0.476 0.476 -0.476 0.476 -0.238 0.238 0.000 0.000 -0.951 0.951
0.000 0.000 0.000 -0.190 0.190 0.000 -0.380 0.380 -0.380 0.380 -0.380 0.380 -0.571 0.571 -0.571
0.571 -0.380 0.380 0.000 -0.761 0.761 0.000 -0.190 0.190 -0.761 0.761 -0.761 0.761 -0.190 0.190
0.000 -0.761 0.761 0.000 -0.380 0.380 -0.571 0.571 -0.571 0.571 -0.380 0.380 -0.380 0.380 -0.380
0.380 0.000 -0.190 0.190 0.000 -0.190 0.190 -0.190 0.190 0.000 -0.571 0.571 0.000 -0.190 0.190
-0.761 0.761 -0.761 0.761 -0.190 0.190 -0.571 0.571 -0.571 0.571 -0.190 0.190 -0.761 0.761 -0.761
0.761 -0.190 0.190 0.000 -0.571 0.571 0.000 -0.190 0.190 -0.190 0.190 -0.190 0.190 -0.571 0.571
-0.571 0.571 -0.190 0.190 -0.571 0.571 -0.571 0.571 -0.571 0.571 -0.571 0.571 -0.190 0.190 -0.571
0.571 -0.571 0.571 -0.190 0.190 0.000 -0.380 0.380 0.000 0.000 -0.761 0.761 0.000 -0.380 0.380
-0.761 0.761 -0.761 0.761 -0.380 0.380 0.000 -0.761 0.761 0.000 0.000 -0.380 0.380 0.000 -0.190
0.190 -0.380 0.380 -0.380 0.380 -0.190 0.190 -0.190 0.190 -0.761 0.761 -0.761 0.761 -0.190 0.190
-0.380 0.380 -0.761 0.761 -0.761 0.761 -0.380 0.380 -0.380 0.380 -0.761 0.761 -0.761 0.761 -0.380
0.380 -0.190 0.190 -0.761 0.761 -0.761 0.761 -0.190 0.190 -0.190 0.190 -0.380 0.380 -0.380 0.380
-0.190 0.190 -0.380 0.380 -0.571 0.571 -0.571 0.571 -0.380 0.380 -0.571 0.571 -0.571 0.571 -0.571
0.571 -0.571 0.571 -0.380 0.380 -0.571 0.571 -0.571 0.571 -0.380 0.380 -0.380 0.380 -0.380 0.380
-0.380 0.380 -0.761 0.761 -0.761 0.761 -0.380 0.380 -0.380 0.380 -0.761 0.761 -0.761 0.761 -0.380
0.380 -0.380 0.380 -0.380 0.380 0.000 0.000 -0.571 0.571 0.000 0.000 -0.761 0.761 0.000 0.000 -0.571
0.571 -0.761 0.761 -0.951 0.951 -0.761 0.761 -0.571 0.571 0.000 0.000 -0.761 0.761 0.000 0.000




































Ixx = Ixx + -1 *E(Qint(i, 1),Qint(i,2),Qint(i,3))*Qx(i)*Qx(i);
Ixy = Ixy + -1 *E(Qint(i, 1),Qint(i,2),Qint(i,3))*Qx(i)*Qy(i);
Ixz = Ixz + -1 *E(Qint(i, 1),Qint(i,2),Qint(i,3))*Qx(i)*Qz(i);
lyx = lyx + -I *E(Qint(i, 1),Qint(i,2),Qint(i,3))*Qy(i)*Qx(i);
Iyy = Iyy + -1 *E(Qint(i, 1),Qint(i,2),Qint(i,3))*Qy(i)*Qy(i);
Iyz = Iyz + -1 *E(Qint(i, 1),Qint(i,2),Qint(i,3))*Qy(i)*Qz(i);
Izx = Izx + -1 *E(Qint(i,1),Qint(i,2),Qint(i,3))*Qz(i)*Qx(i);
Izy = Izy + -1 *E(Qint(i, 1),Qint(i,2),Qint(i,3))*Qz(i)*Qy(i);
Izz = Izz + -1 *E(Qint(i, 1),Qint(i,2),Qint(i,3))*Qz(i)*Qz(i);
end
H = [Ixx Ixy Ixz; lyx Iyy Iyz; Izx Izy Izz]
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