Recently some papers, such as Aban, Meerschaert and Panorska (2006) , Nuyts (2010) and Clark (2013), have drawn attention to possible truncation in Pareto tail modelling. Sometimes natural upper bounds exist that truncate the probability tail, such as the Maximum Possible Loss in insurance treaties. At other instances ultimately at the largest data, deviations from a Pareto tail behaviour become apparent. This matter is especially important when extrapolation outside the sample is required. Given that in practice one does not always know whether the distribution is truncated or not, we consider estimators for extreme quantiles both under truncated and non-truncated Pareto-type distributions. Hereby we make use of the estimator of the tail index for the truncated Pareto distribution first proposed in Aban et al. (2006) . We also propose a truncated Pareto QQ-plot and a formal test for truncation in order to help deciding between a truncated and a nontruncated case. In this way we enlarge the possibilities of extreme value modelling using Pareto tails, offering an alternative scenario by adding a truncation point T that is large with respect to the available data. In the mathematical modelling we hence let T → ∞ at different speeds compared to the limiting fraction (k/n → 0) of data used in
Introduction
Considering positive data, the Pareto (Pa) distribution is a simple and very popular model with power law probability tail. Using the notation from Aban et al. (2006) , the right tail function (RTF) P(W > w) = τ α w −α for w ≥ τ > 0 and α > 0 (1) is considered as the standard example in the max domain of attraction of the Fréchet distribution. For instance, losses in property and casualty insurance often have a heavy right tail behaviour making it appropriate for including large events in applications such as excess-of-loss pricing and enterprise risk management (ERM). There might be some practical problems with the use of the Pa distribution and its generalization to the Pa-type model, because some probability mass can still be assigned to loss amounts that are unreasonable large or even physically impossible. In ERM this corresponds to the concept of maximum possible loss. Here we will consider specific data sets on earthquake fatalities and forest fires. For other applications of natural truncation, such as probable maximum precipitation, see Aban et al. (2006) . These authors considered the upper-truncated Pareto distribution with RTF
for 0 < τ ≤ x ≤ T ≤ ∞, where τ < T . Next to the RTF, for any given distribution, we make use of the tail quantile function U defined by U (x) = Q(1 − 1/x) (x > 1) where Q(1 − p) := inf{x : F (x) ≥ 1 − p} (0 < p < 1) denotes the upper quantile function corresponding to F . Henceforth,F W and U W , respectivelyF T and U T , denote the RTF and the tail quantile function of the underlying Pa distribution, respectively of the Pa distribution truncated at T from which the X data are observed with X = d W |W < T . Note the following relations between the RTFs and the tail quantile functions:
where D T =F W (T )/F W (T ) equals the odds ratio of the truncated probability mass under the untruncated Pa-type distribution W , and C T = 1/F W (T ). Aban et al. (2006) derived the conditional maximum likelihood estimator (MLE) based on the k + 1 (0 ≤ k < n) largest order statistics representing only the portion of the tail where the truncated Pareto (TPa) approximation holds. They showed that, with X 1,n ≤ . . . ≤ X n−k,n ≤ X n−k+1,n ≤ . . . ≤ X n,n denoting the order statistics of an independent and identically distributed sample of size n from X, the MLE's obtained under this conditioning model are given bŷ T = X n,n ,τ = k 1/α T k,n X n−k,n n − (n − k)(X n−k,n /X n,n )α T k,n −1/α T k,n whereα T k,n solves the equation
where H k,n = 1 k k j=1 (log X n−j+1,n − log X n−k,n ) is the Hill (1975) statistic and R k,n = X n−k,n /X n,n . This estimator 1/α T k,n can be considered as an extension of Hill's (1975) estimator to the case of a TPa distribution, while H k,n was introduced as an estimator of 1/α when T = ∞.
Independently, Nuyts (2010) considered truncation of Pa distributions and obtained an adaptation of the Hill (1975) estimator through the estimation of E(log W |W ∈ [L, R]) for some 0 < L < R finite, taking W to be the strict Pa in (1) . Then replacing R by the truncation point T and L by some appropriate threshold t = Q T (1 − (k + 1)/(n + 1)), as commonly considered in extreme value methodology, we obtain in the spirit of Nuyts (2010) that E(log W − log t|W ∈ [t, T ]) = Estimating T by the maximum X n,n of the sample, t by an order statistic X n−k,n , and E(log W − log t|W ∈ [t, T ]) by H k,n , we find (6) again. The estimator proposed in Nuyts (2010) differs slightly fromα T k,n , but can be shown to be asymptotically equivalent toα T k,n . Nuyts (2010) also considered trimming the estimator by deleting the r − 1 (r > 1) top data, leading to the generalization of (6)
The estimatorα T r,k,n provides a way to make the Hill (1975) estimator robust against outliers, but it will be less efficient than the estimatorα T k,n without trimming. While robustness under Pa models has received quite some attention in the literature (see for instance Hubert et al., 2013 , and the references therein), we confine ourselves to the case r = 1.
The solution of (6) can be approximated using Newton-Raphson iteration on the equation
where for instance Hill's estimator can serve as an initial approximation:
The main purpose of this paper is to consider tail estimation for truncated and non-truncated distributions in case the Pa behaviour starts to set in from an intermediate threshold t = Q T (1 − (k + 1)/(n + 1)) on. In case of no truncation, this setting has been formalized mathematically by the concept of Pa-type distributions, defined bȳ
where F is a slowly varying function at infinity, i.e. lim t→∞ F (ty)/ F (t) = 1 for every y > 0. Hence, under this model, with W/t denoting a peak over a threshold t with W > t,
It is well-known that then also
where U is again a slowly varying function. In extreme value statistics the parameter ξ := 1/α is referred to as the extreme value index (EVI). The EVI ξ is the shape parameter in the generalized extreme value distribution
This class of distributions is the set of the unique non-degenerate limit distributions of a sequence of maximum values, linearly normalized. In case ξ > 0 the class of distributions for which the maxima are attracted to G ξ corresponds to the Pa-type distributions in (9) . Note that for a given T fixed truncated Pa models are known to exhibit an EVI ξ = −1, see for instance To illustrate the practical importance of the present setting, we consider the data set containing fatalities due to large earthquakes as published by the U.S. Geological Survey on http://earthquake. usgs.gov/earthquakes/world/, which were also used in Clark (2013) . It contains the estimated number of deaths for the 124 events between 1900 and 2011 with at least 1000 deaths. In Figure 1 the Pa QQ-plot (or log-log plot) (log X n−j+1,n , log(j/n)) , j = 1, . . . , n,
is given. It exhibits a linear or Pa pattern for a large section of the data, while the final end of the plot is curved. The plot of 1/H k,n as the classical estimates of α based on an untruncated Pa distribution indeed bends upwards towards smaller values of k. This indicates that the unbounded Pareto pattern could be violated in this example. On this plot the extrapolations using a Pa distribution (1) respectively the TPa model (2) (with the linear respectively the curved extrapolation) are plotted based on the largest 21 data points as it was proposed in Clark (2013) such thatα T 21,n = 0.43 and 1/H 21,n = 0.90. In section 3 tail extrapolation based on the TPa model will indeed appear to be appropriate in this case. As suggested in Clark (2013) α could also be taken to be zero or negative. For instance formally setting α = −1 in (2), one obtains the tail of a uniform type distribution. Finite tail distributions following (2) with negative value of α show a fast rate of convergence to T for small p and when T is a big number, due to the presence of D T in this expression. In the applications we have in mind here, as we allow T to be large, convergence to T is slow and hence a positive value of α is appropriate. Closely related to this paper, Chakrabarty and Samorodnitsky (2012) considered a different truncation model, whereby a heavy tailed random variable is truncated at a high value M → ∞ added by exponentially tailed random variables R, and where the probability mass under W behind M is set at M + R. These authors show the consistency of Hill's estimator and provide a test for this kind of truncation. They did not consider the estimation of extreme quantiles however.
In the next sections we specify the truncation models and provide estimators for extreme quantiles and for T . In section 4 we consider the problem of deciding between a Pa-type case in (9) and a TPa-type case in (12) , or, between light and rough truncation. To this end we construct a TPa QQplot, provide a new significance test and compare it with the test proposed in Aban et al. (2006) . In section 5 we study the finite sample behaviour of the proposed estimators using simulations and practical examples. The asymptotic properties ofα T k,n and the extreme quantile estimators under rough and light truncation are discussed in a final section. Proofs will be deferred to the supplementary material.
Rough and light truncation of Pareto-type distributions
Truncation of a Pa-type distribution at a value T necessarily requires t < T → ∞ and
.
One can now consider two cases as t, T → ∞:
• Rough truncation when T /t → β > 1, and by Karamata's uniform convergence theorem for regularly varying functions (Seneta, 1976) ,
This corresponds to situations where the deviation from the Pa behaviour due to truncation at a high value will be visible in the data, and an adaptation of the classical Pa tail extrapolation methods appears appropriate.
• Light truncation when T /t → ∞
and hardly any truncation is visible in the data, and the Pa-type model (9) without truncation and the existing extreme value methods for Patype tails are appropriate.
When T → ∞ we have from(5) that
Since U W (1/F W (T )) = T and 1/F W (T ) → ∞, we now obtain that if yD T is bounded away from 0
where ζ y,T → 1 as T → ∞ using Karamata's uniform convergence theorem. Note that ζ y,T = 1 in case W satisfies (1). In case yD T → 0 it follows similarly from (4) that
Hence, with (n + 1)/(k + 1) playing the role of y, and choosing t = Q T (1 − (k + 1)/(n + 1)) = U T ((n + 1)/(k + 1)), the conditions of rough and light truncation are rephrased as follows, in accordance with (15) and (16):
and
• Light truncation when
The estimation of α and k/(nD T ) (or κ, β) will now constitute important steps in order to arrive at estimators of extreme quantiles Q T (1 − p) and T . Given the fact that our model is only defined choosing k, n, T → ∞, k/n → 0 jointly with the corresponding conditions for rough and light truncation, the underlying model depends on n and a triangular array formulation X n1 , . . . , X nn of the observations should be used in order to emphasize the nature of the model. However, in statistical procedures as presented here, when a single sample is given, the notation X 1 , . . . , X n is more natural and will be used throughout.
Estimation of extreme quantiles
From (15) it is clear that the estimation of D T is an intermediate step in important estimation problems following the estimation of α, namely of extreme quantiles and of the endpoint T . From (15)
Motivated by (18) and estimating
as an estimator for D T in case of truncated and non-truncated Pa-type distributions. In practice we will make use of the admissible estimator
In case D T > 0, in order to construct estimators of T and extreme quantiles q p = Q T (1 − p), as in (18) we find that
Then taking logarithms on both side of (20) and estimating Q T (1 − (k + 1)/(n + 1)) by X n−k,n we find an estimatorq
Note thatq T p can also be rewritten as
An estimator of T follows from letting p → 0,
taking the maximum with log X n,n in order for this endpoint estimator to be admissible.
Equation (23) forq
T p,k,n constitutes an adaptation to the TPa case of the Weissman (1978) estimator
which is valid under (9) . Expression (23) is more adapted to the case of light truncation or (n + 1)D T /(k + 1) → 0. Version (22) can be linked to the case of rough truncation or (k + 1)/((n + 1)D T ) → κ. Version (21) can be applied in all cases. However in section 5, in case of light truncationq T p,k,n will be shown to be consistent only when (np n ) −1 → 0. When this condition is not satisfied under light truncation we propose to use
Note that such alternative expressions do not exist for the estimation of the endpoint T as in case D T = 0 no finite endpoint exists.
From the preceeding sections the need for goodness-of-fit and test for truncated Pa distributions became apparent. Based on a chosen valueD T,k * ,n for particular k * , we propose the TPa QQ-plot to verify the validity of (15):
Note that when T = ∞ or D T = 0 the TPa QQ-plot agrees with the classical Pareto QQ-plot (11) . Under (15) an ultimately linear pattern should be observed to the right of some anchor point, i.e. at the points with indices j = 1, . . . , k for some 1 < k < n. From this, we propose to choose the value of k * in practice as the value that maximizes the correlation between log X n−j+1,n and log D T,k * ,n + j/n for j = 1, . . . , k * and k * > 10. This choice can be improved in future work since the covariance structure of the deviations of the points on the TPa QQ-plot from the reference line are neither independent nor identically distributed. This issue was addressed for the Pa QQ-plot in Beirlant et al. (1996) and Aban and Meerschaert (2004) and should be considered in the truncated case too. 
for some 1 < k < n and where A = τ α in (1). In (27), α is estimated by the maximum likelihood estimator 1/H k,n under H 
Note that the rejection rule (27) can be rewritten as
and the p-value is given by exp(−kR
Here we also consider the problem of testing light versus rough truncation, i.e. H
0 : X satisfies (13) versus H
1 : X satisfies (12). In the next sections we inspect the finite sample and asymptotic properties of the test (27) under H (2) 0 and H (2) 1 . We propose also a different test rejecting H (2) 0 when an appropriate estimator of (n+1)D T /(k+1) is significantly different from 0. Here we construct such an estimator generalizing R α k,n with an average of ratios (X n−k,n /X n−j+1,n ) α , j = 1, . . . , k, which then possesses an asymptotic normal distribution under the null hypothesis. Observe that under (15) 
as an estimator of (n + 1)D T /(k + 1), withα an appropriate estimator of
the reciprocal of the Hill (1975) estimator 1/H k,n is an appropriate estimator of α. Moreover, in the final section it will be stated that under some regularity assumptions on the underlying Pa-type distribution, we have under H
is asymptotically normal with mean 0 and variance 1/12. Moreover, it is then also shown that under rough truncation as k, n, T → ∞, k/n → 0 and
with P (N (0, 1) > z q ) = q. The p-value is then given by Φ( √ 12 kL k,n (1/H k,n )). Both tests (27) and (31) will further be compared below.
Practical examples and simulations
First we retake the data set containing fatalities due to large earthquakes from Figure 1 . In Figure 2 (middle) the estimatesα T k,n andD T,k,n are plotted against k = 1, . . . , n. Here we have chosen k * = 100 as a typical value where both plots are horizontal in k. The TPa QQ-plot in (26) is given in Figure 2 (top left), using the above mentioned value k * = 100. Next, the p-values as a function of k, both for the T A and T B tests are given (top right). Finally in Figure 2 (bottom) the estimates of the extreme quantile q 0.01 using (21) and the endpoint T (obtained by letting p → 0) are presented as a function of k. They are contrasted with the values obtained by the classical method of moment estimates as introduced in Dekkers et al. (1989) illustrating the slow convergence of the classical extreme value methods in the TPa-type model we study here. For any real EVI, the classical moment ξ-estimator is defined byξ
with M (j)
, which constitutes a consistent estimator for ξ ∈ R. The Hill estimator is M
(1)
Notice that in (34)T M OM corresponds to the admissible version of the moment endpoint estimatorT (M ) , since the latter can return values below the sample maximum.
Concerning the high quantile estimation, the chosen value p = 0.01 is directly related to the modest sample size here of n = 124. The quantile estimatesq T 0.01,k,n reveal a stable pattern on k, in Figure 2 (bottom left). While on the basis of Figure 2 , T A is only border significant for small values of k, the TPa-type model with a truncation point T around 400,000 deaths offers a convincing fit, and leads to a useful estimator for extreme quantiles.
Another application can be found in statistical modelling of size distributions of forest fires. Power law distributions have appeared in literature for modelling such sizes, while Reed and McKelvey (2002) provided evidence that in some circumstances this is too simple to describe such distributions over their full range. We consider here two data sets with sizes of wild fires cannot be rejected, the rough truncation model fits the Alberta wildfires data much better than the unbounded model. For the Alberta data set, in Figure 3 (top right), the TPa QQ-plot in (26), associated with the validity of (15), has been built on the chosen value k * = 2232, which maximizes the correlation between log X n−j+1,n and log D T + j/n , j = 1, · · · , k, for 10 < k < n. For the Pareto index α, high quantile and right endpoint estimation in Figure 3 we get conclusions similar to the ones of the earthquake fatalities data set. The finite sample behaviour of the proposed estimatorsα T k,n based on (6) and (8),q T p,k,n from (21), andT k,n from (23) has been studied through an extensive Monte Carlo simulation procedure with 1000 runs, both for truncated and non-truncated Pa-type distributions. Here we will only present results concerning Pa and Burr distributions, with truncated and non-truncated versions with sample size n = 400:
2. Truncated models 
(b) Truncated-Burr (α, ρ, T ), α = 2, ρ = −1 and T a high quantile from the corresponding Burr model in (36)
Note that in case of (36) and (38), U (y) = 1 + y ρ (αρ)
For a particular data set from an unknown but apparently heavy-tailed distribution, the practitioner does not know if the distribution comes from a truncated or a non-truncated Pa-type distribution and hence we have to study the behaviour of the tests and the proposed estimators under both cases, and compare them with the existing estimators where appropriate. Our simulation results illustrate this, using three columns in Figures 5-7 , setting the cases where T equals the 90 and 99 percentile of the corresponding non-truncated Pa random variable W next to the case where T = ∞. The case T = Q W (0.90) serves as an illustration of the rough truncation case, while T = Q W (0.99) is meant to represent light truncation. The α-estimatorα represented in Figures 5-7 is the solution of (6), approximated using the Newton-Raphson iteration as in (8), with an initial valuê α (0) = 1/H k,n . With finite samples and fixed T , TPa-type distributions belong to the Weibull domain of attraction for maxima with EVI ξ = −1 so that the moment estimator in (32) almost surely converges to -1. Also, for these models, 1/H k,n does not constitute a consistent estimator either for α or for ξ, since in case ξ < 0 the Hill estimator H k,n almost surely tends to zero when k/n → 0 as k, n → ∞. Only when T = ∞ we have that α T k,n and 1/H k,n estimate the same value 1/ξ. In case of the truncated Burr distribution the Pareto index estimatorα T k,n is underestimating α, which is not uncommon in extreme value analysis, and is in fact comparable to the behaviour of 1/H k,n in this case.
When estimating an extreme quantile the estimator in (33) based on the moment estimator is designed both for truncated and non-truncated cases and is to be compared with the estimation procedure defined in (23). Finallŷ q T , leads to extreme quantile estimates that are quite sensitive with respect to the value of D T . While the stable parts in the plots of quantile estimates are readily apparent anyway, we here useD
In case of non-truncated Pa-type models (right columns) concerning high quantile estimation, taking into account thatq for this particular situation, we can conclude that the newly proposed estimators perform reasonably well at p around 1/n if we compare with the classical Weissman and moment-type extreme quantile estimators. For instance in case of the Burr distribution in Figure 7 it appears that our quantile estimator is slightly worse than the moment estimator but better than the Weissman (1978) estimator. Finally note that for quantile estimators the relative √ M SE values can be obtained dividing the presented absolute error √ M SE by the exact value of Q(1 − p). 
Asymptotics of estimators and tests
In this section we state the large sample distribution ofα T k,n andq T p,k,n defined in (6) and (21) for TPa-type distributions both under rough (12) and light (13) truncation. To this end we will make use of the expressions (15)- (14) and (16) for the upper quantile function Q T (1−p) both under rough and light truncation assuming that F T is continuous. We also make use of a second order slow variation condition on U specifying the rate of convergence of U (tx)/ U (x) to 1 as x → ∞, which is used typically in all asymptotic results in extreme value methods (see for instance Theorem 3.2.5 in de Haan and Ferreira, 2006):
with ρ < 0, h ρ (t) = (t ρ − 1)/ρ, and b regularly varying with index ρ, i.e. b(tx)/b(x) → t ρ as x → ∞ for every t > 0. Finally W represents a standard Wiener process.
Theorem 1. Let (39) hold and let
with asymptotic variance 1/(kδ κ α 2 ) and Theorem 2. Suppose (39) holds and n, k = k n → ∞, k/n → 0, T → ∞ and p = p n such that np n = o(k). Moreover E denotes a standard exponential random variable.
Remark 2. In case k/(nD T ) → κ both the asymptotic bias and the stochastic part ofq T p,k,n are of smaller order than in case of 1/α T k,n . This confirms the findings of the simulations where the plots of the quantile estimators are found to be quite horizontal as a function of k and show a small variance, compared to other extreme quantile estimators in this case.
In case k/(nD T ) → ∞, note that the quantile estimatorq T p,k,n is only consistent if (np n ) −1 → 0, this is for quantiles q p situated maximally up to the border of the sample q n −1 , using for instance a sequence of the type p n = (log k) τ /n for some τ > 0. The extra factor (1 + → ∞ the second term in the expansion is to be retained.
From Theorem 2 it follows that it is important to be able to test if for a given case study rough or light truncation holds. Indeed, if rough truncation holds then in extreme quantile estimationq 
where E is a standard exponential random variable.
Note that the result in Theorem 3(b) needs a stronger condition on T for the limit E to hold under H
0 , meaning that for the test based on T A the truncation point T has to lie higher than in case of T B in order to keep a given significance level. This yields a theoretical confirmation of the simulation results where the T A test was found to reject light truncation situations that deviate from the untruncated Pa-type distributions, sooner than the T B test.
Conclusion
We have extended the work on estimating the Pareto index α under truncation from Aban et al. (2006) and Nuyts (2010) to extreme quantile estimation, and considered also truncation of regularly varying tails. The main proposals and findings are
• The new estimator of the Pareto index α is effective whether the underlying distribution is truncated or not, thus unifying previous approaches. Although based on a truncated model, the estimator of α is competitive even when the underlying distribution is unbounded.
• Our method leads to new quantile estimators which are especially effective in the case of rough truncation. In case the data come from a light truncated Pa-type distribution, which is the case when the Pa QQ-plot (11) is linear in the right tail, the extreme quantile estimator (21) should not be used for extrapolation far out of range of the available observations as discussed in Remark 2.
• A new TPa QQ-plot is constructed that can assist in verifying the validity of the TPa-type model. Moreover a new test is provided for testing light truncation against rough truncation which offers an extra tool for practitioners.
Tail fitting for truncated and non-truncated Pareto-type distributions where
where the first two terms in this expansion are the limits for k/(nD T ) → ∞ of the first two lines in the expansion in case (a).
Proof Let j r = j−r+1 and let U 1,n ≤ U 2,n ≤ . . . ≤ U n,n denote the order statistics from an i.i.d. sample of size n from the uniform (0,1) distribution. Then using summation by parts and the fact that
Using (S1), H k,n can now be approximated as k, n → ∞ by the integral
Using the mean value theorem on the inner integral between u+W(u)/ √ k and u+ W(u)/ √ k + 1/k, followed by an integration by parts, we obtain the approximation
First, let k/(nD T ) → κ. Then from (15) the approximation (S2) of H k,n equals
Next, add and subtract log U (1/F W (T )) from the second and fourth line respectively, and use the approximations
with 0 < u ≤ 1 and u * between u and u + W(u)/ √ k, and
Finally, using partial integration we have
from which one obtains the stated result in (a).
Secondly, consider k/(nD T ) → ∞. Then using (16) the proof follows the lines of proof of the asymptotic normality of the Hill estimator as for instance given in Mason and Turova (1994) , except for the extra term
appearing from the factor [1 + yD T ] −1/α in (16). However, using U j,n /(j/(n + 1)) → p 1, one derives that 
where
where E k,k denotes the maximum of a sample of size k from the standard exponential distribution.
Proof The proof of (a) follows similar lines as the proof of Proposition 1(a). Concerning part (b) remark that using (16) log
The result then follows since log
, and by using (39). 
− H k,n is a decreasing function in t ∈ (0, ∞). Moreover lim t→∞f (t) = −H k,n < 0 and lim t→0f (t) = −(log R k,n )/2 − H k,n . Showing that asymptotically under the conditions of the theorem −(log R k,n )/2−H k,n > 0 using Propositions 1 and 2 in both cases (a) and (b), we have then that there is a unique solution to the equationf (t) = 0. Note with Propositions 1 and 2 that for the true value α we havef (α) = o p (1), since H k,n and
asymptotically are equal, namely to
) in case (a), and α −1 in case (b). So the true value α asymptotically is a solution from which the consistency follows. Now using Propositions 1 and 2 we obtain that
The Taylor approximation of g(H k,n , log R k,n ) around the asymptotic expectated value E ∞ H k,n and E ∞ log R k,n yields
with, based on Proposition 2,
From Propositions 1 and 2, (S4), (S5), and (S3) we find that the stochastic part in the development of (α T k,n ) −1 − α −1 is given by
so that, with
from which (a) follows.
Next, in the case k/(nD T ) → ∞, starting from expression (23) and Proposition 1(b), we obtain log q
where under the given conditions In order to prove (c) we first derive the asymptotic distribution of √ k (E k,n (1/H k,n ) − 1/2). Note that From H k,n = α −1 + o p (1) we have for s 0 > α that P(s 0 ≥ 1/H k,n ≥ 0) → 1 as n → ∞, and thus by the continuous mapping theorem (Γ k,n , E k,n (1/H k,n )) converges weakly to (Γ, E(α)). From this it then follows that E k,n (1/H k,n ) + Γ k,n 2(H k,n + α −1 )
→ N (0, 1/48) .
Then also 1 − E k,n (1/H k,n ) → p 1/2, from which the result (c) follows.
To prove the second statement in (a), we obtain from (15) that
Setting V j,k := U j,n /U k+1,n (1 ≤ j ≤ k) we have that V 1,k , . . . , V k,k are distributed as the order statistics of a uniform (0, 1) sample of size k. Moreover for U k+1,n /D T =: κ k,n we have κ k,n → p κ. Following Proposition 1(a) it then follows that 
