the point of observation moves, but the ellipse moves and changes in size and shape. Clearly the directions of J derived from such a source could not coincide with those from the semi-infinite line, since all points along the projection of the line are equally weighted, whereas this is not the case for points along the line of symmetry in Fig. 6 .
the point of observation moves, but the ellipse moves and changes in size and shape. Clearly the directions of J derived from such a source could not coincide with those from the semi-infinite line, since all points along the projection of the line are equally weighted, whereas this is not the case for points along the line of symmetry in Fig. 6 . Thus, the lines of flow of J for a truncated cone will not coincide with the usual mirror shapes for a 3D compound parabolic concentrator; this is one reason why this system cannot be ideal, since we know that the parabolic shape is essential to control the meridian rays properly.
Furthermore, we can see that the outline in Fig. 6 does not have a second plane of symmetry at right angles to that shown. This means that, even if we were to determine the lines of flow for the truncated cone, the condition of detailed balance of the rays (Sec. III) at a mirror along the flow lines could not be fulfilled. Thus, the flow at other regions would be perturbed, and the concentrators would not be ideal.
We conclude from this argument that a rotationally symmetric concentrator of compound parabolic concentrator type cannot have maximum theoretical concentration ratio. w/A
VI. THE LIGHT CONE
As a final example we show how the light cone can be derived from the lines of flow of the vector flux. We take as starting point a spherical Lambertian radiator, as in Fig. 7 .
From symmetry, the lines of flow are straight lines passing through the center of the sphere and, also from symmetry, the rays are in detailed balance for any surface element with flow lines lying in it. Thus any conical surface with the center of the sphere as vertex forms an ideal concentrator; however, the source here is virtual and it is bounded by the sphere. Thus the concentrator takes all rays through points in the entry aperture AA' which are aimed at points on the sphere and reflects them to points inside the exit aperture BB'. The right circular cone is a special case among all these possible cones.
INTRODUCTION
The great variety of photocounting distributions that can be generated with intensity-modulated radiation is by now well known.'1- 5 It is evident that modulation broadens these distributions; this can be interpreted as an accentuation of photon bunching since both low-and high-count probabilities are increased at the expense of counts near the mean. Indeed, the extent of the broadening appears to depend strongly on the intensity distribution of the underlying radiation.
is unavoidable. It may be imparted to the underlying radiation by mechanisms as diverse as transmission through a stochastic channel (e.g., the turbulent atmosphere 7 ' 9 ) and power-supply ripple. 6 It is also important when the source is pulsed (e.g., exponentially decaying 14 ) rather than continuous. The analysis presented here applies also to nuclear counting 5 and neural counting.' 6 It will generally not be applicable in the presence of dead time.
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In this paper detailed statistical properties such as the cumulants, and the central, factorial, and ordinary moments are obtained for counting distributions when the incident radiation is intensity modulated with arbitrary statistics. Our calculations are valid for the case where the integrated intensity is separable into a product of modulation-dependent and modulation-independent components. The results are applied to the cases of triangular, sinusoidal, and square-wave modulation of superposed coherent and chaotic radiation. The coefficient of variation, skewness, and kurtosis are obtained as a function of modulation depth. Comparison is made with experimental data in the cases of triangular and sinusoidal modulation of a laser source.
THEORY
The intensity is assumed to be expressible as the product of two independent, stationary, ergodic random processes
where m (t) represents the modulation (with correlation time Tm) and Io(t) represents the intensity of the underlying radiation (with coherence time To). The integrated intensity
is independent of t for the stationary, ergodic processes considered here. The observation interval is from t to t + T. The factor n is the quantum efficiency of the detector, including any dependence on the photosensitive area, which is assumed to be small compared to the coherence area.
We will consider cases where the integrated intensity is separable into a product of modulation-dependent and modulation-independent components W= WmWO.
This occurs provided the observation interval does not have the same order of magnitude as both rm and To.3- Wm and WO are statistically independent,
so that the kth-order moment of W is'
Using Eqs. (2)-(4) and the well-known Mandel-formula,1 8 the probability of emission of n photoelectrons by a plane photocathode illuminated by normally incident, quasimonochromatic, linearly-polarized, intensity-modulated light, Employing Eq. (6), the moment generating function of n is
from which we obtain the kth-order moment of n,
where c1i, = 1, cj,k = 0 forj = 0 orj > k, and cjk = cj-lk-1 + Icik-1. The kth-order central moment of n can be expressed in terms of the ordinary moments of n as (9) or in terms of the ordinary and central moments of W as
In particular,
Note that the variance ((An) 2 ) is just the sum of the variance of the underlying Poisson distribution and the variance of the modulated intensity. The factorial moments of n are given by
Using Eq. (6), we obtain the cumulant generating function of
from which the kth-order cumulant of n is
which can be easily evaluated to obtain qP) in terms of qjw),
where vi7) is given in Eq. (11). The third-order cumulant exhibits the asymmetry of p(n,T).1 5 The "broadness" of p(n,T) is indicated by the coefficient of variation ct. = (qPfl))1/2/(q1fn)). The "length of the tail" of p(n,T) is displayed by the coefficient of skewness c, = qrf)/(q~f))3/2, whereas the "peakedness" of p(n,T) is displayed by the kurtosis ck = qfll)/(q~f))2.
Both cs and ck are dimensionless quantities which usually serve as measures of deviation from normality. we find c, = (n) -1/2 and Ck = (n) -1, which approaches the Gaussian result for large n as expected.
ANALYTICAL RESULTS
We use the general results derived above to calculate statistical properties of the photocounting distributions for several radiation sources modulated by various periodic waveforms with uniformly distributed random phase. Since the modulation period Tm is known, it (rather than Tm) is used to characterize the time scale of fluctuations. Assuming T << Tm, then Wm = m(t) and Wo SnIo(t') dt', where the integration is over the observation interval. Although we use periodic modulation waveforms (with random phase) for simplicity of illustration, it is evident from the previous section that our results are applicable to stochastic modulation as well.
The three modulation waveforms considered are the following: (i) Square wave: abrupt transitions between two levels, ml and M 2 , sustained for equal periods, yielding (16) and (W',) = (1/2) (mi + mi). (17) (ii) Triangular: linear sweeping between two levels, ml and M 2 , yielding
and (Wk) = (Mk+l -in+')/(k + l)(M2-M (19) (iii) Sinusoidal: the minimum is ml and the maximum is M 2 , yielding
and
The radiation source is assumed to be multimode superposed (interfering) coherent and chaotic radiation (e.g., an amplitude-stabilized laser somewhat above threshold), for which p (n, T) is, to very good approximation, the noncentral negative binomial distribution.
6 ' 2 'l In this case (Wo) = (nch) + (nc), (22) and
where (nch) and (n,) represent the mean number of photoelectrons arising from the chaotic and coherent components respectively. 21 The parameter M is the number of modes (M is real, continuous, and > 1); it contains information relative to the spatio-temporal coherence and polarization properties of the light, and the detector integration time and area. we obtain the first four ordinary moments of the photocounting distributions for square, sinusoidal, and triangular-wave modulated superposed coherent and chaotic radiation:
(n) = (1/2)(ml + M2)((nCh) + (n.)), (9), we calculate the first four central moments: computed above for a triangular and sinusoidal-wave modulated laser source. The source was a Spectra-Physics Model 162 Ar+ ion laser operated at 514.5 nm. 22 The radiation was fed into an acousto-optic modulator that modulated the intensity of the beam with a triangular wave or a sinusoid. The modulated radiation was attenuated sufficiently for the photocounting statistics to be observable and was polarized and detected by an RCA Type 8575 photomultiplier tube. The output pulses from the anode of the photomultiplier tube were registered by a pulse counter.
Data were taken for triangular and sinusoidal-wave modulation for various values of the modulation depth rm. Other experimental parameters were the period of the wave Tm = 1 s, the sampling interval T = 1 ins, and the number of observation samples N = 105. These parameters were the same for all sets of data, except where explicitly indicated in the figure captions. = 16) has been chosen to be intermediate between the mean corresponding to the triangular-wave data points (v, (n) 15), and the mean corresponding to the sinusoidal-wave data points (0, (n) 17).
DISCUSSION
In examining Figs. 1-3, it is clear that the theory is in good agreement with the experimental data. Where the data does not fall exactly on the theoretical curve, it is primarily because the means of the data and the theoretical curves are slightly different.
We note that the nature of the modulation waveform (i.e., square, sinusoidal, triangular) enters the theoretical equations for the ordinary and central moments [Eqs. (23) and (24)] only through the constants a and b which multiply ,i 2 and 1m 4 respectively. Also, the parameters (nch) and M appear only as ratios in these equations.
In Fig. 1 we see that increased modulation broadens p(n,T) as expected. Furthermore, c 0 is identical for the unmodulated (7i = 0) Bose-Einstein and the fully (mi = 1) square-wave modulated Poisson. As noted earlier, the extent of the broadening (magnitude of c,) depends strongly on the statistics of the underlying radiation. For example, in Fig. 1 c, (mi = 1)/c, (m = 0) is much larger for the Poisson than the Bose-Einstein.
The skewness is positive for all cases in Fig. 2, indicating  that p(n,T) is skewed to the right in these cases. However, modulation does not affect c, [i.e., the length of the tail of p(n,T)] in a simple manner, as exhibited by the intersections of the curves. The upper set of curves, representing the Bose-Einstein case, shows that the tail is usually extended by increased modulation. In contrast, the lower set of curves, representing the Poisson case, shows that as m approaches
The kurtosis of the modulated Poisson is usually negative in Fig. 3, indicating that p(n,T) is flattened by modulation. The purpose of the present paper is to study the behavior of the optical transfer function, through its first two moments, when the random wave front and random amplitude of the pupil function are correlated. It is shown that the effect of the cross correlation of amplitude and phase is to include a phase-shift term in the transfer function.
In order to simplify typography, we limit ourselves to the one-dimensional (slit aperture) situation. The extension to two dimensions is purely formal.
FIRST MOMENT
The unnormalized transfer function R(a) for a slit aperture is equal to the convolution of the pupil function A(p) R(a) = b A(p + a A* (P a)dp, 
where Ao(p) and W(p) are real.
W(p) is the aberration function (Hamilton's mixed characteristic function), and is taken to consist of the sum of a deterministic term due to the intrinsic aberrations of the optical system WD (p) and a term due to the random atmosphere Z(p); thus W(p) = WD(p) + Z(p). Z(p) is taken to be a zero mean, spatially stationary, real Gaussian random process
E[Z(pl)Z(p 2 )] = r.(pl -P2),
where r, is the correlation function and oz is the variance.
Without actually specifying the probability density function (PDF) of Ao(p), we take the mean of Ao(p) to be given by mA -E[Ao(p)] = AO(-0.6-0.8). 
