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Resumen
Las interfaces cerebro computador (BCI) son sistemas que le permiten a un usuario controlar
una aplicacio´n o un dispositivo so´lo a trave´s de su actividad neural. Una de las etapas ma´s
importantes para una aplicacio´n con un sistema BCI es la implementacio´n de algoritmos para
la clasificacio´n de los diferentes comandos necesarios para generar la interaccio´n. Existen varias
estrategias mentales para la interaccio´n con sistemas BCI que pueden ser usadas en los experimentos
neurocientificos, una de ellas se conoce como Imaginacio´n Motora, la cual permite la generacio´n
de eventos relacionados a desincronizaciones (ERDs) los cuales son decrementos temporales en
la potencia de las ondas de EEG en las bandas alfa y beta. Estos ERDs ocurren cuando un sujeto
realiza una imaginacio´n de un movimiento en particular, como mover una de sus manos. Esta´ tesis
se focaliza en el desarrollo de un experimento neurocientı´fico a trave´s de la implementacio´n de
las diferentes etapas de una aplicacio´n con una interface cerebro computador: pre-procesamiento,
procesamiento, extraccio´n de caracterı´sticas, clasificacio´n y aplicacio´n. Se presentan 3 algoritmos
que utilizan te´cnicas de aprendizaje de ma´quina para la clasificacio´n de sen˜ales de una interface
cerebro computador basada en electroencefalografı´a: LDA, C-SVC y NU-SVC con el fin de
determinar cua´l tarea de imaginacio´n motora esta´ ejecutando un usuario en un momento en
particular del experimento. Se utiliza un hardware BCI comercial de bajo costo (Emotiv EPOC)
con un software de acceso gratuito (OpenViBe) con el fin de demostrar que se pueden realizar
de aplicaciones con sistemas BCI sin la necesidad de una gran inversio´n econo´mica; la aplicacio´n
BCI final es un videojuego neurocontrolado que puede ser usado como terapia para pacientes con
dan˜os neurolo´gicos como el accidente cerebrovascular o el Parkinson. Todos los clasificadores
utilizan la te´cnica de patrones espaciales comunes (CSP) con el fin de extraer el filtro espacial
que optimice la diferenciacio´n entre dos tareas de imaginacio´n motora antes de realizar la etapa de
clasificacio´n. Se evaluaron todos los algoritmos de clasificacio´n en 8 sujetos sanos usando validacio´n
cruzada encontrando que los resultados de la ma´quina de soporte vectorial Nu-SVC tienen el
mejor porcentaje de mejor exactitud promedio calculada 96.7 %. Este resultado muestra que es
posible realizar experimentos neurocientificos con sistemas BCI de bajo costo y lograr exactitudes




Desarrollar una metodologı´a para la implementacio´n de un experimento de imaginacio´n motora,
basado en el uso de una interfaz cerebro computador de bajo costo usando software libre.
Objetivos especı´ficos
Establecer los algoritmos y te´cnicas necesarias para la implementacio´n de un experimento
BCI basado en imaginacio´n motora: adquisicio´n, pre-procesamiento, procesamiento, extrac-
cio´n de caracterı´sticas, clasificacio´n en lı´nea y aplicacio´n BCI final.
Evaluar diferentes algoritmos de clasificacio´n con el fin de optimizar la exactitud con un
grupo de usuarios para la estrategia de imaginacio´n motora utilizando software libre.
Implementar un algoritmo de pre-procesamiento, procesamiento, extraccio´n de caracterı´sticas
y clasificacio´n de sen˜ales neurofisiolo´gicas, para interactuar con un entorno de realidad virtual
que permita entrenar el cerebro para mejorar y autorregular su actividad en funciones motoras
especı´ficas.
Implementar algoritmos de aprendizaje de ma´quina para clasificar estados o tareas mentales




Las interfaces cerebro computador permiten una amplia gama de aplicaciones tanto en personas
con alguna condicio´n de discapacidad, como para personas completamente sanas. La interaccio´n
entre el usuario y el sistema BCI no se da de manera arbitraria: una serie de sen˜ales generadas
tras la ejecucio´n de tareas mentales especı´ficas pueden ser recolectadas, procesadas y clasificadas
con el fin de generar aplicaciones que puedan ser neurocontroladas. Con este fin, es necesaria la
implementacio´n de mu´ltiples te´cnicas de procesamiento de sen˜al y de aprendizaje de ma´quina
que optimicen los procesos de interaccio´n creando protocolos confiables para la realizacio´n de
experimentos en-lı´nea. Sin embargo, la realizacio´n de estos experimentos requiere de herramientas
en software y en hardware que son a menudo costosos, lo que limita ampliamente la investigacio´n
en el campo de las interfaces cerebro computador. Existen algunos sistemas BCI comerciales que
adema´s de ser co´modos y portables, tambie´n son econo´micos y su uso se ha extendido con diferentes
grupos de personas. Sin embargo, una de las principales limitantes que presentan estas interfaces
es la baja exactitud que se da en las tareas de clasificacio´n en estrategias de interaccio´n mental
puntuales como el caso de la imaginacio´n motora, ampliamente utilizada por neurocientı´ficos para
aplicaciones como el manejo de pro´tesis neurocontroladas, el control de dispositivos asistivos y la
neurorehabilitacio´n de pacientes asistida por computador. Sumado a los inconvenientes en hardware,
la carencia de herramientas en software de acceso gratuito que faciliten el procesamiento de la
sen˜al, dificulta la proliferacio´n de experimentos serios en BCI que puedan ser aplicados al contexto





1.1. Introduccio´n a la interaccio´n hombre-computador (HCI)
Hace de´cadas desde que el primer computador digital fue programado usando interruptores
meca´nicos y tableros de conexio´n, las interfaces por medio de las cuales intercambiamos
informacio´n con los computadores han evolucionado significativamente. A pesar de su antigu¨edad,
algunos perife´ricos tradicionales como el teclado y el rato´n han resistido firmemente con el paso
del tiempo, evolucionando en su ergonomı´a, taman˜o y modo de conexio´n, ma´s no en la esencia
de su funcionalidad. Como los computadores han incrementado en su potencia de procesamiento
y han disminuido en taman˜os y costos, nuevos dispositivos se han ido creando para satisfacer
las diferentes necesidades de un mercado cada vez ma´s a´vido de tecnologı´a (ej. Smartphones,
tabletas electro´nicas, PDAs), nuevas plataformas de informacio´n han nacido (ej. internet), nuevas
infraestructuras se han convertido en algo ampliamente disponible (ej. GPS) y nuevas industrias
han surgido (ej. videojuegos, tecnologı´as interactivas). Todas estas tendencias han dado lugar
a la democratizacio´n de la informacio´n a medida que el nu´mero de personas que interactu´an
directamente con los ordenadores se ha incrementado; cambiando notablemente la forma en que
se desenvuelve la sociedad moderna en los a´mbitos sociales, laborales, acade´micos, entre otros
[1], debido a esto, la creacio´n de computadores fa´ciles de usar y el entendimiento de co´mo la
computacio´n afecta las personas se convierte en una actividad crı´tica. La Interaccio´n Hombre-
Computador (HCI por sus siglas en ingle´s) es una disciplina emergente disen˜ada para proporcionar
la base intelectual por medio de la cual se crea esa tecnologı´a con la que las personas interactu´an con
los computadores [2]; una tecnologı´a cada vez ma´s eficiente, portable y agradable para el usuario
final. Entre estos desarrollos se encuentran herramientas de software para interfaces de usuario,
modelos cognitivos, reconocimiento de voz, lenguajes de entendimiento natural, computacio´n
gra´fica, reconocimiento de gestos, visualizacio´n de datos, agentes inteligentes, disen˜os de interfaces
visuales, multimedia interactiva, drama y mu´sica computarizados, tutores inteligentes, escritura
te´cnica y la organizacio´n del impacto social de la tecnologı´a. Mientras la interpretacio´n reflexiva
de la historia de la HCI es compleja y matizada, ciertas generalizaciones son evidentes: la forma
en co´mo los humanos interactuamos con los computadores ha evolucionado y esta´ evolucio´n ha
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permitido a ma´s personas hacer ma´s cosas con los ordenadores.
1.2. Introduccio´n a las interfaces cerebro-computador (BCI)
En el marco de la interaccio´n, han sido mu´ltiples los dispositivos e interfaces creadas para la captura
de las diferentes sen˜ales provenientes de cualquier manifestacio´n humana, como los movimientos,
las intenciones musculares, los gestos corporales y faciales, inclusive hasta los pensamientos y las
sen˜ales neuronales que se manifiestan mediante sen˜ales bioele´ctricas. Estas u´ltimas son materia de
investigacio´n desde los an˜os 60’s, en donde el Dr. Grey Walter conecto electrodos directamente
a las a´reas motoras del cerebro de un paciente. Al paciente se le pidio´ que presionara un boto´n
para avanzar una diapositiva proyectada mientras el Dr. Walter grababa la actividad relevante del
cerebro del paciente; poco despue´s, el mismo doctor conecto el sistema directamente al proyector
de diapositivas, de manera que la actividad cerebral registrada por el paciente era suficiente para
activar la orden de pasar de diapositiva. De forma interesante el Dr. Walter encontro´ que se habı´a
introducido un retardo desde la deteccio´n de la actividad cerebral hasta el avance de la diapositiva
proyectada, o sea, la diapositiva avanzaba antes que el paciente presionara´ el boto´n. El control se
daba antes de que el movimiento pasara: un nuevo tipo de interaccio´n estaba naciendo. De manera
general, cualquier forma natural de comunicacio´n o control requiere perife´ricos que capturan
la actividad nerviosa y/o muscular, el proceso comienza con el intento del usuario. El intento
desencadena un complejo proceso en el cual ciertas a´reas cerebrales son activadas y entonces las
sen˜ales son enviadas mediante el sistema nervioso perife´rico a los correspondientes mu´sculos, los
cuales a su vez realizan el movimiento necesario para la tarea de comunicacio´n o de control [3]. La
actividad resultante de este proceso es a menudo llamada salida eferente o motora. Eferente significa
que contiene impulsos que se transportan desde el sistema nervioso central hasta el actuador o
mu´sculo. En contraste, un proceso aferente describe la comunicacio´n en la otra direccio´n, desde los
receptores sensoriales hasta el sistema nervioso central. Una interfaz cerebro computador ofrece una
alternativa de comunicacio´n y control natural entre el cerebro y dispositivos externos, se define como
la ciencia y la tecnologı´a de dispositivos y sistemas de respuesta a los procesos neuronales en el
cerebro que generan movimientos motores y procesos cognitivos. Los avances en la neurociencia, la
tecnologı´a computacional, la miniaturizacio´n de componentes, biocompatibilidad de los materiales,
y tecnologı´a de sensores han conducido a una gran viabilidad en la mejora de las BCI, en donde
los ingenieros, neurocientı´ficos, cientı´ficos fı´sicos y los cientı´ficos sociales y del comportamiento
puede integrarse como un equipo de gran alcance [4]. En lugar de depender de sen˜ales nerviosas o
musculares, una BCI mide directamente la actividad cerebral asociada con la intencio´n del usuario y
traduce esta actividad grabada en sen˜ales correspondientes de control para diferentes aplicaciones.




Una interfaz cerebro computador (BCI) es un sistema basado en adquirir sen˜ales cerebrales
mediante un ordenador, analizarlas y traducirlas en comandos que son retransmitidos a un
dispositivo de salida para llevar a cabo una accio´n.
En principio, cualquier tipo de sen˜al cerebral puede ser usado para controlar un sistema BCI.
Las sen˜ales ma´s comu´nmente estudiadas son las de tipo ele´ctrico provenientes de la actividad
neuronal por medio de de electrodos en el cuero cabelludo, en la superficie cortical o en la
corteza cerebral.
Un sistema BCI consta de 4 componentes secuenciales: (1) adquisicio´n de la sen˜al, (2)
extraccio´n de caracterı´sticas, (3) interpretacio´n de las caracterı´sticas, (4) dispositivo de salida.
Estos 4 componentes son controlados mediante un protocolo de operacio´n que define el
inicio y tiempo de operacio´n, los detalles del procesamiento de la sen˜al, la naturaleza de
los comandos del dispositivo y la supervisio´n del rendimiento.
Las interfaces cerebro computador eventualmente pueden utilizarse de forma rutinaria para
reemplazar o restaurar la funcio´n u´til de personas con discapacidades graves que se dan
debido a trastornos neuromusculares. Una BCI tambie´n podrı´a mejorar la rehabilitacio´n de
personas con ACV (Accidente Cerebro-Vascular), trauma craneal y otros trastornos.
El futuro de las BCIs depende a su vez del progreso de 3 a´reas o aspectos crı´ticos: desarrollo
de hardware co´modo, conveniente y de adquisicio´n de sen˜al estable; la validacio´n y difusio´n
de las interfaces; y la puesta en prueba de la fiabilidad y la calidad de las BCI por parte de
diferentes grupos de usuarios.
La motivacio´n prevalente de las BCIs ha sido prever tecnologı´a de tipo asistiva a personas con
discapacidades fı´sicas severas, como aquellas que producen para´lisis completas e inhabilidades
para hablar causadas por golpes o enfermedades cro´nicas. En algunos casos los sistemas BCI son
llamados tambie´n interfaces cerebro ma´quina (BMI por sus siglas en ingle´s), en general, estos
u´ltimos suelen enfocar su aplicacio´n final al manejo de ma´quinas como sistemas robo´ticos, pro´tesis,
brazos electro´nicos o cualquier otro tipo de ma´quina. Este par de te´rminos (BCI e BMI) pueden
discriminarse similarmente a como se diferencian la visio´n por computador y la visio´n de ma´quina.
1.3. HCI y el puente con las Interfaces Cerebro-Computador (BCI)
La evolucio´n de cualquier tecnologı´a en general, se puede dividir en tres fases. La fase inicial,
o una prueba de concepto; muestra la funcionalidad ba´sica de una tecnologı´a. En esta fase,
incluso los sistemas trivialmente funcionales son impresionantes y estimulan la imaginacio´n. Por
ejemplo, cuando el rato´n del ordenador fue inventado, la gente estaba intrigada por la capacidad
de mover distancias pequen˜as por medio de dispositivos fı´sicos sobre una mesa, un puntero en dos
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dimensiones en una pantalla de ordenador. En la deteccio´n del trabajo cerebral, esto representa
la capacidad de extraer cualquier pedazo de informacio´n directamente del cerebro sin utilizar los
canales normales musculares. En la segunda fase, o la emulacio´n, la tecnologı´a se utiliza para imitar
las tecnologı´as existentes. Los ratones de ordenador inicialmente se utilizaron para seleccionar de
las listas de artı´culos, los que necesitaban comprar; tal y como lo habı´an estado haciendo con el
teclado nume´rico. Del mismo modo, las primeras interfaces cerebro-ordenador se han dirigido a
emular la funcionalidad de los ratones y teclados. Es en esta fase que la tecnologı´a comienza a
ser impulsada no tanto por su novedad y empieza a interesar a un pu´blico ma´s amplio interesado
por la ciencia de la comprensio´n y el desarrollo ma´s profundo. Finalmente, la tecnologı´a llega a
la tercera fase, en la que alcanza la madurez en su derecho propio. En esta fase, los disen˜adores
tratan de comprender y explotar las complejidades de la nueva tecnologı´a para crear experiencias
u´nicas que nos proporcionan capacidades nunca antes disponibles. Se cree que las BCI recie´n ahora
esta´n saliendo de su infancia, y que existe la oportunidad para pasar de la prueba de concepto y de
la emulacio´n a etapas de la madurez. Sin embargo, para ello, no so´lo tienen que continuar con el
descubrimiento y la invencio´n dentro del propio dominio, sino tambie´n empezar a construir puentes
y generar el apalancamiento de trabajos en otros campos. Mientras tanto, el campo de interaccio´n
entre el humano y ordenador sigue trabajando para ampliar la informacio´n efectiva entre humano
y ma´quina, y lo ma´s importante para disen˜ar tecnologı´as que se integran perfectamente en nuestras
tareas diarias [6].
Mientras que la comunidad BCI se ha centrado principalmente en meca´nicas muy difı´ciles de
adquisicio´n de datos desde el cerebro, los investigadores en HCI podrı´an an˜adir experiencia en
el disen˜o interfaces que permitan sacarle el mayor provecho a los escasos bits de informacio´n que
tienen sobre el usuario y su intencio´n. Tambie´n traen un punto de vista ligeramente diferente que
puede resultar en la innovacio´n interesante en las aplicaciones existentes de intere´s. Por ejemplo,
mientras que los investigadores BCI mantienen una admirable concentracio´n en proporcionar
a los pacientes que han perdido el control muscular de un dispositivo de entrada alternativo,
los investigadores HCI puede complementar los esfuerzos teniendo en cuenta la totalidad de
la experiencia de usuario, incluyendo factores tales como la preparacio´n, la comunicacio´n, el
aislamiento y la conciencia. Ma´s alla´ de la definicio´n tradicional de interfaces cerebro-ordenador, los
investigadores HCI ya han empezado a empujar los lı´mites de lo que se puede hacer si se es capaz de
mirar y cavar con profundidad en el cerebro del usuario, teniendo en cuenta co´mo estos dispositivos
se aplican a los usuarios sanos, adema´s de los discapacitados. La comunidad HCI tambie´n ha sido
particularmente exitosa en la exploracio´n sistema´tica y la creacio´n de nuevas a´reas de aplicacio´n.
Adema´s de pensar en utilizar la tecnologı´a para solucionar los puntos existentes para el dolor, o
para aliviar el trabajo difı´cil, esta comunidad ha buscado escenarios en los que la tecnologı´a puede
aumentar el tiempo de vida humana cotidiano de alguna manera [6].
Si bien la interseccio´n de la HCI con los sistemas BCI es relativamente nueva, existen dos frentes de
trabajo en donde estas disciplinas pueden converger y generar nuevas perspectivas: la primera son
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las oportunidades de usar los sistemas BCI como herramienta de medicio´n en los trabajos HCI, una
medicio´n dina´mica de los estados emocionales de un usuario mientras utiliza una nueva interfaz,
mientras interactu´a con una nueva aplicacio´n o mientras navega en una red social podrı´a servir
de apoyo para su optimizacio´n. De otra parte, la aplicacio´n de me´todos y te´cnicas de interaccio´n
basadas en el estudio de la HCI, podrı´a lanzar a los sistemas BCI a un mercado ma´s amplio, ma´s
incluyente y generar una interaccio´n ma´s precisa y dina´mica con sus usuarios.
1.4. Clasificaciones de las BCI
El enfoque de la comunidad BCI de los u´ltimos 20 an˜os ha estado cen˜ido en desarrollar tecnologı´as
de comunicacio´n y control para personas que sufren de deso´rdenes neuromusculares las cuales a
menudo conllevan a para´lisis completas o estados locked-in (condicio´n mediante la cual el paciente
esta´ consciente y despierto pero no se puede mover o comunicarse verbalmente). El objetivo final
comu´nmente es desarrollar tecnologı´as asistivas que ayuden a mejorar el nivel de vida de personas
con diferentes tipos de discapacidades neuromotoras. Ahora bien, los avances en la tecnologı´a BCI
pueden ampliar el espectro de aplicaciones y usuarios que puedan utilizar este tipo de sistemas; una
de las razones por las cuales para la gente “sana” pueda resultar interesante el uso de las BCIs es
que estas le permiten usar su actividad cerebral como entrada a un sistema, quiza´ en combinacio´n
con otras modalidades, o bien sea directamente controlando una interfaz de control; mediante la
utilizacio´n de ciertas tareas mentales que son asociadas a determinadas regiones del cerebro que
han sido ampliamente estudiadas y ahora pueden ser distinguidas con certeza y asignadas a una
amplia variedad de o´rdenes [7]. Las aplicaciones incluyen, entre otras cosas, navegacio´n en mundos
virtuales, control de un robot, un cursor o un menu´ de una aplicacio´n. Claramente es preferible que
esta asignacio´n (a menudo llamada mapeo) sea intuitiva y natural; aquı´ es claro que la estrategia
mental que debe ser usada debe relacionar las tareas que son implementadas en el mundo real con
las de la interfaz de usuario de la aplicacio´n. Una BCI puede ser invasiva o no invasiva y puede ser
basada en sen˜ales electrofisiolo´gicas (EEG, ECoG, intracortical, entre otras) o en otras sen˜ales como
NIRS (espectroscopia de infrarrojo cercano) y fMRI (resonancia magne´tica funcional); en donde la
diferencia ma´s notoria en cuanto a la sen˜al es que en las interfaces de tipo invasiva se obtiene una
sen˜al con una amplia relacio´n sen˜al-ruido, lo cual facilita el pre-procesamiento y procesamiento de
las sen˜ales [8]. Las BCI tambien varian en otras cosas, por ejemplo, la estrategia mental usada para
el control, algunos para´metros de la interface como el modo de operacio´n (sı´ncronas o ası´ncronas),
el tipo de realimentacio´n, el me´todo de procesamiento de la sen˜al y la aplicacio´n.
La figura 1.1 muestra una visio´n general de los componentes de una BCI y como estos se relacionan
unos con otros; el modo de co´mo clasificar estos sistemas puede escogerlo el investigador segu´n
sus propio punto de vista.
Otra clasificacio´n muy usada para los sistemas BCI es basada en los patrones cerebrales que son
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Figura 1.1. Mapa conceptual de las interfaces cerebro computador
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producidos, como la onda P300 muy usada para los sistemas de escritura o deletreadores, los
potenciales evocados mediante estı´mulos visuales usados por los sistemas BCI ma´s comerciales
y con un claro enfoque hacia la industria de los videojuegos (Emotiv EPOC, NeuroSky MindSet)
y los eventos relacionados a sincronizaciones y desincronizaciones muy comunes en aplicaciones
como el control de sistemas robo´ticos e interfaces con ma´quinas. A continuacio´n se realizara´ una
descripcio´n de las aplicaciones ma´s comunes de las interfaces cerebro computador, las cuales han
sido implementadas gracias a la explosio´n del desarrollo tecnolo´gico marcado por el incremento de
la capacidad y la velocidad de procesamiento de los computadores.
1.5. Aplicaciones
Los recientes y significativos avances en computacio´n y tecnologı´a de biosensores han mejorado
notablemente las perspectivas de las aplicaciones de las BCIs, permitiendo sacar del confinamiento
investigativo el estudio de estas interfaces y sus efectos en los diferentes procesos cognitivos,
transforma´ndolos en tema de amplia discusio´n en diferentes entornos debido a la reduccio´n de costos
y la diversidad de herramientas disponibles. En esta seccio´n se pretende describir las aplicaciones
de los sistemas BCI, introduciendo no so´lo una visio´n cla´sica motivada por el continuo desarrollo
de interfaces para el apoyo de procesos en el sector de la salud, sino tambie´n, una vista ma´s reciente
de lo que hacen desarrolladores, empresas e inclusive artistas con este tipo de interfaces [6].
1.5.1. Tecnologı´a Asistiva
Comunicacio´n
La restauracio´n de habilidades para la comunicacio´n, el control del ambiente y la mejora de la
movilidad son focos claros de co´mo las interfaces cerebro computador ayudan al mejoramiento de
la calidad de vida de las personas otorga´ndole herramientas de tipo asistivo para su cotidianidad.
El proceso de comunicacio´n ma´s rudimentario es la capacidad de establecer un “si” o un “no”; las
aplicaciones recientes apuntan al paradigma en el cual los usuarios modulan su ritmo mu, el cual
es asociado con los procesos sensitivomotores asociados al movimiento, con el fin de seleccionar
una de las dos sen˜ales (sı´ o no); este sen˜alamiento a menudo utiliza realimentaciones visuales,
como cuadros o cursores, con el fin de que el usuario escoja la respuesta que desee. Por otra parte,
el desarrollo y la implementacio´n de deletreadores que utilizan BCIs han sido muy numerosos,
en [9] utilizan una matriz de 6x6 con caracteres alfanume´ricos donde realizan la deteccio´n de
la sen˜al P300- es un potencial relacionado a un evento que puede ser registrado mediante EEG
como una deflexio´n positiva de voltaje-, donde una de sus filas o columnas parpadean al azar en
una secuencia en particular; cuando una columna o fila contiene el cara´cter que el sujeto desea
comunicar, se realiza una deteccio´n de la onda P300 mediante la evocacio´n de la combinacio´n
deseada que provoca dicha sen˜al. Diversos experimentos han establecido tasas de hasta 4 caracteres
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por minuto; sin embargo en [10] presentan una interfaz un poco ma´s elaborada compuesta por un
teclado virtual de 32 caracteres localizados en la mitad de la pantalla, se utilizan adema´s algunos
cuadros blancos que contienen las cuatro flechas de navegacio´n ma´s un boto´n de seleccio´n los cuales
permiten alcanzar tasas de casi 5 caracteres por minuto. Una previsualizacio´n de la interfaz guı´a de
usuario (GUI) es presentada a continuacio´n:
Figura 1.2. Visualizacio´n de la GUI usada en la Bremen-BCI
La investigacio´n en esta a´rea busca explorar me´todos para reducir el nu´mero de parpadeos
necesarios para hacer la seleccio´n con el objetivo de lograr la seleccio´n correcta con un estı´mulo
simple. Otra herramienta de tipo asistiva u´til en los u´ltimos an˜os radica en el desarrollo de
buscadores web que utilizan sen˜ales neuronales como datos de entrada para realizar la bu´squeda.
El acceso a internet puede cambiar notablemente la vida de las personas con discapacidades fı´sicas
severas: la web proporciona la capacidad para la educacio´n; la gestio´n financiera, la comunicacio´n
e incluso el empleo. Este tipo de plataformas se basan en la regulacio´n de los Potenciales Corticales
Lentos (SCPs) por parte del usuario, el control de los buscadores es implementado utilizando a´rboles
de decisio´n binarios con comandos tales como escribir un correo electro´nico o navegar por la red. En
Colombia, por ejemplo, segu´n la Ley 361 de 1997 su artı´culo 31 [11] establece que los empleadores
que ocupen trabajadores con limitacio´n no inferior al 25 % comprobada y este´n obligados a presentar
declaracio´n de renta y complementarios, tienen derecho a deducir de la renta el 200 % del valor de
105 salarios y prestaciones sociales pagados durante el an˜o o perı´odo de trabajo de la persona
discapacitada; sobre este artı´culo, las interfaces BCI para personas con discapacidad en miembros
superiores podrı´an convertirse en una novedoso me´todo para el control de software especializado en
empresas como centros de llamadas (call-centers), oficinas de pagos de servicios pu´blicos y otros
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en donde se maneja todo tipo de software especializado con menu´s y formularios ba´sicos [12].
Control Ambiental
El uso de las BCIs dentro del a´rea de la domo´tica busca interconectar elementos electro´nicos
del hogar como los televisores, las luces y los reproductores de audio, a un circuito de control
activado por ondas neuronales. Por ejemplo si se pensara en la matriz de caracteres dentro del
deletreador, se podrı´a pensar la posibilidad de reemplazar los sı´mbolos por o´rdenes directas de
control, entonces, se ofrecerı´a simulta´neamente un gran nu´mero de posibilidades que el usuario
podrı´a escoger para controlar diversos dispositivos electro´nicos dentro de su hogar o lugar de trabajo
[13]. Una introduccio´n prolongada de este tipo de interfaces en la vida diaria de las personas con
discapacidades puede generar un incremento positivo significativo en el modo en co´mo las personas
perciben su nivel de vida, restaurando su independencia en la interaccio´n social y contribuyendo a su
restauracio´n como personas activas dentro de la sociedad, a su capacidad de participacio´n auto´noma
dentro de la misma e inclusive a la inclusio´n digital dentro de la web.
Movilidad
Naturalmente una de las investigaciones y aplicaciones ma´s plausibles de los sistemas BCI se centra
en permitir a las personas con discapacidades motoras severas la restauracio´n del movimiento. La
comunicacio´n con sillas de ruedas y la manipulacio´n de robots mo´viles son las aplicaciones ma´s
encontradas en la bibliografı´a del uso de estas interfaces en la movilidad, encontrando tambie´n
el manejo de carros, tractores y otros mecanismos, una proeza expectante y un tema de amplia
investigacio´n el campo de las interfaces hombre ma´quina (HMI). En el trabajo con sillas de ruedas
se busca crear sistemas que sean ma´s inteligentes que los convencionales, los cuales se encargaban
de transmitir o´rdenes discretas a los controladores ele´ctricos que accionan los arreglos meca´nicos
de cada silla en particular, brindando la posibilidad de moverse hacia cualquier direccio´n mediante
una combinacio´n lineal de o´rdenes sencillas como ir hacia adelante o hacia atra´s; desarrollos ma´s
modernos buscan crear una conexio´n inteligente entre los ha´bitos y preferencias del usuario y
la capacidad de desplazamiento, permitie´ndole a los usuarios desplazarse a lugares especı´ficos
dentro de su casa con el uso de una sola orden. El costo de este tipo de sistemas tambie´n ha bajado
considerablemente, impulsado no so´lo por el bajo costo de las BCIs, sino tambie´n por el desarrollo
de plataformas en hardware libre como el arduino [14]; el cual permite- entre otras- una transmisio´n
inala´mbrica segura y confiable de los datos procesados en un ordenador a un muy bajo costo,
sirviendo de puente entre las sen˜ales bioele´ctricas sensadas a trave´s del EEG y cualquier dispositivo
electro´nico. Investigadores alemanes probaron la destreza y versatilidad de los sistemas BCI a
trave´s de la creacio´n de un manipulador mental de carros, una plataforma que permite mediante
un entrenamiento mental con objetos virtuales, interpretar patrones de intenciones de movimientos
como girar el manubrio a la derecha o inclusive acelerar o frenar; una implementacio´n similar
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es usada para mover un tractor de granja [15]. Un diagrama de flujo de esta u´ltima aplicacio´n es
mostrado a continuacio´n:
Figura 1.3. Esquema de componentes propuesto para la comunicacio´n entre la BCI y el tractor
En general es posible pensar que cualquier sistema mo´vil pueda ser teleoperado inala´mbricamente
mediante el uso de las interfaces cerebro computador; basta con realizar un eficiente clasificador
y realizar las adaptaciones electromeca´nicas para que el sistema mo´vil pueda desplazarse a trave´s
de comandos enviados desde un ordenador. El concepto de manejar sistemas robo´ticos a trave´s
de la mente ha sido popular desde los conceptos expuestos en la ciencia ficcio´n; sin embargo
investigaciones recientes demuestran el creciente uso de los sistemas BCI para el manejo de diversos
robots centrados en el campo de la tecnologı´a asistiva, logrando expandirse hasta las aplicaciones
militares e industriales. Estos experimentos exploran los efectos de una realimentacio´n propia del
mundo real (movimientos de un robot) en conjunto con las BCIs basados en la onda P300 que
dependen de la atencio´n del usuario [6], o la produccio´n de eventos relacionados a trave´s de la
imaginacio´n motora.
1.5.2. BCI para la recreacio´n
La dina´mica interactiva de los sistemas BCI tienen un abanico amplio de posibilidades para el
control de aplicaciones como videojuegos, realidad virtual y expresiones creativas [16]. Inicialmente
las dina´micas de los aplicativos en realidad virtual generaban una opcio´n altamente efectiva para
el tratamiento y la disminucio´n en la dependencia de fa´rmacos de personas con discapacidades
motrices y esto llamo´ la atencio´n de la comunidad me´dica en particular. Sin embargo, el desarrollo
y salida al mercado de interfaces de bajo costo que eran presentadas como nuevos dispositivos para
el control de videojuegos, permitio´ un desarrollo acelerado de las aplicaciones y nuevos usos de
estos sistemas que hasta entonces eran confinados solo a unos cuantos laboratorios especializados.
Aunque todavı´a no han sido ampliamente aceptadas como una herramienta que reemplace los
controles tradicionales como los joysticks los controles de botones, estas interfaces han sido




Uno de los primeros investigadores que contemplo´ la opcio´n de combinar simulaciones o juegos
en realidad virtual con las BCI fue Nijholt [17]; como se indica en el estudio, los primeros juegos
controlados por estas interfaces se enfocaron en el diagno´stico de las sen˜ales cerebrales en aspectos
como la medicio´n de la atencio´n del usuario o la relajacio´n en componentes afectivos de los juegos.
La interaccio´n de individuos en juegos de tipo inmersivos con ambientes tridimensionales brinda
ma´s datos caracterı´sticos como emociones o interpretaciones del contexto que ayudan a entender
con mayor facilidad las actividades y deseos de los usuarios; aquı´, suele usarse una metodologı´a
que mediante la retroalimentacio´n visual con ima´genes, videos o animaciones les permite a los
usuarios imaginar cierto movimiento en funciones como navegar en un ambiente fı´sico virtual, este
tipo de procedimiento es llamado imaginacio´n motora y es un estado dina´mico durante el cual un
individuo simula mentalmente una accio´n determinada [18]. Usando esta metodologı´a se realizo´ un
estudio en China para realizar el control en lı´nea de un sistema de pro´tesis de miembro superior el
cual consistı´a en usar una BCI para orientar su control y realizar seis actividades o movimientos
asignados mentalmente como mover: la mano derecha, la mano izquierda, el pie derecho o el pie
izquierdo [19]; los participantes caminaban en una cinta caminadora mientras se les proporcionaba
una retroalimentacio´n visual, arrojando como resultado la factibilidad de desarrollar plataformas
no invasivas neuronales para el ana´lisis y la restauracio´n de la marcha humana. En la figura 1.4
se muestra a Tan Le, co-fundadora de la empresa Emotiv, creadora de uno de los sistemas BCI
ma´s populares, comerciales y prometedores del momento: el EPOC; un neuro-casco provisto de
14 electrodos y un acelero´metro el cual sera´ descrito ma´s adelante en detalle dada su importancia
en la presente tesis como sistema BCI de captura. Uno de los focos ma´s interesantes de desarrollo
del EPOC se centra en la industria de los videojuegos, en donde ha mostrado ser superior a
otras interfaces debido a su portabilidad, comodidad y a la integracio´n directa con motores de
videojuegos populares como el Unity.
Aunque los ambientes virtuales suelen clasificarse dentro de la categorı´a de videojuegos, las
finalidades y la diversidad de propo´sitos que van ma´s alla´ de la simple diversio´n que proporcionan
los juegos, establecen una clara diferencia para su uso.
En [20] utilizan ambientes virtuales con avatares y objetos virtuales con el fin de que pacientes
con discapacidades motrices aprendan a controlar el esqueleto de su propia representacio´n
virtual a trave´s de sen˜ales neuronales; las intenciones y voluntades motrices en cada miembro
de los usuarios son traducidos al escenario virtual con el fin de permitir un desplazamiento
controlado, permitie´ndole al usuario un entrenamiento cinema´tico o´ptimo y evitando de esta
manera complicaciones que podrı´an presentarse en escenarios reales. Este tipo de desarrollos son
presentados como una esperanza promisoria para que en un futuro cercano, personas con para´lisis
puedan recobrar una amplia gama de funciones de movilidad deseadas [21].
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Figura 1.4. Interaccio´n con juegos virtuales a trave´s de una interfaz cerebro computador
Expresio´n Creativa
Otro par de campos sobre los cuales se han desarrollado una gran diversidad de aplicaciones
de los sistemas BCI son la mu´sica y las artes visuales. En estas disciplinas convergen gran
diversidad de desarrolladores y artistas que buscan mejorar la calidad de vida de las personas
mediante la promocio´n de la creatividad de expresio´n. En [22] se realizo´ un estudio que
demuestra la potencialidad fehaciente de implementar clasificadores de emociones y sistemas de
comunicacio´n emocional aumentada para crear instrumentos musicales que son activados mediante
sen˜ales de EEG; esto se realiza mediante un entrenamiento previo en donde los usuarios son
expuestos a diferentes tipos de sonidos y las reacciones bioele´ctricas son sensadas con el fin
de encontrar para´metros comunes de comportamiento y reaccio´n ante las diferentes tonalidades
propuestas utilizando intenciones musculares, electro-oculografı´a y EEG. Estos resultados sugieren
la posibilidad de crear sistemas BCI que comuniquen los sentimientos de los usuarios de una manera
no verbal sino a trave´s de comunicacio´n mu´sico afectiva; tambie´n se plantea la posibilidad de
clasificar las emociones sentidas a trave´s de la interpretacio´n de instrumentos en determinados
tonos. En el a´rea de artes visuales [23] se ha experimentado con el uso de la onda P300 en la
tarea de pintar cuadros usando solamente la actividad neuronal. Se realizaron pruebas con pacientes
con ALS (Esclerosis Lateral Amiotro´pica) y con personas sanas aplicando te´cnicas de matrices
de colores y matriz de blanco y negro; encontrando entre sus resultados altas precisiones en los
pacientes con ALS, permitie´ndoles expresar su creatividad y participar activamente en la sociedad
mediante eventos como exhibiciones y demostraciones. Se concluye que el uso de los sistemas BCI
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en el campo del arte va ma´s alla´ de ser una simple expresio´n ma´s de la capacidad cognitiva humana:
produce estados placebos que provocan una mejorı´a significativa en pacientes con cuadros clı´nicos
de para´lisis total o parcial que no podrı´an expresar su creatividad de otra manera.
1.5.3. BCI en el diagno´stico cognitivo y la cognicio´n aumentada
En adicio´n con la tecnologı´a asistiva y las terapias de rehabilitacio´n, los sistemas BCI han sido
desarrollados para ayudar en el diagno´stico, la influencia y el aumento de la funcio´n cognitiva.
Algunas de las aplicaciones han permitido tambie´n profundizar y abrir nuevas fronteras en campos
como la cognicio´n aumentada y el sub-campo de las ciencias computacionales conocido como la
experiencia de usuario; muchas de estas investigaciones esta´n enfocadas a la evaluacio´n en tiempo
real del estado cognitivo de las personas con el fin de ajustar la carga de trabajo propuesta a las
capacidades mentales de cada trabajador. Inclusive este tipo de herramientas podrı´an incluir una
“amplificacio´n de la inteligencia”, otorgando informacio´n para aumentar el razonamiento humano
o las habilidades para resolver los problemas [6].
Deteccio´n de coma
El “Coma Science Group”, grupo lı´der en tratamiento, comprensio´n y atencio´n me´dica de las
personas con trastornos de la conciencia despue´s de una lesio´n aguda como el coma, los estados
vegetativos o los sı´ndromes locked-in, en un trabajo presentado recientemente [24] determinaron
como los sistemas BCIs pueden servir como herramienta de soporte para detectar niveles de
conciencia en pacientes con deso´rdenes de conciencia mediante la deteccio´n de comandos de
respuesta y comunicacio´n. Estos desarrollos hacen que las posibilidades de recuperar la conciencia
o la recuperacio´n de un estado de coma o vegetativo puedan ser evaluadas en respuesta a los ERP
(Potenciales Relacionados a Eventos), lo que podrı´a proporcionar una informacio´n importante a las
familias y cuidadores de las personas con sı´ndrome locked-in.
Experiencia de usuario computacional
Dentro del a´rea de la HCI se busca generar mu´ltiples prototipos para evaluar la usabilidad de los
desarrollos y aplicativos con el fin de mejorar las dina´micas interactivas y los tiempos en que se
realizan las actividades. La experiencia de usuario implica la clasificacio´n de la carga de trabajo
mental como un me´todo de prueba de la efectividad en la usabilidad de un disen˜o dentro del a´rea
de la interaccio´n humano computadora. Algunos estudios han demostrado que la carga mental
durante el uso de una aplicacio´n puede ser medida y evaluada usando clasificadores de sen˜ales
EEG arrojando hasta un 99 % de precisio´n [6], mediante la recoleccio´n y clasificacio´n de datos
que reflejan estados cognitivos del usuario, se puede evaluar que´ tipos de interacciones producen
sensaciones como frustracio´n o satisfaccio´n. Esta informacio´n puede ser utilizada para realizar
una adaptacio´n automa´tica de interfaces y sistemas a las capacidades mentales de cada usuario;
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estos resultados intentan avanzar en entender co´mo se realiza el proceso de interaccio´n hombre
computador dentro del cerebro [21].
Clasificacio´n de ima´genes visuales
Otra de las aplicaciones de los sistemas BCI desarrollada en an˜os recientes es el empleo de las
sen˜ales EEG para la clasificacio´n automa´tica de ima´genes mediante la medicio´n de las respuestas
mentales del usuario ante estı´mulos visuales. El uso de diferentes te´cnicas de aprendizaje de
ma´quina busca alcanzar resultados de clasificacio´n en tiempo real aumentando la precisio´n y
extendiendo su uso al trabajo en lı´nea de los algoritmos. En [25] se disen˜a una serie de pruebas
y experimentos neurocientı´ficos usando el EPOC, los cuales permiten realizar predicciones sobre
estı´mulos visuales de ima´genes de rostros y escenas mostradas en una pantalla; el resultado es la
clasificacio´n en tiempo real de ima´genes de estas dos clases mediante informacio´n mental capturada
vı´a EEG usando un me´todo de clasificacio´n supervisado.
1.5.4. BCI en la rehabilitacio´n
Quiza´ una de las ma´s significativas y promisorias aplicaciones de las BCIs envuelve el estudio y la
creacio´n de terapias que ayudan a recuperar el control motor previamente perdido en pacientes con
enfermedades como el ACV. El control neural de robots para la rehabilitacio´n, por ejemplo, podrı´a
proporcionar tratamientos para las personas cuya para´lisis este demasiado avanzada como para usar
terapias convencionales. En [26] se muestra un diagrama de flujo que permite visualizar la forma en
co´mo se desarrollan las aplicaciones usando sistemas BCI para el control de robots.
Figura 1.5. Diagrama de flujo de una BCI aplicada al control
En este estudio se buscaba probar la factibilidad de un sistema BCI particular en el control de robots
personales, en este caso se utilizo´ un robot mo´vil dotado con dos ruedas y sensores de proximidad
para mejorar la navegacio´n. Se realizo´ un estudio en donde se combinaba el aprendizaje de ma´quina,
redes neuronales, ondas cerebrales y una interfaz para el control del robot. Como entrada de datos,
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el sistema podrı´a utilizar sen˜ales provenientes de los nodos de oculografı´a de la interfaz EEG, o
bien utilizar pensamientos concretos relacionados a la direccio´n de movimiento requerida; este
tipo de investigaciones pueden ciertamente permitir una implementacio´n directa hacı´a cualquier
sistema robo´tico, una vez desarrollado el algoritmo de aprendizaje no supervisado para el proceso de
clasificacio´n de los pensamientos. De manera general, el diagrama de la figura 5 puede ser extendido
para el disen˜o e implementacio´n de aplicaciones usando sistemas BCI en muchas de las a´reas ya
mencionadas. En otros estudios relacionados con la rehabilitacio´n [6], se describen dos estrategias
para restaurar el movimiento en pacientes paralizados a trave´s de las BCIs: el entrenamiento del
paciente produce sen˜ales cerebrales motoras ma´s “normales” esto permite un manejo ma´s dirigido
y controlado de los dispositivos que se requieran mover.
1.6. Aporte de esta tesis
La hipo´tesis inicial de esta tesis esta´ sustentada en la posibilidad de generar sistemas de interaccio´n
cerebro-ma´quina de bajo costo usando herramientas de software libres para el trabajo con sistemas
BCI. Hay que tener en cuenta que el software tendra´ que ser lo suficientemente robusto como para
permitir el pre-procesamiento, la extraccio´n de caracterı´sticas y la posterior clasificacio´n de las
sen˜ales EEG capturadas; proporcionando adema´s, herramientas para la comunicacio´n con hardware
y otros elementos externos que permitan generar acciones precisas en diferentes aplicaciones
(ej: sistemas de realidad virtual, sistemas robo´ticos, etc.). Tras el desarrollo de nuevas BCI ma´s
portables, econo´micas y eficientes, el desafı´o ingenieril consiste en la adecuacio´n de estos complejos
sistemas y sus sen˜ales con el fin de generar soluciones pra´cticas en problemas puntuales como la
generacio´n de nuevas terapias de neurorehabilitacio´n basadas en interfaces de interaccio´n cerebro
computador, la teleoperacio´n de sistemas robo´ticos a trave´s de nuevos me´todos de interaccio´n y
la creacio´n de tecnologı´as asistivas ma´s inteligentes para el mejoramiento de la calidad de vida de
personas en condicio´n de discapacidad.
1.7. Estructura de esta tesis
En el presente capı´tulo, el introductorio, hemos realizado un recorrido por algunos de los te´rminos
ma´s importantes en el manejo de sistemas BCI partiendo desde su definicio´n misma, hasta recorrer
algunas de las ma´s relevantes y promisorias a´reas en donde la comunidad BCI ha centrado sus
esfuerzos por transformar el uso de estas interfaces en algo ma´s cotidiano y de interaccio´n ma´s
natural. En el capı´tulo 2 se abordan los aspectos relevantes al aprendizaje de ma´quina para sistemas
BCI: los procedimientos de extraccio´n de caracterı´sticas y las te´cnicas de aprendizaje de ma´quina
ma´s usadas; en donde se resalta una guı´a elaborada para la escogencia del clasificador o´ptimo para
las aplicaciones con sistemas BCI basado en las caracterı´sticas de las sen˜ales y el tipo de interfaz
a usar en el experimento neurocientı´fico. En el capı´tulo 3, se realiza una revisio´n acerca del estado
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de la te´cnica, trabajando los aspectos fisiolo´gicos de la generacio´n de la sen˜al EEG usada para los
sistemas BCI ası´ como el proceso inicial de pre-procesamiento y acondicionamiento de la sen˜al.
Este capı´tulo contiene una descripcio´n extensa del neurocasco Emotiv EPOC que es usado en este
trabajo como sistema BCI y un listado de herramientas en software que permiten el desarrollo de
aplicaciones a trave´s de estas interfaces. El capı´tulo 4 describe el procedimiento experimental usado
y desarrollado para la implementacio´n de esta tesis; caracterı´sticas del sensor y de la sen˜al adquirida,
metodologı´as usadas para la extraccio´n de caracterı´sticas y te´cnicas de aprendizaje de ma´quina
implementadas. Finalmente el capı´tulo 5 expone los resultados alcanzados usando los diferentes
clasificadores junto con la estrategia mental de imaginacio´n motora propuesta. Este capı´tulo finaliza
con un ana´lisis extenso de los resultados alcanzados ası´ como con las perspectivas potenciales
futuras de la aplicacio´n BCI y las conclusiones.
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ENTRENAMIENTO DE MA´QUINA PARA
APLICACIONES CON SISTEMAS BCI
En esta seccio´n se abordan algunas de las caracterı´sticas principales del uso de te´cnicas
de entrenamiento de ma´quina usadas para la clasificacio´n efectiva de la actividad neuronal,
especı´ficamente de datos obtenidos de las interfaces cerebro computador (BCI por sus siglas
en ingle´s) que funcionan con Electroencefalografı´a (EEG). Los sistemas BCI permiten detectar
cambios en las sen˜ales cerebrales que a menudo reflejan la intencio´n humana; estas sen˜ales son
traducidas para controlar o monitorear dispositivos externos o aplicaciones en un ordenador. El
sofisticado desarrollo de algoritmos de entrenamiento de ma´quina y reconocimiento de patrones
de las u´ltimas 2 de´cadas permite convertir toda la actividad neuronal registrada por las BCI en las
sen˜ales de control requeridas, la investigacio´n en estos sistemas se ha focalizado ampliamente en
implementar me´todos eficientes para el procesamiento de las sen˜ales y el desarrollo de te´cnicas de
aprendizaje de ma´quina que clasifiquen con precisio´n la complicada sen˜al adquirida a trave´s de estas
interfaces [3]. Algunos autores han identificado un conjunto de caracterı´sticas que son comunes y
crı´ticas en el momento de disen˜ar una aplicacio´n efectiva con una BCI [27]:
Ruido y Outliers: los datos EEG tienen una relacio´n pobre (de poca diferencia) entre la sen˜al
y el ruido.
Alta dimensionalidad: los vectores de caracterı´sticas son a menudo de altas dimensionali-
dades. Muchas caracterı´sticas son generalmente extraı´das de muchos canales y de muchos
segmentos temporales antes de ser concatenadas en un solo vector de caracterı´sticas.
Informacio´n Temporal: las caracterı´sticas de las BCI contienen informacio´n en el tiempo
debido a que los patrones de actividad cerebral son generalmente relacionados a variaciones
especı´ficas en el tiempo del electroencefalograma.
No estacionariedad: las caracterı´sticas de una BCI son no estacionarias ya que las sen˜ales
EEG realizan ra´pidas variaciones sobre el tiempo, especialmente en sesiones perio´dicas.
Conjuntos pequen˜os de entrenamiento: los conjuntos de entrenamiento son relativamente
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pequen˜os ya que el proceso de entrenamiento consume tiempos considerables y es exigente
para los sujetos.
Particularmente la no estacionariedad de las biosen˜ales adquiridas en los sistemas BCI requiere
una amplia discusio´n desde el punto de vista del ana´lisis de los datos debido a la variabilidad
significativamente amplia entre muestra y muestra y sujeto a sujeto. Debido a estas condiciones,
los me´todos de entrenamiento de ma´quina se han convertido en una herramienta ideal para
aplicaciones en tiempo real con datos EEG. Este capı´tulo plantea una revisio´n de los me´todos
de extraccio´n de caracterı´sticas y clasificacio´n ma´s usados en el entrenamiento de ma´quina para
sistemas BCI, ası´ como las estrategias mentales que deben usarse en el momento de capturar
los datos de entrenamiento. Cuando se analiza la alta dimensionalidad de los datos no so´lo es
importante visualizar, predecir o clasificar los datos con un error bajo; tambie´n es trascendental
explorar aquellas herramientas de ana´lisis que permitan explicar la estructura compleja intrı´nseca
del pensamiento humano con el fin de contribuir a un mejor entendimiento de los resultados
obtenidos [28]. El aprendizaje y la clasificacio´n de las sen˜ales obtenidas es, sin duda, el componente
crı´tico de toda la aplicacio´n que se desea desarrollar dado a que es el bloque que convierte la
entrada de las sen˜ales bioele´ctricas del usuario previamente caracterizadas, en una sen˜al de mando
que permite controlar cualquier tipo de dispositivo externo, como un robot o una silla de ruedas.
De su tasa de acierto depende la efectividad de la aplicacio´n, la naturalidad de la interaccio´n
y la adaptabilidad de los usuarios con los sistemas BCI; sin embargo, incluso con la mejor
implementacio´n algorı´tmica, el e´xito de la operacio´n depende significativamente de que´ tan bien los
usuarios pueden voluntariamente modular su actividad neural: las personas objeto de investigacio´n
necesitan producir sen˜ales que sean fa´ciles de detectar. Esto es sustancialmente importante en
el control de dispositivos en el “mundo real”, en donde el fondo de la actividad mental y otras
fuentes de ruidos ele´ctricos a menudo fluctu´an impredeciblemente. El aprendizaje para operar
dispositivos controlados por los sistemas BCI requiere de constantes y repetidas sesiones en donde
se busca alcanzar un nivel o´ptimo de concentracio´n con la informacio´n de realimentacio´n y de
fondo, por tanto, el entrenamiento con las interfaces cerebro computador involucra ampliamente
los mecanismos de aprendizaje del cerebro. Es importante definir con claridad el tipo de aplicacio´n
que se desea; manejo de un cursor en una pantalla de un ordenador, seleccio´n controlada de un
icono dentro de una interfaz de usuario, teleoperacio´n de un sistema robo´tico, etc., ya que existen
diferentes protocolos de entrenamiento y te´cnicas de realimentacio´n para cada una. El modo de
operacio´n de los sistemas BCI es un tipo de aplicacio´n de neuro-realimentacio´n y el entendimiento
de sus principios y causas permite a los investigadores BCI adaptar los procesos de entrenamiento
acorde a los principios operantes del aprendizaje cognitivo [3].
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2.1. Generalidades del entrenamiento de ma´quina
Esta seccio´n esta´ enfocada a brindar una nocio´n general y unas definiciones del aprendizaje
de ma´quina como herramienta para crear aplicaciones con los sistemas BCI en tiempo real.
Los experimentos neurocientı´ficos a menudo permiten contrastar algunos estados especı´ficos
del cerebro; tı´picamente el experimentador escoge un paradigma neurofisiolo´gico que permita
maximizar las diferencias existentes entre dichos estados. Despue´s de guardar los datos provenientes
de las intenciones mentales del usuario, el objetivo del ana´lisis es encontrar las diferencias
significativas en las caracterı´sticas espacio-temporales de los datos que permitan contrastar los
diferentes estados con la mayor precisio´n posible. El uso de un ana´lisis estadı´stico simple como
la media general puede ayudar a construir el modelo, sin embargo las te´cnicas avanzadas de
aprendizaje de ma´quina se han convertido en una herramienta altamente eficaz para resolver
problemas de experimentos neurocientı´ficos. Formalmente el problema de discriminacio´n o
diferenciacio´n entre estados cerebrales o intenciones es llamado problema de clasificacio´n, en donde
a partir de los datos controlados se calcula el clasificador que permite particionar el conjunto de
observaciones en subconjuntos con caracterı´sticas estadı´sticas diferenciadoras. Note que no solo
los paradigmas con una connotacio´n fisiolo´gica conocida son el punto de partida: una hipo´tesis
acerca de las tareas relevantes subyacentes de los procesos del cerebro generada automa´ticamente
por una ma´quina aprendida puede generar un sin fin de posibilidades para la creacio´n de nuevas
aplicaciones de los sistemas BCI. La captura de esta´ informacio´n por parte del experimentador
puede permitirle un refinamiento del paradigma inicial, el cual produce a un mejor entendimiento
de los procesos cerebrales materia de estudio. En este sentido, el entrenamiento de ma´quina no so´lo
es la te´cnica computacional ideal para un modelamiento gene´rico de un experimento neurocientı´fico;
tambie´n tiene grandes posibilidades en la exploracio´n semi-automa´tica de nuevos paradigmas
neurofisiolo´gicos [29].
Ahora bien, un clasificador es una funcio´n que permite particionar un conjunto de objetos en
clases, por ejemplo, grabaciones de la actividad cerebral durante estı´mulos visuales particulares,
intenciones de movimiento, estı´mulos auditivos singulares o procesos cognitivos inducidos.
Entonces, basado en un conjunto de observaciones, la tarea del clasificador es encontrar una regla
que permita asignar una observacio´n x a una de muchas clases. Aquı´ x denota un vector de N-
dimensiones del dato de EEG tomado. El caso ma´s simple es el problema en donde solo existen dos
clases (problema binario), en las interfaces BCI puede ser el problema de comunicacio´n en donde
al usuario se le muestran mu´ltiples opciones una a una y e´l escoge mediante una sen˜al de “si” o
una sen˜al de “no” la que considera correcta, este sen˜alamiento a menudo utiliza realimentaciones
visuales como cuadros o cursores [30]. Para este caso el clasificador puede ser formalizado como
una funcio´n de decisio´n f : <N → {−1,+1} tomada de una funcio´n de clase F, que asigna una
observacio´n x a una de las clases denotada por -1 y 1, respectivamente. Tı´picamente, el conjunto
de posibles funciones de decisio´n f es parametrizado por el investigador, por ejemplo para el caso
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de una funcio´n de decisio´n lineal, el elemento separador de las clases es un hiperplano que es
parametrizado por su vector normal w y su te´rmino bias w0 (tambie´n llamado tendencia). Para
problemas de clasificacio´n se realizan predicciones de etiquetas discretas de clases, o de manera
general probabilidades posteriores que se encuentran en el rango (0,1) [31]. Finalmente la etiqueta
y es predecida a trave´s de:
y(x) = f (wT x + w0) (2.1)
Entonces basado en un conjunto de relaciones observadas de entrada-salida
(x1, y1), ..., (xn, yn)  <N × {−1,+1}, el aprendizaje puede ser descrito formalmente como la
tarea de seleccionar el valor de los para´metros (w,w0) y por lo tanto seleccionar la funcio´n f  F
tal que f debe clasificar correctamente muestras desconocidas x. Aquı´ los datos observados (xi, yi)
se supone que son independiente e ide´nticamente distribuidos (i.i.d.) de acuerdo a una distribucio´n
desconocida P(x, y) que refleja la relacio´n entre los objetos x y las etiquetas de las clases x, por
ejemplo, entre la actividad cerebral grabada y el paradigma de estados mentales abordado para
el problema. Sin embargo en orden de encontrar una funcio´n de decisio´n o´ptima se necesita
especificar una funcio´n de pe´rdida adecuada, tambie´n llamada funcio´n de costo, que es una medida
global de la pe´rdida sufrida en la toma de cualquiera de las decisiones o acciones disponibles. Las
muestras de ensayo se supone que son generadas a trave´s de la misma funcio´n de probabilidad
P(x,y), como las muestras de entrenamiento. En ese orden de ideas, dada una funcio´n de pe´rdida,
la mejor funcio´n de decisio´n f que se puede obtener es aquella que minimice el riesgo esperado
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donde l denota una adecuada funcio´n de pe´rdida escogida [32]. Ahora bien, desafortunadamente
el riesgo no puede ser minimizado directamente ya que la distribucio´n de probabilidad P(x,y)
es desconocida. Entonces, se busca estimar la funcio´n que este´ cerca a la o´ptima basado en la
informacio´n disponible. Para este fin se necesita lo que llaman un principio de induccio´n; uno en










l( f (xk), yk) (2.3)
Es posible dar condiciones sobre el aprendizaje de ma´quina que aseguren asinto´ticamente (cuando
k → ∞) que el riesgo empı´rico convergera´ hacia el riesgo esperado. Sin embargo, para pequen˜os
taman˜os de muestras con grandes desviaciones es posible que un sobreajuste (overfitting) ocurra
(ver figura 2.5).
Entonces, una generalizacio´n del error no puede ser obtenida mediante la simple minimizacio´n del
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Figura 2.1. Ilustracio´n del dilema del sobreajuste. Si bien, dado solo un pequen˜o conjunto de
muestras (izquierda), las hipo´tesis de lı´nea so´lida o la discontinua son ciertas, la discontinua es
ma´s compleja y tiene un menor error de entrenamiento. Solo con una mayor cantidad de muestras
es posible ver cua´l distribucio´n se ajusta ma´s. Si la hipo´tesis de la lı´nea discontinua es cierta, la
so´lida debera´ estar sobre ajustada (medio); si la so´lida fuera la correcta, la hipo´tesis de la lı´nea
discontinua debera´ estarlo (derecha).
error de entrenamiento. Una forma de evitar el dilema del sobreajuste es restringir la complejidad de
una funcio´n de clase F de donde se escoge la funcio´n f a esto comu´nmente se le llama regularizacio´n.
Una funcio´n simple (ejemplo: lineal) parece ser ma´s efectiva que las funciones complejas en las
aplicaciones de los sistemas BCI; en una seccio´n posterior se explicara´ al detalle esta aseveracio´n.
Todos estos conceptos plantean el problema de la seleccio´n del modelo, es decir, como encontrar la
complejidad o´ptima de la funcio´n [33].
2.2. Configuracio´n del entrenamiento de ma´quina para los sistemas
BCI-EEG
Para la fase de entrenamiento de los sistemas BCI, se tienen k = 1...N, muestras denotadas como
xk, donde x es un flujo continuo de EEG de n-dimensiones dependiendo del tipo de sensor. Al
sujeto se le pide realizar tareas mentales individuales claramente establecidas como imaginarse un
movimiento de alguna extremidad o mantener la atencio´n puesta en mover un elemento en una
pantalla. Esto permite asociar los vectores de EEG xk con su respectiva etiqueta de clase para los
determinados estados mentales como estrategia inicial para el aprendizaje. Este tipo de aprendizaje
es conocido como aprendizaje supervisado y se define como el tipo de aplicaciones en donde los
datos de entrenamiento contienen ejemplos de los vectores de entrada junto con su correspondiente
vector de etiquetas [31]. Este proceso de asociacio´n es necesario en las aplicaciones con sistemas
BCI ya que este tipo de interfaces no pueden leer la mente o descifrar pensamientos generales;
una BCI solo puede detectar y clasificar patrones especı´ficos de las sen˜ales cerebrales asociadas a
tareas o eventos especı´ficos. Lo que el usuario BCI debe de hacer para producir estos patrones se
determina mediante la estrategia mental (llamada tambie´n estrategia experimental o enfoque) que
la interfaz empleara´. Esta estrategia mental determina lo que el usuario debe hacer voluntariamente
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para producir los patrones cerebrales que el sistema BCI puede interpretar; tambie´n establece ciertas
restricciones sobre el hardware y el software BCI como las te´cnicas de procesamiento de sen˜al a
emplear. Las estrategias mentales ma´s comunes segu´n [3] son la de atencio´n selectiva o focalizada
y la de imaginacio´n motora.
2.2.1. Atencio´n Selectiva
Este tipo de estrategia mental requiere estı´mulos externos de diferentes tipos, auditivos o
somatosensitivos; sin embargo los estı´mulos externos ma´s usados en los sistemas BCI son los
visuales, a lo que usualmente se le conoce como atencio´n visual. Los estı´mulos pueden ser de
diferentes tonos, diferentes simulaciones ta´ctiles o luces intermitentes con diferentes frecuencias.
En una configuracio´n tı´pica de una aplicacio´n con un sistema BCI, cada estı´mulo es asociado con
un comando que controla una accio´n especı´fica. En orden de seleccionar un comando, el usuario
tiene que focalizar su atencio´n en el correspondiente estı´mulo generando la intencio´n mental.
Consideremos un ejemplo de un sistema BCI para una aplicacio´n de navegacio´n/seleccio´n, en la
cual se requiere mover un cursor en una pantalla de un computador y luego realizar un proceso
de seleccio´n. Un sistema BCI basado en atencio´n selectiva podrı´a contar con 5 tareas mentales (5
clases): 4 para los movimientos de izquierda, derecha, arriba y abajo y uno ma´s para la accio´n de
seleccio´n. Este sistema podrı´a permitir una navegacio´n bidimensional de un objeto en la pantalla
y un evento ma´s relacionado a la intencio´n de seleccio´n, el usuario operarı´a esta interfaz mediante
la focalizacio´n de su atencio´n en el estı´mulo que ha sido asociado con el comando de intencio´n
o ı´tem deseado. Los ı´tems pueden representar una amplia variedad de mensajes o comandos
deseados, como letras, palabras o instrucciones para mover un robot. La atencio´n selectiva que
utiliza estı´mulos visuales a menudo es llamada atencio´n visual y puede ser implementada con dos
enfoques diferentes dentro de los sistemas BCI: el primero utiliza los potenciales P300 [34] como
una medicio´n de la funcio´n cognitiva de los procesos de toma de decisiones. Suele desarrollarse
en la zona centro-parietal cerca del electrodo Pz unos 300 ms despue´s de la deteccio´n del estı´mulo
visual, el cual generalmente es mostrado de manera sucesiva a una frecuencia establecida (como
letras o nu´meros parpadeando en una pantalla). La segunda implementacio´n utiliza el Potencial
de Estado Estacionario Evocado Visualmente (SSVEP por sus siglas en ingle´s) para realizar el
procesos de deteccio´n, aquı´ los estı´mulos visuales son asociados con un comando especı´fico el cual
es asociado a su vez a una salida que produce el sistema BCI. En contraste con el enfoque P300,
estos estı´mulos no se muestran sucesivamente sino que parpadean continuamente en un rango de
frecuencia establecido de 6 Hz a 30 Hz; enfocar la atencio´n a uno de estos estı´mulos parpadeantes
provoca un SSVEP en la corteza visual que tiene la misma frecuencia que el parpadeo objetivo;
o sea, si el estı´mulo objetivo parpadea a 16 Hz, el SSVEP resultante sera´ identificado en la sen˜al
EEG de entrada a una frecuencia de 16 Hz, entonces la interfaz puede determinar cual estı´mulo
ocupo´ la atencio´n del usuario mediante la bu´squeda de actividad SSVEP en la corteza visual
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en una frecuencia especı´fica. Despue´s de recolectar el suficiente nu´mero de muestras, el enfoque
del aprendizaje de ma´quina permite aprender de un complejo mapeo desconocido f entre xk y yk
mediante la deduccio´n de los patrones tı´picos de EEG cuando se generan los procesos o tareas
mentales de un sujeto en particular. Teo´ricamente, este mapeo puede ser aprendido usando so´lo los
datos recolectados del electroencefalograma; sin embargo el proceso de extraccio´n de caracterı´sticas
es ma´s eficiente cuando hay conocimientos fisiolo´gicos a priori. Por ejemplo para el caso de la
imaginacio´n motora se conocen caracterı´sticas u´tiles discriminantes como los valores de potenciales
localizados en las a´reas motoras relacionadas en el cerebro [28]. Con ayuda de las modernas te´cnicas
de aprendizaje de ma´quina desarrolladas, los sistemas BCI necesitan solo entre 50 y 150 muestras
para alcanzar exactitudes admisibles para las diferentes aplicaciones.
Aunque muchas aplicaciones de los sistemas BCI son basados en SSVEP con un nu´mero de clases
que varı´a entre dos y ocho, estudios recientes [34] han probado que usando atencio´n selectiva en un
solo patro´n visual predefinido es suficiente para un control o´ptimo. Nuevos me´todos de control en
la neuro-robo´tica esta´n siendo implementados usando te´cnicas de atencio´n selectiva programadas
en humanoides, en donde suele primar la seleccio´n de objetos dentro de una escena mediante
mecanismos de seleccio´n visual artificialmente creados [35]. Un inconveniente que suelen tener
los sistemas BCI que acogen esta estrategia mental con cualquiera de los dos enfoques (P300
o´ SSVEP) es que usualmente los estı´mulos visuales requieren que el usuario cambie la mirada o vire
su cabeza constantemente, esto limitarı´a su uso en pacientes totalmente paralizados como los que
sufren esclerosis lateral amiotro´fica (ELA). Otro problema tı´pico es que los usuarios suelen tener
aversio´n a los estı´mulos externos que tienen que ser aplicados para trabajar con atencio´n selectiva.
2.2.2. Imaginacio´n Motora (MI)
Mover algu´n miembro o incluso la contraccio´n de algu´n mu´sculo cambia la actividad cerebral
en la corteza. Hasta una ereccio´n involuntaria del pene en estados somnolientos genera una
desincronizacio´n del EEG [36]. En efecto, la preparacio´n del movimiento o la imaginacio´n del
movimiento cambian los llamados ritmos sensoriomotores (SMR) [3]. Estos ritmos son oscilaciones
en la actividad cerebral grabados desde las a´reas motora y somatosensorial. Las oscilaciones
cerebrales son tı´picamente categorizadas de acuerdo a un conjunto de bandas especı´ficas de
frecuencia que son nombradas con letras griegas (delta: < 4 Hz, theta: 4-7 Hz, alfa: 8-12 Hz,
beta: 12-30 Hz, gama: > 30 Hz). El decremento de la actividad oscilatoria en una banda especı´fica
de frecuencia es llamado una Desincronizacio´n Relacionada a un Evento (ERD por sus siglas en
ingle´s). De manera recı´proca, el incremento de la actividad oscilatoria en una banda especı´fica
de frecuencia es llamado una Sincronizacio´n Relacionada a un Evento (ERS por sus siglas en
ingle´s). Los patrones ERS y los ERD pueden ser voluntariamente producidos mediante imaginacio´n
motora; la cual es la imaginacio´n de movimiento sin realizarlo fı´sicamente. La actividad alfa
obtenida en las a´reas sensoriomotoras es llamada la actividad mu y junto con la banda beta son
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las sen˜ales EEG ma´s importantes y ma´s usadas en la imaginacio´n motora. La actividad invocada
por la imaginacio´n de mover la mano derecha es ma´s prominente sobre el electrodo C3; a su vez la
de la mano izquierda es ma´s prominente en el C4. Esto es, la actividad invocada por el movimiento
de la mano, en forma general, esta´ localizado sobre el lado opuesto al lateral (contralateral). A
su vez, la imaginacio´n de mover los pies invoca una actividad registrada sobre el electrodo Cz; la
distincio´n entre el movimiento del pie derecho y el del izquierdo no es posible registrar usando
EEG dado que las correspondientes a´reas corticales esta´n muy cerca (ver figura 2.2). De manera
similar los patrones de los movimientos individuales de los dedos no pueden ser discriminados a
trave´s del EEG. Para producir patrones que puedan ser detectados, las a´reas corticales implicadas
tienen que ser lo suficientemente grandes para que la actividad resultante sea lo suficientemente
prominente comparada con el ruido cla´sico de un EEG. El a´rea de las manos, los pies y la lengua
son comparativamente grandes y topogra´ficamente diferentes. De aquı´, que las interfaces BCI
que utilizan como estrategia mental la imaginacio´n motora, suelen ser controladas mediante la
imaginacio´n de mover la mano derecha, la mano izquierda, los pies y/o la lengua.
Figura 2.2. 1. Representacio´n Homuncular de la corteza motora segu´n Peinfield.
Los patrones ERD/ERS producidos mediante imaginacio´n motora son similares en su topografı´a y
comportamiento espectral a los patrones provocados por los movimientos reales y dado que estos
patrones son originados desde las a´reas motoras y somatosensitivas, las cuales esta´n directamente
conectadas a la vı´as normales de salida neuromusculares, la imaginacio´n motora es una estrategia
mental particularmente adecuada para los sistemas BCI. La forma en que se implementa esta
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estrategia para lograr un buen resultado suele variar, por ejemplo, algunas interfaces suelen decir si
los usuarios esta´n pensando en mover su mano izquierda, su mano derecha o sus pies. Esto puede
ser usado en un sistema de control que tenga tres comandos de salida: uno para seleccionar, otro
para moverse a la izquierda y el u´ltimo para moverse a la derecha. Por ejemplo en [37], utilizan
imaginacio´n motora para pilotear un helico´ptero dentro de un ambiente virtual bidimensional, para
esto utilizan dos comandos provenientes de la imaginacio´n del movimiento de la mano derecha
e izquierda, de esta´ manera, el usuario hace girar el elemento virtual en tiempo real a trave´s
de esta´ estrategia mental. Otro tipo de imaginacio´n motora en sistemas BCI se basa en tipos de
movimientos especı´ficos ma´s abstractos para lograr una sen˜al similar a las mencionadas. En el
transcurso de muchas sesiones de entrenamiento con sistemas BCI, las personas pueden aprender y
desarrollar su propia estrategia de imaginacio´n motora segu´n las necesidades, por ejemplo, en [38]
utilizan 3 comandos para la navegacio´n de un cuadrico´ptero; movimiento a la derecha, movimiento
a la izquierda y un movimiento de empujar hacia el fondo. En este trabajo se destaca el uso de
escalas en donde se mide el nivel de concentracio´n de un usuario para una orden, por ejemplo,
pensar en el movimiento a la derecha es dividido en “fuerte” y “de´bil” (pueden ser distinguidas
en la forma de la sen˜al), en donde cada una de ellas se usa como un comando diferente para la
teleoperacio´n del sistema ae´reo. La cuantificacio´n de este nivel de concentracio´n en este caso, no
es otra cosa que la similitud de la sen˜al de entrenamiento con la sen˜al generada en tiempo real
con la cual se pretende teleoperar el sistema robo´tico. En contraste con los sistemas BCI basados
en atencio´n selectiva, las interfaces basadas en imaginacio´n motora no dependen de estı´mulos
externos. Sin embargo, la imaginacio´n motora es un tipo de habilidad que puede ser aprendida;
comu´nmente las aplicaciones BCI que utilizan esta estrategia no suelen trabajar bien durante las
primeras sesiones y a diferencia de la atencio´n selectiva, suelen ser necesarias varias sesiones de
entrenamiento del usuario para lograr un rendimiento y control o´ptimo. Mientras el tiempo de
funcionamiento y entrenamiento puede variar entre usuarios, la mayorı´a de los sujetos pueden
alcanzar un buen control de un sistema de 2 clases con 1 a 4 horas de entrenamiento [3]. Sin
embargo son necesarias muchas horas de entrenamiento para mantener un control estable sobre
alguna aplicacio´n o sobre algu´n sistema robo´tico y es aquı´ donde el entrenamiento se transforma en
un componente trascendental en el disen˜o de aplicaciones con sistemas BCI. Los usuarios aprenden
a trave´s de un proceso llamado condicionamiento operante [8], el cual es un te´rmino fundamental
en psicologı´a, ya que en este estado las personas aprenden a asociar cierta accio´n con una respuesta
o efecto; aquı´ el sujeto tiene ma´s probabilidades de repetir las formas de conducta que conllevan
a consecuencias positivas y menos probabilidades de repetir las que conllevan a consecuencias
negativas . El aprendizaje BCI es un caso especial del condicionamiento operante porque el usuario
no esta´ realizando ninguna accio´n en el sentido cla´sico, o sea, e´l no se mueve. Sin embargo
si las acciones imaginadas producen efectos o consecuencias, entonces el acondicionamiento
puede ocurrir. Durante el uso de una aplicacio´n BCI, el condicionamiento operante involucra un
entrenamiento con realimentacio´n que a menudo es presentada en una pantalla de un ordenador;
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realimentaciones positivas indican que las sen˜ales cerebrales esta´n siendo moduladas por el usuario
en la forma deseada y viceversa. Este aprendizaje en las interfaces cerebro computador es un
tipo de realimentacio´n conocido como neuro-realimentacio´n. La realimentacio´n suele indicar si el
usuario realizo´ la tarea mental bien o fallo en obtener el objetivo deseado a trave´s del sistema BCI.
Los usuarios pueden utilizar esta realimentacio´n para optimizar sus tareas mentales y mejorar el
rendimiento y la precisio´n de la aplicacio´n. Aunque esta realimentacio´n puede ser de tipo ta´ctil o
auditiva, la ma´s comu´n en los sistemas BCI es la visual. Muchos estudios se han llevado a cabo para
investigar las bases neuronales de la imaginacio´n motora y han logrado distinguir la imaginacio´n
motora de la imaginacio´n mental puramente visual. Aunque la imaginacio´n visual acompan˜a a
menudo a la imaginacio´n motora, los investigadores han documentado que la imaginacio´n motora
se basa en mecanismos cognitivos distintos. En un estudio referenciado en [39] se concluyo´ que
es posible que las ima´genes mentales de movimiento sean producidas en otra parte diferente
del cerebro de donde se producen los movimientos reales (ejemplos en los lo´bulos posteriores
parietales), y que solo este´n siendo ejecutados allı´. En resu´men, la imaginacio´n mental puede
comprometer el sistema motor; estos hallazgos ayudan a explicar porque la pra´ctica mental puede
mejorar el rendimiento actual de los sistemas BCI que utilizan la estrategia de imaginacio´n motora.
Finalmente, despue´s de escoger la estrategia mental adecuada para la aplicacio´n deseada se procede
a realizar la captura de datos EEG a trave´s del sistema BCI. Posteriormente se pasa a la etapa
de preprocesamiento de la sen˜al (descrita en el capı´tulo anterior) en la cual se simplifica la etapa
de procesamiento sin perder informacio´n relevante de los datos capturados. El siguiente bloque
en el esquema de una aplicacio´n BCI es el de extraccio´n de caracterı´sticas el cua´l sera´ descrito a
continuacio´n.
2.3. Extraccio´n de Caracterı´sticas
En la etapa de procesamiento de una sen˜al es fundamental realizar, en algu´n momento, un
reconocimiento de patrones. Aquı´ un patro´n es una descripcio´n estructural o cuantitativa de un
objeto o de alguna otra entidad de intere´s en una sen˜al y esta´ formado por uno o ma´s descriptores.
En otras palabras, un patro´n es una disposicio´n de descriptores o caracterı´sticas. La observacio´n
de tareas particulares (como imaginarse el movimiento de la mano) genera en los sistemas BCI un
particular efecto especı´fico en las sen˜ales cerebrales (los ERS/ERD) medidos en una ubicacio´n
en particular. Aunque estos feno´menos cognitivos han sido ampliamente estudiados y a pesar
que para la aplicacio´n BCI se considere una sola posible sen˜al fisiolo´gica (como los ritmos mu);
la imaginacio´n, las tareas, las mejores frecuencias y las mejores localizaciones tendra´n que ser
seleccionadas para cada individuo [40]. Esta aleatoriedad entre las sen˜ales es unos de los aspectos
que ma´s limitan el procesamiento de las sen˜ales de EEG de las interfaces. A continuacio´n se
muestran la figura 2.3 en donde se evidencia no solo la aleatoriedad entre las sen˜ales obtenidas
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de diferentes individuos, sino tambie´n, las obtenidas a partir del mismo sujeto
Figura 2.3. En este experimento se le pidio´ a un sujeto en diferentes momentos de un dı´a que
imaginara el movimiento de su mano derecha versus el de su mano izquierda. Fueron grabadas las
bandas alfa durante 3.5 segundos y se recolectaron las muestras.
En la figura 2.4 fueron superpuestos los mapas de la actividad cerebral registrada por varios
individuos cuando se les pedı´a que imaginaran el movimiento de su mano derecha versus el de
su mano izquierda. La varianza de los datos, a pesar de que la intencio´n de movimiento era la
misma para cada persona, muestra la compleja dina´mica a la que se enfrentan las te´cnicas de
reconocimiento de patrones de los sistemas BCI.
Las variaciones de las propiedades de la sen˜al sobre el tiempo, es decir, las no estacionarias,
pueden surgir de muchas fuentes y tienen diferentes escalas de tiempo, por ejemplo cambios en la
impedancia ocurren cuando un electrodo pierde el contacto con la piel o la conduccio´n se deteriora,
la actividad muscular o los movimientos de los ojos producen artefactos en la sen˜al y a menudo se
observa un decremento en la atencio´n a la tarea propuesta y se generan cambios en la actividad
de fondo por fatiga o cansancio y falta de concentracio´n. Adicionalmente cambios en la sen˜al
EEG registrados pueden ser causados por diferencias entre sesiones, falta de realimentacio´n en
las sesiones de calibracio´n o pequen˜as diferencias entre las posiciones de los electros entre sesiones
[41]. Los resultados de todas estas variaciones son una distribucio´n de caracterı´sticas o un vector de
caracterı´sticas que cambia con el tiempo. Una potente y muy usada te´cnica para el procesamiento y
la extraccio´n de caracterı´sticas de las sen˜ales EEG para sistemas BCI es la de Patrones Espaciales
Comunes (CSP por sus siglas en ingle´s). A lo largo del desarrollo de los sistemas BCI y en el marco
de una famosa competencia en entrenamiento de ma´quina para los sistemas BCI (BCI Competition),
el ana´lisis de la sen˜al por CSP y sus variantes han demostrado ser una herramienta robusta para
explotar los efectos de las ERD/ERS dentro y fuera de la competencia esta´ndar de clasificacio´n. En
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Figura 2.4. Variabilidad inter-sujetos registrada en las sen˜ales EEG con la misma intencio´n motora
(Mover la mano derecha vs. Mover la mano izquierda).
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contraste a esta´ te´cnica, la aplicacio´n del Ana´lisis de Componentes Principales (PCA por sus siglas
en ingle´s) y el Ana´lisis de Componentes Independientes (ICA por sus siglas en ingle´s) que han sido
me´todos de preprocesamiento exitosamente usados en otros campos; se han notado menos efectivas
para mejorar el rendimiento de la clasificacio´n en los sistemas BCI [42]. El avance del ana´lisis CSP
comparado con el PCA y el ICA puede en gran parte ser explicado por las diferentes estrategias
concernientes al uso de las etiquetas de clase. Mientras el ana´lisis por CSP explota la informacio´n
que contienen las etiquetas de una manera supervisada, ICA y PCA son me´todos no supervisados.
A continuacio´n, se explicara´n brevemente estos 3 me´todos de procesamiento de la sen˜al EEG para
sistemas BCI debido a su trascendencia soportada en la bibliografı´a referenciada.
2.3.1. Ana´lisis por Patrones Espaciales Comunes (CSP)
El ana´lisis por CSP produce filtros espaciales que son o´ptimos en cuanto a que extraen las sen˜ales
que son ma´s discriminantes entre dos condiciones. La te´cnica de CSP permite la identificacio´n
de los filtros espaciales que maximizan la varianza de las sen˜ales de una condicio´n y al mismo
tiempo minimiza la varianza de la sen˜al con la otra condicio´n. Este me´todo ayuda a distinguir entre
dos estados basados en imaginacio´n motora (por ejemplo mover la mano derecha vs. la izquierda;
mover la mano derecha vs. ambos pies) comu´nmente llamados clases. En contraste con PCA, el
cual maximiza la varianza del primer componente en el espacio transformado, CSP maximiza la
relacio´n entre las varianzas de las dos condiciones o clases. Esta propiedad hace que el ana´lisis
por CSP sea uno de los filtros espaciales ma´s efectivos para el procesamiento de las sen˜ales de las
BCI basadas en EEG ya que permite que las intenciones de los usuarios este´n codificadas en la
varianza o la potencia de la sen˜al cerebral asociada; te´cnicamente el algoritmo de los CSP otorga
unos filtros espaciales basados en un criterio discriminativo [43]. El algoritmo CSP requiere no solo
el entrenamiento de las muestras sino tambie´n la informacio´n de la clase a la que pertenecen las
muestras para calcular la matriz de transformacio´n lineal (entrenamiento supervisado); en contraste
con PCA e ICA que no requieren de este tipo de informacio´n.
Ahora bien, el algoritmo CSP calcula una matriz W con filtros espaciales de altas varianzas para
la primera clase y con bajas varianzas para la segunda, y viceversa. Se asume que W<nxn es una
matriz de transformacio´n de CSP. Entonces la las sen˜ales transformadas son WX, donde X es la
matriz de datos en la cual cada columna representa un canal del EEG o la sen˜al de un electrodo
en particular. El primer componente CSP, es decir, la primera fila de la matriz WX contiene ma´s
varianza de la clase 1 (y menos de la clase 2) mientras que el u´ltimo vector fila, es decir, el
u´ltimo componente de la matriz WX contiene ma´s varianza de la clase 2 (y menos de la clase
1). La interpretacio´n de W tiene dos enfoques: las filas pueden ser vistas como los filtros espaciales
estacionarios, mientras que las columnas de W−1 pueden ser vistas como los patrones espaciales
comunes, es decir, la distribucio´n de vectores invariantes en el tiempo de la sen˜al EEG. Cada valor
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propio indica la importancia del correspondiente filtro para la tarea de discriminacio´n [44]. Como
los valores de las columnas representan la contribucio´n de los componentes CSP a los canales,
estos pueden ser usados para visualizar una distribucio´n topogra´fica de los componentes de los CSP.
La figura 2.5 muestra dos patrones espaciales comunes provenientes de una sen˜al EEG usando la
estrategia mental de imaginacio´n motora en tareas de movimiento de la mano izquierda y derecha,
las cuales corresponden a la primera y a la u´ltima columna de W−1 respectivamente. La imaginacio´n
motora de la mano izquierda induce patrones de actividad sensoriomotora (ERD/ERS) sobre las
a´reas sensoriomotoras del lado derecho del cerebro y viceversa.
Figura 2.5. Dos patrones espaciales comunes (CSP) de un ejemplo correspondiente a tareas de
imaginacio´n motora de izquierda y derecha.
Ahora, CSP y PCA son me´todos de extraccio´n de caracterı´sticas basados en la diagonalizacio´n
de las matrices de covarianza, sin embargo, el PCA diagonaliza una matriz de covarianza, mientras
que CSP diagonaliza las dos matrices R1 y R2 simulta´neamente. Resolver el problema de los valores
propios es suficiente en el me´todo de PCA; mientras que para el ana´lisis por CSP, la generalizacio´n
del problema de los valores propios con R−11 R
1 ha sido resuelto para dar la matriz de transformacio´n
que simulta´neamente diagonaliza las dos matrices de covarianza segu´n las siguientes ecuaciones:
WR1WT = D (2.4)
WR2WT = I − D (2.5)
En este caso D es una matriz diagonal con elementos mono´tonamente descendientes. I es la matriz
identidad, la matriz W tiene dimensiones de MxN donde M es el rango de la covarianza y N el
nu´mero de canales. Aunque la forma ba´sica del algoritmo de CSP esta´ hecho para un problema
con dos clases, algunos autores han planteado su extensio´n para problemas multi-clase; en donde
son necesarios, por ejemplo, la identificacio´n de ma´s de dos comandos a trave´s de sistemas BCI en
particular [45]. Para otros detalles del algoritmo, consultar [46].
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2.3.2. Ana´lisis de Componentes Principales (PCA)
Las te´cnicas de PCA e ICA son me´todos de preprocesamiento para separar las sen˜ales cerebrales
en componentes. Algunos de estos componentes son de intere´s, como los patrones cerebrales
asociados con la estrategia de imaginacio´n motora implementada; sin embargo, hay algunos otros
componentes remanentes como el ruido, que no son de intere´s. Por lo tanto, PCA e ICA son
me´todos usados a menudo para separar componentes u´tiles del ruido en una sen˜al. Dado que las
sen˜ales de los canales EEG tienden a estar altamente correlacionados, el PCA puede ser u´til para
localizar y mejorar cierta actividad cerebral, particularmente cuando la varianza de la amplitud
esta´ correlacionada con las tareas BCI propuestas [47]. Matema´ticamente, el PCA realiza una
transformacio´n lineal ortogonal a un nuevo sistema de coordenadas (llamado eigenspace) tal que
las sen˜ales originales son descompuestas en componentes no relacionados los cuales son ordenados
descendentemente de acuerdo a su varianza (el primero el de mayor varianza, el u´ltimo el de
menor).Ahora, X <nxn es la matriz de la sen˜al EEG adquirida en la que cada fila corresponde
a la sen˜al de cada electrodo con media cero, y cada columna corresponde a la sen˜al con tiempo
de muestreo especı´fico; la transformacio´n de la matriz PCA W = [w1, ...,wn] puede ser obtenida
realizando una descomposicio´n general de valores propios de la matriz de covarianza R = XXT que
corresponde a n diferentes valores propios λ1, ..., λn en orden descendente. La transformacio´n PCA
es dada por:
Y = WTX (2.6)
donde W = [w1, ...,wn]. El resultado de la sen˜al transformada mediante PCA Y es que las
columnas esta´n no-correlacionadas unas con otras; por lo tanto, matema´ticamente el PCA utiliza
las “incorrelacio´n” de la sen˜al de entrada X. En orden de extraer los componentes que contienen
la mayor parte de la varianza de la sen˜al, son seleccionados los p vectores columna dominantes de
la matriz de transformacio´n W. Estos son los vectores propios asociados con los p valores propios
ma´s grandes. En este sentido, los p componentes principales corresponden a los p valores propios
ma´s grandes que se mantienen, mientras que los n-p unos corresponden a los n-p valores propios
ma´s pequen˜os que son ignorados. Estos valores propios representan la varianza de la potencia de
la sen˜al cerebral, y ası´ los valores propios ma´s grandes corresponden a los componentes u´tiles,
mientras que el resto corresponde a los componentes del ruido [3]. Una de las desventajas de la
discriminacio´n de diferentes tipos de actividad cerebral por medio del algoritmo PCA es que ya
que no se tiene informacio´n a priori acerca de las tareas BCI que pueda ser usada para derivar la
matriz de pesos W, las sen˜ales resultantes cuentan con una gran amplitud en su varianza que no
pueden ser correlacionadas con las tareas mentales impuestas. Debido a esto, si por ejemplo, todas
las sen˜ales originales de los electrodos son corrompidas con una linea de ruido de 60 Hz comparado
con la sen˜al EEG normal, lo ma´s probable es que esta sen˜al ruidosa de 60 Hz aparezca como una
de las primeras componentes PCA a pesar de que esta sea independiente de cualquier condicio´n
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o tarea BCI. Ası´ entonces, el inconveniente con el PCA es que la sen˜al de un electrodo que sea
comparativamente baja y que este´ altamente correlacionada con algu´n estado mental, puede no ser
incluida en el top del conjunto de componentes principales del algoritmo [47].
Finalmente, la idea central del ana´lisis con PCA es reducir la dimensionalidad de un conjunto de
datos que consta de un gran nu´mero de variables interrelacionadas, manteniendo al mismo tiempo
tanto como sea posible la variacio´n presente en el conjunto de datos; esto se consigue mediante
la transformacio´n de un nuevo conjunto de variables, las componentes principales, los cuales son
incorrelacionados y ordenados de manera que los pocos primeros conservan ma´s la variacio´n
presente en todas las variables originales [48].
2.3.3. Ana´lisis de Componentes Independientes (ICA)
Aunque los canales resultantes del ana´lisis con el algoritmo PCA son incorrelacionados, estos no
necesariamente son estadı´sticamente independientes. Para ser estadı´sticamente independientes, la
funcio´n de distribucio´n de probabilidad conjunta FXY (x, y) = P
[
X ≤ x,Y ≤ y] de los canales x e y
deben satisfacer lo siguiente:
FXY (x, y) = FX(x)FY (y) (2.7)
En contraste, para ser incorrelacionados, el valor esperado de los canales debera´n satisfacer lo
siguiente:
E {XY} = E {X} E {Y} (2.8)
Ası´ entonces, la independencia es una limitacio´n ma´s estricta sobre la relacio´n estadı´stica entre
canales incorrelacionados. Asumiendo que las fuentes particulares de la actividad cerebral son loca-
lizadas y funcionan independientemente; la identificacio´n de un filtro espacial que produzca canales
independientes es importante porque esto es en teorı´a ma´s probable que la identificacio´n de los
canales sensibles a las diferentes fuentes generadoras de la sen˜al dentro del cerebro [47]. El ICA
busca determinar la matriz de peso W que produce los canales independientes en Y . Dado que los
pesos resultantes espaciales tienden a corresponder a una actividad localizada, este proceso pue-
de tambie´n ser entendido como una forma de separacio´n de la fuente o localizacio´n de la fuente.
Como con PCA, una aplicacio´n podrı´a usar so´lo los componentes ICA ma´s relevantes (es decir,
los canales que se correlacionan bien con la tarea mental) en orden de reducir la dimensionalidad.
Comu´nmente el nu´mero de sen˜ales diferentes mezcladas en un simple conjunto de muestras EEG
es igual al nu´mero de electrodos del sistema au´n cuando el nu´mero de fuentes suele ser tı´picamente
menor [49]. ICA es un enfoque comu´n para resolver el problema de la separacio´n ciega de fuentes
que puede ser explicado con el “cla´sico efecto de coctel de fiesta” en donde mucha gente habla
simulta´neamente en un cuarto pero una persona tiene que prestarle atencio´n solo a una de las dis-
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cusiones. Los humanos pueden fa´cilmente separar estas sen˜ales de audio mezcladas, pero esta tarea
resulta muy desafiante para una ma´quina. Sin embargo, bajo algunas limitaciones muy estrictas,
este problema puede ser resuelto por ICA. Figurativamente, las sen˜ales cerebrales son similares al
efecto de coctel de fiesta porque la sen˜al medida de un electrodo en particular puede ser generada
desde muchas neuronas. Las sen˜ales de estas neuronas son mezcladas y llegan a un electrodo en
particular; por tanto las fuentes cerebrales actuales y el procedimiento de mezcla son desconocidos.
Matema´ticamente, asumiendo que hay n fuentes desconocidas mutuamente independientes
s1(t), ..., sn(t) en las sen˜ales del cerebro denotadas como s(t) = [s1(t), ..., sn(t)]T con media cero,
y asumiendo allı´ n electrodos tales que las fuentes son instanta´neamente y linealmente mezcladas
para producir las n mezclas observables x(t) = [x1(t), ..., xn(t)]T , entonces:
x(t) = As(t) (2.9)
Donde A es una matriz invariante en el tiempo de dimensiones nxn cuyos elementos necesitan
ser estimados a partir de los datos de observacio´n. A es llamada la matriz de mezcla, la cual es a
menudo asumida como una matriz de rango completo con n columnas linealmente independientes.
El me´todo del ICA tambie´n asume que los componentes si generados por diferentes neuronas son
independientes uno del otro. ICA calcula la matriz de “desmezcla” W usando las sen˜ales observadas
n para obtener n componentes independientes ası´:
y(t) = Wx(t) (2.10)
donde los componentes independientes estimados son y1, ..., yn denotados como y(t) =[
y1(t), ..., yn(t)
]T . Despue´s de descomponer las sen˜ales cerebrales usando ICA, los compo-
nentes relevantes pueden entonces ser seleccionados, o sus equivalentes irrelevantes pueden ser
removidos y entonces proyectados de nuevo en el espacio de la sen˜al usando:
x(t) = W−1y(t) (2.11)
La sen˜al reconstruida x representa la sen˜al limpia de x. De muchas formas, el ICA es idealmente
adecuado para ser usado en datos EEG dado que existe una cantidad despreciable de retardo de
transmisio´n entra la sen˜al de cada electrodo fuente y porque el supuesto de que cada sen˜al medida
es una mezcla lineal de sen˜ales fuente es bastante plausible para las sen˜ales ele´ctricas que viajan
a trave´s del tejido humano. Por otra parte, la inversa de la matriz de “desmezcla” brinda un mapa
espacial del cuero cabelludo asociado a la localizacio´n de cada sen˜al fuente extraı´da mediante el
ICA. Los ICA son ampliamente usados para el reconocimiento de ERP/ERD. En [50] utilizan el
ICA en la extraccio´n de eventos relacionados a la onda P300 y en [51] utilizan el ICA no lineal para
la extraccio´n de caracterı´sticas a trave´s de la estrategia de imaginacio´n motora. Existen muchos
algoritmos ICA que han sido implementados por diferentes investigadores alrededor del mundo, un
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ana´lisis matema´tico ma´s profundo se encuentra en [49] en donde se describe ampliamente el uso de
esta te´cnica no solo en sen˜ales EEG. Otra te´cnica de separacio´n de fuentes usada en datos de EEG es
el llamado Ana´lisis de Componentes Esparcidos (SCA por sus siglas en ingle´s) y asume por ejemplo,
que el nu´mero de componentes de la fuente es ma´s grande que el nu´mero de mezclas observadas
y los componentes pueden ser independientes uno del otro. A continuacio´n sera´n explicados los
clasificadores ma´s usados en los sistemas BCI, con lo cual se podra´ establecer una guı´a para la
escogencia del clasificador que sera´ usado en la presente tesis.
2.4. Tipologı´a de Clasificadores
El conocimiento acerca del proceso emocional del cerebro ayuda entender la influencia que las
emociones tienen en la actividad cerebral en general y por tanto, tambie´n sobre la actividad
cerebral que puede ser medida a trave´s de EEG; ası´ este conocimiento puede ser usado para
optimizar el entrenamiento o tener una adaptacio´n emocional en lı´nea para el algoritmo de
clasificacio´n [52]. Los patrones de actividad cerebral se consideran como procesos estoca´sticos
debido tanto a la diversidad biolo´gica de las sen˜ales como a los factores te´cnicos que rodean su
proceso de adquisicio´n. Dentro de lo que se puede llamar una taxonomı´a de los clasificadores [27]
encontramos los generativos o informativos (ejemplo Bayes Cuadra´tico), los cuales para clasificar
un vector de caracterı´sticas calculan la verosimilitud de cada clase y escogen la ma´s probable.
Dentro de los llamados discriminativos suelen destacarse las Ma´quinas de Soporte Vectorial
(SVM por sus siglas en ingle´s), las cuales so´lo aprenden la manera de discriminar las clases o
la pertenencia a una clase en orden de clasificar el vector de caracterı´sticas directamente. Los
clasificadores esta´ticos (ejemplo Perceptrones Multicapa), no pueden tener en cuenta la informacio´n
temporal durante la clasificacio´n, ya que ellos clasifican un solo vector de caracterı´sticas. Por
el contrario, los clasificadores dina´micos (ejemplo Cadenas Ocultas de Markov- HMM) pueden
clasificar una secuencia de vectores caracterı´stica y entonces, pueden trabajar con las dina´micas
temporales de los datos, por ejemplo, estos clasificadores pueden extraer caracterı´sticas de diversos
segmentos temporales de la sen˜al adquirida para construir una secuencia temporal de los vectores
de caracterı´sticas. Los clasificadores estables (ejemplo Ana´lisis Discriminante Lineal- LDA) tienen
una baja complejidad o capacidad. Son llamados estables dado que pequen˜as variaciones en
el conjunto de entrenamiento no afectan considerablemente su rendimiento. Contrariamente, los
clasificadores inestables (ejemplo el Perceptro´n Multicapa), tienen una alta complejidad y, a
menudo, pequen˜as variaciones del conjunto de entrenamiento puede ocasionar importantes cambios
en su rendimiento. Por u´ltimo, cabe recordar que la regularizacio´n consiste en el control cuidadoso
de la complejidad de un clasificador en orden de prevenir el sobre entrenamiento; de esta manera,
un clasificador regularizado actu´a bien en las generalizaciones y es ma´s robusto con respecto a los
outliers. Ahora bien, existen dos problemas ampliamente reconocidos en la tarea de clasificacio´n
de los sistemas BCI que utilizan sen˜ales EEG [53]: el primero se relaciona con la llamada
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maldicio´n de la dimensionalidad [31] la cual afirma que la cantidad de datos necesarios para
describir adecuadamente las clases, aumenta exponencialmente con la dimensionalidad del vector
de caracterı´sticas, o sea, la dificultad del problema de estimacio´n incrementa dra´sticamente con
la dimensio´n del espacio. Realmente, si el nu´mero de muestras de entrenamiento es pequen˜o
comparado con el taman˜o del vector de caracterı´sticas, es muy probable que el clasificador arroje
malos resultados. Es recomendable usar, al menos, de 5 a 10 veces ma´s muestras de entrenamiento
por clase, como la dimensionalidad del vector de caracterı´sticas (n caracterı´sticas nume´ricas).
Desafortunadamente esto no puede ser aplicado en todos los sistemas BCI en general, ya que la
dimensionalidad es alta y el conjunto de entrenamiento es pequen˜o; por tanto, esta “maldicio´n” es
una preocupacio´n importante para el disen˜o de aplicaciones con interfaces cerebro computador. El
segundo problema que se presenta en la tarea de clasificacio´n es la desventaja de la relacio´n entre el
te´rmino bias y la varianza: formalmente, la clasificacio´n consiste en encontrar la etiqueta verdadera
y∗ de un vector de caracterı´sticas x mediante una asignacio´n f . Esta asignacio´n (comu´nmente
llamada mapeo) es aprendida de un conjunto de entrenamiento T . El mejor mapeo f ∗ que ha
generado las etiquetas es, por supuesto, desconocido. Si consideramos el Error por Mı´nimos








( y∗ − f ∗(x) + f ∗(x) − E[ f (x)] + E[ f (x)] − f (x) )2
]
(2.12)
=E[(y∗ − f ∗(x))2] + E[( f ∗(x) − E[ f (x)]2)] + E[(E[ f (x)] − f (x))2] (2.13)
=Ruido2 + Bias( f (x))2 + Var( f (x)) (2.14)
Estos tres te´rminos describen tres posibles fuentes del error inherente de clasificacio´n.
Ruido: representa el irreducible ruido dentro del sistema.
Bias o tendencia: representa un error sistema´tico el cual evidencia la divergencia entre el
mapeo estimado (es decir la etiqueta de clase estimada) y el mejor mapeo (es decir la
verdadera etiqueta de clase).
Varianza: refleja la sensibilidad del conjunto de entrenamiento usado T .
En este orden de ideas, los u´nicos te´rminos que pueden ser minimizados son la varianza y la
tendencia. Clasificadores simples (como clasificadores lineales) tienen un alta tendencia pero una
baja varianza mientras que en clasificadores ma´s complejos la relacio´n se invierte. Para seleccionar
la complejidad o´ptima del modelo se debe solucionar el dilema varianza-bias. Normalmente los
clasificadores estables tienden a tener un bias alto y una baja varianza, mientras que en los inestables
es al contrario. Esto puede explicar con facilidad porque los clasificadores “simples” algunas veces,
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superan a los ma´s complejos en las tareas de clasificacio´n de los sistemas BCI. Una baja varianza
puede ser una solucio´n para hacerle frente a la naturaleza estoca´stica de las sen˜ales cerebrales. En la
presencia de ruidos fuertes y outliers, los sistemas lineales suelen fallar. Una manera de sobrepasar
este obsta´culo es el uso de te´cnicas conocidas como te´cnicas de estabilizacio´n, las cuales pueden
ser usadas para reducir la varianza, tales como la combinacio´n de clasificadores y las te´cnicas
de regularizacio´n. Ahora bien, los clasificadores no-lineales suelen tener un mayor nu´mero de
para´metros a estimar que los lineales, estos para´metros pueden ser escogidos apropiadamente, au´n
ası´, cuando hay grandes cantidades y el conocimiento de los datos es limitado, los clasificadores no-
lineales son ma´s adecuados para encontrar la estructura potencialmente ma´s compleja de los datos.
En particular cuando la fuente de los datos a clasificar no es bien conocida, el uso de me´todos que
sean buenos para encontrar las transformaciones no lineales de los datos es altamente recomendado.
En estos casos me´todos basados en kernels y redes neuronales pueden ser usados para determinar
las transformaciones. Los me´todos basados en kernels son me´todos de clasificacio´n que aplican
una clasificacio´n lineal en un espacio de caracterı´sticas (kernel) apropiado. Aquı´, se mantienen
todas las ventajas de la clasificacio´n lineal, pero al mismo tiempo, el clasificador en conjunto es
no-lineal. Los ejemplos de estos tipo de clasificadores son las Ma´quina de Soporte Vectorial y el
Kernel del Discriminante de Fisher [53]. A continuacio´n se describen brevemente las diferentes
te´cnicas de clasificacio´n empleadas para reconocer los registros de la sen˜al EEG capturada de los
sistemas BCI, los cuales han sido adquiridos cuando el sujeto realiza las actividades cognitivas
propuestas a partir de la estrategia mental planteada. Se presentara´ una breve explicacio´n de los
algoritmos comu´nmente empleados para el disen˜o de aplicaciones BCI y se describira´n algunas de
sus propiedades ma´s crı´ticas. Se destacan los aportes del investigador alema´n Klaus Robert Muˆller,
los cuales han marcado un referente mundial en el entrenamiento de ma´quina para los sistemas
BCI [29].
2.4.1. Ana´lisis Discriminante Lineal (LDA)
Los clasificadores lineales son algoritmos discriminantes que usen funciones lineales para distinguir
clases (en este caso, intenciones o estados mentales). Estos clasificadores son probablemente
los algoritmos ma´s populares usados para las aplicaciones BCI. El propo´sito del LDA (tambie´n
conocido como LDA de Fisher) es el uso de hiperplanos para separar los datos representativos de
las diferentes clases. La idea es proyectar los datos a un espacio de menor dimensionalidad donde
el proceso de clasificacio´n sea ma´s sencillo. Comu´nmente el algoritmo es usado en un problema de
dos clases, en donde son asumidas normalmente distribuidas con diferentes medias e igual matriz
de covarianza para ambas clases; los datos son proyectados a una dimensio´n usando y = wT x; se
establece un umbral y0 y se clasifica un nuevo registro EEG como de la clase C1 si y ≥ y0 , o de la
clase C2 si pasa lo contrario. Se busca escoger un w de manera que maximice la separabilidad de
las clases. La separabilidad de los datos es medida mediante dos cantidades: la distancia entre las
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medias de las clases proyectadas (la cual debe ser grande) y el taman˜o de la varianza de los datos
en esta direccio´n (debe ser pequen˜a). Aquı´ aparece el llamado criterio de Fisher, el cual se define





donde S B = (m1−m2)(m1−m2)T es la matriz de dispersio´n entre clases para dos clases, SC = S 1+S 2
es la matriz de dispersio´n intraclases para dos clases, w es un vector de pesos ajustable o vector de
proyeccio´n. La figura 2.6 ejemplifica lo anterior:
Figura 2.6. Un hiperplano el cual separa las dos clases: los cı´rculos y las cruces. Un umbral permite
la discriminacio´n de las clases a trave´s de la tendencia w0 y el vector de pesos w.












Donde nC es el nu´mero de datos muestra que pertenecen a la clase C, IC es el conjunto de ı´ndices
de los datos de muestra pertenecientes a la clase C. Finalmente el vector de pesos se puede calcular
mediante lo que se conoce como el discriminante lineal de Fisher:
C ∝ S −1C (m2 − m1) (2.18)
Observe que esta u´ltima expresio´n estrictamente no es un discriminante sino ma´s bien una eleccio´n
especı´fica de la direccio´n de proyeccio´n de los datos. Sin embargo los datos proyectados pueden ser
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subsecuentemente usados para construir un discriminante mediante la umbralizacio´n antes descrita
[31]. Para resolver un problema multiclase pueden ser usados muchos hiperplanos, la estrategia
generalmente usada para los sistemas BCI multiclase es la de “Uno versus el resto” (OVR por
sus siglas en ingle´s), la cual consiste en separar cada clase de las otras existentes. Estas te´cnicas
tiene un costo computacional bajo lo cual lo hace adecuado para sistemas BCI que trabajen en
lı´nea [27]. Consecuentemente, el ana´lisis discriminante lineal ha sido usado con e´xito en un gran
nu´mero de aplicaciones BCI con diferentes estrategias mentales como imaginacio´n motora [54],
atencio´n selectiva [55], deletreadores con P300 [3] y aplicaciones multiclase [56].
2.4.2. Ma´quinas de Soporte Vectorial (SVM)
Las SVM son una herramienta lineal de discriminacio´n que maximiza la margen de separacio´n
entre dos clases basado en la suposicio´n de que esto mejora la capacidad de generalizacio´n del
clasificador. En aprendizaje de ma´quina, la generalizacio´n es la habilidad de clasificar correctamente
datos de validacio´n. Este me´todo de clasificacio´n tambie´n es conocido por la insensibilidad que tiene
al sobre entrenamiento y la robustez que presenta ante la “maldicio´n” de la dimensionalidad [57].
En contraste, el discriminante lineal de Fisher maximiza el margen promedio, es decir la margen
entre las medias de las clases. Las SVM lineales, por su parte, utilizan hiperplanos discriminantes
para identificar las clases; para una SVM, un margen amplio (el hiperplano o´ptimo w) es alcanzado









yi(wT xi + b) ≥ 1 − ξi, ξi ≥ 0,∀i = 1, . . . , n (2.20)
donde x1, x2, ..., xn son los datos de entrenamiento, y1, y2, ..., yn {−1,+1} son las etiquetas de
entrenamiento, ξ1, ξ2, ..., ξn son las variables sueltas (variables que son an˜adidas a una restriccio´n de
desigualdad para transformarla en una igualdad), C es un para´metro de regularizacio´n que controla
la compensacio´n entre la complejidad y el nu´mero de puntos no separables y b es la tendencia.
Las variables sueltas miden la desviacio´n de los puntos de la condicio´n ideal de separabilidad de
los patrones. El para´metro C puede ser especificado por el usuario o determinado mediante una
validacio´n cruzada [3]. Esta ma´quina es llamada C-SVM, mediante un ana´lisis del problema se
puede encontrar que w puede ser determinado por w =
∑
i αiyixi con algunos nu´meros reales αi.
Para los datos xi con yi(wT xi +b) > 1, se puede obtener que αi = 0. Entonces, solo unos pocos datos
(llamados vectores de soporte) son requeridos para calcular w. Pero note que usualmente todos los
puntos son requeridos para obtener el conjunto de vectores de soporte [58]. La figura 2.7 muestra
un hiperplano tı´pico trazado por un SVM entrenado:
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Figura 2.7. Un ejemplo que ilustra una ma´quina de soporte vectorial entrenada que encontro´ el
hiperplano o´ptimo con la margen de separacio´n ma´xima a partir de los patrones de formacio´n ma´s
cercanos, los cuales son llamados vectores de soporte.
39
Capı´tulo 2. ENTRENAMIENTO DE MA´QUINA PARA APLICACIONES CON
SISTEMAS BCI
Generalmente, las SVM que clasifican los datos a trave´s de lı´mites de decisio´n lineales, son
conocidas como SVM lineales. Es posible crear lı´mites de decisio´n no lineales con solo un bajo
incremento en la complejidad del clasificador mediante el uso del “truco del Kernel” el cual consiste
en mapear implı´citamente los datos a otro espacio, el cua´l generalmente es de una dimensio´n mucho
ma´s alta, usando una funcio´n kernel K(x, y). Existen 4 Kernels ba´sicos para la implementacio´n de
ma´quinas de soporte vectorial:
Lineal: K(xi, x j = xTi xi)
Polinomial: K(xi, x j = (γxixT x j + r)d, γ > 0
Funciones Base Radiales (Gaussiano): K(xi, x j) = exp(−γ ‖ (xi − x j)2), γ > 0
Sigmoidal: K(xi, x j) = tanh(γxTi xk + r)
Aquı´, γ, r y el para´metro d son los para´metros de los kernels. El kernel generalmente usado
por los investigadores BCI es el Gaussiano o tambie´n conocido como el kernel de Funciones
Base Radiales (RBF por su sigla en ingle´s). Esta te´cnica denominada RBF-SVM ha brindado
buenos resultados para las aplicaciones BCI. Ası´ como el LDA, las SVM han sido utilizadas en
problemas multiclase usando la estrategia de OVR [31]. Una de las ventajas de utilizar las funciones
kernel es que permiten el ca´lculo de productos escalares en espacios en donde usando otras
te´cnicas difı´cilmente se podrı´a realizar algu´n ca´lculo computacional. Recientemente se ha observado
que la excelente generalizacio´n que es tı´picamente observada cuando se usan las ma´quinas de
soporte vectorial en aplicaciones de alta dimensionalidad con pocas muestras se debe a la muy
econo´mica representacio´n en el Kernel del espacio de Hilbert [29]. Otra de las razones del e´xito
del uso de las SVM es la regularizacio´n: actualmente las caracterı´sticas de los sistemas BCI
son a menudo ruidosas y probablemente contiene outliers; la regularizacio´n puede superar este
problema e incrementar las capacidades de generalizacio´n del clasificador. Como consecuencia,
los clasificadores regularizados, y ma´s particularmente las SVM lineales han superado los no
regularizados del mismo tipo (como el LDA) en muchos estudios comparativos. Finalmente, la
simplicidad de las SVM se debe a que su regla de decisio´n es una simple funcio´n lineal en el
espacio kernel la cual hace a las SVM una te´cnica estable y, por consiguiente, con una baja varianza.
Una de las claves quiza´, para un bajo error de clasificacio´n es que las caracterı´sticas de las sen˜ales
adquiridas por los sistemas BCI sean muy estables sobre el tiempo y presenten una baja varianza. A
pesar de que una de las desventajas de las SVM es que son comparativamente lentas, resultan ser lo
suficientemente ra´pidas para aplicaciones con sistemas BCI. En [59] se concluye que las SVM que
utilizan kernels polino´micos de orden 4 o´ 5 presentan mejores resultados que los basados en kernels
gaussianos. Otra informacio´n ma´s detallada del algoritmo y sus restricciones se describe en [60]
y [61].
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2.4.3. Clasificadores Gaussianos
En el enfoque probabilı´stico para la clasificacio´n, el objetivo es lograr modelar la probabilidad
posterior de la variable objetivo para un nuevo vector de entrada dado un conjunto de datos
de entrenamiento. Estas probabilidades deben estar en el intervalo (0,1), mientras un modelo de
un proceso gaussiano realiza predicciones que esta´n sobre el eje real entero. Por lo tanto, se
puede adaptar fa´cilmente un Proceso Gaussiano (GP) para problemas de clasificacio´n mediante
la transformacio´n de la salida de los GPs usando una funcio´n apropiada de activacio´n no lineal [31].
El algoritmo de aprendizaje basado en Procesos Gaussianos es un me´todo kernel similar al discutido
algoritmo SVM. De forma similar a muchas otras te´cnicas de aprendizaje, los GPs pueden ser
usados para realizar una regresio´n multivariada o una clasificacio´n multiclase dependiendo del
problema abordado. Desde una perspectiva holı´stica, los me´todos estadı´sticos comu´nmente se
interesan en el establecimiento de modelos y el entendimiento de las relaciones entre los datos
mientras que el enfoque del aprendizaje de ma´quina esta´ focalizado en entender el comportamiento
de los algoritmos de aprendizaje y en la realizacio´n de predicciones precisas. Los GPs brindan
una combinacio´n u´nica de estos dos enfoques buscando a trave´s de la adaptacio´n de modelos que
representan mejor las relaciones entre los datos, una mejora significativa de la precisio´n en la tarea
de la clasificacio´n; como resultado, un algoritmo basado en GPs brinda como salida una distribucio´n
probabilı´stica. Esta distribucio´n puede ser usada en conjunto con otro tipo de conocimiento sobre
el estado global del sistema para mejorar la precisio´n en la toma de decisio´n [62]. En los sistemas
BCI que utilizan clasificadores basados en GPs, la configuracio´n requiere que exista una funcio´n
discriminante de tipo gaussiana para cada intencio´n mental propuesta (clase). Al igual que otros
me´todos, en los clasificadores GPs se requiere una adaptacio´n de la funcio´n de covarianza mediante
la sintonizacio´n de algunos hiperpara´metros. Matema´ticamente un proceso gaussiano f (x)es una
coleccio´n de variables aleatorias, tal que cualquier nu´mero finito de ellas sigue una distribucio´n
gaussiana conjunta; es representado segu´n la siguiente notacio´n:
f (x) ∼ GP(µ(x),Λ(x, x′)) (2.21)





funcio´n de covarianza Λ(x, x′) = E
[
( f (x) − µ(x))( f (x′) − µ(x′))]. Tı´picamente, la media de un GP
es centrada alrededor de cero por lo cual f (x) ∼ GP(0,Λ(x, x′)). Como un me´todo kernel, los GPs
mapean las funciones de entrada no lineales en un espacio de caracterı´sticas de alta dimensionalidad.
Este proceso se realiza mediante el uso de una funcio´n kernel similar a como se hace en SVM. Los
elementos de la matriz de covarianza Λ(x, x′) on obtenidos mediante la evaluacio´n de la funcio´n
kernel. Entonces la escogencia de la funcio´n kernel en u´ltimas determina la forma de la funcio´n de
covarianza y sus elementos. En [62] se utiliza la siguiente funcio´n de covarianza (funcio´n kernel):
Λ(x, x′) = −ϕ × Σ(xn − x′n)2 + λ (2.22)
41
Capı´tulo 2. ENTRENAMIENTO DE MA´QUINA PARA APLICACIONES CON
SISTEMAS BCI
Las variables ϕ y λ son conocidos como los hiperpara´metros del sistema. Estos hiperpara´metros
generalmente son concatenados dentro de un simple vector de para´metros. El valor de estas variables
determina co´mo esta´n modelados los datos en el espacio de caracterı´sticas de alta dimensionalidad,
los datos de entrenamiento deben ser usados para obtener los valores o´ptimos los cuales minimizan
el error de clasificacio´n del sistema. La sintonizacio´n de estos para´metros es un paso esencial en
el mejoramiento de la precisio´n del algoritmo de clasificacio´n basado en GPs. A continuacio´n se
muestra una figura que ejemplifica una clasificacio´n usando GPs para un sistema binario.
Figura 2.8. Ejemplo del uso de un clasificador de GPs de 2 clases (C=2 caso binario). La salida de la
te´cnica de clasificacio´n basada en GPs toma la forma de una salida probabilı´stica la cual es mostrada
arriba como un mapa de contorno en un espacio de caracterı´sticas bidimensional. La distancia de
los contornos representa las regiones del espacio de caracterı´sticas las cuales son equiprobables.
En problemas de clasificacio´n multiclase (C > 2) con clasificadores basados en GPs suele usarse
la estrategia de imaginacio´n motora [62], en la cual se utilizan los movimientos especı´ficos de
las manos o generales de los pies para realizar el entrenamiento y establecer el nu´mero de clases
que sera´n correspondientes con el nu´mero de comandos de la aplicacio´n BCI. Tambie´n en [63]
usaron mezclas de modelos gaussianos como regla de clasificacio´n para sen˜ales de EEG, en donde
se utilizaron los movimientos de la mano derecha y de la izquierda para establecer las dos primeras
clases y la generacio´n de diferentes palabras con la misma letra aleatoria para una tercera clase.
En este artı´culo se muestra como las estrategias mentales pueden ser combinadas para extender
el nu´mero de comandos aplicables al sistema BCI, en lo que se conoce actualmente como la
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hibridacio´n BCI (hBCI) que es materia reciente de estudio en la comunidad BCI mundial. En
general, en los trabajos encontrados la precisio´n del clasificador basado en GPs se acerca y en
ocasiones mejora al clasificador SVM. Una de las caracterı´sticas diferenciadores de estos dos
clasificadores es que mientras en las SVM la salida debe ser tomada de una forma ma´s estricta,
en el enfoque de GPs esta´ misma puede brindar una medida probabilı´stica debido a que en este
me´todo naturalmente se producen probabilidades posteriores (por ejemplo, el algoritmo puede
determinar lo que el usuario quiere con 30 % de confidencialidad) [64]; este conocimiento puede
ser combinado con informacio´n externa de sensores que puedan contener la aplicacio´n BCI; por
ejemplo, sensores de ultrasonido, acelero´metros, infrarrojos, ca´maras u otros sensores comu´nmente
usados en robo´tica, esto con el fin de mejorar la precisio´n del clasificador.
2.4.4. Perceptro´n Multicapa
Las redes neuronales (RN) son, junto con los clasificadores lineales, la categorı´a de clasificadores
ma´s usados en las aplicaciones con las interfaces cerebro computador [27]. Las RN son un conjunto
de muchas neuronas artificiales las cuales permiten la produccio´n de lı´mites de decisio´n no lineales.
Son sistemas computacionales compuestos de un gran nu´mero de elementos simples y altamente
conectados (llamados nodos o neuronas artificiales) que abstractamente emulan la estructura y la
operacio´n del sistema nervioso biolo´gico. La dificultad en la correcta escogencia de las funciones
base en clasificadores como el RBF-SVM ha empujado hacia un enfoque alternativo que busca
fijar las funciones base por adelantado pero permitiendo que sean adaptables, en otras palabras,
el uso de formas parame´tricas para las funciones base en las cuales los valores de los para´metros
sean adaptados durante el entrenamiento. El modelo ma´s exitoso de este tipo en el contexto de
reconocimiento de patrones es una red neuronal de propagacio´n hacia adelante conocida como
el perceptro´n multicapa (MLP por sus siglas en ingle´s). Su modelo resultante es para muchas
aplicaciones, significativamente ma´s compacto y por tanto ma´s ra´pido de evaluar que las SVM
teniendo en mismo desempen˜o en la generalizacio´n [31]. El perceptro´n multicapa es la red neuronal
ma´s ampliamente usada para los sistemas BCI, esta´ compuesta de muchas capas de neuronas: una
capa de entrada (en una configuracio´n BCI pueden ser por ejemplo los ritmos sensoriomotores),
posiblemente una o muchas capas ocultas y una capa de salida. Cada neurona de entrada es
conectada con la salida de la capa de neuronas anterior mientras las neuronas de la capa de
salida determinan la clase del vector de caracterı´sticas de entrada. Las redes neuronales son
aproximadores universales, cuando esta´n compuestas de suficientes capas y neuronas, ellas pueden
aproximar cualquier funcio´n continua. Adicionalmente, el hecho de que las RN puedan clasificar
cualquier nu´mero de clases hace que esta´ te´cnica se convierta en un clasificador muy flexible que
puede adaptarse a una gran diversidad de problemas. Sin embargo, el hecho de que el perceptro´n
multicapa sea un aproximador universal hace que estos clasificadores sean muy sensibles al sobre
entrenamiento, especialmente con datos EEG algo ruidosos y no-estacionarios. Para estos casos,
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se requiere de una seleccio´n cuidadosa de la arquitectura y de los para´metros de regularizacio´n.
La arquitectura de un MLP debe contener dos o ma´s capas; una simple RN artificial de dos capas
consiste so´lo en una capa de entrada que contiene las variables de entrada del problema y una capa
a de salida que contiene la solucio´n del problema. Este tipo de RN son aproximadores satisfactorios
para problemas lineales, sin embargo, la aproximacio´n de sistemas no lineales requiere del uso
de capas de procesamiento intermedias (ocultas) para manejar los problemas de no linealidad
y complejidad. Un MLP sin capas ocultas es conocido como un perceptro´n. Curiosamente, un
perceptro´n es equivalente a un LDA y como tal es raramente usado en aplicaciones BCI [27]. En [65]
se encuentra una implementacio´n del MLP, sus ecuaciones e implementaciones con datos de EEG.
2.4.5. Cadenas Ocultas de Markov
Las cadenas ocultas de Markov (HMM por sus siglas en ingle´s) son clasificadores dina´micos
muy popularmente usados en el campo de reconocimiento de voz; son auto´matas probabilı´sticos
que pueden proporcionar la probabilidad de observar una determinada secuencia de vectores
caracterı´sticos. Estos modelos pueden ser vistos como una representacio´n estadı´stica de la sen˜al
dentro de un marco doblemente estoca´stico, que consta de un proceso de Markov (sin memoria) de
para´metros desconocidos y no observables y un proceso observado cuyos valores son dependientes
estoca´sticamente de los estados ocultos. Un proceso aleatorio se conoce como un proceso de Markov
de primer orden si su probabilidad condicional, dados todos los valores pasados, depende so´lo del
valor ma´s reciente. El modelo esta´ndar de las HMM usa un estado discreto oculto en el tiempo t
para resumir toda la informacio´n antes de t y por tanto la observacio´n en cualquier tiempo depende
solo del estado oculto actual. La secuencia de tiempo del estado oculto en un HMM es una cadena
de Markov [66]. Cada estado del auto´mata puede modelar la probabilidad de observar un vector de
caracterı´sticas dado; para los sistemas BCI estas probabilidades usualmente son modelos de mezclas
de gaussianas (GMM por sus siglas en ingle´s). A pesar que se han encontrado resultados destacables
para problemas multiclase de sistemas BCI usando clasificadores con HMM [66], [67], esta´ te´cnica
au´n no ha sido ampliamente extendida por la comunidad BCI. Usando la estrategia mental de
imaginacio´n motora, Muller en [68] resuelve un problema de 2 clases mediante la elaboracio´n
de un HMM para cada clase, las cuales son entrenadas usando las muestras grabadas durante las
correspondientes intenciones mentales propuestas. La siguiente figura muestra un ejemplo de un
diagrama de bloques de clasificacio´n de sen˜ales EEG usando HMM.
Al igual que en todos los casos, la sen˜al EEG es filtrada y procesada para extraer las caracterı´sticas
definitorias (potencia de determinadas bandas frecuenciales, coeficientes adaptativos, etc.;). La
clasificacio´n de una muestra desconocida, en este caso, se da a trave´s de la seleccio´n de la
probabilidad ma´xima de producir el vector de caracterı´sticas (Y) dadas las representaciones de los
HMMs para cada clase, por tanto, se clasifica la actividad mental cuya probabilidad de generacio´n
sea ma´s alta. Las principales ventajas de los HMM son ba´sicamente dos: a) poseen una estructura
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Figura 2.9. El esquema BCI-HMM comprende una fase de extraccio´n de caracterı´sticas a trave´s de
la transformacio´n Whitening; la clasificacio´n es basada sobre la seleccio´n de ma´xima verosimilitud.
matema´ticamente muy rica de la que se desprende que puedan ser usados en una gran cantidad de
aplicaciones y b) los resultados pra´cticos obtenidos son muy pro´ximos a los que usan clasificadores
como LDA o SVM. Para la implementacio´n de los HMM en tareas de clasificacio´n se deben de
tener en cuenta algunas consideraciones pra´cticas como lo son: el problema de la estimacio´n de
los para´metros iniciales, el efecto de datos de entrenamiento insuficientes, la eleccio´n del modelo
(taman˜o, tipo:ergo´dico, izquierda-derecha, rutas paralelas, entrada-salida) el escalado, la considera-
cio´n de mu´ltiples secuencias de observacio´n, entre otros. Ahora bien, comparativamente, mientras
en las SVM las funciones kernel transforman los datos de entrada a espacios de dimensio´n muy
superior, las capas ocultas en los HMM transforman los datos a espacios de cualquier dimensio´n y
mientras que el las SVM se disen˜a una funcio´n kernel y un para´metro de coste, en los HMM lo que
se disen˜a es el nu´mero de capas ocultas y nodos Algunos trabajos en HMM con sen˜ales EEG han
mostrado resultados prometedores [31] y [59].
En la comunidad BCI han sido usados satisfactoriamente algunos otros clasificadores que no se han
nombrado en esta revisio´n como lo son el Bayes Cuadra´tico, los clasificadores de vecinos cercanos
(KNN, distancia de Mahalanobis), los clasificadores difusos, otras redes neuronales aplicadas de una
manera ma´s marginal como las LVQ (Learning Vector Quantization), las tipo RBF o PNN, difusas
como la ARTMAP, las dina´micas como las FIRNN o las redes neuronales de regresio´n logı´stica
bayesiana.
2.5. Validacio´n de los Clasificadores
Una vez que ha sido construido el modelo de clasificacio´n se puede aplicar a un conjunto de prueba
con el fin de predecir la etiqueta de clase de registros no usados en la fase de entrenamiento. Resulta
de gran utilidad medir el desempen˜o del modelo de un conjunto de pruebas debido a que esta medida
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provee una estimacio´n imparcial del error. La precisio´n calculada del conjunto de prueba puede ser
usada adema´s, para comparar el desempen˜o del clasificador construido con otros clasificadores a
trave´s de un experimento reproducible. En pocas palabras, la precisio´n de la salida del sistema de los
diferentes modelos implementados necesita ser evaluada sobre una base comu´n de datos de muestra
dados [29]. Si los datos son abundantes, entonces un enfoque para realizar una correcta seleccio´n
del modelo es simplemente usar algunos de los datos disponibles para el entrenamiento para
conformar el modelo para luego compararlos con un conjunto de datos independientes (a menudo
llamado conjunto de validacio´n) y seleccionar el que tenga mejor rendimiento predictivo [31]. Sin
embargo en muchas aplicaciones los datos suplidos para el entrenamiento suelen ser limitados y
en orden de construir un buen modelo, se desea usar la mayor cantidad de los datos disponibles
para realizar un buen entrenamiento. Ma´s au´n, si el conjunto de validacio´n es pequen˜o, dara´ una
implementacio´n estimativa o predictivamente ruidosa. Una solucio´n a este problema es usar la
validacio´n cruzada (cross-validation), la cua´l permite que una proporcio´n (S − 1)/S de los datos
disponibles sean usados para el entrenamiento mientras se hace uso de todo el resto de datos para
evaluar el rendimiento, o sea, cada registro se usa el mismo nu´mero de veces para el entrenamiento
y solo una vez para la prueba. Este me´todo suele tener la desventaja de ser computacionalmente
costoso, ahora bien, cuando los datos son particularmente escasos, resulta apropiado considerar el
caso de S = N, donde N es el total del nu´mero de datos, para lo cua´l se usa la te´cnica de dejar
uno afuera (leave-one-out). Aquı´, el modelo estimado es validado usando la observacio´n que se
ha dejado afuera; este procedimiento se repite hasta que cada dato es utilizado como conjunto de
validacio´n. En [29] se plantean algunas recomendaciones generales para la evaluacio´n del modelo en
aplicaciones con sistemas BCI; como lo son las consideraciones a tener en cuenta en los modelos con
hiperpara´metros, la validacio´n cruzada para datos dependientes, la validacio´n cruzada en bloques,
algunas advertencias en el uso de la validacio´n cruzada, la evaluacio´n del modelo para la seleccio´n
de caracterı´sticas y para el rechazo de outliers, las funciones de pe´rdida permitidas para las clases
desbalanceadas y algunos aspectos concernientes a la no estacionariedad presente en las sen˜ales
EEG.
2.6. Guı´a para la escogencia de un Clasificador BCI
Esta seccio´n pretende establecer una serie de tips y recomendaciones para el momento de escoger el
clasificador adecuado en la aplicacio´n BCI que se desea desarrollar. Generalmente existen muchas
medidas que han sido propuestas para la calificacio´n de los clasificadores, como la precisio´n de la
clasificacio´n, el coeficiente Kappa, informacio´n mu´tua, sensibilidad y especificidad, entre otros. Sin
embargo el ma´s usado es la medicio´n de la precisio´n de la clasificacio´n, por ejemplo, el porcentaje
de clasificaciones correctas realizadas. Se tendra´n en cuenta dos enfoques ampliados segu´n lo
establecido en [27]: el primero identifica el o los mejores clasificadores para un tipo de BCI en
especı´fico, mientras el segundo identifica el o los mejores clasificadores para un tipo especı´fico de
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caracterı´sticas.
2.6.1. ¿Cua´l clasificador va con cua´l sistema BCI?
Una de las clasificaciones usadas a menudo para los sistemas BCI es la de sı´ncronos y ası´ncronos.
En las BCI sı´ncronas, los sistemas especifican la temporizacio´n de la operacio´n; por el contrario en
los sistemas ası´ncronos el usuario determina la temporizacio´n.
BCI Sı´ncronas
Los protocolos sı´ncronos facilitan el ana´lisis EEG desde el momento en que los estados mentales
comienzan a ser conocidos con precisio´n y las diferencias con respecto al ruido de fondo de la sen˜al
EEG pueden ser amplificadas. Desafortunadamente, la arquitectura sı´ncrona es a menudo lenta y
los sistemas BCI que la usan normalmente solo resuelven el problema de clase binario [58]. Existen
dos algoritmos de clasificacio´n que han mostrado particular eficiencia con las BCI sı´ncronas:
las ma´quinas de soporte vectorial y los clasificadores dina´micos. Con respecto a las SVM, su
proceso de regularizacio´n parece ser uno de los motivos de su e´xito; las caracterı´sticas BCI son
a menudo ruidosas y es probable que contengan outliers. La regularizacio´n puede resolver este
problema e incrementar las capacidades de generalizacio´n del clasificador. Como consecuencia,
los clasificadores regularizados, y ma´s particularmente las SVM lineales, han superado a los
clasificadores de la misma familia no regularizados (como los LDA) en algunos estudios [27]. La
segunda razo´n,quiza´ puede ser la simplicidad del modelo. Ciertamente, la regla de decisio´n de las
SVM es una simple funcio´n lineal en un espacio kernel el cual hace al modelo estable y por ende,
con una baja varianza; dado que las caracterı´sticas de las sen˜ales BCI son muy inestables sobre el
tiempo; tener una baja varianza puede llegar a ser la clave para una error bajo en la clasificacio´n.
Finalmente, la robustez que manejan las SVM con respecto a la maldicio´n de la dimensionalidad,
les permite obtener muy buenos resultados con un vector de caracterı´sticas de alta dimensionalidad
y pequen˜os conjuntos de entrenamiento [69]. Por su parte, los clasificadores dina´micos como
los HMM permiten capturar las variaciones temporales relevantes presentes en las caracterı´sticas
extraı´das. Es ma´s, clasificar una secuencia de vectores caracterı´stica de baja dimensionalidad en
vez de una de gran dimensionalidad, de alguna manera, soluciona el problema de la maldicio´n.
Finalmente, los clasificadores dina´micos resuelven el problema de encontrar el instante o´ptimo para
la clasificacio´n ya que la secuencia temporal de los datos es analizada desde una perspectiva holı´stica
y no solo en una ventana temporal en particular.
BCI ası´ncronas
En esta arquitectura, el sujeto puede voluntariamente cambiar la tarea mental que esta´ siendo
ejecutada en cualquier momento sin necesidad de esperar algu´n estı´mulo externo de cualquier
ı´ndole. En una aplicacio´n asistiva, por ejemplo, este protocolo ası´ncrono podrı´a resultar en un
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sistema de reaccio´n mucho ma´s ra´pida, ya que el usuario podrı´a en un eventual ambiente complicado
(lleno de obsta´culos), tomar una ra´pida y precisa secuencia de tareas mentales para maniobrar
mejor el dispositivo, por ejemplo, una silla de ruedas. En este protocolo a menudo se presentan
lo que se conocen en BCI como los estados “ociosos” momentos en los cuales los usuarios no
se ven envueltos en ninguna tarea mental especı´fica. En estos protocolos, los estados ociosos
aparecen durante momentos en el que el usuario no desea que el sistema BCI ejecute alguna
accio´n. Como la diversidad de pensamientos de “nada” es tan basta individuo tras individuo y
muestra tras muestra del mismo individuo, los clasificadores no suelen ser entrenados para reconocer
estos estados ociosos, por lo cual, estos estados pueden ser identificados equı´vocamente generando
falsos positivos y disminuyendo la precisio´n de los clasificadores [58]. Realmente son pocos los
experimentos que se encuentran en la bibliografı´a de aplicaciones con sistemas BCI ası´ncronas,
esto se debe quiza´, a la dificultad intrı´nseca de identificar el comienzo de cada tarea mental
en experimentos ası´ncronos, ası´, por ejemplo, los clasificadores dina´micos no podrı´an usar sus
habilidades temporales con la suficiente eficiencia. Sin embargo, estudios recientes han utilizado
las SVM [70] y clasificadores bayesianos [71] que han marcado una ruta inicial de cara al trabajo
sobre estos complejos paradigmas.
2.6.2. ¿Cua´l clasificador va con que´ tipo de caracterı´sticas?
Desde el otro punto de vista, se busca comparar clasificadores considerando su capacidad para
superar problemas especı´ficos de las caracterı´sticas de la sen˜al EEG de los sistemas BCI.
Ruido y Outliers: clasificadores regularizados, como las SVM, parecen la herramienta
apropiada para combatir los Outliers. En [33] se recomienda regular sistema´ticamente los
clasificadores usados en los sistemas BCI en el orden de superar el problema de los outliers.
Alta dimensionalidad: las ma´quinas de soporte vectorial son probablemente los clasificadores
ma´s apropiados para tratar con vectores de caracterı´sticas de altas dimensionalidades. Ahora
bien, si la alta dimensionalidad es debido a la utilizacio´n de un gran nu´mero de segmentos de
tiempo, los clasificadores dina´micos como los HMM, pueden a menudo resolver el problema
mediante la consideracio´n de una secuencia del vector de caracterı´sticas en vez de un simple
vector de caracterı´sticas de una muy alta dimensionalidad. Ası´ existan clasificadores o´ptimos
para trabajar con vectores de caracterı´sticas de altas dimensionalidades, la recomendacio´n, sin
embargo, es siempre procurar por tener un pequen˜o nu´mero de caracterı´sticas [27]. Para lograr
esta meta, es altamente recomendado el uso de te´cnicas de reduccio´n de dimensionalidad y
de seleccio´n de caracterı´sticas, algunas de las cuales han sido descritas en este capı´tulo.
Informacio´n Temporal: para experimentos sı´ncronos, los clasificadores dina´micos parecen
ser la te´cnica de clasificacio´n ma´s eficiente para explotar la informacio´n temporal contenida
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en las caracterı´sticas seleccionadas. En los problemas ası´ncronos, no se ha identificado con
claridad una superioridad marcada de algu´n tipo de clasificador.
No estacionariedad: la combinacio´n de clasificadores [27] puede resolver este problema
mediante una reduccio´n significativa de la varianza. Clasificadores como el LDA o las
SVM pueden ser clasificadores efectivos para este tipo de problemas. En [72] se realiza una
implementacio´n de una extensio´n del algoritmo de CSP en donde se trabaja el problema de
una matriz de covarianza que envuelve no so´lo fuentes de sen˜ales estacionarias, sino tambie´n
fuentes de sen˜ales no estacionarias. La extensio´n de CSP llamada CSP estacionaria (sCSP)
ayuda a separar las sen˜ales provenientes de cada fuente y de esta manera mejorar los la
precisio´n de la tarea de clasificacio´n. Conjuntos pequen˜os de entrenamiento: si el conjunto
de entrenamiento es pequen˜o, te´cnicas simples como el LDA son altamente recomendadas.
Wang y colegas, mencionan la importancia de utilizar una estrategia mental que permite la
explotacio´n de los ERD cuando se tienen conjuntos pequen˜os de entrenamiento. Finalmente
en [46], concluyen que usar el algoritmo de CSP en un pequen˜o conjunto de entrenamiento
brinda un sobre entrenamiento de los datos. Como era de esperarse, la habilidad de
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En teorı´a, un sistema BCI debe usar sen˜ales cerebrales grabadas a trave´s de una variedad de
metodologı´as. Estas incluyen registros de campos ele´ctricos o magne´ticos; resonancia magne´tica
funcional (fMRI), tomografı´a de emisio´n de positrones (PET) y espectroscopia funcional del
infrarrojo cercano (fNIR). Especı´ficamente, esta tesis y en especial este capı´tulo, brinda las nociones
fisiolo´gicas ba´sicas para comprender los principios biolo´gicos en los que se fundamentan las
interfaces cerebro computador que trabajan con sistemas de electroencefalografı´a (EEG-BCI),
resaltando su importancia en accesibilidad de hardware, el cara´cter no invasivo del montaje y los
avances en captura y procesamiento de este tipo de sen˜ales bioele´ctricas. Posteriormente se hace un
ana´lisis de las caracterı´sticas de las sen˜ales EEG tı´picas usadas para los sistemas BCI, resaltando
los potenciales relacionados a eventos (ERP) como la onda P300 y los SSVEP y los ritmos
sensoriomotores (SMR) como los eventos relacionados a sincronizaciones y desincronizaciones
(ERS y ERD) por su trascendencia y usabilidad dentro de la bibliografı´a consultada. En este
capı´tulo se considera tambie´n una etapa importante dentro del diagrama de flujo tı´pico de una BCI,
la etapa de preprocesamiento de la sen˜al, tambie´n llamada etapa de acondicionamiento, aquı´ la
sen˜al es mejorada mediante la reduccio´n o eliminacio´n de interferencia conocida (artefactos) o
informacio´n irrelevante y/o mediante el mejoramiento de las caracterı´sticas espaciales, espectrales
o temporales de la sen˜al que son particularmente relevantes para la aplicacio´n. Seguidamente, se
mencionan las particularidades del sistema BCI utilizado durante la experimentacio´n, el Emotiv
EPOC, describiendo no so´lo los rasgos que lo hacen un sistema confiable para experimentos
neurocientı´ficos, sino tambie´n, su interaccio´n con dos herramientas especı´ficas en software que
vienen siendo ampliamente usadas por la comunidad BCI a lo largo del mundo. Finalmente, se
mencionan los tipos de videojuegos utilizados con sistemas BCI y el uso de la tecnologı´a de realidad
virtual en rehabilitacio´n.
3.1. Fundamentos Fisiolo´gicos
Desde que en 1929 Hans Berger demostrara la inherente naturaleza ele´ctrica del cerebro, dando
lugar al nacimiento de la electroencefalografı´a como te´cnica de registro [60], se ha venido
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investigando el modo de utilizar esta´ informacio´n para aumentar la base del conocimiento del
comportamiento cognitivo humano, el diagno´stico de enfermedades e incluso el planteamiento
de nuevas vı´as de comunicacio´n, como los sistemas BCI. Como punto de partida se presenta un
descripcio´n fisiolo´gica ba´sica del cerebro entorno a la actividad ele´ctrica que produce.
3.1.1. El cerebro
De manera general, el cerebro esta´ dividido en dos hemisferios separados por un surco medio
profundo, la cisura interhemisfe´rica, dichos hemisferios esta´n comunicados entre sı´ mediante el
Cuerpo Calloso que se extiende desde el fondo de la cisura interhemisfe´rica hasta la base cerebral.
La superficie se denomina corteza cerebral y esta´ formada por replegamientos, su parte inferior
presenta en su tercio posterior una forma arrin˜onada, separada del tercio anterior por la cisura de
Silvio, que junto con la cisura de Rolando y la occipital dividen cada hemisferio en los diferentes
lo´bulos: frontal, parietal, temporal y occipital [6]. Hay una diferenciacio´n y complementariedad de
funciones entre cada uno de los lo´bulos, de un modo holı´stico el lo´bulo frontal es el encargado de
decidir la conducta motora apropiada para diferentes situaciones. Este´ lo´bulo tambie´n alberga tareas
no motoras como la planificacio´n de la conducta, el control de nuestras emociones, el razonamiento
y juicio. El lo´bulo parietal esta´ involucrado con el mapa mental de “donde actuar” integrando la
informacio´n sensorial interoceptiva (procedente de los o´rganos internos) y la exteroceptiva (del
exterior). Se le atribuyen a e´ste lo´bulo ba´sicamente funciones sensitivas, asociativas y aspectos
relativos al reconocimiento del espacio. El lo´bulo occipital se encarga ba´sicamente de la visio´n,
elabora la informacio´n visual aunque esta´ trasciende a los lo´bulos parietales y temporales;
esta´ ubicado en la zona posterior del cerebro de los mamı´feros y para el caso de sistemas BCI,
suele ser una zona de registro muy usada debido a que la actividad que se genera allı´ puede ser
influenciada por estı´mulos visuales. El lo´bulo temporal, por su parte, es el asiento de los u´ltimos
peldan˜os de procesamiento auditivo ası´ como el lugar donde, en su cara medial, asientan importantes
estructuras de la memoria y del sistema emotivo inconsciente. A continuacio´n se muestra una figura
en donde se encuentran relacionados cada uno de los lo´bulos con las a´reas en las que se dividen
segu´n algunas de las funciones allı´ asentadas.
La estructura del cerebro humano comparada con la de los dema´s seres vivos tiene un volumen y
apariencia altamente diferenciados. Esta diferenciacio´n dan idea de la trascendental importancia
que posee el cerebro para el total funcionamiento del organismo humano, Llina´s [73] propone
que como el corazo´n, el cerebro opera como un sistema autorreferencial (sistemas psı´quicos que
pueden observar la realidad so´lo mediante el autocontacto), cerrado al menos en dos sentidos: en
primer lugar, como algo ajeno a la experiencia directa, en razo´n del cra´neo; en segundo lugar, por
tratarse de un sistema ba´sicamente autorreferencial, el cerebro so´lo podra´ conocer el mundo externo
mediante o´rganos sensoriales especializados. La evolucio´n sugiere que estos o´rganos especifican
estados internos que reflejan una seleccio´n determinada de circuitos neuronales, al nacer, estos
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Figura 3.1. Distribucio´n de las funciones de la corteza cerebral.
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estados se enriquecen gradualmente en virtud de nuestras experiencias como individuos y, por ende,
constituyen nuestras memorias particulares. La actividad intrı´nseca ele´ctrica del cerebro conforma
una entidad o estructura funcional isomorfa con la realidad externa; esta´ actividad se manifiesta
como variaciones diminutas de voltaje (del orden de mile´simas de volts) a trave´s de la membrana
que rodea a la ce´lulas del sistema nervioso, la neurona.
3.1.2. La neurona y el potencial de accio´n
Una neurona es un tipo de ce´lula del sistema nervioso que tiene la capacidad de transferir
informacio´n de una parte del organismo a otra en forma de impulsos electroquı´micos, lo cual
la distingue del resto de las ce´lulas. Son ce´lulas excitables especializadas para la recepcio´n de
estı´mulos de diferentes fuentes y la conduccio´n del impulso nervioso. Las neuronas se localizan en
el ence´falo, me´dula espinal y los ganglios nerviosos y esta´n en contacto permanente con todo el
cuerpo. La transmisio´n ele´ctrica de la neurona se da debido a su polarizacio´n, la cual se dice que es
negativa en el interior de la membrana celular respecto al exterior. Toda neurona esta´ compuesta
por tres partes ba´sicas: (a) cuerpo de la ce´lula, (b) axo´n, (c) dendritas o terminaciones nerviosas [59].
El punto de contacto entre dos neuronas es llamado sinapsis y es de especial importancia en la
transmisio´n de informacio´n del sistema nervioso. Lo que respecta a la transmisio´n ele´ctrica se
dice que la neurona esta´ polarizada cuando tiene una carga ele´ctrica negativa en el interior de la
membrana celular respecto al exterior. Este efecto de polarizacio´n se debe a la libre circulacio´n de
iones K+ a trave´s de la membrana celular, a la vez que mole´culas grandes con carga negativa son
retenidas dentro de la ce´lula. Los iones Na+ se mantienen en el exterior de la ce´lula mediante
un proceso activo. Las neuronas se distinguen de otras ce´lulas en que al aplicar una corriente
estimuladora se provoca la penetracio´n de los iones de sodio dentro de la ce´lula, despolariza´ndola,
tras un pequen˜o intervalo de tiempo las propiedades de la membrana cambian haciendo que la ce´lula
sea permeable al Na+, que entra en ella con rapidez originando una carga neta positiva en el interior
de la neurona. A este efecto se le llama potencial de accio´n (PA) y de manera general se dice que
e´ste potencial es la informacio´n transmitida por un nervio. Usualmente el PA inicia en el cuerpo de
la ce´lula y normalmente viaja en una direccio´n. El potencial de membrana se despolariza (se vuelve
ma´s positivo), produciendo un pico. Despue´s del ma´ximo del pico la membrana se repolariza (se
vuelve ma´s negativa). El potencial se vuelve ma´s negativo que el potencial de reposo y entonces
vuelve a la normalidad. Los PAs de la mayorı´a de nervios duran entre 5 y 10 milisegundos [60]. La
figura 3.2 muestra un ejemplo de un potencial de accio´n.
La velocidad de conduccio´n de los PAs se encuentra entre 1 a 100 m/s. Los PAs son iniciados
por diferentes tipos de estı´mulos como los nervios sensoriales que responden a muchos tipos de
estı´mulos como quı´micos, de luz, electricidad, presio´n, ta´ctiles, de estiramiento. Un estı´mulo debe
estar por encima de un nivel umbral para el lanzamiento de un PA. Estı´mulos muy de´biles causan
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Figura 3.2. Ejemplo de Potencial de Accio´n.
un pequen˜o disturbio ele´ctrico, pero no producen la transmisio´n de un PA. Tan pronto como la
fuerza del estı´mulo esta´ por encima del umbral, un potencial de accio´n aparece y se propaga a
lo largo del axo´n [74]. No todos los tipos de actividad neuronal tienen el mismo tipo de impacto
sobre los registros electroencefalogra´ficos. Factores como la profundidad, orientacio´n y simetrı´a
intrı´nseca de las conexiones del cortex, presentan una marcada influencia sobre dichos registros.
Las ce´lulas de mayor importancia en el neoco´rtex son las de tipo piramidal. Es conocido que sus
neurotransmisores son potentes transmisores excitatorios. Las ce´lulas piramidales, a diferencia de
otro tipo de neuronas, permiten que los axones produzcan PAs, que transmiten la informacio´n de
una neurona a otra. En el caso de las neuronas piramidales, las dendritas apicales, con forma de
eje alargado entre la regio´n basal y la apical pueden provocar potenciales de accio´n, que a su vez
actu´an para amplificar los potenciales de accio´n producidos por las salidas de los sistemas sensorial,
motor o auto´nomo. Por esta´ razo´n se considera que las neuronas piramidales son las causantes de la
porcio´n ma´s significativa de la sen˜al de EEG.
3.1.3. Generacio´n y medicio´n del Electroencefalograma
Una sen˜al EEG es una medida de las corrientes que fluyen durante las excitaciones sina´pticas de
las dendritas y de muchas neuronas piramidales en la corteza cerebral [60]. Cuando las ce´lulas del
cerebro son activadas, las corrientes sina´pticas son producidas dentro de las dendritas. Esta´ corriente
genera un campo ele´ctrico medible por equipos de electromiografı´a (EMG) y un campo ele´ctrico
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sobre el cuero cabelludo medible por sistemas de EEG. El sistema EEG consiste en un nu´mero de
delicados electrodos, un conjunto de amplificadores diferenciales (uno por cada canal) seguidos por
filtros y una aguja que graba los registros. El ancho de banda efectivo de la sen˜al EEG es limitada a
aproximadamente 100 Hz, para muchas aplicaciones este ancho de banda puede ser solo la mitad de
e´ste valor. Por tanto, la frecuencia mı´nima son 200 Hz (para satisfacer el criterio de Nyquist); la cual
es a menudo suficiente para el muestreo de las sen˜ales EEG. En algunas aplicaciones especı´ficas en
donde es requerida una alta resolucio´n para representar las actividades cerebrales en el dominio de la
frecuencia, las frecuencias de muestreo suben hasta un valor de 2000 Hz. La representacio´n de cada
muestra de la sen˜al con 16 bits es muy popular entre los sistemas de grabacio´n de EEG. Un simple
ca´lculo muestra que en una hora de grabacio´n de una sen˜al electroencefalogra´fica de 128 canales
muestreados a 500 Hz el taman˜o en memoria necesario es de 128x60x60x500x16 = 0.45 GB. Los
formatos de grabacio´n de los datos EEG son variables, el European Data Format (EDF) y el CSV
son formatos populares entre algunos sistemas BCI. Ahora, comu´nmente suelen usarse electrodos
en el cuero cabelludo hechos de discos de plata o aleaciones de plata y cloruro de plata, los cuales
miden generalmente menos de 3 mm de dia´metro, con largos cables flexibles que son conectados al
amplificador. La alta impedancia entre la corteza y los electrodos puede conducir a distorsiones de la
sen˜al EEG registrada. Para obtener registros de EEG satisfactorios las impedancias de los electrodos
deben estar por debajo de 5k. Debido a la estructura capilar y en espiral del cerebro la distribucio´n
del potencial sobre el cuero cabelludo, para algunos modelos, puede ser considerada uniforme. Esto
puede afectar algunos resultados de localizacio´n de fuente usando sen˜ales EEG [60].
3.1.4. Posicionamiento convencional de los electrodos de EEG
La “International Federation of Societies for Electroencephalography and Clinical Neurophysio-
logy” ha recomendado una configuracio´n convencional de electrodos (tambie´n llamada 10-20) para
21 electrodos, excluyendo los electrodos de los lo´bulos de las orejas que son llamados A1 y A2 los
cuales son los electrodos de referencia y son conectados en los lo´bulos izquierdo y derecho de las
orejas respectivamente. El sistema 10-20 emplea marcas craneales como puntos de referencia para
la localizacio´n de los electrodos. En conjunto para examinar la actividad cerebral, suelen emplear-
se 19 electrodos superficiales distribuidos por la cabeza y los dos electrodos de referencia. Para
posicionar los electrodos primero se mide a lo largo de la lı´nea media la distancia entre la unio´n
naso-frontal (Nz: Nasion)y la protuberancia (lz: inion). El primer punto determina el polo frontal Fp
el cual esta´ al 10 % de la distancia anterior y justo sobre la unio´n naso-frontal. Ningu´n electrodo
se aplica sobre este punto de referencia, el cual se utiliza para medidas posteriores. Los puntos de
los electrodos frontal Fp, central Cz, parietal Pz y occipital Oz sobre la lı´nea media esta´n separados
por el 20 % de la distancia entre la unio´n naso-frontal y la protuberancia occipital medida desde el
polo frontal. Mediante esta te´cnica el electrodo central se localiza en la mitad de la distancia ante-
rior. Un me´todo similar de medida se emplea para posicionar dos filas de electrodos sobre los lados
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derecho e izquierdo de la cabeza. Los puntos coronales son marcados midiendo la distancia entre
las depresiones justo en frente de cada oreja. Al 10 % de la distancia medida hacia arriba de las
depresiones se localizan los electrodos temporales (T3,T4), a cada lado de la cabeza. La posicio´n
de los nodos centrales (C3,C4), se localizan al 20 % de la distancia sobre los puntos temporales. La
fila horizontal de posiciones de electrodos ma´s baja se determina midiendo desde el polo frontal a la
protuberancia occipital, en este procedimiento se localizan los electrodos Fp2, F8,T4,T6 y O2 para
el lado derecho y Fp1, F7,T3 y O1 para el lado izquierdo. Los electrodos restantes (F4,C4 y P4 en
el lado derecho y F3,C3 y P3 en el izquierdo)son posicionados a lo largo de las lı´neas equidistantes
entre la lı´nea temporal y la lı´nea media a lo largo de las lı´neas coronarias frontal y parietal res-
pectivamente. Con el sistema 10-20 un nu´mero par de electrodos se disponen en en lado derecho e
impar en el izquierdo. Los electrodos de la lı´nea media son designados mediante una Z(Fz,Cz, Pz).
Existen huecos intencionales en el sistema de notacio´n por subı´ndices a fin de permitir el uso de otra
localizacio´n de electrodos, la cual puede ser an˜adida con el mismo sistem de referencia [4]. Tambie´n
existen te´cnicas de registros de referencias libres las cuales realmente usan un medio de referencia
comu´n; la escogencia de la referencia puede producir distorsio´n topogra´fica si la referencia no es
relativamente neutral. Existen otros tipos de montaje en donde el sistema 10-20 es modificado para
capturar mejor sen˜ales provenientes de lo´bulos o sectores especı´ficos del cerebro, por ejemplo los
sistemas BCI basados en EEG [60]. La figura 3.3 representa un esquema de la convencio´n 10-20.
En el estudio de la actividad mental en sistemas BCI a menudo un pequen˜o nu´mero de
electrodos alrededor de las regiones relativas al movimiento son seleccionadas usando sistemas
con configuraciones 10-20. Por ejemplo, los electrodos C3,C4 pueden ser usados para el registro de
las sen˜ales relacionadas a los movimientos de las manos derecha e izquierda con el fin de utilizar
imaginacio´n motora. Tambie´n los electrodos F3, F4, P3 y P4 pueden ser usados para registros de la
onda P300, o los electrodos O1,O2 y Oz para los potenciales visuales evocados.
3.2. Sistemas BCI basados en EEG
Los sistemas EEG-BCI suelen ser clasificados dentro de un grupo especı´fico denominado sistemas
no-invasivos. La flexibilidad y la ventaja de no tener que exponer al paciente a riesgos en una
intervencio´n quiru´rgica cerebral, hacen que este tipo de interfaces sean las ma´s popularmente
usadas en las investigaciones con sistemas BCI. Sin embargo, los sistemas basados en te´cnicas
de EEG brindan informacio´n limitada principalmente por la existencia de ruido en el sistema de
adquisicio´n, interferencia indeseada y los artefactos (sen˜al no deseada dentro del registro EEG). A
pesar de estos inconvenientes, los me´todos basados en EEG pueden detectar modulaciones de la
actividad del cerebro que pueden ser correlacionados con estı´mulos visuales, a´ngulos de miradas,
intenciones voluntarias y estados cognitivos [60]. Esta ventaja permite desarrollar una gran cantidad
de sistemas BCI basados en EEG, los cuales difieren de acuerdo a la cantidad de electrodos que
utilizan y su posicio´n, la finalidad, la modalidad sensorial propuesta, entre otras. Ahora bien, se dice
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Figura 3.3. Representacio´n diagrama´tica de una configuracio´n de electrodos 10-20. (a) y (b)
representan medidas en 3 dimensiones, y (c) indica una vista bidimensional de una configuracio´n
10-20 de 75 electrodos.
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que un sistema EEG-BCI es eficiente si explota al ma´ximo toda la informacio´n contenida dentro de
los registros EEG; en todos los casos la deteccio´n y separacio´n de las sen˜ales de control de las filas
EEG es probablemente el primer objetivo. Sen˜ales como la onda P300, los potenciales relacionados
a eventos (ERP) y los potenciales evocados (EP) pueden ser separados con alta efectividad y preci-
sio´n para ser usadas como sen˜ales de control; la bibliografı´a en las diferentes te´cnicas para realizar
estas tareas es extensa y abarca mu´ltiples modelos matema´ticos y computacionales para lograr
este objetivo [3]. Estas sen˜ales son propias de los sistemas de EEG y su estudio ha permitido a la
comunidad de investigadores plantearse paradigmas efectivos de interaccio´n con los sistemas BCI
que son determinados como efectivos si: pueden caracterizar con precisio´n a un individuo, pueden
fa´cilmente modular o traducir la intencio´n o expresio´n mental del usuario y si pueden ser detectados
y rastreados de manera consistente y confiable [60]. Uno de los temas centrales de investigacio´n en
la EEG que se convierte en un punto de partida para el estudio de los EEG-BCI es la de seleccio´n de
canales. La idea general detra´s de este enfoque esta´ basada en el criterio de eliminacio´n recursiva
de canales (RCE por sus siglas en ingle´s); los canales que son bien conocidos como importantes
(desde el punto de vista psicolo´gico de un estudio en particular) son consistentemente seleccionados
mientras que los canales irrelevantes son descartados. Generalmente muchos de los enfoques en
las investigaciones de los sistemas EEG-BCI utilizan una te´cnica denominada neurofeedback o
neurorealimentacio´n [75]. Esta´ te´cnica consiste en dar realimentacio´n a los procesos internos del
cuerpo a trave´s de sen˜ales visuales y auditivas, es toda una disciplina cientı´fica que permite entrenar
el cerebro para mejorar y autorregular de una manera voluntaria la actividad involuntaria del mismo.
Es posible mejorar la actividad oscilatoria del EEG de un paciente a trave´s del uso de estrategias
mentales de entrenamiento como la imaginacio´n motora o la atencio´n selectiva. Las herramientas
computacionales especializadas son entrenadas para el reconocimiento de patrones EEG asociados
a una estrategia mental en particular, esto indica entonces, que los dos sistemas (hombre y ma´quina)
tienen que ser adaptados el uno al otro simulta´neamente de forma no generalizada para mantener
resultados o´ptimos. Posteriormente, la aplicacio´n de te´cnicas de aprendizaje de ma´quina realiza el
proceso de clasificacio´n, en el cual, usando clasificadores especializados, el computador aprende a
detectar con precisio´n y en tiempo real, las intenciones mentales del usuario. Usualmente y debido
a la alta complejidad del pensamiento humano, los patrones EEG suelen cambiar. Por esta razo´n,
la generacio´n de realimentacio´n EEG apropiada requiere el ajuste dina´mico del clasificador o de
los para´metros de realimentacio´n [8]. Existen dos formas de analizar los cambios en la actividad
ele´ctrica de la corteza que acompan˜an las actividades cerebrales: la estimulacio´n sensorial y el
comportamiento motor. La primera tiene seguimiento de tiempo y seguimiento de fase (en ingle´s
time-locked y phase-locked), los cuales son te´rminos referentes a un sistema de control que genera
una sen˜al de salida cuya fase esta´ relacionada con la fase de una sen˜al de referencia de entrada; o sea,
permiten expresar que existe una relacio´n en tiempo y en frecuencia entre los estı´mulos sensoriales
y los potenciales evocados; estas sen˜ales pueden ser extraı´das de la actividad cerebral en curso
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mediante me´todos lineales simples. La segunda, el comportamiento motor, solo tiene seguimiento
de tiempo y no de fase y so´lo puede ser extraı´da mediante algu´n me´todo no-lineal. La estimulacio´n
sensorial esta´ ligada la generacio´n de potenciales relacionados a eventos y el comportamiento motor
esta´ relacionado a los ritmos sensoriomotores, los cuales son explicados a continuacio´n.
3.2.1. Potenciales relacionados a eventos (ERP)
Los ERPs son potenciales electrocorticales que pueden ser medidos por el EEG antes, durante
y despue´s de un evento sensorial, motor o psicolo´gico. Tienen un tiempo de retardo fijo segu´n
el estı´mulo presentado y su amplitud es usualmente mucho ma´s pequen˜a que la actividad
esponta´nea electroencefalogra´fica. Las amplitudes son pequen˜as porque los ERPs esta´n localizados
en a´reas corticales especı´ficas, tambie´n, estos potenciales son menos frecuentes que las ondas
EEG esponta´neas con forma y amplitud similar [76]. Las componentes de estos potenciales
son distinguidas por las localizaciones en partes especı´ficas del cerebro y por sus latencias.
Las componentes tempranas con latencias ¡100 ms se originan en gran medida en las cortezas
sensoriales primarias y se determinan principalmente por las propiedades del estı´mulo que las
evoca. Posteriormente, componentes de ERP con latencias entre 100 y 500 milisegundos reflejan en
mayor medida los procesos en desarrollo del cerebro, son originados en a´reas corticales asociadas
con procesamientos ma´s complejos. Los potenciales con las latencias ma´s extensas o potenciales
corticales lentos (SCPs por sus siglas en ingle´s) tienen latencias por encima de muchos segundos o
a veces minutos que reflejan respuestas orientadas de la actividad cerebral. Si bien es probable que
muchos tipos de ERPs podrı´an ser u´tiles para los sistemas BCI, so´lo unos pocos se han utilizado
con e´xito hasta el momento [3].
Sen˜al P300
La sen˜al P300 es una deflexio´n positiva de voltaje con una latencia de 300 ms en el
electroencefalograma en respuesta a un estı´mulo auditivo, visual o somatosensitivo [3], o sea,
la sen˜al aparece aproximadamente 300 ms despue´s del estı´mulo y es medida en la corteza
centroparietal. Es tı´picamente observado cuando a los participantes se les pide atender a un estı´mulo
de prueba presentado dentro de un intervalo de frecuencias establecido.En un sistema BCI basado
en la onda P300 (P300- BCI) el usuario es expuesto a una serie de estı´mulos; cada uno de los
cuales representa una salida en particular (por ejemplo deletrea una letra en particular), el usuario
tiene que presta atencio´n al estı´mulo que representa la accio´n que se desea controlar. El estı´mulo
atendido provoca una onda P300 y el otro estı´mulo no (ver figura [59]). El sistema BCI reconoce
la P300 y entonces ejecuta la salida especificada mediante el estı´mulo provocado, lo que a menudo
requiere que el usuario module su atencio´n en lugar que cualquier salida muscular.
Una de las aplicaciones ma´s usadas de la onda P300 es en deletreadores [30]. El usuario es expuesto
a una matriz de letras y sı´mbolos; mediante un centelleo o un cambio de intensidad de las letras de
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Figura 3.4. Apariencia cla´sica de una onda P300 generada por un estı´mulo visual.
la matriz, el usuario fija su atencio´n en la letra o sı´mbolo que desee manifestar, en el momento en el
que la letra este´ resaltada, una onda tipo P300 aparecera´ en la zona centroparietal del EEG indicando
que ese estı´mulo causo´ una reaccio´n particular en el usuario. Este tipo de interaccio´n si bien es un
poco lenta, puede producir precisiones muy altas en sistemas BCI, debido a esto muchos grupos de
investigacio´n han explorado mu´ltiples variaciones en la presentacio´n de los estı´mulos [77]. Para
la clasificacio´n de estas sen˜ales suelen utilizarse clasificadores lineales como el LDA (Ana´lisis
Discriminante Lineal) o´ el SWLDA (LDA escalonado); clasificadores bayesianos o gaussianos.
Tambie´n la onda P300 ha sido usada para elaborar detectores de mentiras, aplicaciones en domo´tica,
buscadores web basados en deteccio´n de P300, entre otros.
Potenciales Evocados Visuales de Estado Estacionario
Los potenciales evocados visuales (VEPs) son los ERPs ma´s estudiados. Estos potenciales evocados
reflejan la informacio´n visual procesada trave´s de la vı´a visual y la corteza visual primaria del
cerebro [78]. Despue´s de un estı´mulo (por ejemplo una animacio´n en una pantalla de un ordenador),
los potenciales evocados pueden ser registrados desde la corteza visual en el lo´bulo occipital (O1,
O2, Oz). Un potencial evocado se transforma en estacionario si la tasa de presentacio´n del estı´mulo
esta´ por encima de 6 Hz. La amplitud y la fase de los SSVEP dependen de los para´metros del
estı´mulo como la tasa de repeticio´n y el contraste. La resolucio´n de frecuencia de los SSVEPs
es 0.2 Hz y el ancho de banda en el cual pueden ser detectados de manera confiable esta´ entre
6 y 24 Hz [76]. Al igual que la onda P300, los sistemas BCI basados en SSVEPs (SSVEP-BCI)
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requieren atencio´n y una mirada fija y no es necesaria una fase de entrenamiento extensa. Para
obtener los SSVEPs suelen utilizarse los estı´mulos proyectados en un ordenador o en una pantalla.
El nu´mero de o´rdenes u objetivos que se pueden lograr varı´a entre 4 y 48 [76]. Los SSVEP tienen
tres componentes distintivas: una componente primaria ubicada en la gamma banda (25-60 Hz),
con poca variabilidad inter-individuos y una latencia de 30-60 ms, una componente secundaria en
el rango de 15-25 Hz con alta variabilidad entre individuos y latencias comprendidas entre 85-120
ms y finalmente una componente rı´tmica abajo de los 15 Hz con una latencia promedio de 250 ms.
El paradigma de utilizar SSVEP para manejar BCI fue introducido por Regan en 1979, la idea fue
controlar interfaces de botones con potenciales evocados visuales [79]. La robustez de los sistemas
SSVEP-BCI controlados por estı´mulos externos visuales se ha venido constituyendo como una
herramienta ma´s controlable para la aplicacio´n de estas interfaces ya que su cociente sen˜al/ruido
lo hace cada vez ma´s fiable. Una de las deficiencias o excepciones que presentan los sistemas
SSVEP-BCI es la dependencia con la capacidad visual del usuario, se requiere que las capacidades
de mirar, mover los ojos y fijar la vista esten intactas para lograr la interaccio´n requerida.
Existen dos mecanismos fisiolo´gicos sobre los cuales se basan los sistemas SSVEP-BCI. El primero
es llamado “Photic Driving Response” (respuesta de conduccio´n), la cual es caracterizada por un
incremento en la amplitud a la frecuencia del estı´mulo; en la sen˜al electroencefalogra´fica esta
conduccio´n aparece en forma de picos de amplitud a estas frecuencias. El segundo es el efecto de
magnificacio´n central, en donde se asignan grandes superficies de la corteza visual para procesar el
centro de nuestro campo de visio´n y entonces la amplitud de los SSVEPs incrementan enormemente
debido a que el estı´mulo es movido cerca a la zona central del estı´mulo visual [78]. Por estas dos
razones los diferentes patrones SSVEP pueden ser producidos mediante la mirada de un nu´mero
determinado de estı´mulos a una frecuencia dada. La figura 3.5 muestra un teclado nume´rico virtual
que permite establecer los estı´mulos visuales de dos nu´meros mostrados a diferentes frecuencias, el
resultado, es una concordancia directa (o armo´nica) de la generacio´n de los potenciales visuales con
la frecuencia de latencia del estı´mulo.
Ahora bien, a trave´s del sistema Emotiv EPOC, son varios los estudios realizados en donde se
explota la existencia de los electrodos O1 y O2 en el arreglo del dispositivo, para capturar los
SSVEPs [80]. Estos estudios reflejan el potencial que tienen las aplicaciones BCI gobernadas por la
estrategia mental de atencio´n selectiva, especı´ficamente la que relaciona el uso de estı´mulos visuales
y deteccio´n de potenciales evocados visualmente. En estos estudios se reflejan precisiones hasta
del 80 % en la interaccio´n con las aplicaciones; la “Cognitive Suite” del sensor permite realizar
entrenamiento a trave´s de estı´mulos visuales particulares, en este caso, son animaciones en donde el
usuario tiene que fijar su atencio´n para grabar las reacciones en la sen˜al EEG despue´s de visualizar
el estı´mulo en una pantalla.
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Figura 3.5. Principio de funcionamiento de los sistemas BCI basados en SSVEP.
3.2.2. Bandas de Frecuencia
En personas despiertas relajadas, la sen˜al EEG grabada sobre las a´reas corticales primarias
sensoriomotoras se muestra una actividad con frecuencia aproximada de 8-12 Hz (ritmos mu) y
12-30 Hz (ritmos beta). Estas bandas de frecuencia comprenden una variedad de ritmos diferentes
que son distinguidos por su localizacio´n, frecuencia y/o relacio´n con entradas o salidas sensoriales
concurrentes. A continuacio´n se muestra un pequen˜o resumen [81]:
Ritmos Alfa (7.5 Hz - 12.5 Hz): ellos aparecen esponta´neamente en adultos normales
despiertos, en estado de relajacio´n y en condiciones de inactividad mental. Son ma´s
fa´cilmente detectables con los ojos cerrados y ma´s pronunciados en las localizaciones
occipitales.
Ritmos Beta (12.5 Hz - 30 Hz): ellos esta´n mejor definidos en las localizaciones central
y frontal, con menor amplitud que las ondas alfa. Estos ritmos se realzan sobre ca´lculos
mentales, estados de expectacio´n o tensio´n sobre toda la superficie del cuero cabelludo.
Ritmos Theta (3.5 Hz- 7.5 Hz): son tı´picos durante estados de suen˜o profundo. Estos ritmos
juegan un importante rol en la infancia y en la nin˜ez. En adultos despiertos, altos niveles de
actividad theta son considerados anormales y relacionados a deso´rdenes mentales como la
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epilepsia.
Ritmos Delta (0.5 Hz - 3.5 Hz): son caracterı´sticos tambie´n de estados de suen˜o profundo.
Dependiendo de su morfologı´a, localizacio´n y ritmicidad, las oscilaciones delta puede ser
normales como en las ondas suaves del suen˜o o patolo´gicas como en presencia de tumores
cerebrales.
Gamma bajos (30 Hz- 60 Hz): de un menor intere´s desde los 90s, las oscilaciones gamma se
volvieron muy populares despue´s de haber sido propuestas propuesto para jugar un papel
importante en la vinculacio´n de las caracterı´sticas de estı´mulo en una sola percepcio´n.
Muchos trabajos han mostrado correlaciones de la actividad gamma con diferentes procesos
sensoriales y cognitivos,notablemente durante la percepcio´n olfativa, auditiva, visual o
somatosensorial.
Ritmos Gamma altos (80 Hz - 120+ Hz): a menudo llamado ritmos epsilon, han sido
encontrados en humanos y animales con ECoG en asociacio´n con potenciales de accio´n
mientras el individuo esta´ hablando.
Algunos ritmos beta son armo´nicos de los ritmos mu, mientras otros son separados de los ritmos
mu por su topografı´a y caracterı´sticas temporales. Por muchas razones los ritmos SMRs son una
muy buena sen˜al para plantear experimentos neurocientı´ficos con sistemas BCI. Estos ritmos esta´n
asociados con a´reas corticales que esta´n ma´s directamente conectadas a las salidas neuromusculares
directas del cerebro. Movimientos o imaginaciones de movimientos esta´n usualmente acompan˜ados
por decrementos en los ritmos SMRs, especialmente contralaterales al movimiento. Este decremento
ha sido definido como un “Evento relacionado a de-sincronizacio´n” o ERD. De forma antago´nica,
el incremento de los ritmos o un “Evento relacionado a una sincronizacio´n” ocurre justo despue´s del
movimiento y con la relajacio´n [3]. Tanto los ERD como los ERS no requieren movimiento “real”
estas sen˜ales pueden ocurrir con imaginacio´n motora, la cual es una estrategia mental muy usada
para la interaccio´n con sistemas BCI. Los patrones ERD/ERS producidos por la imaginacio´n del
movimiento son similares en su topografı´a y comportamiento espectral a los del movimiento real.
Una de las cuestiones ma´s discutidas por la comunidad BCI es si los usuarios pueden producir de
forma controlada, continua y sostenida los ERD/ERS, los cuales pueden ser vistos como estados
estacionarios de la imaginacio´n del movimiento (ana´logo a los SSVEP). En [82] se encuentra un
listado de los electrodos que esta´n en el a´rea sensoriomotora, estos constituyen el conjunto o´ptimo
de electrodos en un sistema BCI-EEG con esta´ndar 10-20 para el trabajo con la estrategia mental
de imaginacio´n motora: FC5, FC3, FC1, C5, C3, C1, CP5, CP3, CP1, FC2, FC4, FC6, C2, C4, C6,
CP2, CP4, CP6. En general, de 8-36 electrodos son necesarios para mantener exactitudes mayores
al 90 % con clasificadores como el de determinante de Fisher o las ma´quinas de soporte vectorial
los cuales son mencionadas en el capı´tulo de aprendizaje de ma´quina.
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Eventos Relacionados a Sincronizaciones (ERS)
El incremento en la actividad de los SMRs en el periodo despue´s del movimiento, la imaginacio´n del
movimiento o la relajacio´n es relacionado a un evento de sincronizacio´n. A menudo, los sistemas
BCI basados en la generacio´n de ERS para la interaccio´n son llamados BCI sı´ncronas [83]. Los
ERSs son los feno´menos opuestos a los ERD y esta´n relacionados con la reaccio´n po´stuma por
parte del usuario al acontecimiento. En este caso el realce de la amplitud se basa en la cooperacio´n
o el comportamiento sincronizado de una gran cantidad de neuronas. Cuando los eventos sina´pticos
sumados llegan a ser suficientemente grandes, los potenciales se pueden registrar no so´lo con
te´cnicas invasivas o electrodos implantados, sino tambie´n, con electrodos superficiales sobre el
cuero cabelludo, aunque las produccio´n de ondas mu en el EEG necesitan actividad coherente de los
conjuntos de ce´lulas por lo menos en varios centı´metros cuadrados. Los ERSs son considerados una
sen˜al cerebral con relativamente buena relacio´n sen˜al/ruido en el EEG superficial y son producidos
en el primer segundo despue´s de la terminacio´n de un movimiento voluntario o la imaginacio´n del
movimiento, cuando el ritmo mu au´n exhibe un patro´n desincronizado de baja amplitud. La sen˜al
ERS beta relativa al post-movimiento presenta las siguientes caracterı´sticas [84]:
El ERS beta tiene una organizacio´n somatoto´pica (esto significa que porciones determinadas
de estructuras del Sistema Nervioso Central se asocian a determinadas a´reas topogra´ficas del
cuerpo).
El ERS beta es ma´s perceptible con el movimiento de la mano comparado con el movimiento
del dedo.
El ERS beta se encuentra no so´lo despue´s de haber ejecutado realmente un movimiento sino
tambie´n, despue´s de un movimiento imaginado.
El ma´ximo del ERS coincide con una excitabilidad reducida de las neuronas de la corteza
motora.
El ERS post-movimiento es un feno´meno relativamente consistente y se encuentra en casi cada
sujeto despue´s del movimiento de los dedos, de la manos, de los pies y de la lengua, segu´n el
espacio sensorial relativo a nuestras partes corporales representadas en la corteza cerebral.
Eventos Relacionados a Desincronizaciones
Los ritmos de la banda alfa muestran una desincronizacio´n relativamente extensa en tareas de
percepcio´n, juicio y memoria. Un aumento de la complejidad o de la atencio´n a la tarea resulta
en una magnitud creciente de ERD, el cual a propo´sito, esta´ medido en porcentaje de la energı´a
concerniente al intervalo de la referencia y por lo tanto depende de la cantidad de actividad rı´tmica
en ese intervalo. Esa desincronizacio´n de la banda alfa no es un feno´meno unitario: si diferentes
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bandas de frecuencia dentro de la gama de la banda alfa extendida son distinguidas, por lo menos
dos patrones distintos de desincronizacio´n alfa pueden ser observados. Una desincronizacio´n de
las frecuencias alfa ma´s bajas (aproximadamente 7-10 Hz) se obtiene en respuesta a casi cualquier
tipo de tarea. Su distribucio´n topogra´ficamente amplia en extensas a´reas del cuero cabelludo refleja
probablemente las demandas generales de la tarea y procesos de atencio´n. La desincronizacio´n
alfa superior (ritmo mu) muy a menudo se restringe topogra´ficamente y se desarrolla durante el
procesamiento de la informacio´n sensorial sema´ntica sobre las a´reas parieto-occipitales [85]. Los
movimientos voluntarios resultan en una desincronizacio´n circunscrita en el alfa superior (mu) y
las bandas beta ma´s bajas, localizadas cerca de a´reas sensoriomotoras [3]. Esta´ desincronizacio´n
comienza cerca de 2 segundos antes del inicio del movimiento sobre la regio´n de Rolando
contralateral y llega a ser sime´trica bilateral inmediatamente antes de la ejecucio´n del movimiento.
Un ERD se puede interpretar como un correlato electrofisiolo´gico de las a´reas corticales activadas
implicadas en proceso de la informacio´n sensorial, cognitiva o de produccio´n de comportamiento
motor. Un ERD creciente y/o ma´s extenso podrı´a ser el resultado de la implicacio´n de una red
de neuronas ma´s grande o de ma´s conjuntos de ce´lulas en el procesamiento de la informacio´n.
Los factores que contribuyen a tal realce del ERD son la complejidad creciente de la tarea, un
funcionamiento ma´s eficiente de la tarea y/o ma´s esfuerzo y atencio´n, ası´ como el Coeficiente
Intelectual del individuo. El aprendizaje explı´cito de una secuencia de movimiento, por ejemplo,
presionar con diferentes dedos, es acompan˜ado por un realce del mu ERD sobre las regiones
centrales contralaterales. Una vez que se ha aprendido la secuencia del movimiento y el movimiento
se realiza de forma ma´s automa´tica o secuencial, se reduce el ERD. Estos resultados sugieren
fuertemente que la actividad en a´reas sensorio-motoras primarias aumenta en asociacio´n con el
aprendizaje de una nueva tarea motora y que disminuye despue´s de que se haya aprendido.
3.3. Acondicionamiento de la sen˜al EEG
La sen˜al electroencefalogra´fica se caracteriza por tener un rango de amplitud del orden del centenar
de microvolts y un rango de frecuencia comprendida entre los 0.4 Hz y los 60 Hz, sin embargo
el rango de frecuencia ma´s comu´n detectado en condiciones de conciencia se presenta entre los
4 Hz a 25 Hz [59]. Tras pasar por una etapa de amplificacio´n, la sen˜al EEG filtrada mediante
un filtro analo´gico, aplicando, segu´n sea el caso, filtros rechaza banda tipo Notch sintonizado a
60 Hz, como filtros pasa altos que eliminan todas aquellas componentes frecuenciales menores a
unos 0.4 Hz. Generalmente el filtro rechaza banda minimiza el ruido y artefactos electromagne´ticos
causados por la red de suministro ele´ctrico y por las redes inala´mbricas que suelen tambie´n
entorpecer la transmisio´n de la sen˜al; mientras que el filtro pasa alto minimiza artefactos de
acoplamiento superficial entre el electrodo y la epidermis del cuero cabelludo en la zona de
disposicio´n de los electrodos. En los sistemas BCI comerciales como el Emotiv EPOC, parte
del proceso de acondicionamiento de la sen˜al se realiza en el dispositivo y las sen˜ales, que son
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transmitidas de manera inala´mbrica, llegan al ordenador filtradas ana´logamente listas para iniciar
un proceso de filtrado digital ma´s riguroso. Esta digitalizacio´n de la sen˜al EEG es necesaria para
las siguientes fases del ciclo de una aplicacio´n BCI, en donde la identificacio´n y clasificacio´n de
patrones asociados a actividades cognitivas se presenta como el objetivo cumbre. El proceso de
digitalizacio´n comprende tanto el muestreo como la cuantificacio´n y la codificacio´n de la sen˜al,
la cual es transmitida hacia el ordenador mediante mu´ltiples protocolos de comunicacio´n; las
BCI modernas integran protocolos inala´mbricos como el “BlueTooth” y “Wi-Fi” para brindarle
libertad y comodidad al usuario. Estos aspectos suelen tener una especial importancia en las etapas
de entrenamiento del usuario, en donde la comodidad del usuario juega un rol importante en su
capacidad de concentracio´n y atencio´n para lograr un entrenamiento o´ptimo [78]. Generalmente en
las aplicaciones BCI a esta etapa se le conoce como preprocesamiento, la cual en resumen, busca
simplificar al ma´ximo las operaciones subsecuentes de procesamiento con la menor pe´rdida de
informacio´n relevante. Uno de los objetivos importantes del preprocesamiento es mejorar la calidad
de la sen˜al mediante el mejoramiento de la relacio´n sen˜al-ruido (SNR por sus siglas en ingle´s). Una
mala o pequen˜a SNR indica que los patrones cerebrales van a estar escondidos en el resto de la
sen˜al (ej. sen˜al de fondo EEG), lo cual hace que los ma´s relevantes sean difı´ciles de detectar. Por el
contrario, una buena o grande SNR simplifica la deteccio´n y clasificacio´n de tareas en el desarrollo
de la aplicacio´n BCI [3]. Diferentes tipos de transformaciones combinadas con te´cnicas de filtrado
son a menudo empleadas durante el preprocesamiento en un sistema BCI; los investigadores suelen
usar estas te´cnicas para poder transformar y diferenciar las componentes no deseadas de la sen˜al
para que puedan ser eliminadas o al menos reducidas. Se utilizan filtros temporales pasa bajos y
pasa bandas para restringir las bandas de frecuencia en las cuales conocemos que hay actividad
neurofisiolo´gica, por ejemplo se usa la banda 8 Hz - 30 Hz que contiene ritmos sensoriomotores;
para este tipo de filtros se utiliza la transformada ra´pida de Fourier. Se utilizan tambie´n, filtros
espaciales para escoger la informacio´n relevante que se encuentra en algunos de los canales del
sistema BCI, por ejemplo, el “Surface Laplacian” realiza asignaciones de peso a cada canal, lo
cual permite darle mayor importancia a algunos canales que a otros. Finalmente, el uso de filtros
temporo-frecuenciales (ej. Wavelets, Short Time Fourier Transform) poseen una ventaja sobre los
dema´s filtros y es que permiten la ra´pida captacio´n de variaciones de la sen˜al sin perder de vista el
comportamiento frecuencial y la no estacionariedad de las sen˜ales de los sistemas BCI [78].
3.3.1. Ana´lisis Frecuencial
En el primer reporte de grabaciones de EEG humana, Hans Berger noto´ la presencia de diferentes
oscilaciones cerebrales. En particular, e´l reporto´ actividad rı´tmica alrededor de 10 ciclos por
segundo,ma´s pronunciado en los electrodos occipitales con los ojos cerrados. Estas oscilaciones, las
cuales son llamadas ritmos alfa, fueron disminuyendo drama´ticamente por el flujo de la luz con los
ojos abiertos. Este efecto es lo que se conoce como el bloqueo alfa y es uno de los ma´s drama´ticos y
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simples demostraciones de co´mo el EEG refleja los procesos cerebrales. Berger tambie´n describio´ la
actividad oscilatoria en altas frecuencias, las cuales son llamadas ritmos beta. Despue´s de todo el
trabajo de Berger, han sido estudiadas las diferentes oscilaciones EEG y sus correlaciones con los
estados mentales, funciones y patologı´as, en especial despue´s de la introduccio´n de los registros
digitales y la transformada ra´pida de Fourier [81]. Basados principalmente en sus funciones y
localizaciones, las oscilaciones EEG han sido agrupadas dentro de bandas de frecuencia (ver seccio´n
ritmos sensoriomotores). La figura 3.6 muestra un registro EEG de 20 segundos y su correspondiente
potencia espectral. Las lı´neas verticales marcan los lı´mites de las frecuencias EEG esta´ndar:
Figura 3.6. Frecuencia de bandas de EEG.
El ana´lisis frecuencial a trave´s de la transformada ra´pida de Fourier (FFT) ha sido ampliamente
usado para la cuantificacio´n de la actividad EEG [78], [81], sin embargo las tres limitaciones
principales que presentan son:
La Transformada de Fourier requiere estacionariedad de la sen˜al. Para el propo´sito de estimar
el espectro de potencia, la sen˜al EEG puede ser considerada como cuasi-estacionaria solo
en unos pocos segundos. Obviamente, la Transformada de Fourier tampoco resulta adecuada
para el ana´lisis de respuestas transitorias como en el caso de los potenciales evocados.
La Transformada de Fourier es muy precisa para la caracterizacio´n de la composicio´n
frecuencial de la sen˜al, pero no brinda informacio´n temporal de la misma, esto es por supuesto
relacionado al problema de la estacionariedad; por e´ste motivo entonces se justifica el uso de
me´todos de variacio´n temporal, como la transformada de Fourier de tiempo reducido, los
Wavelets o la transformada de Hilbert.
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La Transformada de Fourier no es o´ptima para caracterizar sen˜ales no lineales. Patrones no
lineales como los picos epile´pticos son representados en el dominio de Fourier como una
combinacio´n compleja de diferentes frecuencias con precisas relaciones de fase. En realidad
solo se mira el espectro de potencias y se descarta la informacio´n de fase, la naturaleza no
lineal de la sen˜al es perdida. Sin embargo, si se decide mantener las fases, describiendo los
picos como una suma de senos con cierta relacio´n de fase se transforma en algo de difı´cil
manejo y otros me´todos como los Wavelets son preferidos.
Finalmente, debido a que los patrones EEG son ampliamente variables y complejos, una inspeccio´n
visual es au´n, uno de las formas preferidas por los expertos electroencefalografos de analizar
registros EEG. Esto ma´s un arte que una ciencia exacta y requiere de an˜os de entrenamiento.
Ahora, el uso de mapas topogra´ficos data de ma´s de 30 an˜os atra´s, estas representaciones gra´ficas
permiten una previsualizacio´n de aspectos como asimetrı´as y la localizacio´n de la actividad en las
diferentes bandas de frecuencia. No son ma´s que ima´genes de la actividad cerebral en un momento
en particular, estas ima´genes texturizadas son formadas por la modulacio´n de la amplitud y de la
fase (AM y FM) de las ondas portadoras espacialmente coherentes del rango beta.
3.3.2. Ana´lisis Temporo-Frecuencial
Las deficiencias de ana´lisis temporal de la Transformada de Fourier para el caso de las sen˜ales de
interfaces cerebro computador basadas en EEG, se enmarcan como una deficiencia crı´tica cuando
se analizan procesos que cambian en el tiempo, como la respuesta a estı´mulos particulares o el
desarrollo de una crisis epile´ptica. Intuitivamente, podemos superar el problema de la resolucio´n
temporal de la Transformada de Fourier mediante la segmentacio´n o el corte de los datos en
piezas y entonces calcular el espectro de potencias para cada pieza, o au´n mejor, mediante el
uso de una ventana de tiempo envolvente que enfoque diferentes segmentos de datos. Con el fin
de evitar la pe´rdida de informacio´n, podemos reducir el taman˜o de la ventana con una funcio´n
apropiada. Este procedimiento es llamado la Transformada de Fourier de Tiempo Reducido (STFT:
short-time fourier transform) y en [81] se encuentra una explicacio´n matema´tica completa. Con
la STFT es posible seguir la evolucio´n temporal de las diferentes frecuencias y el requerimiento
de estacionariedad es satisfecho mediante la consideracio´n que las sen˜ales son cuasi-estacionarias
dentro de cada ventana. Sin embargo la escogencia del taman˜o de la ventana resulta tener un
grado de complejidad considerable: si la ventana es demasiado angosta, esto brindara´ una buena
resolucio´n en el eje del tiempo pero las frecuencias no estara´n bien establecidas (la resolucio´n
de frecuencia es inversamente proporcional a la longitud del dato). Si por el contrario la ventana es
demasiado grande tendremos una buena resolucio´n de frecuencia pero la localizacio´n en el tiempo se
habra´ perdido. Aquı´ hay una compensacio´n entre la frecuencia y el tiempo. En analogı´a al principio
de incertidumbre de Heinsenberg en meca´nica cua´ntica, para este caso se utiliza el principio de
incertidumbre del ana´lisis de la sen˜al: la resolucio´n de la frecuencia y el tiempo no pueden ser hechas
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pequen˜as al mismo tiempo. En otras palabras, una localizacio´n muy focalizada en el tiempo y en
la frecuencia son mutuamente excluyentes porque necesitamos muchos puntos de datos para definir
la frecuencia. Esta´ limitacio´n se convierte en algo importante cuando la sen˜al tiene componentes
transitorias localizadas en el tiempo, como es el caso de la actividad EEG de potenciales evocados
tan usados en las estrategias mentales para la interaccio´n con sistemas BCI. Para el ana´lisis gra´fico
de este tipo de transformada se utilizan los espectrogramas (mapas tiempo-frecuencia), que son
representaciones frecuenciales de la sen˜al y su evolucio´n en el tiempo; aunque los espectrogramas
brindan una elegante representacio´n visual, esta´ informacio´n es au´n cualitativa. Para cuantificar la
distribucio´n de frecuencias dado un tiempo particular, o sea para ver su evolucio´n, nosotros podemos
calcular la entropı´a del espectro de potencias. La entropı´a es una medida de la aleatoriedad, o en
otras palabras, la informacio´n contenida de una sen˜al. Al contrario, en las sen˜ales ordenadas se
pueden realizar predicciones de nuevos puntos a partir de valores previamente calculados y por lo
tanto tenemos menos informacio´n. Finalmente, para sen˜ales con informacio´n relevante en diferentes
rangos de frecuencia, como en el caso de los potenciales evocados, una simple ventana puede no
ser o´ptima para el espectro de potencias completo. Idealmente, nos gustarı´a establecer diferentes
taman˜os de ventanas para diferentes rangos de frecuencia y esto es exactamente lo que hacen las
Wavelets [81].
3.3.3. Ana´lisis Espacial
En los me´todos que miden las sen˜ales ele´ctricas del cuero cabelludo o dentro de la cabeza, la
cantidad medida es diferencia de potencial ele´ctrico (en volts) entre dos electrodos y la sen˜al de
voltaje obtenida es comu´nmente referida como canal. Cada canal refleja los campos ele´ctricos
producidos por fuentes cerebrales pro´ximas y generalmente, refleja tambie´n informacio´n no-
cerebral (actividad muscular, artefactos de 60 Hz, etc.). La sensitividad de un canal a diferentes
fuentes cerebrales depende de los taman˜os y orientaciones de las fuentes en relacio´n a las
localizaciones de los dos electrodos del canal. Ası´ pues, mediante una apropiada seleccio´n de los
pares de electrodos que comprenden cada canal, es posible hacer que cada canal sea ma´s sensitivo
a ciertas fuentes y menos sensitivo a otras. Si todos los canales de registro tienen un electrodo
en comu´n, es posible reconstruir cualquier conjunto de canales alternos deseado mediante un
ponderado y combinacio´n de canales despue´s de la digitalizacio´n. A este procedimiento se le conoce
como filtrado espacial [47]. El electrodo comu´n llamado “electrodo de referencia” es usualmente
puesto en una localizacio´n que es relativamente inactiva o insensible, con respecto a la actividad
cerebral. Los filtros espaciales son generalmente creados para mejorar la sensitividad a fuentes
cerebrales particulares, para mejorar la localizacio´n de fuentes y/o eliminar ciertos artefactos. Ma´s
comu´nmente, los filtros espaciales son seleccionados como combinaciones lineales (suma de pesos)
de los canales y pueden ser representados en forma matricial como Y = WX, donde cada columna
de el vector X consiste en una cantidad de muestras consecutivas P de uno de los canales N; cada
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columna de W es un conjunto de pesos de N canales que constituye un filtro espacial, y cada
columna de Y es un resultado de una sen˜al filtrada espacialmente. Existen muchos enfoques para
determinar el conjunto pesos del filtro espacial W. Estos enfoques tienen dos ramas: filtros espaciales
dependientes de los datos e independientes de los datos [47]:
Filtros espaciales independientes de los datos: tı´picamente utilizan relaciones geome´tricas
fijas para determinar los pesos del filtro espacial, entonces no dependen de que los datos
sean filtrados. Estos filtros tienen ciertas caracterı´sticas globales o locales, que aunque son
algo gene´ricos, pueden ser extremadamente efectivos en muchas aplicaciones. En [86] se
presentan los valores apropiados del filtrado espacial dependiente de los datos para sistemas
BCI. Existen dos muy conocidos: referencia promedio comu´n (CAR) y el filtrado espacial de
superficie laplaciana (pequen˜a y grande). El CAR es realizado de acuerdo a una grabacio´n de
todos los canales con una referencia en comu´n, realizando un ca´lculo de cada punto de tiempo
del promedio global para todos los canales digitalizados y finalmente se realiza una resta de
la media de cada canal individual. Este me´todo tiene a reducir el impacto de los artefactos
que son similares entre todos los canales (ejemplo: sen˜ales 60 Hz provenientes de la lı´nea
de energı´a ele´ctrica). Los filtros espaciales de superficie laplaciana son basados en el ca´lculo
computacional de la segunda derivada espacial. Si los canales han sido registrados con una
referencia comu´n, este ca´lculo es efectivamente equivalente al de tomar un canal central de
intere´s y restar la media de todos los canales de cierta distancia radial fija desde este canal
central.
Filtros espaciales dependientes de los datos: en contraste a los filtros generalizados
independientes de los datos, los filtros espaciales dependientes de los datos son derivados
directamente de los datos BCI tomados de cada usuario. Aunque estos filtros tienden a ser
ma´s complejos en te´rminos de la derivacio´n y la geometrı´a espacial, ellos pueden producir
resultados ma´s precisos para ciertas aplicaciones. Estos filtros suelen ser particularmente
u´tiles cuando hay poco conocimiento acerca de las caracterı´sticas exactas de la actividad
cerebral relevante. Tres de los me´todos computacionales ma´s utilizados para derivar los filtros
espaciales dependientes de los datos son i) el ana´lisis de componentes princiales (PCA), ii) el
ana´lisis de componentes independientes (ICA) y iii) los patrones espaciales comunes (CSP).
3.4. BCI Hı´bridas
A pesar de los impresionantes avances en la industria de los sistemas BCI, la diversificacio´n de
productos y la globalizacio´n en esta a´rea de la neurociencia; el estado de arte en las mu´ltiples
aplicaciones demuestra que la interaccio´n efectiva con las aplicaciones BCIs y el control de
dispositivos de asistencia no suele mantenerse por largos periodos de tiempo sin la ayuda de una
asistencia de un experto [87]. Esta afirmacio´n no pretende deslegitimar el formidable momento por
70
Capı´tulo 3. ESTADO DE LA TE´CNICA
el cual esta´ pasando esta´ tecnologı´a, simplemente busca acercar la comunidad BCI entorno a una
posible solucio´n: usar los sistemas BCIs como un canal de entrada adicional para la aplicacio´n. Una
hibridacio´n en donde se realiza una combinacio´n de mu´ltiples sen˜ales incluyendo al menos un canal
BCI es llamada una BCI hı´brida (hBCI). La convergencia de sen˜ales provenientes de los sistemas
BCI con otras biosen˜ales, por ejemplo, datos de electromiografı´a (EMG) o sen˜ales biomeca´nicas
particulares obtenidas a trave´s de sistemas de captura de movimiento (MoCap), pueden permitir un
control ma´s estable y duradero de una aplicacio´n o un dispositivo. Como variables adicionales de
entrada pueden usarse sen˜ales electrocardiogra´ficas (ECG), o sen˜ales externas de otros dispositivos
de control como ca´maras, sensores de proximidad, acelero´metros, pulsioxı´metros u otros sensores
electro´nicos. En [88] proponen cuatro criterios de funcionamiento que deben cumplir la hBCI:
Directo: el sistema debe depender de la actividad grabada directamente del cerebro.
Control Intencional: debe existir al menos una sen˜al cerebral grabable, la cual puede ser
intencionalmente modulada para ser usada como una sen˜al de entrada BCI (potenciales
ele´ctricos, campos magne´ticos o cambios hemodina´micos cerebrales).
Procesamiento en tiempo real: la sen˜al procesada debe darse (ocurrirse) en lı´nea y producir
una sen˜al de comunicacio´n o de control.
Realimentacio´n: el usuario debe obtener una realimentacio´n acerca del suceso o falla del
intento de comunicacio´n o control.
3.5. Hardware y Software BCI
En la comunidad BCI existe una amplia y diversa gama de dispositivos e interfaces BCI creadas por
diferentes entidades. Las BCI ma´s complejas del mundo se encuentran en laboratorios prestigiosos
de paı´ses como Austria (Graz BCI), Alemania (Berlı´n BCI) y Suiza (BrainGain). El uso de estas
interfaces se encuentra limitado a los investigadores de cada uno de estos laboratorios y desde
allı´ se generan las tendencias en el desarrollo de aplicaciones con sistemas BCI. Desde mediados de
la de´cada pasada, empresas desarrolladoras de tecnologı´a encontraron en la creacio´n de interfaces
cerebro computador un modelo de negocio rentable y sostenible; ası´, nacieron dispositivos como el
Neurosky MindSet y el Emotiv EPOC, los cuales hacen parte de una nueva generacio´n de sistemas
BCI comerciales de bajo costo, las cuales permitieron expandir el intere´s de la investigacio´n en
sistemas BCI alrededor de todo el mundo. En un ritmo de desarrollo paralelo, las herramientas en
software creadas para la investigacio´n con sistemas BCI y sen˜ales de EEG en particular, empezaron
a aparecer como herramientas complementarias al hardware BCI de bajo costo. En esta seccio´n
se pretende abordar, especı´ficamente, el sistema Emotiv EPOC, el cual ha sido adquirido por la
Maestrı´a de Ingenierı´a Ele´ctrica de la Universidad en su versio´n “Research Edition” con el fin
promover la investigacio´n en interfaces cerebro computador. Tambie´n, se mencionan dos de las
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plataformas ma´s usadas por la comunidad BCI como lo son el toolbox de Matlab EEGLAB, con
su herramienta BCILAB y el software libre OpenVibe creado recientemente; a pesar de que existen
otras plataformas como el BCI2000 y el TOBI [89], este trabajo se focalizo´ en abordar las dos
plataformas que incorporan la comunicacio´n directa con el Emotiv EPOC.
3.5.1. Emotiv EPOC: Una BCI confiable y de bajo costo
El casco Emotiv EPOC es una interfaz cerebro-computador que tiene incorporado 14 extensiones de
electrodos (7 pares), la mayorı´a centrados alrededor de la parte frontal de la cabeza; utiliza el sistema
internacional 10-20 mencionado anteriormente. Inicialmente fue vendido como un dispositivo de
juego para el sistema operativo Windows [90], sin embargo debido a su portabilidad y bajo costo ha
sido objeto de mu´ltiples investigaciones desde su salida al mercado en el an˜o 2008. El dispositivo es
verdaderamente econo´mico comparado con un sistema EEG me´dico y a diferencia de la utilizacio´n
de los cables en los exa´menes de EEG, el casco es totalmente inala´mbrico, permitiendo ası´ al usuario
moverse libre y naturalmente. El dispositivo tiene un muestreo interno de 2048 Hz y despue´s de
filtrar artefactos envı´a los datos al computador a una tasa aproximada de 128 Hz, el taman˜o de
bloques es de 16 muestras; las sen˜ales son enviadas al ordenador usando protocolo inala´mbrico
patentado de 2.4 GHz mediante una antena USB. Este aspecto inala´mbrico del sensor permite
una libertad de movimiento y una conexio´n ra´pida y co´moda; adema´s no se requiere del uso de
ningu´n gel para generar la conexio´n entre las almohadillas y el cuero cabelludo, solo es necesario
impregnar cada almohadilla de una solucio´n salina para mejorar la conduccio´n ele´ctrica. El tiempo
de autonomı´a del sensor es de aproximadamente 12 horas cuando la carga esta´ completa, proceso
que suele demorarse unas 6 horas aproximadamente. Es altamente recomendable no utilizar el
sensor en zonas donde convergen muchas otras sen˜ales inala´mbricas como redes de conexiones
inala´mbricas de internet o redes de dispositivos con Bluetooth debido a que como estas operaciones
se generan a la misma frecuencia (2.4 GHz), a menudo, suele presentarse una conexio´n inestable
del sensor.
El casco tambie´n incluye un giroscopio que permite sensar los movimientos angulares de la cabeza
para controlar la ca´mara o el cursor del mouse.
Kit de desarrollo de Software (SDK) del EPOC
La empresa creadora ofrece diferentes paquetes de desarrollo denominados Kit de desarrollo de
software (SDK) los cuales contienen herramientas especializadas para la captura y ana´lisis de la
sen˜al electroencefalogra´fica proveniente del sistema BCI. Estos paquetes vienen escritos en C#,
un lenguaje de programacio´n orientado a objetos derivado del C/C++ creado y estandarizado por
Microsoft. En la pa´gina web de la empresa (www.emotiv.com), se encuentran descritos todos los
paquetes de desarrollo que se ofrecen, para esta investigacio´n y gracias a una inversio´n realizada
por la maestrı´a de ingenierı´a ele´ctrica de la universidad, se logro´ adquirir el paquete de desarrollo
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Figura 3.7. Izquierda: Neurocasco Emotiv Epoc. Derecha: electrodos disponibles del sensor segu´n
el sistema internacional 10-20.
denominado “Research Edition” el cual es una licencia para un investigador independiente la cual
incluye (adema´s del neurocasco) una aplicacio´n para la previsualizacio´n de los datos provenientes
de cada electrodo tal y como se realiza en un electroencefalograma llamada “TestBench” la opcio´n
para realizar registros en archivos binarios usando el software EEGLAB, el cual es un toolbox de
matlab que sera´ descrito ma´s adelante. La previsualizacio´n de los canales se realiza segu´n el ajuste
inicial del usuario, el programa realiza un ajuste automa´tico de la escala, permite la inclusio´n de
marcadores o etiquetas temporales, registro de sesiones completas con una ventana de reproduccio´n
y adicional permite el ca´lculo de la FFT de los canales seleccionados, permitiendo la sintonizacio´n
del taman˜o de la ventana de muestreo ası´ como la opcio´n de escoger de entre diferentes te´cnicas
de ventaneo como la Hanning, Hamming, Hann, Blackman y la Rectangular. El histograma de
las sub-bandas de frecuencias como la Delta, Theta, Alpha y Beta tambie´n puede ser calculado.
Finalmente los datos provenientes del acelero´metro de dos ejes pueden ser capturados para generar
una interaccio´n ma´s natural del usuario con la aplicacio´n creada. La programacio´n de aplicaciones
compatibles con el neurocasco se realiza en el entorno Microsoft Visual Studio a trave´s del API del
Emotiv, la cual contiene el conjunto de funciones y procedimientos que ofrecen los desarrolladores
del sensor. La figura 3.8 muestra una breve representacio´n de las etapas de una aplicacio´n con el
SDK.
El EmoEngine se refiere a la abstraccio´n lo´gica de la funcionalidad que el Emotiv le brinda
al edk.dll; en pocas palabras, el EmoEngine se comunica con el neurocasco, recibe los datos
EEG preprocesados, dirige las configuraciones especı´ficas del usuario y las realizaciones de post
procesamiento y las traduce en resultados de deteccio´n dentro de una estructura de fa´cil uso llamada
73
Capı´tulo 3. ESTADO DE LA TE´CNICA
Figura 3.8. Diagrama de integracio´n de la API del Emotiv con la aplicacio´n.
EmoState. El EmoState entonces es la estructura de datos que contiene el estado actual de las
detecciones del sensor, el cual, refleja los estados mentales particulares del usuario provenientes
del EmoEngine. Existen reportes en donde se ha utilizado con e´xito el SDK para la creacio´n de
novedosos sistemas que involucran dispositivos mo´viles [91] y te´cnicas para el reconocimiento de
ima´genes en lı´nea [92].
3.5.2. EEGLAB como herramienta acade´mica
EEGLAB es un software interactivo basado en menu´s y secuencias de comandos para el proce-
samiento de la sen˜al electrofisiolo´gica que trabaja sobre el entorno de programacio´n interpretada
Matlab. EEGLAB brinda una interfaz de usuario gra´fica permitiendo a los usuarios facilidad, fle-
xibilidad e interactividad en las etapas de procesamiento de la sen˜al electroencefalogra´fica. Este
toolbox implementa me´todos comunes de preprocesamiento de la sen˜al como filtros en tiempo
y frecuencia, ası´ como te´cnicas para la extraccio´n de caracterı´sticas de datos EEG incluyendo el
ana´lisis por componentes independientes (ICA). EEGLAb se ha convertido en una plataforma am-
pliamente usada y con un componente de realimentacio´n que ha generado una comunidad que crea
y comparte nuevas te´cnicas para el procesamiento de la sen˜al biofı´sica [93]. Las caracterı´sticas que
han posicionado a EEGLAB como una de las herramientas ma´s utilizadas por la comunidad BCI
son:
Contiene una estructura de eventos y funciones para importar, editar y manipular la
informacio´n.
Tiene implementados me´todos de extraccio´n de caracterı´sticas como el ICA que permiten una
implementacio´n ra´pida y pra´ctica de aplicaciones con sistemas BCI.
La integracio´n con el resto de herramientas, scripts y toolboxes de matlab, permite que
la generacio´n de nuevas combinaciones entre te´cnicas de preprocesamiento, extraccio´n de
caracterı´sticas y algoritmos de clasificacio´n se genere de una manera fluida y a menudo,
compartida.
Posee una filosofı´a de fuente abierta, permitie´ndole a cualquier investigador construir y
74
Capı´tulo 3. ESTADO DE LA TE´CNICA
distribuir libremente nuevos plug-ins, funciones o toolboxes que aparecen automa´ticamente
en la ventana de menu´ de EEGLAB. Esta´ estructura asegura la estabilidad del co´digo principal
que so´lo un pun˜ado de expertos modifican, mientras que al mismo tiempo, permite una fa´cil
inclusio´n de nuevos algoritmos y me´todos por parte de cualquier otro usuario.
Actualmente, el tutorial en lı´nea contiene ma´s de 300 pa´ginas de documentacio´n que se
complementa con las ma´s de 400 funciones creadas por investigadores y compartidas con e´xito en
la pa´gina [93]. Algunos de los plug-ins ma´s nombrados y utilizados son el “Neuroelectromagnetic
Forward Head Modeling Toolbox” (NFT), el cua´l permite la integracio´n de un modelo realista
de resonancia magne´tica cerebral con segmentacio´n de ima´genes, reconstruccio´n en alta calidad
de modelos, registro de posiciones de electrodos con un modelo tridimensional de la cabeza; el
“Source Information Flow Dynamics” (SIFT), el cual permite modelar y visualizar el flujo de
la informacio´n entre las fuentes de la sen˜al EEG despue´s de una separacio´n usando el ICA y
el “Experimental Real-Time Interactive Control and Analysis framework” (ERICA), el cual se
creo´ con el propo´sito de realizar procesos de adquisicio´n y procesamiento de la sen˜al EEG en
tiempo real, creando un entorno de realimentacio´n interactiva para una clasificacio´n en tiempo real.
Los resultados alcanzados con ERICA, brindaron las bases funcionales en el desarrollo de un plug-
in de EEGLAB para la creacio´n de aplicaciones con sistemas BCI denominado BCILAB, el cual
sera´ explicado en detalle a continuacio´n.
3.5.3. BCILAB Toolbox para BCI
BCILAB es un toolbox de matlab de co´digo abierto creado para realizar investigaciones avanzadas
con interfaces cerebro computador. Contiene una interfaz de usuario gra´fica y acceso a una larga
lista de los mejores me´todos de extraccio´n de caracterı´sticas usados por la comunidad BCI como los
patrones espaciales comunes (CSP) y el ana´lisis por componentes independientes (ICA); ası´ como
los me´todos de aprendizaje de ma´quina ma´s encontrados en la bibliografı´a como las ma´quinas de
soporte vectorial (SVM) o el ana´lisis discriminante lineal (LDA). Al ser interpretado por matlab,
algunas de las mayores fortalezas que tiene el BCILAB es la implementacio´n de prototipos ra´pidos,
experimentos en tiempo real, evaluaciones offline de nuevas aplicaciones con sistemas BCI y la
evaluacio´n comparativa con me´todos BCI modernos. Las sen˜ales procesadas por los sistemas BCI
son tradicionalmente sen˜ales EEG, sin embargo, pueden incluirse otro tipo de datos como archivos
captura de movimiento, sen˜ales de electromiografı´a (EMG), conductancia en la piel o cualquier
otro tipo de biosen˜al que es grabado con el “DataRiver” de ERICA [89], generando ası´ nuevos
sistemas BCI hı´bridos. Estos tipos de datos pueden ser procesados juntos en un mismo experimento
neurocientı´fico, en donde el resultado del algoritmo de clasificacio´n pueda combinar los diferentes
tipos de datos para generar una mejor salida. BCILAB es altamente flexible a las diferentes
estrategias mentales utilizadas por los investigadores BCI como la imaginacio´n de movimiento o
la atencio´n selectiva [93]; las herramientas que brinda el BCILAB facilitan cada una de las etapas
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de un experimento BCI incluyendo la etapa de disen˜o, implementacio´n, aprendizaje, evaluacio´n y
la aplicacio´n “online” u “offline” del modelo propuesto.Otras tareas, incluyendo la exploracio´n de
los datos grabados y la visualizacio´n de los para´metros del modelo puede ser soportados usando
las herramientas del EEGLAB. BCILAB tiene muchas capas, la capa superior incluye una interfaz
gra´fica, una interfaz para los scripts, una interfaz para la aplicacio´n en tiempo real; una segunda
capa que contiene el nu´cleo del modelo de aprendizaje, la ejecucio´n del modelo y la evaluacio´n
de las funciones del modelo. Este nu´cleo esta´ basado en un marco de “Paradigmas BCI” el cual
puede ser entendido como un enfoque de prototipo tipo plantilla para el disen˜o del experimento y la
elaboracio´n del modelo BCI. Los paradigmas definen el enfoque completo como debe ser descrito
en las publicaciones a realizar, desde las filas de los datos de entrada hasta la salida del clasificador,
y usualmente envuelve las etapas de aprendizaje y clasificacio´n, debido a que el rendimiento
o´ptimo a menudo, suele alcanzarse despue´s de que el modelo es aprendido (o calibrado) basado en
datos muestra provenientes de una sesio´n, sujeto o tarea determinada. Los paradigmas BCI pueden
ser completamente personalizados por el investigador, incluyendo la adicio´n o remocio´n de com-
ponentes enteros que vienen con valores por defecto de los diferentes para´metros e hiperpara´metros.
BCILAB pretende no solo ser una gran coleccio´n de herramientas y metodologı´as populares en la
comunidad BCI, sino una gran plataforma para el disen˜o de nueva tecnologı´a BCI, facilitando la
creacio´n de nuevos me´todos, enfoques y paradigmas. Para esto BCILAB contiene, adema´s de lo ya
mencionado, un pequen˜o pero eficiente sistema de expresiones simbo´licas matema´ticas, un modelo
de infraestructura computacional descentralizado distribuido que genera una independencia de los
toolboxes de matlab y una amplia documentacio´n de todas las funciones y herramientas contenidas
en este poderoso toolbox.
3.5.4. OpenViBe: Una herramienta gratuita en un entorno gra´fico
OpenVibe es una plataforma de software libre y de co´digo abierto para el disen˜o, implementacio´n
y uso de interfaces cerebro computador. El software consiste en un conjunto de mo´dulos que
pueden ser integrados con facilidad y eficiencia para desarrollar aplicaciones BCI funcionales,
especialmente las que se combinan con sistemas de realidad virtual [94]. Dentro de las
caracterı´sticas ma´s destacadas del OpenVibe se encuentra su interfaz gra´fica hecha para no
programadores, un entorno gra´fico basado en teorı´a de grafos que permite la programacio´n mediante
bloques funcionales que se unen mediante lı´neas de conexio´n, similar a desarrollos como LabView y
Simulink. Existen 4 caracterı´sticas que hacen de OpenVibe una plataforma integral para el desarrollo
de experimentos en neurociencia con sistemas BCI:
Modularidad y reusabilidad: OpenVibe es una plataforma que comprende un conjunto de
mo´dulos de software dedicadas a la adquisicio´n, el pre-procesamiento, procesamiento y la
visualizacio´n de datos cerebrales, ası´ como la interaccio´n con sistemas de realidad virtual. Al
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ser un software de propo´sito general, OpenVibe permite la fa´cil adicio´n de nuevos mo´dulos de
software con el fin de satisfacer las necesidades particularidades de cada investigador. Esto se
da gracias al concepto de grafo o caja, un componente elemental que se an˜ade a todo el flujo
o el Pipeline de la aplicacio´n que permite el desarrollo de componentes reusables, reduce el
tiempo de desarrollo y ayuda a extender ra´pidamente las funcionalidades.
Diversidad de usuarios: OpenVibe esta´ disen˜ado para una amplia y diversa gama de usuarios,
investigadores BCI, me´dicos, desarrolladores de sistemas de realidad virtual, entre otros. Las
necesidades que plantean esta diversidad de usuarios pueden ser manejadas mediante las
herramientas propuestas por esta plataforma, dependiendo de las habilidades en programacio´n
o el conocimiento en experimentos de neurociencia.
Portabilidad: este sistema opera independientemente de otros paquetes de software (sistema
inte´rprete) o de un hardware en particular, es gratuito y de co´digo abierto. OpenVibe tiene
compatibilidad con mo´dulos de adquisicio´n para datos como de EEG y MEG. Puede correr
sobre Linux o Windows y es basado en software gratuitos y portables.
Conectividad con sistemas de realidad virtual: OpenVibe puede ser integrado para desarrollar
aplicaciones en realidad virtual de manera natural y compacta. Esta plataforma actu´a como
un perife´rico externo a cualquier tipo de ambiente virtual o real, permitiendo la integracio´n
con escenarios 3D (gracias a la integracio´n con Ogre3D), objetos y personajes virtuales,
ası´ como una librerı´a que permite la visualizacio´n de la actividad cerebral de forma
legible para incentivar el entrenamiento y proporcionar las herramientas para el la correcta
implementacio´n del neurofeedback. El modo de programacio´n es mediante arrastrar y soltar
bloques funcionales dentro de la ventana de visualizacio´n 2D, cada mo´dulo aparece como
una caja rectangular con entradas, salidas y un panel de configuracio´n dedicato. Las cajas
pueden ser conectadas mediante sus entradas y salidas. El disen˜ador del experimento realiza
la configuracio´n y prepara las ventanas de visualizacio´n.
Utilizando un script predefinido, usuarios con habilidades en programacio´n pueden crear nuevos
cajones y drivers para diferentes sistemas de adquisicio´n de datos; cada cajo´n o bloque funcional
funciona como una interfaz que transfiere los datos procesados hacı´a otra caja vecina. Los datos
son transferidos a trave´s de estructuras de flujo definidas por un meta lenguaje establecido; estas
estructuras contienen un encabezado, un buffer y una terminacio´n, los cuales son elementos claves
para la comunicacio´n entre bloques [95]. OpenVibe es una potente herramienta para desarrollar
experimentos innovadores con sistemas BCI y aunque tiene un claro enfoque sobre aplicaciones de
realidad virtual, tambie´n podrı´a ser usado para la creacio´n de tecnologı´a asistiva. A continuacio´n,
se realiza una descripcio´n de los bloques ma´s usados en experimentos cla´sicos BCI como el
de imaginacio´n motora o el deletreador mediante P300 segu´n se encuentra en la pa´gina oficial
(www.openvibe.inria.fr/documentation).
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Clasificacio´n
Classifier Processor: es el cajo´n gene´rico para la clasificacio´n. Despue´s del entrenamiento del
clasificador, el algoritmo de clasificacio´n es inicializado y su configuracio´n es cargada desde el
archivo de configuracio´n producido en el entrenamiento. Entonces, cada vez que este cajo´n recibe
un nuevo vector de caracterı´sticas, es reenviado al algoritmo de clasificacio´n y e´ste lo clasifica;
el cajo´n toma el estado del algoritmo y el valor actual de la clase y traduce e´sta informacio´n a su
salida. La clase es enviada en forma de una estimulacio´n, la cual puede ser interpretada en el resto
del Pipeline. Consecuentemente, el uso de este flujo de salida sera´ dependiente del algoritmo de
clasificacio´n escogido; por ejemplo el clasificador LDA envı´a el valor de la distancia del hiperplano
y su estatus. Ası´, las salidas de este cajo´n son las etiquetas y el estado de clasificacio´n. Desde
este bloque se pueden configurar el clasificador a usar (SVM o LDA), el nombre del archivo de
configuracio´n a cargar y la clase de rechazo (para algoritmos que soportan rechazo).
Classifier Trainer: realiza un entrenamiento del clasificador para un vector de caracterı´sticas
asignado. El cajo´n recolecta un nu´mero de vectores caracterı´sticas y los etiqueta dependiendo de
las entradas que llegan. Cuando una estimulacio´n especı´fica llega, el proceso de entrenamiento es
ajustado, proceso que generalmente toma algo de tiempo y por eso este cajo´n debe ser usado offline.
Las entradas del bloque son: (1) las estimulaciones: provenientes de la etapa de entrenamiento, las
cuales son recibidas y todos los vectores caracterı´stica son etiquetados y enviados al algoritmo
de clasificacio´n. El algoritmo de clasificacio´n finalmente produce el archivo del clasificador
configurable que sera´ usado en el Classifier Processor; (2) caracterı´sticas para la clase 1: esta entrada
recibe el vector caracterı´stica para la primera clase; (3) caracterı´sticas para la clase 2: esta entrada
recibe el vector caracterı´stica para la segunda clase. Finalmente, este bloque permite realizar el test
de validacio´n cruzada para la evaluacio´n de la exactitud del clasificador.
Extraccio´n de Caracterı´sticas
Feature Aggregator: permite que cada trozo de entrada sea concatenada en un vector de
caracterı´sticas. Permite agregar las caracterı´sticas que recibe en sus entradas dentro de un vector
caracterı´stica que puede ser usado para la clasificacio´n.
Procesamiento de Sen˜ales
Epoch Average: este cajo´n permite promediar matrices de diferentes tipos incluyendo sen˜ales,
espectros o vectores caracterı´stica. El bloque permite mu´ltiples me´todos para el promediado de las
e´pocas (segmentos de la sen˜al EEG): promedio mo´vil, promedio mo´vil inmediato, promedio de
bloque de e´poca, promedio acomulativo.
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Signal Average: este cajo´n calcular el promedio de cada buffer de muestra entrante y emite una
sen˜al resultante.
Channel Selector: permite realizar una seleccio´n del conjunto de canales de entrada. La seleccio´n
puede ser basada en los nombres de los canales o en el nu´mero indexado arrancando desde cero.
De esta manera, este cajo´n permite la restriccio´n de la sen˜al de salida a un subconjunto de los datos
de entrada basado en la lista de de canales.
Hilbert Transform: permite retornar la transformada de Hilbert, la fase y envolvente de la sen˜al de
entrada usando ca´lculo analı´tico de la sen˜al.
Reference Channel: este cajo´n resta los valores de las muestras desde un canal de referencia a las
muestras de los otros canales.
Simple DSP: este bloque es usado para aplicar formulaciones matema´ticas a cada muestra de
una sen˜al entrante. El disen˜ador puede utilizar funciones logarı´tmicas, trigonome´tricas, operado-
res matema´ticos, funciones binarias, operadores de comparacio´n, operadores booleanos, entre otros.
Time Base epoching: este bloque se puede utilizar para controlar la superposicio´n de e´pocas. Este
bloque permite generar e´pocas cuya longitud es configurable, como el tiempo de desplazamiento
entre dos e´pocas consecutivas. Este salo´n tiene una entrada y un conector de salida, ambos son de
tipo sen˜al. Esta caja es esencial para otras cajas de procesamiento de sen˜al cuando el taman˜o de los
bloques de los datos que se reenvian no es suficientemente significativo.
CSP Filter Trainer: este bloque permite implementar el algoritmo de Patrones Espaciales Comunes
(CSP), el cual incrementa la varianza de la sen˜al para una condicio´n mientras minimiza la varianza
de la otra condicio´n. El objetivo del algoritmo es el de mejorar la discriminacio´n de los dos tipos
de sen˜al. Como elementos de entrada tiene los estı´mulos que son necesarios para indicar el fin
de la sesio´n (fin del archivo) con el fin de sintonizar el ca´lculo/entrenamiento de los filtros CSP.
Tambie´n espera la condicio´n de las sen˜ales 1 y 2 (para un problema biclase) con el fin de realizar
la discriminacio´n a partir de las etiquetas suministradas. El cajo´n permite la configuracio´n de la
dimensio´n del filtro, la cual generalmente tendra´ relacio´n con la cantidad de canales que se este´n
usando (se recomienda utilizar una dimensio´n menor o igual a la cantidad de canales). La salida
es un archivo de configuracio´n que contiene los coeficientes del filtro espacial calculado segu´n el
algoritmo CSP.
Spatial Filter: este cajo´n permite la implementacio´n de filtros espaciales, los cuales permiten
generar un nu´mero de canales de salida a partir de un conjunto de canales de entrada, en donde cada
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canal de salida sera´ una combinacio´n lineal de los canales de entrada. Este bloque entonces permite
configurar los coeficientes del filtro espacial o cargar un archivo que contenga dicha informacio´n.
Temporal Filter: este cajo´n es usado para filtrar la sen˜al de entrada, permite escoger entre tipos de
filtros (Butterworth, Chebychev, Yule-Walker), tipos de bandas (pasa banda, pasa alto, paso bajo,
para banda), el eje superior o inferior del pasabanda y el rizado del pasabanda en el filtro ChebyChev.
Independent component Analysis (FastICA): este filtro es usado para descomponer la sen˜al en
componentes independientes. El cajo´n es basado en el algoritmo de FastICA.
Spectral Analysis: este cajo´n realiza el ca´lculo del espectro sobre las sen˜ales de entrada y en
la salida incluye la amplitud del espectro (la potencial de la sen˜al en un nu´mero de bandas de
frecuencia), tambie´n arroja el ca´lculo de la fase, parte real e imaginaria. El ana´lisis es realizado a
usando la Transformada Ra´pida de Fourier.
Signal display: permite la visualizacio´n de la sen˜al. Este cajo´n muestra las sen˜ales entrantes usando
una gra´fica bidimensional por canal en donde los valores son graficados sobre el eje vertical
mientras el eje horizontal representa el tiempo.
Time-frequency map display: este cajo´n permite elaborar mapas tiempo frecuencia que muestran
la potencia espectral de las sen˜ales sobre el tiempo, haciendo posible generar un seguimiento de
los cambios de amplitud sobre un tiempo determinado. Para hacer esto, usa una escala de colores
que convierte las amplitudes en colores dentro del mapa. Esto hace posible la representacio´n de un
simple espectro en una columna de bloques codificados con colores. Conforme pasa el tiempo, la
gra´fica se desplaza hacia la izquierda para conformar toda una superficie o mapa con los espectros
recientes, ası´ se realiza un mapa por canal. Dependiendo de la resolucio´n del mapa, un nu´mero
variable de bandas de frecuencia son mostrados por espectro o columna del mapa. El cajo´n permite
la configuracio´n de las escalas de los dos ejes (frecuencia y tiempo) y una seleccio´n de canales.
3.6. Neuromodulacio´n con sistemas BCI para la Recuperacio´n Motriz
Despue´s de un accidente cerebro vascular (ACV) o una lesio´n cerebral, un gran porcentaje de
individuos no recuperan las caracterı´sticas de una marcha normal o el movimiento natural de las
extremidades. Algunas intervenciones utilizan ejercicios para los miembros superiores e inferiores
con la expectativa de restaurar el control motor a trave´s de la plasticidad neuronal dependiente
de la actividad, la cual esta´ ampliamente ligada a los cambios en las conexiones sina´pticas en
respuesta a estı´mulos externos generalmente correlacionados con la actividad motora. La plasticidad
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que posee el sistema nervioso central (SNC) ha sido documentada por un nu´mero de cientı´ficos
como la adaptacio´n estructural y funcional de mecanismos neuronales durante el aprendizaje de
nueva informacio´n y la adquisicio´n de nuevas habilidades [96]. Esta´ plasticidad puede envolver
modificaciones en la intensidad sina´ptica entre neuronas tanto del cerebro como de la me´dula
espinal; de hecho la plasticidad es la base sobre la cual se adquieren las habilidades cognitivas y
motoras. La plasticidad en el SNC se da en el caso de traumas o enfermedades y puede involucrar
cambios no solo en la intensidad sina´ptica sino tambie´n a trave´s de los circuitos neurales. Despue´s
de un ACV, se puede generar una plasticidad extensiva en la corteza y en otras estructuras neurales
de acuerdo a modelos animales y modelos humanos [96]. En el caso de enfermedades en el SNC,
la plasticidad dependiente de la actividad puede afectar el sistema nervioso de manera positiva o
negativa: la plasticidad puede restaurar la funcio´n motora, pero cuando los movimientos anormales
son realizados de manera repetitiva, la plasticidad dependiente de la actividad puede solidificarse
o incluso agravar un funcionamiento anormal motor. La idea es que la pra´ctica del movimiento
repetitivo puede inducir plasticidad dependiente de la actividad en el SNC la cual puede restaurar
la funcio´n motora afectada. En contraste, los enfoques basados en sistemas BCI podrı´an realizar
medidas neurofisiolo´gicas directas (ej. EEG) para brindar una realimentacio´n al usuario con la
expectativa de estimular la plasticidad cerebral que restaurara´ el control motor. El uso de neuro-
realimentacio´n puede mejorar la recuperacio´n de la funcio´n cerebral y, por consiguiente, la funcio´n
motora. Las investigaciones apuntan hacı´a tres horizontes: la identificacio´n de la pra´ctica de
tareas motoras que pueden producir una sen˜al cerebral que puede ser usada en rehabilitacio´n, la
identificacio´n de las caracterı´sticas de la sen˜al cerebral que pueden ser usadas en rehabilitacio´n y
la practicidad (facilidad de uso y precisio´n) de la sesio´n de entrenamiento con sistemas BCI. Para
pacientes sobrevivientes de un ACV, el uso de sistemas BCI puede ayudar a mejorar el desempen˜o
en el aprendizaje motor y en la recuperacio´n de la funcio´n motriz, la cuestio´n es si el movimiento
afectado puede ser usado dentro de una aplicacio´n BCI.
3.7. Tecnologı´as de Realidad Virtual en Rehabilitacio´n
La realidad virtual (VR) es “el uso de simulaciones interactivas creadas con un hardware y software
de computador para presentar a los usuarios oportunidades de involucrarse en ambientes que
aparentan y se sienten similares a los eventos y objetos del mundo real”L˙os recientes avances en la
tecnologı´a de desarrollo de videojuegos y la disponibilidad de dispositivos de seguimiento de bajo
costo han incrementado ampliamente las capacidades de las interfaces y el software y el hardware
para la VR, permitiendo una integracio´n significativa de esta herramienta digital en las diferentes
terapias. La VR ofrece ciertas ventajas en los procesos de rehabilitacio´n y neuorehabilitacio´n
comparados con la pra´ctica en el mundo real [97]: i) individualizacio´n y entrenamiento de tareas
especı´ficas, la VR puede proporcionar los medios para exponer de forma segura al paciente con
la formacio´n de ambientes realistas y funcionales que pueden ser adaptados a la capacidad de
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cada paciente y pueden ser implementados en terapias de rehabilitacio´n en casa, ii) motivacio´n: la
VR ofrece unas condiciones realistas, seguras y motivacionales en las cuales se pueden practicar
actividades complejas; las evidencias sugieren que cuando un usuario se concentra en el juego
ma´s que en su discapacidad o en su dolor, el ejercicio se vuelve ma´s disfrutable, motivador y
es muy probable que estos aspectos se mantengan durante las numerosas sesiones de terapia
necesarias para inducir cambios en la plasticidad en el sistema nervioso, iii) realimentacio´n: el
usuario siempre necesita saber co´mo y cuando una tarea fue completada exitosamente (o no) con el
fin de promover (corregir) el aprendizaje y evitar la frustracio´n. La desventaja ma´s notoria del uso
de la VR en las terapias de rehabilitacio´n es la viabilidad econo´mica de la implementacio´n, a pesar
de que el costo de los ordenadores y los visualizadores (monitores, proyectores, televisores) han
disminuido ra´pidamente, los sistemas de inmersio´n-completa son au´n costosos, especialmente los
que requieren complejos montajes audiovisuales y las gafas de video que suelen ser inco´modas
para los pacientes y costosos para los centros clı´nicos. Contrariamente, dispositivos de mano
y perife´ricos de juego como el sensor Kinect, el Wiimote, Razer Hydra y el Emotiv EPOC
han brindado acceso a sensores de seguimiento e interfaces de interaccio´n con los cuales las
experiencias con VR pueden volverse ma´s accesibles y escalables. U´ltimamente, aspectos legales
concernientes al uso de la VR en neurorehabilitacio´n han sido considerados [98]. De acuerdo al
“Medical Device Directiveu¨n dispositivo me´dico es definido como: “cualquier instrumento, aparato,
electrodome´stico, software, material u otro artı´culo, el cual usado so´lo o en combinacio´n icluyendo
los programas informa´ticos destinados por su fabricante, que es usado especı´ficamente para
diagno´stico y/o propo´sitos terape´uticos [97] ”E˙ntonces, si los sistemas son usados para propo´sitos
en rehabilitacio´n, ellos son por definicio´n dispositivos me´dicos y tienen que ser certificados por
consecuencia. Esto podrı´a eventualmente incrementar sustancialmente los costos del uso de e´stos
productos, y tiene que ser considerado como un riesgo potencial del uso de los sistemas basados en
realidad virtual para la neurorehabilitacio´n. Cuando se escoge una tarea basada en realidad virtual
para un proceso de neurorehabilitacio´n, los clı´nicos deben considerar el nivel de dificultad (¿se
puede retar al paciente apropiadamente a trave´s del proceso de rehabilitaio´n?), la complejidad de
la tarea (¿puede la tarea ser dividida en componentes individuales?), los contenidos de las tareas
(¿es la tarea relevante y motivante para el paciente?), disponibildiad de la realimentacio´n (¿es la
realimentacio´n directa y entendible para el paciente?) y el potencial para transferir las habilidades
(¿puede el contenido de la tarea ser gradualmente modificado para promover la transferencia en la
vida real?).
3.8. Videojuegos para la salud usando sistemas BCI (BCI Games)
Una de las aplicaciones ma´s prometedoras en el uso de los sistemas BCI es el desarrollo de
videojuegos “serios” para la salud. La accesibilidad a este tipo de tecnologı´a ha sido posible en gran
parte, gracias a los avances de la industria de la recreacio´n, el entretenimiento y los videojuegos,
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las BCI se han convertido en un nuevo y efectivo sistema para el control de aplicaciones como
juegos, plataformas de realidad virtual y todo tipo de expresiones creativas. Uno de los primeros
investigadores que contemplo´ la opcio´n de combinar simulaciones o juegos en realidad virtual
con las BCI fue Nijholt [99]; como se indica en el estudio, los primeros juegos controlados por
estas interfaces se enfocaron en el diagno´stico de las sen˜ales cerebrales en aspectos como la
medicio´n de la atencio´n del usuario o la relajacio´n en componentes afectivos de los juegos. La
interaccio´n de individuos en juegos inmersivos con ambientes tridimensionales brinda ma´s datos
caracterı´sticos como emociones o interpretaciones del contexto que ayudan a entender con mayor
facilidad las actividades y deseos de los pacientes. La neurorealimentacio´n (neurofeedback) es la
te´cnica que presenta en tiempo real la realimentacio´n del usuario basado en las sen˜ales EEG (o
fMRI) para ilustrar la actividad cerebral, a menudo con el objetivo de controlar la actividad del
sistema nervioso central, esta´ te´cnica es la respuesta tecnolo´gica a la psicoterapia y la rehabilitacio´n
cognitiva [75]; constituye una herramienta que puede cambiar efectivamente las bases fisiolo´gicas
del comportamiento, la atencio´n y el aprendizaje a trave´s de la habilidad que tiene el cerebro
para autorregularse. El neurofeedback suele ser u´til para remediar las consecuencias de ACVs,
aneurismas, dan˜os trauma´ticos del cerebro, o para el tratamiento de deso´rdenes por drogadiccio´n,
alcohol, de´ficit de atencio´n e hiperactividad (ADHD por sus siglas en ingle´s); para el tratamiento
de la depresio´n, la ansiedad o deso´rdenes de estre´s postrauma´tico, entre otros. Cuando un paciente
juega un videojuego usando un sistema BCI los estı´mulos visuales mostrados en la pantalla esta´n
constantemente afectando la actividad neuronal del usuario brindando datos acerca del estado
anı´mico, el nivel de funcionamiento de una regio´n del cerebro, las intenciones mentales o el
nivel de concentracio´n del usuario sobre una accio´n en particular dentro de la dina´mica de juego.
Mientras la comunidad BCI considera los videojuegos como una aplicacio´n potencial de este
tipo de interfaces, la comunidad de videojuegos (gamers) ha empezado a considerar los sistemas
BCI como un perife´rico alterno de control. Sin embargo existe una discrepancia amplia entre los
videojuegos elaborados por las dos comunidades [100]. La comunidad de investigacio´n alrededor
de las interfaces cerebro computador suele centrarse ma´s en la evaluacio´n de aspectos e hipo´tesis
psicolo´gicas o en la validacio´n de me´todos y te´cnicas de clasificacio´n de estados o caracterı´sticas
cognitivas (para personas sanas o enfermas). Este tipo de enfoque suele mantener ciertos esta´ndares
como la focalizacio´n en los aspectos te´cnicos del videojuego ma´s que en las caracterı´sticas
propias del mismo (gra´ficas, efectos de sonido, rol de jugabilidad), la carencia de narrativa y
realimentaciones visuales con gra´ficos enriquecidos lo que finalmente suele desencadenarse en
un juego fiable y funcional pero a menudo, poco entretenedor. Ahora bien, por el contrario, la
comunidad gamer suele desarrollar videojuegos usando principios de disen˜o, dina´micas de juego,
narrativas enriquecidas, sonidos elocuentes y toda una amalgama de caracterı´sticas que hacen que
el juego sea verdaderamente entretenedor y disfrutable; sin embargo, los aspectos neurofisiolo´gicos
y el ana´lisis de la sen˜al ele´ctrica obtenida en la experiencia suelen ser aspectos ampliamente
desconocidos.
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En [101] se encuentra una revisio´n de los neuromecanismos utilizados en los juegos BCI en order
de analizar los paradigmas de interaccio´n ma´s populares:
Juegos de estados mentales: en esta categorı´a se encuentran los videojuegos de relajacio´n y
los de concentracio´n. Esta actividades son propias de las pra´cticas clı´nicas con las cuales se
busca, por ejemplo, a trave´s de la relajacio´n reducir la ansiedad o de la concentracio´n reducir
el de´ficit de atencio´n. Muchos de los videojuegos de estados mentales le permiten al paciente
realizar movimientos fı´sicos reales [102] o representados por un avatar [103]. La relajacio´n
es la actividad preferida para usos terape´uticos ya que permite la generacio´n de un estado
positivo en donde los jugadores pueden entrar en contacto virtual con el juego de una forma
ma´s agradable. Aquı´ entran a jugar caracterı´sticas como los escenarios, los sonidos y los
colores usados para los objetos y/o personajes; si no se logra una combinacio´n armoniosa
entre estos factores, el estado de relajacio´n requerido sera´ difı´cil de alcanzar. Por su parte,
la concentracio´n es un paradigma de juego deseable para un efecto de absorcio´n; de acuerdo
a las teorı´as de flujo y de inmersio´n, la concentracio´n es la clave para un juego exitoso. Por
esto, los videojuegos que requieren de concentracio´n o de prestar atencio´n suelen brindar una
mejor experiencia de usuario que aquellos que no. La velocidad con la cual podemos cambiar
nuestros estados de relajacio´n o concentracio´n es mucho ma´s lento que la velocidad con la
que podemos presionar botones o usar cualquier otra estrategia mental para la interaccio´n con
sistemas BCI. Es por esto que a menudo este tipo de paradigmas de interaccio´n requieren
del uso de dispositivos adicionales que son usados como controles auxiliares para hacer el
juego ma´s fluido. Los videojuegos de estados mentales usualmente permiten solo un control
binario, por ejemplo, en un juego de relajacio´n, los jugadores solo podra´n estar en uno de dos
estados, relajado o no relajado lo que finalmente desencadena solo 2 comandos discretos.
Juegos de imaginacio´n motora: esta es otra metodologı´a originaria de estudios clı´nicos,
especı´ficamente los usados para restauracio´n de la movilidad y de las capacidades de
comunicacio´n de personas en estado de discapacidad [82]. Este tipo de estrategia mental
requiere la imaginacio´n de un movimiento fı´sico, en particular, los ma´s usados son los
movimientos discriminados de las manos y el movimiento indiscriminado de los pies. Los
jugadores imaginan los movimientos para navegar y para generar cualquier tipo de interaccio´n
dentro del ambiente virtual propuesto. La imaginacio´n de movimiento es una estrategia
mental ampliamente usada en muchas de las aplicaciones de los sistemas BCI [5], por esto su
sen˜al puede ser reconocida con facilidad a trave´s de te´cnicas de extraccio´n de caracterı´sticas
como el ana´lisis de componentes independientes (ICA) o los patrones espaciales comunes
(CSP), lo que la convierte en una sen˜al de respuesta ra´pida a diferencia de la proveniente de
los estados mentales. En [104] se realizo´ un estudio en donde concluyen que la cantidad de
electrodos necesarios para una precisio´n del 90 % en una interaccio´n con imaginacio´n motora
es de 8-36, los cuales de forma discriminada segu´n el esta´ndar 10-20 son: FC5, FC3, FC1, C5,
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C1, CP5, CP3, CP1, FC2, FC4, FC6, C2, C4, C6, CP2, Cp4 y Cp6. De otra mano, el nu´mero
de comandos en estos juegos es limitado al nu´mero de comandos imaginados distinguibles
que el usuario pueda hacer y que el sistema puede registrar con facilidad, generalmente son
cuatro: mover la mano derecha, mover la mano izquierda, mover los pies y mover la lengua.
Juegos con potenciales evocados: en esta clase de juegos predomina una sen˜al caracterı´stica
denominada Potenciales Evocados Visualmente de Estado Estacionario (SSVEP por sus siglas
en ingle´s) [79]. La razo´n de este dominio se debe a que en los videojuegos generalmente,
siempre existe una realimentacio´n visual y por esto la generacio´n de otros potenciales
evocados no es tan marcada. Este paradigma de interaccio´n dentro de los videojuegos puede
ser dividido en dos enfoques: el primero es el mapeo de la fuerza del registro que los SSVEPs
ocasionan sobre el EEG en un solo estı´mulos propuesto en un videojuego. Por ejemplo,
SSVEP de´bil puede conducir al comando de virar hacia la izquierda de una avio´n, mientras
que el mismo SSVEP pero con una intensidad mayor podrı´a conducir al movimiento a la
derecha de la misma aeronave en un ambiente virtual. Un jugador entrenado puede controlar
a libre albedrı´o la fuerza de sus SSVEPs de diferentes maneras. Una forma de hacerlo es
cerrando y abriendo los ojos para producir potenciales evocados visualmente de´biles o fuertes;
sin embargo esto podrı´a ser una accio´n muy fisiolo´gica para generar un verdadero comando de
interaccio´n en el juego. Otra forma de regular la fuerza de los SSVEPs es mediante la cantidad
de atencio´n prestada; algunas investigaciones han mostrado mantener la atencio´n puede
mejorar la interaccio´n con los SSVEPs [101]. Es decir, se puede asegurar certeza si un usuario
esta simplemente siendo expuesto a un estı´mulo o si en realidad le esta´ prestando atencio´n.
La atencio´n sostenida es una actividad que puede dar lugar a un estado de concentracio´n. Esto
hace de los SSVEPs sean usados con recurrencia para los videojuegos de concentracio´n. El
segundo enfoque, el cua´l es ma´s popular, es usar mu´ltiples estı´mulos cada uno de los cuales es
caracterizado y usado como un comando por separado. En la mayorı´a de los videojuegos que
utilizan este enfoque, los sistemas BCI son usados para seleccionar la direccio´n, por ejemplo,
en un recorrido virtual, o en un juego de disparo en primera persona (FPS). La ventaja de
esta metodologı´a es comparada con las otras clases de juegos, es que esta´ si permite el uso
de un gran nu´mero de comandos. Las restricciones como el estado (relajado o estresado) o el
nu´mero de comandos que pueden ser detectados (movimiento manos derecha e izquierda) no
aplican para este paradigma. Simplemente, la adicio´n de ma´s estı´mulos, incrementa el nu´mero
de comandos, sin embargo, con el incremento del nu´mero de estı´mulos su discriminacio´n
se vuelve un trabajo ma´s dispendioso ya que cada estı´mulo visual deja un registro que es
ligeramente diferentes a los dema´s. Esto hace que enfocar la atencio´n en un estı´mulo en
particular dentro de la dina´mica de juego pueda generar, a menudo, confusiones con los
dema´s, lo que desencadena en un juego sin fluidez. Finalmente los videojuegos con SSVEPs
son menos adecuados para juegos ra´pidos o que demanden una ra´pida respuesta por parte del
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usuario, ya que el procesamiento de la sen˜al emplea una cantidad de tiempo considerable.
Sin embargo, este tipo de juegos son adecuados para interacciones multimodales gracias a
su alta relacio´n de sen˜al/ruido, lo que los hace ma´s fa´ciles de identificar en un registro EEG
convencional.
A pesar de los mu´ltiples sistemas BCI creados para la industria de los videojuegos, ası´ como
de la gran cantidad de investigaciones realizadas en este campo, se puede afirmar que el uso de
interfaces cerebro computador en videojuegos esta´ en una etapa de desarrollo temprana, en donde






En esta seccio´n se describe el disen˜o metodolo´gico que fue escogido para el desarrollo del experi-
mento neurocientı´fico. El sistema BCI utilizado es el neurocasco Emotiv EPOC y como software
para el ana´lisis de la sen˜al EEG se escogio´ el OpenViBe. La escogencia de este u´ltimo se debe a su
cara´cter gratuito y de fuente abierta, lo que facilita la implementacio´n de experimentos con sistemas
BCI mediante una muy baja inversio´n. OpenViBe provee las herramientas necesarias para la
adquisicio´n de datos en tiempo real, el procesamiento y la visualizacio´n de datos mediante diversas
te´cnicas. Los 4 motivos principales por los cuales se escogio´ el OpenViBe son: 1) conectividad
con el neurocasco Emotiv EPOC, 2) disponibilidad de diversas herramientas para cada uno de
las etapas de una aplicacio´n BCI, 3) el disen˜o del software esta´ hecho para no programadores,
lo que permite que el tiempo de desarrollo del experimento neurocientı´fico disminuya y que
los errores puedan ser detectados y corregidos con mayor facilidad, 4) la inclusio´n de bloques
funcionales para la comunicacio´n con dispositivos y aplicaciones externos. Todo el experimento
tiene como objetivo conducir a un usuario sano con entrenamiento previo, a desarrollar la capacidad
de interactuar con un videojuego usando solo la imaginacio´n del movimiento. Particularmente,
se utilizan dos clases: imaginacio´n de movimiento de la mano derecha y de la mano izquierda;
el videojuego realizado es basado en un redisen˜o del cla´sico Duck Hunt, creado en los 80s por
Nintendo. Para este caso, el usuario no utiliza la pistola de luz (Nintendo Zapper) para realizar
la cacerı´a de patos, sino que utiliza la neuromodulacio´n como sen˜al de entrada para generar los
disparos de ambas manos. Aunque el experimento se desarrolla con personas sanas, su uso puede
extenderse hacı´a terapias de rehabilitacio´n para la mejora de funciones motrices en patologı´as como
el Accidente Cerebrovascular y el Parkinson, la reduccio´n de dolor en condiciones neurolo´gicas
como el sı´ndrome del miembro fantasma que se genera despue´s de las amputaciones o algunas
neuropatı´as que se producen despue´s de la lesio´n de me´dula espinal [105]. Particularmente y
gracias a un convenio realizado con la Clı`nica de Dolor del Eje Cafetero, se esta´n reclutando
pacientes sobrevivientes de un accidente cerebrovascular con negligencia espacial unilateral, una
condicio´n neuropsicolo´gica en donde despue´s de un dan˜o neurolo´gico, la persona es incapaz de
87
Capı´tulo 4. MATERIALES Y ME´TODOS
procesar y percibir estı`mulos de un lado del cuerpo. Estudios previos sugieren que el entrena-
miento de estos pacientes con imaginacio´n motora mejora su capacidad cineste´sica, reduce la
severidad de la negligencia en la exploracio´n y mejora la orientacio´n espacial y temporal [106].
La figura 4.1 muestra un diagrama que relaciona los elementos ma´s importantes de todo el proyecto:
Figura 4.1. Diagrama funcional de la aplicacio´n desarrollada.
4.1.1. Conexio´n del neurocasco Emotiv EPOC con el OpenViBe
OpenVibe posee una interfaz de usuario en donde convergen una gran cantidad de herramientas para
el ana´lisis de la sen˜al EEG. Con el fin de adquirir las sen˜ales provenientes de los sistemas BCI, el
OpenViBe tiene integrado un mo´dulo para la adquisicio´n de las sen˜ales en tiempo real provenientes
de una gran lista de sistemas BCI, el Acquisition Server, dentro de los cuales se encuentra el Emotiv
EPOC. Para el proceso de adquisicio´n, es necesario haber adquirido previamente la Research Edition
del neurocasco ya que el software solicita la ruta de instalacio´n del paquete; se requiere establecer
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una configuracio´n inicial con el fin de configurar la conexio´n con el puerto y la frecuencia de
muestreo del sistema (128 Hz para el caso del Emotiv EPOC). En este mismo punto, el investigador
puede configurar algunos para´metros iniciales del usuario como el ge´nero y la edad, tambie´n
podra´ escoger si desea agregar dos canales ma´s para cada eje del giroscopio del neurocasco. Esta
configuracio´n permite capturar las sen˜ales de cada uno de los electrodos del neurocasco para ser
an˜adidas a cualquier escenario disen˜ado en OpenViBe a trave´s del Box Acquisition Client.
4.1.2. Estrategia BCI y entrenamiento
El paradigma o estrategia mental utilizada para este experimento es el de Imaginacio´n Motora (MI)
con dos clases: imaginacio´n del movimiento de la mano derecha e izquierda. A pesar que el Emotiv
EPOC no tiene los electrodos C3 y C4, los cuales son los electrodos en donde se registran los ERD
producidos mediante la imaginacio´n de estos movimientos, si posee electrodos cerca a la corteza
neuromotora como el F3, F4, FC5 y FC6, los cuales permiten registrar intenciones mentales de
movimiento. La escogencia de este paradigma radica en la no dependencia de estı´mulos externos,
lo que permite una mejor concentracio´n del usuario con la aplicacio´n desencadenando en un
control ma´s estable de la aplicacio´n, adema´s, la preferencia de esta estrategia mental en escenarios
como la BCI Competition [42] y la interaccio´n con videojuegos [102] comprueban la eficacia del
paradigma. La inclusio´n de ejemplos y metodologı´as de estimulacio´n de centros de excelencia como
el Graz en el software OpenViBe para el trabajo con imaginacio´n motora, tambie´n fueron factores
determinantes para la escogencia final. Finalmente el conjunto de electrodos escogidos para el
experimento fueron: F3, F4, FC5, FC6, AF3, AF4, F7 y F8, tal y como se registra en la figura
4.2.
Figura 4.2. Izquierda, conjunto de electrodos escogido para el experimento. Derecha, electrodos del
EPOC en esta´ndar 10-20 de EEG.
La figura 4.2 muestra en su parte izquierda la cercanı´a de los electrodos FC5 y FC6 con los
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electrodos C3 y C4; aunque muchos estudios apuntan a una seleccio´n de canales independiente del
sujeto, otros estudios demuestran que el uso de la informacio´n proveniente so´lo de dos canales (C3
y C4 en este caso) podrı´a ocasionar una pe´rdida de informacio´n que eventualmente disminuira´ la
precisio´n del clasificador [107], [108]. Ası´ entonces, una de las hipo´tesis ma´s recientes es que existe
una dependencia con respecto al usuario de los canales escogidos para un experimento BCI con
imaginacio´n motora. La implementacio´n de esta estrategia en una aplicacio´n BCI requiere de un
entrenamiento previo del usuario y del sistema. Este entrenamiento se basa en la estimulacio´n
mediante ima´genes (generalmente flechas) del usuario en un tiempo determinado, el cua´l tendra´ que
imaginar un movimiento en particular cada vez que vea el estı´mulo. En este caso, el usuario debe
imaginar el movimiento de la mano derecha cada vez que vea en pantalla una flecha apuntando
hacia esa direccio´n y debera´ imaginar el movimiento de su mano izquierda cuando observe en
pantalla una flecha que apunte en esa direccio´n. Esto se realiza alrededor de unos 7 minutos con
el usuario, en un espacio en donde no existan distracciones visuales, en las primeras horas de la
man˜ana (generalmente es cuando la mente esta´ ma´s receptiva, dispuesta y libre de estre´s) y se debe
procurar apagar artefactos electro´nicos que puedan causar interferencia electromagne´tica como los
celulares. Finalmente se le pide al usuario que acompan˜e el entrenamiento con un leve movimiento
de la mano con el fin de resaltar ma´s la orden de movimiento y que procure no gesticular durante
la sesio´n. Las sen˜ales de los electrodos son registradas y utilizadas para el entrenamiento del filtro
espacial y de los clasificadores en etapas posteriores.
4.1.3. Descripcio´n de los escenarios desarrollados
Para la implementacio´n del experimento se desarrollaron 4 escenarios en OpenViBe. Un escenario
es un conjunto de cajones de procesamiento de sen˜al que se comunican entre sı´ con el fin de
obtener un objetivo que es comu´n para ese escenario. Generalmente, cada cajo´n tiene un conjunto
de para´metros configurables, los cuales pueden verse haciendo doble clic sobre cada caja. Todos
los escenarios son compilados en momentos diferentes del experimento, el orden en el que cada
escenario es ejecutado no debe alterarse ya que cada escenario depende del que lo precede. Los
escenarios implementados son:
Escenario de Adquisicio´n
En este escenario se recolectan los datos provenientes del entrenamiento del usuario. Una vez
conectado el Emotiv EPOC al servidor del OpenViBe, se utiliza el cajo´n Acquisition Client para
capturar los datos del neurocasco en el escenario, se an˜ade el seleccionador de canal en donde
se enlista el conjunto de canales utilizados para este experimento mediante un nu´mero con el
cua´l es etiquetado cada canal de entrada, separados por un punto y coma en la configuracio´n de
este cajo´n. Los para´metros de estimulacio´n son definidos mediantes el Graz Motor Imagery BCI
Stimulator el cua´l contiene un archivo de configuracio´n para el cua´l se le asignaron valores de
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20 muestras por cada clase, etiquetas para cada clase (imaginacio´n del movimiento de las manos
derecha e izquierda) y un tiempo de duracio´n de realimentacio´n de 3.750 segundos. Una vez
obtenida la configuracio´n del estı´mulo, se an˜ade un cajo´n Identity, el cua´l permite duplicar entradas
a salidas correspondientes de forma similar, aquı´ se conecta la salida del selector de canales, la
estimulacio´n y la informacio´n del usuario proveniente del bloque de adquisicio´n. Las salidas son
conectadas al bloque de visualizacio´n, el Graz visualization, el cual permite mostrar los estı´mulos
visuales de acuerdo a la configuracio´n establecida y finalmente la sesio´n es almacenada usando el
Generic stream writer en un so´lo archivo con extensio´n OV. Una previsualizacio´n del escenario de
adquisicio´n es mostrada en la figura 4.3.
Figura 4.3. Previsualizacio´n del escenario de adquisicio´n disen˜ado para la captura de las sen˜ales del
usuario en el entrenamiento con imaginacio´n motora.
Una vez es compilado el escenario, aparecera´ una ventana negra en donde se empezara´n a mostrar
de forma ordenada flechas rojas (ver figura 4.4) que le indicara´n al usuario el momento exacto en
el que debe realizar la accio´n de imaginarse el movimiento. La sen˜al es recolectada y etiquetada.
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Figura 4.4. Flechas de estimulacio´n utilizadas por el cajo´n Graz Visualization para la recoleccio´n
de datos.
Todo el proceso de adquisicio´n de las sen˜ales etiquetadas tiene una duracio´n aproximada de 8
minutos.
Escenario de entrenamiento del filtro CSP
Debido a que el algoritmo de los patrones espaciales comunes permite asociar las etiquetas obtenidas
a trave´s del estimulador de Graz, fue escogido el filtro CSP para la etapa de extraccio´n de
caracterı´sticas. El archivo de la sesio´n de entrenamiento es cargado mediante el cajo´n Generic
stream reader, la sen˜al es filtrada en la banda Alfa/Beta (8 Hz- 30 Hz), debido al estado de atencio´n
del usuario que es requerido en el entrenamiento, utilizando un filtro Butterworth pasabanda de
orden 5. Tanto la sen˜al de salida del filtro como los estı´mulos cargados con la sesio´n registrada, son
enviados a un cajo´n Identity.
Como las sen˜ales EEG esta´n divididas por E´pocas (segmentos), el cajo´n Stimulation based epoching
permite seleccionar algunas sen˜ales cerca a unos eventos especı´ficos (las clases) utilizando como
me´trica las e´pocas. Para este caso, el usuario en el escenario previo, es instruido para imaginar
cada uno de los movimientos de la mano derecha e izquierda; esta´ tarea mental se registra en
aproximadamente 5 segundos por cada muestra. Para seleccionar la sen˜al del bloque relativa a la
imaginacio´n de la mano derecha, generalmente, se preve´ medio segundo como una fase en donde
el usuario esta´ empezando a realizar la tarea y otro medio segundo al final de cada estı´mulo en
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donde el usuario esta´ agotado y no realiza la tarea de forma o´ptima. Entonces la configuracio´n
de este bloque es: duracio´n 4 segundos, offset 0.5 segundos y la estimulacio´n se registra en
OpenViBe; de la misma manera se hace para la imaginacio´n del movimiento de la mano izquierda.
Esta´ configuracio´n permite identificar en que´ e´poca de la sen˜al, el usuario ejecuta cada una de
las dos acciones con imaginacio´n motora propuesta, las salidas de cada cajo´n son recibidas por
el CSP Spatial Filter Trainer, el cual, junto con la informacio´n del estı´mulo permite calcular los
coeficientes del filtro espacial (de orden 8 en este caso) de acuerdo al algoritmo CSP. La matriz de
transformacio´n de este filtro permite atribuir a cada uno de los 8 canales, las 8 mejores componentes
CSP las cuales maximizan la diferencia entre cada clase de imaginacio´n motora. Este algoritmo,
permite incrementar la varianza de la sen˜al de una de las clases mientras minimiza la otra. Una
previsualizacio´n del Escenario de entrenamiento del filtro CSP es mostrada a continuacio´n:
Figura 4.5. Previsualizacio´n del Escenario de entrenamiento del filtro CSP.
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Finalmente, una vez entrenado el filtro CSP, el sistema arroja un archivo que contiene la
configuracio´n de los para´metros de dicho filtro y le envı´a la orden a la GUI de OpenviBe de detener
el proceso mediante el Player Controller. Este archivo sera´ utilizado en el pro´ximo escenario con el
fin de completar la etapa de extraccio´n de caracterı´sticas.
Escenario de Entrenamiento del Clasificador
Este escenario esta´ disen˜ado para entrenar el algoritmo de clasificacio´n a trave´s de los datos de
entrenamiento y el filtro espacial CSP obtenido en el escenario anterior. A trave´s del cajo´n Generic
Stream Reader los datos de entrenamiento son cargados, la sen˜al es filtrada en la banda Beta y
el filtro espacial CSP se carga en un cajo´n Spatial Filter. Se configuran los para´metros de los
segmentos o E´pocas con los mismos para´metros del escenario anterior (duracio´n 4 segundos, offset
0.5 segundos) para los elementos de cada clase. El cajo´n Time Based Epoching permite generar
E´pocas (trozos de sen˜al) en donde se pueden configurar las longitudes especı´ficas, para este caso la
sen˜al es partida en bloques de 1 segundo con intervalos de 0.125 segundos (frecuencia de muestreo
del EPOC 128 Hz y el taman˜o del bloque es de 16 muestras 16/128 = 0.125). Esto se realiza
con el fin de mejorar el ca´lculo de la potencia espectral de la sen˜al (de lo contrario el espectro
serı´a grueso o tosco), para an˜adirlo como caracteristica al clasificador. Usando los cajones Simple
DSP se pueden aplicar fo´rmulas matema´ticas a cada muestra de la sen˜al, el ca´lculo de la potencia
espectral puede ser llevado a cabo a trave´s de un bloque que eleva al cuadrado la sen˜al, otro que
permite realizar el ca´lculo del promedio de la sen˜al (Signal Average) y finalmente, se realiza el log
(1+x), siendo x la sen˜al de entrada. Se agrega un bloque de Feature aggregator que permite an˜adir al
clasificador la potencia espectral de la sen˜al como una caracterı´stica y se realiza el entrenamiento del
clasificador usando el Classifier trainer, el cua´l puede ser configurado para entrenar un clasificador
LDA o un SVM. Para e´ste trabajo se realizan pruebas usando tres clasificadores; el LDA, la versio´n
cla´sica de las ma´quinas de soporte vectorial denominada C-SVC con un Kernel Lineal y una versio´n
modificada de las ma´quinas de soporte vectorial denominada -Support Vector Classification (Nu-
SVC) el cual an˜ade el para´metro ν, que permite un control del nu´mero de vectores y errores de
soporte. El para´metro ν(0, 1] es un lı´mite (cota) superior de la fraccio´n de errores de entrenamiento










yi(wT xi + b) ≥ ρ − ξi, ξi ≥ 0,∀i = 1, . . . , l, ρ ≥ 0 (4.2)
Donde ν es un para´metro preseleccionado y l, es el nu´mero de puntos de entrenamiento. La
sintonizacio´n escogida para los para´metros fue la siguiente:  = 0,1, Tolerancia Tolerancia =
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0,001 y finalmente el para´metro Nu fue sintonizado para obtener el mejor resultado en el
clasificador. Este para´metro indica un lı´mite inferior del nu´mero de vectores soporte a usar, dado
como una fraccio´n del total de muestras de calibracio´n y un lı´mite inferior sobre la fraccio´n
de muestras de entrenamiento que son errores (pobremente predecidas). Tambie´n se aplico´ un
Kernel RBF que mejoro´ notablemente la exactitud del clasificador Nu-SVC sobre el Kernel lineal
aplicado al C-SVC. El para´metro en el RBF-SVM permite controlar la forma de separacio´n del
hiperplano, con lo cual, el incremento de e´ste para´metro usualmente incrementa el nu´mero de
vectores soporte, para este experimento se utilizo´ γ = 100. El resultado de este escenario es
un archivo de configuracio´n del entrenador, el cua´l contiene los para´metros del algoritmo que
sera´ usado para la clasificacio´n en lı´nea realizada en el u´ltimo escenario. Para la valoracio´n del mejor
clasificador es utilizada la validacio´n cruzada (k-fold test) con 5 iteraciones, este para´metro del cajo´n
Classifier Trainer permite el ca´lculo de la exactitud del clasificador y lo imprime en consola. Si la
exactitud se encuentra por debajo del 65 %, es recomendable volver a entrenar al usuario con el fin
de obtener un buen control de la aplicacio´n. El escenario es mostrado en la figura 4.6.
Escenario de Clasificacio´n en Lı´nea
Finalmente, en este escenario se busca realizar la clasificacio´n en lı´nea de las acciones de
imaginacio´n motora entrenadas con el usuario. Para esto, son cargados los archivos obtenidos en
los escenarios de entrenamiento del filtro CSP y el entrenamiento del clasificador. Las sen˜ales son
tomadas mediante el cajo´n de Acquisition client, filtradas en la banda ALFA/BETA y los canales
seleccionados son exactamente los mismos usados en la etapa de entrenamiento del usuario. Se
carga el archivo del filtro espacial mediante el cajo´n de Spatial Filter, todos los cajones de la
etapa de extraccio´n de caracterı´sticas con los mismos para´metros son repetidos en este escenario,
ya que se debe asegurar que la clasificacio´n en lı´nea se realice bajo las mismas condiciones del
entrenamiento. Despue´s de calcular y agregar la potencia espectral como caracterı´stica, el Classifier
processor permite cargar el archivo de configuracio´n del algoritmo de aprendizaje realizado en el
escenario anterior, ası´ como las etiquetas de las clases cargadas, con el fin de realizar la clasificacio´n
en lı´nea con LDA o SVM. Para el uso de las ma´quinas de soporte vectorial, es necesario agregar
un cajo´n de Simple DSP que permita desplazar la sen˜al mediante la funcio´n x-0.5, para que los
valores de salida del clasificador se encuentren entre 0 y 1. Nuevamente el estimulador de Graz
(Graz Motor Imagery BCI Stimulator) es usado con el fin de realimentar al usuario en la sesio´n
online. Sin embargo, usando el Graz Visualization, se pueden escoger si mostrarle al usuario la
realimentacio´n de sus tareas mentales, las instrucciones provenientes de la estimulacio´n de Graz o
las dos juntas en una ventana. Esta´ herramienta, permite mostrar el porcentaje de acierto de cada
accio´n pensada en tiempo real del usuario. Finalmente, toda la sesio´n es grabada utilizando el cajo´n
Generic stream writer. Una imagen del escenario es mostrada en la figura 4.7
Adicionalmente, se presenta un resumen de las te´cnicas empleadas para cada una de las etapas de
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Figura 4.6. Previsualizacio´n del Escenario de entrenamiento del clasificador.
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Figura 4.7. Previsualizacio´n del Escenario de entrenamiento del clasificador.
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la aplicacio´n BCI, esto es, pre-procesamiento de la sen˜al, extraccio´n de caracterı´sticas, te´cnicas de
aprendizaje de ma´quina y validacio´n del clasificador. Los clasificadores utilizados fueron escogidos
segu´n la guı´a mostrada en el capı´tulo de aprendizaje de ma´quina.











Rechazo de artefactos, C-SVC con
filtrado de Banda Kernel lineal
(80-30) Hz
Extraccio´n de E´poca, Nu-SVC con
seleccio´n de Ventana Kernel RBF
Temporo-Frecuencial
Tabla 4.1: Resumen de las diferentes te´cnicas utilizadas en las etapas del sistema BCI desarrollado.
Comunicacio´n entre el OpenViBe y el Videojuego
Finalmente despue´s de haber obtenido el clasificador, es necesario conectar el resultado de la
clasificacio´n en lı´nea con el videojuego o la aplicacio´n final en general. Esto se realiza a trave´s
de un sistema que brinda una interfaz de red transparente e independiente del dispositivo para
la comunicacio´n con perife´ricos de realidad virtual llamada VRPN (Virtual-Reality Peripheral
Network) [109]. El VRPN es una biblioteca que permite la abstraccio´n de los perife´ricos como
un an˜adido de componentes ba´sicos, como datos analo´gicos, botones o seguidores (que permiten
una localizacio´n y orientacio´n en el espacio). Una de las formas en la que OpenViBe utiliza
estos componentes, es a trave´s de estados de botones usando una emulacio´n de un dispositivo
multibotones. Los estados son flujos controlados de estimulacio´n y cada boto´n puede ser presionado
y liberado mediante identificadores de estimulacio´n dados. El nu´mero de botones emulados del
dispositivo depende del nu´mero de entradas en el cajo´n. Cada vez que una entrada es adicionada, las
correspondientes estimulaciones de ON/OFF son an˜adidas a la configuracio´n del cajo´n. Partiendo
de estas premisas, cualquier aplicacio´n VRPN es capaz de obtener para´metros desde OpenViBe y
brindar una realimentacio´n al usuario como informacio´n visual o cualquier forma de realimentacio´n
propuesta. Cada entrada tiene un correspondiente par de estimulacio´n que son usados para presionar
o liberar los botones. La sen˜al tambie´n puede ser enviada a trave´s de datos analo´gicos, desde donde
se establece una frecuencia de muestreo y se envı´an datos al servidor VRPN establecido. Dentro del
OpenViBe existen bloques que permiten realizar vinculaciones de los escenarios desarrollados con
aplicaciones externas mediante el uso de la VRPN utilizando servidores button y analog:
Button VRPN Server: permite crear servidores que recibira´n los diferentes estados relaciona-
dos a los interruptores (ON/OFF) y activara´ o desactivara´ los botones. Las entradas del cajo´n
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son ilimitadas, sin embargo el nu´mero total de botones del dispositivo a emular debe ser exac-
tamente el mismo que los nu´meros de entrada (para este caso pueden agregarse botones para
cada clase). Las entradas se configuran para recibir los flujos de estı´mulos y permiten cambiar
los correspondientes estados de acuerdo a 2 estimulaciones; cada entrada tiene un par de co´di-
gos de estimulacio´n que son usados para presionar o liberar los botones. Una configuracio´n
adicional es requerida, el nombre del perife´rico emulado, el cual sera´ usado por la aplicacio´n
externa con el fin de comunicarse con el perife´rico. Si la configuracio´n es openvibe-vrpn y
la ma´quina corriendo en OpenViBe es openvibe-machine, entonces el nombre del perife´rico
VRPN completo es openvibe-vrpn@openvibe-machine.
Analog VRPN Server: permite crear servidores VRPN ana´logos que envı´an datos desde
los cajones de entrada disponibles en el escenario hacı´a las aplicaciones cliente. La forma
en la que OpenViBe envı´a los datos a la aplicacio´n externa consiste en la emulacio´n
de un dispositivo multicanal ana´logo, desde los cuales se envı´an las sen˜ales ana´logas
constantemente segu´n la frecuencia de muestreo establecida. El nu´mero de elementos
contenidos en los buffers del flujo fijara´ el nu´mero de canales del dispositivo emulado. Este
cajo´n requiere del establecimiento del nombre del perife´rico que sera´ emulado para el envı´o de
las sen˜ales. Para la previsualizacio´n de la sen˜al de salida puede ser vista dentro del escenario
del OpenviBe utilizando el cajo´n Matrix Display. Este cajo`n se conecta a la salida de los
clasificadores y permite obtener datos ana´logos de la clasificacio´n en lı´nea segu´n el algoritmo
de clasificacio´n usado; por ejemplo para el caso del LDA imprime el valor de la distancia al
hiperplano.
Finalmente se requiere generar un programa cliente en C++ para la recepcio´n de los datos desde
OpenViBe a trave´s del VRPN y la comunicacio´n con el videojuego en Unity o cualquier otra
aplicacio´n externa. Para esto, es necesario descargar y compilar las librerı´as del VRPN y utilizar las
cabeceras vrpn Button.h y vrpn:Analog.h, para los botones y los canales ana´logos respectivamente.
Ahora bien, cada servidor tiene que tener un objeto cliente asociado, para esto es necesario crear los
objetos utilizando la siguiente lı´nea de co´digo:
VRPNAnalog = new vrpn_Analog_Remote( "openvibe_vrpn_analog@localhost" )
En este caso particular, se esta´ creando un hanlder para un Analog Client. El aspecto ma´s
importantes de este objeto es el contenido del pare´ntesis, en donde la parte antes de la @ es el
nombre del perife´rico especı´ficado dentro del escenario en OpenViBe y el cajo`n Analog VRPN
Server (en este caso). La parte despue´s de la @ es el nombre del host del computador donde el
servidor esta´ corriendo, como la aplicacio´n cliente y el escenario del OpenViBe esta´n corriendo en
la misma ma´quina, entonces se utiliza localhost como el nombre del host. Ahora bien, para enlazar
el objeto al handler es necesario crear un callback (una funcio´n que se usa como argumento de otra
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funcio´n), ası´ cada vez que el cliente recibe una entrada ell handler del callback sera´ ejecutado. La
lı´nea de co´digo para realizar esto es la siguiente:
void VRPN_CALLBACK vrpn_analog_callback(void* user_data, vrpn_ANALOGCB analog)
El callback relacionado al perife´rico VRPN ana´logo contiene los siguientes miembros:
num channel: el nu´mero de canales recibidos por el client VRPN. Este valor no es
necesariamente el nu´mero de entradas en el cajo´n VRPN
Analog Server dentro del escenario del OpenViBe. channel[]: es un arreglo que contiene los
valores recibidos.
El OpenViBe envı´a datos transmitidos por los bloques (streamed) de matriz que contienen varios
valores. Cada matriz de streaming puede tener muchos canales, tambie´n cada cajo´n VRPN Analog
Server puede tener muchas entradas; todos los datos tienen que ser enviados al cliente VRPN al
mismo tiempo por lo que se puede procesar en una corrida. El OpenViBe se acopla a todos los datos
en una matriz unidimensional y los envı´a a trave´s del VRPN. La siguiente lı´nea de co´digo es usada
para imprimir los valores del canal ana´logo tomado de la salida del clasificador.
std::cout << "Analog Channel : " \<< i \<< "Analog Value : " << analog.channel[i] << std::endl;
Despue´s de e´sto, se captura la variable de relacionada con el valor ana´logo del canal con el fin
de umbralizarlo y permitir la generacio´n de los eventos de teclado para la comunicacio´n con
el videojuego. Esto se realiza en la etapa final donde se crea un bucle con el fin de consultar
permanentemente el estado del objeto creado y verificar si hay nuevos datos de entrada. Para este





En este bucle entonces se an˜aden los eventos necesarios para la conexio´n con el videojuego, teniendo
en cuenta la salida de la sen˜al ana´loga del clasificador, para este se trabajan con eventos de teclado
que coinciden con dos teclas de disparo (una para cada mano) dentro del escenario del videojuego.
Particularmente, la funcio´n keybd event en C + + me permite escribir para´metros alfanume´ricos
utilizando las librerı´as windows.h y la siguiente lı´nea de co´digo:
keybd\_event(’X’, 0, 0, 0);
keybd\_event(’X’, 0, KEYEVENTF\_KEYUP, 0);
Ası´, cada vez que el valor del canal ana´logo sobrepase un valor umbral (definido segu´n el
clasificador), el programa cliente enviara´ la sen˜al de disparo al videojuego mediante la simulacio´n de
presionar y soltar una para´metro alfanume´rico del teclado. Despue´s de compilar el co´digo, se genera





Se realizo´ el experimento descrito con 8 usuarios adultos jo´venes entre los 24 y 28 an˜os de edad, de
ge´nero masculino, sin ninguna condicio´n patolo´gica o desorden neurolo´gico diagnosticado. A cada
uno de los usuarios se le indico´ la rutina del experimento justo antes de comenzar. Las intervenciones
fueron realizadas siempre en las primeras horas del dı´a (8:00 am. - 9:00 am.) con el fin de evitar
factores como el estre´s o sudoracio´n excesiva, ademas se les solicito dormir bien la noche anterior
con el fin de disminuir los inconvenientes con estados de somnolencia durante la intervencio´n del
experimento.
Figura 5.1. Sen˜ales de los electrodos FC5 y FC6 antes y despue´s del procesamiento con el filtro
entre las bandas Alfa y Beta.
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Se verifico´ que el estado de conductividad de los electrodos del EPOC estuviera en un buen nivel
segu´n la convencio´n de colores (verdes o amarillos para una buena conduccio´n) y por u´ltimo se
ubico´ el usuario al frente de la pantalla para iniciar la sesio´n de entrenamiento. Para cada usuario,
fueron evaluados tres clasificadores: LDA, C-SVC con Kernel Lineal y Nu-SVC con Kernel
Gaussiano. La gra´fica 5.1 muestra el efecto que produce el filtro pasabanda aplicado a la sen˜al de
los electrodos FC5 y FC6 sobre uno de los usuarios.
Ahora bien, el feno´meno de los ERD/ERS que son producidos con las tareas mentales de imagina-
cio´n motora en las sesiones de entrenamiento se genera en las bandas mu y beta en los electrodos
cercanos a la corteza motora. En cada usuario la latencia de estas dos sen˜ales puede ser vista
usando mapas tiempo-frecuencia, los cuales brindan una vista de la actividad sobre las bandas de
frecuencia en cada electrodo (o sobre un filtro espacial) mostrando el incremento o decremento
durante las tareas de imaginacio´n motora. Las siguientes figuras, muestran mapas tiempo-frecuencia
calculados de cada usuario durante una tarea de imaginacio´n especı´fica, los mapas cubren el rango
de frecuencia filtrado (8 Hz- 30 Hz) y se realizan sobre los electrodos en donde de forma individual,
cada usuario mostro´ mejor latencia de los ERD/ERS. Las capturas son realizadas en uno de los
momentos en donde el usuario es expuesto a los estı´mulos de entrenamiento de imaginacio´n motora
en un intervalo de 4 segundos (con el fin de tomar un par de segundos antes). Aunque no es fa´cil
detectar diferencias a trave´s de inspecciones visuales, un ana´lisis ma´s extenso de estos mapas
podrı´a brindar algunos componentes frecuenciales que podrı´an ser seleccionados para ajustar los
filtros y lograr una mejor descripcio´n de los patrones para cada individuo. A la derecha de cada
mapa se muestra el espectro de potencias de los electrodos escogidos.
Figura 5.2. Aquı´ el sujeto 1 imagina el movimiento de su mano izquierda representado en el
electrodo par.
Finalmente se presentan los resultados de clasificacio´n para cada usuario con cada uno de los
clasificadores usados para la estrategia mental de imaginacio´n motora. El comportamiento de
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Figura 5.3. Aquı´ el sujeto 2 imagina el movimiento de su mano izquierda representado en el
electrodo par.
Figura 5.4. Aquı´ el sujeto 3 imagina el movimiento de su mano derecha representado en el electrodo
impar.
Figura 5.5. Aquı´ el sujeto 4 imagina el movimiento de su mano derecha representado en el electrodo
impar.
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Figura 5.6. Aquı´ el sujeto 5 imagina el movimiento de su mano izquierda representado en el
electrodo par.
Figura 5.7. Aquı´ el sujeto 6 imagina el movimiento de su mano derecha representado en el electrodo
impar.
Figura 5.8. Aquı´ el sujeto 7 imagina el movimiento de su mano derecha representado en el electrodo
impar.
Figura 5.9. Aquı´ el sujeto 8 imagina el movimiento de su mano derecha representado en el electrodo
impar.
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Sujeto LDA( %) C-SVC con Kernel Lineal ( %) Nu-SVC con Kernel RBF Mejor Valor de Nu
S1 68.1 67.3 95.7 0.2
S2 62.0 62.4 95.6 0.3
S3 73.3 73.3 97.9 0.3
S4 71.0 71.5 98.5 0.4
S5 66.7 71.2 97.2 0.3
S6 68.1 69.4 96.7 0.5
S7 59.4 59.4 95.3 0.2
S8 72.1 71.5 97.5 0.1
Prom 67.6 68.3 96.7 0.3
Tabla 5.1: Exactitud de los clasificadores evaluados en 8 usuarios diferentes.
la ma´quina de soporte vectorial Nu-SVC con el Kernel Gaussiano, mostro´ un comportamiento
sobresaliente sobre los otros dos clasificadores. La sintonizacio´n manual de la cota Nu, permitio´ que
los resultados obtenidos en este trabajo superaran trabajos previos realizados con sistemas BCI de
bajo costo como el EPOC [110], [111]; los cuales siempre han sido ampliamente criticados por su
baja exactitud en estrategias mentales puntuales. La siguiente tabla muestra los resultados de los
diferentes clasificadores aplicados sobre los datos de los 8 usuarios.
Como se muestra, la implementacio´n de la ma´quina de soporte vectorial Nu-SVC y la sintonizacio´n
manual del para´metro Nu permitieron aumentar ma´s dell 25 % en la exactitud de clasificacio´n
con respecto a los dema´s clasificadores. La figura 5.10 muestra la exactitud promedio de los 3
clasificadores para todos los 8 usuarios.
La variacio´n del para´metro Nu en la ma´quina de soporte vectorial, arrojo´ pequen˜os cambios en la
exactitud del clasificador cuando se utiliza un valor de gamma igual a 100. Cuando el para´metro
gamma se sintoniza en valores pequen˜os, la variacio´n del para´metro Nu arroja cambios mayores en
la exactitud final del clasificador Nu-SVC. La siguiente gra´fica muestra el comportamiento de la
clasificacio´n del Nu-SVC cuando los valores de Nu son modificados para todos los usuarios para un
mismo valor de gamma igual 100.
Esta parametrizacio´n de la ma´quina de soporte mediante el para´metro Nu permite un control
del nu´mero de vectores de soporte y errores. Controlar el nu´mero de vectores de soporte tiene
consecuencias para: 1) complejidad en el tiempo de ejecucio´n ya que el tiempo de evaluacio´n de la
funcio´n estimada se escala de forma lineal con el nu´mero de vectores de soporte [112], 2) tiempo
de entrenamiento, por ejemplo, cuando se utiliza un algoritmo de segmentacio´n el cual incrementa
la complejidad con el nu´mero de vectores de soporte, 3) los lı´mites del error en la generalizacio´n,
el algoritmo optimiza directamente una cantidad por medio de la cual uno puede dar los lı´mites de
generalizacio´n. Adema´s, asinto´ticamente, el valor Nu controla directamente el nu´mero de vectores
de soporte y el u´ltimo puede ser usado para dar un lı´mite de generalizacio´n en la validacio´n con
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Figura 5.10. Resultados de la clasificacio´n de los patrones de imaginacio´n con los 3 clasificadores
para todos los usuarios.
Figura 5.11. Exactitud del clasificador Nu-SVC con la sintonizacio´n del para´metro Nu.
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dejar-uno-afuera [113].
Este trabajo implementa una estrategia mental muy utilizada para la interaccio´n con sistemas BCI, la
imaginacio´n motora mediante un dispositivo inala´mbrico de bajo costo usando un software gratuito
de fuente abierta. A pesar de las limitaciones del sistema EPOC en cuanto a brindar sen˜ales de alta
calidad para una aplicacio´n BCI, la implementacio´n de algoritmos de aprendizaje de ma´quina como
las ma´quinas de soporte vectorial, puede brindar exactitudes interesantes en problemas biclase,
comparables con experimentos que usan sistemas BCI ma´s acade´micos, con una mayor cantidad
de electrodos y ma´s costosos.
5.2. Videojuego BCI Duck Hunt
BCI Duck Hunt, es un videojuego basado en la estrategia mental de imaginacio´n motora creada para
la interaccio´n con interfaces cerebro computador. En esta estrategia, el usuario con solo imaginar
ciertos movimientos de su cuerpo, puede generar sen˜ales detectables para controlar acciones dentro
de un videojuego. Despue´s de la fase de entrenamiento previa, el sistema es adaptado para reconocer
dos clases en particular: la imaginacio´n del movimiento de la mano derecha y la imaginacio´n del
movimiento de la mano izquierda con el fin de interactuar en un entorno tridimensional basado en
el famoso videojuego de la Nintendo Duck Hunt. Dentro del videojuego, el jugador debe utilizar
la imaginacio´n de movimiento a trave´s del sistema BCI Emotiv EPOC con el fin de disparar a
los patos que vuelan por la pantalla, obteniendo puntos conforme su nivel de acierto. Para este
caso, los disparos dependen de la capacidad que tenga el usuario de imaginarse cualquiera de los
dos movimientos, si el pato sale en la parte derecha de la pantalla, el usuario debera´ imaginarse
el movimiento de su mano derecha para generar la accio´n de control que disparara´ y derribara´ el
pato, de forma ana´loga, el usuario podra´ hacerlo con los patos de la parte izquierda de la pantalla.
Para disparar a los patos, el usuario dispone de unos cuantos segundos de vuelo; los patos vuelan
fueran de la pantalla si no se logra la sen˜al correcta en el tiempo estipulado. El videojuego finaliza
con el total de objetivos impactados en una ronda de 10 oportunidades distribuidas aleatoriamente
(derecha e izquierda). El documento de disen˜o fue elaborado utilizando teorı´as de condicionamiento
operante aplicado a videojuegos [114], en donde se utilizan puntos de contingencia, los cuales
permiten correlacionar eventos dentro del videojuego. Esta teorı´a utiliza los tres elementos cla´sicos
del condicionamiento operante: antecedentes, establecidos como reglas y objetivos a alcanzar dentro
del videojuego; comportamientos, relacionados a los estados mentales de imaginacio´n motora a
los que se desea inducir al usuario y finalmente, las consecuencias, establecidas como refuerzos
positivos y negativos que se definen dentro del videojuego cada vez que el usuario realiza o no
realiza la tarea mental propuesta.
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5.3. Aplicaciones clı´nicas de la imaginacio´n de movimiento en rehabi-
litacio´n
El potencial que tiene la pra´ctica mental (PM) a trave´s de la imaginacio´n de movimiento sobre
la optimizacio´n de los procesos de recuperacio´n de la funcio´n motora en varios campos de
la rehabilitacio´n fı´sica y ma´s particularmente en la neurorehabilitacio´n, ha creado un intere´s
multidisciplinario que ha permitido fortalecer campos como el de la neurociencia computacional y la
ingenierı´a neural [96]. Una de las principales ventajas de usar MI en terapia es que el ensayo mental
de las tareas motoras cuando y donde el usuario es capaz de practicarla, incrementa el nu´mero de
repeticiones de una manera segura y auto´noma sin fatiga fı´sica. El uso de la imaginacio´n motora
tambie´n permite la pra´ctica de tareas motoras (ej. caminar, escribir, agarrar) en fases tempranas
de rehabilitacio´n cuando los pacientes son incapaces de ejecutarlas fı´sicamente (ej. paresias,
inmovilizaciones) [105]. Desde un punto de vista clı´nico, la imaginacio´n de movimiento puede
ser definida como un proceso activo durante el cua´l la representacio´n de una accio´n es internamente
reproducida (o ejecutada) sin la manifestacio´n de ninguna salida. Por el contrario, la pra´ctica mental
es la repeticio´n de las acciones imaginadas con la intencio´n de mejorar la ejecucio´n fı´sica. La
justificacio´n del por que´ usar MI en la rehabilitacio´n de deficiencias motoras surge probablemente
de las correlaciones existentes entre la MI y la ejecucio´n fı´sica del movimiento: a) la duracio´n del
movimiento imaginado se correlaciona con la duracio´n del movimiento real, b) la simulacio´n de los
movimientos evoca respuestas autono´micas similares, c) la imaginacio´n de una accio´n involucra
redes neuronales muy similares a la de su ejecucio´n fı´sica [105]. Existe entonces un gran reto
relacionado a la posibilidad de integrar pra´cticas mentales especı´ficas como el entrenamiento basado
en imaginacio´n de movimiento a los programas regulares de rehabilitacio´n con el fin de comprobar
profunda y detalladamente sus efectos en determinadas patologı´as [115].
Algunos de los factores que se modifican en la pra´ctica de la imaginacio´n motora son:
Habilidad de imaginacio´n: con el fin de optimizar los beneficios de la pra´ctica de MI,
la habilidad de los individuos de usar la imaginacio´n es de consideracio´n relevante. La
imaginacio´n es una capacidad multiface´tica que difiere entre individuos, especı´ficamente
la habilidad de imaginacio´n de movimiento usualmente es evaluada por las respuestas
individuales a escalas de puntaje ordinales. Imaginar mentalmente un ejercicio hasta en sus
ma´s mı´nimos detalles y hacerlo todos los dı´as puede conllevar a cambios reales en los aspectos
fı´sicos [115].
Familiaridad con la tarea: algunos autores han asegurado que la familiaridad es un
prerrequisito para el e´xito de la pra´ctica de la MI. Mutsaarts et al [116] mostraron que
individuos con para´lisis cerebral hemipare´tica cuya habilidad de imaginacio´n fue dan˜ada,
fueron incapaces de planear nuevas tareas. Ası´ entonces, la nocio´n de la efectividad de la
pra´ctica mental es relacionada a la familiaridad con la tarea motora, las tareas familiares esta´n
108
Capı´tulo 5. RESULTADOS Y ANA´LISIS
asociadas a mejores resultados que las tareas no familiares y este concepto tiene fundamento
en las bases del aprendizaje motor.
Memoria de trabajo: es un complejo proceso que incluye el almacenamiento y manipulacio´n
de la informacio´n, puede ser categorizada como visual, verbal o cineste´sica. Malouin y
colegas [117] describieron la imaginacio´n de movimiento como un estado dina´mico durante el
cua´l la representacio´n de una accio´n especı´fica es internamente reactivada, por ende, el ensayo
mental requiere que los sujetos manipulen y mantengan la informacio´n visual y cineste´sica
en su memoria de trabajo. Vale la pena sen˜alar que la pra´ctica de MI combinada con pra´ctica
fı´sica mostro´ mantener las ejecuciones de una tarea motora anticipatoria ma´s que la pra´ctica
fı´sica sola en individuos con una alta probabilidad de de´ficits en la memoria de trabajo.
Motivacio´n: personas con bajos puntajes de ansiedad cognitiva tuvieron una mejor pra´ctica
mental que personas con puntajes de ansiedad altos. Involucrar una pra´ctica mental en
sesiones de neurorehabilitacio´n puede aumentar la excitacio´n y la autoeficacia y por
consiguiente tener un efecto positivo en la motivacio`n y la autoconfianza [118].
5.4. Aplicaciones en Teleoperacio´n de Sistemas Robo´ticos
Particularmente han sido identificadas 5 a´reas de aplicacio´n en donde personas en condicio´n de
discapacidad podrı´an beneficiarse ampliamente de los avances de la investigacio´n con los sistemas
BCI: a) comunicacio´n y control, b) sustitucio´n motora, c) entretenimiento, d) recuperacio´n motora
y d) monitoreo de estados mentales [119]. El control de sistemas robo´ticos con el fin de generar
dina´micas de teleoperacio´n a trave´s de intenciones mental ha sido explorado por la comunidad BCI
desde el 2004 [120], desde entonces, se han propuesto te´cnicas de control accionadas por el cerebro
utilizando sistemas no-invasivos con el fin de operar dispositivos fı´sicos como sillas de ruedas,
manipuladores, humanoides de pequen˜o taman˜o, o´rtesis operadas mediante estimulacio´n ele´ctrica
funcional, entre otros [121]. Utilizando el sistema de entrenamiento basado en imaginacio´n motora,
se pueden establecer comunicaciones con diferentes sistemas robo´ticos a trave´s del puerto virtual
creado desde el OpenViBe, el cua´l permite el envı´o continuo de datos ana´logos. Uno de los sistemas
robo´ticos que posee el grupo de investigacio´n es el Galileo Explorer, un robot explorador oruga
con comunicacio´n GSM (Global System for Mobile communications) que tiene articulado un brazo
robo´tico con una ca´mara para tareas exploratorias. Una de las interfaces de comunicacio´n con el
sistema es a trave´s de una GUI disen˜ada en Visual Basic, la cual permite el envı´o de sen˜ales para la
navegacio´n del sistema (adelante, atra´s, parada, izquierda, derecha) y para el movimiento del brazo
articular. Fueron adicionados comandos para el control con el sistema BCI de dos de las sen˜ales del
sistema robo´tico: ir adelante y parada; con el fin de mostrar el principio de teleoperacio´n basado
en el accionamiento controlado a trave´s de intenciones mentales.La siguiente imagen muestra el
Galileo Explorer y la GUI final del prototipo:
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Figura 5.12. Interfaz de usuario desarrollada para la teleoperacio´n del sistema robo´tico Galileo
Explorer.
Se realizaron pruebas funcionales en donde utilizando la configuracio´n BCI experimental descrita
con anterioridad, se logran enviar sen˜ales de control al sistema robo´tico mediante la clasificacio´n
en lı´nea de las clases de imaginacio´n motora. Este tipo de aplicaciones brindan un punto de partida
trascendental en la elaboracio´n de sistemas neurocontrolados que pueden beneficiar a personas en
condiciones de discapacidad, sistemas como sillas de ruedas ele´ctricas, pro´tesis y brazos robo´ticos
podrı´an ser adaptadas para un control a trave´s de intenciones mentales mediante un entrenamiento
cuidadosamente planeado. Quiza´ en un futuro no muy lejano, podamos establecer una comunicacio´n





En esta tesis se ha realizado una metodologı´a para la implementacio´n de un experimento de
imaginacio´n motora biclase a partir de sen˜ales de electroencefalografı´a (EEG) tomadas de una
interfaz cerebro computador (BCI) de bajo costo, a trave´s de la clasificacio´n de sen˜ales usando en
el feno´meno de eventos relacionados a desincronizaciones. Para e´sto se utilizo´ el OPenViBe, un
software de acceso gratuito que ha sido creado para promover la investigacio´n con sistemas BCI, en
donde se implementaron escenarios para las etapas de procesamiento, extraccio´n de caracterı´sticas,
clasificacio´n y aplicacio´n final. Particularmente, fueron usados criterios de seleccio´n de canales
de EEG basados en la cercanı´a espacial de los electrodos con la corteza premotora y motora
primaria del cerebro. Se usaron filtros para el rechazo de artefactos y para la extraccio´n de los
ritmos sensoriomotores producidos entre 8 Hz y 30 Hz. Tambie´n se establecieron para´metros para
el procesamiento basado en e´pocas, en donde se segmento´ la sen˜al EEG a trave´s de e´pocas en
donde se pueden ubicar y etiquetar los feno´menos mentales con mayor facilidad. A trave´s de la
te´cnica de patrones espaciales comunes (CSP), se calculan filtros espaciales que son o´ptimos para
la extraccio´n de las sen˜ales EEG ma´s discriminantes entre las dos condiciones de imaginacio´n de
movimiento, es decir, la matriz inversa de pesos calculada por el filtro es la distribucio´n de vectores
invariantes en el tiempo de la sen˜al EEG. Esta te´cnica de filtrado espacial fue usada como me´todo
de extraccio´n de caracterı´sticas para los clasificadores evaluados: ana´lisis discriminante lineal
(LDA) y dos ma´quinas de soporte vectorial. Se evaluaron estos tres algoritmos de clasificacio´n
utilizando validacio´n cruzada con un nu´mero de particiones igual a 5 (5-fold) y a partir de e´ste
procedimiento se sintonizaron los valores o´ptimos de los para´metros que permitieron incrementar
las exactitudes de clasificacio´n.
Los mejores resultados fueron obtenidos usando la ma´quina de soporte vectorial denominada
Nu-SVC con un Kernel Gaussiano, la cual permite an˜adir un para´metro para el control del nu´mero
de vectores soporte. Esta parametrizacio´n en la ma´quina de soporte vectorial tiene consecuencias en
el tiempo de ejecucio´n, el tiempo de entrenamiento y en los lı´mites del error en la generalizacio´n.
Con un valor de Gamma para el Kernel gaussiano igual a 100 y un valor promedio de Nu igual
a 0.300, se logro´ un incremento de ma´s del 25 % en la exactitud, comparado con la clasificacio´n
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con LDA y con la ma´quina C-SVC con Kernel lineal. Teniendo esto en cuenta, se verifico´ que las
ma´quinas de soporte vectorial combinadas con Kernel gaussianos son una potente herramienta para
la clasificacio´n de patrones mentales registrados con sistemas BCI-EEG. En resultados obtenidos
mediante una prueba realizada con 8 usuarios sanos, se resaltan las exactitudes obtenidas con la
ma´quina Nu-SVC, la cua´l mostro´ en promedio un desempen˜o del 96.7 %, un valor de exactitud de
clasificacio´n alto para experimentos de imaginacio´n motora con sistemas BCI de bajo costo, en
comparacio´n con otros estudios encontrados. A pesar que los resultados demuestran que es posible
utilizar sistemas BCI de bajo costo como el EPOC para realizar experimentos neurocientı´ficos
rigurosos, existen algunos problemas relacionados directamente con el hardware que a menudo,
impiden que se puedan realizar aplicaciones ma´s exactas y que brinden una mejor experiencia
de usuario cuando se utilizan estrategias mentales de interaccio´n puntuales como la imaginacio´n
motora: los electrodos de registro del neurocasco no cubren totalmente la corteza motora sobre la
cua´l se registran con efectividad las sen˜ales ERD y ERS necesarias para las tareas de imaginacio´n
motora; adicionalmente, dada la flexibilidad del EPOC, las localizaciones de los electrodos no son
fijas cuando el neurocasco es llevado puesto, lo que aumenta la complejidad en la reproducibilidad
del experimento con el mismo usuario, especialmente en aquellas situaciones en donde se requieren
movimientos constantes del usuario (por ejemplo el movimiento de una silla de ruedas en terrenos
no planos).
Futuros trabajos podrı´an incluir el uso de otros sistemas ma´s robustos en donde puedan
ser rastreados con mayor fiabilidad ma´s patrones de imaginacio´n de movimiento, como los
movimientos de los pies, dedos o lengua. En otros trabajos realizados en investigaciones paralelas,
hemos propuesto el uso de sistemas hı´bridos (hBCI) o multimodales en donde se combina el uso de
sistemas de captura de movimiento con ana´lisis cinema´tico y neuromecanismos detectados usando
interfaces cerebro computador, para el tratamiento de enfermedades y lesiones del sistema nerviosos
central que conducen a un deterioro sensoriomotriz, utilizando videojuegos especializados. Estas
interfaces pueden beneficiar a los usuarios en tres formas generales: a) los sistemas hBCI pueden
extender las capacidades de las interfaces actuales, permitie´ndole a los usuarios el control de ma´s
dimensiones de movimiento o el envı´o de combinaciones de comandos no disponibles de otro
modo, b) los sistemas BCI hı´bridos pueden hacer ma´s adaptativa e intuitiva la interaccio´n humano-
computador y c) los sistemas BCI hı´bridos pueden ayudar a que las interfaces cerebro computador
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