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ivIntroduzione
L'argomento trattato in questa tesi riguarda le reti Booleane, ovvero i
sistemi dinamici che coinvolgono variabili Booleane che ad ogni istante
interagiscono tra di loro e vanno a determinare, attraverso funzioni lo-
giche, il nuovo valore delle variabili stesse all'istante successivo. Queste
reti possono essere prive di variabili di ingresso, e quindi possono solo
evolvere in libera, oppure possono presentare anche delle variabili di in-
gresso, sempre di tipo Booleano; in quest'ultimo caso le reti Booleane
vengono dette di controllo.
Visto che le variabili in gioco assumono solo due valori, 0 o 1, le con-
gurazioni possibili delle variabili sono in numero nito, per cui una rete
Booleana  e un sistema a stati niti, il cui funzionamento, per lo meno
nel caso di un numero piccolo di variabili,  e facilmente rappresentabile
attraverso un grafo.
L'interesse per questo tipo di reti nasce in campo biologico con un lavo-
ro di Kauman del 1962, [11], nel quale si propone una modellizzazione
dei geni come variabili Booleane (aventi il valore 1 se il gene  e attivo o
il valore 0 se il gene  e inattivo); nello stesso lavoro, Kauman studia il
comportamento di reti Booleane generali, costruite in maniera aleatoria,
ed in particolare ne studia i cicli e la stabilit a, trovando delle analogie con
il funzionamento a livello cellulare dei geni. Per lungo tempo i modelli
Booleani non sono stati presi in considerazione come un reale metodo
di modellizzazione dei sistemi biologici, e sono stati di gran lunga privi-
legiati i sistemi di equazioni dierenziali. Nei primi anni 2000, invece,
compaiono modelli matematici di sistemi biologici ottenuti con reti Boo-
leane: un modello per la regolazione dei geni negli embrioni di Drosophila
Melanogaster, [24], dei modelli per il ciclo di vita di diversi lieviti, [22],
[23], modelli della rete di regolazione dei geni per lo sviluppo dei ori e
altri modelli legati al mondo vegetale, [25] e [26], un modello del ciclo di
vita delle cellule dei mammiferi, [20], e modelli del funzionamento dell'o-
perone lac nel batterio Escherichia coli, [12].
La ricerca non si  e unicamente concentrata sull'uso di queste reti per
modellare sistemi biologici, ma si  e anche sviluppata dal punto di vi-
sta teorico, dello studio e delle propriet a di questi sistemi. Soprattutto
dopo l'introduzione di una tecnica per individuare una forma algebrica
per questo tipo di reti, [1], sono stati numerosi gli studi legati a questo
argomento, e sono andati ad investigare i diversi aspetti che riguardano
la teoria dei sistemi: comportamento asintotico, raggiungibilit a, control-
labilit a, stabilizzabilit a, [4], osservabilit a, [3], retroazione dallo stato, [5],
controllo ottimo,[7],[9],[10], e altri ancora.
1La tesi si concentra sulla ricerca di strategie per il controllo dall'uscita di
queste reti, argomento riguardo al quale in letteratura esiste un solo la-
voro, [6]; le strategie elaborate vengono poi applicate ad uno dei modelli
biologici prima citati, quello del funzionamento dell'operone lac.
La tesi si sviluppa come segue:
 Nel primo capitolo vengono riportati alcuni preliminari matemati-
ci che risultano utili per la comprensione dell'argomento trattato:
essi riguardano la logica Booleana, il prodotto semi-tensoriale e la
scrittura in forma algebrica di funzioni logiche, i sistemi positivi, le
catene di Markov e alcune nozioni sui gra.
 Il secondo capitolo tratta le reti Booleane (quindi quelle prive di
ingresso), studiandone il comportamento a regime, i cicli e la sta-
bilit a della rete stessa.
 Nel terzo capitolo si considera la presenza di ingressi e di usci-
te nelle reti Booleane, per cui vengono trattati argomenti quali la
raggiungibilit a e la controllabilit a, la stabilizzazione, l'osservabilit a
e la ricostruibilit a.
 Il quarto capitolo si occupa in maniera approfondita delle strategie
di controllo per le reti Booleane: la prima strategia trattata  e la
retroazione dallo stato, seguita dalla retroazione dall'uscita ed in-
ne dal controllo ottimo.
 Nel quinto capitolo si studia il funzionamento dell'operone lac, se
ne ottiene un modello tramite una rete Booleana e a questo modello
si applicano le strategie di controllo dall'uscita elaborate nel quarto
capitolo.
21 Preliminari matematici
I sistemi a stati Booleani, come verr a meglio esposto nel capitolo successi-
vo, sono sistemi in cui le variabili di stato e di ingresso possono assumere
due soli valori, 0 e 1. Questo comporta un notevole legame con il mondo
matematico della logica binaria, in cui variabili che possono assumere
solo due valori sono l'argomento di funzioni che a loro volta danno come
risultato solo due possibili valori. Inoltre, come si vedr a in seguito, le reti
Booleane possono essere descritte da sistemi con matrici di evoluzione di
stato i cui elementi assumono due soli valori, 0 e 1, e quindi da sistemi
positivi assai particolari che presentano anche un forte legame con le ca-
tene di Markov.
Nel seguito del capitolo sono riportati concetti di base di logica Booleana,
un metodo per trovare la forma algebrica di un sistema di equazioni lo-
giche,alcuni risultati riguardanti i sistemi positivi e le catene di Markov.
L'ultima paragrafo  e dedicato alla teoria dei gra.
1.1 Logica Booleana
Nella logica Booleana l'insieme su cui si lavora  e quello composto dagli
elementi 0 e 1, che nel seguito viene denominato con B = f1;0g.
Denizione 1.1: Una variabile  si dice logica se i suoi valori apparten-
gono a B. Una variabile logica  e una costante se assume un valore sso,
0 o 1.
Date due variabili logiche  e , i connettori logici esprimono le ope-
razioni che possono essere eettuate con queste. I tre pi u importanti
connettori logici sono:
 NOT: esprime l'operazione unaria di negazione e si indica con il
simbolo : ; in particolare : = 1 se e solo se  = 0;
 AND: esprime l'operazione binaria di congiunzione tra  e , e si
indica con il simbolo ^; ^ = 1 se e solo se sia  che  sono pari
a 1;
 OR: esprime l'operazione binaria di disgiunzione, e si indica con _;
 _  = 0 se e solo se sia  che  sono uguali a 0.
Si pu o dimostrare che tutte le altre operazioni eettuabili tra 2 va-
riabili logiche, e quindi tutti gli altri connettori esistenti, possono essere
espresse tramite queste 3 operazioni fondamentali.
3Denizione 1.2: Una funzione logica f  e una espressione logica che,
attraverso i connettori logici, coinvolge n variabili logiche e eventualmente
anche alcune costanti.  E quindi una mappa f : Bn ! B.
Osservazione 1.1: Tra i connettori logici, la negazione ha sempre la pre-
cedenza sugli altri; per modicare la precedenza tra connettori si usano
le parentesi, con la regola che le operazioni tra parentesi vanno svolte per
prime. 
Le funzioni logiche possono essere rappresentate tramite tabelle di verit a
che, a seconda del valore assunto dalle variabili logiche, indicano qual  e
il risultato della funzione.
Esempio 1.1: In Tabella 1.1 si riportano le \tabelle di verit a" dei
3 connettori logici precedentemente richiamati, e anche quelle di altri 3
connettori molto usati, l'implicazione logica, !, la doppia implicazione
logica, $, e la disgiunzione esclusiva o XOR,  _.
  :  ^   _   !   $   _
1 1 0 1 1 1 1 0
1 0 0 0 1 0 0 1
0 1 1 0 1 1 0 1
0 0 1 0 0 1 1 0
Tabella 1.1: Tabella di verit a dei principali connettori logici
|
Esempio 1.2: Data l'espressione
 = ( ^ :) _ (
 ^ 1) _ ( ^ 
) ;
questa  e una funzione logica f di 3 variabili logiche, f : B3 ! B, la cui
tabella di verit a  e riportata nella Tabella 1.2.
|
A questo punto risulta importante trovare un modo per esprimere le
funzioni logiche sotto forma algebrica di prodotto fra matrici e vettori,
dal momento che questo permetter a di rappresentare in forma algebrica
le reti Booleane (BN, Boolean networks). Per fare questo  e necessario
introdurre un tipo di prodotto tra matrici che non  e quello usualmente
adottato in algebra, ovvero il prodotto semitensoriale.
4  
  = F(;;
)
1 1 1 1
1 1 0 0
1 0 1 1
1 0 0 1
0 1 1 1
0 1 0 0
0 0 1 1
0 0 0 0
Tabella 1.2: Tabella di verit a della funzione F.
1.2 Prodotto Semitensoriale
Il prodotto semitensoriale  e l'estensione dell'usuale prodotto tra matrici
nel caso queste non abbiano le dimensioni compatibili. Questo prodotto
permette infatti di calcolare AB, A 2 Rmn, B 2 Rpq, anche quando n
 e diverso da p. Per denirlo conviene fornire inizialmente la denizione
di prodotto di Kronecker, un altro tipo di prodotto fra matrici.
Denizione 1.3: Il prodotto di Kronecker tra 2 matrici, A 2 Rmn e
B 2 Rpq, si indica con 
 e si denisce nel seguente modo:
C = A 
 B =
2
6 6 6
4
a11B a12B  a1nB
a21B a22B  a2nB
. . .
. . . 
. . .
am1B am2B  amnB
3
7 7 7
5
dove aij indica l'elemento in posizione (i;j) della matrice A, e aijB indica
il prodotto della matrice B per lo scalare aij. La matrice C appartiene
ovviamente a Rmpnq.
Sfruttando quest'ultima denizione  e possibile introdurre il prodotto
semitensoriale come segue:
Denizione 1.4: Il prodotto semitensoriale (sinistro) delle matrici
A 2 Rmn e B 2 Rpq, si indica con A n B ed  e denito nel seguente
modo:
A n B = (A 
 IT=n)(B 
 IT=p)
con T = mcm(n;p), il minimo comune multiplo tra n e p.
Osservazione 1.2: Se n = p, il prodotto semitensoriale A n B diventa
l'usuale prodotto tra matrici, A n B = AB. 
5Esempio 1.3: Dati i due vettori colonna di dimensione 2, A =

a1
a2

,
B =

b1
b2

, si ha
A n B = (A 
 I2)B =
2
6 6
4
a1 0
0 a1
a2 0
0 a2
3
7 7
5

b1
b2

=
2
6 6
4
a1b1
a1b2
a2b1
a2b2
3
7 7
5 = A 
 B
|
Il risultato di questo esempio ha validit a generale e pu o essere rias-
sunto nella seguente
Proposizione 1.1 Dati 2 vettori colonna X 2 Rm, Y 2 Rp, Z = X nY
 e un vettore colonna di dimensione mp e si ha Z = X 
 Y .
Nel seguito si riportano altre propriet a del prodotto semitensoriale.
Proposizione 1.2 Il prodotto semitensoriale gode delle seguenti pro-
priet a
 propriet a associativa: (A n B) n C = A n (B n C);
 propriet a distributiva: (A + B) n C = (A n C) + (B n C)
A n (B + C) = A n B + A n C ;
 (A n B)T = BT n AT;
 se M 2 Rmpn, allora M n In = M;
 se M 2 Rpmn, allora Im n M = M.
Osservazione 1.3: Esiste anche una versione destra del prodotto semi-
tensoriale, che presenta propriet a molto simili a quelle del prodotto se-
mitensoriale sinistro. Nel seguito non verr a utilizzato e quindi non viene
qui riportato. 
A questo punto  e possibile cercare una forma algebrica con cui espri-
mere una qualsiasi funzione logica.
61.3 Forma algebrica di funzioni logiche
Introducendo la notazione i
k ad indicare la i-esima colonna della matrice
Ik, e k ad indicare l'insieme formato da tutte le colonne della matrice Ik,
si ha che una variabile logica a valori in B presenta una \forma vettoriale"
a valori in 2. In particolare, se  2 B, la sua forma vettoriale a 2 2  e
tale per cui
a =

1
0

= 
1
2 ,  = 1 ; a =

0
1

= 
2
2 ,  = 0 :
Denizione 1.5: Una matrice L 2 Rnm si dice logica se l'insieme
formato dalle sue colonne, denotato con Col(L),  e contenuto in n. L'in-
sieme di tutte le matrici logiche di dimensione nm viene denotato con
Lnm.
Denizione 1.6: Dato l'operatore logico f(p1;p2;:::;pn), con pi va-
riabili logiche espresse in forma vettoriale, la matrice Mf, di dimensione
2  2n, si dice matrice di struttura dell'operatore f se
f(p1;p2;:::;pn) = Mf n p1 n p2 n  n pn :
Risulta quindi necessario capire come trovare una matrice di strut-
tura di un dato operatore logico. Sfruttando le prossime proposizioni
si ricaver a un procedimento per ottenerla, e si dimostrer a inoltre che la
matrice di struttura  e unica ed  e logica.
Per prima cosa viene analizzato il prodotto semitensoriale delle variabili
Booleane nella loro forma vettoriale, come compare nella Denizione 1.6,
cio e x = p1 n p2 n  n pr.
Esiste una corrispondenza biunivoca tra x e i diversi pi che intervengono
nel prodotto, come stabilisce il seguente
Lemma 1.1 Siano pi; i = 1;2;:::;n, variabili logiche in forma vet-
toriale, cio e pi 2 2. Se x = p1 n p2 n  n pn = nn
i=1pi, allora i
pi; i = 1;2;:::;n, sono univocamente determinati da x.
Dimostrazione: La dimostrazione del lemma consiste nella ricostruzione
dei diversi pi dato x. Dal momento che pi 2 2, allora x 2 2n, e si pu o
suddividere x in due vettori di uguale dimensione:
x =

x1
x2

:
Poich e x  e un vettore canonico si possono vericare due casi:
71. x1 2 2n 1 e x2  e pari al vettore nullo di dimensione 2n 1;
2. x1  e pari al vettore nullo di dimensione 2n 1 e x2 2 2n 1.
Visto che il prodotto semitensoriale tra vettori coincide con il prodotto
di Kronecker,  e facile convincersi che se x2 = 0 allora p1 = 1
2, mentre se
x1 = 0 allora p1 = 2
2. In questo modo p1  e stato univocamente determi-
nato e il procedimento pu o essere reiterato utilizzando il vettore xi, con i
pari a 1 o 2, che risulta diverso da zero, determinando consecutivamente
tutti gli n pi. }
Vista l'importanza del rapporto tra x e i diversi pi, si riporta nel se-
guito un metodo che si basa sul Lemma precedente e permette di passare
da una forma all'altra.
Dato x = i
2n = nn
j=1pj, dove ciascun vettore pj 2 2 corrisponde ad un
particolare valore della variabile logica (Booleana) j, allora
 i valori di j possono essere calcolati in maniera induttiva ssando
inizialmente q0 = 2n i, e calcolando j e qj, j = 1;2;:::;n, usando
ripetutamente la seguente regola1

j =
 qj 1
2n j

qj = qj 1   2n jj
(1.1)
 il vettore canonico x, cio e l'indice i, pu o invece essere calcolato a
partire dai valori dei diversi j, usando:
i =
n X
j=1
(1   j)2
n j + 1 (1.2)
Esempio 1.4: Si consideri x = p1 np2 np3 np4. Si calcoli il valore di x
quando p1 = p4 = 1
2 e p2 = p3 = 2
2, e, viceversa, il valore delle variabili
logiche i, e quindi dei vettori pi; i = 1;:::;4, quando x = 13
16.
Nel primo caso si utilizza la formula (1.2): i valori scalari dei vettori
logici sono 1 = 4 = 1; 2 = 3 = 0, quindi applicando la formula si
ottiene x = 7
16.
Nel secondo caso per trovare i valori scalari dei pi, bisogna inizializzare
q0 = 16   13 = 3, e utilizzare ricorsivamente la formula (1.1); si ottiene
quindi 1 = 2 = 0; 3 = 4 = 1, e i rispettivi valori vettoriali sono
p1 = p2 = 1
2 e p3 = p4 = 2
2. |
1bac indica la parte intera di a.
8Avendo allora a disposizione la tabella di verit a di un qualsiasi opera-
tore logico f(p1;:::;pn); pi 2 2, ad ogni riga della tabella corrisponde
una e una sola combinazione delle variabili pi, e quindi uno e un solo
valore del vettore x = nn
i=1pi. Si ottiene quindi con facilit a la tabella di
verit a relativa ai valori assunti da x.
Ottenuta la tabella di verit a relativa alla variabile x, trovare la matri-
ce di struttura risulta immediato; se l'operatore logico in questione  e
f(p1;:::;pn); pi 2 2, si ha f(p1;:::;pn) = Mf n (nr
i=1pi) = Mf n x.
Dal momento che x  e un vettore canonico, x = i
2n; i = 1;:::;2n, Mf nx
corrisponde alla colonna i-esima di Mf. Questo comporta che se a x = i
2n
corrisponde 1 nella tabella di verit a, la colonna i-esima di Mf sar a 1
2,
mentre se ci corrisponde 0, la colonna i-esima sar a 2
2 (il risultato di
f(p1;:::;pn) viene fornito in forma vettoriale).
Esempio 1.5: Partendo dall'Esempio 2.2,  e facile ricavare sia la tabella
di verit a riferita a x = nn
 che la matrice di struttura di F(;;
),
utilizzando le considerazioni precedenti:
x  = F(;;
)
1
8 1
2
8 0
3
8 1
4
8 1
5
8 1
6
8 0
7
8 1
8
8 0
MF =

1 0 1 1 1 0 1 0
0 1 0 0 0 1 0 1

|
Dal procedimento con cui si ricava la tabella di verit a e la matrice di
struttura,  e facile dimostrare il seguente
Teorema 1.1 Data una funzione logica f(p1;:::;pn), con pi 2 2; i =
1;:::;n; variabili logiche, esiste una sola matrice Mf di dimesioni 22n
tale che
f(p1;:::;pn) = Mf n p1 n  n pn :
Mf  e la matrice di struttura dell'operatore f e Mf 2 L22n.
Dimostrazione: Dato l'operatore logico f(p1;:::;pn)  e sempre possibile
costruirne la tabella di verit a riferita al prodotto x = p1 n  n pn,
e da questa si pu o costruire la matrice di struttura Mf, che presenta
come colonna i-esima il valore logico (in forma vettoriale) assunto da
9f in corrispondenza di x = i
2r. L'esistenza  e stata cos  provata. Per
dimostrare l'unicit a si pu o procedere per assurdo assumendo che esistano
2 matrici di struttura distinte  Mf e ~ Mf. Se sono distinte, vuol dire che
hanno almeno una colonna distinta, per esempio la i-esima, ma allora
quando x = i
2r,  Mfx 6= ~ Mfx e questo  e assurdo perch e sono matrici di
struttura dello stesso operatore logico. Inne la matrice che si ottiene  e
una matrice logica perch e l'operatore restituisce un valore logico che  e
rappresentato vettorialmente da 1
2 o 2
2, e quindi le colonne di Mf sono
vettori canonici. }
Con il procedimento appena esposto si  e visto come trovare la forma
matriciale di un operatore logico; a questo punto si pu o applicare la
tecnica per trovare la rappresentazione matriciale di sistemi di equazioni
logiche.
1.4 Forma algebrica di sistemi di equazioni logiche
Denizione 1.7: Un sistema di equazioni logiche  e un sistema
8
> > > <
> > > :
f1(1;:::;n) = 
1
f2(1;:::;n) = 
2
. . .
fm(1;:::;n) = 
m
(1.3)
dove fi; i = 1;:::;m, sono funzioni logiche, j; j = 1;:::;n, sono varia-
bili logiche e 
h; h = 1;:::;m, sono costanti logiche note.
Un insieme di costanti logiche j; j = 1;:::;n tale che j = j, j =
1;:::;n; soddisfa (1.3), si dice soluzione del sistema (1.3).
Ogni singola equazione del sistema pu o essere espressa in forma matri-
ciale sfruttando il procedimento esposto nel paragrafo precedente. Con-
siderando pi la forma vettoriale corrispondente alla variabile logica i,
i = 1;:::;n, cj la forma vettoriale corrispondente a 
j; j = 1;:::;m; e
x = nn
i=1pi si ottiene: 8
> > > <
> > > :
M1x = c1
M2x = c2
. . .
Mmx = cm
(1.4)
dove Mi; i = 1;:::;m;  e la matrice di struttura relativa all'operatore
logico fi. A questo punto si possono moltiplicare membro a membro le
diverse equazioni del sistema, tramite il prodotto semitensoriale; detto
10w = nm
i=1ci 2 2m, il suo valore  e in rapporto biunivoco con i valori
assunti dai singoli ci, secondo il Lemma 1.1. Si ottiene
w = M1x n M2x n  n Mmx :
All'espressione a destra dell'uguaglianza si pu o associare una tabella di
verit a che ad ogni valore della x 2 2n associa un unico valore appar-
tenente a 2m. L'espressione a destra si pu o quindi sostituire con il
prodotto di una nuova matrice  M 2 L2m2n per il vettore x;  M ha come
i-esima colonna il vettore canonico appartenente a 2m che corrisponde
nella tabella di verit a al valore associato a x = i
2n.
Il sistema di equazioni logiche di partenza (1.3) si pu o quindi riscrivere
come
w =  Mx : (1.5)
La ricerca di una (o di tutte) le soluzioni del sistema risulta a questo
punto immediata: si ha infatti che la soluzione del sistema esiste se e
solo se esiste i tale che Coli(  M) = w, e in particolare tutte le soluzioni
si trovano grazie al seguente
Teorema 1.2 Il sistema di equazioni logiche (1.3), riscritto nella forma
(1.5), presenta tutte e sole le seguenti soluzioni
x = 

2n ;  2  =

jCol(  M) = w
	
:
Esempio 1.6: Si consideri il seguente sistema di equazioni logiche:
8
<
:
(1 ^ 2) _ 3 = 
1
2 ^ 3 = 
2
1 _ 2 = 
3
Le tabelle di verit a relative alle 3 equazioni, anche in funzione della varia-
bile vettoriale x = a1 n a2 n a3 (con ai versione vettoriale della variabile
logica i), sono riportate in Tabella 1.3.
Le matrici di struttura relative alle diverse funzioni logiche sono:
M1 =

1 1 1 0 1 0 1 0
0 0 0 1 0 1 0 1

M2 =

1 0 0 0 1 0 0 0
0 1 1 1 0 1 1 1

M3 =

1 1 1 1 1 1 0 0
0 0 0 0 0 0 1 1

:
111 2 3 x f1 f2 f3
1 1 1 1
8 1 1 1
1 1 0 2
8 1 0 1
1 0 1 3
8 1 0 1
1 0 0 4
8 0 0 1
0 1 1 5
8 1 1 1
0 1 0 6
8 0 0 1
0 0 1 7
8 1 0 0
0 0 0 8
8 0 0 0
Tabella 1.3: Tabella di verit a delle funzioni presenti nel sistema di
equazioni logiche dato.
Moltiplicando membro a membro, e introducendo w = c1 n c2 n c3, con
ci versione vettoriale di 
i, si ottiene l'equazione
w = M1x n M2x n M3x :
La tabella di verit a associata all'espressione a destra dell'uguaglianza e
la relativa matrice sono:
x M1x n M2x n M3x
1
8 1
8
2
8 3
8
3
8 3
8
4
8 7
8
5
8 1
8
6
8 7
8
7
8 4
8
8
8 8
8
 M =
2
6 6
6 6 6 6 6
6 6 6
4
1 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 1 0 0
0 0 0 0 0 0 0 1
3
7 7
7 7 7 7 7
7 7 7
5
Il sistema  e stato quindi riscritto come
w =  Mx (1.6)
Se si cerca la soluzione del sistema di partenza quando 
1 = 
2 = 0
e 
3 = 1, basta calcolare il relativo valore di w che risulta pari a 7
8.
Analizzando la matrice  M, e richiamando il Teorema 1.2, si trova che le
soluzioni del sistema (1.6) sono x = 4
8 o x = 6
8, a cui corrispondono le
variabili logiche di partenza 1 = 1; 2 = 3 = 0 oppure 1 = 3 =
0; 2 = 1.
Se invece si cercano le soluzioni del sistema quando 1 = 0 e 2 = 3 = 1,
si ha che w = 5
8 e analizzando  M si nota che non esiste alcuna soluzione
12del sistema (come risulta evidente anche confrontando la tabella di verit a
delle singole funzioni logiche). |
Con il procedimento adottato risulta possibile risolvere un sistema di
equazioni logiche attraverso la risoluzione di un sistema matriciale in cui
il vettore incognito pu o variare solo tra i vettori canonici. Dal momento
che l'evoluzione dello stato nelle reti Booleane  e descritta da sistemi di
equazioni logiche, questo implica che l'evoluzione pu o anche essere de-
scritta attraverso l'uso di matrici logiche.
Visto che le matrici logiche sono matrici che presentano tutte le colonne
che sono vettori canonici, e che il vettore di partenza  e a sua volta cano-
nico, il sistema che si ottiene  e un sistema positivo. Oltretutto, poich e la
matrice di evoluzione ha le colonne che sono vettori canonici, ed  e quindi
stocastica per colonne, e il vettore di partenza  e un vettore canonico, si
ha che la rete Booleana  e una catena di Markov in cui invece di lavorare
con vettori riga si lavora con vettori colonna (e quindi entra in gioco
l'operazione di trasposizione). Nel prossimo paragrafo si trattano breve-
mente i sistemi positivi e le catene di Markov relativamente agli aspetti
che avranno maggiore importanza nel resto del lavoro.
1.5 Sistemi positivi e catene di Markov
Denizione 1.8: Un sistema si dice positivo se tutte le variabili di
ingresso, stato e uscita sono vincolate ad assumere solo valori non negativi
Dato il seguente modello di stato

x(t + 1) = Fx(t) + Gu(t)
y(t) = Hx(t) + Du(t) (1.7)
con x(t) 2 Rn; u(t) 2 Rm; y(t) 2 Rp; F 2 Rnn; G 2 Rnm; H 2
Rpn; D 2 Rpm,  e facile provare la seguente
Proposizione 1.3 Il modello di stato 1.7  e positivo , le matrici F; G; H; D
sono non negative.
Nel seguito si utilizza la seguente notazione per matrici non negative:
- M 2 R
pm
+ matrice non negativa di dimensione p  m;
- M  0 matrice con tutti gli elementi strettamente maggiori di 0;
13- M > 0 matrice non negativa con almeno un elemento strettamente
maggiore di 0;
- M  0 matrice non negativa (eventualmente anche la matrice
nulla).
Denizione 1.9: Data una matrice F > 0 quadrata, questa si dice
 primitiva se esiste h > 0 tale che F h  0;
 irriducibile se 8 r;s = 1;:::;n 9 h j[F h]rs > 0;
 riducibile se 9 r;s = 1;:::;n j[F h]rs = 0 8 h;
 strettamente positiva se [F]rs > 0 8 r;s = 1;:::;n.
Nel caso di sistemi positivi, risultano importanti i cambi di base ef-
fettuati tramite matrici di permutazione perch e conservano la positivit a
della matrice.
Una permutazione  e una mappa biiettiva di n interi in se stessi, che viene
indicata nel seguente modo:
 =

1 2 ::: n
i1 i2 ::: in

(k) = ik :
A questa permutazione si pu o associare la matrice di permutazione
 =

i1
n i2
n ::: in
n

con j
n j-esimo vettore della base canonica.   e una matrice di rango
pieno ed  e ortogonale, quindi 
 1 = 
T.
Se si eettua un cambio di base utilizzando una matrice di permutazione,
si ottiene che le nuove coordinate coincidono con quelle di partenza, ma
sono disposte secondo un diverso ordine. Se infatti

1 2 ::: n
T
sono le coordinate rispetto alla base di partenza, le nuove coordinate 
^ 1 ^ 2 ::: ^ n
T risultano essere:
2
6 6 6
4
^ 1
^ 2
. . .
^ n
3
7 7 7
5
= 
T
2
6 6 6
4
1
2
. . .
n
3
7 7 7
5
=
2
6 6 6
4
(i1
n )T
(i2
n )T
. . .
(in
n )T
3
7 7
7
5
2
6 6
6
4
1
2
. . .
n
3
7 7
7
5
=
2
6 6
6
4
i1
i2
. . .
in
3
7 7
7
5
:
I cambi di base ottenuti attraverso matrici di permutazione vengono chia-
mati trasformazioni di cogredienza. Utilizzando trasformazioni di cogre-
dienza, e quindi compiendo un riordino degli stati, si pu o ottenere la
forma normale delle matrici riducibili:
14Proposizione 1.4 Data una matrice F > 0;F 2 R
nn
+ , n  2, riducibi-
le, esiste una matrice di permutazione  tale che
~ F = 
TF =
2
6 6 6
6 6 6 6 6 6
6
4
~ F11
0 ~ F22 0
0  ...
0 0  ~ Fhh
? ?  ? ~ Fh+1h+1
? ?    ...
?     ? ~ Fkk
3
7 7 7
7 7 7 7 7 7
7
5
:
I blocchi quadrati ~ Fii sono irriducibili o nulli di dimensione 1, e i
blocchi riga contrassegnati con ? presentano almeno un blocco diverso da
quello nullo. La matrice ottenuta si dice in forma normale e i blocchi
~ Fii; i = 1;:::;h si dicono blocchi isolati.
La forma normale risulter a importante in relazione alle considerazioni
successive sulle catene di Markov.
Una catena di Markov C  e un modello teorico di un sistema a tempo
discreto che in ogni momento pu o trovarsi in un qualche stato di un insie-
me nito S = fS1;S2;:::;Sng, e in cui il passaggio dallo stato presente al
successivo  e dettato da una legge probabilistica. Questa legge gode della
propriet a di Markovianit a, cio e il passaggio da uno stato al successivo
dipende solo dallo stato presente ed  e indipendente dalla storia passata
del sistema.
Nello studio di queste catene  e molto usata la seguente
Denizione 1.10: Un vettore x =

x1 x2 ::: xn
T non negativo
si dice stocastico se i suoi elementi sommano a 1, cio e
Pn
i=1 xi = 1.
Una catena di Markov pu o essere descritta tramite una matrice di
transizione P, che come elemento (i;j) contiene la probabilit a di passare
dallo stato Si allo stato Sj e che quindi risulta positiva e stocastica per
righe, oppure tramite un grafo orientato, i cui vertici sono gli stati della
catena S1;:::;Sn, e un arco tra il nodo Si e Sj  e presente se e solo se  e
positiva la probabilit a di transitare dallo stato Si allo stato Sj.
Se la catena  e descritta tramite matrice di transizione, detto x(t) il vetto-
re stocastico n-dimensionale che contiene la distribuzione di probabilit a
sugli stati della catena all'istante t, l'evoluzione dell'andamento della
distribuzione di probabilit a  e descritto dalla seguente equazione:
x
T(t + 1) = x
T(t)P : (1.8)
15Il vettore x(t) contiene la distribuzione di probabilit a nei diversi stati
al tempo t, cio e xi(t); i = 1;:::;n,  e la probabilit a che all'istante t la
catena di Markov sia nello stato Si.
L'uso di vettori riga al posto di vettori colonna per descrivere l'evoluzione
dello stato  e legato alla consuetudine, ma non comporta alcuna modica
sostanziale nello studio di questi sistemi.
Nel seguito si riportano dei risultati sulle catene di Markov che verranno
utilizzati in relazione alle reti Booleane.
Denizione 1.11: Lo stato Sk si dice accessibile da Si se  e positiva la
probabilit a che la catena, partendo al tempo t = 0 da Si, visiti Sk in un
qualche istante t non negativo.
In termini di matrice di transizione, questo comporta l'esistenza di
una potenza h  0 tale che [P h]ik > 0.
Denizione 1.12: Due stati Si e Sk comunicano se Sk  e accessibile da
Si e Si  e accessibile da Sk.
La relazione di comunicazione  e ri
essiva, simmetrica e transitiva,
quindi induce una partizione dell'insieme S in classi di comunicazione.
Denizione 1.13: Presa K una classe di comunicazione della catena di
Markov C, questa si dice:
- ergodica se nessun stato esterno a K  e accessibile da uno stato di
K;
- transitoria se esistono degli stati esterni a K che sono accessibili da
uno stato di K.
 E facile convincersi che se la catena entra in una classe ergodica, ci
rester a indenitivamente, mentre se la catena esce da una classe transi-
toria non pu o pi u entrarci.
Le prossime due proposizioni vengono riportate senza dimostrazione:
Proposizione 1.5 Ogni catena di Markov possiede almeno una classe
ergodica. Se un suo stato Si non appartiene ad una classe ergodica, esiste
almeno un cammino orientato con inizio in Si che termina in una classe
ergodica.
Proposizione 1.6 Per t ! +1 la probabilit a che lo stato di una catena
di Markov appartenga ad una classe ergodica  e pari a 1.
Quest'ultima proposizione comporta che da qualunque stato iniziale si
parta, all'innito lo stato raggiunto dalla catena appartiene ad una clas-
se ergodica.
16Utilizzando un opportuno criterio per la numerazionde degli stati, si pu o
fare in modo che la matrice di transizione P evidenzi le diverse classi
di comunicazione e le dierenzi tra quelle ergodiche e transitorie. Ov-
viamente se inizialmente gli stati presentano una numerazione, a questa
corrisponde una matrice di transizione P; cambiare la numerazione degli
stati implica applicare una trasformazione di cogredienza alla matrice P.
La seguente numerazione permette di ottenere la matrice di transizione
desiderata:
 tutti gli stati appartenenti a una data classe di comunicazione
hanno gli indici consecutivi;
 per primi vanno numerati gli stati appartenenti alle classi ergodiche;
 per secondi vanno numerati gli stati che appartengono a classi di
primo livello, cio e quelle classi che hanno connessioni dirette solo
con le classi ergodiche;
 successivamente si numerano gli stati che appartengono a classi
di secondo livello, cio e quelle che per accedere alle classi ergodiche
devono passare al massimo per un'altra classe transitoria e cos  via.
Con questo riordino degli stati la matrice di transizione presenta la
seguente forma:
P =
2
6 6 6 6
6 6 6 6 6
4
K1
0 K2 0
0  ...
0 0  Kh
? ?  ? Kh+1
? ?    ...
?     ? Kk
3
7 7 7 7
7 7 7 7 7
5
:
I primi h blocchi diagonali si riferiscono alle classi ergodiche, mentre i
restanti alle classi transitorie. Per quanto riguarda i blocchi diagonali di
dimensione 1, se sono relativi ad una classe ergodica allora contengono
l'elemento 1, altrimenti contengono un elemento non negativo minore di
1; se i blocchi sono di dimensione maggiore di uno, allora sono blocchi
irriducibili stocastici (per riga) nel caso di classi ergodiche, oppure irri-
ducibili substocastici, cio e presentano almeno una riga con somma degli
elementi strettamente minore di uno (ma comunque non negativa).
Da un confronto con la Proposizione 1.4 segue che la matrice P  e in for-
ma normale; portare in forma normale una matrice di transizione di una
17catena di Markov permette quindi di evidenziare le sue classi ergodiche,
cio e permette di capire verso quali stati converge il sistema a regime.
1.6 Gra
In quest'ultimo paragrafo vengono ripresi dei concetti di teoria dei gra
che torneranno utili nel seguito.
Denizione 1.14: Un grafo non orientato  e una coppia G = (V;E) in
cui V  e un insieme nito ed E una famiglia di coppie non ordinate di
elementi di V . Gli elementi di V sono detti vertici o nodi, mentre gli
elementi di E sono detti lati.
Per indicare un elemento di E viene usata la notazione e = fi;jg; i;j 2
V , che indica la presenza di un lato tra i vertici i e j.
Denizione 1.15: Un cammino di G  e una sequenza di lati consecutivi
e1; e2;:::; ek 2 E, cio e del tipo e1 = fv1;v2g, e2 = fv2;v3g, :::, ek =
fvk;vk+1g.
Il concetto che verr a sfruttato nel capitolo successivo riguarda la
seguente
Denizione 1.16: Un vertice v 2 V si dice connesso al vertice w 2 V
se esiste un cammino che li collega. Per denizione inoltre ogni vertice  e
connesso con se stesso.
La relazione di connessione gode della propriet a ri
essiva, simmetrica
e transitiva, quindi  e una relazione di equivalenza; questo comporta che
la relazione di connessione induce una partizione dell'insieme dei vertici,
e ogni partizione  e detta componente connessa.
Un altro concetto che torna utile successivamente  e quello di ciclo,
che per o viene introdotto nel caso di gra diretti.
Denizione 1.17: Un grafo orientato o diretto  e una coppia G =
(V;A), in cui V  e un insieme nito di vertici o nodi ed A  e una famiglia
di coppie ordinate di vertici, dette archi.
In questo caso per indicare un arco a 2 A dal nodo i al nodo j si usa
la notazione a = (i;j); i;j 2 V .
Denizione 1.18: Un cammino orientato di lunghezza k  e una sequen-
za di archi consecutivi a1; a2;:::; ak, cio e tali che a1 = (v1;v2); a2 =
(v2; v3);:::;
ak = (vk; vk+1).
18Un ciclo di lunghezza k  e un cammino di lunghezza k in cui il primo e
l'ultimo vertice coincidono, cio e vk+1 = v1. Il ciclo si dice semplice se
non visita mai due volte lo stesso vertice, a parte quello di partenza.Un
ciclo di lunghezza uno, in cui un arco parte da un vertice e vi ritorna, si
dice self-loop.
Nel seguito, quando si parla di ciclo, si intende sempre un ciclo
semplice.
192 Reti Booleane
In questo capitolo vengono trattate in modo approfondito le reti Boo-
leane (in inglese Boolean networks), sistemi dinamici autonomi (cio e che
evolvono in assenza di ingressi), in cui gli stati sono variabili logiche Boo-
leane, la cui evoluzione nel tempo  e determinata grazie a funzioni logiche.
Nel seguito si utilizzer a l'abbreviazione BN per indicare una rete Boolea-
na.
Dopo aver dato una precisa denizione e un primo metodo di rappresen-
tazione della rete tramite grafo, si andr a a studiare la forma algebrica
della BN, alla quale  e associato un altro tipo di rappresentazione tramite
grafo. Successivamente vengono studiati i punti ssi, i cicli e la stabilit a
del sistema.
2.1 Denizione matematica e grafo di rete
Denizione 2.1: Una rete Booleana  e un insieme di variabili, dette \no-
di", 1;2;:::;n, che interagiscono simultaneamente tra di loro. Cia-
scun nodo pu o assumere solo due valori, 1 o 0, quindi i 2 B; i = 1;:::;n
e l'evoluzione dei nodi della rete pu o essere descritta con il seguente
sistema di equazioni
8
> > > <
> > > :
1(t + 1) = f1(1(t);2(t);:::;n(t))
2(t + 1) = f2(1(t);2(t);:::;n(t))
. . .
n(t + 1) = fn(1(t);2(t);:::;n(t))
(2.1)
dove ciascuna fi; i = 1;2;:::;n,  e una funzione logica, fi : Bn ! B.
Esempio 2.1: Il seguente sistema di equazioni logiche denisce una BN
con tre nodi, 1;2 e 3:
8
<
:
1(t + 1) = (1(t) ^ 2(t)) _ 3(t)
2(t + 1) = [(1(t) $ 2(t)) ^ 3(t)] _ [2(t) ^ :(1(t) _ 3(t))]
3(t + 1) = [(1(t) _2(t)) ^ 3(t)] _ [(:1(t) _ :2(t)) ^ :3(t)]
(2.2)
Alle singole funzioni logiche sono associate le tabelle di verit a della
Tabella 2.1.
Questa rete verr a ripresa negli esempi successivi. |
201 2 3 f1 f2 f3
1 1 1 1 1 0
1 1 0 1 0 0
1 0 1 1 0 1
1 0 0 0 0 1
0 1 1 1 0 1
0 1 0 0 1 1
0 0 1 1 1 0
0 0 0 0 0 1
Tabella 2.1: Tabella di verit a delle funzioni logiche coinvolte nella BN
(2.2).
Denizione 2.2: Il grafo di rete  = fN;Eg della BN (2.1)  e un
grafo orientato che consiste in un insieme di vertici coincidenti con i
nodi della rete, N = fiji = 1;:::;ng, e in un insieme di archi E 
f1;:::;ng  f1;:::;ng. Un arco dal nodo i al nodo j esiste se
j(t + 1)  e in
uenzato dal nodo i(t), cio e se il valore di i(t) concorre
a determinare il valore di j(t + 1) nella funzione logica fj.
Osservazione 2.1: Ogni BN ha un solo grafo di in
uenza, ma ad un
grafo di in
uenza possono corrispondere diverse BNs. 
Un grafo di rete pu o essere rappresentato gracamente oppure attra-
verso una matrice di incidenza I, cio e una matrice quadrata di dimen-
sione n che viene costrita nel seguente modo:
I = (bij); con bij =

1; se (i;j) 2 E ;
0; altrimenti.
Esempio 2.2: Il grafo di rete relativo alla BN dell'Esempio 2.1  e ripor-
tato in Figura 2.1.
Per come  e fatto il sistema ogni nodo dipende da se stesso e dai rima-
nenti, quindi in questo caso il grafo da poca informazione; la matrice di
incidenza non viene riportata perch e  e composta da tutti elementi uni-
tari.
Si riporta un'altra rete Booleana, con il relativo grafo di in
uenza e ma-
trice di incidenza; con questa nuova BN risulta pi u evidente il signicato
del grafo.
211
2 3
Figura 2.1: Grafo di rete relativo alla BN dell'esempio 3.1.
8
> > <
> > :
1(t + 1) = 1(t) ^ 2(t)
2(t + 1) = :3(t)
3(t + 1) = :1(t) _ 2(t)
4(t + 1) = :2(t)
1
2 3 4
I =
2
6 6
4
1 1 0 0
0 0 1 0
1 1 0 0
0 1 0 0
3
7 7
5 :
|
2.2 Forma algebrica e grafo di stato
Un approccio molto utile per lo studio delle BN  e quello di trovarne la
forma algebrica, cio e di riuscire ad esprimerle come un modello di stato
lineare discreto.
Per trovare la forma algebrica della BN si procede nel modo indicato nel
paragrafo 1.4. Denendo inizialmente Xi(t); i = 1;:::;n, forma vetto-
riale delle variabili logiche i(t), si pu o costruire attraverso il prodotto
semitensoriale la variabile
x(t) = X1(t) n X2(t) n  n Xn(t) :
Ovviamente x(t) 2 2n  e in rapporto biunivoco con le variabili di cui  e
il prodotto, cio e con X1(t);:::;Xn(t). A questo punto  e necessario fare
ben attenzione ai diversi tipi di variabili che sono stati introdotti, perch e
22risultano simili e facilmente confondibili. Sono state usate tre distinte
variabili, tutte strettamente legate fra loro:
 le variabili i(t) 2 B; i = 1;:::;n, sono variabili logiche e rappre-
sentano i nodi della BN;
 le variabili Xi(t) 2 2; i = 1;:::;n, sono la rappresentazione vet-
toriale delle rispettive i(t), quindi Xi(t) = 1
2 , i(t) = 1, oppure
Xi(t) = 2
2 , i(t) = 0;
 la variabile x(t) 2 2n contiene tutte le informazioni portate dalle
variabili Xi, ed in particolare in ogni istante  e in grado di fornire
il valore assunto da ogni nodo della rete in quel momento.  E la
variabile che verr a usata come stato del sistema algebrico associato
al sistema di equazioni logiche e pu o assumere 2n valori distinti.
Come  e gi a stato evidenziato nel secondo capitolo,  e possibile riscrivere
ogni singola equazione del sistema (2.1) in forma algebrica, ottenendo
Xi(t + 1) = Mix(t) (2.3)
in cui Mi rappresenta la matrice di struttura della funzione fi. L'e-
quazione (2.3) viene chiamata forma algebrica per l'i-esima componente
della rete. A questo punto, sempre seguendo il procedimento esposto nel
capitolo precedente, si moltiplicano membro a membro le diverse forme
algebriche per componente, ottenendo
x(t + 1) = M1x(t) n M2x(t) n  n Mnx(t)
e il membro a destra dell'eguaglianza pu o essere riscritto tramite il pro-
dotto di una apposita L per il vettore x(t). In denitiva si ha
x(t + 1) = Lx(t) : (2.4)
L'equazione appena trovata si dice forma algebrica della BN.
La matrice L trovata  e una matrice logica di dimensione 2n  2n, che
 e in grado di descrivere totalmente la dinamica della BN attraverso
l'equazione (2.4). Si ha infatti il seguente
Teorema 2.1 La dinamica della BN (2.1)  e univocamente determinata
dal sistema dinamico lineare (2.4).
Dimostrazione: A partire dal sistema (2.4) si ricava che x(t) = Ltx(0).
L'evoluzione di ogni nodo pu o essere descritta tramite (2.3), quindi si ha
Xi(t + 1) = Mix(t) = MiL
tx(0) ; i = 1;:::;n :
23In questo modo si  e dimostrato che si pu o ricostruire l'andamento di ogni
singolo nodo grazie all'equazione algebrica (2.4). }
A questo punto si pu o introdurre un altro tipo di grafo, che rende assai
pi u intuitivo capire il funzionamento della BN.
Denizione 2.3: Il grafo di stato  e un grafo orientato 	 = (V;A). V
 e composto da 2n vertici, V = fxi = i
2n;1  i  2ng, ciascuno associato
ad un diverso valore assunto da x(t), cio e alle diverse congurazioni della
BN. L'insieme degli archi A ha cardinalit a 2n, ed  e presente un arco nel
grafo che va dal vertice i al vertice j se e solo se la colonna i-esima della
matrice L  e pari a 
j
2n.
Osservazione 2.2: Ad ogni BN corrisponde un solo grafo di stato, come
nel caso del grafo di in
uenza; per quanto riguarda il viceversa invece,
ad ogni grafo di stato corrispondono tutte le reti Booleane che hanno la
stessa identica dinamica, e che quindi presentano si funzioni logiche che
sono scritte in maniera diversa, ma che poi coincidono a livello di tabella
di verit a. A meno quindi di dierenti modalit a di scrittura delle funzioni
logiche, ad un dato grafo di stato corrisponde una sola rete Booleana. 
Il grafo di stato appena introdotto  e molto utile perch e permette
di capire immediatamente come evolve la rete. Se infatti al tempo t
lo stato  e x(t) = i
2n, x(t + 1) sar a pari alla colonna i-esima di L, e
questo fatto  e facilmente individuabile nel grafo grazie alla presenza di
un arco dal nodo xi al nodo xj. Avendo quindi una combinazione di
valori assunti dalle i al tempo t, si trova il valore di x(t) associato a
quella combinazione e osservando il graco si pu o subito capire quale
sar a la successiva combinazione di i.
Esempio 2.3: Nelle tre matrici successive si riportano le forme algebri-
che per componente della BN dell'Esempio 2.1, che si possono facilmente
ottenere grazie alle tabelle di verit a riportate in Tabella 2.1.
M1 =

1 1 1 0 1 0 1 0
0 0 0 1 0 1 0 1

M2 =

1 0 0 0 0 1 1 0
0 1 1 1 1 0 0 1

M3 =

0 0 1 1 1 1 0 1
1 1 0 0 0 0 1 0

:
24La matrice L presente nella forma algebrica della BN pu o essere ottenuta
con il procedimento spiegato nel capitolo 2, ottenendo:
L =
2
6 6 6 6 6
6 6 6 6 6
4
0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0
0 0 1 0 1 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0
3
7 7 7 7 7
7 7 7 7 7
5
=

2
8 4
8 3
8 7
8 3
8 5
8 2
8 7
8

:
Dal momento che la lettura della matrice L pu o risultare pesante quando
 e scritta nel modo precedente, si pu o introdurre la seguente notazione
L = 8

2 4 3 7 3 5 2 7

;
che risulta di pi u facile gestione. Questa notazione verr a spesso usata nel
seguito per tutte le matrici logiche.
Il grafo di stato associato alla BN dell'esempio viene riportato in Figura
2.2.
x1
x2 x4
x7
x8
x3
x5
x6
Figura 2.2: Grafo di stato relativo alla BN dell'esempio 3.1.
|
Questo grafo risulta molto utile per lo studio dei punti ssi e dei cicli
del sistema. Nel paragrafo successivo  e presente lo studio legato alla
ricerca di punti ssi e cicli della rete.
2.3 Punti ssi e cicli
Denizione 2.4: Uno stato x0 si dice punto sso del sistema (2.4) se
Lx0 = x0.
25fx0;Lx0;:::;Lkx0g si dice ciclo del sistema (2.4) di lunghezza k se Lkx0 =
x0 e gli elementi nell'insieme fx0;Lx0;:::;Lk 1x0g sono a due a due
distinti.
Osservazione 2.3: Nel grafo di stato un punto sso  e un vertice in cui
l'arco uscente rientra nel nodo stesso, quindi un vertice che forma un ci-
clo di lunghezza 1, mentre un ciclo di lunghezza k nella BN  e individuato
nel grafo di stato dalla presenza di un ciclo della stessa lunghezza. 
Si riportano nel seguito teoremi e proposizioni presenti in [1] che ri-
guardano questi argomenti; con i primi due teoremi si pu o ricavare il
numero di punti ssi e di cicli della rete.
Teorema 2.2 Considerando la BN (2.1), x0 = i
2n  e un suo punto sso
se e solo se nella sua forma algebrica l'elemento [L]ii della matrice L  e
pari a 1. Questo comporta che il numero di punti ssi della rete, Ne,  e
pari al numero di i per il quale [L]ii = 1, cio e
Ne = tr(L) :
Dimostrazione: Considerando x0 = i
2n, se [L]ii = 1, si ha che la colonna
i-esima di L  e pari a i
2n, per cui Lx0 = Li
2n = Coli(L) = i
2n, quindi x0
 e un punto sso. Se viceversa x0  e un punto sso si ha Lx0 = x0 e quindi
la colonna i-esima di L deve essere i
2n. }
Nel prossimo teorema si utilizza l'insieme dei fattori propri di un
numero intero non negativo: dato k 2 Z+, s 2 Z+ si dice fattore proprio
di k se s < k e k=s 2 Z+. L'insieme dei fattori propri di k verr a denotato
con P(k).
Teorema 2.3 Nella BN (2.1) il numero di cicli di lunghezza s, denotato
con Ns,  e induttivamente determinato da
(
N1 = Ne = tr(L)
Ns =
tr(Ls) 
P
k2P(s) kNk
s ; 2  s  2n :
(2.5)
Dimostrazione: Preso i
2n elemento appartenente a un ciclo di lunghezza
s, si ha ovviamente che Lsi
2n = i
2n, quindi la colonna i-esima di Ls ha
l'elemento diverso da zero in posizione i, il che contribuisce quindi ad
aumentare di uno tr(Ls). Questo succede per tutti gli s elementi di ogni
ciclo, per cui tr(Ls)  sNs: i due valori non coincidono perch e tr(Ls)
26contiene anche gli elementi legati a cicli di lunghezza pari ai fattori propri
di s: se infatti s = rk, k 2 P(s), e Lki
2n = i
2n, si ha Lsi
2n = Lrki
2n =
Lk Lki
2n = i
2n. Per trovare Ns quindi, alla traccia della matrice Ls
vanno sottratti tutti i kNk con k 2 P(s).
Ovviamente la lunghezza massima dei cicli  e 2n poich e esistono 2n stati
distinti. }
Esempio 2.4: Sempre considerando l'Esempio 2.1, si riporta il grafo di
stato in cui sono stati evidenziati il punto sso e il ciclo presenti (Figura
2.3).
Applicando la formula (2.5) si ottiene anche matematicamente che N1 =
x1
x2 x4
x7
x8
x3
x5
x6
Figura 2.3: Grafo di stato dell'esempio 3.1 con i cicli evidenziati.
1 e N3 = 1, mentre non esistono cicli di lunghezza 2 o maggiore di tre.
|
Denizione 2.5: Le potenze s di L per cui Ns > 0 si dicono potenze
non banali.
Nella prossima proposizione si fornisce un modo per identicare gli
stati che appartengono a un determinato ciclo. Si introducono inizial-
mente due nuovi insiemi che riguardano i primi 2n interi positivi:
Cs = fij[L
s]ii = 1g ; s = 1;2;:::;2
n; s potenza non banale
Ds = Cs
\
i2P(s)
C
c
i ;
dove [Ls]ii  e l'elemento in posizione (i;i) della matrice Ls e Cc
i  e il
complemento dell'insieme Ci rispetto all'insieme f1;2;:::;2ng.
Proposizione 2.1 Sia x0 = i
2n, allora fx0;Lx0;:::;Lsx0g  e un ciclo di
lunghezza s se e solo se i 2 Ds.
Dimostrazione: Anch e x0 appartenga a un ciclo di lunghezza s,  e
necessario che [Ls]ii = 1, quindi x0 2 Cs; allo stesso tempo x0 non deve
27appartenere ad un ciclo di lunghezza pari ad un fattore proprio di s,
quindi non deve appartenere a Ci ; i 2 P(s) e da questo segue la tesi.
}
Esempio 2.5: Riprendendo l'Esempio 2.1 si ricercano il punto sso e gli
stati appartenenti al ciclo di lunghezza 3. Per quanto riguarda il punto
sso bisogna studiare la matrice L e individuare qual  e l'indice i tale che
lii = 1. Da una veloce ispezione della matrice L si nota subito che il punto
sso  e lo stato x = 3
8. Per individuare gli stati appartenenti al ciclo di
lunghezza 3 che sappiamo essere presente nella rete, bisogna calcolare
il cubo della matrice L. Usando la notazione semplicata introdotta
nell'Esempio 2.3, si ha
L
3 = 8

7 2 3 4 3 3 7 4

:
Con la notazione usata per L3  e facile convincersi che [L3]ii = 1 coincide
col fatto che l'i-esimo elemento riportato in L3 corrisponde a i
8. Allora
si ha
C3 = f2;3;4;7g :
I fattori propri di 3 sono 1 e 3, e C1 = 3, quindi Cc
1 = f2;3;4;5;6;7;8g.
In denitiva si ha che
Ds = C3 \ C
c
1 = f2;4;7g ;
e quindi 2
8; 4
8; 7
8 sono gli stati appartenenti al ciclo di lunghezza 3,
fatto facilmente vericabile grazie al grafo in Figura 2.3. |
Stabiliti i cicli presenti nella rete,  e interessante studiare il comporta-
mento dinamico della rete. Di certo esiste un certo istante t dopo il quale
lo stato del sistema appartiene a un ciclo, indipendentemente dallo stato
iniziale del sistema; questo  e dovuto al fatto che esiste un numero nito
di stati per cui prima o poi lo stato in cui si arriva appartiene ad un ciclo
e in tale ciclo resta in maniera denitiva. Risulta quindi interessante
studiare l'istante temporale dopo il quale si pu o aermare con sicurezza
che lo stato  e entrato in un ciclo.
Si denisce inizialmente l'insieme 
, detto insieme limite, che consiste di
tutti i punti ssi e di tutti gli stati che appartengono a cicli. Ovviamente
a regime la BN visiter a solo un sottoinsieme di 
.
Dal momento che la matrice L  e una matrice logica, questa pu o assumere
solo r := 2n  2n valori distinti; questo comporta che nella sequenza di
r + 1 elementi
L
0 = I2n;L;L
2;:::;L
r
28devono esserci almeno 2 matrici uguali. Detto r0 il pi u piccolo i tale che
Li appare nuovamente nella sequenza, si ha che r0 < r. Da un punto di
vista matematico r0 pu o essere denito nel seguente modo:
r0 = argmin
0i<r

L
i 2

L
i+1;:::;L
r		
: (2.6)
Proposizione 2.2 Detto r0 il valore trovato con (2.6), si ha che, par-
tendo da un qualsiasi stato iniziale, la traiettoria dopo r0 iterazioni sar a
dentro un ciclo.
Dimostrazione: detto  il pi u piccolo numero tale che Lr0 = Lr0+, se si
considera la traiettoria da stato iniziale x(0) = x0 si ha
x(1) = Lx0 ; x(2) = L
2x0 ; :::; x(r0) = L
r0x0 ; x(r0 + 1) = L
r0+1x0 ;:::
:::; x(r0 + ) = L
r0+x0 ; x(r0 +  + 1) = L
r0++1x0;:::;
quindi si ha x(r0) = x(r0 + ), x(r0 + 1) = x(r0 +  + 1), e cos  via,
quindi la traiettoria  e necessariamente dentro un ciclo (che per o pu o
avere lunghezza minore di ). }
Denizione 2.6: Dato uno stato iniziale x0, il tempo di transizione di
x0, Tt(x0),  e il pi u piccolo k tale che x(0) = x0 e x(k) 2 
.
Il tempo di transizione della BN, Tt,  e denito nel seguente modo:
Tt := max
x22n
(Tt(x)) :
Teorema 2.4 r0 denito in (2.6) coincide con il tempo di transizione
della BN, cio e
r0 = Tt :
Dimostrazione: Riprendendo  come  e stato denito nella dimostrazione
della Proposizione 2.2, si ha che r0 +   r.
Si dimostra inizialmente che se nella rete c' e un ciclo di lunghezza minima
`, allora `  e un fattore di . Se per assurdo non fosse cos , allora  =
`p+s; 9 p;s; 1  s < `; se x0  e uno stato del ciclo di lunghezza `, anche
Lr0x0 vi appartiene, ma allora
L
r0x0 = L
r0+x0 = L
r0L
x0 = L
r0L
sL
`px0 = L
r0+sx0 ;
questo risulta assurdo perch e  x = Lr0x0  e uno stato del ciclo di lunghezza
`, ma si ha anche che  x = Ls x; s < `, e quindi appartiene anche a un ciclo
29di lunghezza s, il che  e assurdo perch e il ciclo di lunghezza `  e minimo.
Confrontando la denizione di r0 e di Tt, si ha che Tt  r0 e per assurdo si
pu o supporre che la disuguaglianza sia in senso stretto. Dalla denizione
di Tt, per ogni x si ha che LTtx appartiene ad un ciclo, la lunghezza
minima del quale  e un fattore di , quindi
L
Ttx = L
L
Ttx = L
Tt+x ; 8x :
Quest'ultima uguaglianza comporta che LTt = LTt+, ma questo  e in
contraddizione con la denizione di r0, perch e si era supposto che Tt < r0.
Si ha quindi che r0 = Tt. }
Osservazione 2.4: Visto che per il suo signicato Tt risulta sempre mi-
nore o uguale di 2n, si ha quindi che r0  2n. 
Osservazione 2.5:  denito nella dimostrazione della Proposizione 2.2
risulta il minimo comune multiplo della lunghezza di tutti i cicli della
BN e viene detto moltiplicatore di cicli. 
Esempio 2.6: Considerando il solito Esempio 2.1, si ha
L = 8

2 4 3 7 3 5 2 7

L
2 = 8

4 7 3 2 3 3 4 2

L
3 = 8

7 2 3 4 3 3 7 4

L
4 = 8

2 4 3 7 3 3 2 7

L
5 = 8

4 7 3 2 3 3 4 2

:
In denitiva si ha che L2 = L5, quindi Tt della BN presentata  e 2 e il
moltiplicatore di cicli   e pari a 3. Tutto questo comporta che da qualsiasi
stato iniziale si parte, dopo 2 iterazioni la rete  e entrata in uno dei due
cicli, e questo  e confermato anche dal grafo di stato della rete (Figura
2.3). Inoltre il valore di   e una ulteriore conferma che i cicli della rete
possono avere lunghezza o 1 o 3, che sono gli unici fattori propri di . |
2.4 Bacino di attrazione
Altro aspetto interessante dello studio dei cicli  e capire a quale ciclo si
converge a partire da un determinato stato iniziale. Infatti, visto che la
BN  e deterministica, ad ogni stato iniziale corrisponde uno e un solo ciclo
in cui la rete entra e dove resta indenitamente.
Se indichiamo con Ci; i = 1;:::;k, l'insieme che contiene tutti gli stati
appartenenti al ciclo i-esimo, si ha ovviamente che 
 =
Sk
i=1 Ci.
30Denizione 2.7: Si si dice bacino di attrazione per Ci se Si  e l'insieme
degli stati che convergono a Ci, cio e  x 2 Si se e solo se
x(t) = Lt x 2 Ci per t > Tt.
Ovviamente l'unione dei bacini di attrazione Si crea tutto l'insieme
degli stati 2n, e dal momento che gli Si sono disgiunti, questi formano
una partizione di 2n.
Osservazione 2.6: Nel grafo di stato 	 di una BN, i diversi bacini di
attrazione possono essere individuati tramite la seguente procedura:
 per ogni i;j, se nel grafo diretto  e presente l'arco (i;j) dal vertice
xi al vertice xj, si aggiunge all'insieme ~ A dei lati del nuovo grafo
~ 	 l'elemento (j;i). Il grafo ~ 	 che ne risulta  e indiretto.
 si trovano le diverse componenti connesse del grafo ~ 	; ogni com-
ponente contiene uno e un solo ciclo, e i vertici che la compongono
formano il bacino di attrazione del ciclo stesso.
A questo punto risulta immediato stabilire anche il tempo di transi-
zione della rete tramite il grafo di stato; basta infatti considerare per ogni
componente connessa gli eventuali stati che non appartengono al ciclo e
trovare la lunghezza del percorso tra lo stato considerato e il primo stato
appartenente al ciclo. Per ogni bacino si memorizza la lunghezza mag-
giore e poi si trova tra tutte queste la maggiore in assoluto e in questo
modo si ottiene il tempo di transizione della rete. 
Per trovare i diversi bacini di attrazione risulta utile il concetto di
stato antecedente (diretto): q 2 2n  e antecedente di p 2 2n se p = Lq.
Con L 1(p) si indica l'insieme di tutti gli stati antecedenti di p.
Proposizione 2.3 Dato Ci, ciclo della BN, il suo bacino di attrazione
 e composto dall'insieme
Si = Ci [ L
 1(Ci) [ L
 2(Ci) [ ::: [ L
 Tt(Ci) :
Dimostrazione: Il bacino di attrazione di Ci contiene ovviamente tutti
gli stati appartenenti al ciclo, ma anche tutti quelli che in una iterazione
arrivano nel ciclo (cio e L 1(Ci)) e cos  via no a quelli che in Tt iterazioni
entrano nel ciclo; ovviamente non ci saranno altri stati in grado di entrare
nel ciclo con un numero maggiore di iterazioni, proprio per denizione di
Tt. }
Per calcolare gli stati antecedenti di uno stato p si pu o sfruttare la
seguente
31Proposizione 2.4 Gli stati antecedenti (un passo o k passi) dello stato
p si trovano nel seguente modo:

L 1(p) = f
j
2njColj(L) = pg
L k(p) = f
j
2njColj(Lk) = p k = 2;:::;Ttg
Esempio 2.7: Nella BN dell'Esempio 2.1 ci sono 2 cicli, uno composto
da un solo stato, C1 = f3g, e uno composto da 3 stati, C2 = f2;4;7g.
Per il bacino relativo a C1 si ha
S1 = f3g [ f3;5g [ f3;5;6g = f3;5;6g ;
mentre per il bacino relativo a C2 si ha
S2 = f2;4;7g [ f1;2;4;7;8g [ f1;2;4;7;8g = f1;2;4;7;8g :
Anche nella ricerca del bacino di attrazione dei diversi cicli il grafo di
stato fornisce tutte le informazioni necessarie (Figura 2.3). |
2.5 Stabilit a
In questo paragrafo si cercano le condizioni per cui una rete converga ad
un unico stato, cio e perch e sia globalmente stabile.
Denizione 2.8: Una BN si dice globalmente convergente se il suo
insieme limite 
 consiste di un unico punto sso. La convergenza globale
si dice anche stabilit a globale.
Nel caso in cui la rete presenta un solo punto sso, e quindi un solo
ciclo di lunghezza uno, tutti gli stati convergono al punto sso perch e il
suo bacino di attrazione  e obbligatoriamente tutto 2n (dal momento che
la suddivisione in bacini  e una partizione dell'insieme di tutti gli stati).
Osservazione 2.7: La stabilit a globale di una BN si ri
ette nel suo grafo
di stato con la presenza di un solo ciclo di lunghezza 1. Inoltre il grafo
~ 	, ricavato nell'Osservazione 2.6 aggiungendo i lati invertiti, deve ovvia-
mente avere una sola componente connessa. 
Per stabilire la convergenza globale di una BN vale la seguente
Proposizione 2.5 La BN (2.1), con la relativa forma algebrica (2.4),  e
globalmente convergente se e solo se una delle seguenti condizioni equi-
valenti  e soddisfatta:
321. l'unica potenza non banale di L  e 1 e tr(L) = 1;
2. il moltiplicatore di cicli  e 1 e tr(L2n) = 1;
3. le colonne di LTt sono tutte uguali.
Dimostrazione: Per il primo punto, se la BN  e globalmente stabile
allora presenta un solo ciclo, e questo  e di lunghezza uno, quindi si ha
che tr(L) = 1 e l'unica potenza non banale  e 1; viceversa, se tr(L)=1 la
rete presenta un solo ciclo di lunghezza uno, e poich e l'unica potenza non
banale  e 1, l'insieme limite della BN  e composto da un solo punto sso,
e quindi la rete  e globalmente stabile.
Per quanto riguarda il secondo punto, se la BN  e globalmente stabile,
allora esiste un unico ciclo, e questo  e di lunghezza 1; il moltiplicatore
di cicli  deve quindi essere pari a 1, essendo il minimo comune multiplo
delle lunghezze di tutti i cicli, e anche tr(L2n) deve essere pari a uno,
altrimenti si avrebbe pi u di un punto sso. Viceversa, il fatto che 
sia pari a uno implica che la rete ha solo punti ssi, e grazie al fatto
che tr(L2n) = 1, la rete presenta un solo punto sso, quindi la rete  e
globalmente convergente per denizione.
Per il terzo punto, se la rete  e globalmente convergente allo stato i
2n,
esaurito il transitorio si ha che lo stato raggiunto dalla rete  e il punto
sso, quindi LTt ha tutte le colonne pari a i
2n. Viceversa, se tutte le
colonne di LTt sono uguali a i
2n, vuol dire che dopo Tt iterazioni la rete
ha raggiunto lo stato i
2n a partire da qualsiasi stato iniziale, e quindi la
rete  e globalmente stabile. }
Osservazione 2.8: Nel caso della terza condizione, ovviamente si ha
che dalla potenza Tt di L in poi la matrice risulta avere tutte le colonne
uguali, quindi la conoscenza del periodo di transizione non  e fondamen-
tale; basta infatti controllare se L2n ha tutte le colonne uguali. In caso
contrario si pu o aermare che la rete non  e globalmente convergente (si
ha infatti che Tt  2n). 
Esempio 2.8: L'Esempio 1,usato dall'inizio del capitolo, non rappre-
senta ovviamente una rete globalmente stabile, dal momento che presen-
ta, oltre al punto sso anche un ciclo di lunghezza 3. Da un punto di
vista del grafo (Figura 2.3) si nota subito che con il procedimento descrit-
to nell'Osservazione 2.6 si ottengono 2 componenti connesse distinte, una
formata dai vertici f1;2;4;7;8g e l'altra dai rimanenti vertici.
Prendendo in considerazione un'altra BN, descritta dalla seguente forma
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x(t + 1) = Lx(t) = 8

1 1 1 3 4 5 2 6

x(t) ;
con L scritta in maniera semplicata, questa invece  e globalmente con-
vergente. Si verica facilmente infatti che l'unica potenza non banale di
L  e 1 e che la traccia della matrice L  e pari a 1, oppure si vede subito
che elevando L all'ottava potenza, si ottiene come risultato una matrice
formata da tutte colonne pari a 1
8. Ovviamente il punto sso a cui con-
verge la rete  e lo stato 1
8.
Studiando il grafo di stato della rete in esame, riportato in Figura 2.4, si
nota subito che esiste una sola componente connessa e che il periodo di
transitorio  e pari a 5. |
x1 x2 x7
x3 x4 x5
x6
x8
Figura 2.4: Grafo di rete relativo alla seconda rete dell'esempio 3.8.
Nell'ultimo paragrafo del capitolo si applicano le nozioni relative alle
matrici positive e alle catene di Markov riportate nel paragrafo 1.5, per
portare la matrice L nella sua forma normale.
2.6 Forma normale della matrice L
La BN descritta in forma algebrica presenta un legame molto forte con le
catene di Markov; in eetti risulta immediato dimostrare che il sistema
algebrico che descrive una BN presenta le stesse propriet a del sistema
algebrico che descrive l'evoluzione di una catena di Markov appena si
considera la sua versione trasposta. Inoltre per le sue caratteristiche
intrinseche  e una catena di Markov molto facile perch e deterministica.
L'evoluzione di una catena di Markov  e descritta dall'equazione riportata
in (1.8), dove x(t)  e un vettore stocastico, e la matrice P  e stocastica per
righe. Se si eettua la trasposizione dell'equazione si ottiene
x(t + 1) = P
Tx(t)
dove ovviamente P T  e una matrice stocastica per colonne.
Analizzando il sistema algebrico che descrive una BN, il vettore x(t) che
34dello stato  e un vettore canonico, quindi stocastico, e anche le colonne
della matrice L sono vettori canonici, per cui L risulta stocastica per
colonne. Il sistema algebrico che rappresenta la BN descrive quindi una
catena di Markov, in cui tutto per o risulta deterministico. Lo stato ini-
ziale infatti  e noto, e da ogni stato si passa ad uno e un solo stato, per
cui non sono necessarie delle considerazioni probabilistiche come nel caso
pi u generale delle catene di Markov.
Osservazione 2.9: Una BN vista come catena di Markov presenta 2n sta-
ti S1;:::;Sn; visto che il vettore x(t)  e canonico, e visto il suo signicato
nel contesto delle catene di Markov, questo signica che se x(t) = i
2n,
allora al tempo t la catena di Markov  e con probabilit a 1 nello stato i.
Esiste quindi un nesso biunivoco tra il valore dello stato x(t) = i
2n del
sistema algebrico di una BN e lo stato Si della catena di Markov ad esso
associata. Nel seguito, quando si parla di stato i si intende lo stato Si
della catena di Markov associata alla BN, che  e indissolubilmente legato
al vettore x = i
2n. 
La relazione di comunicazione tra stati denita nella Denizione 1.12
si ri
ette nella seguente partizione degli stessi nel caso in esame:
 ogni insieme di stati che forma un ciclo della rete d a vita a una
classe ergodica;
 gli stati che non appartengono a cicli formano classi di comunica-
zione transitorie composte da un solo elemento.
Osservazione 2.10: In base alla Proposizione 1.5 si pu o aermare con
certezza che ogni BN presenta sempre almeno 1 classe ergodica e quindi
un ciclo. 
Utilizzando la numerazione degli stati gi a presentata per le catene di
Markov, si ottiene per permutazione una matrice ~ L, che fornisce infor-
mazioni importanti sulla dinamica del sistema. Il livello pi u profondo
(usando per livello lo stesso signicato introdotto per le catene di Mar-
kov) che si trova distinguendo gli stati di una BN in livelli corrisponde
al valore assunto da Tt. All'istante Tt infatti a partire da qualsiasi stato
iniziale la rete  e entrata in un ciclo, ed esiste almeno uno stato  x che en-
tra in un ciclo dopo esattamente Tt passi, e quindi il livello pi u profondo
corrisponde a questo valore.
Se la BN in esame presenta k > 1 cicli, con l'etichettatura degli stati
appena presentata si ottiene la seguente matrice ~ L in forma normale:
35~ L =
2
6 6 6 6
6 6 6 6 6 6
4
~ L1 0 0 ?   ?
0 ... 0 ?   ?
0 0 ~ Lk ?   ?
0 ?  ?
0
. . . ?
... ?
0
3
7 7 7 7
7 7 7 7 7 7
5
:
Essa  e caratterizzata da k blocchi diagonali formati da matrici irriduci-
bili, ognuno dei quali rappresenta un ciclo della rete, mentre i restanti
blocchi diagonali sono nulli di dimensione 1 e le relative colonne presen-
tano l'elemento unitario sopra la diagonale.
Come  e gi a stato notato nel caso delle catene di Markov, la forma as-
sunta dalla matrice ~ L corrisponde alla forma normale della matrice L di
partenza. Questa pu o essere ottenuta attraverso trasformazione di co-
gredienza ed  e sempre possibile farlo grazie al Teorema 1.4.
Osservazione 2.11: Se si ricava la forma normale della matrice L nume-
rando gli stati con lo stesso procedimento esposto per le catene di Markov,
la matrice ~ L che si ottiene ha in realt a una forma pi u caratterizzata: le
colonne relative agli stati di primo livello seguono le colonne relative agli
stati dei cicli (che sono le prime colonne), e presentano l'elemento 1 nelle
righe relative alle classi dei cicli; le colonne relative agli stati di secondo
livello seguono quelle relative agli stati del primo, e presentano l'uno in
corrispondenza delle righe delle classi del primo livello e cos  via per le
restanti classi.
Se invece si calcola la forma normale solamente cercando una matrice
di permutazione che porti L in forma normale, questo non  e assicurato;
si pu o solo aermare con sicurezza che considerati due stati i e j che
non appartengono a cicli, se partendo dallo stato i al passo successivo si
arriva in j, allora obbligatoriamente lo stato ~ i che corrisponde nella nu-
merazione precedente allo stato i, e lo stato ~ j che corrisponde allo stato
j, sono tali per cui ~ j < ~ i. 
Osservazione 2.12: Per ottenere la forma normale di L si opera una
trasformazione di cogredienza, cio e si considerano gli stati in un ordine
diverso da quello iniziale. Per ricostruire lo stato del sistema di partenza
conoscendo lo stato del sistema dopo la trasformazione, si pu o usare
x = ~ x ; (2.7)
36con  la matrice di permutazione che porta gli stati nell'ordine deside-
rato. Esiste quindi una diversa associazione tra il valore del nuovo stato
~ x e il valore delle variabili logiche i che compaiono in (2.1). 
Portando quindi in forma normale la matrice L si possono ottenere
numerose informazioni sulla struttura della BN, in particolare su:
 numero di cicli presenti e loro lunghezza;
 suddivisione degli stati in bacini di attrazione e tempo di transito-
rio.
Per quanto riguarda i cicli, i blocchi isolati ~ Li indicano i cicli della rete,
e la dimensione di ciascun blocco indica la lunghezza del ciclo legato ad
esso. Ovviamente conoscendo la lunghezza di ogni ciclo si pu o ottenere
il moltiplicatore di cicli  come minimo comune multiplo delle diverse
lunghezze.
Per ricostruire i bacini di attrazione  e invece suciente elevare a potenza
la matrice ~ L pi u volte, no a che l'elemento pari a uno di ogni colonna
non appartenga alle righe delle classi relative ai cicli, cio e no a che
~ L
r =
2
6 6
6 6 6 6 6
4
~ Lr
1 Sr
1;h+1  Sr
1;2n
... . . .
. . .
. . .
~ Lr
1 Sr
k;h+1  Sr
k;2n
0 0
3
7 7
7 7 7 7 7
5
(2.8)
con h pari alla somma delle dimensioni dei blocchi ~ Li; i = 1;:::;k e
Sr
j;`; j = 1;:::;k; ` = h + 1;:::;2n, vettore colonna di dimensione pari
a quella di ~ Lj e tale che su ogni colonna di ~ Lr con indice maggiore di h
un solo vettore  e diverso dal vettore nullo ed  e un vettore canonico.
Stabilire a quale bacino di attrazione lo stato ~ x = i
2n;i = h + 1;:::;2n,
appartenga risulta immediato: basta infatti trovare il vettore Sr
j;i che
risulta diverso dal vettore nullo, e l'indice j stabilisce a quale ciclo giunge
il sistema a partire dallo stato iniziale i
2n. Ovviamente per avere la stessa
informazione relativa a x, cio e con la base di partenza, basta trovare la
corrispondenza tra gli stati nelle due diverse basi.
Il valore minimo di r per cui la matrice ~ Lr assume la forma desiderata
corrisponde ovviamente al tempo di transitorio della rete, cio e Tt = r.
Esempio 2.9: Riprendendo in esame la BN dell'Esempio 2.1, si pu o tro-
varne la forma normale. Analizzando il grafo di stato  e facile convincersi
37che operando la permutazione degli stati indicata da
 =

1 2 3 4 5 6 7 8
3 2 4 7 1 8 5 6

l'ordine in cui compaiono gli stati  e quello indicato per ottenere la matrice
in forma normale. Operando infatti la trasformazione di cogredienza
utilizzando la matrice  associata alla permutazione  si ha:
~ L = 
T
L =
2
6 6 6 6
6 6 6 6 6 6
4
1 0 0 0 0 0 1 0
0 0 0 1 1 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0
3
7 7 7 7
7 7 7 7 7 7
5
:
La suddivisione della matrice  e stata fatta per evidenziare la considera-
zione espressa nell'Osservazione 2.11. Utilizzando questa nuova matrice
l'evoluzione della BN si esprime come ~ x(t + 1) = ~ L~ x(t), con ~ x il vettore
di stato espresso nella nuova base.
La corrispondenza tra lo stato ~ x nella nuova base e le variabili logiche
1;:::;n si ottiene trovando prima il corrispondente valore dello stato
nella base precedente, applicando la formula (2.7), e poi applicando la
formula (1.1). La relazione che si trova eettuando i calcoli  e riassunta
nella tabella 2.2.
~ x x 1 2 3
1
8 3
8 1 0 1
2
8 2
8 1 1 0
3
8 4
8 1 0 0
4
8 7
8 0 0 1
5
8 1
8 1 1 1
6
8 8
8 0 0 0
7
8 5
8 0 1 1
8
8 6
8 0 1 0
Tabella 2.2: Conversione nuovo stato ~ x, vecchio stato x e variabili logiche
1;2;3.
Con la matrice in forma normale risulta subito evidente che esistono
2 cicli, uno di lunghezza 1 relativo allo stato 1 (con il nuovo riordino), e
38uno di lunghezza 3 relativo agli stati 2,3,4.
Per quanto riguarda i bacini di attrazione, elevando alla seconda potenza
la matrice ~ L si ottiene la forma (2.8), della quale nel seguito si riporta solo
il blocco T contenente i diversi S2
i;j, perch e risulta la parte interessante
per stabilire i bacini di attrazione:
T =
2
6
6
4
0 0 1 1
0 1 0 0
1 0 0 0
0 0 0 0
3
7
7
5 :
Analizzando T si conclude che gli stati 5 e 6 appartengono al bacino di
attrazione del ciclo di lunghezza 3, mentre gli stati 7 e 8 al bacino del
punto sso. Dal momento che la potenza 2  e quella minima per avere ~ Lk
nella forma (2.8), il tempo di transitorio corrisponde a 2 istanti.
Guardando la relazione tra lo stato nella nuova e nella vecchia base, si
nota che dall'analisi di ~ L e delle sue potenze sono stati ottenuti gli stessi
risultati gi a ottenuti con le altre tecniche presentate. |
393 Reti Booleane di controllo
Una naturale estensione delle reti Booleane  e l'inserimento nelle diverse
equazioni di ulteriori variabili logiche che sono controllabili dall'ester-
no, cio e l'inserimento di ingressi di controllo. In questo contesto quindi
si analizzano anche i concetti di raggiungibilit a, controllabilit a, osser-
vabilit a e ricostruibilit a. Non tutti questi concetti verranno trattati in
maniera approfondita, dal momento che solo alcuni sono fondamentali
per lo scopo della tesi. Trattandosi comunque di propriet a importanti
per comprendere il modo di operare di una rete Booleana di controllo,
vengono riportate almeno le considerazioni pi u signicative.
3.1 Denizione, forma algebrica e grafo di una
rete Booleana di controllo
Denizione 3.1: Una rete Booleana di controllo  e un sistema di
equazioni logiche del tipo
8
> <
> :
1(t + 1) = f1(1(t);:::;n(t);1(t);:::;m(t))
. . .
n(t + 1) = fn(1(t);:::;n(t);1(t);:::;m(t))
(3.1)
e di equazioni logiche

j(t) = hj(1(t);:::;n(t)); j = 1;:::;p: (3.2)
Le variabili i 2 B; i = 1;:::;n, sono i nodi della BCN, le variabili
` 2 B; ` = 1;:::;m, sono gli ingressi di controllo e le variabili 
j 2
B; j = 1;:::;p, sono le uscite.
Le funzioni fi : Bn+m ! B; i = 1;:::;n; e hj : Bn ! B; j = 1;:::;p;
sono funzioni logiche.
Con l'abbreviazione BCN (Boolean Control Network) si indica nel
seguito una rete Booleana di controllo.
Come per le BN, anche in questo caso  e possibile trovare la forma alge-
brica del sistema.
A questo scopo si introducono le variabili vettoriali
Xi 2 2; U` 2 2; Yj 2 2
che rappresentano le rispettive variabili logiche i 2 B; ` 2 B; 
j 2
B; i = 1;:::;n; ` = 1;:::;m; j = 1;:::;p; con il sistema gi a visto nei
40capitoli precedenti.
Attraverso l'uso delle variabili
x(t) = n
n
i=1Xi(t) 2 2n; u(t) = n
m
l=1U`(t) 2 2m; y(t) = n
p
j=1Yj(t) 2 2p;
si pu o costruire la seguente forma algebrica della BCN:

x(t + 1) = L n u(t) n x(t)
y(t) = H n x(t) ; (3.3)
con L 2 L2n2n+m e H 2 L2p2n.
Per trovare l'equazione relativa a y(t) basta applicare il procedimento
spiegato nella sezione 1.4, mentre per ritrovare quella relativa a x(t + 1)
il procedimento risulta leggermente pi u complesso per la presenza del-
l'ingresso u(t). A seconda del diverso valore assunto da u(t), il rapporto
(e quindi la matrice) che lega x(t + 1) a x(t)  e diverso. Ad ogni diverso
ingresso u(t) = i
2m  e quindi associata una diversa matrice Li, ed facile
vericare che utilizzando il prodotto semitensoriale Lnu(t) = Lni
2m il
risultato  e una matrice quadrata logica di dimensione 2n che corrisponde
alla sottomatrice di L relativa alle colonne di indice (i 1)2n+1;:::;i2n.
La matrice L  e quindi costruita accostando le diverse Li; i = 1;:::;2m,
calcolate utilizzando come valore di ingresso u(t) = i
2m:
L =

L1 L2 ::: L2m

:
Esempio 3.1: Data la seguente BCN

1(t + 1) = (1(t) ^ 2(t)) _ 1(t)
2(t + 1) = 2(t) ^ 2(t)

(t) = 1(t) $ 2(t)
si pu o, dopo alcuni calcoli, ottenere la sua forma algebrica che presenta
le seguenti matrici:
L =
2
6 6
4
1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0
0 1 0 1 1 1 1 1 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 1
3
7 7
5
H =

1 0 0 1
0 1 1 0

:
41La scelta di usare una rete Booleana molto ridotta per l'esempio  e giu-
sticata dalle dimensioni della matrice L che si ottiene, che gi a in questo
caso risulta alquanto onerosa da scrivere. |
Come nel caso delle reti Booleane, anche per le reti di controllo Boo-
leane  e possibile introdurre un grafo di stato. L'insieme dei vertici del
grafo  e V = fxi = i
2n;1  i  2ng come nel caso delle BN, mentre
per trovare l'insieme degli archi uscenti dal nodo xi, si calcola per ogni
ingresso u = 
j
2m; j = 1;:::;2m la matrice L n u, si considera la sua
i-esima colonna, che sar a pari a k
2n; 1  k  2n, e si inserisce in A,
l'insieme contenente gli archi del grafo, l'arco orientato (xi;xk).
Esempio 3.2: Il grafo di stato della rete di controllo Booleana presentata
nell'Esempio 3.1 viene riportato in Figura 3.1.
x1 x2
x4 x3
Figura 3.1: Grafo di rete relativo alla BCN dell'Esempio 3.1.
|
Il grafo di stato permette di capire immediatamente verso quali stati
pu o spostarsi il sistema a partire da uno stato dato. Nel caso si volesse
mantenere l'informazione relativa a quali ingressi creano un determinato
arco tra 2 vertici, basterebbe etichettare ogni arco con il valore degli
ingressi che lo genera, ma renderebbe pesante la sua rappresentazione
graca.
3.2 Interpretazione come switched system
Una rete di controllo Booleana pu o anche essere interpretata come una
rete Booleana che pu o cambiare ad ogni istante la sua matrice di stato.
Come  e gi a stato notato infatti il prodotto Lnu(t), con u(t) = i
2m  e pari
ad una matrice quadrata Li di dimensione 2n che per l'istante t funge da
matrice di stato di una BN che in quel momento  e equivalente alla BCN
42di partenza.
Una rete di controllo Booleana pu o quindi essere descritta come un
Boolean switched system del tipo
x(t + 1) = L(t)x(t)
dove (t)  e una sequenza di numeri presi dall'insieme f1;:::;2mg e ogni
Li; i = 1;:::;2m viene detto sottosistema della rete.
Esempio 3.3: Riprendendo l'Esempio 3.1, la BCN in esame pu o essere
interpretata come uno switched system che ha la possibilit a di commutare
tra 4 diverse BN e le 4 diverse matrici che caratterizzano le diverse reti
sono:
L1 =
2
6 6
4
1 0 1 0
0 1 0 1
0 0 0 0
0 0 0 0
3
7 7
5 L2 =
2
6 6
4
0 0 0 0
1 1 1 1
0 0 0 0
0 0 0 0
3
7 7
5
L3 =
2
6 6
4
1 0 0 0
0 0 0 0
0 0 1 0
0 1 0 1
3
7 7
5 L4 =
2
6 6
4
0 0 0 0
1 0 0 0
0 0 0 0
0 1 1 1
3
7 7
5 :
A seconda dell'ingresso che viene fornito alla rete quindi la dinamica del
sistema sar a dettata dalla rispettiva matrice Li. |
3.3 La matrice Ltot
Una matrice che risulta molto utile, soprattuto per lo studio della rag-
giungibilit a del sistema,  e la seguente
Ltot =
2m _
i=1
Li ;
in particolare [Ltot]ij = 1 se e solo se esiste almeno un Li che abbia in
posizione (i;j) l'elemento 1.
Con questa matrice si capisce verso quali stati si pu o andare a partire da
un determinato stato, ma si perde l'informazione relativa a quale ingresso
permetta eettivamente di spostarsi nello stato desiderato. Se infatti lo
stato al tempo t  e x(t) = i
2n, con la colonna i-esima di Ltot si possono
ottenere tutti gli stati raggiungibili da x(t), che sono quelli in corrispon-
denza agli elementi non nulli del vettore, ma evidentemente  e impossibile
43stabilire quale ingresso sia necessario per andare in uno di quegli stati.
Con la matrice Ltot risulta anche pi u facile la costruzione del grafo di sta-
to di una BCN: per stabilire gli archi uscenti dal vertice xi  e suciente
guardare la colonna i-esima di Ltot e, per ogni suo elemento pari a uno,
mettere un arco verso il rispettivo vertice (se [Coli(Ltot)]j = 1; allora  e
presente un arco tra xi e xj).
Esempio 3.4: La matrice Ltot relativa all'Esempio 3.1  e la seguente:
Ltot =
2
6 6
4
1 0 1 0
1 1 1 1
0 0 1 0
0 1 1 1
3
7 7
5 :
|
Osservazione 3.1: Ci o che  e importante nella matrice Ltot  e la spar-
sit a della matrice stessa. Nel seguito sono utilizzate le potenze di questa
matrice quadrata, ma, poich e risulta importante solo la sparsit a e non i
valori numerici assunti dagli elementi diversi da zero, con L
tot si intende
in realt a la matrice Booleana associata a L
tot; viene comunque usata la
stessa notazione per non appesantire ulteriormente la scrittura. 
3.4 Comportamento asintotico e forma normale di
Ltot
Per una BCN le considerazioni che si possono fare sul comportamento
asintotico della rete sono molto meno signicative rispetto a quelle che si
possono fare nel caso di reti Booleane senza controllo. Anche gli stati di
una rete controllata possono essere suddivisi in classi di comunicazione,
usando lo stesso criterio delle reti Booleane, cio e 2 stati xi e xj appar-
tengono alla stessa classe se e solo se esiste un percorso nel grafo di stato
che permette di passare da xi a xj e viceversa. Questa condizione, come
verr a dimostrato successivamente, si ri
ette sulla matrice Ltot nel fatto
che devono esistere i e j tali per cui [L
i
tot]ji = 1 e [L
j
tot]ij = 1.
Per le reti in esame le classi di comunicazione possono essere suddivise
nel seguente modo:
 classi chiuse, cio e quelle in cui non si pu o passare da uno stato di
quella classe a uno stato di un'altra, qualunque sia la sequenza di
ingressi utilizzata;
44 classi transitorie, cio e quelle in cui esistono stati dai quali si pu o
passare in stati di altre classi attraverso opportuni ingressi. A die-
renza delle reti Booleane, le classi transitorie di una BCN possono
essere composte anche da pi u di un elemento.
Osservazione 3.2: Le classi chiuse non sono state denite ergodiche
perch e nel caso di reti controllate non  e detto che si converga necessaria-
mente a una di queste; la presenza infatti di classi transitorie composte
da pi u di un elemento implica l'esistenza di cicli anche in classi non chiu-
se. Questo comporta che se ad un certo istante la rete  e in uno stato
appartenente a una classe transitoria composta da pi u di un elemento,
applicando una opportuna sequenza di ingressi si pu o restare in quella
classe indenitivamente, senza raggiungere una classe chiusa. 
Osservazione 3.3: Anche per le BCN si pu o aermare che esiste sempre
almeno una classe di comunicazione chiusa, e questo  e dovuto al numero
di stati possibili del sistema, che  e nito. 
Grazie alla suddivisione in classi di comunicazione  e possibile fare le
seguenti considerazioni sulla dinamica del sistema:
 se lo stato iniziale del sistema appartiene a una classe chiusa, la
dinamica evolver a solo all'interno di questa classe, qualunque sia la
sequenza di ingressi usata;
 solo per le classi transitorie che sono formate da un unico stato e
per il quale non esiste un ingresso che porti lo stato in se stesso  e
possibile aermare che asintoticamente la rete non sar a in quelle
classi;
 per tutte le le altre classi transitorie  e possibile trovare una se-
quenza di ingressi che mantiene lo stato sempre in quella classe.
Ciononostante, nel caso all'istante t lo stato esca dalla classe, si ha
la certezza che non potr a pi u tornarci in futuro;
 a dierenza delle reti Booleane non  e detto che ad una classe transi-
toria corrisponda una sola classe chiusa, perch e dipende tutto dalla
sequenza di ingressi usata.
Se si porta attraverso una trasformazione di cogredienza la matrice
Ltot nella sua forma normale (trasposta), si pu o anche in questo caso otte-
nere tutte le informazioni relative alle classi di comunicazione: ai blocchi
isolati corrisponderanno le classi chiuse, e agli altri blocchi diagonali le
45classi transitorie; ovviamente i blocchi diagonali di dimensione 1 che pre-
sentano l'elemento 0 corrispondono agli stati in cui asintoticamente il
sistema non potr a mai essere.
Esempio 3.5: In Figura 3.2 si riporta il grafo di stato in cui sono state
evidenziate le 3 classi di comunicazione che sono presenti nella rete del-
l'Esempio 3.1. La classe di comunicazione chiusa  e quella formata dagli
stati x2 e x4. Nel seguito si riporta la forma normale della matrice Ltot e
x1 x2
x4 x3
Figura 3.2: Classi di comunicazione nel grafo di rete dell'esempio 3.1.
la permutazione usata per ottenerla:
2
6 6
4
1 1 0 1
1 1 1 1
0 0 1 1
0 0 0 1
3
7 7
5  =

1 2 3 4
4 2 1 3

:
Con questo esempio risulta evidente che non si pu o fare nessuna aer-
mazione certa sul comportamento asintotico del sistema. |
3.5 Individuazione dei cicli
Per lo studio delle strategie di controllo delle BCN risulta utile la cono-
scenza dei cicli presenti nelle reti Booleane di controllo.  E stata quindi
creata una funzione ricorsiva per individuare tutti i cicli (semplici) di
una BCN. Nel seguito si riporta l'algoritmo in maniera descrittiva e in
pseudocodice (Algoritmo 3.1).
All'algoritmo ricorsivo vengono forniti in ordine crescente tutti gli stati
della BCN, ed esso trova tutti i cicli che partono dallo stato dato, xp, e
che non coinvolgono gli stati xi; 1  i < p (perch e sicuramente sono gi a
stati individuati quando l'algoritmo  e stato precedentemente chiamato
con xi come stato di partenza per i cicli).
L'algoritmo memorizza una successione di stati (che comincia con xp), e
46la relativa successione di ingressi che permettono quell'evoluzione dello
stato; quando viene chiamato, l'algoritmo analizza l'ultimo stato della
successione, e in particolare identica tutti gli stati in cui la BCN pu o
portarsi a partire dall'ultimo. A questo punto ci sono 4 possibili situazioni
riguardo ad ognuno degli stati in cui si giunge:
 lo stato non appartiene alla successione degli stati e non coincide
con nessun xi; 1  i < p, per cui viene aggiunto a quest'ultima, si
aggiorna la successione degli ingressi con l'ingresso che permette di
arrivare in questo stato e si richiama l'algoritmo;
 lo stato appartiene alla successione degli stati, ma non coincide con
xp; in questo caso non si richiama l'algoritmo perch e, anche nel caso
in cui si trovasse una sequenza di ingressi per cui lo stato torna in
xp, il ciclo individuato non sarebbe semplice, e quindi non risulta
interessante;
 lo stato in cui si arriva  e pari a xi; 1  i < p, per cui l'eventuale
ciclo che coinvolge xp e xi  e gi a stato individuato quando l'algoritmo
 e ha individuato i cicli con xi come stato iniziale;
 lo stato corrisponde ad xp, per cui la successione di stati e di ingressi
(a cui si deve aggiungere l'ultimo usato per arrivare in xp) identica
un ciclo della BCN.
L'algoritmo ricorsivo  e ovviamente destinato a terminare dopo al massi-
mo 2n chiamate successive, dal momento che quando uno stato si ripete,
l'algoritmo non eettua un'ulteriore chiamata a se stesso, e gli stati della
rete sono 2n.
L'implementazione in Matlab di questa funzione pu o essere trovata in
Appendice A.
Per descrivere un ciclo C di periodo T di una BCN, si utilizza la
seguente notazione:
C = (x(t);u(t));(x(t + 1);u(t + 1));:::;(x(t + T   1);u(t + T   1)) ;
con L n u(t + T   1) n x(t + T   1) = x(t + T) = x(t).
Osservazione 3.4: L'algoritmo implementato risulta eettivamente utile
solo quando la rete presenta un numero di stati e di ingressi relativa-
mente piccolo, poich e il tempo di esecuzione cresce molto velocemente
all'aumentare di questi fattori (come succede nel caso dell'applicazione
47Algoritmo 3.1 Algoritmo \IndividuaCicli" per l'individuazione dei
cicli di una BCN
Input: z, contenente la successione degli stati gi a visitati; ing, conte-
nente la successione degli ingressi; L, matrice di transizione della BCN;
xp stato di inizio (e quindi di ne) del ciclo;
Output: un vettore contenente tutti i cicli trovati che partono dallo
stato coincidente con il primo elemento di z;
su=ultimo stato della successione;
sa=vettore contenente gli stati in cui si pu o arrivare da su;
for elementi di sa coincidenti con xp do
si aggiorna il vettore contenente i cicli;
end for
for elementi di sa non presenti in z e maggiori di xp do
sr=stato di sa in analisi;
ir=ingresso da fornire per raggiungere sr da su;
z = [z sr];
ing = [ing ir];
IndividuaCicli(z;ing;L;xp);
end for
pratica trattata nel capitolo 5). 
Esempio 3.6: Applicando l'algoritmo appena esposto alla BCN del-
l'Esempio 3.1, si determina che i cicli presenti nella rete in analisi sono i
seguenti:
C1 = (1;1); C2 = (1;3); C3 = (2;1); C4 = (2;2);
C5 = ((2;3);(4;1)); C6 = ((2;3);(4;2)); C7 = ((2;4);(4;1));
C8 = ((2;4);(4;2)); C9 = (3;3); C10 = (4;3); C11 = (4;4) :
|
3.6 Raggiungibilit a e controllabilit a
I concetti che sono presentati in questo paragrafo riguardano la possibi-
lit a di guidare lo stato del sistema verso un preciso valore intervenendo
ovviamente sull'ingresso.
48Denizione 3.2: Lo stato xf = i
2n  e raggiungibile da x0 = 
j
2n in 
passi se esiste una sequenza di ingressi u(0);u(1);:::;u(   1) tale che
partendo da x(0) = x0 il sistema si porta allo stato xf all'istante t = .
Teorema 3.1 xf = i
2n  e raggiungibile da x0 = 
j
2n in  passi se e solo
se [L
tot]ij = 1.
Dimostrazione: Entrambe le implicazioni vengono dimostrate tramite
induzione.
Supponendo che xf sia raggiungibile in 1 passo da x0, esiste u(0) = k
2m
tale che L n u(0) n x0 = Lkx0 = xf, quindi si ha che [Lk]ij = 1 e di
conseguenza [Ltot]ij = 1.
Per ipotesi induttiva si suppone che se xf  e raggiungibile in    1 passi
da x0, allora [L
 1
tot ]ij = 1.
Si consideri quindi xf raggiungibile da x0 in  passi; questo comporta
l'esistenza di una sequenza di ingressi  u0;:::;  u( 2);  u( 1) che porta lo
stato da x0 a xf. Partendo da x0 e utilizzando l'ingresso  u(0);:::;  u( 2)
si giunge ad uno stato xd = h
2n, quindi per ipotesi induttiva [L
 1
tot ]hj = 1,
ma si ha anche che [Ltot]ih = 1. In denitiva si ha
[L

tot]ij =
2n X
k=1
[Ltot]ik[L
 1
tot ]kj = 1 (3.4)
perch e le matrici in considerazione sono positive, e per lo meno per l'in-
dice h i due fattori sono positivi.
L'implicazione inversa si dimostra in maniera simile: se [Ltot]ij = 1, per
denizione di Ltot esiste un ingresso  u(0) tale che L n  u(0) ha come j-
esima colonna il vettore canonico i
2n, per cui Ln u(0)n
j
2n = i
2n, quindi
xf = i
2n  e raggiungibile in un passo da x0 = 
j
2n.
Per ipotesi induttiva si suppone che se [L
 1
tot ]ij = 1 allora xf = i
2n  e
raggiungibile in   1 passi da x0 = 
j
2n. Considerando allora [L
tot]ij = 1,
questa pu o essere scritta come in (3.4), e quindi deve esistere k per il qua-
le [L
 1
tot ]kj = 1 e [Ltot]ik = 1. La prima condizione comporta che xd = k
2n
 e raggiungibile in    1 passi da x0 = i
2n, mentre la seconda comporta
che xf = i
2n  e raggiungibile da xd in 1 passo, quindi xf  e raggiungibile
da x0 in  passi. }
Osservazione 3.5: Nel grafo di stato, la raggiungibilit a di xf da x0 in 
passi implica l'esistenza di un percorso di lunghezza  tra il nodo x0 e il
nodo xf. 
49L'insieme di tutti gli stati raggiungibili da x0 in k passi viene indicato
con Rk(x0).
Denizione 3.3: xf si dice raggiungibile da x0 se esiste  e un ingresso
u(0);:::;u(   1) grazie al quale l'evoluzione del sistema parte da x0 e
arriva in xf.
Il Teorema che segue  e in realt a una generalizzazione di quello prece-
dente:
Teorema 3.2 xf = i
2n  e raggiungibile da x0 = 
j
2n se e solo se
9 > 0j[L
tot]ij = 1:
Visto che gli stati sono in numero nito e pari a 2n, se lo stato xf non
 e raggiungibile da x0 in 1;:::;2n passi, allora non pu o esserlo con nessun
altro numero di passi, quindi R(x0), insieme degli stati raggiungibili da
x0 si trova con la seguente formula
R(x0) =
2n [
i=1
Ri(x0) :
Introducendo allora la matrice
L =
2n _
i=1
L
i
tot
si hanno tutte le informazioni necessarie per stabilire la raggiungibilit a
tra i vari stati, dal momento che se [L]ij = 1 allora lo stato xf = i
2n  e
raggiungibile dallo stato x0 = 
j
2n; ovviamente con questa matrice non  e
possibile trovare il numero di passi con cui xf  e raggiungibile da x0.
Osservazione 3.6: La suddivisione degli stati in classi di comunicazione
 e legata alla possibilit a di uno stato xi = i
2n di comunicare con un altro
stato xj = 
j
2n e il viceversa. Questo ovviamente comporta che xj sia
raggiungibile da xi e che xi sia raggiungibile da xj. 
Denizione 3.4: Una BCN si dice raggiungibile da x0 se tutti gli stati
del sistema sono raggiungibili a partire da esso, quindi se R(x0) = 2n.
Denizione 3.5: Una BCN si dice controllabile a xf se quest'ultimo  e
raggiungibile da ogni altro stato .
Denizione 3.6: Una BCN si dice globalmente controllabile, o sempli-
cemente controllabile, se essa  e raggiungibile da ogni x0 2 2n.
 E facile provare il seguente
50Teorema 3.3 Una BCN  e controllabile se e solo se la sua matrice Ltot
 e irriducibile.
Osservazione 3.7: Una condizione equivalente al Teorema precedente  e
che la matrice L sia strettamente positiva. 
Osservazione 3.8: Alla luce della Sezione 3.4, quest'ultimo teorema im-
plica che un sistema controllabile ha una sola classe di comunicazione che
contiene tutti gli stati (e quindi  e chiusa).
La presenza di uno stato xf a cui il sistema  e controllabile implica inve-
ce che il sistema presenti una sola classe chiusa, a cui xf appartiene, e
automaticamente implica che il sistema sia controllabile a tutti gli altri
eventuali stati che appartengono a quella classe. 
Esempio 3.7: Si consideri una rete Booleana di controllo che ha come
matrice della sua forma algebrica la seguente
L = 8

2 1 2 3 4 7 6 8 3 2 2 3 7 5 6 4

;
scritta nella sua forma semplicata. La matrice Ltot e il suo grafo di stato
sono presenti successivamente:
Ltot =
2
6
6
6 6
6 6
6 6
6 6
4
0 1 0 0 0 0 0 0
1 1 1 0 0 0 0 0
1 0 0 1 0 0 0 0
0 0 0 0 1 0 0 1
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 1
3
7
7 7
7 7
7 7
7 7
7
5
x1 x2
x3 x4
x8
x5
x6 x7
Con la numerazione degli stati adottata, la matrice Ltot risulta gi a in for-
ma normale, ed  e quindi facile vedere che esiste una sola classe chiusa e
altre 3 classi transitorie.
Se per esempio si vogliono trovare tutti gli stati raggiungibili dallo stato
51x7 si analizza la settima colonna di Ltot e delle sue prime 8 potenze:
Col7(Ltot) =
2
6 6 6 6
6 6 6 6 6 6
4
0
0
0
0
0
1
0
0
3
7 7 7 7 7
7 7 7 7 7
5
Col7(L
2
tot) =
2
6 6 6 6 6
6 6 6 6 6
4
0
0
0
0
1
0
1
0
3
7 7 7 7 7
7 7 7 7 7
5
Col7(L
3
tot) =
2
6 6 6 6 6
6 6 6 6 6
4
0
0
0
1
0
1
1
0
3
7 7 7 7 7
7 7 7 7 7
5
Col7(L
4
tot) =
2
6 6 6 6 6
6 6 6 6 6
4
0
0
1
0
1
1
1
0
3
7 7 7 7 7
7 7 7 7 7
5
Col7(L
5
tot) =
2
6 6 6 6 6 6
6 6 6 6
4
0
1
0
1
1
1
1
0
3
7 7 7 7 7 7
7 7 7 7
5
Col7(L
6
tot) = Col7(L
7
tot) = Col7(L
8
tot) =
2
6
6 6 6 6 6
6 6 6 6
4
1
1
1
1
1
1
1
0
3
7
7 7 7 7 7 7
7 7 7
5
Analizzando le colonne si nota che l'unico stato non raggiungibile in un
numero nito di passi  e lo stato x8, mentre tutti gli altri sono raggiun-
gibili con un numero di passi minore di 7. Con questo esempio si nota
anche che se xi 2 Rk(x0) non  e detto che xi 2 Rk+1(x0), come succede
per lo stato x6 che  e raggiungibile in un passo ma non in 2.
Riportando la matrice L si possono fare delle considerazioni molto gene-
rali:
L =
2
6 6 6
6 6 6 6 6 6
6
4
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 0
0 0 0 0 1 1 1 0
0 0 0 0 1 1 1 0
0 0 0 0 0 0 0 1
3
7
7 7 7 7 7 7
7 7 7
5
La matrice  e stata suddivisa secondo le classi di comunicazione: come  e
stato gi a sottolineato a livello teorico, l'unica classe chiusa  e raggiungibile
da tutti gli stati del sistema, e quindi il sistema stesso  e controllabile a
tutti gli stati di questa classe, quindi a x1;x2;x3, e non esistono altri stati
a cui  e controllabile. La classe transitoria di dimensione 3 ha tutti gli stati
che sono raggiungibili tra di loro, come  e logico aspettarsi dal momento
che per avere dimensione 3, la classe deve necessariamente presentare
52almeno un ciclo tra i suoi stati. Ultima cosa da notare  e che lo stato x8
 e raggiungibile solo da se stesso, come risulta evidente dal grafo di stato
della rete. |
Dopo aver trovato un modo per studiare la raggiungibilit a tra i diversi
stati analizzando la matrice L, resta da trovare un modo in cui scegliere
la sequenza di ingresso per passare da uno stato all'altro. Supponendo
allora che lo stato xf = 
j
2n sia raggiungibile da x0 = i
2n, si vuole trovare
una sequenza che permetta di passare da x0 a xf. Ovviamente non  e
detto che esista un unico ingresso che permette questo passaggio, e non
 e nemmeno detto che le sequenze di ingresso che lo permettono abbiano
tutte la stessa lunghezza. Nel seguito si espone un metodo per trovare
una sequenza di ingresso di lunghezza minima  grazie alla quale sia
possibile passare da x(0) = x0 a x() = xf. Il valore di  corrisponde
al numero minimo di passi per cui la raggiungibilit a  e possibile, cio e

 = min
2f1;:::;2ng
f j [L

tot]ji = 1g :
Se xf  e raggiungibile in  > 1 passi da x0, necessariamente esiste un
xd = k
2n raggiungibile da x0 in    1 passi e tale che xf  e raggiungi-
bile da xd in un passo, dal momento che   e la lunghezza del percorso
minimo tra i due stati. Si pu o allora trovare un ingresso che permette
di passare da xd a xf, e il valore trovato corrisponde all'ultimo valore
da dare all'ingresso, quindi a u(   1). Si ripete lo stesso ragionamento
tra x0 e xd che sono raggiungibili in    1 passi trovando u(   2),
e continuando a reiterare il ragionamento nch e non si trova uno stato
raggiungibile da x0 in un passo, caso in cui basta trovare l'ingresso che
permetta questo passaggio, e la sequenza di ingressi  e stata trovata.
Nel seguito (Algoritmo 3.2) si riporta l'algoritmo in maniera pi u schema-
tica.
Con questo algoritmo  e quindi possibile ricostruire una (minima) se-
quenza di ingressi che permette di passare da x0 a xf.
3.7 Stabilizzabilit a
In questo paragrafo si studia la possibilit a di condurre la rete Booleana
ad un determinato stato e di mantenervela per tutta la storia futura del
sistema.
Denizione 3.7: Una BCN  e stabilizzabile allo stato xe = i
2n se per
ogni x0 2 2n esiste una sequenza di ingressi u(t) e un istante   0 per
cui si ha x(t) = xe per ogni t  .
53Algoritmo 3.2 Algoritmo per la ricostruzione della sequenza di ingressi
per portare lo stato da x0 a xf.
Input: Ltot; L = [L1j:::jL2m]; x0 = i
2n; xf = 
j
2n; ;
Output: u(0);:::;u(   1);
while  > 1 do
ci = Coli(L
 1
tot );
rj = Rigaj(Ltot);
x = ci ^ rT
j ;
k=indice primo elemento diverso da 0 in x;
s = 0;
while Colk(Ls) 6= xf do
s + +;
end while
u(   1) = s
2m;
xf = k
2n;
end while
s = 0;
while Coli(Ls) 6= xf do
s + +;
end while
u(0) = s
2m;
54Ovviamente anch e si possa stabilizzare il sistema allo stato xe = i
2n,
deve esistere un ingresso u = 
j
2m tale per cui [Lj]ii = 1, cio e xe  e un punto
sso di una delle sottoreti della BCN. Inoltre xe deve essere raggiungibile
da ogni stato del sistema, e quindi il sistema deve essere controllabile a
xe.
Teorema 3.4 Una rete di controllo Booleana  e stabilizzabile allo stato
xe = i
2n se e solo se valgono le due seguenti condizioni:
1. xe  e un punto sso del j-esimo sottosistema della rete, per qualche
j 2 f1;2;:::;2mg;
2. xe  e raggiungibile da ogni stato iniziale x(0), cio e
xe 2
\
x(0)22n
R(x(0)) :
Dimostrazione: Se la rete  e stabilizzabile allo stato xe, vuol dire che
esiste un ingresso in grado di portare un qualsiasi stato iniziale allo stato
nale xe, quindi quest'ultimo e raggiungibile da ogni altro stato della rete;
inoltre per denizione per tutti gli istanti t   il sistema resta sempre
nello stato xe, quindi deve esistere un ingresso u = k
2m che porta lo stato
xe in se stesso, e quindi  e un punto sso per il k-esimo sottosistema della
BCN.
Viceversa, il secondo punto assicura che esiste  per cui, partendo da un
qualsiasi x(0), x() risulta pari a xe, e il primo punto assicura che esiste
un ingresso grazie al quale x(t) = xe per ogni t  . }
Come conseguenza immediata di questo ultimo Teorema e di alcune
considerazioni del paragrafo precedente si pu o enunciare il seguente
Corollario 3.1 La BCN  e stabilizzabile allo stato xe = i
2n se e solo se
1. [Ltot]ii = 1;
2. la riga i-esima di L  e pari a 12n.
Osservazione 3.9: Anche dal grafo di stato  e possibile stabilire se una
BCN  e stabilizzabile a un determinato stato xe;  e suciente infatti con-
trollare che esista un self-loop per lo stato xe e che esista un percorso in
grado di portare ogni altro stato del sistema no a xe. 
Osservazione 3.10: Per le considerazioni fatte nel paragrafo precedente,
anch e sia possibile stabilizzare il sistema a xe, il sistema deve presen-
tare una sola classe di comunicazione chiusa e xe deve obbligatoriamente
55appartenerci (ed essere un punto sso per un qualche ingresso). Questo  e
conseguenza del fatto che da una classe chiusa non si pu o mai uscire, per
cui o xe appartiene all'unica classe chiusa del sistema per cui  e possibile
la stabilizzazione, o gli stati che appartengono ad una classe chiusa a cui
xe non appartiene non potranno mai raggiungere lo stato desiderato. Se
una BCN presenta pi u di una classe chiusa, non esister a quindi alcuno
stato a cui il sistema sia stabilizzabile. 
Corollario 3.2 Se il sistema  e globalmente controllabile, allora  e stabi-
lizzabile a tutti gli stati per cui [Ltot]ii = 1
Esempio 3.8: Riprendendo in esame l'Esempio 3.7, gli unici 2 stati
che presentano [Ltot]ii = 1 sono x2 e x8, ma solo la seconda riga di L  e
formata da tutti 1, per cui l'unico stato a cui quella rete  e stabilizzabile
 e x2. |
Per trovare la sequenza di ingressi per stabilizzare il sistema si pu o
usare l'Algoritmo 3.2, prendendo xe come stato nale e come stato iniziale
quello in cui la rete  e nel momento in cui si vuole cominciare il processo
di stabilizzazione.
3.8 Osservabilit a e ricostruibilit a
In questo paragrafo vengono trattati i concetti di osservabilit a e di ri-
costruibilit a per una BCN; i concetti non verranno trattati in maniera
esaustiva, perch e presentano un'importanza non essenziale per quanto
riguarda le strategie di controllo che vengono presentate successivamen-
te. Ciononostante essi costituiscono un argomento importante, che va a
completare lo studio di queste reti. Gran parte dei risultati qui riportati
provengono da [3].
Denizione 3.8: Una BCN si dice osservabile se per ogni coppia di
stati inziali x1 = i
2n e x2 = 
j
2n; i 6= j, e una qualsiasi sequenza di
ingresso u(t); t 2 Z+ l'evoluzione dell'uscita y1(t) (con stato inziale x1)
e y2(t); t 2 Z+ (con stato iniziale x2), sono distinte.
Osservazione 3.11: Esiste una denizione alternativa per l'osservabilit a,
quella proposta in [1], per la quale il sistema  e osservabile se per ogni
coppia di stati iniziali esiste un ingresso grazie al quale le evoluzioni delle
due corrispondenti uscite sono distinte. Quest'ultima denizione  e molto
56meno stringente di quella usata in [3], nel senso che ogni sistema osserva-
bile secondo la Denizione 3.8  e osservabile anche secondo la denizione
proposta in [1]. 
Un sistema osservabile permette di determinare lo stato iniziale della
BCN conoscendo i valori dell'ingresso e dell'uscita della rete. Si posso-
no dare delle condizioni necessarie e sucienti per stabilire se una re-
te  e osservabile, e per enunciarle si introduce il concetto di traiettorie
stato-ingresso. Una traiettoria stato-ingresso  e un sequenza di coppie
(x(t);u(t)); t 2 Z+ che il sistema descrive quando sollecitato dall'ingres-
so u(). Una traiettoria stato-ingresso si dice periodica di periodo k > 0
se (x(t);u(t)) = (x(t + k);u(t + k)); 8t 2 Z+. Nel caso in cui nella tra-
iettoria periodica non esista h < k j (x(t);u(t)) = (x(t + h);u(t + h)), la
traiettoria si dice periodica di periodo minimo k. In maniera abbreviata
si pu o descrivere una traiettoria periodica come k coppie ordinate
((x1;u1);(x2;u2);:::;(xk;uk))
dove 
x`+1 = L n u` n x`; 8` 2 f1;:::;k   1g
x1 = L n uk n xk
Il teorema successivo si riporta senza dimostrazione formale:
Teorema 3.5 Una BCN (3.3)  e osservabile se e solo se
1. per ogni x1;x2 2 2n e per ogni u 2 2m, la condizione (x1;u) 6=
(x2;u) e L n u n x1 = L n u n x2 implica Hx1 6= Hx2;
2. per ogni coppia di traiettorie stato-ingresso periodiche dello stesso
periodo minimo k, descritte da due k-uple distinte
((x1;u1);:::;(xk;uk)) 6= (( x1;u1);:::;( xk;uk))
le corrispondenti traiettorie di uscita sono periodiche di periodo k
e descritte da due k-uple distinte
(Hx1;Hx2;:::;Hxk) 6= (H x1;H x2;:::;H xk) :
Osservazione 3.12: La prima condizione viene detta distinguibilit a de-
gli stati prima della loro fusione: essa implica che, dati due stati distinti
per i quali esiste uno stesso ingresso che porta in un passo la BCN al
medesimo stato, questi due stati devono creare due distinte uscite;
57la seconda condizione viene detta distinguibilit a degli stati appartenenti
a cicli, e implica che due distinte traiettorie stato-ingresso periodiche del-
lo stesso periodo minimo k, guidate dallo stesso ingresso u(1);:::;u(k),
devono corrispondere a due distinte traiettorie di uscita periodiche di pe-
riodo k.
Ovviamente queste due condizioni sono necessarie per avere l'osservabi-
lit a, mentre per la dimostrazione della sucienza si rimanda a [3] 
Osservazione 3.13: Si pu o dimostrare che se la BCN  e osservabile, la
conoscenza di u(t) e y(t) per t 2 [0;N2]  e suciente per determinare
univocamente x(0). In realt a si pu o ulteriormente restringere l'arco di
tempo per la determinazione di x(0): si dimostra infatti che  e suciente
la conoscenza di ingresso e uscita per t 2 [0;T + 1], con
T =
(N + 1)(N   2)
2
per poter determinare con certezza quale era lo stato iniziale della BCN.

Osservazione 3.14: Introducendo la matrice di osservabilit a in h passi
relativa alla sequenza di ingressi u(0) = 
i0
2m;:::;u(h   2) = 
ih 2
2m
Ou;h =
2
6
6 6 6 6
4
H
HLi0
HLi1Li0
. . .
HLih 2 Li0
3
7 7
7 7 7
5
;
 e facile convincersi che la i-esima colonna di questa matrice fornisce la
successione di uscite y(0);:::;y(h   1) (incolonnate una sopra l'altra)
che si ottengono con la BCN con stato iniziale x(0) = i
2n e l'ingresso
riportato in precedenza.
Con la denizione di osservabilit a usata in [3] e dall'Osservazione pre-
cedente, una BCN  e osservabile se e solo se per qualsiasi scelta della
sequenza di ingressi la matrice Ou;N, con N = T + 1 = N(N   1)=2,
presenta tutte le colonne distinte.
Considerando la denizione data in [1] invece, una BCN  e osservabile
se e solo se impilando le diverse Ou;N ottenibili con tutte le possibili
sequenze di ingresso u(t), tutte le colonne sono distinte. 
Utilizzando il concetto espresso nella prossima Denizione, si pu o
trovare una soluzione alternativa per uno dei problemi di controllo con
retroazione dall'uscita che verr a esposto nel capitolo successivo:
58Denizione 3.9: Una BCN si dice ricostruibile se esiste T 2 Z+ tale
che, per ogni sequenza di ingressi, la conoscenza simultanea di traiettorie
di ingresso e uscita per gli istanti t 2 [0;T] permette di determinare
unicamente x(T).
Per la dimostrazione del Teorema successivo si rimanda sempre a [3]:
Teorema 3.6 Una BCN  e ricostruibile se e solo se per ogni coppia di
traiettorie stato-uscita periodiche dello stesso periodo minimo k, descritte
dalle due k-uple ordinate
((x1;u1);:::;(xk;uk)) 6= (( x1;u1);:::;( xk;uk)) ;
le corrispondenti traiettorie di uscita sono periodiche di periodo k e de-
scritte da due dierenti k-uple
(Hx1;Hx2;:::;Hxk) 6= (H x1;H x2;:::;H xk) :
Come  e facile notare, la condizione che deve vericarsi coincide con la
seconda condizione che compare nel Teorema 3.5, quindi si ha che l'os-
servabilit a di una BCN implica la sua ricostruibilit a, mentre il viceversa
non  e vero.
Osservazione 3.15: Ovviamente, per quanto detto nell'Osservazione
3.13, se la BCN  e ricostruibile, allora lo stato nale pu o essere ricostruito
entro N passi. 
Esempio 3.9: Considerando nuovamente l'Esempio 3.7 e analizzando la
sua matrice L e il grafo di stato, si ricava che per soddisfare la condizione
di distinguibilit a degli stati prima della loro fusione la matrice H deve
soddisfare i seguenti vincoli:
H
1
2n 6= H
3
2n H
1
2n 6= H
4
2n H
2
2n 6= H
3
2n :
Per la condizione relativa alla distinguibilit a di stati appartenenti a cicli,
le traiettorie stato-ingresso periodiche che possono creare problemi sono
le seguenti:
((1;1);(2;1)) ((6;1);(7;1))
((3;2);(2;1);(1;2)) ((5;2);(7;1);(6;2)) ((5;2);(7;2);(6;2)) ;
dalle quali si ricavano i seguenti vincoli:
H
1
2n 6= H
2
2n H
6
2n 6= H
7
2n (H
1
2n;H
2
2n) 6= (H
6
2n;H
7
2n)
59(H
2
2n;H
1
2n) 6= (H
6
2n;H
7
2n) (H
1
2n;H
3
2n;H
2
2n) 6= (H
6
2n;H
5
2n;H
7
2n)
(H
5
2n;H
7
2n;H
6
2n) 6= (H
7
2n;H
6
2n;H
5
2n) :
Si pu o allora avere, a seconda della matrice stato-uscita, una BCN
osservabile, e quindi ricostruibile, una BCN solo ricostruibile, o una BCN
n e osservabile n e ricostruibile. Per poter soddisfare tutte le richieste, sono
necessarie almeno 3 uscite distinte per quanto riguarda la y della forma
algebrica, e quindi la BCN deve necessariamente presentare almeno 2
variabili logiche di uscita per avere l'osservabilit a o la ricostruibilit a della
rete. Per questo la matrice stato-uscita deve avere un numero di righe
pari almeno a 4. Per esempio con la seguente matrice H1, la BCN risulta
osservabile:
H1 =
2
6 6
4
1 0 0 0 1 0 1 0
0 0 1 1 0 0 0 0
0 1 0 0 0 0 0 1
0 0 0 0 0 1 0 0
3
7 7
5 ;
mentre con la seguente H2 la BCN  e solo ricostruibile, dal momento che
non viene osservato il vincolo H1
2n 6= H4
2n:
H1 =
2
6 6
4
1 0 0 1 1 0 1 0
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 1
0 0 0 0 0 1 0 0
3
7 7
5 :
Inne con la matrice H3 non si rispetta n e lo stesso vincolo precedente,
n e il primo vincolo imposto sui cicli, e quindi la BCN non  e nemmeno
ricostruibile:
H3 =
2
6 6
4
1 1 0 1 1 0 1 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0
3
7 7
5 :
|
Con quest'ultimo argomento si conclude il capitolo relativo alle reti
di controllo Booleane; nel prossimo vengono riportate delle strategie di
controllo per queste reti: retroazione dallo stato, retroazione dall'uscita
e controllo ottimo.
604 Strategie di Controllo per BCN
In questo capitolo vengono trattati diversi tipi di controllo che possono
essere utilizzati nel caso di BCN; ovviamente si suppone sempre di poter
decidere, senza nessun vincolo esterno, quale sia il valore dell'ingresso da
dare in un determinato istante.
Per i primi due tipi di controllo, che vengono illustrati nei paragra 4.1
e 4.2, l'obiettivo sar a quello di condurre la rete verso un determinato
stato e di mantenervela indenitivamente. In altri termini si vuole tro-
vare un ingresso in grado di stabilizzare la BCN ad uno stato, essendo
a conoscenza nel primo caso dello stato in cui la rete  e in ogni istante,
mentre nell'altro caso la conoscenza  e limitata all'uscita della BCN in
ogni istante. Nel caso del controllo ottimo, presentato nel paragrafo 4.3,
l'obiettivo invece  e quello di trovare un ingresso in modo tale da minimiz-
zare o massimizzare un indice di comportamento, e questo comporter a,
come si vedr a in seguito, di guidare la rete, attraverso il controllo, verso
un ciclo e di mantenervela all'innito.
4.1 Retroazione dallo stato
Lo scopo della retroazione dallo stato  e quello di generare un ingresso
istantaneo, dipendente dal valore dello stato della rete nell'istante at-
tuale, che sia in grado di portare la rete in uno stato xe 2 2n e di
mantenervela per gli istanti successivi. Il tipo di retroazione che si appli-
ca in questo contesto  e una retroazione statica e tempo variante: ad ogni
stato corrisponde un determinato valore di ingresso per tutto il tempo in
cui si controlla la rete. Un modo per descrivere la retroazione di stato  e
tramite l'uso di una matrice K 2 L2m2n con la quale si pu o calcolare
l'ingresso u(t) nel seguente modo:
u(t) = Kx(t) :
Ovviamente visto che la retroazione  e tempo invariante, la matrice K  e
costante nel tempo.
Se lo scopo  e quello di stabilizzare il sistema allo stato xe,  e necessario
che il sistema sia controllabile a questo stato, e deve esistere almeno un
ingresso u = 
j
2m grazie al quale, per il sottosistema associato Lj, lo stato
xe  e un punto sso; in altre parole la rete deve essere stabilizzabile allo
stato xe.
Con la prossima Proposizione si va a dimostrare che, se il sistema  e sta-
bilizzabile ad uno stato xe,  e possibile farlo attraverso una retroazione;
61l'enunciato e la dimostrazione sono un caso particolare di una Proposi-
zione riportata in [4], in cui l'enunciato riguarda in generale cicli e non
soltanto punti ssi.
Proposizione 4.1 Se una BCN (3.3)  e stabilizzabile ad un qualche pun-
to sso xe = i
2n, allora  e stabilizzabile mediante una retroazione dallo
stato.
Dimostrazione: Visto che la BCN  e stabilizzabile, devono valere le con-
dizioni riportate nel Teorema 3.4; si vuole dimostrare che grazie a que-
ste condizioni si pu o ricavare la matrice K di retroazione. Dalla prima
condizione si ricava che esiste u = 
j
2m tale che
xe := 
i
2n = L n 
j
2m n 
i
2n = L n u n xe :
Quindi, se Coli(K) = 
j
2m, si ha che, quando x = xe, l'ingresso di retroa-
zione u = Kx vale u = 
j
2m, ed  e proprio un ingresso adatto all'obiettivo
di mantenere sso il punto xe.
Si consideri ora una partizione di 2n in insiemi Si; i 2 Z+, tali che Si
contiene gli stati da cui xe  e raggiungile in i passi, ma non in meno di
i (con S0 si indica l'insieme contenente unicamente lo stato xe). Ovvia-
mente gli insiemi son disgiunti, e dalla seconda condizione del teorema si
ricava che la loro unione  e tutto l'insieme 2n. Per ogni x = h
2n 2 St+1,
esiste qualche u = 
j
2m tale che L n 
j
2m n h
2n 2 St; a questo pun-
to basta porre Colh(K) = 
j
2m, e ripetere questa operazione per ogni
x 2 2n; x 6= xe. In questo modo si ottiene la matrice di retroazione
voluta K. }
Denizione 4.1: L'insieme St; t 2 Z+ viene detto t-esima corona del
sistema, relativa allo stato xe.
Osservazione 4.1: Come si pu o dedurre dalla dimostrazione, non  e detto
che la matrice di retroazione K sia unica: se infatti da uno stesso stato
appartenente all'insieme St+1 si pu o passare a 2 o pi u stati distinti di St,
la colonna di K relativa a quello stato potr a assumere pi u di un valore. 
Nel caso in cui venga fornita una matrice di retroazione K e si voglia
controllare che questa eettivamente sia una matrice stabilizzante per la
BCN,  e possibile sfruttare la Proposizione 2.5. Questa proposizione si
applica alle BN, e in eetti, con la retroazione dallo stato si passa da una
BCN ad una BN. Se infatti l'ingresso applicato alla BCN  e u(t) = Kx(t),
l'evoluzione della rete  e descritta da
x(t + 1) = L n u(t) n x(t) = L n K n x(t) n x(t) ;
62analizzando x(t) n x(t) si pu o vericare che se x(t) = i
2n, il prodotto
risulta un vettore canonico di dimensione 22n con l'uno posizionato al-
l'indice (i 1)2n+i. Si ha quindi x(t)nx(t) = 2nx(t), con 2n 2 L22n2n
che presenta la seguente forma:
2n =

1
22n 
2n+2
22n  22n
22n

:
Il sistema di partenza (3.3) pu o quindi, quando  e retroazionato dallo
stato, essere riscritto nel seguente modo:
x(t + 1) = L n K n 2n n x(t) :
La matrice ~ L = L n K n 2n risulta una matrice logica di dimensioni
2n  2n, e quindi il sistema retroazionato evolve secondo
x(t + 1) = ~ Lx(t) ;
per cui il tutto  e stato ricondotto ad una BN con matrice di evoluzione
dello stato ~ L.
Sfruttando la Proposizione gi a citata risulta immediato vericare il se-
guente
Corollario 4.1 La BCN (3.3) pu o essere stabilizzata allo stato xe = i
2n
grazie alla retroazione dallo stato eettuata con la matrice K se e solo
se la matrice
~ L
2n
= (L n K n 2n)
2n
ha tutte le colonne pari a i
2n.
Esempio 4.1: Si consideri nuovamente la BCN riportata nell'Esempio
3.7. Nella successiva Figura 4.1 sono state evidenziate le diverse corone
del sistema rispetto all'unico stato a cui la rete  e stabilizzabile, cio e
xe = 2
8 (vedere Esempio 3.8). Gli archi eettuati con tratto continuo
sono quelli che permettono di passare da una corona alla precedente,
mentre quelli a trattini sono i restanti archi del sistema; inoltre ogni arco
 e stato etichettato con l'ingresso che lo genera. Risulta quindi immediato
vericare che la matrice
K =

1 0 1 1 1 0 1 0
0 1 0 0 0 1 0 1

permette di stabilizzare il sistema nello stato xe = 2
8, e in realt a la
terza, quarta e settima colonna possono presentare anche il vettore 2
2 e
63x4 x6 x2
2 x1
x3 1=2
1
1
2
1=2
x8
1
x5
2
1
2
x7
1=2
1
2
1 0 2 3 5 4
Figura 4.1: Grafo di stato con suddivisione degli stati in corone per la
rete dell'Esempio 3.7.
la matrice resta comunque stabilizzante. Nel seguito si calcola la matrice
~ L:
~ L = L n K n 8 = 8

2 2 2 3 4 5 6 4

:
Eettivamente elevando all'ottava potenza ~ L si ottiene una matrice che
presenta tutte le colonne uguali e pari a 2
8.
Se invece per esempio si considera una matrice ~ K uguale a K in tutte le
colonne tranne che per la quinta che viene posta uguale a 2
2, si ottiene
la seguente matrice
 L = L n K n 8 = 8

2 2 2 3 7 5 6 4

;
che elevata all'ottava potenza d a
 L
8 = 8

2 2 2 2 5 6 7 2

:
Per il Corollario 4.1, ~ K non  e una matrice di retroazione stabilizzante,
come si pu o eettivamente notare dal grafo di stato della rete; scegliendo
infatti come ingresso 2
2 quando lo stato  e 5
8, si va ad innestare il ciclo
composto dai nodi 5;7;6. Questo comporta che se lo stato iniziale  e
uno di questi tre, con la matrice di retroazione ~ K lo stato  e destinato a
rimanere connato in questo sottoinsieme di 8.
|
Osservazione 4.2: Nell'esempio appena riportato il grafo di stato  e ri-
sultato lo strumento pi u immediato per la ricostruzione della matrice
di retroazione, ma questo grazie alla dimensione ridotta del numero di
64stati della BCN considerata; all'aumentare del numero di stati l'analisi
del grafo non risulta pi u essere un metodo ottimale per la costruzione
della matrice K; si deve a questo punto seguire l'idea presentata nella
dimostrazione della Proposizione 4.1. 
Osservazione 4.3: Il metodo di calcolo della matrice K qui esposto in
realt a non fornisce tutte le possibili matrici di retroazione che stabiliz-
zano il sistema ad un determinato stato xe, ma fornisce tutte le matrici
di retroazione che permettono di stabilizzare il sistema con il minimo
numero di passi a partire da ogni stato. A titolo esemplicativo, se nel-
l'ultimo Esempio si pone la prima colonna di K pari a 2
2, la matrice K
 e comunque stabilizzante; la sostanziale dierenza  e che usando questa
matrice di retroazione, se lo stato iniziale  e 1
8, lo stato di equilibrio si
raggiunge in 2 passi, mentre con le matrici trovate nell'Esempio, si rag-
giunge l'equilibrio in 1 passo a partire da 1
8. Visto che il raggiungimento
dello stato di equilibrio nel minimo tempo possibile pu o essere di norma
ritenuto un aspetto positivo,  e stato trattato solo questo modo di calco-
lare la matrice di retroazione K. 
Per sfruttare la retroazione dallo stato,  e ovviamente necessario es-
sere a conoscenza dello stato che la BCN presenta in un determinato
istante. Spesso non  e possibile essere a conoscenza di questa informazio-
ne, dal momento che il pi u delle volte si ha a disposizione un'uscita che
pu o dare solo parziale informazione circa lo stato presente assunto dalla
rete. Scopo del prossimo paragrafo  e quindi lo studio della retroazione
dall'uscita.
4.2 Retroazione dall'uscita
Nel caso di controllo di una BCN attraverso la retroazione dall'uscita,
l'obiettivo che che ci si pone  e quello di stabilizzare ad un determinato
stato la rete, conoscendo per o unicamente l'uscita del sistema stesso. La
dierenza rispetto al caso precedente risulta evidente, dal momento che
pi u stati possono indurre la stessa uscita, quindi non  e possibile generare
un valore di ingresso diverso per ogni stato, ma soltanto un valore di in-
gresso diverso per ciascun insieme di stati che forniscono lo stesso valore
di uscita. La richiesta risulta quindi pi u impegnativa rispetto al caso di
retroazione dallo stato. Ovviamente condizione necessaria anch e sia
possibile la retroazione  e che lo stato a cui si vuole stabilizzare il sistema
sia raggiungibile da tutti gli altri stati, e inoltre lo stato deve essere un
punto sso per un qualche ingresso della BCN.
65In letteratura esiste uno studio recentemente pubblicato, [6], mentre non
sono presenti altri lavori a riguardo dell'argomento. Nella prima parte di
questo paragrafo si riprende questo studio, che risolve il problema della
retroazione dall'uscita ma solo in un caso particolare, per cui il problema
si pu o considerare ancora aperto.
Successivamente si propongono alcune strategie per la soluzione attraver-
so una retroazione statica e tempo invariante dall'uscita: due di queste
strategie a fronte di numerosi calcoli sono in grado di determinare per
una data BCN l'esistenza della retroazione dall'uscita voluta e anche la
matrice di retroazione, mentre altri due metodi, concettualmente molto
simili, cercano la matrice di retroazione che risponda al problema posto
procedendo per tentivi, e solo quando tutti i possibili tentativi sono falli-
ti, possono stabilire che non esiste la retroazione dall'uscita voluta. Tutti
questi metodi risultano comunque molto dispendiosi da un punto di vista
numerico.
Viene poi proposta una retroazione dall'uscita di tipo tempo variante,
che, a fronte di alcune condizioni preliminari, fornisce una soluzione al
problema proposto e risulta numericamente pi u eciente.
Per i metodi esposti sono state create delle funzioni Matlab, che verranno
riportate in Appendice A, per ottenere gli ingressi da dare in corrispon-
denza alle diverse uscite per stabilizzare il sistema allo stato di equilibrio.
Inne si accenna ad una ulteriore soluzione al problema, grazie alla qua-
le la retroazione dall'uscita viene ricondotta alla retroazione dallo stato
attraverso la ricostruzione dello stato stesso grazie all'uscita; ovviamente
questo metodo  e utilizzabile nel caso la rete risulti ricostruibile.
4.2.1 Retroazione tempo invariante minima
Il metodo suggerito in [6] si basa su una retroazione tempo invariante,
per cui ad ogni valore dell'uscita corrisponde un valore dell'ingresso che
resta sempre lo stesso per tutta la durata del controllo; per questo si
pu o applicare un ragionamento simile a quello usato nella retroazione
dallo stato per dimostrare che la BCN retroazionata si riduce ad essere
una BN. La retroazione dall'uscita implica infatti che l'ingresso venga
calcolato nel seguente modo:
u(t) = Ky(t) ;
con K 2 L2m2p, ma dal momento che y(t) = Hx(t), si ha anche che
u(t) = Ky(t) = KHx(t) :
Il sistema retroazionato  e quindi descritto dalla seguente forma algebrica:
x(t + 1) = L n K n H n x(t) n x(t) = L n K n H n 2n n x(t) ;
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2n (che  e eettivamente una matrice logica di dimensione 2n  2n).
Sfruttando nuovamente la Proposizione 2.5 si pu o enunciare il seguente
Teorema 4.1 La BCN (3.3) pu o essere stabilizzata allo stato xe = i
2n
grazie alla retroazione dall'uscita se e solo se esiste una matrice K 2
L2m2p tale che
~ L
2n
= (L n K n H n 2n)
2n
ha tutte le colonne pari a i
2n.
Questo teorema d a una condizione necessaria e suciente per capire se
K  e una matrice con la quale si pu o eettuare retroazione dall'uscita,
ma non fornisce alcun metodo per ottenerla. Ciononostante,  e ovvio che
se u(t) = Ky(t)  e un ingresso che stabilizza il sistema con retroazione
dall'uscita, l'ingresso u(t) = KHx(t) stabilizza il sistema con retroazione
dallo stato.
Il contributo dato dal lavoro [6]  e quello di determinare una matrice K,
se esiste, tale che KH sia una matrice di retroazione minima dallo stato
che stabilizza il sistema allo stato xe = i
2n; il limite del lavoro per o ri-
siede nel fatto che limitando la ricerca a una matrice KH di retroazione
minima (nel senso spiegato nell'Osservazione 4.3), possono esistere dei
casi in cui non  e possibile trovare una K per cui questo succeda, pur esi-
stendo una retroazione dall'uscita K stabilizzante, per la quale non viene
rispettato il vincolo che KH sia una matrice di retroazione stabilizzante
minima dallo stato. Perci o questo tipo di retroazione dall'uscita tempo
invariante  e stata denita a sua volta minima.
Nel seguito sono riportati i diversi passaggi per la costruzione della ma-
trice K, e con un controesempio si evidenzia il limite del lavoro, che
comunque risulta ecace nelle reti Booleane di controllo alle quali  e ap-
plicabile.
Riprendendo la dimostrazione della Proposizione 4.1, per ogni stato x =

j
2n 2 2n, che appartiene ad una determinata corona Sk, esiste un insie-
me Pj formato dai possibili u 2 2m grazie ai quali  e possibile passare
dallo stato 
j
2n, ad uno stato della corona Sk 1 (nel caso sia in esame lo
stato xe = i
2n a cui si vuole stabilizzare il sistema, Pi  e composto da
tutti gli ingressi per i quali xe  e punto sso).
Ovviamente l'insieme
 = fG = 2m

p1  p2n

j pi 2 Pi;i = 1;:::;2
ng
contiene tutte le matrici con cui  e possibile fare retroazione (minima)
dallo stato.
67Denendo l'insieme
 = fK = 2m

v1  v2p

j KH 2 g ;
si ha ovviamente che K  e una matrice grazie alla quale  e possibile fare
retroazione dall'uscita. Per stabilire l'esistenza di K ed eventualmen-
te calcolarla, si deniscono inizialmente gli insiemi Tk; k = 1;:::;2p,
ciascuno dei quali contiene tutti gli stati 
j
2n che danno per uscita k
2p,
cio e
Tk = f
j
2n j Colj(H) = 
k
2pg :
Ovviamente i diversi Tk formano una partizione dell'insieme degli stati
2n. Per ogni Tk, si pu o costruire un ulteriore insieme I(k), cos  denito:
I(k) =
 T
jj
j
2n2Tk Pj; Tk 6= ?;
f1;2;:::;2mg; Tk = ?:
Sfruttando questi ultimi insiemi introdotti  e possibile enunciare il seguen-
te
Teorema 4.2 Il sistema  e globalmente stabilizzabile a xe = i
2n grazie ad
un controllo in retroazione dall'uscita u(t) = Ky(t); K 2 , se
I(k) 6= ?; 1  k  2
p : (4.1)
Dimostrazione: Se (4.1) vale, si pu o costruire la matrice
K = 2m

v1 ::: v2p

; vk 2 I(k):
Se H = 2p

w1 ::: w2n

, si ottiene
KH = 2m

vw1 ::: vw2n

:
Dal momento che vwi 2 I(wi)  Pi; 8 i = 1;:::;2n, allora K 2 ,
per cui KH  e una matrice di retroazione dallo stato, e K  e matrice di
retroazione dall'uscita. }
Osservazione 4.4: In [6] la condizione del Teorema precedente non  e rife-
rita solo come suciente, ma anche come necessaria; ci o comporterebbe
che, se una BCN ha I(k) = ? per qualche 1  k  2p, allora non si pu o
trovare una retroazione dall'uscita che stabilizzi la BCN a xe. Questa
conclusione in generale non  e vera, dal momento che si possono trovare
dei controesempi (vedere Esempio 4.3) e nel lavoro citato non sono evi-
denziate in maniera chiara le condizioni di minimalit a di convergenza ad
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intendere qualcosa di simile, laddove si segnala l'opportunit a di un ulte-
riore lavoro dedicato alla ricerca delle matrici di retroazione dallo stato
stabilizzanti). 
Esempio 4.2: Data la BCN determinata dalle seguenti matrici (L viene
assegnata attraverso le sottomatrici che la compongono)
L1 = 8

1 7 6 1 7 8 7 2

L2 = 8

8 3 3 1 4 6 1 8

L3 = 8

1 8 3 4 4 6 1 5

L4 = 8

2 4 6 3 7 2 1 8

H = 4

1 1 2 2 3 3 4 4

si cercano le possibili matrici di retroazione dall'uscita del sistema tali
che lo stato a cui viene stabilizzato il sistema sia xe = 1
2n, a cui la rete
 e controllabile e che risulta anche punto sso.
Analizzando allora Ltot e le sue potenze si pu o studiare la divisione degli
stati in corone, che  e la seguente2:
S0 = f1g; S1 = f7;4g; S2 = f2;5g; S3 = f6;8g; S4 = f3g :
A questo punto studiando L si possono trovare i diversi Pi che risultano
P1 = f1;3g; P2 = f1;4g; P3 = f1;4g; P4 = f1;2g; P5 = 4;
P6 = f2;4g; P7 = f2;3;4g; P8 = f1;3g :
I diversi insiemi I(k) risultano quindi:
I(1) = f1g; I(2) = f1g; I(3) = f2;4g; I(4) = f3g :
Individuati questi insiemi, grazie al Teorema 4.2 e alla sua dimostrazione,
si pu o concludere che
K1 = 4

1 1 2 3

e K2 = 4

1 1 4 3

;
sono due matrici di retroazione dall'uscita stabilizzanti. |
Esempio 4.3: La semplice BCN qui riportata  e un controesempio per
dimostrare che il Teorema precedente non  e in grado di individuare tutte
2per semplicit a notazionale, in questi insiemi si indica semplicemente l'indice del
relativo vettore canonico. Per esempio il valore 1 che contenuto nell'insieme S0  e un
modo abbreviato per indicare che il vettore 1
8  e contenuto in S0. Questa notazione
semplicata verr a anche usata in altri Esempi, per rendere pi u scorrevole la lettura.
69le retroazioni dall'uscita tempo invarianti che permettono la stabilizza-
zione del sistema. La BCN presenta le seguenti matrici L e H, e la sua
rappresentazione in grafo di stato  e riportata a lato.
L = 4

1 1 3 1 4 3 4 1

H = 2

1 2 2 1
 x2
x3
x1 x4
y = 1
2
y = 2
2
Sono rappresentati a tratto continuo rappresentano gli archi relativi
all'ingresso 1
2, mentre sono rappresentati a tratteggio gli archi relativi a
2
2. Lo stato rispetto al quale si vuole stabilizzare il sistema  e xe = 1
4,
che  e raggiungibile da tutti gli stati ed  e anche punto sso relativamente
all'ingresso 1
2. La suddivisione in corone degli stati  e la seguente:
S0 = f1g; S1 = f2;4g; S3 = f3g ;
mentre i diversi Pi sono:
P1 = f1g; P2 = f1g; P3 = f2g; P4 = f1;2g:
I due insiemi I(k) risultano quindi
I(1) = f1g; I(2) = ? :
Se il Teorema 4.2 fornisse anche una condizione necessaria per la stabi-
lizzazione, non esisterebbe una retroazione dall'uscita stabilizzante allo
stato xe. Tuttavia se si prende
K = 2

1 2

;
dal grafo di stato risulta evidente che con questa retroazione dall'uscita
il sistema si porta sullo stato di equilibrio desiderato. Con questa retroa-
zione dall'uscita, il tempo richiesto per raggiungere lo stato di equilibrio
a partire dallo stato 2
4  e pari a 3 passi, mentre nel caso della retroazione
dallo stato, il tempo  e pari a 1 passo, e quindi il tempo  e maggiore nella
retroazione dall'uscita rispetto alla retroazione dallo stato.
 E stato quindi trovato un controesempio che dimostra che la condizione
del Teorema 4.2  e suciente ma non necessaria anch e esista una re-
troazione statica dall'uscita. |
70Osservazione 4.5: Utilizzando lo stesso metodo appena esposto,  e anche
possibile individuare tutte le retroazioni minime dallo stato di una data
BCN, che stabilizzano ad un determinato stato di equilibrio; con lo stesso
procedimento infatti, se si prende come matrice stato-uscita
H = 2n

1 2  2n 
;
 e facile convincersi che le matrici di retroazione che si ottengono sono
quelle che permettono la retroazione minima dallo stato. 
4.2.2 Retroazione tempo invariante
Per descrivere i metodi che si introducono in questo contesto, conviene
introdurre le seguente ipotesi:
 lo stato a cui si vuole stabilizzare il sistema  e lo stato 1
2n;
 l'uscita relativa allo stato di equilibrio  e 1
2p;
 gli stati sono numerati in modo tale che gli stati che danno come
uscita i
2p; i = 1;:::;2p   1, precedono tutti gli stati che danno
come uscita 
j
2p; j = i + 1;:::;2p.
Ovviamente queste ipotesi non sono restrittive, perch e  e suciente un
riordino degli stati e delle uscite per soddisfarle.
Si introduce quindi la seguente partizione degli stati, determinata dagli
insiemi Ti; i = 1;:::;2p:
Ti = f
j
2n 2 2n j H
j
2n = 
i
2pg ;
che coincide alla partizione introdotta nel paragrafo precedente. Se la
BCN  e formata dai sottosistemi Lj; j = 1;:::;2m, allora, grazie alla
numerazione degli stati adottata, si ha che ogni matrice Lj risulta a sua
volta partizionata in sottoblocchi colonna nella seguente maniera:
Lj =

Lj;1 Lj;2  Lj;2p

j = 1;:::;2
m :
Il primo blocco  e relativo agli stati che danno come uscita 1
2n e cos 
via; inoltre i sottoblocchi colonna Lj;k sono vuoti per j = 1;2;:::;2m se
nessuno stato fornisce come uscita k
2p. Con la retroazione dall'uscita,
come gi a evidenziato in precedenza, ogni qualvolta il sistema si trover a
in uno qualsiasi degli stati appartenenti all'insieme Ti, l'ingresso risulter a
71assumere sempre lo stesso valore. Si ha quindi che, scelta la retroazione
dall'uscita, la BCN si trasforma in una BN con matrice di transizione
~ L =

Lj1;1 Lj2;2  Lj2p;2p

con ji 2 f1;:::;2mg.
Osservazione 4.6: La matrice ~ L qui introdotta  e la stessa matrice che
si ottiene con lo svolgimento dei calcoli ~ L = L n K n H n 2n, quando
la numerazione degli stati  e quella presa in considerazione. 
Ovviamente la retroazione stabilizza il sistema a xe se e solo se ~ L elevato
alla potenza 2n presenta tutte colonne pari a 1
2n.
Osservazione 4.7: Per semplicit a di notazione e per una maggiore scor-
revolezza nella lettura, nel seguito la dimensione degli stati, 2n, verr a
denotata con N, la dimensione degli ingressi, 2m, verr a denotata con M,
e quella delle uscite, 2p, con P, soprattutto nel caso siano usate come
pedici o apici nelle formule. 
Dopo questa introduzione generale si riporta un primo metodo per la
risoluzione del problema, che si basa sull'uso di polinomi in 2p2m inde-
terminate.
Considerata la matrice polinomiale
L =
h PM
j1=1 Lj1;1zj1;1
PM
j2=1 Lj2;2zj2;2 
PM
jP=1 LjP;PzjP;P
i
;
questa risulta essere composta da polinomi lineari omogenei nelle 2p2m
indeterminate zj;; j = 1;:::;2m;  = 1;:::;2p.
Risulta abbastanza evidente la somiglianza di L con la matrice Ltot intro-
dotta nel capitolo 3; in eetti, preso in considerazione lo stato 
j
2n 2 T,
se [L]ij = 0, allora non esiste nessun ingresso che permetta di passare in
un passo dallo stato 
j
2n a i
2n, mentre se [L]ij = zj1;` +  + zjk;`;
1  j1 <  < jk  2m; 1  k  2m, allora con gli ingressi 
j1
2m;:::;
jk
2m
 e possibile il passaggio tra 
j
2n e i
2n (e il valore dell'uscita determinato
dallo stato 
j
2n  e `
2p). Questa matrice fornisce quindi una informazione in
pi u rispetto a quella data da Ltot, cio e quale sia l'ingresso che permette
il passaggio.
Considerando allora la potenza k-esima di L, gli elementi nulli indicano
che non esiste una sequenza di ingressi che permetta di passare da uno
stato all'altro in k passi, mentre se l'elemento  e diverso da 0, allora esiste
una sequenza di ingressi di lunghezza k che permette il passaggio e au-
tomaticamente si conoscono anche gli ingressi necessari per il passaggio
(ma non il loro ordine, a meno di non compiere la moltiplicazione con un
72metodo appropriato).
Osservazione 4.8: Dal momento che in ogni insieme Ti; i = 1;:::;2p
l'ingresso indotto dalla retroazione  e sempre uguale nel tempo per ogni
stato che appartiene a questo insieme, si pu o sfruttare la seguente con-
siderazione: se un elemento della matrice L k contiene un monomio che
presenta il prodotto tra due indeterminate zji1;i e zji2;i, con ji1 6= ji2, si
pu o ignorare tranquillamente quest'ultimo monomio, poich e attraverso
la retroazione in considerazione non si pu o cambiare l'ingresso scelto per
l'insieme Ti. Questa considerazione permette di eettuare meno calcoli.

Calcolata la potenza k-esima di L, se si considera solo un insieme di 2p
indeterminate zj1;1;:::;zjP;P; 1  ji  2m, e si pongono tutte le altre in-
determinate a 0, ogni colonna risulta essere monomia di grado k. Questo
risulta evidente se si pensa di operare questa sostituzione direttamente
in L e poi di eettuare l'elevamento a potenza (il risultato nale  e ov-
viamente coincidente); la sostituzione eettuata coincide con il prendere
la matrice polinomiale corrispondente alla matrice ~ L ottenuta conside-
rando come retroazione per gli stati appartenenti a Ti l'ingresso 
ji
2m, cio e
coincide con il prendere la matrice

Lj1;1zj1;1  LjP;PzjP;P

:
Quest'ultima  e una matrice con colonne monomie di grado 1, e la sua
potenza k-esima presenta colonne monomie di grado k nelle 2p indeter-
minate zj1;1;:::;zjP;P.
A questo punto  e possibile enunciare il seguente
Teorema 4.3 La BCN (3.3) pu o essere stabilizzata allo stato xe attra-
verso una retroazione statica dall'uscita se e solo se esiste un insieme di
2p indeterminate zj1;1;:::;zjP;P; 1  ji  2m tale che [L 2n]1;1 presenta
come monomio z2n
j1;1, e tutti gli altri elementi della prima riga di L 2n
presentano in queste indeterminate monomi di grado 2n.
Per ogni insieme di inderminate per cui il teorema  e vericato, la matrice
K =


j1
2m 
j2
2m  
jP
2m

 e una matrice di retroazione dall'uscita stabilizzante allo stato xe.
Dimostrazione: Se la BCN  e stabilizzabile con una retroazione dall'u-
scita allo stato xe = 1
2n, per prima cosa deve esistere un ingresso 
j1
2m per
il quale lo stato xe  e punto sso, quindi [L 2n]1;1 deve presentare come
monomio z2n
j1;1 perch e xe  e raggiungibile da se stesso con l'ingresso 
j1
2m;
73tutti gli altri stati poi devono poter raggiungere lo stato xe in al mas-
simo 2n passi, rispettando per o il vincolo per il quale tutti gli stati che
appartengono a uno stesso Ti \subiscono" lo stesso ingresso 
ji
2m. In L
questo si ri
ette sull'esistenza di almeno un insieme di 2p indeterminate
zj1;1;:::;zjP;P; 1  ji  2m, grazie alle quali  e possibile trovare in ogni
elemento di [L 2n]1;k; k = 1;:::;2n un monomio in queste indeterminate
di grado 2n.
Per l'implicazione inversa, se si considera un insieme delle indeterminate
zj1;1;:::;zjP;P; 1  ji  2m che verica la condizione del teorema, e si
pongono a zero tutte le altre in L 2n, si ottiene una matrice con colonne
monomie di grado 2n con l'elemento diverso da 0 in prima posizione per
ogni colonna. Come  e gi a stato sottolineato, lo stesso risultato si ottiene
se si considera la potenza 2n-esima di

Lj1;1zj1;1  LjP;PzjP;P

:
Risulta quindi ovvio che la matrice
~ L =

Lj1;1  LjP;P

elevata alla potenza 2n-esima presenta tutte le colonne pari a 1
2n, e quindi
la BCN  e stabilizzabile allo stato xe tramite retroazione dall'uscita.
Il fatto che la matrice K sia la matrice di retroazione dall'uscita cercata
 e una conseguenza immediata della dimostrazione. }
Il teorema appena riportato fornisce quindi una condizione necessaria
e suciente anch e sia possibile trovare una retroazione statica dall'u-
scita, ed ha quindi validit a pi u generale del Teorema 4.2, fatto che si pu o
subito vedere con i successivi esempi.
Esempio 4.4: Si riprende inizialmente l'Esempio 4.3, per dimostrare
che con il teorema introdotto in questa sezione  e possibile trovare una
retroazione dall'uscita che prima non era individuabile. Per sfruttare il
teorema  e necessario un riordino degli stati per ottenere la numerazio-
ne riportata all'inizio della sezione; una permutazione che permette di
ottenere la numerazione voluta  e
 =

1 2 3 4
1 4 2 3

:
Con questa permutazione, la matrice di transizione L e la matrice stato-
uscita diventano le seguenti:
L = 4

1 1 1 4 2 1 4 2

74H = 2

1 1 2 2

:
Il grafo di stato della BCN con la nuova numerazione  e riportato in Figura
4.2. La matrice L risulta quindi la seguente
L =
2
6 6
4
z1;1 z1;1 + z2;1 z1;2 0
z2;1 0 0 z2;2
0 0 0 0
0 z2;2 z1;2
3
7 7
5 ;
la cui potenza quarta potenza presenta la seguente prima riga:

z4
1;1 + z4
2;1 z4
1;1 z3
1;1z1;2 + z2
1;1z2
2;2 z3
1;1z2;2 + z3
2;1z2;2

:
Risulta evidente che l'unica coppia di indeterminate che soddisfa le con-
dizioni del teorema  e z1;1;z2;2, per cui con la matrice di retroazione
dall'uscita
K = 2

1 2

 e possibile stabilizzare il sistema allo stato xe = 1
4. A dierenza del
metodo usato precedentemente, con questo si  e in grado di individuare
la retroazione dall'uscita. |
Esempio 4.5: Per studiare l'Esempio 4.2 con questa nuova tecnica, si
introduce una notazione pi u agevole: al posto di indicare l'indeterminata
con zji;i, si usa la notazione (ji;i) che rende la scrittura e la lettura pi u
veloce. Nel seguito si riportano solo gli insiemi di indeterminate che
soddisfano il teorema, e la relativa matrice di retroazione K:
1 : f(1;1);(1;2);(4;3);(3;4)g ) K1 = 4

1 1 4 3

;
2 : f(1;1);(1;2);(2;3);(3;4)g ) K2 = 4

1 1 2 3

;
3 : f(1;1);(1;2);(1;3);(3;4)g ) K3 = 4

1 1 1 3

;
4 : f(1;1);(4;2);(4;3);(3;4)g ) K4 = 4

1 4 4 3

;
5 : f(1;1);(4;2);(1;3);(3;4)g ) K5 = 4

1 4 1 3

;
6 : f(3;1);(1;2);(2;3);(3;4)g ) K6 = 4

3 1 2 3

;
7 : f(3;1);(1;2);(1;3);(3;4)g ) K7 = 4

3 1 1 3

;
8 : f(3;1);(4;2);(1;3);(3;4)g ) K8 = 4

3 4 1 3

;
9 : f(3;1);(1;2);(4;3);(3;4)g ) K9 = 4

3 1 4 3

;
10 : f(3;1);(4;2);(4;3);(3;4)g ) K10 = 4

3 4 4 3

:
75Le prime 2 matrici di retroazione sono quelle gi a trovate nell'Esempio
4.2, mentre le successive 8 non erano state individuate; si pu o facilmente
vericare che sono tutte matrici di retroazione e che sono anche le uniche
compatibili con una retroazione statica dall'uscita. |
Un altro metodo grazie al quale si pu o stabilire l'esistenza o meno di
una retroazione statica dall'uscita per una BCN, si basa sullo studio dei
cicli della stessa. Dal momento che attraverso la retroazione statica si
passa da una BCN a una BN, si sa a priori che se la BN che si ottiene
non presenta unicamente un ciclo di lunghezza 1 in corrispondenza allo
stato xe, allora la retroazione utilizzata non  e stabilizzante allo stato
desiderato. Se quindi si vuole ottenere una retroazione stabilizzante,
bisogna fare in modo che con gli ingressi che si utilizzano non sia mai
possibile che si attivi uno dei cicli della BCN.
Considerando un ciclo di periodo T + 1 di una BCN, questo pu o essere
scritto, come gi a evidenziato nel Capitolo 3, nel seguente modo:
Ci = (x(t);u(t));(x(t + 1);u(t + 1));:::;(x(t + T);u(t + T)) ;
con L n u(t + T) n x(t + T) = x(t + T + 1) = x(t).
Visto che la retroazione applicata  e dall'uscita,  e chiaro che di tutti i cicli
compatibili con la mappa ingresso-stato della BCN, quelli che possono
eettivamente crearsi a seguito della retroazione dall'uscita sono tutti e
soli i Ci per i quali per ogni coppia x(t + h);x(t + k); h 6= k; h;k =
0;:::;T di stati che appartengono a Ci e che appartengono anche allo
stesso Tj; 1  j  2p, si ha u(t + h) = u(t + k).
Se si escludono dai cicli in esame
 tutti quelli di lunghezza 1 che coinvolgono lo stato di equilibrio xe;
 tutti quelli che per gli stati che appartengono a T1 necessitano di
un ingresso per il quale xe non  e di equilibrio (ovviamente l'ingresso
scelto per gli stati di T1 deve lasciare xe invariato, altrimenti non
si riesce a stabilizzare il sistema)
i cicli che rimangono sono quelli che hanno possibilit a di nascere grazie
ad una retroazione statica dall'uscita, e la cui eventuale presenza  e ov-
viamente indesiderata. Il loro insieme (cio e quello che contiene tutti i
cicli che devono essere evitati) viene denominato N . Per individuare
l'eventuale retroazione stabilizzante dall'uscita, che pu o anche non essere
unica,  e necessario trovare per ogni Tj un ingresso uj in modo da non
attivare nessuno dei cicli in esame.
76Preso in analisi un ciclo di periodo T, Ci 2 N , questo contiene T
stati che appartengono a Tj1;:::;Tjk; 1  k  maxfT;2pg, ed  e ge-
nerato dagli ingressi  uj1;:::;  ujk; per non attivare questo ciclo, detti
u1;:::;u2p gli ingressi scelti per la retroazione rispettivamente per le
uscite 1
2p;:::;2p
2p, la retroazione non pu o presentare contemporaneamen-
te uj1 =  uj1;:::;ujk =  ujk, altrimenti il ciclo si attiva.
Si pu o quindi introdurre la seguente funzione ^c : 2m  2m ! B tale
che
ui ^c uj = 1 , [ui]k = [uj]k; 8 k = 1;:::;2
m ;
dove con [ui]k si intende l'elemento k-esimo del vettore ui 2 2m. Grazie
a questa funzione, la condizione per cui il ciclo Ci non si attivi pu o essere
riscritta nella seguente maniera:
(uj1 ^c  uj1) ^ (uj2 ^c  uj2) ^  ^ (ujk ^c  ujk) = 0 ; (4.2)
con ^ normale operatore logico AND.
A questo punto  e possibile enunciare il seguente
Teorema 4.4 La BCN (3.3)  e stabilizzabile attraverso una retroazione
statica dall'uscita se e solo se esiste un insieme di 2p elementi u1;:::;up;ui 2
2m, in grado di soddisfare (4.2) per ogni ciclo Ci 2 N , e con u1 ingresso
di equilibrio per xe. La matrice
K =

u1 u2  u2p

permette la retroazione dall'uscita cercata.
Dimostrazione: Se la BCN  e stabilizzabile attraverso retroazione stati-
ca dall'uscita, esiste una scelta degli ingressi u1;:::;u2p da associare ai
rispettivi insiemi T1;:::;T2p in modo che la BN che si trova applicando
la retroazione abbia un solo ciclo in xe. Questo comporta che gli ingressi
soddisfano l'equazione (4.2) per ogni ciclo Ci 2 N , altrimenti uno di
questi sarebbe attivo e la BN presenterebbe pi u di un ciclo. Inoltre l'in-
gresso u1 deve ovviamente lasciare xe invariato.
Se viceversa si verica la condizione sugli ingressi, la BN che si viene a
creare con la retroazione dall'uscita eettuta con questi ingressi presenta
un solo ciclo di lunghezza 1 in xe, e quindi la BCN  e ovviamente stabi-
lizzabile proprio grazie a questa retroazione. }
Nel seguito si ripropongono gli stessi esempi visti in precedenza, appli-
cando per o la nuova tecnica dei cicli per ottenere la matrice di retroazione
dallo stato.
77Esempio 4.6: Nel primo esempio si applica il nuovo procedimento sulla
BCN presentata nell'Esempio 4.4, utilizzando la nuova numerazione degli
stati l  introdotta. Per una maggiore comprensione si riporta in Figura
4.2 il grafo di stato che si ottiene con la nuova numerazione degli stati.
x3
x4
x1 x2
y = 1
2
y = 2
2
Figura 4.2: Grafo di stato relativo alla BCN dell'esempio 4.6.
La suddivisione degli stati a seconda dell'uscita che producono  e
ovviamente la seguente:
T1 = f
1
4;
2
4g T2 = f
3
4;
4
4g :
I cicli che compaiono in questa BCN sono i seguenti quattro:
C1 = (
1
4;
1
2); C2 = (
4
4;
1
2); C3 = ((
1
4;
2
2);(
2
4;
1
2)); C4 = ((
1
4;
2
2);(
2
4;
2
2)):
Tra questi, i cicli che appartengono all'insieme N sono C2 e C4, quindi
le 2 equazioni che vanno risolte sono:
u2 ^c 
1
2 = 0 ; u1 ^c 
2
2 = 0 ;
da cui si ottiene facilmente che u2 = 2
2, e u1 = 1
2. L'ingresso preso
per l'uscita 1
2 assicura anche che xe = 1
2 sia punto sso della BN che
si ottiene retroazionando, e quindi le condizioni del Teorema 4.4 sono
vericate. La matrice di retroazione stabilizzante allo stato xe  e quindi
K = 2

1 2

:
Il risultato ottenuto per la matrice di retroazione statica stabilizzante
dall'uscita  e ovviamente identico a quello ottenuto nell'Esempio 4.4. |
Esempio 4.7: Si applica qui il metodo dei cicli alla BCN dell'Esempio
4.2. La BCN in esame presenta 168 cicli distinti, che per ragione di
78spazio non vengono qui riportati, ma l'analisi dei cicli appartenenti a N
riduce drasticamente il numero dei cicli da controllare, portandolo a 9;
nel seguito vengono riportati i cicli appartenenti a questo insieme:
C1 = (
3
8;
2
4) ; C2 = (
3
8;
3
4) ; C3 = (
4
8;
3
4) ;
C4 = (
6
8;
3
4) ; C5 = (
7
8;
1
4) ; C6 = (
8
8;
2
4) ; C7 = (
8
8;
4
4) ;
C8 =
 
(
2
8;
3
4);(
8
8;
1
4)

; C9 =
 
(
3
8;
4
4);(
6
8;
2
4);(
5
8;
2
4);(
4
8;
4
4)

:
Gli ingressi per cui xe = 1
8  e punto sso risultano 1
4 e 3
4. Le equazioni
sugli ingressi che si ottengono dai cicli appartenenti a N sono le seguenti:
u2 ^c 
2
4 = 0 ; u2 ^c 
3
4 = 0 ; u3 ^c 
3
4 = 0 ;
u4 ^c 
1
4 = 0 ; u4 ^c 
3
4 = 0 ; u4 ^c 
4
4 = 0 ;
(u1 ^c 
3
4) ^ (u4 ^c 
1
4) = 0 ; (u2 ^c 
4
4) ^ (u3 ^c 
2
4) = 0 :
Le equazioni ottenute sono 8 perch e i cicli C2 e C3 sono relativi a stati
di T2 e entrambi impongono che l'ingresso relativo a u2 sia diverso da 3
4.
Gli ingressi che rispettano queste equazioni e che sono tali per cui xe  e
punto di equilibrio, e le relative matrici di retroazione dall'uscita, sono
le seguenti:
1 : u1 = 1; u2 = 1; u3 = 4; u4 = 3; ) K1 = 4

1 1 4 3

;
2 : u1 = 1; u2 = 1; u3 = 2; u4 = 3; ) K2 = 4

1 1 2 3

;
3 : u1 = 1; u2 = 1; u3 = 1; u4 = 3; ) K3 = 4

1 1 1 3

;
4 : u1 = 1; u2 = 4; u3 = 4; u4 = 3; ) K4 = 4

1 4 4 3

;
5 : u1 = 1; u2 = 4; u3 = 1; u4 = 3; ) K5 = 4

1 4 1 3

;
6 : u1 = 3; u2 = 1; u3 = 2; u4 = 3; ) K6 = 4

3 1 2 3

;
7 : u1 = 3; u2 = 1; u3 = 1; u4 = 3; ) K7 = 4

3 1 1 3

;
8 : u1 = 3; u2 = 4; u3 = 1; u4 = 3; ) K8 = 4

3 4 1 3

;
9 : u1 = 3; u2 = 1; u3 = 4; u4 = 3; ) K9 = 4

3 1 4 3

;
10 : u1 = 3; u2 = 4; u3 = 4; u4 = 3; ) K10 = 4

3 4 4 3

:
I risultati ottenuti sono identici a quelli ottenuti con il metodo della
matrice polinomiale, come era naturale aspettarsi. |
Questi due approci esposti sono in grado di pervenire alla matrice K
di retroazione dall'uscita statica tempo invariante studiando la BCN e le
79sue caratteristiche.
Un altro approcio per raggiungere lo stesso scopo  e basato sul metodo
a forza bruta; la tecnica consiste cio e nell'enumerare tutte le possibili
matrici di retroazione e di controllarle una per una no a quando non
se ne trovi una che permette la retroazione stabilizzante a xe. Questa
tecnica risulta alquanto onerosa quando il numero degli ingressi e delle
uscite  e molto elevato, dal momento che le possibili matrici di retroazione
sono in numero (2m)2p, quindi all'aumentare degli ingressi o delle uscite
(o di entrambi), le matrici da testare diventano molto numerose; inoltre
questo metodo presenta lo svantaggio che se la retroazione non esiste,
questo pu o solo essere stabilito dopo aver controllato che nessuna delle
possibili matrici di retroazione svolga il compito desiderato.
Esistono diversi modi per implementare questa tecnica a forza bruta, il
primo e pi u semplice  e quello di calcolare la matrice ~ L per ogni scelta del-
la matrice K e di controllare che la sua potenza 2n-esima presenti tutte le
colonne pari a 1
2n, come  e gi a stato sottolineato all'inizio del paragrafo.
Un altro metodo  e quello di trovare la forma normale della matrice ~ L e
di controllare che questa presenti una sola classe ergodica di dimensione
1 che contiene lo stato xe = 1
2n.
Queste due soluzioni non sono state implementate in Matlab, e si  e pre-
ferito implementarne un'altra che applica un ragionamento simile ma pi u
sosticato, che viene di seguito spiegato.
Tutti i metodi appena illustrati non sfruttano minimamente la conoscen-
za della rete, ed ogni matrice di retroazione K viene testata per stabilire
se  e di retroazione o meno;  e in realt a possibile adottare una tecnica pi u
elaborata che scarta alcune di queste matrici perch e risultano certamen-
te non compatibili con l'obiettivo pressato. Per sua natura, la matrice
~ L, che si ricava prendendo i blocchi colonna della matrice L relativi alla
retroazione scelta,  e una matrice positiva; inoltre, se la retroazione svolge
l'obbiettivo richiesto, la potenza 2n-esima di ~ L ha tutte le colonne pari a
1
2n.
Se si considera una matrice quadrata positiva A 2 Rn
+, e si considera una
sua sottomatrice principale Ai ottenuta dalle righe/colonne consecutive
i1;:::;ik; k < N,  e facile convincersi che condizione necessaria anch e
An presenti come sottomatrice principale relativa agli indici i1;:::;ik una
matrice nulla di dimensione k,  e che la matrice Ai sia una matrice nilpo-
tente. Questa  e una evidente conseguenza della positivit a della matrice
A, e del fatto che Ai  e una sua sottomatrice principale.
Grazie a questa considerazione  e chiaro che considerando l'insieme Ti; 2 
i  2p, formato dagli stati consecutivi 
i1
2n;:::;
ik
2n; k = jTij, che forni-
scono come uscita i
2p, possono essere usati come ingressi 
j
2m relativi a
80questa uscita, solo quelli per cui la matrice Lj;i presenta la sottomatrice
ricavata prendendo tutte le colonne e le righe di indice i1;:::;ik nilpo-
tente. Questo  e dovuto al fatto che in ~ L la sottomatrice appena ricavata
 e una sottomatrice principale.
Per quanto riguarda gli ingressi relativi all'uscita 1
2p, l'ingresso 
j
2m  e ac-
cettabile se in posizione (1;1) la matrice Lj;1 presenta un 1 (perch e 1
2n
deve essere stato di equilibrio), e se la sua sottomatrice ricavata pren-
dendo tutte le colonne tranne la prima, e prendendo le righe di indice
2;:::;k; k = jT1j, risulta nilpotente (nel caso lo stato 1
2n sia l'unico a
fornire come uscita 1
2p, l'unica condizione da controllare  e la prima).
Fatta una prima selezione dei possibili ingressi, si procede poi componen-
do la matrice ~ L per passi successivi, cio e si inseriscono prima i blocchi
Lj1;1;Lj2;1, prendendo j1 e j2 dagli ingressi possibili per T1 e T2 e in modo
che la sottomatrice [~ L]1:2 formata da tutte le colonne tranne la prima e
dalle righe 2;:::;jT1 [ T2j sia nilpotente. A questo punto si aggiunge il
blocco colonna relativo a T3, cercando un ingresso per questo in modo
che la sottomatrice [~ L]1:3 ricavata da tutte le colonne tranne la prima e
dalle righe 2;:::;jT1 [ T2 [ T3j sia nilpotente; se non si dovesse trovare,
bisogna cercare un'altra scelta degli ingressi per T1 e T2 tale che [~ L]1:2
sia nilpotente e per la quale esista un ingresso per T3 per cui [~ L]1:3 sia
nilpontente. Nel caso non si riuscisse a trovare nessuna combinazione di
ingressi per T1;T2 e T3, si pu o concludere che non esiste la retroazione
dall'uscita tempo invariante desiderata. Se si trovano combinazioni di
ingresso che rispettano le condizoni richieste no a T2p, si ottiene che la
matrice ~ L, ottenuta con questi ingressi, elevata alla 2n-esima potenza ha
tutte le colonne pari a i
2n. Questo  e dovuto al fatto che la sottomatrice
[~ L]1:2p  e nilpotente, e la prima colonna di ~ L ha solo il primo elemento di-
verso da 0, e resta tale per ogni potenza di ~ L. Quindi, per 2  i;j  2n,
si ha
[~ L
2]ij = [~ L]i1[~ L]1j +
N X
k=2
[~ L]ik[~ L]kj =
N X
k=2
[~ L]ik[~ L]kj :
Essendo valido per ogni elemento di [~ L]1:2p, si ha [~ L2]1:2p = [~ L]2
1:2p, e
questo ragionamento pu o essere ripetuto no ad ottenere che [~ L2n]1:2p =
[~ L]2n
1:2p, ma poich e la matrice in questione  e nilpotente allora il tutto  e
necessariamente uguale a 0, mentre la prima riga di ~ L2n deve essere com-
posta da tutti 1, dal momento che ~ L  e stocastica per colonne, e ogni
colonna presenta un solo elemento diverso da 0 e quindi pari a 1, e que-
sto resta valido per una sua potenza qualsiasi.
81Esempio 4.8: Implementando in Matlab quest'ultimo metodo esposto,
si ottengono, per le BCN degli Esempi 4.4 e 4.2, le stesse matrici di re-
troazione ricavate con i due metodi precedenti, a conferma che il metodo
illustrato ha la stessa ecacia degli altri due nel ritrovare la retroazione
cercata, pur applicando una tecnica diversa. |
4.2.3 Retroazione tempo variante
Un altro tipo di retroazione dall'uscita che si pu o eettuare  e di tipo
statico ma tempo variante: l'ingresso cio e risulta sempre funzione dell'u-
scita del sistema al tempo t, ma la matrice di retroazione K non risulta
costante nel tempo, cambiando in funzione dell'istante temporale, per cui
K = K(t) e u(t) = K(t)y(t). Questo tipo di retroazione ovviamente  e
molto pi u generale della retroazione trattata precedentemente, e permet-
ter a di risolvere il problema di stabilizzazione della rete anche in molti
casi in cui non esiste la retroazione tempo invariante; ciononostante esi-
stono delle reti in cui anche questo tipo di retroazione dall'uscita non  e
in grado di risolvere il problema di stabilizzazione.
Come ipotesi iniziale si suppone che la rete sia stabilizzabile allo stato
xe, e per comodit a si utilizzano le stesse ipotesi introdotte all'inizio del
Paragrafo 4.2.2, riguardanti la numerazione degli stati e delle uscite del-
la BCN. Riprendendo la notazione introdotta nei paragra precedenti,
considerato uno stato x = i
2n; 2  i  2n, appartenente alla corona
Sk; 1  k  2n   1, con Pi si indica l'insieme degli ingressi che per-
mettono allo stato x di giungere in un passo ad uno stato appartenente
alla corona Sk 1, mentre nel caso x appartenga a S0, cio e sia lo stato di
equilibrio, in P1 sono contenuti gli ingressi che mantengono lo stato in
se stesso. Inoltre, l'insieme Tj; 1  j  2p, contiene tutti gli stati che
forniscono come uscita 
j
2p.
Una prima considerazione riguarda tutti gli stati appartenenti a T1: que-
sti possono ricevere solo ingressi che sono di equilibrio per xe, e quindi
solo ingressi che appartengono a P1, per assicurare che, se lo stato rag-
giunto al tempo t dalla BCN  e xe, la rete non si sposti dallo stesso. Se
la seguente ipotesi  e vericata, si dimostra che la retroazione dall'uscita
tempo variante esiste:
 xe deve essere raggiungibile da ogni stato della rete grazie all'uso
di ingressi che, per gli stati appartenenti a T1, sono di equilibrio
per xe, e quindi appartengono a P1.
82Se una BCN  e identicata dalle matrici L e H, per vericare che que-
sta rete rispetti l'ipotesi appena esposta,  e possibile creare un'altra rete
Booleana, che nel seguito viene indicata soprasegnando le matrici che la
identicano, avente  H = H e la matrice  L che coincide con L per tutti
gli stati che non restituiscono 1
2p come uscita e per lo stato di equilibrio;
per un qualsiasi altro stato 
j
2n; 2  j  2n, appartenente a T1 e diver-
so dallo stato di equilibrio la matrice  L della nuova rete coincide con la
prima per gli ingressi che appartengono a P1, mentre presenta le colonne
relative agli altri ingressi pari a 
j
2n. In questo modo per gli ingressi non
di equilibrio per 1
2n, gli stati di T1 sono punti ssi, quindi se nella rete
determinata da  L, lo stato xe risulta raggiungibile a partire da ogni stato,
l'ipotesi  e assicurata. Infatti, poich e nella nuova rete gli ingressi non di
equilibrio per xe non possono condurre alcun stato di T1 verso xe, essendo
di equilibrio per quegli stessi stati, se xe  e raggiungibile da questi stati,
lo  e attraverso ingressi che sono di equilibrio per xe stesso.
A questo punto si introduce l'algoritmo con cui si pu o ricavare la sequen-
za di matrici di retroazione grazie alla quale  e possibile stabilizzare il
sistema a xe. L'algoritmo pensato per trovare la sequenza delle matrici
di retroazione che risolvono il problema non  e in tempo reale, per cui nel
suo svolgimento non viene sfruttata la conoscenza dell'uscita in quell'i-
stante, ma si crea una sequenza di matrici K() che risolver a il problema
per qualunque evoluzione del sistema.
La suddivisione in corone Sk; k = 0;:::; k; 1   k  2n   1, e gli ingressi
Pi; i = 1;:::;2n, per il passaggio da una corona a quella inferiore che
vengono usati nell'algoritmo, non corrispondono agli insiemi corrispon-
denti nella rete di partenza, ma sono quelli che si ricavano dalla rete
modicata, in modo da assicurare l'uso di ingressi di equilibrio per xe
ogni qualvolta l'uscita del sistema sia 1
2p.
Prendendo 0 come istante di inizio del controllo, lo stato in cui pu o tro-
varsi la rete risulta totalmente sconosciuto all'algoritmo; le operazioni
compiute da quest'ultimo sono le seguenti:
 operazioni da svolgere al tempo t=0:
{ se l'insieme T1 ha cardinalit a maggiore di 1, si trova il pi u pic-
colo intero ~ k per cui T1 \ S~ k 6= ?; si sceglie quindi uno degli
stati che appartengono a questo insieme, x = i
2n, e l'ingresso
al tempo 0 corrispondente all'uscita 1
2p viene preso nell'insie-
me Pi;
se T1  e composto solo dallo stato xe, si sceglie come ingresso
per l'uscita 1
2p uno degli elementi appartenenti a P0;
83{ per ogni insieme Tj; 2  j  2p, si trova il pi u piccolo intero
~ k per cui Tj \ S~ k 6= ?; si sceglie quindi uno degli stati che
appartengono a questo insieme, x = i
2n, e l'ingresso al tempo
0 corrispondente all'uscita 
j
2p viene preso nell'insieme Pi (se
l'insime Tj dovesse essere vuoto si pu o scegliere un ingresso
qualsiasi);
{ a questo punto vengono creati gli insiemi T`(1);1  `  2p: per
ogni diverso Tk; 1  k  2p, si prende ogni suo elemento xp =
i
2n e si calcola lo stato xa = 
j
2n di arrivo grazie all'ingresso
deciso per gli stati di Tk; si calcola l'uscita h
2p generata dallo
stato xa e quindi si inserisce xa in Th(1);
 per ogni istante t > 0 si ripetono le 3 operazioni eettuate ai punti
precedenti, considerando al posto di Ti gli insiemi Ti(t), e creando
all'ultimo punto gli insiemi Ti(t + 1). Queste operazioni vanno
eettuate nch e T1(t + 1) = f1
2ng e Ti(t + 1) = ?;2  i  2n.
Ovviamente per costruzione gli insiemi T`(t);1  `  2p, contengono gli
stati, che restituiscono come uscita `
2p, in cui la rete pu o essere all'istante
t.
In Algoritmo 4.1  e presente lo pseudocodice dell'algoritmo appena pre-
sentato.
Teorema 4.5 Se xe  e raggiungibile da ogni stato della rete grazie ad
ingressi che per gli stati appartenenti a T1 sono di equilibrio per xe, allora
la BCN (3.3)  e stabilizzabile grazie alla retroazione dall'uscita utilizzando
la sequenza di matrici di retroazione K(t) ricavate con l'Algoritmo 4.1.
Dimostrazione: La sequenza di matrici di retroazione trovata grazie
all'algoritmo assicura che ad ogni istante ci sia almeno uno stato che
passa in una corona inferiore. Ad ogni istante t infatti, in ogni settore
Ti(t) diverso dall'insieme nullo, l'ingresso scelto fa in modo che almeno
uno degli stati appartenenti alla corona pi u bassa (fra tutte le corone
degli stati di Ti(t)) scenda ulteriormente di corona; questo fatto comporta
che all'istante t + 1 in ogni settore (che al passo precedente non era
vuoto), la corona pi u bassa che ha almeno uno stato in Ti(t + 1) ha un
indice inferiore rispetto alla corona pi u bassa dell'istante precedente e
quindi reiterando l'operazione, ad un certo istante  t esiste certamente
un Ti( t) contenente almeno uno stato che appartiene alla corona S1; al
passo successivo l'algoritmo porter a almeno uno di questi stati in xe (dal
momento che la corona pi u bassa  e proprio S1) e, poich e gli ingressi
scelti per T1(t) sono sempre di equilibrio per xe (grazie all'ipotesi di
84Algoritmo 4.1 Algoritmo per la costruzione delle matrici di retroazione
dall'uscita tempo variante.
Input: Pi; 1  i  2n; Tj; 1  j  2p; Sk; k = 0;:::; k;
Output: K(), sequenza delle matrici di retroazione;
t = 0;
while T1 6= f1
2ng ^ Tj 6= ?; 2  j  2p do
if jT1j > 1 then
~ k=minimo k tale per cui T1 \ Sk 6= ?;
stInf=stato di T1 \ S~ k;
ing= ingresso appartenente a PstInf;
K(t) = [ing];
else
ing= ingresso appartenente a P1;
K(t) = [ing];
end if
for i = 2;:::;2p do
if jTij > 0 then
~ k=minimo k tale per cui Ti \ Sk 6= ?;
stInf=stato di Ti \ S~ k;
ing= ingresso appartenente a Pstinf;
K(t) = [K(t) ing];
else
ing= ingresso qualunque;
K(t) = [K(t) ing];
end if
end for
T n
i =insiemi Ti aggiornati;
for i = 1;:::;2p do
if jTij > 0 then
for ogni elemento x di Ti do
xa=stato di arrivo partendo da x con ingresso [K(t)]i;
h
2p=uscita generata da stato xa;
T n
h = T n
h [ fxag;
end for
end if
end for
for i = 1;:::;2p do
Ti = T n
i ;
end for
t + +;
end while
85raggiungibilit a), gli stati non ancora assorbiti da xe sono diminuiti di
almeno una unit a, e non potranno aumentare successivamente. Dopo un
numero nito di passi si ottiene quindi la stabilizzazione allo stato xe.
}
Esempio 4.9: Si riprende nuovamente la BCN dell'Esempio 4.2, con
l'obbiettivo di stabilizzare il sistema a xe = 1
2n attraverso retroazio-
ne dall'uscita tempo variante; la suddivisione degli stati nelle corone,
gli ingressi da dare in corrispondenza di ogni stato per arrivare in uno
stato appartenente a una corona inferiore sono i seguenti (gi a riportati
nell'Esempio citato) e la suddivisione nei diversi Ti sono:
S0 = f1g; S1 = f7;4g; S2 = f2;5g; S3 = f6;8g; S4 = f3g ;
P1 = f1;3g; P2 = f1;4g; P3 = f1;4g; P4 = f1;2g; P5 = 4;
P6 = f2;4g; P7 = f2;3;4g; P8 = f1;3g ;
T1 = f1;2g; T2 = f3;4g; T3 = f5;6g; T4 = f7;8g :
Dal momento che P1\P2 = f1g, se per lo stato 2 si sceglie come ingresso
che porta alla corona inferiore solo l'ingresso 1, e quindi P2 = f1g, l'ipote-
si  e vericata (non  e stato necessario calcolare la rete Booleana modicata
perch e gi a in quella di partenza gli ingressi di equilibrio assicuravano la
raggiungibilit a di xe da parte dello stato 2, ed  e stato suciente non
considerare l'altro ingresso). Si riportano quindi i diversi Ti nel tempo e
le matrici K(t) che possono essere usate per la retroazione (nel caso ci
fossero pi u possibili scelte si prende l'elemento di Pi minore).
K(0) =

1 1 1 2

, T1(1) = f1g; T2(1) = ?; T3(1) = f6g;
T4(1) = f7;8g:
K(1) =

1 1 2 2

, T1(2) = f1g; T2(2) = ?; T3(2) = f5g;
T4(2) = f8g:
K(2) =

1 1 1 1

, T1(3) = f1;2g; T2(3) = ?; T3(3) = ?;
T4(3) = f7g:
K(3) =

1 1 1 2

, T1(4) = f1g; T2(4) = ?; T3(4) = ?;
T4(4) = f7g:
K(4) =

1 1 1 2

, T1(5) = f1g; T2(5) = ?; T3(5) = ?;
T4(5) = ?:
86 E stata quindi individuata una soluzione tempo variante per lo stesso
problema posto negli Esempi precedenti; si sottolinea che per esempio
applicando la prima matrice di retroazione tempo invariante, il numero di
passi necessari per stabilizzare il sistema a xe  e 4, mentre con quest'ultimo
metodo la stabilizzazione avviene in 5 passi, quindi non  e detto ci siano
dei miglioramenti rispetto al tempo di stabilizzazione. Con il prossimo
esempio si mostra che il campo di applicabilit a della retroazione tempo
variante  e pi u ampio rispetto a quello della retroazione tempo invariante.
|
Esempio 4.10: Si consideri la seguente BCN, che presenta 16 stati, 4
ingressi e 4 uscite, in cui la matrice L  e fornita attraverso i 4 sottosistemi
che la compongono:
L1 = 16

1 2 1 6 4 9 7 4 8 10 9 14 12 15 5 14

L2 = 16

10 1 7 13 4 6 4 7 6 5 1 12 2 11 12 10

L3 = 16

14 3 3 5 5 9 3 6 10 12 1 13 2 14 9 8

L4 = 16

1 13 2 13 15 4 1 8 9 9 7 14 13 10 12 16

H = 4

1 1 1 1 1 2 2 2 3 3 3 4 4 4 4 4

La suddivisione degli stati a seconda dell'uscita che producono  e la se-
guente:
T1 = f1;2;3;4;5g; T2 = f6;7;8g; T3 = f9;10;11g; T4 = f12;13;14;15;16g:
L'obiettivo richiesto  e quello di stabilizzare la rete allo stato xe = 1
2n
attraverso una retroazione dall'uscita.
Se si volesse eettuare una retroazione dall'uscita tempo invariante, nel
settore T1 l'unico ingresso utilizzabile sarebbe il quarto perch e gli ingressi
1 e 3 sono di equilibrio rispettivamente per gli stati 2 e 3, mentre l'in-
gresso 2 non  e di equilibrio per xe. Per quanto riguarda il settore T4, gli
ingressi 2,3 e 4 sono di equilibrio per almeno uno stato di T4, e quindi
l'unico ingresso che potrebbe essere applicato  e l'ingresso 1. Con questi
2 ingressi per il settore T1 e T4 per o si attiva un ciclo che coinvolge gli
stati 5 e 15, e quindi risulta impossibile eettuare retroazione dall'uscita
tempo invariante.
La tecnica tempo variante per o risulta ecace in questa rete; a dieren-
za dell'Esempio precedente,  e qui necessario introdurre una BCN mo-
dicata perch e lo stato 2 potrebbe in un passo raggiungere lo stato di
equilibrio, ma solo attraverso un ingresso non appartenente a P1. Con la
87rete ausiliaria  e immediato vericare il soddisfacimento dell'ipotesi sulla
raggiungibilit a ed  e facile ottenere la seguente suddivisione degli stati in
corone e gli ingressi relativi agli stati per passare alla corona inferiore:
S0 = f1g; S1 = f3;7;11g; S2 = f8;14g; S3 = f9;12;16g;
S4 = f6;10;13;14g; S5 = f2;4;5g;
P1 = f1;4g; P2 = f4g; P3 = f1g; P4 = f1;4g; P5 = f4g; P6 = f1;3g;
P7 = f4g; P8 = f2g; P9 = f1g; P10 = f3;4g; P11 = f2;3g; P12 = f1;4g;
P13 = f1g; P14 = f2g; P15 = f2;3;4g; P16 = f1;3g:
Si evidenzia il fatto che lo stato 2, che potrebbe raggiungere lo stato
di equilibrio in un passo e quindi apparterrebbe alla corona S1 se non
ci fossero ulteriori vincoli, non potendo sfruttare l'ingresso che permette
questo passaggio perch e non di equilibrio per xe, appartiene alla corona
S5.
Si pu o facilmente vericare che in 11 passi, grazie alla seguente sequenza
di matrici di retroazione, la rete  e stata stabilizzata allo stato xe = 1
2n:
K(0) = 4

1 4 2 2

; K(1) = 4

4 2 2 1

;
K(2) = 4

4 4 1 2

; K(3) = 4

1 1 2 1

;
K(4) = 4

4 1 1 2

; K(5) = 4

1 1 2 1

;
K(6) = 4

4 1 1 1

; K(7) = 4

1 1 1 2

;
K(8) = 4

1 2 2 1

; K(9) = 4

1 4 1 2

;
K(10) = 4

1 1 2 1

:
Risulta quindi evidente che con la retroazione dall'uscita tempo variante
 e possibile stabilizzare ad uno stato di equilibrio un numero maggiore di
BCN rispetto al numero di reti stabilizzabili con una retroazione dall'u-
scita tempo invariante. |
La condizione dettata dal Teorema 4.5  e solo suciente, per cui se in
una rete xe non  e raggiungibile da tutti gli stati con ingressi che per gli
stati di T1 sono di equilibrio per xe, non  e detto che non esista comunque
una retroazione tempo variante in grado di stabilizzare la BCN allo stato
desiderato.
884.2.4 Retroazione tramite ricostruzione dello stato
In questo breve paragrafo si accenna inne ad un'ulteriore soluzione a li-
vello teorico, senza entrare nei dettagli. La soluzione che viene proposta
in questo contesto necessita dell'ipotesi di ricostruibilit a della rete, ipotesi
grazie alla quale si  e in grado di determinare, ad un certo istante tempo-
rale  t, quale sia lo stato x( t) conoscendo simultaneamente ingressi e uscite
della BCN (si confronti la Denizione 3.9). Assumendo l'indispensabile
ipotesi di stabilizzabilit a della BCN, si pu o enunciare il seguente
Teorema 4.6 Se la BCN (3.3)  e stabilizzabile allo stato xe ed  e rico-
struibile, allora esiste una retroazione dall'uscita in grado di stabilizzare
il sistema allo stato xe.
Dimostrazione: Grazie all'ipotesi di ricostruibilit a, da una qualunque
sequenza di ingresso e dalla conseguente sequenza di uscita, ad un certo
istante  t < 1 si  e in grado di stabilire lo stato x( t) raggiunto dalla
rete realizzando una rete Booleana, che agisce come ricostruttore dead-
beat dello stato [3]. In questo modo dall'istante  t in poi, pur misurando
direttamente solo l'uscita e l'ingresso, si  e in grado di conoscere lo stato
vero e proprio. Grazie all'ipotesi di stabilizzabilit a vale la Proposizione
4.1, quindi  e possibile dall'istante  t in poi applicare una retroazione dallo
stato, la cui esistenza  e assicurata, ottenendo il risultato desiderato. }
Osservazione 4.9: Nel caso la BCN in analisi sia ricostruibile, questo tipo
di retroazione dall'uscita  e in grado di dare una soluzione al problema.
Tuttavia la condizione di ricostruibilit a non  e necessaria anch e si pos-
sa stabilizzare il sistema attraverso una retroazione dall'uscita. Se per
esempio si analizza la rete presente nell'Esempio 4.3, si verica immedia-
tamente che la rete non  e ricostruibile. Secondo il Teorema 3.6 infatti,
la BCN in esame non  e ricostruibile a causa dell'esistenza dei cicli
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Per la rete in esame non  e quindi possibile applicare il metodo appena
esposto; ciononostante con l'Esempio 4.4 si  e dimostrato che  e possibile,
attraverso una retroazione tempo invariante dall'uscita, stabilizzare il si-
stema ad xe. 
894.3 Controllo ottimo
L'ultima strategia di controllo di una BCN che viene riportata  e il con-
trollo ottimo; numerosi aspetti di questo problema sono stati trattati in
letteratura, per esempio in [8], [9], [10], [1]. La trattazione qui seguita si
basa su [7], dove sono tenuti in considerazione anche gli aspetti studiati
nei lavori sopra citati.
Lo scopo del controllo ottimo  e quello di individuare una sequenza di con-
trollo per la BCN che minimizzi (massimizzi) una data funzione di costo
(di qualit a). Lo studio pu o essere eettuato ad orizzonte nito, cio e in un
numero nito di passi, oppure ad orizzonte innito, cio e studiando una
sequenza di ingresso di lunghezza innita; inoltre la funzione di costo
pu o pesare aspetti diversi, quali: lo stato nale, l'evoluzione dello stato
e dell'ingresso o il cambiamento dei valori dell'ingresso, etc.
Inizialmente verr a trattato il controllo ottimo ad orizzonte nito e suc-
cessivamente quello ad orizzonte innito.
4.3.1 Orizzonte nito
Denizione 4.2: Data una BCN (3.3) con stato iniziale x(0) = x0 2
2n e ssato un istante T > 0, il problema del controllo ottimo ad
orizzonte nito consiste nel determinare una sequenza nita di ingresso
che minimizza il funzionale quadratico di costo
JT(x0;u()) = x(T)
TQfx(T) +
T 1 X
t=0
x(t)
TQu(t)x(t) ; (4.3)
dove Qf = QT
f 2 R2n2n  e una matrice semidenita positiva che pesa lo
stato nale, mentre Qu(t) = QT
u(t)  e una matrice semidenita positiva che
per ogni valore di u(t) 2 2m assume valori in R2n2n, e pesa ad ogni
istante intermedio lo stato x(t) raggiunto.
Per semplicit a, se all'istante t l'ingresso vale u(t) = i
2m, la conseguen-
te matrice di costo Qu(t) = Qi
2m verr a indicata semplicemente con Qi.
Dal momento che x(t) e u(t) sono ad ogni istante vettori canonici, il
funzionale di costo (4.3) pu o essere riscritto linearmente nel seguente
modo:
JT(x0;u()) = c
T
f x(T) +
T 1 X
t=0
c
T n u(t) n x(t) ; (4.4)
dove
c
T
f =

[Qf]11 [Qf]22  [Qf]2n2n

;
90mentre
c
T =

[Q1]11  [Q1]2n2n  [Q2m]11  [Q2m]2n2n

=
=

c1  c2m

:
(4.5)
Osservazione 4.10: L'ipotesi che le matrici di costo Qf e Qi; 1  i  2m
siano semidenite positive comporta unicamente che i vettori cf e c siano
non negativi. 
Per la soluzione del problema risulta utile una modica del funzionale
di costo a livello di scrittura, Per ogni scelta della famiglia di vettori
m(t) 2 R2n; 0  t  T e per ogni traiettoria di x(t), si ha
T 1 X
t=0
[m(t + 1)
Tx(t + 1)   m(t)
Tx(t)] + m(0)
Tx(0)   m(T)
Tx(T) = 0 ;
e perci o il funzionale di costo pu o essere riscritto come segue:
JT(x0;u()) = m(0)
Tx(0) + [cf   m(T)]
Tx(T) +
T 1 X
t=0
[c
T n u(t) n x(t)]+
+
T 1 X
t=0
[m(t + 1)
Tx(t + 1)   m(t)
Tx(t)] :
Sfruttando l'equazione di evoluzione della BCN e la possibilit a di riscri-
vere il prodotto m(t)Tx(t) come

m(t)T m(t)T  m(t)T 
n u(t) n x(t) ;
il funzionale di costo pu o essere riscritto allora come
JT(x0;u()) = m(0)
Tx(0) + [cf   m(T)]
Tx(T)+
+
T 1 X
t=0
(c
T + m(t + 1)
TL  

m(t)T m(t)T  m(t)T 
) n u(t) n x(t)]:
A questo punto si sfrutta l'arbitrariet a di m(t) per scegliere la famiglia
di vettori m(t); 0  t  T; in accordo con l'Algoritmo 4.2. Con questa
scelta nel funzionale di costo il termine [cf m(T)]Tx(t)  e pari a 0, mentre
il termine
w(t) :=

w1(t)T w2(t)T ::: w2m(t)T 
=
=

cT
1 cT
2 ::: cT
2m

+ m(t + 1)
T 
L1 L2 ::: L2m

 
91Algoritmo 4.2 Algoritmo per la scelta della famiglia di vettori m(t).
Input: cf; c; L;
Output: m(t), famiglia di vettori;
m(T) = cf;
for t = T   1;:::;0 do
for i = 1;:::;2n do
[m(t)]i = min
1j2m
 
[cj]i + [m(t + 1)TLj]i

;
end for
end for
 

m(t)T m(t)T ::: m(t)T 
 e non negativo, e per ogni i; 1  i  2n, esiste almeno un j; 1  j  2m,
per il quale [wj(t)]i = 0.
Di conseguenza, il funzionale di costo
JT(x0;u()) = m(0)
Tx(0)+
+
T 1 X
t=0

w1(t)T w2(t)T ::: w2m(t)T 
n u(t) n x(t)
 e minimizzato dalla sequenza di ingresso generata con la seguente regola:
x(t) = 
i
2n ) u(t) = 
j(i;t)
2m ;
con
j
(i;t) = argmin
1j2m
 
[cj]i + [m(t + 1)
TLj]i

= argmin
1j2m
([wj(t)]i) :
Con la precedente scelta del valore dell'ingresso all'istante t, si ha quindi
che

w1(t)T w2(t)T ::: w2m(t)T 
n u(t) n x(t) = 0; 8 0  t  T ;
che risulta essere il valore minimo che il termine pu o assumere, data la
non negativit a del vettore w(t).
In denitiva, il valore minimo di costo che si pu o ottenere con una
arbitraria sequenza di ingresso  e
J

T(x0) = min
u()
JT(x0;u()) = m(0)
Tx(0) ;
92e il controllo ottimo pu o essere implementato grazie ad una retroazione
dallo stato tempo variante u(t) = K(t)x(t), con
K(t) =
h

j(1;t)
2m 
j(2;t)
2m  
j(N;t)
2m
i
:
Esempio 4.11: Si consideri la BCN identicata dalla seguente matrice
di transizione
L = 8

2 3 1 6 4 8 5 8 3 7 4 4 6 3 7 7

;
in cui i vettori di costo c e cf sono
c =

1 2 7 2 0 3 2 0 0 0 6 1 0 3 10 2

cf =

10 2 15 0 0 1 3 0

:
A questa rete  e associato il grafo di stato presente in Figura 4.3, in cui gli
archi sono etichettati con i costi relativi all'utilizzo di quell'arco. Se lo
x1
x2
x3
x4 x8 x5
x6
x7
0
0
0
0
0 1
1
2
2
2
2
7
3
3
6
10
Figura 4.3: Grafo di rete relativo alla BCN dell'esempio 4.11.
scopo del controllo ottimo  e quello di minimizzare il funzionale di costo
(4.4) in T = 5 passi, si ha che l'Algoritmo 4.2 restituisce la seguente
sequenza per m(t)
m(5) = cf; m(4) =

3 3 6 1 0 3 2 0

;
m(3) =

4 2 7 2 1 3 2 0

; m(2) =

3 2 8 3 2 3 3 0

;
m(1) =

3 3 9 4 3 3 4 0

; m(0) =

4 4 10 5 3 3 5 0

:
La sequenza di matrici di retroazione per il controllo ottimo  e
K(0) = 2

1 2 1 1 2 1 1 1

;
93K(1) = K(2) = K(3) = K(4) = K(5) = 2

1 2 2 2 1 1 1 1

;
grazie alla quale, se lo stato iniziale  e uno fra 1
8;2
8;3
8;7
8, lo stato nale
sar a 4
8, mentre per i rimanenti stati, lo stato nale sar a 8
8. Ovviamente
il costo minimo a partire dallo stato i
8; 1  i  8  e pari a [m(0)]i.
|
4.3.2 Funzionali di costo alternativi
In questo paragrafo si aronta la soluzione di problemi di controllo ottimo
ad orizzonte nito formulati in maniera diversa da quella della denizione
4.2, ma che possono essere ricondotti allo schema precedente attraverso
piccole modiche.
 Funzionale di costo non quadratico: il fatto che il funzionale
di costo (4.3) sia quadratico, non  e necessario per poter scrivere
la funzione di costo in maniera lineare; se il funzionale di costo  e
una arbitraria funzione dell'ingresso e dello stato ad ogni istante t,
 e possibile riscrivere il funzionale di costo in maniera lineare. Per
ogni scelta delle mappe Qf : 2n ! R e Q : 2m  2n ! R, la
funzione costo
JT(x0;u()) = Qf(x(T)) +
T 1 X
t=0
Q(u(t);x(t))
pu o essere espressa come nella formula (4.4), grazie ai seguenti
vettori:
c
T
f =

Qf(1
2n) Qf(2
2n)  Qf(2n
2n)

c
T =

c1 c2  c2m

; [cj]i = Q(
j
2m;
i
2n) :
Se nel funzionale di costo la matrice Qu(t)  e tempo variante,  e facile
convincersi che si pu o arrivare a scrivere i termini della sommatoria
come 
cT
1(t) cT
2(t) ::: cT
2m(t)

:
A questo punto  e suciente applicare nuovamente la tecnica espo-
sta.
 Controllo ottimo di Mayer: la soluzione trovata per il proble-
ma del controllo ottimo a orizzonte nito pu o essere applicata al
problema trattato in [8] e [9]. In questi due lavori  e esaminato il
94problema di controllo ottimo di Mayer, che ha l'obiettivo di mas-
simizzare un indice di qualit a che pesa unicamente lo stato nale,
cio e di massimizzare una funzione del tipo
JT(x0;u()) = c
T
f x(T); cf 2 R
2n
:
Se l'obiettivo fosse la minimizzazione di un indice di costo che pesa
soltanto lo stato nale, ovviamente la soluzione trovata in prece-
denza potrebbe essere usata anche per questo problema, ponendo
c = 0.
Per ottenere invece la massimizzazione di un indice di qualit a,  e suf-
ciente modicare l'algoritmo per la scelta della famiglia di vettori
m(t), prendendo, per t = T, m(T) = cf, mentre per 0  t  T   1
[m(t)]i := max
1j2m[m(t + 1)
TLj]i; 8 1  j  2
n:
In questo modo,
w(t) = m(t + 1)
TL  

m(t)T m(t)T  m(t)T 
=
=

w1(t)T  w2m(t)T 
;
 e un vettore che risulta sempre non positivo e con almeno un ele-
mento pari a 0 per ogni vettore wj(t); 1  j  2m. Con la famiglia
di m(t) scelta, l'indice di qualit a coincide con
JT(x0;u()) = m(0)
Tx(0) +
T 1 X
t=0
w(t) n u(t) n x(t) ;
e se al tempo t lo stato  e i
2n, scegliendo come ingresso u(t) = 
j?(i;t)
2m ,
con
j
?(i;t) = argmax
1j2m
[wj(t)]i ;
si ottiene la massimizzazione dell'indice di qualit a.
La soluzione al problema proposta in [9] (lavoro che racchiude [8]
come caso particolare) risulta pi u laboriosa di quella proposta in
[7], perch e non fornisce un metodo diretto per la costruzione della
sequenza di ingresso. Quest'ultima viene costruita a ritroso a par-
tire dall'ultimo ingresso da dare alla rete e, attraverso una serie di
casistiche sugli stati, si perviene all'ingresso ottimo per il controllo.
 Vincoli su stati e/o ingressi: il controllo ottimo a orizzonte -
nito pu o anche essere sfruttato per imporre vincoli sul valore dello
95stato nale, oppure per fare in modo che alcuni stati e/o ingres-
si non vengano presi in considerazione nell'evoluzione del sistema,
perch e indesiderabili. Per esempio, per fare in modo che lo stato
nale sia i
2n  e suciente porre a +1 tutte le componenti di cf,
ad eccezione dell'elemento i-esimo; se si vuole evitare di passare
durante l'evoluzione attraverso un dato stato i
2n,  e suciente por-
re [cj]i = +1; 8 1  j  2m, mentre se ad essere indesiderato  e
il ricorso ad un dato ingresso k
2m quando lo stato  e pari a i
2n,  e
suciente porre [ck]i = +1.
 Costi sul cambio dell'ingresso:  e possibile riportare ad una
forma risolvibile con il metodo esposto in precedenza un problema
di controllo ottimo in cui la funzione costo pesa anche i cambiamenti
nella sequenza di ingresso. La funzione di peso  e la seguente:
JT(x0;u( 1);u()) = c
T
f x(T) +
T 1 X
t=0
c
T n u(t) n x(t)+
+
T 1 X
t=0
p
T n u(t) n u(t   1) ;
(4.6)
nella quale il vettore p 2 R22m attribuisce pesi dierenti a cambia-
menti diversi sull'ingresso. Ovviamente per eettuare questo tipo
di controllo  e necessario disporre, ad ogni istante t, dello stato in
t e dell'ingresso all'istante precedente. Per riportare il problema
in una forma risolvibile con il metodo proposto, si pu o creare una
variabile di stato aumentata
(t) := x(t) n u(t   1) ;
di cui si conosce il valore iniziale (0) = x(0) n u( 1). Se con Lij
si indica la colonna j della sottomatrice Li, cio e
Lij := Colj(Li) = L n 
i
2m n 
j
2n; 1  i  2
m; 1  j  2
n ;
e si introduce la matrice
~ L =

L11 n 1
2m1T
2m  L12n n 1
2m1T
2m 
L2m1 n 2m
2m1T
2m  L2m2n n 2m
2m1T
2m

;
si ricava l'equazione di aggiornamento dello stato aumentato
(t + 1) = ~ L n u(t) n (t) :
96Ponendo allora
p
T =

pT
1 pT
2  pT
2m

;
con pT
i = pT n i
2m; 1  i  2m, e
~ c
T
f = c
T
f 
 1
T
2m ;
~ c
T = c
T 
 1
T
2m +

pT
1  pT
1  pT
2m  pT
2m

;
si pu o dimostrare che la funzione di costo (4.6) pu o essere riscritta
nella forma
JT((0);u()) = ~ c
T
f (T) +
T 1 X
t=0
~ c
T n u(t) n (t) :
A questo punto  e possibile applicare il metodo del Paragrafo 4.3.1,
utilizzando i nuovi vettori di costo e ~ L come matrice di evoluzione
dello stato.
4.3.3 Orizzonte innito
Denizione 4.3: Data una BCN (3.3) con stato iniziale x(0) = x0 2
2n, il problema del controllo ottimo ad orizzonte innito consiste nel
determinare una sequenza innita di ingresso che minimizzi il funzionale
di costo
J(x0;u()) =
+1 X
t=0
c
T n u(t) n x(t) ; (4.7)
dove cT  0  e un vettore appartenente a R2n2m.
Come  e del resto intuitivamente ovvio, si dimostra che l'unico caso in
cui il costo nale risulta nito, cio e
J
(x0) := min
u()
J(x0;u()) < +1 ;
 e quando esiste una traiettoria periodica di costo 0 che sia raggiungibile
da x0. Deve quindi esistere almeno un ciclo di lunghezza T > 0
C = ((x(t);u(t));(x(t + 1);u(t + 1));:::;(x(t + T   1);u(t + T   1)))
tale che
c
T n u(k) n x(k) = 0; 8 t  k  t + T   1 :
97Proposizione 4.2 J(x0) risulta nito per ogni scelta dello stato iniziale
x0 2 2n se e solo se per ogni x0 esiste una sequenza di ingresso che a
partire da un certo istante nito   0, rende la traiettoria stato-ingresso
periodica e di costo zero.
Dimostrazione: La sucienza della condizione  e evidente: se da un certo
istante  in poi il sistema resta connato in un ciclo di costo 0, il costo
totale non aumenter a pi u, per cui assumer certamente un valore nito.
Per la necessit a della condizione si pu o procedere come segue: tenuto
conto che le coppie (x(t);u(t)) sono in numero nito, se J(x0) risulta
nito, deve necessariamente esistere un qualche 1 > 0 tale che
c
T n u(t) n x(t) = 0 ; 8 t  1 :
Allo stesso tempo, sempre perch e le coppie (x(t);u(t)); t  0 sono in
numero nito, devono esistere  e T, con   1, tali che
(x();u()) = (x( + T);u( + T)) :
Allora la traiettoria
(~ x(t); ~ u(t)) =

(x(t);u(t)) 0  t   + T   1
(x(t   T);u(t   T)  + T  t < 1 ;
risulta essere periodica, di costo 0 e raggiungibile da x0, per cui il teorema
 e stato dimostrato. }
Risulta quindi necessario individuare le eventuali traiettorie stato-
ingresso periodiche di costo 0, e controllare che sia possibile raggiungerne
almeno una a partire da ogni stato della rete.
Per stabilire l'esistenza di traiettorie periodiche di costo nullo si pu o
procedere nel modo seguente: se
c
T =

c1 c2  c2n

 e il vettore riga dei costi denito in (4.5), si deniscono inizialmente 2m
matrici C
(0)
i , quadrate diagonali di dimensione 2n, tali che
Colj(C
(0)
i ) =


j
2n se [ci]j = 0 ;
0 altrimenti :
1  j  2
n :
In questo modo il prodotto LiC
(0)
i fornisce una matrice quadrata di di-
mensione 2n che presenta come colonne diverse da 0 solo le colonne di Li
che corrispondono a transizioni di costo 0. Preso allora
L
(0) := (L1C
(0)
1 ) _ (L2C
(0)
2 ) _  _ (L2nC
(0)
2n )
98si ha che [L(0)]ij = 1; 1  i;j  2n, se e solo se esiste un ingresso
k
2m; 1  k  2m, tale che

i
2n = L n 
k
2m n 
j
2n e c
T n 
k
2m n 
j
2n = 0 ;
ossia un ingresso che fa passare a costo nullo dallo stato 
j
2n allo stato
i
2n.
Se si costruisce il grafo relativo alla matrice L(0), quindi un grafo di 2n
nodi in cui esiste l'arco che parte dal nodo i e arriva al nodo j se e solo se
l'elemento in posizione (j;i) della matrice L(0)  e pari a 1,  e evidente che
questo grafo comprende tutti e soli gli archi di costo 0 della rete, per cui
esiste almeno un ciclo di costo 0 se e solo questo grafo presenta almeno
un ciclo, e questo accade se e solo se L(0) non  e nilpotente.
Se L(0) non  e nilpotente bisogna individuare gli stati che appartengono ai
cicli di costo nullo, la cui esistenza  e assicurata. Introducendo l'insieme
H = f
h
2n 2 2n j 9 k 2 [1;2
n] : diag[(L
(0))
k]
h
2n 6= 0g ;
questo contiene gli stati dei cicli di costo 0. Se infatti h
2n appartiene
a H, allora esiste un k per cui si verica diag[(L(0))k]h
2n 6= 0, il che
corrisponde a dire che in k passi lo stato h-esimo torna in se stesso,
per cui h
2n appartiene ad almeno un ciclo (e questo ciclo ha lunghezza
k). A questo punto per minimizzare l'indice di costo (4.7), nel caso di
stati che non appartengono ad H  e suciente determinare la traiettoria
stato-ingresso di costo minimo che permette di raggiungere uno stato di
H, mentre per gli stati di H basta utilizzare la sequenza di ingressi che
permette di mantenere il sistema sulla traiettoria periodica di costo 0 a
cui appartiene. Ovviamente il costo minimo J(x0)  e pari a 0 se x0 2 H,
mentre risulta non negativo per tutti gli altri stati.
Per calcolare il costo minimo si sfrutta nuovamente un indice di costo
a tempo nito, facendo poi tendere all'innito l'istante T; si consideri
allora il seguente funzionale di costo
J

T(x0) := min
u()
T 1 X
t=0
c
T n u(t) n x(t)
per una BCN (3.3) che rispetti le condizioni della Preposizione 4.2.  E
possibile dimostrare il seguente
Lemma 4.1 La sequenza di vettori fm(t)gt=T;T 1;:::;0, generata dall'Al-
goritmo 4.2 usando come vettore dei costi per lo stato nale cf = 0,
soddisfa le seguenti disuguaglianze
0 = m(T)  m(T + 1)    m(1)  m(0) :
99Inoltre, se T  e sucientemente grande, allora esiste   0 per il quale
m
 := m(T   ) = m(T   );     T ;
cio e m(t) converge al vettore non negativo m in un umero nito di passi.
Dimostrazione: Per ogni scelta dello stato iniziale x0 = i
2n; 1  i  2n,
e per ogni  > 1, si ha
m(T   )
T
i
2n = min
u()
T 1 X
t=T 
c
T n u(t) n x(t)
= min
u()
 1 X
t=0
c
T n u(t) n x(t)
 min
u()
 X
t=0
c
T n u(t) n x(t)
= min
u()
T 1 X
t=T  1
c
T n u(t) n x(t)
= m(T      1)
T
i
2n
e, poich e x0  e generico, si ha m(T   )  m(T      1).
Se di  e il costo totale per portare lo stato i
2n ad uno stato h
2n 2 H senza
passare 2 volte per uno stesso stato, allora per ogni   N si ha
[m(T   )]i = m(T   )
T
i
2n = min
u()
 1 X
t=0
c
T n u(t) n x(t)  dj :
Di conseguenza m(T   )  e un vettore superiormente limitato, dal mo-
mento che
m(T   )
T 

d1 d2 ::: d2n

;
resta quindi da dimostrare che in un numero nito di passi si raggiunge
il valore limite della sequenza. Preso cmin pari al pi u piccolo elemento di
c maggiore di 0, visto che [m(T  )]i  e il costo minimo sull'intervallo di
lunghezza  a partire dallo stato i
2n, la sequenza
0 = [m(T)]i  [m(T   1)]i    [m(1)]i  [m(0)]i
ad ogni passo o resta invariata o aumenta almeno di cmin. Allo stesso
tempo, se la sequenza resta costante per N + 1 istanti consecutivi, cio e
[m(T   )]j = [m(T      1)]j =  = [m(T      N)]j ;
100allora  e stato necessariamente raggiunto (al massimo all'istante +N 1)
uno stato di un ciclo di costo 0, per cui da quel momento il costo non
aumenter a pi u. Ogni elemento della sequenza  e quindi superiormente
limitato, ad ogni istante o cresce o resta costante, e se resta costante per
N passi consecutivi allora  e necessariamente stato raggiunto il suo valore
massimo: grazie a questo si pu o aermare che in un numero nito di
passi ogni elemento della sequenza m(t) raggiunge il suo valore massimo.
}
Immediata conseguenza del Lemma  e il seguente
Teorema 4.7 Se, data una BCN (3.3), il relativo insieme H  e diverso
dall'insieme nullo e se per ogni x0 2 2n esiste almeno uno stato h
2n 2 H
raggiungibile da x0, allora
 esiste  T  0 tale che 8 x0 2 2n
J

T(x0) = J

 T(x0) = (m
)
Tx0; 8 T   T
per cui
J
(x0) = min
u()
+1 X
t=0
c
T n u(t) n x(t) = (m
)
Tx0 ;
 m si ottiene come soluzione dell'Algoritmo 4.2, con cf = 0, ed  e
un punto sso dell'algoritmo stesso, cio e
[m
]i = min
1j2m[c
T
j + (m
)
TLj]i ; 1  i  2
n ; (4.8)
che  e l'equivalente per le BCN dell'equazione algebrica di Riccati
per sistemi lineari;
 denendo
j
(i) := argmin
1j2m
[c
T
j + (m
)
TLj]i ;
l'ingresso per il controllo ottimo pu o essere implementato con una
retroazione dallo stato u(t) = Kx(t), con la seguente matrice di
retroazione (che non risulta necessariamente unica)
K =
h

j(1)
2m 
j(2)
2m  
j(2n)
2m
i
:
L'equazione (4.8) presenta un numero innito di soluzioni non negative,
e si pu o dimostrare, come  e fatto in [7], che  e valida la seguente
101Proposizione 4.3 Nelle stesse ipotesi del Teorema 4.7, se m  e una
soluzione non negativa di (4.8), allora m  m.
Per ricavare m  e quindi possibile trovare la soluzione limite dell'Algo-
ritmo 4.2, oppure trovare la pi u piccola soluzione non negativa di (4.8).
Seppure il primo metodo assicura la convergenza dell'algoritmo al vet-
tore m cercato, la convergenza pu o avvenire in tempi molto lunghi.
Il secondo metodo pu o risultare invece pi u utile perch e non  e necessa-
rio calcolare tutte le soluzioni non negative di (4.8); infatti per ogni
h
2n 2 H; [m]h = 0, perch e il costo minimo per uno stato di H  e nullo
dal momento che appartiene lui stesso ad un ciclo di costo 0, e viceversa
si dimostra che m  e l'unica soluzione di (4.8) che prende valore 0 in cor-
rispondenza di stati di H.  E quindi possibile determinare H, impostare
a 0 tutti gli elementi corrispondenti in m e poi trovare la soluzione di
(4.8) avente quegli 0.
Proposizione 4.4 Nelle stesse ipotesi del Teorema 4.7, se m  e una
soluzione di (4.8) e [m]h = 0 8 h j h
2n 2 H, allora m = m.
Dimostrazione: Denito I = fiji
2n 2 Hg, poich e [m]h = 0 8 h 2 I, si
dimostra che tutti gli elementi di m di indice k = 2 I sono univocamente
determinati dal valore assunto da m in corrispondenza agli indici i 2 I; in
questo modo tutti i vettori m che sono nulli in corrispondenza agli indici
di I coincidono con m. Si denoti con Hk l'insieme contenente gli indici
j 2 f1;:::;2ng degli stati 
j
2n per i quali il cammino di costo minimo
che porta il sistema da 
j
2n ad uno stato di H ha lunghezza k; per ogni
j 2 H1 esiste un ingresso 
q
2m per il quale L n h
2m n 
j
2n = h
2n 2 H, e
[m]j = [c
T
q + m
TLq]j = [cq]j + [m]h = [cq]j ;
per cui per ogni j 2 H1 l'elemento j-esimo di m  e univocamente deter-
minato.
A questo punto si pu o pensare che H2 contenga gli indici degli stati
per i quali il percorso di costo minimo per raggiungere un qualche stato
i
2n; i 2 H1, ha lunghezza 1, e si pu o applicare il ragionamento precedente
ottenendo il risultato desiderato. }
Per l'implementazione in Matlab di una funzione per ottenere il con-
trollo ottimo ad orizzonte innito,  e stato elaborato un algoritmo che
non ricava m attraverso l'equazione (4.8), ma che sfrutta invece l'idea
dell'algoritmo di Dijkstra per i gra ([27] ), il cui scopo  e quello di iden-
ticare il minimo cammino a partire da uno stato per raggiungere un
qualsiasi altro stato del grafo.
102Una volta costruito l'insieme H, come  e gi a stato evidenziato, risulta
suciente identicare il percorso di costo minimo che conduce un qual-
siasi stato x 2 2nnH in uno stato di H, e per questo  e stato creato
l'Algoritmo 4.3 che ha un forte legame con l'algoritmo di Dijkstra sopra
citato.
Algoritmo 4.3 Algoritmo per l'identicazione del percorso minimo per
raggiungere cicli di costo 0.
Input: H; c; L;
Output: Ico, matrice che nella colonna i contiene l'ingresso da dare in
corrispondenza allo stato i
2n; ctot, vettore contenente i costi totali da
ogni stato.
S = H;
for 8 i
2n 2 H do
[ctot]i = 0;
 u= ingresso di costo 0 per rimanere nel ciclo di costo nullo a cui
appartiene;
Coli(Ico) =  u;
end for
while jSj 6= 2n do
[v h] = argmin
i2S; j22nnS
f[ctot]i + [c u]j j 9  u 2 2m : i = L n  u n jg;
[ctot]h = [ctot]v + [c u]h;
Colh(Ico) =  u;
S = S [ fhg;
end while
Ovviamente l'algoritmo  e in grado di trovare la soluzione solo se la
BCN ha almeno un ciclo di costo 0 (e quindi H 6= ?), e se da ogni stato
si pu o raggiungere uno stato di H.
Ogni volta che l'Algoritmo 4.3 aggiunge lo stato xh = h
2n all'insieme S, il
costo contenuto in [ctot]h del percorso dallo stato xh ad un ciclo di costo
0  e quello minimo cercato, poich e vale il seguente
Teorema 4.8 Se [ctot]i contiene il costo minimo per raggiungere un ciclo
di costo 0 a partire da ogni stato xi = i
2n 2 S, e se
[v h] = argmin
i2S; j22nnS

[ctot]i + [c u]j j 9  u 2 2m : 
i
2n = L n  u n ds
j	
;
(4.9)
allora [ctot]h = [ctot]v + [c u]h  e il costo minimo per condurre lo stato
xh = h
2n ad un ciclo di costo 0.
103Dimostrazione: [ctot]v +[c u]h  e il costo di un cammino dallo stato xh ad
un ciclo di costo nullo, ed  e dato dalla somma di [ctot]v, costo minimo per
raggiungere un ciclo a partire da xv = v
2n 2 S, e [c u]h, costo del passaggio
dallo stato xh allo stato xv. Considerando un qualsiasi altro cammino di
lunghezza k, P =

(xv = v
2n;
i1
2n);(
i1
2n;
i2
2n);:::;(
ik 1
2n ;xf = 
ik
2n 2 H)

,
che permette di passare da xv a uno stato di un ciclo a costo nullo, si
denoti con xj = 
ij
2n; 1  j  k   1; l'ultimo stato attraversato nel
cammino P che non appartiene ad S, cio e xj 2 2nnS; 
i`
2n 2 S;j +
1  `  k. Il cammino P pu o essere partizionato in due parti, P1 che
contiene il cammino tra xv e 
ij 1
2n , e P2, contenente il cammino da xj a
xf. Denotando con c(R) il costo di un cammino R del grafo, e con ^ u
l'ingresso che permette il passaggio tra xj e 
ij+1
2n si ha
c(P) = c(P1)
| {z }
0
+[c^ u]ij + c(P2)
| {z }
[ctot]ij+1
 [ctot]ij+1 + [c^ u]ij  [ctot]v + [c u]h :
Tutta la dimostrazione si basa sul fatto che il vettore dei costi  e non
negativo. }
Ovviamente il vettore ctot coincide necessariamente con il vettore m,
e la matrice Ico conterr a gli ingressi da dare in corrispondenza di ogni
stato, per cui, ponendo K = Ico si ottiene la matrice di retroazione per
ottenere il controllo ottimo ad orizzonte innito per la BCN.
Esempio 4.12: Si consideri nuovamente la BCN dell'Esempio 4.11, in
cui per o il vettore di costi c sia il seguente:
c =

1 2 0 2 0 3 2 0 0 0 6 1 0 3 10 2

:
Se si vuole eettuare controllo ottimo con orizzonte innito, bisogna ini-
zialmente individuare tutti i cicli di costo 0 della BCN; osservando il
grafo di stato (Figura 4.3, con l'unica modica che l'etichetta dell'arco
continuo uscente dallo stato 3 vale 0),  e facile individuare che i cicli di
interesse sono
C1 = (
8
8;
1
2); C2 =
 
(
1
8;
2
2);(
3
8;
1
2)

;
stessa conclusione che si ottiene calcolando (L(0))8 che presenta solo la
prima, la terza e la ottava riga diverse da 0 e quindi H = f1
8;3
8;8
8g.
Applicando l'Algoritmo 4.3, si ottiene il seguente vettore dei costi totali
ctot =

0 2 0 5 3 3 5 0

;
104e il vettore Ico invece  e
Ico = 2

2 1 1 1 2 1 1 1

:
Volendo vericare per conferma che ctot = m,  e stato anche modicato
l'Algoritmo 4.2, in modo che continui a calcolare m(t) nch e questo non
verica (4.8), ed eettivamente si trova lo stesso risultato ottenuto con
l'Algoritmo 4.3.
Con gli ingressi scelti si ottiene che gli stati 1
8;2
8 e 3
8 vengono \as-
sorbiti" dal ciclo C2, mentre i rimanenti vengono \assorbiti" da C1. In
realt a la matrice Ico che assicura il costo minimo non  e unica, perch e po-
trebbero esserci pi u stati e ingressi che soddisfano contemporaneamente
l'equazione (4.9); nel caso in esame infatti, anche la matrice di retroazione
K = 2

2 1 1 1 2 2 1 1

assicura che il costo nale per ogni stato xi = i
2n sia pari a [ctot]i. Con
l'utilizzo di quest'ultima matrice di retroazione, solo lo stato 8
8 resta nel
ciclo C1, mentre tutti i rimanenti vengono \assorbiti" da C2. |
L'ultimo aspetto sul controllo ottimo ad orizzonte innito che viene
trattato riguarda la minimizzazione di un funzionale di costo medio, cio e
Ja(x0;u()) = lim
T!+1
1
T
T 1 X
t=0
c
T n u(t) n x(t) ; (4.10)
con c 2 R2n2m, vettore non negativo; in [1] e [10] viene esaminata una
funzione di costo simile, con l'obiettivo per o di massimizzarla.
Denizione 4.4: Data la BCN (3.3) con stato iniziale x(0) = x0 2 2n,
il problema della minimizzazione del costo medio consiste nel trovare la
sequenza di ingresso u() che minimizza il funzionale di costo (4.10).
Considerando inizialmente un simile problema ad orizzonte nito, si ha
che la stessa sequenza di ingresso u() che risolve
J

T(x0) = min
u()
T 1 X
t=0
c
T n u(t) n x(t) ;
risolve anche
min
u()
1
T
T 1 X
t=0
c
T n u(t) n x(t) ;
105se lo stato iniziale  e x0 per entrambi. Denotato con ~ mT(0), il valore
assunto da m(t) in corrispondenza dell'istante 0, con m(t) calcolato grazie
all'Algoritmo 4.2 con condizione iniziale m(T) = 0, si ha che J
T(x0) =
~ mT(0)Tx0, per cui
min
u()
1
T
T 1 X
t=0
c
T n u(t) n x(t) =
1
T
~ mT(0)
Tx0 :
Grazie a quest'ultima considerazione si ottiene
J

a(x0) = min
u()
Ja(x0;u()) = lim
T!+1
1
T
~ mT(0)
Tx0 = m
T
ax0 ;
con
ma = lim
T!+1
1
T
~ mT(0) :
In maniera simile a quanto accadeva per il controllo ottimo a orizzonte
innito, il minimo costo medio a partire da un dato stato iniziale x0, si
ottiene portando il sistema ad una traiettoria periodica di minimo costo
medio, che ovviamente sia raggiungibile da x0. Considerato un ciclo
C = ((
i1
2n;
j1
2m);(
i2
2n;
j2
2m);:::;(
id
2n;
jd
2m)) ;
dove ovviamente L n 
jd
2m n 
id
2n = 
i1
2n, il costo medio del ciclo  e
Ca(C) =
1
d
d X
h=1
c
T n 
jh
2n n 
ih
2n ;
e si ha
J

T(x0) = minfCa(Ci) j Ci raggiungibile da x0g :
Per determinare quindi la sequenza per il controllo ottimo si pu o sfrut-
tare il procedimento introdotto per il controllo ottimo a orizzonte nito,
procedendo in questo modo:
 a partire da un ogni stato iniziale x0 2 2n, vanno inizialmente
individuati i cicli di costo medio minore che sono raggiungibili da
x0 e, se sono pi u di uno, viene scelto quello che pu o essere raggiunto
con il minimo costo; il ciclo selezionato viene identicato con Ci(x0);
 per ogni ciclo
Ci(x0) = ((
i1
2n;
j1
2m);(
i2
2n;
j2
2m);:::;(
id
2n;
jd
2m))
106si pone a 0 ogni elemento [cjh]ih; 1  h  d di c. In questo modo,
con questo nuovo vettore di costo c i cicli di costo medio minimo
sono diventati cicli di costo nullo, per cui con l'algoritmo trovato per
il controllo ottimo, a partire dallo stato x0 la sequenza di ingresso
calcolata porter a il sistema in uno di questi cicli;
 si identicano quindi gli stati appartenenti ad H, si costruisce un
vettore m, che abbia obbligatoriamente [m]h = 0; 8 hjh
2n 2 H
e si determinano i restanti elementi di m attraverso l'equazione
(4.8); per determinare la matrice di retroazione K si procede come
nel Teorema 4.7
In questo modo il problema di minimizzazione di una funzione di costo
media  e stato risolto sfruttando il procedimento elaborato per il proble-
ma del controllo ottimo.
Con questo ultimo argomento si chiude il capitolo sulle strategie di con-
trollo di una rete Booleana.
1075 Applicazione
In questo capitolo viene trattata una possibile applicazione delle strate-
gie di controllo proposte. Come gi a accennato nell'introduzione, esistono
numerosi sistemi biologici che possono essere modellati attraverso delle
reti Booleane, ottenendo validi risultati a livello predittivo; se tradizio-
nalmente lo strumento pi u usato per modellare tali sistemi sono state
le equazioni dierenziali, recentemente anche l'uso di reti Booleane sta
prendendo piede. I sistemi biologici che nora sono stati modellati con
reti Booleane sono relativi a cicli cellulari di lieviti [22], [23], a cicli cel-
lulari dei mammiferi, [20], al ciclo di funzionamento di geni del DNA
[12], nonch e ad altri sistemi regolati da geni e proteine. Si  e pi u volte
osservato su base sperimentale, che se un gene risulta attivato a causa
della presenza (o dell'assenza) di una determinata proteina, normalmente
esso conserva il suo livello di attivit a per valori di concentrazione della
proteina che variano anche di molti ordini di grandezza. Perci o  e giusti-
cabile il fatto di modellare i geni come variabili Booleane, con valore 0 se
i geni risultano inattivi e con valore 1 se invece sono attivi, e le proteine
come variabili Booleane con valore 1 se presenti in alta concentrazione e
con valore 0 se presenti in bassa concentrazione. Inoltre si osserva che il
cambio di concentrazione di una proteina avviene di norma molto rapida-
mente, per cui la semplicazione dell'uso del tempo discretizzato risulta
giusticabile [21].
A dierenza delle equazioni dierenziali, i modelli basati su reti Boo-
leane richiedono molti meno parametri ed  e pi u facile vericare la loro
correttezza di previsione: nel caso delle equazioni dierenziali, ha mol-
ta importanza il valore della concentrazione delle sostanze, e, di conse-
guenza, per vericare se le simulazioni sono concordi agli esperimenti,  e
necessaria l'applicazione di tecniche molto pi u ranate. D'altra parte,
la modellizzazione tramite reti logiche non  e in grado di stabilire quan-
do temporalmente avvengono i diversi passaggi (per esempio quelli della
suddivisione cellulare), ma ne fornisce solo la sequenza logica, mentre le
equazioni dierenziali sono in grado di fornire anche una stima tempora-
le degli eventi. L'uso di un modello o di un altro  e quindi dettato dalle
esigenze e dagli obiettivi che si vogliono raggiungere, e ciascun metodo
presenta dei pregi e dei difetti.
L'esempio che viene trattato qui di seguito riguarda il funzionamento
dell'operone lac, ed  e stato scelto perch e risulta abbastanza facile iden-
ticare alcune variabili che possono essere considerate di ingresso, e si
possono fare delle ipotesi sulle possibili variabili di uscita. In altri esem-
pi (si vedano ad esempio [22] o [23]) non risulta facile individuare una
108variabile che non sia in
uenzata dalle altre e che possa essere facilmente
controllata dall'uomo (requisito necessario se si pensa al controllo come
intervento dell'uomo su un determinato sistema).
5.1 L'operone lac
L'esempio trattato in questo capitolo  e stato tratto da [12], e riguarda
il funzionamento dell'operone lac presente nel batterio Escherichia coli.
L'operone lac  e un insieme di 3 geni che sono responsabili del metabo-
lismo del lattosio dal parte del batterio; il suo studio  e risultato molto
importante per quanto riguarda la ricerca sul metabolismo degli zucche-
ri: in presenza di glucosio (al di fuori della cellula) questo operone non
viene attivato e il batterio non metabolizza lattosio, mentre se il glucosio
extracellulare  e assente, l'operone si attiva e il batterio utilizza il lattosio
come fonte di energia.
L'operone lac  e inducibile (cio e si pu o stilarne la trascrizione), sia con un
controllo negativo (cio e  e presente un repressore che blocca la trascrizio-
ne genica, repressore che viene inattivato in presenza del suo induttore),
sia con un controllo positivo (cio e  e presente un attivatore che favorisce
la la trascrizione dei geni, che per o  e funzionante solo in presenza del
suo induttore), come sar a successivamente meglio spiegato. L'operone in
esame risulta quindi uno dei primi esempi scoperti di sistemi di geni che
possono essere controllati sia positivamente che negativamente.
L'operone lac  e stato individuato e studiato per la prima volta nel 1961
[13], e un primo modello del comportamento e delle interazioni di questo
sistema di geni risale al 1963 [14]. Nel tempo sono stati elaborati nume-
rosi modelli e quasi tutti sfruttano sistemi di equazioni dierenziali (per
esempio [17]), anche se ne esistono alcuni a tempo discreto (vedere [12]
per una lista esaustiva).
Nel seguito si riporta una sezione dedicata allo studio del funzionamento
dell'operone lac a livello biologico e successivamente si presenta la rete
Booleana elaborata in [12] per modellare questo sistema e su questo si ap-
plicano le diverse strategie di controllo dall'uscita che sono state studiate
ed elaborate nel corso della tesi.
5.1.1 Modello biologico
In biologia si denisce operone un gruppo di geni adiacenti, che vengono
trascritti insieme in una singola molecola di mRNA e che codicano per
proteine aventi scopi tra loro legati (nel caso in esame i tre geni codicano
per proteine che sono tutte coinvolte nella digestione del lattosio). L'ope-
109rone lac  e formato da 3 geni contigui, Lac Z, Lac Y e LacA. Il primo gene
codica per l'enzima -galattosidasi, in grado di scindere il disaccaride
lattosio in glucosio e galattosio; il secondo gene codica per la permeasi,
enzima che si lega alla membrana cellulare e permette l'ingresso nel cito-
plasma cellulare del lattosio; l'ultimo gene codica per la tiogalattoside
transacetilase, enzima che non risulta avere molta importanza nella rego-
lazione del funzionamento del ciclo metabolico del lattosio, e che quindi
viene in questo contesto tralasciato.
Nel DNA l'operone lac  e preceduto da un promotore, cio e il sito a cui si
lega l'enzima RNA polimerasi e da cui poi questa comincia la trascrizione
dell'mRNA, e da un operatore, cio e un sito a cui pu o legarsi un repressore,
una molecola in grado di bloccare sicamente il passaggio all'RNA po-
limerasi e quindi di bloccare la trascrizione dell'operone. All'interno del
citoplasma,  e inoltre presente un'altra proteina, CAP, detta attivatore,
che, quando  e attiva,  e in grado di favorire il legame dell'RNA polimerasi
con il promotore e quindi la trascrizione dell'mRNA risulta molto pi u
eciente.
In assenza di glucosio extracellulare, che  e la fonte di energia preferita dal
batterio, e in presenza di lattosio, si attiva la trascrizione dell'operone lac:
molecole di allolattosio, un derivato del lattosio (che si crea comunque in
presenza della -galattosidasi), sono in grado di legarsi al repressore del-
l'operone (sempre presente all'interno della cellula e codicato dal gene
LacI); in questo modo il repressore (chiamato LacI) si stacca dall'ope-
ratore e l'RNA polimerasi  e in grado di avanzare sul lamento di DNA
e di trascrivere l'mRNA relativo. Inoltre, in assenza di glucosio si crea
una molecola, cAMP, in grado di legarsi a CAP e quindi di attivarla;
in questo modo la trascrizione dell'mRNA avviene in maniera molto pi u
eciente e si producono grandi quantit a di -galattosidasi che scinde il
lattosio, e di permeasi, che facilita l'ingresso di ulteriore lattosio nella
cellula (ingresso che pu o avvenire comunque ma che risulta molto lento
e dicile).
La presenza di glucosio extracellulare  e in grado di bloccare tutto il pro-
cesso della trascrizione dell'operone lac, con due azioni distinte: la repres-
sione da catabolita e l'esclusione dell'induttore. La prima azione consiste
nell'ostacolare la trascrizione dell'operone lac: la presenza di glucosio
mantiene a livelli bassissimi la concentrazione della molecola cAMP, per
cui l'attivatore CAP  e sempre inibito; questo comporta che se anche fos-
se presente dell'allolattosio nella cellula e quindi il repressore non fosse
legato all'operatore, l'RNA polimerasi trascriverebbe in maniera mol-
to ineciente l'RNA. La seconda azione invece impedisce il trasporto
del lattosio all'interno della cellula, poich e inibisce l'azione della RNA
110polimerasi, e quindi non avviene sicamente il passaggio del lattosio dal-
l'esterno all'interno della cellula (e quindi il repressore  e nuovamente in
grado di attaccarsi all'operatore e quindi il processo di trascrizione si
blocca).
Il fatto che l'operone lac sia inducibile attraverso un controllo negativo
 e conseguenza del fatto che in presenza di allolattosio nella cellula, il
repressore LacI viene inattivato (l'allolattosio per questo si denisce un
induttore), mentre  e inducibile anche con un controllo positivo perch e
in assenza di glucosio viene prodotta in quantit a importante la molecola
cAMP che funge da induttore per l'attivatore CAP, che quindi diventa
funzionante. Condizione necessaria quindi per il metabolismo del lattosio
 e la presenza di lattosio e l'assenza di glucosio all'esterno della cellula.
5.1.2 Modello Booleano
In questo paragrafo si ricava un modello Booleano a partire dal funzio-
namento biologico del sistema appena illustrato. Le variabili usate per
modellare il sistema sono le seguenti:
 M, rappresenta l'mRNA relativo all'operone lac;
 C, rappresenta l'attivatore CAP;
 R, rappresenta il repressore LacI;
 A, rappresenta l'allolattosio;
 P, rappresenta la permeasi;
 B, rappresenta la -galattosidasi;
 L, rappresenta il lattosio intracellulare;
 Le, rappresenta il lattosio extracellulare;
 Ge, rappresenta il glucosio extracellulare.
Le variabili M; P; C; B e Ge, possono assumere solo i valori 0 e 1 (attiva/-
non attiva, presente/assente), mentre per R; A; L; Le, [12] usa in realt a
2 variabili Booleane, per tenere conto della maggiore o minore concen-
trazione (per poter fare un confronto con i modelli che usano equazioni
dierenziali); ad esempio, per rappresentare il lattosio extracellulare si
usano 2 variabili, Le e Lem, in questo modo:
 Le = 0; Lem = 0 rappresentano una bassa concentrazione di latto-
sio;
111 Le = 0; Lem = 1 rappresentano una concentrazione di lattosio
media;
 Le = 1; Lem = 1 rappresenta una alta concentrazione di lattosio.
Lo stesso schema si applica a tutti gli altri elementi modellati tramite 2
variabili. Nel seguito si ricavano le equazioni logiche di aggiornamento
dei nodi, basandosi sulle informazioni ricavate dal modello biologico. Se
due variabili sono legate da ^, allora devono essere entrambe presenti o
attive, mentre se sono legate da _  e suciente che solo una delle due sia
presente o attiva; per indicare la negazione, e quindi che la sostanza deve
essere assente o inattiva, si usa una barra sopra la variabile da negare.
 Funzione Booleana per M: anch e l'mRNA venga creato, l'atti-
vatore CAP deve essere presente, mentre il repressore deve essere
inattivo, quindi:
M(t + 1) = C(t) ^  R(t) ^  Rm(t) ;
 funzioni Booleane per P e B: per la creazione di permeasi e
-galattosidasi e necessaria la presenza dell'mRNA dell'operone lac,
quindi:
P(t + 1) = M(t) ; B = M(t) ;
 funzione Booleana per C: anch e l'attivatore CAP sia presente,
non deve esserci del glucosio all'esterno della cellula ( e stata trala-
sciata nella modellazione la presenza della molecola cAMP, perch e
in denitiva corrisponde all'assenza del glucosio):
C(t + 1) =  Ge(t) ;
 funzione Booleana per R: nel citoplasma  e presente una forte con-
centrazione di repressori \attivi" (cio e a cui non sono legate moleco-
le di allolattosio) se nel citoplasma stesso non  e presente allolattosio
in grandi concentrazioni:
R(t + 1) =  A(t) ^  Am(t) ;
 funzione Booleana per Rm: la concentrazione del repressore \atti-
vo" e presente (almeno) a livello medio se l'allolattosio non e presen-
te oppure se all'istante precedente la concentrazione del repressore
stesso era molto elevata:
Rm(t + 1) = (  A(t) ^  Am(t)) _ R(t) ;
112 funzione Booleana per A: anch e nel citoplasma sia presente allo-
lattosio in grandi quantit a e necessaria la presenza di -galattosidasi
e di lattosio (a livello intracellulare) in elevate concentrazioni:
A(t + 1) = B(t) ^ L(t) ;
 funzione Booleana per Am: per avere allolattosio in piccole quantit a
 e suciente la presenza di lattosio all'interno della cellula almeno
in media concentrazione ( e comunque sempre presente una piccola
quantit a di -galattosidasi nel batterio, anche se in quantit a molto
ridotta, e questa presenza permette la trasformazione del lattosio
in allolattosio):
Am(t + 1) = L(t) _ Lm(t) ;
 funzione Booleana per L: per avere un'alta concentrazione di lat-
tosio intracellulare  e necessaria la presenza di permeasi e di lattosio
extracellulare in alta concentrazione, e contemporaneamente deve
essere assente il glucosio:
L(t + 1) = P(t) ^ Le(t) ^  Ge(t) ;
 funzione Booleana per Lm: per avere una concentrazione media di
lattosio,  e necessario che sia presente la permeasi e che il lattosio
extracellulare sia presente in concentrazione media, oppure  e suf-
ciente che sia presente molto lattosio all'esterno della cellula (in
grado di passare all'interno della cellula per diusione o a causa di
una quantit a molto ridotta di permeasi che  e sempre presente come
nel caso della -galattosidasi); in ogni caso deve essere assente il
glucosio all'esterno della cellula:
Lm(t + 1) = [(Lem(t) ^ P(t)) _ Le(t)] ^  Ge(t) :
Il glucosio e il lattosio extracellulari possono essere pensati come gli in-
gressi del sistema, perch e non sono in
uenzati da nessuna delle altre
variabili ed  e anche ragionevole pensare di poterli controllare dall'ester-
no.
In Figura 5.1 si riporta il grafo di rete della BCN ricavata, in cui risulta
evidente il fatto che Ge e Le possono essere considerati degli ingressi del
sistema.
Come si nota dal grafo gli archi sono di due tipi, ad indicare l'eetto
che ha una variabile se ne in
uenza un'altra: se la sua presenza favorisce
l'altra variabile, l'arco  e una freccia, se invece la ostacola, l'arco termina
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Figura 5.1: Grafo di rete relativo alla rete Booleana che modella il
funzionamento dell'operone lac.
con un pallino (le variabili modellate con 2 elementi sono rappresentate
con un solo nodo).
Nella forma algebrica, se denotiamo con un apice v la forma vettoriale
delle variabili Booleane, la variabile che verr a usata nei calcoli sar a:
x(t) = M
v(t) n B
v(t) n R
v(t) n A
v(t) n L
v(t) n P
v(t) n C
v(t) n R
v
m(t)n
n A
v
m(t) n L
v
m(t) ;
mentre la variabile di ingresso in forma vettoriale sar a
u(t) = G
v
e(t) n L
v
em(t) n L
v
e(t) :
Il sistema che ci si trova di fronte non presenta realmente 1024 (210) sta-
ti distinti, guidati da 8 (23) ingressi. Infatti le variabili rappresentate
da 2 elementi non possono assumere tutte le congurazioni possibili (ad
esempio per L e Lm, la congurazione L = 1; Lm = 0  e priva di senso, e
questo vale anche per R e Rm, A e Am, Le e Lem): le variabili di questo
tipo hanno 3 possibili congurazioni. Si avranno quindi 432 stati distinti
(33  24) e 6 (3  2) ingressi distinti (ed  e necessaria una maggiore atten-
zione quando si fa il passaggio dalla forma vettoriale a quella Booleana
e viceversa, come sar a sottolineato successivamente).
Dopo aver ottenuto il sistema in forma algebrica, sono state analizzate le
6 reti Booleane che si ottengono ssando i valori dell'ingresso in tutti e
sei i possibili modi (cio e sono stati analizzati i 6 sottosistemi della BCN),
alla ricerca dei punti ssi e dei cicli, per poter fare un confronto con
quelli individuati in [12]. In Tabella 5.1 si riportano i risultati ottenuti:
la prima colonna contiene il valore dell'ingresso in forma vettoriale, la
seconda l'ingresso esprimendo il valore delle singole variabili Booleane,
114la terza e la quarta colonna contengono i punti ssi (che sono gli unici
cicli dei sottosistemi) sotto forma vettoriale e come variabili logiche3 ,
l'ultima colonna contiene la cardinalit a del bacino di attrazione relativo
ad ogni punto sso.
I risultati ottenuti coincidono con quelli di [12], ed  e facile vericare che
Ingressi (f v) Ingressi (f l) Punti ssi (f v) Punti ssi (f l) Bac. attr.
1 111 360 0010000100 432
2 101 360 0010000100 432
3 100 360 0010000100 432
4 011 38 1101111011 432
5 001 81 1100011011 8
5 001 356 0010001100 424
6 000 356 0010001100 432
Tabella 5.1: Punti ssi della rete Booleana che modella il funzionamento
dell'operone lac.
c' e corrispondenza anche a livello biologico. Nei primi tre casi  e infatti
presente glucosio all'esterno della cellula, per cui il batterio non dovrebbe
codicare l'operone lac; eettivamente l'unico punto sso delle BN rela-
tive a questi ingressi presenta tutte le variabili nulle tranne le variabili R
e Rm, quindi nella cellula  e presente il repressore (che  e attivo), e tutte
le altre sostanze sono assenti.
Nel quarto caso  e presente all'esterno della cellula una gran quantit a di
lattosio, mentre il glucosio  e assente: il modello prevede che che siano
presenti tutte le sostanze necessarie per la digestione del lattosio e che il
repressore sia inattivo; questo  e ovviamente quello che succede anche a
livello biologico.
Tralasciando momentaneamente la BN che si ottiene con il quinto ingres-
so, si analizza la rete che si ottiene nel sesto caso, quando nessun tipo
di zucchero (di quelli qui considerati)  e presente all'esterno della cellula.
Il ciclo limite previsto dal modello presenta tutte le variabili a 0 tran-
ne le variabili R; Rm e C, quindi l'operone non  e stato trascritto ma a
dierenza del primo caso analizzato,  e presente l'attivatore CAP (atti-
vato), fatto compatibile con l'assenza di glucosio. Il fatto che in assenza
3Il numero che appare nella colonna della forma vettoriale, per esempio 360, non
indica il 360 stato sui 1024, ma indica il 360 stato sui 432 della rete ridotta. Per
ottenere i valori delle singole variabili Booleane M,R, etc., bisogna risalire al valore
dello stato rispetto a 1024 e poi applicare l'algoritmo esposto nel Capitolo 1 legato
all'equazione (1.1). La corrispondenza dei punti ssi rispetto ai 1024 stati di partenza
 e la seguente: 360 ! 892; 38 ! 133; 81 ! 229; 356 ! 884.
Un discorso analogo vale per gli ingressi.
115di glucosio e lattosio l'operone non sia attivo  e in linea con la politica
di risparmio energetico della cellula, che non produce delle sostanze se
poi non sono utili al funzionamento della cellula stessa (sempre legato a
questa politica  e il fatto che in presenza di glucosio l'operone sia inattivo,
perch e la digestione del lattosio comporta la sua scissione in glucosio e
in galattosio, per cui sarebbe inutilmente dispendioso digerire il lattosio
se  e gi a presente del glucosio che  e immediatamente utilizzabile).
La rete che viene a crearsi utilizzando il quinto ingresso presenta 2 cicli,
e viene quindi detta bistabile; mantenendo un livello medio di glucosio,
alcuni batteri continuano a trascrivere l'operone lac, mentre altri inter-
rompono la sua trascrizione (e secondo il modello creato, l'operone a
regime si disattiva per un numero molto maggiore di stati iniziali diver-
si). Questo comportamento si osserva anche in esperimenti reali con il
batterio e viene ottenuto anche con le simulazioni tramite equazioni dif-
ferenziali (si veda [17]).
Per applicare a questo modello le strategie di retroazione dall'usci-
ta elaborate nel corso della tesi,  e ovviamente necessario stabilire quali
siano le uscite prelevabili dal sistema. Sono state eettuate simulazioni
utilizzando due diverse uscite:
 caso A: y1(t) = Mv(t) n Lv
m(t);
 caso B: y2(t) = Mv(t) n Lv
m(t) n P v(t).
La scelta di queste variabili di uscita non  e obbligata come nel caso della
scelta degli ingressi della rete, per cui risulta in qualche misura soggetti-
va. Nel caso A si  e scelto di prendere come uscita solo quelle due variabili
perch e fra tutte si ritiene che siano abbastanza facili da misurare e anche
abbastanza signicative; come si vedr a in seguito, con questa uscita si
pu o fare una retroazione dall'uscita stabilizzante ad uno degli stati 360,
38 e 356, mentre non  e possibile stabilizzare la rete allo stato 81. Per po-
ter eettuare retroazione dall'uscita anche rispetto allo stato 81,  e stata
usata l'uscita y2, che permette di trovare una retroazione stabilizzante a
quello stato. In Tabella 5.2 si riportano i valori di uscita dei punti ssi.
Per quanto riguarda il caso A,  e stata cercata una retroazione stabi-
lizzante per tutti i quattro possibili punti ssi del sistema; nel seguito si
riportano i risultati trovati nei diversi casi:
 stabilizzazione allo stato 360: con la retroazione dall'uscita tem-
po invariante minima sono state ottenute 81 possibili matrici di
116Stato (f v) y1 (f v) y1 (f l) y2 (f v) y2 (f l)
360 4 00 8 000
38 1 11 1 111
81 1 11 1 111
356 4 00 8 000
Tabella 5.2: Valori dell'uscita in corrispondenza dei punti ssi della rete.
retroazione dall'uscita, di cui nel seguito ne viene riportata una:
K =

1 1 1 1

:
Le altre matrici sono formate da tutte le possibili combinazioni dei
primi 3 ingressi (ed infatti sono 81 = 34). Questo implica che in
presenza di glucosio extracellulare, la cellula disattiva la trascrizio-
ne dell'operone lac nel minor numero di passi possibili, qualunque
sia la concentrazione del lattosio esterna.
Sono poi state utilizzate le tecniche elaborate per la retroazione dal-
l'uscita tempo invariante pi u generali, e nello specico sono state
usate la tecnica a forza bruta e il metodo della matrice polinomiale
(la tecnica dei cicli diventa invece inapplicabile, perch e l'algoritmo
per la ricerca dei cicli  e decisamente ineciente nel caso la rete ab-
bia un numero di nodi abbastanza consistente); i risultati ottenuti,
che ovviamente coincidono, forniscono 426 matrici di retroazione
dall'uscita distinte, tra cui ci sono tutte le 81 previste con il primo
metodo. Nel seguito viene riportata una delle matrici di retroazio-
ne che non appartiene a quelle fornite dal metodo di retroazione
minima:
K = 6

1 1 4 1

:
Tutte le diverse matrici presentano il primo elemento diverso da
4
6 e 5
6 (dal momento che con l'uso del primo valore di ingresso lo
stato 38  e un punto di equilibrio, mentre con il secondo valore  e lo
stato 81 a esserlo), e presentano l'ultimo elemento pari a 1
6;2
6 o
3
6, ingressi che mantengono lo stato 360 in se stesso. Tutti gli altri
elementi della matrice di retroazione non hanno alcun vincolo.
 E inne stata usata la tecnica di retroazione dall'uscita tempo va-
riante, che in realt a ha fornito come uscita una sequenza di 3 matrici
identiche e pari a
K(0) = K(1) = K(2) =

1 1 1 1

;
la soluzione fornita  e quindi tempo invariante, e per di pi u coincide
con una soluzione ottenibile con il primo metodo. Nella Tabella 5.3
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ottenuta dalla retroazione tempo variante, in modo da avere un'idea
di come la rete evolva nel tempo (il simbolo   indica che la variabile
pu o assumere uno qualsiasi dei due valori possibili).
Variabile (f l) t=0 t=1 t=2 t=3
M - - 0 0
B - - - 0
R - - - 1
A - - 0 0
L - 0 0 0
P - - - 0
C - 0 0 0
Rm - - - 1
Am - - 0 0
Lm - 0 0 0
Tabella 5.3: Evoluzione dei nodi della rete Booleana che rappresen-
ta il funzionamento dell'operone lac usando la matrice di retroazione
dall'uscita tempo variante.
Come si nota, in 3 passi il sistema si porta ad uno stato che  e il
punto sso desiderato; da qui, applicando uno dei primi 3 ingressi,
la rete resta indenitamente in quello stesso stato.
 stabilizzazione allo stato 38: utilizzando l'uscita y1, l'algoritmo per
la ricerca di una retroazione tempo invariante minima fornisce una
unica matrice:
K = 6

4 4 4 4

:
Visto che lo stato 38 implica la trascrizione dell'operone, si pu o
concludere che per fare in modo che il lattosio sia digeribile dal
batterio  e suciente eliminare dall'ambiente extracellulare il glu-
cosio, ed aggiungere in alta concentrazione il glucosio; in questo
modo il batterio comincia nel minor numero possibile di passi a
digerire il disaccaride.
L'algoritmo che ricerca la retroazione tempo invariante pi u gene-
rale, fornisce 6 soluzioni distinte: una di queste  e la K trovata
con il metodo minimo, mentre le altre 5 coincidono con questa a
parte per il secondo elemento che pu o assumere uno qualsiasi dei
valori possibili dell'ingresso (e da questo fatto si conclude anche
a posteriori che nessun punto sso della rete fornisce come valore
118dell'uscita 2
4). Se quindi all'interno della cellula  e presente l'mR-
NA trascritto a partire dall'operone, ma non  e presente lattosio,
con un qualsiasi tipo di combinazione di zuccheri extracellulari si
pu o comunque mantenere operativo l'operone, ma solo usando l'in-
gresso 4
6 si arriva al punto stabile (e quindi operone trascritto e
digestione attiva, dal momento che  e presente anche il lattosio) nel
minor numero di passi. La tecnica della retroazione tempo variante
fornisce la seguente sequenza di 7 matrici di retroazione:
K(0) = 6

4 4 4 4

; K(1) = 6

4 1 4 1

;
K(2) = 6

4 1 4 1

; K(3) = 6

4 1 4 1

;
K(4) = 6

4 1 4 1

; K(5) = 6

4 1 1 1

;
K(6) = 6

4 1 1 1

; K(7) = 6

4 1 1 1

:
 stabilizzazione allo stato 81: il tentativo di stabilizzare il sistema a
questo stato fallisce utilizzando tutti e tre i diversi metodi elabora-
ti. Come verr a successivamente mostrato, usando l'uscita y2 sar a
possibile stabilizzare il sistema allo stato 81, per cui se fosse neces-
saria la stabilizzazione a questo stato, bisogna utilizzare un'uscita
diversa da y1, come per l'appunto y2.
 Stabilizzazione allo stato 356: il metodo di retroazione dall'uscita
minima in questo caso non  e in grado di fornire alcuna soluzione
al problema posto, mentre usando l'algoritmo per la retroazione
tempo invariante dall'uscita pi u generale, il problema pu o essere
risolto attraverso l'uso di 251 diverse matrici di retroazione, di cui
se ne riporta una a titolo di esempio:
K = 6

1 1 1 5

:
Analizzando le restanti matrici, si nota che il quarto valore pu o
essere 5
6 oppure 6
6, mentre per le restanti colonne  e presente so-
lo il vincolo che se l'ingresso non possa essere di equilibrio per un
qualche stato (che fornisce quella data uscita).  E interessante nota-
re che nonostante all'esterno della cellula sia presente del lattosio,
la sua concentrazione risulta comunque troppo bassa per innestare
tutto il funzionamento dell'operone; probabilmente la quantit a di
lattosio in grado di penetrare nella cellula per diusione o grazie
alla bassa presenza di permeasi,  e troppo bassa per indurre una pro-
duzione di allolattosio in grado di legarsi ai repressori e disattivarli,
per cui la situazione resta bloccata in una situazione di stallo. Se
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cellula per o il processo si innesta in maniera veloce, anche perch e
l'attivatore CAP  e gi a attivo (fatto che si comprende osservando le
matrici di retroazione per stabilizzare la rete allo stato 38, poich e
quando l'uscita  e 4
4  e suciente fornire alla cellula lattosio in gran
quantit a per indurre la cellula a trascrivere l'operone).
Applicando invece il metodo per ottenere la retroazione tempo
variante, si ottiene la seguente sequenza di 7 matrici di retroazione:
K(0) = 6

1 1 1 6

; K(1) = 6

1 1 1 5

;
K(2) = 6

1 1 1 5

; K(3) = 6

1 1 1 6

;
K(4) = 6

1 1 1 5

; K(5) = 6

1 1 1 5

;
K(6) = 6

1 1 1 5

:
Se negli altri casi il fatto che la colonna i-esima della matrice passa
da un valore 
j
6; 2  j  6 in K(t) al valore 1
6 in K(t + 1) pu o
essere semplicemente sintomo che al tempo t + 1 nessuno stato in
cui si pu o trovare la rete fornisce come uscita i
4 (e questo succede
per come  e stato elaborato l'algoritmo di ricerca della retroazione
tempo variante), in questo caso l'ultima colonna passa da 5
6 a 6
6 e
quindi  e certamente un controllo tempo variante.
Questo caso risulta inoltre interessante poich e  e evidente che la
retroazione dall'uscita minima tempo invariante non  e in grado di
individuare l'esistenza di una soluzione, anche se eettivamente
esistono delle soluzioni al problema tempo invarianti.
Nel seguito si riportano i risultati ottenuti nel caso B, cio e usando co-
me uscita y2(t) = Mv(t)nLv
m(t)nP v(t), per quanto riguarda il problema
della stabilizzazione allo stato 81. Utilizzando il metodo di retroazione
dall'uscita minima, l'uso dell'uscita y2 permette di individuare 8 distinte
soluzioni al problema, di cui se ne riporta una:
K = 6

5 4 4 4 4 4 4 4

;
ovviamente la matrice K in questo caso presenta 8 colonne, perch e l'u-
scita y2 ha dimensione 8. Anche applicando uno degli algoritmi elaborati
nella sezione 4.2.2, il problema risulta risolvibile, e in particolare si in-
dividuano 432 soluzioni diverse. In ogni caso la prima colonna presenta
sempre l'ingresso di equilibrio per lo stato 81, mentre nelle altre colonne
oltre ai vincoli imposti all'ottava (che pu o presentare solo il valore 4
6)
non tutte le combinazioni sono possibili.  E una situazione abbastanza
120particolare (e difatti in evoluzione libera con l'ingresso 5
6 sono pochissimi
gli stati che vengono assorbiti da questo punto sso), poich e in questa
situazione la permeasi  e presente, quindi il lattosio esterno, presente in
concentrazione media riesce ad entrare nella cellula, ma il livello di latto-
sio intracellulare resta comunque medio, per cui anche l'allolattosio  e in
concentrazione media; il repressore continua a essere inattivato dall'allo-
lattosio presente, ma  e un equilibrio delicato.
Una possibile sequenza di 6 matrici che permettono la retroazione dal-
l'uscita (di tipo tempo variante)  e inne la seguente:
K(0) =

5 4 4 4 4 4 4 4

;
K(1) =

5 4 1 1 4 4 1 1

;
K(2) =

5 4 1 1 4 4 1 1

;
K(3) =

5 4 1 1 4 4 1 1

;
K(4) =

5 4 1 1 1 4 1 1

;
K(5) =

5 4 1 1 1 1 1 1

:
In sei passi si  e quindi in grado di assicurare il raggiungimento dello stato
81, e per mantenerlo  e suciente continuare ad applicare l'ingresso 5
6,
cio e mantenere nell'ambiente circostante al batterio una concentrazione
media del lattosio.
Applicando i metodi elaborati per le strategie di controllo dall'uscita
sono state individuate diverse matrici di retroazione che permettono di
stabilizzare il sistema ad ognuno dei diversi stati che sono per qualche
ingresso dei punti ssi.  E stato anche visto che con l'uscita y1 non  e pos-
sibile stabilizzare il sistema allo stato 81, cosa possibile sfruttando invece
l'uscita y2.
Di certo l'uso di una rete Booleana per modellare il sistema dell'operone
lac fornisce dei buoni risultati, e le previsioni che si possono fare sfrut-
tando il modello hanno un buon riscontro a livello sperimentale; inoltre
questo modello non necessita di tutto un insieme di parametri che invece
risulta fondamentale se il processo  e modellato tramite equazioni die-
renziali (in [17], il modello contiene 3 equazioni dierenziali, 15 equazioni
di aggiornamento e 26 parametri che vanno stimati da dati sperimentali);
se si vuole quindi ottenere la sequenza con cui le sostanze sono presenti o
assenti, attive o inattive, il modello tramite rete Booleana richiede molti
meno dati rispetto al modello tramite equazioni dierenziali, viceversa,
se si vogliono conoscere anche gli istanti temporali in cui le sostanze si
121modicano, le equazioni dierenziali restano il metodo migliore, anche
se esistono alcuni modelli con reti Booleane che inseriscono anche delle
informazioni sulla tempistica.
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In questo lavoro di tesi sono state trattate le reti Booleane (BN) e le
reti Booleane di controllo (BCN), utilizzando l'approcio in forma di sta-
to introdotto in [1]. Per le BN ci si  e concentrati sul comportamento
a regime, e quindi sui cicli della rete e sui bacini di attrazione di ogni
singolo ciclo, ottenendo anche una condizione per la stabilit a della rete.
Per quanto riguarda le BCN, sono state studiate le diverse propriet a,
quindi raggiungibilit a e controllabilit a, osservabilit a e ricostruibilit a.  E
stato anche implementato un algoritmo per la ricerca dei cicli di una rete
Booleana di controllo, anche se la sua ecienza  e ridotta. Importante in
questo ambito  e stato lo studio della stabilizzabilit a della rete, propriet a
che  e risultata fondamentale per l'analisi delle tecniche di controllo della
rete stessa.
Per quanto riguarda il controllo di una BCN, la prima tecnica studiata  e
stata la retroazione dallo stato; per applicare questo metodo  e suciente
che la rete sia stabilizzabile ad uno stato, e l'ingresso pu o essere calcolato
attraverso una matrice di retroazione, cio e nella forma u(t) = Kx(t). Si
 e successivamente passati alla retroazione dall'uscita, riportando l'unico
studio presente in letteratura, [6], evidenziandone per o una criticit a; so-
no state quindi elaborate delle nuove tecniche di retroazione dall'uscita,
sia di tipo tempo invariante che di tipo tempo variante. Come  e stato
evidenziato, se la soluzione esiste per la retroazione dall'uscita minima,
allora esiste di certo una soluzione per la retroazione tempo invariante
introdotta in questa tesi, e a sua volta esiste una retroazione dall'uscita
tempo variante. D'altro canto l'esistenza di una retroazione tempo va-
riante non assicura quella di una retroazione tempo invariante, per cui
la retroazione tempo variante risulta il metodo pi u generale che  e stato
introdotto in questa tesi. Ultima strategia di controllo riportata  e il con-
trollo ottimo, di cui si sono riportate diverse tipologie studiate in [7].
Nell'ultimo Capitolo le strategie di controllo tramite retroazione dall'u-
scita sono state applicate ad un caso pratico costruito a partire da un
sistema biologico: il funzionamento dell'operone lac. Si  e inizialmente
studiato il funzionamento a livello biologico ed  e stato costruito il relati-
vo modello matematico; dopo aver trovato la forma algebrica sono stati
confrontati i risultati ottenuti con quelli presentati nell'articolo da cui  e
stato tratto il modello, [12], ottenendo una totale corrispondenza. Sono
state inne applicate le tecniche di retroazione dall'uscita elaborate nel
corso della tesi.
Come sviluppi futuri, l'aspetto pi u importante sarebbe quello di tro-
123vare una condizione necessaria e suciente per l'esistenza di una retroa-
zione dall'uscita tempo variante; la condizione fornita in questo lavoro
risulta solo suciente, ed in eetti esistono delle reti che non rispettano
la condizione del teorema trovato e, nonostante questo, sono controllabili
tramite una retroazione dall'uscita.
Potrebbe poi essere utile elaborare un algoritmo per la ricerca dei cicli
di una BCN che abbia una ecienza maggiore.
124A Funzioni Matlab
A.1 Individuazione dei cicli
La prima funzione Matlab qui riportata fornisce tutti i cicli della BCN
in esame; come  e gi a stato sottolineato nel Capitolo 3  e una funzione che
pu o essere applicata solo se le dimensioni della rete sono contenute.
%% la funzione individua tutti i cicli (semplici) di una BCN
% input: L, matrice di evoluzione della BCN;
% P, numero di ingressi della rete
%output: x, vettore che contiene tutti i cicli della rete (ogni ciclo n`e
% scritto come una successione di coppie stato ingresso);
% y, contiene gli indici di partenza dei diversi cicli
function [g1 g2]=cicliBCN(L,P)
N=length(L)/P; %numero di stati della rete
global x;
global y;
x=[]; %conterrn`a tutti i cicli della rete, scritti come (stato ingr),
y=[1]; %e gli indici di inizio di cicli diversi sono contenuti in y
for i=1:N %a partire da ogni stato cerco i cicli che hanno
z=i; %z come stato iniziale
t=[];
trovacicliBCN(z,t,L,P,i);
end
g1=x;
g2=y;
end
%% Funzione ricorsiva che stabilisce quali sono i cicli che presentano
% numSt come stato iniziale
%input: z, stati esaminati della rete
% t, contiene gli ingressi che permettono di passare da numSt a z(end)
% L, matrice di transizione della BCN
% P, numero di ingressi della rete
% numSt, stato iniziale del ciclo
function trovacicliBCN(z,t,L,P,numSt)
125global x; %contiene coppie stato ingresso dei cicli
global y; %contiene indici di x per i cicli
N=length(L)/P; %dimensione stato
sa=z(end); %stato in cui n`e il sistema
a=[]; %stati in cui si nisce da sa
for i=1:P
a=[a L((i-1)*N+sa)];
end
p=nd(a>=numSt); %se si arriva in uno stato 'i' che n`e minore di numSt,
%l'eventuale ciclo che si crea n`e gin`a stato
%inserito in x, perchn'e gin`a stato inserito durante la
%ricerca dei cicli che coinvolgono lo stato 'i'
a=a(p); %stati dove posso nire esclusi quelli di cui ho gin`a trovato i cicli
c=[1:P];
c=c(p); %ingressi che permettono il passaggio da sa a a (el i esimo di c
%fa passare da sa a elemento i esimo di a)
r=nd(a==numSt); %se qualche elemento di a coincide con numSt, allora n`e
%stato trovato un ciclo
s=[]; %indici per cui dopo chiamare ricorsione
for i=1:length(a) %per tutti gli elementi di a
check=1; %se diventa 0, o n`e ciclo cercato (viene trattato a parte)
%o non sarn`a un ciclo semplice ed n`e quindi inutile
%applicare la ricorsione
for j=1:length(z)
if a(i)==z(j) %stato a(i) n`e gin`a stato esplorato in precedenza
check=0; %questa sequenza non interessa
end
end
if check==1 %tutti gli stati sono distinti, si pun`o utilizzare ulteriormente funzione
s=[s i];
end
end
if(isempty(r)==0) %elementi per cui si forma ciclo
for j=1:length(r)
c1=[]; %conterrn`a nuovo ciclo da aggiungere
for h=1:length(t)
c1=[c1 z(h) t(h)];
end
c1=[c1 z(end) c(r(j))]; %inserito anche ultimo stato ingresso
x=[x c1]; %aggiungo ciclo trovato
y=[y length(x)+1]; %aggiorno indice
end
end
126if (isempty(s)==0)
for i=1:length(s)
z=[z a(s(i))]; %viene aggiunto il nuovo stato su cui si arriva e
t=[t c(s(i))]; %ingresso per raggiungerlo
trovacicliBCN(z,t,L,P,numSt) %viene richiamata la funzione con z
%e t aggiornati
z=z(1:end-1); %se s ha pi di un elemento, allora n`e necessario
%che z e t tornino quelli
t=t(1:end-1); %di partenza per riapplicare funzione
end
end
end
A.2 Retroazione dall'uscita minima tempo invarian-
te
La seguente funzione individua la matrice di retroazione dall'uscita mi-
nima, e, come  e gi a stato sottolineato in 4.2.1,  e possibile sfruttarla per
trovare anche una matrice di retroazione minima dallo stato.
%% trova la retroazione dall'uscita che si basa sulla retroazione minima
% dallo stato, n`e funzione legata all'articolo [4]
%input: vL matrice di transizione della BCN in forma vettoriale; H matrice
% stato uscita, forma vettoriale; N dimensione stati; Ping dimensioni
% uscite(si suppone che tutte possano uscire, altrimenti si rinumerano
% uscite e quelle che non compaiono sono le ultime),
% M dimensione ingressi, e stato a cui si vuole stabilizzare il sistema.
%output: K la matrice di retroazione dall'uscita, pun`o essere pi di una e
% gli indici dell'inizio delle singole matr sono contenuti in indK.
function [K indK]=retArtOutFeed(vL,H,N,Ping,M,e)
%controlla che BCN sia stabilizzabile a e
L=creaLBCN(vL,N); %matrice L in forma estesa
Ltot=L(:,1:N); %creazione di Ltot
for i=1:M-1 %per ogni ingresso aggiungo elementi a Ltot
Ltot=Ltot|L(:,i*N+1:(i+1)*N);
end
st=[1:N];
corone=zeros(1,N); %nella pos i conterrn`a la corona a cui appartiene lo
127%stato delta N^i
if Ltot(e,e)==0 %lo stato e non n`e di equilibrio=>errore
disp('lo stato a cui si vuole stabilizzare non \`e di equilibrio
        per nessun ingresso');
K=[];
indK=[];
return
else
st(e)=0;
end
Ltot=double(Ltot);
Ltotpot=Ltot;
for i=1:N-1 %calcola potenze di Ltot per stabilire se n`e stabilizzabile
% e divide stati in corone
for j=1:N %guarda le corone
if Ltotpot(e,j)~=0 && st(j)~=0 %n`e ancora pot i 1, se el n`e diverso
st(j)=0; %da 0 e st rel n`e 0, allora n`e prima volta che
corone(j)=i; %stato j ragg e e quindi appartiene a corona i
end
end
Ltotpot=Ltotpot*Ltot;
Ltotpot=Ltotpot>0; %non mi importa valore, basta che sia diverso da 0
Ltotpot=double(Ltotpot);
end
if isempty(nd(Ltotpot(e,:)==0))==0 %non n`e raggiungibile da tutti gli
%stati=>no stabilizzabilitn`a
disp('lo stato a cui si vuole stabilizzare non \`e raggiungibile
        da tutti gli stati');
K=[];
indK=[];
return
end
P=[]; %conterrn`a i Pi relativi ad ogni stato
indP=[1]; %el i contiene indice di P da cui parte Pi dello stato i
for i=1:N %costruzione dei Pi
cor=corone(i); %corona a cui appartiene stato in esame
if cor==0 %n`e stato di equilibrio
for j=1:M %cerco quali sono ingr di equil
if vL((j-1)*N+i)==i %n`e ingr di equil
P=[P j];
end
end
else %non n`e stato a cui bisogna stabilizzare
for j=1:M %cerco quali sono ingr che portano a corona minore
128if corone(vL((j-1)*N+i))==cor-1 %se stato a cui arrivo
%appartiene a corona minore lo aggiungo
P=[P j];
end
end
end
indP=[indP length(P)+1]; %aggiornamento indice P
end
O=zeros(1,Ping); %conterrn`a gli Ok relativi ad ogni uscita
indO=[1:Ping+1]; %el i contiene indice di O da cui parte Ok
for i=1:N %inserisco ogni stato nel relativo Ok
kk=H(i); %Ok a cui appartiene stato in esame
if O(indO(kk))==0
O(indO(kk))=i;
else
O=[O(1:indO(kk+1)-1) i O(indO(kk+1):end)]; %viene inserito alla
indO(kk+1:end)=indO(kk+1:end)+1; % ne degli Ok n li trovati
end
end
I=zeros(1,M*Ping); %contiene per ogni possibile uscita M elementi,
%se el i esimo n`e diverso da zero allora i n`e ingr
%che va bene a tutti gli ingressi dell'uscita considerata
for i=1:Ping %si controllano tutti gli Ok
stesam=O(indO(i):indO(i+1)-1); %stati che appartengono a Oi
stes=stesam(1); %primo stati di quelli
for j=1:indP(stes+1)-indP(stes) %analizza tutti gli ingressi che vanno
%bene per stes
ingr=P(indP(stes)+j-1); %ingresso in analisi
check=1;
for h=2:length(stesam) %per ogni ingr che va bene a stes bisogna
%controllare che vada bene per altri
stes2=stesam(h);
if check==1 %ingr va bene no allo stato h 1 esimo di stesam
check=0; %diventa 1 se c'n`e stato h esimo con stesso ingresso
for l=1:indP(stes2+1)-indP(stes2) %si controlla ogni
%ingresso relativo a stes2
ingr2=P(indP(stes2)+l-1);
if ingr==ingr2
check=1; %ingresso di stes va bene anche per stes2
end
end
end
end
if check==1 %ingresso ingr va bene per tutti gli stati
129I((i-1)*M+ingr)=ingr;
end
end
end
for i=1:Ping %se un dato Ik n`e tutto 0 non esiste retroazione
if I((i-1)*M+1:i*M)==zeros(1,M)
disp('non esiste retroazione dall''uscita con il metodo cercato.');
K=[];
indK=[];
return;
end
end
K=[]; %conterrn`a tutte le possibili matr di retroazione
indK=[1]; %usato e gli indici alle diverse matr sono contenuti in indK
for h=1:M %ingressi relativi a uscita 1
if I(h)~=0 %se el i dei primi M n`e diverso va inserito
K=[K I(h)];
indK=[indK length(K)+1];
end
end
for j=2:Ping %aggiungo tutti i rimanenti ingressi
inges=I(M*(j-1)+1:j*M); %ingressi che vanno bene per stati
%che forniscono come uscita j
a=sum(inges>0); %numero di ingressi che vanno bene
if a>1 %ho pi di un ingresso=> per ogni possibile gruppo di
%ingressi che vanno bene per le uscite 1,...,j 1 si devono
%aggiungere 'a' gruppi, ognuno per ogni ingresso distinto
%che si pun`o dare quando l'uscita n`e j
hh=K; %ingresso di retroazione per uscite 1,...,j 1
indhh=indK; %relativi indici
K=[]; %azzerato
indK=[];
for h=1:M %si analizzano tutti i possibili ingressi da
%associare all'uscita j
aa=hh;
bb=indhh;
if inges(h)~=0 %ingresso n`e accettabile
for l=1:length(bb)-1 %per ogni gruppo di ingr contenuto
%aggiungo l'ingr per l'uscita j
aa=[aa(1:bb(l+1)-1) inges(h) aa(bb(l+1):end)];
bb(l+1:end)=bb(l+1:end)+1;
end
K=[K aa]; %avendo aggiunto l'ingr per tutti i gruppi
%di ingressi si aggiorna K
130if isempty(indK) %aggiornamento degli indici
indK=[bb];
else
indK=[indK bb(1:end-1)+(indK(end)+j-1)];
end
end %si ripete questa operazione nchn`e non sono niti
%i possibili ingressi per l'uscita j
end
else %c'n`e solo un ingr che va bene per l'uscita j=>basta
%aggiungerlo ad ogni gruppo di ingressi
for h=1:M
if inges(h)~=0
for l=1:length(indK)-1
K=[K(1:indK(l+1)-1) inges(h) K(indK(l+1):end)];
indK(l+1:end)=indK(l+1:end)+1;
end
end
end
end
end
end
A.3 Retroazione dall'uscita tempo invariante
In questa sezione si riportano i tre diversi algoritmi elaborati nella Sezio-
ne 4.2.2.
Per prima si riporta la tecnica tramite matrice polinomiale.
%% La funzione calcola la matrice polinomiale Lcorsivo e la sua potenza
% n esima (non considerando pern`o i prodotti misti tra ingressi relativi a
% una stessa uscita che sono diversi)
%input: vL n`e la matrice L in versione vettoriale; n n`e il numero di stati
% della BN; b un vettore che contiene informazioni rispetto all'uscita,
% in particolare se i primi i stati danno l'uscita 1, i secondi j danno 2
% e cos via b=[i i+j ...]
%output: PA2 contiene la potenza n esima di Lcorsivo; A contiene Lcorsivo
%Lcorsivo e le sue potenze sono riportate nel seguente modo: se l'elemento
%n`e composto da i monomi, il primo elemento di Lcorsivo n`e i. Poi vengono
131%inseriti i monomi uno dietro l'altro, con la seguente notazione: se un
%monomio n`e composto da j diverse incognite, e l'incognita z fni h,hg n`e
%elevata alla potenza ph, allora ogni monomio n`e cos rappresentato:
%[j ni 1 1 p1 ... ni j j pj]. In denitiva quindi un elemento di questa
%matrice n`e del tipo
%[i j1 ni 11 11 p11 ... ni j1 j1 pj1 ... ji ni 1i 1i p1i ... ni ji ji pji]
function [PA2,A]=metodoPolinomiale(vL,n,b)
r=length(vL)/n; %numero di ingressi
A=cell(n,n); %conterrn`a matrice Lcorsivo
for i=0:r-1 %per ogni ingresso
p=1; %contiene a quale gruppo colonna di uscita appartiene
%l'indeterminata
for j=1:n %per tutti gli stati
if j>b(p) %lo stato non crea pi ingresso p ma quello successivo
p=p+1;
end
m=j+n*i; %se sono nello stato j, con l'ingresso i bisogna guardare
%questo indice di colonna in L per capire stato dove si va
if isempty(A{vL(m),j}) %non c'n`e ancora alcun elemento=>si inserisce
%il primo
A{vL(m),j}=[1 1 i+1 p 1];
else %si inserisce un altro monomio
A{vL(m),j}=[A{vL(m),j} 1 i+1 p 1];
A{vL(m),j}(1,1)=A{vL(m),j}(1,1)+1; %si aggiorna il numero di
%monomi contenuti
end
end
end
PA1=A; %corrisponde a Lcorsivo
for i=1:n-1 %elevazione alla 2^n esima pot
PA2=cell(n,n);
for j=1:n %colonna di PA2/ colonna da cui prelevare da A
for k=1:n %indice di riga col j di A
if (isempty(A{k,j})==0)
for l=1:n %riga su PA2 (col j)
if (isempty(PA1{l,k})==0) %c'n`e la "moltiplicazione
%da eettuare"
a=A{k,j};%elemento di A con cui si eettua moltipl
pa=PA1{l,k}; %elemento di PA1 da moltiplicare
blEsA=2; %indice dell'inizio del primo monomio di a
numAddA=a(1); %num monomi di a
numAddPA=pa(1); %num monomi di pa
for h1=1:numAddA %per ogni monomio di a
132ai=a(blEsA+1:blEsA+3); %monomio in esame di a
%(sono tutti monomi di grado 1 in a)
blEsPA=2; %indice dell'inizio del primo
%monomio di pa
pot=0; %se va a uno vuol dire che n`e stata
%fatta la potenza di un monomio gin`a presente
for h2=1:numAddPA %per ogni monomio di pa
check=1;
for t=1:pa(blEsPA)
%analizzo che se monomio ai
%appartiene a stesso blocco colonna
%di una delle indeterminate di pa,
%allora abbia stesso ingresso,
%altrimenti check a 0
if ((ai(2)==pa(blEsPA+(t-1)*3+2))&&...
...(ai(1)~=pa(blEsPA+(t-1)*3+1)))
check=0;
else if ((ai(2)==pa(blEsPA+(t-1)*3+2))...
...&&(ai(1)==pa(blEsPA+(t-1)*3+1)))
%se ha lo stesso ingresso
%bisogna aggiungere una potenza
pot=1;
tpot=t; %indeterminata a cui
%aggiungere potenza
end
end
end
if check==1 %monomio ai n`e compatibile con
%resto di monomio di pa in esame
x=pa((blEsPA+1):blEsPA+pa(blEsPA)*3);
blEs2=pa(blEsPA);
if pot==1%se c'era una potenza maggiore
x((tpot-1)*3+3)=x((tpot-1)*3+3)+1;
%si aumenta la potenza dell'indeterminata
pot=0;
else %monomio di ai va aggiunto
blEs2=blEs2+1; %si aggiunge nuova
%indeterminata e quindi va contata
x=[x ai];
end
pa2=[blEs2 x]; %elemento che va
%aggiunto sulla matrice potenza in pos l j
if isempty(PA2{l,j}) %aggiornamento
%se el l j n`e vuoto
133PA2{l,j}=[1 pa2];
else %aggiornamento
%se el l j n`e gin`a pieno
PA2{l,j}=[PA2{l,j} pa2];
PA2{l,j}(1,1)=PA2{l,j}(1,1)+1;
end
end
blEsPA=blEsPA+pa(blEsPA)*3+1 %aggiornamento
%per passare al monomio succ di pa
end
blEsA=blEsA+3+1; %aggiornamento per passare
%al monomio successivo di a
end
end
end
end
end
end
PA1=PA2; %la nuova matrice trovata viene usata al passo
%successivo come la PA1 di partenza
end
end
%% la funzione prende come ingressi la matrice polinomiale N (potenza
% n esima di Lcorsivo e la analizza per stabilire se esistono e quali siano
% eventualemente gli ingressi di retroazione
function [ret m]=stabilire(N,n)
ret=[0]; %conterrn`a i possibili ingressi di retroazione
%primo el di ret n`e quante retroazioni sono possibili
x=N{1,1}; %primo elemento
if isempty(x) %non esiste ingresso per il quale xe n`e punto sso
disp('Non esiste la retroazione dall''uscita')
return
end
numAdd=x(1); %quanti monomi in posizione 11
elBl=2; %quale monomio n`e esaminato
m=[2]; %tiene l'indice di inizio in ret delle diverse retroazioni
for i=1:numAdd
if x(elBl)==1 %monomio composto da un solo ingresso (n`e punto sso)
ret=[ret x(elBl+1) x(elBl+2)]; %inseriamo questo elemento
ret(1)=ret(1)+1;
m=[m length(ret)+1];
end
134elBl=elBl+x(elBl)*3+1; %monomio successivo da controllare
end
if ret(1)~=0 %esiste almeno un ingresso per cui xe n`e punto sso
for i=2:n %analizzo tutti i restanti elementi
retn=[0];%conterrn`a possibili retroazioni dopo aver analizzato N(1,i)
mn=[2];
x=N{1,i}; %elemento i esimo
if isempty(x) %non esiste seq di ingressi per cui 1 n`e ragg da i
disp('Non esiste la retroazione dall''uscita')
ret=[];
m=[];
return
end
numret=ret(1);
for j=1:numret %si analizzano tutte le possibili retroazioni una
retes=ret(m(j):m(j+1)-1); %si considera una retroazione
%possibile no all'el i 1
numAddx=x(1); %num di monomi di cui n`e composto el N(1,i)
elBlx=2; %monomio in esame
for k=1:numAddx %si analizzano singoli monomi di N(1,i)
y=x(elBlx+1:3:elBlx+x(elBlx)*3); %contiene gli ingressi
%richiesti
z=x(elBlx+2:3:elBlx+x(elBlx)*3); %contiene a quale Ti n`e rel
%ingresso
check=1;
prova=[];
u=[1:length(retes)]; %se n`e diverso da zero relativo el
%di retes non n`e stato analizzato
v=[1:length(y)]; %se n`e diverso da zero relativo el
%di y o z non n`e stato analizzato
for h=1:length(retes)/2 %analizza tutti el della
%retraozione possibile no a i 1
for t=1:length(z) %analizza tutti el del monomio di
%N(1,i) in esame
if (retes(h*2)==z(t))&&(retes(h*2-1)==y(t))
%appartengono a stesso Ti e ingresso n`e uguale => n`e accettabile
prova=[prova retes(h*2-1) retes(h*2)];
u(h*2-1)=0; %el di retes n`e stato analizzato
u(h*2)=0; %idem
v(t)=0; %el di y e z analizzato
else if (retes(h*2)==z(t))&&(retes(h*2-1)~=y(t))
%uguale Ti vuole diversi ingressi=>non va bene retroazione
check=0;
end
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end
end
if check==1 %la retroazione era accettabile
u=u(u>0); %vanno aggiunte le parti di retes
v=v(v>0); %e del monomio che non sono state messe
%prima (tutte relative a Ti diversi e
%quindi di certo compatibili)
pp=[];
for s=1:length(v)
pp=[pp y(v(s)) z(v(s))];
end
prova=[prova retes(u) pp];
retn=[retn prova]; %si aggiunge la retroazione
%che no all'elemento i n`e accettabile
retn(1)=retn(1)+1;
mn=[mn length(retn)+1];
end
elBlx=elBlx+x(elBlx)*3+1; %si passa al monomio successivo
%di N(1,i)
end
end
if retn(1)==0 %dopo aver analizzato tutto N(1,i) non esiste
%alcuna retraozione compatibile
disp('non esiste retraozione dall''uscita')
ret=[];
m=[];
return
else
ret=retn;
m=mn;
end
end
else %non c'n`e ingresso tale per cui xe n`e punto sso
disp('Non esiste la retroazione dall''uscita')
ret=[];
m=[];
return
end
end
Di seguito si riporta la tecnica con l'analisi dei cicli.
136%%La funzione svolge i seguenti compiti:
% 1 dispone i cicli contenuti in x in ordine di lunghezza (y aggiornata
% di conseguenza)
% 2 si mantengono solo i cicli relativi al punto sso e quelli che possono
% creare problemi nella retroazione statica
% 3 analizza i cicli rimasti (sono quelli che formano Ncorsiva) e trova
% ingressi di retroazione compatibili con tutti
%input: x cicli BCN; y indici dei diversi cicli di x; N numero stati BCN; P
% numero uscite BCN; H matrice uscita BCN; M numero ingressi BCN;
%output: s cicli in ordine lunghezza; u indici relativi a s, xn cicli
% problematici; yn relativi indici; ingok ingressi compatibili per la
% retroazione contiene vettore multiplo di MP, ogni sottovettore ha per
% ogni uscita i possibili ingressi compatibili; indingok relativo indice;
% ingn contiene vettore multiplo di M, in cui ad ogni sottovettore l'el
% i n`e quello da associare all'uscita i esima; indif relativo indice.
function [s u xn yn ingok indingok ingfin indif]=esaminaCicli(x,y,N,P,H,M)
%% 1 disporre cicli in ordine di periodo
s=[];
u=[1];
for i=1:N %cicli al massimo lunghezza N
for j=1:length(y)-1 %analizza tutti i cicli
if y(j+1)-y(j)==i*2 %al ciclo i esimo inserisco solo cicli di
%lunghezza i
ind=[y(j):y(j+1)-1];
s=[s x(ind)];
u=[u length(s)+1];
end
end
end
%% selezionare solo cicli che possono creare problemi
x=s; %cicli in ordine di lunghezza
y=u;
i=1; %conterrn`a l'el di y che contiene l'indice di x relativo al primo
%ciclo di lungh>1
check=1;
while (check==1) && (i<=length(y)-1)
if (y(i+1)-y(i))>2 %il ciclo relativo all'indice succ n`e di lungh>1
check=0;
else
i=i+1;
end
137end
fpf=i; %n`e l'indice dell'el di y che contiene l'ind di x da cui parte ciclo
%lungh>1
xn=x(1:y(i)-1); %contiene tutti i cicli di lungh 1
yn=y(1:i);
ingpf=[]; %conterrn`a gli ingressi che permettono di lasciare xe invariato
for kk=1:2:length(xn)
if xn(kk)==1
ingpf=[ingpf xn(kk+1)];
end
end
for j=i:length(y)-1 %analizza cicli di lungh>1 (j contiene indici rel a y)
a=[1:P]; %se el i esimo diventa 0 gin`a controllato che ing rel a
%uscita i sono tutti uguali per il ciclo in esame
check=1; %se resta 1 n`e ciclo che pun`o avvenire con ret uscita
for h=y(j):2:y(j+1)-3 %h contiene indici di x degli stati del ciclo in
%analisi
if (isempty(nd(H(x(h))==a, 1))==0)&&(check==1) %stato esaminato
%non app a un Ti gin`a esaminato e n`e possibile che ciclo sia problematico
a(a==H(x(h)))=0; %si pone a 0 elemento di a relativo
%all'uscita corrispondente a x(h)
for k=h+2:2:y(j+1)-1 %si analizzano i rimanenti stati del ciclo
if check==1 %solo se ciclo pun`o essere problematico
if ((H(x(h))==H(x(k)))&&(x(h+1)~=x(k+1)))||...
((H(x(h))==1)&&(isempty(nd(double(x(h+1)==ingpf))>0)))||...
((H(x(k))==1)&&(isempty(nd(double(x(k+1)==ingpf))>0)))
%stati appartengono a stesso Ti ma vogliono ingr diversi x(h)
%appar T1 con ingr diverso da equil per xe
%x(h) appar T1 con ingr diverso da equil per xe
check=0; %il ciclo non pun`o crearsi con
%retro statica dall'uscita
end
end
end
end
end
if check==1 %il ciclo pun`o crearsi con retro statica
ind=[y(j):y(j+1)-1];
xn=[xn x(ind)]; %aggiunto ai cicli problematici
yn=[yn length(xn)+1];
end
end
% costruzione ingressi retroazione
pr=[]; %conterrn`a ingressi che sono utilizzabili (non creano cicli
138%lungh 1 e sono di eq per xe)
%n`e vettore MP fatto da P vettori [1 2 ... M] in cui el i viene
%posto a 0 se n`e ingresso che non pun`o essere usato
inpr=[1];
for i=1:P
for j=1:M
pr=[pr j];
end
inpr=[inpr length(pr)+1];
end
ingPE=[]; %ingressi che assicurano che xe sia punto sso
for i=1:fpf-1 %cicli di lungh 1
if x(y(i))==1 %ciclo di lungh 1 che coinvolge stato xe
ingPE=[ingPE x(y(i)+1)];
else %ciclo non coinvolge xe=>ing rel a suo Ti non pun`o essere usato
Tes=H(x(y(i)));
pr(inpr(Tes)+x(y(i)+1)-1)=0;
end
end
for i=1:inpr(2)-1 %ingressi relativi a T1
if isempty(nd(pr(i)==ingPE)) %se ingresso non compare in ingPE non
%viene preso (non sarebbe di equil)
pr(i)=0;
end
end
global ingok; %conterrn`a ingressi che possono andare bene, pun`o contenere pi
%vettori MP. Indici relativi a dove partono diversi vettori
global indingok; %sono contenuti in indingok
ingok=[];
indingok=[1];
ch=1;
if length(yn)<=fpf %gli unici cicli da controllare hanno lunghezza 1=>
%pr contiene gin`a ingressi compatibili
jj=length(pr)/P; %coincide con M
for i=1:P %se per determinato Ti tutti gli ingressi sono a 0 vuol
%dire che non esiste retroazione
if pr((i-1)*jj+1:i*jj)==zeros(1,jj)
ch=0;
end
end
end
if length(yn)>fpf %esistono cicli di lungh>1 da controllare=>si chiama
%funzione esCicRic
esCicRic(H,xn,yn,fpf,pr,inpr,P);
139elseif ch==1 %solo cicli di lungh 1 ma compatibili
ingok=pr;
indingok=[1 length(ingok)+1];
end %se ch==0 allora ingok n`e rimasto vuoto
if isempty(ingok)==1 %non esiste un ingresso che permetta la retroazione
disp('Non esiste retroazione statica dall''uscita');
ingfin=[];
indif=[];
return;
end
ingfin=[]; %conterrn`a tutti i possibili ingressi di retroazione voluti,
%sarn`a multiplo di P e sottovettori conterranno in posizione
% i l'ingresso da dare quando l'uscita n`e i
indif=[];
for i=1:length(indingok)-1 %analizza ogni gruppo di ingressi che
%rendono possibile la retroazione
ingret=[]; %contiene tutti gli ingressi di retroazione
%ricavabili da gruppo ingr i
indir=[1];
for h=1:M %ingressi relativi a uscita 1
if ingok(indingok(i)+h-1)~=0 %se el i dei primi P elementi del
%gruppo ingr i n`e diverso da 0, allora usando quell'ingr
% quando l'usc n`e 1 pun`o esserci retrozione
ingret=[ingret ingok(indingok(i)+h-1)];
indir=[indir length(ingret)+1];
end
end %ingret contiene gli ingressi relativi agli stati di T1
for j=2:P %analizzo ingressi di ogni altro stato
inges=ingok(indingok(i)+M*(j-1):indingok(i)+M*j-1);%ingr relativi a j
a=sum(ingok(indingok(i)+M*(j-1):indingok(i)+M*j-1)>0); %num di ingr
%utilizzabili per uscita j
if a>1 %ho pi di un ingresso=> per ogni possibile gruppo di
%ingressi che vanno bene per le uscite 1,...,j 1 devo
%aggiungere 'a' gruppi, ognuno per ogni ingresso distinto
%che posso dare quando l'uscita n`e j
hh=ingret; %ingresso di retroazione per uscite 1,...,j 1
indhh=indir; %relativi indici
ingret=[]; %azzerato
indir=[];
for h=1:M %si analizzano tutti i possibili ingressi da
%associare all'uscita j
aa=hh;
bb=[indhh];
if inges(h)~=0 %ingresso n`e accettabile
140for l=1:length(bb)-1 %per ogni gruppo di ingr contenuto
%aggiungo l'ingr per l'uscita j
aa=[aa(1:bb(l+1)-1) inges(h) aa(bb(l+1):end)];
bb(l+1:end)=bb(l+1:end)+1;
end
ingret=[ingret aa]; %avendo aggiunto l'ingr per tutti
%i gruppi di ingressi si aggiorna ingret
if isempty(indir) %aggiornamento degli indici
indir=[bb];
else
indir=[indir bb(1:end-1)+(indir(end)+j-1)];
end
end %si ripete questa operaizione nchn`e non sono niti
%i possibili ingressi per l'uscita j
end
else %c'n`e solo un ingr che va bene per l'uscita j=>basta
%aggiungerlo ad ogni gruppo di ingressi
for h=1:M
if inges(h)~=0
for l=1:length(indir)-1
ingret=[ingret(1:indir(l+1)-1) inges(h) ingret(indir(l+1):end)];
indir(l+1:end)=indir(l+1:end)+1;
end
end
end
end
end
ingfin=[ingfin ingret]; %aggiunto tutti i gruppi di ingresso
%relativi al gruppo di ingressi i
%si aggiunge quindi a quello denitivo
if isempty(indif) %aggiornamento indici
indif=[indir];
else
indif=[indif indir(1:end-1)+indif(end)+M-1];
end
end
%si eliminano eventuali ripetizioni di ingressi di retroazione
fine=indif(end-1); %ultimo gruppo di ingressi di retroazione
i=1; %si parte dal primo gruppo
while i<=fine %nchn`e ci sono gruppi da controllare
inges=ingfin(i:i+P-1); %gruppo di ingressi con cui si confronta
j=i+P; %gruppo con cui confrontare
while j<=fine %nchn`e non si raggiunge ultimo gruppo
if ingfin(j:j+P-1)==inges %se gruppi uguali
141ingfin(j:j+P-1)=[]; %il secondo viene tolto
fine=fine-P; %indici aggiornati
end
j=j+P; %aggiornato gruppo con cui si confronta
end
i=i+P; %aggiornamento gruppo da controllare
end
indif=[1:P:fine+P];
end
%%funzione ricorsiva indy contiene l'indice di y relativo all'inizio in x
%%del ciclo da analizzare successivamente, pr gli ingressi compatibili no
%%a quel punto.
function esCicRic(H,x,y,indy,pr,inpr,P)
global ingok;
global indingok;
M=length(pr)/P;
for i=1:P %se per un dato Ti tutti gli ingressi non sono accettabili
%non esiste retroazione
if pr((i-1)*M+1:i*M)==zeros(1,M)
return;
end
end
xes=x(y(indy):y(indy+1)-1); %ciclo sotto esame
ingNo=zeros(1,P); %contiene gli ingressi che attivano il ciclo
%(in pos i esima n`e ingr che attiva ciclo rel a stati di Ti)
for i=1:2:length(xes)
ingNo(H(xes(i)))=xes(i+1);
end
check=0; %se diventa uno, la ricorsione si chiama con stesso pr
for i=1:length(ingNo) %si analizza elementi di ingNo diversi da 0
if ingNo(i)~=0 %Ti non pun`o avere ingNO(i)
if isempty(nd(pr(inpr(i):inpr(i+1)-1)==ingNo(i))) %se tra i
%possibili ingressi da dare a Ti ingNo(i) non
%compare allora non si attiva di certo il ciclo
check=1;
end
end
end
if (check==1)&&(indy<length(y)-1) %ciclo non si attiva e ci sono ancora
%cicli da analizzare
%si richiama la stessa funzione
esCicRic(H,x,y,indy+1,pr,inpr,P)
142elseif (check==0)&&(indy<length(y)-1) %ciclo pun`o attivarsi e ci sono
%ancora cicli da analizzare
for i=1:length(ingNo) %a turno tolgo negli ingressi possibili da Ti
%l'ingNo relativo
if ingNo(i)~=0 %e chiamo ricorsione su ogni diverso
%gruppo di ingressi
prric=pr; %possibili guardando al ciclo succ
prric(inpr(i)+ingNo(i)-1)=0;
esCicRic(H,x,y,indy+1,prric,inpr,P);
end
end
elseif (check==1)&&(indy==length(y)-1) %ciclo non si attiva e sono stati
%analizzati tutti i cicli
ingok=[ingok pr]; %si aggiunge pr ottenuto a ingressi
%di retraozione
indingok=[indingok length(ingok)+1];
else %sono stati analizzati tutti i cicli e nell'ultimo sono stati
%riscontrati problemi
for i=1:length(ingNo) %si scandisce tutto il vettore che contiene
%gli ingressi incompatibili
check=1;
if ingNo(i)~=0; %si toglie di volta in volta elemento problematico
prric=pr;
prric(inpr(i)+ingNo(i)-1)=0; %elemento da escludere n`e tolto
for i=1:P %se pern`o per dato Ti non ci sono ingressi possibili
if prric((i-1)*M+1:i*M)==zeros(1,M)
check=0; %check messo a 0
end
end
if check==1 %solo se per tutti i Ti esiste almeno un ingresso
ingok=[ingok prric]; %si aggiunge pr ottenuto a ingr di
%retroazione
indingok=[indingok length(ingok)+1];
end
end
end
end
end
Per ultima si presenta la tecnica a forza bruta, che verica la nilpo-
tenza delle sottomatrici.
%% la funzione cerca le possibili retroazioni controllando che le
143% sottomatrici principali siano nilpotenti
function [ret indr]=retNilp(vL,H,N,P,M)
% per ogni Ti prende ingressi compatibili con se stesso (non devono
% esistere cicli tra gli stati di Ti stesso)
L=creaLBCN(vL,N); %funzione che crea la matrice in forma estesa
dT=[1]; %contiene gli indici di partenza della partizione di ogni Li
%nelle diverse Ti
h=1;
i=1;
while i<=N
if H(i)==h
i=i+1;
else
h=h+1;
dT=[dT i];
i=i+1;
end
end
dT=[dT N+1];
ingCom=[]; %conterrn`a tra indici indiC(i):indiC(i+1) gli ingressi che
%sono compatibili controllando sottomatrice degli stati
indiC=[1]; % appartenenti a Ti
ch=0;
for i=1:M
indL=(i-1)*N+[1:dT(2)-1];
Ln=L(:,indL);
check=0;
if Ln(1,1)==1
check=1;
end
if dT(2)-dT(1)>1 && check==1
stes=[2:dT(2)-1];
ds=length(stes);
Ln(:,1)=[];
Ln=Ln(stes,:);
if Ln^ds==zeros(ds)
ingCom=[ingCom i];
ch=1;
end
elseif dT(2)-dT(1)==1 && check==1
ch=1;
end
144end
if ch==0
disp('Non esistono ingressi per la retroazione statica, si creano
        cicli oltre a quelli di xe in T1 per ogni possibile ingresso');
ret=[];
indr=[];
return
end
indiC=[indiC length(ingCom)+1];
for i=2:P
ch=0;
for j=1:M
indL=(j-1)*N+[dT(i):dT(i+1)-1];
stes=[dT(i):dT(i+1)-1];
ds=length(stes);
Ln=L(:,indL);
Ln=Ln(stes,:);
if Ln^ds==zeros(ds)
ingCom=[ingCom j];
ch=1;
end
end
if ch==0
disp(['Non esistono ingressi per la retroazione statica, si
            creano cicli oltre a quelli di xe in T', num2str(i) ,' per
            ogni possibile ingresso']);
ret=[];
indr=[];
return
end
indiC=[indiC length(ingCom)+1];
end
%a questo punto ingCom contiene gli ingressi che possono essere usati dai
%singoli Ti senza attivare loro cicli; da qui in poi si uniscono i diversi
%Ti controllando sempre che le sottmatrici diagonali principali siano
%nilpotenti
global ret; %conterrn`a gli ingressi di retroazione che stabilizzano
ret=[];
for i=1:(indiC(2)-indiC(1)) %per ogni valore di ingresso che pun`o andare
%bene per T1 parte funzione
lj=2; %qual'n`e il Ti che va esplorato successivamente
145ContNil(vL,dT,ingCom(i),lj,N,P,ingCom,indiC);
end
if isempty(ret) %non n`e stata trovata nessuna retroazione possibile
disp('Non esiste retroazione dall''uscita statica')
ret=[];
indr=[];
return
end
indr=[1:P:length(ret)+1]; %calcolo dell'indice di ret
end
function ContNil(vL,dT,ing,lj,N,P,ingCom,indiC);
global ret;
L=creaLBCN(vL,N);
pL=[];
for i=1:lj-1 %crea la matrice Ltilde dei primi Tjl 1 bl col che n`e
%compatibile
indL=(ing(i)-1)*N+[dT(i):dT(i+1)-1];
pL=[pL L(:,indL)];
end
pL(:,1)=[]; %non appartiene a sottomatrice principale
for i=1:(indiC(lj+1)-indiC(lj)) %per tutti gli ingressi possibili per Tlj
indL=(ingCom(indiC(lj)+i-1)-1)*N+[dT(lj):dT(lj+1)-1]; %indici relat a
%ingr i di Tlj in L
stes=[dT(1)+1:dT(lj+1)-1]; %stati da T1 Tlj
Li=[pL L(:,indL)];
Li=Li(stes,:); % sottomatrice principale
dimLi=length(Li); %dim della sott princ
Li=Li^dimLi; %potenza dimLi della sottomatrice
if sum(sum(Li==zeros(dimLi)))==dimLi^2 && lj<P %se risulta nilpotente
%e ho ancora uscite
ings=[ing ingCom(indiC(lj)+i-1)]; %da trovare corrispondente ingresso
ljs=lj+1;
ContNil(vL,dT,ings,ljs,N,P,ingCom,indiC); %chiama la funzione ric.
elseif sum(sum(Li==zeros(dimLi)))==dimLi^2 && lj==P %n`e nilpotente e
%n`e stato trovato ing
ings=[ing ingCom(indiC(lj)+i-1)];%per ogni uscita=> lavoro concluso
ret=[ret ings];
end %non era nilpotente Li=>non va bene=> inutile proseguire
end
end
146A.4 Retroazione dall'uscita tempo variante
Il codice Matlab presentato di seguito calcola una sequenza di matrici di
retroazione dall'uscita per un controllo tempo variante.
%% la funzione cerca una sequenza di matrici per la retroazione tempo
% variante
function [K indK t]=retTempoVar(vL,H,N,M,P)
global comp;
global Afin;
%% preparazione iniziale
% ingressi per ogni stato per passare a corona inferiore e suddivisione
% degli stati a seconda dell'uscita
comp=0;
Afin=[];
[cor Q indQ stab]=stabCorone(vL,H,N,P,M,1);
if stab==0
disp('Ci sono degli stati da cui xe non \`e raggiungibile');
K=[];
indK=[];
t=[];
return
end
Ing=cell(N,1);
for i=1:N
Ing{i,1}=Q(indQ(i):indQ(i+1)-1); %ingressi inseriti in una struttura
%dati pi semplice da usare (el in pos fi,1g
end % sono quelli da usare per lo stato ndelta nds^i
S=cell(P,1); %el i esimo contiene gli stati che danno i come uscita
C=cell(P,1); %contiene in posizione fi,1g(1,j) la corona a cui
%appartiene lo stato inserito in Sfi,1g(1,j)
for i=1:N %inserisco ogni stato nel relativo Ok
kk=H(i); %stato fornisce come uscita kk
S{kk,1}=[S{kk,1} i]; %aggiungo stato a Skk
C{kk,1}=[C{kk,1} cor(i)];
end
% analisi degli stati appartenenti a Sf1,1g: quelli che non possono con
% ingressi di equilibrio per xe passare a corona inferiore sono
% immagazzinati in S1str
147S1str=[];
if length(S{1,1})>1 %per gli stati di S1, assicuro che gli ingressi che
%servono per passare da una corona
for i=2:length(S{1,1}) %a quella inferiore siano anche di equilibrio
%per xe
Qn=[];
check=0;
for j=1:length(Ing{1,1})
if isempty(nd(Ing{i,1}==Ing{1,1}(1,j), 1))==0
Qn=[Qn Ing{1,1}(1,j)]; %gli ingressi da usare sono sono
%quelli che permettono a xe di rimanere li
check=1;
end
end
if check==0
S1str=[S1str i];
end
Ing{i,1}=Qn;
end
end
%analisi dei cicli che coinvolgono elementi di S1str; sono quelli che
%possono creare dei problemi nello svolgersi dell'algoritmo
if isempty(S1str)==0 %nel caso ci siamno el in S1str
vL1=vL; %si crea BCN modicata
for i=1:M
if isempty(nd(i==Ing{1,1}))
for j=2:length(S{1,1})
vL1((i-1)*N+j)=j;
end
end
end
[cor Q indQ stab]=stabCorone(vL1,H,N,P,M,1);
if stab==0
disp('Ci sono degli stati da cui xe non \`e raggiungibile');
K=[];
indK=[];
t=[];
return
end
Ing=cell(N,1);
for i=1:N
Ing{i,1}=Q(indQ(i):indQ(i+1)-1);
end
148S=cell(P,1);
C=cell(P,1);
for i=1:N %inserisco ogni stato nel relativo Ok
kk=H(i); %stato fornisce come uscita kk
S{kk,1}=[S{kk,1} i]; %aggiungo stato a Skk
C{kk,1}=[C{kk,1} cor(i)];
end
end
Ingn=Ing;
fine=0;
K=[]; %conterrn`a tutte le matrici di retroazione nel tempo
while fine==0
Kt=[]; %matrice di retroazione da usare al tempo t
St1=cell(P,1); %stati in cui si pun`o essere al tempo t+1
Ct1=cell(P,1);
if length(S{1,1})>1
x=nd(C{1,1}>0); %ingresso che vada bene per S1
cmin=min(C{1,1}(1,x));
indses=nd(C{1,1}==cmin); %contiene indice di uno degli stati
%che appartiene a corona minore
indses=indses(1);
ses=S{1,1}(1,indses);
ing=Ingn{ses,1}(1,1); %ingresso per passare a corona inferiore
Kt=[Kt ing];
St1{1,1}=[1]; %stato di equilibrio ci n`e rimasto
Ct1{1,1}=[0];
if length(S{1,1})>1
starr=[0 2:N]; %stati di arrivo non ancora messi
for i=2:length(S{1,1}) %tutti gli stati di S1
x=vL((ing-1)*N+S{1,1}(1,i)); %stato dove arrivo con
%ingresso ing
if isempty(nd(starr==x, 1))==0 %non n`e stato ancora
%inserito questo stato in St1
usc=H(x); %quale uscita produce
St1{usc,1}=[St1{usc,1} x]; %aggiunto a St1 e corona
%corrispondente
Ct1{usc,1}=[Ct1{usc,1} cor(x)];
starr(x)=0; %stato x n`e stato inserito
end
end
end
else
Kt=[Kt Ingn{1,1}(1,1)];
149St1{1,1}=[1];
Ct1{1,1}=[0];
starr=[0 2:N]; %stati di arrivo non ancora messi
end
for i=2:P
if isempty(S{i,1}) %si pun`o usare qualsiasi ingresso tanto non si
%n`e in uno stato di questi
Kt=[Kt 1];
else %bisogna individuare ingresso da usare
indses=nd(C{i,1}==min(C{i,1}));
indses=indses(1); %contiene indice di uno degli stati che
%appartiene a corona minore
ses=S{i,1}(1,indses);
ing=Ingn{ses,1}(1,1); %ingresso per passare a corona inferiore
Kt=[Kt ing];
for j=1:length(S{i,1}) %tutti gli stati di S1
x=vL((ing-1)*N+S{i,1}(1,j)); %stato dove arrivo con ingresso
if isempty(nd(starr==x, 1))==0 %non n`e stato ancora
%inserito questo stato in St1
usc=H(x); %quale uscita produce
St1{usc,1}=[St1{usc,1} x]; %aggiunto a St1 e corona
%corrispondente
Ct1{usc,1}=[Ct1{usc,1} cor(x)];
starr(x)=0; %stato x n`e stato inserito
end
end
end
end
S=St1; %aggiornamento S e relative corone
C=Ct1;
K=[K Kt]; %aggiunta nuova K
check=0; %se diventa uno il sistema n`e stato stabilizzato
if (length(S{1,1})==1) && (S{1,1}==[1]) %S1 contiene solo 1
check=1;
for i=2:P %tutti gli altri Si sono vuoti
if isempty(S{i,1})==0
check=0;
end
end
end
if check==1
fine=1; %processo concluso
end
end
150indK=[1:P:length(K)+1];
t=[0:length(indK)-2];
end
%% La funzione controlla che il sistema sia stabilizzabile allo stato e
% fornisce come output la corona a cui appartiene ogni stato e anche gli
%ingressi che permettono di passare dalla corona a quella inferiore. stab
%ha valore 1 se il sistema n`e stabilizzabile, 0 altrimenti
function [corone P indP stab]=stabCorone(vL,H,N,Ping,M,e)
%controlla che BCN sia stabilizzabile a e
stab=0; %se diventa 1 il sistema n`e stabilizzabile
L=creaLBCN(vL,N); %matrice L in forma estesa
Ltot=L(:,1:N); %creazione di Ltot
for i=1:M-1 %per ogni ingresso aggiungo elementi a Ltot
Ltot=Ltot|L(:,i*N+1:(i+1)*N);
end
st=[1:N];
corone=zeros(1,N); %nella pos i conterrn`a la corona a cui appartiene lo
%stato delta N^i
if Ltot(e,e)==0 %lo stato e non n`e di equilibrio=>errore
disp('lo stato a cui si vuole stabilizzare non \`e di equilibrio
                per nessun ingresso');
P=[];
indP=[];
corone=[];
return
else %stato di equilibrio appartiene a corona 0
st(e)=0;
end
Ltot=double(Ltot);
Ltotpot=Ltot;
for i=1:N-1 %calcolo potenze di Ltot per stabilire se n`e stabilizzabile
%e divido stati in corone
for j=1:N %guarda le corone
if Ltotpot(e,j)~=0 && st(j)~=0 %n`e pot i 1, se el n`e diverso da 0
st(j)=0; %e st rel n`e 0, allora n`e prima volta che stato j ragg e
corone(j)=i; %e quindi appartiene a corona i
end
end
Ltotpot=Ltotpot*Ltot;
Ltotpot=Ltotpot>0; %non mi importa valore, basta che sia diverso da 0
Ltotpot=double(Ltotpot);
end
151if isempty(nd(Ltotpot(e,:)==0))==0 %non n`e raggiungibile da tutti gli
%stati=>no stabilizzabilitn`a
disp('lo stato a cui si vuole stabilizzare non \`e raggiungibile
        da tutti gli stati');
P=[];
indP=[];
corone=[];
return
end
stab=1;
P=[]; %conterrn`a i Pi relativi ad ogni stato
indP=[1]; %el i contiene indice di P da cui parte Pi dello stato i
for i=1:N %costruzione dei Pi
cor=corone(i); %corona a cui appartiene stato in esame
if cor==0 %n`e stato di equilibrio
for j=1:M %cerco quali sono ingr di equil
if vL((j-1)*N+i)==i %n`e ingr di equil
P=[P j];
end
end
else %non n`e stato a cui bisogna stabilizzare
for j=1:M %cerco quali sono ingr che portano a corona minore
if corone(vL((j-1)*N+i))==cor-1 %se stato a cui arrivo
%appartiene a corona minore lo aggiungo
P=[P j];
end
end
end
indP=[indP length(P)+1]; %aggiornamento indice P
end
end
A.5 Modello dell'operone lac
Nel seguito viene presentato il codice scritto per calcolare il modello del-
l'applicazione, insieme alla funzione che  e stata creata per ridurre la rete
agli eettivi 432 stati e alla funzione che cambia la numerazione degli
stati, per portare in prima posizione lo stato a cui si vuole stabilizzare il
sistema (per rispettare le ipotesi dettate all'inizio del Paragrafo 4.2.2).
%% costruzione della matrice L a partire dalle funzioni logiche delle
% diverse componenti
152%% combinazioni ingressi
ups=[]; %ogni riga conterrn`a tutte le possibili combinazioni valide
%per u 1,u 2,u 3
for i=0:7
ups=[dec2bin(i,3);ups];
end
ups(2,:)=[]; %l'ingresso 1,1,0 e 0,1,0 non n`e valido, vengono eliminati
ups(5,:)=[];
% ogni riga di ups contiene dei valori per u i validi (e l'insieme di tutte
%le righe contiene tutti i possibili valori validi)
valnodi=[];%contiene tutte le possibili combinazioni dei valori degli stati
H=[]; %matrice contenente le uscite
statiNo=[];
for i=0:2^10-1
valnodi=[dec2bin(i,10);valnodi];
h=dec2bin(i,10);
if (h(3)==1 && h(8)==0) || (h(4)==1 && h(9)==0) || (h(5)==1 && h(10)==0)
stEl=[];
for j=1:10
stEl=[stEl,num2str(h(j))];
end
statiNo=[statiNo nod2vet(stEl,10)]; %contiene stati che non sono
end %eettivamente possibili
h1=[num2str(h(1)) num2str(h(10))];
H=[nod2vet(h1,3) H];
% h1=[num2str(h(1)) num2str(h(10)) num2str(h(6))]; %decommentare per
% H=[nod2vet(h1,3) H]; %avere uscita y 2
end
numI=size(ups);
numI=numI(1);
numS=size(valnodi);
numS=numS(1);
matL=[];
for i=1:numI %per ogni ingresso
L_i=[];
for j=1:numS %per ogni diversa combinazione di stati
G_e=ups(i,1);
L_e=ups(i,2);
L_em=ups(i,3);
M=valnodi(j,1);
B=valnodi(j,2);
153R=valnodi(j,3);
A=valnodi(j,4);
L=valnodi(j,5);
P=valnodi(j,6);
C=valnodi(j,7);
R_m=valnodi(j,8);
A_m=valnodi(j,9);
L_m=valnodi(j,10);
%aggiornamento degli stati con questi valori
nM=C & ~R & ~R_m;
nB=M;
nR=~A & ~A_m;
nA=L & B;
nL=P & L_e & ~G_e;
nP=M;
nC=~G_e;
nR_m=(~A & ~A_m) | R;
nA_m=L | L_m;
nL_m=((L_em & P) | L_e) & ~G_e;
nuovoStato=[num2str(nM) num2str(nB) num2str(nR) num2str(nA)...
num2str(nL) num2str(nP) num2str(nC) num2str(nR_m)...
num2str(nA_m) num2str(nL_m)];
L_i=[L_i nod2vet(nuovoStato,10)]; %aggiornamento Li
end
matL=[matL L_i];
end
L1=matL(:,1:1024); %diversi sottosistemi
L2=matL(:,1025:1024*2);
L3=matL(:,1024*2+1:1024*3);
L4=matL(:,1024*3+1:1024*4);
L5=matL(:,1024*4+1:1024*5);
L6=matL(:,1024*5+1:1024*6);
disp('cicli con ingresso 1') %cicli dei sottosistemi
[x1 y1]=cicliBCN(L1,1);
disp('cicli con ingresso 2')
[x2 y2]=cicliBCN(L2,1);
disp('cicli con ingresso 3')
[x3 y3]=cicliBCN(L3,1);
disp('cicli con ingresso 4')
[x4 y4]=cicliBCN(L4,1);
disp('cicli con ingresso 5')
[x5 y5]=cicliBCN(L5,1);
disp('cicli con ingresso 6')
[x6 y6]=cicliBCN(L6,1);
154%% trasforma una combinazione di valori per i nodi della rete nell'indice i
% del corrispondente vettore di stato
function i=nod2vet(numbin,N)
i=0;
for j=1:N
i=i+(1-str2num(numbin(j)))*2^(N-j);
end
i=i+1;
end
%% trasforma il valore della variabile vettoriale nella corrispondente
% combinazione di variabili booleane
function p=vet2nod(i,N)
q=2^N-i;
p='';
for j=1:N
pro=
oor(q/2^(N-j));
p=[p,num2str(pro)];
q=q-2^(N-j)*pro;
end
end
%% la funzione elimina gli stati che presentano combinazioni delle
% variabili che non sono possibili
function [nLt ns vs nH nN]=eliminazione(L,H,N,M,statiNo)
Li=cell(M,1); %contiene le diverse sottomatrici
nH=H;
for i=1:M
Li{i,1}=L(:,(i-1)*N+1:i*N);
end
for i=1:length(statiNo)
nH(:,statiNo(i))=[]; %elimino da H e da L colonne degli statiNo
for j=1:M
Li{j,1}(:,statiNo(i))=[];
end
end
statin=[];
stativ=zeros(1,N);
sf=1;
for i=1:N
155if isempty(nd(i==statiNo)) %nuova nominazione degli stati
statin=[statin i]; %in posizione i il valore che aveva all'inizio
%stato i
stativ(i)=sf; %in posizione i nuovo valore dello stato i
%nella numerazione di partenza
sf=sf+1;
end
end
nLi=cell(M,1);
for i=1:M %aggiornamento valori di L
for j=1:length(Li{i,1})
sa=Li{i,1}(1,j);
nLi{i,1}=[nLi{i,1} stativ(sa)];
end
end
nLt=[];
for i=1:M
nLt=[nLt nLi{i,1}]; %matrice L totale
end
ns=statin;
vs=stativ;
nN=length(Li{1,1});
end
%% la funzione rinomina gli stati in modo che rispondano alle ipotesi
%% introdotte nel paragrafo della retroazione dall'uscita tempo invariante
function [nLt ns vs nH trH]=rinominazione(L,H,xe,N,P,M)
he=H(xe); %uscita dello stato a cui si vuole stabilizzare
stn=cell(P,1); %in posizione fi,1g contiene gli stati che danno come
stn{he,1}=[xe]; %uscita i
for i=1:N
if i~=xe
hi=H(i);
stn{hi,1}=[stn{hi,1} i];
end
end
ns=stn{he,1};
nH=[he];
trH=[he];
for i=1:P
if i~=he
ns=[ns stn{i,1}]; %in posizione i c'n`e la vecchia numerazione di
%quello che adesso n`e lo stato i
156trH=[trH i]; %l'uscita i n`e la vecchia uscita trH(i)
end
end
nH=[];
usc=1;
for i=1:length(stn{he,1})
nH=[nH usc]; %costruzione della nuova matrice di uscita
end
for i=1:P
if i~=he
usc=usc+1;
for j=1:length(stn{i,1})
nH=[nH usc];
end
end
end
vs=zeros(1,N);
for i=1:N
vs(ns(i))=i;%in posizione i di vs c'n`e la numerazione nuova dello stato i
end
nL=cell(M,1); %sottomatrici della rete rinominata
for j=1:M
Lj=L((j-1)*N+1:j*N);
for i=1:length(Lj)
chi=ns(i);
dove=Lj(chi);
nchi=vs(dove);
nL{j,1}=[nL{j,1} nchi];
end
end
nLt=[]; %nuova matrice L totale
for i=1:M
nLt=[nLt nL{i,1}];
end
end
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