1 Effective capacity, which provides the maximum constant arrival rate that a given service process can support while satisfying statistical delay constraints, is analyzed in a multiuser scenario. In particular, we study the achievable effective capacity region of the users in multiaccess fading channels (MAC) in the presence of quality of service (QoS) constraints. We assume that channel side information (CSI) is available at both the transmitters and the receiver, and superposition coding technique with successive decoding is used. When the power is fixed at the transmitters, we show that varying the decoding order with respect to the channel state can significantly increase the achievable throughput region. For a two-user case, we obtain the optimal decoding strategy when the users have the same QoS constraints. Meanwhile, it is shown that time-division multiple-access (TDMA) can achieve better performance than superposition coding with fixed successive decoding order at the receiver side for certain QoS constraints. For power and rate adaptation, we determine the optimal power allocation policy with fixed decoding order at the receiver side. Numerical results are provided to demonstrate our results.
I. INTRODUCTION
Multiaccess fading channels have been extensively studied over the years from an information-theoretic point of view [1] - [7] . For instance, Tse and Hanly [3] have characterized the capacity region and determined the optimal resource allocation policies. It has been shown that the boundary surface points are achieved by successive decoding techniques, and each boundary point is associated with a weighted maximization of the sum rate. Vishawanath et al. [5] derived the explicit optimal power and rate allocation schemes (similar to waterfilling) by considering that the users are successively decoded in the same order for all channel states. For the convex capacity region, the unique decoding order was shown to be the reverse order of the priority weight. Caire et al. proved that TDMA is always suboptimal in low-SNR case [6] . On the other hand, these information theoretical studies have not addressed the delay and QoS constraints. Boche et al. [7] have investigated the stable throughput region of multiple antenna multiple access channels with total delay constraints. They have characterized the interdependence between the stability-optimal decoding order and queue system state. In this paper, we consider statistical QoS constraints and study the achievable rate region under such constraints in multiaccess fading channels. For this analysis, we employ the concept of effective capacity [8] , which can be seen as the maximum constant arrival rate that a given time-varying service process can support while satisfying statistical QoS guarantees. Effective capacity formulation uses the large deviations theory and incorporates the statistical QoS constraints by capturing the rate of decay of the buffer occupancy probability for large queue lengths. The analysis and application of effective capacity in various settings has attracted much interest recently (see e.g., [9] - [12] and references therein). We here consider the scenario in which both the transmitters and the receiver have the channel side information (CSI). First, we characterize the rate regions when the transmitters work at fixed power. Unlike the results obtained in [1] , varying the decoding order is shown to significantly increase the achievable rate region under QoS constraints. Also, it is demonstrated that time sharing strategies among the vertex of the rate regions can no longer achieve the boundary surface. If we take the sum-rate throughput, or the sum effective capacity, as a measure, TDMA can even achieve better performance than superposition coding with fixed decoding order in certain cases. When power adaptation is considered, we provide the optimal power allocation policy when the users are being decoded in a fixed order at the receiver side.
II. SYSTEM MODEL
As shown in Figure 1 , we consider an uplink scenario where M users with individual power constraints and QoS constraints 978-1-4244-6404-3/10/$26.00 ©2010 IEEE communicate with a single receiver. It is assumed that the transmitters generate data sequences which are divided into frames of duration T . These data frames are initially stored in the buffers before they are transmitted over the wireless channel. The discrete-time signal at the receiver in the i th symbol duration is given by
where M is the number of users, 
A. Fixed Power and Variable Rate
First, we consider the case in which the transmitters operate at fixed power. The capacity region of this channel is given by [1] :
where SNR j =P j /(N 0 B) denotes the average transmitted signal-to-noise ratio of user j, z = (z 1 , · · · , z M ) is a random vector comprised of the channel coefficients. As is known, there are M ! vertices for the polyhedron defined in (2) .
corresponds to a permutation π, or the successive decoding order at the receiver, i.e., users are decoded in the order given by
The vertex is given by :
which also defines the maximum instantaneous service rate for user π(k) at the given decoding order π. Time sharing among these M ! permutations yields any point on the boundary surface [13] . As can be easily verified, due to the log term in the expression for the capacity region (2), varying decoding order according to the channel state does not provide any improvement for the achievable capacity region.
B. Variable Power and Variable Rate
Now, we suppose that dynamic power and rate allocation is performed according to time-variations in the channels. For a given power allocation policy U = {μ 1 , · · · , μ M }, where μ j ≥ 0 ∀j can be viewed as a function of z, the achievable rates are defined as
The instantaneous rate at a given decoding order can be obtained similar to (3) with SNR replaced by μ. Then, the rate region is given by
where F is the set of all feasible power control policies satisfying the average power constraint
where SNR j =P j /(N 0 B) denotes the average transmitted signal-to-noise ratio of user j.
C. TDMA
For simplicity, we assume that the time division strategy should be fixed prior to transmission. Let δ j denote the fraction of time allocated to user j. Note that we have
In each frame, each user occupies the entire bandwidth to transmit the signal in the corresponding fraction of time. Then, the instantaneous service rate for user j in the allocated time slot is
III. PRELIMINARIES
A. Effective Capacity
In [8] , Wu and Negi defined the effective capacity as the maximum constant arrival rate 2 that a given service process can support in order to guarantee a statistical QoS requirement specified by the QoS exponent θ. If we define Q as the stationary queue length, then θ is the decay rate of the tail distribution of the queue length Q:
Therefore, for large q max , we have the following approximation for the buffer violation probability: [10] .
The effective capacity is given by
where the expectation is with respect to
, which is the time-accumulated service process. {s [i] , i = 1, 2, . . .} denote the discrete-time stationary and ergodic stochastic service process.
In this paper, in order to simplify the analysis while considering general fading distributions, we assume that the fading coefficients stay constant over the frame duration T and vary independently for each frame and each user. In this scenario,
is the instantaneous service rate in the ith frame duration [iT ; (i + 1)T ]. Then, (9) can be written as
where R[i] denotes the instantaneous rate sequence with respect to z. (10) is obtained using the fact that instantaneous rates {R[i]} vary independently. The effective capacity normalized by bandwidth B is
B. Throughput Region
) denote the vector of the normalized effective capacities. We first have the following characterization.
Proposition 1: The instantaneous throughput region can be defined as
where Corollary: The throughput region for TDMA can be deemed as the achievable vectors of arrival rates with each component bounded by the effective capacity obtained for the instantaneous service rate given in (7). The effective capacity for user j on the boundary surface becomes
We assume that E{R[i]} can take any possible value defined in R MAC . We have the following premilinary result.
Theorem 1:
The throughput region C MAC (Θ, SNR) is convex.
We are interested in the boundary of the region C MAC (Θ, SNR). Now that C MAC (Θ, SNR) is convex, we can characterize the boundary surface by considering the following optimization problem [3] : max λ · C(Θ) subject to: C(Θ) ∈ C MAC (Θ, SNR). (14) for all priority vectors λ = (
IV. MULTIPLE-ACCESS CHANNELS WITH QOS CONSTRAINTS

A. MAC without Power Control
If we assume that the receiver decodes the users at a fixed order, it is obvious that only the vertices can be achievable. Suppose that time sharing technique is employed. Moreover, assume that the time fraction for each order π m is τ m , such that τ m ≥ 0 and M ! m=1 τ m = 1. Then, the effective capacity for each user is
where
represents the instantaneous service rate of user j at a given decoding order π m , which is given by 
Considering the expression for effective capacity and the optimization problem in (14) , the optimal rate adaptation with respect to the channel state seems intractable. In this paper, we consider a simplified scenario in which all users have the same QoS constraint described by θ. This case arises, for instance, if users do not have priorities over others in terms of buffer limitations or delay constraints.
1) Two-user MAC:
Similar to the discussion in [14] , finding an optimal scheduling scheme can be reduced to finding a function z 2 = g(z 1 ) in the state space such that users are decoded in the order 1,2 if z 2 < g(z 1 ) and users are decoded in the order 2,1 if z 2 > g(z 1 ). The problem in (14) becomes 3 Each region corresponds to a unique π.
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE ICC 2010 proceedings where C 1 (θ, g(z 1 )) and C 2 (θ, g(z 1 )) are expressed in (19) and (20) at the top of the page. Implicitly, g(z 1 ) should always be larger than 0 in (19) and (20) in order for the integral to hold, which may not be guaranteed due to the complexity of the problem. In that case, we need to find a function z 1 = g(z 2 ) instead, as will be indicated later.
Proposition 2:
The optimal scheduling scheme for a specific common QoS constraint θ in the two-user case is given by
where β = θT B log e 2 , K ∈ [0, ∞) is some constant. 2) Suboptimal Scheduling: When all users have the same QoS constraint specified by θ, we propose a suboptimal decoding order given by
due to the observation that whichever λ j approaches 1, it should be decoded last. Considering a two-user example, we can express the points on the boundary surface as
(24)
We have performed numerical analysis over Rayleigh fading channels with E{z} = 1. We assume that T = 2 ms, B = 10
5
Hz. In Fig. 2 where the throughput region of a two-user MAC is plotted, we observe that varying the decoding order can significantly increase the achievable rate region. Moreover, we see that the suboptimal strategy can achieve almost the same rate region as the optimal strategy. This can be attributed to the fact that with the optimal strategy, the receiver can choose the decoding order according to the channel state such that the weighted sum of effective capacities, i.e., summation of log-moment generating functions, is maximized. Meanwhile, TDMA can achieve some points outside of the throughput region with fixed decoding order at the receiver side. If sumrate throughput, i.e. the sum of the effective capacities, is considered, we note in Fig. 3 that as θ increases, the curves of different strategies converge, and as θ approaches to 0, TDMA again becomes suboptimal. This may be in large due to the fact that the transmitted energy is concentrated in the corresponding fraction of time for each user, which will introduce considerable weighted sum of throughput as QoS constraints become more stringent, i.e., the supported throughput becomes smaller. As QoS constraints approach 0, this phenomenon can be nicely captured by previous work on the Shannon ergodic capacity.
B. MAC with Power Control
In this part, we consider the power control policies with fixed decoding order at the receiver side. Due to the convexity of C MAC , there exist Lagrange multipliers κ ∈ R M + such
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For a given permutation π, C j (θ j ) is given by
Differentiating the Lagrangians with respect to μ j respectively and setting the derivatives to zero yield
where β j = θj T B log e 2 is the normalized QoS exponent, (x) + = max{x, 0} and (α 1 , · · · , α M ) satisfy the average power constraints. Exploiting the result in (28), we can find that instead of adapting power according to its channel state as in [9] , the user adapts power according to its channel state normalized by the interference and the noise observed.
To give an explicit idea of the power control policy, we consider a two-user example where the decoding order is given by 2, 1. For this case, we have where α 1 and α 2 are chosen to satisfy the average power constraints of the two users.
V. CONCLUSION
In this paper, we have studied the achievable rate regions in multi-access fading channels when users operate under QoS constraints. With the assumption that both the transmitters and the receiver have CSI, we have considered different scenarios under which we have investigated the achievable rate regions. Without power control, varying the decoding order is shown to significantly increase the achievable rate region. We have also shown that TDMA can perform better than superposition coding with fixed decoding order for certain QoS constraints. For a two-user case with the same QoS constraints, the optimal strategy for varying decoding order is derived, and a simpler suboptimal decoding rule is proposed which can almost perfectly match the optimal throughput region. Numerical results are provided as well. Furthermore, we have derived the optimal power control policies for any given fixed decoding order.
