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ABSTRACT 
We examine numerical errors in finite-difference schemes for a linear wave-propagation problem 
from the point of view of how the propagation time influences the selection of the mesh size. We find 
that for a difference scheme with order of accuracy p and a long propagation time t, the mesh size 
should be scaled proportional to t -“J’. 
It is well known [5] that finite-difference approximations to wave equations 
introduce numerical errors. This effect has usually been studied in terms of the 
behavior at fixed location and time of the numerical solution as the mesh size 
tends to zero. The question we address here derives from the conflict between the 
facts that the numerical errors increase with distance, while phase information is 
relevant modulo 2~. We therefore address the following question. If one wants to 
compute a wave front over longer times or distances, by what ratio should the 
mesh size be decreased in order to maintain the same degree of accuracy? 
We confine our attention to finite-difference methods for the uni-directional 
wave equation 
(1) &u+&u=O 
on the set --oo < x < M, t > 0 with initial data U(X, 0) =f(x). It is easily seen by 
substitution that the solution of (1) is 
(2) U =f(x - t). 
In physical applications involving wave propagation one is interested in hyper- 
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bolic systems, not just the simple equation (1). The significance of equation (1) is 
that it may be viewed as the projection of a hyperbolic system 8, u = A& u onto 
the subspace defined by a characteristic. Thus, our argument applies just as well 
to numerical methods for the acoustic wave equation, Maxwell’s equation, or the 
equations of linear elasticity in 1 spatial dimension. 
Because the wave speed for solutions of (1) is 1, the distance a wave propagates 
is equal to the travel time. In physical applications one usually thinks in terms of 
propagation distance, but our analysis is carried out in terms of travel time be- 
cause this is more convenient for the analysis. Our principal result is that if the 
difference scheme has order of accuracy p, then for long propatation times t the 
mesh size h should be taken proportional to 1 /t l/P Consequently, it is wise to use 
difference methods of high accuracy (largep) when computing wave propagation 
over long times. At the end of the paper we illustrate our result with a compu- 
tational example. Our result on the mesh size is asymptotic in nature, requiring 
the propagation time (and distance) to be large. The object of our example is to 
provide some insight into how large the time must be before the asymptotic re- 
sult is valid. We find that for the Lax-Wendroff finite-difference method the 
asymptotic estimate is quite good at times as short as those needed to travel a 
distance of only 2 wave-lengths. 
It is possible to give several heuristic arguments for our result. The simplest of 
these is as follows. The statement that the order of accuracy is p is equivalent to 
saying that at each time step the numerical error is of a size O(hP+ ‘). If there is 
no cancellation of errors, then after n time steps the accumulated error will be 
O(nhP+‘). For stability reasons the time step At is related to the spatial step h by 
(3) At = Xh 
with constant X. Therefore, the total time t is given by 
(4) t = nAt = nhX. 
That is, the total error at time t should be 0( thp), and this error will be constant 
ifh-t . -l/P We show that this result is correct, without the assumption of non- 
cancellation of errors. 
Another heuristic argument for our result is based on the group velocity of 
waves in finite-difference grids. (Group velocity was very effectively used in [5] to 
study other properties of difference schemes.) The flaw in this approach is that 
the concept of group velocity is derived from an asymptotic analysis based on the 
method of stationary phase. The method of stationaly phase is appropriate for 
nondissipative difference schemes, in which case the stationary points are also 
saddle points. The difficulty with this type of argument is that the method of 
stationary phase breaks down when saddle points coalesce, and we shall see that 
for p > 1 a wave front produces such a coalescence. 
Background on numerical analysis. The principal tool for the analysis of fi- 
nite-difference schemes for wave-propagation problems is the Fourier integral 
representation [4]. It is known that the appropriate tool for uniform asymptotic 
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analysis involving a coalescence of saddle points uses a mapping to a generalized 
Airy integral. We therefore begin our discussion with a review of the connection 
between our problem and Airy integrals. 
For the difference equation we introduce a uniform mesh with spatial step size 
h and time step At related by (3). As is customary in computational wave pro- 
pagation, we let h and At vary, while keeping X fixed. The spatial grid points are 
therefore xj = jh, with j = 0, fl, %2, . , and the temporal grid points are t, = 
nAt with n = 0, 1,2,. . . Let u, denote the approximation to u at time t,. We 
consider difference schemes for (1) of the form 
(5) un+l = 2 cjT/un, 
j=-m 
where T is the translation operator Tu,(x) = u,(x + h). For the sake of con- 
venience, we restrict our attention to explicit difference schemes, so that only a 
finite number of coefficients cj in the sum (5) is nonzero. We require the coefti- 
cients cj to be real constants. The cj could depend on the mesh size h, but this 
would not normally occur in finite-difference approximations to (1). We take the 
natural initial condition for (5), that uo =f at points on the spatial grid. Note 
that the difference scheme (5) need not be restricted to the grid xj = jh, but that it 
makes sense on the entire real line. This point is important in our discussion of 
the effect of varying the mesh size. 
Our analysis of the difference scheme (5) is based on the Fourier transform 
(6) i.&(E) = 7 u,(x) exp{ -ixJ} dx 
--35 
with inverse Fourier transform 
We assume that these integrals make sense, that is, that the integrands are 
Lebesgue integrable. Because the Fourier transform ot Tu is eihcU([), an appli- 
cation of (6) to the finite-difference equation (5) shows that if U, has a Fourier 
transform, then 
&, + l(E) = W4 k (0, 
where 
(8) F(t) = C Cj exp{i.Kl. 
The function F is the symbol of the difference scheme, and for explicit schemes 
(5) F is a trigonometric polynomial. From (8) it follows that 
(9) fin(E) = F(M)” co(J). 
We need to define the order of accuracy of the difference scheme (5). This in 
turn is defined in terms of the local truncation error, which is the amount by 
which a smooth solution of (1) fails to satisfy (5). The first step in obtaining the 
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local truncation error is a formal expansion of a solution u of (1) into Taylor 
series 
(10) Tju = C - O” (jhjk akU, 
k=O k! x 
The right-hand side of (5) therefore takes the form 
(11) F (5: (jh)*Y) $ 
Here and in the rest of this paper, we take (j/~)~ = 1 whenj = 0 and k = 0. 
For the left-hand side of (5) we use the Taylor series 
(14 GWk u(x, t + Ah) = c 7 a; 24. 
k 
If u is a smooth solution of(l), we may differentiate (1) repeatedly to obtain 
(13) a;u = (-l)kd:U. 
Upon combining (12-13), we find that 
(14) u(x, t + Ah) = C 
(-Xh)kd;u 
k k! . 
The order of accuracy of the difference scheme (5) is determined by comparing 
consecutive terms of the series (11) and (14). 
Definition. Let p be a positive integer. The difference scheme (5) is said to be 
approximate (1) with order ofaccuracy p if the terms with k = 0,. . . ,p in equa- 
tions (11) and (14) are equal and the terms with k = p + 1 are not equal, That is, 
order of accuracy p is equivalent to the two conditions 
(15) C jkCj = (-X)k, k = 0,. . ,p, 
i 
and 
(16) C j’+‘cj # (-A)‘+*. 
j 
The connection between the symbol F and the order of accuracy is contained in 
the following lemma. 
Lemma 1. If the d@rence scheme (5) approximates (1) with order of accuracyp, 
then there exists a nonzero coejicient a,+ 1 such that the Maclaurin series of log F 
takes the form 
(17) logF(J) = iX[+a,+l [p+’ + 0(j,ljp+2). 
Remark. There would be no numerical errors if we had log F(t) = -ix<. 
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Proof. This is classical numerical analysis, see Richtmyer and Morton [4, p. 681, 
but we include a proof for the sake of completeness. By (8) the Maclaurin ex- 
pansion of F(t) is 
F(J) = T Q$ C jkCj. 
i 
Note that the relation (15) with k = 0 implies that F(0) = 1. It now follows from 
(15-16) that 
(18) 
p+’ (-iXLgk 
F(S) = C ~ + up+1 tp+’ + o(lEy+2) 
k=O k! 
with ap+ 1 # 0. The lemma now follows upon comparing this series with the 
Maclaurin series for the exponential of the right-hand side of (17). Observe that 
the sum in (18) is taken up to k = p + 1 and that up+ 1 in (18) is identical to up+ 1 
in (17). 0 
Wave fronts and uniform asymptotics. We begin our analysis by writing the 
solution un to (5) as the inverse Fourier transform to (9) 
(19) un(x) = k -7 f(4) exp{n logF@E) + ix<) dJ. 
00 
Let us consider the various parameters. In most studies of convergence of dif- 
ference schemes one keeps t fixed, with the constraint (4) and with h + 0 and 
n + co. We maintain (4), but we let x and t go to infinity along rays 
n = wt. 
The parameter w represents a propagation speed in the grid. In terms of this 
notation we find that 
(20) U,(X) +& -7 f(t) exp{t@(~~w~h)~dE 
m 
with 
(21) @([, w, h) = k log F(h[) + iw5‘. 
It follows from (17) that the first few terms of the Maclaurin series of @ are 
(22) 
@P(t, w h) 
= i(w- I)(+- a,+' hP tp+l + ap+2hP+’ 
x 
[P+* + O(hp+* I[IP+3). 
A saddle-point analysis of the asymptotic behavior as t + cc of the integral (20) 
would start with the solution of the equation 
8, @(<I w, h) = 0 
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to determine the locations of the saddle points <. It is clear from (22) that 8, @ 
has a zero of orderp at < = 0 when w = 1. But w = 1 corresponds to propagation 
at the speed 1, which is the speed of most interest for solutions of (5). Thus, the 
analysis of the asymptotic behavior near a wave front of the integral (20) as 
t -+ cm involves the coalescence ofp saddle points at [ = 0. This coalescence of 
saddle points implies that we cannot use an argument based on group velocity to 
analyze behavior of (20) as t + co. 
We remark that on the basis of (20) and (22) one might expect to have the ap- 
proximation 
(23) U,(X) M - 21n $ f(E) exp {i(~ - t) 6 + y ep”} dc. 
This gives yet another heuristic argument for saying that the numerical error for 
large values of t is 0( thf’). Note also that the left-hand side of (23) is the solution 
of the partial differential equation 
with initial data u(x, 0) = f(x). The approximation (23) is a heuristic widely used 
in numerical analysis in the equivalent formulation (24), and it is called the 
modified equation [6]. It happens, however, that (23) is valid only under very re- 
stricted conditions on the size of IX - tl because of the influence of the neglected 
terms in the series (22) when thP+ ’ I<lp+2 is not small. 
What is needed to analyze the asymptotic behavior of the integral (20) as 
t + cc and h -+ 0 is a method which is uniform with respect to coalescence of 
saddle points. Such a uniform asymptotics may be done, and it is based on the 
mapping 
(25) I = Icl(L t, w, h) 
from the Weierstrass preparation theorem [3, pp. 144-1461 oft@ to a polynomial 
cP+’ P-1 
p(C, t, w, h) = - + C ,Yk(t,w,h) Ck. 
P+l k=O 
To be specific, the mapping (25) is bijective in a neighborhood of (E, w) = (0,l) 
and takes t@ to the canonical form 
(26) t@(& w, h) = @(C, t, w, h). 
The asymptotic behavior of (20) as t -+ co is obtained in terms of a sequence of 
polynomials P,,, of degree p - 1 in < obtained as remainders in a division process. 
The initial step is 
?($(~,t,W,h))%+ = PO - Ql a,@. 
Subsequent remainders P,,, are obtained by dividing the derivative of the quo- 
tient Q,,, by a,9 
(27) a,Ql?l=Pm-Qm+Ia~@. 
We are now ready to state a lemma on the asymptotic behavior of (20). 
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Lemma 2. The asymptotic behavior of the integral (20) as t + cc which is uni- 
form with respect to h in a neighborhood of 0 and w = x/t in a neighborhood of 1 is 
given by the formal expansion 
u,(x) N k E J P, exp{*} X. 
m=O r 
Here, P,,, is defined by (27) and P is a path in the complex plane determined by the 
mapping (25). 
Proof. This result is classical asymptotic analysis, and a proof may be found, for 
example, in [2, pp. 457-4581. Formally the asymptotic expansion is obtained by 
making the change of variables (25526) and successively performing the division 
(27) and integrating by parts. q 
We remark that Estep et al. [l] have also applied Lemma 2, but to a different 
problem in numerical analysis. We now apply Lemma 2 to prove the following 
theorem. 
Theorem. Suppose that the dtfirence scheme (5) is stable and approximates (1) 
with order of accuracy p for some positive integer p. Suppose also that the temporal 
mesh size At is tied to the spatial mesh size h by the relation At = Xh for somepo- 
sitive constant X. Then in order to maintain an error bound 
SUP Iudx) - 4-c t)I 5 E 
x 
with t = nAt, one should select the mesh size h according to 
const 
h=---...- 
t’lp 
Proof. Let us define a parameter 0 by the relation 
Note that the inclusion of the mesh ratio X = At/h in the definition of /‘3 sim- 
plifies some of the formulas which appear later. By Lemma 2 the proof of the 
theorem is reduced to investigations the coefficients yk and the mapping defined 
by (25). In particular, we show that for large values of the time t, the coefficients 
yk, and the mapping (25) depend to first order only on the parameter ,O = hPt/X 
and on the distance to the wave front x - t. 
The cases p = 1, p = 2, and p > 2 are different, so we treat them separately, 
starting withp = 1. With the notation (28) it follows from (22) that the mapping 
(25) takes the form 
(29) t@(L x/t, h) = i(x - t) < + Paz <* + O(h /<13) = $ + 70. 
That is, forp = 1 the canonical form is a Gaussian instead of an Airy function. It 
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is clear that as h + 0 the function 8, @([,x/t, h) has a zero Es given by 
(30) 
i(t - x) 
6 =p 2pa2 + O(h). 
The value of 7s such that < = 6 is mapped by (29) onto < = 0 is therefore given 
by 
(31) 
(X - ty 
“io =x+ O(h) 
as h -+ 0, and the mapping (29) takes the form 
(32) (‘= X&G@--lb). 
For p = 1 it is clear from (30) that to first order in h the mapping (32) defined by 
(25-26) depends only on /3 and x - t. Furthermore, we see from (31) that the 
same is true of ^fo. This proves the theorem for the casep = 1. 
For p > 2 we perform the first step in the construction of a special case of the 
Weierstrass mapping. Specifically, we show that for p > 2 the relation (26) as 
h + 0 may be written in the form 
(33) c = K< + /LLh[* + O(h2) 
with 
(34) K = ((p + l)paP+i)*‘(P+i) 
and 
In fact, a use of (33) to replace < in the right-hand side of (26) leads to 
(36) 
t&5 xlt, h) 
/$P+l fJ+1 
E = 
Pfl 
+ h4@* +“$ ~k{r;k(k + hkpd- ‘tk+ ‘} + 0(h2). 
k=O 
We equate terms of the expansion (36) with the corresponding terms from the 
left-hand side of (22), 
(37) t~(~,x/t,h)=i(~-t)J+~a,+~~~+~+~u~+~h~~+~+O(h~~~~~+~). 
The [J’+i-terms give the value (34) of K, and the h<P+*-terms give the value (35) 
of p. From the lower-order terms we find that 
(38) 70 = 0, Yl = 
i(x - 1) 
tc ’ 
y2=-fi 
id ’ 
and yk = 0 for k = 3,. . ,p - 1. Again we see that up to terms of order h, the 
mapping (33) and the coefficients yk depend only on the parameter p and the 
distance x - t to the wave front. This proves the theorem for the case p > 2. 
The case p = 2 differs from p > 2 in that in place of (33) we use 
[ = 6h + /GE + ph<* + 0(h2). 
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Fig. 1. Wave pulse at time t = 18. 
Comparison of the terms of the power series of both sides of (26) again yields the 
values (34) and (35) (withp = 2), as well as the value (38) for yr. What is different 
is that the terms in hE2 and the constant terms give the values 
Once again, we find that forp = 2 the mapping and the coefficients “/k depend up 
to order h only on the parameter ,B = hPt/X and the distance x - t to the wave 
front. This completes the proof of the theorem. q 
Numerical example. We illustrate the theorem by some computations with the 
Lax-Wendroff scheme [4, p. 3021 
(39) u,+~ = 4X(1 + A) T-‘u, + (1 - X2) u, - ;A(1 - A) Tu,. 
The initial data is 
(40) u(x, 0) =f(x) = exp{-(x - ~0)~) sin(2xx). 
This choice of initial data produces an oscillatory pulse, with the oscillations 
having period 1, and this period serves as a natural time scale. The solution is a 
translated pulse as shown in Fig. 1 at time t = 18. The computations were per- 
formed on a bounded interval 0 <: x < X = 25, and we set x0 = 2.5 in (40). For 
the boundary condition at x = 0 we set u = 0 for both the partial differential 
Table 1. Dependence of accuracy on mesh size and distance. 
t h Error 
2 l/21 0.02539 
8 l/54 0.02552 
18 l/81 0.02554 
equation (1) and the difference scheme (39). The difference scheme (39) also re- 
quires a boundary condition at the right-hand boundary x = X. We rather arbi- 
trarily chose un(X) = 0 and stopped the calculation before the oscillatory pulse 
reached x = X. We chose the value X = 0.9 because the stability requirement for 
(39)isthat O<X<l. 
It is known that the order of accuracy of (39) is p = 2 [4]. According to the 
theorem, the numerical error for t > 1 should remain nearly constant if ht ‘I2 is 
kept constant. This effect is illustrated in Table 1, where each case has &‘I2 = 
m. In this table the column labelled ‘Error’ is an approximation by the tra- 
pezoid rule of the relative error in the _&-norm 
where the norm is taken at fixed time 
ll42 = [ 14x, [)I2 dx. 
In Fig. 1 we display only the true solution u at time t = 18 and the numerical 
solution with spatial step size h = l/27. The numerical solutions with step sizes 
h = l/54 and h = l/81 are not shown, because they are nearly indistinguishable 
from u. 
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