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 This dissertation investigates prediction and predictability of extreme and severe weather 
on the subseasonal to seasonal (S2S) timescale while exploring physical mechanisms that result in 
successful statistical prediction of atmospheric blocking, extreme temperatures, and severe 
weather activity. Successful prediction of extremes on the S2S timescale are becoming more 
desired for several socio-economic sectors. The studies that are presented in this dissertation have 
provided prediction products that may be used and adapted in real-time and may be useful tools 
for centers like the Climate Prediction Center (CPC). The mechanisms of blocking onset are also 
investigated, as atmospheric blocking is a significant producer of extreme weather. This work is 
the first that presents such a thorough investigation into blocking onset over four sectors.  
Part I of this dissertation presents the S2S prediction of extreme and severe weather. First, 
a new statistical model was developed for the prediction of the winter seasonal blocking frequency 
over Eurasia one month in advance using sea surface temperature, geopotential height at 70-hPa, 
and sea ice concentration as predictors, and the model captures more than 65% of the interannual 
variance. Furthermore, we applied the same predictors used for blocking prediction to predict the 
seasonal occurrence of winter extreme hot and cold days, and skillful prediction was achieved over 
Greenland and large portions of Eurasia. Next, an investigation of the relationship between large-
scale weather regimes and tornado occurrence in boreal spring is presented. Results show that 
weather regimes strongly modulate the probability of tornado occurrence in the United States due 
to changes in shear and convective available potential energy, and that persisting weather regimes 
(lasting ≥3 days) contribute to greater than 70% of outbreak days (days with ≥10 tornadoes) . A 
hybrid model based on the weather regime frequency predicted by a numerical model is developed 




week 3. Lastly, A simple statistical model is developed to predict the weekly frequency of extreme 
warm days and 14-day standardized precipitation index (SPI) during boreal summer in the United 
States (US). A leading principal component of US soil moisture and an index based on the North 
Pacific sea surface temperature are used as predictors. The model outperforms the CFSv2 at weeks 
3-4 in the eastern US. 
Part II explores the mechanisms for atmospheric blocking onset and addresses how 
blocking impacts the prediction skill of the GEFSv12 over four sectors around the globe. Here, we 
objectively separate blocking into four regions and present how the blocking onset mechanisms 
vary from one region to another and relate these mechanisms to blocking predictability. Atlantic 
blocks are associated with strong low-frequency components of the flow, which resembles the 
negative phase of the North Atlantic Oscillation. Europe blocks are influenced by a traveling wave 
across the Atlantic Ocean and develops rapidly, mainly attributed to strong anticyclonic Rossby 
wave breaking. Asian blocks are fixated within a stationary wave train that spans upstream to the 
western Atlantic Ocean and contains strong low- and intermediate-frequency variability. The 
Pacific blocks contain a low-frequency component resembling the Pacific-North American pattern, 
but are largely influenced by a retrograding wave train within the intermediate-frequency 
components of the flow. Backward trajectory analysis was also performed, and a large percentage 
of parcels initialized within the Atlantic, Europe, and Pacific blocking anticyclones experience 
heating and ascent, while more parcels experience isentropic lift prior to Asian blocks than the 
other sectors. The impact of atmospheric blocking on the 500-hPa geopotential height prediction 
skill was examined using the GEFSv12 reforecasts. In general, 7-day prediction skill tends to 
decrease prior to onset and increase past onset. Our analysis aids in further understanding of the 
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Chapter 1: Introduction1 
 
Subseasonal to Seasonal (S2S) predictions reside between typical weather forecast and 
climate projections and are of considerable socioeconomic value.  Synoptic weather forecasting is 
strongly influenced by initial conditions with skill decreasing with lead-time due to the chaotic 
nature of the atmosphere. Seasonal prediction is more impacted by slowly evolving components 
of the climate system, such as the ocean and land conditions, which act as “boundary conditions” 
for the atmospheric evolution (National Academies of Sciences, Engineering, and Medicine 2016). 
Subseasonal prediction has long been considered a gap in current forecasting predictability, despite 
the importance to decision makers (Weisheimer and Palmer, 2014; Vitart, 2014). Successful 
forecast on the subseasonal timescale provides valuable information to the energy sector, water 
resources, agriculture, transportation, public health, etc. (National Academies of Sciences , 2016). 
Further investigation into S2S prediction and predictability is desired to aid in mitigation of 
extreme weather events and severe weather outbreaks. The remainder of this section will provide 
a background on atmospheric blocking which is a prolific producer of extreme weather and is 
needed for complete understanding of Chapter 3 and Chapter 6. A background on weather regimes 
and how low-frequency climate modes modulate tornado activity is discussed to support Chapter 
4, as well as a background on specific sources of predictability used in Chapter 5. 
1.1 Atmospheric Blocking 
 
Atmospheric blocking is characterized by a large-scale, quasi-stationary high-pressure 
system, which disrupts the normal eastward progression of mid-latitude weather systems along the 
 
1 Information in this section are taken from Miller and Wang, (2019a), Miller and Wang (2019b), Miller et al., (2020), 
Miller et al., (in review J.Cli, 2021), and a manuscript to be submitted to Journal of Atmospheric Sciences. © American 
Meteorological Society. © American Geophysical Union 
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storm track (Rex, 1950). Blocking events may last days to weeks and induce extreme cold air 
outbreaks during the winter season (Buehler et al., 2011; Sillmann & Croci-Maspoli, 2009; 
Sillmann et al., 2012). Anomalous warm conditions exist nearly in collocation with a blocking 
high due to subsidence, increased radiative forcing, and land-atmosphere feedback, while 
anomalous cold conditions are mainly attributed to cold air advection on the east side of a blocking 
high (Brunner et al., 2017; Pfahl & Wernli, 2012; Sillmann et al., 2012). Significant winter extreme 
weather events resulting from atmospheric blocking include the extreme cold temperatures 
experienced in the eastern United States and Europe during the 2009/2010 winter (Cattiaux et al., 
2010; Wang et al., 2010) and the extreme cold and heavy snowfall in eastern portions of the United 
States and Asia during the 2015/2016 winter (Cheung et al., 2016). 
Several mechanisms have been proposed for the onset of atmospheric blocking events, 
which can be broadly grouped into planetary and local theories (Tyrlis and Hoskins, 2008). 
Planetary theories emphasize large-scale Rossby wave dynamics (Austin, 1980) excited by tropical 
precipitation anomalies (Cassou et al., 2005) or topographic forcing (Charney and DeVore, 1979). 
Local theories include enhanced transient activity (Nakamura and Wallace, 1990; Nakamura and 
Wallace, 1993; Nakamura et al., 1997), the role of isentropic advection of low potential vorticity 
(PV) air (Nakamura, 1994; Nakamura et al., 1997), and ascending low PV air due to latent heat 
release during cloud formation (Pfahl et al., 2015; Steinfeld and Pfahl, 2019). These mechanisms, 
as reviewed in greater detail below, are not mutually exclusive as individual blocking events are 
unique and the dominant mechanisms may vary for different regions (Nakamura et al., 1997; 
Drouard and Woollings, 2018). 
Predictability of atmospheric blocking has long been a challenge. Climate models 
underestimate the blocking frequency (Masato et al., 2013), while operational models have 
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difficulty predicting the onset of blocking events (Tibaldi and Molteni, 1990; Ferranti et al., 2015). 
Large forecast bust cases for the ECMWF day-6 forecasts were associated with a blocking 
anticyclone over Europe owing to poor representation of upstream Rossby wave forcing (Rodwell 
et al., 2013; Lillo and Parsons, 2017). More recently, Maddison et al., (2019) showed that 
misrepresented cyclogenesis hinders model performance in predicting atmospheric blocking onset. 
Winter blocking will first be investigated on the seasonal time scale (Chapter 3), followed by 
investigating the mechanisms for onset and the predictability of blocking events (Chapter 6). 
1.2 Modulation of Severe Storms by Large-Scale Circulation Changes 
 
Severe convective storms produce strong winds (>25.9 m/s), large hail (>25.4 mm), and/or 
tornadoes, and have the potential to induce significant socio-economic loss. The 10-year average 
(2010-2019) of fatalities per year is 148, while over $4 billion in combined property and crop 
damage occurred per year owing to severe convective storms (National Weather Service (NWS) 
U.S. Natural Hazard Statistics). Skillful extended-range forecasts of severe storms would allow 
emergency management agencies to better prepare for proactive and reactive measures and 
mitigate some of the socioeconomic losses. 
Most extended-range tornado predictions make use of quantifications of the environmental 
conditions known to strongly control physical processes important for tornado formation (Maddox, 
1976; Weisman and Klemp, 1982; Brooks et al., 1994; Rasmussen and Blanchard, 1998; Brooks 
et al., 2003; Grams et al., 2012). Among the different environmental parameters, convective 
available potential energy (CAPE) and vertical wind shear are often used to represent whether the 
environment is conducive for tornado activity.  
Multiple low-frequency modes modulate tornado activity on the S2S time scale via changes 
of the environmental parameters. Previous studies have shown that tornado activity tends to 
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increase (decrease) in La Niña (El Niño) years (e.g., Cook and Schaefer, 2008; Lee et al., 2013; 
Allen et al., 2015). A robust relationship between the Madden-Julian Oscillation (MJO) and 
tornado activity has also been identified (Tippett, 2018), with increased tornado activity during 
phase 2 of the MJO when convection is active over the Indian Ocean (Thompson and Roundy, 
2013). Additionally, tornadoes are more likely to occur in phases 1-4 of the global wind oscillation 
(GWO) when atmospheric angular momentum is low (Gensini and Marinaro, 2016; Moore, 2018). 
Statistical models have been developed based on these climate modes to predict severe storm 
activity on the S2S time scale (Gensini et al., 2019; Baggett et al., 2018, Lepore et al., 2017). 
However, the ENSO, MJO, and GWO explain limited variability of tornado activity. Enhanced 
tornado activity can still occur when these low-frequency climate modes suggest an overall 
inactive time period (Moore et al., 2018). It is likely that synoptic-scale events strongly modulate 
the environmental conditions on the shorter time scales and induce tornado outbreaks even when 
the climate modes suggest otherwise (Moore et al., 2018). If predictability exists for the statistics 
of such synoptic-scale events, effectively exploiting this source of predictability can improve S2S 
prediction of severe storm activity. 
To investigate the synoptic-scale events that may contribute to enhanced tornado activity, 
we turn our attention to weather regimes (WRs) in Chapter 4. The concept of WRs was introduced 
decades ago (Rex, 1950) and are defined as recurrent atmospheric patterns (Michelangeli et al., 
1995). The underlying assumption is that the large-scale atmospheric circulation can be 
represented by a finite number of states, an assumption supported by theoretical work on the 
existence of multi-equilibria of the climate system (Charney and Devore, 1979). It is generally 
believed that the spatial patterns of WRs are determined by the internal dynamics of the 
atmosphere, while low-frequency climate modes, boundary forcing (e.g., sea surface temperature), 
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and external forcing (e.g., anthropogenic forcing) may modulate the frequency of occurrence of 
WRs (Molteni et al., 1993; Michelangeli et al., 1995). Since a WR may last for weeks, its 
persistence may serve as a source of predictability on the S2S timescale, especially for severe 
weather, as persisting large-scale systems appear to contribute to multiday tornado events (Trapp, 
2014). Chapter 4 will discuss the relationship between the large-scale weather regimes and tornado 
activity, as well as presenting a hybrid prediction scheme to predict the number of tornado days 
per week out to week 4. 
1.3 Influence of Soil Moisture and SST on United States Extreme Summer Temperatures 
 
Chapter 5 demonstrates a skillful statistical prediction model for extreme warm 
temperatures and standardized precipitation index (SPI), which uses United States soil moisture 
and Pacific SST as predictors. The relationship between soil moisture and extreme temperature is 
well-known (Diffenbaugh et al., 2007; Seneviratne et al., 2010; Hirschi et al., 2011), and the 
importance of soil conditions in long-range surface air temperature prediction was emphasized 
early on (Namias 1952). Specifically, an inverse relationship has been demonstrated between soil 
moisture and the surface air temperature in subsequent months in large areas of the United States 
in summer (Huang et al., 1996). Huang and colleagues noted that the soil moisture is a better local 
predictor for temperature than precipitation, as soil moisture has a longer memory. Mueller and 
Seneviratne (2012) demonstrated an increase in probability of Extreme Warm Days (EWDs) 
following dry periods, noting the value of soil moisture initialization in operational models. Koster 
et al., (2014; 2016) demonstrated that localized regions of dryness in the central United States can 
lead to a significant change in precipitation and extreme temperature in remote regions during June 
and July using a stationary wave model and an atmospheric general circulation model. Orth and 
Seneviratne (2014) derived soil moisture forecasts from a simple water balance model, and then 
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predicted extreme temperature for over 400 stations in Europe using a simple linear relationship 
between soil moisture and temperature. They achieved skill greater than climatology at lead times 
up to 2 weeks, with skill at weeks 3 and 4 in certain locations. Some stations showed improvements 
of skill over the European Centre for Medium-Range Weather Forecast (ECMWF) model at weeks 
3 and 4, highlighting the potential for more skillful temperature forecasts by dynamic models 
through a more effective use of soil moisture information. In brevity, the long-lasting memory of 
soil moisture makes it a valuable predictability source for subseasonal surface temperature. 
 The slowly evolving nature of sea surface temperature (SST) has also been exploited for 
S2S prediction of temperature and precipitation. Specifically, previous studies have shown that 
mid-latitude North Pacific SST anomalies precede United States heatwave events (Namias 1982; 
Lyon and Dole, 1995). Alfaro et al. (2006) used canonical correlation analysis (CCA) of the North 
Pacific SST to predict the seasonal maximum and minimum temperatures. More recently, 
McKinnon et al. (2016) investigated the predictability of Eastern United States hot days and found 
significant precursor anomalies of the North Pacific SST 50 days before extreme hot days. 
Additionally, Namias (1982) found that a large cold ocean anomaly in the North Pacific influenced 
the formation of the East Pacific ridge and preceded the Great Plains drought of Summer 1980. 
The influence of soil moisture and North Pacific SST on United States EWDs and Standardized 
Precipitation Index (SPI) will be discussed in Chapter 5, as well as presentation of a statistical 
model which skillfully predicts EWDs and SPI over the eastern United States. 
1.4 Research Questions and Dissertation Outline 
 
In this dissertation, valuable prediction products are presented and once adapted, will be 
useful in real time. In addition, the sources of predictability associated with the prediction products 
are discussed in detail. A thorough investigation of blocking onset mechanisms are presented and 
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will show how the blocking structure and mechanisms of onset differ depending on where it occurs 
around the globe. Chapter 2 will describe the data, tools, and analysis used to answer the following 
questions in Chapters 3-6. 
• Chapter 3: Are characteristics of winter (DJF) blocking predictable on the seasonal 
timescale using a statistical model? What are the key physical mechanisms related to 
the sources of predictability? 
• Chapter 4: How does severe weather relate to the large-scale weather regimes? Is 
severe weather, specifically tornado frequency, predictable using dynamical-statistical 
prediction on the weekly time scale? 
• Chapter 5: Are extreme warm days and SPI predictable on the subseasonal timescale 
and can we show improvements over an operational model? What are the key physical 
mechanisms associated with the SST and soil moisture predictors? 
• Chapter 6: What are the key physical mechanisms for atmospheric blocking onset, and 
does it differ for 4 sectors across the globe? How does blocking modulate prediction 
skill over each sector and can it be explained by the physical mechanisms? 
The results presented in Chapter 3 and Chapter 4 have been published in Geophysical 
Research Letters.  
• Miller, D. E., & Wang, Z. (2019). Skillful seasonal prediction of Eurasian winter 
blocking and extreme temperature frequency. Geophysical Research 
Letters, 46, 11530– 11538. 
• Miller, D. E., Wang, Z., Trapp, R. J., & Harnos, D. S. (2020). Hybrid prediction of 
weekly tornado activity out to Week 3: Utilizing weather regimes. Geophysical 
Research Letters, 47. 
The results in Chapter 5 have been submitted to Journal of Climate. Chapter 6 results are 
in progress to be submitted to a peer-reviewed journal. Chapter 7 summarizes the dissertation. 
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Chapter 2: Data, Tools, and Analysis2 
 
 This section provides the data sources used in the following chapters. The identification 
algorithms for atmospheric blocking and Rossby wave breaking are described, as well as how we 
define extreme temperatures and standardized precipitation index (SPI). A description of K-means 
clustering, backward trajectory analysis, and frequency decomposition are also provided. Finally, 




 The reanalysis product used throughout this dissertation is the European Reanalysis-
Interim reanalysis (ERAI: Dee et al., 2011). The ERAI data are available from 1979 to 2019 on a 
T255L60 (~0.7° in horizontal) grid but are interpolated to a 1-degree latitude-longitude grid for a 
majority of the analysis in this dissertation. Various variables are used throughout the dissertation. 
Chapter 3 uses the 500-hPa geopotential height (Z500), 70-hPa geopotential height (Z70), Sea Ice 
Concentration (SIC), Sea Surface Temperature (SST), and two-meter temperature (T2m). Chapter 
4 uses the Z500 field for construction of weather regimes (see section 2.4). The convective 
available potential energy (CAPE), 500-hPa winds, 900-hPa winds, and 10-m winds are also used 
in Chapter 4 for evaluation of severe weather variables. Chapter 5 uses the T2m, precipitation, 
SST, soil moisture within the top 28-cm, Z500, and sensible heat flux. Chapter 6 makes use of the 
geopotential height fields and potential vorticity (PV) from 1000-hPa to 10-hPa, as well as T2m 
for the calculation of extreme temperature (see section 2.3). Potential vorticity at the 350K 
 
2 Information in this section are taken from Miller and Wang, (2019a), Miller and Wang (2019b), Miller et al., 
(2020), Miller et al., (in review J.Cli, 2021), and a manuscript to be submitted to Journal of Atmospheric Sciences. 
© American Meteorological Society. © American Geophysical Union 
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(PV350) isentropic level on a 2.5° x 2.5° grid mesh was used for RWB detection (see section 2.2). 
One could use other data sources for SST, precipitation, or soil moisture; however, we use the 
ERAI as it is comparable to other sources. The ERAI SST field is constructed from various SST 
data sets, including the Operational Sea Surface Temperature and Sea-Ice Analysis (OSTIA; Dee 
et al., 2011), and has comparable lead-lag relationships between SST and precipitation to the 
NCDC dataset (Kumar et al., 2013). The precipitation is produced from the ECMWF Integrated 
Forecast System (Cy31r2) forecast model and is comparable to the Global Precipitation 
Climatology Project (GPCP) V2.1 (Balsamo et al., 2010). Li et al. (2020) showed that the ERAI 
soil moisture has statistically significant correlations with observations. Although a finer-
resolution observational dataset may be more useful if one focuses on local values of soil moisture, 
the ERAI data are satisfactory for our purpose of examining large-scale variability in soil moisture 
in Chapter 5. Anomalies were constructed by first removing daily means (removing seasonal 
cycle), followed by removing the long-term trend. 
 The reforecasts from the European Centre for Medium-Range Weather Forecast (ECMWF) 
S2S model are used in Chapter 4 to create a hybrid prediction model for weekly tornado days. The 
reforecasts are produced on the fly, twice per week, for the past twenty years (MAM 1998-2017 
for Chapter 4) containing one control member and ten perturbation runs (Vitart et al., 2017). The 
S2S model is air-sea coupled but is not coupled to sea ice. The Z500 is used for construction of 
weather regimes. 
The skill of the statistical model in Chapter 5 is compared to the skill of the NCEP Climate 
Forecast System version 2 (CFSv2; Saha et al., 2014). The reforecast data contains 4 ensemble 
members and is initialized daily from 1999-2010 on a ~1° grid (L64). It contains forecasts out to 
44 days. The reforecasts of T2m and precipitation are used to identify extreme events in the CFSv2. 
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In order to examine how blocking onset impacts prediction skill, the reforecast produced 
from the NOAA’s Global Ensemble Forecast System Version 12 (GEFSv12) is used in Chapter 6. 
The reforecasts are initialized once per day from 00 UTC initial conditions, with a lead-time of 16 
days (an extended run contains lead time of 35 days once weekly), and spans from 2000 to 2019. 
Here, the 500-hPa geopotential height (Z500) is used to evaluate how blocking onset modulates 
the model’s prediction skill over the blocking sectors. The data are available at the 0.50° x 0.50° 
resolution but are interpolated to a 1.0° x 1.0° grid mesh to be consistent with the reanalysis. 
Lastly, Chapter 4 uses tornado-reports taken from the Storm Prediction Center website 
(https://www.spc.noaa.gov/wcm/#data). Each report includes the Enhanced Fujita (EF)-scale 
rating (a damaged-based proxy for intensity), starting geographical location, and date of the 
tornado. Chapter 4 focus on reports in 1990-2019. This period represents a compromise between 
dataset length and an allowance for a significant fraction of the reports to have occurred during the 
Next-Generation Radar era and thus have undergone some quality control (Smith et al., 2012). 
2.2 Atmospheric Blocking and Rossby Wave Breaking (RWB) Identification 
 
The winter daily mean Z500 data are used to identify blocking events for Chapter 3 and 
Chapter 6. We first define a longitude-dependent Central Blocking Latitude (CBL) as the latitude 
of the maximum standard deviation of 5-day high-pass filtered daily Z500. A 9-degree moving 
average is applied to ensure smoothness of the CBL. A blocking index, BI, is calculated at each 

















𝐵𝐼 > 0	 
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where 𝜙! is 15 degrees north of the CBL, 𝜙"	is the same latitude as the CBL,  𝜙#  is 15 degrees 
south of the CBL, and  ∆𝜙 is 30 degrees.  Figure 2.1 illustrates how the algorithm searches for 
reversals in the normal Z500 gradient along the CBL. This index is similar to Pelly & Hoskins 
(2003), with the exception that Z500 is used in place of potential temperature on a potential 
vorticity surface (Masato et al., 2013; Kitano and Yamada 2016; Miller and Wang, 2019). An 
instantaneously blocked longitude (IBL) is identified if BI (A-B, Fig. 2.1) is greater than zero, 
implying a reversal in the meridional height gradient or westward geostrophic wind. We apply 
additional requirements to ensure the large-scale and quasi-stationary nature of atmospheric 
blocking events (Barnes et al 2012). If greater than or equal to 15 consecutive IBLs exist, the IBLs 
become a group of IBLs (GIBL). The center of the GIBL is constrained to not travel more than 45 
degrees longitude over the duration of the block, which must last for at least 5 days. The 
climatology of the IBLs (black), GIBLs (blue), and blocking frequency (red) are shown in Fig. 2.2. 
 
 
Figure 2.1: Schematic showing what the blocking algorithm searches for. It calculates the average 
Z500 15 degrees north of the CBL (𝜙!) and subtracts the average Z500 15 degrees south of the 
CBL (𝜙#). If this is positive, we have an instantaneously blocked longitude (IBL), or a reversal in 















Figure 2.2: The long-term average frequency (days/season) for IBLs (black), GIBLs (blue), and 
blocked events (red) in the ERAI Reanalysis from DJF 1979/1980 to 2016/2017. 
 
To provide a dynamical mechanism for the increased frequency of EWDs in Chapter 5, we 
calculate a two-dimensional blocking index following a standard deviation approach (R. Miller et 
al., 2020). We first detrend the Z500 field from 1980-2017 at each grid point, and then apply an 
inverse sine-of-latitude weight ($%& '(
$%&)
) to better represent atmospheric energy dispersion by 
eliminating bias towards high latitudes (Hoskins et al., 1977; Dole and Gordon, 1983). A 5-day 
running mean is then calculated to remove high-frequency fluctuations. On each calendar day and 
for each grid point, the standard deviation is calculated within a 29-day period centered on that 
calendar day from 1980-2017 (or 1999-2010 for the CFSv2). We then mark grid-points that exceed 
1.5 times the local standard deviation. To be considered a blocking event, the area of an extreme 
anomaly must be greater than 10°x10° (100 grid points) and persist for at least 5 days. Finally, we 
smooth the blocking frequency by averaging over a 5°-by-5° box at each grid point. The ERAI 











To identify RWB in Chapter 6, the RWB detection algorithm described in Strong and 
Magnusdottir (2008) is used. The algorithm searches for high or low PV tongues associated with 
the overturning of PV circumpolar contours. RWB is often associated with the overturning of more 
than one PV contour, and the algorithm performs redundancy control on each break and retains the 
PV contour that represents the largest PV tongue area, which is defined as the PV level of RWB. 
The algorithm stores various parameters, such as RWB location, time, PV level, and orientation 
(cyclonic or anticyclonic). This algorithm can be applied to different isentropic levels. Six hourly 
PV at the 350-K level (PV350) is used as this is the approximate pressure level (~200-hPa) of the 
PV minima of the blocks (Chapter 6). Hovmöller diagrams are constructed in Chapter 6 to examine 
RWB occurrence prior to and during the blocking events. The grid points within a PV toungue are 
summed along the latitude range from the longitude-dependent CBL to 20 degrees north of the 
CBL, which is the approximate latitudinal extent of the blocking high. In Chapter 6, the RWB 
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frequency and PV level of the break within the blocking sector +/- 2 days of blocking onset are 
examined.  
2.3 Extreme Temperature and Standardized Precipitation Index (SPI) Definitions 
 
 Chapter 3 presents the prediction of winter extreme warm and cold day frequencies over 
Eurasia and Chapter 5 examines the prediction of extreme warm days per week during summer. 
Chapter 6 also examines extreme temperature occurrences during blocking events. An extreme 
warm (cold) day is defined as a day with the detrended daily mean T2m greater (less) than the 90th 
(10th) percentile out of 3,420 days (90 days per winter season for 38 years) for the analysis in 
Chapter 3 and Chapter 6. The frequency of occurrence of extreme days is counted per winter 
season at each grid point, and the mean of a 10-degree by 10-degree box centered at each grid 
point was calculated in Chapter 3. The same method is used in Chapter 5 to define extreme warm 
days (EWDs) over the United States, except the 90th percentile is defined with respect to all 
summer (JJA) days (1980-2017) and the field is smoothed by averaging a 5°-by-5° box centered 
at each grid point.  
Standardized precipitation index is used in the results of Chapter 5. The SPI, developed by 
McKee et al., (1993), is a widely used index for meteorological drought. The SPI is calculated by 
fitting a Gamma function to the accumulated precipitation distribution, followed by transformation 
to a normal distribution. It can be interpreted as the number of standard deviations from the mean. 
For example, a SPI value below -1 is considered dry while a value greater than 1 is considered 
wet. The SPI can be calculated for different periods, ranging from 1 to 36 months, but can be used 
on shorter timescales. Here, we calculate the SPI using the 14-day accumulated precipitation 
within a 10°-by-10° box over the summer season (JJA). A coarse spatial resolution and a long-
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time interval are chosen to reduce the number of low precipitation events and facilitate the 
transformation from a gamma distribution to a normal distribution.  
2.4 K-Means Clustering 
 
 K-means clustering is used to identify weather regimes in Chapter 4 to analyze the 
relationship between large-scale weather regimes and tornado activity. K-means clustering using 
Lloyd’s algorithm (Lloyd, 1982) is performed over North America (24°N-55°N, 130°W-60°W) 
and utilizes daily Z500 during May from 1990-2019. A latitude weight (cos	(𝜙)) is applied for the 
clustering analysis. The optimal number of WRs, determined by the elbow method (Kodinariya 
and Makwana, 2013), is five. The same algorithm is applied to each ECMWF ensemble member 
to identify predicted WRs in Chapter 4. 
2.5 Backward Trajectory Analysis 
 
In order to evaluate the role of diabatic heating in the different blocking sectors, the 
National Oceanic and Atmospheric Administrations (NOAA) Hybrid Single-Particle Lagrangian 
Integrated Trajectory model (HYSPLIT; Stein et al., 2015) was used. A trajectory was released at 
10,000 meters above sea level (~250-hPa, or the approximate height of the tropospheric minimum 
PV anomaly, e.g. Chapter 6) every degree of longitude spanning the blocking sector limits 
(described in detail in Chapter 6) and every degree latitude spanning 15 degrees north of the long-
term mean CBL. The total number of parcels released per block is 403, 544, 448, and 496 parcels 
for the Atlantic, Europe, Asian, and Pacific blocks, respectively, yielding over 42,000 trajectories 
for all blocking events in this study. The full 3-dimensional wind field from the ERAI  was used 
for the initial wind field, and the model was integrated backwards for 72 hours (3 days). The 
HYSPLIT model allows the potential temperature associated with the parcels to be documented 
along its trajectory. 
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2.6 Frequency Analysis 
 
 Many studies (Nakamura and Wallace, 1990; Nakamura and Wallace, 1993; Nakamura et 
al., 1997; Drouard and Woollings, 2018) have decomposed the total flow into different frequency 
bands when studying the mechanisms for atmospheric blocking formation. High and low 
frequency flow components were separated by a period of 6 to 8 days in studies aforementioned, 
leaving highly transient flow (baroclinic waves) in the high frequency category, while the low 
frequency flow (>6-8 days) represented the background flow which baroclinic waves travel upon. 
Rennert and Wallace (2009) pointed out the limitations of the two-way decomposition. In 
particular, the low-frequency flow (>6-8 days) contains an assortment of different phenomena, 
including cutoff lows, propagating Rossby waves, and blocking anticyclones.  
  Here, the total Z500 field was decomposed into 3 frequency bands as in Rennert 
and Wallace (2009): high (<= 6 days), intermediate (6 days < period <= 30 days), and low (> 30 
days). The 30-day period was said to clearly distinguish between planetary scale teleconnection 
patterns (low-frequency band) and Rossby wave trains oriented along the great circle routes 
(intermediate-frequency band). To investigate the flow contributions to blocking onset, the 
variance of Z500 was calculated at each grid point every day for a frequency band as follows,  
𝑉𝑎𝑟(𝑍*[𝑡, 𝑥, 𝑦]) = 	 (𝑍*[𝑡, 𝑥, 𝑦] −	 ?̅?*[𝑥, 𝑦])+ 
where i denotes the different frequency bands; t is the time;	𝑍*[𝑡, 𝑥, 𝑦] is the 6-hourly 500-hPa 
geopotential height at longitude x and latitude y at time t; ?̅?*[𝑥, 𝑦]	is the DJF long-term mean from 
1979/1980-2016/2017. Anomalies of the variance were then constructed by removing the long-
term daily average variance for each frequency band on a given day (i.e., removing seasonal cycle). 
For the discussion in figures 6.4, 6.8, 6.12, and 6.16, the anomalies of variance were averaged over 
the corresponding blocking sectors for day -10 to day +5 of the events. 
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 In addition to examining the average variance, the pattern correlation (ACC; Wilks, 2011) 
was calculated over the blocking sector between the full Z500 field and each frequency band from 
day -10 through day 5. A large ACC indicates that a decomposed field has a similar spatial pattern 
as the total field while the contribution to the total variance is indicated by the variance analysis. 
It is important to state that the average variance and ACC help illustrate the direct contribution of 
different frequency bands to blocking development within the blocking sector but do not represent 
their contributions upstream of the blocking sector (e.g. Fig. 6.4 in Chapter 6). The upstream 
impacts of the frequency bands will be illustrated by the temporal evolution of the flow (i.e., 
Movies D.1-D.43).  
2.7 Model Evaluation and Statistical Significance 
2.7.1 Information for Chapter 3 
A Student’s t-test was used for the significance testing of the blocking frequency prediction 
with the null hypothesis that the predicted and observed times-series are uncorrelated. A Student’s 
1-tailed t-test was used for significance testing of extreme temperature frequency prediction. 
Instead of a normal significance threshold, the False Discovery Rate (FDR) method was used to 
handle the issue of multiplicity in prediction of extreme temperatures. This approach minimizes 
the FDR, which is the fraction of local testing that are actually true (Wilks, 2016). It provides a 
more stringent threshold versus the normal 𝛼 level (typically 𝛼 = 0.05). The test begins by 
ordering the p-values from smallest to largest, and the 𝑝,-. is found with respect to a sliding scale 
using the equation 




3 Movies S1-S4 are available at https://sites.google.com/view/dem2/dissertation-movies 
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where N is the number of local tests and α567896 is equal to the FDR of interest (tend to be larger 
due to more strict testing). More information can be found in Wilks (2016). 
2.7.2 Methods for Chapter 4 
A leave-one-year-out method is employed to assess the prediction skill, such that the year 
evaluated is independent of the training dataset. The Anomaly Correlation Coefficient (ACC; 
Wilks, 2011) is calculated between the observed and model predicted weekly WR frequency to 
demonstrate the model’s ability to predict the correct WRs. To evaluate the hybrid model 
(described in Chapter 4), the Heidke Skill Score (HSS) for 2-tier prediction is calculated. The two 
tiers, above or below average, are defined with respect to the mean of the distribution of weekly 
tornado activity, and the results do not change quantitively by using the median. The HSS is 
calculated by 𝐻𝑆𝑆 = 100 ∗ (𝐻 − 𝐸)(𝑇 − 𝐸):1, where H is the total number of correct forecasts, 
E is the number of correct forecasts by random chance (50% for two-tier predictions), and T is the 
total number of forecasts.  
Composite anomalies of CAPE, low-level shear, and deep-layer shear are constructed to 
examine the environmental condition contributing to the changes in tornado activity. The deep and 
low-level shear are defined in Chapter 4. We employ a two-tailed Student’s t-test, with the null 
hypothesis that the anomalies do not differ from zero, for composite anomalies of CAPE and shear. 
A Mann-Whitney U test is used for composite anomalies of tornado frequency. Results are 
significant if the p-value is less than 0.05. 
2.7.3 Methods for Chapter 5 
A multiple linear regression (MLR) model is used to predict the weekly frequency of 
EWDs (i.e., the number of EWDs per week) and the 14-day SPI, and the leave-one-year-out cross-
validation method is used to assess the prediction skill. With leaving one year out, the training 
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dataset contains 1147 time points (37 years  ´ 31 days per year), and the test dataset includes 31 
time points (i.e., one month). The evaluation period spans 1999-2010 to be consistent with the 
CFSv2 model years, but it is shown that the statistical model performs well when evaluated over 
the observational time period (1980-2017: see results in Chapter 5). To evaluate the prediction 
model, we calculate the Heidke Skill Score (HSS; Wilks, 2011) for 2-tier prediction between the 
observed and predicted frequency of EWDs or SPI. The threshold to separate the tiers is the median 
of the respective datasets. To further evaluate the model, we calculate the Critical Success Index 
(CSI), probability of detection (POD), and the probability of false detection (POFD).  A skillful 
forecast will have a high HSS, CSI, and POD while showcasing lower values of POFD. The 
Spearman rank correlation is also presented to show the skill of the deterministic forecasts. 
 Composite anomalies of various variables are examined to investigate the mechanisms 
linking temperature and SPI extremes and the predictors. As our predictor values represent slowly 
evolving components of the earth system, extreme values of the indices will likely cluster together 
during certain years. To avoid overlapping events, the composites are constructed so that an event 
occurs when the indices first become extreme (i.e., exceeding a threshold) and a second event may 
not occur until 28 days later. To test the significance of the anomalies of Z500, SST, sensible heat 
flux, and SPI, a two-tailed Student’s t-test is performed with a null hypothesis that the anomalies 
do not differ from zero. A Mann-Whitney U test is used to test the significance of the composite 
anomalies of EWDs per week, soil moisture, and the weekly blocking frequency as the 
distributions are non-Gaussian. 
2.7.4 Methods for Chapter 6 
The ACC and areal-averaged root mean squared error (RMSE; Wilks, 2011) was calculated 
between the GEFSv12 reforecasts and the ERAI reanalysis over the respective blocking sectors 
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(30 - 80°N; 100° longitude centered on blocking peak frequency) each day of the winter season 
from 2000/2001-2016/2017. The two-tailed Student’s t-test was used to assess the significance of 
composite anomalies, with the null that the anomalies do not differ from zero. A bootstrap test is 
used in the case of RWB frequency anomalies as the distribution is non-gaussian. Results are 
significant if the p-value is less than 0.05 or stated otherwise in the text. The field significance was 





Chapter 3: Skillful Seasonal Prediction of Eurasian Winter Blocking 




As stated in Chapter 1, the seasonal prediction of winter atmospheric blocking is presented 
in this chapter. Although individual blocking events have limited predictability beyond the 
synoptic time scale, the statistics of blocking occurrence may be predictable owing to their close 
link to some predictable, low-frequency climate modes, such as the North Atlantic Oscillation 
(NAO) and the Pacific-North American (PNA) pattern. However, a majority of previous studies 
on blocking prediction have either focused on the medium-range operational prediction (Mauritsen  
and Källén 2004; Hamill and Kiladis 2014; Quinting and Vitart 2019) or in climate model 
simulations, including the possible trend due to anthropogenic forcing (Dunn-Sigouin and Son 
2013; Masato et al., 2013; Scaife et al., 2010; Scaife et al., 2011; Vial and Osborn 2011). Very few 
studies have investigated the skill of winter mean blocking frequency (Athanasiadis et al., 2014; 
Pavan et al., 2000). Pavan et al. (2000) found that flow regimes over the Atlantic are less skillfully 
predicted than the Pacific due to a lack of Rossby wave activity impacting the Atlantic Jet. Later, 
Athanasiadis et al. (2014) examined the prediction skill of winter mean blocking in two state-of-
the-art ensemble prediction systems. While one model (GloSea5) had moderate skill (r = 0.60 
during 1996-2011) over limited regions and very low skill over a majority of Eurasia, the other 
model (CMCC) was hardly skillful.  
The sparse research into seasonal prediction of the blocking frequency and the 
demonstrated lack of skill warrants further investigation. This study presents a skillful statistical 
 
1 Information in this section are taken from Miller and Wang (2019b) which is published in Geophysical Research 
Letters. © American Geophysical Union 
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prediction scheme for seasonal blocking frequency in boreal winter, which is computationally 
inexpensive and may serve as a benchmark for ensemble dynamical model prediction.  
3.2 Predictor Selection for the Multiple Linear Regression Model 
 
To define predictors, a pseudo leave-one-year out correlation method was applied. The 
timeseries of Eurasian winter blocking frequency is correlated with the September and October 
fields of Z70, SIC, and SST at each grid point 38 times, leaving each year out once. We then 
calculate the frequency of correlations that are significant at the 90% confidence level at each grid 
point, and the grid points that are significant 90% of the time (34 out of 38 years) are highlighted, 
and boxed averages are taken around these locations as possible predictors (Fig. 3.1 and Table 
A.1). The method reveals recurrent regions of significant correlation and ensures that robust 
predictors can be identified. The inspection of the individual correlation maps confirmed the 
recurrence of the regions of strong correlation, with small variations in the size of the regions or 
the magnitude of correlations.  
The predictor pool includes September SIC (76-83ºN; 36-86ºE), October SIC (77-83ºN; 
45-78ºE), and October Z70 (26-54ºN; 59-98ºW). The September Z70 index was calculated as the 
difference between a southern (39-53ºN; 20-47ºW) boxed average and a northern (55-68ºN; 90-
122ºW) boxed average. The September SST index was calculated as the difference between the 
sum of a tropical area (5-15ºN; 15-23ºW) and a sub-Arctic area (47-56ºN; 12-24ºW) and the sum 
of a sub-tropical area (28-37ºN; 40-64ºW) and an Arctic area (62-71ºN; 0-15ºE). October SST was 
not tested due to the lack of recurrent significant correlations outside the polar region. Other 
significant locations were tested as indices, such as September Z70 over Western Europe and 




Figure 3.1: Two-dimensional Pearson Correlations between Eurasian mean winter blocking 
frequency and spatial fields of (a) September SST, (b) October SST, (c) September Z70, (d) 
October Z70, (e) SEP SIC, and (f) OCT SIC. Bright colors indicate where a grid point correlation 
is significant at a 90% confidence level more than 90% of leave-one-out calculations. Black boxes 
correspond to where boxed averages are computed to create predictor timeseries.  
 
3.3 Leave-One-Out Cross Validation and Forward Stepwise Method 
 
A multiple linear regression model was developed to predict the Eurasian mean blocking 
frequency and the changes of extreme warm and cold days using the leave-one-out cross validation 
and the forward stepwise method (Neter et al., 1990). For example, the observations for the years 
1980-2016 would be used to develop the regression model, which is then used to predict the 
changes in blocking frequency and extreme weather for the winter 1979. This is repeated for every 
year during 1979-2016, yielding a time series of the predictand. The predictor producing the 
highest anomaly correlation coefficient (ACC) between the predicted and observed timeseries is 
kept and used as the primary predictor. New predictors are added until the ACC either decreases 







October SIC (Table A.1) were chosen to predict the winter seasonal mean Eurasian blocking 
frequency as well as extreme warm and cold day frequency. It is important to note that these 
predictors are weakly correlated to each other (the magnitudes of cross correlations between the 
predictors range from 0.12 to 0.33). In addition to the leave-one-out cross validation, we tested 
training the model on the first half of the data, followed by predicting the second half using the 
trained model. We then switch, training the model with the second half to predict the first half to 
create a predicted timeseries (leave-half-out). 
 
 
Figure 3.2: Mean and standard deviation of blocking frequency. The long-term mean (red) and 
the standard deviation (blue) of blocking frequency (units: days per DJF). Black lines indicate 
where the standard deviation are equal to 0.05. 
 
3.4 Predicting Eurasian Winter Mean Atmospheric Blocking Frequency 
 
Blocking occurrence has strong geographic preference, with a primary peak over the North 
Atlantic-Eurasia and a secondary peak over the North Pacific (Fig. 3.2). The maximum interannual 
variability is nearly collocated with the maximum long-term mean. We focus on blocking over the 
Eurasian sector (56W-100E), which encompasses the primary peak of the seasonal mean blocking 
occurrence and strong interannual variability (Fig. 3.2). The average blocking frequency is taken 
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over this longitude range each winter season and serves as the predictand for this study. The large 
longitude range is consistent with the large-scale nature of atmospheric blocking (See Fig. 2 in 
Lejenäs & Økland 1983). The results presented below are not sensitive to small variations (+/- 10) 
of the longitude range. As stated in section 3.3, the September SST, September Z70, and October 
SIC indices are used as the predictors for the MLR model. 
 
 
Figure 3.3: Time series of observed and predicted mean Eurasian blocking frequency (units: days 
per DJF). Observed (blue), prediction from the multiple linear regression model using the leave-
1-year-out method (red) and the leave-half-out method (dashed red), and prediction with the 
perfect knowledge of the winter NAO (dashed black) of the mean Eurasian blocking frequency 
change from winter 1979/1980-2016/2017. 
 
Figure 3.3 shows the time series of observed Eurasian winter mean blocking frequency 
derived from the ERA-Interim (ERAI) reanalysis and the predicted time series produced using the 
leave-one-out cross validation method. The correlation between the two timeseries is 0.81 and is 
above the 99% confidence interval based on the t-test suggesting that about 66% of the interannual 
variance of blocking frequency was captured by our prediction model. The model also successfully 
captured some extreme years (e.g., 1984, 2005, 2011). If one wanted to extend the lead-time an 
additional month by replacing the October SIC with September SIC, the correlation reduces to 
 26 
0.78 (above the 99% confidence interval based on t-test). In addition to the leave-one-out method, 
the model proves useful when training on a smaller sample of data (leave-half-out: r = 0.79). 
North Atlantic blocking is closely related to the NAO, a seesaw pattern in sea level pressure 
over the North Atlantic. Recent studies showed that the NAO can be predicted skillfully by 
dynamical or statistical models a season in advance (Scaife et al., 2014; Wang et al., 2017). Despite 
the close link between the NAO and atmospheric blocking (Benedict et al., 2004; Croci-Maspoli 
et al., 2007; Davini et al., 2012; Woollings et al., 2008), the skillful prediction of blocking 
frequency shown in Fig. 3.3 should not be entirely attributed to the NAO as the perfect knowledge 
of the winter NAO does not lead to a more skillful prediction of the seasonal blocking frequency 
(Fig. 3.3; r = 0.29; see more discussion in section 3.6). In addition, it is worth noting that our 
predictand represents the blocking frequency beyond the region of the NAO circulation. 
3.5 Predicting Extreme Hot and Cold Day Frequency 
 
Due to the persistent and quasi-stationary nature of atmospheric blocks, extreme warm 
temperatures arise due to subsidence and enhanced solar radiation at the surface in the high-
pressure region while extreme cold temperatures occur due to cold air advection south and east of 
the blocking high (Brunner et al., 2017; Buehler et al., 2011; Pfahl & Wernli, 2012; Sillmann et 
al., 2012; see Fig. 3.4). Next, we attempt to predict the winter extreme temperature frequency. A 
statistical model, using the same predictors as for blocking prediction, is constructed with different 
regression coefficients for extreme temperature frequency at each grid point.  
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Figure 3.4: Centered composites of 500-hPa geopotential height anomalies (contours) and two-
meter temperature anomalies (filled). Only days that are considered part of a blocking event are 
included.  
 
Figure 3.5 shows the Spearman Rank correlations between the observed and predicted cold 
and warm extreme day frequency. As in the prediction of blocking frequency, the leave-one-out 
cross-validation method was applied. Locally significant correlations between the predicted and 
observed cold extreme frequencies are located over Greenland and span from the North Sea 
southeastward across central Asia towards Japan; skillful prediction of warm extremes exists over 
eastern Greenland and stretches across central Asia. Note that the regions of skillful prediction of 
warm extremes shift northward as warm extremes are nearly co-located with the blocking high. 
Field significance was calculated using the False Discovery Rate (FDR). For both cold and warm 
extreme frequency predictions, a majority of the local significant test are field significant at the 
𝛼!"# = 0.10 level, while smaller regions scattered throughout the domain are field significant at 
the 𝛼!"# = 0.05 level. The Heidke Skill Score (HSS) was also computed for tercile forecast 
(above, near, and below normal extreme frequencies) and the high HSS are nearly collocated with 
the larger Spearman Rank correlation values (Fig. A.1). Our prediction skill of the extreme 
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temperatures is higher than the skill of some state-of-the-art-the-art dynamical models (Hamilton 
et al., 2012). 
 
Figure 3.5: Prediction skill of extreme temperature frequency of occurrence. (a) Spearman Rank 
Correlation between observed and predicted winter extreme cold temperature days. (b) Spearman 
Rank correlation between observed and predicted winter extreme warm temperature days. (a,b) 
Black hatching indicates locally significant correlations at the 95% confidence level using a 1-
tailed T-test. White (green) contours outline grid points significant at the 𝛼!"# = 0.10 (𝛼!"# =
0.05) using the False Discovery Rate method.  
 
3.6 Physical Mechanisms 
 
Composite analysis (Fig. 3.6) was performed to investigate the underlying physical 
mechanisms. The time series of each autumn predictor was split into terciles, and the following 
winter field (SST, Z70, and SIC) was composited based on the top and bottom terciles of the 
associated index, while a composite of winter mean Z500 was constructed for each index. The 





Figure 3.6: Composites of Variables Associated with Larger Blocking Frequency Years. 
Composite average of blocking frequency (units: days per DJF) based on the September SST index 
(a), September Z70 index (b), and October SST index (c) for the top tercile (red) and bottom tercile 
(blue). Composite anomalies of the winter SST field based on the top tercile of September SST 
index (d), winter Z70 field based on top tercile of September Z70 index (e), and winter SIC field 
based on bottom tercile of October SIC index (f). (g),(h),(i) As in (d), (e), (f), but for the Z500 
field. Green boxes in (d,e,f) indicate “hotspot” regions for creation of indices. 
 
 
flow regimes. The low blocking frequency composites are nearly opposite to the high blocking 











increased frequency of atmospheric blocking. Composites were also tested with the 25th and 75th 
percentile and produced similar results. 
The peak blocking frequency during years of high September SST index increases by ~40% 
and shifts westward compared to the long-term mean (Fig. 3.6a). A tripole pattern in Atlantic SST 
can be expected (Fig. 3.6d). In fact, the tripole pattern persists from September into the winter 
season while a negative NAO-like pattern develops in winter (Fig. 3.6g). The center of the pattern 
is situated between Greenland and Scandinavia, which is located further east than the canonical 
negative NAO weather regime (Cassou et al., 2004), and the pattern correlation (25-80°N, 100°W-
120°E) between the composite in Fig. 3.4g and the Z500 composite based on the station-based 
winter NAO index (Jones et al., 1997) is 0.80, implying a similar, but imperfect, relationship. The 
North Atlantic SST anomalies have been known to contribute to the NAO and atmospheric 
blocking events (Deser et al., 2007; Maidens et al., 2013) as transient eddy feedback is modulated 
by the underlying SST anomalies (Peng et al., 2003). Further analysis reveals enhanced vertical 
 
Figure 3.7: (a) Composite difference of 100-hPa meridional heat flux averaged between 45°N and 
75°N and the blocking region [56°W - 100°E] for the September SST index. (b) Composite 




vertical wave propagation in the blocking region during late December through late January, as 
indicated by the 100-hPa meridional heat flux (Fig. 3.7a), which is proportional to the vertical 
component of the Eliassen-Palm flux. In addition, more frequent cyclonic Rossby wave breaking 
(RWB) occurs between 45°N and 75°N over the Atlantic (Fig. 3.7b) which is associated with the 
negative NAO phase and high frequency occurrence of blocking (Benedict et al. 2004; Woollings 
et al., 2008). The increased frequency of RWB would aide in advection of lower potential vorticity 
air into the blocking locations, which is discussed in further detail in Chapter 6. 
The peak in Eurasian winter blocking frequency increases by ~60% compared to the long-
term mean during years when the preceding September Z70 index is high (Fig. 3.6b). Larger 
positive values of the Z70 index precedes weakening and splitting of the stratospheric polar vortex 
(Fig. 3.6e), and positive anomalies of Z500 are centered west of the United Kingdom and southeast 
of Scandinavia (Fig. 3.6h), similar to the Greenland-Scandinavian (GS) dipole weather regime 
(Cassou et al., 2004). The Z500 pattern has a low spatial ACC (-0.13) with the Z500 composite for 
the negative NAO phase. The stratosphere serves as an important source of predictability for the 
troposphere due to its long memory, and the variability of the stratospheric polar vortex leads to 
changes in the storm tracks and frequency of midlatitude extreme weather during winter (Baldwin 
& Dunkerton, 2001; Mitchell et al., 2013). This weakening of the polar vortex may be related to 
an increase of anticyclonic RWB (Lee et al., 2019) over the North Atlantic and Scandinavia (Fig. 
3.8), consistent with the RWB nature of blocking (Pelly & Hoskins, 2003). It is interesting to note 
that Europe sector blocking events analyzed in Chapter 6 are characterized by Scandinavian 
blocking and are largely influenced by anticyclonic RWB within a day of blocking development. 
The increase in RWB is one hypothesis on how the Z70 index is connected to the stratospheric 
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polar vortex, but the dynamic link between the September Z70 index and the winter stratospheric 
polar vortex needs to be further studied. 
 
 
Figure 3.8: Composite anomalies of anti-Cyclonic RWB frequency for high Z70 index years. 
 
The winter blocking frequency is enhanced over a majority of the domain, with regions 
over Eurasia (25-120ºE) experiencing greater than 3 more blocked days (~50% increase) than the 
long-term mean when the October SIC index is low (Fig. 3.6c). Low SIC prevails along the Arctic 
marginal ice zone in years of low SIC index (Fig. 3.6f). Meanwhile, a mixed negative 
NAO/Scandinavian blocking pattern is evident in the Z500 field (Fig. 3.6i), which extends more 
zonally than that of the pattern from the high SST index composite (Fig. 3.6g). The Z500 pattern 
here resembles that of the negative NAO (Cassou et al., 2004) composite anomalies, with a spatial 
ACC of 0.88. Previous studies demonstrated that SIC loss is associated with a negative NAO (Yang 
et al., 2016). The SIC loss in late fall/early winter modulates the large-scale circulation over 
Eurasia which projects onto the climatological planetary waves allowing for an increase in upward 
propagating planetary waves which weaken the stratospheric polar vortex (Kim et al., 2014) in 
mid-winter. The weakened stratospheric polar vortex is often followed by downward movement 
 33 
of the zonal wind anomalies, which may lead to a negative AO/NAO (Kim et al., 2014; Zhang et 
al., 2018). Figure 3.9 displays the day-pressure level cross sections of daily-averaged geopotential 
height anomalies for the winters following the low SIC index.  Communication between the 
troposphere and stratosphere are clearly evident with a weakened vortex occurring in January, 
followed by downward propagation of signals to the troposphere, matching the description of 
previous studies. However, it is also possible that the SIC and blocking are altered by a common 
forcing or SIC affects blocking occurrence indirectly via extratropical SST (Perlwitz et al., 2015; 
Screen et al., 2012). 
 
Figure 3.9: Daily averaged geopotential height [60°N-90°N; 56°W - 100°E] for each pressure 
level for low SIC index years. 
 
3.7 Summary and Discussion  
 
 Dynamical models have demonstrated low predictability of atmospheric blocking events 
on the synoptic and medium-range timescale, while few studies have examined blocking 
predictability on the seasonal timescale. We developed a statistical model that skillfully predicts 
the winter seasonal mean blocking frequency over the Eurasian Continent one to two months in 
advance. In addition, owing to the relationship between atmospheric blocking and extreme 
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temperatures, similar multi-linear regression models were designed, and the seasonal frequencies 
of extreme warm and cold days were skillfully predicted over large areas of Greenland and Eurasia.  
This study highlights the seasonal predictability of atmospheric blocking and extreme 
temperature in boreal winter. The predictors were constructed from the fields (i.e., SST, Z70 and 
SIC) that represent the general sources of predictability on the subseasonal to seasonal time scales. 
Since the predictors are weakly correlated to each other, the primary contributor to the winter 
seasonal blocking frequency prediction likely varies from year to year. Additionally, we also 
showed that the predictability of winter seasonal blocking frequency should not be simply 
attributed to the NAO. The skillful statistical prediction presented here may serve as a benchmark 
for the state-of-the-art dynamical prediction models, while aiding in decision making in various 
socio-economic sectors, such as energy, agriculture, and public health. To reiterate, the findings 
here are focused on the seasonal time-scale. The results in Chapter 6 focus on the mechanisms of 
individual blocking onset over several sectors. It is possible that some of the physical mechanisms 
that lead to increased blocking frequency on the seasonal timescale may influence the background 




Chapter 4: Hybrid Prediction of Weekly Tornado Activity out to 




Currently, the Storm Prediction Center (SPC) issues convective outlooks for lead-times out 
to day-8 (https://www.spc.noaa.gov/misc/about.html).  Outlooks for day-1 include probabilistic 
forecasts for tornadoes, severe wind, and severe hail, while day-2 and day-3 include probabilistic 
forecasts for the overall severe weather threat. At days 4 through 8, probabilistic forecasts are 
made using either a 15% or 30% threshold. A majority of the time, no 15% probabilistic forecast 
is issued because the potential for severe weather is low or predictability is low. It is common to 
see the latter listed on the forecast as the weather model’s deterministic limit and forecaster’s 
intuition of severe weather decreases after day-3.  
Hitchens and Brooks (2014) evaluated the skill of the day-1 to day-3 categorical convective 
outlooks and found that the frequency of skillful day-1 forecasts (defined as added value compared 
to practically perfect forecast) increased from ~0.2 in 1973 to ~0.78 in 2011. An increasing trend 
of skillful forecasts was also evident for days 2 and 3, with skillful day-3 forecasts occurring ~50% 
of the time in 2011. Herman et al., (2018) showed that, in general, the SPC’s tornado, hail, and 
wind forecasts were more skillful where climatological severe weather occurrence is large. Day-1 
tornado outlooks were the least skillful compared to hail and wind forecast, with brier skill scores 
(BSS) hardly exceeding 0.2 with a nationwide average of 0.049. Given the longer lead-time, 
prediction of tornado activity on the subseasonal to seasonal (S2S) time scale is even more 
challenging. Studies have focused their attention “forecasts of opportunity”, in which the 
 
1 Information in this section are taken from Miller and Wang (2020) which is published in Geophysical Research 
Letters. © American Geophysical Union 
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probability of severe weather may increase weeks in the future following some phase of climate 
modes (e.g. ENSO, MJO, GWO). However, the variability of severe convective storms are not 
entirely explained by low-frequency climate modes and we focus our attention to synoptic-scale 
events, or persistent weather regimes. 
As stated in section 1.2, this study examines the relationship between the large-scale 
weather regimes and tornado activity. This study also aims to explore skillful tornado prediction 
on the weekly time scale through four weeks in the future by employing the concept of weather 
regimes using a dynamical-statistical model (described in 4.3). 
4.2 Relationship Between Severe Environments and Large-Scale Weather Regimes 
 
 Throughout Chapter 4, tornado activity is quantified in terms of tornado days (defined as a 
day with ≥ 1 tornado report) as well as total numbers of tornado reports within five regions: 
Southern Plains (SP), Northern Plains (NP), Midwest (MW), Southeast (SE), and Northeast (NE) 
(See Fig. B.1). For composite analysis, reports are interpolated to the nearest grid point on a 
1°	grid, then averaged within a 5°x5° box. For the purpose of this study, only tornado reports of 
≥EF1 are included. As stated in section 2.1, severe environmental variables analyzed are: CAPE, 
500-hPa winds, 900-hPa winds, and 10-m winds. Low-level shear (deep-layer) is calculated as the 
vector difference between the 900-hPa (500-hPa) and 10-m winds. These two shear parameters, 
herein labeled S900 and S500, roughly correspond to 0-1 km and 0-6 km bulk shear, respectively, 
which have been shown to discriminate non-tornadic environments from environments of 
significant tornadoes (Thompson et al., 2012). May, the peak season for tornado activity, was 
chosen for the analysis herein (NOAA NCEI), but the skillful prediction of tornado activity can 
also be achieved in other months (Fig. B.2). 
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Figure 4.1: The H500 patterns for five WRs over North America during May ordered from most 
frequent (WR1) to least frequent (WR5). The frequencies of occurrence are listed at the top of 
each sub-figure. 
 
 The five WRs identified using K-means clustering (see section 2.4) are displayed in Fig. 
4.1. WR1 occurs most frequently and is characterized by a zonally elongated low and a high center 
over the East Coast of the United States. WR2 and WR3 are characterized by a three-cell wavelike 
pattern spanning from the East Pacific to the West Atlantic; and WR4 and WR5 represent a dipole 
pattern of opposite polarities over North America, which modulates the meridional moisture 




Figure 4.2: (a) US tornado days (color shading indicates number of tornadoes per day) and WRs 
(numbers) during May 1990-2019. Non-tornado days are masked with white. Bar charts display 
the percentage of days with (b) ≥1 tornado and (c) ≥10 tornadoes for persisting (red) and non-
persisting (blue) WRs. 
 
Tornado outbreaks are found to be associated with persistent occurrence of WRs (Fig. 
4.2a), especially WR1 and WR4. Here we defined a persistent WR as a WR lasting at least three 
days. For example, the tornado outbreaks during May 17-29, 2019, which were successfully 
predicted on the S2S timescale (Gensini et al., 2019), are associated with a persistent WR1. 
Additionally, the tornado outbreak on May 5-10, 2015 is associated with a persistent WR4. The 
frequency of occurrence for each WR changes annually and is potentially driven by the large-scale 
climate modes, such as the MJO and ENSO (Vigaud et al., 2018). About 75% of tornado days (≥






a persistent WR1. Similarly, 75% of all outbreak days (≥ 10 tornadoes) occur during a persistent 
WR while 43% of all outbreak days occur during a persistent WR1 (Fig. 4.2c). For context, the 
frequency of occurrence of persistent WR1 days is 18.9% (176 days). Of these 176 days, 76% (132 
days) contain ≥1 tornado, while 22% of the 176 days (40 days) are considered outbreak days. 
Therefore, extended-range prediction of tornado activity would be possible if extended 
predictability exists for the persistent regimes. 
Figure 4.3 displays the probability of tornado occurrence for each regime (regardless of 
duration) relative to climatology for different regions. Table B.1 lists the climatological probability 
of occurrence for different tornado day thresholds. The probability of occurrence of ≥1 tornado 
(≥5 tornadoes) on a WR1 day for the US is >75% (>65%), or ~20% (13%) above climatology 
(Fig. 4.3a). Variability occurs for the regions as well. The probability of occurrence of  ³1 tornado 
on a WR1 day is ~40% (or >11% above climatology) for the SP (Fig. 4.3b), >35% (or ~16% above 
climatology) for the MW (Fig. 4.3c), and ~30% (or ~13% above climatology) for the SE (Fig. 
4.3d). In summary, tornado day occurrence is enhanced during WR1 in all regions except the NP, 
reduced during WR2 in all regions except the NE, enhanced during WR3 in the SP and NP, 
enhanced in all regions during WR4 except the NE and SE, and reduced during WR5 in each 
region (negligible change over SE). 
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Figure 4.3: Percentage of WR days containing a tornado compared to climatology (percentage of 
total tornado days) for the (a) US, (b) SP, (c) MW, (d) SE, (e) NP, and (f) NE. Climatological 
percentages (≥1 tornado on a day) are listed below title. Different color bars indicate number of 
tornadoes required to count as a tornado day. 
Climo = 54.73% (>=1 TORS) Climo = 29.68% (>=1 TORS)
Climo = 20.43% (>=1 TORS) Climo = 16.67% (>=1 TORS)









Figure 4.4: Composite anomalies of tornado frequency (color shading, units: tornadoes/day), 
H500 (gray contours: -100gpm to 100gpm every 10), CAPE (black contours; units: J/kg), and S900 
(vectors) for (a) WR1, (b) WR2, (c) WR3, (d) WR4, and (e) WR5. Climatology is shown (f) for 
reference with S900 magnitude (teal contours, units: m/s) in place of vectors. Dashed contours 
represent negative values. Only significant CAPE anomalies (𝛼 = 0.05) are displayed in (a)-(e) 
while hatching indicates significant tornado frequency anomalies. Teal (magenta) vectors are 
where S900 magnitude is significantly lower (higher) than climatology.  
 
The modulation of WRs on the regional tornado activity can be explained by the changes 
in S900 and CAPE. Figures 4.4a-4.4e display the composite anomalies of tornado frequency, 
CAPE, and significant S900 vectors. The climatological values are shown in Fig. 4.4f for 
reference. It is worth noting that Fig. 4.3 examines tornado days, whereas Fig. 4.4 examines the 
tornado frequency. A region may experience a decrease in tornado days but has above-normal 






The significant increase in tornado frequency across the MW during WR1 days (Fig. 4.4a) 
is associated with a significant increase in CAPE stretching north through Nebraska, Iowa, and 
Illinois. A significant increase in S900 also contributes to a favorable environment for tornado 
occurrence (Thompson et al., 2012). Significant CAPE and S900 anomalies are evident during 
WR4 days contributing to the increase in tornado activity across the Plains (Fig. 4.4d).  An increase 
in moisture (dewpoint temperature) is also evident in co-locations of CAPE during WR1 and WR4 
(not shown). Consistent with Fig. 4.3, Fig. 4.4c shows enhanced tornado activity over the SP and 
NP due to an increase in CAPE and S900, while reduced (although non-significant) over the MW, 
SE and NE during WR3 days. WR2 and WR5 are characterized by reduced tornado activity over 
Oklahoma and Kansas (Fig. 4.4b and 4.4e), which is likely due to the significant decrease in CAPE 
and S900. 
In addition to S900, we also examined S500 (Fig. B.3). Moderate-to-large deep-layered 
shear is a necessary but not sufficient condition for tornado occurrence (Thompson et al., 2012). 
The spatial distribution of S500 anomalies are largely consistent with S900 and tornado activity 
anomalies (Fig. 4.4). 
 The composites shown in Fig. 4.4 are further separated into persisting (lasting ≥3 days) 
and non-persisting WRs (Fig. 4.5). The contrast is large, especially for WR1. No significant 
positive anomalies of tornado frequency are evident during non-persisting WR1 days, as strong 
CAPE anomalies are confined to Texas, with significant S900 anomalies east of the CAPE 
maxima. The persistent events contain significant enhancement of tornado frequency associated 
with CAPE anomalies stretching as far northeast as New York, and an increase of S900 across the 
eastern SP, SE, and MW.  The same can be said for the remaining WRs, where the persistent WRs 
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Figure 4.5: As Fig. 4, composite anomalies of tornado frequency (color shading, units: tornadoes 
per day), 500-hPa geopotential height (gray contours: -100m to 100m every 10), Convective 
Available Potential Energy (black contours, units: J/kg), and 10m to 900-hPa wind shear (vectors) 
for each weather regime, but for the persisting events lasting 3 days or longer (left) and non-
persisting events (right). Only significant anomalies (𝛼 = 0.05) are displayed for CAPE and S900. 
Teal (magenta) vectors are where bulk shear anomalies are significantly lower (higher) than 
climatology. Dots represent significant tornado anomalies using a Mann Whitney U test. 
WR >= 3 Days WR < 3 Days
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lead to the enhancement of the anomalies seen in Fig. 4.4. A persisting regime would therefore 
support multiple days of tornado activity (Trapp 2014) and may serve as a source of predictability 
for longer-range forecasts.   
4.3 Hybrid Prediction of Severe Storm Activity 
 
A hybrid model is created to predict the weekly tornado activity, which is defined as the 
number of tornado days over a 7-day period. First, we perform K-means clustering on each 
ensemble member. The weekly WR frequency is calculated for each regime from days 1-7 to days 
21-27 from individual ensemble members. Next, the weekly tornado activity is predicted using the 
ensemble member’s WR frequency and the observed tornado frequency distributions of the 
training data set. Tornado frequency distributions are functions of the weekly WR frequency (Fig. 
4.6). For example, if the model predicts week 1 to contain 5 WR2 days and 2 WR4 days, the model 
predicts ~2.1 (1.8+0.3) tornado days below normal activity. The tornado predictions are carried 
out for each ensemble member, and the ensemble mean is used for the final tornado activity 
prediction. The prediction is evaluated against the observed weekly tornado day anomalies.  
 
Figure 4.6: The distribution of anomalous weekly tornado days as a function of the weather 
regime and number of WR days per week.  
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 The hybrid prediction scheme, where the ECMWF model’s predicted WR frequencies are 
used to predict the weekly tornado activity, hinges on the model’s ability to represent and predict 
the weather regimes. After performing K-means clustering on the model data, the five regimes 
found in the reanalysis all emerge (not shown). The ACC between the observed and predicted 
ensemble mean weekly WR frequencies is examined (Fig. B.4). The mean ACC for the five WRs 
remains above 0.6 (arbitrary predictability limit) out to Days 7-13; WR4 has the largest skill at 
shorter lead times and the ACC remains above 0.6 out to days 8-14, while the ACC of WR1 drops 
below 0.6 beyond days 6-12.  
Figure 4.7a shows the HSS of the hybrid model in predicting number of tornado days per 
week. Only the US, SP, and MW are shown for brevity. The HSSs are between 20-30% for shorter 
lead times and remain positive well into week 3, especially for the US and MW, implying that the 
empirical model adds knowledge relative to climatology. The same model can be used to predict 
the number of days with ≥5 tornadoes (Fig. 4.7b). The predictions are better than climatology well 
into week 3 and 4, with the MW showcasing the largest skill. However, the HSSs have large 
fluctuations due to the smaller sample size of the days with ≥5 tornadoes. 
A multiple linear regression (MLR) model was also tested using the predicted ensemble 
mean weekly WR frequencies as predictors. The HSSs also persist into week 3 (Fig. B.5), but the 
skills are overall lower than those in Fig. 4.7. This is probably because the MLR model does not 
consider the nonlinear impacts of persistent WRs on tornado activity. In other words, the tornado 
activity associated with five consecutive WR1 days is more than five times the tornado activity 
anomalies associated with one isolated WR1 day (Fig. 4.6). 
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Although only the month of May is shown in sections 3 and 4 for brevity,  the strong 
modulation of tornado activity by WRs is also found in March and April, and the hybrid approach 
produces skillful predictions in these months as well (Fig. B.2). 
 
 
Figure 4.7: HSSs (units: %) for the hybrid prediction model predicting number of days per week 
with (a) ≥1 tornado and (b) ≥5 tornadoes for the United States (black), Southern Plains (red), and 





4.4 Summary and Conclusions 
 
 The relationship between large-scale WRs and tornado frequency is investigated during 
May (1990-2019). Results show strong variability of regional tornado occurrence during different 
WRs. The probability of occurrence of a United States tornado day during WR1 is about 75% and 
the enhanced tornado activity during WR1, WR3, and WR4 can be explained by increases in CAPE 
and low-level shear (S900), while decreases in CAPE and S900 explain weakened activity during 
WR2 and WR5. Persisting weather regimes are responsible for a large fraction of outbreak days 
(70 of 93 days). Interestingly, a persistent WR1 produces a large increase in tornado activity across 
the southeast NP, northeast SP, and MW, while a non-persisting WR1 produces an overall decrease 
in tornado occurrence. Model predicted weather regimes are then used to develop a hybrid model 
to predict weekly tornado activity. Skillful predictions are evident out to week 3 for the U.S. and 
the sub-regions analyzed. Our study suggests that employing persistent weather regimes, along 
with the forecast of opportunity associated with low-frequency climate modes (Baggett et al., 
2018; Gensini et al., 2019), has the potential to improve the extended-range prediction of severe 









Chapter 5: Skillful Subseasonal Prediction of United States Extreme 





As stated in Chapter 1, subseasonal prediction has the potential to provide important 
information for the health, water management, and agriculture sectors to mitigate the destructive 
impacts of extreme events, especially when the frequency of some extreme events, such as heat 
waves, is projected to increase in a warming climate (Meehl and Tebaldi, 2004; Teng et al. 2016). 
Various sources of predictability act to enhance prediction skill of mid-latitude weather, including 
the El Niño/Southern Oscillation (ENSO) and the Madden Julian Oscillation (MJO; Qin and 
Robinson 1995; Jones et al. 2004). However, these patterns of variability prevail during the winter 
season and additional predictability sources are needed during summer. Multiple studies have 
examined the ability for operational forecast models to predict aspects of extreme heat at the 
subseasonal to seasonal (S2S) timescales. Pepler et al., (2015) demonstrated the prediction of the 
summer (JJA) seasonal mean, the 10th percentile, and the 90th percentile daily surface temperatures 
using a multi-model ensemble. Large prediction skill of the summer mean temperatures exists 
mainly over oceans in the Northern Hemisphere. Although the skill in forecasting the seasonal 
mean is generally higher than the skill for extremes, there is slightly greater skill, albeit non-
significant, in predicting the 90th percentile temperature (defined as the 90th percentile of maximum 
temperature for each month, averaged over a season) over the western United States than the 
summer mean temperatures. Slater et al., (2019) examined the skill of the North American Multi-
 
1 Information in this section are taken from Miller et al., (submitted)) which has been submitted to Journal of 
Climate. © American Meteorological Society. 
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Model Ensemble (NMME) in predicting surface air temperatures over the United States and 
showed that most models suffer from unconditional biases during the summer season. Tian et al. 
(2017) examined the ability of the Climate Forecast System version 2 (CFSv2) to predict the 
number of extreme warm days (EWDs) over 7-day, 14-day, and 30-day periods. The average 
Heidke Skill Score (HSS) for the 7-day prediction window over the CONUS was between 30-40 
at week 1 and dropped to ~10 at week 4. Despite the low HSS, the CFSv2 was able to predict 
anomalous warm temperatures on the subseasonal timescale associated with the 2012 United 
States Great Plains flash drought (DeAngelis et al., 2020). 
Previous studies showed that anomalous SSTs over the North Pacific precede United States 
extreme heat events (Namias, 1982; Lyon and Dole, 1995; McKinnon et al., 2016). To objectively 
define a SST index over the North Pacific, we first perform the Empirical Orthogonal Function 
(EOF) analysis on the July daily Pacific SST field [20°S-50°N;145°E-232°E]. The leading mode 
displays the well-known El Niño Southern Oscillation (ENSO) pattern with strong SST anomalies 
in the tropical Pacific and anomalies of the opposite polarity in the extratropical Central Pacific 
(Fig. C.1). The second leading mode of Pacific SST (Fig. 5.1a) displays a North Pacific dipole 
pattern, similar to the patterns related to heat wave events reported in previous studies (Namias, 
1982; McKinnon et al., 2016). Here, we define a simple SST index (denoted as the NP SST index) 
as the difference between the areal average of the northern node [42°N-46°N; 142°W-138°W] and 
the areal average of the southern node [31°N-35°N; 169°W-165°W]. The pentad mean of the NP 
SST index is used as a predictor in our statistical model. Our July mean NPSST index is strongly 
correlated (Pearsonr = 0.6, pvalue ≈0) to the July Pacific Meridional Mode (PMM). Strong SST 




Figure 5.1. (a) The second EOF mode of daily SST in July over [20°S-50°N; 145°E-128°W]. The 
North Pacific SST index was calculated by subtracting a boxed average over B [42°N-46°N; 
142°W-138°W] from A [31°N-35°N; 169°W-165°W]. (b) The second EOF mode of United States 
soil moisture during July. The numbers in the title represent the variance explained. Note the color 
bar is reversed for soil moisture so red (blue) indicates dry (moist) conditions. 
 
that resemble the ENSO but are shifted eastward compared to the leading EOF mode. Although 
previous studies have shown more extreme heat events during La Niña summers (Loikith and 
Broccoli, 2014; Luo and Lau, 2020), NINO3.4 is not included as a predictor because the NPSST 
index and the NINO3.4 index are significantly correlated (P-value < 0.01). However, the NINO3.4 
index was tested and the NPSST produced more skillful predictions. 
Our second predictor is defined based on soil moisture anomalies over the U.S. We perform 
an EOF analysis on the top-2 layers of daily ERAI soil moisture (0-28 cm; Fig. 5.1b). The first 
four principal components (PC) are examined separately (Fig. C.2), and we find that the second 
EOF mode has a stronger correlation with temperature and precipitation over the U.S. than the 
other modes, and it is thus chosen as the second predictor. As shown in Fig. 5.1b, the second EOF 
mode represents positive soil moisture anomalies over the eastern United States and negative soil 
moisture anomalies over the southern Plains and northern Mexico. 
It is worth mentioning that the two predictors do not have a consistent correlation 





predictors in July fluctuates between positive and negative values from year to year. In addition, 
we focus on predictions initialized in July, but week 3-4 forecasts and composite analysis with a 
lag of 3-4 weeks extends into August. 
5.2. Statistical Prediction of Extreme Warm Day Frequency and 14-day SPI 
 
5.2.1 Predicting the Weekly Frequency of EWDs 
Figures 5.2a and 5.2b present the HSS of the MLR model in predicting weekly frequency 
of EWDs at weeks 3 and 4. The MLR model (Fig. 5.2a and Fig. 5.2b) exhibits large positive HSS 
values over the eastern United States, indicating a forecast that is more skillful than climatology. 
A large portion of the skillfully predicted area contains HSS values greater than 0.33 at week 3 
and week 4 over a large region in the eastern United States, signifying a two-tier prediction that is 
correct twice as often as it is incorrect. HSS values reach as high as 0.60 at week 3 and 0.54 at 
week 4. To compliment the HSS, we also investigate the CSI, POD, and POFD at week 4 (Fig. 
C.3). The MLR model contains CSI values greater than 50% over the eastern United States 
indicating that more than half of the observed and/or predicted extreme warm events were correctly 
forecast. In addition, a large portion of the eastern United States contains a hit rate (POD) of greater 
than 70% and a false alarm rate (POFD) of less than 30%. Evaluation of the deterministic forecasts 
also produces large and significant Spearman Rank correlations (Fig. C.4) between the statistical 
forecasts and observations. Although the above results are for the period 1999-2010, the model 
still contains positive HSSs and hit rates greater than 60% over the eastern United States when 
evaluated over 1980-2017 (Fig. C.5). Most skillfully predicted individual events (correct positives 
and correct negatives) over the eastern United States are associated with strong anomalies of the 
NPSST index and/or soil moisture predictor (Fig. C.6). The negative soil index values correspond 
to abnormally dry conditions over the  
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Figure 5.2. Heidke Skill Score (HSS) between the MLR predicted extreme warm days per week 
and observations at (a) week-3 and (b) week-4. HSS between the CFSv2 predicted extreme warm 
days per week and observations at (c) week-3 and (d) week-4. White contours indicate HSS greater 
than 0.33, or a forecast that is correct twice as often as it is incorrect. 
 
eastern United States, while the negative NPSST index values correspond to a wave train that 
produces an anticyclone over the eastern United States. The relationship between the predictors 
and extreme warm days are further discussed in section 4. 
The CFSv2 exhibits large HSS at week 1 and week 2 (not-shown), but the skill decreases 
rapidly with increasing forecast lead times. Although the CFSv2 shows a larger area of positive 
HSS at week 3, the HSS hardly exceeds 0.15 at week 3 and further decay at week 4 (Fig. 5.2c and 
Fig. 5.2d). The CFSv2 also contains negative values of CSI at week 4 along with POD and POFD 
values of 50%, indicating little skill at this lead time (Fig. C.7). The MLR model is more skillful 





In addition to the MLR, a generalized additive model (GAM) is tested, which can 
incorporate the nonlinear forms of predictors. The GAM model provides a better fit than the MLR 
(Fig. C.8), with overall larger correlation coefficients across the United States. However, when the 
GAM model is used on independent data, the model fails to perform as well as the MLR model 
(Fig. C.9). This is not surprising because GAM, when treated as a completely nonparametric 
model, is much more flexible than a linear model but will inherit the potential poor prediction skill 
of smoothing spline models. This leads to great model fitting as shown in Fig. S8, but poor 
prediction as shown in Fig. S9. The lower skill and increased computational cost of GAM 
encourage us to move forward with the MLR instead of the GAM. 
5.2.2. Predicting 14-Day Standardized Precipitation Index 
 The 14-day SPI prediction skill is presented in Fig. 5.3. As expected, the MLR model 
prediction skill of SPI is overall much less than that of the EWD frequency (Figs. 5.2a and 5.2b). 
Two locations of positive HSSs exist: one over the North American monsoon region (Adams and 
Comrie, 1997) which extends into the Northern Plains and the other over the east coast of the 
United States with the maximum HSS over the northeastern United States. The skill over western 
Mexico decreases from weeks 3-4 to weeks 4-5, while strong skill maintains from weeks 3-4 to 
weeks 4-5 in the Northeast, with the HSS values exceeding 0.6 in some locations. Interestingly, 
the MLR model contains a POD greater than 80% and a POFD less than 20% over a small region 
in the Northeast (Fig. C.10). In contrast, the CFSv2 is hardly skillful at weeks 3-4 or weeks 4-5 
(Figs. 5.3c and 5.3d), as negative HSSs are evident across the United States. 
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Figure 5.3. Heidke Skill Score (HSS) between the MLR predicted 14-day SPI and observations at 
(a) week 3-4 and (b) week 4-5. HSS between the CFSv2 predicted 14-day SPI and observations at 
(c) week 3-4 and (d) week 4-5. White contours indicate HSS greater than 0.33, or a forecast that 
is correct twice as often as it is incorrect. 
 
5.3. Underlying Physical Mechanisms for the Statistical Prediction 
 
5.3.1 North Pacific SST Predictor 
 Composite analysis is performed to investigate the underlying physical mechanisms related 
to the two predictors used in the MLR model. The lead/lag composite anomalies in Fig. 5.4 are 
constructed based on days when the NPSST index first becomes less than the 10th percentile (12 
events over 1980-2017). The 10th percentile is chosen due to the inverse relationship between the 
NPSST index and the EWD frequency over the eastern United States. 
A wave train is evident extending from the Eurasian continent to the North Atlantic. It 
consists of anomalous highs over Asia, the western North Pacific, and North America during week 




2017). The wave train evolves slowly from week -1 to week 1, with the major centers of action 
remaining quasi-stationary, especially the anticyclone over the United States. From week 2 to week 
3, the upstream cells of the wave train over the Eurasian continent weaken. While the wave train 
remains prominent from the North Pacific to the North Atlantic, the anomalous high over North 
America shifts southward in week 2, and then remains over the eastern United States from week 3 
to week 4. During the six-week period, negative SST anomalies prevail over the Northeast Pacific, 
with small regions of positive SST anomalies over the central North Pacific (including Box A in 
Fig. 5.1a). The pattern closely resembles the EOF2 pattern of SST shown in Fig. 5.1a (but with an 
opposite polarity) and is also similar to the composite SST patterns in McKinnon et al., (2016).  
 
 
Figure 5.4. Lead/lag composites of Z500 (contours: -60m to 60m every 15) and SST (shading) 
from week -1 to week 4 based on when the NP SST index first becomes less than the 10th percentile 
(12 events over 1980-2017). To prevent overlap, an event cannot occur within 4-weeks of another 
event. Day -14 to day -7 is week -1, day -7 to day 0 refers to simultaneous composites (week 0), 
week 1 refers to day 1 to day 7, etc. Only significant correlations for SST are shown and green 
contours represent Z500 anomalies exceeding the 5% significance level. Black stars with gold 









Figure 5.5. Composites of extreme warm days per week (shading), 14-day SPI (black contours: -
2 to 2 ever 0.5) and blocking frequency anomalies (white contours: -2 days to 2 days every 0.25) 
at (a) week 1 (c) week 2 (e) week 3 (g) week 4. Composites are calculated based on when the NP 
SST index first becomes less than the 10th percentile. To prevent overlap, an event cannot occur 
within 4-weeks of another event (12 events over 1979-2017). Only significant anomalies are 
shown in the figures (𝛼 = 0.05). 
 
The circulation anomalies over North America are associated with extreme weather 
conditions (Fig. 5.5). Blocking frequency increases significantly in the region of anomalous high, 
first located along 45˚N over the northern United States in week 1. The blocking anticyclone then 
slightly shifts southeastward and remains over the eastern United States at week 3 and week 4. The 
increase in blocking frequency due to the wave train contributes to subsidence and increased solar 
radiation, and alters the surface energy budget (Brunner et al., 2017; Pfahl and Wernli, 2012). 
Specifically, our results show a decrease in soil moisture and an increase in the surface sensible 
heat flux throughout the 4-week period (not shown). Resulting from the blocking anticyclone, 




at weeks 3 and 4, as well as a significant decrease in precipitation (negative SPI) (Fig. 5.5). A 
MLR model was developed to predict the blocking frequency using the NPSST as the predictor. It 
shows large positive HSS values over the Midwest region and far larger skill than the CFSv2 at 
weeks 3-4 (Fig. 5.6), which is remarkable considering the difficulty operational models have in 
predicting blocking regimes (Ferranti et al., 2015).  
 
Figure 5.6. Heidke Skill Score (HSS) between the MLR predicted weekly blocking frequency and 
observations at (a) week-3 and (b) week-4. HSS between the CFSv2 predicted weekly blocking 
frequency and observations at (c) week-3 and (d) week-4. White contours indicate HSS greater 
than 0.33, or a forecast that is correct twice as often as it is incorrect. 
 
Given that a well-defined wave train pattern exists in week -1 (Fig. 5.4a), it is possible that 
the SST anomalies are excited by the overlying circulation, although the SST anomalies may aide 
in maintaining the wave train through air-sea interaction (Seager et al., 2003). Using AGCM 
simulations, Teng and Branstator (2017) suggested that a circumglobal wave train pattern would 






Figure 5.7. Correlation between the NP SST index and the Z500 field at Week 0 (days -6 to day 
0). The yellow dots are locations used in construction of the CGT index. Only correlations 
exceeding the 5% significance level are shown. 
 
lead can be identified. We defined a daily wave train index using Z500 (WTZ500) based on the 
regions of significant correlations (Fig. 5.7) between the NPSST index and Z500 at week 0 (days 
-6 to day 0). Specifically, the index is calculated by adding areal averages of Z500 over the central 
Pacific [32°N-36°N; 165°W-161°W] and north central United States [44°N-48°N; 95°W-90°W], 
followed by subtracting an areal average of Z500 over the northeast Pacific [48°N-52°N; 132°W-
128°W]. We attempt predicting the EWDs using the WTZ500 index. However, it fails to produce 
as skillful of a prediction as the NPSST index. The lack of skill is likely because the impacts of 
the wave train not only depend on its intensity but also its persistence: only persistent wave trains 
can induce the dipole SST anomalies over the North Pacific and extreme conditions over the 
United States. This is supported by the analysis in Fig. 5.8.  
Figure 5.8 shows similar composites as Fig. 5.4, except that the composites are constructed 
for two subgroups: persistent wave train events with the WTZ500 index exceeding 1.0 standard 
deviation for at least five days during week 0, and non-persistent wave train events with the 
WTZ500 index exceeding 1.0 standard deviation for at least one day but no more than four days 
in week 0. The contrast between the two subgroups is intriguing. The North Pacific SST patterns 
associated with the persistent wave train project onto the second EOF of Pacific SST (Fig. 5.1a)  
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Figure 5.8. (a,c,e,g,i) Composite differences of Z500 (contours: -150m to 150m every 15m) and 
SST (shading) based on when the WTZ500 index is extreme and persistent during week 0 
(|WTZ500 index| >1.0 standard deviation for at least 5 days during week 0). (b,d,f,h,j) Composite 
differences of Z500 (contours: -75m to 75m every 15) and SST (shading) based on when the 
WTZ500 index is extreme, but last less than 5 days during week 0 (|WTZ500 index| >1.0 standard 
deviation for greater than 0 and less than 5 days during week 0). To prevent overlap, a persistent 
event cannot occur within 4-weeks of another event (10 events). Only significant differences of 
SST are shown (𝛼 = 0.05). Note that the color bar limits are different between the two columns. 
 
and weaken throughout the 4-week period, while the non-persistent wave train events show little 
significant SST anomalies, suggesting the nonlinearity of the WTZ500 impacts on SST. At week 
0, the circulation patterns are similar between the two groups over the Pacific, showcasing a wave 











Figure 5.9. As Fig. 5.8, for but Z500 (contours: -150m to 150m every 15m) and volumetric soil 
moisture anomalies (shading). Note that the color bar limits and contours are different (right figure 
contours: -50m to 50m every 10) between the two columns. 
 
persistent wave train at week 0 also showcases an extended wave guide over the Atlantic.  An 
anomalous high is established over the eastern United States in week 1 and persists into week 3 
for both groups. However, the wave train over the Pacific in the non-persistent group weakens and 
no anticyclone is present at week 4. Previous studies (e.g., Ding and Wang, 2005; Yasui and 
Watanabe 2010) suggested that diabatic heating in various regions (including the Indian summer 









Teleconnection pattern (CGT). Since the wave train pattern here slightly resembles the classic 
CGT pattern, it is possible that the wave train is excited by diabatic heating and atmospheric 
internal dynamics as well, and that a persistent wave train then induces SST anomalies over the 
North Pacific. Additionally, air-sea interaction and land-atmosphere interaction may help maintain 
the wave train (Teng et al., 2019). As shown in Fig. 5.9, persistent wave train events are associated 
with significantly reduced soil moisture anomalies in the eastern United States in week 1. The 
negative soil moisture anomalies persist in the following weeks. In contrast, the soil moisture 
anomalies for the non-persistent WTZ500 events weaken with time and are far less coherent at 
week 4. The role of soil moisture anomalies is further examined in the next section.   
5.3.2 Soil Moisture Predictor 
Composites based on extreme values of the soil moisture index are examined in Fig. 5.10. 
Similar to the composites based on the NPSST index, the composites are constructed for days 
when the soil moisture index first becomes less than the 10th percentile (23 events over 1980-
2017). The soil moisture anomalies resemble the second EOF at week 1 (Fig. 5.10a), with negative 
anomalies over the eastern United States and positive anomalies over the Southern Plains and 
Mexico (opposite anomalies of Fig. 5.1a), while a ridge is evident over the eastern United States. 
The negative soil-moisture anomalies persist from week 1 to week 4 over the eastern United States, 
while the positive soil moisture anomalies weaken over the Southern Plains and Mexico. The 
anticyclone shifts southward from week 1 to week 2 and weakens through week 3 and week 4 (Fig. 
5.10a, 5.10d, 5.10g, and 5.10j). Positive sensible heat flux anomalies are co-located with the strong 
negative soil moisture anomalies over the eastern half of the United States, which would aide in 
maintaining the anticyclone (Teng et al., 2019) and could contribute to the increase in blocking 
frequency (Fig. 5.10b, 5.10e, 5.10h, and 5.10k).  
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Figure 5.10. Composite anomalies of soil moisture (shading) and Z500 (contours: -100m to 100m 
every 10m) at (a) week 1 (d) week 2 (g) week 3 (j) week 4 following extreme values of the soil 
moisture index. (b), (e), (h), (k) as in (a), (d), (g), and (j) but for sensible heat flux (shading) and 
blocking frequency (contours: -2 days to 2 days every 0.25 days). (c), (f), (i), (l) as in (a), (d), (g), 
and (j) but for extreme warm days per week (shading) and 14-day SPI (contours: -1 to 1 every 
0.25). Composites are calculated based on when the soil moisture predictor first becomes less than 
the 10th percentile. To prevent overlap, an event cannot occur within 4-weeks of another event (23 
events over 1980-2017).  Only significant anomalies are shown in the figures (𝛼 = 0.05). 
 
Laguë et al. (2019) showed an overall increase in sensible heat flux and solar radiation over the 
eastern United States due to reduced cloud cover when the evaporative resistance increases (or soil 
moisture decreases) in coupled model simulations. Regarding the weakening of the positive soil 
moisture anomalies over the Southern Plains and Mexico, it is likely due to the extension of the 
anticyclone into Mexico/Texas. In fact, this area experiences an increase in evaporation and a 
decrease in precipitation (not shown), both contributing to the diminishing soil moisture over 






A lagged relationship exists between the dry soil moisture and EWDs over the eastern 
United States (the right column in Fig. 5.10), as the anticyclone shifts southward over the eastern 
United States during the second week following dry soil moisture conditions. The anticyclone is 
associated with subsidence, reduced cloud cover, increased solar radiation, and therefore the 
increase of EWDs at week 2 into week 4. The EWDs per week peak at week 3 (Fig. 5.10i) but are 
still significant at week 4 (Fig. 5.10l). The negative SPI values (low precipitation) are centered on 
the east coast of the United States which is co-located with the negative soil moisture anomalies 
(left column), the increase in sensible heat flux (middle column), and a decrease in evaporation 
(not shown).  
5.4 Summary and Conclusions 
 
  Despite the growing need of skillful prediction of extreme heat events at longer lead-times, 
operational models produce far lower skill than desired beyond week 2.  Therefore, we investigate 
statistical techniques to produce skillful predictions of EWDs and precipitation at the week 3-4 
lead times. A North Pacific SST (NPSST) index and the second leading principal component of 
soil moisture over the U.S. are used to develop a MLR prediction model, and it demonstrates 
greater skill at weeks 3-4 than the Climate Forecast System version 2 (CFSv2). As shown by 
composite analysis, the extreme values of the NPSST index are associated with a wave train that 
spans from the Eurasian continent to the North Atlantic, with a blocking anticyclone over the 
eastern United States which contributes to an increase of EWDs and negative SPI. Blocking 
frequency at weeks 3 and 4 can be predicted skillfully using the NPSST index as a predictor. 
Summer blocking events are difficult to predict as low-frequency climate modes, such as the MJO 
and ENSO, are weaker in summer than in winter. Further analysis showed that persistent wave 
train patterns are associated with strong SST anomalies over the North Pacific that project on to 
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the second EOF mode of SST. It is likely that the NPSST index defined based on the EOF mode 
can be regarded as the footprint of persistent wave train events. However, more analysis is needed 
to understand the origin of the NPSST anomalies and the maintenance of the persistent wave train. 
Composite analysis also suggest that the persistent circulation anomalies and increasing blocking 
occurrence over the eastern United States could also be attributed to positive land-atmosphere 
feedback. The increased blocking occurrence produces an increase in EWDs and low precipitation 
periods; reduced soil moisture leads to an increase in sensible heat flux and a decrease in latent 
heat flux, which help maintain a blocking high. 
 The two predictors discussed in this study provide skillful predictions on the subseasonal 
timescale. However, given the low-frequency nature of the predictors, it is possible that these also 
operate on the interannual timescale. One limitation is that this study is solely based on statistical 
analysis. Numerical model simulations, such as GCM experiments with prescribed SST or soil 
moisture, will help to further illustrate the underlying mechanisms and casual relationships. 
 The results of this study highlight the importance of SST and soil conditions in skillful 
long-range prediction of extreme heat events. It is important to reiterate that the predictors 
influence the occurrence of extreme heat events with a few weeks lag, and a statistical model like 
the one developed in this study can be used in conjunction with operational models at the shorter 
lead times as the operational forecast skill is much larger at week 1 and week 2. Recently, the 
authors have demonstrated the importance and value of simple statistical and empirical models in 
predicting winter Eurasian atmospheric blocking (Miller and Wang, 2019) and springtime United 
States severe weather (D. Miller et al., 2020). As with the previous studies, the MLR model here 
may serve as a benchmark for operational models at weeks 3 and 4, while aiding in irrigation 
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scheduling, crop planning, reservoir operation, and providing mitigation of impacts from extreme 
heat events.  
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Chapter 6: Northern Hemisphere Winter Blocking: Differing Onset 




As stated in Chapter 1, numerous mechanisms have been proposed for blocking onset and 
are generally split into planetary and local theories (Tyrlis and Hoskins, 2008). Various 
mechanisms will be discussed herein. Studies in the early 1980s suggested that the interaction 
between baroclinic synoptic-scale waves and the planetary-scale waves is important in blocking 
initiation (Hansen and Chen, 1982; Reinhold and Pierrehumbert, 1982) and that repeated 
interaction can enhance blocking maintenance (Hansen and Sutera, 1993; Illari, 1984; Shutts, 
1983). Nakamura and Wallace (1990) showed that high-frequency fluctuations upstream, 
primarily in the form of strong cyclogenesis (Colucci, 1985), play an important role in blocking 
formation over the eastern oceans. Upstream cyclones play a role in PV and warm temperature 
advection, which lead to the increase of geopotential height in the area of blocking development. 
Colucci and Alberta (1996) found that the probability of Pacific and Atlantic blocking increased 
significantly relative to climatology within 60° longitude of explosive cyclogenesis. Lupo and 
Smith (1995) demonstrated that all 63 blocking anticyclones analyzed during 1985-1988 were 
associated with antecedent cyclogenesis, half of which could be characterized as explosive 
development. Nakamura et al., (1997) examined the role of high- and low-frequency flow in 
blocking formation over Europe and the North Pacific. They found that blocking events would fail 
to form without high transient activity over the North Pacific, while Europe blocking would still 
occur due to the presence of strong low-frequency perturbations. More recently, Drouard and 
 
1 Information in this section are taken from Miller and Wang., (to be submitted to J. Atmos. Sci). 
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Woollings (2018) provided evidence for different mechanisms over three Eurasian sectors during 
the summer season. The results were consistent with Nakamura et al. (1997), which suggested that 
both high and low frequency dynamics were important over western Europe. Additionally, they 
showed that low frequency dynamics are more important over western Russia. Nakamura and 
Huang (2018) compared blocking to a traffic jam on a highway and suggested that the buildup of 
wave activity flux (WAF) due to some forcing upstream (e.g. cyclogenesis) may cause the WAF 
capacity of the jet to be exceeded and lead to blocking onset. The theory is consistent with the 
previous findings, especially Nakamura (1994), that weakened westerlies lead to WAF 
accumulation. 
Associated with the formation of blocking is the overturning of PV on an isentropic surface. 
Low PV air is advected from the subtropics poleward and is often associated with an anticyclonic 
circulation, according to the PV invertibility principle (Hoskins et al., 1985). Hoskins (1997) and 
Pelly and Hoskins (2003) introduced the mechanism of poleward intrusions of lower PV air on an 
isentropic surface for blocking formation. The amplitude of this “Rossby wave intrusion” may be 
large enough to induce overturning, and cut off from its point of origin leading to the development 
of an anticyclonic circulation and the onset of an atmospheric blocking event. This overturning is 
known as Rossby Wave Breaking (RWB) and is characterized by the irreversible overturning of 
PV contours on an isentropic surface or overturning of potential temperature on a PV surface 
(McIntyre and Palmer, 1983).   
The above mechanisms emphasize dry dynamics, but there is also evidence of diabatic 
influences. Diabatic heating associated with a cyclone’s warm conveyer belt (WCB; Joos and 
Wernli, 2012) can alter the PV structure, such that PV is reduced (increased) above (below) the 
diabatic heating maxima (Wernli and Davies, 1997). The outflow of a WCB can significantly alter 
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the upper-level PV pattern and amplify upper-level ridges which modify the large-scale circulation 
(Stoelinga, 1996; Pomroy and Thorpe, 2000). Pfahl et al. (2015) demonstrated the importance of 
diabatic processes in blocking formation. Using backward trajectory analysis, they noted that 69% 
of trajectories were associated with a potential temperature increase of greater than 2K (some cases 
greater than 25K) when traced back to 7 days and concluded that the diabatic processes are of the 
first order importance in blocking formation. A recent study (Steinfeld and Pfahl, 2019) discussed 
the differences in the impacts of diabatic heating based on blocking location and found that blocks 
located downstream of baroclinic development (i.e. Atlantic and Pacific jets) were more influenced 
by latent heating than blocks over land (Asia). 
The purpose of this study is to examine how the winter blocking onset mechanisms vary 
from one region to another and how the different mechanisms may impact prediction skill and 
predictability in different regions. We objectively define four blocking sectors: Atlantic, Europe, 
Asia, and Pacific. 
6.2 Identification of Blocking Sectors 
 
The blocking index described in Section 2.2 of the dissertation allows for a spatial and 
temporal characterization of atmospheric blocking events. To reiterate from Chapter 2, the long-
term mean of blocking frequency contains two primary peaks, one over Eurasia and the other over 
the Pacific (red curve in Fig. 6.1a). EOF analysis was performed to identify the different sectors 
of blocking objectively, and the first four modes (explaining 62% variance) are chosen to be 




Figure 6.1: (a) Long-term mean blocking frequency (Days per DJF) for Instantaneous Blocking 
Longitudes (IBL; black), Groups of IBLs (GIBL; blue), and blocked events (red). (b) The four 
leading EOF modes for blocking frequency (colors). Black lines are 1-point correlations of 
blocking frequency centered on the peaks of the four leading EOF modes. Horizontal black lines 
represents the chosen correlation threshold to define blocking sectors. 
 
represent an Atlantic domain (EOF3), a Europe domain which is close in location to the primary 
peak (EOF1), an Asian domain situated further east (EOF2), and a domain over the Pacific (EOF4; 
Fig. 6.1b). To determine the longitude limits of each sector, one-point correlations of blocking 
frequency were calculated with the reference point set on the peak of each EOF. A cutoff 
correlation of 0.6 was subjectively chosen to separate the domains and prevent overlap of the 
sectors. The Atlantic sector (34°W - 2°W), the Europe sector (8°E - 40°E), the Asian sector (77°E 
- 104°E), and the Pacific sector (175°W - 146°W) contain 16, 40, 17, and 13 blocking events, 




of 0.6 added or removed a few events and doesn’t substantially change the results of this study. 
Skill scores and average variance are calculated over the blocking sectors throughout this study. 
The blocking sectors span the respective longitude ranges listed above and span from the CBL to 
20 degrees north of the CBL. 
6.3 Evaluation of Blocking Structure 
 
6.3.1 Atlantic Sector 
 
 Figure 6.2a shows the composite Z500 and PV350 anomalies (blocking onset to day +4) 
for the Atlantic sector.  The Atlantic sector blocks are characterized by a classic negative phased 
North Atlantic Oscillation (NAO; Hurrell et al., 2003). Field significant (𝛼!"#=0.1) positive 
geopotential height anomalies are centered over Greenland extending from the Hudson Bay across 
the North Atlantic to the western portion of Scandinavia. Situated equatorward is the southern 
node of the NAO which contains large areas of field significant negative height anomalies. PV 
anomalies of a similar pattern but opposite polarities are also found over the North Atlantic. The 
Atlantic blocks are associated with a significant increase in extreme warm temperature frequency 
over Greenland (within the blocking anticyclone) and a significant increase in extreme cold 
temperature frequency over the eastern United States and Europe (Fig. D.1a). The blocking 
composites here agree with past studies that the negative NAO is associated with more frequent 
occurrence of blocking (Benedict et al., 2004; Croci-Maspoli et al., 2007; Davini et al., 2012; 
Woollings et al., 2008). 
Figure 6.2b displays the local evolution of geopotential height anomalies over the blocking 
sector. It demonstrates a gradual increase in geopotential height, where significant positive 
anomalies are evident several days prior to onset. It is interesting to see positive anomalies 
descending from the stratosphere (although not significant), which could be related to Sudden 
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Figure 6.2: (a) Five-day average (onset to day +4) of 500-hPa geopotential height (contours; m) 
and PV (shading; 1.0 × 10-6 m2 s-1K kg-1) composite anomalies for the Atlantic sector blocking 
events. White contours indicate significant anomalies at the 95% level using a Student’s T-test, 
while green contours indicate field significant (𝛼!"# = 0.1) anomalies. (b) Time-height cross 
section of geopotential height anomalies over the blocking sector [34°W-2°W; 55°N-75°N]. White 
contours indicate significant anomalies at the 95% level using a Student’s T-test (c) Latitude-
pressure level cross sections (averaged over blocking sector longitude limits) of geopotential 
height anomalies (contours) and PV (color shading) for 4 days prior to blocking onset. Only 







Stratospheric Warming (SSW) events that can potentially influence the NAO (Scaife et al., 2005; 
Toniazzo and Scaife, 2006; Ineson and Scaife, 2009; Bell et al., 2009). In fact, significant positive 
Z70 anomalies are evident over the Arctic, representing a weakened stratospheric polar vortex 
(Fig. D.2, top) 10 days before blocking onset. The deep NAO- structure is also shown in the 
latitude-pressure cross-sections (Fig. 6.2c and 6.2d), where strong positive height anomalies are 
seen in the stratosphere at day -4. The north-south dipole strengthens from day -4 to onset and the 
positive height anomalies extend downward into the troposphere. The main PV anomalies 
associated with the NAO-like structure are located in the upper troposphere centered around 40°N 
and 60°N. 
 The total PV field reveals clear cyclonic overturning of PV contours west of the blocking 
sector and anticyclonic overturning of PV contours towards the eastern portion of the blocking 
sector (not shown), suggesting possible contribution from both cyclonic and anticyclonic RWB. 
Figure 6.3 shows hovmöller diagrams of anticyclonic and cyclonic RWB occurrence 15 days 
before onset to 4 days after. A significant (at the 95% confidence interval using a bootstrap test) 
increase in anticyclonic RWB frequency is evident in the eastern portion of the Atlantic sector 
(20°W to 0°) from day 0 to day 3, while the signals are weak and patchy prior to onset. In contrast, 
significant increases in cyclonic RWB frequency are present upstream (west) of the blocking sector 
from day -3 through day 5. The increase in cyclonic RWB seen in Fig. 6.3b agrees with previous 
findings that cyclonic RWB plays a crucial role in the development of the NAO-, especially in the 
western Atlantic (Michel and Riviere, 2011; Swenson and Straus, 2017). Positive Z500 anomalies 
(averaged over the same latitudes as RWB) can be seen extending much further west beyond the 
blocking sector (vertical black lines in Fig. 6.3). This is consistent with the long tail of the 3rd EOF 
mode (Fig. 6.1b). 
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Figure 6.3. Hovmöller diagram of RWB density anomalies (color shading; # of grid points 
associated with RWB from CBL to 20°N of CBL) for (a) anticyclonic RWB and (b) cyclonic RWB 
during Atlantic blocking events. Z500 anomalies (contours) are displayed in both panels. White 
contours indicate significance of RWB at the 95% level using a bootstrap test. The Z500 anomalies 
and RWB density are averaged over 20° north of the long-term mean CBL. Vertical black lines 




Figure 6.4: (a) Average variance anomalies over the Atlantic blocking domain for the low (red), 
intermediate (blue), and high (green) frequency components of the Z500 field from 10 days before 
onset to 5 days after. Significant variance anomalies are indicated by black circles (95% confidence 
level) (b) The ACC between the full Z500 field and the low (red), intermediate (blue), and high 






To examine the contribution by different frequency bands, Figure 6.4a shows the 
composite average variance anomalies from each frequency band from Day -10 to Day 5 for the 
Atlantic blocking events. Significant positive anomalies in low-frequency variance are evident 
from day -8 to day 3, while the intermediate frequency experiences negative anomalies from day 
-4 to day -1 and above average variance through day 5 of the blocking events, although non-
significant. High frequency variance anomalies are close to zero before Day -2 and are 
significantly negative afterwards.  
Another way to assess the contribution of the different frequency bands is to examine the 
pattern correlation between the total Z500 field and each of the frequency components of Z500 
(Fig. 6.4b). The large footprint of the low-frequency flow on the Z500 field is shown by large 
correlations (> 0.6) throughout the entire time period. The ACC of the intermediate flow is around 
0.1 at day -10, and gradually increases through blocking onset, while the ACC of the high 
frequency flow decreases after day -6 and is largely negative just before onset. The evolution of 
the low-frequency flow from day -10 to onset (MOVIE D.12) resembles the negative NAO, 
contributing to the strong positive ACC, while the high-frequency flow is characterized by 
eastward migrating weather patterns with a strong low anomaly developing west of the blocking 
anticyclone at day -1 to onset. The intermediate-frequency component of the flow resembles the 
positive phase of the NAO at 10-days before onset and transitions to a NAO- pattern closer to 
onset, contributing to the increasing ACC close to onset in Fig. 6.4b. The NAO- signature evident 
in the low-frequency component of the flow indicates a weakened Atlantic jet, allowing for more 
 
2 Movie D.1-D.4 represent the two-dimensional high-, intermediate-, and low-frequency 
evolution from 10 days before onset to onset for each of the blocking domains. .gif files can be 
found at https://sites.google.com/view/dem2/dissertation-movies 
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frequent RWB and WAF accumulation (WAF convergence, Fig. D.3), and therefore more frequent 
blocking occurrence (Woollings et al., 2008). 
As discussed previously, diabatic heating may contribute to further strengthening of an 
anticyclone (Steinfeld and Pfahl, 2019; Pfahl et al., 2015). During years that contain blocking 
events, there is a significant increase in precipitation along the southern node of the NAO (Fig. 
D.4a). The contribution of diabatic processes is investigated by examining the potential 
temperature change along parcel trajectories within 3 days prior to blocking onset. Backward 
trajectory analysis reveals that a large percentage (45%) of parcels experience ascent and heating 
of more than 2K (some greater than 25K) within three days prior to blocking onset (Fig. 6.5a). Of 
the ~2700 parcels that experience heating and ascent, 610 parcels (~22%) are associated with 
ascent of more than 400 hPa, and it indicates that the warm-conveyer belt may play a role in 
blocking formation over the Atlantic, which is consistent with previous work (Steinfeld and Pfahl, 
2019; Pfahl et al., 2015). Figure 6.5b (same latitude-longitude limits as Fig.  
 
Figure 6.5: (a) The change in potential temperature (K) vs. the change in pressure (hPa) for 
backward trajectories between onset of Atlantic blocking events and 3 days before. Above (below) 
the y=0 line indicates parcels that experience overall descent (ascent). Diabatic cooling (heating) 
is less (greater) than -2K (2K), while in between represent adiabatic cases. (b) Local evolution of 
standardized potential vorticity anomalies over the Atlantic blocking sector. White contours 
represent significant anomalies (95% CI). 
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6.2b) shows that the Atlantic blocks are characterized by positive PV anomalies below 600-hPa 
and strong negative anomalies above, indicating the role of diabatic heating in the vertical PV 
redistribution, or the production of the upper-level negative PV anomalies. It is also interesting to 
note that the PV structure starts to develop about two days prior to blocking onset, which could be 
attributed to cyclogenesis and diabatic heating. 
6.3.2 Europe Sector 
 
Blocking over the Europe sector is manifested as Scandinavian blocking (Fig. 6.6a) within 
a quadrupole structure. Significant positive Z500 anomalies exist over Scandinavia with 
significant negative anomalies to the south, while a dipole-like anomaly pattern of the opposite 
polarity exists upstream. Co-located with the Z500 anomalies are PV anomalies of the opposite 
polarity. A significant increase in extreme warm temperature frequency is co-located within the 
blocking anticyclone poleward of Scandinavia, while an increase in extreme cold temperature 
frequency is co-located with the negative Z500 anomalies upstream and to the south of the 
blocking anticyclone (Fig. S1b).  
Blocking onset in the Europe sector is preceded by weak negative geopotential height 
anomalies from the troposphere to the lower stratosphere, and positive anomalies rapidly develop 
within two days prior to blocking onset (Fig. 6.6b). The rapid onset is also illustrated by the 
substantial change of the longitudinal averaged height and PV anomalies from Day -3 to Day 0. 
The height anomalies are much weaker, and significant PV anomalies are hardly discernable three 
days prior to onset (Fig. 6.6c), in contrast to the strong blocking high and associated negative PV 





Figure 6.6: (a) Same as Fig. 6.2, except for the Europe sector blocking events. The blocking sector 
spans [8°E-40°E; 50°N-70°N]. 
 
 
Onset of Europe blocks is associated with strong and persistent anticyclonic RWB, while 
cyclonic RWB anomalies are weak and insignificant (Fig. 6.7). The increase in anticyclonic RWB 
can be traced back west of the blocking sector 7 days prior to onset. It is associated with eastward 






Figure 6.7: Same as Fig. 6.3, except for the Europe sector blocking events 
 
 
Europe blocking events, anomalous convection exists in the eastern Pacific (Fig. D.4b) and may 
act as a Rossby wave source. 
Despite the important role of RWB in Europe blocking, it is worth pointing out that not all 
RWBs lead to blocking development. We examined the differences of RWBs between the Europe 
blocking highs and non-persistent anomalous highs (or failed blocks). A non-persistent high is 
defined as a GIBL event lasting less than 3 days. The RWB frequency and PV level within the 
blocking sector +/- 2 days of blocking onset are compared between blocked (40) and failed (58) 
events. We found that the blocking events contained a significantly higher frequency of 
anticyclonic RWB, or more persistent features, than the failed events (Fig. D.5a). In addition, 
results showed that anticyclonic RWB that occur during blocking events are significantly stronger 
(lower PV levels indicating a RWB that originated further south or penetrating into a lower 
altitude) than those that occur during failed events (Fig. D.5b).  
 The Europe sector blocks (Fig. 6.8a) contain average low-frequency variance, while an 
increase in high frequency flow occurs between 4 days and 1 day before onset. An examination of 
(a) (b)
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the Z500 field (MOVIE D.23) demonstrates a propagating wave train from the North Atlantic to 
Europe, including a strong cyclone over Scandinavia on Day -3 and cyclogenesis over Greenland 
prior to blocking onset. The Europe events experience intensification of WAF one day before onset 
(Fig. D.6) that is associated with the propagation of the high-frequency waves across the Atlantic. 
Strong WAF convergence, which would contribute to amplification of the blocking high, is located 
towards the western portion of the anticyclone and is associated with cyclogenesis over Greenland. 
Although a significant decrease of the intermediate variance occurs from day -8 to day -1, the 
intermediate band contributes to the cyclogenesis over Greenland upstream of the blocking sector 
(MOVIE D.2), and the intermediate variance increases sharply from Day -1 to Day 4 over the 
blocking sector, indicating the importance of this frequency band in blocking development.  
The ACC between the different frequency bands and the total flow (Fig. 6.8b) also 
illustrates the rapid development of the Europe blocking onset as all the frequency bands show  
 





3 Movie D.1-D.4 represent the two-dimensional high-, intermediate-, and low-frequency 
evolution from 10 days before onset to onset for each of the blocking domains. .gif files can be 
found at https://sites.google.com/view/dem2/dissertation-movies 
(a) (b)
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weak to moderate ACC before day -2. The oscillating ACC for the high-frequency band is 
associated with the propagating wave train, and it is worth noting that blocking onset coincides 
with the arrival of a high-frequency anomalous high in the blocking sector. The intermediate 
frequency component strongly resembles the total field after Day -2 (i.e., high ACC) and has larger 
magnitude than the other two frequency components (MOVIE D.2). 
Trajectory analysis shows that ~35% of parcels experience diabatic heating and ascent 
within 3 days before onset (Fig. 6.9a), while  19% of parcels experience isentropic ascent. 
Additionally, 19% of parcels experience “forced ascent” (cooling/ascent). The Europe blocks have 
a similar vertical dipole in PV past onset as the Atlantic blocks (Fig. 6.9b), and the negative PV 
structure extends from the middle troposphere deep into the stratosphere. However, PV has an 
opposite profile prior to onset, with negative anomalies below 600-hPa and positive anomalies 
above. This is associated with the low geopotential height anomaly preceding blocking onset and 
is consistent with the rapid development of a blocking high.  
 
 
Figure 6.9: Same as Fig. 6.5, except for the Europe sector blocking events. 
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6.3.3 Asian Sector 
 
  Asian sector blocks are characterized by a circumglobal stationary wave pattern (Fig. 
6.10a). In particular, large field-significant positive anomalies are centered over Siberia, extending 
from the east coast of Scandinavia to the east coast of Asia, and negative anomalies are found 
south of the blocking sector over central Asia and towards the west over Europe. Increased 
occurrence of extreme warm temperature is located over the polar region north of Russia, while a 
strong and significant increase of extreme cold temperature frequency is situated just south of the 
blocking anticyclone, likely resulting from strong cold temperature advection (Fig. D.1c). The 
anomalous cyclone upstream of the blocking high can be traced back to 9 days prior to onset 
developing off the coast of Europe, and the anomalous cyclone becomes strong as the center slowly 
shifts inland. The quasi-stationary nature of the wave train can be seen in Fig. 6.11. Associated 
with the stationary wave pattern is strong WAF that converges into the blocking anticyclone from 
the upstream cyclone starting at Day -4 and intensifies at day -2 (Fig. D.7). Interestingly, the PV 
anomalies associated with the Asian blocks are very weak, and the RWB analysis similar to Figs. 
6.3 and 6.7 showed no significant cyclonic or anticyclonic RWB anomalies prior to or around the 
time of blocking onset (not shown). The lack of PV or RWB signatures for the Asian sector 
blocking is consistent with previous studies (Masato et al., 2012; Tyrlis and Hoskins, 2008).   
Figure 6.10b shows that significant positive geopotential height anomalies over the Asian 
sector appear at day -3 and steadily strengthen throughout blocking development, displaying the 
deep blocking structure. Negative anomalies are present in the upper stratosphere before the 
blocking event. Although Fig. 6.10b does not show significant height anomalies in the stratosphere 
prior to onset, significant negative PV anomalies are evident poleward of 70°N within 4 days 
before onset in the lower stratosphere (Fig. 6.10c), and further examination of the Z70 anomalies 
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indicate a displaced polar vortex over North America (Fig. D.2). The anomalous high strengthens 
by onset and extends into the stratosphere with an equatorward vertical tilt (Fig. 6.10d). 
 








Figure 6.11: Z500 anomalies (contours) and PV anomalies (shading) for 5-day averages: (a) day 











A gradual buildup in the low-frequency variance is evident for the Asian sector (Fig. 
6.12a), which is associated with the stationary wave. Although the intermediate variance is just 
slightly above or even below average prior to onset, the upstream wave train is associated with 
strong anomalies on the intermediate-frequency band (MOVIE D.34). The intermediate-frequency 
wave train spans from the western Atlantic to the North Pacific, but it is associated with negative 
anomalies in the blocking sector before day -4, which transitions to positive anomalies afterwards 
(Fig. 6.12a). A rapid buildup of the intermediate variance within the blocking sector starts on Day 
-2 and exceeds the variance of the low-frequency band after Day 2. Within the blocking sector, the 
importance of the low- and intermediate- frequency components of the flow is reiterated by the 
large ACC with the total flow (Fig. 6.12b) within 4-days of onset. In contrast, the variance of the 
high-frequency band is close to the long-term mean from Day -10 to Day 5.  
 
 
Figure 6.13: Same as Fig. 5, except for the Asia sector blocking events. 
 
 
4 Movie D.1-D.4 represent the two-dimensional high-, intermediate-, and low-frequency 
evolution from 10 days before onset to onset for each of the blocking domains. .gif files can be 
found at https://sites.google.com/view/dem2/dissertation-movies 
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In contrast to the Atlantic and Europe blocks, a large percentage (27%) of parcels 
experience isentropic lift (adiabatic/rise) within 3-days of blocking onset and is consistent with 
Rossby wave dispersion (or PV advection). A deep barotropic PV profile exists for the Asian 
blocks, with a negative anomaly extending from ~900-hPa into the stratosphere (Fig. 6.13b), but 
the magnitude is much weaker than the other sectors.  The barotropic structure is consistent with 
the important role of stationary Rossby waves and energy dispersion in the development of Asian 
blocks (Hoskins et al., 1977).  
6.3.4 Pacific Sector  
 
 The Pacific sector blocks are characterized by a strong Alaskan ridge (Fig 6.14a). Negative 
Z500 anomalies exist equatorward of the blocking high, and a downstream wave train spans across 
North America and extends to the subtropical Atlantic. Wave signals are weak and most 
insignificant upstream of the blocking high, which is consistent with Nakamura et al., (1997). 
Instead, the downstream wave train exists even before the blocking onset (MOVIE D.45). A 
significant increase in extreme warm temperature occurrence is co-located with the blocking high, 
and extreme cold temperatures occur more frequently across the United States (Fig. D.1d). Similar 
to the Atlantic and Asian blocks, there is a gradual buildup of geopotential height anomalies, and 
positive anomalies in the stratosphere show a slight downward propagation (Fig 6.14b). At day -4 
(Fig. 6.14c), the block is not developed, and significant negative PV anomalies exist in the 
stratosphere. At onset (Fig. 6.14d), the blocks strengthen, and significant negative PV anomalies 
extend from the middle troposphere throughout the stratosphere. Further analysis shows that the 
 
5 Movie D.1-D.4 represent the two-dimensional high-, intermediate-, and low-frequency 
evolution from 10 days before onset to onset for each of the blocking domains. .gif files can be 
found at https://sites.google.com/view/dem2/dissertation-movies 
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stratospheric polar vortex is displaced 10 days prior to the blocking onset, and significant positive 
Z70 anomalies are located over the North Pacific from Day -5 to Day 5 (Fig. D.2).  
 
 
Figure 6.14: Same as Fig. 6.2, except for the Pacific sector blocking events. The blocking sector 








Figure 6.15: Same as Fig. 6.3, except for the Pacific sector blocking events 
 
RWB occurrence is examined in Fig. 6.15. A significant increase in anticyclonic RWB 
occurs a day before onset and migrates eastward while significant increases in cyclonic RWBs 
starts at onset and migrate westward along with the Z500 anomalies. This suggests that both 
anticyclonic and cyclonic wave breaking play a role in North Pacific blocking events, different 
from Masato et al., (2012)’s finding that cyclonic wave breaking was dominant over the North 
Pacific.  
The Pacific sector contains above average low-frequency variance, albeit non-significant, 
throughout the time period. The high-frequency variance is close to the long-term mean (Fig. 
6.16a). The oscillatory feature of the intermediate variance is associated with the propagation of a 
wave train, and the intermediate variance becomes dominant from Day -2 throughout blocking 
duration. The flow evolution (MOVIE D.4) shows a footprint of the negative Pacific-North 
American (PNA) pattern within the low-frequency Z500 throughout the 10-days prior to blocking 
onset with positive geopotential height anomalies over the North Pacific. There is a known 




Figure 6.16: Same as Fig. 6.4, except for the Pacific sector blocking events 
 
the weakened jet during negative PNA phase produces more favorable blocking conditions. The 
blocking anticyclone is dominated by the intermediate frequency band which shows strong 
anomalies retrogressing across the North Pacific, while high-frequency transient eddies migrate 
eastward. The importance of the intermediate frequency band is also shown in Fig. 6.16b. The 
ACC between the total Z500 field and the intermediate frequency component is larger than the 
other two frequency bands, especially after day -5. The analyses here, and in Rennert and Wallace 
(2009), suggest the importance of decomposing the flow into high, intermediate, and low 
frequency bands. It is also worth mentioning that a significant increase in precipitation occurs over 
the tropical Western Pacific during blocked years (Fig. D.4d) and may act as a Rossby wave 
source. 
A large percentage (36%) of parcels experience heating and ascent, while about 25% 
experiences sinking and cooling within 3-days of blocking initiation (Fig. 6.17a). The Pacific 
blocks contain the largest percentage of parcels that experience sinking and cooling. It is possible 
that radiative cooling induces negative buoyancy and subsidence (Ferreira et al., 2016; Steinfeld 
and Pfahl 2019). Strong negative PV anomalies appear from the middle troposphere to lower 
(a) (b)
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stratosphere, and positive, but largely insignificant PV anomalies are present in the lower 
troposphere (Fig. 6.17b).  
 
 
Figure 6.17: Same as Fig. 6.5, except for the Pacific sector blocking events. 
 
 
6.3.5 Summary of sector evaluation 
 
In summary, blocking onset in different regions has different characteristics and 
mechanisms. The Atlantic blocks are highly influenced by the low-frequency component of the 
flow, which resembles the negative phase of the NAO, and the blocks are impacted by cyclonic 
wave breaking days before blocking onset. The Atlantic sector contains the highest percentage of 
parcels that experience strong diabatic heating, while some parcels experience heating up to 25K 
and ascent of up to 400 hPa. The Europe sector blocks differ from the other regions primarily by 
the rapid development of the blocking high. The high-frequency and intermediate-frequency 
components of the flow both play an important role in blocking onset, and blocking onset is also 
associated with strong anomalies of anticyclonic RWB. In fact, when comparing RWB for blocked 
events to non-persistent large-scale structures, significant differences of RWB properties only 
Sinking and Cooling (24.71%) Sinking and Heating (7.96%)





occur for the Europe blocking events. Asian sector blocks are characterized by a quasi-stationary 
wave train that spans from the North Atlantic to the North Pacific and are the only sector not 
influenced by RWB. The upstream wave train prior to the Asian block onset are strongly 
influenced by the intermediate-frequency,  while the development of the blocking high is also 
influenced by the low-frequency component of the flow. Asian blocking also occur during years 
with significant increases in precipitation over the western Atlantic, which may influence the large-
scale wave train. Pacific blocks are largely influenced by the intermediate-frequency components 
of the flow represented as retrograding waves, and is also associated with a negative PNA footprint 
on the low-frequency band. The Pacific blocks are impacted by both cyclonic and anticyclonic 
RWB. Additionally, significant stratosphere anomalies are found prior to blocking onset over the 
Atlantic, Asia, and Pacific sectors. Although such anomalies may serve as useful precursors for 
blocking onset, the troposphere-stratosphere interaction involved in blocking onset may be two-
way and merits further study.  
6.4 Blocking Onset Impacts on Prediction Skill 
 
 We now examine the prediction skill of Z500 over each blocking sector within the 
GEFSv12 and relate the prediction skill to the blocking onset mechanisms discussed in the 
previous section. Previous studies showed lower model skill around the onset time of blocking 
anticyclones (Tibaldi and Molteni, 1990; Matsueda, 2009; Ferranti et al., 2014), and many bust 
cases over Europe are known to be associated with Scandinavian blocking (Rodwell et al., 2013). 
Here, we examine how the GEFSv12 7-day prediction skill is impacted by blocking over the four 
sectors. We anticipate larger forecast skill associated with the Atlantic, Asian, and Pacific sectors, 
as these regions are influenced by lower frequency dynamics and can be tied to patterns of 
variability (NAO/PNA). In contrast, the Europe blocks form rather quickly, and a dynamical model 
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may not predict the onset at large lead times. The ACC and areal-averaged root mean squared error 
(RMSE; Wilks, 2011) was calculated between the GEFSv12 reforecasts and the ERAI reanalysis 
over the respective blocking sectors (30 - 80°N; 100° longitude centered on blocking peak 
frequency) each day of the winter season from 2000/2001-2016/2017, and the 5-days before and 
4-days after onset are highlighted for each blocking event. Over the model time period, there are 
8, 17, 10, and 5 blocking events over the Atlantic, Europe, Asian, and Pacific sectors, respectively.  
 
 
Figure 6.18: (a) RMSE and ACC of GEFS 7-day forecasts evaluated against ERAI Z500 (each 
winter day from 2000/2001-2016/2017), over the (a) Atlantic, (b) Europe, (c) Asia, and (d) 
Pacific blocking sectors (grey Xs). Vertical and horizontal lines indicate the median RMSE and 
ACC, respectively. Cool colored circles represent 5 days before onset, black circles represent 
onset, and warm colored colors represent 4 days after onset. Blue stars represent the average 
RMSE/ACC before blocking onset for all blocking events, black stars represent the average 
RMSE/ACC at onset for all blocking events, and the red stars represent the average RMSE/ACC 





 Figure 6.18a displays the RMSE vs. ACC over the Atlantic sector for each winter day 
during 2000-2017, and Day -5 to Day +4 for each Atlantic blocking event are highlighted. Results 
indicate that ACC values prior to onset (blue circles) are generally lower than those after onset 
(red circles), but the distribution of the RMSE does not seem to change after onset. It is interesting 
to note several onset days (black circles) fall below the median ACC and above the median RMSE. 
Figure 6.18b is the same as Fig. 6.18a, but for Europe events. More spread exists among the 
RMSE/ACC values, especially for values above the median RMSE and below the median ACC. 
The RMSE/ACC values were averaged over all cases before and after onset (stars), and the average 
ACC values only slightly rise past onset. Unlike the Atlantic cases, the average RMSE increases 
at and past onset. Several blocking onset days experience very poor skill, with RMSE values 
greater than 100 m and even one event with negative ACC. As expected, the Europe sector blocks 
are the only sector with the average ACC post onset below the median ACC and can be attributed 
to the influence of high-frequency flow and RWB. The Asian sector contains the lowest median 
RMSE (Fig. 6.18c), and the separation of ACC between the pre-onset and post-onset groups is not 
as clear as the Atlantic or Europe sectors, although the average ACC is larger past onset than before 
onset. Of the 10 blocking events (from 2000/2001-2016/2017), eight onset dates contain above 
median ACC. The Pacific sector contains the highest median ACC value but the largest average 
RMSE at the onset time, with three of the five onset days containing RMSE values greater than 
100m (Fig. 6.18d). It indicates that the model may capture the pattern well, but fail to predict the 
magnitudes of Pacific blocking highs. 
 It is important to note that the prediction skill discussed above is likely model dependent, 
depending on the model’s ability to handle cyclogenesis, eddy-mean interaction, RWB, etc. Future 
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study will be focused on the predictability of phenomena such as RWB and relate them to the 
predictability of the blocking patterns. 
6.5 Summary and Discussion 
 
 The characteristics and mechanisms of blocking onset over four regions have been 
analyzed. EOF analysis was performed on the 2-dimensional (time ´ longitude) blocking data and 
the leading four EOFs were chosen to represent the four blocking sectors. The total Z500 field was 
decomposed into 3 frequency bands: high (<= 6 days), intermediate (6 days < period <= 30 days), 
and low (> 30 days). Atlantic sector blocking is manifested as the negative phase of the North 
Atlantic Oscillation and is dominated by low-frequency flow and strong cyclonic RWB in the West 
Atlantic Ocean. Additionally, a majority of parcels released within the blocking sector experienced 
latent heating and ascent, some of more than 400 hPa within 3 days prior to onset. Europe sector 
blocks have a clear anticyclonic wave breaking signature, and more persistent anticyclonic RWBs 
occur during the onset of blocking highs than for non-persistent anomalous highs. It is shown that 
Europe blocks are strongly influenced by the high-frequency component of the flow. This is in 
contrast to Nakamura et al., (1997) who showed that low-frequency dynamics are of primary 
importance in the formation of Europe blocks. The Asian sector blocks are manifested as a 
stationary wave train that spans back to the Atlantic Ocean, which is most prominent on the 
intermediate frequency band. The blocking high is mainly contributed to low- and intermediate-
frequency components and could possibly form without any high-frequency feedback. The Pacific 
blocks are characterized as North Pacific ridging and contain strong anticyclonic and cyclonic 
RWB near onset. The low-frequency component resembles the Pacific-North American (PNA) 
pattern, but the block itself is dominated within the intermediate frequency band which is 
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characterized by retrograding waves. Most impressive for the Pacific events, we showed that the 
flow should be partitioned into three frequencies as suggested by Rennert and Wallace (2009). 
 The impact of blocking on the GEFSv12 7-day prediction skill was examined. In general, 
there is an increase in ACC values from day -5 through day +4 of the blocking event, and the 
increase is clear when examining the average values for all blocking events before and after onset. 
The Europe sector is the only case to have the average ACC post-onset below the sector median 
value, and the poorer skill is attributed to the rapid development of Europe blocking events. As 
some blocking events contained very poor skill within the GEFSv12, various sources of 
predictability may aid in operational forecasting of atmospheric blocking events. For example, the 
occurrence of a weakened polar vortex and a weaker westerly jet may be an important precursor 
to Atlantic blocking events.  
 An admitted weakness of this study is the small number of winter blocking events analyzed 
due to the infrequent occurrence of blocking. It is also important to note that the prediction skill 
examined in this study is inherent to the GEFSv12 model and the results may change when 
examining other models. The main differences will be associated on the representation of RWB, 
cyclogenesis, eddy-mean interaction, stratospheric processes, etc. If a model can better represent 
the predictability sources, blocking prediction may be more skillful.  
This study provides a thorough investigation of mechanisms involved in blocking 
formation; especially how different they may be depending on the geographical location. An 
important question in the literature is how atmospheric blocking will change in the future. Given 
the different mechanisms for different blocking sectors, the future changes of blocking may be 
different across sectors, which demands investigation. 
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Chapter 7: Conclusions 
 
 Skillful predictions on the subseasonal to seasonal (S2S) timescale greatly benefit a variety 
of sectors, including public health, emergency management, and the energy sector. Specifically, 
S2S predictions of extreme and severe weather outbreaks are desired as it allows for resources to 
be pre-deployed to likely impacted areas. The overarching goal of this dissertation is to further 
understand and exploit sources of extreme and severe weather predictability on the S2S timescale. 
Investigation into specific sources of predictability for atmospheric blocking, extreme 
temperatures, and severe weather has created skillful statistical and hybrid forecast models which 
will be useful in real time once adapted.  
 In Chapter 3, we developed a statistical model that skillfully predicts the winter seasonal 
mean blocking frequency over the Eurasian Continent one to two months in advance. In addition, 
owing to the relationship between atmospheric blocking and extreme temperatures, similar multi-
linear regression models were designed, and the seasonal frequencies of extreme warm and cold 
days were skillfully predicted over large areas of Greenland and Eurasia. The predictors were 
constructed from the fields (i.e., SST, Z70 and SIC) that represent the general sources of 
predictability on the subseasonal to seasonal time scales. Specifically, we demonstrated certain 
“phases” of the predictors are associated with an increased frequency of blocking and can be 
explained by exploring the physical mechanisms. 
 Chapter 4 presented the relationship between large-scale weather regimes (WR) and 
tornado frequency during May (1990-2019). Results show strong variability of regional tornado 
occurrence during different WRs, owing to the modulation of severe weather environmental 
variables (CAPE, low- and mid-level shear). Additionally, persistent WRs are responsible for a 
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large fraction of tornado days and tornado outbreak (day with greater than 10 tornadoes) days. 
Owing to the fact that a persistent WR produces increased tornado frequency and persistent WRs 
are more predictable, we aimed to predict weekly tornado days using a hybrid prediction model. 
Model predicted weather regimes are used to develop the hybrid model to predict weekly tornado 
activity and skillful predictions are evident out to week 3 for the U.S. and the sub-regions analyzed. 
 Skillful week 3-4 predictions of extreme warm days (EWDs) and standardized precipitation 
index (SPI) were explored in Chapter 5. The relationship between soil moisture and extreme 
temperatures are well known, and previous studies have also shown anomalous SST anomalies in 
the Pacific preceding United States drought events. Therefore, we make use of a North Pacific SST 
(NP SST) index and the second leading principal component of soil moisture over the U.S., and 
the indices are used to develop a MLR prediction model, and it demonstrates greater skill at weeks 
3-4 than the Climate Forecast System version 2 (CFSv2). The extreme values of the NP SST index 
are associated with a wave train that spans from the Eurasian continent to the North Atlantic, with 
a blocking anticyclone over the eastern United States which contributes to an increase of EWDs 
and negative SPI. Further analysis showed that persistent WTZ500 events induce strong SST 
anomalies over the North Pacific that projects on to the second EOF mode of SST. The persistent 
circulation anomalies and increasing blocking occurrence over the eastern United States are also 
attributed to the positive land-atmosphere feedback. The increased blocking occurrence produces 
an increase in EWDs and low precipitation periods; reduced soil moisture leads to an increase in 
sensible heat flux and a decrease in latent heat flux, which help maintain a blocking high. 
 In Chapter 6, the mechanisms for blocking onset over 4 sectors are investigated and related 
to the predictability with an S2S model. Atlantic sector blocking is manifested as the negative 
phase of the North Atlantic Oscillation and is dominated by low-frequency flow and strong 
 97 
cyclonic RWB in the West Atlantic Ocean. Europe sector blocks have a clear anticyclonic wave 
breaking signature, and more persistent anticyclonic RWBs occur during the onset of blocking 
highs than for non-persistent anomalous highs. It is shown that Europe blocks are strongly 
influenced by the high-frequency component of the flow. The Asian sector blocks are manifested 
as a stationary wave train that spans back to the Atlantic Ocean, which is most prominent on the 
intermediate frequency band. The blocking high is mainly contributed to low- and intermediate-
frequency components and could possibly form without any high-frequency feedback. The Pacific 
blocks are characterized as North Pacific ridging and contain strong anticyclonic and cyclonic 
RWB near onset. The low-frequency component resembles the Pacific-North American (PNA) 
pattern, but the block itself is dominated within the intermediate frequency band which is 
characterized by retrograding waves. 
 Overall, this dissertation provided skillful S2S prediction products for extreme and severe 
weather which would be useful to centers like the Climate Prediction Center (CPC) and various 
private sectors, such as energy, water management, agriculture, public health, and even national 
security. The skillful predictions are tied to “forecasts of opportunity” in which an outcome is more 
likely due to some initial state. This work also expanded the understanding of atmospheric 
blocking onset mechanisms and demonstrated the importance of treating geographic sectors 
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Figure A.1. (a) Heidke Skill Score (HSS) between observed and predicted tercile of winter 
extreme warm temperature days. (b) HSS between observed and predicted tercile of winter 









Table A.1: Tested Predictors. Correlation with the blocking frequency timeseries, forward 
stepwise ACC progression, and contribution of each predictor. The contribution is calculated by 
removing the predictor from the multiple linear regression model and measuring the drop in ACC. 
Index Month Corr with BF ACC With Stepwise Contribution 
SST SEP 0.627 0.572 0.109 
Z70 SEP 0.629 0.738 0.134 
SIC OCT -0.511 0.812 0.073 
Z70 OCT 0.500 0.809  


































Figure B.1. The five regions examined in this study: Southern Plains (SP), Northern Plains (NP), 









Figure B.2. Heidke Skill Scores (HSS) for the hybrid prediction of weekly tornado days (1 or 
more tornado) for the United States during March (blue) and April (orange). Any HSS greater than 




Figure B.3. Composite anomalies of tornado frequency (color shading, units: tornadoes/day), 
H500 (gray contours: -100gpm to 100gpm every 10), CAPE (black contours, units: J/kg), and S500 
(vectors) for (a) WR1, (b) WR2, (c) WR3, (d) WR4, and (e) WR5. Dashed contours represent 
negative anomalies. Climatology is shown (f) for reference with S500 magnitude (teal contours, 
units: m/s) in place of vectors. Only significant CAPE anomalies (𝛼 = 0.05) are displayed in (a)-
(e) while hatching indicates significant tornado anomalies. Teal (magenta) vectors are where S500 








Figure B.4. The ACC calculated for the observed and model predicted weekly weather regime 
frequency for different WRs (colors) and the average ACC for all five WRs (black). The horizontal 






Figure B.5. Heidke Skill Scores (HSS) for the hybrid MLR prediction model for weekly prediction 
of days with 1 tornado or more for the United States (black solid), Southern Plains (red), and 
Midwest (blue); and 5 tornadoes or more for the United States (black-dashed). Any HSS greater 


















Table B.1. Percentage of days with greater than or equal to 1, 5, 10, 15, 20, 25, and 30 tornadoes 
for each of the regions of interest.  
% of Days with Tornado 
  US SP NP SE NE MW 
>=1 TORS 54.73 29.68 9.68 16.67 7.63 20.43 
>=5 TORS 17.10 7.74 1.29 3.44 0.54 3.55 
>=10 TORS 8.49 2.80 0.54 1.72 0.11 1.40 
>=15 TORS 5.05 1.72 0.22 0.65 0.11 0.97 
>=20 TORS 3.87 0.86 0.11 0.43 0.11 0.97 
>=25 TORS 2.15 0.32 0.00 0.11 0.00 0.43 
















































Figure C.3. The (a) critical success index, (b) probability of detection, and (c) probability of 









Figure C.4. Spearman Rank correlation between the MLR predicted extreme warm days per 
week and observations at (a) week-3 and (b) week-4. Spearman Rank correlation between the 
CFSv2 predicted extreme warm days per week and observations at (c) week-3 and (d) week-4. 
White contours indicate significant correlations between the predictions and observations using 









Figure C.5. The (a) Heidke skill score (HSS), (b) critical success index, (c) probability of 
detection, and (d) probability of false detection for the MLR week 4 predictions of extreme warm 







Figure C.6. The distribution of (a) NPSST index values and (b) Soil PC2 values at initialization 
for week 4 correct positive (red) and week 4 correct negatives (blue) at [84°W, 38°N]. All index 






Figure C.7. The (a) critical success index, (b) probability of detection, and (c) probability of 








Figure C.8. The Spearman rank correlation coefficient between the MLR (a,b) and GAM (c,d) 
model fits and observed extreme warm days per week for 1980-2017. The figure illustrates the 
GAM model fits better to the observations but will be shown that no better prediction exist when 








Figure C.9. Heidke Skill Score (HSS) between the GAM predicted extreme warm days per week 
and observations at (a) week-3 and (b) week-4. HSS between the CFSv2 predicted extreme warm 
days per week and observations at (c) week-3 and (d) week-4. White contours indicate HSS 






Figure C.10. The (a) critical success index, (b) probability of detection, and (c) probability of 














Appendix D: Supplementary information for Chapter 61 
 
 
Figure D.1. Z500 anomalies (contours: m) and extreme temperature frequency (shading) from 
onset to day +4 of (a) Atlantic, (b) Europe, (c) Asian, and (d) Pacific blocking events. Extreme 
temperatures are defined as daily temperatures greater (less) than the 90th (10th) percentile 
temperatures at each grid point. Positive values (red) represent an increase in extreme warm 
temperature frequency while negative values (blue) represent an increase in extreme cold 
temperature frequency. Green contours represent significant anomalies of extreme temperature 
(95% confidence interval). 
 







Figure D.2. Composite anomalies of 70-hPa geopotential height (m) for day -10 to day -6 (left), 
day -5 to day -1 (middle), and onset to day +4 (right) for each blocking sector (rows). White 
contours represent significant anomalies at a 95% confidence interval. 
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Figure D.3. Z500 anomalies (contours: m), wave activity flux (WAF; vectors: !
!
"!
), and WAF 
convergence (shading: 10-5 m2s-2) for (a) day -6, (b), day -4, and (c) day -2 before Atlantic 







Figure D.4. Composite average Z500 (contours: m) and summed precipitation (shading: 
mm/season) during years that contain (a) Atlantic blocks, (b) Europe blocks, (c) Asia blocks, and 









Figure D.5. (a) Distribution of difference of medians between 10000 random samples for the 
RWB count over the Europe blocking sector for two days before onset to 2 days after (blue) and 
the true difference between the median RWB count for blocked events and non-blocked events 
(red line). The black lines indicate the 95% confidence interval (CI). (b) Distributions for the 






Figure D.6. Z500 anomalies (contours: m), wave activity flux (WAF; vectors: !
!
"!
), and WAF 
convergence (shading: 10-5 m2s-2) for (a) day -3, (b), day -2, and (c) day -1 before Europe 








Figure D.7. Z500 anomalies (contours: m), wave activity flux (WAF; vectors: !
!
"!
), and WAF 
convergence (shading: 10-5 m2s-2) for (a) day -6, (b), day -4, and (c) day -2 before Asian blocking 









Movies D.1 – D.4: These contain the evolution of the high-, intermediate-, and low-frequency 
flow from day -10 to onset. Movie S1, S2, S3, and S4 are for the Atlantic, Europe, Asian, and 
Pacific blocking sectors, respectively. They are available online at 
https://sites.google.com/view/dem2/dissertation-movies. 
 
 
