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Summary
In this thesis, im provem ent of face recognition performance w ith the use of images 
from the visible (VIS) and near-infrared (NIR) spectrum  is attem pted. Face recog­
nition systems can be adversely affected by scenarios which encounter a significant 
am ount of illum ination variation across images of the same subject. Cross-spectral 
face recognition systems using images collected across the VIS and NIR spectrum  can 
counter the ill-effects of illum ination variation by standardising both sets of images. 
A novel preprocessing technique is proposed, which attem pts the transform ation of 
faces across both modalities to a feature space w ith enhanced correlation.
Direct m atching across the modalities is not possible due to the inherent spectral dif­
ferences betw een NIR and VIS face images. Com pared to a VIS light source, NIR 
radiation has a greater penetrative depth  w hen incident on hum an skin. This fact, 
in addition to the greater num ber of scattering interactions w ithin the skin by rays 
from the NIR spectrum  can alter the m orphology of the hum an face enough to dis­
able a direct m atch w ith the corresponding VIS face. Several ways to bridge the gap 
between NIR-VIS faces have been proposed previously. M ostly of a data-driven ap ­
proach, these techniques include standardised photom etric norm alisation techniques 
and subspace projections. A generative approach driven by a true physical m odel has 
not been investigated till now.
In this thesis, it is proposed that a large proportion of the scattering interactions present 
in the NIR spectrum  can be accounted for using a m odel for subsurface scattering. A 
novel subsurface scattering inversion (SSI) algorithm  is developed that im plem ents an 
inversion approach based on translucent surface rendering by the com puter graph­
ics field, whereby the reversal of the first order effects of subsurface scattering is 
attem pted. The SSI algorithm  is then evaluated against several preprocessing tech­
niques, and using various perm utations of feature extraction and subspace projection 
algorithms.
The results of this evaluation show an im provem ent in cross spectral face recognition 
performance using SSI over existing Retinex-based approaches. The top perform ing 
combination of an existing photom etric norm alisation technique. Sequential Chain, is 
seen to be the best perform ing w ith a Rank 1 recognition rate of 92.5%. In addition, the 
im provem ent in performance using non-linear projection models shows an elem ent of 
non-linearity exists in the relationship betw een NIR and VIS.
Key words: Face Recognition, Subsurface Scattering, Near Infrared, Cross-Spectral, 
Heterogeneous Face Recognition
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Chapter 1
Introduction
Biometric systems are having an increasing influence in everyday life. Traditional 
authentication systems such as keys,Personal Identification Number (PIN) and pass­
words were based on the security paradigm of what the user knew or physically pos­
sessed. Consequently they were vulnerable to theft or misplacement. Biometric sys­
tems are based on who the user is or how the user behaves. In particular, interest in 
facial features as a biometric has increased. This is due to a combination of factors, 
including greater computing power and storage, breakthroughs in facial image pro­
cessing [74] and a greater focus on security applications. In addition, the fact that it can 
be carried-out passively and non-intrusively has lead to a greater social acceptance of 
face recognition.
Traditional face recognition systems have been quite successful in solving restricted 
scenarios, where the images for use are captured in controlled conditions. However, 
it is of greater interest, especially in the context of security applications, to investi­
gate situations where face images are obtained in a variety of conditions. Illumination 
profiles, for example, can vary greatly between images causing a number of issues 
in automatic face recognition systems. The research presented in this thesis investi­
gates face recognition solutions where images are captured in Visible (VIS) and Near 
Infrared (NIR) modalities to counter the effects of illumination variation.
The following section presents a brief introduction to generic face recognition systems.
Chapter 1. Introduction
1.1 Generic Face Recognition Systems
The basic premise of a face recognition system consists of a comparison between 2 
sets of images. One set of images is captured beforehand, and stored into a database 
of enrolled faces {gallery images). The second image is obtained when an individual 
presents himself/herself for authentication (prohe image).
The application of a face recognition system can take 2 forms:
• Verification - An individual {client) presents a claimed identity, and the system 
compares the probe image for that client with all stored gallery images for that 
client. Hence the identity of the client is verified using a one-to-one matching.
• Identification - The client's probe image is compared with all enrolled gallery 
images. The system's aim is to identify the client using a one-to-many search.
The first stage of any face recognition system is the acquisition of face images which 
are digitally quantised via a sensor (usually a camera operating in the VIS light spec­
trum). This 'raw ' image data can contain a large amount of unnecessary information, 
existing in the 'non-face' region (background, clutter, torso). The next stage is usually 
to detect and separate out this relevant face information. Several forms of face detec­
tion can be used, and it is very common to identify eye centre locations to detect a 
face.
In most cases, it is not possible to replicate exactly the gallery image capture con­
ditions during the probe image acquisition. For example, variation in the distance 
between the camera and subject will result in faces of different sizes. A solution to this 
problem is to standardise the face size and position with respect to a key landmark 
using geometric normalisation. Eye centre locations are again very commonly used 
for this. In addition, photometric normalisation can be used to minimise unwanted 
image perturbations (e.g camera blur, dynamic range saturation).
Even within normalised, cropped face images there is a large amount of potentially 
redundant information. Selection and extraction of salient features from the images at 
this point is often one of the most crucial stages in face recognition systems. The use of
1.2. Motivation
dimensionality reduction is especially prevalent at this stage and can greatly increase 
the computational efficiency of the system.
At this point, a score-generation mechanism is employed to quantitatively ascertain 
the relationship between the probe and gallery image pairs. The generated score can 
then be used to classify the image, and verify or authenticate the identity of the client.
1.2 Motivation
While existing frontal, controlled face recognition systems have achieved high accu­
racy rates, the implementation of such systems does not encompass the diverse con­
ditions that a face recognition might encounter. Surreptitious probe image acquisition 
(CCTV footage) to identify criminals, for example, is a very common use-case. In such 
a scenario, the gallery images may be of controlled quality - from passports or driv­
ing licenses. However, the probe image data quality can vary - noise degradation, 
obscured facial features, shadowing or deviated poses as seen in Figure 1.1.
One manifest disadvantage of face recognition systems in the VIS light spectrum is 
that of illumination variation[2l. The varying energy distribution and directionality 
of a light source, coupled with the 3D structure of the hum an face can lead to exten­
sive differences in shading and shadows. Such variations can be rather extensive even 
between images of the same subject. The problem, especially when considering auto­
matic face recognition systems, is when such variations exceed the difference between 
one subject and another.
Lambertian reflectance, combined with specular reflectance can account for most of 
the changes in facial appearance due to illumination variation. The Lambertian re­
flectance model proposes that light incident on a surface is reflected equally in all 
directions. Specular reflectance is the phenomenon where the surface mirrors inci­
dent light, in a specific direction. The combination of these two models is the cause of 
shading and specular reflections respectively.
Specular reflections are identified by regions of relatively high intensity (brightness) 
on the surface. They occur when the incident light strikes the face at such an angle 
that the angle of reflection is equal. Shading on the other hand, is observed w hen the
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Figure 1.1: A n overview of challenges in Face Recognition.
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Figure 1.2: Examples of VIS colour images (above) and corresponding NIR images (below) from the 
PICS Dataset (Refer Chapter 5)
brightness of the surface pixels decreases w hen the angle of incidence diverges from 
the surface normal. This occurs w hen the incident light has a changing gradient w ith 
respect to the surface. Shadowing is caused by absence of incident light on the surface, 
usually due to occlusion of the light source.
To combat this, various different approaches have been tried. The principle tech­
niques for tackling the problem of illum ination variation and its negative effect on 
face recognition were identified, such as 3-D face recognition[10][50], therm al face 
recognition[33][25][68][59], fusion m ethods such as M ulti-spectral (also Hyper-spectral) 
Face recognition [45] [12] and NIR face recognition[76] [75] [36] [17] [35] [73]. A more 
extensive review of existing w ork in this area is presented in Chapter 2.
However, the majority of the above m ethods render existing VIS image databases re-
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dundant. This limitation, in addition to relatively high data-capture costs led to an 
investigation of a more practical solution. In typical, real-life identification scenarios 
it is not the case that the gallery image with which one is attempting to seek a correla­
tion is acquired in the NIR modality. A more usual scenario for person identification 
would be to attempt to match VIS gallery images to NIR images.
In such cases, a NIR probe image is acquired using hardware that is sensitive to this 
spectrum. This usually means the use of a NIR point light source to illuminate the 
subject in a frontal pose, capturing the image using a NIR camera. In this manner, 
acquisition of the probe image is also standardised with respect to illumination, al­
lowing for an easier match with a controlled VIS gallery image. The use of a NIR 
probe image is thus advantageous, in providing a fixed reference point, as opposed 
to attempting to match pairs of VIS images with arbitrarily varying illuminations. It 
should be noted that these methods are still susceptible to issues such as pose devia­
tions, since we cannot always completely control the orientation of the subject at probe 
acquisition.
Although illumination variation can be limited to a large extent due to the use of con­
trollable light sources in both capture scenarios, there are other issues , such as the 
spectral differences between the modalities, which prevent the implementation of a 
direct solution. Approaches to cross spectral face recognition can be categorised into 
either model-based or data-driven approaches. Physical model-based approaches in­
vestigate the inherently disparate spectral properties of NIR and VIS modalities. Data- 
driven approaches, on the other hand, attempt to use probabilistic models to map the 
modalities to a space minimising unwanted spectral differences without caring too 
much about the origin of the data.
One of the most significant differences between NIR and VIS images is due to Sub­
surface Scattering. Subsurface scattering is caused by incident radiation undergoing 
internal reflection with a translucent medium and emerging in the direction of the 
viewing plane at some point distant from the point of incidence. This mechanism is 
thus in addition to, and in contrast to, the standard mechanisms of surface reflection. 
(This is described in greater detail in Chapter 4)
1.3. Aims
1.3 Aims
The research carried out in this thesis will focus into an investigation into the spectral 
differences between face images in the NIR and VIS spectrum. A physical model to 
attempt removal of Subsurface Scattering is hypothesized. A novel algorithm based 
on this model is then used in a face recognition system to evaluate its effects on clas­
sification. A combination of multi-region, single-scale Local Binary Patterns (LBP) 
image representation in conjunction with Canonical Correlation Analysis (CCA) is 
also proposed to establish benchmark performance as per state of the art stochas­
tic approaches. A comprehensive evaluation of these two methods and their inter­
operability with different pre-processing methods and subspace projection techniques 
is presented.
1.4 Contributions
The contributions of this thesis in the area of Cross Spectral face recognition in the 
VIS-NIR domains is summarised as follows;
This thesis presents a model attempting to simulate the removal of both the Subsurface 
Scattering component of NIR face images using a form of global Gaussian Deconvo­
lution on the image space as well as the log Illumination component. The effects of 
this algorithm on NIR-VIS face recognition are evaluated. An investigation into the 
optimal parametrisation of this deconvolution algorithm has been conducted, which 
shows the improvement in recognition performance over the existing Retinex algo­
rithm for a cross spectral face matching system.
A parallel approach, using Canonical Correlation Analysis (CCA) is presented. A se­
ries of experiments, attempting to determine optimal conditions which are necessary 
for CCA to be effective are described. In addition, various permutations of dimen­
sionality reduction and feature selection are shown to be relevant when considering a 
probabilistic approach.
Several different pre-processing techniques, including the subsurface scattering inver­
sion technique, LBP and various subspace projections are evaluated to identify the 
overall best performing algorithm. A novel approach of Sequential Chain preprocess-
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ing, LBP and kernel Discriminant Projection algorithms is shown to be the highest 
performing algorithm. Investigations into the effect of slight pose deviations are also 
presented.
Finally an evaluation is presented which describes the conditions under which NIR- 
VIS face recognition can be performed with minimal treatment to minimise spectral 
differences.
1.5 Thesis Structure
This thesis is structured in the following manner:
Face Recognition • O verv iew•Im plem ented  A lgorithm s
Illumination Invariant 
PR Overview
•P rev io u s Work 
•S co p e
•R esearch  D irection
Subsurface Scattering
•Spectral D ifference b etw een  VIS and  NIR  
•S im ulating subsurface scattering  
•Subsurface scattering inversion
Datasets •P ose Invariant Cross Spectral (PICS) D ataset •H eterogen eou s Face D atabase (HFB)
Effects of 
Preprocessing
•E xperim ental M eth od ology
•R esu lts
•A n a ly sis
Conclusions
•Sum m ary of research  
•C onclud ing rem arks 
•Future w ork
Figure 1.3: This figure shows the main focus area for each chapter in the thesis
• Overview of Face Recognition Systems The following chapter presents an overview 
of face recognition systems. Within each stage of the face recognition process, 
techniques which have been used in this thesis are described.
1.5. Thesis Structure
Illum ination Invariant Face Recognition This chapter presents a discussion into 
existing approaches to counter illumination variation. A review of existing tech­
niques into model-based and stochastic approaches to NIR-VIS recognition is 
presented, with a section motivating the chosen research direction.
Effects of Subsurface Scattering on Visible and Near Infrared Images Chapter 
4 describes the Subsurface scattering effects on NIR-VIS modalities. A technical 
overview of several illumination models is presented, leading on to a discussion 
of reflectance distribution functions used to simulate/approximate scattering. 
Experiments investigating how Subsurface scattering differs between NIR and 
VIS face images are presented.
Datasets Chapter 5 presents details of the datasets used for evaluation in this 
thesis. Protocols and standards to enable a consistent evaluation across the 
datasets are presented, along with technical specifications of the images acquired.
Effects of Preprocessing on Cross-Spectral Face Recognition Chapter 6  de­
scribes an extensive evaluation of the different approaches to NIR-VIS face recog­
nition. The experiments are conducted on 2 available datasets. A custom dataset 
with minimal variation between NIR-VIS light sources is described, alongside 
the CASIA HFB dataset which is more challenging. Experiments using a com­
prehensive combination of algorithms, including permutations which obviate 
CCA or subsurface scattering removal, are designed. The results obtained are 
presented in an analytical manner.
Conclusions This chapter discusses the conclusions that can be drawn from the 
research presented in this thesis, and the potential ramifications for future re­
search in this area.
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Chapter 2
Overview of Face Recognition 
Systems
This chapter presents an overview of face recognition systems. As mentioned in Chap­
ter 1 .1 , there are two general applications for which face recognition systems are used;
• Face Verification - A one-to-one search, where an individual presents a claimed 
identity as a probe image which is verified by comparison with the stored gallery 
image.
• Face Identification - In this scenario, the probe image's identity is unknown. A 
search is performed on the full database to determine the identity of the claimant.
Figure 2.1 shows the various stages that are commonly present in a face recognition 
system.
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Figure 2.1: Overview of Face Recognition Systems
2.1 Sensor
The first stage of any face recognition system is the acquisition of data to be used. 
This can take several different forms, depending on the type of sensor used - visible 
spectral images, infrared images or even 3D face capture. In this thesis, we consider 
2D face images in both visible and near-infrared spectra.
2.2 Image Normalisation
Image normalisation can take several forms. Depending on the image, there may be 
one or more faces present. It is thus important to accurately locate the relevant face re­
gions within the image. This stage is usually referred to as face-detection/ localisation. 
After the face region is isolated, there are further pre-processing stages which can en-
2.2. Image Normalisation 13
hance or clarify the data captured.
Geometric normalisation is a form of pre-processing where face regions are trans­
formed to a pre-defined set of coordinates. This process minimises variations in the 
face database which arise due to different face-region sizes, head poses and positions 
that the images may contain. It is important to note that due to the 3D nature of faces, 
only near-frontal poses can be geometrically warped without detrimentally affecting 
the original face data. In this thesis, a geometric transformation has been applied to 
the image dataset to standardise all eye-locations, as well image resolution.
Photometric normalisation can play an important role in face recognition systems. 
The aim of this stage is to extract canonical information for each face pair, while still 
retaining intrinsic features so that the inter-subject variation is not diminished. In this 
thesis, the following photometric preprocessing techniques are used.
2.2.1 Sequential Chain Preprocessing (SQ):
Sequential Chain Pre-processing (SQ) consists of a series of photometric preprocessing 
algorithms outlined in [62]. The data is preprocessed using the following chain of 
algorithms:
• Gamma correction: This algorithm enhances the local dynamic range of the im­
age in darker sections, while compressing it in bright regions and at highlights.
• Difference of Gaussian Filtering: Essentially a bandpass filter. Difference of 
Gaussian (DoG) filtering removes non-essential shading from face images while 
retaining the broader features. For an input image Im g {x , y), a DoG filter output 
is computed:
D{x, y\ao, ai) = G{x, y, uq) -  G{x, y, ai) -k Im g {x , y) (2.1)
where k  represents the convolution operator, and
G{x, V, a) =  (2.2)
v27r CT^
With (To =  1.0 and ai = 2.0, a bandpass filter mechanism is performed on both
NIR and VIS images. This has the effect of suppressing both high and low fre­
quency components.
14 Chapter 2. Overview o f Face Recognition Systems
• Contrast Equalisation: Global rescaling of the image intensity values is per­
formed to ensure that there are no 'extreme' values
2.2.2 Single Scale Retinex (SSR):
An image Im g {x , y) is often considered as the product between illumination L{x, y) 
and reflectance R{x, y):
Im g {x , y) = R{x, y) • L{x, y) (2.3)
The Single Scale Retinex (SSR) approach by Jobson et al. [30] approximate the re­
flectance image R {x,y)  by subtracting the estimated illumination, L{x,y), from the 
the original image, Im g {x , y), in their logarithm domains. Mathematically, SSR is 
described as following
\og{R(x,y)) = log{Im g(x,y)) -  log{L{x,y))
(2-4)
I  L{x,y) = Im g { x ,y ) ^ G { x ,y )
where L(x, y) is obtained by convolution of the original image using G{x, y), an isotropic 
Gaussian filter. It is quite important to note that the transformation into log space is 
computed after the convolution operation has taken place, in contrast with homomor­
phic filtering where the image convolution is performed on the log image space.
2.2.3 Self Quotient Image(SQl):
The Self Quotient Image (SQI) was proposed by Wang et al. [67] as a method of syn­
thesizing an illumination normalised image from a face image. The SQI is defined by 
Im g {x , y) and a smoothed image S{x, y) as
^  I m g ( x , v )  ^  I m g ( x , y )
S{x,y) Im g {x ,y )® F {x ,y )
where F  is anisotropic weighted Gaussian filter.
In this work, the IN_face toolbox [6 6 ] is used to perform SSR and SQI methods. Figure
2 . 2  shows the results of different preprocessing algorithms applied.
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Figure 2.2: Image preprocessing techniques on VIS (top) and NIR (bottom). From left to right: 
Razo S Q -^  SQI -)■ SSR
2.3 Feature Extraction
Feature selection is the process in which a subset of optimal features is obtained from 
the full dataset based on some specified criterion. Feature extraction differs from se­
lection in that, the nature of this process is usually transformative.
2.3.1 Local Binary Patterns
LBP were introduced by Ojala et al. [44] as a form of texture representation that em­
ploys structured ordinal contrast encoding to capture the complex image micro-structure. 
Figure 2.3 shows the basic LBP operator and its effect on an image. LBP is insensitive 
to monotonie gray-level transformations, which makes it a highly robust representa­
tion for use in cross spectral face recognition. One of the more interesting aspects of 
LBP relates to the concept of uniform LBP patterns. Ojala et al, state that approxi­
mately 90% of discriminative information in an image is restricted to uniform variants 
of LBP, A uniform LBP contains at most two bit-wise transitions. It describes 2 types 
of patterns - rotational patterns, such as edges and two non-rotational patterns, such
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Figure 2.3: The LBP operator (left), and uniform LBP image representation (right) 
as a bright spot or a flat area.
Considering the inherent spectral properties (monotonie invariance) of NIR images, 
an LBP histogram representation of such an image would enable comparison with a 
VIS image possessing a relatively higher degree of variation. Hence a corresponding 
representation of a VIS image by its LBP histogram can be used to eliminate a large 
portion of the spectral differences between VIS and NIR images. However, it should 
be noted that skin texture can still vary between NIR and VIS, and LBP does not ac­
count for these differences. For the purposes of the experiment, multi-region (7 x 7, 
non-overlapping segments) uniform LBP feature histograms were used[3]. This has 
been demonstrated to improve face recognition accuracy. However, it should be noted 
that excessive segmentation can render the system vulnerable to misalignment or mis- 
registered faces.
In this thesis, uniform LBP feature histograms were obtained from the images in the 
following manner:
1. Perform uniform LBP on the overall image
2. Divide image into 7 x 7 ,  non-overlapping segments.
3. Populate LBP histogram bins for each uniform LBP image segment into an out­
put vector, X .
An additional benefit of using uniform LBP in this system was the reduction in num­
ber of bins per LBP segment down to 59 from 256, resulting in an overall 64 x 59 matrix
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representing the image. This meant that for the subsequent stages of the process, ras­
terised multi-region LBP vectors (1 x 3776) reduced computational overhead.
2.4 Subspace Projection
2.4.1 Principal Component Analysis
Principal Component Analysis (PCA) is a dimensionality reduction technique that 
was introduced in face recognition by Sirovich and Kirby [57]. PCA (also known as 
the Karhuneen-Loeve Transform) is a commonly used feature extraction method in 
face recognition now, and was made popular by work of Turk and Pentland [65] who 
coined the term 'eigenfaces' as a facial representation of PCA bases. The PCA algo­
rithm compresses input data into an ordered set of orthogonal eigenvectors, such that 
the maximum variance of the data is retained.
Consider an input dataset of n  vectors X  =  each of dimension m. PCA basis
vectors can be obtained by calculating the eigenvectors of the m x m  covariance matrix, 
Spca/ which is defined as follows:
1 ”
^pca — ~  ^  — x)(Xf — x)^ (2.7)
^  z=l
and X is the mean of all the vectors contained in X, i.e:
n
x =  ^ x i  (2 .8 )
This can be used to solve the eigenvalue problem:
=  0 (2.9)
where 4* =  [0 i, •••, (j^mV takes the form of a matrix containing the orthogonal eigen­
vectors and A is a diagonal matrix with eigenvalues {AjJTj along the leading
diagonal such that Ai > ... > A^.
The eigenvalue. A*, represents the variance of the feature set X  in the direction rep­
resented by the corresponding eigenvector 0^. Linear combinations of eigenvectors.
18 Chapter 2. Overview of Face Recognition Systems
can be used to represent a vector x  without losing any information as shown 
in Equation 2.10
m
X =  X +  ^  tticfi (2 .1 0 )
where ai is the projection coefficient of x  — x in the direction c/)i
ai =  0 T (x -  x) (2 .1 1 )
Raw face image data is usually of high dimensionality, and there can be significant 
amounts of non-discriminative information - large areas of smooth texture for exam­
ple. This can lead to high redundancy and sparsity in the ordered eigenvalues. Hence, 
if (x — x) is represented using just the top k eigenvectors ,{0 }JLi, not much informa­
tion is lost. The PCA projection coefficient a  can be calculated:
a  =  $^(x  -  x) (2 .1 2 )
where 4>k\- The selection of the parameter k can be done in several
different ways. A very common method is to use the ratio of retained energy to total 
energy, e, as seen in Equation 2.13
The chosen value of k should be significantly lower than m. This ensures a reduction 
in computational overhead. Additionally in the case of huge datasets it may ensure 
that computational memory limits are not exceeded.
2.4.2 Linear Discriminant Analysis (LDA)
Consider a set of vectors with C  classes {Xc7}2=i and each feature vector x  G X c of 
size m. The within-class scatter matrix Sw for such a dataset is defined as:
c
Siv =  ^  ^  (x -  Xc) (x -  5tcY (2.14)
c = l  xeX c
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The between-class scatter matrix Sg is seen to be:
c
Sb = Y ^  Nc{jtc -  x) (xc -  x)T (2.15)
c = l
where Xc is the mean of class c, Nc is the number of samples in this class, and x is the 
global mean of the whole data set. One of the criteria for choosing the optimal projec­
tion matrix Wida is the Fisher Discriminant Criterion introduced to face recognition 
by Belhumeur et al. [6 ]
W“o = (2.16)
If the vector space is high dimensional, Sw is usually singular. Hence it is imperative 
that some dimensionality reduction must be applied beforehand to project the original 
dataset into a subspace in which the Sw is non-singular. It can then be shown that 
WIda is the solution of the eigenvalue problem
SjsWida -  SwW/daA =  0 (2.17)
2.4.3 Kernel Discriminant Analysis (KDA)
LDA obtains projection vectors by minimising the within-class covariance, while max­
imising the between-class covariance. However, this is a linear solution and may not 
be ideal when presented with a non-linear problem. To overcome this limitation, an 
approach can be adopted where the data is mapped onto a non-linear space prior to 
computation of the projection vectors. This approach is commonly referred to as Ker­
nel Discriminant Analysis (KDA) [11].
As shown earlier, if we consider a set of vectors with C  classes {Xc}2=i and there are 
N c  feature vectors x  G X c for each class C, we can define their between-set scatter 
matrix, Sg , and within-set scatter matrix, Sw from equations 2.14 and 2.15 respec­
tively. In the case of KDA, the data is first transformed into a feature space T  using 
a non-linear mapping function 77 : R” ^  In addition, the total-scatter matrix in 
the feature space T , S \  can be defined as the sum of the between-set matrix, S^, and 
within-set matrix, S ^ :
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N
s j, == =  Y ^ ( p ( X i )  -  X r ,) (r /(X i)  -  X r ,Y  (2.18)
i = l
where JV =  X)£=i Nc.
KDA attempts to obtain the best projection function V that satisfies the optimisation 
problem:
•pTg  ^V
Vopt =  arg max ÿ p g f ÿ  (2.19)
'T
It can be shown that any linear combination of 77 (x%) is a solution to the optimisation. 
Hence we can factorise Vopt in terms of coefficients a  such that - Vopt =  UfLi
Thus, for a  =  [ui, 0 2 , • • * , ctN] we can rewrite Eqn. 2.19:
a^K W K oi= argmax (2 .2 0 )
where K is the kernel matrix (Kÿ — /C(xj, y^)) and W  is defined as:
_  J 1/Nk, if Xk and x j  both belong to the A:-th class;
I  0 , otherwise.
The optimal a  is obtained by solving the eigenproblem:
K W K a  = X K K a  (2.22)
2.4.4 Canonical Correlation Analysis
Canonical Correlation Analysis (CCA) is a multivariate regression method introduced 
by Harold Hotelling [27]which attempts to describe the relationship between two data 
sets in terms of their cross-covariance matrices. In face recognition, CCA is a powerful 
tool that can be used to identify correlation between two sets of images (VIS and NIR 
for example). Consider two random, correlated vectors x  and y, analogous to VIS and 
NIR image pairs respectively. CCA can be used in this case to obtain pairs of directions 
Wa; and Wy which maximise the correlation between the projections Xcca = w jx  and
Vcca = w jy. The directions can then be obtained as a maximum of the following
function:
_  E[xy] _  E;[wîxywJ]
y Ë îx 2 ]Ë Iÿ 2 j 3&[wîxxTWa;]E;[wJyyTWy]
(2 .23)
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This can be represented as:
p = ---------------------   (2.24)
(wjQxW^wJCyyWy) 2
where Ca;x E and Cyy e  are the within-set covariance matrices, while Cxy G 
Rpxg |g between-set covariance matrix.
The canonical projection vectors, and Wy can be found by solving the eigenvalue 
equations:
f r7-ir7™.r7-ir7..™ =
(2.25)f ^xx x^yCyyCyx — p^ x^1 ^ y y ^ y x ^ x x ^ x y  =  P ^ ^ y
One of the major strengths of CCA is the fact that almost any two signals, with some 
degree of correlation, can be used as input vectors to learn a correlation-relationship 
between them. However, it should also be noted that CCA is highly dataset depen­
dent. Dimensionality reduction also plays an important role in the CCA learning pro­
cess. Computing CCA directly on the images is a very computationally intensive task, 
and results in a high level of sparsity in any projection matrices. As a result, face 
recognition experiments conducted in this thesis using CCA were only attempted on 
data following projection into a lower dimensional subspace.
2.5 Classification
The preceding stages in face recognition usually result in a series of (relatively) low­
dimensional output vectors representing the input data. The next stage is to classify 
the probe vectors with respect to the gallery vectors and ensure a decision is made. 
There are several common approaches to classification.
In situations where a dataset has insufficient sample density to estimate a good class 
distribution, a Nearest Neighbour (NN) classifier is the most obvious option. Accord­
ing to the NN rule - given a training dataset, Xtm/ containing samples from C  classes 
and input feature vector x, if Xc G Xf^n is the sample nearest to x, then x  is assigned 
to class C  (which is the same class as that of x^).
In this thesis, the following distance measures have been used for an NN classifier.
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2.5.1 Chi-squared Histogram Distance (%^ )
In order to measure the similarity between two representation vectors corresponding 
to a probe. I ,  and an enrolled gallery image,G, a simple, direct measure Sim ^2 {G, I)  
based on Chi-squared distance between the two input images G  and I  is adopted. 
h.Q{i) and h ^ i)  denote the 7-th bin of the histogram vector representations for the j-fh  
face region of G  and I  respectively:
=  ( - )
In the work carried out in this thesis, this chi-squared similarity was exclusively used 
to compare images represented by LBP histograms.
2.5.2 Normalised Correlation
Normalised Correlation (NC) is another classification measure which can be applied 
in the vector space to measure the similarity between an image pair.
where || • || is the vector magnitude of the L^-norm, and do  and dj are the feature 
vectors in lower-dimensional space for the images G  and I  respectively.
2.6 Performance Metrics for Face Recognition
Once classification has been performed, the system performance can be evaluated. 
System evaluation protocols vary depending on the scope of the problem. Namely, 
whether the system is being tested for Face Verification or Face Identification
2.6.1 Verification Performance Evaluation
In verification systems, it is necessary to evaluate system confidence in the claimed 
identity of a client. The decision to accept or reject a claim is dependent on whether 
the computed similarity score S  is above a threshold T. There are two different types 
of errors:
• False Acceptance
This error occurs when a client claims a false identity which is then accepted
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by the system. The False Acceptance Rate (FAR) is the frequency of this type of 
error. It is also sometimes known as the False Match Rate (FMR):
_  Number o f False AcceptedClaims 
Number ofTotalFalseClaims
•  False Rejection
As an inversion of the FAR, False Rejection occurs when a client's true claimed 
identity is rejected as false by the system. The False Rejection Rate (FRR) or False 
Non-Match Rate (FNMR) is the frequency with which this error takes place.
p j l j l  — ^um berofRejectedTrueC laim s  
Number ofTotalTrueClaims
The system performance is reflected by the Half Total Error Rate (HTER), defined as 
the average of the FRR and FAR. For each threshold T, there exists a pair of FAR and 
FRR. It is common to represent the performance of verification systems in the form of 
a Receiver Operating Characteristic (ROC)), which is defined as:
ROC(T) =  {F R R(T),FA R{T)) (2.30)
2.6.2 Identification Performance Evaluation
In a face identification system, a client's identity is ascertained by searching the full 
database and returning possible matches. In a threshold-based approach, the claimant's 
face is matched against the database and only those scores above a certain threshold 
are returned. In a rank-based approach, all the matching scores are sorted and the top- 
K  scores are returned. Hybrid approaches combining both thresholding and ranking 
are also possible.
In this thesis, we consider rank-based score matching. System performance, for 
each rank k is reported as:
_  NumberofCorrectM atches . .
 ^ NumberofTotalM atches
In the work carried out in this thesis, we mainly consider Rank-1 identification as an 
evaluation metric.
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2.7 Conclusion
In this chapter, an overview of face recognition systems has been presented, focussing 
on the specific problem of cross-modal face recognition to counter illumination varia­
tion.
In the cross-modal face recognition system described in this thesis, the input data 
consists of face images from both VIS and NIR domains. These raw images are pre- 
processed to perform face registration, followed by photometric normalisation. This is 
then followed by permutations of LBP histogram representation and dimensionality 
reduction using PCA/LDA. Additionally, the use of CCA is also made in an attempt 
to examine the cross-modal relationship between VIS and NIR.
Finally, the performance evaluation metrics for face recognition systems have been 
introduced.
Chapter 3
Review of Illumination Invariant 
Face Recognition
3.1 Introduction
This chapter presents a literature review of existing techniques to tackle the problem 
of illumination variation in face recognition. The various approaches to the problem 
usually attempt to achieve some degree of invariance to illumination changes between 
face images. This could be in the form of data capture which is invariant to illumina­
tion, or a model-based solution whereby the illumination variation can be predicted 
or diminished.
As seen in figure 3.1, the problem can be addressed in three main ways:
• 3-D Methods which make use of the 3D nature of the face
• 2-D Normalisation usually consists of photometric algorithms to diminish the 
effects of illumination variation
• Spectral M ethods where the face data obtained is not limited to the visible 
spectrum
The following sections overview the approaches representative of each type of method­
ology, with greater focus placed on spectral methods. In this thesis we use a spectral
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Figure 3.1: An overview of approaches to counter the detrimental effects of Illumination variation in 
Face Verification.
approach, whereby we obtain face image data using both VIS and Near IR modalities 
to perform face recognition.
3.1.1 3-D methods
Obtaining the 3D information of a face is of great use in a face recognition system 
that aims to eliminate illumination variation. A significant part of the problems with 
illumination variation arises when the face information is accessed from a lower, 2 - 
dimensional perspective. The function which describes the response of skin to light 
captured by a camera is quite complex and is parametrised by factors such as albedo, 
surface normals/geometry and the spectral response of the camera itself. A 3D model 
of a face can also be used to predict changes in illumination across the surface normals, 
based on various attribute representations pertaining to 3D face data - range imagery 
profiles, surface curvature etc.
As a result 3-D models are quite prevalent in attempting face recognition for non- 
frontal faces, [4, 61]. Hansen et al. [24] attempt 3-D face reconstruction with interop­
erability across both NIR and VIS illumination, using a photometric stereo algorithm
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which improves the likelihood estimation performance for computing surface nor­
mals.
An exhaustive discussion of 3D techniques is beyond the scope of this thesis and the 
interested reader is pointed to 3D face recognition surveys in [1, 10, 52, 74], which 
highlight some of the major works in this domain.
One of the major drawbacks of a 3D face recognition system is the cost prohibitive na­
ture of the solution. 3D capture sensors can be quite expensive. In addition, use-cases 
for 3D data capture usually require a cooperative subject. This means that any surveil­
lance scenarios are very difficult to implement, even despite advances in plenoptic 
camera technology [2 0 ]
3.1.2 2D Normalisation
Kittler et al. [77] propose a category of passive approaches, 2D normalisation techniques. 
In this approach, the images are transformed using a combination of model-based 
and stochastic algorithms to diminish, or standardise the images w ith respect to their 
illumination profiles. Model-based approaches take into account the reflectance prop­
erties of the surface, while stochastic approaches require no physical assumptions.
A common stochastic approach is the use of linear subspaces to represent a model for 
different illumination profiles. Experiments conducted by Hallinan [23] demonstrate 
the use of five eigenfaces to model face image composition in a variety of lighting 
conditions. Shashua [53] demonstrates the use of photometric stereo to solve for face- 
skin albedo and surface normals provided at least 3 samples with independent light 
sources are available. A limitation of this implementation is an inability to compensate 
for cast shadows caused by occlusion, instead of attached shadows which arise w hen the 
angle between surface normal and incident light direction is obtuse.
3D linear subspaces are proposed by Belhumeur et al. [6 ], where three or more images 
of a face are used to construct a 3D basis for projection into a linear subspace. They 
also propose the use of Linear Discriminant Analysis (Fisherfaces) to achieve higher 
recognition rates by maximising the ratio of between-class and within-class scatter for 
the image.
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Blanz et al. [7] introduced a face recognition system based on a 3D morphable model. 
The model was built using PCA analysis of face shape and texture separately from 
a database of 3D scans. The model was fitted to unknown faces introduced to the 
system using an optimisation process based on shape and texture coefficients, along­
side rendering parameters such that the difference between the input image and ren­
dered image were minimised. Recognition was performed after fitting both probe and 
gallery images to the model, with a good performance rate achieved on the CMU-FIE 
[56] and FERET [46] face database.
Photometric normalisation techniques have also been used to counter illumination 
variation. Histogram equalisation [21] is a common technique to flatten the pixel in­
tensities of an image histogram. Performance gains have been demonstrated using 
histogram equalisation even in datasets using controlled capture conditions.
Homomorphic filtering [21] is an approach that attempts to use the logarithm of the 
reflectance model to separate the reflectance and luminance components of an image. 
A commonly adopted reflectance model used in homomorphic filtering is:
I{x, y) =  R{x, y) -k L{x, y) (3.1)
where I{x ,y )  is the image intensity, R{x,y) is the reflectance component and L{x,y) 
is the luminance component. If the logarithm of the image is passed through a high 
pass filter, the luminance is dampened while the reflectance is amplified. Since the 
reflectance components correspond to the high frequency parts of the images, this 
ensures that any sharp changes (edge-like features) are more prominent.
The Retinex feature is obtained from an image by dividing out the luminance to ob­
tain the reflectance component. Single-scale Retinex features are obtained by isotropic 
smoothing using a single Gaussian function. Wang [67] describe the Self Quotient Im­
age, as an implementation of a multi-scale Retinex approach, where several weighted 
anisotropic smoothing functions are applied
Shashua and Riklin-raviv [54] propose a concept of Ideal class of object, based on the 
assumption that different images of the same face are objects that have the same shape 
but different surface albedos. They then define a Quotient Image,Qy{u^v) of object y
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against object a as:
where py{u,v) and pa{u,v) are the albedos of the objects. The image Qy{u,v) is a 
purely relative composition based on texture differences and the effects of any illumi­
nation discrepancy is minimised. .
In his thesis. Short [55] evaluates several different pre-processing algorithms on 2D 
visible face databases. Each pre-processing algorithm includes permutations with and 
without histogram equalisation, and it is found that histogram equalisation is benefi­
cial to classification performance in all cases.
There is some degree of overlap between normalisation approaches in the spatial and 
spectral domains, and can be used to enhance the information acquired. In this thesis, 
we evaluate the following pre-processing techniques on a cross-modal problem - His­
togram equalisation. Sequential Chain, Single Quotient Image, Single Scale Retinex 
and Gaussian Deconvolution.
3.1.3 Spectral Methods
Spectral methods (also active illumination) approach the illumination problem from 
a data capture perspective. By extending the spectra of images to be captured, these 
approaches can enhance the amount of face information that is present if the data from 
the VIS spectrum is non-ideal.
In scenarios where there is a great deal of varying illumination in the visible spectrum, 
it has been demonstrated by Wilder et al [68] that the use of thermal imagery can 
improve recognition performance. Unfortunately a major drawback to using thermal 
information is the decay in correlation between samples from the same subject over 
time [58]. Ambient and body temperatures can also perturb thermal image samples 
[13]. In addition, infrared cannot penetrate sunglasses, rendering them opaque which 
can limit the effectiveness of such systems in security applications.
These drawbacks motivate fusing the features with visible imagery. Several different 
fusion approaches have been proposed [12,45,59], and it is usually the case that there 
is a performance benefit in the case of high expression and illumination variation.
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Figure 3.2: The electromagnetic spectrum
Pan et al. [45] make use of hyper-spectral images to perform face recognition. A 
hyper-spectral image draws information from a variety of bands in the electromag­
netic spectrum. It was demonstrated that a hyper-spectral skin signature exists for an 
individual, with marked difference across subjects. Making use of this fact, the spec­
tral reflectance across 31 bands was used at 5 different points - forehead, left cheek, 
right cheek, hair and lips, to perform face recognition. For each point, a normalised 
and combined single vector representing the spectral reflectance was obtained. Using 
the inter-subject Mahalanobis distance, a distance metric between 2 different subjects 
was computed.
The NIR spectrum lies just beyond the red spectrum of visible light (800 -1050 nm) as 
seen in Figure 3.2, and does not suffer from some of the drawbacks of thermal infrared. 
Due to NlR's proximity to the visible spectrum and coupled with the fact that human 
skin reflects NIR, the spectral response is similar to VIS imagery. This reflective nature 
of objects in NIR also allows its use as an active illumination source. In addition, 
sunglasses are penetrable in the NIR spectrum.
Dowdall et al. [17] implement a NIR face recognition system, where the feature detec­
tion is implemented by integral projection across upper and lower NIR bands. Li et 
al. [36] also propose a NIR system with a custom dataset. An active NIR LED source 
is used in conjunction with an optical filter to block the visible spectrum in order to 
capture face images in the NIR spectrum. The LBP feature extraction is then made to 
obtain a feature representation that compensates for monotonie transforms that arise 
during data capture. Zou et al. [75, 76] implement a face recognition system that 
uses active differential imaging to obtain a face image that is independent of ambient 
illumination change.
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Although there is minimal leakage from the visible spectrum into thermal and NIR, 
there may be environmental changes that can cause capture conditions to vary. Hizem 
et al. [26] attempt to address this issue by introducing a synchronised burst from 
an active illumination source. This floods the scene with the active illumination and 
minimises the effect that any environmental changes may have.
There are also safety issues to consider. Prolonged exposure to NIR or Thermal emit­
ters can cause damage to the retina, and it is important to regulate the amount of time 
subjects are exposed to these spectra.
3.2 NIR-VIS Face recognition
It should be noted that purely non-visible spectral systems suffer from some of the 
same drawbacks as 3D systems - acquisition of completely new datasets in alternative 
spectra is required. If not fused, there is no inter-operability with existing databases. 
This motivates the use of a bi-modal system. If an existing gallery dataset (passports, 
driving licenses, etc.) can be used in conjunction with a probe dataset with an active il­
lumination source (such as NIR), it is possible to implement a solution where a greater 
degree of control can be imposed on both gallery and probe image capture.
NIR-VIS face recognition can be broadly categorised into data-driven approaches and 
physical-model approaches. Data-driven approaches attempt to project NIR and VIS 
images into a subspace where the effects of spectral differences are minimised. How­
ever no physical aspects of the actual NIR-VIS relationship are incorporated into the 
solution. Physical-model solutions attempt to use physical models from both spectra 
to build a relationship projection for NIR and VIS face images. In this thesis, we will 
focus on a combination of both model-based and stochastic approaches.
3.3 Data-driven NIR-VIS Face Recognition
One of the major issues with matching NIR-VIS is the fact that the spectral proper­
ties of human skin can vary [14] [64] [40]. Learned association methods operate on 
the principle that the relationship between NIR and VIS facial images is one that can 
be obtained without an investigation into the true physical model itself. Two of the 
main methods identified (see below) make extensive use of a regression method called
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Canonical Correlation Analysis (CCA) [27] (see Chapter 2.4.4 for a description).
A general learned association algorithm that can be applied to heterogeneous image 
problems is proposed in [39], and referred to asCDFE)! (CDFE)!) by the authors. This 
was originally developed to enable recognition between VIS images and their sketch 
images. It is then used to perform face recognition between VIS and NIR images. 
CDFE can be considered as a variant to LDA and essentially attempts to transform 
both image sets into a common feature space where their similarities are enhanced. 
The face recognition is then performed in this subspace, with relatively good perfor­
mance results claimed by the authors.
3.3.1 NIR-VIS Face Matching using CCA-based learning
In this method, the correlation between NIR and VIS images is actively learned. Li et 
al [70] [71] use a system of canonical correlation analysis (CCA) learning in which the 
learning mechanism is implemented between features in LDA subspaces. This has a 
two-fold effect on the process, increasing robustness as well as reducing complexity.
A relatively unsophisticated approach would be to compare the face pair images di­
rectly. Using LDA to reduce initial high dimensionality of the image pairs allows 
selection of more relevant features which can result in greater and more accurate cor­
relation. This is due to a variety of differences between NIR and VIS images, especially 
spectral properties (e.g. blood vessels can be more apparent in NIR images). This also 
allows for the use of a comparatively smaller database, which is very advantageous 
given that CCA can be prone to over-fitting when used in conjunction with small train­
ing sets.
Several different experiments were conducted by the authors in which the correlation 
(using CCA) was leamt between NIR-VIS pairs whose features had been extracted 
using LDA, PCA or a combination of both. Results indicate that the best performing 
algorithm (measured by Lowest False Acceptance Rate) was NIR — VIS(LDA+CCA), 
which was about 11% better than the best VIS -> VIS matching algorithm.
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3.3.2 Infrared Texture Prediction using CCA and Active Appearance Mod­
elling
While not a true face recognition system when considered on its own, the method de­
scribed here could be modified for use in such a system. Reiter et al. [49] use CCA and 
active appearance models [16] to predict NIR face depth maps from RGB face data, 
thereby demonstrating the relation between NIR and VIS from a simulation-based per­
spective. They approach the problem with the assumption that face appearance and 
its depth can be described using correlated linear features, with respect to illumination 
direction, albedo and shape. Application of CCA in this case allows the acquisition of 
corresponding signal components pertaining to the functional relationship between 
the NIR-VIS face projections.
For prediction of the corresponding NIR textures, CCA is applied to RGB image vector 
pairs and their corresponding depth maps. This is done in 3 main stages (Refer to [49] 
and Section 2), which are then followed by active appearance modelling:
• Lead factor pairs W =  (w i,..., w^) and V =  (v i, ..., v^) are estimated from N  
samples of RGB images X =  (xi, ...,xjv) and their corresponding depth maps
^  ~  (Yi? •••jYiv)
• Regression Parameters, R are calculated using R =  (X^W)lY^
• The relationship between a new input, Xnm, and the predicted NIR, Vpredktedf is 
defined by:
Vpredicted ~  R r ( ^  ^new) (3.3)
3.4 Physical-Model Cross-spectral Face Matching
Model-based face matching approaches attempt to take into account the physical rela­
tionship between the NIR and VIS spectral domains. This a priori information is then 
used to construct a model. This is used to transform or project the data into a space 
which increases correlation between the modalities. The advantages of using this ap­
proach are that once a model has been established, it usually does not require any
34 Chapter 3. Review of Illumination Invariant Face Recognition
additional training by the classifier. Consequently, a multitude of classification tech­
niques may be used to test the model. As is the case with any such approach, restric­
tions on the inter-operability between datasets would arise if the model assumptions 
do not take into consideration any additional systematic biases.
3.4.1 Partial Face Matching between NIR-VIS
In [72], the authors use the MGBC Portal Challenge dataset to match partial NIR video 
clips to a gallery of full frontal VIS images. The problem is treated as a still-face recog­
nition problem by obtaining sets of frames from the NIR video clips. Since the match­
ing is done with only partial face sections, it is difficult to apply conventional registra­
tion and alignment techniques. To that effect,the authors use an automatic face align­
ment algorithm [69] to isolate and identify face regions. Based on local key (landmark) 
features, the algorithm creates a cropped face section image along with its mask.
The authors conclude that the similarities between VIS and NIR face pairs can be vi­
sually identified quite easily, especially at the feature-structure level. The main dif­
ferences are in the actual pixel values. They attempt to minimise these differences 
and maximise any similarities by attempting a kernel filter-based pre-process. Using 
a Laplacian of Gaussian filter, the images are smoothed (to suppress noise) and then 
edge-enhanced. These edge-enhanced images are then binarised.
The actual matching is performed on these binarised, filtered image pairs. Each image 
is segmented into 16 x 16 sections. A Hamming distance minimisation is then used to 
measure the difference between corresponding features, and finally summed to obtain 
the total distance. The method, as implemented by the authors, requires no prior 
training for use with any classification system.
To evaluate the performance with other existing NIR-VIS matching systems (PCA- 
CCA, LDA-CCA and CDFE), the authors use a set of patch-based experiments.To ob­
tain a measure of the influence that the automated face alignment has on the process, 
both automatic and manual face aligned datasets are used. Additionally, the other ap­
proaches require training. As a result, the authors use their custom-collected NIR-VIS 
data for this purpose. The testing is done on the MBGC database.
Results indicate that this new filter-based approach is significantly better than the
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CCA and CDFE methods. A 77% verification rate is achieved at a False Acceptance 
Rate of 0.1%, which is much higher than those obtained by CCA and CDFE. Although 
this is indicative of superior performance, it should also be noted that the CCA and 
CDFE approaches have been trained on different datasets to the MBGC database: Ex­
periments based on the custom-data alone may have been beneficial to identify true 
performance values. However, it does demonstrate that, even with only minimal 
training, the Laplacian of Gaussian (LoG) filter technique achieves very good perfor­
mance.
3.4.2 Normalised Appearance from Localised Structures
Liao et al.[38] propose a system of Difference of Gaussian filtering in conjunction 
with multi-block LBP (MB-LBP) feature representation to perform heterogeneous face 
recognition. They hypothesize that the suppression of both higher and lower end fre­
quency components in VIS and NIR images can transform them into a common space. 
For this, they use aDoG filter.
MB-LBP is then performed on the DoG filtered images. MB-LBP differs from pure 
LBP in that the relationship is computed on blocked subregions instead of pixel neigh­
bourhoods. A Gentle Adaboost [18] algorithm is applied to acquire the most relevant 
MB-LBP feature sets. The verification rate of the system at 0.1% false acceptance rate 
is 67.5%, and is 87.5% at false acceptance rate of 1%.
A summary of existing approaches is seen in Table 3.1
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Preprocessing Feature Extraction Matching Reference
DoG MBLBP (H) LDA (Using NIR+VIS) [38]
DoG Raw LDA(NIR)/(VIS) + CCA (NIR+VIS) [38, 70]
DoG Raw PCA(NIR)/(VIS) + CCA(NIR+VIS) [38, 70]
None Raw CDFE (Using NIR+VIS) [38,39]
None Raw LDA (NIR+VIS) [37]
None Raw PCA (NIR+VIS) [37]
None LBP, G_WLD, P_LBP KL distance [43]
LoG + Binarisation Binary img Regional Ham m ing Distance [72]
None LBPH, HOG Random subspace (ED) OR SRC [32]
Table 3.1: A summary of the state of the art techniques detailing preprocessing, feature extraction and 
synthesis approaches to Cross Spectral Face Recognition in the NIR-VIS domain
3.5 Research Direction
In this chapter, approaches to solving the problem of illumination variation in face 
recognition using spatial, 2D normalisation and spectral techniques were reviewed. 
Due to the difficulties in implementing solutions where the data is acquired only in 
non-visible modalities, fusion approaches have seen an increase in popularity. Of 
these fusion techniques, the use of NIR-VIS face recognition has been established as a 
solution where both gallery and probe images can be captured in relatively controlled 
conditions. This is primarily due to the proximity of the spectral responses in both 
modalities and the reflective nature of human skin in the NIR spectrum allowing for 
its use as an active illumination source.
NIR-VIS approaches to face recognition were classified as either data-driven or model- 
based, generative approaches. As seen, there are several data-driven approaches which 
attempt projection of the images into a common space without much consideration 
for the true physical relationship between NIR and VIS images. Combinations of pre­
processing and subspace projections have demonstrated good performance in verifi­
cation experiments.
However, there has not been much research attempting to physically model the differ­
ence transform across NIR and VIS to enhance face recognition systems. In this thesis, 
we propose a novel, physically-motivated approach to resolve the differences between
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NIR and VIS faces, investigating the potential benefit to face recognition systems.
The following chapter presents a description of the structure of human skin and the 
effect of interactions with incident light from the VIS and NIR spectra. It will be shown 
that a major component of the discrepancies between human faces in the NIR and VIS 
spectrum arise due to the greater penetration depth and resultant increase in scatter­
ing. An inversion of subsurface scattering through a Gaussian deconvolution tech­
nique is presented.
In addition, we compare a multitude of pre-processing techniques in conjunction with 
subspace projections to evaluate their effect on face recognition systems alongside the 
proposed algorithm.
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Chapter 4
Effect of Subsurface Scattering on 
Visible and Near Infrared Images
4.1 Introduction
This chapter presents an analysis on the relationship between NIR and VIS face im­
ages. The discussion is presented with a particular focus on the physical modelling of 
the spectral differences that exist between the modalities.
Illumination models that are used to describe light transport, and reflective surfaces 
are reviewed. This is followed by an investigation into the effects that incident light 
has on human skin and various factors which contribute to its overall appearance in 
VIS light. The variations across the VIS and NIR spectra are presented, with a focus 
on the causes of these discrepancies.
As will be seen, the phenomenon of subsurface scattering (SSS) is identified as a pre­
dominant factor in these spectral differences. This is followed by a description of com­
mon approaches in the computer-graphics industry to simulate the effects of subsur­
face scattering. A global Gaussian Deconvolution model is then hypothesised, which 
simulates the removal of the first order effects of SSS.
Experiments to investigate this are presented, in addition to an optimisation mecha­
nism to test for benefits in the classification performance for cross-spectral systems.
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4.2 Light Interaction with human skin in VIS and NIR do­
mains
4.2.1 Structural Properties
As seen in figure 4.1, the outermost layer of human skin is known as the stratum  
corneum  and it consists mainly of dead cells. There is very little absorption of light 
in this layer, and it is mostly transmitted. In Visible and Near-IR frequencies, light 
interacts in a uniform manner with this layer.
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Figure 4.1: Cross section of the structure of Human Skin [courtesy of [34]]
The epidermis (0.027 - 0.15 m m )  is made up of several layers and contains live skin 
cells as well as the natural chromophore - melanin. Of the two types of melanin, eu- 
melanin  and phaeomelanin, it is the latter which is mainly responsible for absorption. 
The melanin concentration in the skin is dependant on genetic factors and can vary 
from person to person, in addition to different skin types. The absorption spectra for 
melanin is affected by the concentration of cells called melanocytes, which produce 
the pigment. More light is absorbed at shorter wavelengths.
The Dermis (0.6 - 3 m m )  is usually divided into two sub-layers - papillary dermis and 
reticular dermis. These layers consist of miscellaneous nerve tissue, blood vessels and
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some connective tissues. The deeper reticular layer contains the larger blood vessels, 
and hence the greater amount of blood fluency. By the time light reaches these lay­
ers, a significant portion of it has been absorbed, scattered or reflected. The trend of 
absorption and transmittance is continued here as well.
The hypodermis is the last layer of skin that we take into account when considering light 
interaction with skin. This layer consists mainly of white fat deposits. The amount of 
light that filters down to this layer is tiny. However, any light that is present is almost 
completely reflected.
4.2.2 Scattering Profile
Each layer of the skin interacts with the incident light in varying amounts as described 
earlier. When considering the stratum corneum, approximately 5-7% of light is re­
flected, with the remainder passing through to the next layer.
The majority of light interactions that occur in the layers below can be characterised as 
surface and subsurface scattering. These interactions can be modelled using Fresnel 
equations [60]. Apart from the reflective-refractive scattering caused by reflection and 
refraction at cellular boundaries, two other types of subsurface scattering occur within 
skin layers - Mie and Rayleigh Scattering.
Mie Scattering occurs when light interacts w ith spherical objects. This type of scatter­
ing is predominant in the epidermis, since the wavelength of light is of the same scale 
as the cells it interacts with. Mie scattering also accounts for light interactions in the 
dermis, due to the presence of collagen fibres . Rayleigh scattering occurs when light 
interacts with particles smaller than its wavelength, and is inversely proportional to 
the wavelength. Rayleigh scattering is difficult to model, due to its inherently chaotic 
nature. In human skin, the effect of Rayleigh scattering decreases as we move along 
further along the electromagnetic spectrum since it is inversely proportional to the 
wavelength.
When considering the human face, the effect of these scattering interactions across the 
visible and NIR spectrum can be broken down into three major visual discrepancies 
and can be seen in Figure 4.2
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Figure 4.2: Differences between portions of the face in NIR(left) and VlS(right) spectra. The effects are 
seen in the eyes (iris regions), nose (soft-edges) and cheek (smoother in NIR)
When compared with visible light, human skin has a much smoother appearance 
in the NIR spectrum. This can be attributed to the fact that incident NIR rays 
penetrate deeper into the skin, increasing the amount of scattering interactions. 
This effect is apparent in edges such as nose, eyebrow ridges, lips-skin bound­
aries where the NIR features are seen to appear blurred in comparison with their 
VIS counterparts. This effect is also manifested in small-scale features such as 
wrinkles and blemishes which are greatly suppressed in the NIR spectrum.
The pupil and iris regions are seen to interact with VIS and NIR light in different 
ways.
The effect of melanin in NIR is negligible. Images from subjects with different 
skin colour show little to no change in the NIR domain, despite marked con­
trasts in the VIS spectrum. In most face recognition systems, the VIS images are
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converted to grayscale prior to further processing. This can help negate the ef­
fect that this discrepancy has on face recognition systems. In the experiments 
conducted in this thesis, the chromaticism of the subject's skin had a minimal 
effect on recognition performance.
Of these three, the most significant effect is down to the excess scattering present in the 
NIR spectrum. The effect of this scattering effect is an overall diffusion of feature level 
information such that there is a loss of clarity. This is especially true when comparing 
image pairs across the VIS and NIR domain. As seen in Figure 4.2, the regions of broad 
texture display areas where small-scale features are missing or greatly suppressed. 
This effect is magnified when considering faces which contain a lot of wrinkles or skin 
blemishes for example.
In this thesis, we focus on a physically-motivated approach to the removal of this effect 
from NIR images, with the aim of enhancing face recognition between image pairs in 
the VIS and NIR domains.
4.3 Illumination Models
The physics of light interaction with surfaces is a complex problem. Considering that 
the resultant appearance of a surface is due to the nature of its interaction with incident 
photons, and there are many millions of photons each with their own behavioural 
pattern, one can begin to grasp the magnitude of the task. When considering spectral 
properties of a surface, we often make assumptions about the illumination content 
within the scene. This is done with the use of illumination models, of which there are 
several types. An illumination model attempts to account for two main aspects of the 
image:
• Light Sources - Spectral information such as wavelength/colour, intensity and 
direction
• Interaction with the surface - How much of the incident radiation is reflected, 
refracted or absorbed and in what manner
A Lambertian surface is assumed to reflect any incident light with equal intensity in 
all directions. Consider an infinitesimally small area of a Lambertian surface dA, such
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that a single incident ray from a point source light, Lp, strikes the surface perpendic­
ularly. Then the output intensity, L q leaving the surface at an angle 0  to the surface 
normal can be determined according to Lambert's Cosine Law:
L q  = LpCos(0) (4.1)
However, it is not usually the case that all surfaces are Lambertian in nature. Espe­
cially in the case of human skin, which can be a highly complex surface to model 
accurately. Specular reflections for example cannot be accounted for using Lamber­
tian surface models. Phong illumination [48] is commonly used to model specularity 
in surfaces and can be used to paint a global picture of the scene in combination with 
diffuse Lambertian surfaces. The Phong model relies on two parameters - the coeffi­
cient of specular reflectivity for the surface, kg, and n, the specular reflection parameter 
which quantifies the deviation from an ideal specular surface (n =  oo for a mirror).
The Cook and Torrance illumination model [15] offers a more sophisticated solution to 
specular reflection modelling. Using Fresnel equations [60], it is possible to ascertain 
the true quantity of reflective interactions at points that are relatively orthonormal to 
the incident light source.
The models mentioned above attempt to model the interaction of light with surfaces. 
An alternative approach is to hide the complexity of these interactions and attempt 
a mathematical abstraction without taking into account the exact physical nature of 
these interactions. Borshukov et ah [9] proposed the Bidirectional Reflectance Distri­
bution Function (BRDF) in an attempt to simulate the effects of scattering in objects. 
However, this model is based on the assumption that light scatters at the exact same 
point that light is incident on the surface. The BRDF is a method of mathematically 
predicting the radiance versus throughput over a limited area of a surface.
Consider the parameters which allow us to observe the behaviour of a photon that is 
incident on a surface at the point {x, y) at time t  and angle 0 , with wavelength A and 
radiance
{x, y, t, 0 ,0 , X)in = (z, y, t, 0 ,0 , X)out (4.2)
It is quite apparent that is not really possible to measure all these 12 parameters for 
every single photon that is incident on the surface. Hence, it is necessary to make
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assumptions about the surface. We can eliminate A by assuming that the surface is not 
fluorescent (i.e. incoming and outgoing light is of the same wavelength). We can also 
eliminate t by assuming that the light exits the surface at the same time it strikes it. 
In the case of a BRDF, we can make the additional assumption that the position (x, y) 
that the photon strikes the surface is the same as its exit point.
However, not all surfaces share this characteristic. Translucent materials such as skin 
gain their partially obtuse appearance due to the phenomenon of subsurface scatter­
ing. The BRDF is insufficient to account for this behaviour.
4.4 Subsurface Scattering
Subsurface scattering is caused by incident radiation undergoing internal reflection 
with a translucent medium and emerging in the direction of the viewing plane at 
some point distant from the point of incidence. This mechanism is thus in addition to, 
and in contrast to, the standard mechanisms of surface reflection. It is subsurface scat­
tering that is responsible for the softness that is apparent at feature edges of translucent 
objects, notably in human skin and also marble.
Q  9
BRDF BSSRDF
Figure 4.3: Left - BRDF and Right - BSSRDF
Jensen et al.[29] introduced the Bidirectional Surface Scattering Distribution Function 
(BSSRDF), which makes use of a dipole reflectance function that incorporates an ele­
ment of the localised effects that can ensue when a light ray is incident on a translu­
cent surface. As seen in Figure 4.4, a comparison of rendered images using this model 
against one rendered using BRDF demonstrates the visual differences between the
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approaches. Use of a BRDF gives a rather hard, computer-generated look, while the 
BSSRDF incorporates the softness of features that we come to associate with human 
skin (and other translucent surfaces).
4.4.1 Bidirectional Subsurface Scattering Reflectance Distribution Function
The BSSRDF, denoted by S, is a relationship between the outgoing radiance,Lo{xq, wo) 
at the point Xq in direction Uq / to the incident flux, (f)i{xi, w^) at the point Xi from 
direction [42]:
S{xi, ÜH, Xo, o j)  =  dLo{xo,uj^  ^ (4.3)
d^i[Xi, Ui)
Jensen et al. [29] show that the BSSRDF, S  can be approximated as a sum of diffusion 
approximation, Sd and a single scattering term,
S{xi,fJ^,Xo,u^) = Sd{xi,uH,Xo,uJ^) 4 - S^^\xi,u l,X o ,u j^)  (4.4)
Using the scalar irradiance relationship, $*(2;*, w^) =  f^^L i(xi, 7Ji)duj, Jensen et al. 
[29] then show that in order to compute the shading of a translucent object, the integral 
for the incoming radiance, Li along the refracted outgoing ray needs to be solved:
L{xo,uJ^) = /  /  Li{xi,UH)S{xi,fül,Xo,üj^)\ Ni -UH \duH dxi (4.5) 
Ja Jci+
where A  is the surface of the object, for the hemisphere situated at the incoming 
position Xi with its normal direction Ni and L{xq, wo) is the outgoing radiance.
In addition, it is shown that the BSSRDF can further be simplified by using a BRDF 
if the incident light is assumed to be uniform. The final subsurface rendering process 
uses Monte Carlo sampling over the surface to integrate the BSSRDF term. For each 
instance of incident and outgoing ray intersections, the single scattering term is com­
puted. The diffusion term is approximated using a dipole source, placed just below 
the point of incidence Xi.
The net visible effect of subsurface scattering is thus to cause a 'blurring' of incident 
radiation over a finite radial area. The effect is particularly apparent in human skin.
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for which the vast majority of visible light is of this form, causing small-scale structure 
such as pores to be much less visible than would otherwise be the case. Particularly 
dramatic images of the distinction between human skin modelled under the BRDF and 
BSSRDF models are given in [29]. Under NIR lighting conditions, this effect ought to 
be more apparent due to the increased light penetration of the skin at this wavelength 
[14].
Figure 4.4: (a)Human Face Rendered using BRDF. Note the prominence of small-scale structures, 
giving the image a 'hard' look (b) Human face rendered using BSSRDF. Subsurface scattering modelling 
softens the image, giving a more natural look (Images courtesy of [29])
In this thesis, we propose that if the subsurface scattering effect (being much more ap­
parent in the NIR wavelengths) can be removed /  inverted from NIR, then the correla­
tion between NIR and VIS images of the human face should be significantly enhanced 
with the attendant benefits for face recognition (if feature extraction has not already 
eliminated the difference).
Removal of subsurface scattering from VIS images is rendered more complex by the 
effects of ambient lighting with arbitrary angle of incident to the skin-surface normals, 
and will not therefore be attempted.
4.4.2 Rendering Subsurface Scattering
In the computer graphics industry, much research has been conducted into rendering 
the appearance of realistic human skin. Monte-Carlo sampling of irradiance and scat­
tering rays has resulted in the most comprehensive and realistic rendering of translu-
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cent surfaces. However this can be an extremely intensive task computationally. Con­
sequently approaches which approximate the effects of subsurface scattering have 
been developed. We shall consider here the simplest: Texture Space Diffusion.
4.4.2.1 Texture Space Diffusion
Figure 4.5: A summary of texture-space diffusion to approximate subsurface scattering. The flattened 
light map, i(a) is de-blurred to i(b) and fused back into the original texture mesh. The effects of this 
transformation are seen in ii(b) and portrays the translucent nature of the surface when compared with 
the original ii(a).
According to the Texture Space Diffusion (TSD) approach, applying a Gaussian filter 
to an 'unwrapped' face texture can approximate the effects of subsurface scattering 
[9]. Figure 4.5 shows the process. The light map of the 3D face is flattened, ensuring 
that the surface normals are orthogonal to the incident light source. This unwrapped
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light map is then convolved with a Gaussian kernel. Often this process is iterative, 
with multiple passes through varying Gaussian filters. The blurred light-map is then 
incorporated back into the original face texture mesh. This gives the final face a softer, 
more natural finish.
The model used to describe subsurface scattering here is thus the computationally 
simplest one employed by the rendering community Assuming that the subsurface 
scattering can be modelled by a Gaussian convolution applied perpendicular to the 
surface normals of the intensity image[5]. In view of its simplicity we shall adopt 
this assumption for our goal of removing differential NIR-VIS subsurface scattering 
effects.
4.5 Gaussian Deconvolution to approximate Subsurface Scat­
tering Inversion
In this section, we present a novel approach to subsurface scattering inversion. We 
first look at the Isomap aspect of BSSRDF removal using simulated data.
Isomap Algorithm
Isomapping [63], is a dimensionality reduction technique that attempts description of 
the underlying geometry of the data sets considered. It is especially effective in ap­
plication scenarios dealing with conversion from 3-D to 2-D images [50]. The Isomap 
algorithm can be summarised in Table 4.1 (As seen in [63], Table 1).
As explained in Section 4.4, we can attempt minimisation of the effects caused by sub­
surface scattering with Gaussian deconvolution in Fourier space provided the surface 
normals of the image are perpendicular. Isomapped images ensure that surface nor­
mals are perpendicular to a centrefold viewing perspective. We thus used a set of 
isomapped human faces to test our hypothesis.
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Step Description
1 Define the Graph G over all data points by cormecting points i and j if [as mea­
sured dx{i^j)\ they are closer than e,(e — Isom ap), or if i is one of the K  nearest 
neighbours of jf(iT-Isomap). Set edge lengths equal to d x (i,j)
2 Initialise d c i i j )  =  d x { i , j )  if i, j  are linked by an edge; dG {i,j) = oo other­
wise, Then for each value o f k  =  1,2,..., A  in turn, replace all entries d c i i j )  
by m m {d c { i,j) ,d G (i,k )d G {k ,j)) . The matrix of final values D g =  d c i i j )  will 
contain the shortest path distances between all pairs of points in G.
3 Let Xp be the p-th  eigenvalue (in decreasing order) of the matrix r(D(sr), and Vp 
be the f-th component of the p-th eigenvector. Then set the p-th component of the 
d-dimensional coordinate vector p, equal to ^JXpV^.
Table 4.1: The Isomap algorithm takes as input the distances dx{i,j) between all pairs i, j  from N 
data points in the high-dimensional input space X , measured either in the standard Euclidean metric 
([631, Fig. lA) or in some domain-specific metric (as in [63]Fig. IB). The algorithm outputs coordinate 
vectors yi in a d-dimensional Euclidean space Y  that best represent the intrinsic geometry of the data. 
The only free parameter (eor K )  appears in Step 1.
4.5.1 Gaussian Deconvolution on Simulated Data
A simulated NIR dataset was created from the Isomapped images for the purposes 
of the evaluation. As indicated by [22], NIR data can be simulated by the use of 2-D 
Point Source Function (PSF), and the addition of a random shot noise function to sim­
ulate camera noise. We use a Normal PSF of an empirically-approximated standard 
deviation cr =  10 pixel units and peak width.
Shot noise [28] was simulated via randomly generated additive noise of zero mean 
and maximum amplitude of 0.3 times that of the isomap mean {I{u = 0,v = 0)). This 
gives an approximately uniform power spectral series and is indicative of many of 
the more commonly occurring forms of image-matching noise, including count-noise 
(albeit without the intensity proportionality) and certain types of registration error.
Since our problem is one of deconvolution, we transform the Isomap data into the 2D 
Fourier space.
We thus examine the frequency distribution of features at differing scales, identifying
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(a) (b) (c) (d)
Figure 4.6: (a)Original Isomap image from dataset [50] (b)Isomap image in grayscale (c)Simidated 
NIR image (d) Centre-shifted, Fourier transform of simulated NIR
the scale at which subsurface scattering effect become predominant. Since feature 
orientation is not relevant to the analysis, prior to attempting to deconvolve out the 
subsurface scattering point spread function, we perform a radial binning of the 2D 
Fourier transform. This has the further advantage that the more noise-prone small- 
scale features manifest at the larger radii are averaged over to the greatest extent (since 
the bin size increases as 27rr).
Radial binning is hence performed by re-sampling the image over an increasing radius,r, 
for a full angular rotation (0 — 27t) for each radius, r  =  l...Rmax-
2tt
Rsum{r) =  ^  4(r sin 6, r cos 9)cW (4.6)
Radially binning the data thus ensures that we have good sampling at individual 
bins for our deconvolution analysis. Since we are intrinsically not interested in these 
highest-frequency components, the shifting of noise away from the higher end of the 
frequency spectrum (by effectively averaging over the total active pixel area of the im­
age) increases the robustness of the algorithm. In addition, due to the highly registered 
nature of the face pairs the presence of phase shifts is not expected.
Shot noise is manifested in the Fourier domain by a uniform distribution. Shot noise 
removal is approximated in the radially binned Fourier space Rsum('>f by subtracting 
the minima of the distribution and re-normalising so that the origin equals 1 (since 
the lowest frequency cor — 0 represents an integral over the original image space, 
which we assume is normalised to unity to give a probability density distribution in
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Figure 4.7: Radially Binned simulated NIR image after centre-shifting in Fourier space
intensity). Hence:
R de—noised (r) = {Rsumjr) -  m in{Rsum{r) }  
Rsum{^)
(4.7)
According to the convolution theorem [21], a convolution of two functions f{ t)  and 
h{t), relates to their Fourier transforms F(p) and H(/i) by the equation:
;:(/(^)i#r/^(^)) =  H(p)F(p) (4.8)
Now, the Fourier transform G(/i) of a normalised Gaussian function G{xi):
G{xi) = A exp[-l/2{xi -  x f f  (4.9)
is itself a Gaussian function, albeit of a reciprocal standard deviation and a normalisa­
tion constant 1.
Within the Fourier space of the Isomapped image, our approach to subsurface scatter­
ing deconvolution stage consists of an iterated series of divisions by Gaussian func­
tions of increasing width Wa until a threshold, h, is reached at the extremity of the 
distribution, h hence parametrises a unique stopping criterion for the deconvolution 
process as the point at which the high-frequency tail of the deconvolution curve begins 
to increase monotonically (after which point the deconvolution becomes implausible). 
We hence determine the minimal deconvolvable Gaussian width for the de-noised and
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Figure 4.8: Radial Spectra at Point of Maximum VIS-NIR Correlation
radially-binned isomap Fourier transform. In the isomap image-space this is equiv­
alent to determ ining the maximal deconvolvable sub-surface scattering point-spread 
function (which constitutes the difference betw een the VIS and NIR point spread func­
tions, since the presence of indirect, non-frontal illum ination in the form er m akes it 
non-deconvolvable in practice). Figure 4.9 shows an overview of the whole process.
To test the initial hypothesis, a simulated NIR dataset was created from a set of Isom apped 
[63] 3-D face images using a blur + shot-noise algorithm  [22]. These NIR Isom aps were 
then pu t through a series of iterative Gaussian deconvolutions based on a m agnitude 
threshold, h, at a frequency cut-off fcut- A comparison with their corresponding VIS 
Isomaps using a Root M ean Square Error (RMSE) m easure in the radial bin space was 
m ade in order to quantify the correlation variation.
As seen in figure 4.10, there is an identifiable m inim um  in the RMSE betw een the VIS
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Figure 4.9: Flowchart describing overall deconvolution iteration procedure for the Isomapped 3D tex­
tures
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and deconvolved data vs h, the deconvolution threshold, indicating a maximum for 
correlation between the modalities. This suggests a likely classification improvement 
using this technique in so far as feature extraction does not already eliminate NIR-VIS 
differences. Additionally, this approach has the potential to itself be used as a pre­
processing algorithm, without requiring any training or modification on the part of 
the classifier itself (although the latter is beyond the scope of this thesis).
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Figure 4.10: Graph of RMSE vs h variation, demonstrating the variability in correlation between 
NIR and VIS. The flat curve is the RMSE between VIS and non -deconvolved NIR and included as a 
benchmark. The RMSE of VIS vs deconvolved, de-noised NIR shows a clear minimum (implying a 
maximum of correlation).
4.5.2 S ubsurface S cattering  Inversion  (SSI) on 2-D data
As seen in section 4.4.2.1, subsurface scattering can be approximated by blurring light 
maps of 3D surfaces and fusing them back into the texture mesh. In our approach to 
approximate the inversion of subsurface scattering, we first tested the deconvolution 
algorithm using Isomapped images in the VIS and simulated-NIR domains, establish-
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ing the presence of a minimum RMSE between their difference images. The next stage 
of the process was to extend the deconvolution to the intrinsic components of the NIR 
and VIS images.
When extending the SSI algorithm to 2-D images, the perpendicularity of the surface 
normals with respect to the light source is an important factor. However, upon consid­
eration of the frontal nature of the face images used for the recognition experiments, it 
can be seen that the deviation across the face profile is minuscule. Assuming that the 
light source is incident on the forehead, the curvature of the face up to the cheek-edge 
is seen to be relatively small. Hence we can assume that the incident light is perpen­
dicular to the surface normals of the face region to a first order of approximation (as 
confirmed in the experiments described below). This allows us to perform the de- 
convolution on the 2d face image without Isomapping, which is necessary for generic 
NIR-VIS problems where we do not have access to 3-D data.
Figure 4.11 shows the radial bins after performing Gaussian deconvolution on the 
computer generated face images from [29]. Transforming the radial bins into the log 
domain allows for a more detailed analysis of the frequency components. As may 
be seen, the deconvolution process demonstrates that the frequency spectral response 
of the 2 image pairs behave similarly to Isomapped images, resulting in similar fre­
quency matches across the response.
In this experiment, it would be useful if the image rendered using BRDF were consid­
ered analogous to a VIS image, while the BSSRDF rendered image could be an NIR 
image (by virtue of the difference in subsurface scattering between the images). Con­
sidering the high frequency components of the deconvolved image, it can be seen that 
deconvolution with the Gaussian can dramatically increase the tail end of the spec­
trum. The effect of varying the a of the Gaussian filter is thus to vary the degree of 
this tail end spike, while mapping the mid-band components onto the BRDF. Taking 
snapshots of the process at intervals, it can be seen that the process is akin to a feature 
mapping from BSSRDF to BRDF (or NIR to VIS).
The next stage was to establish the effect of this deconvolution procedure on the real 
NIR-VIS image pairs.
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Figure 4.11: The ID  radially-binned Fourier spectra of the synthetic faces in Figure 4.4 after deconvo­
lution luith varying Gaussian ividths, a.
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4.5.2.1 Intrinsic Space
If we define an image, Im g(x, y) in terms of its reflectance image, R{x, y), luminance 
image, C{x,y) and albedo, p as:
Img{x, y) = pR{x, y)C{x, y) (4.10)
then we can estimate the reflectance portion of the image with the use of the SSR algo­
rithm (refer Section 2). To briefly recap, the SSR algorithm can be used to extract the 
reflectance image, R {x,y), by subtracting the estimated illumination image, C{x,y) 
from the original image: log[JR(a:, y)] = log[Img{x, y)] -  log[£(a:, y)].
Once we obtain the estimated R  for both NIR and VIS space, the comparison of face 
images at that point is dominated by features influenced by the morphology of the 
face. Performing the Gaussian deconvolution in this space is thus analogous to an 
extension of the TSD approach in 2-D. In order to standardise the contrast levels of the 
images, we also perform histogram equalisation on the image pairs.The SSI process 
hereafter will refer to the complete process of optimised Gaussian deconvolution on 
the reflectance images obtained.
Figure 4.12 shows the effect of deconvolution on real NIR faces, with comparison to 
corresponding VIS image pairs. As can be seen, a significant part of the textural dis­
crepancies can be eliminated by the process of separating out the luminance and re­
flectance portions of the image. The structural differences between the NIR and VIS 
images can quite clearly be identified. The excess penetration depth of NIR combined 
with the greater scattering interactions of the photons with sub-cellular particles in the 
skin can significantly alter the morphology of the human face. This effect is apparent 
even in regions where the underlying fat layer is quite low (forehead).
Figure 4.13 shows the effect of the SSI algorithm on the radial bins for the image pairs 
used in Figure 4.12. For this experiment, the images were deconvolved with Gaus- 
sians of increasing a. The results shown here were the deconvolutions for each pair 
which resulted in the lowest RMSE. When comparing the frequency components in 
these reflectance images with those of earlier texture-space images, it is immediately
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Figure 4.12: The effects o f histogram equalisation on the VIS images (top), and their corresponding SSI 
N IR  images (bottom)
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Figure 4.13: Radial bins for SSI, N IR  and VIS images a,b and c seen in Figure 4.12
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apparent that the frequency distribution is follows a sm oother trail, w ith less signifi­
cant local m axim a/m inim a. The high-frequency spike due to deconvolution w ith the 
Gaussian tail is also a more graceful increment. The im portant thing of note is the 
m apping effect of the SSI algorithm  on the images, whereby the NIR image frequency 
distribution is seen to closely m irror the VIS image.
4.5.3 Optimisation of the a parameter
The deconvolution process aims to approxim ate the inversion of first-order effects of 
excessive subsurface scattering in NIR images, transform ing it into a space w ithin the 
proxim ity of the VIS image space. In order to identify the best param eters for this 
process, the deconvolution function, S S I a ( lN )  was param etrised w ith respect to the 
a  of the Gaussian kernel and optim ised using the function J .
argim n J(o-) =  y /{ S S Ia { lN )  ~  I v Y  (4.11)
The optim isation algorithm  used was based on aSimulated Annealing (SA) process 
[31]. The SA algorithm  attem pts to obtain a good approxim ation of the global opti­
m um  w ithin a large, discrete space using a defined num ber of iterations. A n initial 
state. Sc, for the function to be optim ised is instantiated. A probability function, P ,  is 
then used to attem pt a jum p to a neighbouring state, Sn- If the energy of Sn  is lower 
than Sc, the new  state is stored. The distance of the attem pted jum ps from the current 
state depends on the tem perature ,T, of the SA algorithm  at the time. Successful jum ps 
to lower energy states correspondingly lower the value of T. The SA algorithm  contin­
ues to seek out lower energy states until either the T  threshold is m et or if the energy 
difference betw een states is negligible. The likelihood of reaching the global m inim um  
depends on the values of T  and the efficiency of P  (if the function is convex).
Use of the SA process enabled us to obtain the global m inim um , given that the m ath­
ematical nature or even the convexity of the function to be m inim ised was unknown. 
Figure 4.14 shows the range of optim al a  values. This posed an interesting ques- 
tion.Consider a vector of n  scalars where is the optim al Gaus­
sian variance for the ith  image. W hat is the effect of using a m ean value, where
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Figure 4.14: Distribution o f optimal sigma values for 100 image pairs from  the PICS dataset
This w ould significantly reduce the com putational overhead of the SSI procedure, 
where we could learn the optim al param eter for a full dataset instead of com­
puting this for every single image pair.
A series of deconvolution iterations w ith both the global and the best for the 
individual image pair was perform ed. The RMSE of the difference image betw een the 
SSI NIR image and the VIS image in SSR space were compared. Figure 4.15 shows 
the quantitative effect on RMSE after deconvolution w ith  the m ean of 29.99 vs the 
individual best c r^ . As seen, the RMSE difference as a function of total error is seen to 
be negligible. Hence it was decided to com pute the optim al sigma mean,5°^^ for the 
dataset, and use it as a global param eter for SSI.
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Figure 4.15: Distribution o f optimal sigma values for 100 image pairs from  the PICS dataset
4.6 Summary
In this chapter, we investigated the relationship of light and hum an skin. The effect 
of scattering w ithin hum an skin was identified as a major com ponent affecting its 
appearance in both Visible and NIR wavelengths. The effect of subsurface scattering 
being magnified in the near infrared spectrum  was highlighted.
This led to a discussion of how to best approxim ate the effects of subsurface scattering 
across the spectra. Illumination models as approxim ations of light interaction with 
surfaces were described, such as Lambertian, Specular, Phong and Torrance-Sparrow 
models. The evolution of BRDFs as a m easure of radiance versus throughput in com­
puter graphics into a more complex BSSRDF capable of accounting for subsurface 
scattering was explained.
The application of BSSRDFs to improve cross spectral facial recognition was intro­
duced. A generative, physically motivated approach to approxim ate the inversion of 
the first order effects of subsurface scattering using a global Gaussian deconvolution
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kernel w as described. It w as established that a global sigma param eter to perform  SSI 
on a dataset w ould be used. Chapter 6 presents an evaluation of this deconvolution 
algorithm  alongside several existing approaches (which are data-driven approaches).
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Chapter 5
Datasets
In this chapter, the datasets used for training and testing cross-spectral face recogni­
tion systems developed and  studied in  this thesis are described.
For a true scientific evaluation of any hypothesis, it is im perative that the experi­
m ents are conducted on appropriate data. In face recognition, there are m any dif­
ferent datasets which have been used for evaluation such as AT&T[51], XM2VTS[41], 
YALE[19] FERET[46], P1E[56] and FRGC[47] to nam e a few.
However, for the specific case of testing for heterogeneous face recognition systems, 
the num ber drops significantly. A t the time of writing, there were only 3 cross-spectral 
datasets available for research. Of these, the TINDERS dataset [43] contains images in 
VIS, NIR (980 n m )  and Short-Wave IR (1550 n m ). How ever both the other datasets 
captured NIR images in the 800-850 n m  band, and hence for evaluative purposes the 
TINDERS dataset w as not used  in  this thesis.
5.1 Pose and Illumination Cross Spectral Dataset (PICS) Dataset
This dataset was collected on behalf of the University of Surrey to investigate cross- 
spectral face recognition. The dataset consists of 430 subjects, each w ith  a series of NIR 
and  VIS image pairs at different pose deviations w ith a fixed light source and neutral 
expression.The aim  of this database was to provide an open platform  for systematic 
evaluation of Cross Spectral Face matching. To this end a com prehensive set of NIR-
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VIS facial image pairs at a series of deviated poses defined by pitch and yaw angles 
were captured.
The data acquisition rig consisted of a series of vertical pillars set up around a central 
turntable as seen in Figure 5.1. Each pillar contained a series of imm ediately adjacent 
NIR-VIS cameras at several different heights. The subject was positioned in the centre 
of the rig, and the turntable rotated by increments of approxim ately 10 degrees. The 
intention was to capture a comprehensive series of NIR-VIS facial image pairs at a 
series of deviated poses (including frontal) in terms of both pitch and yaw. For the 
frontal images, it was intended that the light source should approxim ate a point-light 
source aim ed at the forehead of the subject. The data was captured in the following 
manner:
• For each turntable angle starting at -70 degrees and ending at +60 degrees:
• For each camera starting w ith C l and ending w ith C7:
• Capture image w ith the current infrared camera.
• Capture image w ith the current visual camera.
• Increment turntable angle w ith 10 degrees.
Figure 5.1: Database capture set up, shozuing the different heights of the cameras. For each Cl -C7, a 
pair of adjacent NIR-VIS cameras zvere fitted.
Attem pts were m ade while collecting the dataset to constitute a realistic sampling 
across e.g. age, gender and ethnic origin (at least 20% of non-European origin). Most
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m m
Figure 5.2: Images from  the dataset w ith the pose-reflection (-10/0/+10) for both VIS (left) and N IR  
(right)
importantly, the dataset was to include subjects w ith dark skin since visual face recog­
nition systems have had problems w ith dark  skin in the past, and it is unknow n how 
the performance of infrared systems will be affected. Figure 5.2 shows a sample of the 
various subjects in the database, from a variety of ethnic backgrounds.
The complete dataset consists of 430 subjects in total, over m ultiple sessions. For the 
purposes of the experiments described in this thesis, a subset of images was used with 
the pitch varying from -10/0/+10 and the yaw  set to a frontal height as seen in Figure
5.3.
Figure 5.4 shows the distribution of the dataset w ith respect to samplesisubjects. Some 
subjects have more than 2 sam ples/pose, which is dow n to recalibration of the rig at 
different capture sessions. In total there were 2103 NIR images and 2086 VIS images.
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Figure 5.3: Dataset format
w ith each subject containing at least 1 set of 3 poses (-10/0/+10). The discrepancy 
in the image pairs is because some images were discarded due to focus issues, or 
incomplete annotation.
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Figure 5.4: Database image population
5.1.1 PICS Protocol
The dataset was split into training and testing subsets. To establish the training sets, 
the num ber of subjects w ith 6 or more images were identified and only 3 of those 
images were assigned for training. This was to enable some degree of overlap betw een 
training and test images. It should be noted that the NIR and VIS training sets contain 
a few dissimilar subjects;
• Vtrn the training set of 175 VIS subjects each w ith image poses(-10/0/+10) - 525 
images .
•  N trn  the training set of 186 NIR images each with image poses (-10 /0 /+ 10)- 558 
images.
• Vtst the test set of 1545 VIS images
• N ts t the test set of 1563 NIR images
Table 5.1 outlines the protocols used for evaluation on this database. Configurations 1^  
and Ila, where the probe images from the NIR dom ain are m atched against VIS gallery
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images, is the most commonly evaluated scenario in cross-spectral matching.(e.g Im­
migration checkpoints, driving license checks etc.) Configuration 1^  and II5 are speci­
fied for situations where it may be desirable to use a VIS probe image against a gallery 
of NIR images (e.g. comparing surveillance footage from a VIS source against an NIR 
gallery of images).
Configuration Probe Gallery Training Testing
la NIR VIS l^ trn Vtst T  -Ntst
h VIS NIR ^ t r n Vtst + N ts t
l i a NIR VIS l^ trn  T ^ t r n Vtst + N tst
l ib NIR VIS l^ trn  T J ^ trn Vtst +  N ts t
Table 5.1: Protocol for the PICS dataset
Configuration I specifies that image features extracted from any modality are pro­
jected using the model learned on a single modality. This scenario can be used to test 
the robustness of the system in cases where it is not easy to acquire data to train the 
subspace projection models for both modalities. This scenario has not been extensively 
evaluated to date.
Configuration II, on the other hand specifies that images from both modalities are used 
to train the projection models. This enables testing of existing cross spectral algorithms 
which require the presence of both modalities to train the subspace projection models 
(like CCA).
5.2 CASIA HFB Dataset
The CASIA Heterogeneous Face Biometrics Dataset (HFB) Dataset [37] is a multi- 
spectral face dataset containing images in VIS, NIR and 3D. It was released to the 
public to enable research into heterogeneous face biometric technology. At the time of 
writing. Version 1 of the database was available. This version of the dataset contained 
VIS and NIR image pairs for 100 subjects (57 males and 43 females). For each subject.
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4 sets of NIR and VIS images are present.
Figure 5.5: Images for one subject from the CASIA HFB dataset shozuing VIS (top), NIR(middle) and 
3D(bottom) captures
Figure 5.5 shows a few image examples from the dataset, and as can be seen the faces 
are predominantly of oriental origin.
5.2.1 Data Capture
The VIS images are captured using a Canon A640 camera, mounted on a tripod with 
a predominantly frontal light source. The subjects were asked to vary the distance of 
their faces to and from the camera. In addition, images with slightly varying expres­
sions were captured. In some cases, expression-changes were replaced by images with 
and without spectacles.
The NIR images were captured using their custom built array, which included an ac­
tive NIR light source and an NIR camera. The NIR and VIS image pairs captured were 
not temporally coincident, and for systems which are highly sensitive to registration, 
this could be an issue.
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Figure 5.6: The capture environment for the HFB dataset. VlS(top) andNIR(bottom). The images were 
illuminated using a frontal light source, and the subjects were asked to vary expression and distance to 
the camera
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Figure 5.7: Images for one subject from the CASIA HFB dataset showing VIS (top), NlR(middle) and 
3D(bottom) captures
5.2.2 HFB Protocol
Experiments conducted on this dataset were mainly aimed at evaluating a set of bench­
mark results against those conducted on the PICS dataset. Hence, 2 different protocols 
were used.
The first protocol used the entire HFB dataset for evaluation, on projection models 
trained on the PICS dataset. The second protocol was based on Protocol 2 from [37], 
where the first 70 images from VIS and NIR were used for training and the remaining 
30 images for testing.
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Chapter 6
Effects of Preprocessing on 
Cross-Spectral Face Recognition
6.1 Introduction
The face recognition system implemented in this thesis is composed of three main 
stages- Photometric Normalisation, Feature Projection and Classification. In this chap­
ter, experiments evaluating the effect of perturbations for each stage in the system are 
presented.
Several different photometric normalisation techniques have been attempted. These 
include - sequential chain pre-processing, single-scale retinex, single quotient image 
(Refer to Chapter 2) and the subsurface scattering inversion algorithm proposed in 
Chapter 4.
These pre-processed images are fed into the next stage of the chain either directly as 
raw images or as LBP histogram features. The subspace projections evaluated here in­
clude PCA/LDA, KDA and permutations of the above with CCA. Directly evaluating 
raw images with CCA was not possible due to computational limitations (memory) in 
addition to sparsity of the correlation matrix.
Since a major aim of this thesis is to investigate the effects of pre-processing on cross 
spectral face recognition systems, it was decided to limit the complexity of the classi-
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fiers used. To this end, classification for Ibp histograms and normalised-correlation 
for subspace projections were used.
6.2 Experimental Methodology
Preprocessing SubspaceProjection
Nearest
Neighbour
Classification
Figure 6.1: A n overview of the experimental methodology
Figure 6.1 shows an overview of the experimental system chain. A brief recap of each 
section is presented here (Refer to Chapter 2 for further details)
6.2.1 Preprocessing
This stage of the face recognition systems aims to standardise image parameters with 
respect to factors such as image registration. For all experiments presented here, the 
input face images were geometrically normalised to a 142 x 120 resolution using manu­
ally armotated eye locations. These input faces were then passed to the pre-processing 
stage of the process. The effects of the following pre-processing techniques are evalu­
ated here.
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1. Sequential Chain (SQ) is a chain of preprocessing algorithms that attempt to 
suppress the lower and higher end frequency components of an image. The 
overall chain used here consists of gamma correction, followed by DoG filtering 
and finally a contrast equalisation algorithm.
2. Single Scale Retinex (SSR): is a form of photometric normalisation that aims 
to extract the reflectance component of an image by subtracting the estimated 
luminance from the original image.
3. Single Quotient Image (SQl): attempts to extract an illumination normalised 
image from the original image space by dividing out the estimated smoothed 
image convolved with a weighted Gaussian filter.
4. Subsurface Scattering Inversion(SSl) is a novel pre-processing algorithm pro­
posed in this thesis that attempts to revert the first order effects of subsurface 
scattering in NIR images by transforming the images into SSR space, followed 
by a deconvolution procedure with an optimised Gaussian kernel.
In addition, we evaluate the performance of face recognition without the use of any 
photometric normalisation. Although we label this as 'none', it should be noted that 
all images undergo the preliminary face-crop and rescaling.
6.2.2 Feature Extraction
Following preprocessing, the images are fed into the subspace projection stage as ei­
ther:
1. Raw image space: where each image is rasterised into a 1 x 17040 vector.
2. Uniform LBP histogram vectors: For the uniform LBPH-based systems, the LBP 
images are divided into 7x7 non-overlapping regions to compute the local re­
gion histograms. These LBP histograms are also rasterised prior to subspace 
projection.
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6.2.3 Subspace Projection
Dimensionality reduction plays a major role in most face recognition systems. The 
performance benefit of appropriate subspace projection systems is not just relevant to 
recognition rates, but also in terms of computing power. In this thesis we evaluate:
1. PCA/LDA where the rasterised image vectors are first projected into PGA space 
(with 0.9 variance maintained), followed by subsequent learned LDA subspace 
projection.
2. KDA is also evaluated using a radial basis function kernel. The level of perfor­
mance using this space will enable us to explore any non-linearity of the rela­
tionship between NIR and VIS modalities.
3. CCA is not, strictly speaking, a dimensionality reduction algorithm. It can be 
considered more as a feature-mapping process which aims to transform any two 
sets of signals into a common space where their correlation is enhanced, without 
diminishing intra-model subject variations.
6.2.4 Classification
A nearest-neighbour classification system is used to evaluate the face recognition per­
formance in this thesis. The classification stage was kept intentionally simple in order 
to enable a fair comparison with existing cross-spectral systems.
Depending on the type of feature vector to be classified, two different distance mea­
sures are used to compute the recognition rate.
1. distance: is used in the case of feature vectors that are not projected into a 
lower dimensional subspace, i.e. experiments where the vectors to be classified 
are either rasterised images or LBP histograms.
2. Normalised-Correlation (NC): distance is used to classify feature vectors that 
have been projected using PCA/LDA, KDA or CCA.
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6.3 Experimental Permutations
In this section the experimental methodology to evaluate the various stages in the 
cross spectral face recognition pipeline is established. Two different protocols were 
used for evaluation of the face recognition systems in this thesis. The protocols are 
briefly described here, (Refer to Chapter 5 for further details).
Figure 6.2 outlines the process pipeline for Configuration I. As seen, only a single 
projection model is trained using the gallery training set of image features. This con­
figuration is included in anticipation of cross-spectral systems which may not possess 
enough images to train systems using both modalities. In addition, both Configu­
ration I and II incorporate the use of each modality as both probe and gallery i.e. 
N IR -V IS and VIS^NIR matching.
Figure 6.2: In Configuration I, the subspace projection models are trained using the gallery training 
set only. This model is used to project both probe and gallery images
Table 6.1 shows the list of experiments conducted using Configuration Ig^ b/ which used 
projection models trained only on the gallery image modality. In total, 25 perm uta­
tions combining pre-processing and projection systems are evaluated using unseen 
images (i.e. images not included during training) from the PICS and HFB datasets.
As seen in Figure 6.3, Configuration II uses a more traditional approach to subspace 
projection. The Discriminant analysis models and any subsequent CCA models are
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trained using both NIR and VIS training data. Test data is then projected using their 
respective modality pipeline.
Strictly speaking the pure LBP histogram classification chain corresponds to neither 
configuration, due to the absence of any learned projection models. We have decided 
to display the results for LBP X2 classification alongside Configuration I results, since 
the LBP procedure is a transformation that is not unique to a modality (which is the 
case in Configuration II).
Train Subspace 
Projection 
Model
C lassification
Train Subspace 
Projection 
Model
Figure 6.3: In Configuration II, separate subspace projection models are trained using the gallery and 
probe training set. The probe and gallery images are then projected into subspace using the trained 
models for their respective modalities
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Algorithm Preprocessing
Raw+LDA+NC
Raw+KDA+NC
LBP+Chi-squared SQ SSR SQI SSI None
LBP+LDA+NC
LBP+KDA+NC
Table 6.1: Summary of Algorithms used in Configuration I
6.4 Experiments using PICS Training data
This section presents the results of the experiments using models trained on the PICS 
dataset. The test data is split into PICS Configuration I, II and the complete HFB 
dataset.
6.4.1 Configuration I
Configuration I experiments were conducted to explore face matching scenarios using 
solely the gallery image data to train the projection models. This enables us to gain an 
insight into the feature level projection comparisons between NIR and VIS space.
Figure 6.4 shows the Rank 1 recognition rates for experiments conducted using con­
figuration Ifl. A dramatic loss in performance is seen for the raw (no preprocessing) 
image LDA system. This is not surprising, since the LDA projection models have been 
trained on one of the spectra only. This confirms the presence of an over-fitting prob­
lem when the spectral composition of the images contains variation to such a degree, 
and the necessity of an appropriate preprocessing technique. Such a low recognition 
rate suggests a degree of orthogonality between the feature vectors obtained using 
LDA on the separate modalities.
SQ Performance Comparing the systems which incorporate preprocessing, SQ is 
seen to be the best performing of the photometric normalisation techniques used in 
these experiments. This further confirms the findings in Table 3.1, regarding the ben­
efits of using DoG or LoG filters as a preprocessing method. This can be attributed to
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PICS Configuration la
■None
LDA+NC KDA+NC LBP+Chi LBP+LDA+NC LBP+KDA+NC
Algorithm
Preprocessing
Algorithm SQ SSR SQI SSI None
Raw + LDA + NC 45.57% 30.81% 33.46% 31 57% 0.91%
Raw + KDA + NC 57.83% 41.27% 45.57% 42 73% 37.92%
LBP hist + 83.04% 38.45% 43.75% 44 14% 32.23%
LBP hist + LDA + NC 83.56% 40.32% 40.13% 41 27% 38.71%
LBP hist + KDA + NC 89.74% 63.39% 57.69% 63.39% 45.57%
Figure 6.4; Results for experiments conducted on PICS data using Configuration
the canonical manner in which SQ extracts the intrinsic features of the inter-modal im­
age pairs. As seen from the image processing algorithms used in SQ, the net effect is 
a bandpass filter which suppresses the extreme high and low frequency components 
followed by some normalisation. The resultant image is thus bereft of many of the 
effects of subsurface scattering, and although not deterministic in its approach, it in­
herently transforms the NIR and VIS images into a space such that the their correlation 
is greatly enhanced.
LBPH Performance When comparing the performance of Image space and LBPH 
features, the latter is seen to perform better in all cases. In order to explain this be-
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■ None ■ L.
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LDA+NC KDA+NC LBP+Chi LBP+LDA+NC LBP+KDA+NC 
Algorithm___________________________
Preprocessing
A lgorithm SQ SSR SQI SSI None
Raw + LDA + NC 49.52% 33.14% 37.81% 34.71% 1.86%
Raw + KDA + NC 59.31% 42.81% 47.92% 43.61% 25.81%
LBP hist + 79.33% 39.71% 44.19% 40.18% 33.14%
LBP hist + LDA + NC 85.48% 46.81% 47.92% 47.92% 42.81%
LBP hist + KDA + NC 90.19% 64.19% 58.72% 64.19% 47.09%
Figure 6.5: Results for experiments conducted on PICS data using Configuration L
haviour, we need to look at the local structure variation for both spectra. It can be seen 
that the local structures for both spectra are not dissimilar. LBPH features are essen­
tially rasterised representations of the local structure, while the image space does not 
capture this information.
Comparing the recognition rates for Configuration I5 in Figure 6.5 with those in Figure
6.4, it is seen that the combination of SQ+LBPH-based systems gives the best perfor­
mance for both configurations The benefits of the SQ preprocessing are high­
lighted again, and it can be concluded that the combination of both LBPH and SQ 
independently enhance the matching process. The DoG filter process used in SQ pre­
processing is in essence a band-pass filter, which removes both the high and low end
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frequency components. Most of the effects of subsurface scattering are apparent in 
this spectrum. As a result, we can see that indirectly, SQ preprocessing negates the 
variations that are caused by subsurface scattering.
Surprisingly, projecting the LBPH features into LDA subspace does not show a signif­
icant benefit when compared with LBPH-only system. Also, the LBPH-based systems 
without SQ preprocessing fail to exhibit any major improvement in performance.
Configuration L  vs L From Figure 6.7, it is seen that the performance of is slightly 
better than L  for all supervised learning methods (LDA). When considering the PICS 
dataset, it should be noted that the number of test images for NIR and VIS were differ­
ent. As explained in Chapter 5, only images with approved annotations were used for 
the experiments conducted here. This resulted in a slight difference in the number of 
images that were available for testing across the different spectra. As seen later on in 
Section 6.5, this discrepancy in recognition performance is not reflected when evalu­
ated on the HFB dataset. Overall, it can be seen that both NV and VN matching follow 
similar trends in performance.
HFB Evaluation on PICS trained model (Config I)
Figure 6.6 shows the performance of this chain using the HFB dataset to evaluate the 
trained models on PICS Configuration I. It can be seen immediately that the perfor­
mance is significantly lower than the PICS evaluation chain. This is highly suggestive 
of an over-generalised solution with respect to the PICS dataset.
In order to analyse this, we investigate the multiple differences between the image 
acquisition across the datasets.
• The HFB dataset incorporates variation in the distance between the camera and 
the subject, unlike the PICS dataset which acquired both NIR and VIS images at 
a fixed distance from the cameras.
• Although the images were all cropped and re-scaled to a resolution of 142 x 
120, the HFB dataset incorporated facial feature warps that were not seen in the 
training PICS data.
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Figure 6.6: Rank 1 recognition rates for Configuration Ila,b trained on the PICS dataset and tested on 
the complete HFB dataset
® This is in addition to the fact that the HFB dataset contained subject images with 
expression changes not present in the PICS dataset.
• Finally, the PICS dataset was collected at m ultiple locations and sessions. This 
required recalibration of the hardw are setup each time, resulting in slight vari­
ations in terms of lighting conditions, as well as out of focus issues for some
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images.
As a result, we cannot draw  any meaningful conclusions from this experiment other 
than to highlight the well-known susceptibility of face recognition systems to gener­
alise across varied image capture conditions.
6.4.2 C onfiguration  II
PIC S C o n fig u ra tio n  I la  (Test)
m 100%
LDA KDA LD A +CCA  K DA+CCA 
A lg o rith m
■ SQ
■SSR
■SQ I
■SSI
■ N o n e
■SQ+LBP
' SSR+LBP
■SQI+LBP
■SSI+LBP
■ None+LBP
Preprocessing
A lgorithm SQ SSR SQI SSI None
Raw + LDA + NC - 83.56% 58.71% 76.31% 73.18% 70.23%
Raw + KDA + NC 91.31% 62.39% 82.47% 78.61% 77.29%
Raw + LDA + CCA +NC 27.51% 20.91% 23.43% 22.19% 26.73%
Raw + KDA + CCA+NC 27.51% 23.43% 22.19% 20.91% 31.48%
LBP hist + LDA + NC 90.71% 73.18% 83.56% 79.54% 76.18%
LBP hist + KDA + NC 93.71% 74.51% 86.97% 84.93% 79.54%
LBP hist + LDA + CCA+ NC 44.19% 41.13% 42.40% 41.13% 37.69%
LBP hist + KDA + CCA+ NC 42.15% 31.81% 41.13% 41.13% 35.53%
Figure 6.7: Results for experiments conducted on PICS data using Configuration lia
In Configuration II, separate subspace projection models were trained using gallery 
and probe training sets and is similar to protocols used in previous approaches to 
cross-spectral m atching. The test sets were classified in the feature space after projec­
tion using the m odels trained on their corresponding modalities.
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Rank 1 recognition rates evaluating baseline experiments on configuration 11^  are seen 
in Figure 6.7. The overall trend of preprocessing techniques affecting recognition rates 
is similar to that of configuration L
From Figure 6.7, it is im m ediately apparent that the use of CCA significantly dim in­
ishes recognition performance, w hen com pared w ith the LDA classification. To in­
vestigate this, experiments on Ua,b/ using the training data for verification were con­
ducted.
PIC S C o n fig u ra tio n  I lb  (Test)
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Preprocessing
A lgorithm SQ SSR SQI SSI N one
Raw + LDA + NC 79.33% 61.42% 76.65% 73.18% 70.70%
Raw + KDA + NC 91.74% 63.95% 82.71% 77.31% 74.67%
Itatv H l.D/1 F C)CAP-HNC 27.94% 21.34% 23.43% 22.52% 27.16%
Raw + KDA + CCA+NC 27.94% 23.86% 23.86% 21.24% 31.91%
LBP hist + LDA + NC 90.18% 72.57% 83.56% 79.54% 76.18%
LBP hist + KDA + NC 92.85% 74.67% 85.19% 84.15% 78.13%
LBP hist + LDA + CCA+ NC 44.62% 41.56% 42.83% 41.56% 38.12%
LBP hist + KDA + CCA+ NC 42.31% 40.99% 41.56% 41.56% 35.96%
Figure 6.8: Results for experiments conducted on PICS data using Configuration Ila
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Figure 6.9: Rank 1 recognition rates for Configuration lla,b- NC score-matching was used for all the 
algorithms described
CCA Perform ance If the system performance on training (Figure 6.9) and test data 
(Figure 6.7) is compared, it is clear that over-fitting has a notable effect on the CCA- 
based systems. Although the LDA systems also display a drop in performance (about 
10%), the use of CCA on untrained subjects has a much more detrim ental effect on the
6.4. Experiments using PICS Training data
system. For a cross spectral face recognition system, the negative effect of untrained 
subjects on CCA is briefly alluded to in [38], and can be quantitatively confirmed here.
In order to analyse the reasons for over-fitting using CCA, we can formulate some key 
questions. Is the predictive model parametrised in too complex a manner? The recog­
nition performance of the systems prior to CCA suggests that there is enough mean­
ingful inter-subject feature discrimination to allow classification. The fact that CCA 
performance is degraded to this extent suggests that the formulation of the problem is 
more of a data-dependency issue.
Is the training dataset comprehensive enough to account for a 'real world' set? The 
image representations were reduced in dimensionality from 17040 to 106 features us­
ing PCA/LDA. In the case of the PICS protocol where we used around 2000 images 
for each modality, this meant that the ratio of samples : features was in the order of 
20 :1. The relatively higher performance of the HFB dataset using CCA suggests that 
the model training is dependant on the homogeneity of the input dataset. The PICS 
dataset contains a high degree of variation in terms of ethnicity, age and to a certain 
extent, lighting conditions. Despite the use of preprocessing prior to projection, the 
CCA model was not able to cope.
It should also be noted that CCA learning was not performed on direct image space 
representations (without prior dimensionality reduction). Not only would this be a 
naive solution, it was also not possibly computationally as the sparsity of the feature 
matrices did not allow a meaningful solution to be computed.
HFB Evaluation on PICS trained model (Config II)
Once again we see a poorer performance here when compared with the PICS only 
evaluation dataset. However we see a similar level of performance for the CCA mod­
els. This can give us clues as to the factors affecting CCA performance.
The HFB dataset is quite homogeneous in terms of the subject ethnicity, capture illu­
mination conditions and frontal nature of faces when compared with the PICS dataset. 
Section 6.5.2 shows results for the experiments conducted using HFB training data.
90 Chapter 6. Effects of Preprocessing on Cross-Spectral Face Recognition
HFBpj^c C onfiguration Ila  (Test)
5 60%
LDA
■SQ 
■SSR 
■SQI 
■SSI
_ ■ N one
l a . -  ■ ■  » I  "SQ +LBP
■  #  SSR+LBP
4 .  "SQI+LBP
J B B L i i ,  «SSI+LBP
KDA LDA+CCA KDA+CCA "N one+L B P
A lgorithm
(a) Configuration IL: NIR probe/VIS gallery 
HFBpics Configuration lib  (Test)
■SQ 
■SSR 
■SQI 
■SSI 
■N one 
■SQ+LBP 
&SSR+LBP 
■SQI+LBP 
■SSI+LBP
KDA LDA+CCA KDA+CCA “ None+LBP 
A lgorithm
100%
(2 80%
LDA
(b) Configuration IL: VIS probe/NIR gallery
Figure 6.10: Rank 1 recognition rates for Configuration ZL,b evaluated on the HFB dataset and trained 
on PICS.
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SSI Performance
As seen in the experiments conducted so far, SSI has a benefit on the recognition per­
formance when compared with the SSR algorithm. However, the performance is sur­
passed with the use of SQ. The visual effect of the SSI algorithm is to sharpen the edges 
of the reflectance component of the input image. In frequency terms, the operation in­
creases the prominence of the high frequency components of the image. The goal of 
this process is to invert the visual effects of subsurface scattering,
SQ on the other hand, operates as a linear bandpass filter. The suppression of both 
head and tail end frequency components nullifies the visual effects of the subsurface 
scattering. The SSI approach attempts to invert subsurface scattering, while SQ elimi­
nates it. In addition, the SQ transform is applied to both NIR and VIS images.
Consider the fact that in addition to excess diffusion of features, another visual effect 
of subsurface scattering is the suppression of small scale features in the NIR spectrum. 
This means that inherently, there is less information present in NIR when comparing 
with the VIS. The implementation of SQ reduces information from both modalities, 
extracting relevant features. The SSI algorithm does not add this missing information 
to the NIR image, nor does it remove the small scale features from VIS.
Non-Linear in the relationship between NIR and VIS
The emergence of the KDA projection as a top performer also highlights an impor­
tant fact. The fact there is a degree of non-linearity in the relationship between VIS 
and NIR cannot be accounted for using a linear transform, which the SSI algorithm 
approximates.
There could be several reasons for this non-linearity. The relative lack of interaction in 
NIR with melanin means that the chromaticity of NIR-VIS pairs can vary. In addition, 
there are several instances of specularity apparent on the pupils in NIR which are not 
seen in VIS.
To the best of the author's knowledge, this non-linear aspect of the relationship be­
tween VIS and NIR faces has not been discussed before with regards to face recogni­
tion.
92 Chapter 6. Effects of Preprocessing on Cross-Spectral Face Recognition
6.5 Experiments using HFB Training Data
This section shows the results for experiments conducted on the HFB dataset only. 
The protocol used for these experiments follows that detailed in [37]. To recap - of 
the 100 subjects, all 4 images for 70 subjects were used for training. The remaining 30 
subjects images were used to evaluate the system. To enable comparison with PICS 
experiments, subspace projection limitations as described by Configuration I and II 
are maintained.
6.5.1 Configuration I
Figure 6.11 shows the Rank 1 recognition rates for the experiments conducted on the 
HFB dataset using Configuration L protocols. The trends are similar to those using 
the PICS dataset, with SQ preprocessing present in the best performing algorithms. 
An interesting point to note is the improvement in performance of the SSR and SSI 
algorithms relative to the PICS dataset.
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Figure 6.11: Results for experiments conducted on HFB data using Configuration F
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Figure 6.12: Results fo r  experiments conducted on FIFE data using Configuration L
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6.5.2 Configuration II
Configuration II results on the HFB dataset are seen to follow a similar trend to the 
PICS evaluation.
HFB Configuration Ila (Test)
LDA KDA LDA+CCA KDA+CCA
Algorithm
■SQ
■SSR
■SQI
■SSI
■ None 
■SQ+LBP
SSR+LBP
■SQI+LBP
■SSI+LBP
■ None+LBP
Preprocessing
Algorithm SQ SSR SQI SSI N one
Raw + LDA + NC 83.25% 56.25% 74.50% 73.00% 67.50%
Raw + KDA + NC 85.50% 61.00% 79.25% 78.00% 71.00%
Raw+LDA+CCA+NC 22.50% 23.25% 23.75% 20.75% 26.50%
Raw + KDA + CCA+NC 26.75% 27.50% 28.00% 25.00% 31.50%
LBP hist 4 LDA + NC 89.75% 65.75% 86.25% 86.00% 76.25%
LBP hist + KDA + NC 92.50% 71.50% 89.50% 89.00% 77.50%
LBP hist + LDA + CCA+ NC 45.25% 42.00% 42.50% 42.00% 34.50%
LBP hist + KDA + CCA+ NC 51.00% 46.25% 47.00% 46.25% 38.75%
Figure 6.13: Results for experiments conducted solely on HFB data using Configuration Ila
As seen from Figures 6.13 and 6.14, the drop in CCA performance is reflected on the 
HFB dataset as well. The drop is not as significant as seen in the PICS dataset, which 
implies that the HFB dataset collection was more conducive to learn the CCA model. 
CCA is known to be impervious to affine transforms as shown by Borga[8], so the 
variations in distance between subject and camera ought to have minimal effect on 
the CCA training.
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HFB Configuration lib  (Test)
LDA
jri
KDA LDA+CCA KDA+CCA
A lgorithm
■SQ
■SSR
■SQI
■SSI
■None
■SQ+LBP
SSR+LBP
■SQI+LBP
■SSI+LBP
■None+LBP
Preprocessing
A lgorithm SQ SSR SQI SSI None
Raw + LDA + NC 83.25% 56.25%js 74.50% 73.00% 67.50%
Raw + KDA + NC ^ 85.50%' ,61.00% 79.25% 78.00% 71.00%^
Raw+LDA+CCA+NC 22.50% 23.25% 2375% 20.75% 26.50%
Raw + KDA + CCA+NC 26.75% ^27.50%" 28.00% 25.00% 31.50%'
LBP hist + LDA + NC 89.75% 65.75% 86.25% 86.00% 76.25%
LBP hist + KDA + NC 92.50% 71.50% 89.50% 89.00% 77.50%
LBP hist + LDA + CCA+ NC 45.25% 42.00% 42.50% 42.00% 34.50%
LBP hist + KDA + CCA+ NC 51.00% 46.25% 47.00% 46.25% 38.75%
Figure 6.14: Results for experiments conducted solely on HFB data using Configuration lib
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HFB C onfiguration  Ila  (Training)
■SQ
■SSR
■SQI
■SSI
■N one
■SQ+LBP
SSR+LBP
■SQI+LBP
■SSI+LBP
■None+LBP
LDA KDA LDA+CCA KDA+CCA
(a) Configuration Ila ; NIR probe/VIS gallery
HFB C onfiguration  l ib  (Training)
100%
S 60%
LDA KDA LDA+CCA KDA+CCA 
A lgorithm
■ SQ 
■SSR 
■SQI 
■SSI 
■N one 
■SQ+LBP 
SSR+LBP 
■SQI+LBP 
■SSI+LBP 
■None+LBP
(b) Configuration IL: VIS probe/NIR gallery
Figure 6.15: Rank 1 recognition rates for Configuration Ila,b- NC score-matching was used for all the 
algorithms described
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6.6 Summary
In this chapter, we evaluated the recognition performance of a cross spectral face 
recognition using various permutations of preprocessing, feature representation and 
subspace projections. The system was evaluated across two datasets - PICS and HFB, 
which incorporated variation in different forms. The PICS database was collected with 
a view of including images of subjects from multiple ethnic backgrounds and pose. 
The experiments conducted on PICS database for this thesis used images with devia­
tions of -10/0/+10 degrees only. The HFB database contained subjects only from an 
oriental background, however the face images contained variations in terms of camera 
distance and expression changes (not seen in PICS).
The SSI algorithm proposed in this thesis was shown to improve classification perfor­
mance in a cross spectral face recognition system. It was shown that the best perform­
ing algorithm was SQ+LBP+KDA, which had multiple implications for comparison 
with existing work. The consistent effect of SQ+LBP as the highest performing feature 
representation prior to any projection implied that the combination was highly com­
plementary in terms of discriminatory feature selection. The slight benefit of using 
KDA as a subspace projection suggested that there was an element of non-linearity 
across the feature domain transforms between NIR and VIS face images.
Chapter 7
Discussion and Conclusions
7.1 Conclusions
In this thesis, a physically motivated model to invert the effects of subsurface scatter­
ing from NIR face images was developed. This SSI algorithm was implemented as 
a pre-processing method and evaluated alongside several existing preprocessing and 
feature representation algorithms on a 2-D cross spectral face recognition system. The 
rest of this section will present a summary of the content covered in each chapter.
Chapters 2 and 3 presented an overview of face recognition systems and existing 
approaches to NIR-VIS face matching respectively. The use of predominantly data- 
driven approaches which did not take into account the physical relationship between 
NIR-VIS faces was isolated as an avenue for research direction.
In Chapter 4, a description of the structure of hum an skin was presented along with 
the effect that light interactions have with each layer. The major spectral differences 
between human skin in the VIS and NIR spectrum were shown to be dominated by a 
diffusion or softness of feature edges. This was identified as a result of excess subsurface 
scattering. After an investigation into existing techniques that attempt the simulation 
of this effect, it was hypothesised that subsurface scattering inversion could be ap­
proximated by Gaussian deconvolution of the reflectance component of the image. 
Experiments which described the evolution of this investigation from Isomaps of 3-D 
images, to NIR images in the SSR space were presented. Finally, computation of a
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global sigma parameter via SA optimisation was described, which would enable the 
use of SSI as a pre-processing algorithm.
In Chapter 5, the PICS database for NIR-VIS face recognition was introduced, describ­
ing standard protocols, la,b and Ila^ ,^ which enabled the evaluation of both N IR ^  VIS 
and VIS-+NIR face matching. The database consists of 430 subjects, each with pose 
deviations of (-10/0/+10) degrees in both VIS and NIR images, and 4189 images in 
total. Every attempt was made while collecting the data to incorporate subjects from 
a variety of ethnicities, genders and age. A brief overview of the existing HFB dataset 
was also presented.
In Chapter 6, a series of benchmark experiments to establish a baseline performance 
was presented. The algorithm permutations were evaluated on the PICS and HFB 
datasets, using protocols which investigated the performance of learning the subspace 
projection models in one or both modalities. The major findings from these experi­
ments were:
• The improvement in performance of the SSI algorithm for a cross spectral face 
recognition system when compared with existing Retinex approaches.
• It was shown that SQ preprocessing is notably beneficial in cross-spectral match­
ing. This was a very interesting finding, since the performance of this algorithm 
was far superior to all the other pre-processing algorithms. An analysis of the 
possible reasons for this were presented, highlighting the fact that SQ eliminates 
information from both NIR and VIS faces. SSI is an adaptive algorithm that is ap­
plied only to the NIR face, attempting to invert one aspect of the manifestations 
of subsurface scattering.
• The best performing combination of SQ+LBPH+KDA in configuration II with a 
recognition rate of 93.71% is the state-of-the-art performance for the PICS dataset. 
The improvements in performance due to KDA also highlighted an important 
non-linearity in the relationship between VIS and NIR faces.
• Finally, the effects of over-fitting on cross-spectral face matching were shown, 
demonstrating the vulnerability of CCA to such effects. The reasons for this 
drop in performance were shown to be a combination of high data variation and
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lack of samples/subject.
7.2 Summary of Contributions
In this thesis, we demonstrated that a large proportion of the scattering interactions 
present in the NIR spectrum can be accounted for using a model for subsurface scatter­
ing. Using the proposed inversion approach (SSI) based on translucent surface render­
ing by the computer graphics industry, the first order effects of subsurface scattering 
were shown to be reversed. The PICS database for cross spectral face recognition was 
introduced to the research community, and a series of protocols were specified, which 
would enable standardised testing across systems.
The SSI algorithm was evaluated as a pre-processing algorithm across two datasets, 
in a modular fashion parametrised by feature representation, dimensionality reduc­
tion and feature mapping algorithms. The SSI algorithm was shown to improve face 
recognition performance when compared to the basic SSR technique.
However, the DoG filter-based SQ preprocessing was shown to be the best performing 
technique especially in conjunction with LBP histogram feature representation. In 
addition, the improved performance of KDA as a feature projection technique was 
demonstrated, which is suggestive of a non-linear relationship across the NIR and 
VIS domains.The poor performance of CCA on unseen data for cross spectral face 
recognition systems was also quantified here.
7.3 Future Work
In this section, we discuss a few approaches to improve cross-spectral face recognition 
that have not been investigated in this thesis.
The SSI algorithm investigated in this thesis was shown to improve performance over 
SSR. However, the SQ preprocessing algorithm shows great promise as a preprocess­
ing technique for frontal face recognition. An investigation of an optimised DoG filter 
for NIR-VIS face matching to benefit face recognition would be useful.
LBP as a feature representation has enhanced the performance of face recognition in
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this thesis, when implemented as a single-scale, LBP histogram algorithm with 7 non­
overlapping segments. The benefits of multi-scale LBP across varying segment ap­
proaches would be interesting to investigate. In addition, alternative configuration of 
the CCA algorithm could be evaluated. For example, instead of rasterising the LBP 
histograms to learn the CCA projection models, one could calculate the projection 
vectors for each segment separately.
The classification stage of the work carried out here was kept simple in order to estab­
lish a benchmark. A more sophisticated approach to this stage could be implemented. 
The use of support vector machines to learn a good hyperplane boundary to classify 
the NIR-VIS image pairs is one possible idea. In addition, AdaBoosting to investigate 
the feature selection space is a possible approach to enhance cross spectral classifica­
tion performance.
Finally an investigation into the performance of cross spectral face recognition in non- 
frontal faces would be very interesting avenue for exploration. A lot of night-time 
surveillance footage is collected in the NIR spectrum. This could be used to evaluate 
face matching from captured frames in the NIR domain against a VIS photograph 
captured as a form of identification.
Bibliography
[1] A. R Abate, M. Nappi, D. Riccio, and G. Sabatino. 2d and 3d face recognition: A 
survey. In Pattern Recognition Letters, volume 28, pages 1885-1906, October 2007.
[2] Y. Adini, Y. Moses, and S. Ulknan. Face recognition: The problem of compensat­
ing for changes in illumination direction. In IEEE Transactions on Pattern analysis 
and Machine Intelligence (PAMI), volume 19, pages 721-732,1997.
[3] T Ahonen, A Hadid, and M Pietikainen. Face recognition with local binary pat­
terns. In Proceedings of the Proceedings of the European Conference on Computer Vision 
(ECCV), volume 3021, pages 469^81,2004.
[4] G. A. Atkinson, M. L. Smith, L. N. Smith, and A. R. Farooq. Facial geometry 
estimation using photometric stereo and profile views. In Proceedings of the Third 
International Conference on Advances in Biometrics (ICB), pages 1-11,2009.
[5] R. Basri and D. W. Jacobs. Lambertian reflectance and linear subspaces. In IEEE 
Transactions on Pattern Analysis and Machine Intelligence (PAMI), volume 25, No.2, 
pages 218-233, February 2003.
[6] F N. Belhumeur, J P. Hespanha, and D J. Kriegman. Eigenfaces vs. fisherfaces: 
Recognition using class specific linear projection. In IEEE Transactions on Pattern 
Analysis and Machine Intelligence (PAMI), volume 19, pages 711-720,1997.
[7] V Blanz, K Scherbaum, and H Seidel. Fitting a morphable model to 3d scans of
103
104 BIBLIOGRAPHY
faces. In Proceedings of the International Conference of Computer Vision (ICCV), pages 
1-8,2007.
[8] M. Borga. Thesis: Learning Multidimensional Signal Processing. Linkoping Studies 
in Science and Technology. Dissertations No. 531, Linkoping University, Sweden, 
1998.
[9] G. Borshukov and J. P. Lewis. Realistic human face rendering for the matrix 
reloaded. In Association for Computing Machinery's (ACM) Special Interest Group on 
Computer Graphics and Interactive Techniques (SIGGRAPH), pages 1-1,2003.
[10] K. W. Bowyer, Chang, and P. J. Flynn. A survey of 3d and multi-modal 3d+2d 
face recognition. In Proceedings of the International Conference Pattern Recognition 
(ICPR), pages 358 -  361, August 2004.
[11] D. Cai, X. He, and J. Han. Efficient kernel discriminant analysis via spectral re­
gression. In Proceedings of the Seventh IEEE International Conference on Data Mining 
(ICDM), pages 427 -  432, October 2007.
[12] H Chang, A Koschan, M Abidi., S G Kong, and C H Won. Multispectral visible 
and infrared imaging for face recognition. In Proceedings of Computer Vision and 
Pattern Recognition (CVPR) Workshops, pages 1-6, June 2008.
[13] X. Chen, P. Flynn, J. Patrick, and K. W. Bowyer. Ir and visible light face recogni­
tion. In Journal of Computer Vision Image Understanding, volume 99, pages 332 -  
358, September 2005.
[14] W. F. Cheong, S. A. Prahl, and A. J. Welch. A review of the optical properties of 
biological tissues. In IEEE Journal of Quantum Electronics, volume 26, no.l2, pages 
2166 -  2185, December 1990.
[15] R. L. Cook and K. E. Torrance. A reflectance model for computer graphics. In 
Association of Computer Machinery (ACM) Transactions on Graphics, volume 1(1), 
pages 7-24, January 1982.
[16] T. F. Cootes, G. J. Edwards, and C. J. Taylor. Active appearance models. In IEEE
BIBLIOGRAPHY 105
Transactions on Pattern Analysis and Machine Intelligence (PAMI), volume 23(6), 
pages 681-685,2001.
[17] J. Dowdall, I. Pavlidis, and G. Bebis. Face detection in the near-ir spectrum. In 
Image and Vision Computing, volume 21, pages 565-578, July 2003.
[18] J. Friedman, T. Hastie, and R. Tibshirani. Additive logistic regression: A statistical 
view of boosting. In Annals of Statistics, volume 28, page 2000,1998.
[19] A. S Georghiades, P. N. Belhumeur, and D. J. Kriegman. From few to many: 
Illumination cone models for face recognition under variable lighting and pose. 
In IEEE Transactions on Pattern Analysis and Machine Intelligence (PAMI), volume 
23(6), pages 643-660,2001.
[20] T. Georgiev, A. Lumsdaine, and G. Chunev. Using focused plenoptic cameras for 
rich image capture. In IEEE Computer Graphics and Applications, volume 31, pages 
62-73, Los Alamitos, CA, USA, 2011.
[21] R. Gonzalez and R. Woods. Digital Image Processing (3rd Edition). Prentice-Hall, 
Inc., 2006.
[22] Q. Hai-bin, Q. Dan-lin, and C. Yi-yu. Background correction in near-infrared 
spectra of plant extracts by orthogonal signal correction. In Journal of Zheijang 
University Science. B., volume 6(8), pages 838-843, August 2005.
[23] P. W. Hallinan. A low-dimensional representation of hum an faces for arbitrary 
lighting conditions. In Proceedings of IEEE Computer Society Conference on Computer 
Vision and Pattern Recognition (CVPR), pages 995-999, June 1994.
[24] M. F. Hansen, G. A. Atkinson, Lyndon N. Smith, and M. L. Smith. 3d face re­
constructions from photometric stereo using near infrared and visible light. In 
Computer Vision and Image Understanding, volume 114(8), pages 942-951, August 
2010.
[25] J. Heo, B. Abidi, S. G. Kong, and M. Abidi. Performance comparison of visual and 
thermal signatures for face recognition. In Proceedings of the Biometric Consortium 
Conference, pages 1-1,2003.
106 BIBLIOGRAPHY
[26] W. Hizem, E. Krichen, Y. Ni, B. Dorizzi, and S. Garcia-Salicetti. Specific sensors 
for face recognition. In Proceedings of the 2006 International Conference on Advances 
in Biometrics (ICB), pages 47-54,2006.
[27] H. Hotelling. Relations between two sets of variâtes. In Biometrika, volume 28, 
pages 321-377,1936.
[28] K. Irie, A. E. McKinnon, K. Unsworth, and M. Woodhead. A model for measure­
ment of noise in ccd digital-video cameras. In Measurement Science and Technology, 
volume 19, pages 4527-4532, March 2008.
[29] H. W. Jensen, S. R. Marschner, and M. Hanrahan. A practical model for subsur­
face light transport. In Proceedings of Association for Computing Machinery's Special 
Interest Group on Computer Graphics and Interactive Techniques (ACM SIGGRAPH), 
pages 511-518,2001.
[30] D.J Jobson, Z. Rahman, and G. A. Woodell. Properties and performance of a 
center/ surround retinex. In IEEE Transactions on Image Processing, volume 6(3), 
pages 451 -  462, March 1997.
[31] S. Kirkpatrick, C. D. Gelatt, and M. P. Vecchi. Optimization by simulated anneal­
ing. In Science, volume 220, pages 671-680,1983.
[32] B Klare and A K. Jain. Heterogeneous face recognition: Matching nir to visible 
light images. In Proceedings of the International Conference on Pattern Recognition 
(ICPR), pages 1513 -1516, August 2009.
[33] S. G. Kong, J. Heo, B. Abid, J. Paik, and M. Abidi. Recent advances in visual and 
infrared face recognition - a review. In Computer Vision and Image Understanding, 
pages 103 -135, January 2005.
[34] A. Krishnaswamy and G. V. G. Baranoski. A study on skin optics. Technical 
report. University of Waterloo, Canada, 2004.
[35] D.Y. Li and W.H. Liao. Facial feature detection in near-infrared images. In Pro­
ceedings of the Fifth International Conference on Image Processing, Computer Vision 
andPattern Recognition (IPCV), pages 26-30, September 2003.
BIBLIOGRAPHY 107
[36] S Z. Li, R. Chu, S. Lao, and L. Zhang. Illumination invariant face recognition 
using near-infrared images. In IEEE Transactions on Pattern Analysis and Machine 
Intelligence (PAMI), volume 29, pages 627 -  639, April 2007.
[37] S.Z Li, L Zhen, and A Meng. The hfb face database for heterogeneous face bio­
metrics research. In Proceedings of Computer Vision and Pattern Recognition (CVPR) 
Workshops, pages 1 -8, June 2009.
[38] S Liao, D Yi, Z Lei, R Qin, and S Z. Li. Heterogeneous face recognition from local 
structures of normalized appearance. In Proceedings of the International Conference 
on Advances in Biometrics (ICB), pages 209-218,2009.
[39] D Lin and X Tang. Inter-modality face recognition. In Proceedings of the Proceedings 
of the European Conference on Computer Vision (ECCV), volume 3954/2006 of Lecture 
Notes in Computer Science, pages 13-26, July 2006.
[40] IV  Meglinski and S J Matcher. Quantitative assessment of skin layers absorption 
and skin reflectance spectra simulation in the visible and near-infrared spectral 
regions. In Physiological Measurement, volume 23(4), pages 741-753,2002.
[41] K. Messer, J. Matas, J. Kittler, and K. Jonsson. Xm2vtsdb: The extended m2vts 
database. In Proceedings of the International Conference on Audio and Video-based 
Biometric Person Authentication (AVBPA), pages 72-77,1999.
[42] R E. Nicodemus, J. C. Richmond, J. J. Hsia, I. W. Ginsberg, and T. Limperis. Ge­
ometric considerations and nomenclature for reflectance. In Radiometry, pages 
94-145, October 1992.
[43] F Nicolo and N. A. Schmid. A method for robust multispectral face recogni­
tion. In Proceedings of the International Conference on Image Analysis and Recognition 
(ICIAR), pages 180-190,2011.
[44] T. Ojala, M. Pietikainen, and T. Maenpaa. A comparative study of texture mea­
sures with classification based on feature distributions. In Pattern Recognition, 
volume 29, pages 51-59,1996.
108 BIBLIOGRAPHY
[45] Z.H, Pan, G. Healey, M. Prasad, and B. Tromberg. Face recognition in hyper- 
spectral images. In IEEE Transactions on Pattern Analysis and Machine Intelligence 
(PAMI), volume 25, pages 1552-1560, December 2003.
[46] P. J. Phillips, H Moon, S. A. Rizvi, and P. J. Rauss. The feret evaluation methodol­
ogy for face-recognition algorithms. In IEEE Transactions on Pattern Analysis and 
Machine Intelligence (PAMI), volume 22, pages 1090-1104,2000.
[47] P. J. Phillips, P. J. Flynn, T. Scruggs, K. W. Bowyer, J. Chang, K. Hoffman, J. Mar­
ques, J. Min, and W. Worek. Overview of the face recognition grand challenge. In 
Proceedings of IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 
pages 947-954,2005.
[48] B. T. Phong. Illumination for computer generated pictures. In Communications of 
the Association on Computer Machinery (ACM), volume 18(6), pages 311-317, June 
1975.
[49] M. Reiter, R. Dormer, G. Langs, and H. Bischof. 3d and infrared face reconstruc­
tion from rgb data using canonical correlation analysis. In Proceedings of the Inter­
national Conference on Pattern Recognition (ICPR), pages 425-428,2006.
[50] J. R. Tena Rodriguez. Thesis: 3D Face Modelling for 2D+3D Face Recognition. PhD 
thesis. Centre for Vision, Speech and Signal Processing, University of Surrey, 
November 2007.
[51] F. S. Samaria and A.C. Harter. Parameterisation of a stochastic model for human 
face identification. In Proceedings of IEEE Workshop on Applications of Computer 
Vision (WACV), pages 138-142,1994.
[52] A Scheenstra, A Ruifrok, and R. C. Veltkamp. A survey of 3d face recognition 
methods. In Proceedings of the Conference on Audio and Video-Based Biometric Person 
Authentication (AVBPA), pages 891-899,2005.
[53] A. Shashua. On photometric issues in 3d visual recognition from a single 2d 
image. In International Journal of Computer Vision (IJCV), volume 21, pages 99-122, 
1997.
BIBLIOGRAPHY 109
[54] A. Shashua and T. Riklin-raviv. The quotient image: Class-based re-rendering 
and recognition with varying illuminations. In IEEE Transactions on Pattern Anal­
ysis and Machine Intelligence (PAMI), volume 23, pages 129-139,2001.
[55] J. Short. Thesis: Illumination Invariance for Face Verification. PhD thesis. University 
of Surrey, 2006.
[56] T Sim, S Baker, and M Bsat. The emu pose, illumination, and expression (pie) 
database. In Proceedings of the Fifth IEEE International Conference on Automatic Face 
and Gesture Recognition (FG), pages 46-51,2002.
[57] L. Sirovich and M. Kirby. Low-dimensional procedure for the characterization 
of human faces. In Journal of the Optical Society of America. A., Optics and Image 
Science, volume 4, pages 519-524. OSA, March 1987.
[58] D. A. Socolinsky and A. Selinger. Thermal face recognition over time. In Proceed­
ings of the International Conference on Pattern Recognition (ICPR), pages 187-190, 
2004.
[59] D.A. Socolinsky and A. Selinger. A comparative analysis of face recognition per­
formance with visible and thermal infrared imagery. In Proceedings of the Interna­
tional Conference on Pattern Recognition (ICPR), volume 4, pages 217-222, August 
2002.
[60] Y. Su, W. Wang, K. Xu., and C. Jiang. The optical properties of skin. In Optics 
in Health Care and Biomedical Optics:Diagnostics and Treatment, volume 4916, pages 
299-304,2002.
[61] J. Sun, M. L. Smith, L. Smith, S. Midha, and J. Bamber. Object surface recovery 
using a multi-light photometric stereo technique for non-lambertian surfaces sub­
ject to shadows and specularities. In Image and Vision Computing, volume 25(7), 
pages 1050 -1057, July 2007.
[62] X Tan and B Triggs. Enhanced local texture feature sets for face recognition under 
difficult lighting conditions. In Proceedings of Analysis and Modelling of Faces and 
Gestures (AMFG), volume 4778/2007, pages 168-182,2007.
110 BIBLIOGRAPHY
[63] J. B. Tanenbaum, V de Silva, and J C. Langford. A global geometric framework 
for nonlinear dimensionality reduction. In Science, pages 2319-2323, December 
2000.
[64] T. L. Troy and S. N. Thennadil. Optical properties of human skin in the nir wave­
length range of 1000-2200 nm. In Journal of Biomedocal Optics, volume 6, pages 
167-76,April 2001.
[65] M. Turk and A. Pentland. Eigenfaces for recognition. In Journal of Cognitive Neu­
roscience, volume 3(1), pages 71-86, January 1991.
[66] V. Struc and N. Pavesic. Advances in Face Image Analysis: Techniques and Technolo­
gies, chapter 15: Photometric Normalization Techniques for Illumination Invari­
ance, pages 279-300. IGI Global, 2011.
[67] H Wang, S. Z. Li, Y Wang, and J Zhang. Self quotient image for face recognition. 
In Proceedings of the International Conference on Image Processing (ICIP), volume 2, 
pages 1397 -1400, October. 2004.
[68] J. Wilder, P. Phillips, C.Jiang, and S. Wiener. Comparison of visible and infra­
red imagery for face recognition. In Proceedings of the Second IEEE International 
Conference on Automatic Face and Gesture Recognition (FG), pages 182 -187,1996.
[69] J Yang, S Liao, and S Z. Li. Automatic partial face alignment in nir video se­
quences. In Proceedings of the International Conference on Advances in Biometrics 
(ICB), volume 5558 of Lecture Notes in Computer Science, pages 249-258, June 2009.
[70] D. Yi, R. Liu, R. Chu, Z. Lei, and S. Z. Lei. Face matching between near infrared 
and visible light images. In Proceedings of the International Conference on Advances 
in Biometrics (ICB), volume 4642/2007, pages 523 -  530, August 2007.
[71] D. Yi, R. Liu, R. Chu, R. Wang, D. Liu, and S. Z. Li. Outdoor face recognition using 
enhanced near infrared imaging. In Proceedings of the International Conference on 
Advances in Biometrics (ICB), volume 4642/2007, pages 414 -  423, August 2007.
[72] D Yi, S Liao, Z Lei, J Sang, and S Z. Li. Partial face matching between near infrared 
and visual images in mbgc portal challenge. In Proceedings of the International Con­
BIBLIOGRAPHY 111
ference on Advances in Biometrics (ICB), volume 5558 of Lecture Notes in Computer 
Science, pages 733-742, June 2009.
[73] S.Y. Zhao and R.R. Grigat. An automatic face recognition system in the near in­
frared spectrum. In Proceedings of the International Conference on Machine Learning 
and Data Mining in Pattern Recognition (MLDM), pages 437-444, July 2005.
[74] W. Zhao, R. Chellappa, R Phillips, and A. Rosenfold. Face recognition: A liter­
ature survey. In Association for Computing Machinery (ACM) Computing Surveys, 
pages 339 -  458,2003.
[75] X. Zou. Thesis: Illumination Invariant Face Recognition Based on Active Near-Infrared 
Differential Imaging. PhD thesis, CVSSP, University of Surrey, March 2007.
[76] X. Zou, J. Kittler, and K. Messer. Ambient illumination variation removal by 
active near-ir imaging. In Proceedings of the International Conference on Advances in 
Biometrics (ICB), pages 19-25, January 2006.
[77] X. Zou, J. Kittler, and K. Messer. Illumination invariant face recognition: A sur­
vey. In Proceedings of IEEE International Conference on Biometrics Theory Applications 
and Systems (BTAS), pages 1-8,2007.
Reproduced with permission of copyright owner. Further reproduction prohibited without permission.
