In live peer-to-peer streaming, a video stream is transmitted to a large population of viewers, through the use of the uplink bandwidth of participating peers. This approach overcomes the cost of large-scale deployment of such services. An essential problem of this type of system is to limit the incurred congestion. In particular, overwhelming the uplink of some peers would create a large increase in the latency of the system and make this application less compelling. In this work we focus on limiting the congestion in a peer-to-peer network where multiple multicast trees are used to distribute video to a large set of receivers. We present the idea of congestiondistortion optimized streaming which aims at maximizing decoded video quality while limiting network congestion. We describe how this type of media scheduling maintains high video quality even for low latencies, and extend its usage to the peer-to-peer scenario. Experiments over a simulated network of 300 peers illustrate the benefits of the suggested approach.
INTRODUCTION
As IP multicast is not universally supported, distribution of media streams in the public Internet to a large audience ("multicasting") is typically realized by a large number of unicast connections. If the maximum number of streams of an individual media server (typically between a few hundred and a few thousand) is exceeded, additional server capacity must be provided by a suitable content-delivery infrastructure, e.g., in the form of a network of replication servers.
Peer-to-peer (P2P) multicasting is an elegant alternative in which each end-host may act as a potential server for other clients. This avoids dedicated replication servers altogether. The approach is self-scaling, as the number of peer "servers" and peer clients increases at the same rate, hence it avoids the bottleneck of a central server (or dedicated replication server). The approach, in principle, would allow a highly dynamic This work was supported, in part, by a gift from Hewlett-Packard Laboratories, Palo Alto, CA. support of changing multicast demand at very low cost. Live video streaming over P2P networks combines the constraints of multimedia streaming with those of a dynamic and unreliable network fabric. The requirements of a viewer such as high and constant video quality, low startup delays and small latencies, are particularly challenging to accommodate when traffic is routed over the uplink of a population of unreliable peers with limited bandwidth.
A recent study based on statistics collected over the Internet reveals that although the uplink throughput of peers is a limiting factor, there is enough bandwidth for P2P streaming, even on a large scale [1] . Several distributed P2P protocols for live media distribution have been recently proposed. Most of them build and maintain one or several multicast trees between the peers to distribute the live stream [2] . Others employ an unstructured approach, similar to BitTorrent [3] and tailored for live delivery [4] . Early implementations already exist such as PPLive [5] , which multicasts mostly sports channels, and ESM [6] which has been used to broadcast conferences in the scientific community. Although these implementations are very exciting advances, they all suffer from long startup delays usually on the order of minutes, instability, and their streaming quality does not yet come close to standard definition TV.
In this paper, we focus on the limits of P2P video streaming in terms of latency and investigate whether they can be surpassed by the use of appropriate packet scheduling algorithms. We describe in the next section a congestionoptimized scheduler which maintains high video quality even for low latencies compared to a traditional automatic repeat request (ARQ) scheduler. In Sec. 3, we show how this type of scheduler can be used in P2P video streaming to prioritize transmissions by favoring in particular important packets in terms of video quality and peers with large set of descendants. We also explain how to prioritize retransmission requests from a peer while limiting the incurred network congestion. Experimental results for H.264 encoded video over a network of a few hundred peers, simulated over NS-2 [10] , are analyzed in Section 4.
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CONGESTION-DISTORTION OPTIMIZED SCHEDULING
In [7] , we presented and analyzed the performance of a sender-driven Congestion-Distortion-Optimized (CoDiO) scheduler. CoDiO determines which packets to send, and when, by comparing different possible schedules in terms of their expected impact on video distortion and network congestion. Forming the expected Lagrangian of expected endto-end delay (the metric we choose for congestion) and distortion (i.e. mean squared error), is better suited than the traditional rate-distortion metric proposed in the seminal work [8] , when evaluating the performance of a sender operating over a throughput-limited network. In particular, end-to-end delay depends on the capacity of the network path, reflects timevarying network conditions, and increases without bound as the sending rate approaches capacity.
To find an optimized schedule, CoDiO selects the most important packets in terms of video distortion reduction, and transmits them in an order which minimizes the congestion created on the network. For example, I or SI frames are sent in priority whereas some B frames might not be transmitted at all. In addition, CoDiO avoids sending packets in large bursts as this has the worse effect on queuing delay. The details of how expected congestion and distortion are computed can be found in [7] and in [9] . 40 35 bottleneck link. In the experiment, the video sequence Mother and Daughter, encoded with H.264 at 270 kb/s, is sent over a 400 kb/s capacity path; the one-way propagation delay is 50ms and the packet loss rate is 2%. In this simulation and throughout the paper, network paths are simulated in the network simulator NS-2 [10] . Video quality is measured as the average PSNR measured in decibel and the performance is shown for different maximum tolerated latencies, that is the time between which a video frame is available at the server and the time at which it is played out at the receiver. As shown in Fig. 1 , the video quality of the three schedulers is comparable when the latency constraint is relaxed, however, for tight delay constraints, both optimized schedulers outperform by a significant margin the ARQ scheduler. The results also indicate that the low-complexity CoDiO scheduler achieves most of the gain. Hence, in the following, it is this type of scheduler which will be extended to the P2P scenario, to reduce computational complexity at each peer.
OPTIMIZED SCHEDULING FOR P2P STREAMING
In this section, we describe how to extend CoDiO to P2P video streaming. In our P2P protocol, the source peer transmits the video stream by sending packets over different multicast trees, while receivers establish connections to each of these trees, by finding peers with enough available bandwidth to support them. As packets are transmitted in round-robin fashion over each tree, a specific packet is associated in a deterministic fashion to a single multicast tree. Figure 1 illustrates the benefits of CoDiO scheduling compared to a traditional ARQ scheduler which sends packet sequentially and retransmits lost packets based on out of order acknowledgements, as long as they are not past their playout deadline. The performance of a scheduler denoted "CoDiO Light" is also represented. This is a low complexity CoDiO scheduler which determines sequentially which frame should be transmitted to minimize the expected Lagrangian cost of congestion and distortion, and spaces transmissions based on the time needed for the last frame to traverse the 3.1. Prioritized transmission to multiple receivers Scheduling packet transmissions from a peer to its descendants is more intricate than in the simple sender-receiver scenario analyzed in the previous section. When scheduling transmissions, a peer should not only decide in which order to send packets destined to a particular descendant but also how to prioritize among the different descendants. The distortion reduction associated with different packets used by CoDiO to determine the most important packets must be adjusted according to the number of descendants in the multicast tree that would be affected by the loss of a packet.
CoDiO determines which is the next most important packet by comparing the importance of each enqueued packet. For a packet number n, addressed to peer m the importance is expressed: I(n, m) = D(n) * (NumDescendants(m) + 1) (1) In (2), NumDescendants(m) represents the number of peers to which packet n will be forwarded after reaching peer m. The quantity D(n) reflects the sensitivity of the video quality to the reception of the packet. As the peer does not collect any rate-distortion information about the video stream it is transmitting and as the exact state of the reception buffer of its descendants is not known either, this sensitivity needs to be approximated. We choose to express D(n) as the number of frames which will be affected if the frame packet n belongs to is not decoded correctly. Therefore, for the encoding structure shown in Fig.2 , the importance of the different frames is 16, 15, 11 and 7 for the I frame and for the subsequent P frames and 1 for each B frame.
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In the scenario we consider, congestion usually occurs on the uplink bandwidth of the peers. Therefore, just as in the low-complexity scheduler described in Sec. 2, transmissions are spaced based on the time needed for the last frame to traverse the uplink, while reserving a fraction of the link for control traffic.
Retransmission scheduling
After detecting a parent disconnection, a peer can determine a list of missing packets and iteratively select the most important ones to request. This choice should depend on the time at which packets are due, and on the contribution of each packet to the overall video quality. The receiver proceeds by ignoring packets already past their due time and by computing an approximate sensitivity of the video distortion to the remaining packets.
Given a set of received frames and the encoding structure of the video, the scheduler constructs a function c(s) which indicates, based on the state of the current decoder buffer, which frame will be shown at the time Frame s is due. from using a frame which is farther away for concealment. It is then straightforward to determine, the sensitivity of the average distortion to a single frame, and this sensitivity is extended to each of the packets composing the frame. Retransmission requests are sent out following the order of importance. Determining the approximate set of received frames can be done based on a few simple rules, as described in [11] .
EXPERIMENTAL RESULTS

Simulation setup
We evaluate the performance of the schedulers described in Sec. 3 over a topology with 1000 nodes. The actual number of peers participating in each simulation is 300, placed evenly among the edge-nodes. The backbone links are sufficiently provisioned so that congestion only occurs on the links connecting the peers to the network. The latency of each link is 5 ms, and the diameter of the network is 10 hops. Losses are only due to congestion and queue overflow, and transmission errors due to the presence of ISP boundaries or potential wireless last-hop links are ignored.
The bandwidth of the peers reflects today's popular network access technology. The bandwidth distribution is given in Tab. 1. and is similar to the findings reported in [1] . [12] at a constant quality and the encoding rate is approximately 300 kbps. Each video frame is packetized into UDP packets. Frames exceeding the maximum transmission unit size are fragmented before packetization.
Scheduler performance analysis
We first analyze the influence of prioritization scheduling in a stable network where connected peers do not leave the session. Figure 3 shows the performance of a simple scheduler which forwards packets received over one of the multicast trees to subsequent peers of this tree as long as they are not past due. As a comparison, we evaluate our prioritized scheduler which operates as described in the previous section. As expected, for relaxed latencies, the two schedulers perform very closely. However, the CoDiO scheduler maintains high performance even at low latencies. In this case, the maximum tolerable latency is reduced by half.
To compare the influence of optimized retransmission scheduling, we consider a dynamic network where the behav- 
CONCLUSIONS
We analyze the impact of video packet scheduling for low latency video streaming over P2P networks. We describe a scheduler which determines packet schedules to optimize expected video quality while limiting network congestion. This scheduler maintains good performance while a traditional ARQ scheduler is inadequate when video is streamed between a sender and a receiver at very low latencies. This media scheduler is adapted to the P2P scenario where a video stream is forwarded to a large population of viewers from a single source by using connected peers as forwarding relays. It handles the prioritization of transmissions between a sender and its different descendants and favors, in particular, critical video frames and peers with large set of descendants. Receivers also request retransmissions in a distortion optimized fashion. Experiments carried out over a simulated network of 300 peers using a distributed protocol to construct and maintain multiple multicast trees show the benefits of the approach.
