Context. Accurate stellar parameters are needed in numerous domains of astrophysics. The position of stars on the HertzsprungRussell diagram is an important indication of their structure and evolution, and it helps improve stellar models. Furthermore, the age and mass of stars hosting planets are required elements for studying exoplanetary systems. Aims. We aim at determining accurate parameters of a set of 18 bright exoplanet host and potential host stars from interferometric measurements, photometry, and stellar models. Methods. Using the VEGA/CHARA interferometer operating in the visible domain, we measured the angular diameters of 18 stars, ten of which host exoplanets. We combined them with their distances to estimate their radii. We used photometry to derive their bolometric flux and, then, their effective temperature and luminosity to place them on the H-R diagram. We then used the PARSEC models to derive their best fit ages and masses, with error bars derived from Monte Carlo calculations. Results. Our interferometric measurements lead to an average of 1.9% uncertainty on angular diameters and 3% on stellar radii. There is good agreement between measured and indirect estimations of angular diameters (either from SED fitting or from surface brightness relations) for main sequence (MS) stars, but not as good for more evolved stars. For each star, we provide a likelihood map in the mass-age plane; typically, two distinct sets of solutions appear (an old and a young age). The errors on the ages and masses that we provide account for the metallicity uncertainties, which are often neglected by other works. From measurements of its radius and density, we also provide the mass of 55 Cnc independently of models. From the stellar masses, we provide new estimates of semimajor axes and minimum masses of exoplanets with reliable uncertainties. We also derive the radius, density, and mass of 55 Cnc e, a super-Earth that transits its stellar host. Our exoplanetary parameters reflect the known population of exoplanets. Conclusions. This work illustrates how precise interferometric measurements of angular diameters and detailled modeling allow fundamental parameters of exoplanet host stars to be constrained at a level permiting analysis of the planet's parameters.
Introduction
Stellar parameters are essential for understanding stellar physics and evolution, and they are applied to many domains of astrophysics. Several parameters are not directly measurable for single stars, such as the mass and age, and are thus derived from evolutionary models. These models are constrained by direct measurements that come from photometry, spectroscopy, or asteroseismology, for example. In particular, the radius is a fundamental parameter that takes part in the determination of many other parameters. Torres et al. (2010) highlight that the accuracy on stellar mass and radius should reach 1 − 3% to constrain stellar models. Directly determining the radius together with seismic parameters brings strong constraints on ages (< 10%, see, e.g., Lebreton & Goupil 2014) and stellar masses (Creevey et al. 2007) . It also removes the degeneracy brought by stellar mod-⋆ Now at Aix Marseille Université, CNRS, LAM (Laboratoire d'Astrophysique de Marseille), UMR 7326, 13388, Marseille, France els on derived parameters. For example, Guillot & Havel (2011) calculated the parameters of the star CoRoT-2 without any direct measurement of the radius. This parameter thus becomes a model output, in the same way as for the mass and age.
One of the most accurate ways to obtain stellar radii is to measure the angular diameter of stars (whose distance is known) using interferometry. Indeed, this method provides a direct measurement that reaches 1 − 2% precision on the angular diameter. The radius is then determined in a way that is as independent of models as possible. Knowing the distance and bolometric flux allows an inference of the stellar luminosity and effective temperature with little dependence on stellar atmospheres. These two quantities place stars on the Hertzsprung-Russell (H-R) diagram. Then, the generally accepted method used to determine the mass and age is to interpolate stellar evolutionary models or isochrones according to this location on the diagram. Also, stellar models and their improvement are based on the accurate location of stars on the H-R diagram. Moreover, age and mass determination of stars for which the radius is known is more reliable than only using photometry. It constitutes an important resource for benchmark stars, which are also used, for example, to study age, rotation, atmospheres, and activity relations, and to determine stellar gravities.
Fundamental parameters of stars are also essential for studying exoplanets. Indeed, the two main methods dedicated to exoplanet search are (i) the radial velocity (RV) method, which provides the mass function (m p sin(i)) 3 /(M ⋆ + m p ) 2 , and by supposing m p ≪ M ⋆ , it gives the ratio m p sin(i)/M ⋆ , and (ii) the transit method, which provides the ratio of the planetary and stellar radii R p /R ⋆ and the mean stellar density. Combining this density and RV data yields the surface gravity of the planet. Transit measurements and RV are known with very good accuracy, which is significantly better than the accuracy on stellar parameters. Thus, to better constrain exoplanetary parameters, better constraints on stellar parameters are needed.
Unlike previous spatial missions, such as CoRoT and Kepler which observed faint stars, the future will be marked by the discovery and characterization of exoplanets around bright stars, meaning those accessible with interferometry. For example, CHEOPS (Broeg et al. 2013 ) will characterize exoplanets around already known stars brighter than m V = 13, and TESS (Ricker et al. 2014) will also discover transiting exoplanets around 4 < m V < 12 stars. The PLATO 2.0 mission (Rauer & Catala 2012) will search for exoplanets around bright (4 < m V < 11) stars and characterize the host stars using asteroseismology. However, scientific exploitation of these missions will be greatly reinforced by independent measurements from the ground that allow the host star to be characterized. In particular, we will get a model-independent measure of the radius along with asteroseismic data, thus some parameters do not need to be fixed from stellar models, as for the mixing-length parameter that can then be calibrated. Furthermore, such measurements allow building very useful surface brightness (SB) relations.
When the number of angular diameters measured with interferometry increases, SB relations can be constrained with precisions on angular diameters of a few percent (1 − 2%, see e.g. Kervella et al. 2004; Challouf et al. 2014; Boyajian et al. 2012) . These relations still have to be improved to increase their precision (for example with homogeneous photometric measurements, in particular in the infrared domain) and accuracy (considering the stellar class for instance). Indeed, they are seldom calibrated for giants and supergiants or stars that do not have solar metallicity. However, more and more exoplanets are found around these stars.
In this paper, we present an interferometric survey of 18 stars dedicated to the measurement of their angular diameters. Section 2 describes the interferometric observations performed with VEGA/CHARA, and in Sect. 3, we explain how we derived the stellar parameters (limb-darkened diameter, radius, bolometric flux, effective temperature, metallicity, and gravity) from direct measurements. In Sect. 4, we explain how we estimate the mass and age of exoplanet host stars and discuss the results in Sect. 4.3. Finally, using our estimations of stellar masses, we present new values of minimum masses of planets and also a new estimation of the parameters of the transiting super-Earth 55 Cnc e in Sect. 5.
From visibilities to angular sizes
We performed interferometric measurements from 2010 to 2013 using the VEGA/CHARA instrument with three telescopes at Notes. The eleven first ones (above the line) are known exoplanet hosts (except θ Cyg, see Ligi et al. 2012a) . Photometry is given in the Johnson system (see Sect. 2). † HD167042 was classified as a K1III giant by Hipparcos, but Sato et al. (2008) classify it as a less evolved subgiant because of its position on the H-R digram. medium spectral resolution and at observing wavelengths generally between 650 and 730 nm. We observed a spread of F, G, or K stars, including exoplanet hosts (see Table 1 ). The selection of the host stars is described by Ligi et al. (2012b) . In summary, we chose main sequence (MS), subgiant, and giant stars from the Extrasolar Planets Encyclopedia 1 and sorted them according to their observability with VEGA (in term of coordinates and magnitude). We then selected stars with an expected accuracy on the angular diameter of less than 2%, that is with expected angular diameters between 0.3 and 3 milliarcseconds (mas). In total, ten exoplanet host stars were observed. The first four stars observed for this project (14 And, υ And, 42 Dra, and θ Cyg) are presented by Ligi et al. (2012a, hereafter Paper I) . Since the method used here to derive the stellar parameters differs from the one used in Paper I, we also include these stars in the present study. We also selected seven stars not known to host exoplanets and used the same criteria. The visibility curves are shown in Fig. B .1 for exoplanet host stars (except for the first four stars, see Paper I) and in Fig. B .2 for the other stars.
VEGA (Mourard et al. 2009; Ligi et al. 2013 ) is a spectrointerferometer working at visible wavelengths ([450-850] nm) at medium (6000) or high (30000) spectral resolution. It takes advantage of the CHARA (ten Brummelaar et al. 2005) baselines, which range from 34 to 331 m, to reach a maximum spatial resolution of ∼ 0.3 mas. VEGA is able to recombine the light coming from two to four of the six one-meter telescopes hosted by the CHARA array. The telescopes are arranged in a Y shape, which allows a wide range of orientations and thus a rich (u, v) coverage.
Interferometry is a high angular resolution technique that measures the Fourier transform of the brightness distribution of a source, called the complex visibility. Its argument, the visibility, depends on the source size. The simplest representation of a star is the uniform disk (UD), where its intensity is considered uniform over the stellar disk. In this case, the corresponding squared visibility (V 2 ) can be written as 
where J 1 (x) represents the first-order Bessel function and
where B is the projected baseline length, λ the observing wavelength, and θ UD the UD diameter (in rad) (see, for instance, Ligi et al. 2015) . Each measurement was calibrated by stars found in the SearchCal tool 2 (Bonneau et al. 2006 ) and followed the sequence C − T − C (C referring to the calibrator and T to the science target), several times in a row when possible. Calibrators were chosen by excluding variable stars and stars in multiple systems, and we used their estimated spectrophotometric UD diameter in the R band (Johnson-Cousin system) to calibrate the raw squared visibility of the targets. We chose stars ideally unresolved by VEGA, i.e. whose V 2 is close to unity, which allows an accurate measurement of the transfer function of the instrument. The properties of the calibrators are given in Table 2 , and we label them by a number to clarify the observing sequences given in the journal of observations (available online). For example, the first observing sequence of HD3651 used Stars ♯1 and ♯2 as calibrators. A summary of the observations is given in Table 3 . For the observing journal of υ And, 42 Dra, 14 And, and θ Cyg, please refer to Paper I.
From the measured visibilities, we derived θ UD for each star using the LITpro software 3 (Tallon-Bosc et al. 2008) . These determinations are based on a large number of data points for most of the stars. Most importantly, they correspond to low V 2 and are thus very constraining for angular diameter adjustments. For the other stars, data of bad quality or difficulties getting optimal observing strategies prevented us from getting more data. The errors on angular diameters were also calculated by LITpro. To correctly account for instrumental noises in addition to the photon noise and to prevent bias in the calibration process, we decided to fix the lower limit on the uncertainty on the raw squared visibility measurement to 0.05. This method is conservative as shown by Mourard et al. (2012 Mourard et al. ( , 2015 but provides reliable uncertainties on angular diameters. We obtained an average accuracy of 1.9% on angular diameters, which is in good agreement with the requirements made when choosing the targets (see all the results in Table 4 ).
Stellar parameters from direct measurements

Bolometric flux
We determined the bolometric flux F bol by fitting libraries of model spectra to the literature photometry-converted-to-flux measurements. Figure 1 gives an example of the photometric energy distribution for four stars from our sample with their fits. The data were obtained using the VizieR Photometry viewer 4 (data available on request). We used the BASEL empirical library of spectra (Lejeune et al. 1997) , which covers a wavelength range between 9.1 and 160 000 nm. The data-fitting method incorporates a nonlinear least-squares minimization algorithm (Levenberg-Marquardt) to find the optimal scaled interpolated spectrum that fits a set of observed flux points. The method is described in detail in Creevey et al. (2015) and validated by comparing it with a second approach, originally described in van Belle et al. (2008) , and using different stellar libraries. The fitting method requires on input a set of parameters -T eff , [Fe/H], log(g), A V , and a scaling factor -which define the characteristics of the spectra, the extinction to apply, and ratio of the stellar radius to the star's distance, which we denote as θ SED to imply it comes from the models. We compiled the log(g) and [Fe/H] from the literature and used the mean of these values as fixed input parameters to the fitting method. The errors in log(g) are taken as the standard deviations of the values found in the literature or a minimum of 0.1 dex. Because the stars are relatively close, the A V were all set to zero in a first round of analysis. However, for our subsequent analysis we adopted a value of A V determined using the method described in Schultheis et al. (2014) . The bolometric flux is then calculated by integrating the optimal fitted spectrum. Table 5 gives the fixed input log(g), [Fe/H] , and A V , along with the fitted T eff and θ SED (scaled to mas). The bolometric flux used (with A V 0) is given in the second-to-last column, and the bolometric flux with zero extinction is given in the last column for comparison. The errors on the fitted parameters are obtained by adding the formal error from the fit in quadrature, along with In Fig. 2 , we compare the bolometric flux determined using our method assuming A V =0 with that found in the literature, also assuming A V = 0. The error bars are 2σ error bars from our method (for visual purpose), showing good agreement with previous determinations. The literature values were found in van Belle & von Braun (2009) and Boyajian et al. (2013) . , and the error adopted in the rest of the study on [Fe/H] is 0.1 dex. We adopt a minimum of 0.1 dex for the error in log(g) (see Sect. 3.1).
Limb-darkened diameters, effective temperatures, and radii
Instead of UD, a more realistic representation of stars is to consider them as limb-darkened (LD) disks, which means that the intensity at the center of the stellar disk is higher than at the limb. The visibility of such objects is expressed by
where J i represents the Bessel function at ith order, and µ λ the limb-darkening (LD) coefficient that defines the LD diameter θ LD . We used the LD coefficients µ λ from Claret & Bloemen (2011), which depend on the metallicity [Fe/H], gravity log(g), effective temperature T eff,⋆ of the star, and the considered wavelength. Since we measure very accurate uniform angular diameters, the estimation of the limb-darkening has to be very precise as well, which requires a detailed estimation of the LD coefficients. The coefficients are given by steps of 250 K on T eff , 0.5 on log(g) (where g is in cm/s 2 ), and non-uniform steps in [Fe/H]. Since we observed around 720 nm, we had to consider both R and I filters (in the Johnson-Cousin system).
We first computed linear interpolations over the coefficients corresponding to [Fe/H] and log(g) surrounding the stellar parameters for each filter R and I and each temperature surrounding the initial photometric temperature (determined from F bol ) by ±250 K. (We took the closest values to our stars available on the tables.) Then, we averaged the resulting LD coefficients on the filters to have one coefficient per temperature. Finally, we computed linear interpolations until the derived θ LD calculated with the LD coefficient converge with the values of T eff,⋆ and F bol . The final interferometric parameters are given in Table 4 . We used the final LD coefficient to estimate the final θ LD using the LITpro software. Then, the final T eff,⋆ is directly derived from the LD diameter and F bol :
where σ SB is the Stefan-Boltzmann constant. The stellar radius is obtained by combining the LD diameter and the distance d (from Hipparcos parallaxes, van Leeuwen 2007) :
9.305 .
To determine the errors on T eff,⋆ and R ⋆ , we consider that the parameters on the righthand side of each equation are independent random variables with Gaussian probability density functions. For any quantity X, the uncertainty on its estimate is noted σ X , and the relative uncertainty σ X /X is notedσ X . Then, the standard deviation of each parameter that we want to estimate is given analytically to first order by a classical propagation of errors, following the formula :
where σ θ LD , σ F bol , and σ d are the errors on the LD diameter, bolometrix flux, and distance, respectively. Then, we calculate the stellar luminosity L ⋆ by combining the bolometric flux and the distance :
and its errorσ
Finally, we calculate the gravitational mass M grav,⋆ using log(g) and and its error
The parameters and their errors are shown in Table 6 .
General results
Our interferometric measurements led to precise θ LD , T eff,⋆ , and radii (1.9%, 57 K, and 3% average accuracies with medians of 1.8%, 1.1%, and 2.2%, respectively). Some of the exoplanet host stars presented here, along with a few non-host stars, have already been observed with other long baseline interferometers (LBI), including the CLASSIC/CHARA (Sturmann et al. 2003) and the Palomar Testbed Interferometer (PTI, Colavita et al. 1999 ). In Fig. 3 (upper panel), we compare our estimation of θ LD with previous interferometric measurements. The LD diameter is achromatic (unlike the UD diameter) and should ideally be identical when estimated from different measurements and instruments. However, in practice, the estimations are not always similar, so many measurements are needed to find consistent values. Here, our values of θ LD are in very good agreement with previ- ous estimations: the average relative difference (θ LD − θ LBI )/θ LBI is -0.03 ± 0.08 (θ LBI being the interferometric angular diameter measured with another instrument than VEGA), and the median is -0.04. These differences might be explained by the calibrators used for the observations or the method used to determine the LD coefficients. However, using the visible domain allows the stars to be better resolved compared to the infrared one, thus the angular diameters are better constrained. The values measured here are also in good agreement with the ones given in Paper I. The angular diameters are slightly smaller in the present analysis, but they fit within the error bars, which are also a bit larger here. The differences come from the method used to derive the LD coefficients since we kept the same data, and these coefficients are important when we reach high precisions.
We also compared our measurements with other indirect estimations of angular diameters (Fig. 3 , bottom panel), including angular diameters directly determined from F bol (θ SED ) and from an empirical law determined by Kervella et al. (2004) . These laws are based on photometry and calibrated by interferometry, and they allow predictions of angular diameters of dwarfs and subgiant stars. We chose to use the V and K bands and the associated relation log(θ LD ) = 0.0755(m V −m K )+0.5170−0.2m K . We consider an error of 2% in the final θ LD , while the best estimation is 1% in their paper. The apparent magnitudes are expressed in the Johnson system, thus we had to keep the same system to calculate the angular diameters. We found the photometry of our stars in the JSDC catalog (Bonneau et al. 2006) . While all the V magnitudes have already been expressed in this system, for some stars, the K band comes from the 2MASS reference. Thus, we converted the 2MASS magnitudes m Ks into the Johnson system magnitudes m K using m K = m Ks + 0.032 5 . They are given in Table 1 . Again, we found good agreement between our measurements and the empirically determined angular diameters. This agreement is slightly better between angular diameters of dwarfs and subgiants determined with the Kervella et al. (2004) relation and interferometric measurements, which is expected since this law is calibrated specifically for Class V and IV stars. In both comparisons, small angular diameters measured with VEGA are Table 6 : Stellar parameters calculated from interferometric measurements and photometry. generally smaller, and large angular diameters (θ LD > 0.9 mas) are a bit larger than previous values. Concerning the effective temperatures, the average difference between T eff (directly determined from SED fitting) and T eff,⋆ (from interferometric measurements) (T eff,⋆ − T eff )/T eff is −0.007 ± 0.030. This is shown in Fig. (4) . It is not surprising to find such differences between the temperatures since they are correlated with the angular diameters and have been obtained with the same F bol . As for angular diameters, the largest discrepancies are found for stars not on the MS: the relative difference is on average −0.023±0.022 for giants and bright giants, whereas it is of 0.003 ± 0.030 for dwarfs and subgiants. Our estimations of temperatures are slightly lower than the estimations from SED for low temperatures and slightly higher for high temperatures.
Ages and masses of stars
Once a star is placed on the H-R diagram, we determine its mass and age using stellar evolution models. This is crucial to providing benchmark stars to stellar physicists and also to better understanding planetary systems. In this section, we perform this for the 18 stars of our sample with careful attention given to determining the errors.
We used the recently published PARSEC stellar models (Bressan et al. 2012) to determine the masses and ages of the 18 stars. The details of these models are well documented in Bressan et al. (2012) , but here we give a brief summary. Models are initiated on the pre-main sequence phase and evolve beyond the horizontal branch, which is sufficient for our purposes. High temperature opacity tables (OPAL, Iglesias & Rogers 1996) are used in conjunction with those calculated from their own code (Aesopus, Marigo & Aringer 2009) for lower temperatures. The models make use of the FREEEOS code 6 to calculate the equation of state, and the nuclear reaction rates comprise the p-p, NeNa, and Mg-Al chains, the CNO cycle, and some alpha-capture reactions.
Energy transport in the convective regions is described by the mixing-length theory of Böhm-Vitense (1958) , and the mixing-length parameter found for the Sun is 1.74. Convective overshoot from the convective core and below the convective envelope is a variable parameter that depends on stellar mass and chemical composition. Microscopic diffusion is included following the implementation of Salasnich (1999) . The reference distribution of heavy elements is given by Grevesse & Sauval (1998) For this data to be appropriate, the points on one single isochrone should not be separated on the H-R diagram by a large distance compared to σ L ⋆ and σ T eff,⋆ . As this is generally not the case, we performed spline interpolations of each isochrone to produce a refined table for each star around L ⋆ and T ⋆ , except for HD1367 and HD218560 due to their complex position on the H-R diagram. For these two stars, we did not build any interpolation, which gives more consistent results.
Best fit (least squares)
To find the mass and age of a star, we perform a least squares algorithm, looking for the parameter combination in our table that minimizes the quantity:
Although not intrinsically degenerate (because the number of constraints equals that of parameters to be determined given a fixed set of parameters), this problem does not have a unique solution, especially in some parts of the H-R diagram, where the isochrones cross, so that a given luminosity and temperature may correspond to two stars of different ages and masses. Typically, there is a young (< 400 Myrs) and an old (> 400 Myrs) solution. This is described particularly well by Bonfanti et al. (2015, Fig .2 ), who also show that two solutions are possible when also using the PARSEC tables, one in the Gyr range and the other in the Myr range. They show that without knowledge of the stellar mass, it is not possible to establish the evolutionary stage of the star. Additional stellar properties may allow one to rule out one of the two solutions (e.g. chromospheric activity, Lithium abundance, gyrochronology, or independent measure of the stellar mass, see discussion about HD75732 below), but we choose to report both here for completeness, in contrast to many authors who keep only one solution without justification 7 . The two solutions are given in Table 7 , with the uncertainties computed in next section. The value of χ 2 is provided, and generally ≪ 1, showing very good agreement. If χ 2 is large, it means that no model corresponds to this luminosity, temperature, and metallicity within the acceptable uncertainty. We discuss these particular cases in Sect. 4.3. The isochrones corresponding to the old and young ages are shown in Fig. B .3 for each star with L ⋆ , T eff,⋆ and their error bars as a red cross.
Likelihood maps and calculation of uncertainties
The likelihood function L gives the probability of getting the observed data for a given set of stellar parameters. Generally, it is easy to express it as a function of the observables, but it is tricky to express it as a function of the physical parameters one wants to determine. Here, we want the probability density function of the stellar mass and age, which is an expression of L as a function of M ⋆ and age 8 , not of L ⋆ , T eff,⋆ , and [M/H]. For more details on the likelihood and a Bayesian approach, the reader is referred to Pont & Eyer (2004) and Jørgensen & Lindegren (2005) .
To produce a simplified map of L in the (M ⋆ , age) plane, we pick random points in the H-R diagram such that each of the three terms on the righthand side of Eq. 11 is less than 1, 2, and 3. And we find the corresponding mass and age by least squares, as described above, and plot them in the (M ⋆ , age) plane in red, yellow, or blue. The resulting maps are displayed in Fig. B.4 . These crude contour plots of the likelihood show two important features: (i) the mass and age are far from being independent, and they show a clear negative correlation in the old solution, as expected; (ii) for a majority of stars in our sample, the likelihood has two distinct peaks, and the marginal PDF of the age is far from Gaussian. These two peaks correspond to the young and old solutions discussed previously, which are the local modes of L in these two regions.
Maps of the joint PDF of the mass and age are the most information-rich way of presenting the results. However, they are not very convenient to use. Below, we therefore estimate the standard deviation in age and mass for each of the two solutions. We do not have a precise and detailed map of the PDF, 7 That some of our stars have planets is not a suggestion to constrain their age either. These stars no longer have protoplanetary disks (inside which the planet forms, e.g., Armitage 2013), so they are older than ∼ 5 Myrs (e.g., Mamajek 2009), but nothing can exclude their being as young as 10 Myrs.
8 More precisely, the probability distribution function (PDF) of the mass and age is proportionnal to L × f 0 , where f 0 is the prior. Assuming a constant star formation rate in the history of the Galaxy, f 0 should be independent of the age ; although the IMF is not flat, our uncertainties on the masses are small enough that a flat prior in M ⋆ is acceptable. In the end, f 0 can be taken uniform, and the PDF is simply proportional to L(M ⋆ , age). but a Monte-Carlo (MC) method is appropriate, as shown by Jørgensen & Lindegren (2005) .
Simply drawing independent Gaussian sets of L ⋆ and T eff,⋆ would erase the natural correlation between L ⋆ and T eff,⋆ , which occurs because they are both increasing functions of F bol . (The covariance between L ⋆ and T eff,⋆ is proportional to the variance of F bol , see Appendix A.) To have a more realistic and smaller cloud of points, we proceed as follows:
1. draw 1500 quadruplets {F bol , d, θ, [M/H]}, as the occurrences of four independent Gaussian random variables of appropriate mean and standard deviation; 2. combine them into 1500 triplets:
, [M/H]}; 3. apply the least squares procedure described above to find the corresponding 1500 {M ⋆ , age} pairs; 4. compute the mean and standard deviation of the masses and ages found and their correlation.
The clouds of points are shown in Fig. B. 3. In the top lefthand panel (HD3651), the cloud of points is particularly elongated. It shows that this procedure captures the expected correlations because it starts from the most basic parameters. We stress that in the literature, error bars are usually poorly described and derived, even though they are of outmost importance for astrophysical interpretation.
As clearly explained in Pont & Eyer (2004) , the estimator of the ages and masses provided by the MC approach may be biased. Thus, we do not report the average ages and masses obtained in Table 7 , but we have checked that they are very close to the best fit value in most of the cases (within a quarter of the standard deviation).
Discussion
The errors on masses are generally ∼ 7.6% for the old solution, but the errors on the ages are much larger. The young solutions give errors of ∼ 10% because there are generally fewer possibilities at 1σ for younger ages.
Concerning MS stars, we always find two solutions thanks to their position on the H-R diagram (except for HD154633), unlike for giant stars. The best fit results give χ 2 ≪ 1, the ones corresponding to old solutions being smaller than the ones for young solutions. However, these quantities remain very low, which means that without additional constrains, it is difficult to choose one solution over the other, as explained in the previous section. Only for two stars (HD170693 and HD167042) are the results not consistent with the models (χ 2 ≫ 1). One possibility for explaining inconsistency with the models is that the mixing-length parameter in the models should be adjusted, (see, e.g., Creevey et al. 2012; Bonaca et al. 2012) . One would require a downward revision of this parameter to make the models fit. Including an extra free parameter gives another degree of freedom, which clearly enlarges the uncertainties. However, with only a few constraints, one is required to use stellar models with a fixed mixing-length parameter.
The masses derived in this paper are in good agreement with the ones derived for the four stars in Paper I, except for HD221345. The mass estimated here is more than twice lower than the first estimation, but agrees more with other values in the literature (see below). This is directly due to the log(g) used in Paper I, which is close to the one used in the present study but is not sufficient to describe a star at an evolved stage. Besides, the gravitational masses (Table 6) are not in good agreement with the Table 7 : Masses and ages derived from PARSEC isochrones (see Sect. 4).
Star
Old solution Young solution masses derived from models because of the log(g) used to calculate them. Indeed, the log(g) derived from the best fit method is generally different from the one shown in Table 5 , and this is particularly true for giants. In what follows, we discuss the results for each star and compare them with other previous results.
HD167042 -When comparing angular diameters, one of the most important discrepancies is found for HD167042. Baines et al. (2010) find θ Baines = 0.92 ± 0.02 mas, which gives θ LD /θ Baines = 1.145. This directly affects the determination of other parameters such as the luminosity and temperature (there is a difference of 4.8% between T eff and T eff,⋆ ) that determine the position of the star in the H-R diagram. However, our angular diameter measurement is close to the estimation by Kervella et al. (2004) . Concerning the age, no solution better than 3σ is found, which translates into χ 2 = 7.8, thus we cannot conclude anything about the true age of the star.
HD75732/55 Cnc -The star HD75732 is a MS star but shows a χ 2 slightly higher than the other stars of the same spectral type. We found an angular diameter that does not agree with the Baines et al. (2008) measurement, which is much larger (0.854 mas) than the one we found. However, our angular diameter of 55 Cnc is similar at 1.02% to the one derived by von Braun et al. , and L ⋆ given in their paper as input parameters in our code, we find a mass of 0.87 M ⊙ and an age of 13.2 Gyrs, in agreement with our results. For the young solution, we obtain 0.96 M ⊙ and 33.8 Myrs, which is slightly older than our solution. The smaller errors can be explained by the lower error on the metallicity (0.04 dex), as shown in Sect. 4.4. These results are very consistent with the masses and ages we determined from the parameters derived in the present paper. However, we find an older star than that with the Yonsei-Yale model used by von Braun et al. (2011, 10 .2 ± 2.5 Gyrs), and we find two solutions. It is not clear though whether the Yonsei-Yale method provides only one or two solutions. Maxted et al. (2015) give a mean stellar density of 55 Cnc directly from the analysis of the transit of 55 Cnc e and Kepler's law: ρ ⋆ = 1.084
+0.040
−0.036 ρ ⊙ . Using this value and the radius which we measured (R ⋆ = 0.96 ± 0.02R ⊙ ), we obtain a modelindependent stellar mass of 0.960 ± 0.067 M ⊙ (taking a mean error of 0.038 ρ ⊙ on the stellar density). This mass is very consistent with the one derived from isochrones and that corresponds to the young solution (0.968 ± 0.018M ⊙ ). Thus, this direct estimate of the mass favors the young age (31 Myrs) derived from isochrones. And since this mass comes from a direct estimation, we use it to derive planetary parameters in the rest of the paper.
HD3651/54 Psc -The PARSEC models reproduce this star well. The radius we measured is slightly larger than the one measured by van Belle & von Braun (2009, 0. 81 R ⊙ ) but in very good agreement with the Baines et al. (2008) value (0.85 R ⊙ ). From chromospheric activity, Wright et al. (2004) derived an age of 5.9 Gyrs, which is much younger than our solution, but this would tempt us to adopt our old solution rather than the young one. In contrast, Boyajian et al. (2013) find an older age (14.9 Gyrs) using Yonsei-Yale isochrones, but they do not take the error on the metallicity into account, and they specify that their method can lead to unrealistic age determinations, especially for the lowest luminosity stars.
HD9826/υ And -This star has been studied extensively because it hosts at least four exoplanets (Curiel et al. 2011) . Its age was determined several times, as were its mass, radius, and temperature; they are fully summarized in McArthur et al. (2010) . Our estimations of these parameters are in good agreement with the previous determinations. For example, the age and mass fall well within the previous estimations that are set between 2.3 and 5 Gyrs for the age and 1.24 and 1.31 M ⊙ for the mass, and these were determined using different methods.
HD19994/94 Cet -Many age determinations have been performed concerning this star. Wright et al. (2004) found an age of 3.55 Gyrs, in good agreement with our estimation. Using the Baines et al. (2008) radius, Boyajian et al. (2013) found an older star of 4.8 Gyrs along with a mass of 1.275 M ⊙ , also in good agreement. In the catalog of the Geneva Copenhagen Survey (CGS; Holmberg et al. 2009 ), the age of 3 Gyrs is given for HD19994. Saffe et al. (2005) used the chromospheric activity to determine the age of HD19994 and found a much larger estimation (13.01 Gyrs), which is also older than the other estimations made by them using isochrones (4.7 Gyrs) and lithium abundances (1.4 Gyrs). The latter would favor our older solution.
HD170693/42 Dra -We only find an old solution for HD170693 with a high χ 2 . Bonfanti et al. (2015) used the same isochrones as we did (PARSEC tables) to characterize this star and found an age and mass of 9 Gyrs and 1.0±0.1 M ⊙ . However, the input parameters were not the same in their study, and we stress here that, unlike them, we bring a direct determination of the radius that is a free parameter for them and is equal to 20.9±0.6 R ⊙ . Our error on T eff,⋆ is very small, and it is most likely this parameter that dominates our solution. A better precision on the parallax would allow verification of the very small error on the temperature.
HD173416 -There are not many studies concerning this star. Bonfanti et al. (2015) find that it is younger than our estimation (1.5±0.6 Gyrs), and this is to our knowledge the only determination of the age before ours. They found a mass of 1.8 M ⊙ , which is closer to Liu et al. (2009, 2.0±0 .3 M ⊙ ) and Liu et al. (2010, 2 .37 M ⊙ ) estimations using Yonse-Yale isochrones. None of them used a direct angular diameter measurement as input in their model. HD185395/θ Cyg -This star has long interested scientists for the unusual radial velocity variations it presents and make it a complex system not fully understood yet, suspecting several planets around the star (see Ligi et al. 2012a , and references therein for additional information). Guzik et al. (2000) discuss the solar-like oscillations it shows and the probability of having γ-Dor pulsations by considering two stellar masses, 1.38 and 1.29 M ⊙ with different metallicities. They state that for solar metallicity (as we consider in our study), γ Dor g-mode pulsators, expected masses are higher, on the order of 1.6 M ⊙ , which is a value close to the estimation of the mass we found.
HD190360 -A wide range of ages has been found for HD190360; 11.3 Gyrs (Boyajian et al. 2013 ) using the Baines et al. (2008) HD217014/51 Peg -This star is known as the first solar-like star around which an exoplanet has been found (Mayor & Queloz 1995) . We find masses consistent with a solar type star, but younger. Our estimation of the age is closer than that of Bonfanti et al. (3.3±1.2 Gyrs, 2015) , in particular concerning the mass (1.1±0.02 M ⊙ ). The reanalysis of the GCS data in Casagrande et al. (2011) uses two sets of models, and they find a median age and mass of 5.33 Gyrs and 1.06 M ⊙ , and 7.4 Gyrs and 1.02 M ⊙ with PADOVA and BASTI, respectively. HD221345/14 And -The only previous age and mass determinations we found for this star are those from Bonfanti et al. (2015, 3 .20 ± 2.10 Gyrs and 1.40 ± 0.20 M ⊙ ) and Baines et al. (2009, 4 .5 ± 1.9 Gyrs and 1.1 ± 0.2 M ⊙ ), and this last mass is in good agreement with our estimation. As shown previously, the estimation of these parameters is difficult, and one can find as many values as there are estimations. Baines et al. (2009) measured a smaller angular diameter than we did, which translates into a higher luminosity and might explain the difference. However, there is a strong discrepancy between empirically determined angular diameters and our measurement: we found 1.49 ± 0.03 mas but θ SED = 1.359 ±0.023 mas and θ Kervella = 1.859 mas. This might be explained by the fact that 14 And is a giant, so the Kervella et al. (2004) relation is not appropriate for this star. Also, the infrared photometry is not homogeneous with the visible part. There also are discrepancies between T eff and T eff,⋆ (4.5% difference).
The comparisons for the non-host stars are more difficult since for most of them, we bring here the first estimation of their mass and age. Casagrande et al. (2011) provide an estimation of the age and mass of HD1671, HD168151, and HD209369. For HD1671, we find a slightly younger star than Casagrande et al. (2011) , but the masses are consistent, particularly when comparing with those obtained with the PADOVA code (1.82 M ⊙ for both median and most probable masses). Concerning HD168151, our age estimation is between the Boyajian et al. (2013, 5 Gyrs) and Casagrande et al. (2011, ∼ 2.5 Gyrs) results, and our mass estimation is a bit lower. Finally, Casagrande et al. (2011) give very similar results to ours for HD209369.
On the role of metallicity
Taking the uncertainty on the metallicity into account significantly increases the range of the distributions of the masses and ages, id est the final error bars. To quantify the error bugdet due to the metallicity, we take the case of HD3651 as an example, for which we have reasonable errors and low χ 2 . When setting the error on the metallicity to σ([M/H])=0.001 dex (instead of 0.1 dex, see Sect. 3.1), we get errors of 22% and 2.1% on the age and mass, respectively, for the old solution. Thus, the error on the metallicity contributes to one third of the total error of the age and to half of the error on the mass. It is even more significant for the young solution, where the errors reduce to 3% and 0.43% for the age and mass. If we only consider the uncertainty on the metallicity (reducing the errors on F bol , θ, and d by a factor 10 −5 ), we get very similar errors on the age and mass than the ones shown in Table 7 : the errors are of 31% and 4.37% on the age and mass for the old solution, and 9% and 2.5% for the young solution. This emphasizes the significant contribution of the error on the metallicity. Standard deviations assuming a fixed metallicity are therefore underestimated and should be considered as a lower limit. Table 9 : Semi-major axes and minimum masses of exoplanets, and habitable zones of host stars derived from orbital parameters (found in the literature) and stellar parameters estimated in this work from isochrones (see Sect. 5.1).
Old solution Young solution Star
Planet Table 10 : Semi-major axes and minimum masses of exoplanets of the 55 Cnc system derived from orbital parameters (found in the literature, see Table 8 ) and a direct estimation of the stellar mass (see Sect. 4.3). and at the outer boundary
where S b (T eff,⋆ ) is given in units of the solar constant and T eff,⋆ in K. We can then calculate the inner and outer distances of the HZ in au:
where L ⋆ is the luminosity of the star in L ⊙ from Table 6 . The resulting values are given in Table 9 for each star. Jones et al. (2006) specify that this method is based on a simplified model that neglects enhanced cloud formation and the formation of CO 2 clouds, which results in a conservative HZ. Thus, the HZ could in reality be wider. As expected, the values of HZ found by Jones et al. (2006) are close to our estimations when the stellar parameter estimations are in good agreement. This is the case for HD9826, HD217014, and HD19994. For HD75732, HD3651, and HD190360, we found HZ to be closer to their star than what is given by Jones et al. (2006) . It is the same for the planetary According to our values, only HD9826 c and HD75732 f lie in their HZ. They are large exoplanets (of the Jupiter type), thus life as we know it could hardly been found on them. However, their moons could be terrestrial bodies with water on their surface and possibly an atmosphere, if these planets have a system similar to those of the solar system giant planets (think of Titan and Europa).
In Fig. 5 , we see that small exoplanets lie closer to their stellar host than large planets. This is of course due to an instrumental bias, but our sample is quite representative of the population of known exoplanets.
The case of 55 Cnc e
The system of 55 Cnc holds a transiting super-Earth, 55 Cnc e, which was independently discovered by Winn et al. (2011) and Demory et al. (2011) . The transit method provides the ratio of the planetary to the stellar radius and the density of the star. Thus, to correctly determine the planetary radius R p , one has to know the stellar radius. This method also provides the inclination of the system. If RV measurements are also performed, which is the case for the system of 55 Cnc, the true planetary mass M p can then be derived, contrary to the minimum mass that is currently found. Then, the density ρ p of the planet can be derived. Von Braun et al. (2011) give a complete review of this system using at first interferometric measurements to determine 55 Cnc's radius. Here, we consider our interferometric measurement for the radius and our direct determination of the mass to derive 55 Cnc e's radius, mass, and density.
The results are given in Table 11 . We calculated them using the transit parameters given by Dragomir et al. (2014) . For the planetary mass, we do not consider the error on the inclination i since it is negligible (it implies a variation on the order of 1‰ on the error on the mass). Since the stellar radius and density are known, we can express the planetary density as
where TD refers to the transit depth caused by the planet. This expression of ρ p is independent of M ⋆ and directly linked to measured quantities. It therefore allows for a precise estimate of the planetary density with small uncertainties from a standard propagation of errors. The mass we find (8.631 ± 0.495 M ⊕ ) places 55 Cnc e just below the no-iron line in Fig.7 of Demory et al. (2011) and between the 50% water and the Earth-like lines of Fig.3 in Winn et al. (2011) . Our results are also in good agreement with the radius and density given by Dragomir et al. (2014) and Winn et al. (2011) , but are more accurate thanks to an accurate and direct determination of the stellar radius and density, since the error bar on ρ p is dominated by the error on TD. We thus confirm that 55 Cnc e can be classified as a super-Earth or a mini-Neptune. These results illustrate that the knowledge of exoplanet characteristics pass through the knowledge of stellar parameters. Their accuracy are decisive in detecting exoplanets potentially hosting life.
Conclusion
We performed interferometric measurements with the VEGA/CHARA instrument in visible wavelength to measure the angular diameter of 18 stars. Our measurements are very constraining for adjustments as we reach low V 2 , and we got many data points. We thus reached an average of 1.9% accuracy on angular diameters. These angular diameters are generally consistent with previous interferometric measurements or with the estimations using the Kervella et al. (2004) empirical law. However, a bigger discrepancy is found toward giant stars and stars with angular diameters larger than 1 mas. Using photometry, we derived the luminosity and effective temperatures with an average precision of 57 K, which allowed us to place the stars in the H-R diagram. Then, we used PARSEC models to derive stellar masses and ages. To do so, we used a best fit approach and a MC approach to estimate the error bars, which give consistent results except for the few stars whose L ⋆ and T eff,⋆ appear to not be consistent with the models. For those stars, a better estimation of the metallicity or a different mixing-length parameter should lead to a better match with the models.
We showed that for the same luminosity and temperature, several solutions can be found, especially for MS stars. Each time, an old solution and a young solution gave ages in the Myrs and the Gyrs range, respectively, in agreement with Bonfanti et al. (2015) . However, the masses are generally similar for the two solutions. In any case, finding the age of a star is not an easy exercise because this parameter depends on the model, and the problem is degenerate. We also showed that the error on the metallicity is very decisive and that not taking an error on the metallicity into account yields a dramatic underestimation of the errors on the age and mass.
Using orbital parameters given by radial velocity measurements and the newly determined stellar masses, we characterized the ten exoplanetary systems included in our sample; that is, we computed the minimum masses and semi-major axes of exoplanets with reliable error bars. These results reproduce the population of known exoplanets well. We also derived the habitable zone of these systems and verified that two planets lie in their HZ, although they are not Earth-like. We looked in more detail at the super-Earth 55 Cnc e because it transits its star. We therefore gave a new estimation of its radius, mass, and density, which we find to be more precise than previous measurements.
The progression from interferometric observations of host stars to planetary parameters is complex. It should be realized with care, paying attention to the propagation of errors at each step. This is the price to pay to get accurate values with realistic uncertainties, which benefit from the direct measurement of the radius of the stars. 
Appendix B: Additional table and figures
