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Expanding maps and non-trivial self-covers on
infra-nilmanifolds
Karel Dekimpe and Jonas Dere´∗
Abstract
Every expanding map on a closed manifold is topologically conjugate to an expanding map
on an infra-nilmanifold, but not every infra-nilmanifold admits an expanding map. In this
article we give a complete algebraic characterization of the infra-nilmanifolds admitting an
expanding map. We show that, just as in the case of Anosov diffeomorphisms, the existence
of an expanding map depends only on the rational holonomy representation of the infra-
nilmanifold. A similar characterization is also given for the infra-nilmanifolds with a non-
trivial self-cover, which corresponds to determining which almost-Bieberbach groups are co-
Hopfian. These results provide many new examples of infra-nilmanifolds without non-trivial
self-covers or expanding maps.
The study of certain chaotic dynamical systems on closed manifolds like expanding maps or
Anosov diffeomorphisms is closely related to the study of infra-nilmanifolds. These manifolds
are constructed as quotients of connected and simply connected nilpotent Lie groups by affine
transformations. Expanding maps and Anosov diffeomorphisms on these manifolds correspond to
certain group morphisms of their fundamental group and this makes it possible to study them in
an algebraic way.
An expanding map on a closed Riemannian manifold M is a differentiable map f : M → M
such that there exists constants c > 0 and λ > 1 with ‖Dfn(v)‖ ≥ cλn‖v‖ for all v ∈ TM and
n > 0. In [14], M. Gromov showed that every expanding map on a closed manifold is topologically
conjugate to an expanding map on an infra-nilmanifold. Anosov diffeomorphisms are defined
in a similar way (see [12] for an exact definition) and it is conjectured that also every Anosov
diffeomorphism on a closed manifold is topologically conjugate to an Anosov diffeomorphism on
an infra-nilmanifold. There are some partial results for this conjecture, see for example [17] and
[18]. This motivates the problem of classifying all infra-nilmanifolds admitting an expanding map
or an Anosov diffeomorphism, which was already raised by Smale in [20].
The fundamental group of an infra-nilmanifold determines a rational nilpotent Lie algebra and
a finite group of automorphisms of this Lie algebra, called the rational holonomy representation.
It is well known that the existence of an Anosov diffeomorphism on an infra-nilmanifold depends
only on this Lie algebra and rational holonomy representation, see [11, Theorem A.]. The proof
of this result strongly uses the fact that every Anosov diffeomorphism induces an automorphism
on the fundamental group. In this paper, we show that also the existence of an expanding map
depends only on the Lie algebra and the rational holonomy representation, see Theorem 4.2. By
using the same methods we deduce a similar statement for the existence of non-trivial self-covers
on infra-nilmanifolds in Theorem 5.4. In fact both results show that the existence is equivalent
to the existence of certain gradings of the Lie algebra, preserved by every automorphism of the
rational holonomy representation. The techniques of this paper give a simplified proof of the result
about Anosov diffeomorphisms as well.
Up till now, the only known examples of infra-nilmanifolds without a non-trival self-cover
are constructed from nilpotent Lie algebras with only automorphisms of determinant 1, see [1].
From the main theorem we deduce a general way of constructing examples and this provides new
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examples where the corresponding Lie algebra is not of this type. Another consequence is that
the existence of an expanding map or a non-trivial self-cover on a nilmanifold is invariant under
commensurability of the fundamental group, answering a question of [1]. Finally, our main results
make it possible to determine examples of minimal dimension for low nilpotency classes.
In Section 1, we recall some basic facts about infra-nilmanifolds and their fundamental groups,
the almost-Bieberbach groups. Next, we study injective group morphisms of these almost-Bieberbach
groups in Section 2 and the relation between graded Lie algebras and expanding automorphisms
in Section 3. These technical results are then combined to prove our main results in Section 4 and
5. Finally, Section 6 demonstrates how to apply these results.
1 Rational holonomy representation of an infra-nilmanifold
In this section, we briefly recall what an infra-nilmanifold is and how to construct differentiable
maps on these manifolds. For more details, we refer to [5]. Also, we introduce the rational
holonomy representation, which plays a crucial role in the formulation of our main theorems.
Let G be a connected and simply connected nilpotent Lie group and Aut(G) the group of
continuous automorphisms of G. The affine group Aff(G) = G⋊Aut(G) acts on G in the following
natural way:
∀α = (g, δ) ∈ Aff(G), ∀h ∈ G : αh = gδ(h).
Let C be a maximal compact subgroup of Aut(G) and consider the subgroup G ⋊ C of Aff(G).
A discrete, torsion-free subgroup Γ ⊆ G ⋊ C with compact quotient Γ\G is called an almost-
Bieberbach group. The quotient space Γ\G is then a closed manifold with fundamental group Γ
and we call such a manifold an infra-nilmanifold. Denote by p : Aff(G)→ Aut(G) the projection
on the second component. It is well known that the group F = p(Γ) is a finite subgroup of Aut(G)
and we refer to this group as the holonomy group of the infra-nilmanifold Γ\G.
A nilmanifold is an infra-nilmanifold with trivial holonomy group or equivalently a quotient
space Γ\G with Γ ⊆ G ⋊ {1} ≈ G an uniform lattice of G. For a general almost-Bieberbach
group Γ, the subgroup N = Γ ∩ G is an uniform lattice in G and so every infra-nilmanifold
is finitely covered by a nilmanifold, hence its name. The subgroup N is the maximal normal
nilpotent subgroup of Γ and thus equal to the Fitting subgroup of Γ. This also shows that every
almost-Bieberbach group fits in an exact sequence:
1 // N // Γ // F // 1 . (1)
The uniform lattice N is a finitely generated, torsion-free and nilpotent group and every group
satisfying these three properties is called an F -group. Conversely, every F -group is isomorphic to
an uniform lattice in some connected and simply connected nilpotent Lie group G.
Assume that α ∈ Aff(G) is an affine transformation satisfying αΓα−1 ⊆ Γ, then α induces a
differentiable map
α¯ : Γ\G→ Γ\G : g 7→ αg
and this map is called an affine infra-nilendomorphism. If αΓα−1 = Γ, then also α−1 induces a
differentiable map Γ\G→ Γ\G which is the inverse of α¯. This implies that α¯ is a diffeomorphism
and in this case we call α¯ an affine infra-nilautomorphism. The eigenvalues of an affine infra-
nilendomorphism α¯ are defined as the eigenvalues of the linear part of α. We call an affine
infra-nilendomorphism expanding if it only has eigenvalues of absolute value > 1. With these
notations we can formulate the exact statement about expanding maps of Gromov:
Theorem 1.1 (Gromov). Every expanding map on a closed manifold is topologically conjugate to
an expanding affine infra-nilendomorphism.
So the problem of classifying all infra-nilmanifolds admitting an expanding map is translated into
the question of classifying all infra-nilmanifolds admitting an expanding affine infra-nilendomorphism.
To solve this problem, we need to know more about the algebraic structure of the almost-
Bieberbach groups Γ. From the exact sequence (1), it follows that the group Γ contains a normal
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subgroup of finite index which is an F -group, but this exact sequence does not split in general.
We can embed the exact sequence (1) in a split exact sequence, but to do this, we need to recall
some properties of [19, Chapter 6] about F -groups.
Let N be an F -group, then we can assume that N is an uniform lattice of a connected and
simply connected nilpotent Lie group G with corresponding Lie algebra g. The exponential map
exp : g → G is a diffeomorphism and we denote by log : G → g its inverse. The rational span of
log(N), denoted as n, is a rational form of the real Lie algebra g and the corresponding nilpotent
group NQ = exp(n) is the radicable hull or rational Mal’cev completion of the group N . The
automorphism groups Aut(NQ) and Aut(n) are naturally isomorphic via the exponential map and
in the remaining part of this paper we will identify these two groups without further mentioning
the exponential map. It’s a general fact that every finite dimensional rational nilpotent Lie algebra
occurs in this way and that two F -groups have isomorphic radicable hull if and only if they are
abstractly commensurable. A finitely generated subgroup N ′ of NQ such that NQ is also the
radicable hull of N ′ (i.e. if log(N ′) spans n as a rational vector space) is called a full subgroup.
In general, log(N) is not a Lie subring or even an additive subgroup of g and therefore the
following definition is important:
Definition 1.2. An F-group N is called a lattice group if log(N) is an additive subgroup of g.
This means that for a lattice group N we can always find a basis for n such that log(N) is equal
to the Z-span of this basis. It is well known that every F -group is a subgroup of finite index in
some lattice group. Since the intersection of lattice groups is again a lattice group, there exists a
smallest lattice group containing N and we will denote this lattice group as N lat. If ϕ : N → N
is an injective group morphism, then there exists an unique extension ϕQ : NQ → NQ of ϕ. Since
ϕ is injective, also ϕQ is injective and thus the injective group morphisms can be seen as a subset
of Aut(NQ) = Aut(n). Therefore it makes sense to talk about the determinant and characteristic
polynomial of an injective group morphism ϕ : N → N . Since ϕQ maps lattice groups to lattice
groups, the following proposition is immediate (see also [1, Lemma 4.1.]):
Proposition 1.3. Let N be an F-group and ϕ : N → N an injective group morphism. Then the
following are true:
1. ϕQ(N lat) = (ϕ(N))
lat
⊆ N lat;
2. [N : ϕ(N)] = [N lat : ϕQ(N lat)] = | detϕQ|.
The first statement shows that every injective group morphism of N also induces an injective
group morphism on N lat and we will denote the induced map as ϕlat.
Since every automorphism of N has a unique extension to an automorphism of NQ, we can
construct the following commutative diagram from the exact sequence (1) where the horizontal
sequences are exact:
1 // N //


Γ //


F // 1
1 // NQ // ΓQ // F // 1.
The lower exact sequence splits and by fixing a splitting morphism s : F → ΓQ, we get an injective
morphism F → Aut(NQ) = Aut(n). This morphism is called the rational holonomy representation
and we will always identify the holonomy group F with its image under this morphism, so F ≤
Aut(n). Under this identification, we get that Γ ⊆ NQ ⋊ F .
By using the rational holonomy representation, we have the following version of the Generalized
Second Bieberbach Theorem:
Theorem 1.4. Let ϕ : Γ → Γ′ be an isomorphism between two almost-Bieberbach groups with
commensurable Fitting subgroups N and N ′, then there exists an affine transformation α ∈ NQ⋊
Aut(NQ) such that ϕ(γ) = αγα−1.
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The proof of this version of the Second Bieberbach Theorem is identical to the proof given in [5,
Section 2.2] by replacing the Lie group G by the radicable hull NQ. Note that the theorem also
works for injective group morphisms Γ→ Γ, since the image is a subgroup of finite index in that
case.
2 Injective group morphisms of F-groups
In this section we study the relation between injective group morphisms of an F -group and au-
tomorphisms of the corresponding rational Lie algebra. Let N be an F -group with Lie algebra n
and ϕ : N → N an injective group morphism, then we know from Section 1 that ϕ has a unique
extension ϕQ : n → n. The question we study here is which automorphisms of n induce a group
morphism on N , i.e. for which automorphisms ϕQ ∈ Aut(n) we have ϕQ(N) ⊆ N .
First we determine the properties of the extension ϕQ ∈ Aut(n). From Proposition 1.3 we
know that ϕ induces an injective group morphism ϕlat : N lat → N lat and it’s obvious that ϕQ is
also the unique extension of ϕlat. By fixing a basis in log(N lat) for n, we get an isomorphism from
n to Qn as vector spaces such that this isomorphism maps log(N lat) to Zn. The linear map ϕQ
then maps Zn to Zn and this implies that the characteristic polynomial of ϕQ lies in Z[X ].
If we also assume that ϕ is an automorphism of N , then ϕlat is an automorphism of N lat and
thus we get that ϕQ(Zn) = Zn. So for every automorphism ϕ ∈ Aut(N) we get that | det(ϕQ)| = 1.
An automorphism of n with characteristic polynomial in Z[X ] and determinant±1 is called integer-
like (see [7]), so we conclude that ϕQ is integer-like in this case. It’s easy to see that the converse
is not true, for example the matrix (
5
2
1
2
1
2
1
2
)
is integer-like but doesn’t map Z2 to Z2.
So although not every integer-like automorphism of NQ induces an automorphism of N , there
is a partial converse by taking some power of the automorphism (see [6, Theorem 3.4.]):
Theorem 2.1. Let N be an F-group with corresponding radicable hull NQ. If ϕ ∈ Aut(NQ) is
integer-like then there exists some k > 0 such that ϕk(N) = N .
For example, the third power of the matrix above is equal to
(
17 4
4 1
)
∈ GL(n,Z). This theo-
rem is crucial for the study of Anosov diffeomorphisms on infra-nilmanifolds. Unfortunately, a
similar theorem cannot be true in the more general case of automorphisms ϕ ∈ Aut(NQ) with
characteristic polynomial in Z[X ], even not in the abelian case, as we can see from the following
example:
Example 2.1. Consider the matrix
A =
(
1
2
1
2
− 32
5
2
)
with characteristic polynomial p(X) = X2−3X+2 and the vector v =
(
0
1
)
. A computation shows
that
Ak(v) = v +
1
2
k∑
i=1
2i−1
(
1
3
)
and thus Ak(v) /∈ Z2 for all k > 0. This shows us that the condition | det(ϕ)| = 1 is really necessary
in Theorem 2.1.
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To simplify notations, we will also denote by ϕ ∈ Aut(NQ) the unique extension of an injective
group morphism ϕ : N → N . The main result of this section shows that we can partially restore
Theorem 2.1 by putting constraints on the determinant of ϕ:
Theorem 2.2. Let N1 and N2 be F-groups with identical radicable hull N
Q. Then there exists a
finite number of primes p1, . . . , pl such that for every injective group morphism ϕ : N1 → N1 with
pj ∤ det(ϕ) for all j ∈ {1, . . . , l}, there exists some k > 0 such that ϕ
k(N2) ⊆ N2.
Note that every integer-like automorphism of NQ induces an automorphism on some full subgroup
of NQ, so this theorem is really a generalization of Theorem 2.1.
The proof of this theorem uses a few technical lemmas. The first one gives us information
about the index of the intersection of subgroups:
Lemma 2.3. Let H be any group with finite index subgroups K1 and K2 of index respectively
k1 and k2. If gcd(k1, k2) = 1, then K1 ∩ K2 is a subgroup of index k1k2 and if K
′
1 is a normal
subgroup of index k1 such that K1 ∩K2 = K
′
1 ∩K2, then K1 = K
′
1.
Proof. For the first statement, note that [H : K1 ∩ K2] = [H : K1][K1 : K1 ∩ K2] = [H :
K2][K2 : K1 ∩ K2] and thus kj | [H : K1 ∩ K2] for j ∈ {1, 2}. Since gcd(k1, k2) = 1 and
[H : K1∩K2] ≤ [H : K1][H : K2], we have that [H : K1∩K2] = k1k2. Note that this is equivalent
to the fact that [K1 : K1 ∩K2] = k2.
For the second statement, we assume that K1 ∩ K2 = K
′
1 ∩ K2 and we show that K1 ∩ K
′
1
is a subgroup of index 1 in K1. As K
′
1 is a normal subgroup, K1K
′
1 is a subgroup of H . Since
the index of K1 ∩ K
′
1 in K1 is equal to the index of K
′
1 in K1K
′
1, it divides k1. From the first
statement we know that K1 ∩ K2 = K1 ∩ K
′
1 ∩ K2 is a subgroup of index k2 in K1. Since
K1 ∩K
′
1 ∩K2 ⊆ K1 ∩K
′
1 ⊆ K1, the index of K1 ∩K
′
1 in K1 divides k2. As the index of K1 ∩K
′
1
in K1 divides both k1 and k2, we conclude from gcd(k1, k2) = 1 that it’s equal to 1.
As a consequence, we have the following result:
Lemma 2.4. Let H be any group with a finite number of normal subgroups of index i and ϕ :
H → H be an injective group morphism such that ϕ(H) is a subgroup of finite index in H and
gcd([H : ϕ(H)], i) = 1. If we write the distinct normal subgroups of index i as K1, . . . ,Km, then
there exists a permutation pi ∈ Sm such that ϕ(Kj) = Kpi(j) ∩ ϕ(H) for all j ∈ {1, . . . ,m}.
Proof. By the previous lemma, we know that Kj ∩ϕ(H) is a normal subgroup of index i in ϕ(H)
and that if Kj 6= Kj′ also Kj ∩ ϕ(H) 6= Kj′ ∩ ϕ(H). Since ϕ(H) is isomorphic to H , there are
exactly m different normal subgroups of index i and thus they are all of the form Kj∩ϕ(H). Since
also ϕ(K1), . . . , ϕ(Km) are m distinct normal subgroup of index i in ϕ(H), we find a permutation
pi ∈ Sm such that ϕ(Kj) = Kpi(j) ∩ ϕ(H).
Note that the first condition of Lemma 2.4 is satisfied for every index i in all F -groups. Also,
as we mentioned in Section 1, the image of an injective group morphism is always of finite index
for these groups (and the index is given by the absolute value of the determinant, see Proposition
1.3).
Take the notations of Lemma 2.4 and pi ∈ Sm the permutation corresponding to ϕ : H → H .
Then for any k > 0, we have that
ϕk(Kj) = ϕ
k−1
(
Kpi(j) ∩ ϕ(H)
)
= ϕk−1
(
Kpi(j)
)
∩ ϕk(H)
since ϕ is injective and thus by induction we get that pik is the permutation corresponding to ϕk.
The last lemma we need is just the abelian version of Theorem 2.2. Recall that a lattice of a
vector space is a discrete subgroup which spans the vector space.
Lemma 2.5. Let L be a lattice in Qn, then there exists primes p1, . . . , pl such that for every
A ∈ GL(n,Q) with A(Zn) ⊆ Zn and pi ∤ det(A), there exists some k > 0 such that A
k(L) ⊆ L.
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Proof. Fix a basis for Qn in L and denote by P the matrix of change of basis from this basis to
the standard basis. Take m the product of all the denominators of P and P−1 and take pi all the
primes dividing m. Now assume A ∈ GL(n,Q) with A(Zn) ⊆ Zn and pi ∤ det(A). The matrix
representation of Ak for the chosen basis in L is given by P−1AkP and thus we have to check that
P−1AkP has integer entries for some k > 0.
From the choice of the primes pi, it follows that A projects to an element of GL(n,Zm) and
write this projection as A¯. Since GL(n,Zm) is a finite group, there exists some k > 0 such that
A¯k = I¯n. This means that m divides every entry of A
k − In. So we have that
P−1AkP − In = P
−1(Ak − In)P
has integer entries because of our choice of m and thus also P−1AkP has integer entries.
With the help of these lemmas, we give a proof of the general version of Theorem 2.2:
Proof of Theorem 2.2. Every injective group morphism ϕ : N1 → N1 also induces an injective
group morphism ϕlat : N lat1 → N
lat
1 with the same determinant, so we can always assume that
N1 is a lattice group. By fixing a basis for n in log(N1), the vector space n is isomorphic to Q
n
such that log(N1) is equal to Z
n under this isomorphism. The injective group morphisms of N1
correspond to Lie algebra automorphisms which map Zn to Zn. If we assume that also N2 is a
lattice group, then log(N2) is a lattice in n ≈ Q
n and the theorem follows from Lemma 2.5.
Next we show that if the theorem is true for N2, it is also true for every normal subgroup
K of N2. Let pj be the finite set of primes corresponding to N2 and add all the primes that
divide the index of K in N2. If ϕ : N1 → N1 is a group morphism satisfying the conditions
of the theorem, then we can assume ϕ(N2) ⊆ N2 by taking some power of ϕ. Since ϕ is an
injective group morphism of N2, we can apply Lemma 2.4. So take K1 = K, . . . ,Km all normal
subgroups of the same index as K in N2 and by Lemma 2.4, we know that there exists pi ∈ Sm
with ϕ(Kj) = Kpi(j) ∩ ϕ(N2). Now take k > 0 such that pi
k = 1, then
ϕk(K) = ϕk(K1) = Kpik(1) ∩ ϕ
k(N2) = K1 ∩ ϕ
k(N2) ⊆ K1 = K
and therefore ϕk(K) ⊆ K as we wanted.
For the proof in the general case, we know that N2 ⊆ N
lat
2 is a subgroup of finite index.
Since N lat2 is a nilpotent group, N2 is a subnormal subgroup, meaning we can find subgroups
H0 = N2 ≤ H1 ≤ . . . ≤ Hm = N
lat
2 with Hj normal in Hj+1. By iterating the result of the
previous paragraph, we conclude that the theorem also holds for N2.
From the proof it also follows that we can give the set of primes explicitly by looking at the index
of N2 in N
lat
2 and the matrix of change of basis from N
lat
1 to N
lat
2 .
Remark. For the particular case of integer-like automorphisms of NQ, the technicalities of Lemma
2.4 are avoided. So the proof of Theorem 2.2 gives us a simplified proof of Theorem 2.1, avoiding
the use of Jonquie`re groups as in [6].
3 Graded Lie algebras
In this section we introduce graded Lie algebras and show why they are important for studying
expanding maps. The most important result states that a rational Lie algebra is positively graded
if and only if it has an expanding automorphism, which was already known for real and complex Lie
algebras. In this way, starting from an expanding automorphism and an arbitrary prime, we can
construct an expanding automorphism with determinant a power of this prime, which is important
for using Theorem 2.2. All Lie algebras we consider in this section are finite dimensional.
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Definition 3.1. A rational Lie algebra n is called graded if it is endowed with a decomposition as
a direct sum
n =
⊕
i∈Z
ni
of subspaces ni ⊆ n such that [ni, nj ] ⊆ ni+j for all i, j ∈ Z. The decomposition into subspaces ni
is called a grading for the Lie algebra n. The grading is called positive if ni = 0 for all i ≤ 0. We
say that an automorphism ϕ ∈ Aut(n) preserves the grading if ϕ(ni) = ni for all i ∈ Z.
The existence of a grading n =
⊕
i∈Z
ni with n0 = 0 implies that the Lie algebra n is nilpotent. In
the remaining part of this article we are only interested in nilpotent Lie algebras, since these are
closely related to (infra-)nilmanifolds.
Sometimes a grading is defined as a decomposition
n =
⊕
r∈R
nr
which is indexed by real numbers rather than integers as in our definition. These definitions are
equivalent because of [8, Proposition 2.6.], even in the case of positive gradings and we call a
grading indexed by real numbers an R-grading. In fact, the proof of [8, Proposition 2.6.] shows
that starting from an R-grading, the grading of n is formed by just renaming the subspaces nr
with integer indices. We will use this equivalence of definitions later on, as it is often easier to
construct an R-grading for a Lie algebra.
Graded Lie algebras are an important tool to study expanding maps. For real or complex Lie
algebra’s, [10, Theorem 2.7.] shows that the existence of an expanding automorphism is equivalent
to the existence of a positive R-grading (and thus a positive grading). For rational Lie algebras,
it’s easy to see that the existence of a grading induces an expanding automorphism: if ni is the
decomposition, then for every q ∈ Q with q > 1 there exists an expanding automorphism map
which maps an element x ∈ ni to q
ix. To translate this fact to F -groups, we first need the following
proposition:
Proposition 3.2. Let n be a rational nilpotent Lie algebra and NQ the corresponding nilpotent
group. Identify the group Aut(n) = Aut(NQ) as a subgroup of GL(n,Q) by fixing a basis for n
as a vector space. Then there exists a full subgroup N of NQ such that every automorphism with
integer entries induces an injective group morphism on N , i.e. if ϕ ∈ Aut(NQ) ⊆ GL(n,Q) has
integer entries, then ϕ(N) ⊆ N .
Proof. Denote the basis for n as {v1, . . . , vn} and take N the full subgroup of N
Q generated by
the elements exp(v1), . . . , exp(vn). Since N is an F -group, we can consider N
lat and we claim
that N lat satisfies the properties of the Proposition.
Let ϕ be an automorphism of Aut(n) with integer entries in the basis {v1, . . . , vn}, then we
have to show that ϕ(N lat) ⊆ N lat. Since ϕ has integer entries, we have that ϕ(N) ⊆ N lat, because
ϕ(vi) is in the Z-span of the basis {v1, . . . , vn} and N
lat is a lattice group. By Proposition 1.3 it
follows that
ϕ(N lat) = (ϕ (N))
lat
⊆
(
N lat
)lat
and the latter is of course equal to N lat. We conclude that ϕ(N lat) ⊆ N lat.
It now easily follows that we can construct many expanding group morphisms if the corre-
sponding Lie algebra is graded:
Corollary 3.3. Let n be a rational nilpotent Lie algebra with a positive grading and NQ the
corresponding nilpotent group. Then there exists a full subgroup N and some k > 0 such that for
every prime p, there exists an injective group morphism ϕp : N → N with det(ϕp) = p
k which is
also expanding. Moreover, these ϕp commute with every automorphism that preserves the grading.
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Proof. Fix a positive grading ni for the rational Lie algebra n corresponding to N
Q and fix a
basis for n such that every basis vector lies in a subspace ni. For every prime p there exists
an automorphism ϕp : n → n such that ϕp(x) = p
ix for all x ∈ ni. From our choice of basis
vectors, it follows that ϕp has integer entries in the basis and that ϕp commutes with every
automorphism that preserves the grading. Note that every ϕp is expanding since the grading is
positive and det(ϕp) = p
k for some fixed k > 0. Now take an F -group as in Proposition 3.2, then
the statement follows immediately.
So starting from a nilpotent Lie algebra with positive grading, we can construct many expand-
ing group morphisms on a full subgroup of the corresponding radicable hull. The main result of
this section shows that for rational Lie algebras every expanding automorphism also induces a
positive grading. The exact formulation is as follows:
Theorem 3.4. Let n be a rational Lie algebra with an expanding automorphism ϕ ∈ Aut(n), then
n has a positive grading which is preserved by ϕ. Moreover if ϕ commutes with an automorphism
ψ ∈ Aut(n), then ψ preserves the positive grading.
The proof of this theorem is based on some facts about algebraic number fields, so let us recall
the most important definitions and properties. A number field is a field extension Q ⊆ E of finite
degree. Let E be a number field and n the degree of the field extension, then there exist exactly
n monomorphisms E → C and we write these monomorphisms as σi : E → C with i = 1, . . . , n.
The E-conjugates of α ∈ E are the complex numbers σi(α). For every α ∈ E, we define the norm
NE(α) as the product of all its E-conjugates, so
NE(α) =
n∏
i=1
σi(α).
This gives us a map NE : E → Q which preserves the product, i.e. NE(αβ) = NE(α)NE(β). If
α, β ∈ E are E-conjugate, then NE(α) = NE(β). An element of E is called an algebraic integer if
its minimal polynomial has coefficients in Z and in this case we also have NE(α) ∈ Z.
Now take A ∈ GL(n,Q) a diagonalizable matrix with characteristic polynomial p(X) ∈ Q[X ].
Denote by E ⊆ C the minimal splitting field of p(X), which is of course an algebraic number field.
We define the matrix N(A) ∈ GL(n,C) by replacing each eigenvalue λ of A by NE(λ); so if vλ is
an eigenvector of A for the eigenvalue λ ∈ E, then N(A)(vλ) = NE(λ)vλ. It’s easy to see that if
P ∈ GL(n,Q), then N(PAP−1) = PN(A)P−1, so N(A) is invariant under change of basis. Note
that if B commutes with A, then B also commutes with N(A).
A priori we only know that N(A) ∈ GL(n,C), but we show that N(A) ∈ GL(n,Q) for every
diagonalizable matrix A ∈ GL(n,Q). First decompose the characteristic polynomial p(X) of A
into its Q-irreducible components, so
p(X) = p1(X) . . . pk(X)
with pi(X) ∈ Q[X ] irreducible over Q. Denote the degree of the polynomials pi as ni Since A is
diagonalizable, its rational canonical form is equal to
L =


L(p1) 0 . . . 0
0 L(p2) . . . 0
...
...
. . . 0
0 0 . . . L(pn)

 ,
so there exists P ∈ GL(n,Q) such that PAP−1 = L. Now take λi a root of the polynomial pi.
Note that NE(λi) doesn’t depend on the choice of the root λi, since all roots of pi are E-conjugate.
It’s easy to see then that N(L) is equal to
N(L) =


NE(λ1)1n1 0 . . . 0
0 NE(λ2)1n2 . . . 0
...
...
. . . 0
0 0 . . . NE(λk)1nk

 ∈ GL(n,Q).
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From this it follows that N(A) = P−1N(L)P ∈ GL(n,Q).
Now assume n is a rational Lie algebra and ϕ ∈ Aut(n) an automorphism. Then N(ϕ) is
a linear map n → n and we claim that it is also a Lie algebra automorphism. Consider the
complexification nC = C ⊗ n, then it suffices to show that N(ϕ)C = 1C ⊗ N(ϕ) is a Lie algebra
automorphism. By the linearity of the bracket, it is sufficient to show that N(ϕ)C preserves the
bracket for a basis of nC. Since there exists a basis of eigenvectors for ϕC, we show that N(ϕ)C
preserves the bracket of all eigenvectors. Let vλ and vµ be two eigenvectors of ϕ
C, then [vλ, vµ] is
an eigenvector of eigenvalue λµ. So
[N(ϕ)(vλ), N(ϕ)(vµ)] = NE(λ)NE(µ)[vλ, vµ] = NE(λµ)[vλ, vµ] = N(ϕ)([vλ, vµ]),
with E a splitting field for the characteristic polynomial of ϕ.
We conclude this discussion with the following proposition:
Proposition 3.5. Let ϕ ∈ Aut(n) be an automorphism of a rational Lie algebra. Then N(ϕ) ∈
Aut(n) is an automorphism with only rational eigenvalues and which commutes with every auto-
morphism commuting with ϕ. Moreover, if ϕ is expanding, then N(ϕ) is also expanding.
Proof. The only thing left to show is the last statement, namely that N(ϕ) is expanding if ϕ is
expanding. The eigenvalues of N(ϕ) are equal to NE(λ) with λ an eigenvalue of ϕ and E the
splitting field of the characteristic polynomial of ϕ. So it suffices to show that if λ and all its
E-conjugates are > 1 in absolute value, then also NE(λ) > 1. Since NE(λ) is just the product of
the E-conjugates of λ, this follows immediately.
From this proposition, the proof of Theorem 3.4 now follows directly:
Proof of Theorem 3.4. Since Aut(n) is an algebraic group, we can always assume that ϕ is diago-
nalizable. Then N(ϕ) is an expanding automorphism with only eigenvalues in Q. By squaring ϕ
if necessary we can assume that all eigenvalues of N(ϕ) are positive. Since all eigenvalues are ra-
tional, the corresponding eigenspaces are rational subspace of n. Take the R-grading n =
⊕
r∈R Vr
where Vr is the eigenspace of eigenvalue e
r. It’s easy to see that this is indeed an R-grading. Since
N(ϕ) is expanding, it follows that the grading is positive. The existence of a positive R-grading
implies the existence of a positive grading by just renaming the subspaces Vr, as explained above.
If ψ commutes with ϕ, it also commutes with N(ϕ) and thus it preserves the eigenspaces of
N(ϕ). Since the grading is given by eigenspaces of N(ϕ), the last statement follows.
4 Algebraic characterization for expanding maps
In this section we combine the previous results to prove our algebraic characterization of infra-
nilmanifolds admitting an expanding map. We start with the easier case of nilmanifolds, which
follows almost directly now:
Theorem 4.1. Let N\G be a nilmanifold with corresponding rational Lie algebra n, then the
following are equivalent:
1. N\G admits an expanding map;
2. n has a positive grading;
3. there exists an expanding automorphism ϕ ∈ Aut(n).
Proof. The fact that 1. implies 3. follows directly from Theorem 1.1. In Theorem 3.4 we exactly
showed that 3. implies 2.. So the only implication left to show is that 2. implies 1..
To show this implication, fix a positive grading of n and a full subgroup N0 of N
Q as in
Corollary 3.3. Since N0 and N have the same radicable hull, there exists primes p1, . . . , pl as in
Theorem 2.2. Now take p a prime such that p 6= pj for all j ∈ {1, . . . , l} and the group morphism
ϕp : N0 → N0 as in Corollary 3.3. Because of our choice of p, there exists some power of ϕp such
that ϕkp(N) ⊆ N and the induced map on N\G is an expanding map.
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In particular, this theorem implies that the existence of an expanding map on a nilmanifold is
invariant under commensurability of the fundamental group. This answers a question of [1]. This
theorem is also the first step towards another problem stated in [1], namely the question if the
existence of an expanding map depends only on the complexification C ⊗ n of the rational Lie
algebra n. This problem is now translated to the following: if a complex Lie algebra has a positive
grading, does every rational form of this Lie algebra have a positive grading?
For infra-nilmanifolds, we have a similar theorem but with an extra condition coming from the
rational holonomy representation:
Theorem 4.2. Let Γ\G be an infra-nilmanifold with associated rational holonomy representation
F ≤ Aut(n). Then the following are equivalent:
1. Γ\G admits an expanding map;
2. n has a positive grading, preserved by every automorphism in F ;
3. there exists an expanding automorphism ϕ ∈ Aut(n) which commutes with every element of
the holonomy group F .
Proof. The implication from 3. to 2. is again immediate from Theorem 3.4. We will first show
that 1. implies 3. and conclude with the implication from 2. to 1..
So first assume that Γ\G admits an expanding map. Because of Theorem 1.1 and Theorem
1.4, we can assume that this expanding map is given by an affine infra-nilendomorphism α¯ with
α = (g, δ) ∈ NQ ⋊Aut(n). It’s easy to see that δFδ−1 = F and thus we can assume δ commutes
with every element of F by replacing α by some power of α if necessary. The automorphism δ is
then the expanding automorphism we need.
Next assume that there exists a positive grading, preserved by every element of F . By Corollary
3.3, we know that there exists a full subgroupN0 of N
Q with for every prime p an expanding group
morphism ϕp : N0 → N0 such that det(ϕp) is a power of p and ϕp commutes with every element
of F . Write F = {f1, . . . , fl} and fix a finite number of elements nj ∈ N
Q such that
(n1, f1), . . . , (nl, fl) ∈ Γ,
where we consider Γ ⊆ NQ ⋊ F . So every element γ ∈ Γ can be written as γ = (n, 1)(nj , fj) for
some j ∈ {1, . . . , l} and vice versa, if an element of NQ ⋊ F can be written in this form, it is an
element of Γ. Take N1 the full subgroup of N
Q generated by N and the elements n1, . . . , nl and
take N2 a normal subgroup of finite index in N1 such that N2 ⊆ N . Now take ϕ = ϕp : N0 → N0
with p different from all the primes we get by Theorem 2.2 for N1, N2 and N (where we take the
first group equal to N0 each time) and also p ∤ [N1 : N2]. By taking some power of ϕ we can thus
assume that ϕ(N1) ⊆ N1, ϕ(N2) ⊆ N2 and ϕ(N) ⊆ N .
Consider now the group morphism that ϕ induces on N1upslopeN2. We claim that this group mor-
phism is injective (and thus an isomorphism since the group is finite). For this we have to show
that ϕ(N1) ∩N2 = ϕ(N2). Since N2 ⊆ N1, we obviously have ϕ(N2) ⊆ ϕ(N1) ∩N2, so it suffices
to show that both subgroups have the same index in N2. From Proposition 1.3 we know that
ϕ(N2) is a subgroup of index | det (ϕ) | in N2. Similarly, ϕ(N1) is a subgroup of index | det (ϕ) |
in N1 and by Lemma 2.3 and our choice of p, we get that ϕ(N1) ∩N2 is also a subgroup of index
| det(ϕ)| in N2. The claim thus follows.
By taking some power of ϕ, we can assume that ϕ induces the identity on N1upslopeN2. Equivalently,
we have for every nj that ϕ(nj) = n˜jnj for some n˜j ∈ N2 ⊆ N . This implies that for every
γ = (n, 1)(nj , fj) ∈ Γ
(1, ϕ)γ(1, ϕ−1) = (1, ϕ)(n, 1)(nj , fj)(1, ϕ
−1)
= (ϕ(n), 1)(ϕ(nj), ϕfjϕ
−1)
= (ϕ(n)n˜j , 1)(nj , fj) ∈ Γ
since ϕ(n)n˜j ∈ N . We conclude that ϕΓϕ
−1 ⊆ Γ and thus ϕ induces an expanding map on the
infra-nilmanifold Γ\G.
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As we explained above, every infra-nilmanifold Γ\G is finitely covered by a nilmanifold, for
example the nilmanifold N\G corresponding to the Fitting subgroup N of Γ. The lift of an
expanding map is again an expanding map and thus if Γ\G admits an expanding map, also N\G
admits one. This fact also follows trivially from Theorem 4.2, since the holonomy group F only
puts extra conditions in comparison to Theorem 4.1.
The only known examples of infra-nilmanifolds not admitting an expanding map are con-
structed as the finite quotient of a nilmanifold which doesn’t admit an expanding map. We
conjecture that this is indeed the only possibility for an infra-nilmanifold without expanding map:
Conjecture. An infra-nilmanifold Γ\G admits an expanding map if and only the nilmanifold
N\G admits an expanding map.
For Lie algebras of homogeneous type (see [9] for the definition) the conjecture is true, see [10,
Theorem 5.1.]. Because of Theorem 4.1 and Theorem 4.2, we can reformulate this conjecture in
the following form:
Conjecture. Let n be a rational Lie algebra and F ≤ Aut(n) a finite group of automorphisms. If
there exists an expanding automorphism of n, then there also exists an expanding automorphism
of n which commutes with every element of F . Equivalently, if there exists a positive grading of
n, then there also exists a positive grading which is preserved by every element of F .
5 Co-Hopfian groups
An expanding map of an infra-nilmanifold Γ\G is an example of a non-trivial self-cover, i.e. a
covering map Γ\G→ Γ\G which is not a homeomorphism. So Theorem 4.1 and Theorem 4.2 give
an algebraic way of constructing non-trivial self-covers on infra-nilmanifolds. The natural question
we answer in this section is if there is an algebraic way of describing all infra-nilmanifolds which
allow a non-trivial self-cover. The following definition is then natural in this discussion:
Definition 5.1. We call a group H co-Hopfian if H contains no non-trivial subgroup isomorphic to
itself. Equivalently, H is co-Hopfian if every injective group morphism ϕ : H → H is automatically
surjective.
So infra-nilmanifolds with only trivial self-covers correspond to almost-Bieberbach groups which
are co-Hopfian. Because of Proposition 1.3, an F -group is co-Hopfian if and only if every injective
group morphism has determinant ±1.
Assume now that N is an F -group that is not co-Hopfian. This means there exists an injective
group morphism ϕ : N → N which is not surjective, so with | det(ϕ)| > 1. From Section 2 we know
that ϕ has characteristic polynomial p(X) ∈ Z[X ]. If we decompose p(X) into its Q-irreducible
components, we get p(X) = p1(X) . . . pl(X) with pi(X) ∈ Z[X ] and at least one pi(X) with
|pi(0)| > 1. This means that N(ϕ) is an automorphism with only eigenvalues in Z and at least one
eigenvalue λ with |λ| > 1. So the translation of Theorem 3.4 from expanding maps to non-trivial
self-covers is the following:
Theorem 5.2. Let n be a rational Lie algebra with an automorphism ϕ with characteristic poly-
nomial in Z[X ] and | det(ϕ)| > 1, then n has a non-negative and non-trivial grading. Moreover,
if ψ commutes with ϕ, then ψ preserves the grading.
Recall that a grading n =
⊕
i∈Z
ni is called non-negative if ni = 0 for all i < 0 and non-trivial if
n0 6= n. Just as in Corollary 3.3, we have the following consequence of Proposition 3.2:
Corollary 5.3. Let n be a rational Lie algebra with non-negative and non-trivial grading. Then
there exists a full subgroup N and a k > 0 such that for every prime p, there exists an injective
group morphism N → N with determinant pk. Moreover, this group morphism commutes with
every automorphism that preserves the grading.
11
We conclude the following theorem, which is the analog of Theorem 4.2 for non-trivial self-
covers. The proof is identical as before:
Theorem 5.4. Let Γ be an almost-Bieberbach group with rational holonomy representation F ≤
Aut(n). Then the following are equivalent:
1. Γ is not co-Hopfian;
2. n has a non-trivial and non-negative grading which is preserved by every element of F ;
3. there exists an automorphism ϕ ∈ Aut(nQ), commuting with every element of F , with char-
acteristic polynomial in Z[X ] and | det(ϕ)| > 1;
One of the consequences of this algebraic characterization is that an almost-Bieberbach group is
co-Hopfian if its Fitting subgroup is co-Hopfian. We conclude this section by giving an elementary
proof of this fact.
If H is any group, we call a subgroup K ⊆ H injectively characteristic if ϕ(K) ⊆ K for all
injective group morphisms ϕ : H → H . Every injectively characteristic subgroup is a normal
subgroup (since every inner automorphism is injective). The notion of an injectively character-
istic subgroup is weaker than a fully characteristic subgroup and stronger than a characteristic
subgroup. It’s an exercise to check that the Fitting subgroup of an almost-Bieberbach group is an
injectively characteristic subgroup which is in general not fully characteristic.
The following proposition shows why injectively characteristic subgroups are important, espe-
cially when studying co-Hopfian groups:
Proposition 5.5. Let H be a group and K ⊆ H an injectively characteristic subgroup. If both K
and HupslopeK are co-Hopfian then also H is co-Hopfian.
Proof. Let ϕ : H → H be injective group morphism of H . Since K is injectively characteristic, we
know that ϕ(K) ⊆ K and thus ϕ induces a injective morphism on K, which we call ϕK . Because
K is co-Hopfian, we know that ϕK is an automorphism. Note that ϕ also induces a morphism on
the group HupslopeK and call this induced map ϕ¯. Thus we have the following commutative diagram:
1 // K //
ϕK

H //
ϕ

HupslopeK
//
ϕ¯

1
1 // K // H // HupslopeK
// 1.
As a consequence of the 5-lemma, it suffices to show that ϕ¯ is an automorphism. Because HupslopeK is
co-Hopfian, it is sufficient to show that ϕ¯ is injective. Assume that ϕ¯(hK) = K for some h ∈ H .
This is equivalent to saying that ϕ(h) ∈ K. Since ϕK is surjective, there exists some k ∈ K with
ϕ(h) = ϕK(k) = ϕ(k). From the injectivity of ϕ we have that k = h and thus hK = K. This
shows that ϕ¯ is injective. We conclude that ϕ is an automorphism and thus H is co-Hopfian.
By applying this proposition to the Fitting subgroup of an almost-Bieberbach group (and
because finite groups are always co-Hopfian), we get the following:
Corollary 5.6. Let Γ be an almost-Bieberbach group with Fitting subgroup N . If N is co-Hopfian,
then also Γ is co-Hopfian.
Just as for expanding maps, the only examples of infra-nilmanifolds without non-trivial self-covers
are constructed from nilmanifolds without self-covers. Again we conjecture that this is the only
possibility:
Conjecture. An infra-nilmanifold Γ\G admits a non-trivial self-cover if and only the nilmanifold
N\G admits an expanding map, with N the Fitting subgroup of Γ. Equivalently, an almost-
Bieberbach group Γ is co-Hopfian if and only if its Fitting subgroup N is co-Hopfian.
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This conjecture can be translated to the following question about automorphisms of a rational
Lie algebra: if there exists an automorphism ϕ ∈ Aut(n) with characteristic polynomial in Z[X ]
and | det(ϕ)| > 1, does there also exist an automorphism with the same properties and which
commutes with every element of a finite group of automorphisms? Equivalently, starting from a
Lie algebra with a non-trivial and non-negative grading, does there exist a non-trivial and non-
negative grading which is preserved by every element of a finite group of automorphisms. Because
of the relation between this conjecture and the one for expanding maps, we believe that a proof
for one of them can easily be adapted for the other case.
6 Applications
In this section we highlight the most important applications of our main results. First we give
some explicit examples of Lie algebras corresponding to co-Hopfian F -groups and show that they
are of minimal dimension. Next we give a general way of constructing new examples starting from
a Q-group by using a result of [3].
Recall that a nilpotent Lie algebra n is called characteristically nilpotent if every derivation of n
is a nilpotent endomorphism, meaning that all of its eigenvalues are equal to 0. The automorphism
group Aut(n) is an algebraic group with corresponding Lie algebra given by the derivations of n. So
if n is characteristically nilpotent, the connected component of the identity in Aut(n) only contains
unipotent automorphisms and therefore every automorphism has determinant 1. We conclude that
if the corresponding Lie algebra of an infra-nilmanifold is characteristically nilpotent, it can never
have a non-trivial self-cover.
In [1, Example 2.5.], the author gives an example of a 7-dimensional nilmanifold without self-
covers (starting from a characteristically nilpotent Lie algebra) and asks if this is an example of
minimal dimension. The following theorem gives a positive answer:
Theorem 6.1. All nilmanifolds of dimension ≤ 6 admit an expanding map.
By Theorem 4.1 it suffices to show that all rational Lie algebras of dimension≤ 6 have a positive
grading and these Lie algebras have been classified, e.g. in [4]. Let n be a nilpotent Lie algebra
of nilpotency class ≤ 2 and consider the subspace n2 = γ2(n) = [n, n]. By taking any subspace n1
such that n = n1 ⊕ n2 as a vector space, we find a positive grading for n. So all Lie algebras of
nilpotency class 2 have a positive grading. By the work in [8] we know that all 2-generated 4-step
nilpotent and all 3-generated 3-step nilpotent Lie algebras have a positive grading as well. So only
a few Lie algebras of [4] are left to check and it’s an easy exercise to construct positive gradings
on these by hand.
Thus the minimal dimension of a nilmanifold without non-trivial self-cover is 7. In [1, Example
2.5.], there is a 7-dimensional example of nilpotency class 6 and a natural question is for which
nilpotency classes this minimal dimension can be obtained. We have the following example in
nilpotency class 5:
Example 6.1. Let n be the 5-step nilpotent rational Lie algebra with basis X1, X2, . . . , X7 and
Lie bracket given by
[X1, X2] = X3 [X1, X5] = X7 [X2, X4] = X7
[X1, X3] = X4 [X1, X6] = X7 [X2, X5] = X6
[X1, X4] = X7 [X2, X3] = X5 [X3, X5] = X7.
A computation shows that n is characteristically nilpotent, so every full subgroup of the corre-
sponding radicable hull NQ is co-Hopfian.
Unfortunately, there is only a classification of complex Lie algebras of dimension 7 (see e.g. [16]),
but no classification over Q. Since all complex nilpotent Lie algebras of dimension 7 of nilpo-
tency class 3 or 4 are positively graded, it seems likely that Example 6.1 has minimal nilpotency
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class. For nilpotency class 3 and 4, there are 8-dimensional examples of Lie algebras which are
characteristically nilpotent.
Another interesting class of examples are Lie algebras without expanding automorphisms, but
which do have a non-negative and non-trivial grading. The minimal dimension of such an example
is again 7, because of Theorem 6.1.
Example 6.2. Consider the Lie algebra n with basis X1, . . . , X7 and Lie bracket:
[X1, X2] = X3 [X2, X3] = X5 [X2, X6] = X7
[X1, X3] = X4 [X2, X4] = X6 [X3, X5] = −X7
[X1, X5] = X6 [X2, X5] = X7.
As an exercise, one can check that n has no expanding automorphisms. But the map ϕ : n → n
defined by
ϕ(X1) = X1 ϕ(X5) = 4X5
ϕ(X2) = 2X2 ϕ(X6) = 4X6
ϕ(X3) = 2X3 ϕ(X7) = 8X7
ϕ(X4) = 2X4
is an automorphism of n with characteristic polynomial in Z[X ] and det(ϕ) = 210 > 0.
Again, if all 7-dimensional rational Lie algebras of nilpotency class 3 and 4 are graded, this is
an example of minimal nilpotency class.
We present a general way of constructing nilmanifolds with various properties starting from
an arbitrary Q-group. Let n be a rational nilpotent Lie algebra and consider the projection map
pi : Aut(n) → Aut
(
nupslope[n, n]
)
, with Aut
(
nupslope[n, n]
)
≈ GL(n,Q) for some n ∈ N. The kernel of pi
consists of unipotent automorphisms, see [15], and the image H is a Q-group of GL(n,Q). We
don’t go into details about Q-groups, but the reader can find more information in [2].
Let ϕ ∈ Aut(n) be an automorphism and denote by λ1, . . . , λn the eigenvalues of pi(ϕ). Every
eigenvalue µ of ϕ can then be written as an i-fold product λj1 . . . λji for some i ∈ {1, . . . , c}, where
c is the nilpotency class of n. Thus ϕ is an expanding automorphism if and only if pi(ϕ) is an
expanding automorphism. So a nilmanifold admits an expanding map if and only if the Q-group
H of the corresponding Lie algebra n has an expanding automorphism. Similarly, the existence
of a non-trivial self-cover is equivalent to the existence of an element in H with characteristic
polynomial in Z[X ] and determinant > 1 in absolute value.
Starting from a Q-group H ⊆ GL(n,Q) with n ≥ 2, [3] shows that there always exists a
rational Lie algebra n, generated by n elements, such that H is the image of the projection map pi.
So to construct nilmanifolds without non-trivial self-covers, it suffices to construct a Q-group H
not containing elements with characteristic polynomial in Z[X ] and determinant > 1 in absolute
value:
Example 6.3. Consider the Q-closed group
H =



q 0 00 q 0
0 0 q−1

 | q ∈ Q


and n a rational Lie algebra with H as image of the projection map pi. Only the identity element
of H has characteristic polynomial in Z[X ], so every nilmanifold with Lie algebra n is co-Hopfian.
Note that n does have automorphisms with determinant 6= 1 in absolute value, so this is a new
type of example for co-Hopfian F-groups.
Example 6.4. Consider the Q-closed group
H =
{(
1 0
0 q
)
| q ∈ Q
}
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and n a rational Lie algebra with H as image of the projection map pi. Every element of H has
eigenvalue 1, so n doesn’t admit an expanding automorphism. There does exists an automorphism
with only eigenvalues in Z and determinant > 1 in absolute value, for example any automorphism
ϕ with pi(ϕ) =
(
1 0
0 2
)
. So every nilmanifold with Lie algebra n has non-trivial self-covers but no
expanding maps. In fact, the Lie algebra of Example 6.2 is an explicit example of a Lie algebra
with image of pi equal to H.
Every known example of an infra-nilmanifold with an Anosov diffeomorphism also admits an
expanding map. From the algebraic characterization, there is no reason why having an Anosov dif-
feomorphism would imply the existence of an expanding map. But since examples of nilmanifolds
with Anosov diffeomorphisms are hard to construct (see for example [13]), it is not easy to give an
example of an infra-nilmanifold with Anosov diffeomorphism and not admitting an expanding map
although we believe that such examples exist. A problem with the construction above starting
from a Q-group H is that the existence of an Anosov diffeomorphism doesn’t depend solely on
the group H . An example would be easier to construct if the conjectures formulated in Section 4
above are true.
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