Abstract-Wireless sensor networks afford a new opportunity to observe and interact with physical phenomena at an unprecedented fidelity. To fully realize this vision, these networks have to be self-organizing, selfhealing, economical and energy-efficient simultaneously. Since the communication task is a significant power consumer, there are various attempts to introduce energyawareness within the communication stack. Node clustering, to reduce direct transmission to the base station, is one such attempt to control energy dissipation for sensor data gathering. In this work, we propose an efficient dynamic clustering algorithm to achieve a network-wide energy reduction in a multihop context. We also present a realistic energy dissipation model based on the results from stochastic geometry to accurately quantify energy consumption employing the proposed clustering algorithm for various sensor node densities, network areas and transceiver properties.
I. INTRODUCTION
Wireless sensor networks have gathered a considerable research interest in recent years mainly due to their possible wide applicability in areas such as, monitoring (habitat, medical, seismic), surveillance and pre-warning purposes [1] . These networks usually contain hundreds or even thousands of nodes, which are randomly and densely deployed. The choice of the sensor node density may vary depending upon the application. For example, for machine diagnosis, the appropriate density is around 12 nodes per m2, whereas it is about 10 nodes per m2 for the vehicle tracking application [2] . A sensor network provides a global view of the monitored area based on local observations by each node. Even though most sensor nodes are powered by non-rechargeable battery, these nodes are expected to operate for a long time, possibly several years. Furthermore, sensor nodes are also expected to be simple and cheap. The aim of many microsensor projects is to make cubic millimeter nodes [3] , [4] .
The goal of keeping nodes small and cheap entails equipping them with small batteries that can store significantly limited energy [5] . Since these nodes may be deployed in physically harsh and inaccessible area but still need to communicate with the base station (i.e. the gateway or sink), direct transmission may not be effective and in certain circumstances infeasible. This places significant restrictions on the power, limiting both the transmission range and the data rate. Thus, to enable communication between nodes not within each other's range, they use multihop transmission. Reducing the network energy consumption thereby increasing network lifetime is a crucial design aspect of these sensor networks.
There are numerous proposals to reduce energy consumption by the network protocols within the communication stack. Two layers of the stack that are receiving a lot of attention are network and data link layers. Multihop transmission and node clustering are important design criteria of energy-aware data gathering strategies. Since the cost of transmitting a data bit is higher than the computation process [4] , it appears to be advantageous to organize nodes into clusters. In the clustered environment, data gathered by the nodes is transmitted to the base station through clusterheads (CHs). As the nodes will communicate data over shorter distances in such an environment, the energy spent in the network is likely to be substantially lower compared to when every sensor communicates directly to the base station.
Many clustering algorithms in various contexts have been proposed [6] - [8] . Most algorithms are heuristic in nature, and aim at generating the minimum number of clusters and transmission distance. These algorithms also distinguish themselves by how the CHs are elected. The Low-Energy Adaptive Clustering Hierarchy (LEACH) algorithm [9] and its related extension [10] use stochastic self-election, where each sensor has a probability p of becoming a CH in each round. It guarantees that every node will be a CH only once in 1/p rounds. This rotation of energy-intensive CH function aims to distribute the power usage for prolonged network life. Another clustering algorithm proposed in [8] aims to maximize the network lifetime, but it assumed the nodes are aware of the entire network topology. This assumption may not be reasonable in many scenarios. Some of these algorithms were designed to generate stable clusters in environments with mobile nodes. However, in a typical sensor network, the nodes are quasi-stationary, and the instability of clusters due to mobility of nodes may not be an issue.
For sensor networks with a large number of energyconstrained nodes, it is crucial to design a fast distributed algorithm to organize nodes in clusters. Bandyopadhyay et al. derived expressions for computing the optimal p and number of hops (k) based on a simplified model of the LEACH network using results in stochastic geometry to minimize the total energy spent [11] . It was assumed that the base station is situated at the centre of the sense field, and all operations of a node have unit energy usage.
In this paper, we investigate in detail the TimeControlled Clustering Algorithm (TCCA) initially introduced in [12] . It uses message timestamp and timeto-live (TTL) to control the cluster formation. Unlike [12] , a more thorough analysis is included here to investigate TCCA's performance, which is derived using a realistic radio energy dissipation model with the aim of minimizing the energy spent in communicating to the base station. The results in stochastic geometry are used to derive the optimal p. Another crucial aspect of sensor networks additionally investigated here is their lifetime. These networks should function for a long time, as it may be inconvenient or impossible to recharge or replace node batteries. Thus, we provide an approximate formula to determine the network lifetime based on the above energy dissipation model.
The rest of the paper is organized as follows. Section 2 presents the perspective of this area of research. Various clustering algorithms proposed in literature are discussed there. In Section 3, the details of the proposed clustering algorithm are described. Accordingly, its energy dissipation is modeled and presented. The analytical experiments and the corresponding results are discussed in Section 4. Finally, the main findings of this work are summarized in the final section.
II. RELATED WORK
Intense research in the field of sensor network technology in recent years has prompted further development in micro-sensor technology and low-power analog/digital electronics. Numerous issues have been addressed to tackle the challenge of sensor energy conservation. The main issues are routing protocols, lowpower signal processing architectures, low-power sensing interfaces, energy efficient media access control (MAC) [7] , low-power security protocols and essential management architectures [13] , [14] and localization systems [15] . To address the energy-aware routing needs, various clustering algorithms have been proposed [6] - [8] , [16] . However, almost all focuses on reducing the number of clusters formed, which may not necessarily entail minimum energy dissipation.
Generally, clustering algorithms segment a network into non-overlapping clusters comprising a CH each. Non-CHs transmit sensed data to CHs, where the sensed data could be aggregated and transmitted to the base station. Clustering algorithms maybe distinguished by the way the CHs are elected. The Linked Cluster Algorithm (LCA) [6] selects the CH based on the highest identity among all nodes within 1-hop. This was enhanced by LCA2 [17] that selects the node with the lowest id among all nodes that is neither a CH nor is 1-hop of the previously selected CHs. In [18] , the authors developed a similar distributed algorithm to LCA2, which identifies the CH by choosing the node with the highest degree. Other algorithms such as the Distributed Cluster Algorithm (DCA) [19] and Weighted Clustering Algorithm (WCA) [20] rely on weights to select CHs.
Load balancing heuristics were proposed in [16] and [21] . In [21] , the proposed clustering algorithm was designed to ensure each cluster has equal number of nodes while keeping minimal distance between nodes and their CH. However, most of the above algorithms have restricted scope of application and are suitable for only a small number of nodes. They generate only 1-hop clusters and require synchronized clocks coupled with the time complexity of O(n), which makes them less favorable for practical usage. The max-min d-cluster algorithm was proposed to achieve better load balancing among CHs as well as to reduce the number of CHs as compared to LCA or LCA2 [22] . It generates d-hop clusters with a run-time of O(d) rounds. Some clustering algorithms [8] were developed to maximize the network lifetime by varying the cluster size and the duration of a node being nominated as a CH based on the assumption that the locations are known a priori. These algorithms also need the recognition of the whole network topology, which may not be possible in most cases.
LEACH [9] requires no position knowledge and selfelects CHs using a nominated probability p. The algorithm ensures that every node will be nominated as a CH only once in 1/p rounds for a certain fixed duration. Based on LEACH, the authors of [11] proposed a clustering algorithm and derived a simplified energy model for predicting an optimal p using the results of [23] . This model was also extended to restrict the cluster diameter as well as to represent a hierarchical sensor network. Hybrid Indirect Transmission (HIT) [24] , a combination of LEACH and Power Efficient Gathering in Sensor Information Systems (PEGASIS) [25] , was proposed to allow simultaneous transmissions both among clusters and within a cluster, without requiring prior position knowledge. HIT also looks at the transmission delay issue with its chaining ability.
In this paper, we expanded the work proposed in [9] and [11] . In [11] , a node self-elects with probability p and advertises itself as a CH to the nodes within its radio range. This information is also passed on to k-hop neighbors. Such nodes are known as volunteer CH. Those nodes that do not receive any advertisements within a time duration of t becomes the forced CH. The duration is calculated based on the time needed for the data to be sent by the nodes from k-hop away to the CH. The nonCHs join the closest CH forming a Voronoi tessellation [23] . The CH aggregates data from its cluster members and communicates the information to the base station. Based on these assumptions, the authors derived the optimal p as well as k values that minimizes the total energy spent. However, a simplified unit energy model with the same dissipation behavior for the radio's transmitter and receiver was assumed. This may not represent an accurate energy usage behavior, as it was reported in [26] that the transmitter consumes almost 2.5 times more energy than the receiver. In this work, TCCA is proposed and investigated, where the cluster formation is controlled by including timestamps and TTLs in its messages. Furthermore, its energy dissipation behavior is analytically derived using a realistic radio model. The resultant model is further used to derive the network lifetime metric.
III. THE ANALYTICAL MODEL
The operation of TCCA is divided into rounds to enable load distribution among the nodes, similar to the LEACH algorithm. Each of these rounds comprises a cluster setup phase and a steady-state phase. During the setup phase, CHs are elected and the clusters are formed. During the steady-state phase, the cycle of periodic data collection, aggregation and transfer to the base station occurs.
In order to determine the eligibility to be a CH, a node's residual energy E residual is taken into consideration. Besides, each node i generates a random number between 0 and 1. If the number is less than a variable threshold T(i), the node becomes a CH for the current round r. The threshold is computed as follows:
Where p is the desired CH probability, E max is a reference maximum energy, T min is a minimum threshold (to avoid a very unlikely possibility when E residual is small) and G is the set of nodes that have not been CHs in the last 1/p rounds. When a CH has been self-elected, it advertises itself as the CH to the neighboring nodes within its radio range. This advertisement message (ADV) carries its node id, initial TTL, its residual energy and a timestamp. Upon receiving and processing, regular nodes forward the ADV message further as governed by its TTL value. The selection of the TTL value may be based on the current energy level of the CH, and could be used to limit the diameter of the cluster to be formed. However, in this work, we assumed that all nodes use the same fixed k. Since the CH is able to calculate the firsthop transmission time based on its MAC layer feedback, it can use it to control the duration of the cluster setup phase. If the first-hop time is t, the maximum cluster setup time is 2k*t to ensure sufficient time for replies to reach the CH. To ensure that the network operation is stable, the steady-state phase should be significantly larger than 2kt. To simplify the mathematical model representation, we will neglect the marginal effect of this setup phase in the overall computation of energy dissipation, as the setup phase is substantially shorter than the data transfer operation.
Any node that receives such an ADV message and is not a CH itself joins the cluster of the nearest CH. If there is a tie, the node could select the CH with higher residual energy. Once a node decides to be part of a cluster, it informs the corresponding CH by generating a joinrequest message (JOIN-REQ) consisting of the node's id, the CH's id, the original ADV timestamp and the remaining TTL value. The timestamp is included to assist the CH in approximating the relative distance of its members. Together with TTL, the CH could form a multihop view of its cluster, which could be used to create a collision-free transmission schedule. A CH node could handle the local coordination of its members based on a suitable energy-efficient MAC-level protocol. A transmission schedule is created by the CH based on its number of members and their relative distance to enable the reception of all sensed data in a collision free manner. At the end of the schedule, the CH communicates the aggregated information to the base station. The details of the transmission schedule formation are excluded here, as our current focus is on the clustering algorithm itself.
The energy used for the data transport process by the nodes to the base station will depend on the parameters p, distance between the transmitting and receiving nodes, and the cluster size. In this work, we consider the first two parameters for this current study. Since the goal of our work is to organize nodes in clusters to minimize overall energy consumptions, we need to determine the optimal value of the parameter p of our algorithm. To this end, the following assumptions are made:
• The nodes are randomly scattered in a twodimensional plane and have a homogeneous spatial Poisson process with λ intensity.
• All nodes in the network are homogeneous. They can transmit at two power levels. For any nodeto-node communication (except to base station), the lower power level is used with radio range r. The higher power level is used for communication with the base station.
• The communication from each node follows isotropic disk model. • Intermediate nodes forward data exchanged between two nodes not within each other's range.
• A MAC infrastructure is in place. The link-level communication using the MAC is collision and error-free. • The energy needed for the transmission of one bit of data from node u to node v, is the same as to transmit from v to u (i.e. a symmetric propagation channel). The overall idea of the derivation of the optimal parameter value is to define a function for the energy used in the network to disseminate information to the base station.
As per the assumptions, the nodes are distributed according to a homogeneous spatial Poisson process. The number of nodes in a square area of side M is a Poisson random variable, N with mean λA where A = M × M. Lets assume that for a particular realization of the process, there are n nodes in this area. If the probability of becoming a CH is p, there will be on average np nodes elected as CHs. Also, the CHs and the non-CHs are distributed as per independent homogeneous spatial Poisson processes P1 and P0 of intensity λ 1 = pλ and λ 0 = (1-p)λ, respectively.
Using the ideas in stochastic geometry, each node joins the cluster of the closest CH to form a Voronoi tessellation [23] . The plane divides into zones called the Voronoi cells, with each cell corresponding to a P1 process point termed its nucleus. If N v is the random variable representing the number of P0 process points in each Voronoi cell and L v is the total length of all segments connecting the P0 process points to the nucleus in a Voronoi cell, then based on the results in [23] :
Now, to derive the energy consumption per any type of node, both the free space (d 2 power loss) and the multipath fading (d 4 power loss) channel models are used depending upon the distance between the transmitter and receiver [9] . Power control is used to invert this loss by suitably configuring the power amplifier-for the communication between a non-CH and its CH, the free space (fs) model is used, and between the CHs and the base station, the multipath (mp) model is used. Thus, to transmit an l-bit packet a distance d using the fs model, the radio expends:
where E elec is the electronic energy that depends on factors like digital coding, modulation, filtering and spreading of the signal, and ε fs d 2 is the amplifier energy that depends on the distance to the receiver and the acceptable bit-error rate. As to receive a packet, the radio expends:
The cluster formation algorithm is designed to ensure that the expected number of clusters per round is np. The dissipated energy by the nodes can be analytically estimated using the computation and communication energy models. Each CH dissipates energy receiving signals from its members, aggregating the signals and transmitting the aggregate signal to the base station represented using the mp model (ε mp ). Thus, the energy spent by a CH node during a single round is: (5) where l is the number of bits in each data message, d toBS is the average distance from a CH to the base station, and we assume lossy data aggregation with the energy for aggregation is E DA .
As for each non-CH node, it only needs to transmit its data to the CH once during a round. Since the distance to the CH is small, the energy dissipation follows the Friss fs model (ε fs ) [9] . Thus, the energy used in each non-CH node is:
This allows us to determine the energy spent in a cluster during each round as:
Let C represent the total energy spent in the system, then:
Removing the conditioning on N yields:
is minimized by a value of p that is a solution of:
Equation (10) has two roots where only one is positive. The second derivative of the above equation is also positive for this root, hence minimizing the total energy spent. This only positive root of (10) is given by:
The above simple analytical formula enables the computation of the CH probability with ease, which mainly depends on the sensor node density (λ).
Another crucial metric of a sensor network is the system lifetime. Here, lifetime is defined as the time duration from the instant the network is deployed to the moment when the first sensor node runs out of energy. From (9), we can determine the average energy dissipated per sensor in each round of transmission. If each node initially has B joule of battery energy, and there is only one transmission of sensed data to the CH in each round of t period, we could approximate lifetime, L in seconds through:
Based on this model, an analytical experimentation is performed to obtain a realistic total and average energy dissipated in a sensor network as well as its lifetime, against common network parameters.
IV. ANALYTICAL EXPERIMENTATION
This section discusses the experimental results including the description of the chosen parameters set and the adopted sensor network scenario. For these experiments, we assume that there are n sensor nodes distributed uniformly in an M×M region with M = 10 m initially. The communication energy parameters are set as: E elec = 50 nJ/bit, ε fs = 10 pJ/bit/m 2 and ε mp = 0.0013 pJ/bit/m 4 . The energy for data aggregation is set as E DA = 5 nJ/bit per reading [9] . The sensor data message size is fixed at 30 bytes. The average distance to the base station (d toBS ) is 150 m. Unless otherwise stated, all the following investigations adopt these values for the system parameters. Fig. 1 shows the total energy spent by the network for different CH probabilities with number of nodes 1500 and 2000. It is observed that the curves obtained form an inverted bell shape. Both curves depict a higher value of total energy dissipated in the network for very small CH probabilities. This is due to the presence of small number of CHs with large cluster size requiring significant energy expense for data collection from their members. However, as the CH probability increases, we reach an optimal point where the total energy consumed is minimal. Beyond this optimal point, any further increase in the CH probability results in higher total energy dissipation. As the CH probability is increased, more CHs are likely to be present with smaller cluster sizes. Even though average energy dissipated per cluster reduces, but as more nodes need to communicate directly with the base station at a higher transmission power, the overall energy dissipation goes higher. As expected, it is found that the energy dissipated in the network is minimal at the theoretical optimal value P opt calculated using (11) . To see the impact of sensor density on the network energy consumption, we fixed the CH probability based on P opt obtained using (11) . The total energy usage for different sensor density (λ) is depicted in Fig. 2 . It is evident that the total energy dissipated is linearly related to the density. However, these energy values are rather optimistic as we assume the wireless channel is errorfree. When the node density is increased, there are more nodes in the same region resulting in higher total energy usage. With more nodes in the network, the second curve in Fig. 2 indicates that the number of clusters also increases albeit very marginally. This observation is consistent with the P opt curve depicted in Fig. 3 . It is evident that as the node density is increased, the optimal P opt reduces implying the formation of larger clusters expending more energy. To see the impact of sensor density on the network lifetime, it is assumed that each sensor node is initially equipped with 20 J energy, and there is a single transmission in every round of 20 seconds. As shown in Fig. 4 , the node density has a logarithmic effect on network lifetime. Initial increase of the density significantly improved the network lifetime, as more nodes are available in the network to share the energy intensive operation of a CH function. However, any further increase only has marginal effect. This is mainly due to the presence of more members per cluster, which increases the average energy consumption per cluster. Thus, any further introduction of nodes into the network has a decreasing rate of improvement on the network lifetime. This implies that to deploy nodes in a region, there is a trade-off between the monitoring fidelity and network lifetime expectancy even when the optimal number of clusters is formed. To see the impact of the CH probability against network lifetime for different number of nodes, the same setting as above is used. From Fig. 5 , it is observed that there is an optimal CH probability that assures maximal network lifetime. It is found that this optimal value corresponds to the P opt value obtained using eqn. (11) and is consistent with the total energy usage plot of Fig. 1 . Thus, based on a specific scenario, we can ensure its optimal operation when the CH probability is configured using its P opt value. It can also be observed in Fig. 4 that the increase of number of nodes has smaller improvement in the lifetime especially at higher level (c.f. 1500-2000 with 2000-2500 nodes), consistent with the result reported in Fig. 4 . To investigate the effect of terrain size for a given number of sensor nodes, we assumed that n is 1000 nodes. As expected, Fig. 6 depicts an increase in total energy spent for increasing field area. As the area becomes larger, the node density reduces for a fixed number of nodes. Furthermore, the distance between nodes also increases. Thus, the total energy spent grows significantly. Consistent result is also obtained for the network lifetime as shown in Fig. 7 . As more energy is dissipated per round, the overall network lifetime becomes shortened for larger fields. From these results, it is obvious that we are able to accurately quantify the total energy usage as well as network lifetime for various network parameters such as number of clusters, sensor density and network area. The analytical equations derived based upon a realistic radio energy dissipation model allow us to determine the optimal CH probability and the corresponding minimal energy level readily. As the number of nodes to be deployed and the chosen region size are within one's control, the optimal CH probability could be directly configured into the nodes prior to deployment.
V. CONCLUSION AND FUTURE WORK
As energy-awareness is highly critical in the design of sensor networks, we proposed the Time-Controlled Clustering Algorithm (TCCA) that does not require location information a priori. The objective of TCCA is to minimize the total energy dissipated by using nonmonitored rotating clusterhead election. TCCA is also able to control a cluster's diameter based on the message TTL and approximate its nodes' distance to clusterheads using the message timestamp, which could be used to create a collision-free transmission schedule. An analytical model of this algorithm is derived based on the results from stochastic geometry to determine a realistic energy dissipation and network lifetime patterns. It was demonstrated that there is an optimal probability, which could easily be determined from the given expression and pre-configured into the nodes, to achieve an overall energy efficient operation. It was also found that there is a decreasing improvement on network lifetime, when more nodes are deployed within the same region.
As part of our current research we have assumed that the environment was collision and error free. The integrated use of the message timestamp and a suitable MAC protocol for the creation of collision-free transmission schedule is left for future work. Also, the current TCCA proposal does not ensure a uniform distribution of the elected CHs resulting in sub-optimal network operation. Achieving a uniform CH distribution would result in more equitable cluster sizes as well as the complete coverage of the nodes. Moreover, a more deterministic CH election approach might be useful that elects the optimal number of CHs (as per the given equation) throughout the network operation.
