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1. Introduction
The method of Gröbner–Shirshov bases (non-commutative and Lie Gröbner bases) began with Shir-
shov’s paper [46]. In the paper, there were proved the algorithmic decidability of word problem and
the Freiheitsatz theorem for any one-relator Lie algebra. For the proof, a new method was invented for
free Lie algebras (explicitly) and for free associative algebras (implicitly). At the core of the method,
a notion of the composition of two Lie (associative) polynomials was deﬁned, and the Composition-
Diamond Lemma for Lie (associative) polynomials was proved (these are analogs of the s-polynomial
and Main Buchberger theorem [26,27] for commutative polynomials respectively, see, for example, [1,
29,34]). A Shirshov algorithm is an important tool of the paper too (it is an analog of the Buchberger
algorithm for commutative polynomials, see above literature).
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362 L.A. Bokut / Journal of Algebra 321 (2009) 361–376Gröbner–Shirshov basis of a semigroup (group) G is a binomial Gröbner–Shirshov basis of its semi-
group algebra kG over a ﬁeld k (it does not depend of k). Naturally, we identify a relation u = v of G
with the relation u − v = 0 of kG and with the binomial u − v of the corresponding free algebra. It is
clear that any composition (s-polynomial) of binomials is again a binomial. A Gröbner–Shirshov basis
S for G is a set of deﬁning relations of the semigroup (group) with an additional property that the
S-irreducible words (they do not contain maximal words of relations S) are normal forms of elements
of G .
Gröbner–Shirshov bases method for groups and semigroups has a prehistory. First of all, it is New-
man Diamond lemma [41] for oriented graphs with a diamond condition. As for a free group, this
lemma gives one of the most simplest proofs that irreducible words consist of normal forms of el-
ements of the group [41]. A generalized Newman-Diamond lemma is also well known in which the
diamond condition is changed on the Church–Rosser conﬂuence condition (see, for example, [7,28,29,
48], [35, p. 117]). In the cited paper [7], a Gröbner–Shirshov basis of a group was actually constructed
(for the aim that a semigroup is embedded into the group), but for the proof, instead of Composition-
Diamond Lemma, the generalized Newman Diamond lemma was used together with some technique
that was called “groups with standard bases” lately [8].
In the book [35], the non-commutative Gröbner basis was used to study automatic groups.
It is credited to Knuth–Bendix [39] though in that paper there are no ideas of the composition
(s-polynomial) of two relations and Composition-Diamond Lemma (Buchberger theorem).
Speaking about Gröbner–Shirshov bases for groups, it is necessary to recall A.A. Markov [40] (see
also [47]) and E. Artin [4] papers where in fact a Gröbner–Shirshov basis of a braid group Bn in
Artin–Burau generators was constructed. The proof based on Artin’s presentation of the braid group
as a subgroup of the automorphism group of a free group [3]. A direct proof via Composition-Diamond
Lemma of this result together with the explicit ordering of words needed for the proof was given in
[19] (see also [30]). As a result, it gives an alternative proof of the uniqueness of the Artin–Markov
normal forms for a braid group.
Gröbner–Shirshov bases of Novikov [42–44] (see also [47]) and Boone [25] groups were actually
found in papers [8,9,15,17] (see also [16,20,22]). The proofs based on Britton lemma and a notion of
group with a standard basis [8] (a direct proof of some of these results is given in [31]). As the result,
it gives simple analysis of Novikov and Boone groups and simple alternative proofs of the main results
of that papers. In the same way, Kalorkoti [37,38] found in fact Gröbner–Shirshov bases of some
groups using the above notion of group with standard basis. It gives simple proofs of Collins [32,33]
and Bokut [10] results for Turing degrees of word and conjugacy problems for ﬁnitely presented
groups.
In the paper [12] (on a semigroup algebra not embedded into a skew ﬁeld with the multiplicative
semigroup embedded into a group; it gives a solution of the Malcev problem, see, for example, [47,
p. 559]), actually a relative Gröbner–Shirshov basis of a group in a sense of [23] was constructed. The
proof that the relations are a relative Gröbner–Shirshov basis used Britton lemma for HNN-extensions
and a notion of group with a relative standard basis [11]. Because that proof is very long, it would be
interesting to ﬁnd a direct proof using a relative Composition-Diamond Lemma of [23].
In the paper [18], a Gröbner–Shirshov basis of the Adjan extension [2] of Novikov group [44]
is found. It gives a simple analysis of the Adjan’s group and the Adjan’s proof of the Adjan–Rabin
theorem on undecidability of Markov properties of ﬁnitely presented groups [2,45].
In the paper [21], a Gröbner–Shirshov basis of the semigroup of positive braids B+n in the Artin
generators was found. Based on this paper, in the paper [24], I found a Gröbner–Shirshov basis of the
braid group Bn+1 in the Artin–Garside generators ai , 1 i  n, Δ,Δ−1, where
Δ = Λ1Λ2 . . .Λn, with Λi = ai . . .a1
(see A.F. Garside [36]). It gives an alternative proof of the uniqueness of the Garside normal forms for
a braid group [36].
In 1998, J. Birman, K.H. Ko and S.J. Lee [6] found a new system of generators of the n-string braid
group Bn and used this system to obtain new solutions of the word problem and the conjugacy
problem. To be more precise, they found a normal forms of words in the braid group
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〈
ats,n t > s 1
∣∣ atsarq = arqats, (t − r)(t − q)(s − r)(s − q) > 0,
atsasr = atrats = asratr,n t > s > r  1
〉
.
Recall that the Birman–Ko–Lee generators ats are the elements
ats = (at−1at−2 . . .as+1)as
(
a−1s+1 . . .a
−1
t−2a
−1
t−1
)
,
where n t > s 1 and ai,n − 1 i  1 are the Artin generators of Bn .
In this paper, I ﬁnd a Gröbner–Shirshov basis of Bn in the Birman–Ko–Lee generators enriched by
the new “Garside element”
δ = ann−1an−1n−2 . . .a21
invented in the same paper [6].
As a corollary, the Composition-Diamond Lemma immediately implies uniqueness of Birman–Ko–
Lee normal forms in the braid group [6] and embedding of the semigroup BB+n of the positive braids
in Birman–Ko–Lee generators into Bn .
2. Composition-Diamond Lemma
Let X be a set, X∗ the set of X-words (monomials), < a monomial well ordering of X∗ , i.e. < is
a well ordering that respects left and right multiplications by words. Let k be a ﬁeld, k〈X〉 the free
algebra over X and k. For f ∈ k〈X〉, let f be the maximal (leading) monomial of f . Then f g = f g for
any f , g . Polynomial f is called monic if the coeﬃcient at f in f is equal to 1. Let |w| be the length
of a word w , deg f = | f | the degree of f .
Recall that polynomials
( f , g)w = f b − ag, w = f b = ag, deg( f ) + deg(g) > deg(w),
and
( f , g)w = f − agb, w = f = agb,
are called the compositions of intersection and including respectively. The ﬁrst composition we denote
also by f ∧ g , the second by f ∨ g . The word w is called the ambiguity of the composition ( f , g)w ,
a,b ∈ X∗ . For the second composition, a transformation
f → f − agb
is called the Elimination of the Leading Word (ELW) of g in f .
A composition ( f , g)w is called trivial mod (S,w), ( f , g)w ≡ 0 mod (S,w), if
( f , g)w =
∑
αiai sibi, aisibi < w,
where si ∈ S , ai,bi ∈ X∗ , αi ∈ k.
In particular, if ( f , g)w is going to zero by ELW’s of polynomials from S , then ( f , g)w ≡
0 mod (S,w).
A monic subset S of k〈X〉 is called a Gröbner–Shirshov basis (set) if any composition of polynomials
from S is trivial modulo S and the ambiguity. In this case S is also called a Gröbner–Shirshov basis of
the ideal Id(S) generated by S and of the algebra k〈X |S〉 = k〈X〉/Id(S) generated by X with deﬁning
relations S .
The following lemma is due to A.I. Shirshov [46], see also [5,13,14]. It is an analog of the Main
Buchberger Theorem [26,27], see, for example, [1,29,34].
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Then the following conditions are equivalent.
(1) S is a Gröbner–Shirshov basis relative to <,
(2) If f ∈ Id(S), then f = asb for some s ∈ S, a,b ∈ X∗ ,
(3) Irr(S) = {u,u = asb, s ∈ S,a,b ∈ X∗} is a k-base of the algebra k〈X |S〉.
If S is not a Gröbner–Shirshov basis, then one may construct a Gröbner–Shirshov basis R of Id(S)
by adding at each step a non-trivial composition of previous polynomials (and reduction it by the
ELW’s of previous polynomials and dividing by the leading coeﬃcient). This kind of process is called
Shirshov algorithm. Of course, this algorithm is inﬁnite in general.
Now let G = sgp〈X |S〉 be a semigroup presented by generators X and deﬁning relations S = {ui =
vi, i ∈ I}. Recall that we identify a semigroup relation u = v with the algebra relation u − v = 0
and with the polynomial (binomial) u − v . Then the semigroup algebra kG has the presentation kG =
k〈X |S〉. Any composition of binomials is again a binomial. From the Shirshov algorithm, it follows that
there exists a Gröbner–Shirshov basis R of kG consisting of binomials, such that G = sgp〈X |R〉. Also, R
does not depends of the ﬁeld k. R is called a Gröbner–Shirshov basis of the semigroup G = sgp〈X |S〉.
We will reformulate CD-lemma for free semigroups in semigroups terms.
Let (X∗,<) be a free monoid on X equipped with a word well-ordering <. Let S = {(u, v),u >
v} ⊂ (X∗, X∗) be a set of semigroup relations, aub → avb,avb → auv , (u, v) ∈ S word S-elementary
transformations, u ≡ v mod(S) if u = u0 → u1 → · · · → uk = v for some S-elementary transfor-
mations. This is the congruence relation generated by S , and the semigroup X∗/ ≡ is denoted by
sgp〈X |S〉.
We will write p ≡ q mod(S,w), w ∈ X∗ , if u = u0 → u1 → · · · → uk = v are S-elementary trans-
formations and ui < w , 0 i  k.
A composition of intersection ((u, v), (u′, v ′))w , where w = ub = au′ , |u| + |u′| > |w|, of two rela-
tions from S (u > v,u′ > v ′), is a pare (p,q), such that p = vb, q = av ′ . A composition of including
((u, v), (u′, v ′))w , where w = u = au′b, of two relation from S , is a pare (p,q), such that p = v ,
q = av ′b.
A composition (p,q) = ((u, v), (u′, v ′))w is called trivial mod(S,w), if p ≡ q mod(S,w). It agrees
with the above deﬁnition of triviality of a composition for polynomials. A pare (u, v) satisﬁes the
conf luence condition relative to S if there exist t ∈ X∗ such that both u, v go to t by elimination of
leading words of S . By the way, the last elementary transformation frequently called positive and
denoted by →+ . So the conﬂuence condition for (u, v) means that for some t
u = u0 →+ u1 →+ · · · →+ uk = t, v = v0 →+ v1 →+ · · · →+ vl = t.
S is called a Gröbner–Shirshov basis if any composition of two relations from S is trivial modulo S,w.
S satisﬁes the conf luence condition, if any composition of relations from S has this property; in this
case, S is a Gröbner–Shirshov basis too.
From the Composition-Diamond Lemma it follows immediately
Lemma 2.2 (Composition-Diamond Lemma for free semigroups). Let (X∗,<) be a free monoid on X with a
word well-ordering <, S = {(u, v),u > v} ⊂ (X∗, X∗). Then the following conditions are equivalent:
(1) S is a Gröbner–Shirshov basis relative to <,
(2) If p ≡ q mod(S), p > q, then p = aub, where (u, v) ∈, u > v,
(3) Irr(S) = {p = aub, where (u, v) ∈ S,u > v,a,b ∈ X∗} is a set of normal forms for sgp〈X |S〉.
Corollary 2.3 (Generalized Newman lemma for semigroups). (See, for example, [7], Newman’s theorem, [35,
Lemma 6.2.4].) Let (X∗,<) be a free monoid on X with a word well-ordering <, S = {(u, v),u > v} ⊂
(X∗, X∗). If S satisﬁes the conﬂuence condition relative to < then Irr(S) = {p = aub, where (u, v) ∈ S,u >
v,a,b ∈ X∗} is a set of normal forms for sgp〈X |S〉.
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Let us order generators
δ−1 < δ < ats < arq iff (t, s) < (r,q) lexicographically.
We order words in this alphabet in the deg-lex way comparing two words ﬁrst by theirs degrees
(lengths) and then lexicographically when the degrees are equal.
Instead of aij , i > j, we write simply (i, j) or ( j, i). We also set
(tm, tm−1, . . . , t1) = (tm, tm−1)(tm−1, tm−2) . . . (t2, t1),
where t j = t j+1, 1 j m − 1.
In this notation, the deﬁning relations of Bn can be written as
(t3, t2, t1) = (t2, t1, t3) = (t1, t3, t2), t3 > t2 > t1, (3.1)
(k, l)(i, j) = (i, j)(k, l), k > l, i > j, k > i, (3.2)
where either k > i > j > l, or k > l > i > j.
Let us assume the following notation:
V [t2,t1], where n t2 > t1  1,
is a positive word in (k, l) such that t2  k > l  t1. We can use any capital Latin letter with indices
instead of V , and any appropriate numbers (for example, t3, t0 such that t3 > t0) instead of t2, t1.
We will also use the following notations:
V [t2−1,t1](t2, t1) = (t2, t1)V ′[t2−1,t1], t2 > t1,
where V ′[t2−1,t1] = (V [t2−1,t1])|(k,l)→(k,l), if l =t1;(k,t1)→(t2,k);
W [t2,t1](t1, t0) = (t1, t0)W [t2,t1], t2 > t1 > t0,
where W [t2,t1] = (W [t2,t1])|(k,l)→(k,l), if l =t1;(k,t1)→(k,t0) .
Then
V ′[t2−1,t1] =
(
V ′[t2−1,t1]
)
[t2,t1+1],
W [t2,t1] =
(
W [t2,t1]
)
[t2,t0].
Lemma 3.1. Relations
V [t2−1,t1](t2, t1) = (t2, t1)V ′[t2−1,t1], t2 > t1,
V [t2−1,t1](t1, t0) = (t1, t0)V [t2−1,t1], t1 > t0,
imply
(
(V [t2−1,t1])
)
(t2, t0) = (t2, t0)V ′[t −1,t ], so
((
V [t −1,t ]
) )′ = V ′[t −1,t ];[t2−1,t0] 2 1 2 1 [t2−1,t0] 2 1
366 L.A. Bokut / Journal of Algebra 321 (2009) 361–376it means that in the previous notations
(
(V [t2−1,t1])
)′
[t2−1,t0] = V ′[t2−1,t1], or V 
′ = V ′ for short.
Proof. We have the following letter transformations V [t2−1,t1] → (V [t2−1,t1]) → ((V [t2−1,t1]))′[t2,t0]:
(k, l)(t2 − 1 k > l > t1) → (k, l) → (k, l); (k, t1)(t2 − 1 k > t1) → (k, t0) → (t2,k). 
Lemma 3.2. Let tm > tm−1 > · · · > t1 . Then
(tm, tm−1, . . . , t1) = (tk, . . . , t1, tm, . . . , tk+1)
for any 1 km.
Proof. For m = 2, the statement is provided by deﬁnition. Let us proceed by induction on m 3. For
m = 3, these are deﬁning relations.
(m − 1) ⇒m, m 4.
Use the induction on k 1.
k = 1:
(tm, . . . , t1) = (tm, tm−1)(tm−1, . . . , t1) = (tm, tm−1)(t1, tm−1, . . . , t2)
= (tm, tm−1)(t1, tm−1)(tm−1, . . . , t2) = (tm, tm−1, t1)(tm−1, . . . , t2)
= (t1, tm, tm−1)(tm−1, . . . , t2) = (t1, tm, tm−1, . . . , t2).
k ⇒ (k + 1):
(tm, . . . , t1) = (tk, . . . , t1, tm, . . . , tk+1) = (tk, . . . , t1)(t1, tm, . . . , tk+1)
= (tk, . . . , t1)(tk+1, t1, tm, . . . , tk+2) = (tk, . . . , t1)(tk+1, t1)(t1, tm, . . . , tk+2)
= (tk, . . . , t1)(t1, tk+1)(t1, tm, . . . , tk+2) = (tk, . . . , t1, tk+1)(t1, tm, . . . , tk+2)
= (tk+1, tk, . . . , t1)(t1, tm, . . . , tk+2) = (tk+1, . . . , t1, tm, . . . , tk+2). 
Lemma 3.3. Let t3 > t2 > t1 . Then
(t3, t2, t1) = (t2, t1)(t3, t1).
Proof.
(t3, t2, t1) = (t2, t1, t3) = (t2, t1)(t1, t3) = (t2, t1)(t3, t1). 
Lemma 3.4. Let t > t3 > t2 > t1 , t2 > s. Then
(t, s)(t2, t1)(t3, t1) = (t3, t2)(t, s)(t2, t1), (3.3)
(t3, s)(t2, t1)(t3, t1) = (t2, s)(t3, s)(t2, t1). (3.4)
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(t, s)(t2, t1)(t3, t1) = (t, s)(t3, t2, t1) = (t, s)(t3, t2)(t2, t1) = (t3, t2)(t, s)(t2, t1),
(t3, s)(t2, t1)(t3, t1) = (t3, s)(t3, t2, t1) = (t3, s)(t3, t2)(t2, t1) = (t2, s)(t3, s)(t2, t1). 
Lemma 3.5. (See [6, Lemma 2.3.III].) Let n t > s 1. Then
(t, s)δ = δ(t + 1, s + 1),
where t + 1, s + 1 are deﬁned mod n.
Lemma 3.6.
(2,1)V2(3,1) . . . Vn−1(n,1) = δV ′2 . . . V ′n−1, (3.5)
where V i = Vi[i−1,1] , 2 i  (n − 1).
Proof. 
Through the paper, we ﬁx notations
n t3 > t2 > t1  1.
Theorem 3.7. A Gröbner–Shirshov basis of Bn in the Birman–Ko–Lee generators consists of the following rela-
tions:
(k, l)(i, j) = (i, j)(k, l), k > l > i > j, (3.6)
(k, l)V [ j−1,1](i, j) = (i, j)(k, l)V [ j−1,1], k > i > j > l, (3.7)
(t3, t2)(t2, t1) = (t2, t1)(t3, t1), (3.8)
(t3, t1)V [t2−1,1](t3, t2) = (t2, t1)(t3, t1)V [t2−1,1], (3.9)
(t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1) = (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1], (3.10)
(t3, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1) = (t2, s)(t3, s)V [t2−1,1](t2, t1)W ′[t3−1,t1], (3.11)
(2,1)V2[2,1](3,1) . . . Vn−1[n−1,1](n,1) = δV ′2[2,1] . . . V ′n−1[n−1,1], (3.12)
(t, s)δ = δ(t + 1, s + 1), (t, s)δ−1 = δ−1(t − 1, s − 1), t ± 1, s ± 1 (mod n), (3.13)
δδ−1 = 1, δ−1δ = 1, (3.14)
where V [k,l] means as before any word in (i, j) such that k i > j  l, t > t3 , t2 > s.
For n t > s 1 we have (see [6])
(n, . . . , t, s − 1, . . . ,1)(t − 1, . . . , s)(t, s) = δ.
Indeed, (t − 1, . . . , s)(t, s) = (t − 1, . . . , s, t) = (t, . . . , s), (n, . . . , t, s − 1, . . . ,1) = (s − 1, . . . ,1,
n, . . . , t), (s − 1, . . . ,1,n, . . . , t)(t, . . . , s) = δ (by Lemma 3.2).
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in the above presentation of the group Bn .
4. Proof of the theorem
It is easy to see that formulas (3.6)–(3.14) are valid in Bn .
We need to prove that all compositions of relations (3.6)–(3.14) are trivial. We will denote a com-
position of intersection and including by f ∧ g and f ∨ g respectively.
We use the following notation for words u, v,w:
u ≡ v (mod w),
if
u = u0 → u1 → u2 → · · · → uk = v,
where ui < w for all i, 0  i  k, and each transformation is an application of (3.6)–(3.14). If w is
ﬁxed, we will omit w in the formula.
Recall that we ﬁx order of integers t3, t2, t1,
n t3 > t2 > t1  1.
We will assume also that
t4 > t3, t1 > t0, s3 > s2 > s1.
Any composition ( f , g)w has a form
( f , g)w = −(u − v),
where f b = w−u, ag = w− v in the case of composition of intersection, and f = w−u, agb = w− v
in the case of composition of including. We will use this notation freely.
Let us consider compositions of (3.6) with all others relations. We start with listening all intersec-
tion ambiguities of (3.6):
(3.6) ∧ (3.6) (k, l)(i, j)(i1 j1), k > l > i > j > i1 > j1,
(3.6) ∧ (3.7) (t, s)(k, l)V [ j−1](i, j), t > s > k > i > j > l,
(3.7) ∧ (3.6) (k, l)V [ j−1,1](i, j)(i1, j1), k > i > j > l > i1 > j1,
(3.6) ∧ (3.8) (k, l)(t2, t1)(t2, t1), k > l > t3,
(3.8) ∧ (3.6) (t3, t2)(t2, t1)(i, j), t1 > i > j,
(3.6) ∧ (3.9) (k, l)(t3, t1)V [t2−1](t3, t2), k > l > t3,
(3.9) ∧ (3.6) (t3, t1)V [t2−1](t3, t2)(i, j), t1 > i > j,
(3.6) ∧ (3.10) (k, l)(t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1), k > l > t3,
(3.10) ∧ (3.6) (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)(i, j), t > s > t3, t1 > i > j,
(3.6) ∧ (3.11) (k, l)(t3, s)V [t2 − 1,1](t3, t1)W [t3−1,t1](t3, t1), k > l > t3,
(3.11) ∧ (3.6) (t3, s)V [t2−1,1](t3, t1)W [t3−1,t1](t3, t1)(i, j), t1 > i > j, t2 > s,
L.A. Bokut / Journal of Algebra 321 (2009) 361–376 369(3.6) ∧ (3.12) (k, l)(2,1)V1[2,1](3,1) . . . Vn−2[n−1,1](n,1), k > l > 2,
(3.6) ∧ (3.13) (k, l)(i, j)δ±1, k > l > i > j.
Let us check three of these compositions as examples:
(3.7) ∧ (3.6) w = (k, l)V [ j−1,1](i, j)(i1, j1), k > i > j > l > i1 > j1,
u − v = (i, j)(k, l)V [ j−1,1](i1, j1) − (k, l)V [ j−1,1](i1, j1)(i, j),
V [ j−1,1](i1, j1) = V1[ j−1,1],
v ≡ (i, j)(k, l)V [ j−1,1](i1, j1);
(3.10) ∧ (3.6) (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)(i, j), t > s > t3, t1 > i > j,
u − v = (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1](i, j) − (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](i, j)(t3, t1),
v ≡ (t, s)(t3, t2)V [t2−1,1](t2, t1)W ′[t3−1,t1](i, j) ≡ (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1](i, j);
(3.6) ∧ (3.13) w = (k, l)(i, j)δ, k > l > i > j,
u − v = (i, j)(k, l)δ − (k, l)δ(t + 1, s + 1),
u ≡ (t, s)δ(k + 1, l + 1) ≡ δ(t + 1, s + 1)(k + 1, l + 1),
v ≡ δ(k + 1, l + 1)(t + 1, s + 1) ≡ δ(t + 1, s + 1)(k + 1, l + 1).
Here we use that (k+1, l+1)(i+1, j+1) = (i+1, j+1)(k+1, l+1), n k > l > i > j  1 (case k = n
should be treated separately).
We proceed with intersection compositions of (3.7) with (3.7), . . . , (3.14). The ambiguities are:
(3.7) ∧ (3.7) (k, l)V [ j−1,1](i, j)W [s−1,1](t, s), k > i > t > s > j > l,
(3.7) ∧ (3.8) (k, l)V [t2−1,1](t,t2)(t2, t1), k > t3, t2 > l,
(3.8) ∧ (3.7) (t3, t2)(t2, t1)V [ j−1,1](i, j), t2 > i > j > t1,
(3.7) ∧ (3.9) (k, l)V [t1−1,1](t3, t1)W [t2−1,1](t3, t2), k > t3, t1 > l,
(3.9) ∧ (3.7) (t3, t1)V [t2−1](t3, t2)W [ j−1,1](i, j), t3 > i > j > t2,
(3.7) ∧ (3.10) (k, l)V [s−1,1](t, s)W [2−1,1](t2, t1)W [t3−1,t1], k > t > s > l, t2 > s,
(3.10) ∧ (3.7) (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)R[ j−1,1](i, j), t > t3 > i > j >, t2 > s,
(3.7) ∧ (3.11) (k, l)V [s−1,1](t3, s)W [t2−1,1](t2, t1)R[t3−1,t1](t3, t1), k > t3, t2 > l, t2 > s,
(3.11) ∧ (3.7) (t3, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)R[ j−1,1](i, j), t3 > i > j > t1, t2 > s,
(3.12) ∧ (3.7) (2,1)V2[2,1](3,1) . . . Vn−1[n−1,1](n,1)W [ j−1,1](i, j), n > i > j > 1,
(3.7) ∧ (3.11) (k, l)V [ j−1,1](i, j)δ±1, k > i > j > l.
Let us check two of these compositions as examples:
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u − v = (t3, t1)(k, l)V [t1−1,1]W [t2−1,1](t3, t2) − (k, l)V [t1−1,1](t2, t1)(t3, t1)W [t2−1,1],
u ≡ (t3, t1)(t3, t2)(k, l)V [t1−1,1]W [t2−1,1] ≡ (t2, t1)(t3, t1)(k, l)V [t1−1,1]W [t2−1,1],
v ≡ (t2, t1)(k, l)V [t1−1,1](t3, t1)W [t2−1,1] ≡ (t2, t1)(t3, t1)(k, l)V [t1−1,1]W [t2−1,1];
(3.11) ∧ (3.7) w = (t3, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)V [ j−1,1](i, j),
t3 > i > j > t1, t2 > s,
u − v = (t2, s)(t3, s)V [t2−1,1](t2, t1)W ′[t3−1,t1]V [ j−1,1](i, j),
v ≡ (t3, s)V [t2−1,1](t2, t1)W [t3−1,t1](i, j)(t3, t1)V [ j−1,1]
≡ (t2, s)(t3, s)V [t2−1,1](t2, t1)W ′[t3−1,t1](i, j)V [ j−1,1]
≡ (t2, s)(t3, s)V [t2−1,1](t2, t1)W ′[t3−1,t1]V [ j−1,1](i, j).
We proceed with intersection compositions of (3.8) with (3.8), . . . , (3.14). The ambiguities are:
(3.8) ∧ (3.8) (t4, t3)(t3, t2)(t2, t1),
(3.8) ∧ (3.9) (t4, t3)(t3, t1)V [t2−1,1](t3, t1),
(3.9) ∧ (3.8) (t3, t1)V [t2−1,1](t3, t2)(t2, t1), t2 > t1,
(3.8) ∧ (3.10) (k, t)(t, s)W [t2−1,1](t2, t1)W [t3−1,t1], k > t,
(3.10) ∧ (3.8) (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t1, t0),
(3.8) ∧ (3.11) (t4, t3)(t3, s)W [t2−1,1](t2, t1)R[t3−1,t1](t3, t1),
(3.11) ∧ (3.8) (t3, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)(t1, t0), t2 > s,
(3.8) ∧ (3.12) (t,2)(2,1)V2[2,1](3,1) . . . Vn−1[n−1,1](n,1), t > 2,
(3.8) ∧ (3.13) (t3, t2)(t2, t1)(i, j)δ±1, k > i > j > l.
Let us check two of these compositions as examples.
We choose the following compositions; here we use Lemma 3.1:
(3.10) ∧ (3.8) w = (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)(t1, t0),
u − v = (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1](t1, t0)
− (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t1, t0)(t3, t0),
u ≡ (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1](t1, t0)
≡ (t3, t2)(t, s)V [t2−1,1](t1, t0)(t2, t0)W ′[t3−1,t1],
v ≡ (t, s)V [t2−1,1](t2, t1)(t1, t0)
(
(W [t3−1,t1])
)
[t3−1,t0](t3, t0)
≡ (t, s)V [t2−1,1](t1, t0)(t2, t0)
(
(W [t3−1,t1])
)
[t3−1,t0](t3, t0)
≡ (t3, t2)(t, s)V [t2−1,1](t1, t0)(t2, t0)
(
(W [t3−1,t1])
)′
[t3−1,t0]
≡ (t3, t2)(t, s)V [t2−1,1](t1, t0)(t2, t0)W ′[t −1,t ];3 1
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u − v = (t2, s)(t3, s)V [t2−1,1](t2, t1)W ′[t3−1,t1](t1, t0)
− (t3, s)V [t2−1,1](t2, t1)W [t3−1,t1](t1, t0)(t3, t0),
u ≡ (t2, s)(t3, s)V [t2−1,1](t2, t1)(t1, t0)W ′[t3−1,t1]
≡ (t2, s)(t3, s)V [t2−1,1](t1, t0)(t2, t0)W ′[t3−1,t1],
v ≡ (t3, s)V [t2−1,1](t2, t1)(t1, t0)W [t3−1,t1](t3, t0)
≡ (t3, s)V [t2−1,1](t1, t0)(t2, t0)(W [t3−1,t1])(t3, t0)
≡ (t2, s)(t3, s)V [t2−1,1](t1, t0)(t2, t0)
(
(W [t3−1,t1])
)′
≡ (t2, s)(t3, s)V [t2−1,1](t1, t0)(t2, t0)W ′[t3−1,t1].
Our next compositions will be (3.9) with (3.9)–(3.14). The ambiguities of intersection are the fol-
lowing:
(3.9) ∧ (3.9) (t4, t1)V [t2−1,1](t4, t2)W [t3−1,1](t4, t3),
(3.9) ∧ (3.10) (t, s′)V [s−1,1](t, s)W [t2−1,1](t2, t1)R[t3−1,t1](t3, t1), t > t3, t2 > s > s′,
(3.10) ∧ (3.9) (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)R[t′3−1,1]
(
t3, t
′
3
)
, t3 > t
′
3 > t1,
(3.9) ∧ (3.11) (t3, s′)V [s−1,1](t3, s)W [t2−1,1](t2, t1)R[t3−1,t1](t3, t1), t2 > s > s′,
(3.11) ∧ (3.9) (t3, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)R[t′3−1,1]
(
t3, t
′
3
)
, t3 > t
′
3 > t1,
(3.12) ∧ (3.9) (2,1)V2[2,1](3,1) . . . Vn−1[n−1,1](n,1)V [k−1,1](n,k), n > k > 1,
(3.9) ∧ (3.13) (t3, t1)V [t2−1,1](t3, t2)δ±1.
Let us check one of the compositions:
(3.10) ∧ (3.9) w = (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)R[t′3−1,1],
(
t3, t
′
3
)
, t3 > t
′
3 > t1,
u − v = (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1]R[t′3−1,1]
(
t3, t
′
3
)
− (t, s)V [t2−1,1](t2, t1)W [t3−1,t1]
(
t′3, t1
)
(t3, t1)R[t′3−1,1],
v ≡ (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1]
(
t3, t
′
3
)
R[t′3−1,1]
≡ (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1]R[t′3−1,1]
(
t3, t
′
3
)
.
Now we proceed with intersection compositions of (3.10) with (3.10)–(3.14). The ambiguities are
the following:
(3.10) ∧ (3.10) (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1) × R[s2−1,1](s2, s1)T [s3−1,s1](s3, s1),
t > t3, t2 > s, t3 > s3, s2 > t1,
(3.10) ∧ (3.11) (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1) × R[s2−1,1](s2, s1)T [t3−1,s1](t3, s1),
t > t3, t2 > s, t3 > s2 > t1,
372 L.A. Bokut / Journal of Algebra 321 (2009) 361–376(3.11) ∧ (3.10) (t3, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1) × R[s2−1,1](s2, s1)T [s3−1,s1](s3, s1),
t3 > s3, s2 > t1,
(3.12) ∧ (3.10) (2,1)V2[2,1](3,1) . . . Vn−1[n−1,1](n,1) × V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1), t > t3,
(3.10) ∧ (3.13) (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)δ±1.
Let us check one composition:
(3.10) ∧ (3.10) w = (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1) × R[s2−1,1](s2, s1)T [s3−1,s1](s3, s1),
t > t3, t2 > s, t3 > s3, s2 > t1,
u − v = (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1]R[s2−1,1](s2, s1)T [s3−1,s1](s3, s1)
− (t, s)V [t2−1,1](t2, t1)W [t3−1,t1](s3, s2)(t3, t1)R[s2−1,1](s2, s1)T ′[s3−1,s1],
v ≡ (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1](s3, s2)R[s2−1,1](s2, s1)T ′[s3−1,s1]
≡ (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1]R[s2−1,1](s3, s2)(s2, s1)T ′[s3−1,s1]
≡ (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1]R[s2−1,1](s2, s1)(s3, s1)T ′[s3−1,s1]
≡ (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t3−1,t1]R[s2−1,1](s2, s1)T [s3−1,s1](s3, s1).
Now we consider compositions of intersection of (3.11) with (3.11)–(3.14):
(3.11) ∧ (3.11) (t3, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1) × R[s2−1,1](s2, s1)T [t3−1,s1](t3, s1),
t2 > s, t3 > s2, s2 > t1,
(3.12) ∧ (3.11) (2,1)V2[2,1](3,1) . . . Vn−1[n−1,1](n,1) × R[t2−1,1](t2, t1)T [n−1,t1](n, t1),
(3.11) ∧ (3.13) (t3, s)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1)δ±1, t2 > s.
We check one:
(3.11) ∧ (3.13) w = (n, s)V [t2−1,1](t2, t1)W [n−1,t1](n, t1)δ, n = t3, t2 > s,
u − v = (t2, s)(n, s)V [t2−1,1](t2, t1)W ′[n−1,t1]δ
− (n, s)V [t2−1,1](t2, t1)W [n−1,t1]δ(t1 + 1,1),
u ≡ δ(t2 + 1, s + 1)(s + 1,1)V [t2,2](t2 + 1, t1 + 1)W [n,t1+1],
where W [n,t1+1](t1 + 1,1) = (t1 + 1,1)W [n,t1+1],
v ≡ δ(s + 1,1)V [t2,2](t2 + 1, t1 + 1)W [n,t1+1](t1 + 1,1)
≡ δ(s + 1,1)V [t2,2](t2 + 1, t1 + 1)(t1 + 1,1)W [n,t1+1]
≡ δ(s + 1,1)V [t2,2](t2 + 1,1)(t2 + 1, t1 + 1)W [n,t1+1]
≡ δ(s + 1,1)(t2 + 1,1)V [t2,2](t2 + 1, t1 + 1)W [n,t1+1]
≡ δ(t2 + 1, s + 1)(s + 1,1)V [t2,2](t2 + 1, t1 + 1)W [n,t +1].1
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(3.12) ∧ (3.13) w = (2,1)V2[2,1](3,1) . . . Vn−1[n−1,1](n,1)δ±1.
We check one composition:
(3.12) ∧ (3.13) w = (2,1)V2[2,1](3,1) . . . Vn−1[n−1,1](n,1)δ,
u − v = δV ′2[2,1] . . . V ′n−1[n−1,1]δ − (2,1)V2[2,1](3,1) . . . Vn−1[n−1,1]δ(2,1),
u ≡ δ2V ′+2[2,1] . . . V ′+n−1[n−1,1], where R+ = R|(x,y)→(x+1,y+1),
v ≡ δ(3,2)V+2[2,1](4,2) . . . (n,2)V+n−1[n−1,1](2,1)
≡ δ(2,1)(3,1)V+2[2,1](4,2) . . . (n,1)V+n−1[n−1,1]
≡ δ2(V+2[2,1]
)′
. . .
(
V+n−1[n−1,1]
)′
.
It is easy to see that
V ′+[t−1,1] =
(
V+[t−1,1]
)′
, 2 t  n − 1,
identically, see also Lemma 3.1. Indeed,
V ′+[t−1,1] = (V |(x,y)→(x,y),y =1,(x,1)→(t,x))+ = V |(x,y)→(x+1,y+1),y =1,(x,1)→(t+1,x+1),
(
V+[t−1,1]
)′ = (((V |(x,y)→(x+1,y+1),y =1,(x,1)→(x+1,2))[t,2]
))′
= (V |(x,y)→(x+1,y+1),y =1,(x,1)→(x+1,1))′[t,2] = V |(x,y)→(x+1,y+1),y =1,(x,1)→(t+1,x+1).
Now we proceed with compositions of including of relations (3.6)–(3.14). First of all, if a word
(k1, l1)(i1, j1), k1 > l1 > i1 > j1 is a subword of words V ,W , . . . of left parts of (3.7)–(3.12), then
the triviality of the corresponding compositions is clear. Let us list other ambiguities, using the same
notations for (3.6)–(3.14) as before:
(3.7) ∨ (3.6) (k, l)(i1, j1)V [ j−1](i, j), l > i1 > j1,
(3.9) ∨ (3.6) (t3, t1)(i, j)V [t2−1](t3, t2), t1 > i > j,
(3.10) ∨ (3.6) (t, s)(i, j)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1), s > i > j,
(3.11) ∨ (3.6) (t3, s)(i, j)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1), s > i > j.
All these cases are clear.
For (3.7)–(3.14):
(3.7) ∨ (3.7) (k, l)V [ j1−1,1](i1, j1)W [ j−1](i, j), j > i1 > j1 > l,
(3.9) ∨ (3.7) (t3, t1)V [ j−1,1](i, j)W [t2−1](t3, t2), t2 > i > j > t1,
(3.10) ∨ (3.7) (t, s)V [ j−1,1](i, j)W [t2−1,1](t2, t1)R[t3−1,t1](t3, t1), t2 > i > j > s,
(3.10) ∨ (3.7) (t, s)V [t2−1,1](t2, t1)W [ j−1,t1](i, j)R[t3−1,t1](t3, t1), t2 > i > j > t1,
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(3.11) ∨ (3.7) (t3, s)V [t2−1,1](t2, t1)W [ j−1,t1](i, j)R[t3−1,t1](t3, t1), t2 > i > j > t1,
(3.12) ∨ (3.7) (2,1)V2[2,1](3,1) . . . (k,1)W [ j−1,1](i, j)Rk[k,1] . . . Vn−1[n−1,1](n,1), k > i > j > 1.
Now let us work out the second composition of (3.11)–(3.7):
(3.11) ∨ (3.7) w = (t3, s)V [t2−1,1](t2, t1)W [ j−1,t1](i, j)R[t3−1,t1](t3, t1), t2 > i > j > t1,
u − v = (t2, s)(t3, s)V [t2−1,1](t2, t1)W ′[ j−1,t1](i, j)R ′[t3−1,t1]
− (t3, s)V [t2−1,1](i, j)(t2, t1)W [ j−1,t1]R[t3−1,t1](t3, t1),
u ≡ (t2, s)(t3, s)V [t2−1,1](t2, t1)(i, j)W ′[ j−1,t1]R ′[t3−1,t1]
(
for W ′[ j−1,t1] =
(
W ′[ j−1,t1]
)
[t3,t1+1] and we can assume that j > t1 + 1,
otherwise W [ j−1,t1] = 1
)≡ (t2, s)(t3, s)V [t2−1,1](i, j)(t2, t1)W ′[ j−1,t1]R ′[t3−1,t1],
v ≡ (t2, s)(t3, s)V [t2−1,1](i, j)(t2, t1)W ′[ j−1,t1]R ′[t3−1,t1].
For (3.8)–(3.14):
(3.9) ∨ (3.8) (t3, t1)
(
t1, t
′
1
)
V [t2−1](t3, t2), t1 > t′1,
(3.10) ∨ (3.8) (t, s)(s, s′)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1), s > s′,
(3.11) ∨ (3.8) (t3, s)(s, s′)V [t2−1,1](t2, t1)W [t3−1,t1](t3, t1), s > s′.
For (3.9)–(3.14):
(3.10) ∨ (3.9) (t, s)V [t2−1,1](t2, t1)W [t′2−1,t1]
(
t2, t
′
2
)
R[t3−1,t1](t3, t1), t2 > t′2 > t1,
(3.11) ∨ (3.9) (t3, s)V [t2−1,1](t2, t1)W [t′2−1,t1]
(
t2, t
′
2
)
R[t3−1,t1](t3, t1), t2 > t′2 > t1.
Let us work out the ﬁrst composition:
(3.10) ∨ (3.9) w = (t, s)V [t2−1,1](t2, t1)W [t′2−1,t1]
(
t2, t
′
2
)
R[t3−1,t1](t3, t1), t2 > t′2 > t1,
u − v = (t3, t2)(t, s)V [t2−1,1](t2, t1)W ′[t′2−1,t1]
(
t2, t
′
2
)
R ′[t3−1,t1]
− (t, s)V [t2−1,1]
(
t′2, t1
)
(t2, t1)W [t′2−1,t1]R[t3−1,t1](t3, t1),
u ≡ (t3, t2)(t, s)V [t2−1,1](t2, t1)
(
t2, t
′
2
)
W ′[t′2−1,t1]R
′[t3−1,t1]
(
for W ′[t′2−1,t1] =
(
W ′[t′2−1,t1]
)
[t3,t1+1] and t
′
2 > t1 + 1, otherwise W [t′2−1,t1] = 1
)
≡ (t3, t2)(t, s)V [t2−1,1]
(
t′2, t1
)
(t2, t1)W
′
[t′2−1,t1]R
′[t3−1,t1],
v ≡ (t3, t2)(t, s)V [t2−1,1]
(
t′2, t1
)
(t2, t1)W
′
[t′2−1,t1]R
′[t3−1,t1].
Theorem 2.7 is proved.
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Let S be the set of relations (3.6)–(3.14), C(u) be a normal form of a word u ∈ Bn . Then C(u) has
a form
C(u) = δk A,
where k ∈ Z, and A a positive S-irreducible word in aij ’s, C(A) = A. Then A = δA1 for every positive
word A1, otherwise A = δC(A1) identically, it is impossible.
As a result, we have the following
Corollary 5.1. The S-irreducible normal form of a word of Bn in Birman–Ko–Lee generators coincides with the
Birman–Ko–Lee normal form of the word.
Proof. Recall [6] that the Birman–Ko–Lee normal form G(u) of u ∈ Bn is
G(u) = δk A,
where u = G(u) in Bn , k ∈ Z, and A is a positive word in aij , A = δA1 for every positive word A1,
and A is the minimal word in the deg-lex ordering with these properties. We have proved that the
S-irreducible normal form C(u) has these properties. 
Corollary 5.2. (See [6].) The semigroup of positive braids BB+n in Birman–Ko–Lee generators can be embedded
into a group.
Proof. It follows immediately from Theorem 2.7 that BB+n ⊂ Bn . 
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