Abstract-A new rotation-invariant pattern recognition system is proposed and analyzed. In this system, silicon retina cells capable of image sensing and edge extraction are used so that the system can directly process images from the real world without an extra edge detector. The rotation-invariant discrete correlation function is modified and implemented in the silicon retina structure by using the current summation. Simulation results have verified the correct function of the proposed system. Moreover, an experimental chip to implement the proposed system with a 32 2 32 cell array has been designed and fabricated in 0.8-m n-well CMOS process. Experimental results have successfully shown that the system works well for the arbitrary orientation pattern recognition.
I. INTRODUCTION

I
N recent years, the study of artificial neural networks has become one of the main research efforts [1] - [2] . The general purpose of artificial neural networks is to realize the major functions of human auditory, visual, and neural systems. In the realization of human visual functions, the development of pattern recognition techniques is the first step to make the networks capable of understanding and reacting to the visual inputs.
The conventional pattern recognition methods require input patterns to be presented in standard position, orientation, size, etc. But the input patterns from the real world may be shifted, rotated, or scale-changed. Moreover, they may contain noise or uncorrelated data. To restore the shifted or the scale-changed patterns, some automatic image control systems have been proposed to move the image sensor to the correct position or adjust the size of input object patterns [3] - [6] . However, the orientations of arbitrarily rotated patterns still cannot be restored by the conventional image control systems before recognizing them.
So far, many neural network systems designed to perform recognition invariant to the pattern orientations have been proposed [7] - [11] . Some of them, however, fail to recognize the arbitrary orientations of input patterns [7] - [9] . Others [10] , [11] may result in very time-consuming operations and may not be suitable for real-time processing.
Another approach which has been proposed for orientationinvariant pattern recognition is to use the similarity criterion defined by certain mathematical transformations [12] - [19] which can be calculated and implemented by computer software. One of the transformations is the circular harmonic transformation [15] - [19] . In this transformation, the correlation function in the polar coordinates, which correlates an arbitrarily rotated image with the circular harmonic component of the reference image, is invariant to rotation. If the rotation-invariant correlation function is further expressed in the discrete domain, it becomes the weighted summation of the image data [19] . The weighting factors are circular harmonic components obtained from the circular harmonic transformation of the reference image. For real-time image processing applications, the discrete correlation function should be realized in very large scale integration (VLSI) hardware.
In this paper, the rotation-invariant discrete correlation function is modified for VLSI implementation and a rotationinvariant pattern recognition system is designed in CMOS technology and measured. In the modified correlation function, only the zeroth harmonic component is used to remove the phase term. Thus, the discrete correlation function of an arbitrarily rotated image becomes the multiplication of a weight and the sum of the image data on the concentric circle. In the realization of the rotation-invariant pattern recognition system, the CMOS silicon retina [20] , [21] is used for image detection and edge extraction. The modified discrete correlation function can be compactly implemented on the output emitter currents of the silicon retina. The experimental chip has been measured and characterized. The results have verified the correct rotation invariance of the proposed system.
In Section II, the rotation-invariant principle of the circular harmonic transformation is reviewed and the discrete rotationinvariant correlation function is derived with modification for VLSI implementation. The circuit architecture and operational principle of the proposed system are described in Section III. In Section IV, the simulation results of the system are presented, and the recognition errors are analyzed. The experimental results are presented and discussed in Section V. In Section VI, the conclusion is given.
II. MODIFIED ROTATION-INVARIANT CIRCULAR HARMONIC TRANSFORMATION
In this section, the modified rotation-invariant circular harmonic transformation will be developed for VLSI implemen-0018-9200/97$10.00 © 1997 IEEE tation. According to the circular harmonic expansion [16] in polar coordinates with radius and angle in radians, an image pattern may be decomposed into circular harmonic components as (1) where (2) If this image pattern is rotated by radians, the rotated components can be expressed as (3) When the rotated image pattern is correlated with one of the circular harmonic components in , the correlation value at can be expressed as (4) where " " is the correlation operation, and is the complex conjugate of . Substituting (3) into (4) yields
It can be realized from (5) that the magnitude of is independent of the image orientation . Thus, it can be used as an indicator to identify and recognize the rotated image patterns.
In the above transformation, the rotated image is correlated with the circular harmonic component of the original image. In fact, the rotation invariance still exists when the circular harmonic component of an image pattern is correlated with an arbitrary image [19] . The correlation function at of with the circular harmonic component of can be expressed as (6) Rotating the image by radians, the correlation function can be expressed as (7) This proves that even when an arbitrary object image is rotated, the magnitude of its correlation function with the circular harmonic component of the reference image remains the same.
To implement the correlation function in VLSI, a discrete transformation is introduced to approximate the circular harmonic components of in (2) [19] . The resultant expression is (8) where is the discrete radius, is the number of pixels with the radius , and is the discrete angle given by . For the ease of VLSI implementation, only the zeroth circular harmonic component is selected. Then the correlation function at the specific concentric circle can be obtained from (7) with and as (9) Substituting the expression of in (8) into (9), we have (10) where (11) In (10), it is shown that the rotation-invariant correlation function of an arbitrary image is independent of the angle . Thus it can be rewritten as . can be expressed as the multiplication of with the sum of the image data on the concentric circle . In practice, the recognition performance of the proposed system can be tuned through the adjustment on the value of .
III. CIRCUIT ARCHITECTURE AND OPERATIONAL PRINCIPLE Fig. 1 shows the typical structure of a rotation-invariant recognition system. It consists of an image sensor to sense the input image and edge detector to extract the edge of the input image pattern and suppress noise or undesired data. Then the edge patterns are sent to a preprocessor called the rotation-invariant filter which performs the modified discrete correlation function to identify the rotated patterns. Finally, all the rotated patterns are classified and the results may be sent to the application unit for further processing or applications.
The image sensor, edge detector, and rotation-invariant filter in Fig. 1 can be realized compactly by using the silicon retina [20] - [21] . Fig. 2(a) shows the row decoder, digital image data input, and part of the silicon retina cell array, whereas Fig. 2(b) shows the cell array, multiplexer, and output amplifier. The silicon retina cell circuitry is shown in Fig. 2 (c). In Fig. 2(c) , the silicon retina which consists of one inner p-n-p bipolar junction transistor (BJT) and one outer p-n-p BJT, is used to sense the image and detect the edge at the same time [20] - [21] . To increase the flexibility and testability of the rotation-invariant recognition system, a latch is designed in each cell to latch the digital edge image data, as shown in Fig. 2(c) . The switches SW3 and SW4 control the input type.
When SW3 is closed and SW4 is open, the digital edge image data stored in the latch is used. Conversely, when SW4 is closed and SW3 is open, the image sensed by the silicon retina is used. Note that when the digital image is used, no light is incident on the silicon retina. The small dark current of the outer p-n-p can be neglected. Thus, no switch is used to disconnect the outer p-n-p BJT from the output.
In Fig. 2 (c), the latch circuit contains two inverters and two switches. The latch input is controlled by the row decoder. In Fig. 2(a) , the row decoder decodes the row address bits and activates one of the row control signals row and row. The digital edge image data can be input to the latch row-by-row by sending a sequence of row address bits. The row control signals row and row control two switches in the latch circuit. When one row is selected by the row address bits, the control signal row of the selected row is activated to high, whereas row is low. Thus, SW1 is closed to change the latched signal to the input signal and SW2 is open to prevent the feedback of the latched signal. In the deselected row, row is low and row is high. Thus, SW1 is open and SW2 is closed to store the input image signal.As shown in Fig. 2 (c), the latched signal controls the current source. When the latched signal is high, the current source is connected to the switch SW3. Through SW3 and the multiplexer in Fig. 2(b) , the current source may be further connected to the inputs of the amplifier. The input of the amplifiers is kept at virtual ground. Thus, the current of the current source can be kept constant. Since the switch SW4 is open, the current of the current source does not affect the inner p-n-p BJT.
To obtain the image data from the real world, the silicon retina cell is used. As shown in Fig. 2(c) , the basic cell of the silicon retina contains an inner open-base parasitic p-n-p phototransistor as the photoreceptor and an outer open-base parasitic p-n-p phototransistor in the common -well as the smoothing unit [20] - [21] . When the light is incident upon the common -well base region, the generation of excess carriers results in the base current. The base current flowing through the emitter junction leads to decreasing emitter junction voltages with distance. Thus, the output emitter currents decay logarithmically with distance which realizes the smoothing function. The smoothed signal of the input image can be obtained from the emitter current of the outer phototransistor, whereas the signal of the original image can be obtained from the emitter current of the inner phototransistor. The subtraction of these two emitter currents results in a difference signal with a sharp change at the edge of the image. Thus, the edge signal of the image can be detected definitely.
The silicon retina not only can transform the light signal into the current, but can simultaneously extract the edge of the pattern. Thus, the output signal of the silicon retina can be directly used without designing an extra preprocessor to extract the edge of the pattern. This can save a large chip area and increase the cell density and the fill factor if onchip edge detection is to be performed in the focal plane. The emitter of the inner phototransistor of the silicon retina is connected to SW4. Through SW4 and the multiplexer in Fig. 2(b) , the emitter current of the inner phototransistors are further connected to the input of the amplifiers. The emitter of the outer phototransistor is connected to the other amplifier through the multiplexer. Since the inputs of the amplifiers are kept at virtual ground, the phototransistors can be biased in the active region.
From (10), the rotation-invariant correlation function can be expressed as the multiplication of a constant weight with the sum of the image data on the same concentric circle. In the experimental chip, the cell at (15, 15) in the 32 32 cell array is defined as the center and the 32 32 cell array in Cartesian coordinates is transformed into a circular array with radius 15 in polar coordinates. The cells outside the circular array are not used because their associated concentric circles are not complete. The circular array is further divided into five groups of concentric circles and each group consists of three successive concentric circles which are assumed to have the same weighting factor. Thus, the rotation-invariant correlation functions of the three concentric circles in each group can be summed together to form the correlation function output of the group. The five groups generate five rotation-invariant correlation function outputs, each of which can be expressed for the input image as (12) Comparing to (10) , is equivalent to the correlation function . Hence, is rotation-invariant. To realize the function in (12) , the outputs of all current sources or the emitters of inner p-n-p BJT's on the same concentric circle are connected together in the cell array shown in Fig. 2(b) . Thus, through SW3 or SW4, their output currents which represent can be summed together. Then the outputs of three concentric circles in the same group are connected together to realize (12) . Similarly, the emitters of outer p-n-p BJT's on the same concentric circle are connected together, and then the outputs of three concentric circles are connected together to form the other output of the group. Thus, each group has two outputs which are sent to the multiplexer. Each time, only one set of outputs out of the five sets of outputs from the five groups of concentric circles can be selected and sent to the amplifier as shown in Fig. 2(b) . Since the edge of the pattern image is extracted by the subtraction of two emitter currents in the silicon retina, the subtraction of the currents at the two outputs selected by the multiplexer should be performed. This is realized by the differential output buffer which subtracts the output voltages of the two amplifiers as shown in Fig. 2(b) . Since the currents are transformed into via amplifier with the transconductance and output buffer with the voltage gain in (12) can be expressed as (13) The circuit diagrams of the amplifier and the output buffer are shown in Fig. 3(a) and (b) , respectively. As shown in Fig. 3(a) , the basic I-V conversion of the amplifier is achieved by the common-gate transistor MN1(MP1) and the current source device MP2(MN2). The transistors MN4 and MP4 form a source-follower output buffer to enhance the driving capability and decrease the output impedance. The transistors MN3 and MP3 offer a shunt-shunt feedback path from the output stage to reduce both input and output impedance. The transistors MNR and MPR are used to adjust the gain of the amplifier so that the weight in (13) can be tuned to optimize the system performance. It is shown that the amplifier has a very low input impedance, a good linearity, and a large bandwidth [22] .
The output buffer in Fig. 3(b) consists of a basic differential amplifier and a source-follower. The differential amplifier produces an output voltage that is proportional to the output voltage difference of the two amplifiers. The sourcefollower offers a large driving capability to drive the output pads. 
IV. SIMULATION RESULTS AND ERROR ANALYSIS
To verify the rotation invariance of the proposed system, simulations on some digital patterns have been performed. Fig. 4(a) shows the simulated output voltages versus the radii of five groups of concentric circles for eight different input patterns of English letter "A" which are rotated by and . From  Fig. 4(a) , it can be seen that the maximum deviation among the output voltages of different patterns is smaller than 10 mV. Thus, they can be identified as the unique feature of the arbitrarily rotated letter "A." To further analyze the deviations, the relative errors with respect to the nonrotated letter "A" are shown in Fig. 4(b) . The relative error is defined as the error divided by the number of pixels in the concentric circle group. It can be seen that the relative error is below 15%, and the average error over five radii is below 5%. The simulated output voltages of the unrotated letters "B," "C," and "A" are shown in Fig. 5 . As compared Figs. 5 with 4, it can be realized that the difference between letter "A" and "B"/"C" is more significant than that among the rotated "A." Thus, the rotation invariance of the proposed system can be verified.
There are two possible error sources in the proposed system. One is the spatial sampling error which consists of the spatial mismatching error due to the transformation from the Cartesian coordinates to the polar coordinates and the spatial error due to spatial discretization. In the design of Fig. 2(b) , the spatial mismatching error is more significant than the spatial error. Generally, the spatial error due to spatial discretization may be reduced by using a larger sensor array. The spatial mismatching error is a result of an imperfect match between , and are used in the simulation of this system. As shown in Fig. 6 , the simulated relative errors are mainly due to the spatial sampling errors. In Fig. 6 , it is found that no error occurs when the light bar is rotated by . This is due to the symmetric property between axis and axis in the Cartesian coordinates. In general, the spatial sampling errors become significant in the area close to the center of the polar coordinates as shown in Figs. 4 and 6. This is because the nearer the circle is to the center, the less the points are on the concentric circle. Therefore, the positions of image sensors in the rotation-invariant pattern recognition system should be arranged in polar coordinates to minimize the spatial sampling error. Moreover, the array size, the array resolution, and the image size should be large enough to minimize the spatial error due to spatial discretization.
The other error is caused by the shift of the center of the input pattern from the array center pixel (15, 15) , namely the center of the polar coordinates. The center mismatch error is illustrated in Fig. 7 where the centers of two concentric rings are shifted by . The maximum error between correct and shifted outputs is represented by the shaded part in Fig. 7 . The relative error of the mismatch centers can be expressed as the ratio between the ring area and the shaded area as shown by Fig. 8 . The simulated relative errors for the patterns of the letter "A" shifted from the center one, two, and three pixels. The corresponding relative errors are denoted by e(n) with n = 1;2;3. (14) , at the bottom of the page. For the fixed system resolution, the larger the is, the smaller the error value is. However, increasing the width of the ring reduces the number of correlation function outputs since the total pixel number is constant. Fig. 8 shows the simulated mismatch errors when the input pattern "A" is shifted by one, two, and three pixels with respect to the center of the system. The error of the shifted patterns becomes more evident when the shifted distance is longer. However, the error can be minimized by adjusting the transresistance of the amplifier, that is, the weight function . In fact, increasing the system resolution is more efficient in minimizing the relative error. To analyze the relation between error and resolution, a system which consists of 128 128 cells is simulated. In the simulated system, the circular array with 60 radii is divided into five concentric circle groups, and each group includes 12 successive concentric circles. As comparing the simulated relative spatial errors with those in Fig. 4(b) , the maximum relative error decreases from 16% to below 2.5%. As comparing the mismatch errors with those in Fig. 8 , the maximum relative error decreases from 24% to below 6%. Thus, the relative errors can be significantly reduced in the high resolution system. Area Area (14) Fig. 9 . The chip photograph of the proposed system. 
V. MEASUREMENT RESULTS
The experimental chip is fabricated in 0.8-m n-well CMOS process. Fig. 9 shows the chip photograph. In this initial testing chip, the cells are arranged in Cartesian coordinates for layout convenience and testing purpose. The area of the cell including silicon retina, latch, and switches is 110 110 m . In practical application, the cell may contain only the silicon retina whose area is 40 40 m , and the cell array should be arranged in polar coordinates. As to the digital latch and switches, they are used for testing purpose.
To measure the rotation invariance, the digital patterns of light bars with five-pixel width and rotated by are input to the fabricated chip, and the output voltages are measured. Fig. 10 shows the measured relative errors of the rotated patterns. From Fig. 10 , it can be seen that the measured errors between the unrotated light bar and the light bar rotated by are less than 1%, whereas those between the unrotated and rotated patterns are relatively larger. As may be realized from Fig. 6 and the analysis in Section IV, the measured errors are mainly due to the spatial sampling errors.
To further verify the function of the fabricated rotationinvariant system, more complicated digital image patterns are tested. Fig. 11 shows the measured output voltages of the Fig. 11 . The measured output voltages versus radius for digital patterns of "A," "B," and "C" as rotated digital patterns of "A." Fig. 12 . The measured output voltages versus radius for digital patterns of "A," "B," and "C" as well as digital patterns of "A" shifted by one, two, and three pixels from the center of cell array. digital patterns of the English letters "A," "B," and "C" as well as the patterns of "A" rotated by and . It is seen that the four curves of the rotated "A" patterns are very similar, whereas those of the letters "A," "B," and "C" have a significant difference. This verifies the correct function of the proposed rotation-invariant pattern recognition system.
To analyze the effect of the mismatched centers, the digital patterns of "A," "B," "C," and the patterns "A" shifted by one, two, and three pixels are tested. Fig. 12 shows the measured results. It is easily found that the errors of the shifted patterns are larger when the shifted distance is longer. However, there is still enough difference between the output curves of the shifted patterns to distinguish them from the other two patterns "B" and "C."
In practice, the weight function in (12) and (13) can be adjusted to optimize the output performance. For simplicity, In general, the more the input patterns are used, the more necessary it is to optimize the weight functions.
To measure the performance of the fabricated rotationinvariant system for the real-world images, a low-power He-Ne laser and several lenses are used to generate definite input patterns for test. The regular light source was not used in the experiment for characterization because of the serious scattering which makes the image pattern not well defined [20] . However, since the silicon retina is made of semiconductor silicon, it can function well under regular light. In the test setup, the low-power laser beam is incident upon the lens and then focused on the chip through a mask which defines the input pattern.
To measure the rotation invariance of the input images from the real world, the masks of the letter patterns "A," "B," and "C" are fabricated. Through these masks, the laser can project the letter patterns on the chip. The patterns of the letter "A" rotated by and are also tested. Fig. 13 shows the measured results of these input patterns. The curves of the four rotated versions of "A" are similar, whereas those of the individual letters "A," "B," and "C" are quite different.
The typical measured characteristics of the fabricated amplifier are listed in Table I. Table II gives the summary of the measured results. From both simulation and measurement results, the correct functions of the proposed rotation-invariant pattern recognition system realized in CMOS technology have been successfully verified.
VI. CONCLUSION
A new rotation-invariant pattern recognition system which consists of silicon retina cells and simple current summation circuit is proposed and analyzed. In this system, the image sensing and edge extraction is performed by silicon retina cells, whereas the rotation invariance is achieved by the simple circuit realizing the modified discrete correlation function. Both simulation and measurement results have verified the rotation-invariant property of the proposed system. Since the proposed system has a very compact structure and interconnection, and the resultant chip area is small, it is quite feasible to realize the system with the related image processing neural networks in VLSI. Future research will focus on the performance improvement of the system and the integration with other systems for various image processing applications.
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