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Ion energy scaling under optimum conditions of laser plasma acceleration
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A new, maximum proton energy, ε, scaling law with the laser pulse energy, EL has been derived
from the results of 3D particle-in-cell (PIC) simulations. Utilizing numerical modelling, protons
are accelerated during interactions of the femtosecond relativistic laser pulses with the plain semi-
transparent targets of optimum thickness [Esirkepov et al. Phys. Rev. Lett. 96, 105001 (2206)].
The scaling, ε ∼ E0.7L , has been obtained for the wide range of laser energies, different spot sizes, and
laser pulse durations. Our results show that the proper selection of foil target optimum thicknesses,
results in a very promising increase of the ion energy with the laser intensity even in the range
of parameters below the radiation pressure (light sail) regime. The proposed analytical model is
consistent with numerical simulations.
Ion acceleration by intense ultra-short laser pulses has
led to many original application such as: triggering of
nuclear reactions [1, 2]; research of warm dense matter
[3]; laboratory astrophysics [4]; radiography [5–7]; fast
ignition [8]; and, hadron therapy [9]. Both experiments
[10, 11] and simulations [12] have demonstrated an in-
crease of ion energy with a corresponding reduction of
the target thickness. The high contrast pulses of modern
lasers [10, 11] have enabled effective acceleration of ions
from ultra-thin foils that are semi-transparent to laser
light. In this regime, a high-intensity laser pulse expels
electrons from the irradiated area of the foil in a for-
ward direction that causes ion acceleration from the en-
tire target volume through the mechanism combining ele-
ments of the Target Normal Sheath Acceleration (TNSA)
mechanism and the Coulomb explosion, i.e. the directed
Coulomb explosion [13] or alternatively interpreted as the
”break-out afterburner” [14].
It is known that target thickness should be properly
matched to the laser intensity [15] in order to obtain max-
imum ion energy. Although the optimum target thick-
ness can be estimated in the order of magnitude from
2D PIC simulations [15], the 3D PIC simulations are
needed to correctly quantify target thickness for differ-
ent laser intensities. The optimum target thickness was
found in Ref. [15], wherein the square root energy scaling
for the proton energy with laser intensity (energy) was
also inferred. The square root intensity scaling for the
maximum proton energy is also predicted by the TNSA
model, which is valid for thick targets [16]. The 3D PIC
simulations to find optimum target thickness for the laser
pulse energy must also examine the dependence on dif-
ferent spot sizes and pulse durations. Such optimization
should include a systematic study of laser light absorp-
tion (i.e. laser to electron energy conversion efficiency)
in semi-transparent targets: a study that will form an
important part of our paper. Our comprehensive study
will quantify how all parameters of the pulse affect laser
energy conversion to hot electrons and define the effec-
tiveness of high-energy ion production. We will present
the results of our 3D optimization study with PIC code
Mandor [20] for acceleration of protons from thin tar-
gets triggered by femtosecond laser pulses. The main
outcome of this paper is the dependence of maximum
proton energies on the laser intensities under conditions
of volumetric heating of optimum thickness targets.
We also propose a simple theoretical model that esti-
mates maximum ion energy using the effective tempera-
ture of the laser heated electrons. Since the electric field
that accelerates ions depends on the charge separation,
the ratio of the Debye length of laser heated electrons λDe
to the foil thickness l is the main controlling parameter of
the theory. So far, only two asymptotic cases have been
studied in detail: quasineutral expansion λDe ≪ l [17]
and Coulomb explosion λDe ≫ l [18]. None of these the-
ories are fully applicable to thin semitransparent targets.
We will show that our model, that is valid for arbitrary
λDe/l, qualitatively explains numerical simulations when
the ponderomotive dependence [26] of the effective elec-
tron temperature on the absorbed laser energy is used.
It has been already shown that thin foils with opti-
mum thicknesses are much better for proton acceleration.
Making use of shorter laser pulses or tight laser focus-
ing also results in some increase of proton energies [19].
Building on these results, we have performed 3D simu-
lations of proton acceleration by ultrashort (τ = 30 fs
FWHM duration) tightly focused (FWHM of the laser
spot d = 4λ) laser pulses with the PIC code MAN-
DOR [20]. As a reference we set the laser wavelength
at λ = 1µm. Laser intensity is varied from I = 5 × 1018
to I = 5× 1022 W/cm2, which corresponds to laser pulse
energies from 0.03 J to 300 J. To examine pulse duration
(τ) and spot size (d) effects on ion acceleration, three ad-
ditional sets of laser pulse parameters with the same full
laser energy have been used: increased laser spot size,
d = 6λ, and decreased one, d = 2λ, for τ = 30 fs and
for the increased pulse duration, τ = 150 fs, for the hot
spot size d = 4λ. A very tight laser pulse focusing to
22λ has been implemented by using the parabolic mirror
simulation technique [21]. For larger hot spots, Gaussian
laser pulses have been used.
The laser pulse was focused on the front side of the thin
CH2 plasma foils, that are composed of electrons, hydro-
gen ions, and fully ionized carbon ions (C6+). The target
has an electron density of 200nc (where nc = me/4pie
2ω2
is the plasma critical density), which corresponds to a
solid mass density of CH2 (1.1 g/cm
3). The target thick-
ness l has been varied from 3 nm to 1 µm.
We performed several runs with different target thick-
nesses that have been chosen according to the theoreti-
cally predicted optimum length, λa0 nc/(nepi) [22], where
a0 = 0.85
√
I[W/cm2]λ[µm]2 10−18. The results of the
simulations for maximum proton energies are shown in
the top panel of Fig. 1. They clearly confirm the exis-
tence of an optimum target thickness for which protons
reach maximum energies. The optimum target thick-
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FIG. 1: Maximum proton energy vs. target thickness for
different laser energies (top panel) and optimum target areal
density in nc × λ units vs. laser field a0 (bottom panel).
For both panels large black dots stand for τ = 30fs and
d = 4µm, small black dots for τ = 30fs and d = 6µm, gray
dots for τ = 30fs and d = 2µm, open circles for τ = 150fs
and d = 4µm.
ness corresponding to the maximum of ion energies (Fig.
1, bottom panel) grows linearly with laser field ampli-
tude, l0 = 0.5λa0nc/ne, where the numeric factor 0.5
is almost independent from the focal spot size and it is
slightly above the theoretically predicted 1/pi [22]. At
the same time, this factor slightly increases with the
laser pulse duration (see open circles in Fig. 1, bottom
panel), i.e. the optimum regime of ion acceleration by
the longer pulses requires thicker targets. The optimum
target thickness corresponds to the partially transpar-
ent target [22], when volumetrically heated electrons are
swept out of the plasma in a forward direction and give
rise to strong charge separation fields [23], which accel-
erate ions by the directed Coulomb explosion [13]. The
laser pulse can then expel a large number of hot elec-
trons from the hot spot region and penetrate inside the
target in a hole-boring like action. This is the reason why
optimal target thickness is above theoretically predicted
values and this is why longer laser pulses can penetrate
through thicker targets.
Figure 2 shows the dependence of ion maximum en-
ergy on the laser pulse energy. The results of our simu-
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FIG. 2: Maximum proton energy for optimum target thick-
ness vs. laser energy for τ = 30fs and d = 4µm (large black
dots), d = 6µm (small black dots), d = 2µm (gray dots)
and τ = 150fs and d = 4µm (open circles). The black and
dashed lines correspond to the fits ε[MeV] = 22(EL[J])
0.7 and
ε[MeV] = 45(EL[J])
0.5 [15], correspondingly.
lations for the maximum energy of the protons from the
optimum thickness targets are well approximated by the
scaling ε ∝ E0.7L , which is different from the square root
dependence reported earlier [15]. The numerical propor-
tionality factor varies from 14 for a long pulse (150 fs)
and large focal spot diameter (d & 4λ), to 45 for tight
laser focusing into the focal spot of d=2λ. Given laser
energies the shorter laser pulse and tighter focusing gives
higher maximum proton energy. The number of energetic
protons also increases with the laser energy. Note that
long pulses are more effective for proton acceleration if
the laser energy is less than 1 J.
To better understand the proton energy scaling of Fig.
2, we have analyzed the laser energy absorption coef-
ficient, A, for semi-transparent targets. We define an
absorption coefficient as the ratio of the particle kinetic
energy to the initial laser energy. We found that for our
parameters, the absorption coefficient of 30 fs pulse in
3the targets with optimum thickness increases with laser
energy (see fig. 3) from values less than 10% for 0.03 J
laser to 30 % for 30 J laser. The absorption of longer
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FIG. 3: Laser light absorption in the targets of optimum
thickness as function of the laser energy. Definitions of the
dots are the same as in Fig. 2
laser pulses is better for small laser energies. It is also
not a monotonic function of the pulse energy. It drops
from 18% to 12% at 3 J laser pulse energy and then grows
to ∼ 30% for 300 J laser.
We will now demonstrate that the simple semi-analytic
theory qualitatively agrees with our simulation results
and captures the main elements of interaction physics
and ion acceleration. Assume that ion plasma occupies
the layer of the width l along x axis. The transversal
size of the plasma is limited to the laser focal spot area,
pid 2/4. For simplicity, we consider one ion species plasma
where ions are initially at rest within −l/2 < x < l/2.
During subsequent ion outflow, electrons remain in equi-
librium with the electrostatic field and are described by
the Boltzmann distribution function with an effective
temperature T . The latter depends on laser intensity and
can be time dependent due to adiabatic cooling after the
pulse is terminated. Plasma expansion at t > 0 will be
symmetrical with respect to the plane x = 0. For small
distances xf < d, where xf (t) is the ion front position,
three-dimensional effects due to transversal size of the
plasma region can be neglected and outflow is treated as
one-dimensional. Motion of ion plasma will be described
by the following system of equations:
ϕ′′ = ηee
ϕ/T − ni(x, t),
ϕ′|x=0 = 0, ϕ′|x=∞ = 0,
x¨ = −∂ ϕ
∂ x
, x˙(0) = 0
x(0) = x0, 0 ≤ x0 ≤ 1,
ni(x, t) = |∂x/∂x0|−1
(1)
where ηe = ne0/Z n0 is defined by the initial electron
density in the foil center ne0 , initial ion density n0,
and charge Z. The parameter ηe has a simple approx-
imate dependence on the initial electron temperature
ηe =
[
1 + 2T (0)
]−1
[24]. We have used the following
dimensionless variables in the system of equations (1):
spatial coordinate x is measured in the unit of l/2, time
t is normalized to 1/ωpi and energies Z T and Z eϕ are
written in terms of 4 pi(Z e)2 n0 (l/2)
2. Thus far there
are no analytic solutions for Eq. (1) at arbitrary T .
The only known solutions are for the case λDe ≪ l,
i.e. for the quasineutral expansion, T → 0, [17] and
for the case of λDe ≫ l, that is for the Coulomb explo-
sion, T → ∞ [18]. For the first case of the quasineutral
expansion Zni ≈ ne and electric field at the ion front is
E1 = 2
√
T/
√
2 e+ t2 [17], where e=2.71828.... In the sec-
ond limit of a Coulomb explosion, one finds ni = 1/xf (t)
and E1 ≡ 1 where xf (t) is the front position of the ex-
panding ion plasma [18].
To find an approximate solution of Eqns. (1) for
the arbitrary ratio of λDe/l we introduce the interpo-
lating expression for ni(x, t) that is valid for an arbi-
trary temperature T . From the Poisson equation in Eq.
(1) one obtains E1 =
∫ xf
0
(ni(x, t)− ηe exp[ϕ(x, t)/T ]) dx
where we used ne(x, t) = ηe exp
[
ϕ(x, t)/T
]
. If we choose
ni(x, t) = ηe exp[ϕ/T ] + E1/xf the expression for E1
is satisfied and one obtains a correct asymptotics for
both quasineutral outflow and for the Coulomb explo-
sion regime. Solving Poisson equation in (1) with such
an ion density, we obtain an implicit expression for the
function E1(xf ):
(E1)
−1 = 1+
√
xf E1
2T
exp
[
xfE1
2T
]
Erf
[√
xfE1
2T
]
. (2)
Here Erf(z) =
∫ z
0
e−t
2
dt. Note that Eq. (2) is simpler
than that in Ref.[24] and has no interpolation coefficient.
We assume that plasma electrons are heated during
the laser pulse duration t < τ and reach the character-
istic temperature T0. However, after that, t > τ , they
adiabatically cool down as described in [25]. Temporal
behaviour of electron temperature can be described as
follows [25]
T (t) = T0
[
Θ(τ − t) + Θ(t− τ)
1 + (t− τ)2/t2c
]
, (3)
where Θ(t) is the Heaviside step function and the charac-
teristic cooling time is defined as tc = L/
√
2 cs. Where L
is the spatial scale of ion density and cs is the ion sound
speed. We chose L = xf (τ) and cs =
√
T0 as the typical
parameters.
When ions reach the distance xf ∼ L1 = 1 + d three-
dimensional effects must be taken into account. For
xf ≫ L1 electric field decreases ∝ x−2. Ensuring that
the electric field satisfies two limits at the ion front, E1
(2) for xf < L1 and E1(L1)/(x − L1)2 for xf ≫ L1 one
may propose a smooth connecting expression valid for
the front position xf at the arbitrary distance from the
foil. In addition, a laser pulse introduces asymmetry into
4plasma expansion because all electrons are accelerated by
the laser pulse in a forward direction on the rear side of
the thin foil. We will assume that the electric field at
x > 0 is twice the value E1 (2) defined above for the
symmetric expansion of the hot plasma layer into a vac-
uum. Consequently, the electric field at the position of
the ion front at the arbitrary time can be approximately
written as follows:
E(xf ) =


2E1(xf ), xf ≤ L1,
2E1(L1)
[
1 + (xf − L1)2
]−1
, xf > L1,
(4)
where the time evolution of the electron temperature that
contributes to E1 (2) is given by the Eq. (3). Solving the
equation of motion (1) for the ions at the front of the
expanding plasma with the electric field E(xf ) (4) one
obtains maximum ion energy εmax = (x˙f )
2/2.
To illustrate the results of our theoretical model we
have plotted the maximum ion energy for the hydrogen
foil as a function of the laser spot diameter (Fig. 4, top
panel) and the pulse duration (Fig. 4, bottom panel). We
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FIG. 4: Proton maximum energy vs. hot spot size d (top
panel) and vs. pulse duration (bottom panel) for a hydrogen
foil of ne = 200ncr and optimal thickness.
have assumed that the electron temperature T0 obeys the
ponderomotive scaling law [26]: T0 ∝ mc2(
√
1 + (a1)2−
1), where a1 is the laser amplitude, calculated using the
absorbed fraction of laser intensity a1 = a0
√
A. The foil
is assumed to be of an optimal thickness l0. Plots in Fig.
4 agree with simulations (c.f. Fig. 2) to the extent that
for a given pulse energy, a defocussed laser light as well
as a longer pulse duration lead to a maximum ion energy
decrease.
In Fig. 5 we compare maximum energy of the protons
for optimum target thicknesses from simulations (dots)
and theory (lines).
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FIG. 5: Maximum proton energy vs. absorbed laser field
amplitude a1. Circles represent the numerical simulations
and lines are the theoretical results for the following laser
parameters: d = 2µm, τ = 30 fs (gray dots and solid gray
line), d = 4µm, τ = 30 fs (small black dots and solid black
line), d = 6µm, τ = 30 fs (large black dots and dashed black
line), d = 4µm, τ = 150 fs (open circles and dotted black
line).
It is clearly seen that the theory correctly reproduces
the dependence of the maximum proton energy on laser
intensity. Since our theory considers single-ion-species
(H) foil, the curves for analytical solutions in Fig 5
slightly overestimate simulation results (up to 30% for
τ=30 fs). This is expected because carbon ions from
CH2 foil are also accelerated thus making proton energy
lower. Note that the apparent and very good agreement
between theory and simulations for the long pulses (150
fs) is due to another limitation of the theoretical model
that disregards the effect of the transversal (radial) elec-
tron current from the periphery of the focal spot to its
centre. Such a flow of particles is able to provide more
accelerated electrons on the rear side of the target for
the long enough laser pulses. For τ > d/υ⊥, this ef-
fect may be significant. The velocity υ⊥ changes from
0 to c and the typical time of transversal electron mo-
tion, ∼ d/c, will be in the order of a few tens of fem-
toseconds. Notwithstanding these approximations, Fig 5
demonstrates that overall, our simple theory correctly de-
scribes dependence of the maximum ion energy on laser
and plasma parameters.
In summary, we have studied proton acceleration from
ultra-thin targets with optimal thicknesses. For the first
time, the absorption of laser light by semi-transparent
5plasma has been described. This permits an understand-
ing of laser intensity dependence of maximum ion en-
ergy, ε ∼ E0.7l , for a wide range of laser energies (from
0.03 J to 300 J). A simple analytic theory has been pro-
posed for the wide range of laser parameters. It agrees
well with our simulation results. Both analytical and
numerical predictions are quite optimistic about the ion
energy gain even for laser intensities below the range re-
quired for radiation pressure (light sail) regime. In gen-
eral, experiments show that ion energy increases slower
with laser intensity as compared to scaling predictions.
We believe that the systematic experimental study with
targets of optimum thicknesses and high contrast laser
pulses should confirm the theoretical predictions of our
paper.
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