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Introdução
As Equações Difereniais possuem uma apliação muito ampla na área da Mode-
lagem Matemátia. Um exemplo que justia essa armação é a Equação da Onda, que é
usada para modelar fenmenos ondulatórios omo, por exemplo: as ondas no oeano, as
vibrações de uma orda, et.
Este trabalho é onstituído por ino apítulos. O primeiro apítulo possui algumas
denições básias a respeito das equações difereniais, assim omo suas lassiações de
aordo om tipo, ordem e linearidade.
O segundo apítulo está dividido em três seções. As duas primeiras seções tratam
das soluções gerais de EDO`s lineares de primeira e segunda ordem, respetivamente.
Além disso, apresenta-se na segunda seção dois teoremas. O primeiro teorema é um
ritério para analisar se duas funções são linearmente dependentes, fato importante para
a araterização das soluções das EDO`s lineares, homogêneas de segunda ordem, que é
o resultado do segundo teorema. A tereira seção é destinada para alguns asos espeiais
da solução de EDO`s lineares, homogêneas de segunda ordem.
No tereiro apítulo serão enuniados alguns teoremas, sem prova, e denições
sobre onvergênia de funções: pontual e uniforme, que serão úteis no desenrolar dos
apítulos seguintes. Além disso, será introduzida a denição de séries de Fourier para
funções periódias de período 2π e 2L, juntamente om a denição de extensão par e
ímpar de funções.
No quarto apítulo será deduzida a equação da onda para pequenas osilações de
3
4uma orda, usando para tal a Segunda Lei de Newton. Depois disso, enontrar-se-á uma
solução para a equação da onda, no aso de uma orda de omprimento nito, usando
para tal a ténia de separação de variáveis e através da demonstração de um teorema
mostrar-se-á que de fato essa solução é geral. Para nalizar será provada a uniidade
dessa solução.
A solução da equação da onda, numa orda innita, através do método de
D`Alambert será o assunto prinipal do apítulo ino, porém, também será resolvido
o problema de Cauhy.
O estudo da equação da onda em dimensões maiores do que um (equação da
membrana retangular, irular,...) mereia uma atenção maior, que devido ao pouo
tempo que se tinha disponível não foi possível inorporá-lo nesse trabalho, ando omo
sugestão para pesquisas posteriores.
Capítulo 1
Equações Difereniais
1.1 Terminologia e Denições Básias
Denição 1.1 Uma igualdade que inlui uma função e as suas derivadas em relação a
uma ou mais variáveis independentes, é hamada de equação diferenial (ED). A função
é a inógnita na equação.
As equações difereniais são lassiadas de aordo om o seu tipo, ordem e linea-
ridade.
Classiação Pelo Tipo
Em relação ao seu tipo, uma equação diferenial pode ser lassiada em: ordinária
ou parial.
Equação Diferenial Ordinária (EDO): é uma equação que ontém apenas derivadas
ordinárias totais de uma função de uma variável om relação a esta únia variável
independente.
São exemplos de EDO:
5
6a)
du
dx
− 5u = 1
b) (u− x) + 4xdu
dx
= 0
)
d2u
dx2
− du
dx
= x
d)
d2u
dx2
− 22u
dx
+ 6u = 0
Equação Diferenial Parial (EDP): é uma equação que envolve as derivadas pari-
ais de uma função de várias variáveis em relação a estas variáveis independentes.
São exemplos de EDP:
a)
∂u
∂y
= −∂u
∂x
b) x
∂u
∂x
+ y
∂u
∂y
= u
)
∂2u
∂x2
=
∂2u
∂y2
− 2∂u
∂y
Nos exemplos aima, u é a função inógnita ou variável dependente e x, y são as
variáveis independentes.
Classiação Pela Ordem
Chama-se ordem de uma equação diferenial, a ordem da derivada de maior ordem
da equação.
Considere os seguintes exemplos:
a)
d2y
dx2
+ 3
(
dy
dx
)3
+ 2y = ex
A equação aima é uma equação ordinária de 2
a
ordem ou ordem 2.
7b) a2
∂4u
∂x4
+
∂2u
∂y2
= 0
Essa equação é uma equação diferenial parial de 4
a
ordem.
Neste trabalho, vamos onsiderar apenas equações difereniais de 1
a
e 2
a
ordem,
no aso das EDO e somente de 2
a
ordem, no aso das EDP.
Classiação Como Linear ou Não-Linear
Uma equação diferenial é hamada de linear se pode ser oloada na forma
∂nu
∂xn
+
∂n−1u
∂xn−1
+ . . .+
∂u
∂x
+ u = 0.
Uma equação que não é linear é hamada não-linear
Exemplos de equações não lineares:
a)
d2y
dx2
+ cos
(
dy
dx
)
+ y = 0
b)
dy
dx
+ x cos y = y2
)
∂2y
∂x2
+ y2
∂y
∂t
= sen y
Exemplos de equações lineares:
a) cos x · d
2y
dx2
+
dy
dx
+ x2y = 0
b) y′′ − 2y′ + y = 0
) x2
d2y
dx2
+ 3x
dy
dx
+ 5y = ex
d)
∂2u
∂x2
= 2
∂2u
∂y2
+ u cosx
e)
∂2u
∂x2
+
∂2u
∂y2
= 0
Capítulo 2
EDO's de 1
a
e 2
a
Ordem
Denição 2.1 (Solução de Uma Equação Diferenial) Chama-se solução de uma
equação diferenial num determinado intervalo aberto I, qualquer função denida em
I, que satisfaz à equação.
Exemplo 2.1 A função y = xex, x ∈ (−∞,+∞) é uma solução para a equação linear:
d2y
dx2
− 2dy
dx
+ y = 0
pois
d2
dx2
(xex) + (−2) d
dx
(xex) + xex = (xex + 2ex)− 2(xex + ex) + xex = 0
para todo x ∈ (−∞,+∞). Logo y = xex é solução dessa equação diferenial.
Veja que a função y(x) = 0, x ∈ R, também satisfaz a mesma equação e, portanto,
é outra solução.
Uma função identiamente nula que é solução de uma equação diferenial num
determinado intervalo I é dita solução trivial.
Uma equação diferenial, em geral, pode possuir uma innidade de soluções. Por
exemplo, por uma simples substituição veria-se que para ada valor de c ∈ R, a função
y = cex
2
8
9é uma solução partiular da equação
dy
dx
− 2xy = 0.
Da mesma forma, veria-se que para ada valor de c ∈ R, a função
y = cxex
é uma solução partiular da equação
d2y
dx2
− 2dy
dx
+ y = 0.
2.1 EDO Linear de 1
a
Ordem
Denição 2.2 Uma equação diferenial linear, de 1
a
ordem, om oeientes onstantes
é uma equação da forma:
du
dx
+ au = f(x), x ∈ I (2.1)
onde supomos que f é uma função denida e ontínua num intervalo aberto I e a ∈ R.
Solução Geral
Ao multipliar ambos os membros da equação (2.1) por eax obtém-se:
eax
du
dx
+ aueax = eaxf(x)
ou
d
dx
(ueax) = eaxf(x) (2.2)
Como f é ontínua em I, eaxf(x) admite primitiva em I, então de (2.2), integrando
ambos os membros, tem-se:
ueax = k +
∫
easf(s)ds.
onde k ∈ R é uma onstante arbitrária.
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Multipliando ambos os membros por e−ax, obtém-se:
u(x) = ke−ax + e−ax
∫
easf(s)ds (2.3)
om k uma onstante. Para ada valor de k ∈ R, u(x) é uma solução partiular da equação
(2.3). Portanto, a equação (2.3) admite uma innidade de soluções. Vamos hamar (2.3)
de solução geral da equação (2.1).
Exemplo 2.2 Considere a equação
du
dx
−3u = ex, x ∈ (−∞,+∞). Vamos obter a solução
geral e a solução partiular que satisfaz u(0) = 1.
a) Como foi visto a solução geral é da forma da equação (2.3) om a = −3 e f(x) = ex,
então tem-se:
u(x) = ke3x + e3x
∫
e−3x · exdx
u(x) = ke3x + e3x
∫
e−2xdx
mas, ∫
e−2xdx =
−e−2x
2
,
logo
u(x) = ke3x + e3x ·
(−e−2x
2
)
u(x) = ke3x − e
x
2
b) Agora preisa-se determinar k para se ter u(0) = 1.
1 = ke3·0 − e
0
2
1 = k · 1− 1
2
k =
3
2
Com isso a solução que satisfaz a ondição u(0) = 1 é dada por:
u(x) =
3
2
e3x − e
x
2
u(x) =
3e3x − ex
2
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2.2 EDO Linear de 2
a
Ordem
Denição 2.3 (Dependênia Linear) Diz-se que as funções f1(x) e f2(x) são linear-
mente dependentes (LD) num intervalo I se existem onstantes c1, c2 não simultaneamente
nulas tais que
c1f1(x) + c2f2(x) = 0 (2.4)
para todo x no intervalo I.
Denição 2.4 (Independênia Linear) Diz-se que as funções f1(x) e f2(x) são linear-
mente independentes (LI) num intervalo I se a equação (2.4) é satisfeita para todo x ∈ I
apenas para c1 = c2 = 0.
Teorema 2.1 Suponha que f1(x) e f2(x), x ∈ I, sejam deriváveis no intervalo I. Se o
determinante: ∣∣∣∣∣∣
f1(x) f2(x)
f ′1(x) f
′
2(x)
∣∣∣∣∣∣ 6= 0,
em todo ponto do intervalo I, então as funções f1(x) e f2(x) são linearmente independentes
nesse intervalo. O determinante aima é denotado por W (f1(x), f2(x)) e é hamado de
wronskiano das funções f1 e f2.
Exemplo 2.3 As funções f1(x) = cosβx e f2(x) = sen βx, om β 6= 0, x ∈ I, I ⊆ R são
LI.
De fato, f1 e f2 são deriváveis e f
′
1(x) = −β sen βx, f ′2(x) = β cosβx.
Com isso temos que:
W =
∣∣∣∣∣∣
f1(x) f2(x)
f ′1(x) f
′
2(x)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
cos βx sen βx
−β sen βx β cosβx
∣∣∣∣∣∣
= β cos2 βx+ β sen2 βx = β(sen2 βx+ cos2 βx) = β · 1
Portanto, W(f1, f2) = β.
Como β 6= 0 tem-se que W 6= 0; logo, f1(x) e f2(x) são LI no intervalo I.
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Teorema 2.2 Sejam f1 e f2, duas soluções LI de uma EDO linear, homogênea de 2
a
ordem num intervalo I. Então toda solução dessa equação é uma ombinação linear de
f1 e f2. Com isso a solução geral para essa EDO é
u(x) = c1f1(x) + c2f2(x), x ∈ I.
Denição 2.5 Uma EDO linear de 2
a
ordem, om oeientes onstantes, é uma equação
da forma:
d2u
dx2
+ b
du
dx
+ cu = f(x), x ∈ I ⊆ R (2.5)
om b, c ∈ R, I um intervalo aberto e f é uma função ontínua denida em I.
Quando f(x) = 0 em todo I, a equação
d2u
dx2
+ b
du
dx
+ cu = 0 (2.6)
é hamada homogênea, do ontrário, é hamada não-homogênea.
Solução Geral da Equação Homogênea
Suponha que para um erto λ, u = eλx é solução de (2.6). Então,
d2
dx2
(eλx) + b
d
dx
(eλx) + ceλx = 0,
o que dá
λ2eλx + bλeλx + ceλx = 0
eλx(λ2 + bλ + c) = 0,
que só é válida se
λ2 + bλ+ c = 0 (2.7)
Podemos onluir que, u = eλx é solução da equação (2.6) se λ for raiz da equação (2.7).
Denição 2.6 A equação algébria (2.7) é hamada equação araterístia de (2.6).
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Teorema 2.3 Suponha que (2.7) tenha raízes reais λ1 e λ2. Então:
i) Se λ1 6= λ2 a equação (2.6) tem solução geral
u(x) = Aeλ1x +Beλ2x, (2.8)
om A,B ∈ R.
ii) Se λ1 = λ2 a equação (2.6) tem solução geral
u(x) = Aeλ1x +Bxeλ1x, (2.9)
om A,B ∈ R.
iii) Se as raízes forem omplexas, isto é, λ = α± βi, nesse aso,
u(x) = eαx[A cosβx+B sen βx], (2.10)
om A,B ∈ R.
Demonstração: Sejam λ1 e λ2 as raízes reais da equação
λ2 + bλ+ c = 0
Nesse aso,
λ1 + λ2 = −b
λ1 · λ2 = c
Substituindo em (2.6):
d2u
dx2
− (λ1 + λ2)du
dx
+ λ1λ2 = 0
ou ainda,
d
dx
[
du
dx
− λ1u
]
− λ2
[
du
dx
− λ1u
]
= 0
Dena
g(x) =
du
dx
− λ1u (2.11)
14
temos:
d
dx
g(x)− λ2g(x) = 0 (2.12)
Vamos provar que u(x) é solução da equação (2.6) se e somente se g(x) é solução
da equação (2.12).
Comparando (2.12) om (2.1), uja solução geral é dada por (2.3), segue que:
g(x) = keλ2x (2.13)
Então u(x) é solução da equação (2.6), se e somente se, satisfaz
du
dx
− λ1u = keλ2x (2.14)
Comparando esta última equação om as equações (2.1) e (2.3), obtemos que
u(x) = Ceλ1x + keλ1x
∫
e(λ2−λ1)xdx (2.15)
Analisemos a solução (2.15) nos asos:
1
o
Caso:
Para λ1 6= λ2 segue que
u(x) = Ceλ1x + keλ1x · e
(λ2−λ1)x
λ2 − λ1 = Ce
λ1x +
(
k2
λ2 − λ1
)
eλ2x
Denindo A = C e B = k2
λ2 − λ1 tem-se
u(x) = Aeλ1x +Beλ2x (2.16)
2
o
Caso:
Para λ1 = λ2:
u(x) = Ceλ1x + keλ1x
∫
dx
u(x) = Ceλ1x + keλ1x[x+D]
u(x) = Ceλ1x + keλ1xx+ kDeλ1x
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u(x) = (C + kD)eλ1x + keλ1xx
Fazendo A′ = C + kD e B′ = k, segue que
u(x) = A′eλ1x +B′eλ1xx
u(x) = eλ1x(A′ +B′x) (2.17)
3
o
Caso:
Sejam u e g tais que
u(x) = e−
b
2
x · g(x) (2.18)
Armamos que a função u(x) é solução da equação (2.6) se, e somente se, g é
solução da equação
d2
dx2
g +
(
−∆
4
)
g = 0 (2.19)
onde ∆ é o disriminante da equação
λ2 − bλ+ c = 0 (2.20)
ou seja,
∆ = b2 − 4c (2.21)
Nesse aso, ∆ < 0 e λ = α± βi.
De fato, temos que
d2
dx2
u+ b
d
dx
u+ c
=
d2
dx2
[
e−
b
2
xg
]
+ b
d
dx
[
e−
b
2
xg
]
+ c (2.22)
Como
d
dx
[
e−
b
2
xg
]
= − b
2
e−
b
2
xg + e−
b
2
x d
dx
g
16
e
d2
dx2
[
e−
b
2
xg
]
=
d
dx
[
− b
2
e−
b
2
xg + e−
b
2
x d
dx
g
]
= − b
2
[
− b
2
e−
b
2
xg + e−
b
2
x d
dx
g
]
− b
2
e−
b
2
x d
dx
g + e−
b
2
x d
2
dx2
g
=
b2
4
e−
b
2
xg − b
2
e−
b
2
x d
dx
g − b
2
e−
b
2
x d
dx
g + e−
b
2
x d
2
dx2
g
=
b2
4
e−
b
2
xg − be− b2x d
dx
g + e−
b
2
x d
2
dx2
g.
substituindo esses resultados em (2.22) obtém-se:
b2
4
e−
b
2
xg − be− b2x d
dx
g + e−
b
2
x d
2
dx2
g + b
[
− b
2
e−
b
2
xg + e−
b
2
x d
dx
g
]
+ c
= e−
b
2
x d
2
dx2
g − b
2
4
e−
b
2
xg + c
= e−
b
2
x
[
d2
dx2
g +
(
c− b
2
4
)
g
]
(2.23)
Mas,
∆ = b2 − 4c⇒ −∆
4
= c− b
2
4
Então,
d2u
dx2
+ b
du
dx
+ c = e−
b
2
x
[
d2
dx2
g +
(
−∆
4
)
g
]
= 0
se, e somente se,
d2
dx2
g − ∆
4
g = 0
provando a armação.
Vamos no que segue, obter a solução geral da equação (2.19). Observe que:
d
dx
(cosβx) = −β sen βx
e
d2
dx2
(cosβx) = −β2 cosβx
de modo que a função cosβx é solução da equação (2.19) para
−β2 = ∆
4
⇒ β2 = −∆
4
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Como ∆ < 0 ⇒ −∆ = |∆|, então β = ±
√
|∆|
2
. Logo, cos
(√|∆|
2
x
)
é solução da
d2
dx2
g − ∆
4
g = 0.
Analogamente, a função sen
(√|∆|
2
x
)
também é solução da
d2
dx2
g − ∆
4
g = 0.
Sejam então u1(x) = cos
(√|∆|
2
x
)
e u2(x) = sen
(√|∆|
2
x
)
duas soluções para a
equação (2.19) (EDO linear, homogênea de 2
a
ordem) num intervalo I. Do exemplo (2.2)
tem-se que u1(x) e u2(x) são linearmente independentes.
Usando o teorema 2.2 pode-se obter a solução geral para a equação (2.6) no aso
omplexo. Como
g(x) = A cos
(√|∆|
2
x
)
+ B sen
(√|∆|
2
x
)
deduz-se que
u(x) = e−
b
2
x
[
A cos
(√|∆|
2
x
)
+B sen
(√|∆|
2
x
)]
.
Mas de (2.7) temos que:
λ =
−b±√b2 − 4c
2
, b2 − 4c = ∆ < 0
∴ λ = − b
2︸︷︷︸
α
±i
√|∆|
2︸ ︷︷ ︸
β
⇒ α = − b
2
e β =
√|∆
2
.
Com isso, esreve-se a solução geral da equação (2.6):
u(x) = eαx[A cosβx+B sen βx]
Isso onlui a prova do Teorema 2.3
Observação 2.1 No Teorema 2.3, item i), as funções f1 = e
λ1x
e f2 = e
λ2x
são funções
18
LI. De fato,
W(f1, f2) =
∣∣∣∣∣∣
f1 f2
f ′1 f
′
2
∣∣∣∣∣∣ =
∣∣∣∣∣∣
eλ1x eλ2x
λ1e
λ1x λ2e
λ2x
∣∣∣∣∣∣
= λ2e
x(λ1+λ2) − λ1ex(λ1+λ2)
= (λ2 − λ1)ex(λ1+λ2) 6= 0, ∀x ∈ R
pois λ2 6= λ1, por hipótese.
Para o item item ii) temos que f1 = e
λ1x
e f2 = xe
λ1x
também são LI, pois
W(f1, f2) =
∣∣∣∣∣∣
f1 f2
f ′1 f
′
2
∣∣∣∣∣∣ =
∣∣∣∣∣∣
eλ1x xeλ1x
λ1e
λ1x (1 + xλ1)e
λ1x
∣∣∣∣∣∣
= (1 + xλ1)e
2λ1x − xλ1e2λ1x
= e2λ1x + xλ1e
2λ1x − xλ1e2λ1x
= e2λ1x 6= 0, ∀x ∈ R
Analogamente, para o item iii), temos f1 = e
αx cosβx e f2 = e
αx sen βx, portanto
W(f1, f2) =
∣∣∣∣∣∣
f1 f2
f ′1 f
′
2
∣∣∣∣∣∣ =
∣∣∣∣∣∣
eαx cosβx eαx sen βx
eαx(α cosβx− sen βx) eαx(α sen βx+ cosβx)
∣∣∣∣∣∣
= e2αx cos βx(α sen βx+ cosβx)− e2αx sen βx(α cosβx− sen βx)
= e2αx[α cosβx sen βx+ cos2 βx− α cosβx sen βx+ sen2 βx]
= e2αx[cos2 βx+ sen2 βx]
= e2αx 6= 0, ∀x ∈ R
logo, f1 e f2 são LI.
2.3 Casos Espeiais da Equação (2.6)
Na equação (2.6) onsideremos os seguintes asos espeiais:
a) b = c = 0. Com isso sua equação araterístia é
λ2 = 0
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a qual tem únia solução: λ = 0.
Pelo Teorema 2.3, a solução geral da equação (2.6) é
u(x) = A+Bx (2.24)
b) b = 0 e c > 0. Nesse aso, a equação araterístia é
λ2 + c = 0
ujas raízes são omplexas e distintas:
λ1 = i
√
c e λ2 = −i
√
c
Portanto, a solução geral da equação, pelo Teorema 2.3, item iii), é dada por
u(x) = A cos(
√
cx) +B sen(
√
cx) (2.25)
) Para b = 0 e c < 0, a equação araterístia é
λ2 + c = 0
ujas raízes são reais e distintas pois −c > 0:
λ1 =
√−c e λ2 = −
√−c
Nesse aso, pelo Teorema 2.3, a solução geral da equação é
u(x) = Ae
√−c x +Be−
√−c x
(2.26)
Capítulo 3
Convergênia Uniforme e Série de
Fourier
3.1 Convergênia Uniforme
Denição 3.1 (Convergênia Pontual) Uma seqüênia de funções (fn(x)) onverge
para a função f(x) no ponto x ∈ B, B ⊆ R, se para todo ε > 0, existe n0(ε, x) ∈ N tal
que
n > n0 ⇒ |fn(x)− f(x)| < ε. (3.1)
Observação 3.1 O valor de n0, depende, em geral, do ponto x (daí o nome onvergênia
pontual) e de ε para garantir que a seqüênia fn onvirja no ponto x. Agora, quando n0
só depende de ε, diz-se que fn onverge uniformemente, pois nesse aso, para um dado ε,
n0 é o mesmo para todo x do intervalo.
Denição 3.2 (Convergênia Uniforme) Diz-se que a seqüênia de funções (fn) on-
verge uniformemente para f num intervalo B se, para todo ε > 0, existir um número
natural n0 (que só depende de ε) tal que, para todo x ∈ B,
n > n0 ⇒ |fn(x)− f(x)| < ε. (3.2)
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Em ambos os asos de onvergênia, india-se:
f(x) = lim
n→+∞
fn(x), x ∈ B.
Interpretação Gráa
Da denição de onvergênia uniforme num intervaloB tem-se que para todo x ∈ B
existe n0 = n0(ε) tal que
n > n0 ⇒ f(x)− ε < fn(x) < f(x) + ε.
Com isso, para que fn onvirja uniformemente em B, o gráo de fn(x) quando
tomamos n > n0(ε), deve permaneer dentro da faixa determinada pelos gráos das
funções: y = f(x)− ε e y = f(x) + ε, om x ∈ B.
ε
ε
B
y = f(x)− ε
y = f(x) + ε
f(x)
fn(x)
Exemplo 3.1 Considere a seqüênia de funções fn(x) = x
n
, n > 1 e seja f(x) = 0 para
x ∈ [−1
2
, 1
2
]. Mostrar que a seqüênia (fn) onverge uniformemente para f em [
−1
2
, 1
2
].
Objetivo: Queremos mostrar que dado ε > 0 existe n0 = n0(ε) tal que
n > n0 ⇒ |xn − 0| < ε.
Como |x| 6 1
2
, então |x|n 6
(
1
2
)n
, para todo x ∈ [−1
2
, 1
2
].
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Assim, para que |xn| < ε, ∀x ∈ [−1
2
, 1
2
], basta tomar
(
1
2
)n
< ε, ou seja, n >
− ln ε
ln 2
.
Esolhendo-se n0 ∈ N de tal forma que n0 > − ln ε
ln 2
resulta que
n > n0 ⇒ |xn| < ε
∴ n > n0 ⇒ |xn − 0| < ε.
Observe que a esolha de n0 depende apenas de ε e não depende de x.
Portanto, a seqüênia fn(x) = x
n
onverge uniformemente para f(x) = 0 em
[−1
2
, 1
2
].
No que segue, enuniamos, sem prova, vários resultados importantes sobre onver-
gênia uniforme que serão utilizados posteriormente.
Teorema 3.1 Seja fn uma seqüênia onvergente de funções e seja f : B −→ R dada
por
f(x) = lim
n→+∞
fn(x)
Se fn onverge uniformemente a f em B e se ada fn for ontínua em x0 ∈ B então f
também será ontínua em x0.
Teorema 3.2 Seja f : [a, b] −→ R dada por
f(x) = lim
n→+∞
fn(x)
onde ada fn é suposta ontínua em [a, b]. Nesta ondições, se fn onvergir uniformemente
a f em [a, b], então ∫ b
a
f(x)dx = lim
n→+∞
∫ b
a
fn(x)dx
ou seja, ∫ b
a
[
lim
n→+∞
fn(x)
]
dx = lim
n→+∞
∫ b
a
fn(x)dx.
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Teorema 3.3 Seja fn uma seqüênia de funções de lasse C1 no intervalo I e sejam f e
g funções de I em R dadas por:
f(x) = lim
n→+∞
fn(x)
e
g(x) = lim
n→+∞
f ′n(x).
Nessas ondições, se a seqüênia de funções f ′n onvergir uniformemente a g em I então,
para todo x ∈ I,
f ′(x) = g(x)
ou seja, (
lim
n→+∞
fn(x)
)′
= lim
n→+∞
f ′n(x).
Note que o Teorema 3.3 exige que f ′n onvirja uniformemente para g em I, mas
não exige que fn onvirja uniformemente para f .
Teorema 3.4 (Critério M de Weierstrass) Seja
+∞∑
k=0
fk uma série de funções e supo-
nhamos que exista uma série numéria
+∞∑
k=0
Mk tal que, para todo x ∈ B e para todo
natural k,
|fk(x)| 6Mk.
Nestas ondições, se a série
+∞∑
k=0
Mk for onvergente, então a série
+∞∑
k=0
fk onvirgirá uni-
formemente, em B, à função s(x) =
+∞∑
k=0
fk(x).
Apliando o Teorema 3.4:
Exemplo 3.2
Verique que a série
+∞∑
k=1
1
x2 + k2
onverge uniformemente, em R, à função
s(x) =
+∞∑
k=1
1
x2 + k2
.
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Note que para qualquer x ∈ R
−1
k2
6
1
x2 + k2
6
1
k2
Então,
∣∣∣∣ 1x2 + k2
∣∣∣∣ 6 1k2 .
Como,
+∞∑
k=1
1
k2
é onvergente, pelo Teorema 3.4, segue que a série
+∞∑
k=1
1
x2 + k2
on-
verge uniformemente, em R, para a função
s(x) =
+∞∑
k=1
1
x2 + k2
.
Teorema 3.5 Seja s : B −→ R dada por
s(x) =
+∞∑
k=0
fk(x).
Se a série de funções
+∞∑
k=0
fk onvergir uniformemente para s, em B, e se ada fk for
ontínua em x0 ∈ B, então s também será ontínua em x0.
Teorema 3.6 (Integração Termo a Termo) Seja s = s(x), x ∈ [a, b], dada por:
s(x) =
+∞∑
k=0
fk(x).
Se ada fk for ontínua em [a, b] e se a série onvergir uniformemente a s em [a, b], então∫ b
a
s(x)dx =
+∞∑
k=0
∫ b
a
fk(x)dx,
ou seja, ∫ b
a
[
+∞∑
k=0
fk(x)
]
dx =
+∞∑
k=0
∫ b
a
fk(x)dx.
Teorema 3.7 (Derivação Termo a Termo) Seja s : I −→ R, I intervalo, dada por
s(x) =
+∞∑
k=0
fk(x).
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Se ada fk for de lasse C1 em I e se a série
+∞∑
k=0
f ′k onvergir uniformemente em I, então,
s′(x) =
+∞∑
k=0
f ′k(x), para todo x ∈ I, ou ainda,
(
+∞∑
k=0
fk(x)
)′
=
+∞∑
k=0
f ′k(x).
Exemplo 3.3 Seja s(x) =
+∞∑
k=1
sen kx
k3
,
a) Qual o domínio de s(x)?
b) Justique:
s′(x) =
+∞∑
k=1
cos kx
k2
,
para todo x ∈ R.
Solução:
a) Tem-se que
−1 6 sen kx 6 1⇒ −1
k3
6
sen kx
k3
6
1
k3
,
para todo k > 1.
Logo,
∣∣∣∣sen kxk3
∣∣∣∣ 6 1k3 .
Portanto, pelo Teorema 3.4, s(x) onverge uniformemente. Então, temos que sua
onvergênia independe dos valores de x, ou seja, o domínio de s(x) é R.
b) Note que
sen kx
k3
é de lasse C1 e que
+∞∑
k=1
(
sen kx
k3
)′
=
+∞∑
k=1
cos kx
k2
.
Contudo, para todo x ∈ R e k > 1 ∣∣∣∣cos kxk2
∣∣∣∣ 6 1k2
Agora, pelo Teorema 3.4 (Critério M de Weierstrass), segue que a série
+∞∑
k=1
cos kx
k2
onverge uniformemente em R. Com isso, pelo Teorema 3.7 (Derivação Termo a
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Termo), tem-se (
+∞∑
k=1
sen kx
k3
)′
=
+∞∑
k=1
(
sen kx
k3
)′
,
ou seja,
s′(x) =
+∞∑
k=1
cos kx
k2
.
3.2 Séries de Fourier
Denição 3.3 (Série Trigonométria) Chama-se Série Trigonométria, uma série de
funções da forma:
α +
∞∑
k=1
(ak cos kx+ bk sen kx) (3.3)
sendo α, ak, bk, k = 1, 2, . . . onstantes.
Denição 3.4 (Série de Fourier) Seja u : [−π, π] −→ R integrável em [−π, π]. A série
de Fourier de u é a série (2.1) onde,
α =
a0
2
, (3.4)
ak =
1
π
∫ pi
−pi
u(x) cos kxdx, k = 0, 1, 2, . . . (3.5)
e
bk =
1
π
∫ pi
−pi
u(x) sen kxdx, k = 1, 2, . . . (3.6)
Exemplo 3.4 Enontrar a série de Fourier da função u(x) = |x|, x ∈ [−π, π].
Solução: Determinando ak:
ak =
1
π
∫ pi
−pi
|x| cos(kx)dx
=
1
π
[∫ 0
−pi
|x| cos(kx)dx+
∫ pi
0
|x| cos(kx)dx
]
=
1
π
[
−
∫ 0
−pi
x cos(kx)dx+
∫ pi
0
x cos(kx)dx
]
=
1
π
[∫ pi
0
x cos(kx)dx+
∫ pi
0
x cos(kx)dx
]
=
2
π
∫ pi
0
x cos(kx)dx
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Mas, para k 6= 0, ∫
x cos(kx)dx = x
sen(kx)
k
−
∫
sen(kx)
k
dx
=
x sen(kx)
k
− 1
k
[− cos(kx)
k
]
=
x sen(kx)
k
+
cos(kx)
k2
Com isso,∫ pi
0
x cos(kx)dx =
[
x sen(kx)
k
− cos(kx)
k2
] ∣∣∣∣pi
0
=
π sen(kπ)
k
+
cos(kπ)
k2
−
(
0 · sen(k · 0)
k
+
cos(k · 0)
k2
)
=
cos(kπ)
k2
− 1
k2
, k 6= 0
Logo,
ak =
2
π
(
cos(kπ)
k2
− 1
k2
)
ak =
2
k2π
(cos(kπ)− 1)
para k = 1, 2, 3, . . .
Para k = 0, tem-se:
a0 =
1
π
∫ pi
−pi
|x| cos(0x)dx
a0 =
1
π
∫ pi
−pi
|x|dx
a0 = π
Determinando bk:
bk =
1
π
∫ pi
−pi
|x| sen(kx)dx
=
1
π
[∫ 0
−pi
(−x) sen(kx)dx+
∫ pi
0
x sen(kx)dx
]
=
1
π
[
−
∫ 0
−pi
x sen(kx) +
∫ pi
0
x sen(kx)dx
]
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Fazendo x = −t na 1a integral:
=
1
π
[
−
∫ 0
pi
(−t) sen(−kt)(−dt) +
∫ pi
0
x sen(kx)dx
]
=
1
π
[
−
∫ pi
0
t sen(kt)dt+
∫ pi
0
x sen(kx)dx
]
= 0.
Então, a série
π
2
− 4
π
(
cosx+
1
32
cos 3x+
1
52
cos 5x+ · · ·
)
é a série de Fourier de u(x) = |x|.
Teorema 3.8 (Riemann) Seja u periódia em R, om período 2π, ontínua por partes
em [−π, π]. Então, em todo ponto x ∈ R onde u tem derivadas laterais nitas, a Série de
Fourier de u onverge para
1
2
[u(x+ 0) + u(x− 0)] , (3.7)
onde
u(x± 0) = lim
h→0
u(x± h). (3.8)
Exemplo 3.5 Seja f uma função periódia, om período 2π e, em [−π, π], f é ontínua
por partes e denida omo:
f(x) =


−1 se − π < x < 0
1 se 0 6 x 6 π
Calular a série de Fourier de f(x).
Gráo de f(x) em [−π, π]:
1
−1
π−π
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Vamos alular os oeientes ak:
Para k = 0:
a0 =
1
π
∫ pi
−pi
f(x)dx
=
1
π
[∫ 0
−pi
(−1)dx+
∫ pi
0
(1)dx
]
=
1
π
[−(π) + π]
= 0.
Para k 6= 0:
ak =
1
π
[∫ 0
−pi
(−1) cos(kx)dx+
∫ pi
0
cos(kx)dx
]
=
1
π
[
−
∫ 0
−pi
cos(kx)dx+
∫ pi
0
cos(kx)dx
]
=
1
π
[
−
∫ 0
pi
cos(kt)(−dt) +
∫ pi
0
cos(kx)dx
]
=
1
π
[0]
= 0
Calulando os oeientes bk:
bk =
1
π
[∫ 0
−pi
(−1) sen(kx)dx+
∫ pi
0
+1 sen(kx)dx
]
=
1
π
[
−
∫ 0
pi
− sen(kt)(−dt) +
∫ pi
0
sen(kx)dx
]
=
1
π
[
2
∫ pi
0
sen(kx)dx
]
=
2
π
[− cos(kx)
k
] ∣∣∣∣pi
0
=
−2
kπ
[cos(kπ)− 1]
=
−2
kπ
[
(−1)k − 1]
Então, a série de Fourier de f(x) é
∞∑
k=1
(
2
kπ
(
1− (−1)k) sen(kx)) = 2
π
∞∑
n=0
2
2n+ 1
sen [(2n+ 1)x]
=
4
π
∞∑
n=0
sen[(2n+ 1)x]
2n+ 1
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Vejamos agora para que função esta série onverge. Em x = 0 os limites laterais
são:
lim
h→0
f(0 + h) = +1
lim
h→0
f(0− h) = −1
Logo, pelo Teorema 3.8, no ponto x = 0 a série de Fourier onverge para
1
2
[+1− 1] = 0
Analogamente, nos pontos
xk = kπ.
Nos demais pontos x onde f é ontínua, a série onverge para f(x).
Gráo da função f˜(x) para a qual onverge a série de Fourier de f .
1
−1
b b b b
Corolário 3.1 Se no Teorema de Riemann, a hipótese de que u é ontínua por partes
em [−π, π] for substituída pela hipótese de que u é derivável em ada parte de (−π, π),
então u é ontínua em (−π, π). Nesse aso, a série de Fourier onverge para u(x) em ada
ponto de (−π, π).
Exemplo 3.6 Seja f(x) = x, x ∈ (−π, π) e periódia de período 2π. Calular a série de
Fourier de f .
O gráo da função f é o seguinte:
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π 2π 3π−π−2π−3π
b
b
π
−π
Os oeientes ak e bk são dados por (3.4), (3.5) e (3.6).
No entanto, ak = 0, k = 0, 1, 2, 3 . . ., pois
f(x) cos(kx)
é uma função ímpar.
Para bk tem-se
bk =
1
π
∫ pi
−pi
x sen(kx)dx
=
1
π
[
x
(
−cos(kx)
k
)
−
∫
−cos(kx)
k
dx
]pi
pi
=
1
π
(
−2π cos(kπ)
k
)
= −2
k
(−1)k.
Logo, a Série de Fourier da função f(x) é
∞∑
k=1
2
k
(−1)k+1 sen(kx), k = 1, 2, 3, . . .
Para todo x ∈ (−π, π), f(x) é derivável, e om isso ontínua, então pelo Corolário
3.1, do Teorema de Riemann, a Série de Fourier da função f(x) onverge para f(x) = x
em ada ponto de (−π, π). Nos pontos xn = (2n+ 1)π, n ∈ Z, a série onverge para zero
omo segue do Teorema (3.8), relações (3.7) e (3.8), pois f(xn−0) = π e f(xn+0) = −π.
O gráo da função para a qual a série de Fourier onverge é o seguinte:
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π 2π 3π−π−2π−3π
b b b
b
b
π
−π
3.3 Funções Periódias de Período 2L
Denição 3.5 No aso de uma função f de período 2L, L > 0, tem-se que sua série de
Fourier é dada por:
a0
2
+
∞∑
k=1
(
ak cos
kpix
L
+ bk sen
kpix
L
)
(3.9)
om
ak =
1
L
∫ L
−L
f(x) cos kpix
L
dx, k = 0, 1, 2, . . . (3.10)
e
bk =
1
L
∫ L
−L
f(x) sen kpix
L
dx, k = 0, 1, 2, . . . (3.11)
Importante: Ao onsiderar-se funções periódias de período 2L ao invés de período 2π,
não se perde nenhuma das propriedades, teoremas e orolários anteriores, pois essa
extensão de funções de período 2π para período 2L é dada pela função
s =
πx
L
o qual transforma o intervalo −L < x < +L em −π < s < +π.
Exemplo 3.7 Seja f uma função periódia de período 2L. Mostre que ak = 0 se f é
ímpar e bk = 0 se f é par.
Calulando ak:
ak =
1
L
∫ L
−L
f(x) cos kpix
L
dx
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ak =
1
L
[∫ 0
−L
f(x) cos kpix
L
dx+
∫ L
0
f(x) cos kpix
L
dx
]
Fazendo x = −t e sendo f uma função ímpar, tem-se:∫ 0
−L
f(x) cos kpix
L
dx =
∫ 0
L
f(−t) cos kpi(−t)
L
(−dt)
= −
∫ L
0
f(t) cos kpit
L
dt
Substituindo esse resultado na expressão de ak obtêm-se ak = 0.
Para bk tem-se:
bk =
1
L
∫ L
−L
f(x) sen kpix
L
dx
bk =
1
L
[∫ 0
−L
f(x) sen kpix
L
dx+
∫ L
0
f(x) sen kpix
L
dx
]
Fazendo x = −t e sendo agora f uma função par, tem-se:∫ 0
−L
f(x) sen kpix
L
dx =
∫ 0
L
f(−t) sen kpi(−t)
L
(−dt)
= −
∫ L
0
f(t) sen kpit
L
dt
Substituindo esse resultado na expressão de bk, obtêm-se que bk = 0.
3.4 Extensão Par e Ímpar de Uma Função
É omum em ertas apliações ser neessário representar em Série de Fourier uma
função ontínua por partes num intervalo da forma (0, L). Tal problema a resolvido
quando obtêm-se uma representação em Séries de Fourier de uma função f˜ periódia de
período 2L, uja restrição ao intervalo (0, L) é igual a f . A função f˜ denomina-se extensão
periódia de f .
Quando se deseja obter uma representação de Fourier de f é onveniente fazer sua
extensão par ou ímpar, tendo-se em vista a simpliação da Série de Fourier para essas
funções omo ilustra o Exemplo 3.7.
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Denição 3.6 (Extensão Par) A extensão par de f(x) é a função par f˜P (x) denida
por:
f˜P (x) =


f(x), 0 < x < L
f(−x), −L < x < 0
f(0 + 0), para x = 0
f(L− 0), para x = L ou x = −L
f(x− 2L), para x > L
f(x+ 2L), para x < −L
Denição 3.7 (Extensão Ímpar) A extensão ímpar de f(x) é a função f˜I(x) denida
da seguinte forma:
f˜I(x) =


f(x), 0 < x < L
−f(−x), −L < x < 0
−f(0 + 0), para x = 0
f(L− 0), para x = L
−f(L− 0), para x = −L
f(x− 2L), para x > L
f(x+ 2L), para x < −L
Exemplo 3.8 Seja f(x) = x, x ∈ [0, L]. Enontre uma extensão par para a função f(x).
Considere a extensão par de f(x) dada pela função f˜p(x) = |x|, x ∈ [−L,L] e
periódia de período 2L.
O gráo da extensão f˜p(x) e o seguinte:
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L
L−L
Usando as fórmulas (3.10) e (3.11) obtemos:
ak =
2L
k2π2
(cos(kπ)− 1) e a0 = L.
e
bk = 0
Agora, omo f˜(x) é ontínua, tem-se pelo Corolário 3.1 que a série de Fourier
onverge para f˜p(x), em ada x. Portanto,
f˜p(x) =
L
2
+
∞∑
k=1
2L
k2π2
(cos(kπ)− 1)
Restringindo o domínio da série para x ∈ [0, L], e omo
f˜p(x) = f(x), x ∈ [0, L]
a série obtida é a série de Fourier de f(x) = x, em [0, L].
Capítulo 4
A Equação da Onda
4.1 Equação Diferenial Para Pequenas Osilações de
Uma Corda
Chama-se de orda um o no e exível.
Adotando um sistema de oordenadas artesianas, supomos que, em estado de equi-
líbrio, a orda oinida om o eixo dos x, tendo suas extremidades xadas na origem (0, 0)
e no ponto (0, L), L > 0. Consideraremos aqui apenas o estudo de pequenas osilações
transversais da orda, ou seja, ada ponto da orda se desloa apenas perpendiularmente
ao eixo x, no plano xy. No instante t, seja u(x, t) a ordenada do ponto da orda uja
absissa é x. Portanto, a função u(x, t) representa o desloamento ou amplitude de ada
ponto da orda no instante t, a partir de sua posição de equilíbrio.
Para a realização das onsiderações posteriores vamos admitir as seguintes hipóte-
ses.
1) A função u(x, t), x ∈ [0, L], t > 0, é ontinua e tem derivadas primeiras e segundas
ontínuas.
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2) As amplitudes u(x, t) das osilações e suas derivadas são supostas pequenas. Seus
produtos e seus quadrados não serão onsiderados nos álulos omparados om a
unidade.
No que segue, o objetivo será o de obter uma equação satisfeita pela função u(x, t).
Para um determinado instante t xo, suponhamos que o perl da orda seja o
representado na Figura 4.1 abaixo,
x
u
x1
b
x2
b
A1
A2
T1
T2
0 L
Figura 4.1:
Do urso de álulo sabemos que o omprimento s do aro A1A2
⌢
, no instante xo
t, é dado pela seguinte integral:
s =
∫ x2
x1
√
1 +
(
du
dx
)2
dx
Mas, omo onsideramos a hipótese (2), temos que
(
du
dx
)2
é muito pequeno, logo o om-
primento do aro pode ser esrito da seguinte forma:
s =
∫ x2
x1
√
1dx =
∫ x2
x1
dx = x2 − x1.
Pode-se mostrar, também, que a tensão
~T na orda pode ser tomada independente
de x, ou seja, pode ser onsiderada igual a T0. Com isso, temos que as forças que atuam
no aro A1A2
⌢
são as seguintes:
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i) as tensões nos pontos A1 e A2 que são tangeniais à orda.
ii) forças externas, se existirem.
iii) forças de inéria.
Devido a onsideração feita no iníio, a qual diz respeito ao movimento de ada
ponto da orda ser realizado na direção vertial, isto é, perpendiular ao eixo dos x, junta-
mente om o fato das forças externas e de inéria terem direções também perpendiulares
ao mesmo eixo, onlui-se que a resultante das forças, na direção x, no aro A1A2
⌢
é nula,
ou seja, o aro não tem aeleração na direção x.
Mostrar-se-á agora que
~T não depende de x, ou seja, ~T poderá ser identiada por
~T0 para todo x e t. Para isso, sejam α e β os ângulos agudos que as direções de ~T1 e ~T2
formam om o eixo dos x respetivamente, no instante t:
x
u
x1 x2
T1
T2
T1x
T1u
T2x
T2u
b
b
β
β
α
α
0 L
Figura 4.2:
Sendo
~T1u e ~T2u as omponentes na direção perpendiular ao eixo x das tensões
~T1 e ~T2 respetivamente, e ~T1x e ~T2x as omponentes na direção x das tensões ~T1 e ~T2
respetivamente, temos:
T1x − T2x = 0⇒ T1 cosα− T2 cosβ = 0
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Só que, pelo fato de onsiderarmos pequenas osilações, temos que:
sen2 α+ cos2 α = 1⇒ sen
2 α
cos2 α
+
cos2 α
cos2 α
=
1
cos2 α
(α 6= π
2
+ kπ, k ∈ Z)
⇒ tan2 α+ 1 = 1
cos2 α
⇒ cos2 α = 1
tan2 α + 1
⇒ cosα = 1√
tan2 α + 1
, (0 < α <
π
2
).
Mas, tanα = du
dx
, então:
cosα =
1√(
du
dx
)2
+ 1
,
pela hipótese (2),
(
du
dx
)2 ≈ 0, logo:
cosα ≈ 1√
0 + 1
≈ 1.
Com raioínio análogo para o ângulo β, tem-se que:
T1 cosα− T2 cosβ ∼= 0
T1 − T2 ∼= 0
T1 ∼= T2
Pelo fato dos pontos A1 e A2 serem genérios, temos que T não depende de x e o
identiaremos por T0 para todo x e t.
Deduziremos a equação diferenial de pequenas osilações de uma orda om a
apliação da 2
a
Lei de Newton, segundo a qual, a massa do sistema vezes a sua aeleração
é igual à resultante de todas as forças nele apliadas. Devido às ondições impostas, temos
que as forças responsáveis pelo movimento são, as omponentes das tensões na direção
dos desloamentos u, as forças externas e as forças de inéria. Calulando essas forças,
obtemos:
a) Resultante das tensões na direção u:
Fru = T2u − T1u = T0 sen β − T0 senα,
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sendo
senα = tanα cosα =
tanα
1
cosα
=
tanα√
sec2 α
=
tanα√
1 + tan2 α
,
omo tanα = ∂u
∂x
, temos:
senα =
(
∂u
∂α
)√
1 +
(
∂u
∂α
)2 ,
e pela hipótese (2):
senα ≈ ∂x
∂α
.
Usando raioínio análogo para o ângulo β, tem-se:
senα =
(
∂u
∂x
)
x=x1
e
sen β =
(
∂u
∂x
)
x=x2
.
Então:
Fru = T0
[(
∂u
∂x
)
x=x2
−
(
∂u
∂x
)
x=x1
]
T.F.C
= T0
∫ x2
x1
∂2u
∂x2
dx
b) Forças externas: representando-se por p(x, t) a distribuição das forças externas por
unidade de omprimento atuando sobre a orda na direção u. Daí, temos que a força
F
ext
que atua sobre o aro A1A2
⌢
é dado por:
F
ext
=
∫ x2
x1
p(x, t)dx
) Forças de inéria: seja ρ(x) a densidade de massa da orda. A massa da orda no
aro A1A2
⌢ ≈ x1x2 é ρ(x)∆x. Com isso a força de inéria FI sobre ada ponto desse
segmento é dada por:
FI = ρ(x)∆x
∂2u
∂t2
.
Logo, a força resultante de inéria sobre o aro A1A2
⌢
será:
FrI =
∫ x2
x1
ρ(x)∂
2u
∂t2
dx
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Pela 2
a
Lei de Newton, obtemos que:∫ x2
x1
ρ(x)∂
2u
∂t2
dx = T0
∫ x2
x1
∂2u
∂x2
dx+
∫ x2
x1
p(x, t)dx
ou ainda, ∫ x2
x1
[
T0
∂2u
∂x2
− ρ(x)∂2u
∂t2
+ p(x, t)
]
dx = 0, (4.1)
Para que a equação (4.1) seja válida é suiente que se tenha
T0
∂2u
∂x2
− ρ(x)∂
2u
∂t2
+ p(x, t) = 0 (4.2)
Essa é a equação diferenial para pequenas osilações de uma orda exível om den-
sidade de massa ρ(x), tensão onstante T0, submetida à ação de uma força externa
p(x, t).
Vamos, no que segue, estudar alguns asos partiulares da equação (4.2), por exem-
plo, quando ρ(x) é onstante, ou seja, não depende de x. Se isso aonteer podemos
representar a densidade linear da orda simplesmente por ρ, logo da equação (4.2) temos:
T0
∂2u
∂x2
− ρ∂
2u
∂t2
+ p(x, t) = 0
ρ
∂2u
∂t2
= T0
∂2u
∂x2
+ p(x, t)
∂2u
∂t2
=
T0
ρ
∂2u
∂t2
+
p(x, t)
ρ
.
Então podemos reesrever a nova equação da seguinte forma:
∂2u
∂t2
= a2
∂2u
∂x2
+ F (x, t) (4.3)
onde a =
√
T0
ρ
e F (x, t) = p(x,t)
ρ
.
Se não existirem forças externas atuando (p(x, t) = 0) na orda, a equação se
simplia mais ainda, sendo esrita omo:
∂2u
∂t2
= a2
∂2u
∂x2
(4.4)
Nota: a possui dimensão de veloidade, pois:
T0 → Kg ·m/s2
ρ→ Kg/m
⇒ a =
√
Kg ·m/s2
Kg/m
=
√
m2/s2 = m/s.
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4.2 O Problema Misto
Nosso objetivo, nesta seção, é resolver a equação
∂2u
∂t2
= a2
∂2u
∂x2
, 0 < x < L, t > 0; (4.5)
impondo-se as seguintes ondições:
i) u(x, 0) = f(x); (4.6)
ii) ut(x, 0) = g(x), 0 6 x 6 L; (4.7)
iii) u(0, t) = u(L, t) = 0, ∀t > 0. (4.8)
Note que ut(x, t) representa a derivada parial de u em relação a t.
A função f(x) desreve o perl iniial da orda e g(x), a veloidade do ponto da
orda om absissa x, no instante t = 0. As funções f(x) e g(x) são dadas no problema e
devem satisfazer f(0) = f(L) = 0 e g(0) = g(L) = 0.
Observação 4.1 As ondições u(x, 0) = f(x) e ut(x, 0) = g(x) são hamadas ondições
iniiais, enquanto u(0, t) = u(L, t) = 0 é hamada de ondição de ontorno ou de fronteira.
O problema de se resolver a equação (4.5) impondo estas duas ondições é hamado
de um problema misto.
Para que esse objetivo seja alançado será usada a Ténia de Separação de
Variáveis, isto é, a função u(x, t) que é solução do problema será dada sob a forma de
variáveis separadas, ou seja,
u(x, t) = X(x)T (t) (4.9)
onde X é uma função que depende só de x e T é uma função que depende só de t.
Substituindo (4.9) em (4.5), obtêm-se
X(x)T ′′ = a2T (t)X ′′. (4.10)
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Separando as variáveis, segue que para todo t > 0 e todo x ∈ (0, L), onde as funções X e
T não se anulam, vale a equação
T ′′
a2T
=
X ′′
X
= α. (4.11)
A onstante α segue do fato de que
0 =
d
dx
(
T ′′
a2T
)
=
d
dt
(
X ′′
X
)
. (4.12)
Portanto,
X ′′ = αX (4.13)
e
T ′′ = αa2T (4.14)
Preisa-se agora obter as soluções X(x) e T (t) das equações (4.13) e (4.14). Considera-se,
iniialmente, a equação
X ′′ − αX = 0 (4.15)
Impondo as ondições de ontorno, obtêm-se
u(0, t) = X(0)T (t) = 0
e
u(L, t) = X(L)T (t) = 0.
Portanto, nos pontos onde T (t) 6= 0, segue
X(0) = X(L) = 0.
Logo, preisa-se resolver 

X ′′ − αX = 0
X(0) = X(L) = 0
Considere os três asos seguintes:
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i) α > 0
Tome α = k2, k ∈ R. A equação
X ′′ − k2X = 0
tem solução geral
X(x) = c1e
kx + c2e
−kx
omo foi visto no Capítulo 2, Seção 2.3, item ).
Para x = 0: X(0) = c1 + c2 = 0.
Para x = L: X(L) = c1e
kL + c2e
−kL = 0.
Logo, temos o seguinte sistema

c1 + c2 = 0
c1e
kL + c2e
−kL = 0
de onde obtemos c1 = −c2 e c2(e−kL − ekL) = 0.
Porém,
e−kL − ekL 6= 0
pois do ontrário segue que
e−kL = ekL
e, portanto,
e−2kL = 1⇔ −2kL = 0
o que não é possível, pois L > 0 e k =
√
α, om α > 0.
Logo,
c2 = 0.
Por isso, para o aso onde α > 0, tem-se que X(x) = 0 é a únia solução possível, o
que resulta em
u(x, t) = 0
que é solução trivial.
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ii) α = 0
Com isso, 

X ′′ = 0
X(0) = X(L) = 0
A solução geral da equação nesse aso é
X(x) = c1x+ c2.
omo já onsiderado no Capítulo 2, seção 2.3, item a).
Impondo-se as ondições de ontorno tem-se:
X(0) = c1 · 0 + c2 = 0⇒ c2 = 0
X(L) = c1 · L+ c2 = 0⇒ c1 · L = 0⇒ c1 = 0,
pois L > 0.
Novamente obtêm-se X(x) = 0, ∀x, o que implia em solução trivial,
u(x, t) = 0
.
iii) α < 0
Nesse aso,
X ′′ − αX = 0
Substituindo, α = −k2, k ∈ R, obtemos
X ′′ + k2x = 0
que tem solução geral
X(x) = c1 sen kx+ c2 cos kx
omo já visto, também no Capítulo 2, seção 2.3, item b).
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Impondo as ondições de ontorno, obtêm-se
X(0) = c2 = 0.
Logo,
X(x) = c1 sen kx.
Agora,
X(L) = 0⇒ X(L) = c1 sen kL = 0.
Nesse aso, pode-se tomar c1 = 0 que implia em solução trivial, porém são possíveis
soluções não-triviais. Impondo-se c1 6= 0 e kL = nπ, ou k = nπ
L
, n = 1, 2, 3, . . . .
Logo, α = −
(nπ
L
)2
.
Então, há uma innidade de soluções possíveis dadas por
Xn(x) = c1 sen
(nπ
L
x
)
, n = 1, 2, 3, . . . (4.16)
Estudar-se-á, agora, a equação
T ′′ + λna
2T = 0
onde
λn =
(nπ
L
)2
Essa equação, já estudada no Capítulo 2, seção 2.3, item b), tem solução geral
Tn(t) = An cos(
√
λna2t) +Bn sen(
√
λna2t).
Com isso, obtêm-se para ada n = 1, 2, 3, . . ., as seguintes soluções para a equação da
onda satisfazendo as ondições de ontorno:
un(x, t) =
[
An cos(
√
λnat) +Bn sen(
√
λnat)
]
sen
(nπx
L
)
. (4.17)
A onstante c1 foi absorvida em An e Bn.
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Como a equação (4.5) é linear e homogênea, qualquer soma nita de soluções
un(x, t) dadas por (4.17) é também solução da (4.5) satisfazendo as ondições de ontorno.
Mas uma soma nita pode não araterizar a solução ompleta do problema de modo que
onsidera-se a superposição de todas elas, ou seja,
u(x, t) =
∞∑
n=1
[
An cos
(nπ
L
at
)
+Bn sen
(nπ
L
at
)]
sen
(nπ
L
x
)
. (4.18)
É parte da solução do problema determinar sob que ondições a série (4.18) é
onvergente e, nesse aso, se a função u(x, t) para a qual ela onverge satisfaz a equação
e as ondições iniiais e de ontorno. Cada termo da equação (4.18) satisfaz as ondições
de ontorno de modo que em x = 0 e x = L a série onverge para zero. Nesse aso, se a
série (4.18) for onvergente sua soma satisfaz as ondições de ontorno. O passo seguinte
é impor as ondições iniiais. Para tal é importante ter ondições para que a série possa
ser derivada termo a termo. Essas ondições são dadas no Teorema 3.3.
Supondo essas ondições e derivando (4.18) termo a termo om respeito a t obtêm-
se
∂u
∂t
=
∞∑
n=1
nπa
L
[
−An sen
(
nπat
L
)
+Bn cos
(
nπat
L
)]
sen
(nπx
L
)
(4.19)
Tomando t = 0 em (4.18) e (4.19) e usando as ondições iniiais, obtêm-se
f(x) =
∞∑
n=1
An sen
(nπx
L
)
, x ∈ (0, L) (4.20)
e
g(x) =
∞∑
n=1
Bn
nπa
L
sen
(nπx
L
)
(4.21)
Portanto, as ondições iniiais serão satisfeitas se as séries (4.20) e (4.21) forem as
expansões de Fourier de f(x) e g(x) em (0, L). Nesse aso,
An =
2
L
∫ L
0
f(x) sen
(
npix
L
)
dx (4.22)
e
Bn =
2
nπa
∫ L
0
g(x) sen
(
npix
L
)
dx (4.23)
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Disso segue que, a solução do problema é dado por (4.18) onde An e Bn são dados
por (4.22) e (4.23).
O teorema seguinte fornee as ondições que as funções f(x) e g(x) devem satisfazer
para que a função u(x, t) dada por (4.18), (4.22) e (4.23) seja de fato solução do problema.
Teorema 4.1 Suponha que
A) f(x) é duas vezes ontinuamente derivável no intervalo (0, L) e satisfaz as ondições
i) f(0) = f(L) = 0
ii) f ′(0) = f ′(L) = 0
iii) f ′′(0) = f ′′(L) = 0
iv) f ′′′(x) é ontínua por partes em (0, L).
B) g(x) é ontinuamente derivável em (0, L) e g′′(x) é ontínua por partes em (0, L) e
satisfaz
v) g(0)=g(L)=0.
vi) g′′(x) é ontínua por partes em (0, L).
Então, a função u(x, t) dada pela série (4.18) é duas vezes ontinuamente derivável em
(0, L) × (0,+∞) e satisfaz a equação da onda (4.5), as ondições iniiais e de ontorno.
Cada termo da série (4.18) é duas vezes derivável em x e t e a série onverge absoluta e
uniformemente para todo x ∈ [0, L] e t ∈ [0,+∞).
Demonstração: Considere, iniialmente, a integral
An =
2
L
∫ L
0
f(x) sen
(
npi
L
x
)
dx (4.24)
Como f(x) e sen
(
npi
L
x
)
são funções ontínuas em (0, L), isso implia que a integral em
(4.24) existe e portanto An está bem denido para todo n = 1, 2, 3, . . . .
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Usando integração por partes em (4.24) tem-se
An =
2
L

f(x)
[
− cos (npi
L
x
)
npi
L
] ∣∣∣∣∣
L
0
−
∫ L
0
f ′(x)
[
− cos (npi
L
x
)
npi
L
]
dx

 (4.25)
Como f ′(x) existe e é ontínua em (0, L) a relação (4.25) está justiada. Usando
(i),
An =
2
L
· L
nπ
∫ L
0
f ′(x) cos
(
npi
L
x
)
dx
=
2
nπ
∫ L
0
f ′(x) cos
(
npi
L
x
)
dx (4.26)
Pode-se integrar por partes a equação (4.24) mais duas vezes, o que dá
An = − 2L
2
n3π3
∫ L
0
f ′′′(x) cos
(
npi
L
x
)
dx. (4.27)
Por hipótese f ′′(x) e f ′′′(x) são ontínua e ontínua por partes, respetivamente, o
que garante a existênia da integral em (4.27).
Os oeientes
Bn =
2
nπa
∫ L
0
g(x) sen
(
npi
L
x
)
dx (4.28)
estão bem denidos visto que g(x) é, por hipótese, ontínua, o que garante que a integral
em (4.28) existe. Agora, usando integração por partes duas vezes em (4.28), obtêm-se
Bn = − 2L
2
n3π3a
∫ L
0
g′′(x) sen
(
npi
L
x
)
dx (4.29)
As integrações por partes estão bem denidas tendo em vista as hipóteses sobre a
função g(x).
Seja agora, f˜(x) a extensão periódia ímpar de período 2L da função f(x), x ∈
[0, L], no intervalo [−L,L]. A função f(x) é ontínua em (0, L) e f(0) = f(L) = 0 de
modo que f˜(x) também é ontínua em (−L,L) e satisfaz
f˜(−L) = f˜(L) = f˜(0) = 0.
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Em (0, L) tem-se que f˜ ′(x) = f ′(x) e f˜ ′′(x) = f ′′(x) o que mostra que f˜(x) é duas vezes
ontinuamente derivável em (0, L). Em (−L, 0), f˜(x) = −f˜(−x) e, portanto,
f˜ ′(x) = −df˜(−x)
d(−x) ·
d(−x)
dx
= f˜ ′(−x).
Logo,
f˜ ′(x) = f ′(−x)
pois −x ∈ (0, L). Com isso, f˜ ′(x) é ontínua também em (−L, 0). Também tem-se que
f˜ ′′(x) =
df ′(−x)
d(−x) ·
d(−x)
dx
= −f ′′(−x).
Segue então que f˜ ′′(x) é ontínua em (−L, 0).
Conlusão: f˜(x) é duas vezes ontinuamente derivável em (−L, 0).
Examina-se, agora, a regularidade de f˜(x) em x = 0. Tem-se que f(0) = 0 o que
deorre que f˜(0) = 0. Sabe-se que f˜(x) é ontínua em x = 0, portanto, veria-se que
f˜ ′(x) também é ontínua.
De fato,
lim
x→0+
f˜ ′(x) = lim
x→0+
f ′(x) = 0
e
lim
x→0−
f˜ ′(x) = lim
x→0−
f˜ ′(−(−x)) = lim
x→0−
−f˜ ′(−x) = − lim
x→0−
f ′(−x) = 0,
pois −x ∈ (0, L).
Portanto, f˜ ′(x) é ontínua em x = 0.
Para f˜ ′′(x) tem-se:
lim
x→0+
f˜ ′′(x) = lim
x→0+
f ′′(x) = 0
e
lim
x→0−
f˜ ′′(x) = lim
x→0−
f˜ ′′(−(−x)) = lim
x→0−
−f˜ ′′(−x) = − lim
x→0−
f ′′(−x) = 0,
pois −x ∈ (0, L). Com isso, f˜ ′′(x) é ontínua em x = 0 também.
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O mesmo raioínio se aplia à análise da ontinuidade nos extremos −L e +L.
Sendo assim, obtêm-se uma extensão ímpar f˜(x) em [−L,L] de maneira que a série
∞∑
n=1
A˜n sen
(nπx
L
)
(4.30)
onde
A˜n =
2
L
∫ L
−L
f˜(x) sen
(
npix
L
)
dx (4.31)
onverge pontualmente para f˜(x) em [−L,L], já que f˜(x) satisfaz as ondições do Co-
rolário 3.1 do Teorema de Riemann. Em partiular, onverge para f(x) em [0, L], pois
f˜(x) = f(x) em [0, L], então
f(x) =
∞∑
n=1
An sen
(nπx
L
)
(4.32)
onde
An =
2
L
∫ L
0
f(x) sen
(
npix
L
)
dx (4.33)
A série (4.32) também onverge uniformemente omo será mostrado a seguir. Para
tal será apliado o teste M de Weierstrass. Tem-se que∣∣∣An sen(nπx
L
)∣∣∣ 6 |An|. (4.34)
Mas, pela equação (4.27), tem-se
|An| 6
∣∣∣∣−2L2n3π3
∣∣∣∣ ·
∣∣∣∣
∫ L
0
f ′′′(x) cos
(
npix
L
)
dx
∣∣∣∣ (4.35)
|An| 6 2L
2
n3π3
·
∫ L
0
|f ′′′(x)| dx (4.36)
A integral em (4.36) existe pois f ′′′(x) é ontínua por partes, então faça
c1 =
∫ L
0
|f ′′′(x)|dx (4.37)
onde c1 é uma onstante positiva.
Considere a série
∞∑
n=1
Mn onde
Mn = 2L
2c1
n3π3
(4.38)
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A série
∞∑
n=1
Mn = 2L
2c1
π3
·
∞∑
n=1
1
n3
(4.39)
é onvergente pois
∞∑
n=1
1
n3
é a série harmnia de ordem 3 que onverge. Logo, pelo Teorema 3.4, a série dada por
(4.32) onverge uniformemente em [0, L] para f(x).
Considera-se agora a série
∞∑
n=1
B˜n
nπa
L
sen
(nπx
L
)
(4.40)
onde
B˜n =
2
nπa
∫ L
0
g˜(x) sen
(nπx
L
)
dx (4.41)
Seja g˜(x) a extensão ímpar da função g(x), x ∈ [0, L], no intervalo [−L,L]. A
função g(x) é ontínua em (0, L) e g(0) = g(L) = 0 de modo que g˜(x) também é ontínua
em (−L,L) e satisfaz
g˜(−L) = g˜(0) = g˜(L) = 0.
Em (0, L) tem-se g˜′(x) = g′(x) o que mostra que g˜(x) é ontinuamente derivável
em (0, L). Em (−L, 0), g˜(x) = −g˜(−x) e, portanto,
g˜′(x) = −dg˜
′(−x)
d(−x) ·
d(−x)
dx
= g˜′(−x)
mas, −x ∈ (0, L), logo
g˜′(x) = g′(−x).
Com isso, onstata-se que g˜′(x) é ontínua em (−L, 0). Basta examinar agora a regula-
ridade de g˜(x) em x = 0. Tem-se g(0) = 0 o que deorre g˜(0) = 0. Sabe-se que g˜(x) é
ontínua em x = 0, portanto veria-se que g˜′(x) também é ontínua.
De fato,
lim
n→0+
g˜′(x) = lim
x→0+
g′(x) = 0
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e
lim
x→0−
g˜′(x) = lim
x→0−
g˜′(−(−x)) = lim
x→0−
−g˜′(−x) = − lim
x→0−
g′(−x) = 0
já que −x ∈ (0, L).
Portanto, g˜′(x) é ontínua em x = 0. Para os extremos do intervalo −L e +L
aplia-se o mesmo raioínio, alulando os limites laterais om x → +L− e x → −L+,
mostrando assim que g˜(x) é ontinuamente derivável em (−L,L). Com isso, obtêm-se
uma extensão ímpar g˜(x), em [−L,L], para a função g(x), de maneira que a série
∞∑
n=1
B˜n
nπa
L
sen
(nπx
L
)
(4.42)
om
B˜n =
2
nπa
∫ L
−L
g˜(x) sen
(
npix
L
)
dx (4.43)
onverge absolutamente para g˜(x) em (−L,L), pois g˜(x) satisfaz as ondições do Corolário
3.1 do Teorema de Riemann. Em partiular a série onverge para g(x) em [0, L], pois
g˜(x) = g(x) em [0, L], então
g(x) =
∞∑
n=1
Bn
nπa
L
sen
(nπx
L
)
(4.44)
onde
Bn =
2
nπa
∫ L
0
g(x) sen
(
npix
L
)
dx (4.45)
A série (4.44) também onverge uniformemente omo será mostrado a seguir.
Usando o teste M de Weierstrass tem-se
∣∣∣Bnnπa
L
sen
(nπx
L
)∣∣∣ 6 ∣∣∣Bnnπa
L
∣∣∣ (4.46)
mas, por (4.29),
∣∣∣nπa
L
· Bn
∣∣∣ = ∣∣∣∣nπaL
(−2L2
n3π3a
·
∫ L
0
g′′(x) sen
(
npix
L
)
dx
)∣∣∣∣ (4.47)
∣∣∣nπa
L
· Bn
∣∣∣ 6 ∣∣∣∣−2Ln2π2
∣∣∣∣
∫ L
0
|g′′(x)|dx. (4.48)
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Tome,
c2 =
∫ L
0
|g′′(x)|dx (4.49)
logo ∣∣∣nπa
L
· Bn
∣∣∣ 6 2L
n2π2
c2 (4.50)
onde c2 é uma onstante positiva. Note também que a integral em (4.49) está bem denida
pois g′′(x) é ontínua por partes, por hipótese.
Então, seja
Mn = 2Lc2
n2π2
. (4.51)
A série
∞∑
n=1
Mn = 2Lc2
π2
·
∞∑
n=1
1
n2
é onvergente pois a série
∞∑
n=1
1
n2
é a série harmnia de ordem 2, que é onvergente. Logo, pelo Teorema 3.4, a série dada
por (4.44) onverge uniformemente para g(x).
Considere agora a série (4.18) om An e Bn dados por (4.22) e (4.23), satisfazendo
as desigualdades (4.36) e (4.48), respetivamente. Seja un(x, t) o n-ésimo termo da série
(4.18). Com isso
|un| 6 |An|+ |Bn| (4.52)
6
2L2c1
n3π3
+
2L2c2
n3π3a
=
c3
n3
(4.53)
onde c3 =
2L2
pi3
(
c1 +
c2
a
)
.
A série
∞∑
n=1
Mn (4.54)
onde Mn = c3
n3
onverge, pois é uma série harmnia de ordem 3. Com isso, pelo teste
M de Weierstrass, a série (4.18) onverge uniformemente e absolutamente para a função
u(x, t) em [0, L]× [0,+∞).
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A função u(x, t) é ontínua nesse domínio pois as funções un(x, t) são ontínuas
em [0, L]× [0,+∞), o que é garantido pelo Teorema 3.1.
Considere, agora, as séries
∞∑
n=1
∂un
∂x
(x, t) (4.55)
e
∞∑
n=1
∂un
∂t
(x, t) (4.56)
onde
∂un
∂x
=
nπ
L
[
An cos
(
nπat
L
)
+Bn sen
(
nπat
L
)]
cos
(nπx
L
)
(4.57)
e
∂un
∂t
=
nπa
L
[
−An sen
(
nπat
L
)
+Bn cos
(
nπat
L
)]
sen
(nπx
L
)
(4.58)
Note que as funções un(x, t) são ontínuas e deriváveis em relação a x e t.
Observe que∣∣∣∣∂un∂x
∣∣∣∣ 6 nπL
∣∣∣∣An cos
(
nπat
L
)
+Bn sen
(
nπat
L
)∣∣∣∣ · ∣∣∣cos(nπxL
)∣∣∣ (4.59)
6
nπ
L
(|An|+ |Bn|)
6
nπ
L
· c3
n3
=
c′3
n2
(4.60)
onde
c′3 =
π
L
c3.
E também, ∣∣∣∣∂un∂t
∣∣∣∣ 6 nπaL
∣∣∣∣−An sen
(
nπat
L
)
+Bn cos
(
nπat
L
)∣∣∣∣ · ∣∣∣sen(nπxL
)∣∣∣ (4.61)
6
nπa
L
(|An|+ |Bn|)
6
nπa
L
· c3
n3
=
c′3a
n2
(4.62)
As séries omMn = c
′
3
n2
eM′n =
c′3a
n2
, são séries harmnias de ordem 2, portanto
são onvergentes. Pelo testeM deWeierstrass, as séries (4.55) e (4.56) onvergem absoluta
e uniformemente para
∂u
∂x
e
∂u
∂t
, respetivamente, pelo Teorema 3.3.
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Proedendo de modo análogo para
∞∑
n=1
∂2un
∂x2
(x, t) =
∞∑
n=1
−n2π2
L2
[
An cos
(
nπat
L
)
+Bn sen
(
nπat
L
)]
sen
(nπx
L
)
(4.63)
e
∞∑
n=1
∂2un
∂t2
(x, t) =
∞∑
n=1
−n2π2a2
L2
[
An cos
(
nπat
L
)
+Bn sen
(
nπat
L
)]
sen
(nπx
L
)
(4.64)
pode-se mostrar que u ∈ c2 [(0, L)× (0,+∞)] . Portanto, as séries (4.63) e (4.64) onver-
gem para as funções ontínuas
∂2u
∂x2
e
∂2u
∂t2
, respetivamente.
Comparando
∂2u
∂x2
om
∂2u
∂t2
, tem-se a seguinte relação:
∂2u
∂t2
= a2
∂2u
∂x2
. (4.65)
A seguir, será provada a uniidade da solução do problema dado pelas equações (4.5),
(4.6), (4.7) e (4.8).
4.3 Uniidade de Solução
Para demonstrar a uniidade da solução u(x, t), suponha que existem duas funções
u(x, t) e v(x, t) que são soluções do problema dado pelas equações (4.5), (4.6), (4.7) e
(4.8). Além disso, onsidere a função w(x, t) = u(x, t)− v(x, t). Esta função é solução do
problema seguinte:
∂2w
∂t2
= a2
∂2w
∂x2
, 0 < x < L (4.66)
wt(x, 0) =
∂w
∂t
(x, 0) = 0, 0 6 x 6 L (4.67)
w(0, t) = w(L, t) = 0, t > 0 (4.68)
Considere, agora, a seguinte função
ǫ(t) =
1
2
∫ L
0
(w2t + a
2w2x)dx (4.69)
hamada de função energia da orda.
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Vamos mostrar que a derivada de (4.69) é zero, ou seja, a função ǫ(t) é onstante.
De fato,
dǫ
dt
=
1
2
∫ L
0
(2wtwtt + 2a
2wxwxt)dx
= a2
∫ L
0
(wtwxx + wxwxt)dx
= a2
∫ L
0
(wtwx)xdx
= a2(wtwx)
∣∣∣∣L
0
= 0,
pois wt(0, t) = wt(L, t) = 0.
Então, pelo fato de ǫ(t) possuir derivada nula é uma função onstante.
Como ǫ(0) = 0, tem-se que ǫ(t) = 0, para todo t > 0, ou seja,(
∂w
∂t
)2
+ a2
(
∂w
∂x
)2
= 0, (4.70)
para 0 < x < L, t > 0.
Então,
∂w
∂t
= 0 (4.71)
e
∂w
∂x
= 0 (4.72)
Logo, pode-se onluir que w(x, t) é onstante em relação a x e t, para todo x ∈
[0, L] e t > 0. Impondo a ondição iniial w(x, 0) = 0, segue que w(x, t) = 0 para todo
x ∈ [0, L] e t > 0.
Portanto,
u = v
o que prova que a solução é únia.
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4.4 Harmnios, Freqüênia e Amplitude
Considere as funções
un(x, t) =
[
An cos
(
npiat
L
)
+Bn sen
(
npiat
L
)]
sen
(
npix
L
)
(4.73)
que são soluções da equação da onda (4.5) e que satisfazem as ondições de fronteira
u(0, t) = u(L, t) = 0.
Essas funções un(x, t) são hamadas ondas estaionárias.
Para todo x, tal que
x =
kL
n
, k = 1, 2, 3, . . . , n
tem-se
sen
(
npix
L
)
= 0.
Portanto, onlui-se que esses pontos permaneem parados se a vibração da orda for
desrita por un(x, t). Tais pontos são hamados de nós da orda estaionária. Os pontos
médios entre dois nós onseutivos são os ventres ou antinós. O omprimento de onda
é denotado pelo dobro da distânia entre dois nós onseutivos, logo pode-se alular o
omprimento da onda estaionária da seguinte forma:
λ =
2L
n
.
Fazendo uma mudança de oordenadas em (4.73), de maneira que
αn =
√
A2n +B
2
n
e
θn = arctan
(
An
Bn
)
pode-se esrever un(x, t) da seguinte forma:
un(x, t) = αn sen
(
npiat
L
+ θn
)
sen
(
npix
L
)
(4.74)
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onde θn é hamado de fase.
Da equação (4.74) perebe-se também que para ada t xado, o perl da orda é
desrito por uma senóide. Para ada valor de t, onde t é dado por
t =
L
na
(
k − θn
π
)
, k = 0, 1, 2, . . .
a orda passa pela posição de equilíbrio.
Nesses instantes a veloidade da orda
∂un
∂t
é maxima. Para os valores de t onde
sen
[(
npiat
L
)
+ θn
]
= ±1,
a orda tem seus desloamentos máximos em relação a posição de equilíbrio, e nesses
instantes sua veloidade é zero.
Os movimentos de ada ponto x da orda obedee uma senóide de amplitude
αn sen
(
npix
L
)
a qual possui período
Tn =
2π
|npia
L
| =
2L
na
.
e freqüênia
fn = T
−1
n =
na
2L
.
Com isso, perebe-se que a freqüênia do n-ésimo harmnio é múltipla da freqüên-
ia fundamental
f1 =
a
2L
.
Capítulo 5
Solução de D'Alambert
5.1 Solução da Equação da Onda por D'Alambert
A solução de D'Alambert é obtida mediante uma mudança de variáveis na equação
∂2u
∂t2
= a2
∂2u
∂x2
(5.1)
om o intuito de simpliá-la. Para tal onsidere novas variáveis:
ε = αx+ βt
n = γx+ δt
em que
α · δ − β · γ 6= 0 (5.2)
Derivando a função u obtêm-se:
∂u
∂x
=
∂u
∂ε
· ∂ε
∂x
+
∂u
∂η
· ∂η
∂x
= α · ∂u
∂ε
+ γ · ∂u
∂η
∂2u
∂x2
= α2 · ∂
2u
∂ε2
+ 2αγ · ∂
2u
∂ε∂η
+ γ2 · ∂
2u
∂η2
∂u
∂t
= β · ∂u
∂ε
+ δ · ∂u
∂η
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∂2u
∂t2
= β2 · ∂
2u
∂ε2
+ 2βδ · ∂
2u
∂ε∂η
+ δ2 · ∂
2u
∂η2
.
Substituindo em (5.1):
β2
∂2u
∂ε2
+ 2βδ
∂2u
∂ε∂η
+ δ2
∂2u
∂η2
= a2
(
α2
∂2u
∂ε2
+ 2αγ
∂2u
∂ε∂η
+ γ2
∂2u
∂η2
)
(β2 − a2α2)∂
2u
∂ε2
+ 2(βδ − a2αγ) ∂
2u
∂ε∂η
+ (δ2 − a2γ2)∂
2u
∂η2
= 0 (5.3)
Porém, a equação (5.3) se simplia fazendo
β2 − a2α2 = 0
δ2 − a2γ2 = 0 (5.4)
desde que
βδ − a2αγ 6= 0. (5.5)
De fato (5.5) é válida, pois de (5.4) segue que
β = ±aα e δ = ±aγ.
Esolhendo onvenientemente
β = aα e δ = −aγ
e substituindo em (5.3) tem-se
αδ − βγ 6= 0
α(−aγ)− aαγ 6= 0
−2aαγ 6= 0
αγ 6= 0
uma vez que a 6= 0.
Com isso,
βδ − a2αγ = aα(−aγ)− a2αγ = −2a2αγ 6= 0.
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Para α = γ = 1, onlui-se que a equação (5.3) é esrita na forma
−4a2 ∂
2u
∂ε∂η
= 0
ou melhor,
∂2u
∂ε∂η
= 0.
Logo,
∂
∂η
(
∂u
∂ε
)
= 0⇒ ∂u
∂ε
= θ(ε).
Portanto,
u(ε, η) =
∫ ε
0
θ(s)ds+ i(η)
ou ainda,
u(ε, η) = h(ε) + i(η)
om h e i funções de lasse C2 quaisquer. Com isso, a solução de D'Alambert é dada por
u(x, t) = h(x+ at) + i(x− at). (5.6)
Essa solução é a solução geral da equação (5.1), ou seja, dadas duas funções quaisquer h
e i, de lasse C2, a função (5.6) é solução da equação da onda (5.1).
Observação 5.1 A solução (4.18) deve ser da forma da (5.6) uma vez que (4.18) é solução
da equação da onda. Isso pode ser veriado usando as identidades trigonométrias
sen a cos b =
1
2
[sen(a+ b) + sen(a− b)]
sen a sen b =
1
2
[cos(a− b)− cos(a+ b)]
na equação (4.18). Obtemos que u(x, t) é da forma da (5.6) om
h(x+ at) =
1
2
∞∑
n=1
[
an sen
npi
L
(x+ at)− bn cos npiL (x+ at)
]
e
i(x− at) = 1
2
∞∑
n=1
[
an sen
npi
L
(x− at)− bn cos npiL (x− at)
]
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5.2 Problema de Cauhy
No que segue, vamos estudar o problema de Cauhy para a equação (5.1), isto é,
à equação (5.1) impõe-se apenas ondições iniiais:
∂2u
∂t2
= a2
∂2u
∂x2
u(x, 0) = f(x) (5.7)
ut(x, 0) = g(x). (5.8)
onde −∞ < x < +∞, −∞ < t < +∞, f(x) de lasse C2 e g(x) de lasse C1.
Diz-se que o problema de Cauhy é bem proposto quando as seguintes ondições
são satisfeitas:
i) existe solução;
ii) há uniidade de solução;
iii) há dependênia ontínua dos dados iniiais f(x) e g(x).
A tereira hipótese do problema de Cauhy onsiste em saber se as soluções do
problema variarão pouo quando os dados sofrem pequenas modiações.
De (5.6) e (5.7) obtém-se:

u(x, 0) = h(x) + i(x) = f(x)
ut(x, 0) = ah
′(x)− ai′(x) = g(x)
Supondo-se f(x) de lasse C2 e g(x) de lasse C1 onlui-se

h(x) + i(x) = f(x)
h(x)− i(x) = ∫ x
0
g(s)ds+K
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Resolvendo o sistema enontra-se
h(x) =
1
2
f(x) +
1
2a
∫ x
0
g(s)ds+
K
2
;
i(x) =
1
2
f(x)− 1
2a
∫ x
0
g(s)ds− K
2
;
Logo,
h(x+ at) =
1
2
f(x+ at) +
1
2a
∫ x+at
0
g(s)ds+
K
2
;
i(x− at) = 1
2
f(x− at) + 1
2a
∫ 0
x−at
g(s)ds− K
2
.
Então,
u(x, t) =
1
2
[f(x+ at) + f(x− at)] + 1
2a
∫ x+at
x−at
g(s)ds (5.9)
que é onheida omo solução de D'Alambert para o problema de Cauhy.
Quanto à existênia de solução é imediata pois uma solução possível está expressa
em (5.9). A uniidade também é imediata.
Seja v(x, t) outra solução. Então, w(x, t) = u(x, t)− v(x, t) é solução do problema
de Cauhy
∂2w
∂t2
= a2
∂2w
∂x2
w(x, 0) = 0
wt(x, 0) = 0
A solução deste problema é da forma da equação (5.9) om f(x) = 0 e g(x) = 0. Portanto,
w(x, t) = 0, logo u = v.
Para mostrar a dependênia ontínua dos dados iniiais, onsidere u0, u1 e v0, v1
dois pares de dados iniiais, aos quais orrespondem as soluções u(x, t) e v(x, t), portanto
de (5.8) obtém-se
|u(x, t)− v(x, t)| 6 1
2
|u0(x+ at)− v0(x+ at)|+ 1
2
|u0(x− at)− v0(x− at)|+
+
1
2a
∫ x+at
x−at
|u1(s)− v1(s)|ds.
Mas note que, para todo ε > 0, existe δ tal que, se |uk(x, t) − vk(x, t)| < δ, então
|u(x, t)− v(x, t)| < ε.
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Portanto,
|u(x, t)− v(x, t)| 6 1
2
δ +
1
2
δ +
1
2a
2aTδ.
|u(x, t)− v(x, t)| 6 (T + 1)δ.
Dado ε > 0, tome δ =
ε
1 + T
, então |u(x, t) − v(x, t)| < ε para todo x ∈ R e
0 6 t 6 T sempre que
|uk(x, t)− vk(x, t)| < δ, k = 0, 1,
o que mostra que há dependênia ontínua dos dados iniiais.
Exemplo 5.1 Considere o problema de Cauhy
∂2u
∂t2
= c2
∂2u
∂x2
x, t ∈ (−∞,+∞)
u(x, 0) =
2
x2 + 1
= f(x) ∀x
∂u
∂t
(x, 0) = g(x) = 0 ∀x
O gráo da função f(x) é:
x
f(x)
2b
O maior valor de f oorre quando x = 0, pois nesse ponto o denominador tem o
seu maior valor.
Nesse exemplo, a solução de D'Alembert é
u(x, t) =
1
2
f(x+ ct) +
1
2
f(x− ct)
=
1
(x+ ct)2 + 1
+
1
(x− ct)2 + 1
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A solução é uma superposição de duas ondas
f(x+ ct) =
2
(x+ ct)2 + 1
e f(x− ct) = 2
(x− ct)2 + 1
que podem ser interpretadas individualmente omo ondas progressivas propagando-se para
a esquerda e à direita, respetivamente.
A função u(x, t) é máxima nos pontos x = ±ct onde seu valor é
u(±ct, t) = 1 + 1
4c2t2 + 1
No passado distante e no futuro distante umax = 1.
Num instante t1 < 0:
x
u
1 +
1
4c2t2
1
+ 1
b
ct1 −ct1
c c
2
b
Num instante posterior t2 < 0, t2 > t1 (|t2| < |t1|), temos que 1 + (4c2t22 + 1)−1 >
1 + (4c2t21 + 1) e os pios estão mais próximos:
1 +
1
4c2t2
1
+ 1
1 +
1
4c2t2
2
+ 1
b
ct2 −ct2
c c
2
b
b
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No instante t3 = 0, u(x, 0) =
2
x2 + 1
:
2
b
Posteriormente, os pios se afastam novamente em direções ontrárias:
c c
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