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Rs-SECTORIAL OPERATORS AND GENERALIZED TRIEBEL-LIZORKIN
SPACES
PEER KUNSTMANN AND ALEXANDER ULLMANN
Abstract. We introduce a notion of generalized Triebel-Lizorkin spaces associated with
sectorial operators in Banach function spaces. Our approach is based on holomorphic func-
tional calculus techniques. Using the concept ofRs-sectorial operators, which in turn is based
on the notion of Rs-bounded sets of operators introduced by Lutz Weis, we obtain a neat
theory including equivalence of various norms and a precise description of real and complex
interpolation spaces. Another main result of this article is that an Rs-sectorial operator al-
ways has a bounded H∞-functional calculus in its associated generalized Triebel-Lizorkin
spaces.
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1. Introduction
The theory of function spaces is a wide and important topic and has applications in various
fields of analysis, for example in regularity theory for partial differential equations, cf. e.g. [41],
[1]. It is well known that many classical function spaces as Sobolev spaces, Bessel-potential
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spaces or Hölder-Zygmund spaces, can be subsumed in the general notion of Besov and Triebel-
Lizorkin spaces, cf. e.g. [43], [44]. The most common definition of these spaces is based on the
Fourier transform and a dyadic decomposition of the Fourier image. From an operator theoretic
point of view, these spaces are closely related to the Laplace operator. In fact, Besov spaces are
real interpolation spaces of the domains of powers of the Laplacian. For a sectorial operator A
with domain D(A) in a Banach space X, an equivalent norm for the real interpolation space
(X,D(A))θ,s (θ ∈ (0, 1), s ∈ [1,∞]) is given using functional calculus as
‖x‖(X,D(A))θ,s ≈ ‖x‖X +
(∫ ∞
0
‖t−θϕ(tA)x‖sX
dt
t
)1/s
(1.1)
(with the usual modification if s =∞), where ϕ 6= 0 is a suitable bounded holomorphic func-
tion. This goes back to Komatsu, cf. [28], and a comprehensive treatment is given in [23].
The norm in (classical) Triebel-Lizorkin spaces F 2θp,s can be rewritten in a similar way as
‖x‖X +
∥∥∥∥(∫ ∞
0
|t−θϕ(tA)x|s
dt
t
)1/s∥∥∥∥
X
, (1.2)
where X = Lp(Rn), A = −∆ and p ∈ [1,∞), s ∈ [1,∞], θ ∈ (0, 1), if e.g. ϕ(z) = ze−z, cf. [42].
The norm expression in (1.2) still makes sense for a general sectorial operator in a Banach
function space X, and it seems reasonable to use (1.2) to define generalized Triebel-Lizorkin
spaces for a general sectorial operator A. This is what we shall do in this paper.
For Schrödinger operators H = −∆+V with certain potentials V , generalized Triebel-Lizorkin
spaces have been studied e.g. in [37], [47], via an approach that is much closer to the usual
definition. The two (closely interrelated) main differences to the present approach are:
• the operatorH is self-adjoint in L2(Rn) whereas we allow for general sectorial operators
A in a Banach function space,
• the functional calculus of the spectral theorem for H is used, which contains functions
with compact support, whereas we resort to the holomorphic functional calculus for
sectorial operators and thus have to use holomorphic functions ϕ in (1.2).
Another issue is that the usual Littlewood-Paley-like definition of Besov- and Triebel-Lizorkin
spaces (and also [37], [47]) uses discrete dyadic sums rather than continuous integral expres-
sions like (1.1), (1.2). For ϕ(z) = ze−z, discrete dyadic analogs of (1.1) can be extracted
from [41] (based on the notion of quasi-linearizable interpolation couples and properties of the
K-functional). In the context of H∞-calculus, there is no general study of such expressions.
We address the question of discrete analogs of (1.2) in Subsection 3.3. It turns out that one
has to be much more careful in the choice of ϕ. The condition we give below is certainly a
bit technical in nature. On the other hand, our study also yields new discrete analogs for
expressions (1.1), cf. Remarks 3.16, 4.6.
Let us mention right away that the case s = 2 is special. Much more is known and much
more can be proved. This is, on the one hand, due to the ubiquity of square function expres-
sions in harmonic analysis, which were also among the first topics studied in the theory of
H∞-functional calculus, cf. e.g. the fundamental paper [36] for the Hilbert space case (where
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actually the expressions (1.1) and (1.2) coincide) and [10], where more generally X = Lp is
covered. On the other hand, Khintchine’s inequality allows to rephrase square function expres-
sions in terms of random sums involving Rademacher or Gaussian sequences. These, however,
make sense in arbitrary Banach spaces X, and the relations to H∞-functional calculus have
been established in [27], [24], [26]. Moreover, in [26], [40], [24], interpolation methods have
been introduced (based on Rademacher and Gaussian random sums) that can be used to
define intermediate spaces between X and the domain D(A) of a sectorial operator A. For
X = Lp(Rn), 1 < p < ∞, and A = −∆ these intermediate spaces are the Bessel potential
spaces. The main new feature in the present paper thus is the study of the case s 6= 2. In order
to give a meaning to (1.2) we cannot work in a general Banach space X and restrict to Banach
function spaces. Moreover, there is no interpolation method behind (even if X is a Banach
function space, the domain D(A) of a sectorial operator A in X is not a Banach function
space, in general). Nevertheless, we shall use expressions like (1.2) to establish a theory of
s-intermediate spaces between X and D(A) which, for X = Lp(Rn), 1 < p <∞, and A = −∆
coincide with classical Triebel-Lizorkin spaces Fαp,s(R
n).
Let us now be a bit more specific about the content of the present paper. As in the study
of Besov- and Triebel-Lizorkin spaces, a central issue in handling the norms (1.1), (1.2) is
that they are independent of the special choice of (suitable) auxiliary functions ϕ. For Besov-
spaces (or in the general case real interpolation spaces) this can be ensured by sectoriality of
the operator A. In the case of the generalized Triebel-Lizorkin norms (1.2), things are more
subtle, since we need in addition control of the norm of the pointwise expressions in (1.2). For
this we introduce the concept ofRs-sectorial operators, based on the notion ofRs-boundedness
of operators introduced in [45]: If X is a Banach function space, a set T ⊆ L(X) is called
Rs-bounded if there is a constant C > 0 such that for all n ∈ N, T ∈ T
n and x ∈ Xn we have
an estimate ∥∥∥( n∑
j=1
|Tjxj |
s
)1/s∥∥∥
X
≤ C ·
∥∥∥( n∑
j=1
|xj |
s
)1/s∥∥∥
X
(1.3)
(with the usual modification if s =∞). An operator A in X is called Rs-sectorial if there is an
open sector Σ ( C such that {zR(z,A) | z ∈ Σ} is Rs-bounded. In Subsection 3.2 we will show
that in this case the s-power function norm expressions in (1.2) are equivalent for a certain
class of auxiliary functions ϕ using arguments from [33]. This is the central technical tool to
deal with these norms. Of course, estimates like (1.3) have been studied before in classical
harmonic analysis where they appear in the context of vector-valued extensions of singular
integral operators (cf. below).
Using these concepts, we can use (1.2) to define generalized Triebel-Lizorkin spaces for Rs-
sectorial operators and conclude that these spaces are reasonable intermediate spaces. In
particular, they are well-behaved under real and complex interpolation. Another main result
of this work is that the operator A always has a bounded H∞-calculus in its associated gen-
eralized Triebel-Lizorkin spaces.
In [31] we have shown that large classes of differential operators have an Rs-bounded H
∞-
calculus, i.e. the set {f(A) | f ∈ H∞(Σ), ‖f‖∞,Σ ≤ 1} is Rs-bounded for some open sector
Σ ( C. In particular, these operators are Rs-sectorial. Therefore, the theory of generalized
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Triebel-Lizorkin spaces developed in the present article can be applied to those operators.
Moreover, in [30] we shall show that, for several classes of elliptic differential operators, gen-
eralized Triebel-Lizorkin spaces coincide with classical Triebel-Lizorkin spaces. On the one
hand, this gives new representations of the spaces F θpq, on the other hand, by the result men-
tioned above this means that these operators have a bounded H∞-calculus in the (classical)
Triebel-Lizorkin spaces F θpq.
This paper is organized as follows: We start with some preliminaries in Section 2. Beside
standard facts about Banach function spaces and the H∞-calculus for sectorial operators,
we give a detailed exposure of the concept of Rs-boundedness in Banach function spaces in
Subsection 2.3. The explicit notion of Rs-boundedness in L
p-spaces was introduced by Lutz
Weis in [45], and it has been used e.g. in [45], [5] to deduce R-boundedness of semigroups of
operators and hence maximal regularity of the related Cauchy problem. Based on this concept
we study the notion of Rs-sectorial operators and Rs-bounded H
∞-calculus in Section 3.
In Subsection 3.2 we show the equivalence of (continuous) s-power function norms (1.2) for
certain auxiliary functions ϕ, and in Subsection 3.3 we study in detail discrete counterparts
of (1.2) of the form
‖x‖X +
∥∥∥(∑
j∈Z
|2−jθϕ(2jA)x|s
)1/s∥∥∥
X
, (1.4)
and show that also these norms are equivalent to (1.2), where one has to impose more restric-
tions on the auxiliary function ϕ. This will also lead to new results for discrete counterparts
of the norms (1.1) for real interpolation spaces.
In Section 4 we turn to the central topic of this paper. We start with the definition of the
associated homogeneous and inhomogeneous s-intermediate spaces X˙θs,A,X
θ
s,A which we will
also refer to as generalized Triebel-Lizorkin spaces. This will be justified in Proposition 4.13,
where we show that the s-intermediate spaces for the Laplace operator A = −∆ coincide with
the classical Triebel-Lizorkin spaces. After the definition and some elementary properties in
Subsection 4.1 we will show in Subsection 4.2 that the s-intermediate spaces are indeed inter-
mediate spaces for the interpolation couple (X,D(Am)), and we will explore real and complex
interpolation of these spaces. In the last Subsection 4.3 we will present one of the main results
of this work and show that the “part” of A (which has to be defined properly) always has a
bounded H∞-calculus in its scale of homogeneous s-intermediate spaces X˙θs,A, θ ∈ R. In the
case that A is invertible or that A has a bounded H∞-calculus in X, it also has a bounded
H∞-calculus in the inhomogeneous spaces Xθs,A if θ > 0. We thus establish an analog of Dore’s
Theorem that states that an invertible sectorial operator A in a Banach spaceX has a bounded
H∞-calculus in the scale of real interpolation spaces (X,D(A))θ,p for p ∈ [1,∞], θ ∈ (0, 1), cf.
[13], [14]. The case s = 2 is known in principle ([33], [34], [26], [24], [29]), but the case s 6= 2
is entirely new. We shall give applications of this result in [30].
It is a reasonable claim that the generalized Triebel-Lizorkin spaces introduced in this paper
coincide with the corresponding spaces for Schrödinger operators H = −∆ + V defined in
[37], [47], but we will not elaborate on this topic in this paper. A few thougts are given in the
concluding remarks in Section 5.
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2. Preliminaries
2.1. The H∞-calculus for sectorial operators. We shall be brief and refer to the standard
literature, e.g. [23] or [32], for details. A linear operator A : X ⊇ D(A) → X, where X is a
complex Banach space, is called a sectorial operator of type ω ∈ [0, π) if the spectrum σ(A)
is contained in the sector Σω, where Σσ := {z ∈ C\(−∞, 0] | | arg(z)| < σ} if σ ∈ (0, π] and
Σ0 := (0,∞), and supz /∈Σσ ‖zR(z,A)‖ <∞ for all σ ∈ (ω, π). The infimum ω(A) over all such
ω ∈ (0, π/2) is called the type of A. In this article, we will additionally always assume that A
is injective with dense domain and range (Observe that, by the sectoriality condition, density
of R(A) already implies that A is injective, and if X is reflexive, then D(A) is always dense).
For f : Σσ → C let ‖f‖∞,σ := supz∈Σσ |f(z)|, where we sometimes drop the index σ in
notation if there is no risk of confusion. We introduce the algebra H∞(Σσ) := {f : Σσ → C | f
analytic, ‖f‖∞,σ < ∞} of bounded analytic functions on the sector Σσ and the subalgebra
H∞0 (Σσ) consisting of those f ∈ H
∞(Σσ) for which there exists an ε > 0 with supz∈Σσ
(
(|z|ε∨
|z|−ε)|f(z)|
)
< ∞. Let ω ∈ (ω(A), σ) and define the path of integration Γω(t) := |t|e
− sgn(t)iω
for all t ∈ R, then
ϕ 7→ ϕ(A) :=
1
2πi
∫
Γω
ϕ(λ)R(λ,A) dλ (2.1)
defines an algebra homomorphism H∞0 (Σσ) → L(X) that is independent of ω ∈ (ω(A), σ)
and only depends on the germ of ϕ on Σω(A). By a standard extension procedure we obtain
a functional calculus for all f ∈ H∞(Σσ) and even for a larger class of holomorphic func-
tions: Let ρ(λ) := λ(1 + λ)−2, λ /∈ (−∞, 0) and B(Σσ) := {f : Σσ → C | z 7→ ρ(z)
mf(z) ∈
H∞0 (Σσ) for some m ∈ N}, then it is easy to check that ρ
m(A) = ρ(A)m = Am(1+A)−2m, and
ρ(A) is an injective operator. Let f ∈ B(Σσ) and choosem ∈ N such that ρ
mf ∈ H∞0 (Σσ), then
the operator (ρmf)(A) ∈ L(X) is well defined and we can define f(A) := (ρ(A))−m(ρmf)(A).
It can be shown that the definition of f(A) is independent ofm ∈ N such that ρmf ∈ H∞0 (Σσ),
and that f 7→ f(A) is an (abstract) functional calculus for A in the sense of [23], Chapter 1.3.
Let σ ∈ (ω(A), π], then A is said to have a bounded H∞(Σσ)-calculus if
M∞σ (A) := sup{‖f(A)‖ | f ∈ H
∞(Σσ), ‖f‖∞,σ ≤ 1} <∞.
In this case, ωH∞(A) := inf{σ ∈ (ω(A), π] |M
∞
σ (A) <∞} is called the H
∞-type of A, and we
will also just say that A has a bounded H∞-calculus.
It is an easy consequence of the so-called convergence lemma and the closed graph theorem,
that A has a bounded H∞(Σσ)-calculus if and only if there is a C > 0 such that
‖ϕ(A)‖ ≤ C ‖ϕ‖∞,σ for all ϕ ∈ H
∞
0 (Σσ),
and in this case M∞σ (A) ≤ C, cf. e.g. [32], Remark 9.11 and [23], Proposition 5.3.4.
As a special class of analytic functions f that still yield a nice representation formula and
ensure that f(A) is bounded we introduce the extended Dunford-Riesz class, which is defined
by E(Σσ) := H
∞
0 (Σσ)⊕
〈
1
1+idΣσ
〉
C
⊕ 〈1Σσ〉C and Eω :=
⋃
σ′>ω E(Σσ′) for all ω ∈ [0, π). Then
E(Σσ) is the algebra of bounded analytic functions on Σσ that have finite polynomial limits
in 0 and ∞. Here we say that f has a finite polynomial limit in 0, if there is an a ∈ C and
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α > 0 such that f(z)− a = O(|z|α) as z → 0, and a finite polynomial limit in ∞, if the latter
is true for f(z−1). In this case, the values f(0), f(∞) ∈ C are well defined. Moreover, by the
mean value theorem, bounded holomorphic functions on Σσ that are decaying to 0 at 0 and
∞, or that are holomorphic in a neighborhood of 0 and ∞, respectively, belong to the class
E(Σσ). For f ∈ E(Σσ) let ϕ := f −
f(0)−f(∞)
1+idΣσ
− f(∞) 1Σσ be the corresponding H
∞
0 -function,
then it is easily checked that
f(A) = ϕ(A) + (f(0)− f(∞)) (1 +A)−1 + f(∞) idX .
For details we refer to [23], Section 2.2.
2.2. Banach function spaces. For this subsection we refer to the standard references [3]
Chapter 1 and [46] Chapter 15. Let (Ω, µ) be a σ-finite measure space. We fix a µ-localizing
sequence (Ωn)n∈N, i.e. an increasing sequence of µ-measurable subsets such that µ(Ωn) < ∞
for all n ∈ N and
⋃
n∈NΩn = Ω. A µ-measurable subsetM ⊆ Ω will be called (Ωn)n∈N-bounded
if M ⊆ Ωn for some n ∈ N. We will use the terminology that a property for a µ-measurable
function f on Ω holds (Ωn)n∈N-locally if it holds for f |M for all (Ωn)n∈N-bounded sets M . In
particular we introduce the following notation:
If fn : Ω → K, n ∈ N0 are µ-measurable, we say that fn → f0 converges (Ωn)n∈N-locally
in measure for n → ∞ if fn|M → f0|M in measure for n → ∞ for all (Ωn)n∈N-bounded
sets M . We denote by M∗(Ω, µ) := M∗(µ) the class of µ-measurable extended scalar-valued
functions on Ω, by M(Ω, µ) := M(µ) the space of µ-measurable scalar-valued functions on
Ω, endowed with the topology of (Ωn)n∈N-local convergence in measure, and by M
+(Ω, µ) :=
M+(µ) the cone of µ-measurable functions on Ω with values in [0,∞], where as usual we
identify functions which are pointwise equal outside a µ-nullset. Moreover we define the spaces
L1loc(Ω, µ) := {f ∈M(µ) | f |M ∈ L
1(M) for all (Ωn)n∈N-bounded setsM} of locally integrable
functions, endowed with the topology of convergence on (Ωn)n∈N-bounded sets. Finally let
S(Ω, µ) := {f ∈M(µ) | f(Ω) is finite and supp(f) is (Ωn)n∈N-bounded} be the space of step
functions with bounded support. In general, all these spaces depend on the special choice
of the underlying µ-localizing sequence (Ωn)n∈N. Nevertheless we will suppress the explicit
notation of the sequence (Ωn)n∈N in the sequel but keep it in mind.
Definition 2.1. A map ρ : M+(µ) → [0,∞] is called a Banach function norm, if for all
f, g, fn ∈M
+(µ)(n ∈ N), α > 0 and M ⊆ Ω µ-measurable the following properties hold:
(B1) ρ(f) = 0 ⇐⇒ f = 0 µ-a.e. , ρ(αf) = αρ(f) and ρ(f + g) ≤ ρ(f) + ρ(g) (norm
properties),
(B2) 0 ≤ g ≤ f µ-a.e. ⇒ ρ(g) ≤ ρ(f) (monotonicity),
(B3) 0 ≤ fn ր f µ-a.e. ⇒ ρ(fn)ր ρ(f) (Fatou property),
(B4) M bounded ⇒ ρ(1M ) <∞,
(B5) M bounded ⇒
∫
M f dµ ≤ CMρ(f), where CM > 0 is a constant independent of f .
In this case, X := X(ρ) := {f | f ∈M∗(µ), ρ(|f |) <∞}, endowed with the norm f 7→ ‖f‖X :=
ρ(|f |), is called a Banach function space.
By (B5) we have X(ρ) →֒ L1loc(Ω, µ), and (B3) implies that appropriate versions of the classi-
cal Fatou Lemma and monotone convergence theorem hold in X, for a detailed exposition cf.
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[3], Chapter 1.1.
Standard examples for Banach function spaces are Lp-spaces, Lorentz spaces and Orlicz spaces.
Observe that our definition of a Banach function spaces is a little more general than the one
given in [3] since conditions (B4), (B5) are only required to hold on (Ωn)n∈N-bounded sets
in the sense as discussed at the beginning. Hence, our notion of Banach function spaces also
covers mixed spaces LpLq. In [3] conditions (B4), (B5) are formulated for the collections of
all µ-measurable sets M of finite measure. Nevertheless, the proofs given in [3] also work in
our situation, hence we will usually cite [3] as our standard reference. In [46] a more general
notion of Banach function spaces, which are called Köthe spaces there, are considered.
For a Banach function space X we have S(Ω, µ) →֒ X →֒ M(µ), where the second inclusion
is continuous ([3], Theorem 1.4). This implies e.g. that each convergent sequence f ∈ XN
contains a subsequence that converges µ-a.e., cf. [3], Theorem I.1.7 (vi). One can also show
that X is a complete lattice, to be more precise:
Proposition 2.2. Let X be a Banach function space. Then X is a complete sub-lattice of
M∗(µ), and to every F ⊆ X there is a countable subset F0 ∈ F such that supF = supF0.
This can be proven in the same manner as in the case X = Lp, cf. e.g. [15] Cor. IV.11.7.
We will usually also need the following additional property:
(B6) If f ∈ X and (Mn)n∈N is a decreasing sequence of µ-measurable sets with 1Mn → 0
µ-a.e., then ‖f 1Mn ‖X → 0 for n→∞ (absolute continuity).
A Banach function space that fulfills (B1)-(B6) will be called a Banach function space with
absolute continuous norm. Observe that (B6) implies that the space of step functions S(Ω, µ)
is dense in X, cf. e.g.[3], Theorem I.3.11., and (B6) is equivalent to the σ-order-continuity of
the lattice X as well as to the validity of Lebesgue’s theorem, compare [3] Prop. 3.5, 3.6.
If E 6= {0} is a Banach space, we define the E-valued extension of the function space X as
X(E) := {F ∈ M(Ω, E) | |F |E ∈ X}, where |F |E := ‖F (·)‖E . Letting ‖F‖X(E) := ‖ |F |E ‖X
makes X(E) a Banach space (cf. [6]). If in addition X has absolute continuous norm, then the
space of step functions S(Ω, µ) is dense in X, hence X ⊗ E is dense in X(E) in this case.
Observe that the construction of the space X(E) works for real and complex Banach spaces
E and thus makes X(E) to a real or complex Banach space, respectively. In particular, the
space X(C) is well-defined and will be called a complex Banach function space. In the sequel
we will also just write X for a complex Banach function space having in mind that X = X˜(C)
for some (real) Banach function space X˜ . In this case, properties as (B6) for X are always
understood as X˜ having this property, and X(E) denotes the space X˜(E) for any Banach
space E.
We note the following proposition for X(E)-valued integrable functions, which is well known
if X = Lp(Ω, µ), cf. [15], Chapter III.11. Since X locally embeds into L1 the proof given there
easily carries over to the more general situation considered here, :
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Proposition 2.3. Assume that X has absolute continuous norm. Let (J, ν) be a σ-finite
measure-space and F : J → X(E) be an integrable function. Then there exists a ν ⊗ µ-
measurable function f : J × Ω→ E such that:
(1) f(t, ·) is a representative of F (t) for ν-a.e. t ∈ J ,
(2) f(·, ω) is integrable for µ-a.e. ω ∈ Ω,
(3) the mapping ω 7→
∫
J f(t, ω) dν(t) is a representative of
∫
J F (t) dν(t).

In the situation of Proposition 2.3 we obtain in particular∣∣∣ ∫
J
F (t) dν(t)
∣∣∣
E
≤
∫
J
|f(t, ·)|E dν(t) =
∫
J
|F (t)|E dν(t). (2.2)
Finally we mention that if U ⊆ C is open and F : U → X(E) is analytic, one can choose a
version of F with analytic paths, i.e., there is a measurable function f : U ×Ω→ E such that
f(·, w) is analytic for a.e. w ∈ Ω, and for all z ∈ U, k ∈ N0, the function ∂kz f(z, ·) is a repre-
sentative of F (k)(z). This goes back to Stein, cf. [38], III.2 Lemma, a detailed exposition for
X = Lp can be found in [12], and a variant of the proof given there also works in our situation.
2.3. Rs-boundedness. In this subsection we give a short exposition of the notion of Rs-
boundedness in Banach function spaces, which was introduced for Lp-spaces bei Lutz Weis in
[45]. In fact, the concept of Rs-boundedness in L
p-spaces, although not denoted in this way, is
a subject of classical harmonic analysis, mainly considered in the framework of vector-valued
singular integrals, cf. e.g. the monographs [39], [19] or [20]. In [45] and in the sequel e.g. in
[5], the notion of Rs-boundedness was a central tool to show maximal regularity of certain
sectorial operators. Crucial in this context is the coincidence of R2-boundedness in L
p-spaces
with R-boundedness if 1 ≤ p <∞, which in turn is a central tool in dealing with the question
of maximal regularity. In fact, many of the assertions we present in this section are already
indicated in [45], or they are variants of corresponding assertions for R-boundedness as shown
in [32], Chapter 2.
Let X,Y be complex Banach function spaces with absolute continuous norm over σ-finite
measure spaces (Ω, µ) and (Ω˜, µ˜), respectively, and let s ∈ [1,∞]. We note that the basic ideas
and definitions presented in this chapter easily generalize to the more general setting of an
abstract Banach lattice using the Krivine-calculus (cf. e.g. [35], Section II.1.d).
Definition 2.4 (Rs-boundedness). Let T ⊆ L(X,Y ). The set T is called Rs-bounded, if there
exists a constant C ∈ R>0, such that for all n ∈ N, T ∈ T
n and x ∈ Xn:∥∥∥( n∑
j=1
|Tjxj |
s
)1/s∥∥∥
Y
≤ C
∥∥∥( n∑
j=1
|xj |
s
)1/s∥∥∥
X
, if s <∞, (2.3)∥∥∥ sup
j∈N≤n
|Tjxj |
∥∥∥
Y
≤ C
∥∥∥ sup
j∈N≤n
|xj |
∥∥∥
X
, if s =∞. (2.4)
The infimum of all such bounds C is called the Rs-bound of T and denoted by Rs(T ). If
T ∈ L(X,Y ), we say that T is Rs-bounded if {T} is Rs-bounded and let Rs(T ) := Rs({T}).
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Obviously, if T ⊆ L(X,Y ) is Rs-bounded, then T ⊆ L(X,Y ), and T is norm-bounded with
supT∈T ‖T‖ ≤ Rs(T ). Moreover, if T ⊆ L(X,Y ) and C > 0, then T is Rs-bounded with
Rs(T ) ≤ C if and only if T0 is Rs-bounded with Rs(Ts) ≤ C for all finite subsets T0 ⊆ T ,
and in this case
Rs(T ) = sup{Rs(T0) | T0 ⊆ T finite}.
If one considers x ∈ Xn as an element of M(Ω,Cn), we have∥∥∥( n∑
j=1
|xj |
s
)1/s∥∥∥
X
= ‖x‖X(ℓsn) and
∥∥ sup
j∈N≤n
|xj |
s
∥∥
X
= ‖x‖X(ℓ∞n ),
respectively. So T ∈ T n can be identified with the diagonal operator
T˜ : Xn → Y n, x 7→ (Tjxj)j∈N≤n ,
which can be considered as a bounded operator X(ℓsn)→ Y (ℓ
s
n). With this notation the set T
is Rs-bounded if and only if the set of operators
{T˜ |T ∈ T n, n ∈ N} ⊆
⋃
n∈N
L
(
X(ℓsn), Y (ℓ
s
n)
)
is uniformly bounded.
Remark 2.5. Since X,Y have the Fatou property, we can replace the finite sums in (2.3) in
the definition of Rs-boundedness by infinite series and the suprema in (2.4) by suprema over
all N. In particular, a single operator T ∈ L(X,Y ) is Rs-bounded if and only if the diagonal
operator
(xn)n∈N 7→ (Txn)n∈N
induces a bounded operator T˜s ∈ L(X(ℓ
s), Y (ℓs)), and in this case Rs(T ) = ‖T˜s‖L(X(ℓs),Y (ℓs)).
An easy consequence is the following
Proposition 2.6. Let RsL(X,Y ) := {T ∈ L(X,Y ) |T is Rs-bounded}. Then RsL(X,Y ),
endowed with the norm Rs(·), is a Banach space. 
We note that in general RsL(X,Y ) 6= L(X,Y ) if s 6= 2, cf. Example 2.16 below. If the
spaces X,Y have appropriate geometric properties, norm-boundedness of a set of operators
also implies the Rs-boundedness for a certain range of s:
Remark 2.7. Let T ⊆ L(X,Y ). Let X be p-concave and Y be q-convex for some 1 ≤ p ≤
q ≤ ∞, and let T be norm-bounded. Then T is Rs-bounded for all s ∈ [p, q]. In particular, if
X = Lp, Y = Lq and T is norm-bounded, then T is Rs-bounded for all s ∈ [p, q].
Proof. Let s ∈ [p, q] and define C := supT∈T ‖T‖ <∞. Let n ∈ N, T ∈ T
n and x ∈ Xn, then
‖T˜ x‖Y (ℓsn) ≤ M
(s)(Y ) ‖T˜ x‖ℓsn(Y ) = M
(s)(Y )
∥∥(‖Tjxj‖Y )j∥∥ℓsn ≤M (s)(Y )∥∥(C ‖xj‖X)j∥∥ℓsn
= M (s)(Y )C ‖x‖ℓsn(X) ≤ CM
(s)(Y )M(s)(X) · ‖x‖X(ℓsn).
Here we used the fact that X is also s-concave and Y is s-convex since p ≤ s ≤ q, and
M(s)(X),M
(s)(Y ) <∞ denote the corresponding s-concavity/s-convexity constants of X and
Y , respectively. The supplementary assertions follow from the fact that Lp is always p-concave
and p-convex. 
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We recall the related definition of R-boundedness (cf. e.g. [7] or [32], Section 2): A set T ⊆
L(X,Y ) is calledR-bounded, if there exists a constant C ∈ R>0, such that for all n ∈ N, T ∈ T
n
and x ∈ Xn:
E
∣∣∣ n∑
j=1
rj ⊗ Tjxj
∣∣∣
X
≤ C E
∣∣∣ n∑
j=1
rj ⊗ xj
∣∣∣
X
, (2.5)
where (rj)j∈N is any sequence of independent symmetric ±1-valued, i.e. Bernoulli-distributed,
random variables on some probability space, and E denotes the expectation with respect to
the corresponding probability measure. We usually choose the Rademacher functions rj(t) :=
sgn sin(2jπt), j ∈ N on [0, 1].
Since the Khintchine-inequality holds in r-concave Banach function spaces if r <∞, we obtain
the following close relation between R-boundedness and R2-boundedness:
Remark 2.8. Let T ⊆ L(X,Y ).
(1) If X is r-concave for some r <∞ and T is R-bounded, then T is R2-bounded,
(2) If Y is r-concave for some r <∞ and T is R2-bounded, then T is R-bounded.
In particular, if both X and Y are r-concave for some r < ∞, then T is R-bounded if and
only if T is R2-bounded.
We will now turn to some persistence properties of Rs-boundedness that correspond to per-
sistence properties of R-boundedness, cf. e.g. [32], Section 2. The first one is an immediate
consequence of the norm-properties in the spaces X(ℓsn):
Proposition 2.9. Let S ⊆ L(X,Y ) be Rs-bounded.
(1) If T ⊆ L(X,Y ) is Rs-bounded, then the set S + T := {S + T |S ∈ S, T ∈ T } is
Rs-bounded, and Rs(S + T ) ≤ Rs(S) +Rs(T ).
(2) If V is another Banach function space and T ⊆ L(V,X) is Rs-bounded, then the set
ST := {ST |S ∈ S, T ∈ T } is Rs-bounded with Rs(ST ) ≤ Rs(S) · Rs(T ).

The following convexity property is an important tool and is again a variant of a corresponding
result for R-bounded operators, cf. e.g. [32], Theorem 2.13.
Proposition 2.10. Let T ⊆ L(X,Y ) be Rs-bounded. Then the strong closure of the absolute
convex hull acos(T ) ⊆ L(X,Y ) is Rs-bounded with Rs(aco
s(T )) = Rs(T ). 
Let (J, ν) be a σ-finite measure space and S : J → L(X,Y ) strongly measurable and a ∈ L1(J),
then define an operator Ta,S ∈ L(X,Y ) by
Ta,Sx :=
∫
J
a(t)S(t)x dν(t) for all x ∈ X.
By approximation, it follows that Ta,S ∈ aco
s(S(J)) if ‖a‖L1 = 1, which leads to the following
Corollary 2.11. Let T ⊆ L(X,Y ) be Rs-bounded, then the set
S := {Ta,S |S : J → L(X,Y ) strongly measurable with S(J) ⊆ T , a ∈ L1(J) with ‖a‖L1 ≤ 1}
is Rs-bounded with Rs(S) ≤ Rs(T ).
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This is proven in [32], Corollary 2.14 for R-boundedness, and using Proposition 2.10 the proof
carries over to our situation.
We recall some standard notions about representation of functions with values in function
spaces. If J ⊆ R is an interval and x : J → X is λ-measurable, then by the continuous
embedding X →֒ M(µ) we can find a λ ⊗ µ-measurable representative x˜ : J × Ω → C and
hence identify x also with the measurable function ω 7→ x˜(·, ω). In this manner we can e.g.
deal with the question if x ∈ X(Ls∗(J)). If there is no risk of confusion, we will work with this
identification in the sequel without explicitly mentioning it.
By standard approximation arguments we obtain the following continuous version of Rs-
boundedness.
Proposition 2.12. Let s ∈ [1,∞). Let J ⊆ R be a non-trivial interval and S : J → L(X,Y )
be strongly measurable such that S(J) is Rs-bounded. Then for all measurable x : J → X we
have ∥∥∥∥( ∫
J
|S(t)x(t)|s dt
)1/s∥∥∥∥
Y
≤ Rs(S(J)) ·
∥∥∥∥( ∫
J
|x(t)|s dt
)1/s∥∥∥∥
X
. (2.6)
In other words, the operator S extends to a continuous diagonal operator (S(t))t∈J from
X(Ls(J)) to Y (Ls(J)).
The idea of proof is simple: We first consider suitable step functions, then the integrals turn
to finite sums and we can use the definition of Rs-boundedness. Then we do an approximation
argument to obtain the general result. For s = 2, Proposition 2.12 is proved in this way under
slightly more restricting assumptions in [45], Lemma 4 a, hence we suppress the technical
details here.
We obtain an analogous result for s =∞, in this case we can of course drop the measurability
assumptions on S, and the proof is just an application of the Fatou property in X:
Proposition 2.13. Let J be a non-empty set and S : J → L(X,Y ) such that S(J) is R∞-
bounded. Then for all mappings x : J → X we have∥∥ sup
t∈J
|S(t)x(t)|
∥∥
Y
≤ R∞(S(J)) ·
∥∥ sup
t∈J
|x(t)|
∥∥
X
. (2.7)

Further standard methods to obtain Rs-boundedness are by means of interpolation and dual-
ity. Recall that a set T of operators is Rs-bounded if and only if the diagonal operators T˜ for
T ∈ T n, n ∈ N induce uniformly bounded operators from X(ℓsn) to Y (ℓ
s
n). By complex inter-
polation we obtain [X(ℓs0n ),X(ℓ
s1
n )]θ = X(ℓ
sθ
n ) (with equal norms) where
1
sθ
= (1− θ) 1s0 + θ
1
s1
,
cf. [6]. This leads immediately to the following
Proposition 2.14. Let 1 ≤ s0 < s1 ≤ ∞. If T ⊆ L(X,Y ) is Rsj -bounded for j = 1, 2, then
T is Rs-bounded for all s ∈ [s0, s1]. 
In the special case X = Y = Lp, a norm-bounded set T ⊆ X is always Rp-bounded, as
we have seen in Remark 2.7. Since there are various results for R-boundedness of operators,
sometimes the following remark is helpful.
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Corollary 2.15. Let X = Lp and T ⊆ L(X) be R-bounded. Then T is Rs-bounded for all
s ∈ [2 ∧ p, 2 ∨ p]. 
In particular, finite operator sets in Lp are always Rs-bounded for all s ∈ [2 ∧ p, 2 ∨ p], since
the latter is true for R-boundedness. However it is well known that in spite of these special
cases, finitely many or even a single operator need not to be Rs-bounded, even in the Hilbert
space case.
Example 2.16. Consider X = Y = L2([0, 1]). Let rj(t) := sgn(sin(2
jπt)) for all t ∈ [0, 1], j ∈
N be the Rademacher functions. Then (rj)j∈N is an orthonormal system in X. Let us further
define Ij := (2
−j , 2−j+1], fj(t) := 2
j/2
1Ij for all j ∈ N, then it is easily checked that (fj)j∈N
is an orthonormal system in X as well. For all n ∈ N, we have∥∥∥( n∑
j=1
|rj |
s
)1/s∥∥∥
L2
=
∥∥∥( n∑
j=1
1[0,1]
)1/s∥∥∥
L2
=
∥∥n1/s 1[0,1] ∥∥L2 = n1/s.
Because the fj have disjoint supports, we have on the other hand∥∥∥( n∑
j=1
|fj |
s
)1/s∥∥∥
L2
=
(∫ 1
0
( n∑
j=1
|fj|
s
)2/s)1/2
=
( n∑
j=1
∫ 1
0
(
|fj|
s
)2/s)1/2
= n1/2.
As the (rj)j , (fj)j are orthonormal sequences, we can construct operators T, S on X with the
property Tfj = rj and Srj = fj for all j ∈ N. Then the above equalities show that T is not
Rs-bounded in case s < 2 and S is not Rs-bounded in case s > 2.
We now have a look at duality. Recall that the dual space X ′ can be identified with the so-
called associated Banach function space X∗ of X since X has absolute continuous norm, cf.
[3], Chapter 1, and for s ∈ [1,∞) we have in this sense (X(ℓs))′ = X ′(ℓs
′
) by [22] since ℓs has
the Radon-Nikodym property if s ∈ [1,∞). Moreover, for T ∈ L(X,Y ) we identify its dual
operator T ′ with the corresponding operator T ∗ : Y ∗ → X∗. Then we obtain the following
duality result.
Proposition 2.17. Let s ∈ [1,∞) and T ⊆ L(X) be Rs-bounded. Then T
′ := {T ′ |T ∈ T }
is Rs′-bounded in X
′. 
We note that in general the associated Banach function space X∗ does not have absolute
continuous norm and hence does not fit in our framework. So if we use duality results like
Proposition 2.17, we usually require X to be reflexive, so X∗ has also absolute continuous
norm, cf. [22].
We quote another useful criterion to check Rs-boundedness for concrete operators. Recall
that a linear operator S : X → Y is called positive, if x ≥ 0 implies Sx ≥ 0 for all x ∈ X,
and positive operators are always bounded. Then we obtain the following criterion for Rs-
boundedness:
Proposition 2.18. Let T ⊆ L(X,Y ) and S : X → Y be a positive operator that dominates
T , i.e. |Tx| ≤ S|x| for all T ∈ T , x ∈ X. Then T is Rs-bounded with Rs(T ) ≤ ‖S‖ for all
s ∈ [1,∞].
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The proof is based on the general result that positive operators S : X → Y always have
bounded extensions S⊗ IdE in the vector-valued spaces X(E)→ Y (E) (cf. e.g. [19], Theorem
V.1.12) and the obvious, but useful fact, that Rs-boundedness is inherited by domination in
the following sense.
Remark 2.19. Let T ,S ⊆ L(X,Y ) such that for all T ∈ T there is an S ∈ S such that
|Tx| ≤ |Sx| for all x ∈ X. Then T is Rs-bounded if S is Rs-bounded. 
We conclude this section with some classical examples of Rs-bounded operators in the case
X = Y = Lp(Ω) based on classical harmonic analysis. More involved examples can be found
in [31].
Let (Ω, d) be a metric space and µ be a σ-finite regular Borel measure on Ω such that (Ω, d, µ)
is a space of homogeneous type in the sense of Coifman and Weiss, cf. [8], [9], i.e. there is a
constant D > 0, which will be called the dimension of X, and a constant CD ≥ 1 such that
µ(B(x, λr)) ≤ CD λ
D µ(B(x, r)) for all x ∈ Ω, r > 0, λ ≥ 1. (2.8)
The (uncentered) Hardy-Littlewood maximal operator is given by
(Mf)(x) := sup
{
1
µ(B)
∫
B
|f | dµ
∣∣∣B ⊆ Ω is a ball with x ∈ B} for all f ∈ L1loc(Ω), x ∈ Ω.
Then the following classical theorem holds.
Theorem 2.20 (Fefferman-Stein). Let p ∈ (1,∞) and s ∈ (1,∞], then the sublinear operator
M is Rs-bounded in L
p(Ω), i.e. there is a constant C > 0 such that
∀n ∈ N ∀ f ∈
(
Lp(Ω)
)n
:
∥∥∥( n∑
j=1
|Mfj|
s
)1/s∥∥∥
p
≤ C ·
∥∥∥( n∑
j=1
|fj|
s
)1/s∥∥∥
p
.
This originates in the paper [17] for the case Ω = Rd, and the generalization on spaces of homo-
geneous type can be found in [21] , Theorem 1.2. The Rs-boundedness of the Hardy-Littlewood
maximal operator together with Proposition 2.18 above yields a wide class of examples for
Rs-bounded sets of classical operators by well known uniform estimates against the maximal
function.
Another large class of Rs-bounded operators is given by (singular) integral operators T which
are bounded in Lr(Ω) for some r ∈ (0∞) and have a kernel that fulfills the Hörmander condi-
tion, e.g. Calderón-Zygmund operators. Then it is well known that T has bounded vector-valued
extensions and hence is in particular Rs-bounded in L
p(Ω) for all p, s ∈ (1,∞), cf. [21] for this
result and e.g. [39], [19], [20] or [16] for the classical theory of Calderón-Zygmund operators.
Finally we note that in the monograph [19] this topic (without using the terminology of
Rs-boudnedness) is intensively studied in connection with weighted estimates, also involving
Muckenhoupt weights, and in the article [18] the topics from the monograph [19] are also
considered in the more general framework of Banach function spaces.
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3. Rs-sectorial operators
Let X be a Banach function space with absolute continuous norm. In this section, A : X ⊇
D(A)→ X will always denote an injective sectorial operator with type ω(A) and with dense
domain and range.
3.1. Definition and elementary properties of Rs-sectorial operators.
Definition 3.1. Let s ∈ [1,∞]. The operator A is called Rs-sectorial, if there exists an
ω ∈ [0, π) such that σ(A) ⊆ Σω and the set {zR(z,A) | z ∈ C\Σσ} is Rs-bounded for each
σ ∈ (ω, π). The infimum ωRs(A) of all such ω is called the Rs-type of A.
In this case we define
Ms,σ(A) := MRs,σ(A) := Rs({zR(z,A), AR(z,A) | z ∈ C\Σσ})
for all σ ∈ (ωRs(A), π). Observe that this set is indeed also Rs-bounded, since
AR(z,A) = zR(z,A) − idX for all z ∈ C\Σσ,
hence MRs,σ(A) ≤ Rs({zR(z,A) | z ∈ C\Σσ}) + 1 ≤ 2MRs,σ(A).
We will now introduce a diagonal operator extension A˜s of A⊗Idℓs such that properties as Rs-
sectoriality and Rs-boundedness of the H
∞-calculus can be expressed as "simple" sectoriality
and boundedness of the H∞-calculus for the single operator A˜s. Although this is a natural
concept, we note that it is not always straightforward to check these correspondences. Indeed,
while Rs-sectoriality of A will turn out to imply sectoriality of A˜s by definition, the converse
is not clear, since Rs-boundedness of the single operators λR(λ,A) might not imply Rs-
boundedness of the set {λR(λ,A) | λ ∈ C\Σσ}.
Definition/Proposition 3.2. Let s ∈ [1,∞] and assume that A is Rs-sectorial. Define the
diagonal operator
A˜s := {((xn)n∈N, (Axn)n∈N) | (xn)n∈N ∈ X(ℓ
s), xn ∈ D(A) for all n ∈ N and (Axn)n∈N ∈ X(ℓ
s)}
(3.1)
in X(ℓs). Then A˜s is a sectorial operator in X(ℓ
s) with ω(A˜s) ≤ ωRs(A), and we have
∀λ ∈ C\ΣωRs(A), x ∈ X(ℓ
s) : R(λ, A˜s)x = (R(λ,A)xn)n∈N. (3.2)
Proof. Let σ ∈ (ωRs(A), π). For all λ ∈ C\Σσ =: S define the operator R(λ) := λR(λ,A),
then R(S) is Rs-bounded, so letM := Rs(R(S)). Moreover, for each λ ∈ S and x = (xn)n∈N ∈
X(ℓs) define
R˜(λ)x := (R(λ)xn)n∈N.
Then R˜(λ) ∈ L(X(ℓs)), and the operator set R˜(S) is uniformly bounded by M . Moreover it
is an easy calculation that R˜(λ) = λR(λ, A˜s), hence A˜s is sectorial with ω(A˜s) ≤ σ. 
As already pointed out, the reverse conclusion might be false; one way of overcoming this prob-
lem would be a modification of the vector-valued operator A˜, e.g. by defining A˜x := (wjxj)j ,
where {wj | j ∈ N} is a dense subset of a sector Σω, cf. [2] for such an approach in a different
context.
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The representation (3.2) of the resolvents of A˜s implies that also the functional calculus for A˜s
is just given by diagonal operators with maximal domains. Recall that B(Σσ) is the algebra of
analytic functions on the sector Σσ that are polynomially bounded at 0 and∞, cf. Subsection
2.1.
Lemma 3.3. Let s ∈ [1,∞]. Assume that A is Rs-sectorial and let σ ∈ (ωRs(A), π] and
f ∈B(Σσ). Then
D(f(A˜s)) = {(xn)n∈N ∈ X(ℓ
s) | xn ∈ D(f(A)) for all n ∈ N and (f(A)xn)n∈N ∈ X(ℓ
s)}
and f(A˜s)x = (f(A)xn)n∈N for all x = (xn)n∈N ∈ D(f(A˜s)).
Proof. Let first ϕ ∈ H∞0 (Σσ). Let ω ∈ (ωRs(A), σ) and Γ be the usual parametrization of the
boundary ∂Σω. Since the projections πk : X(ℓ
s) → X, (xn)n∈N 7→ xk are continuous for all
k ∈ N, the representation (3.2) of the resolvents of A˜s implies
ϕ(A˜s)x =
1
2πi
∫
Γ
ϕ(z)R(z, A˜s)x dz =
(
1
2πi
∫
Γ
ϕ(z)R(z,A)xn dz
)
n∈N
= (ϕ(A)xn)n∈N
for all x = (xn)n∈N ∈ X(ℓ
s). Now consider the general case f ∈ B(Σσ). Let ρ(z) := z(1+z)
−2
and choose m ∈ N0 such that ϕ := ρ
mf ∈ H∞0 (X(ℓ
s)). Then
f(A˜s) = (ρ(A˜s))
−m(ρmf)(A˜s) =
(
A˜s(1 + A˜s)
−2
)−m
ϕ(A˜s) =
(
(1 + A˜s)
2A˜−1s
)m
ϕ(A˜s).
This yields the claim since
(
(1+ A˜s)
2A˜−1s
)m
is a diagonal operator with maximal domain. 
We will now turn to some elementary properties of Rs-sectorial operators that are standard
for sectorial operators or e.g. R-sectorial operators. In fact, many properties can be proven
analogously as it is done for R-sectorial operators in [32], Chapter 2, hence we will often refer
to the proofs given there.
The same arguments as for R-sectorial operators show the following
Remark 3.4. If the set {t(t+A) | t > 0} is Rs-bounded, then A is Rs-sectorial. 
Using the elementary functional calculus for H∞0 -functions we can extend Rs-boundedness to
more general sets consisting of operators generated by functions of A.
Lemma 3.5. Let s ∈ [1,∞] and A be an Rs-sectorial operator in X. Let σ > ωRs(A) and
F ⊆ H∞0 (Σσ) such that one can choose C0, β > 0 with |ϕ(z)| ≤ C0 (|z|
β ∧ |z|−β) for all
z ∈ Σσ, ϕ ∈ F . Then for each 0 ≤ δ < σ − ωRs , the set
{ϕ(zA) | z ∈ Σδ, ϕ ∈ F}
is Rs-bounded. To be more precise, for each ω ∈ (ωRs(A), σ) we can choose a constant C =
C(ω,C0, β) such that the estimate
Rs({ϕ(zA) | z ∈ Σδ, ϕ ∈ F}) ≤ CMs,σ(A)
holds for all δ ∈ [0, σ − ω).
Proof. Let σ − δ > ω > ωM (A). Let z ∈ Σδ, then z = τw for some τ > 0, w ∈ Σδ ∩ S
1, and
wλ ∈ Σσ for all λ ∈ ∂Σω, hence∫
∂Σω
|ϕ(zλ)|
|dλ|
|λ|
=
∑
j∈{−1,1}
∫ ∞
0
|ϕ(τtweijω)|
dt
t
=
∑
j∈{−1,1}
∫ ∞
0
|ϕ(tweijω)|
dt
t
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≤ C0
∑
j∈{−1,1}
∫ ∞
0
(tβ ∧ t−β)
dt
t
=:M <∞,
i.e. ‖ϕ(z·)‖
L1
(
∂Σω,|
dλ
λ
|
)
)
≤M for all z ∈ Σδ, ϕ ∈ F . We have
ϕ(zA) =
1
2πi
∫
∂Σω
ϕ(zλ)R(λ,A) dλ =
1
2πi
∫
∂Σω
ϕ(zλ) · λR(λ,A)
dλ
λ
,
hence |ϕ(zA)x| ≤ 12π
∫
∂Σω
|ϕ(zλ)| · |λR(λ,A)x| |dλλ | for each ϕ ∈ F , z ∈ Σδ and x ∈ X. Since
{λR(λ,A) |λ ∈ ∂Σω} is Rs-bounded, the assertion follows with Corollary 2.11. 
In view of the functional calculus for the extended Dunford-Riesz class E(Σσ) (cf. Subsection
2.1) we obtain the following slightly more general version.
Corollary 3.6. Let s ∈ [1,∞] and A be an Rs-sectorial operator in X. Let σ > ωRs(A) and
F ⊆ E(Σσ) such that there exists an ε > 0 with
M0 := sup
f∈F
‖f‖∞,σ <∞ and C0 := sup
f∈F
sup
z∈Σσ
(|z|ε∨|z|−ε)
∣∣∣f(z)− f(0) + f(∞)z
1 + z
∣∣∣ <∞. (3.3)
Let 0 ≤ δ < σ − ωRs, then the set {f(zA) | z ∈ Σδ, f ∈ F} is Rs-bounded.
Proof. Let f ∈ F , then by Subsection 2.1 we have a decomposition f(ζ) = ϕf (ζ) +
a
1+ζ + b,
where ϕ ∈ H∞0 (Σσ) and b = f(∞), a+ b = f(0). Hence |a|, |b| ≤ 2M0 and
|ϕf (ζ)| =
∣∣∣f(ζ)− (a+ b) + bζ
1 + ζ
∣∣∣ ≤ C0 (|z|ε ∧ |z|−ε).
For each z ∈ Σδ we obtain the representation f(z·) = ϕf (z·) +
a
1+z· + b, hence
f(zA) = ϕf (zA) + a(1 + zA)
−1 + b IdY = ϕf (zA) + aλR(λ,A) + b IdY ,
where λ := −1z ∈ C\Σπ−δ. Since ω
′ := π − δ ≥ σ − δ > ωM (A), the set{
aλR(λ,A)
∣∣ − 1
λ
∈ Σδ, |a| ≤ 2M0
}
is Rs-bounded, and Lemma 3.5 implies the Rs-boundedness of {ϕf (zA) | z ∈ Σδ, f ∈ F},
hence also {f(zA) | z ∈ Σδ, f ∈ F} is Rs-bounded. 
A special case is the following corollary with just one function f ∈ E(Σσ).
Corollary 3.7. Let s ∈ [1,∞] and A be an Rs-sectorial operator in X. Let σ > ωRs(A),
0 ≤ δ < σ − ωRs and f ∈ E(Σσ). Then the set {f(zA) | z ∈ Σδ} is Rs-bounded. 
An immediate consequence is the following: If ωRs(A) < π/2, the generated analytic semigroup
(e−zA)z∈Σδ is Rs-bounded for all δ ∈ [0, π/2−ωRs(A)). We will say in this case that A is Rs-
analytic. More characterizations of Rs-analyticity are the content of the following proposition,
which is an Rs-bounded version of [32], Theorem 2.20, and again the proof given there carries
over to our situation if we replace "R-boundedness" by "Rs-boundedness" and take into
account Corollary 2.11.
Proposition 3.8. Assume ω(A) < π/2. Then the following conditions are equivalent:
(1) A is Rs-analytic,
(2) A is Rs-sectorial with ωRs(A) < π/2,
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(3) The set {tn(it+A)−n | t ∈ R\{0}} is Rs-bounded for some n ∈ N,
(4) The sets {e−tA | t > 0}, {tAe−tA | t > 0} are Rs-bounded.

For concrete examples of Rs-sectorial operators we refer to Subsection 3.4 and the literature
cited there.
3.2. Equivalence of s-power function norms. We will now turn to the central estimates
for a reasonable definition of the associated s-intermediate spaces for an Rs-sectorial operator,
which will be done in the next section. The following proposition is well known for s = 2 and
X = Lp, T = Id, cf. [33], Theorem 1.1.
Proposition 3.9. Let s ∈ [1,∞] and A be an Rs-sectorial operator in X. Let σ > ωRs(A)
and ϕ,ψ ∈ H∞0 (Σσ)\{0}. Then there is a constant C > 0 such that for all f ∈ H
∞(Σσ) and
for any Rs-bounded operator T ∈ L(X) and x ∈ X we have∥∥∥∥(∫ ∞
0
|f(A)ϕ(tA)Tx|s
dt
t
)1/s∥∥∥∥
X
≤ CRs(T ) ‖f‖∞,σ
∥∥∥∥( ∫ ∞
0
|ψ(tA)x|s
dt
t
)1/s∥∥∥∥
X
(3.4)
(with the usual modification if s =∞).
Remark 3.10. The norm expressions occurring in the estimate (3.4) will also be referred to
as s-power function norms.
Proof of Proposition 3.9. We will shorten arguments and calculations in some places, since the
proof of Proposition 3.9 works in the same way as the proof given in [33] for the case X = Lp
and s = 2. In some cases one just has to replace Cauchy’s inequality by Hölder’s inequality.
By an approximation argument, one only has to consider the case f ∈ H∞0 (Σσ). Let x ∈ X such
that ‖x‖ψ := ‖(
∫∞
0 |ψ(tA)x|
s dt
t )
1/s‖X <∞. Let ω ∈ (ωRs(A), σ) and Γ be the parameterized
contour of ∂Σω. Choose auxiliary functions F,G ∈ H
∞
0 (Σσ) such that∫ ∞
0
F (t)G(t)ψ(t)
dt
t
= 1. (3.5)
Then for each H ∈ {F,G} we have
sup
t>0
∫
Γ
|H(tz)|
|dz|
|z|
<∞ and sup
z∈∂Σω
∫ ∞
0
|H(tz)|
dt
t
<∞,
Analogously as in [33] we will proceed in four steps, where the constants Ck wich occur in
each step do not depend on x and f .
Step 1. For all t > 0 we have
S(t) := f(A)G(tA)T =
1
2πi
∫
Γ
f(z)G(tz)zR(z,A)T
dz
z
. (3.6)
Then
‖f(·)G(t·)‖
L1
(
Γ,| dz
z
|
) = ∫
Γ
|f(z)G(tz)|
|dz|
|z|
≤
(
sup
r>0
∫
Γ
|G(rz)|
|dz|
|z|
)
· ‖f‖∞,σ.
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Since S := {zR(z,A)T | z ∈ Γ} is Rs-bounded by assumption, Corollary 2.11 yields that also
S((0,∞)) is Rs-bounded with Rs(S((0,∞))) ≤ C1Rs(T ) ‖f‖∞,σ. Hence by Proposition 2.12
we obtain∥∥∥( ∫ ∞
0
|f(A)G(tA)ψ(tA)x|s
dt
t
)1/s∥∥∥
X
=
∥∥∥( ∫ ∞
0
|S(t)ψ(tA)x|s
dt
t
)1/s∥∥∥
X
≤ C2 · Rs(T ) · ‖f‖∞,σ · ‖x‖ψ. (3.7)
(with the usual modification if s =∞ using Proposition 2.13.)
Step 2. Let w(t) := S(t)ψ(tA)x for all t > 0 and u(z) :=
∫ ∞
0
F (tz)w(t)
dt
t
. By choosing
appropriate representatives, by Hölder’s inequality and Fubini’s theorem we have µ-a.e. for
s <∞:∫
Γ
|u(z)|s
|dz|
|z|
≤
∫
Γ
(∫ ∞
0
|F (tz)w(t)|
dt
t
)s |dz|
|z|
≤ sup
z∈Γ
(∫ ∞
0
|F (tz)|
dt
t
)s−1
·
(
sup
t>0
∫
Γ
|F (tz)|
|dz|
|z|
)
·
∫ ∞
0
|w(t)|s
dt
t
,
hence we obtain the estimate∥∥∥(∫
Γ
|u(z)|s
|dz|
|z|
)1/s∥∥∥
X
≤ C3 ·
∥∥∥( ∫ ∞
0
|w(t)|s
dt
t
)1/s∥∥∥
X
(3.7)
≤ C4 ·Rs(T ) · ‖f‖∞,σ · ‖x‖ψ . (3.8)
If s =∞, we obtain similarly
sup
z∈Γ
|u(z)| ≤
(
sup
z∈Γ
∫ ∞
0
|F (tz)|
dt
t
)
· sup
t>0
|w(t)|,
hence also ∥∥ sup
z∈Γ
|u(z)|
∥∥
X
≤ C3 ·
∥∥ sup
t>0
|w(t)|
∥∥
X
(3.7)
≤ C4 · Rs(T ) · ‖f‖∞,σ · ‖x‖ψ. (3.9)
Step 3. Let v(t) :=
∫
Γ
ϕ(tz)zR(z,A)u(z)
dz
z
for all t > 0. Then again, with Hölder’s inequality
and Fubini’s theorem we can conclude if s <∞:∫ ∞
0
|v(t)|s
dt
t
≤
∫ ∞
0
( ∫
Γ
|ϕ(tz)| |zR(z,A)u(z)|
|dz|
|z|
)s dt
t
≤ sup
t>0
(∫
Γ
|ϕ(tz)|
|dz|
|z|
)s−1
·
(
sup
z∈Γ
∫ ∞
0
|ϕ(tz)|
dt
t
)
·
∫
Γ
|zR(z,A)u(z)|s
|dz|
|z|
.
Using again Rs-boundedness of {zR(z,A) | z ∈ Γ} in the same way as in Step 1 we obtain∥∥∥(∫ ∞
0
|v(t)|s
dt
t
)1/s∥∥∥
X
≤ C5 ·
∥∥∥(∫
Γ
|zR(z,A)u(z)|s
|dz|
|z|
)1/s∥∥∥
X
≤ C5Rs(S) ·
∥∥∥( ∫
Γ
|u(z)|s
|dz|
|z|
)1/s∥∥∥
X
(3.8)
≤ C6 · Rs(T ) · ‖f‖∞,σ · ‖x‖ψ. (3.10)
The analogous inequality holds also in the case s = ∞, which can be shown in the same
manner as in Step 2.
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Step 4. By analytic continuation we have∫ ∞
0
F (tz)G(tz)ψ(tz)
dt
t
= 1 for all z ∈ Σσ.
By the multiplicativity of the functional calculus (and Fubini) we obtain
f(A) =
∫ ∞
0
F (tA)G(tA)ψ(tA)f(A)
dt
t
,
hence for all τ > 0:
f(A)ϕ(τA)Tx =
∫ ∞
0
ϕ(τA)F (tA)G(tA)ψ(tA)f(A)Tx
dt
t
=
∫ ∞
0
( 1
2πi
∫
Γ
ϕ(τz)F (tz)R(z,A) dz
)
G(tA)ψ(tA)f(A)Tx
dt
t
=
1
2πi
∫
Γ
ϕ(τz)R(z,A)
( ∫ ∞
0
F (tz)G(tA)ψ(tA)f(A)Tx
dt
t
)
dz
=
1
2πi
∫
Γ
ϕ(τz)R(z,A)u(z) dz = v(τ).
So with (3.10) the claim follows for f ∈ H∞0 (Σσ). 
3.3. Discrete s-power function norms. We now turn to a version of Proposition 3.9 dealing
with discrete counterparts to the s-power function norms in estimate 3.4 of the form∥∥∥(∑
j∈Z
|ϕ(2jA)x|s
)1/s∥∥∥
X
.
Such a version cannot hold in full generality for arbitrary ϕ,ψ ∈ H∞0 (Σσ)\{0}, because such
functions could have "too many zeros", and the crucial step (3.5) in the proof of Proposition 3.9
would then break down. For a concrete counterexample consider A = IdX and ϕ ∈ H
∞
0 (Σπ/4)
with ϕ(2j) = 0 for all j ∈ Z. Hence, we will restrict ourselves to a suitable subclass of H∞0 -
functions. The assumptions for this class of functions are rather technical and made to fit
our needs, but they are not too restrictive: we will show that the standard H∞0 -functions we
usually use as concrete auxiliary functions belong to this subclass of H∞0 .
Definition 3.11. Let σ ∈ (0, π] and ϕ ∈ H∞0 (Σσ) with 0 /∈ ϕ(Σσ). We say that ϕ belongs to
the class ΦΣσ,0 if the following property (named after uniform in E) holds:
(UE) There exist d ∈ Z and a set of functions F ⊆ E(Σσ) such that F fulfills condition (3.3)
from Corollary 3.6 and{
ϕ(2jt·)/ϕ(2j−d·), ϕ(2j+d·)/ϕ(2j t·)
∣∣ j ∈ Z, t ∈ [1, 2]} ⊆ {f(r·) | f ∈ F , r > 0}.
The motivation of this definition is the following conclusion, which is an immediate conse-
quence of Corollary 3.6:
Lemma 3.12. Let σ ∈ (0, π] and ϕ ∈ ΦΣσ,0. Choose d ∈ Z due to property (UE) above and
define the operators Sj(t) :=
(
ϕ(2j+d·)/ϕ(2j t·)
)
(A) and Sj(t) :=
(
ϕ(2jt·)/ϕ(2j−d·)
)
(A) for all
j ∈ Z, t ∈ [0, 1]. Then the set
{Sj(t), Sj(t) | j ∈ Z, t ∈ [1, 2]}
19
is Rs-bounded, and for all j ∈ Z, t ∈ [1, 2] we have
ϕ(2jtA)Sj(t) = Sj(t)ϕ(2
jtA) = ϕ(2j+dA), hence Sj(t) = ϕ(2
jtA)−1ϕ(2j+dA). (3.11)
and
ϕ(2j−dA)Sj(t) = Sj(t)ϕ(2
j−dA) = ϕ(2jtA) hence Sj(t) = ϕ(2
j−dA)−1ϕ(2jtA), (3.12)
In fact, instead of the technical condition (UE) we could assume for ϕ that the conclusion of
Lemma 3.12 holds, since this is what we are interested in. Nevertheless, we want to formu-
late a condition that dependes only on the function ϕ and this is the reason for Definition 3.11.
We now turn to the most important examples of functions in ΦΣσ,0.
Examples 3.13. (1) Let σ ∈ (0, π) and m ∈ N and define ϕ(z) := z
m
(1+z)2m
for all z ∈ Σσ,
then ϕ ∈ ΦΣ0,σ.
(2) Let σ ∈ (0, π/2) and α > 0 and define ϕ(z) := zαe−z for all z ∈ Σσ, then ϕ ∈ Φ
Σ
0,σ.
Proof. (1) We only consider the case m = 1, where we will show that the condition (UE) is
fulfilled with d = 0. For j ∈ Z, t ∈ [1, 2] and z ∈ Σσ define
gj,t(z) := ϕ(2
jtz)/ϕ(2jz) = t
( 1 + 2jz
1 + 2jtz
)2
= t
(1 + t−12jtz
1 + 2jtz
)2
.
With r = 2jt > 0 and τ := t−1 ∈ [1/2, 1] we obtain gj,t(z) = t ·fτ (rz) where fτ (z) :=
(
1+τz
1+z
)2
.
We will show that F := {t · fτ | t, τ ∈ [1/2, 2]} fulfills condition (3.3) from Corollary 3.6. So
let τ ∈ [1/2, 2], then fτ (0) = 1 and fτ (∞) = τ
2, and
ψτ (z) := fτ (z)−
fτ (0) + fτ (∞)z
1 + z
=
(1 + τz)2 − (1 + z)(1 + τ2z)
(1 + z)2
= (2τ − τ2 − 1)
z
(1 + z)2
,
hence |ψτ (z)| ≤ |2τ − τ
2 − 1|
∣∣∣ z(1+z)2 ∣∣∣ ≤ 9 ∣∣∣ z(1+z)2 ∣∣∣. This shows that the uniform estimate (3.3)
holds with ε = 1. Now consider
hj,t(z) := ϕ(2
jz)/ϕ(2j tz) = t−1
(1 + 2jtz
1 + 2jz
)2
,
then hj,t(z) = τft(2
jz) with the same notations as above, hence also {hj,t | j ∈ Z, t ∈ [1, 2]} ⊆
{f(r·) | f ∈ F}.
This shows that condition (UE) is fulfilled with d = 0, hence ϕ ∈ ΦΣσ,0 for m = 1. The general
case m ∈ N can be treated analogously, hence we omit the proof.
(2) For j ∈ Z, t ∈ [1, 2] and z ∈ Σσ define
gj,t(z) := ϕ(2
jtz)/ϕ(2j−1z) = (2t)α e−(2t−1)2
j−1z,
then gj,t(z) = e
−rz with r := (2t− 1)2j−1 > 0, hence gj,t ∈ {τ · e
−r· | τ ∈ [1, 4α], r > 0} =: F .
Let
hj,t(z) := ϕ(2
j+1z)/ϕ(2j tz) = 2/tα e−(2−t)2
jz,
then also hj,t ∈ F . Since F clearly fulfills condition (3.3) from Corollary 3.6, this shows that
condition (UE) is fulfilled with d = −1, hence ϕ ∈ ΦΣσ,0. 
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We can now turn to the central equivalence of continuous and discrete versions of s-power
function norms.
Proposition 3.14. Let s ∈ [1,∞] and A be an Rs-sectorial operator in X. Let σ > ωRs(A)
and ϕ ∈ ΦΣσ,0. Then there is a constant C > 0 such that for all x ∈ X:
C−1
∥∥∥(∑
j∈Z
|ϕ(2jA)x|s
)1/s∥∥∥
X
≤
∥∥∥∥(∫ ∞
0
|ϕ(tA)x|s
dt
t
)1/s∥∥∥∥
X
≤ C
∥∥∥(∑
j∈Z
|ϕ(2jA)x|s
)1/s∥∥∥
X
.
(with the usual modification if s =∞.)
Proof. We assume first that s <∞. Choose the integer d ∈ Z due to property (UE) of ϕ and
define
Sj(t) :=
(
ϕ(2j+d·)/ϕ(2j t·)
)
(A) = ϕ(2jtA)−1ϕ(2j+dA)
and
Sj(t) :=
(
ϕ(2j+dt·)/ϕ(2j ·)
)
(A) = ϕ(2jA)−1ϕ(2j+dtA)
for all j ∈ Z, t ∈ [0, 1]. By Lemma 3.12 the set S := {Sj(t), Sj(t) | j ∈ Z, t ∈ [1, 2]} is Rs-
bounded, so let C := Rs(S).
Let x ∈ X. Define
S(r) :=
∑
j∈Z
1[2j ,2j+1)(r)ϕ(rA)
−1ϕ(2j+dA) and y(t) := ϕ(tA)x for all t, r > 0,
then y : (0,∞) → X is measurable, S : (0,∞) → L(X) is strongly measurable and S(2jt) =
ϕ(2jtA)−1ϕ(2j+dA) = Sj(t) for all t ∈ [1, 2) and j ∈ Z. Moreover, S((0,∞)) ⊆ S is Rs-
bounded. By Proposition 2.12 we obtain∥∥∥(∑
j∈Z
|ϕ(2jA)x|s
)1/s∥∥∥
X
=
∥∥∥(∑
j∈Z
|ϕ(2j+dA)x|s
)1/s∥∥∥
X
=
∥∥∥∥∥
(∑
j∈Z
∫ 2
1
|ϕ(2jtA)Sj(t)x|
s dt
)1/s∥∥∥∥∥
X
≈
∥∥∥∥∥
(∑
j∈Z
∫ 2
1
|S(2jt)y(2jt)|s
dt
t
)1/s∥∥∥∥∥
X
=
∥∥∥∥∥
(∑
j∈Z
∫ 2j+1
2j
|S(t)y(t)|s
dt
t
)1/s∥∥∥∥∥
X
=
∥∥∥∥∥
(∫ ∞
0
|S(t)(t−sy(t))|s dt
)1/s∥∥∥∥∥
X
≤ C ·
∥∥∥∥∥
(∫ ∞
0
|ϕ(tA)x|s
dt
t
)1/s∥∥∥∥∥
X
.
We now turn to the inverse inequality. By the Fatou property we obtain in a first step∥∥∥( ∫ ∞
0
|ϕ(tA)x|s
dt
t
)1/s∥∥∥
X
≈
∥∥∥(∑
j∈Z
∫ 2
1
|ϕ(2jtA)x|s dt
)1/s∥∥∥
X
=
∥∥∥(∑
j∈Z
∫ 2
1
|Sj(t)ϕ(2
jA)x|s dt
)1/s∥∥∥
X
≤ lim inf
N→∞
∥∥∥( N∑
j=−N
∫ 2
1
|Sj(t)ϕ(2
jA)x|s dt
)1/s∥∥∥
X
.
21
Since t 7→ Sj(t) is analytic, we can work with a version with analytic, hence in particular
continuous, paths (cf. Subsection 2.2) and obtain∫ 2
1
|Sj(t)ϕ(2
jA)x|s dt = lim
ℓ→∞
1
ℓ
ℓ∑
k=1
|Sj
(
1 +
k
ℓ
)
ϕ(2jA)x|s
µ-a.e. in Ω. Let S
(ℓ)
j,k := Sj
(
1 + kℓ
)
for all j ∈ Z, ℓ ∈ N and k ∈ N≤ℓ, then using the Fatou
property again leads to
∥∥∥(∫ ∞
0
|ϕ(tA)x|s
dt
t
)1/s∥∥∥
X
≤ lim inf
N,ℓ→∞
ℓ−1/s
∥∥∥( N∑
j=−N
ℓ∑
k=1
|S
(ℓ)
j,kϕ(2
jA)x|s
)1/s∥∥∥
X
≤ C · lim inf
N,ℓ→∞
ℓ−1/s
∥∥∥( N∑
j=−N
ℓ∑
k=1
|ϕ(2jA)x|s
)1/s∥∥∥
X
≤ C ·
∥∥∥( ∞∑
j=−∞
|ϕ(2jA)x|s
)1/s∥∥∥
X
.
Now let s =∞. Then we have trivially supj∈Z |ϕ(2
jA)x| ≤ supt>0 |ϕ(tA)x| for all x ∈ X, hence
we obtain the first inequality
∥∥ supj∈Z |ϕ(2jA)x|∥∥X ≤ ∥∥ supt>0 |ϕ(tA)x|∥∥X for all x ∈ X. For
the second estimate we use the same notations as above and obtain by Proposition 2.13∥∥ sup
t>0
|ϕ(tA)x|
∥∥
X
=
∥∥ sup
j∈Z
sup
t∈[1,2]
|ϕ(2j+dtA)x|
∥∥
X
=
∥∥ sup
j∈Z
sup
t∈[1,2]
|Sj(t)ϕ(2
jA)x|
∥∥
X
=
∥∥ sup
(j,t)∈Z×[1,2]
|Sj(t)ϕ(2
jA)x|
∥∥
X
≤ C ·
∥∥ sup
(j,t)∈Z×[1,2]
|ϕ(2jA)x|
∥∥
X
= C ·
∥∥ sup
j∈Z
|ϕ(2jA)x|
∥∥
X
.

If we combine Proposition 3.14 with Proposition 3.9 we obtain
Proposition 3.15. Let s ∈ [1,∞] and A be an Rs-sectorial operator in X. Let σ > ωRs(A)
and ϕ,ψ ∈ ΦΣσ,0. Then there is a constant C > 0 such that for all f ∈ H
∞(Σσ) and x ∈ X we
have ∥∥∥(∑
j∈Z
|f(A)ϕ(2jA)x|s
)1/s∥∥∥
X
≤ C ‖f‖∞,σ
∥∥∥(∑
j∈Z
|ψ(2jA)x|s
)1/s∥∥∥
X
(3.13)
(with the usual modification if s =∞). 
Remark 3.16. By simple modifications of the proof one can show that the conclusion of
Proposition 3.14 is also true in the case that A is assumed to be an injective sectorial operator
with dense domain and range in an arbitrary Banach space X, and one replaces the s-power
function norms by the related norm expressions(∫ ∞
0
‖ϕ(tA)x‖sX
dt
t
)1/s
, and
(∑
j∈Z
‖ϕ(2jA)x‖sX
)1/s
, respectively. (3.14)
Moreover, also Proposition 3.15 still holds in this setting, if one uses [23], Theorem 6.4.2
instead of Proposition 3.9.
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3.4. Rs-bounded H
∞-calculus. For this subsection we fix some s ∈ [1,∞].
Definition 3.17. Let σ > ω(A). We say that A has an Rs-bounded H
∞(Σσ)-calculus if the
set
{f(A) | f ∈ H∞(Σσ), ‖f‖∞ ≤ 1}
is Rs-bounded, which is equivalent to the existence of a constant C > 0 such that the estimate
‖(fj(A)xj)j‖X(ℓs) ≤ C sup
j∈N
‖fj‖∞,σ · ‖(xj)j‖X(ℓs)
holds for all fj ∈ H
∞(Σσ) and xj ∈ X, j ∈ N. In this case we define
M∞s,σ(A) := Rs
({
f(A) | f ∈ H∞(Σσ), ‖f‖∞,σ ≤ 1
})
.
Moreover,
ωR∞s (A) := inf{σ ∈ (ω(A), π] | A has an Rs-bounded H
∞(Σσ)-calculus}
is called theR∞s -type of A, and in this situation we will also just say that A has anRs-bounded
H∞-calculus.
We trivially have the following
Remark 3.18. Let A have an Rs-bounded H
∞-calculus, then A is also Rs-sectorial with
ωRs(A) ≤ ωR∞s (A). 
The property of A having an Rs-bounded H
∞-calculus can be expressed in terms of the
diagonal operator A˜s.
Lemma 3.19. Let σ, σ′ > ω(A). Consider the following assertions:
(1) For each f ∈ H∞(Σσ) the operator f(A) is Rs-bounded,
(2) The diagonal operator A˜s is sectorial with ω(A˜s) < σ
′ and has a bounded H∞(Σσ′)-
calculus in X(ℓs).
Then (2) ⇒ (1) if σ ≥ σ′, and (1) ⇒ (2) if σ′ > σ. Moreover, if (1) holds there is a constant
Cσ > 0 such that
Rs(f(A)) ≤ Cσ · ‖f‖∞,σ for all f ∈ H
∞(Σσ′)
for each σ′ > σ.
Proof. It is trivial that (2) implies (1) if σ ≥ σ′, so we assume σ′ > σ and that (1) holds.
Observe that A has in particular a bounded H∞(Σσ)-calculus, hence
ΦA : H
∞(Σσ)→ L(X), f 7→ f(A)
is bounded. By (1) we have in addition R(ΦA) ⊆ RsL(X) →֒ L(X) and RsL(X) is a Banach
space by Proposition 2.6, hence the Closed Graph Theorem implies that ΦA : H
∞(Σσ) →
RsL(X), f 7→ f(A) is bounded, i.e. there is a constant Cσ > 0 such that
Rs(f(A)) ≤ Cσ · ‖f‖∞,σ for all f ∈ H
∞(Σσ). (3.15)
Choose ω ∈ (σ, σ′), then by (3.15) the set {λR(λ, A˜s) | λ ∈ C\Σω} is bounded in the space
L(X(ℓs)), hence the diagonal operator A˜s is sectorial with ω(A˜s) ≤ ω < σ
′, and again (3.15)
implies that the diagonal operator A˜s has a bounded H
∞(Σσ′)-calculus in X(ℓ
s). 
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Observe that the restriction σ′ > σ in (1)⇒ (2) if of Lemma 3.19 is due to the fact that we do
not assume A to be Rs-sectorial. If we do this, we get the following slightly sharper condition,
which can be proven in the same way.
Lemma 3.20. Let A be an Rs-sectorial operator and σ > ωRs(A). Then the following condi-
tions are equivalent:
(1) For each f ∈ H∞(Σσ) the operator f(A) is Rs-bounded,
(2) The diagonal operator A˜s has a bounded H
∞(Σσ)-calculus in X(ℓ
s).

A useful tool to check if an operator has an Rs-bounded H
∞-calculus ist the following fact:
Under suitable geometric conditions on X, Rs-boundedness of the single operators f(A) for
f ∈ H∞(Σσ) as in Lemma 3.19 (1) already implies an Rs-bounded H
∞(Σσ′)-calculus for all
σ′ > σ:
Theorem 3.21. Let σ, σ′ > ω(A) and s ∈ [1,∞), and assume that X is r-concave for some
r <∞. Consider the following assertions:
(1) A has an Rs-bounded H
∞(Σσ′)-calculus.
(2) For each f ∈ H∞(Σσ) the operator f(A) is Rs-bounded,
(3) For each ϕ ∈ H∞0 (Σσ) the operator ϕ(A) is Rs-bounded, and there is a constant C > 0
such that
∀ϕ ∈ H∞0 (Σσ) : Rs(ϕ(A)) ≤ C ‖ϕ‖∞,σ
Then (1)⇒(3)⇒(2) if σ ≥ σ′, and (2)⇒(1) if σ′ > σ.
More precisely, if (2) holds, then for each ω > σ there is a constant Cω,σ > 0 independent of
A such that
∀σ′ ≥ ω : M∞s,σ′(A) ≤ Cω,σ · sup{Rs(f(A)) | f ∈ H
∞(Σσ), ‖f‖∞,σ ≤ 1}. (3.16)
This has been proven in [31] for the case X = Lp, and with little modifications the proof given
there also works in this more general situation.
We conclude with the standard example:
Proposition 3.22. Let d,m ∈ N and p, s ∈ (1,∞). Then the Laplace operator A := (−∆)m
has an Rs-bounded H
∞-calculus in Lp(Rd) with ωR∞s
(
(−∆)m
)
= 0.
Proof. We just have to show that the operator A ⊗ Idℓs extends to a closed operator which
has a bounded H∞(Σσ)-calculus in L
p(Rd, ℓs) for each σ > 0. Since ℓs is a UMD-spaces, this
is a consequence of the vector-valued Mikhlin Multiplier Theorem. This is shown in detail for
m = 1 in [32], Example 10.2 b). 
Indeed, very large classes of differential operators have an Rs-bounded H
∞-calculus in Lp, we
refer to [31]. The central tool used there are generalized Gaussian estimates.
4. Generalized Triebel-Lizorkin spaces
In this section we fix s ∈ [1,∞], and A will always denote an Rs-sectorial operator in X with
dense domain and dense range, where X is a ocmplex Banach function space with absolut
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continuous norm.
We turn to the central topic of this paper and introduce associated homogeneous and inho-
mogeneous s-intermediate spaces X˙θs,A,X
θ
s,A.
4.1. Definition end elementary properties of the spaces Xθs,A and X˙
θ
s,A. For each
σ ∈ (0, π] and θ ∈ R let
Φσ,θ := {ϕ ∈ E(Σσ)\{0} | z 7→ z
−θϕ(z) ∈ H∞0 (Σσ)}.
For the discrete counterparts we define the subset
ΦΣσ,θ := {ϕ ∈ Φσ,θ | z 7→ z
−θϕ(z) ∈ ΦΣσ,0}.
Note that Φσ,θ →֒ Φσ′,θ′ and Φ
Σ
σ,θ →֒ Φ
Σ
σ′,θ′ for σ ≥ σ
′ and θ ≥ θ′.
Definition 4.1. Let θ ∈ R, s ∈ [1,∞] and σ > ω(A). For ϕ ∈ Φσ,θ we define the corresponding
s-power function norm as
‖x‖θ,s,A,ϕ :=
∥∥∥( ∫ ∞
0
|t−θϕ(tA)x|s
dt
t
)1/s∥∥∥
X
for all x ∈ X (4.1)
(with the usual modification if s = ∞). Moreover, for ϕ ∈ ΦΣσ,θ we define the corresponding
discrete counterpart as
‖x‖Σθ,s,A,ϕ :=
∥∥∥(∑
j∈Z
|2−jθϕ(2jA)x|s
)1/s∥∥∥
X
for all x ∈ X (4.2)
(with the usual modification if s =∞).
Finally we define the space
Xθs,A,ϕ := {x ∈ X | ‖x‖θ,s,A,ϕ <∞}.
We will show that ‖ · ‖θ,s,A,ϕ defined by (4.1) actually defines a norm on X
θ
s,A,ϕ: The mapping
J : Xθs,A,ϕ → X(L
s
∗), x 7→
(
t−θϕ(tA)x
)
t>0
is linear, and ‖x‖θ,s,A,ϕ = ‖Jx‖X(Ls∗) for all x ∈ X
θ
s,A,ϕ by definition, hence we only have
to show that J is injective. Let x ∈ Xθs,A,ϕ with Jx = 0. Define ρ(z) := z/(1 + z)
2 and
c :=
∫∞
0 ρ(t)|ϕ(t)|
2 dt
t > 0, and let ψ :=
1
cρϕ, then ψ ∈ H
∞
0 (Σσ) and
∫∞
0 ψ(t)ϕ(t)
dt
t =
1
c
∫∞
0 ρ(t)|ϕ(t)|
2 dt
t = 1. Since dt/t is a translation invariant measure on the multiplicative
group (0,∞) this yields ∫ ∞
0
ψ(tz)ϕ(tz)
dt
t
= 1 (4.3)
for all z ∈ (0,∞), and by analytic continuation and the identity theorem for analytic functions,
(4.3) is also true for all z ∈ Σσ. By functional calculus we obtain
x =
∫ ∞
0
ψ(tA)ϕ(tA)x︸ ︷︷ ︸
=0 a.e.
dt
t
= 0.
By the preceding section we have the important issue that the s-power function norm ‖·‖θ,s,A,ϕ
does not depend on ϕ in the following sense:
25
Proposition 4.2. Let θ ∈ R, σ > ωRs(A) and ϕ,ψ ∈ Φσ,θ. Then there is a constant C > 0
such that for all x ∈ D(Aθ) and f ∈ H∞(Σσ)
(1) C−1 ‖x‖θ,s,A,ϕ ≤ ‖x‖θ,s,A,ψ ≤ C ‖x‖θ,s,A,ϕ,
(2) ‖f(A)x‖θ,s,A,ϕ ≤ C ‖f‖∞ · ‖x‖θ,s,A,ϕ.
If ϕ,ψ ∈ ΦΣσ,θ, then we have in addition
(3) C−1 ‖x‖θ,s,A,ϕ ≤ ‖x‖
Σ
θ,s,A,ψ ≤ C ‖x‖θ,s,A,ϕ,
and (1), (2) also hold for the discrete counterparts ‖ · ‖Σθ,s,A,ϕ, ‖ · ‖
Σ
θ,s,A,ψ instead of ‖ · ‖θ,s,A,ϕ,
‖ · ‖θ,s,A,ψ.
Proof. We apply Proposition 3.9 with ϕ˜(z) := z−θϕ(z) and ψ˜(z) := z−θψ(z) instead of ϕ,ψ
and choose the constant C > 0 as given there. Let x ∈ D(Aθ) and f ∈ H∞(Σσ), then:
‖f(A)x‖θ,s,A,ϕ =
∥∥∥(∫ ∞
0
|t−θϕ(tA)f(A)x|s
dt
t
)1/s∥∥∥
X
=
∥∥∥(∫ ∞
0
|f(A)ϕ˜(tA)Aθx|s
dt
t
)1/s∥∥∥
X
≤ C ‖f‖∞ ·
∥∥∥(∫ ∞
0
|ψ˜(tA)Aθx|s
dt
t
)1/s∥∥∥
X
= C ‖f‖∞ · ‖x‖θ,s,A,ψ
(with the usual modification if s =∞). This shows (1) and (2). In the same way, (3) holds by
Propositions 3.14 and 3.15. 
The central objects are now the following normed spaces:
(1) Xθs,A,ϕ endowed with the norm ‖ · ‖Xθs,A,ϕ
:= ‖ · ‖X + ‖ · ‖θ,s,A,ϕ if θ ≥ 0,
(2) X˙θs,A,ϕ as the completion of the space X
θ
s,A,ϕ endowed with the norm ‖ · ‖θ,s,A,ϕ.
We will see in Proposition 4.5 below (based, of course, on Proposition 4.2) that these spaces
are independent of ϕ in the sense that different ϕ ∈ Φσ,θ lead to equivalent norms, hence
we shall drop ϕ in notation, and the space Xθs,A will be called the associated inhomogeneous
s-intermediate space, and X˙θs,A the associated homogeneous s-intermediate space. Later we will
also call these spaces the associated generalized Triebel-Lizorkin spaces, when it is clear that
this notion is justified. Definition (1) would also make sense for θ < 0, we leave out these
spaces from our considerations, since they appear to be quite unnatural. In fact, even for
θ = 0 these spaces are delicate, since they are forced to be embedded into X, which might not
be natural, if one looks at the concrete examples of classical Triebel-Lizorkin spaces.
As usual, the homogeneous space is somehow closer related to the operator A, but has a more
complicated structure, since e.g. it is in general not embedded into X. Nevertheless many
properties of homogeneous spaces can easily be carried over to inhomogeneous spaces: if A
is invertible, then Xθs,A
∼= X˙θs,A for θ > 0, see Proposition 4.12 below. We thus start with a
detailed study of the homogeneous spaces.
The following is an important density property.
Proposition 4.3. Let θ ∈ R, m ∈ N with m > |θ| and σ > ωRs(A). Then D(A
m) ∩ R(Am)
is a dense subset in X˙θs,A,ϕ for all ϕ ∈ Φσ,θ.
Proof. We will show first that D(Am) ∩R(Am) ⊆ X˙θs,A,ϕ. Let x ∈ D(A
m) ∩R(Am) ⊆ D(Aθ).
Choose ε > 0 such that ε < m− |θ|. Let ϕ(z) := z
m
(1+z)2m
and ψ±(z) :=
zm−θ±ε
(1+z)2m
, then ϕ ∈ Φσθ
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and ψ ∈ H∞0 (Σσ), and
t−θϕ(tA)x = t∓ε(tA)−θ±εϕ(tA)x = t∓εψ±(tA) for all t > 0.
Hence we obtain (with the usual modification if s =∞)
‖x‖θ,s,A,ϕ =
∥∥∥∥(∫ ∞
0
|t−θϕ(tA)x|s
dt
t
)1/s∥∥∥∥
.
∥∥∥∥(∫ 1
0
|tεψ−(tA)x|
s dt
t
)1/s∥∥∥∥+ ∥∥∥∥(∫ ∞
1
|t−εψ+(tA)x|
s dt
t
)1/s∥∥∥∥
(∗)
.
∥∥∥∥(∫ 1
0
|tεx|s
dt
t
)1/s∥∥∥∥+ ∥∥∥∥(∫ ∞
1
|t−εx|s
dt
t
)1/s∥∥∥∥ = 2sε ‖x‖X <∞,
where we used in (∗) that the operator set {ψ±(tA) | t > 0} is Rs-bounded. This shows that
D(Am)∩R(Am) ⊆ X˙θs,A,ϕ for the special ϕ we have chosen, and by Proposition 4.2 this is also
true for arbitrary ϕ ∈ Φσ,θ since D(A
m) ∩R(Am) ⊆ D(Aθ).
Now we define
X˜θs,A,ϕ := D(A
m) ∩R(Am)
‖·‖Xθ,s,A,ϕ ⊆ X˙θs,A,ϕ,
then by Proposition 4.2 all the spaces X˜θs,A,ϕ, where ϕ ∈ ΦωRs(A),θ, coincide and have equiva-
lent norms. Hence D(Am)∩R(Am) is dense in all X˜θs,A,ϕ, ϕ ∈ ΦωRs(A),θ if it is dense for some
ϕ ∈ ΦωRs(A),θ, so we may assume that ϕ(z) =
zm
(1+z)2m
, hence ϕ ∈ ΦΣσ,θ. Let X˜
θ,Σ
s,A,ϕ be the
completion of D(Am)∩R(Am) with respect to the norm ‖·‖Σθ,s,A,ϕ. Then again by Proposition
4.2 (3) we also have X˜θs,A,ϕ = X˜
θ,Σ
s,A,ϕ with equivalent norms, so it is enough to show that
Xθs,A,ϕ ⊆ X˜
θ,Σ
s,A,ϕ.
Let x ∈ Xθs,A,ϕ and define Tn := n(n + A
−1)−1n(n + A)−1 = A( 1n + A)
−1n(n + A)−1 for all
n ∈ N. Let xn := T
m
n x ∈ D(A
m) ∩R(Am) for all n ∈ N, then it is well known that xn → x in
X for n→∞.
We consider the case s <∞ first. Let ε > 0, then since x ∈ Xθs,A,ϕ, we can choose N ∈ N such
that ∥∥∥( ∑
|j|≥N
|2−jθϕ(2jA)x|s
)1/s∥∥∥
X
< ε/2.
Let KN :=
∑
|j|≤N
2−jθ‖ϕ(2jA)x‖X , then we can choose n0 ∈ N such that KN · ‖xn−x‖X < ε/2
for all n ≥ n0. Let n ≥ n0, then
‖xn − x‖
Σ
θ,s,A,ϕ ≤
∥∥∥( ∑
|j|≤N
|2−jθϕ(2jA)(xn − x)|
s
)1/s∥∥∥
X
+
∥∥∥( ∑
|j|≥N
|(Tmn − Id)2
−jθϕ(2jA)x|s
)1/s∥∥∥
X
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(1)
.m
∥∥∥ ∑
|j|≤N
2−jθ|ϕ(2jA)(xn − x)|
∥∥∥
X
+
∥∥∥( ∑
|j|≥N
|2−jθϕ(2jA)x|s
)1/s∥∥∥
X
≤
∑
|j|≤N
2−jθ‖ϕ(2jA)x‖X · ‖xn − x‖X +
∥∥∥( ∑
|j|≥N
|2−jθϕ(2jA)x|s
)1/s∥∥∥
X
< ε
for all n ≥ n0, where we used in (1) that ℓ
1 →֒ ℓs and that the operators Tmn , n ∈ N are
Rs-bounded. So we have ‖x− xn‖
Σ
θ,s,A,ϕ → 0 for n→∞.
Now consider the case s =∞. Let ε > 0. Then again, since x ∈ Xθ∞,A,ϕ and X has the Fatou
property, we can choose N ∈ N such that∥∥ sup
j∈Z
|2−jθϕ(2jA)x| − sup
|j|≤N
|2−jθϕ(2jA)x|
∥∥
X
< ε/2,
and we can proceed as in the first case by using the estimate
‖x− xn‖θ,∞,A,ϕ =
∥∥ sup
j∈Z
|2−jθϕ(2jA)x|
∥∥
X
≤
∥∥ sup
j∈Z
|2−jθϕ(2jA)x| − sup
|j|≤N
|2−jθϕ(2jA)x|
∥∥
X
+
∥∥ sup
|j|≤N
|2−jθϕ(2jA)x|
∥∥
X
.

Of course, Proposition 4.3 implies an analogous density property for the inhomogeneous spaces:
Corollary 4.4. Let θ ≥ 0, m ∈ N>θ and σ > ωRs(A). Then D(A
m) ∩ R(Am) is a dense
subset in Xθs,A,ϕ for all ϕ ∈ Φσ,θ. 
With these density properties we can extend the norm estimates from Proposition 4.2 to the
whole spaces X˙θs,A,ϕ,X
θ
s,A,ϕ.
Proposition 4.5. Let θ ∈ R, σ > ωRs(A) and ϕ,ψ ∈ Φσ,θ. Then there is a constant C > 0
such that for all x ∈ Xθs,A,ϕ and f ∈ H
∞(Σσ)
(1) C−1 ‖x‖θ,s,A,ϕ ≤ ‖x‖θ,s,A,ψ ≤ C ‖x‖θ,s,A,ϕ,
(2) ‖f(A)x‖θ,s,A,ϕ ≤ C ‖f‖∞ · ‖x‖θ,s,A,ϕ.
In particular, for each ϕ,ψ ∈ Φσ,θ the spaces X˙
θ
s,A,ϕ and X˙
θ
s,A,ψ have equivalent norms, and if
ϕ ∈ ΦΣσ,θ, then also ‖ · ‖
Σ
θ,s,A,ϕ is an equivalent norm on X˙
θ
s,A,ϕ, and (1), (2) also hold for the
discrete counterpart ‖ · ‖Σθ,s,A,ϕ instead of ‖ · ‖θ,s,A,ϕ.
Finally, if θ ≥ 0, then all statements are also true for the inhomogeneous spaces Xθs,A,ϕ with
the inhomogeneous norms ‖ · ‖X + ‖ · ‖θ,s,A,ϕ and ‖ · ‖X + ‖ · ‖
Σ
θ,s,A,ϕ, respectively. 
Hence we will usually drop the ϕ and sometimes A in our notation of the spaces X˙θs,A,ϕ,X
θ
s,A,ϕ,
if there is no risk of confusion. Moreover, if θ ∈ R, σ > ωRs(A) and ϕ ∈ Φσ,θ (or ϕ ∈ Φ
Σ
σ,θ,
respectively), we will write
‖x‖θ,s ≈
∥∥∥( ∫ ∞
0
|t−θϕ(tA)x|s
dt
t
)1/s∥∥∥
X
(
‖x‖θ,s ≈
∥∥∥(∑
j∈Z
|2−jθϕ(2jA)x|
)1/s∥∥∥
X
)
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to indicate that ‖ · ‖θ,s is any of the equivalent norms ‖ · ‖θ,s,ψ , ψ ∈ Φσ,θ (or ‖ · ‖
Σ
θ,s,ψ, ψ ∈ Φ
Σ
σ,θ,
respectively).
Remark 4.6. It is well know that the related norm
x 7→ ‖x‖X +
(∫ ∞
0
‖t−θϕ(tA)x‖sX
dt
t
)1/s
(4.4)
(with the usual modification if s = ∞), where X is a general Banach space and A is an
injective sectorial operator in X with dense domain and range, are equivalent to the norm of
the real interpolation space (X,D(A))θ,s if θ ∈ (0, 1), cf. [23], Theorem 6.5.3. By Remark 3.16
we obtain in a similar way as it is done above that also the discrete counterparts
x 7→ ‖x‖X +
(∑
j∈Z
‖2−jθϕ(2jA)x‖sX
)1/s
(4.5)
(with the usual modification if s = ∞) define an equivalent norm for the real interpolation
space (X,D(A))θ,s if θ ∈ (0, 1) and ϕ ∈ Φ
Σ
σ,θ.
If θ > 0 and ϕ ∈ Φσ,θ for some σ > ωRs(A), we observe that by Rs-boundedness of
{ϕ(tA) | t > 0} we have∥∥∥(∫ ∞
1
|t−θϕ(tA)x|s
dt
t
)1/s∥∥∥
X
.
∥∥∥( ∫ ∞
1
|t−θx|s
dt
t
)1/s∥∥∥
X
= (θs)−1/s · ‖x‖X .
This leads to the following
Remark 4.7. Let θ > 0 and ϕ ∈ Φσ,θ for some σ > ωRs(A). Then
XθA,s =
{
x ∈ X
∣∣∣ ∥∥∥(∫ 1
0
|t−θϕ(tA)x|s
dt
t
)1/s∥∥∥
X
<∞
}
,
and x 7→ ‖x‖X +
∥∥∥∥( ∫ 1
0
|t−θϕ(tA)x|s
dt
t
)1/s∥∥∥∥
X
defines an equivalent norm on XθA,s. 
The next proposition describes some elementary embedding properties.
Proposition 4.8. Let θ, θ′ ∈ R and r ∈ [1,∞]. Then the following embeddings hold:
(1) If r ≤ s and A is also Rr-sectorial, then X˙
θ
r,A →֒ X˙
θ
s,A and X
θ
r,A →֒ X
θ
s,A if θ ≥ 0,
respectively.
(2) If θ′ ≥ θ > 0, then Xθ
′
A,s →֒ X
θ
A,s →֒ X.
Proof. (1) This follows immediately if we use the discrete norm representation in the spaces
X˙θr,A, X˙
θ
s,A and the fact that ℓ
r →֒ ℓs.
(2) This is an immediate consequence of Remark 4.7. 
Also the homogeneous spaces X˙θs,A can be embedded into some natural extrapolation spaces
associated to A. A suitable framework is the theory of abstract extrapolation spaces as it is
developed in [23], Chapter 6.3. We will give a short summary of those parts of the theory that
we need here.
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Defining the operator J := A(1 + A)−2 : X → X, one has JX = D(A) ∩ R(A) →֒ X, and J
is a topological isomorphism. The operator J gives rise to a scale of extrapolation spaces
X(1) →֒ X = X(0) →֒ X(−1) →֒ X(−2) →֒ · · · →֒ X(−n) →֒ · · ·
where X(1) := D(A) ∩ R(A), together with a family of (compatible) isometric isomorphisms
Jn : X(−n) → X(−n+1) such that J0 = J . The algebraic inductive limit U :=
⋃
n∈NX(−n) is
called the universal extrapolation space corresponding to A. This space can be endowed with
a notion of net-convergence in the following sense: Let (xα)α∈A be a net in U and y ∈ U , then
xα → y :⇐⇒ ∃n ∈ N, α0 ∈ A :
(
∀α ∈ A≥α0 : y, xα ∈ X−n
)
∧ ‖xα − y‖ → 0.
Then the limit of a net in U is unique, and sum and scalar multiplication are "continuous"
with respect to the so-defined notion of convergence. Since the operator J is defined on each
space X−n, n ∈ N, it can be considered as a mapping J : U → U , which then is obviously
surjective, whence it is an algebraic isomorphism, continuous with respect to the notion of
convergence defined above.
In fact, the construction of the space U and in particular the notion of convergence in U
is only an ad-hoc construction, which is suitable to make formulations easier: For example,
convergence in the space U is convergence in the space X(−m) for some m ∈ N, and in the
same manner arguments made in the space U always have to be understood to be made in
the space X(−m) for some m ∈ N.
The operator A can also be lifted to the scale of extrapolation spaces and the space U : We
define
A(−1) := J
−1AJ with domain D(A(−1)) := J
−1D(A).
Then A is an injective sectorial operator in X(−1) that is isometrically similar to A. Moreover
X(1) ⊆ D(A(−1)) ⊆ X(−1), and A is the part of A(−1), i.e.
A = A(−1) ∩ (X ×X) = {(x,A(−1)x) |x,A(−1)x ∈ X}.
Iterating this procedure leads to a sequence of isometrically similar sectorial operators A(−n)
in X(−n) where A(−n) is the part of A(−n−1) in X(−n). Thus A can be considered as an operator
on the whole space U .
The concept of functional calculus can be extended to this framework: Let σ ∈ (ω(A), π]
and f ∈ B(Σσ). Then the operator f(A) can be considered as an operator in each X(−n),
and we have consistency in the sense that f(A(−n−1))|X(−n) = f(A(−n)) for all n ∈ N. To be
more precise, if we choose m ∈ N such that ρmf ∈ E(Σσ), where ρ(z) = z/(1 + z)
2, then
f(A) : X(−n) → X(−n−m) is bounded for each n ∈ N. Hence f(A) can be considered as an
operator on the space U , and we have the following important lemma.
Lemma 4.9 ([23], Lemma 6.3.1). Let σ ∈ (ω(A), π) and f ∈ B(Σσ). Then D(f(A)) =
{x ∈ X | f(A)x ∈ X}, i.e., the operator f(A) considered as an operator in X is the part in X
of f(A) considered as an operator in U . 
Finally we define for each α ∈ R the homogeneous fractional space
X˙α := A
−αX endowed with the norm ‖ · ‖α := ‖ · ‖X˙α := ‖A
α · ‖X ,
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where A−α has to be understood in the sense of Lemma 4.9 and the preceding remarks.
We can now give a concrete description of the homogeneous s-intermediate spaces as subspaces
of the abstract extrapolation space U .
Proposition 4.10. Let θ ∈ R. Then
X˙θs,A
∼= {x ∈ U | ‖x‖θ,s,A <∞} →֒ A
−θX(−1)
Proof. For brevity we drop A in notation of norms and spaces for this proof. Define the
auxiliary space
X˜θs := {x ∈ U | ‖x‖θ,s <∞}, endowed with the norm ‖ · ‖θ,s.
We start by showing the embedding X˜θs →֒ A
−θX(−1). Choose σ ∈ (ωRs(A), π] and ϕ ∈ Φσ,θ.
With ϕ˜(z) := z−θϕ(z) we have ϕ˜ ∈ Φσ,0 and
ϕ˜(tA)Aθx = (tA)−θϕ(tA)Aθx = t−θϕ(tA)x for all x ∈ D(Aθ), t > 0,
hence Aθ is an isomorphism from X˜θs to X˜
0
s and we may assume w.l.o.g. that θ = 0. Let x ∈ U
with ‖x‖0,s,ϕ <∞. We argue similar as in the proof of Proposition 3.9. We choose a function
ψ ∈ H∞0 (Σσ) such that
∫∞
0 ϕ(t)ψ(t)
dt
t = 1 and conclude by the same techniques as in the
proof of Proposition 3.9 that ∫ ∞
0
ϕ(tA)ψ(tA)x
dt
t
= x in U,
i.e. the integral is taken in the extrapolation space X(−m) for some m ∈ N. Let ρ(z) :=
z/(1 + z)2, choose ω ∈ (ωRs(A), σ) and let Γ by the usual parametrization of ∂Σω. Using
functional calculus and Fubini-Tonelli yields
ρ(A)x =
∫ ∞
0
ρ(A)ϕ(tA)ψ(tA)x
dt
t
=
∫ ∞
0
1
2πi
∫
Γ
ρ(z)ψ(tz)zR(z,A)ϕ(tA)x
dz
z
dt
t
=
1
2πi
∫
Γ
ρ(z) zR(z,A)
(∫ ∞
0
ψ(tz)ϕ(tA)x
dt
t
)
︸ ︷︷ ︸
=:u(z)
dz
z
.
By Hölder’s inequality we have
|u(z)| ≤
(∫ ∞
0
|ψ(tz)|s
′ dt
t
)1/s′
︸ ︷︷ ︸
C(z):=
·
(∫ ∞
0
|ϕ(tA)x|s
dt
t
)1/s
,
where C := supz∈ΓC(z) < ∞ since ψ ∈ H
∞
0 (Σσ). Since also ρ ∈ H
∞
0 (Σσ) and M :=
supz∈Σω ‖zR(z,A)‖ <∞ we obtain Jx = ρ(A)x ∈ X, hence x ∈ X(−1), with
‖x‖X(−1) = ‖Jx‖X = ‖ρ(A)x‖X ≤
1
2π
∫
Γ
|ρ(z)| ‖zR(z,A)‖X · ‖|u(z)|‖X
|dz|
|z|
.
CM
2π
∫
Γ
|ρ(z)|
|dz|
|z|
·
∥∥∥∥(∫ ∞
0
|ϕ(tA)x|s
dt
t
)1/s∥∥∥∥
X
. ‖x‖X0s
as desired.
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We now show that
(
X˜θs , ‖ · ‖θ,s
)
is a Banach space. Again, we may assume w.l.o.g. that θ = 0
and choose ϕ(z) := z/(1+z)2 to calculate the norm in X0s . Let (xn)n∈N ∈
(
X˜0s
)N
be a Cauchy
sequence. Then by the already proven embedding X˜0s →֒ X(−1) we can find an x ∈ X(−1) with
xn → x in x ∈ X(−1), hence also ϕ(tA)xn → ϕ(tA)x in X for n → ∞, since by the special
choice of ϕ we have ϕ(tA) ∈ L(X(−1),X). On the other hand, (ϕ(tA)x)t>0 is a Cauchy sequence
in the Banach space X(Ls∗), hence we can find an F ∈ X(L
s
∗) with ϕ(·)Ax → F in X(L
s
∗).
We may assume w.l.o.g. by possibly choosing subsequences, that also ϕ(·A)xn → ϕ(·A)x and
ϕ(·A)xn → F pointwise a.e. for n→∞. Thus we obtain ϕ(·A)x = F ∈ X(L
s
∗), hence x ∈ X˜
θ
s ,
and ‖x− xn‖X0s = ‖ϕ(·A)xn − F‖X(Ls∗) → 0 for n→∞.
Since X˜θs is a Banach space and trivially X
θ
s ⊆ X˜
θ
s , we also obtain X˙
θ
s ⊆ X˜
θ
s , and it only
remains to show the other inclusion X˜θs ⊆ X˙
θ
s . But this can easily be seen by a density
argument, since for sufficiently large m ∈ N we have again that D(Am)∩R(Am) is also dense
in the space X˜θs . This can be proven in the same way as it is done in the proof of Proposition
4.3. 
We sketch another possible proof of the embedding X˙0s,A →֒ X(−1) where we use a correspond-
ing result for the so called McIntosh-Yagi spaces from [23], Proposition 6.4.1.:
With the notations of the above proof we obtain with [23], Proposition 6.4.1 b) the estimate
‖x‖X(−1) ≤ C · sup
t>0
‖ϕ(tA)x‖X .
Since A is sectorial, by similar arguments as used in the proof of Proposition 3.14 (cf. also
Remark 3.16) we obtain
sup
t>0
‖ϕ(tA)x‖X = sup
j∈Z
sup
t∈[1,2]
‖ϕ(2jtA)x‖X ≈ sup
j∈Z
‖ϕ(2jA)x‖X . ‖ sup
j∈Z
|ϕ(2jA)x|‖X
.
∥∥∥∥(∫ ∞
0
|ϕ(tA)x|s
dt
t
)1/s∥∥∥∥
X
.
With the aid of Proposition 4.10 we can deduce a close relationship between the homogeneous
and the inhomogeneous spaces:
Corollary 4.11. Let θ ≥ 0, then Xθs,A = X˙
θ
s,A ∩X with equivalent norms.
Proof. This follows immediately from Proposition 4.10 since
Xθs,A = {x ∈ X | ‖x‖θ,s,A <∞} = X˙
θ
s,A ∩X.

There are more relations between homogeneous and inhomogeneous spaces if A is invertible.
Moreover, the inhomogeneous spaces do not change if A is replaced by A+ ε for some ε > 0.
This is contained in the following
Proposition 4.12. Let ε, θ > 0.
(1) If A−1 ∈ L(X), then X˙θs,A
∼= Xθs,A,
(2) Xθs,ε+A
∼= Xθs,A.
In particular we have Xθs,A
∼= X˙θs,ε+A.
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Proof. (1) Assume that A−1 ∈ L(X). Choose σ ∈ (ωRs(A), π) and ϕ ∈ Φ
Σ
σ,θ and let x ∈ X. By
[23], Proposition 6.5.4 we obtain
‖x‖X .
∥∥(t−θϕ(tA)x)
t>0
∥∥
L∞∗ (X)
= sup
t>0
∥∥t−θϕ(tA)x∥∥
X
(∗)
. sup
j∈Z
∥∥|2−jθϕ(2jA)x|∥∥
X
≤
∥∥ sup
j∈Z
|2−jθϕ(2jA)x|
∥∥
X
,
where (∗) can be seen by analogous arguments as in the proof of Proposition 3.14 for the case
s =∞, where in this case we just use the sectoriality of A. If s <∞ we can proceed with the
embedding ℓs →֒ ℓ∞:
‖x‖X .
∥∥ sup
j∈Z
|2−jθϕ(2jA)x|
∥∥
X
≤
∥∥∥(∑
j∈Z
|2−jθϕ(2jA)x|
)1/s∥∥∥
X
≈ ‖x‖θ,s,A,
since ϕ ∈ ΦΣσ,θ. So we obtain
‖x‖Xθs,A
≈ ‖x‖X + ‖x‖θ,s,A . ‖x‖θ,s,A,
hence ‖ · ‖θ,s,A is an equivalent norm on the Banach space X
θ
s,A which implies X
θ
s,A
∼= X˙θs,A.
(2) Choose σ ∈ (ωRs(A), π) and m ∈ N with m − 1 ≤ θ < m and define ϕ(z) := ϕm(z) :=
zm/(1 + z)m, then ϕ ∈ Φσ,θ, and for all t > 0 we obtain
ϕ(t−1A) = t−mAm(1 + t−1A)−m = Am(t+A)−m.
We will first show the embedding Xθs,A+ε →֒ X
θ
s,A, so let x ∈ X
θ
s,A+ε. Then by Remark 4.7 we
have
‖x‖Xθs,A
≈ ‖x‖X +
∥∥∥∥(∫ 1
0
|t−θϕ(tA)x|s
dt
t
)1/s∥∥∥∥
X
and∥∥∥∥(∫ 1
0
|t−θϕ(tA)x|s
dt
t
)1/s∥∥∥∥
X
=
∥∥∥∥(∫ ∞
1
|tθϕ(t−1A)x|s
dt
t
)1/s∥∥∥∥
X
=
∥∥∥∥(∫ ∞
1
|tθAm(t+A)−mx|s
dt
t
)1/s∥∥∥∥
X
=
∥∥∥∥(∫ ∞
1
|tθS(t)(ε +A)m(t+ ε+A)−mx|s
dt
t
)1/s∥∥∥∥
X
with S(t) := (t+ ε+A)m(ε+A)−mAm(t+A)−m, hence
S(t) =
[
(t+ ε+A)(ε +A)−1A(t+A)−1
]m
=
[
A(ε+A)−1(t+ ε+A)(t+A)−1
]m
=
[
A(ε+A)−1(1 + ε(t+A)−1)
]m
=
[
A(ε+A)−1(1 +
ε
t
· t(t+A)−1)
]m
.
Since A is Rs-sectorial, the range S([1,∞)) is also Rs-bounded, hence by Proposition 2.12∥∥∥∥(∫ 1
0
|t−θϕ(tA)x|s
dt
t
)1/s∥∥∥∥
X
=
∥∥∥∥(∫ ∞
1
|tθS(t)(ε +A)m(t+ ε+A)−mx|s
dt
t
)1/s∥∥∥∥
X
.
∥∥∥∥(∫ ∞
1
|tθ(ε+A)m(t+ ε+A)−mx|s
dt
t
)1/s∥∥∥∥
X
=
∥∥∥∥(∫ 1
0
|t−θϕ(t(A+ ε))x|s
dt
t
)1/s∥∥∥∥
X
,
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and we obtain
‖x‖Xθs,A
≈ ‖x‖X +
∥∥∥∥(∫ 1
0
|t−θϕ(tA)x|s
dt
t
)1/s∥∥∥∥
X
. ‖x‖X +
∥∥∥∥(∫ 1
0
|t−θϕ(t(A+ ε))x|s
dt
t
)1/s∥∥∥∥
X
≈ ‖x‖Xθs,A+ε
.
We now show the reverse embedding Xθs,A →֒ X
θ
s,A+ε, so let x ∈ X
θ
s,A. Then for all t > 0 we
have
(A+ ε)m(t+ ε+A)−m =
m∑
k=0
(
m
k
)
εm−k︸ ︷︷ ︸
=:ak
· tm−k(t+A)k · (t+ ε+A)−m︸ ︷︷ ︸
=:Sk(t)
·t−(m−k)Ak(t+A)−k,
and
Sk(t) = t
m−k(t+ ε+A)−(m−k) · (t+A)k(t+ ε+A)−k
=
[ t
t+ ε
· (t+ ε)(t+ ε+A)−1
]m−k
·
[ t
t+ ε
· (t+ ε)(t+ ε+A)−1 +A(t+ ε+A)−1
]k
.
This shows that also {Sk(t) | t > 0} is Rs-bounded for each k ∈ (N0)≤m, hence∥∥∥∥(∫ 1
0
|t−θϕ(t(A+ ε))x|s
dt
t
)1/s∥∥∥∥
X
=
∥∥∥∥(∫ ∞
1
|tθ(A+ ε)m(t+ ε+A)−mx|s
dt
t
)1/s∥∥∥∥
X
=
∥∥∥∥(∫ ∞
1
|tθ
m∑
k=0
ak · Sk(t) · t
−(m−k)Ak(t+A)−kx|s
dt
t
)1/s∥∥∥∥
X
.
m∑
k=0
∥∥∥∥(∫ ∞
1
|tθ−(m−k) · Sk(t) ·A
k(t+A)−kx|s
dt
t
)1/s∥∥∥∥
X
.
m∑
k=0
∥∥∥∥(∫ ∞
1
|tθ−(m−k) · Ak(t+A)−kx|s
dt
t
)1/s∥∥∥∥
X
=
m∑
k=0
∥∥∥∥(∫ 1
0
|t−(θ−k)ϕm−k(tA)x|
s dt
t
)1/s∥∥∥∥
X
.
m−2∑
k=0
‖x‖θ−k,s,A +
∥∥∥∥(∫ 1
0
|t−(θ−(m−1))ϕ1(tA)x|
s dt
t
)1/s∥∥∥∥
X
+
∥∥∥∥(∫ 1
0
|tm−θx|s
dt
t
)1/s∥∥∥∥
X
.
By the choice of m we have α := m − θ > 0 and β := θ − (m − 1) ∈ [0, 1). If m = 1, then
β = θ ∈ (0, 1), and we define δ := β. If m ≥ 2, then β ∈ [0, 1 ∧ θ), hence we can choose
δ ∈ (β, 1 ∧ θ), and in both cases we obtain δ ∈ (0, 1) ∩ [β, θ] . Then we can continue the
estimate to ∥∥∥∥(∫ 1
0
|t−θϕ(t(A+ ε))x|s
dt
t
)1/s∥∥∥∥
X
δ≥β
.
m−2∑
k=0
‖x‖θ−k,s,A +
∥∥∥∥(∫ 1
0
|t−δϕ1(tA)x|
s dt
t
)1/s∥∥∥∥
X
+
∥∥∥∥(∫ 1
0
|tαx|s
dt
t
)1/s∥∥∥∥
X
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.m−2∑
k=0
‖x‖θ−k,s,A + ‖x‖δ,s,A + (αs)
−1 ‖x‖X ,
where we used ϕm−k ∈ Φσ,θ−k for k ∈ (N0)≤m−2 and ϕ1 ∈ Φσ,δ. So we also have an estimate
‖x‖Xθs,A+ε
≈ ‖x‖X +
∥∥∥∥(∫ 1
0
|t−θϕ(t(A + ε))x|s
dt
t
)1/s∥∥∥∥
X
. ‖x‖X +
m−2∑
k=0
‖x‖θ−k,s,A + ‖x‖δ,s,A.
By Proposition 4.8 we have embeddings Xθs,A →֒ X
θ−k
s,A for all k ∈ (N0)≤m−2 and X
θ
s,A →֒ X
δ
s,A
by our choice of δ, hence also
‖x‖Xθs,A+ε
.
m−2∑
k=0
‖x‖
Xθ−ks,A
+ ‖x‖Xδs,A
. ‖x‖Xθs,A
.

We now consider, as a standard example, the Laplacian in the space Lp(Rd).
Proposition 4.13. Let m,d ∈ N and p, s ∈ (1,∞), and let A := (−∆)m be the m-th power
of the Laplace operator in Lp(Rd) with domain D(A) = W 2m,p(Rd). Let θ ∈ R, then
X˙θs,A = F˙
2mθ
p,s (R
d),
and if θ > 0, then also
Xθs,A = F
2mθ
p,s (R
d)
with equivalent norms.
Proof. Choose σ ∈ (0, π/2) and k ∈ N>|θ|, and define ϕ(z) := z
ke−z
1/m
for all z ∈ Σσ. Then
ϕ ∈ ΦΣσ,θ, hence ϕ is suitable to calculate the norm in X˙
θ
s,A, and also in X
θ
s,A in the case θ > 0.
On the other hand, if t > 0 and r := t1/m, then
ϕ(tA)u = tk(−∆)kme(t
1/m∆)u = (−r∆)kmer∆u for all u ∈ S ′d.
Thus [43] Corollaries 3.3, 3.4, show that ‖ · ‖θ,s,A,ϕ is also an equivalent norm for the ho-
mogeneous Triebel-Lizorkin space F˙ 2mθp,s , and in the case θ > 0, the norm ‖ · ‖Xθs,A,ϕ
is an
equivalent norm for the inhomogeneous Triebel-Lizorkin space F 2mθp,s . Hence the result for the
inhomogeneous spaces is immediate, and for the homogeneous spaces it follows from density,
since D(Ak) ∩R(Ak) ⊆ F˙ 2mθp,s (R
d) is a dense subspace of F˙ 2mθp,s (R
d), and on the other hand it
is also dense in X˙θs,A by Proposition 4.3. 
As already announced, Proposition 4.13 justifies to call the s-intermediate spaces the gener-
alized Triebel-Lizorkin spaces associated to A.
Let us finally mention the correspondence of the s-intermediate spaces for R2-sectorial oper-
ators to the so called Rademacher interpolation spaces 〈X,Y 〉θ, which have been introduced
in [24], we refer also to [40] for the relationship with interpolation by the γ-method, and to
[25], where this interpolation method is studied in a general framework in connection with
35
Euclidean structures. Then the same techniques as used in the proof of [24], Theorem 7.4 show
the following.
Remark 4.14. Let X be q-concave and p-convex for some 1 < p, q <∞, and assume that A
is R2-sectorial. Then X˙
θ
2,A = 〈X, X˙1〉θ for all θ ∈ (0, 1) with equivalent norms.
In fact, the inclusion X˙θ2,A ⊆ 〈X, X˙1〉θ can be shown by similar arguments as in the proof of
[24], Theorem 7.4, p. 782, and the other inclusion can be derived by means of duality with
similar arguments as in the proof of [24], Theorem 7.4, p. 783f.
Moreover, the well known fact that having a bounded H∞-calculus is equivalent to square
function estimates (cf. e.g [10], [24]) can be reformulated in terms of the coincidence of X
with the space X˙02,A:
Remark 4.15. Assume that X is q-concave for some q < ∞ and let A be an R2-sectorial
operator in X. Then A has a bounded H∞-calculus in X if and only if X = X˙02,A with
equivalent norms, and in this case ωH∞(A) = ωR2(A).
4.2. The s-spaces as intermediate spaces and interpolation. We will show now that
the spaces Xθs,A, X˙
θ
s,A defined in the previous subsection are reasonable intermediate spaces.
We will start with the following connection with the real interpolation spaces (X,D(Am))α,q.
Proposition 4.16. Let α > θ > 0 and 1 ≤ p ≤ s ≤ q ≤ ∞.
(1) If X is q-concave, then Xθs,A →֒ (X,D(A
α))θ/α,q,
(2) If X is p-convex, then (X,D(Aα))θ/α,p →֒ X
θ
s,A.
Proof. We will only prove (1), since the proof of (2) can be done similarly. Choose σ ∈
(ωRs(A), π) and ϕ ∈ Φ
Σ
σ,θ. Then an equivalent norm in (X,D(A
α))θ/α,q is given by
x 7→ ‖x‖X +
∥∥(t−θϕ(tA)x)
t>0
∥∥
Lq∗(X)
,
cf. [23], Theorem 6.5.3. We consider only the case q < ∞, the case q = ∞ can be treated
similarly as usual. By analogous arguments as in the proof of Proposition 3.14 using the
sectoriality of A we obtain∥∥(t−θϕ(tA)x)
t>0
∥∥
Lq∗(X)
=
(∫ ∞
0
‖t−θϕ(tA)x‖qX
dt
t
)1/q
≈
(∑
j∈Z
‖2−jθϕ(2jA)x‖qX
)1/q
(∗)
≤ M(q)(X) ·
∥∥∥(∑
j∈Z
|2−jθϕ(2jA)x|q
)1/q∥∥∥
X
≤ M(q)(X) ·
∥∥∥(∑
j∈Z
|2−jθϕ(2jA)x|s
)1/s∥∥∥
X
≈ ‖x‖θ,s,A.
where in (*) we used the Fatou-property and the q-concavity of X (M(q)(X) is the q-concavity
constant of X), and in the last inequality we used that ℓs →֒ ℓq. Hence we also obtain
‖x‖(X,D(Aα))θ/α,q ≈ ‖x‖X +
∥∥(t−θϕ(tA)x)
t>0
∥∥
Lq∗(X)
. ‖x‖X + ‖x‖θ,s,A ≈ ‖x‖Xθs,A
.

In particular, since X is always ∞-concave and 1-convex, we trivially have
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Corollary 4.17. Let α > θ > 0, then
(X,D(Aα))θ/α,1 →֒ X
θ
s,A →֒ (X,D(A
α))θ/α,∞. (4.6)

We can now use standard reiteration of real interpolation spaces, which leads to the following
Corollary 4.18. (1) Let α > θ > β > 0, then D(Aα) →֒ Xθs,A →֒ D(A
β).
(2) Let θ0 < θ1 < α and s0, s1 ∈ [1,∞] and δ ∈ (0, 1), then
(Xθ0s0,A,X
θ1
s1,A
)δ,q = (X,D(A
α))θ/α,q with θ := (1− δ)θ0 + δθ1. (4.7)
Proof. (1) This is simply due to the fact that by real interpolation theory and Corollary 4.17
we have
D(Aα) →֒ (X,D(Aα))θ/α,1 →֒ X
θ
s,A →֒ (X,D(A
α))θ/α,∞ →֒ (X,D(A
α))β/α,1 →֒ D(A
β).
For (2) we observe that equation (4.6) from Corollary 4.17 is equivalent to the fact that the
spaces X
θj
s,A are in the class Jθj/α(X,D(A
α))∩Kθj/α(X,D(A
α)) for j = 0, 1, hence (2) follows
from the reiteration theorem for real interpolation. 
Next we consider complex interpolation of the s-spaces.
Proposition 4.19. Let s0, s1 ∈ (1,∞) and assume that A has an Rsj -bounded H
∞-calculus
for j = 0, 1. Let θ0, θ1 ∈ R with
|θ0|, |θ1|, |θ0 − θ1| <
π
ω0
, (4.8)
where ω0 := ωR∞s0 (A) ∨ ωR
∞
s1
(A) < π. Then for(
θ,
1
s
)
:= (1− α)
(
θ0,
1
s0
)
+ α
(
θ1,
1
s1
)
we have
[
X˙θ0s0,A, X˙
θ1
s1,A
]
α
∼= X˙θs,A, and if θ0, θ1 > 0 we also have
[
Xθ0s0,A,X
θ1
s1,A
]
α
∼= Xθs,A.
We remark that the restriction (4.8) for the interpolation indices θj is due to our method
of proof. It seems not to be clear if this restriction is reasonable or just a matter of lack of
technique in our method. Observe that in the classical situation of Triebel-Lizorkin-spaces
where A = −∆ we have ω0 = 0, hence the restriction (4.8) drops out and Proposition 4.19 is
consistent with the classical results.
Proof of Proposition 4.19. First we observe that if we have proved the result for the homoge-
neous spaces, then by Proposition 4.12 we obtain the corresponding result for the inhomoge-
neous spaces, hence it is sufficient to consider the homogeneous spaces.
According to the assumption on θ0, θ1 we can choose 0 < α < β <
π
ω0
such that θj ∈ (α−β, α)
for j = 0, 1. Furthermore fix some σ ∈
(
ω0,
π
β
)
.
We will show first that we can reduce to the case β = 1. If β < 1, we can obviously replace β
by 1, so consider the case β > 1. Since A has an Rsj -bounded H
∞-calculus, the operator Aβ
also has an Rsj -bounded H
∞-calculus with
ωR∞sj
(Aβ) ≤ βωR∞sj
(A) ≤ βω0 < π for j = 0, 1.
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Observe that X˙βδs,A
∼= X˙δs,Aβ for δ ∈ R canonically, since for ϕ ∈ Φβσ,δ and ψ(z) := ϕ(z
β) we
have ψ ∈ Φσ,βδ and
‖x‖βδ,s,A,ψ =
∥∥∥∥(∫ ∞
0
|t−βδψ(tA)x|s
dt
t
)1/s∥∥∥∥
X
=
∥∥∥∥(∫ ∞
0
|t−βδϕ(tβAβ)x|s
dt
t
)1/s∥∥∥∥
X
= β−1/s ·
∥∥∥∥(∫ ∞
0
|t−δϕ(tAβ)x|s
dt
t
)1/s∥∥∥∥
X
≈ ‖x‖δ,s,Aβ ,ϕ.
So since the above stated isomorphisms are canonical we can replace A by Aβ and then β by 1.
We define auxiliary spaces
ℓs,θ := ℓs,θ(Z) :=
{
(αj)j ∈ C
Z
∣∣ ‖(αj)‖ℓs,θ := ∥∥(2−θjαj)j∥∥ℓs <∞},
endowed with the weighted norm ‖ · ‖ℓs,θ for all s ∈ [1,∞], θ ∈ R. Then we have for all
s0, s1 ∈ [1,∞] and θ0, θ1 ∈ R and α ∈ (0, 1)
[X(ℓs0,θ0),X(ℓs1,θ1)]α ∼= X(ℓ
s,θ) where
(
θ,
1
s
)
= (1− α)
(
θ0,
1
s0
)
+ α
(
θ1,
1
s1
)
, (4.9)
cf. [6] 13.6(i) and [4], Theorem 5.6.3.
We show that the homogeneous spaces are retracts of the spaces X(ℓs,θ) with canonical (co-
)retractions and then use [41], 1.2.4 Theorem and (4.9). To this purpose we shall construct a
coretraction J : X˙θs,A → X(ℓ
s,θ) and a retraction P : X(ℓs,θ) → X˙θs,A, i.e. bounded operators
such that PJ = IdX˙θs,A
, which are independent of θ ∈ (α − 1, α) and s ∈ [1,∞] such that A
has an Rs-bounded H
∞-calculus with ωs ≤ ω0.
By the above reduction we have β = 1, hence α ∈ (0, 1). We define auxiliary functions
ϕ(z) := −
zα
2 + z
, ψ(z) :=
z1−α
1 + z
, ρ(z) :=
zα
1 + z
and f(z) := ϕ(z)ψ(z) = −z(1+z)(2+z) =
1
1+z −
2
2+z for all z ∈ Σσ. The following estimate is easily
proved: If a, b, c > 0 and g(z) := cz(1+az)(1+bz) , then
|g(z)| .σ
c
a+ b
for all z ∈ Σσ. (4.10)
We now define the operator Jx :=
(
ϕ(2jA)x
)
j∈Z
for all x ∈ X and formally
P (yj)j :=
∑
j∈Z
ψ(2jA)yj := lim
N→∞
N∑
j=−N
ψ(2jA)yj︸ ︷︷ ︸
=:PN (yj)j
for (yj)j ∈ X
Z.
Let θ ∈ (α− 1, α) and s ∈ [1,∞] such that A has an Rs-bounded H
∞-calculus with ωs ≤ ω0.
We show that J |X˙θs,A
: X˙θs,A → X(ℓ
s,θ) is a coretraction and P |X(ℓs,θ) : X(ℓ
s,θ) → X˙θs,A is a
corresponding retraction, i.e. we have to show that
(1) J |X˙θs,A
: X˙θs,A → X(ℓ
s,θ) is bounded,
(2) P |X(ℓs,θ) : X(ℓ
s,θ)→ X˙θs,A is well-defined and bounded, and
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(3) PJx = x for all x ∈ Xθs,A.
Ad (1): This is simply due to the fact that ϕ ∈ ΦΣσ,θ (this can be shown similar as Example
3.13 (1)).
Ad (2): We now use the function ρ to calculate the norm in the space X˙θs,A, which is possible
since also ρ ∈ ΦΣσ,θ:
‖PN (yj)j‖X˙θs,A
=
∥∥∥∥(2−kθρ(2kA) N∑
j=−N
ψ(2jA)yj
)
k
∥∥∥∥
X(ℓs)
=
∥∥∥∥( N∑
j=−N
2−(k−j)θρ(2kA) 2−jθψ(2jA)yj
)
k
∥∥∥∥
X(ℓs)
=
∥∥∥∥( −k+N∑
ℓ=−k−N
2ℓθρ(2kA)ψ(2k+ℓA)yk+ℓ
)
k
∥∥∥∥
X(ℓs)
≤
∥∥∥∥(∑
ℓ∈Z
|2ℓθρ(2kA)ψ(2k+ℓA)yk+ℓ|
)
k
∥∥∥∥
X(ℓs)
≤
∑
ℓ∈Z
∥∥(|2ℓθρ(2kA)ψ(2k+ℓA)yk+ℓ|)k∥∥X(ℓs)
.
∑
ℓ∈Z
(
sup
z∈Σσ
|2ℓθρ(2kz)ψ(2k+ℓz)|
) ∥∥(yk+ℓ)k∥∥X(ℓs) ≤ C ∥∥(yk)k∥∥X(ℓs)
with C :=
∑
ℓ∈Z
(
sup
z∈Σσ
|2ℓθρ(2kz)ψ(2k+ℓz)|
)
. So we only have to show that C < ∞, because
then with the Fatou property we obtain
‖P (yj)j‖X˙θs,A
≤ lim inf
N→∞
‖PN (yj)j‖X˙θs,A
. C ·
∥∥(yk)k∥∥X(ℓs).
For this let
g(z) := ρ(2kz)ψ(2k+ℓz) = −
cz
(1 + az)(1 + bc)
,
where a := 2k, b := 2k+ℓ and c := aαb1−α = 2αk+(1−α)(k+ℓ) = 2k+(1−α)ℓ, then by (4.10)
|g(z)| .
(
a+ b
c
)−1
=
(
2−(1−α)ℓ + 2αℓ
)−1
≤ 2−αℓ ∧ 2(1−α)ℓ.
For ℓ ∈ N0 this implies 2
θℓ|g(z)| . 2−(α−θ)ℓ, and for ℓ ∈ −N we have 2θℓ|g(z)| . 2−(θ+1−α)|ℓ|,
hence altogether with δ := min{α− θ, (θ + 1− α)} > 0:
sup
z∈Σσ
|2ℓθρ(2kz)ψ(2k+ℓz)| = sup
z∈Σσ
|2ℓθg(z)| . 2−δ|ℓ| for all ℓ ∈ Z,
so C .
∑
ℓ∈Z
2−δ|ℓ| <∞ as desired.
Ad (3): Let x ∈ Xθs,A, then
N∑
j=−N
ψ(2jA)ϕ(2jA)x =
N∑
j=−N
f(2jA)x =
N∑
j=−N
(
2−j(2−j +A)x− 2−(j−1)(2−(j−1) +A)x
)
= 2−N (2−N +A)x− 2N+1(2N+1 +A)x
N→∞
−→ 0− x = x in X˙θs,A,
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since the part of A in X˙θs,A is sectorial (cf. Lemma 4.24 in the following subsection).
Since the operators J, P are appropriate (co-)retractions, the claim follows by [41], 1.2.4 The-
orem from (4.9). 
We conclude this subsection with a variant of the interpolation property for the s-intermediate
spaces.
Proposition 4.20. Let θ ∈ R and m ∈ N with m > |θ|, and let T ∈ L(X) be Rs-bounded. If
T (D(Am) ∩ R(Am)) ⊆ D(Am) ∩ R(Am), then T ∈ L(X˙θs,A), and if θ ≥ 0 and T (D(A
m)) ⊆
D(Am), then T ∈ L(Xθs,A).
Proof. This is an easy consequence of Proposition 3.9 and Proposition 4.3. 
4.3. The part of A in its associated Triebel-Lizorkin spaces. We fix some θ ∈ R. Recall
that we can extrapolate the operator A to an operator in the universal extrapolation space U
such that A is sectorial in each extrapolation space X(−m),m ∈ N.
Observe first that the operators Aα shift the scales of associated s-spaces in the following
sense.
Lemma 4.21. Let α ∈ R. Then AαXθs,A coincides with X
θ−α
s,A in the set-theoretical sense, and
the operator Aα (defined on U) induces a topological isomorphism
Aα : X˙θs,A → X˙
θ−α
s,A .
If in addition θ > α ∨ 0, then also the operator (1 +A)α induces an isomorphism
(1 +A)α : Xθs,A → X
θ−α
s,A .
Proof. Choose σ ∈ (ωRs(A), π) and ϕ ∈ Φσ,θ−α such that ψ(z) := z
αϕ(z) defines a function in
E(Σσ), then ψ ∈ Φσ,θ. Let x ∈ X, then
‖Aαx‖θ−α,s,A ≈
∥∥∥∥(∫ ∞
0
|t−θ+αϕ(tA)Aαx|s
dt
t
)1/s∥∥∥∥
X
=
∥∥∥∥(∫ ∞
0
|t−θψ(tA)x|s
dt
t
)1/s∥∥∥∥
X
≈ ‖x‖θ,s,A,
hence Aαx ∈ Xθ−αs,A ⇐⇒ x ∈ X
θ
s,A, and A
α : (Xθs,A, ‖ · ‖θ,s,A,ψ) → (X
θ−α
s,A , ‖ · ‖θ,s,A,ϕ)
is an isometric isomorphism. Since Xθ−γs,A is dense in X˙
θ−γ
s,A for γ ∈ {0, α} this also yields
Aαx ∈ X˙θ−αs,A ⇐⇒ x ∈ X˙
θ
s,A for all x ∈ U and that A
α induces a topological isomorphism
Aα : X˙θs,A → X˙
θ−α
s,A .
If in addition θ > α ∨ 0, then Xθ−γs,A
∼= X˙
θ−γ
s,A+1 for γ ∈ {0, α} by Proposition 4.12, and we can
apply the first part for 1 +A instead of A. 
Definition 4.22. Let A˙θ,s := AX˙θA,s
be the part of A in X˙θA,s and Aθ,s := AXθA,s
be the part
of A in XθA,s if θ ≥ 0, respectively.
Remark 4.23. The spaces X˙θs,A, and X
θ
A,s if θ ≥ 0, respectively, are invariant under re-
solvents of A, i.e. R(λ,A)X˙θA,s ⊆ X˙
θ
A,s, and if θ ≥ 0 then R(λ,A)X
θ
A,s,ϕ ⊆ X
θ
A,s,ϕ, re-
spectively, for all λ ∈ C\Σσ and σ ∈ (ωRs(A), π). In fact, it is sufficient to show that
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λR(λ,A)Xθs,A ⊆ X
θ
s,A. To see this we let x ∈ X
θ
s,A and choose σ ∈ (ωRs(A), π) and ϕ ∈ Φσ,θ,
then
‖λR(λ,A)x‖θ,s,A ≈
∥∥(λR(λ,A))t−θϕ(tA)x)t>0∥∥X(Ls∗) ≤MRs,σ(A)∥∥(t−θϕ(tA)x)t>0∥∥X(Ls∗)
≈ ‖x‖θ,s,A
for all λ ∈ C\Σσ, since the set {zR(z,A) | z ∈ C\Σσ} is Rs-bounded. 
By Remark 4.23 we obtain the following elementary properties of the operators A˙θ,s, Aθ,s.
Lemma 4.24. The operator A˙θ,s is an injective sectorial operator in X˙
θ
s,A of type ω(A˙θ,s) ≤
ωRs(A) with D(A˙θ,s) = X˙
θ
s,A ∩ X˙
θ+1
s,A . If θ ≥ 0, the operator Aθ,s is an injective sectorial
operator in Xθs,A of type ω(Aθ,s) ≤ ωRs(A) with D(Aθ,s) = X
θ+1
s,A .
Moreover, if m ∈ N>|θ|, then D(A
m)∩R(Am) is a core of A˙θ,s, and of Aθ,s in the case θ ≥ 0,
respectively.
Proof. It is well know that the statements of Remark 4.23 imply the asserted sectoriality
properties, so we only have to verify the statements concerning the domains. But this follows
immediately from Lemma 4.21 with α = 1. The final assertions follows from the approximation
result that is also used in the proof of Proposition 4.3. 
Combining Lemma 4.24 with Proposition 4.5 we immediately obtain the final main result of
this paper.
Theorem 4.25. (1) The part A˙θ,s of A in X˙
θ
s,A with domain D(A˙θ,s) = X˙
θ
s,A ∩ X˙
θ+1
s,A has
a bounded H∞-calculus with ωH∞(A˙θ,s) ≤ ωRs(A).
(2) Let θ ≥ 0. If A−1 ∈ L(X) or A has a bounded H∞-calculus in X, then the part
Aθ,s of A in X
θ
s,A with domain D(Aθ,s) = X
θ+1
s,A has a bounded H
∞-calculus with
ωH∞(Aθ,s) ≤ ωRs(A).

As we already noted in the introduction of this section, Theorem 4.25 can be seen as a
variant of Dore’s Theorem that states that an invertible sectorial operator A in a Banach
space X has a bounded H∞-calculus in the scale of real interpolation spaces (X,D(A))p,θ
for p ∈ [1,∞], θ ∈ (0, 1), cf. [13] and [14], and also the extensive treatment using functional
calculus which is given in [23], Chapter 6.
5. Concluding remarks
1. In the last decade, the notion of vector-valued Triebel-Lizorkin spaces Fαp,s(E), where E is
a Banach space, has become of greater interest e.g. in connections with regularity theory for
Cauchy-Problems in an Lp-Lq setting with p 6= q (cf., e.g. [11]). We note that the techniques
developed in this article also work in vector-valued settings, i.e. one can replace the scalar-
valued function space X by a vector-valued function space X(E). In this case one has to
replace the (pointwise) absolut values by pointwise norms | · |E . For example, the notion of
Rs-boundedness has to be replaced by Rs(E)-boundedness in the following sense:∥∥∥( n∑
j=1
|Tjxj |
s
E
)1/s∥∥∥
X
.
∥∥∥( n∑
j=1
|xj|
s
E
)1/s∥∥∥
X
. (5.1)
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In the same manner, the notions of Rs-sectoriality, -bounded H
∞-calculus and s-power-
function norms have to be modified. Then all conclusion in this article are still true, except
the connection of R2(E)-boundedness and R-boundedness: This will fail in general unless
E is a Hilbert space. If E ⊆ M(Ω˜, µ˜) is itself a Banach function space with absolut con-
tinuous norm, there is also a second possibility to adapt the theory of this article. In this
case, the space X(E) can be canonically identified with a scalar-valued Banach function space
XE ⊆ M(Ω × Ω˜, µ ⊗ µ˜) via the identification of x : Ω → E with a measurable function
x : Ω× Ω˜→ K, and the theory of this article can be applied by replacing the space X by XE.
In this context it is important to note that then Rs(E)-boundedness in the space X(E) will
in general not coincide with Rs-boundedness in the space XE.
2. As already mentioned in the introduction, for Schrödinger operators H = −∆+V with cer-
tain potentials V , a similar concept of generalized Triebel-Lizorkin spaces is developed in [37]
and [47], where also generalized Triebel-Lizorkin spaces associated to Schrödinger operators
are defined and studied. The definition given there differs from our definition and is closer to
the original definition of Triebel-Lizorkin spaces via a Littlewood-Paley like decomposition.
In particular, the fact that the considered Schrödinger operators are self-adjoint is essential,
since the auxiliary functions used to define the spaces are in the class C∞c (R). In contrary, our
concept is more general in the way that we can handle also sectorial operators with non-real
spectrum. Nevertheless, although we do not study this here, we are convinced that the gener-
alized Triebel-Lizorkin spaces introduced in [37] for Schrödinger operators coincide with our
notion of s-intermediate spaces, at least, if the negative part of the potential is in the Kato
class. A proof could be based on suitable modifications of the methods in [29], Chapter 4.4,
where only the case s = 2 is treated in connection with Littlewood-Paley decompositions.
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