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Abstract 
The concept of genus distribution of graphs is generalized to include nonorientable imbeddings. 
Explicit computations of the total imbedding distributions for several interesting graph classes are 
given. These computations are an illustration of the power of a theorem by Mohar that relates 
topological types of imbedding surfaces to ranks of the corresponding overlap matrices. 
1. Introduction 
The derivation of enumerative results about the distribution of the orientable 
imbeddings of a graph, which is called its genus distribution, is a newly thriving aspect 
of topological graph theory. Crosscap-number distributions, the distribution of im- 
beddings into nonorientable surfaces, have been largely neglected heretofore, due to 
the absence of a mechanism for calculating them. It is now demonstrated that 
crosscap-number distribution calculations can sometimes be reduced to tractable 
problems in combinatorial enumeration by the fortuitous selection of a spanning tree 
in connection with an application of the overlap matrices of Mohar [14]. 
A calculation of the genus distribution for a class of graphs called ‘necklaces’ was 
given by Gross et al. [9]. An illustration of the general difficulty in computing 
crosscap-number distributions for this simple class without the aid of overlap matrices 
was indicated by Chen [2]. Genus distributions of two other classes, called ‘closed-end 
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ladders’ and ‘cobblestone paths’, were given by Furst et al. [7]. We use overlap 
matrices herein to calculate the total imbedding distributions of the graphs in these 
three classes. 
It is assumed that the reader is familiar with the fundamentals of topological graph 
theory, as presented by Gross and Tucker [11] or by White [16]. Except where 
otherwise apparent from context, our graphs are connected. The following definitions 
are assumed to be known: orientable and nonorientable surfaces, genus and crosscap 
number, and imbedding of a graph in a surface. 
Let G be a graph. A rotation at a vertex u of G is a cyclic permutation of the 
edge-ends incident on it. A pure rotation system of the graph G is a list of rotations, one 
for each vertex of G. 
Observation 1.1. If a graph G has n vertices vl, v2, . . . , v, of valences dI, d2, . . . . d,, 
respectively, then the total number R,,,, of pure rotation systems of G is given by the 
formula 
n 
R pure = I-I (di- l)!. 
i=l 
The Heffter-Edmonds correspondence provides a bijection between the family of 
orientable imbeddings of a graph and the set of pure rotation systems of the graph. 
This bijective correspondence allows one to reformulate topological questions as 
equivalent combinatorial ones. We review this in detail. 
In Section 2, we define the ‘total (orientable and nonorientable) imbedding distribu- 
tion’ of a graph. In Section 3, we reexamine our definition and give it an algebraic 
characterization. In particular, we characterize the imbedding distributions of 
3-regular graphs in a completely different way. In Section 4, we introduce a theorem 
by Mohar on the relationship between topological types of graph imbeddings and 
ranks of overlap matrices, and we apply it to the calculation of total imbedding 
distributions of an infinite class of graphs called ‘necklaces’. In Section 5, we investi- 
gate the rank distribution of some particular classes of overlap matrices. We use this 
distribution to derive the formulas for total imbedding distributions of closed-end 
ladders and cobblestone paths in Section 6. A few remarks and open problems appear 
in Section 7. 
2. The total imbedding distribution of a graph 
It has become standard practice in topological graph theory to distinguish an 
imbedding into an orientable surface from its mirror image. Such a distinction is 
meaningless for imbeddings into nonorientable surfaces. In this section, we consider 
the appropriate notion of equivalence for ‘general’ rotation systems, in which an 
arbitrary subset of edges may be ‘twisted’. By a careful examination of the relationship 
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between reversals of rotation and designation of the twisted subset, we establish that 
the reckoning total imbedding distribution is independent of some arbitrary choices. 
Definition. Let G = {V, E} be a graph. A general rotation system p =(x, El) of G is 
a pure rotation system n of G together with a subset E 1 c E of twisted edges, which are 
sometimes called edges of type-l. An edge in E-El is said to be untwisted or of type-O. 
Obviously, a general rotation system of a graph with El =0 corresponds to a pure 
rotation system. 
Throughout this paper, we denote by B?‘c and PC the set of general rotation systems 
and the set of pure rotation systems of a graph G, respectively. 
Definition. IfP=(cl,cz ,..., ck) is a cyclic permutation on k symbols, the reverse of P is 
defined to be the cyclic permutation 
P-l=(ck,ck_l )...) Cl). 
Given a general rotation system of a graph G, the faces of the corresponding 
imbedding are calculated by the following face-tracing algorithm (see also [l 11). The 
operation @ in the algorithm denotes addition in the field GF(2). We say that a walk 
is untwisted (resp. twisted) if the number of twisted edges in the walk is even (resp. odd). 
Face-tracing algorithm 
Given a general rotation system p of a graph G, we trace all the face boundaries. 
(1) If possible, select a vertex v of G, where the rotation at u is ... elez ... and the 
corner e, vez has not been traced, and go to step 2 (start tracing a new face). Otherwise, 
all faces have been traced, and the algorithm stops. 
(2) (Initiate the tracing for a new face) Let ustar, = u, estar, = e,, walktype = 0, e, = e2, 
and v, = v. 
(3) (Advance one step) Suppose that the endpoints of e, are (u,, u,,,~) and that the 
rotation at u,,,~ is ... elece, ... . Let waiktype = walktype 0 edgetype( v, = v,,,, . If 
walktype = 1 then e, = el; otherwise, e, = e,. 
(4) (Check for the end of a face) If u, # uStar,, or e, # estart, or walktype # 0, then go 
back to step 3; otherwise, since the entire boundary of the current face has been traced, 
go to step 1 to trace the next face. 
It is not difficult to see that each edge of G is traced exactly twice in the face-tracing 
algorithm, since it lies between exactly two pairs of corners. Moreover, a face of 
a general rotation system can be represented by a cyclic permutation of some edges of 
the graph G, comprising the consecutive edges traversed when the algorithm is tracing 
the face. However, this representation of a face is not unique. For example, con- 
sider the middle general rotation system of the complete graph K4 in Fig. 1. If we start 
at the vertex 1 and the edge { 1,3}, then the face traced by the face-tracing algorithm 
will be ((3, l}, {3,2}, (2, l}), but if we start at the vertex 3 and the edge { 1,3}, then the 
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Fig. 1. Three rotation systems of K,. 
face traced by the algorithm will be ((3, l}, (1,2}, {2,3}). These two permutations of 
the edges of K4 represent he same face of the general rotation system. In general, if 
two different cyclic permutations of graph edges represent he same face of a general 
rotation system, then one must be the reverse of the other. Which cyclic permutation 
of the boundary edges of a face is used depends upon the way of selecting the starting 
vertex uStart and the starting edge estart for the face in step 1 of the face-tracing 
algorithm. 
The ‘obvious’ way to define the total imbedding distribution of a graph would be to 
include all general rotation systems of the graph. However, this involves many 
redundant cases. For example, the three different rotation projections (see Gross and 
Tucker [ll]) for the complete graph K, in Fig. 1 all describe the same imbedding 
of K4 (where an edge marked with an x is twisted). In fact, each of these three 
imbeddings has four faces: 
((~21, (2,4), (4, l}), ({2,31,13,4), (4,2)), ((~41, {4,31, (3, l}), 
and every cycle of K4 has the same type in the three imbeddings. In particular, the last 
two general rotation systems correspond to orientable imbeddings even though they 
contain twisted edges. 
Let G be a graph, and let p1 and p2 be two general rotation systems of G. A face fi in 
p1 and a face f2 in p2 are similar if the cyclic permutation of the boundary edges of 
fi is either identical to or the reverse of that of f2. 
Definition. Two general rotation systems p1 and p2 of a graph G are equivalent if (1) 
there is a one-to-one correspondence 4 between the set of faces of p1 and the set of 
faces of p2, such that if fi is a face of p1 and f2 is a face of p2 and C#J( fi ) = fi, then 
fi and f2 are similar; (2) every cycle of G has the same type (twisted or untwisted) in 
pl and in p2. 
Thus, the three general rotation systems of K4 represented in Fig. 1 are equivalent. 
This definition clearly gives an equivalence relation in the set of general rotation 
systems of a graph. A trivial observation is that if two general rotation systems are 
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equivalent, then the corresponding surfaces must be either both orientable and of the 
same genus, or both nonorientable and of the same crosscap number. 
We would like to ensure that our definition of total imbedding distribution of 
a graph satisfies the following conditions: 
(1) The orientable part of the distribution is identical to the genus distribution, as 
defined by Gross and Furst [S]. 
(2) The redundant cases are reduced as much as possible. 
Definition. Let G= {V, E} be a graph and let T be a spanning tree of G. A T-rotation 
system of G is a general rotation system r=(rc, E,), where rr~9~ is a pure rotation 
system of G, and E, E E - T(E), where T(E) is the set of edges of G in T. Denote by 
%?z the set of T-rotation systems of the graph G. 
The following remark is straightforward. 
Remark. Let G = (V, E} be a graph with 4 edges and cycle rank /I, and let T be 
a spanning tree of G. Then (where (SI denotes the cardinality of the set S) 
iwGi=2qi9GI~ l@l=2’193 
Note that the number I%?:[ is independent of the spanning tree T. 
Suppose we fix a spanning tree T of a graph G. Then the set @ of T-rotation 
systems of G corresponds to a family of I Gf$ I imbeddings of G. Suppose in these 1%: I 
imbeddings, there are a0 planar imbeddings, ai imbeddings of genus i and bj imbed- 
dings of crosscap number j, for i, j= 1,2,. . . Then we can associate G and T with 
a polynomial 
Z,T(x,Y)=Uo+ 1 aiX'+ 1 bjy’. 
i=l j=l 
We call Zz(x, y) the T-distribution polynomial of G. Evidently, the orientable part 
Cizo aixi of 1:(x, y) is coincident with the genus distribution of G. 
We introduce an operation on general rotation systems of a graph, with the intent 
of establishing that the T-distribution polynomial is independent of the choice of 
a spanning tree T. 
Definition. Let p1 be a general rotation system of a graph G and let u be a vertex of G. 
We say that a general rotation system pz is obtained from p1 by a vertex-Jlip at II if 
pz is obtained from p1 by reversing the rotation at u and changing the edge-type of 
every edge that has exactly one endpoint incident on u. 
Lemma 2.1. A sequence of vertex-pips on a general rotation system yields an equivalent 
general rotation system. 
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Proof. It is a somewhat lengthy, but nonetheless routine, exercise in the fundamentals 
to show that a single vertex-flip yields an equivalent general rotation system. 0 
Let T be a spanning tree of a graph G, and let p be a general rotation system of G. 
We can construct a T-rotation system r of G from p by the following algorithm. 
Tree-transformation algorithm 
Given a spanning tree T, a general rotation system p, construct an equivalent 
T-rotation system r. Let u be an arbitrarily chosen root of T. 
(1) Initialize set S = {u}. 
(2) Pick a vertex u in S and delete u from S. 
(3) For each child w of u in T, 
add w into S; 
If the tree edge eUw is twisted, then flip the vertex w. 
(4) If S is empty, stop; otherwise, go to step 2. 
No conflicts occur in the above process, since T is a tree. The resulting rotation 
system r is clearly a T-rotation system of G. By Lemma 2.1, p and r are equivalent. In 
the algorithm, the vertex-flip operations are performed level by level, from the root 
to the leaves in the tree T. In fact, by the definition of vertex-flip, it is easy to see that 
once the vertex-flip operation is determined for each vertex of G, the resulting 
T-rotation system 7 is uniquely determined, independent of the vertex ordering in 
which the vertex-flip operations are performed. 
Lemma 2.2. Let G be a graph, T a spanning tree, v1 a vertex, and p a general rotation 
system. There is one and only one repetition-free set of vertex-flips to transform p into 
a T-rotation system while preserving the rotation at vl. 
Proof. This is a routine exercise. 0 
Now we are ready for the main result of this section. 
Theorem 2.3. The T-distribution polynomial of a graph G is independent of the 
particular choice of the spanning tree T. 
Proof. Let T1 and T2 be two spanning trees of G. As we remarked before, the set 
‘Xz’ of T,-rotation systems and the set Q?z’ of T,-rotation systems have the same 
cardinality. Thus, to prove the theorem, we only have to find a bijection between the 
sets %?g’ and %E2, such that the bijection maps a T,-rotation system to an equivalent 
,T,-rotation system. This would establish that the bijection preserves the topological 
type of the imbedding surface. 
Define a map C$ from %?s,‘l to %‘p as follows: given z1 egg’, 4(zl)&?~ is obtained 
by the tree-transformation algorithm starting with the general rotation system z1 and 
constructing a T,-rotation system. 
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Since the general rotation systems z1 and 4(z1) are equivalent, to prove the 
theorem, we need only to prove that the map 4 is one-to-one. For this, it suffices to 
prove that the map 4 is injective, because l%zl ) = I%2 1. However, the injectivity 
follows readily from Lemma 2.2. 0 
The tree-transformation algorithm also yields the following theorem. 
Theorem 2.4. Let T be a spanning tree of a graph G. For any general rotation system 
p of G, there is an equivalent T-rotation system. 
Theorem 2.4 asserts that the set %Zz of T-rotation systems includes at least one 
representative for each equivalence class of the set 9& of general rotation systems. The 
next lemma tells us that the set 97: contains the same number of representatives for 
each equivalence class of the set 9,. 
Let p1 and pz be two general rotation systems of a graph G. We say the general 
rotation system p1 is the mirror image of the general rotation system pz if the rotation 
at each vertex of G in p1 is the reverse of that in pz, and the two rotation systems have 
the same set of twisted edges. 
Lemma 2.5. Two equivalent T-rotation systems are either identical or mirror images of 
each other. 
Proof. Another exercise. 0 
Theorem 2.6. Two general rotation systems are equivalent if and only if there is 
a sequence of vertex-Jlip operations that transforms one into the other. 
Proof. Let G be a graph and let p1 and p2 be two general rotation systems of G. 
If pz can be obtained from p1 by a sequence of vertex-flip operations, then by 
Lemma 2.1, p1 and pz are equivalent general rotation systems. 
Now suppose that p1 and pz are two equivalent general rotation systems. Let T be 
an arbitrary spanning tree of G. Using the tree-transformation algorithm, we can 
transform the general rotation system p1 to a T-rotation system 7 1, and transform the 
general rotation system p2 to a T-rotation system z2. The T-rotation systems r1 and 
z2 are equivalent. By Lemma 2.5, z1 can be obtained by a sequence of vertex-flip 
operations from 72. 0 
Now we introduce the following definition. 
Definition. Let G be a graph and let T be a spanning tree of G. Let I:@, y) be the 
T-distribution polynomial of G. Define the total imbedding-distribution polynomial 
I&, y) of G to be 
MX,Y)=C(x?Y). 
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By the results of this section, we conclude that the total imbedding-distribution 
polynomial IG(x, y) is independent of the choice of the spanning tree T. We observe 
that evaluating 1,(x, y) at x = 1 and y = 1 yields the total number of imbeddings of the 
graph G. That is, 
(diel)!. 
i=l 
3. Algebraic characterization of imbedding polynomials 
In the previous section, when we introduced the concept of total imbedding 
distribution of a graph G, we started with a spanning tree T of G and defined the 
polynomial Ic(x,y), based on the distribution of the T-rotation systems of G. We 
proved that Ic(x, y) is independent of the choice of the spanning tree T, and that in 
a graph G with a vertex of valence greater than 2, each rotation system of G is different 
from its mirror image, from which it follows that Z,(x,y) includes exactly two 
representatives for each equivalence class in the set %,‘c of general rotation systems. 
In this section, we are going to characterize Ic(x, y) algebraically without even 
mentioning the spanning tree T. 
We give some concepts in algebra, for which detailed discussion can be found 
in [12]. 
Let S be a finite set and A a finite group with identity element ie. By a lef action of 
A on S, we mean a mapping A x S-rS, such that for all x, yeA and SES: 
(xy)s=x(ys) and ies=s, 
where xs is understood to denote the image of (x, s) under our mapping. 
Let SES. The subset of S consisting of all elements xs (with XEA) is denoted by As 
and is called the orbit of s under A. The set of elements XEA such that xs=s is 
obviously a subgroup of A, called the isotropy group of s in A and denoted by A,. It 
can be proved that two orbits Asi and Asj are either identical or disjoint, and that 
S= u Asi (disjoint), 
isl 
where I is some indexing list and the elements i are from distinct orbits. The orbit 
decomposition formula can be written in the following way: 
lSl= C fAsiI, where lASiI=IAI/IASij. 
iel 
Now suppose that G is a graph with vertex set V= {ul, u2,. . . , II,} and edge set 
E=(el,e2,..., e,}. We define a left action of the group 2; of n-bit vectors on the set 
& of general rotation systems of G. 
Let p~Wc be a general rotation system and x an n-bit vector. Define xp to be the 
general rotation system of G obtained from p by flipping vertex ai if and only if the ith 
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component of x is 1. It is easy to verify that the above operation really is left action of 
Z”, on 9,. 
Since all general rotation systems in the same orbit are equivalent (Lemma 2.1), 
we can similarly define the imbedding-distribution polynomial 1:(x, y) on the set of 
orbits of 9?c under Z;, i.e. suppose there are co orbits corresponding to planar 
imbeddings of G, ai orbits corresponding to orientable imbeddings of genus i, and 
bj orbits corresponding to nonorientable imbeddings of crosscap number j. Then 
ZL(X,Y)=ao+ C UiX'+ 1 bjy’. 
i=l j=l 
Theorem 3.1. If the n-vertex graph G has a vertex of valence greater than 2 then 
wx, y)=Idx, Y). 
Otherwise, 
Proof. All general rotation systems in an orbit of 9& under Z”, are equivalent. 
Moreover, any two general rotation systems pi and pj in two different orbits of 
WG under Z”, are inequivalent, since otherwise, by Theorem 2.6, pi could be obtained 
from pj by a sequence of vertex-flip operations. That is, there would be an element x of 
Z”, such that xpj = pi, SO pi and pj would be in the same orbit. NOW if G has a vertex of 
valence greater than 2, then each general rotation system of G is different from its 
mirror image. Thus, Ic(x, y) includes exactly two representatives for each equivalence 
class. If all vertices of G have valence less than 3, then each general rotation system of 
G is the same as its mirror image. c7 
Theorem 3.2. Let G be an n-vertex graph in which k vertices are of valence greater 
than 2. Then each equivalence class of the set of general rotation systems of G contains 
exactly 2’ elements. 
Proof. Without loss of generality, we suppose that the vertices of G are vl, v2,. . . , v,, 
and that the vertices vl, v2,. . . , vk have valence greater than 2. Then for any general 
rotation system PE%?~, an element x of Z”, stabilizes p: xp = p if and only if the first 
k components of the bit vector x are 0. There are exactly 2”-k such bit vectors in Z”,. 
Thus, the isotropy group of p in Z; contains exactly 2”-k bit vectors. Therefore, the 
orbit of p under Z”, has 2”/2”-k = 2’ elements. 0 
Before we conclude this section, we would like to give one more characterization of 
the total imbedding-distribution of a graph. Here we restrict the graphs under 
consideration to be 3-regular. This characterization has found applications in calcu- 
lation of total imbedding-distributions for some special classes of graphs (see [2]). 
Suppose that G is a 3-regular graph and that ncgI, is a pure rotation system of G. 
Let +?E be the set of general rotation systems of G whose pure rotation system is rr. As 
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before, we can define an imbedding-distribution polynomial for the set %?&“c. 
Z~(X,JJ)=C, + C CiX’+ 1 djy’. 
i=l j=l 
That is, there are c0 general rotation systems in the set %?z that correspond to planar 
imbeddings, ci general rotation systems in the set %?z that correspond to imbeddings of 
genus i, and dj general rotation systems in the set 5%; that correspond to imbeddings of 
crosscap number j. 
Theorem 3.3. Let G be a 3-regular graph and let TT be a pure rotation system of G. Then 
Proof. First note that if the graph G has n vertices, then G has q=3n/2 edges. Since 
each orbit in WG under Z”, contains 2” general rotation systems, there are 2“+“/2”= 2¶ 
orbits. For each fixed pure rotation system n, there are 24 possible ways to assign edge 
types to the edges of G. We claim, these 2q assignments of edge types correspond 
exactly to the 2q orbits in WG under Z”,. In fact, let p be a general rotation system. 
Clearly, there is a way to flip the vertices in p to get a general rotation system whose 
pure rotation system is z, because G is 3-regular. In this process of vertex-flipping, the 
edge types are changed in some way, and we eventually have a general rotation system 
whose pure rotation system is n. Thus, each orbit contains at least one general 
rotation system in the set %?gRG. Since there are 2q orbits in ~8~ and 2q general rotation 
systems in the set %E, and since no two general rotation systems in different orbits of 
L&,- can be transformed to equivalent general rotation systems by vertex-flip opera- 
tions, we conclude that each orbit contains exactly one general rotation system in the 
set %?E. 0 
4. Using overlap matrices to calculate total imbedding distributions 
To understand imbedding distributions of graphs, it would be nice to know the 
imbedding distributions for some graph classes, especially for some ‘fundamental 
graph classes, for example, for bouquets and dipoles. 
There have been a few calculations for genus distributions of infinite classes of 
graphs. The first such calculation is a result of Furst et al. [7] establishing the genus 
distributions of closed-end ladders and of cobblestone paths. Gross et al. [lo] have 
derived the genus distributions of bouquets. Rieper [lS] gave the genus distributions 
for dipoles, and McGeoch [13] has calculated the genus distributions for circular and 
Mobius ladders. Most of these calculations use techniques of combinatorial enumer- 
ation. Moreover, the genus distributions of closed-end ladders, bouquets, and dipoles 
have found their applications in the study of limit points for the average genus of 
general graphs (see [3,4]). 
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However, the calculations of total imbedding distributions for graph classes seem 
more difficult. An example of the complicatedness of such a calculation, using pure 
combinatorial techniques, for the total imbedding distributions of a graph class called 
necklaces, can be found in [2], If one tries to calculate the total imbedding distributions 
of closed-end ladders and cobblestone paths by using the techniques of calculating the 
genus distribution of these graph classes, one obtains complicated recurrence relations. 
In the remainder of this paper, we are going to demonstrate that total imbedding- 
distribution calculations can sometimes be reduced to tractable problems in combina- 
torial enumeration by the fortuitous selection of a spanning tree in connection with an 
algebraic method that has been recently revealed. For this purpose, we first introduce 
a theorem by Mohar [14]. 
Let T be a spanning tree of a graph G, with edge sets ET and Eo, respectively, and let 
el,e2,..., ep be the complete set of cotree edges, where B is the cycle rank of G. Let p be 
a general rotation system for G in which all edges in ET are untwisted. The overlap 
matrix of p with respect to the spanning tree T is the /I x /I matrix M = [mi,j] over 
GF(2) such that mi,j = 1 if and only if either i # j and the restriction of the underlying 
pure rotation system to T+ ei + ej is nonplanar, or i =j and ei is twisted. If you draw 
a rotation projection in the plane (see [ll]) for p so that the spanning tree T has no 
edge-crossings, then two different edges ei and ej overlap if and only if either they cross 
each other or one or both of them cross an edge of T. A twisted edge is defined to 
overlap itself. 
Mohar [14] has shown the following interesting result. 
Theorem 4.1 (Mohar [14]). Let p be a general rotation system for a graph, and let 
M be the overlap matrix. Then the rank of M equals twice the genus, if the correspond- 
ing imbedding surface is orientable, and it equals the crosscap number otherwise. It is 
independent of the choice of a spanning tree. 
Now we use Mohar’s theorem to calculate the total imbedding distributions for 
some graph classes. 
Suppose we have a cycle C of length 2r. By doubling every other edge of the cycle C, 
we obtain a 3-regular graph called a necklace of r beads, denoted N,. Fig. 2 
illustrates a necklace of four beads. 
Fig. 2. A necklace of 4 beads. 
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The following theorem was first proved by Gross et al. [9], who define a more 
general class of necklaces. 
Theorem 4.2. A necklace N, of r beads has 2’ pure rotation systems corresponding to 
planar imbeddings, 4-2’ pure rotation systems corresponding to genus 1 imbeddings, 
and no pure rotation systems corresponding to imbeddings of genus greater than 1. 
Proof. There are ((3- 1)!)2’=4’ different pure rotation systems for a necklace of 
r beads. By Xuong’s theorem [17], the maximum genus of N, is 1. Thus, to prove the 
theorem, it suffices to prove that the number of pure rotation systems corresponding 
to planar imbeddings of N, is 2’. 
The only orientable surface in which the main cycle C can be imbedded cellularly is 
the sphere. Now each of those r additional edges can be added to C in two different 
ways: either both ends of the edge lie in the same side of C or they lie on different sides. 
However, the second way immediately adds a handle to the surface in which C is 
imbedded and results in a nonplanar imbedding. We conclude that there are exactly 2’ 
ways to add those r edges simultaneously so that both ends of each of the edges lie in 
the same side of the cycle C. q 
Deriving the genus distribution of a necklace is simple. However, deriving the total 
imbedding distribution of a necklace is not so simple. First of all, the maximum 
crosscap number of any graph equals its cycle rank [6]. Thus, in particular, the 
maximum crosscap number of a necklace of r beads is r + 1. 
Suppose that we take a Hamiltonian cycle C of the necklace N,, and delete an edge 
e. from C, thereby obtain a spanning tree T of N,. Next we list all the cotree edges 
eo,el,..., e, of Tin N, and use them as row and column labels of the overlap matrix 
with respect o T. It is easy to see that for any imbedding of N,, the corresponding 
overlap matrix can be of the form 
M ,+~=M,+~(xo,...,x,,Y~,...,Y~) 
= 
, 
x0 Yl Y2 ... Yr-2 Yr-1 Yr 
y, x1 0 ... 0 0 0 
y, 0 x2 *.. 0 0 0 
. . . . . . . . . 
yr-2 0 0 ... x,-2 0 0 
)$.-I 0 0 ... 0 X,-l 0 
Y* 0 0 ... 0 0 x, 
where xi = 1 if and only if the edge ei is twisted, for i = 0, 1, . . . , r, and yj = 1 if and only if 
edge ej overlaps the edge eo, for j= 1,2,. . . , r. It is easy to see that for each edge ej, 
j= l,... , r, there are exactly two different ways to imbed ej so that ej overlaps the edge 
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e,,, and there are also exactly two different ways to imbed ej so that ej does not overlap 
the edge ee. 
Let %, be the set of all r x r matrices over GF(2) that are of the form M,. We first 
calculate the rank distribution of the set qr. Let 
Pr(Z)= i CiZi 
i=O 
be the rank distribution polynomial of the set %,, i.e. for i=O, . . . , r, there are 
ci different assignments of the variables xi, i=O,...,r-1, and yj,j=l,...,r-1, for 
which the matrix 
has rank i. We now derive a recurrence relation for the polynomial P,(z). 
It is straightforward to show that 
P,(z)= 1 +z. 
To see the relation between Pr(z) and P,_ I (z), we consider the four different ways to 
assign the variables x,_~ and y,_, in the matrix M,. 
Case 1: x,- 1 = y,- 1 = 0. Then the rank of M, is the same as the rank of the upper left 
(r - 1) x (r - 1) submatrix, which is actually a matrix of the form M,_ 1. Collecting all 
possible upper left (r- 1) x (r - 1) submatrices of M, that have the form M,_ 1, we 
conclude that this case contributes to the polynomial P,(z) by a term P,_l(z). 
Case 2: x,_ 1 = 1 and y,_ 1 = 0. Then the last row of M, is linearly independent of all 
other rows. Therefore, the rank of M, should be one plus the rank of the upper left 
(r - 1) x (r - 1) submatrix, which has the form M, _ 1. Again collecting all such submat- 
rices, we conclude that this case contributes to the polynomial Pr(z) by a term 
zp, - 1 (z). 
Case 3: x,_ 1 = 1 and y,_ 1 = 1. In this case, if we first add the last column of M, to 
the first column, then add the last row to the first row, we obtain a matrix has the same 
form as that in case 2. Consequently, when we sum over all possible (r- 1) x (r- 1) 
upper left submatrices, we see that this case also contributes a term zP,_ 1(z) to the 
polynomial P,(z). 
Case 4: x,_ 1 =0 and y,_ 1 = 1. Since the only nonzero element in the last row is 
y,_ 1, deleting the last row and first column of M, results in a matrix A,_ 1 whose rank 
is one less than the rank of M,. Now in the matrix A,_ 1, the only nonzero element in 
the first row is the one in the last column. Deleting the first row and the last column, 
we obtain an (r - 2) x (r - 2) matrix A,_ Z whose rank is one less than the rank of A, _ 1, 
and A, _ 2 is a diagonal matrix with the diagonal elements x1,. . . , x,_ 2. Therefore, the 
rank of the matrix M, is two plus the rank of the matrix A,_*. The rank distribution 
polynomial of the set of matrices of the form A,_, is obviously (z+ l)r-2. Moreover, 
we note that there are 2’- ’ different assignments of the variables x0, y,, yZ, . . . , y,_, 
that result in the same submatrix A,_ 2. Consequently, this case contributes a term 
2’-‘z’(z+ l)‘-’ to the polynomial Pr(z). 
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When we accumulate all four cases, we obtain a recurrence relation 
whose solution is determined to be 
We now return back to the calculation of the total imbedding distribution of 
a necklace. We adopt the same notations we used before. That is, T is a spanning tree 
of% (eo,el,..., e,} is the complete set of the cotree edges, where e. is the only cotree 
edge that can overlap other cotree edges. By our definition in Section 2, the total 
imbedding distribution polynomial of N, equals the T-distribution polynomial of N,. 
Given a T-rotation system z of the necklace N,. = (V, E), let F be the set of faces of the 
T-rotation system T. The overlap matrix corresponding to z with respect to the 
spanning tree T must be of the form M,., 1. By Mohar’s theorem, the number 
h = 2 - 1 VI + 1 E I- 1 F 1 equals the rank of the overlap matrix. Fix a matrix of form 
M,., 1, i.e. fix assignments of the variables Xi and Yj in M,+ 1. Since each assignment of 
a variable yj corresponds to two different imbeddings of the cotree edge ej, for 
j=l , . . . , r, as we mentioned before, we conclude that each fixed matrix of form 
M rfl corresponds to 2’ different T-rotation systems of the necklace N,. Finally, 
we observe that by Theorem 4.2, there are exactly 4’-2’ T-rotation systems 
of N, corresponding to nonplanar orientable imbeddings, and all of them have 
genus 1, i.e. they correspond to matrices of rank 2. The following theorem is inferred 
immediately. 
Theorem 4.3. The total imbedding-distribution polynomial of the necklace N, of r beads 
is 
I~,(x,Y)=~Y+~(Y)+(~~-~~(x-Y~) 
=2’(2yZ(2y+2)‘+(1 +y-2$)(2y+ 1)‘)+(4’-27(x-y2). 
5. Some special calculations of matrix ranks 
In this section, we digress to the study of the rank distribution of overlap matrices. 
This will help us in Section 6 to derive the total imbedding distributions of closed-end 
ladders and cobblestone paths. 
Given an n x n matrix M = [mi, j], the diagonal elements of M are those mi, j satisfy- 
ing i = j, the semidiagonal elements of M are those miV j satisfying 1 i -j I= 1. A matrix is 
tridiagonal if all elements that are neither diagonal nor semidiagonal are zero. 
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Let M ,” be an n x n symmetric matrix over GF(2) of the following form: 
0 
i: 
1 
1 0 1 0 
M,O= 
1 
0 
1 
**. 
0 1 0 1 
1 0 1. 
That is, Mf is a tridiagonal matrix such that the diagonal elements are all 0, and all 
semidiagonal elements are 1. 
Lemma 5.1. 
if n is even 
n-l ifnisodd 
=21n,21. 
Proof. Straightforward induction. 0 
Now let X=(x1,x2,..., x,}e(GF(2))“. We regard X as a ‘diagonal vector’ and we 
define 
x1 1 
1 x2 1 0 
M,X= 
i 
1 x3 1 
0 
**. ‘i. 
1 X,-l 1 
1 %I 
Then what is the rank of M$? In fact, we are interested in the distribution of ranks of 
Mf when X varies over (GF(2))“. 
Theorem 5.2. Let Rf: be the number of matrices Mf with rank k, where X@GF(2))“. 
Then 
R,O=R;=,..=R”-~=O n 9 
R,,_l _ (2”+ 1) if n is odd, 
n - 
i (2”- 1) if n is even, 
R”= 
1 
@“+1)-l if n is odd, 
n 
3(2”- l)+ 1 if n is even. 
If we consider the function round(r) to be any function that maps r to the closest integer, 
then we may write 
R:- ’ = round(2”/3) R: =round(2”+‘/3). 
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Proof. We use induction on n. 
It is routine to check that the theorem is true for the cases n= 1 and n=2. Now 
suppose that n>3. 
Suppose n=2m. The matrix Mf can be written as 
Xl 
i 
1 0 
.I 
Nl’f 
1 
x2 
1 
= 
1 1 ? 
0 M;1;2 
where X=(x1,x2,..., x,} E(GF(~))“, Xnp2 = {x3, x4,. . . , x,} E(GF(~))“-~, and Mf:;’ 
is the corresponding (n - 2) x (n - 2) lower-right corner submatrix of Mf . 
There are two cases: 
(1) x1 = 1. Then performing the standard matrix operations (see for example [l]) on 
the first two rows and the first two columns of Mf, we can transform Mf into the 
following matrix without changing the matrix rank: 
1 0 0 
. *I 
M”) 1+x2 1 = 
” 
i 0 
1 
0 M ;r:;’ 1. 
When the vector (x2, x3,. . . , x,)variesover(GF(2))“-‘,thevector(l+x2,xJ,...,x,) 
also varies over (GF(2))“-‘. Now in the 2”-’ possible lower-right corner 
(n - 1) x (n - 1) submatrices of M, (‘) by the inductive hypothesis, there are (2”- ’ + 1)/3 , 
of them of rank n - 2, and 3(2”- ’ + 1) - 1 of them of rank n - 1 (note that n - 1 is odd). 
Since the first column of ML” is linearly independent of all other columns in the 
matrix, we conclude that there are (2”- ’ + 1)/3 of Mi’)‘s, thus M,X’s, which are of rank 
n- 1, and $(2’-1 + l)- 1 of M;r’s which are of rank n, if we restrict xl to be 1. 
(2) xl =O. Similarly, we can transform Mf into the following matrix without 
changing the matrix rank: 
M 
By the inductive hypothesis, there are (2’-‘- 1)/3 of Mf:j2’s of rank n-3, and 
3(2”_2- l)+ 1 of Mt:j*‘s of rank n-2. Now, since the first two columns of Mi*’ are 
linearly independent of all other columns in the matrix, we conclude that there are 
(2”-2 - 1)/3 of Mi2”s which are of rank n - 1, and 5(2”-2 - 1) + 1 of Mi2”s which are of 
rank n. Finally, note that each Mi2’ corresponds to two different MFs by setting either 
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x2=1 or x2- 0. We conclude that there are 2(2”-2 - 1)/3 of MFs which are of rank 
n- 1, and 3(2”-2 - 1) + 2 of M;r’s which are of rank n if we restrict x1 to be 0. 
Combining these two cases, we conclude that 
R;-‘=(2”-‘+1)/3+2(2”-2-1)/3=(2”-1)/3, 
R::=3(2”-‘+ l)- 1+4(2”_2-1)+2=3(2”- 1)+ 1. 
This completes the proof for the case n = 2m. 
For the case of n=2m+ 1, we can similarly obtain 
&-‘=(2”-‘-1)/3+2(2”-2+1)/3=(2”+1)/3, 
4=5(2”_‘- 1)+ 1+$(2”-2+ l)-2=$(2”+ 1)-l. 0 
LetX={x,,x,,..., x,)~(GIV))“,andlet Y={y,,y,,...,y,_,}~(GF(2))“-‘.Define 
Furthermore, let 
%?,,={MfsY 1 X@GF(2))” and Y@GF(2))“-I). 
We are interested in the distribution of ranks of matrices in %Zn. 
Let il,i2,..., i, be r positive integers such that il +i2 + a-e + il=n. Suppose we 
choose a particular Y1 = { y, , . . . ,~~_i}o(GF(2))“-~ such that yil=yil+iz=“’ = 
Yii+i2+ ... +i,-1 - -0, and all other yis are 1. For this particular Y,, we have 
/Ml G\ 
where each Mh is of the form Mz, with X,,E(GF(~))‘“. Note that each of these 
submatrices i  independent of all others. Let X vary over (GF(2))“, then each X,, varies 
over (GF(2))‘“. Therefore, the distribution of ranks of Mf9 ” when X varies over 
(GF(2))” is the convolution of the distributions of ranks of these M~s when each 
Xh varies over (GF(2))ih. If we define, similarly as for the distributions of graph 
imbeddings, the rank-distribution polynomial, denoted D(Y, y), of a set 9 of matrices, 
i.e. we say the rank-distribution polynomial of a set Y of matrices is 
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D(Y, y) =Cl=, ci y’ if there are precisely ci matrices in Y of rank i for each i, then the 
above discussion gives us the following formula: 
h=l 
where 9’(n, Y,)={M~‘Y’ 1 Xc(GF(2))“) and Y(i,,)= {MC ( X,&%(2))‘“}. By 
Theorem 5.2, we know that 
thus, 
D(y((n, Y1),y)= fi round(2ih/3)yih-‘+round(2ih+‘/3)yih). 
h=l 
Since each selection of the set of positive integers il, i2,. . . , i, satisfying il + i2 + ... 
+ i, = n gives a unique .Yl E(GF(~))“- ‘, thus a unique decomposition of Mt. ‘I into the 
above form, and vice versa, we get finally the rank-distribution polynomial of the 
set wn: 
Theorem 5.3. 
i,+i,+ +i,=n 
wgn, Y)’ c 
i,,...,i,>O 
y”‘~l [round(T)+round(y) y]. 
6. Total imbedding distributions of closed-end ladders and cobblestone paths 
With the results in the previous section, now we are ready to derive the total 
imbedding distributions of closed-end ladders and cobblestone paths. 
Suppose that every edge of the n-vertex path is doubled, and that a self-adjacency is
then added at each end. The resulting graph is called a cobblestone path of order n, 
denoted J,. The graph in Fig. 3 is a cobblestone path of order 5. 
Fix a spanning tree T of J,_ 1 (which must consist of edges that adjoin each pair of 
adjacent vertices). In Fig. 3, the tree edges are shown as thicker lines. By our definition, 
the total imbedding distribution of J,_i equals the imbedding distribution of 
T-rotation systems of J,_ 1. 
Each cotree edge determines a unique simple cycle in the graph, and two cotree 
edges can overlap only if the corresponding cycles have a vertex in common. This 
Fig. 3. A cobblestone path of order 5. 
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implies, in the case of a cobblestone path, that only adjacent cotree edges can overlap. 
Given a T-rotation system z of J, _ 1, we construct the corresponding n x n overlap 
matrix iI& for 7. We organize the rows and columns of the overlap matrix M, so that 
consecutive rows (columns) correspond to adjacent cotree edges. Then M,, must be of 
the following tridiagonal form: 
0 
M,,=M,XvY= Y2 x3 Y3 
Yn-2 T-1 Y,-1 
Yn-1 XII 
where X=(x1,x2,..., x,}@GF(2))” and Y= { y,,y,, . . . . y._,}@GF(2))“-‘. 
We observe that each variable yi corresponds to a unique vertex of the cobblestone 
path J,-l and has value 1 if and only if the two cotree edges incident to that vertex 
overlap, and that each variable xi corresponds to a unique cotree edge of J,_ 1 and has 
value 1 if and only if the edge is twisted. Mohar’s theorem says that if the T-rotation 
system 7 corresponds to a nonorientable imbedding of Jnml, then the rank of M, is 
equal to the crosscap number of 7. Now we fix a pure rotation system rc of J,- 1, and 
consider all possible twistings of cotree edges of Jnpl. This corresponds to fixing 
y={YI,Y2,..., y, _ 1 } in the above matrix M,, = Mf, ’ and letting the diagonal vector 
X=(x1,x2,..., x,} vary over (GF(2))“. 
Let Y(Z) be the set of the 2” T-rotation systems of J._ 1 whose pure rotation system 
is rc, and let 9’(Mn) be the set of the 2” corresponding overlap matrices. By Theorem 
5.3, the rank-distribution polynomial of the set Y(M,) is 
D(Lf(M,), y)= fi (round(2ih/3)yih-1 +round(2’“+‘/3)y’“), 
h=l 
where the integers il, i2,. , . , i, correspond to the zero elements in Y= ( yl, y2,. . . , 
y, _ 1 }, as we have described in the previous section. There is only one overlap matrix 
in ,4p(M,) corresponding to an orientable imbedding of J,,_ 1 (the one with all xi=O). 
By Lemma 5.1, this matrix has rank c(il, . . . , i,) = 1; = 1 2 L ih/2 J , thus corresponding to 
an orientable imbedding of genus c (il, . . . , i,)/2 = 1; = 1 L ih/2 J . Therefore, the set Y (rr) 
contributes the following terms to the total imbedding-distribution polynomial of 
Jn-I. 
I#($, x, y)= fl (round(2’“/3)y’“-’ +round(2’“+‘/3)yih) 
h=l 
-Y 
c(il,...,i,)+xc(i,,...,i,)/2. 
Each vertex of J.-1 has degree four and, thus, there are six possible rotations at 
each vertex. Of these six rotations, exactly two require the incident cotree edges to 
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overlap. It follows that in Y= { y,, y,, . . . , yn- 1 }, there are two ways to set each yi to 
1 and four ways to set each yi to 0. Therefore, let ,4p(i1, . .. . i,) be the set of all 
T-rotation systems of J._ 1 whose corresponding overlap matrix is in 9(M,,), then the 
set Y(ii,..., il) contributes the following terms to the total imbedding-distribution 
polynomial of J,_ 1 
L#(Y(il,..., i,),~,y)=4’-~2”-~-(‘-~)Z.(~(~),x,y) 
=yl+r-2 
heI (round(2ih/3)yih-’ 
+round(2ih+l/3)y~h)_yc(il,...,i,)+xc(i1,....i,)/2 . 
> 
Now consider all possible pure rotation systems of J,, _ i, which correspond to all 
possible choices of Y = { yl, y,, . . . , y,_ i} in (GF(2))“-‘. Summarizing all these to- 
gether, we get the total imbedding-distribution polynomial of J,,_ 1 as follows: 
i,+ ‘.. +i,=n 
~J”_l(%Y)= c W% ,...,ir),~,y) 
i ,,..., i,>O 
il+ ‘.. +i,=n 
= c 2”+‘-2 i (round(2ih/3)yih-’ + round(2ih+‘/3)yih) 
i ,,..., i,>O h=l 
i,+ ... +i,=n i,+ ‘.. +i,=n 
_ C 2n+r-2yc(i, ,..., i,)+ 1 2n+r-Zxc(i ,,..., i,)/2. 
i,,...,i,>O i,,...,i,>O 
The term -p:;;,‘,‘~=~ 2n+r-2xc(il . . . . . w is the genus-distribution polynomial of J. _ i, 
which is already known [7]. If we let the genus-distribution polynomial of J.-r be 
I,(J,_,,x), then the terms 
i,+ ... +i,=n il+ ‘.. +i,=n 
_ 1 ,,J ,. 2n+r-2y41,...,ir)+ C 2n+r-2Xc(i,,...,i,)/2 
‘I, >‘, i,,...,i.>O 
can be expressed as - I,(& _ 1, y2) + I&I,_ 1, x). Therefore, the total imbedding-distri- 
bution polynomial of J. _ 1 is 
i,+ ... +i,=n 
Ll_,kY)= c 
i,,...,i,>O 
2n’rV2y”-r~[round(~)+round(~)y] 
An n-rung closed-end ladder L, can be obtained by taking the graphical Cartesian 
product of an n-vertex path with the complete graph K2, and then doubling both its 
end edges. Fig. 4 gives a 4-rung closed-end ladder. 
We consider the total imbedding distribution of the closed-end ladder L, _ 1 of n - 1 
rungs. Select the spanning tree T, as shown by the thicker lines of the graph L4 in 
Fig. 4. Note that there are 2”-3 different pure rotation systems for the selected 
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Fig. 4. A 4-rung closed-end ladder. 
spanning tree T. Fix a rotation system pT of the spanning tree T, and fix a vector Yin 
(GF(2))“-‘; there are exactly four pure rotation systems of L,_ 1 in which the reduced 
rotation system of T is pr, and whose corresponding overlap matrix has Y as its 
semidiagonal vectors. A completely similar analysis to what we have given for 
cobblestone paths yields the total imbedding-distribution polynomial of an (n- l)- 
rung closed-end ladder L,_ 1 as follows: 
where Z,(L, _ 1, x) is the genus-distribution polynomial of the closed-end ladder L, _ 1, 
which has been derived by Furst et al. [7]. 
7. Conclusions and open problems 
We have extended the concept of orientable imbedding distributions of graphs to 
total imbedding distributions of graphs. Several alternative viewpoints are introduced 
and reconciled. We proved that our definition of the total imbedding distribution of 
graphs is independent of a particular chosen spanning tree or of a particular chosen 
pure rotation system. 
We have observed that it is much more difficult to derive the total imbedding 
distribution of graphs than to derive genus distribution of graphs, and the techniques 
previously used in deriving genus distributions of graphs seem not strong enough. 
Having realized this fact, we sought help from algebraic methods. The overlap matrix 
of Mohar was applied to calculating the imbedding distributions of necklaces, closed- 
end ladders, and cobblestone paths. 
It is believed that many results in the genus distribution of graphs can be extended 
to the total imbedding distribution of graphs. We are interested in the relationship 
between these two distributions. Do two 3-connected graphs with the same genus 
distribution have the same total imbedding distribution? Do two 3-connected graphs 
with the same average genus have the same ‘average crosscap number’? It has been 
conjectured that the genus distribution of a graph is strongly unimodal. What about 
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the crosscap number distribution? The answer to these questions would be of great 
interest to the theory of graph imbeddings. 
References 
[l] J.G. Broida and S.G. Williamson, Comprehensive Introduction to Linear Algebra (Addison-Wesley, 
Reading, MA 1989). 
[2] J. Chen, The distribution of graph imbeddings on topological surfaces, Ph.D. Thesis, Department of 
Mathematics, Columbia University, NY, 1990. 
[3] J. Chen and J.L. Gross, Limit points for average genus (I). 3-connected and 2-connected simplicial 
graphs, J. Combin. Theory Ser. B 55 (1992) 83103. 
[4] J. Chen and J.L. Gross, Limit points for average genus (II). 2-connected non-simplicial graphs, 
J. Combin. Theory Ser. B 56 (1992) 108-129. 
[S] J. Chen and J.L. Gross, Kuratowski-type theorems for average genus, J. Combin. Theory Ser. B 57 
(1993) 100-121. 
[6] J. Edmonds, On the surface duality of linear graphs, J. Res. Nat. Bur. Standards Sect. B (1965) 
121-123. 
[7] M.L. Furst, J.L. Gross and R. Statman, Genus distributions for two classes of graphs, J. Combin. 
Theory Ser. B 46 (1989) 22-36. 
[S] J.L. Gross and M.L. Furst, Hierarchy for imbedding-distribution i variants of a graph, J. Graph 
Theory 11-4 (1987) 205-220. 
[9] J.L. Gross, E.W. Klein and R.G. Rieper, On the average genus of a graph, Graphs and Combin., to 
appear. 
[lo] J.L. Gross, D.P. Robbins and T.W. Tucker, Genus distributions for bouquets of circles, J. Combin. 
Theory Ser. B 47 (1989) 292-306. 
[ll] J.L. Gross and T.W. Tucker, Topological Graph Theory (Wiley-Interscience, New York, 1987). 
[12] S. Lang, Algebra, 2nd Ed. (Addison-Wesley, Reading, MA, 1984). 
[13] L.A. McGeoch, Algorithms for two graph problems: computing maximum-genus imbeddings and the 
two-server problem, Ph.D. Thesis, Computer Science Dept., Carnegie Mellon University, PA, 1987. 
[14] B. Mohar, An obstruction to embedding raphs in surfaces, Discrete Math. 78 (1989) 135-142. 
[15] R.G. Rieper, The enumeration of graph imbeddings, Ph.D. Thesis, Dept. of Mathematics, Western 
Michigan University, Kalamazoo, MI, 1987. 
[16] A.T. White, Graphs, Groups and Surfaces (North-Holland, Amsterdam, 1984). 
[17] N.H. Xuong, How to determine the maximum genus of a graph, J. Combin. Theory Ser. B 26 (1979) 
216-225. 
