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Abstrakt
Tato pra´ce se zaby´va´ analy´zou dopravnı´ch dat, jakozˇ i predikcı´ dopravy na za´kladeˇ teˇchto
dat. Popisuje jednotlive´ mozˇnosti prˇedpovı´da´nı´ rychlostı´ vozidel vcˇetneˇ vza´jemne´ho
srovna´nı´ prediktivnı´ch metod, ktere´ je provedeno na rea´lny´ch nameˇrˇeny´ch datech.
Vybrane´ metody analy´zy a predikce jsou implementova´ny s ohledem na napojenı´ na dalsˇı´
cˇa´sti syste´mu pro podporu analy´zy a simulacı´ v oblasti dopravy.
Klı´cˇova´ slova: cˇasova´ rˇada, doprava, linea´rnı´ regrese, neuronove´ sı´teˇ, predikce
Abstract
This thesis deal with the analysis of traffic data and traffic forecasts based on this data. It
describes the various options for forecasting the speed of vehicles, including a comparison
of predictive methods which is done on real measured data.
Selected methods of analysis and forecasting are implemented with regard to links to
other parts of the system for analysis and simulation in the field of traffic.
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GPS – Global Positioning System, Globa´lnı´ polohovy´ syste´m
GSM – Global System for Mobile Communications (drˇı´ve Groupe Spe´-
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21 U´vod
Tato pra´ce se veˇnuje problematice analy´zy a zpracova´nı´ rea´lny´ch dopravnı´ch dat. Jelikozˇ
kazˇde´ho z na´s doprava ovlivnˇuje, at’prˇı´mo cˇi neprˇı´mo, je vhodne´ veˇdeˇt, jak se dopravnı´
situace na ru˚zny´ch mı´stech pra´veˇ vyvı´jı´ a jak by se mohla chovat v budoucnu. Na za´kladeˇ
teˇchto znalostı´ mohou rˇidicˇi dosta´vat do svy´ch autonavigacı´ s dostatecˇny´m prˇedstihem
informace naprˇı´klad o tom, zˇe cesta, kterou chteˇjı´ pouzˇı´t, bude s nejveˇtsˇı´ pravdeˇpodob-
nostı´ velmi pomalu pru˚jezdna´ a za´rovenˇ jim mu˚zˇe by´t doporucˇena alternativnı´ silnice
s bezproble´movou pru˚jezdnostı´. Dalsˇı´ mozˇnost vyuzˇitı´ se nabı´zı´ prˇi pla´nova´nı´ dopravy
u velky´ch sportovnı´ch nebo kulturnı´ch akcı´ cˇi v oblasti krizove´ho rˇı´zenı´.
K vytvorˇenı´ takovy´chto „znalostı´“ musı´me nejprve zı´skat neˇjaka´ rea´lna´ dopravnı´ data,
ktera´ podrobı´me du˚kladne´ analy´ze. Zjistı´me, jaky´mi zpu˚soby lze takova´to data zı´ska´vat
a na´sledneˇ vyuzˇijeme existujı´cı´ syste´m Floreon+ Traffic a u´daje z neˇj se popı´sˇı´ a da´le
zpracujı´. Take´ se prˇedstavı´ soucˇasne´ syste´my, ktere´ dopravnı´ data vyuzˇı´vajı´ a pracujı´
s nimi.
Podstatna´ cˇa´st pra´ce je veˇnova´na prˇedpovı´da´nı´ rychlostı´ vozidel. Nejprve se sezna´-
mı´me s neˇktery´mi obecny´mi zpu˚soby predikce (linea´rnı´ regrese, neuronove´ sı´teˇ, pouzˇitı´
aritmeticke´ho pru˚meˇru). Ty si teoreticky prˇedstavı´me a uka´zˇeme, jak s nimi mu˚zˇeme
pracovat. Pote´ se upravı´ a naimplementujı´ pro pouzˇitı´ s dopravnı´mi daty. Hotove´ predik-
tivnı´ metody se na veˇtsˇı´m mnozˇstvı´ dopravnı´ch dat otestujı´ a provede se jejich zhodnocenı´
vzhledem k prˇesnosti prˇedpovı´da´nı´ rychlosti vozidel.
Navrzˇene´ a naimplementovane´ techniky predikce a analy´zy dat se zprˇı´stupnı´ pro
pouzˇitı´ v ra´mci rozsa´hlejsˇı´ho syste´mu, jehozˇ soucˇa´stı´ je i tato diplomova´ pra´ce. Zmı´nı´me
se i o webove´ aplikaci, ktera´ vy´stupy z pra´ce vyuzˇı´va´ ke sve´ cˇinnosti. Na za´veˇr zkusı´me
navrhnout mozˇna´ vylepsˇenı´ analy´zy a predikce do budoucna.
32 Dopravnı´ data
V dnesˇnı´ uspeˇchane´ dobeˇ a prˇi prˇeplneˇnosti silnic je naprosto nezbytne´, aby byla doprava
neˇjaky´m zpu˚sobem rˇı´zena. Nestacˇı´ jenom sledovat kamerovy´ provoz na vybrany´ch krˇi-
zˇovatka´ch a podle toho naprˇı´klad upravovat pouze cˇasova´nı´ semaforu˚. Rˇidicˇi vozidel
musı´ by´t s dostatecˇny´m prˇedstihem informova´ni o problematicky´ch u´secı´ch silnic, ktere´
by´vajı´ v urcˇitou dobu pomalu pru˚jezdne´ (na za´kladeˇ ru˚zny´ch analy´z) a stejneˇ tak by
meˇli mı´t informace o tom, jakou trasu majı´ zvolit, aby se nevhodny´m u´seku˚m vyhnuli.
Nezbytny´m doplnˇkem takovy´chto dat jsou i u´daje o aktua´lnı´ situaci, jako jsou dopravnı´
nehody, uzavı´rky silnic, pocˇası´ a v zimeˇ i u´daje o sjı´zdnosti.
2.1 JSDI
Aktua´lnı´ dopravnı´ data jizˇ zpracova´va´ Jednotny´ syste´m dopravnı´ch informacı´ pro Cˇes-
kou republiku, ktery´ je take´ zobrazuje na mapeˇ dostupne´ na internetovy´ch stra´nka´ch
http://www.dopravniinfo.cz (obra´zek 1) a prostrˇednictvı´m vysı´lacˇu˚ Cˇeske´ho rozhlasu
(Radiozˇurna´l a Vltava) jsou k dispozici i v ra´mci sluzˇby RDS-TMC [10] pro prˇı´jem v na-
vigacı´ch, ktere´ je mohou zahrnout do svy´ch pla´novacˇu˚ tras. JSDI je spolecˇny´m projektem
Ministerstva vnitra CˇR, Ministerstva dopravy CˇR, Rˇeditelstvı´ silnic a da´lnic CˇR a dalsˇı´ch
verˇejny´ch a soukromy´ch institucı´.
Obra´zek 1: Mapa JSDI s aktua´lnı´mi dopravnı´mi informacemi
JSDI shromazˇd’uje data z agendovy´ch syste´mu˚ prˇedevsˇı´m verˇejne´ spra´vy (dopravnı´
nehody, pozˇa´ry, hava´rie, u´drzˇba silnic, parkova´nı´, uzavı´rky, nadmeˇrne´ na´klady, velke´
akce), z telematicky´ch syste´mu˚ (dohledove´ kamery, pocˇası´, elektronicke´ my´to, rˇı´zenı´

5volny´ch mı´st a fotografie area´lu. K dispozici je i odkaz vedoucı´ na blizˇsˇı´ informace
o konkre´tnı´m parkovisˇti. K parkovisˇtı´m se vztahujı´ i navigacˇnı´ tabule umı´steˇne´ v centru
meˇsta a sdeˇlujı´cı´ rˇidicˇu˚m, kolik volny´ch mı´st nabı´zı´ parkovisˇteˇ a jaky´m smeˇrem se k nim
dostanou. Poslednı´ volbou jsou parkovacı´ zo´ny a parkovacı´ hodiny ukazujı´cı´ na´zev zo´ny
a cenu za parkova´nı´.
2.3 Floreon+
Projekt Floreon+ je vy´sledkem budova´nı´ syste´mu pro modelova´nı´ a simulace situacı´
v Moravskoslezske´m kraji, ktere´ jsou zpu˚sobeny neprˇı´znivy´mi prˇı´rodnı´mi jevy, prˇicˇemzˇ
se vyuzˇı´vajı´ modernı´ internetove´ technologie. Ze zacˇa´tku se v projektu rˇesˇilo modelo-
va´nı´, simulace a predikce povodnı´. Jelikozˇ se tento povodnˇovy´ syste´m osveˇdcˇil, zacˇali
se budovat jeho dalsˇı´ cˇa´sti. V soucˇasnosti se skla´da´ z teˇchto modulu˚ a za´kladnı´ch funkcı´
[12]:
• Voda
– Podpora povodnˇove´ho krizove´ho rˇı´zenı´
– Rozsˇı´rˇenı´ mozˇnostı´ prˇedpovı´da´nı´
– Graficke´ zna´zorneˇnı´ povodnˇovy´ch progno´z
– Problematika prˇı´valovy´ch sra´zˇek a prˇedpovı´da´nı´ vy´voje bleskovy´ch povodnı´
(v rˇesˇenı´)
• Doprava
– Vy´voj dopravnı´ situace v pru˚beˇhu krizovy´ch uda´lostı´
– Prˇedpovı´da´nı´ dopravnı´ch omezenı´ v pru˚beˇhu krizovy´ch uda´lostı´ (v rˇesˇenı´)
• Kvalita zˇivotnı´ho prostrˇedı´ (v rˇesˇenı´)
– Kra´tkodoba´ prˇedpoveˇd’ vy´voje kvality ovzdusˇı´
– Prˇedpovı´da´nı´ vy´voje smogu a inverzı´
– Simulace u´niku znecˇisˇt’ujı´cı´ch la´tek do ovzdusˇı´ a vody
Syste´m Floreon+ je prima´rneˇ urcˇen slozˇka´m integrovane´ho za´chranne´ho syste´mu, ale
s neˇkolika urcˇity´mi omezenı´mi ho mu˚zˇe pouzˇı´vat i sˇiroka´ verˇejnost a beˇzˇı´ na adrese
http://floreon.vsb.cz.
Cely´ syste´m se skla´da´ z neˇkolika vrstev [13]. Nejspodneˇji jsou umı´steˇna datova´ ulozˇisˇteˇ
skla´dajı´cı´ se prˇedevsˇı´m z databa´zovy´ch serveru˚ PostgreSQL a Microsoft SQL Server.
Ve druhe´ vrstveˇ lezˇı´ ru˚zne´ vy´pocˇetnı´ moduly, moduly pro dopravu a znecˇisˇteˇnı´. Dalsˇı´
vrstva se stara´ o rˇı´zenı´ cele´ho syste´mu. Poslednı´ cˇa´stı´ jsou koncove´ programy a aplikace
pro komunikaci s jiny´mi syste´my. Pro tuto pra´ci je klı´cˇova´ „dopravnı´ cˇa´st“, ktera´ bude
pozdeˇji vyuzˇı´va´na a proto si ji blı´zˇe popı´sˇeme.
62.3.1 Floreon+ Traffic
Jak jizˇ bylo zmı´neˇno Floreon+ Traffic je nedı´lnou soucˇa´stı´ cele´ho syste´mu a vhodneˇ
tak doplnˇuje povodnˇovy´ za´klad projektu. Tento modul zı´ska´va´ data z ru˚zny´ch zdroju˚
vztahujı´cı´ch se k dopraveˇ a vytva´rˇı´ z nich agregovana´ data urcˇena´ pro dalsˇı´ vyuzˇitı´
(obra´zek 3). Mezi takove´to zdroje patrˇı´:
• rea´lne´ u´daje o rychlosti a lokaci z vozidel zapojeny´ch do projektu
• data z JSDI a telematicky´ch syste´mu˚
• data z kamerovy´ch syste´mu˚
• informace o pocˇası´
Obra´zek 3: Sche´ma modulu Floreon+ Traffic [14]
prˇicˇemzˇ za´sadnı´ pro syste´m jsou prvnı´ dva zdroje. JSDI je popsa´n v prˇedchozı´ podka-
pitole, takzˇe prˇejdeme rovnou k rea´lny´m u´daju˚m o rychlosti. Tyto data jsou zı´ska´va´na
z vozidel zapojeny´ch do projektu a pohybujı´cı´ch se ve sledovane´ oblasti a obsahujı´ u´daje
o poloze vozidla, jeho rychlosti a cˇasu porˇı´zenı´ za´znamu. Obdrzˇene´ informace jsou anony-
mizovane´, takzˇe z nich nenı´ mozˇne´ zpeˇtneˇ zjistit vozidlo, ke ktere´mu se za´znam vztahuje.
Sourˇadnice polohy zı´skane´ z GPS jsou specia´lnı´m algoritmem prˇevedeny na konkre´tnı´
u´sek cesty. V roce 2009 bylo zapojeno 2200 vozidel a ve sˇpicˇce generovaly 13 za´znamu˚ za
sekundu, prˇicˇemzˇ ve fina´le je pouzˇito asi 30 % zı´skany´ch za´znamu˚ a ty jsou po hodina´ch
agregova´ny pro kazˇdy´ u´sek cesty [14].
Jakmile je nasbı´ra´n dostatek dat, lze zacˇı´t vytva´rˇet informace o dopravnı´ situaci.
Kromeˇ existujı´cı´ch agregovany´ch dat, ktera´ se mohou da´le zpracova´vat, poskytuje syste´m
zejme´na:
• statisticke´ informace o u´secı´ch
• vizualizaci dat (obra´zek 4), jako jsou trˇeba nehody, kamerove´ syste´my, stupneˇ pro-
vozu, uzavı´rky
7Obra´zek 4: Mapa Floreonu+ s aktua´lnı´ dopravnı´ situacı´
2.4 Sbeˇr dopravnı´ch dat
Sbeˇr dopravnı´ch dat je alfou a omegou kazˇde´ho dopravneˇ-informacˇnı´ho syste´mu. Flo-
reon+ Traffic vyuzˇı´va´ prˇedevsˇı´m data, ktera´ poskytujı´ spolupracujı´cı´ vozidla. Samozrˇejmeˇ
to nenı´ jediny´ mozˇny´ zpu˚sob sbeˇru dopravnı´ch dat a do budoucna ani prˇı´lisˇ efektivnı´,
pokud by nebyl doplneˇn o dalsˇı´ mozˇnosti. Techniky zı´ska´va´nı´ dopravnı´ch dat lze rozdeˇlit
do na´sledujı´cı´ch kategoriı´:
• profilova´ meˇrˇenı´
– detektory
– my´tny´ syste´m
– u´sekove´ meˇrˇenı´
– kamery
• plovoucı´ vozidla vyuzˇı´vajı´cı´ GPS/GSM
• informace z BTS
Z profilovy´ch meˇrˇenı´ se u na´s nejvı´ce vyuzˇı´va´ profilovy´ch detektoru˚ na ba´zi elektromag-
neticke´ smycˇky, ktere´ jsou vlozˇene´ do povrchu vozovky [15]. Dalsˇı´mi variantami mu˚zˇe
by´t u´sekove´ meˇrˇenı´ rychlosti nebo rychlostnı´ kamery provozovane´ Policiı´ CˇR prˇı´padneˇ
meˇstskou (obecnı´) policiı´. Dopravnı´ data jizˇ sbı´ra´ i my´tny´ syste´m pomocı´ my´tny´ch bran,
ta ale nejsou neˇjak specia´lneˇ vyuzˇı´va´na. My´tne´ bra´ny momenta´lneˇ evidujı´ pouze na´kladnı´
8auta, ale s pla´novany´m rozsˇı´rˇenı´m i na osobnı´ vozy by byla k dispozici zajı´mava´ dopravnı´
data, pokry´vajı´cı´ vsˇechny hlavnı´ dopravnı´ tahy v Cˇeske´ republice.
Plovoucı´ vozidla vyuzˇı´vajı´cı´ GPS jsou vybrana´ vozidla, ktera´ v urcˇity´ch intervalech
posı´lajı´ prostrˇednictvı´m mobilnı´ datove´ sı´teˇ (GSM/UMTS) informace o vozidle a jeho
rychlosti (tento zpu˚sob je vyuzˇı´va´n v syste´mu Floreon+ Traffic). Tyto informace jsou
anonymizova´ny a da´le zpracova´va´ny. Plovoucı´ vozidla mohou by´t zalozˇena i na signali-
zacˇnı´ch datech mobilnı´ch sı´tı´ (GSM/UMTS) [15] neboli komunikaci mobilnı´ch telefonu˚ se
za´kladnovy´mi stanicemi (BTS) bunˇkove´ sı´teˇ. Tato komunikace ovsˇem mu˚zˇe by´t vyuzˇita
i mimo beˇzˇna´ vozidla a umozˇnˇuje sledovat prˇesun velke´ho pocˇtu osob (naprˇ. v meˇstske´
hromadne´ dopraveˇ, prˇi kona´nı´ sportovnı´ch cˇi kulturnı´ch akcı´ch).
Zatı´mco vyuzˇitı´ profilovy´ch detektoru˚ a plovoucı´ch vozidel s GPS je v podstateˇ bez-
proble´move´, u ostatnı´ch technik uzˇ to neplatı´, protozˇe nejsou anonymnı´ a jejich sbeˇr
probı´ha´ bez souhlasu osob, ktere´ rˇı´dı´ nebo vlastnı´ zaznamenane´ vozidlo. Takovy´to sbeˇr
dat by pak mohl by´t v rozporu se za´kony, obzvla´sˇt’s normami veˇnujı´cı´ se ochraneˇ osobnı´ch
u´daju˚1.
1Za´kon cˇ. 101/2000 Sb. o ochraneˇ osobnı´ch u´daju˚
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V prˇedchozı´ cˇa´sti byl prˇedstaven modul Floreon+ Traffic, ktery´ mimo jine´ shromazˇd’uje
agregovana´ dopravnı´ data. Protozˇe z teˇchto za´znamu˚ budou vycha´zet analyticke´ a pre-
diktivnı´ metody, prˇestavı´me si je blı´zˇe. Kazˇdy´ dopravnı´ za´znam obsahuje na´sledujı´cı´
atributy:
• cˇı´slo u´seku cesty
• cˇas
• pru˚meˇrna´ rychlost
• pocˇet vozidel
Cˇı´slo u´seku cesty (ID) prˇedstavuje internı´ identifika´tor, ktery´ ma´ vazbu na identifika´tor
cest pouzˇı´vany´ v mapeˇ. Cˇas vyjadrˇuje dobu, ke ktere´ byla data agregova´na; agregace se
prova´dı´ vzˇdy k cele´ hodineˇ. Pru˚meˇrna´ rychlost je pru˚meˇrnou rychlostı´ vsˇech vozidel,
ktere´ projely dany´m u´sekem cesty beˇhem hodiny. Pocˇet vozidel znacˇı´ celkovy´ pocˇet vo-
zidel projety´ch u´sekem komunikace beˇhem hodiny. Tabulka 1 ilustruje neˇkolik takovy´ch
za´znamu˚. Z te´to tabulky je mozˇne´ videˇt vy´hodu i nevy´hodu teˇchto dat. Poslednı´ dva
U´sek cesty Cˇas Rychlost Pocˇet vozidel
718596 30. 10. 2010 12:00 85 1
718596 15. 10. 2010 8:00 80 4
718596 25. 11. 2010 6:00 15,2 5
558467 14. 1. 2011 11:00 25,5 297
730987 14. 1. 2011 10:00 7,7 362
Tabulka 1: Agregovane´ dopravnı´ za´znamy
za´znamy jsou agregova´ny z pomeˇrneˇ vysoke´ho pocˇtu vozidel (5 - 6 vozidel za minutu),
ktere´ u´sekem projely beˇhem dane´ hodiny, a lze s nimi celkem spolehliveˇ pracovat. Prvnı´
trˇi u´seky se naopak vyznacˇujı´ velmi nı´zky´m pocˇtem projety´ch vozidel a vypocˇı´tana´ pru˚-
meˇrna´ rychlost tak vu˚bec nemusı´ odpovı´dat skutecˇnosti. S tı´m souvisı´ i dalsˇı´ negativum,
ktere´ spocˇı´va´ v tom, zˇe u spousty sledovany´ch u´seku˚ mnohdy neprojede ani jedno auto
za den.
Dalsˇı´m proble´mem mu˚zˇe by´t to, zˇe vozidla zapojena´ do meˇrˇenı´ jsou z kategorie pra-
covnı´ch vozu˚ a tomu odpovı´dajı´ i cˇasy, ve ktery´ch jezdı´ po komunikacı´ch. Ty obvykle
kopı´rujı´ pracovnı´ dobu jednotlivy´ch firem a tak je k dispozici pomeˇrneˇ ma´lo u´daju˚ z ve-
cˇernı´ch nebo nocˇnı´ch hodin. Nejza´vazˇneˇji se tento stav projevuje o vı´kendu, kdy je pocˇet
projety´ch vozidel tak nı´zky´, zˇe nema´ prˇı´lisˇ smysl tato data da´le analyzovat. Naprˇı´klad
o vı´kendu 26. a 27. brˇezna 2011 bylo evidova´no 1348 za´znamu˚, z toho na nejvytı´zˇeneˇjsˇı´ch
u´secı´ch projelo 6 vozidel za hodinu (v sedmi prˇı´padech) a pru˚meˇrny´ pocˇet vozidel za ho-
dinu se rovnal jednomu. Oproti tomu v pracovnı´ den v pondeˇlı´ 14. brˇezna 2011 databa´ze
eviduje 40 867 za´znamu˚.
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Obra´zek 5: Graf vy´voje rychlostı´ beˇhem dne
Pro lepsˇı´ ilustraci teˇchto „vhodny´ch“ a „nevhodny´ch“ dat je na obra´zku 5 zna´zorneˇn
graf s vy´vojem rychlostı´ vozidel beˇhem jednoho dne (14. brˇezna 2011) na dvou u´secı´ch
(989888, 969413). Zatı´mco prvnı´ u´sek ma´ cely´ den v podstateˇ pokryty´, druhy´ uzˇ je pokryt
z necele´ poloviny. I kdyzˇ druhy´ u´sek obsahuje pouze polovinu dat, ktere´ by mohl mı´t,
jsou to jesˇteˇ dobra´ cˇı´sla. V pru˚beˇhu dne totizˇ vozidla navsˇtı´vila 20 802 u´seky, ale 14 036
z nich meˇlo za den pouze jeden za´znam, 3 636 z nich dva a 1 452 trˇi za´znamy (cely´ prˇehled
dne ukazuje tabulka 2).
Pocˇet hodinovy´ch za´znamu˚ 1 2 3 4 5 6 7 8 9
Pocˇet u´seku˚ cest 14 036 3 636 1 452 652 365 238 123 96 52
Pocˇet hodinovy´ch za´znamu˚ 10 11 12 13 14 15 16 17 18
Pocˇet u´seku˚ cest 43 30 19 19 6 8 7 5 2
Pocˇet hodinovy´ch za´znamu˚ 19 20 21 22 23 24
Pocˇet u´seku˚ cest 2 3 2 3 2 1
Tabulka 2: Pocˇet u´seku˚ vzhledem k hodinovy´m za´znamu˚m
3.1 Analy´za dopravnı´ch dat
V ra´mci te´to pra´ce bylo implementova´no neˇkolik metod, ktere´ zprˇı´stupnˇujı´ na´sledujı´cı´
funkce:
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• cˇasova´ rˇada (soubor hodnot cˇas/rychlost vozidel)
• za´kladnı´ statistika (pocˇet vozidel, minima´lnı´ a maxima´lnı´ rychlosti vozidel, strˇednı´
hodnota, pru˚meˇr a media´n rychlosti vozidel, sˇpicˇatost a sˇikmost rychlostı´ a jejich
rozptyl a smeˇrodatnou odchylku)
• pru˚meˇrna´ rychlost vozidel ocˇisˇteˇna´ o extre´mnı´ pozorova´nı´
• predikce rychlostı´ vozidel
Vsˇechny tyto metody pracujı´ s konkre´tnı´m u´sekem cesty a navı´c se dajı´ cˇasoveˇ omezit (od-
do). Funkce za´kladnı´ statistiky jsou podrobneˇ popsa´ny v [4] a [1]. Problematice odlehly´ch
(extre´mnı´ch) pozorova´nı´ a predikcı´ jsou veˇnova´ny na´sledujı´cı´ kapitoly.
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4 Vybrane´ na´stroje predikce
Predikce nebo take´ prˇedpovı´da´nı´ se snazˇı´ na za´kladeˇ urcˇity´ch hodnot jevu z minulosti
odhadnout mozˇny´ vy´voj tohoto jevu v budoucnosti. S prˇedpovı´da´nı´m se setka´va´me dnes
a denneˇ prˇi nejru˚zneˇjsˇı´ch cˇinnostech nasˇeho zˇivota. Asi nejcˇasteˇji to bude prˇedpoveˇd’po-
cˇası´, da´le naprˇı´klad demograficky´ vy´voj populace, pohyby jednotlivy´ch polozˇek na burze
nebo urcˇova´nı´ vy´voje ru˚zny´ch prˇı´rodnı´ch katastrof. I z teˇchto neˇkolika ma´lo konkre´tnı´ch
cˇinnostı´ je take´ zrˇejme´, zˇe bohuzˇel ne vzˇdy vede prˇedpovı´da´nı´ k ocˇeka´vany´m vy´sledku˚m.
Abychom byli schopni vytva´rˇet kvalitnı´ prˇedpoveˇdi, nenı´ mozˇne´ pouzˇı´vat pouze
obecne´ techniky predikce, ktere´ spocˇı´vajı´ v ru˚zny´ch matematicky´ch metoda´ch a mode-
lech, ale je nutne´ tyto techniky prˇizpu˚sobovat cˇi doplnˇovat v za´vislosti na tom, co vu˚bec
hodla´me prˇedpovı´dat a na jakou dobu tuto progno´zu vytva´rˇı´me. Vezmeme-li naprˇı´klad
prˇedpoveˇd’ pocˇası´, je jasne´, zˇe k uspokojive´ prˇedpoveˇdi nestacˇı´ sledovat pouze trendy
jednotlivy´ch velicˇin (teplota, tlak, vlhkost), ale i spoustu dalsˇı´ch fyzika´lnı´ch hodnot, ktere´
na prvnı´ pohled s pocˇası´m vu˚bec nemusı´ souviset.
Ma´me-li vytvorˇeny neˇjake´ techniky predikce a jsme schopni pomocı´ nich prova´deˇt
prˇedpoveˇdi, dajı´ se vy´sledky rozdeˇlit na dveˇ kategorie:
• prˇedpoveˇd’ hodnoty
• prˇedpoveˇd’ trendu
Prvnı´ typ vy´sledku˚ prˇedpovı´da´ pouze neˇjakou hodnotu v urcˇity´ cˇas, naprˇ. zˇe 14. cˇervence
bude venkovnı´ teplota 26 ◦C. Druhy´ typ predikuje pouze trend, jaky´m se bude sledovany´
jev ubı´rat – klesa´nı´, stoupa´nı´, prˇı´padneˇ stejny´ stav.
4.1 Cˇasova´ rˇada
Cˇasove´ rˇady vyjadrˇujı´ za´vislost urcˇite´ho sledovane´ho jevu na cˇase a to vzˇdy od cˇasoveˇ
nejstarsˇı´ch hodnot po cˇasoveˇ nejmladsˇı´ hodnoty a jsou tak alfou a omegou kazˇde´ predikce.
Ma´me-li k dispozici takovouto rˇadu, mu˚zˇeme ji analyzovat (stanovovat minima, maxima,
pru˚meˇry,...), hledat v nı´ trendy nebo poslouzˇı´ jako vstupnı´ data pro dalsˇı´ vy´pocˇty. Cˇasova´
rˇada mu˚zˇe graficky vypadat jako na obra´zku 6 nebo ji lze vyja´drˇit v tabulkove´ formeˇ jako
tabulka 3.
Cˇasove´ rˇady lze rozdeˇlit na trˇi typy podle toho, jaky´ je vy´znam cˇasovy´ch intervalu˚
mezi jednotlivy´mi za´znamy [2]:
1. cˇasova´ rˇada intervalovy´ch (u´sekovy´ch) ukazatelu˚
2. cˇasova´ rˇada okamzˇikovy´ch ukazatelu˚
3. cˇasova´ rˇada odvozeny´ch charakteristik
V prˇı´padeˇ prvnı´ho typu cˇasove´ rˇady platı´, zˇe velikost ukazatele (statisticke´ho znaku)
sledovane´ho jevu za´visı´ na de´lce intervalu (meˇsı´c, cˇtvrtletı´, rok). U rˇady s okamzˇikovy´mi
ukazateli se hodnota plynule meˇnı´ v cˇase a ukazatel se vztahuje k prˇesneˇ definovane´mu
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Obra´zek 6: Cˇasova´ rˇada - za´vislost pocˇtu vozidel na cˇase
Cˇas Pocˇet vozidel
7.00 560
8.00 600
9.00 613
10.00 578
11.00 589
12.00 491
13.00 536
14.00 567
15.00 622
16.00 649
17.00 614
18.00 530
19.00 527
20.00 493
Tabulka 3: Cˇasova´ rˇada - za´vislost pocˇtu vozidel na cˇase
okamzˇiku. Prˇi predikova´nı´ se nejcˇasteˇji pouzˇı´va´ pra´veˇ rˇada s okamzˇikovy´mi ukazateli.
Poslednı´ typ cˇasove´ rˇady je odvozova´n z okamzˇikovy´ch nebo intervalovy´ch absolutnı´ch
hodnot.
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4.2 Metody predikce
Pro prˇedpovı´da´nı´ hodnot existuje spousta vı´ce cˇi me´neˇ spolehlivy´ch metod. Vzˇdy je
vhodne´ vybı´rat tyto metody podle vstupnı´ch dat (mnozˇstvı´ a kvalita dat), ktere´ ma´me
k dispozici a take´ s ohledem na jev, ktery´ se bude predikovat. V te´to cˇa´sti textu se prˇedstavı´
trˇi za´kladnı´ techniky a dojde k jejich popisu a vysveˇtlenı´. Pu˚jde o:
• aritmeticky´ pru˚meˇr
• linea´rnı´ regrese
• neuronove´ sı´teˇ
4.2.1 Aritmeticky´ pru˚meˇr
Acˇ to nemusı´ by´t na prvnı´ pohled zrˇejme´, mu˚zˇe aritmeticky´ pru˚meˇr slouzˇit jako ele-
menta´rnı´ metoda pro predikci, prˇı´padneˇ se stane vstupnı´ hodnotou pro jine´ techniky
prˇedpovı´da´nı´. Aritmeticky´ pru˚meˇr je jednou z nejpouzˇı´vaneˇjsˇı´ch meˇr polohy a prˇedsta-
vuje pru˚meˇrnou nebo typickou hodnotu urcˇite´ho vy´beˇru [1]. Jeho hodnotu lze spocˇı´tat
podle vztahu
x =
1
n
n∑
i=1
xi
kde xi jsou jednotlive´ hodnoty a n prˇedstavuje pocˇet hodnot.
Proble´m s pouzˇitı´m aritmeticke´ho pru˚meˇru mu˚zˇe nastat v okamzˇiku, kdy vstupnı´ data
obsahujı´ neˇkolik extre´mnı´ch hodnot, ktere´ pote´ pru˚meˇr zkreslı´ a nema´ tak dostatecˇnou
vypovı´dacı´ hodnotu. Toto negativum lze vyrˇesˇit identifikacı´ a odstraneˇnı´m odlehly´ch po-
zorova´nı´. K tomuto u´kolu mu˚zˇeme vyuzˇı´t neˇkolik statisticky´ch metod (metody vnitrˇnı´ch
hradeb, vneˇjsˇı´ch hradeb, z-sourˇadnice, media´nova´ sourˇadnice). Metody jsou podrobneˇ
popsa´ny v [4], vzhledem k budoucı´mu pouzˇitı´ se blı´zˇe zameˇrˇı´me pouze na metodu vneˇj-
sˇı´ch hradeb.
Metoda vneˇjsˇı´ch hradeb spocˇı´va´ v odstraneˇnı´ zvla´sˇtnı´ho prˇı´padu odlehly´ch pozoro-
va´nı´ – extre´mnı´ho pozorova´nı´. To jsou takova´ data, ktera´ lezˇı´ mimo vneˇjsˇı´ hradby, ale
nikoliv mezi vneˇjsˇı´ a vnitrˇnı´ hradbou. Vneˇjsˇı´ hradby se urcˇujı´ za pomoci mezikvartilo-
ve´ho rozpeˇtı´ (rozdı´l hornı´ho a dolnı´ho kvartilu) a samotne´ho dolnı´ho respektive hornı´ho
kvartilu. Dolnı´ kvartil (x0,25) rozdeˇluje data tak, zˇe
1
4
hodnot je mensˇı´ nezˇ tento kvartil a
3
4
hodnot jsou veˇtsˇı´ nebo rovny tomuto kvartilu. Hornı´ kvartil (x0,75) rozdeˇluje data tak,
zˇe 3
4
hodnot jsou mensˇı´ nezˇ tento kvartil a 1
4
hodnot je veˇtsˇı´ nebo rovna tomuto kvartilu.
Vyja´drˇeno matematicky
IQR = x0,75 − x0,25
HD = x0,25 − 3 · IQR
HH = x0,75 + 3 · IQR
Za odlehla´ (extre´mnı´) pozorova´nı´ se povazˇujı´ hodnoty lezˇı´cı´ mimo interval 〈HD;HH〉.
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Naprˇı´klad pro hodnoty 45, 130, 60, 50, 55, 48, 61, 110, 53, 49, 5, 59, 50, 60, 10 vra´tı´
aritmeticky´ pru˚meˇr vy´sledek 56,33. Aplikujeme-li na tato cˇı´sla metodu vneˇjsˇı´ch hradeb,
dojde k odstraneˇnı´ hodnot 130, 110, 5 a 10 a na´sledny´ aritmeticky´ pru˚meˇr vra´tı´ 53,64.
Rozdı´l mezi teˇmito cˇı´sly je 2,69. K jesˇteˇ veˇtsˇı´mu rozdı´lu (6,5) dospeˇjeme, budeme-li mı´t
mensˇı´ mnozˇinu hodnot – 45, 135, 50, 55, 5, 52. V prvnı´m prˇı´padeˇ dojdeme k pru˚meˇru 57,
v druhe´m po odstraneˇnı´ cˇı´sel 135 a 5 je vy´sledek 50,5.
4.2.2 Linea´rnı´ regrese
Linea´rnı´ regrese je dalsˇı´ zpu˚sob predikce. Vyjadrˇuje aproximaci vstupnı´ch hodnot po-
lynomem prvnı´ho rˇa´du, v tomto prˇı´padeˇ prˇı´mkou. K tomuto u´kolu vyuzˇı´va´ metodu
nejmensˇı´ch cˇtvercu˚. Metoda nejmensˇı´ch cˇtvercu˚ hleda´ takove´ rˇesˇenı´, aby minimalizovala
soucˇet druhy´ch mocnin chyb tohoto rˇesˇenı´ [3]. Vyjdeme tedy ze za´vislosti dvou pro-
meˇnny´ch – x a y. Za´vislost mu˚zˇeme vyja´drˇit rovnicı´ y = f(x). Hovorˇı´me-li o linea´rnı´
za´vislosti, ma´ rovnice tvar
y = ax+ b
a jedna´ se za´rovenˇ o vyja´drˇenı´ rovnice prˇı´mky, kde y oznacˇuje za´vislou promeˇnnou, x
neza´vislou promeˇnnou, koeficient a je smeˇrnice prˇı´mky a koeficient b uda´va´ svisly´ posun
prˇı´mky (jinak take´ hodnotu promeˇnne´ y, kdyzˇ promeˇnna´ x = 0).
Nynı´ je potrˇeba vyja´drˇit koeficienty a a b
a =
n
n∑
i=1
xiyi −
n∑
i=1
xi
n∑
i=1
yi
n
n∑
i=1
x2i −
(
n∑
i=1
xi
)2
b =
n∑
i=1
x2i
n∑
i=1
yi −
n∑
i=1
xi
n∑
i=1
xiyi
n
n∑
i=1
x2i −
(
n∑
i=1
xi
)2
prˇicˇemzˇ pro hodnotu n musı´ platit, zˇe n > 2, jinak nelze s linea´rnı´ regresı´ dosa´hnout
odpovı´dajı´cı´ch vy´sledku˚. Jakmile se na za´kladeˇ souboru jizˇ existujı´cı´ch hodnot vypocˇı´tajı´
koeficienty a a b, je mozˇne´ prova´deˇt linea´rnı´ regresi. Na tomto mı´steˇ je dobre´ podotknout,
zˇe cˇı´m vı´ce se odhadovana´ hodnota vzdaluje od poslednı´ hodnoty pouzˇite´ pro vy´pocˇet
koeficientu˚ a a b, tı´m me´neˇ je vy´stup z linea´rnı´ regrese odpovı´dajı´cı´.
Linea´rnı´ regrese mu˚zˇe poslouzˇit nejenom k urcˇenı´ hodnoty jevu, ktery´ nastane v bu-
doucnosti, ale take´ pro zobrazenı´ regresnı´ krˇivky (v nasˇem prˇı´padeˇ prˇı´mky), ktera´ po-
slouzˇı´ jako zobrazenı´ mozˇne´ho vy´voje jevu. Obra´zek 7 demonstruje vy´stup linea´rnı´ re-
grese, ktera´ jako vstupnı´ data dostala u´daje o pocˇtu vozidel z hornı´ cˇa´sti tabulky 4 a
vytvorˇila z nich regresnı´ krˇivku.
V dolnı´ cˇa´sti tabulky 4 jsou zverˇejneˇny pomocı´ linea´rnı´ regrese odhadnute´ hodnoty
pocˇtu vozidel na za´kladeˇ u´daju˚ nameˇrˇeny´ch mezi sedmou a trˇina´ctou hodinou. Z teˇchto
cˇı´sel je dobrˇe patrne´ i negativum te´to metody, kdy do odpolednı´ch hodin sta´le prˇedpovı´da´
klesajı´cı´ pocˇet vozidel, i kdyzˇ by meˇl mı´t stoupajı´cı´ tendenci.
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Obra´zek 7: Uka´zka linea´rnı´ regrese
Cˇas Pocˇet vozidel
7.00 560
8.00 600
9.00 613
10.00 578
11.00 589
12.00 491
13.00 536
14.00 522
15.00 511
16.00 499
17.00 488
18.00 477
19.00 466
Tabulka 4: Vstupnı´ data pro linea´rnı´ regresi a predikce
4.2.3 Neuronove´ sı´teˇ
Poslednı´ prediktivnı´ metodu prˇedstavujı´ neuronove´ sı´teˇ. Umeˇle´ neuronove´ sı´teˇ jsou jed-
nou ze za´kladnı´ch struktur umeˇle´ inteligence a jsou inspirova´ny biologicky´mi neurono-
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vy´mi sı´teˇmi lidske´ho mozku. Prˇi prova´deˇnı´ vy´pocˇtu˚ vyuzˇı´vajı´ distribuovane´ paralelnı´
zpracova´nı´ informacı´. Tyto sı´teˇ lze dnes vyuzˇı´vat ve spousteˇ oboru˚ - umozˇnˇujı´ rozpozna´-
vat obra´zky, prova´deˇt kompresi dat a hlavneˇ prˇedpovı´dat vy´voj cˇasovy´ch rˇad.
Za´sadnı´m rozdı´lem mezi „beˇzˇneˇ pouzˇı´vany´mi algoritmy“ a neuronovy´mi sı´teˇmi je
princip ucˇenı´. Ten spocˇı´va´ v tom, zˇe se neuronova´ sı´t’snazˇı´ na za´kladeˇ dodany´ch vstup-
nı´ch dat, ktera´ se oznacˇujı´ jako tre´novacı´ mnozˇina, pochopit vazby mezi teˇmito daty a pak
z nich spra´vneˇ odvozovat. Odpada´ tak nutnost konstruovat slozˇite´ vy´pocˇetnı´ algoritmy
pro jednotlive´ proble´my a nezanedbatelny´m prˇı´nosem je i rychlost na´sledne´ho dotazo-
va´nı´, ktere´ spocˇı´va´ ve scˇı´ta´nı´ a na´sobenı´ relativneˇ male´ho mnozˇstvı´ cˇı´sel oproti na´rocˇny´m
vy´pocˇtu˚m „beˇzˇny´ch algoritmu˚“. Je trˇeba ale rˇı´ci, zˇe samotny´ proces ucˇenı´ mu˚zˇe by´t v za´-
vislosti na slozˇitosti tre´novacı´ mnozˇiny a architektury neuronove´ sı´teˇ cˇasoveˇ i vy´konoveˇ
pomeˇrneˇ na´rocˇny´.
Obra´zek 8: „Bio/technicke´“ sche´ma neuronu
Obra´zek 8 zna´zornˇuje model neuronu, pouzˇı´vane´ho v neuronovy´ch sı´tı´ch v kombinaci
s popisem prvku˚ u biologicky´ch neuronovy´ch sı´tı´. Dendrit je mı´sto vstupu signa´lu do
neuronu, samotny´ neuron slouzˇı´ ke scˇı´ta´nı´ signa´lu˚ prˇijaty´ch od okolnı´ch neuronu˚, tı´m se
stanovı´ vnitrˇnı´ potencia´l neuronu, ktery´ vede k jeho excitaci. Synapse reprezentuje vy´stup
neuronu, kde se zeslabuje nebo zesiluje signa´l a pomocı´ axonove´ho vla´kna se prˇeda´va´
dalsˇı´m neuronu˚m [5].
Parametry xi, xj , xk znacˇı´ vy´stupnı´ signa´l svy´ch neuronu˚ (i, j, k), wi, wj , wk jsou syna-
pticke´ va´hy, ktere´ upravujı´ signa´ly xi, xj , xk a y je vy´stupnı´ excitacˇnı´ signa´l. Jeden z prv-
nı´ch a za´kladnı´ch modelu˚ umeˇle´ho neuronu vytvorˇili americˇtı´ veˇdci Warren McCulloch
a Walter Pitts v roce 1943. Tento model zjednodusˇoval cˇinnost tı´m, zˇe neuron obsahoval
excitacˇnı´ (synapticka´ va´ha w = 1) a inhibicˇnı´ (synapticka´ va´ha w = 0) vazby. Neuron da´le
udrzˇoval svu˚j vnitrˇnı´ pra´h citlivosti, ktery´, aby dosˇlo k jeho excitaci, musel by´t prˇekona´n
vnitrˇnı´m potencia´lem. Vy´stup toho neuronu tedy mohl by´t bud’ 0, nebo 1.
18
Dalsˇı´ a jeden z nejpouzˇı´vaneˇjsˇı´ch modelu˚ je oznacˇova´n perceptron. Ten byl stvorˇen
v roce 1957 Frankem Rosenblattem, ktery´ zobecnil model pa´nu˚ McCullocha a Pittse.
V tomto prˇı´padeˇ je potencia´l urcˇen va´zˇeny´m soucˇtem vstupnı´ch signa´lu˚, a pokud prˇekona´
svu˚j pra´h citlivosti, nastane excitace neuronu, v opacˇne´m prˇı´padeˇ dojde k jeho inhibici.
Potencia´l je mozˇne´ vyja´drˇit vztahem
ξ =
n∑
i=1
wixi − θ
kde wi je synapticka´ va´ha, xi vstupnı´ signa´l a θ pra´h citlivosti. Vy´stupnı´ odezva neuronu
je definova´na pomocı´ aktivacˇnı´ funkce signum (funkce signum vracı´ 1, je-li jejı´ argument
veˇtsˇı´ nezˇ 0; v opacˇne´m prˇı´padeˇ vracı´ 0):
y = Sgn(ξ)
Takto vytvorˇeny´ perceptron je schopen vstupnı´ data rozdeˇlit do dvou skupin podle toho,
je-li excitova´n (y = 1) nebo inhibova´n (y = 0) [5].
Dalsˇı´m krokem je urcˇenı´ synapticky´ch vah neuronu. K tomu poslouzˇı´ drˇı´ve zminˇo-
vane´ tre´novacı´ mnozˇiny a ucˇı´cı´ algoritmus. Jeden takovy´ algoritmus prˇedstavil kanadsky´
psycholog Donald Hebb a skla´da´ se z neˇkolika kroku˚.
1. Nejprve je potrˇeba vsˇechny va´hy inicializovat na´hodny´mi maly´mi cˇı´sly, stejneˇ se
nastavı´ i pra´h citlivosti.
2. Sı´ti je prˇedlozˇen vstupnı´ vektor x z tre´novacı´ mnozˇiny a pomocı´ funkce y = Sgn(ξ)
se stanovı´ vy´stupnı´ hodnota.
3. Vy´stupnı´ hodnota je porovna´na s ocˇeka´vanou hodnotou z tre´novacı´ mnozˇiny a
nasta´va´ fa´ze adaptace vah, ktera´ mu˚zˇe mı´t 3 stavy:
• vy´stup sı´teˇ je shodny´ s ocˇeka´vanou hodnotou → wi(t+ 1) = wi(t)
• vy´stup sı´teˇ je 0, ocˇeka´va´n byl 1 → wi(t+ 1) = wi(t) + xi(t)
• vy´stup sı´teˇ je 1, ocˇeka´va´n byl 0 → wi(t+ 1) = wi(t)− xi(t)
Poslednı´ cˇa´st algoritmu lze jesˇteˇ vylepsˇit koeficientem ucˇenı´ (η, η ∈ 〈0; 1〉), ktery´ slouzˇı´
k ovlivneˇnı´ razance zmeˇn synapticky´ch vah beˇhem adaptace:
• vy´stup sı´teˇ je shodny´ s ocˇeka´vanou hodnotou → wi(t+ 1) = wi(t)
• vy´stup sı´teˇ je 0, ocˇeka´va´n byl 1 → wi(t+ 1) = wi(t) + ηxi(t)
• vy´stup sı´teˇ je 1, ocˇeka´va´n byl 0 → wi(t+ 1) = wi(t)− ηxi(t)
Tuto cˇa´st mu˚zˇeme zefektivnit prˇida´nı´m chyby odezvy δ, ktera´ prˇedstavuje rozdı´l mezi
ocˇeka´vanou hodnotou (d(t)) a zı´skanou hodnotou (y(t)):
∆ = d(t)− y(t)
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wi(t+ 1) = wi(t) + η∆xi(t)
Dalsˇı´ u´pravu algoritmu ucˇenı´ rˇesˇı´ Widrow-Hoffovo pravidlo, kde se odezva a jejı´ chyba
(delta pravidlo) noveˇ vypocˇı´ta´va´ podle vztahu [5]:
y(t) =
n∑
i=0
wi(t)xi(t)
∆ = d(t)− y(t) = d(t)−
n∑
i=0
wi(t)xi(t)
Nevy´hodou takto definovane´ho perceptronu je to, zˇe aktivacˇnı´ funkce neuronu je skokova´
a na vy´stupu tak umozˇnˇuje pouze dveˇ hodnoty. V prˇı´padeˇ, zˇe aktivacˇnı´ funkci skokovou
vymeˇnı´me za jinou, mu˚zˇeme zı´skat na vy´stupu neuronu znacˇneˇ vı´ce nezˇ dveˇ hodnoty.
Mezi takove´ aktivacˇnı´ funkce mu˚zˇou patrˇit [8]:
• sigmoida´lnı´ funkce
• linea´rnı´ funkce
• logaritmicka´ funkce
• sinusova´ funkce
• funkce hyperbolicke´ tangenty
Obra´zek 9: Sigmoida´lnı´ funkce
V tomto textu se budeme veˇnovat pouze sigmoida´lnı´ funkci (sigmoideˇ, obra´zek 9), ktera´
vypada´ na´sledovneˇ:
P (t) =
1
1 + e−t
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a zmeˇnı´ jizˇ definovanou rovnici vy´stupnı´ odezvy neuronu na:
y =
1
1 + e−λξ
ξ =
n∑
i=0
wixi
kde λ vyjadrˇuje strmost sigmoidu a ξ vnitrˇnı´ potencia´l neuronu. Sigmoida´lnı´ aktivacˇnı´
funkce na´m umozˇnˇuje vytva´rˇet vy´stup z intervalu 〈0; 1〉. Nicme´neˇ ani takovy´to model
jesˇteˇ nenı´ schopen rˇesˇit slozˇite´ funkce, i kdyzˇ se veˇdeˇlo, zˇe je proble´m mozˇne´ vyrˇesˇit
dvouvrstvou neuronovou sı´tı´, nebyl zna´m ucˇı´cı´ algoritmus pracujı´cı´ s vı´ce vrstvami.
To bylo vyrˇesˇeno azˇ v 80. letech po znovuobjevenı´ algoritmu backpropagation, ktery´ je
vyuzˇı´va´n dodnes.
Obra´zek 10: Vı´cevrstva´ neuronova´ sı´t’
Vı´cevrstva´ neuronova´ sı´t’ (obra´zek 10) je slozˇena vzˇdy z alesponˇ trˇı´ vrstev neuronu˚
– vstupnı´, vnitrˇnı´ (skryte´) a vy´stupnı´, prˇicˇemzˇ vnitrˇnı´ch vrstev mu˚zˇe by´t vı´ce (je ovsˇem
doka´za´no, zˇe vı´ce vnitrˇnı´ch vrstev lze prˇeve´st na jednu vnitrˇnı´ vrstvu) a platı´, zˇe kazˇdy´
neuron z nizˇsˇı´ vrstvy je spojen se vsˇemi neurony vysˇsˇı´ vrstvy.
Nynı´ si popı´sˇeme samotny´ adaptacˇnı´ algoritmus backpropagation (zpeˇtne´ sˇı´rˇenı´),
ktery´ ma´ neˇkolik cˇa´stı´ [5, 6, 7]:
1. Nejprve se vyrˇesˇı´ doprˇednı´ sˇı´rˇenı´ signa´lu (ve smeˇru od vstupnı´ vrstvy do vy´stupnı´
vrstvy, feedforward) – dojde k excitaci neuronu˚ vstupnı´ vrstvy a signa´l se rozesˇle
neuronu˚m na´sledujı´cı´ vrstvy, pomocı´ synapticky´ch vah se upravı´. Kazˇdy´ neuron
provede sumaci teˇchto signa´lu˚ a pomocı´ sve´ aktivacˇnı´ funkce je excitova´n. To se
opakuje pro vsˇechny vrstvy. Z vy´stupnı´ vrstvy zı´ska´me odezvu sı´teˇ na konkre´tnı´
vstup.
2. Odezva sı´teˇ se porovna´ s ocˇeka´vanou hodnotou z tre´novacı´ mnozˇiny. Rozdı´l mezi
teˇmito hodnotami je chyba sı´teˇ (∆). Tato chyba se v urcˇite´m pomeˇru (koeficient
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ucˇenı´ η) zpeˇtneˇ propaguje (od vy´stupnı´ vrstvy k vrstveˇ vstupnı´) do neuronove´ sı´teˇ
prˇes u´pravy synapticky´ch vah. Cı´lem je snı´zˇit chybu ∆ v dalsˇı´ odezveˇ sı´teˇ.
3. Jakmile bude projita cela´ tre´novacı´ mnozˇina, vyhodnotı´ se chyba odezvy naprˇı´cˇ
touto mnozˇinou a pokud je vysˇsˇı´, nezˇ nasˇe ocˇeka´vana´, cely´ algoritmus se opakuje
od zacˇa´tku.
Matematicky mu˚zˇeme algoritmus backpropagation a jeho metody vyja´drˇit na´sledujı´cı´mi
vztahy, kde hleda´me minimum chybove´ funkce E pomocı´ u´prav synapticky´ch vah [5, 6]:
E =
1
2
p∑
k=1
m∑
j=1
(yj − oj)
2
k
∆wij = −η
∂E
∂wij
+ µ∆w′ij ,
kde yj je skutecˇna´ odezva j-te´ho neuronu na vy´stupu, oj je pozˇadovana´ odezva ze vzoru
tre´novacı´ mnozˇiny, p je celkovy´ pocˇet vzoru˚ tre´novacı´ mnozˇiny, m je pocˇet neuronu˚ vy´-
stupnı´ vrstvy. µ respektive∆wij znacˇı´ koeficient vlivu zmeˇny vah respektive zmeˇnu va´hy
z prˇedchozı´ho kroku. Pro vy´pocˇet derivace z druhe´ho vzorce, vyjdeme z na´sledujı´cı´ch
rovnic:
∂E
∂wij
=
∂E
∂y
·
dy
dξ
·
∂ξ
∂wij
∂ξ
∂wij
= xi
dy
dξ
= y(1− y)λ
Rovnice pro ∂E
∂y
se bude lisˇit v tom, jestli je neuron soucˇa´stı´ vy´stupnı´ vrstvy nebo ne.
V prvnı´m prˇı´padeˇ bude pro vzor tre´novacı´ mnozˇiny k platit:
∂E
∂y
= (yj − oj)k
a v druhe´m:
∂E
∂y
=
m∑
i=1
δiλyi(1− yi)wi
Algoritmus backpropagation je mozˇne´ i da´le vylepsˇovat (naprˇ. na parametricky´ backpro-
pagation), stejneˇ jako rozsˇirˇovat mozˇnosti perceptronu, nicme´neˇ uzˇ je to problematika
mimo ra´mec te´to pra´ce.
Pro prˇedpovı´da´nı´ by bylo mozˇne´ vyuzˇı´t i jine´ typy neuronovy´ch sı´tı´ a jejich varianty,
mezi ktere´ lze zarˇadit:
• rekurentnı´ vı´cevrstva´ neuronova´ sı´t
• samoorgranizacˇnı´ (Kohonenovy) mapy
• Hopfieldova sı´t’
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5 Predikce rychlostı´ vozidel
V minule´ kapitole jsme popsali jednotlive´ zpu˚soby predikce, ktere´ nynı´ aplikujeme na
dostupna´ dopravnı´ data z projektu Floreon+ a stejneˇ tak je i implementujeme. Vy´sledkem
by meˇly by´t metody, ktere´ jsou schopny na za´kladeˇ rea´lny´ch historicky´ch dat z provozu
odhadnout vy´voj rychlosti v budoucnu.
5.1 Aritmeticky´ pru˚meˇr dat
Prvnı´ metodou je vytvorˇenı´ aritmeticke´ho pru˚meˇru z dlouhodoby´ch historicky´ch dat,
ktere´ prˇedcha´zejı´ hledane´mu dni a cˇasu. Tzn., chceme-li predikovat rychlost v 15.00 20.
u´nora 2011 (nedeˇle), provedeme aritmeticky´ pru˚meˇr na nameˇrˇene´ rychlosti ze vsˇech
prˇedcha´zejı´cı´ch nedeˇlı´ v 15 hodin (13. u´nora 2011, 6. u´nora 2011, 30. ledna 2011, 23.
ledna 2011,...). Vstupnı´ data tedy mohou vypadat jako v tabulce 5 a vy´sledkem bude
62,83 km/h, cozˇ je prˇedpoveˇzena´ rychlost pro 20. 2. 2011 v 15.00. K te´to metodeˇ bude
Datum 13. 2. 11 6. 2. 11 30. 1. 11 23. 1. 11 16. 1. 11 9. 1. 11
Rychlost 67 45 59 78 60 26
Datum 2. 1. 11 26. 12. 10 19. 12. 10 12. 12. 10 5. 12. 10 28. 11. 10
Rychlost 120 64 51 69 42 73
Tabulka 5: Vstupnı´ data pro aritmeticky´ pru˚meˇr
na´lezˇet i jejı´ „vylepsˇena´“ varianta, ktera´ bude aritmeticky´ pru˚meˇr pocˇı´tat azˇ z dat, ze
ktery´ch budou odstraneˇna odlehla´ pozorova´nı´.
5.2 Linea´rnı´ regrese
Linea´rnı´ regrese bude navrzˇena ve dvou varianta´ch, ktere´ se lisˇı´ pouze v tom, s jaky´mi
zdrojovy´mi daty budou pracovat. Prvnı´, oznacˇena´ jako historicka´ linea´rnı´ regrese, ma´ stejny´
vstup, jako vy´sˇe popsana´ metoda s aritmeticky´ch pru˚meˇrem, ale namı´sto pru˚meˇru bude
prova´deˇt aproximaci.
Druha´ varianta, aktua´lnı´ linea´rnı´ regrese, pracuje pouze s rychlostmi, ktere´ prˇı´mo prˇed-
cha´zejı´ cˇasu, ve ktere´m chceme predikovat rychlost vozidel. Chceme-li naprˇı´klad prˇed-
poveˇdeˇt rychlost vozidel dnes v poledne, vyuzˇije metoda u´daje o rychlosti od dnesˇnı´ch
jedena´cti hodin do pu˚lnoci prˇedchozı´ho dne (viz. tabulka 6). Vy´sledkem je hodnota
61,02 km/h, ktera´ uda´va´ prˇedpokla´danou rychlost vozidel v poledne.
Cˇas 11.00 10.00 9.00 8.00 7.00 6.00 5.00 4.00 3.00 2.00 1.00 0.00
Rychlost 67 45 59 78 60 26 120 64 51 69 42 73
Tabulka 6: Vstupnı´ data pro aktua´lnı´ linea´rnı´ regresi
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5.3 Neuronove´ sı´teˇ
Poslednı´ metodou pro predikci rychlostı´ vozidel jsou neuronove´ sı´teˇ. Pro u´cˇely te´to pra´ce
budou navrzˇeny trˇi modely ANN (lisˇı´cı´ se v pocˇtu vstupu˚, ktery´ bude od dvou do
cˇtyrˇ vstupu˚), ktere´ dostanou odpovı´dajı´cı´ pocˇet (podle typu, dveˇ azˇ cˇtyrˇi hodiny) po
sobeˇ jdoucı´ch hodinovy´ch rychlostı´ a jako vy´stup vracı´ rychlost vozidel v na´sledujı´cı´
hodineˇ (naprˇ. tabulka 7 obsahuje vstupy a vy´stupy pro neuronovou sı´t’se dveˇma vstupy).
Neuronova´ sı´t’bude naucˇena prˇedpovı´dat rychlosti na za´kladeˇ dvou velicˇin – dne v ty´dnu
(pondeˇlı´ - nedeˇle) a hodiny, pro kterou chceme zna´t prˇedpoveˇd’.
vstup 1 vstup 2 vy´stup
11.00 12.00 predikce pro 13.00
77 km/h 89 km/h 87 km/h
88 km/h 87 km/h 87 km/h
87 km/h 84 km/h 87 km/h
Tabulka 7: Prˇı´klad vstupu˚ a vy´stupu neuronove´ sı´teˇ na u´seku cesty 444720
5.3.1 Architektura a tre´nova´nı´ neuronove´ sı´teˇ
Obra´zek 11: Navrzˇena´ neuronova´ sı´t’
Trˇi typy navrzˇeny´ch neuronovy´ch sı´tı´ budou slozˇeny ze trˇı´ vrstev (vstupnı´, skryta´,
vy´stupnı´), vyuzˇijı´ adaptacˇnı´ algoritmu backpropagation a jako aktivacˇnı´ funkce poslouzˇı´
sigmoida´lnı´ funkce. Jak bylo strucˇneˇ zmı´neˇno vy´sˇe, tyto trˇi typy ANN od sebe odlisˇuje
pocˇet vstupnı´ch neuronu˚, ktery´ zacˇı´na´ na dvou a koncˇı´ na cˇtyrˇech neuronech. Pocˇet
neuronu˚ vnitrˇnı´ (skryte´) vrstvy byl stanoven na trˇicet a vy´stupnı´ vrstva obsahuje pouze
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jediny´ neuron. Obra´zek 11 zna´zornˇuje na´vrh teˇchto neuronovy´ch sı´tı´ a pouzˇı´va´ variantu
se dveˇma vstupy (x1, x2). Da´le zobrazuje skrytou a vy´stupnı´ (y) vrstvu.
Aby bylo mozˇne´ vyuzˇı´vat neuronovou sı´t’k prˇedpovı´da´nı´ rychlostı´ vozidel, je nutne´
tuto sı´t’naucˇit pomocı´ tre´novacı´ mnozˇiny. Ta se bude vytva´rˇet z historicky´ch dopravnı´ch
dat, jeden vzor tre´novacı´ mnozˇiny odpovı´da´ jednomu rˇa´dku z tabulky 7 (v prˇı´padeˇ ANN
se dveˇma vstupy) a data se zı´ska´vajı´ zpeˇtneˇ vzˇdy za urcˇity´ den ty´dne (stejneˇ jako u metody
s aritmeticky´m pru˚meˇrem, akora´t s neˇkolika hodinovy´mi za´znamy beˇhem dne).
Jelikozˇ je proces ucˇenı´ neuronove´ sı´teˇ cˇasoveˇ i vy´pocˇetneˇ na´rocˇneˇjsˇı´, budou se vy-
tre´novane´ sı´teˇ ukla´dat do databa´ze a v prˇı´padeˇ pozˇadavku na predikci pomocı´ jizˇ drˇı´ve
naucˇene´ sı´teˇ se mı´sto nove´ho tre´nova´nı´ prˇı´mo sta´hne z databa´ze a spustı´ s prˇedany´mi
hodnotami. Sche´ma tabulky je pomeˇrneˇ jednoduche´ s na´sledujı´cı´mi atributy:
Na´zev atributu Typ atributu Prˇı´klad Popis
NeuronNetId Integer 1 ID za´znamu
LinkId Long 67898754 ID u´seku cesty
NeuronNet Binary Serializovany´ objekt ANN
HourOfPrediction Integer 13 Hodina predikce (0-23)
DayOfWeek Integer 5 Den predikce (1-7)
TimeAdded DateTime 2. 3. 2010 4:45 Datum prˇida´nı´ za´znamu
Tabulka 8: Sche´ma databa´ze pro ukla´da´nı´ ANN
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6 Experimenty s prediktivnı´mi metodami
V te´to kapitole se zameˇrˇı´me na otestova´nı´ schopnostı´ predikce rychlostı´ s vyuzˇitı´m me-
tod prˇedstaveny´ch v cˇa´sti Predikce rychlostı´ vozidel a popı´sˇeme, jaky´ch vy´sledku˚ metody
dosa´hly.
K teˇmto experimentu˚m bylo vybra´no osmna´ct u´seku˚ cest2, ktere´ meˇly v dobeˇ pro-
va´deˇnı´ vı´ce jak jedena´ct tisı´c za´znamu˚ (jedna´ se o u´seky s nejveˇtsˇı´m pocˇtem za´znamu˚
v databa´zi). Da´le po provedenı´ experimentu˚ byly z vy´sledku˚ odstraneˇny za´znamy o rych-
lostech vozidel mensˇı´ch nezˇ 15 km/h, protozˇe negativneˇ zkreslovaly vy´stupnı´ statistiku.
Jakmile byla data prˇipravena, spocˇı´tal se absolutnı´ rozdı´l mezi skutecˇnou zaznamenanou
rychlostı´ a rychlostı´ prˇedpoveˇzenou. Tento rozdı´l se pote´ vyja´drˇil v procentech vzhledem
k rea´lne´ rychlosti a statisticky se porovna´val tento procentua´lnı´ u´daj (naprˇ. predikovana´
rychlost se od skutecˇne´ lisˇila o 12 %).
6.1 Aritmeticky´ pru˚meˇr dat
Pro vyzkousˇenı´ funkcˇnosti obou metod operujı´cı´ch s aritmeticky´m pru˚meˇrem bylo vy-
pocˇı´ta´no 113 164 pru˚meˇru˚ (pro kazˇdou metodu zvla´sˇt’) v obdobı´ od 24. cˇervence 2008 do
29. ledna 2011. Tyto data byla jesˇteˇ ocˇisˇteˇna a ve vy´sledku se jednalo o 96 447 za´znamu˚.
Tabulka 9 poskytuje ve druhe´m sloupci u´plny´ prˇehled o metodeˇ aritmeticke´ho pru˚meˇru a
na obra´zku 12 je zobrazen jejı´ bodovy´ a krabicovy´ graf. Z nich vyply´va´, zˇe se predikovane´
rychlosti lisˇı´ od reality v pru˚meˇru o 12,6 % a 3
4
za´znamu˚ se vejdou do rozdı´lu 15,2 %.
Charakteristika Hodnoty
vcˇetneˇ odlehly´ch poz. bez odlehly´ch poz.
Pocˇet hodnot 96 447 96 447
Pru˚meˇr 12,6368 12,2069
Media´n 6,62454 5,82473
Rozptyl 385,219 382,839
Smeˇrodatna´ odchylka 19,627 19,5663
Standardnı´ chyba 0,0631989 0,0630034
Minimum 0,0 0,0
Maximum 518,652 518,652
Rozpeˇtı´ 518,652 518,652
Dolnı´ kvartil 2,76989 2,39232
Hornı´ kvartil 15,2635 14,7335
Standardizovana´ sˇikmost 11 606,4 11 338,0
Standardizovana´ sˇpicˇatost 6 158,12 5 922,57
Tabulka 9: Za´kladnı´ statistika pro aritmeticky´ pru˚meˇr dat
2u´seky 444720, 718596, 1092833, 394492, 989674, 661146, 806690, 1088899, 999118, 1030619, 85918, 412015,
1004168, 1005507, 730987, 772641, 1244309, 938633
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Obra´zek 12: Bodovy´ a krabicovy´ graf pro aritmeticky´ pru˚meˇr
Trˇetı´ sloupec tabulky 9 uva´dı´ statistiku pro aritmeticky´ pru˚meˇr dat, ktera´ jsou ocˇisˇteˇna´
o odlehla´ (extre´mnı´) pozorova´nı´. Ve srovna´nı´ s pu˚vodnı´ metodou poskytuje mı´rneˇ lepsˇı´
vy´sledky, pru˚meˇrne´ hodnoty jsou mensˇı´ o 0,4 procentnı´ho bodu. K dispozici je i bodovy´
a krabicovy´ graf (obra´zek 13).
Obra´zek 13: Bodovy´ a krabicovy´ graf pro aritmeticky´ pru˚meˇr dat bez odlehly´ch pozoro-
va´nı´
6.2 Linea´rnı´ regrese
Stejneˇ jako u aritmeticke´ho pru˚meˇru dat jsou u linea´rnı´ regrese dveˇ varianty. Prvnı´ vari-
anta oznacˇena´ jako historicka´ linea´rnı´ regrese, ma´ opeˇt data z obdobı´ od 24. cˇervence 2008
do 29. ledna 2011 a aproximovala 113 164 za´znamu˚, ktere´ se po ocˇisˇteˇnı´ zmensˇily na 96
447 za´znamu˚. Ze statistiky v tabulce 10 a bodove´ho a krabicove´ho grafu na na obra´zku 14
vyplynulo, zˇe pru˚meˇrny´ rozdı´l od skutecˇne´ rychlosti cˇinil 15,6 procent a 3
4
za´znamu˚ meˇli
tento rozdı´l pod 17,9 %. Da´le je z teˇchto grafu˚ videˇt, zˇe metoda produkuje dost za´znamu˚
se znacˇneˇ velky´m rozdı´lem od skutecˇne´ rychlosti.
Tento negativnı´ jev je zpu˚soben jednak maly´m mnozˇstvı´m dat, ktere´ jsou k dispozici a
take´ tı´m, jak funguje samotna´ linea´rnı´ regrese. Pokud ma´ na vstupu k dispozici minimum
dat (trˇeba 3 za´znamy), ktera´ jsou pomeˇrneˇ daleko od predikovane´ho cˇasu a jsou jesˇteˇ
vy´razneˇ stoupajı´cı´ (nebo klesajı´cı´), prˇedpovı´da´ rychlosti v rˇa´du stovek kilometru˚ v hodineˇ
a to i v za´porne´ varianteˇ.
27
Charakteristika Hodnoty
historicka´ regrese aktua´lnı´ regrese
Pocˇet hodnot 96 447 48 297
Pru˚meˇr 15,6086 18,197
Media´n 8,14655 10,092
Rozptyl 1 302,8 724,567
Smeˇrodatna´ odchylka 36,0944 26,9178
Standardnı´ chyba 0,116224 0,122484
Minimum 0,0 0,0
Maximum 3383,12 934,35
Rozpeˇtı´ 3383,12 934,35
Dolnı´ kvartil 3,43882 4,18017
Hornı´ kvartil 17,9186 22,4442
Standardizovana´ sˇikmost 51 795,8 -746,731
Standardizovana´ sˇpicˇatost 119 556,0 4 893,35
Tabulka 10: Za´kladnı´ statistika pro linea´rnı´ regresi
Obra´zek 14: Bodovy´ a krabicovy´ graf pro linea´rnı´ regresi z historicky´ch dat
Tabulka 10 take´ obsahuje hodnoty pro aktua´lnı´ linea´rnı´ regresi, ktera´ je na obra´zku 15
doplneˇna o patrˇicˇne´ grafy. Tato varianta je postavena na za´znamech od 2. ledna 2009 do
24. srpna 2010 v celkove´m pocˇtu 59 272 za´znamu˚. Po ocˇisˇteˇnı´ zbylo k dalsˇı´mu zkouma´nı´
48 297 za´znamu˚. Z teˇch je poznat, zˇe metoda produkuje oproti historicke´ linea´rnı´ regresi
horsˇı´ vy´sledky. Pru˚meˇrny´ rozdı´l se zvy´sˇil o 2,5 procentnı´ho bodu, u hornı´ho kvartilu se
rozdı´l mezi metodami zvednul uzˇ o 4,5 procentnı´ho bodu. Na druhou stranu nevytva´rˇı´
tolik za´znamu˚ s velmi vy´razny´m rozdı´lem od skutecˇne´ rychlosti.
Bohuzˇel i tato varianta je velmi za´visla´ na dostupnosti dat, ze ktery´ch se linea´rnı´
regrese prova´dı´ a na spousteˇ u´seku˚ tak nenı´ schopna´ vracet zˇa´dne´ vy´sledky.
6.3 Neuronove´ sı´teˇ
Poslednı´ metoda se veˇnuje neuronovy´m sı´tı´m. Pro vsˇechny trˇi varianty byly pouzˇity
data z rozmezı´ od cˇervence 2008 do brˇezna 2010. Z nich se vytva´rˇely jednotlive´ vzory
tre´novacı´ch mnozˇin, ktere´ byly pouzˇity na ucˇenı´ neuronove´ sı´teˇ. Pro jednu konkre´tnı´
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Obra´zek 15: Bodovy´ a krabicovy´ graf pro linea´rnı´ regresi z aktua´lnı´ch dat
tre´novacı´ mnozˇinu jsou zı´ska´ny vsˇechny historicke´ rychlosti za jeden cˇasovy´ u´sek v jeden
den ty´dne beˇhem uvedene´ho obdobı´. Azˇ byla neuronova´ sı´t’ naucˇena, provedlo se jejı´
testova´nı´ a zhodnocenı´ na datech od dubna 2010 do ledna 2011.
Charakteristika Hodnoty
2 vstupy 3 vstupy 4 vstupy
Pocˇet hodnot 14 559 11 278 8 974
Pru˚meˇr 16,6429 17,6809 18,585
Media´n 8,38164 8,49322 8,73655
Rozptyl 585,264 680,872 721,219
Smeˇrodatna´ odchylka 24,1922 26,0935 26,8555
Standardnı´ chyba 0,200498 0,245707 0,283492
Minimum 0,0000212211 0,000813898 0,000688196
Maximum 409,159 423,843 405,958
Rozpeˇtı´ 409,159 423,842 405,957
Dolnı´ kvartil 3,44953 3,49735 3,42089
Hornı´ kvartil 19,5573 19,7833 21,1311
Standardizovana´ sˇikmost 204,581 171,94 133,624
Standardizovana´ sˇpicˇatost 746,17 607,365 399,815
Tabulka 11: Za´kladnı´ statistika pro neuronovou sı´t’se dveˇma azˇ cˇtyrˇmi vstupy
V tabulce 11 a obra´zcı´ch 16, 17 a 18 jsou zı´skane´ u´daje o vy´sledcı´ch prˇedpovı´da´nı´
pomocı´ ANN. Pro zhodnocenı´ spra´vnosti predikce byl pouzˇit celkem 48 501 za´znam,
z toho 19502 (po ocˇisˇteˇnı´ 14 559) za´znamy pro neuronovou sı´t’ se dveˇma vstupy, 15 823
(po ocˇisˇteˇnı´ 11 278) pro sı´t’se trˇemi vstupy a 13 176 (po ocˇisˇteˇnı´ 8 974) za´znamu˚ pro sı´t’se
cˇtyrˇmi vstupy. Neuronova´ sı´t’se cˇtyrˇmi vstupnı´mi neurony ma´ nejmensˇı´ pocˇet za´znamu˚,
protozˇe je obtı´zˇne´ zajistit u´seky, ktere´ by meˇly beˇhem jednoho dne dostatek po sobeˇ
jdoucı´ch hodinovy´ch za´znamu˚.
Ze srovna´nı´ vycha´zı´ nejle´pe sı´t’se dveˇma vstupy, ktera´ ma´ pru˚meˇrny´ rozdı´l od rea´l-
ny´ch rychlostı´ 16,6 procent a 3
4
za´znamu˚ majı´ rozdı´l pod 19,6 procent. Zbyle´ dva typy sı´tı´
produkujı´ vzˇdy horsˇı´ vy´sledky a jesˇteˇ jsou zatı´zˇeny veˇtsˇı´ cˇasovou a vy´konovou na´rocˇnostı´.
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Obra´zek 16: Bodovy´ a krabicovy´ graf pro neuronovou sı´t’se dveˇma vstupy
Obra´zek 17: Bodovy´ a krabicovy´ graf pro neuronovou sı´t’se trˇemi vstupy
Obra´zek 18: Bodovy´ a krabicovy´ graf pro neuronovou sı´t’se cˇtyrˇmi vstupy
6.4 Rea´lne´ prˇı´klady predikce
Na´sledujı´cı´ rˇa´dky budou na prˇı´kladech demonstrovat rea´lne´ vy´sledky prˇedpovı´da´nı´ po-
mocı´ vy´sˇe uvedeny´ch metod (aritmeticky´ pru˚meˇr bez extre´mnı´ch pozorova´nı´, aktua´lnı´ a
historicka´ linea´rnı´ regrese, neuronova´ sı´t’se dveˇma vstupy). Grafy budou vzˇdy obsaho-
vat u´daje za prˇedpovı´dane´ obdobı´ a pro porovna´nı´ bude prˇı´tomna i rˇada se skutecˇnou
rychlostı´ vcˇetneˇ doby, ktera´ prˇedcha´zı´ prvnı´mu predikovane´mu za´znamu.
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6.4.1 Pondeˇlı´ 14. brˇezna 2011, 7.00 – 12.00, u´sek 989888
Prvnı´ oddı´l se veˇnuje pondeˇlnı´mu dopoledni na vybrane´m u´seku cesty s ID 989888.
Vy´sledek popisuje obra´zek 19 a tabulka 12. Jak je z grafu videˇt, skutecˇna´ rychlost za
cele´ ra´no a dopoledne hodneˇ kolı´sala (dokonce i v noci) a zˇa´dna´ z prˇedpoveˇdı´ tento
stav neprˇedpoveˇdeˇla. Pouze metoda zalozˇena´ na aritmeticke´m pru˚meˇru historicky´ch dat
doka´zala vystihnout alesponˇ trend. To, zˇe zˇa´dna´ z metod nedoka´zala predikovat poslednı´
nı´zkou rychlost (10,5 km/h), zpu˚sobila absence podobny´ch rychlostı´ v minulosti.
Obra´zek 19: Graf s predikcı´ pro pondeˇlı´ 14. brˇezna 2011
Cˇas Skut. rychlost Aritm. pru˚meˇr Hist. regrese Akt. regrese ANN
7.00 32 32,76 39,67 31,44 34,55
8.00 32,2 31,76 29,05 31,82 29,98
9.00 21,5 32,64 24,2 32,21 26,36
10.00 19,4 34,21 31,73 32,59 39,37
11.00 20,0 30,35 31 32,98 24,41
12.00 10,5 28,28 33,65 33,36 29,13
Tabulka 12: Tabulka prˇedpoveˇzeny´ch rychlostı´ pro pondeˇlı´ 14. brˇezna 2011
6.4.2 Strˇeda 23. brˇezna 2011, 15.00 – 19.00, u´sek 230370
Strˇedecˇnı´ odpoledne na u´seku cesty s ID 230370 pomeˇrneˇ dobrˇe zachytila neuronova´
sı´t’se dveˇma vstupy, ktera´ z pocˇa´tku v podstateˇ kopı´rovala skutecˇnou rychlost (obra´zek
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20). Z tabulky 13 je patrne´, zˇe ne vzˇdy jsou k dispozici za´znamy o skutecˇne´ rychlosti a
z toho vyply´vajı´cı´ na´sledky v podobeˇ metody bez vy´sledku (historicka´ linea´rnı´ regrese),
protozˇe ke sve´mu vy´pocˇtu nemeˇla dostatek vstupnı´ch dat. Ostatnı´ metody predikce
obstojneˇ reprezentovaly alesponˇ trend rychlosti.
Obra´zek 20: Graf s predikcı´ pro strˇedu 23. brˇezna 2011
Cˇas Skut. rychlost Aritm. pru˚meˇr Hist. regrese Akt. regrese ANN
15.00 7,0 33,88 36,62 42,35 8,18
16.00 44,0 35,22 35,47 44 44,15
17.00 50,0 42,81 37,74 45,66 46,30
18.00 38,66 47,32 38,02
19.00 57,0 37,94 39,96 48,98 40,98
Tabulka 13: Tabulka prˇedpoveˇzeny´ch rychlostı´ pro strˇedu 23. brˇezna 2011
6.4.3 Pa´tek, 11. brˇezna 2011, 19.00 – 23.00, u´sek 989896
V pa´tecˇnı´ vecˇer na u´seku 989896 prˇedpovı´daly metody aritmeticke´ho pru˚meˇru, historicke´
linea´rnı´ regrese a neuronove´ sı´teˇ te´meˇrˇ shodne´ vy´sledky, ale vy´kyv ve 22 hodin neza-
chytily (i kdyzˇ neuronova´ sı´t’predikovala mı´rne´ snı´zˇenı´ rychlosti), protozˇe v drˇı´veˇjsˇı´ch
datech nebyl zaznamena´n. Kompletnı´ pa´tecˇnı´ vy´sledky popisuje obra´zek 21 a tabulka 14.
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Obra´zek 21: Graf s predikcı´ pro pa´tek 11. brˇezna 2011
Cˇas Skut. rychlost Aritm. pru˚meˇr Hist. regrese Akt. regrese ANN
19.00 46,0 57,92 56,49 38,23 55,56
20.00 46,8 54,43 49,49 37,96 51,29
21.00 58,0 56,23 51,48 37,7 55,10
22.00 40,0 57,43 54,67 37,43 52,45
23.00 45,9 58,24 56,47 37,17 52,87
Tabulka 14: Tabulka prˇedpoveˇzeny´ch rychlostı´ pro pa´tek 11. brˇezna 2011
6.4.4 Nedeˇle 13. brˇezna 2011, 17.00 – 21.00, u´sek 546539
Nedeˇlnı´ graf (obra´zek 22) pro u´sek cesty s ID 546539 ukazuje, zˇe vy´voj asi nejle´pe zachytila
metoda neuronove´ sı´teˇ (acˇkoliv neprˇedvı´dala ve dvacet hodin takovy´ na´ru˚st rychlosti),
urcˇity´ trend kopı´rovala i historicka´ linea´rnı´ regrese. Prˇesna´ cˇı´sla nedeˇlnı´ho vecˇera ma´
tabulka 15.
Cˇas Skut. rychlost Aritm. pru˚meˇr Hist. regrese Akt. regrese ANN
17.00 46,5 41,99 41,46 44,95 44,72
18.00 38,0 41,44 41,95 45,07 36,83
19.00 49,3 39,83 39,5 45,2 36,68
20.00 55,0 41,32 44,4 45,33 41,62
21.00 35,7 40,33 37,26 45,45 37,89
Tabulka 15: Tabulka prˇedpoveˇzeny´ch rychlostı´ pro nedeˇli 13. brˇezna 2011
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Obra´zek 22: Graf s predikcı´ pro nedeˇli 13. brˇezna 2011
6.5 Zhodnocenı´ metod predikce
Experimenty prosˇlo dohromady skoro 400 tisı´c za´znamu˚ a na jejich za´kladeˇ lze sestavit
porˇadı´ u´speˇsˇnosti jednotlivy´ch metod (od nejlepsˇı´ po nejhorsˇı´):
1. aritmeticky´ pru˚meˇr dat bez odlehly´ch pozorova´nı´
2. aritmeticky´ pru˚meˇr dat vcˇetneˇ odlehly´ch pozorova´nı´
3. historicka´ linea´rnı´ regrese
4. neuronova´ sı´t’se dveˇma vstupy
5. neuronova´ sı´t’se trˇemi vstupy
6. neuronova´ sı´t’se cˇtyrˇmi vstupy
7. aktua´lnı´ linea´rnı´ regrese
Jako nejvhodneˇjsˇı´ (nejprˇesneˇjsˇı´) pro predikci rychlostı´ vozidel se tedy jevı´ metoda zalo-
zˇena´ na aritmeticke´m pru˚meˇru historicky´ch dat, ktera´ jsou prˇed zpracova´nı´m zbavena
odlehly´ch pozorova´nı´. Tato metoda doka´zala v pru˚meˇru odhadnout rychlost s odchylkou
12,2 % od skutecˇne´ rychlosti. Vy´hodou metody je take´ fakt, zˇe pro svou funkci nevyzˇaduje
velke´ mnozˇstvı´ nameˇrˇeny´ch dat z minulosti.
Nedobrˇe dopadly ve srovna´nı´ i neuronove´ sı´teˇ, prˇestozˇe jejich vy´hodou je i to, zˇe jsou
imunnı´ proti odlehly´m pozorova´nı´m a jiny´m nestandardnostem a nenı´ tak potrˇeba je
prˇed tre´nova´nı´m sı´teˇ detekovat a odstranˇovat. Neuronove´ sı´teˇ nejvı´ce doplatily na male´
mnozˇstvı´ dostupny´ch dopravnı´ch dat, ze ktery´ch nebylo mozˇne´ le´pe tre´novat sı´t’. Da´le se
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uka´zalo, zˇe pro prˇedpovı´da´nı´ dostacˇuje sı´t’se dveˇma vstupnı´mi neurony, ktera´ je nejme´neˇ
za´visla´ nejen na dostatku dat ale i cˇase. Jejich nevy´hodou mu˚zˇe by´t to, zˇe proces ucˇenı´
neuronove´ sı´teˇ je vy´pocˇetneˇ a cˇasoveˇ na´rocˇneˇjsˇı´ a vznika´ tak potrˇeba ukla´dat naucˇene´ sı´teˇ
do databa´ze, aby nebylo nutne´ prˇi kazˇde´m pozˇadavku znovu sı´t’tre´novat.
Linea´rnı´ regrese se sice umı´stila mezi aritmeticky´m pru˚meˇrem a ANN, ale obzvla´sˇt’
varianta aktua´lnı´ linea´rnı´ regrese se jevı´ jako nejme´neˇ vhodna´, protozˇe velmi cˇasto nenı´
schopna´ urcˇit vy´sledek kvu˚li nedostupnosti dat beˇhem sledovane´ho dne.
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7 Implementace a propojenı´ s webovou aplikacı´
Soucˇa´stı´ te´to pra´ce byla i implementace metod, ktere´ se veˇnujı´ analy´ze dopravnı´ch dat
a predikci rychlostı´. Na´sledujı´cı´ podkapitoly tak prˇedstavı´ vy´voj metod a jejich zapojenı´
do veˇtsˇı´ho celku.
7.1 Implementace
Nejprve byly vytvorˇeny obecne´ za´kladnı´ statisticko-analyticke´ metody, ktere´ byly po-
trˇebne´ pro prediktivnı´ metody:
• aritmeticky´ pru˚meˇr (i bez odlehly´ch (extre´mnı´ch) pozorova´nı´)
• media´n
• strˇednı´ hodnota
• nejnizˇsˇı´ a nejvysˇsˇı´ rychlosti
• smeˇrodatna´ odchylka
• vy´beˇrovy´ rozptyl
• zjisˇt’ova´nı´ hornı´ch a dolnı´ch hradeb
• vy´beˇr a zpracova´nı´ dnu˚ v intervalu
Dalsˇı´m krokem byla implementace metod pro predikci rychlostı´ vozidel a jejich otesto-
va´nı´. Navrzˇeny byly metody pro:
• linea´rnı´ regresi
– aktua´lnı´
– historicka´
• aritmeticky´ pru˚meˇr dat (vcˇetneˇ varianty bez odlehly´ch pozorova´nı´)
• neuronovou sı´t’
– se dveˇma vstupy
– se trˇemi vstupy
– se cˇtyrˇmi vstupy
Implementacˇneˇ nejna´rocˇneˇjsˇı´ pracı´ bylo navrhnout predikova´nı´ pomocı´ neuronovy´ch
sı´tı´ [9]. Nejprve se musela vytvorˇit trˇı´da (NewTrainingSet), ktera´ zpracovala data zı´skana´
z databa´ze a prˇetvorˇila je do jednotlivy´ch vzoru˚ tre´novacı´ mnozˇiny. Protozˇe neuronova´ sı´t’
pracuje se sigmoida´lnı´ aktivacˇnı´ funkcı´, jsou vsˇechny rychlosti vozidel prˇeva´deˇny (vy´pis
1) z a do rozsahu < 0; 1 >.
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static internal double ConvertToAnotherRange(double number, double minIn, double maxIn,
double minOut, double maxOut)
{
return ((number − minIn) ∗ (maxOut − minOut) / (maxIn − minIn) + minOut);
}
Vy´pis 1: Prˇevod rychlostı´ z a do rozsahu < 0; 1 >
Takto vytvorˇena´ tre´novacı´ mnozˇina je prˇeda´na neuronove´ sı´ti (trˇı´da NeuralNetwork), kde
poslouzˇı´ k jejı´mu ucˇenı´. Neuronova´ sı´t’pro svoji architekturu, ucˇenı´ a zı´ska´va´nı´ vy´sledku˚
pouzˇı´va´ knihovnu NeuronDotNet [8]. Ve vy´pisu 2 je zna´zorneˇno vytvorˇenı´ neuronove´ sı´teˇ
se dveˇma vstupnı´mi neurony, 30 neurony ve skryte´ vrstveˇ a jednı´m vy´stupnı´m neuronem.
public BackpropagationNetwork Network { private get; set; }
NeuronCount = 30;
TrainingSpeed = 0.3d;
NumberOfInputs = 2;
NumberOfOutputs = 1;
public void CreateNetwork()
{
LinearLayer inputLayer = new LinearLayer(NumberOfInputs);
SigmoidLayer hiddenLayer = new SigmoidLayer(NeuronCount);
SigmoidLayer outputLayer = new SigmoidLayer(NumberOfOutputs);
new BackpropagationConnector(inputLayer, hiddenLayer).Initializer = new RandomFunction(0d,
0.3d);
new BackpropagationConnector(hiddenLayer, outputLayer).Initializer = new RandomFunction(0d,
0.3d);
Network = new BackpropagationNetwork(inputLayer, outputLayer);
Network.SetLearningRate(TrainingSpeed);
}
Vy´pis 2: Vytvorˇenı´ neuronove´ sı´teˇ
Po vytvorˇenı´ sı´teˇ se prˇeda´ vytvorˇena´ tre´novacı´ mnozˇina a spustı´ se proces ucˇenı´. Azˇ bude
neuronova´ sı´t’naucˇena, zavola´nı´m metody RunNetwork s patrˇicˇny´mi argumenty dojde ke
spusˇteˇnı´ sı´teˇ, ktera´ k prˇedany´m hodnota´m spocˇı´ta´ odpovı´dajı´cı´ vy´stup.
EpochCount = 30000;
public void NetworkTrain(NewTrainingSet ts)
{
TrainingSet trainingSet = ts .CreateTrainingSet(out minSpeedRange, out maxSpeedRange);
Network.Learn(trainingSet, EpochCount);
}
public double[] RunNetwork(double[] input)
{
double[] output = Network.Run(input);
double[] editedOutput = new double[output.Length];
for ( int i = 0; i < output.Length; i++)
{
editedOutput[i ] = ConvertToAnotherRange(output[i], 0, 1, minSpeedRange, maxSpeedRange);
}
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return editedOutput;
}
Vy´pis 3: Ucˇenı´ a spusˇteˇnı´ neuronove´ sı´teˇ
Metody byly v ra´mci experimentu˚ otestova´ny pomocı´ vytvorˇene´ho programu, ktery´
stahoval nameˇrˇena´ data z databa´ze a po zpracova´nı´ je prˇeda´val k vy´pocˇtu˚m jednot-
livy´m technika´m prˇedpovı´da´nı´ a jejich vy´sledky porovna´val se skutecˇneˇ nameˇrˇeny´mi
rychlostmi. Jakmile byl dokoncˇen vy´voj a zhodnocenı´ jednotlivy´ch prostrˇedku˚ predikce,
zacˇala integrace vytvorˇeny´ch metod do souhrnne´ho projektu.
7.2 Propojenı´
Jelikozˇ je tato pra´ce soucˇa´stı´ rozsa´hlejsˇı´ho syste´mu, na ktere´m se podı´lı´ i dalsˇı´ kolegove´,
bylo by na mı´steˇ zde zverˇejnit jejı´ zapojenı´ do tohoto celku. Prima´rnı´ spolupra´ce smeˇrˇovala
k pra´ci, ktere´ se zaby´vala prˇedevsˇı´m architekturou a propojenı´m cele´ho syste´mu a meˇla
tak dopad i na implementacˇnı´ cˇa´st te´to pra´ce. Ta reprezentuje vrstvu Statistic Layer na
obra´zku 23 s na´vrhem syste´mu.
Obra´zek 23: Architektura cele´ho syste´mu
Statisticka´ vrstva poskytuje zbytku syste´mu neˇkolik analyticky´ch metod:
• za´kladnı´ statistika (pru˚meˇry, minima, maxima, rozptyly,...)
• historicka´ data (zaznamenane´ rychlosti vozidel v minulosti)
• predikce rychlostı´
38
– pomocı´ neuronovy´ch sı´tı´
– pomocı´ aritmeticke´ho pru˚meˇru dat
– pomocı´ aritmeticke´ho pru˚meˇru dat bez odlehly´ch (extre´mnı´ch) pozorova´nı´
– pomocı´ aktua´lnı´ linea´rnı´ regrese
– pomocı´ historicke´ linea´rnı´ regrese
Ty byly navrzˇeny s ohledem na maxima´lnı´ jednoduchost pouzˇitı´, jak je videˇt z na´sledujı´-
cı´ho vy´pisu 4:
public static BasicStatistics GetBasicStatistics(long routeId, DateTime dateFrom, DateTime
dateTo);
public static Dictionary<DateTime, double> GetHistoricalData(long routeId, DateTime dateFrom,
DateTime dateTo);
public enum PredictionType { NeuralNetwork, HistoricalData, EnhancedHistoricalData,
ActualLinearRegression, HistoricalLinearRegression };
public static Dictionary<DateTime, double> GetPrediction(PredictionType predictionType, long
routeId, DateTime dateFrom, DateTime dateTo);
BasicStatistics bs = Statistics .GetBasicStatistics(706780134, new DateTime(2011, 03, 01), new
DateTime(2011, 03, 03));
Dictionary<DateTime, double> history = Statistics.GetHistoricalData(706780134, new DateTime
(2011, 03, 01), new DateTime(2011, 03, 31));
Dictionary<DateTime, double> prediction = Statistics.GetPrediction(PredictionType.NeuralNetwork
, 592662078, new DateTime(2010, 12, 10, 8, 0, 0), new DateTime(2010, 12, 10, 12, 0, 0));
Vy´pis 4: Definice a pouzˇitı´ metod trˇı´dy Statistics
Obra´zky 24 a 25 prˇedstavujı´ navrzˇene´ trˇı´dy cˇa´sti StatisticLayer vyuzˇı´vane´ pro pra´ci s daty
a pro statisticke´ dotazova´nı´ dalsˇı´ch cˇa´stı´ syste´mu.
7.3 Webova´ aplikace
Kromeˇ samotne´ho na´vrhu architektury se pra´ce kolegy veˇnovala i webove´ aplikaci, ktera´
umozˇnˇuje z mapy vybı´rat u´seky cest a k nim zobrazovat mimo jine´ u´daje zı´skane´ pra´veˇ
z analyticky´ch metod. Uzˇivatel, ktery´ s aplikacı´ pracuje, si mu˚zˇe vybrat, pro jake´ cˇasove´
obdobı´ chce prova´deˇt analy´zu cˇi predikci a vy´sledky z metod se vykreslı´ do grafu, jak je
patrne´ z obra´zku 26.
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Obra´zek 24: Navrzˇene´ trˇı´dy v ra´mci projektu StatisticLayer
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8 Vize do budoucna
Tato pra´ce prˇedstavila neˇktere´ analyticke´ a prediktivnı´ techniky, ktere´ lze v budoucnu
zcela jisteˇ vylepsˇovat. Za´kladem je dostupnost kvalitnı´ch dopravnı´ch dat v co nejveˇtsˇı´m
mnozˇstvı´, protozˇe to je nejveˇtsˇı´ slabina soucˇasne´ho syste´mu. V kapitole popisujı´cı´ sbeˇr
dopravnı´ch dat, byly popsa´ny neˇktere´ zpu˚soby, o ktere´ by bylo vhodne´ syste´m rozsˇı´rˇit.
Jelikozˇ smycˇkove´ detektory a my´tne´ bra´ny zatı´m nejsou prˇı´lisˇ rozsˇı´rˇene´, mohly by se
do sbeˇru dopravnı´ch dat zapojit dopravnı´ kamery, ktere´ jsou dnes dostupne´ na frekven-
tovany´ch krˇizˇovatka´ch a pomocı´ analy´zy zachycene´ho obrazu pocˇı´tat mnozˇstvı´ aut a
v omezene´ mı´rˇe i jejich rychlost.
Mohl by se take´ rozsˇı´rˇit pocˇet spolupracujı´cı´ch aut (plovoucı´ch vozidel), ktere´ posı´lajı´
sva´ data o rychlosti a poloze, idea´lneˇ se zapojenı´m nefiremnı´ch vozidel, prˇı´padneˇ tato
data zı´skat od trˇetı´ch stran (naprˇ. spolecˇnost Telefo´nica O2 disponuje vı´ce jak 30 000 sle-
dovany´mi auty [16]). Ostatnı´ techniky sbeˇru nejsou do vyrˇesˇenı´ legislativnı´ch proble´mu˚
aktua´lnı´.
Kvalitneˇjsˇı´ dopravnı´ data zajiste´ prˇinesou lepsˇı´ vy´sledky prˇedpovı´da´nı´ rychlosti vo-
zidel, nebot’dnes existuje velky´ pocˇet u´seku˚, kde neexistence nebo maly´ pocˇet dat zne-
mozˇnˇuje nasazenı´ prediktivnı´ch metod. Tyto metody by si take´ zaslouzˇily vylepsˇova´nı´
prˇedevsˇı´m vy´konu. Nejvı´ce je to patrne´ u neuronovy´ch sı´tı´, kde v podstateˇ nenı´ mozˇne´
jejich nasazenı´ v rea´lne´m cˇase, protozˇe pro kazˇdy´ u´sek cesty, pro kazˇdou hodinu a pro
kazˇdy´ den v ty´dnu je potrˇeba zı´skat dopravnı´ data, z nich vytvorˇit tre´novacı´ mnozˇinu a
pomocı´ nı´ naucˇit neuronovou sı´t’. Tento proces je cˇasoveˇ a vy´konnostneˇ velmi na´rocˇny´
a na beˇzˇny´ch pocˇı´tacˇı´ch mu˚zˇe trvat tre´nova´nı´ neuronove´ sı´teˇ pomocı´ jedne´ tre´novacı´
mnozˇiny azˇ 30 sekund s plny´m vyuzˇitı´m procesoru.
Jelikozˇ se da´ ucˇenı´ neuronovy´ch sı´tı´ paralelizovat, stojı´ za zva´zˇenı´ vyuzˇitı´ High-
performance computing, cozˇ znamena´ pouzˇitı´ superpocˇı´tacˇu˚ a pocˇı´tacˇovy´ch klastru˚, na
ktery´ch by meˇl by´t proces ucˇenı´ podstatneˇ kratsˇı´ a ANN by se daly pouzˇı´vat k predikci
i v rea´lne´m cˇase. Po u´speˇsˇne´m zprovozneˇnı´ superpocˇı´tacˇe na VSˇB-TU v ra´mci projektu
IT4Innovations by bylo vhodne´ vyzkousˇet na neˇm jeho skutecˇne´ mozˇnosti prˇi tre´nova´nı´
neuronovy´ch sı´tı´.
Vy´sledky predikce rychlosti by se daly vylepsˇit i filtracı´ vstupnı´ch dat, ktera´ by mohla
obsahovat informace o deˇnı´ v oblasti umı´steˇnı´ silnice (u´seku). Tyto informace mohou by´t
na´sledujı´cı´:
• pocˇası´
– mlha
– na´mraza
– snı´h
– de´sˇt’
– bez proble´mu
• dopravnı´ omezenı´
– dopravnı´ nehoda
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– uzavı´rka silnice
– oprava cesty
– omezenı´ rychlosti
• akce (s rozlisˇenı´m velikosti)
– spolecˇenske´
– kulturnı´
– sportovnı´
Na jejich za´kladeˇ by prediktivnı´ metody pouzˇı´valy tato filtrovana´ data a mohly by prˇesneˇji
urcˇit rychlost vozidel v prˇı´padeˇ, zˇe nastane neˇktera´ z vyjmenovany´ch situacı´. Alternativneˇ
by metody pracovaly s beˇzˇny´mi daty, ale po prˇedpoveˇzenı´ rychlosti by tento vy´sledek
mohl by´t upraven neˇjaky´m koeficientem vytvorˇeny´m na za´kladeˇ vy´sˇe uvedeny´ch situacı´,
naprˇ. prˇi na´mraze snı´zˇı´ vy´slednou rychlost o 20 procent.
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9 Za´veˇr
Cı´lem te´to pra´ce bylo popsat zı´ska´va´nı´ a zpracova´nı´ rea´lny´ch dopravnı´ch dat. Nejprve
tedy bylo nutne´ se sezna´mit s existujı´cı´mi dopravnı´mi syste´my a zjistit, jak lze dopravnı´
data zı´ska´vat. Ze syste´mu Floreon+ Traffic byla zı´ska´va´na dopravnı´ data poskytova´na
smluvnı´mi vozidly (plovoucı´ vozidla), ktera´ se zpracovala pro dalsˇı´ vyuzˇitı´ – analy´zu dat
a predikci rychlostı´. Po hlubsˇı´m zkouma´nı´ dat bylo take´ zjisˇteˇno, zˇe ve spousteˇ prˇı´padu˚
neposkytujı´ dostatecˇne´ informace, ktere´ bychom potrˇebovali. Zejme´na jde o u´plnou ab-
senci hodnot ve sledovane´m obdobı´ prˇı´padneˇ o nedostatecˇny´ pocˇet vozidel vytva´rˇejı´cı´
hodinove´ pru˚meˇrne´ rychlosti.
Pro prova´deˇnı´ predikce rychlostı´ vozidel bylo nutne´ se sezna´mit s vybrany´mi techni-
kami prˇedpovı´da´nı´, jednalo se o aritmeticky´ pru˚meˇr, linea´rnı´ regresi a neuronove´ sı´teˇ. Zı´s-
kane´ poznatky byly realizova´ny do neˇkolika metod, ktere´ se vyuzˇily prˇi experimentech.
Beˇhem nich se testovaly schopnosti jednotlivy´ch technik prˇedpovı´dat rychlosti vozidel.
Na za´veˇr byly analyticke´ a prediktivnı´ metody zpracova´ny tak, aby byly jednodusˇe
pouzˇitelne´ v ra´mci cele´ho vyvı´jene´ho syste´mu. Metody se pouzˇily v pra´ci kolegy, ktery´
vytva´rˇel dalsˇı´ cˇa´st syste´mu a to konkre´tneˇ ve webove´ aplikaci umozˇnˇujı´cı´ uzˇivatelu˚m
vybı´rat z mapy jednotlive´ u´seky cest a na nich si zobrazovat odhadnute´ rychlosti vozidel
ve zvolene´m obdobı´, prˇı´padneˇ jesˇteˇ za´kladnı´ statisticke´ u´daje o vybrane´m u´seku.
Poslednı´ kapitola pra´ce se veˇnovala mozˇne´mu vylepsˇova´nı´ prˇedpovı´da´nı´ rychlostı´
v budoucnu. Jelikozˇ je nejveˇtsˇı´ proble´m v dostupnosti cˇi spı´sˇ v nedostupnosti vhodny´ch
dopravnı´ch dat, meˇl by se syste´m doplnit o jejich dalsˇı´ zdroje. Prvnı´ mozˇnostı´ je rozsˇı´rˇit
internı´ flotilu spolupracujı´cı´ch vozidel prˇı´padneˇ zı´skat u´daje od spolecˇnostı´, ktere´ je ko-
mercˇneˇ nabı´zejı´. Druhou mozˇnostı´ je analy´za obrazu˚ zı´skany´ch z dopravnı´ch kamer. Jine´
mozˇnosti nejsou v brzke´ dobeˇ realizovatelne´. Predikci rychlostı´ by bylo mozˇne´ zprˇesnit
i rozsˇı´rˇenı´m spektra informacı´ vstupnı´ch dat o u´daje o pocˇası´, o dopravnı´ omezenı´ nebo
o ru˚zne´ porˇa´dane´ akce.
Prˇı´nosy te´to pra´ce by se dali shrnout do neˇkolika na´sledujı´cı´ch bodu˚:
• zı´ska´nı´ statisticky´ch informacı´ o konkre´tnı´m u´seku cesty
• srovna´nı´ vybrany´ch prediktivnı´ch metod s ohledem na existujı´cı´ dopravnı´ data
• mozˇnost prˇedpovı´da´nı´ rychlostı´ vozidel na jednotlivy´ch u´secı´ch cesty v urcˇitou
dobu
My´m osobnı´m prˇı´nosem prˇi rˇesˇenı´ te´to diplomove´ pra´ce byla mozˇnost vyzkousˇet si pra´ci
v ty´mu se vsˇemi pozitivnı´mi i negativnı´mi vlastnostmi na rozsa´hlejsˇı´m projektu. Zı´skal
jsem spoustu novy´ch informacı´ o tom, jaky´m zpu˚sobem se zı´ska´vajı´ dopravnı´ data a jak
je lze vyuzˇı´t k ru˚zny´m u´cˇelu˚m v dopravnı´ch syste´mech.
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