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ABSTRACT 
Kristof has derived a theorem on the maximum and minimum of the trace of 
matrix products of the form X,pi. . . X,p,, where the matrices pj are diagonal and 
fixed and the Xj vary unrestrictedly and independently over the set of orthonormal 
matrices. In the present paper necessary and sufficient conditions for maximality and 
minimality of this trace are formulated. The proof for necessity and sufficiency of 
these conditions is given only for the case k = 1 and for the case k = 2 with f, and pa 
nonnegative. Ten Berge has generalized Kristof’s theorem to handle the case where 
the Xi are submatrices of orthonormal matrices. Necessary and sufficient conditions 
for optimality in the generalized theorem are formulated. 
INTRODUCTION 
Kristof (1970) has provided a t$eorem fyr minima and maxima of traces of 
matrix products of the form X,r, * . . X,r,, where Xj is an arbitrary or- 
thonormal matrix and fi is a fixed diagonal matrix, i = 1,. . . , k. Kristof’s 
theorem is the following:’ 
THEOREM 1 (Kristof’s theorem). Let Xj be an orthomrmu 1 m&ix, 
a fixed diagonal matrix, and rj be the diagonal matrix obtained from 
rj be 
rj by 
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arranging the absolute values of the elements in the diagonal of pj in weakly 
descending order, j = 1,. . . , k-all matrices being of order p by p. Then, 
under unrestricted and independent variation of Xi, 
- tr lY,I,. . . k. 0) 
The limits can be attained. 
The practical utility of Theorem 1 in various psychometric applications 
has been demonstrated by Kristof. That is, Kristof has shown that the 
problems of orthogonal Procrustes rotation, reduced-rank approximation, 
multiple regression, and other problems that involve optimization of traces of 
matrix products under orthonormality constraints, for which closed-form 
solutions exist, can be solved at once, without having to resort to partial 
differentiation with Lagrange multipliers. 
In these applications it is important to know whether or not the optimal 
solutions are unique. In other words, it is important to know not only whether 
or not a solution yields the optimal value of a function, but also whether or 
not it is the only solution yielding the optimum, and if not, which other 
solutions also yield the optimum. 
Kristof (1970) and Marshall and Olkin (1979), who also provide a proof 
for Kristof’s theorem, only mention sufficient conditions for optimality in it. 
That is, when Ii = Pj for j = 1,. . . , k, sufficient conditions for minimality and 
maximalityareX,= ... =Xk_,=ZandXk= -Z,andX,=+** =X,_,=Z 
and X, = I, respectively. However, these sufficient conditions mentioned 
above are not necessary for optimality in Kristof’s theorem. In the present 
paper we will provide conditions that are both necessary and sufficient for 
optimality in Kristof’s theorem. 
Ten Berge (1983) has generalized Kristof’s theorem to the effect that 
X i,. . . , X, are allowed to be suborthonormal (submatrices of orthonormal 
matrices). For this generalized theorem also necessary and sufficient condi- 
tions for optimality will be formulated. 
All practical applications we have encountered so far apply to the cases 
k = 1 or k = 2. We shall limit ourselves to proving necessary and sufficient 
conditions for optimality in Kristof’s theorem for the case k = 1 and for the 
case k = 2. In the former case it will be assumed that rr has nonnegative 
elements, in weakly descending order. In the latter case it will be assumed 
that Ii and I2 have positive diagonal elements, in weakly descending order. 
These assumptions are made for convenience, but do not essentially limit 
applicability of the resulting theorems in practice, because in most applica- 
tions the assumptions are satisfied, and if they are not satisfied only minor 
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modifications will typically be involved in adjusting the theorems to an 
applicable form. 
In the final section necessary and sufficient optimality conditions for 
Ten Berge’s generalization of Kristof’s theorem will be given without proof. 
Because the conditions for Kristof’s theorem immediately follow from those 
for Ten Berge’s generalization of it, the former will not be formulated 
separately. 
OPTIMALITY CONDITIONS FOR KRISTOF’S THEOREM IN TWO 
SIMPLE CASES 
In the present section necessary and sufficient optimality conditions for 
two simple and most prevalent cases of Kristof’s theorem are provided by 
Theorem 2 and Theorem 3. 
THEOREM 2. Let X, be an arbitrary orthorwrmul matrix, let rl be a 
fixed diagonal matrix with nonnegative elements in weakly descending order, 
both of order p by p, and let r be the number of nonzero diagonal elements in 
rl. Then equality in the right-hand side of 
-trr,=GtrX,r,dtrr, (2) 
holds if and only if X, can be written as 
where X, is some orthorwnnul matrix of order p - r by p - r. Equality in the 
left-hand side of (2) holds if and only if X, can be written as 
x,= 
-I, 0 ( I 0 X,’ 
where X, again is some orthonormu lmutrixoforderp-rbyp-r. 
Proof. It follows immediately from the substitution of (3) and (4) for X, 
in (2) that the conditions (3) and (4) are sufficient for equality in the 
right-hand side and in the left-hand side of (2), respectively. Necessity of the 
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condition (3) for equality in the right-hand side of (2) can be proven as 
follows. Equality holds only if X, maximizes trX,T, over orthonormal Xi. 
Let the diagonal elements of X, be denoted by xl,. . . , xp, and those of Ir by 
yi,...,y,. It shouldbenotedthat yr> ... >,y,>Oand y,+r= ... =y,=O. 
Then trX,Ir = CI=rxiyi. Because yi,..., y, are positive, the maximum of 
trX,I, will be attained if x1,. . . , x, are maximal. Obviously, the maximum 
value for each of the elements xi,. . . , x, is equal to unity. This maximum can 
be attained by choosing X, as in (3). Any other choice for the elements in the 
upper left r-by-r block in X, implies that one or more of the elements 
xi,. . . , x, are smaller than 1, and as a consequence will yield a value of 
tr X,T, smaller than its maximum. Any orthonormal p-by9 matrix with I, in 
its upper left r-by-r block can be written as in (3). This proves that (3) is a 
necessary condition for equality in the right-hand side of (2). 
Equality in the left-hand side of (2) holds if and only if equality holds in 
tr( - X,)I, G tr Ii. Therefore, necessity of the condition (4) for equality in 
the left-hand side of (2) follows immediately from the condition (3) for 
equality in the right-hand side of (2). W 
THEOREMS. Let X, and X, be orthonormul matrices, and rl and IT, be 
positive diagonal matrices with elements in weakly descending order, all 
matrices being of order p by p. Then equality in the right-hand side of 
- tr r,r, G trx,r,X,r, G tr r,r, (5) 
holds if and only if 
x, = xg = NJV~, (6) 
and in the left-hand side if and only if 
x, = - x; = N&y ) (7) 
for certain orthonormal matrices NI and N, that commute with II’1 and r,, 
respectively. 
The proof for Theorem 3 will be given in the remainder of the present 
section. The sufficiency of the conditions (6) and (7) for optimality of 
trX,I,XJs follows at once upon substitution of (6) and (7) in trX,I,X,I’,. 
The proof of the necessity of the conditions (6) and (7) for optimality of 
trX,I,X,I, will be based essentially on a theorem by Friedland (1977, 
Theorem 3.1). Friedland’s theorem can be formulated as follows. 
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THEOREM 4 (Friedland’s theorem). Let D be a diagonal matrix with 
elements in weakly descending order, and let P be a symmetric matrix with 
eigendecomposition P = KRK’, where A is the diagonal matrix with eigen- 
values of P in weakly descending order and K is the matrix with the 
corresponding eigenvectors of P, all matrices being of order p by p. Then for 
all orthorwrmal matrices X of order p by p, we have 
tr DX’PX < tr DA. (8) 
Proof. See Friedland (1977). n 
Friedland (1977) also derived a necessary and sufficient condition for 
equality in (8). That is, let x be the jth column of X, and k be the jth 
column of K. Equality in (8) holds if and only if {xl,...,xi} and {k,,...,ki} 
span the same (sub)spaces for all i for which d i > d i+ 1, where d i is the ith 
diagonal element of D. 
Friedland’s theorem is related to Kristof’s theorem for k = 2, as can be 
seen as follows. Choose ri = D, I?, = A, and X, = K’X; then (8) can be 
rewritten as 
trX,r,X;I, Q tr r,r,. (9) 
Friedland’s theorem differs from Theorem 3 in two respects. Firstly, 
Friedland’s theorem requires equality of X, and X,. Secondly, the elements 
in the diagonal matrices ri and I, need not have positive elements only. Yet 
Friedland’s theorem can be used directly in order to prove the necessity of 
the optimality conditions as formulated in Theorem 3. 
In order to prove Theorem 3, it will first be shown that, for ri and r, 
with positive elements, at the maximum of trX,r,X,r, we have X, = Xi. 
From 
11 r,‘/2x;r,‘/2 - r;/2x2r;/2 II2 2 0 (10) 
we have 
trX,r,X;r, +trx;r,x,r,a etrx,r,x,r, (11) 
with equality if and only if X, = Xi. Obviously, 
m,ya (2trxr,x’r,) a trx,r,x;r2 +trx;r,x,r, (12) 
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for all orthonormal matrices X, X,, and X,. Hence (12) combined with (11) 
yields 
max trXI,X’I, > max trX,I,X,I,. 
s x1,x, 
(13) 
Because trX,I,X,Is can always be made to attain the maximum value of 
trXl?,X’I, by choosing X, and XL equal to the X that maximizes trXI’,X’I,, 
we have equality in (13). Equality in (13) is possible only if equality holds in 
(11). The latter is possible only if Xi = Xi. In conclusion, the maximum of 
trX,lY,X,I, over Xi and X, is equal to the maximum of trXI,X’Is over X, 
and this equality is attained if and only if X, = Xi. This proves that at the 
maximum of trX,I,X,rs we have X, = XL. 
Therefore, the conditions for maximality of trX,r,X,r, are equivalent to 
those for maximality of trX,I’,X;Is. The latter conditions are essentially 
given by Friedland’s theorem. In the next paragraphs these will be elaborated 
and written in a more algebraic form. In order to do this we use the following 
lemma. 
LEMMA 1. Let r be a diagonal matrix with diagonal elements yl,, . . , y,, 
and let A be an arbitrary matrix of order p by p. The matrices A and I? 
commute if and only if for each pair g, h such that y, z y,,, we have agh = 0. 
Proof. Let AT = IA, or, equivalently, aphy, = aghyh, for all pairs g, 11 = 
1 ,.*., p. Then a,,,( y, - n) = 0; hence y, # yh implies agh = 0. Conversely, if 
y, = y,,, then ap,,y, = a,,,y,, and if y, # y,, implies agh = 0, then ag,,y, = a,,,y,, 
for all pairs g, h; hence AT = I’A. W 
According to Friedland (1977), a necessary condition for equality in (8) is 
that for every i for which d, >di+, the systems {xl,...,xi} and {k,,...,k,} 
span the same subspaces. Let the multiplicities of the elements in D be given 
by mj, j= l,..., q, where 9 is the number of different diagonal elements of 
D. Then Friedland’s condition implies that the matrix X contains 9 sets with 
m 1,. . . , m, columns, which are orthonormal transformations of each of the 9 
corresponding sets in K. As a consequence, X = KN[ for some orthonormal 
matrix Ni containing 9 square blocks of orders m 1,. . . , m, along its diagonal. 
According to Lemma 1, this implies that Nr commutes with D. 
Similarly, a general expression for the eigenvectors of P can be given by 
KN,, where K contains one set of eigenvectors, and N, is an arbitrary 
orthonormal matrix commuting with A. Hence for X we have as a necessary 
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condition for equality in (8) that X = KNsN,‘. Because in the reformulation 
(9) of Friedland’s inequality Xi is defined as Xi = K’X, the necessary 
condition for equality in (9) can be written as Xi = N,Nr’ for certain 
orthonormal matrices Ni and N, that commute with l?r and I,, respectively. 
Because at the maximum of trX,I,XJa we have X, = Xi, Friedland’s 
necessary condition for equality in (9) is also a necessary condition for 
equality in the right-hand side of (5). Hence a necessary condition for 
equality in the right-hand side of (5) is that Xi = NsN{ and X, = Xi = NrN,‘, 
which is precisely the condition given by (6). 
For the left-hand side of (5) equality holds if and only if equality holds in 
tr( - X,)l?,X,Is f tr P,F,. Therefore, necessity of (7) for equality in the 
left-hand side of (5) follows at once from the necessity of (6) for equality in 
the right-hand side of (5). This completes the proof of Theorem 3. 
According to Theorem 3, when Ii and I, are ordered positive diagonal 
matrices, optimality of trX,l?,X,I, is attained whenever X, can be written 
as a product of orthonormal matrices commuting with I, and Ir, respec- 
tively, and X, = Xi. These conditions for Xi and X, will be referred to as 
conditions of strict commutation. It can be proven that conditions of strict 
commutation are necessary and sufficient also when Ii and I, are merely 
restricted to be ordered and nonnegative. 
The definition of conditions of strict commutation can be generalized to 
the case k > 2 as follows. Matrices Xi,. . . , X, satisfy the conditions of strict 
commutation when for certain matrices Ni which commute with Ij, we have 
X, = N,N; and Xj = Nj_,Ni, j = 2,..., k. Clearly, the condition of strict 
commutation for k = 2 is a special case of these more general conditions. For 
the case where k = 2, the condition of strict commutation is both necessary 
and sufficient for optimality of trX,I,XJ,. However, when k > 2, condi- 
tions of strict commutation for Xi, j = 1,. . . , k, are sufficient, but not 
necessary, for optimality of trX,I,X,I’a + . . XJ, in all cases. In the Ap- 
pendix an example is given where trX,P,X,I,X,I, = tr I?,I’J~,, yet X, 
cannot possibly be expressed as the product of two matrices commuting with 
I’i and I,, respectively. 
OPTIMALITY CONDITIONS FOR KRISTOF’S THEOREM AND 
TEN BERGE’S GENERALIZATION OF KRISTOF’S THEOREM 
Ten Berge’s generalization of Kristof’s theorem (Ten Berge, 1983) only 
differs from Kristof’s theorem in that X r, . . . , X, do not necessarily have to be 
orthonormal, but are allowed to be suborthonormal, that is, to be matrices 
of order p by p that can be extended to (larger) orthonormal matrices. 
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Ten Berge (1983) has shown that such Xi,. . . , X, satisfy the inequality 
- tr C,‘lY,I, . . . r&, GtrX,f,X,P2. .-X,Pk dtrCjrlr2.. . r,c,, (14) 
where r is the minimum of the ranks of Ii,. . . , IT, and Xi,. . . , X,, and C, is 
the p-by-r clipping matrix defined by 
The matrices Ii,. . . , r, and f,, . . . , f;, are defined as in Kristof’s theorem. It 
should be noted that the order of aII matrices is assumed to be p by p, but 
that the theorem also holds for matrices of different orders, because such 
matrices can always be extended by appending as many zeros as are needed 
to bring them up to the orders of the largest matrices in the product. 
In the present section a theorem wiU be given stating necessary and 
sufficient conditions for equality in (14). The proof for this theorem is 
available from the authors upon request. Because Kristof’s theorem is a 
special case of Ten Berge’s theorem, optimahty conditions for Kristof’s 
theorem are implied by those for Ten Berge’s theorem. 
THEOREM 5. Let ri be the sign matrix such that Fin, is nonnegative, 
and let Hj be the permutation matrix such that IIjrjrjI13 = rj for j = 
1 , . . . , k. Then equality in (14) holds, for k > 1, in the right-hand side if and 
only if 
and 
xj = rI_lNj_&TIjrj (16) 
for j = 2,..., k, and in the left-hand side if and only if (16) holds and 
-I x, = - II&N,N, rI1r1 (17) 
for certain orthonormal matrices Nj and gj satisfying NjCr = gjC, = MjCr, 
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for some orthonormal matrix M that commutes with rj, for j = 1,. . . , k. For 
k = 1, equality holds if and on/y if 
08) 
for a square suborthorwrmal matrix T of order p - r. It should be noted that 
NjC, = wiCr = M .C I r 
columns. 
implies that Nj, mj, and Mj have the same first r 
APPENDIX. NUMERICAL EXAMPLE 
Take 
2 
I.=0 I 
0 0 0 
10 
3 
0 0 0 
0 1 0’ 0 0 0 0 
Then r = min rank( rj ) = 2. Take 
j 
i 
1 0 0 
x 0 0.80 -0.60 0 
1 
= 
0 0.48 0.64 
0 0.36 0.48 
/ 0.8000 - 0.6000 0 0 
x2= 0.5136 0.6848 0.192 0.48 - 1 52 ’ - 1536 - 744 64
\ - 0.2880 - 0.3840 0.640 0.60 
1 
0.8 0.48 0 0.36 
- x,= I0.6 0.64 0 0.48 
0 0.60 0 - 0.80 
0 0 1 0 
134 
Then 
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12 0 0 0 
x,r,x,r,x,r,= i 0 4 0 0 
0 0 0 0 
 0   1 
and tr X,T,XJ,X,l’.s = tr r,rJ, = 16. 
The matrix X, cannot be written as a product of matrices M, and M, 
which commute with r, and r,, respectively, because, according to Lemma 
1, M, and M, must be of the forms 
I*1 0 0 o\ I 0 
M,= ; Tl 0 and M,= T2 
0 
0 0 
\ 0 00 *1, \o 0 0 +1 
for certain orthonormal matrices T, and T,. Hence M,Mi is of the form 
/ 
0’ 
M,M;= T3 
0 
0 
,o 0 0 fl, 
for some orthonormal matrix T3, a form in which X, can never be written. 
This demonstrates that conditions of strict commutation are not always 
necessary for optimality in Kristof’s theorem. 
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