Abstract--Dynamic
I. INTRODUCTION
OLTAGE dips are defined as a sudden reduction of the supply voltage to a value between 0.1 p.u. and 0.9 p.u. of the declared voltage, followed by a voltage recovery after a short period of time. In most cases, the duration of the voltage dip is between 10 ms and 1 minute. The duration of voltage dips corresponds to the total time interval between dip initiation and recovery. The main characteristics of voltage dips are magnitude and duration, which correspond to the remaining bus voltage during the fault and the required time to clear the fault respectively.
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The main causes of voltage dips are short circuits and earth faults. Faults can be symmetrical (three-phase) or non symmetrical (single-phase to ground, double-phase or doublephase-to-ground). The magnitude of a voltage dip at Point of Common Coupling (PCC) depends on the type of fault, the distance to the fault and the fault impedance [1] .
Most of the voltage dips are the result of momentary distribution faults. The total dip event is generally less than 200 milliseconds in duration with magnitude less than 50% of nominal voltage [1] .
Recently, power electronic converters have been widely used for power quality improvement. Among these, the Dynamic Voltage Restorer (DVR) is the most commonly used for voltage dip mitigation, where the basic principle is to inject a voltage in series with the voltage supply, when a fault is detected at the Point of Common Coupling (Fig.1) . Voltage dip estimation is one of the most critical parts in the DVR compensation performance [2] . There are two important aspects that should be taken into account:
o The voltage dip detection algorithm should be able to detect the disturbance as soon as possible, regardless of the nature of the voltage disturbance. In [3] In all cases, it is necessary for the DVR control system to detect not only the beginning and end of a voltage sag but also to determine the sag depth and the associated phase angle jump. This paper is organized as follows: in Section II a description of Fourier based short windowed method utilizing least square error criterion is presented. Section III outlines the details of Kalman filter applied for voltage dip detection. In Section IV wavelet methodology is proposed as an effective way for voltage dip detection. Section V introduces briefly RMS method. The algorithms are compared under different real test conditions in Section VI, where the influence of point on wave, phase jump and fundamental grid frequency variation is discussed. Finally, conclusions are listed in Section VII.
II. FOURIER BASED ALGORITHM MINIMIZING QUADRATIC ERROR FOR SHORT WINDOWED SIGNALS
Proposed algorithm enables computation of the fundamental signal component using only few samples. Short measurement window is applied for the determination of the beginning point of sag, in the first place. Parallel, useful computation of phase angle and amplitude before and after sag is conducted.
Using the classical Fourier technique a full period length of the measurement window is required to obtain adequate analysis results. The modified algorithm [5] uses fare less samples. For noiseless signals only two samples are enough. Practically, noised signals are available. In that case, parameters are computed more precisely with longer windowing.
Sag's beginning computation of noisy signals imposes contradictionary requirements on that algorithm. On one hand short window is required for precise sag's beginning location; on the other hand long window is needed for exact computation of parameters of the fundamental component. These parameters are used for sag's beginning location.
The fundamental component of the measured signal may described as 
Generally, the best estimate minimizes the mean square error for each signal component simultaneously [5] . Consequently, the partial derivative with respect to a X and b X should be equal to zero
where N -number of sampled values, ω -fundamental angular velocity, n f -sampled values Equations 3 and 4 may be transformed to the form [5] ( ) ( ) ( ) ( )
the following form equations may be written
the final form, of the method resembling digital filtering may be written as
The numerical implementation was done in Matlab.
III. KALMAN FILTER FOR DETERMINATION OF SAG BEGINNING
Kalman algorithm is applied in order to detect the start and finish of the voltage sag as soon as possible. The Kalman filtering performs the following operations.
First of all, it is necessary to have a mathematical description both of the system and of the measurement. The process will be estimated at time t k , based on the knowledge of the a-priori process at time t k-1.
Next, the state variables and the stochastic system model will be defined. It is assumed that the signal system under study (voltage signal) corresponds to a sinusoidal signal as is expressed in the following equation:
For the next time step k+1:
Considering the state variables as the following:
the following relationship can be obtained:
where ω (angular frequency= 2π·50 rad/s) and δt =1/f s , where f s is the sampling frequency.
Consequently, the measurement at time k+1 may be related with the state variables at time k+1, as:
where H is the Matrix giving the ideal connection between the measurement and the state vector at time t k .
The measurement of the process is assumed to occur at discrete points in time in accordance with the linear relationship:
where k ν is the measured error assumed to be a white sequence with known covariance and probability distribution, p(ν )
The random process can be modelled by:
where φ is the matrix relating the state variables at instant of time t k with t k-1 :
and ϖ is the vector assumed to be a white sequence with known covariance structure. It has the following probability distribution:
The estimation of the process covariance, P, in the next time step k can be obtained by the following equation:
and the Kalman gain, K, can be computed as:
With this information the state estimation can be updated knowing the measured z k :
and the process covariance can be updated according to:
Kalman filter provides an online estimation of the following signals:
• amplitude of the voltage signal, A(t) of y(t)
• phase angle,
One of the weak points of this algorithm is that the process can be very sensitive to noise and disturbances signal. Different performances can be obtained by using different model order [4] , different noise covariance matrixes Q and R or to use the nonlinear Extended Kalman Filter.
In this paper, a simple linear model has been applied because it offers good reliability, minimum detection time and low computational complexity. This last factor is especially critical in the final implementation in the DVR control algorithm.
IV. WAVELETS AS ALTERNATIVE AND DIFFERENT APPROACH
TO SAG EVENT RECOGNITION Wavelet transform is a useful tool in signal analysis. Wavelets can be applied for precise computation of the beginning of a disturbing event, as shown in this paper.
The continuous Wavelet Transform (WT) of a signal ( ) x t is defined as 
are its dilated and translated versions, where a and b are the dilation parameter and translation parameter respectively, {0},
The discrete WT (DWT), instead of CWT, is used in practice [6] . Calculations are made for chosen subset of scales and positions. This scheme is conducted by using filters and computing the so called approximations and details. The approximations (A) are the high-scale, low frequency components of the signal. The details (D) are the low-scale, high-frequency components. The DWT coefficients are computed using the equation
where 2
The wavelet filter g plays the role of ψ [6] .
The decomposition (filtering) process can be iterated, so that one signal is broken down into many lower resolution components. This is called the wavelet decomposition tree [6] .
For detection of transients a multi-resolution analysis tree based on wavelets has been applied [7] . Every one of wavelet transform subbands is reconstructed separately from each other, so as to get k+1 separated components of a signal x[n]. The MATLAB multires function [8] calculates the approximation to the 2 k scale and the detail signals from the 2 1 to the 2 k scale for a given input signal. It uses the analysis filters H (lowpass) and G (highpass) and the synthesis filters RH and RG (lowpass and highpass respectively) (Fig. 2) .
As wavelet the symlets function was used. The symlets are nearly symmetrical wavelets proposed by Daubechies as modifications to the "db" family -orthogonal wavelets characterized by a maximal number of vanishing moments for some given support (Fig. 3) . Although this approach is robust and seen as a standard, for the DVR operation it is not fast enough. Some comparisons have been made to the other methods in use throughout the research activity. This is done by using the following equation 
A. Influence of Point on Wave
The Point-on-Wave (Fig.4) corresponds to the instant of time of the voltage sinusoid signal when the voltage dip begins. Table I , the detection time (ms) using Kalman filter and Fourier based algorithms (using 1/8 cycle samples,) are shown (Fig. 6) . The results obtained with RMS tracking are also included (Fig. 5) . Generally, dependence between point on wave of the dip and detection time can be noticed. Dips starting when the voltage curve was in proximity of zero crossing were detected faster than voltage dip with an initial phase of 135 degrees. RMS tracking is significantly slower. Wavelet method delivered satisfactory results of beginning detection for signals shown in Table II . Compared with other methods the detection time is about 0.25 ms for all the signals analysed. For other signals this method did not perform well. Assumingly, higher order frequency components present in the signal deteriorated the detection ability. Two wavelets with significantly different lengths have been used; Symlet (length of the filter 32 samples) and Daub 6 (length of the filter 6 samples). The method, based on sudden change in the signal, rather than amplitude computation used the ratio of mean value of the first scale detail and the maximal value indicating sudden change (max/min, Table II ). 
And the phase angle jump:
Where Z line =(R line +j·X line ) corresponds to the impedance of the fault, Z thev =(R thev +j·X thev ) is the supply impedance and E thev is the voltage supply. In distribution systems, Z thev , is typically composed by the transformer impedance with a large X/R ratio, while Z line is formed by cables with smaller X/R ratio. This will lead to a significant phase-angle jump during the dip. The detection algorithms have been compared considering different phase angle-jump during the voltage dip in two situations: voltage depth 80% and 20%. Fourier based methods have been proved considering 1 /4 samples and 1/8 samples, (Table III) .
It is noted that the phase angle jump during the voltage dip affects the detection time, but in general the detection time is more affected by the voltage depth.
Kalman filter and the Fourier based algorithms using 1/8 cycle samples offer very similar detection time results. The 1/4 cycle samples Fourier based algorithm does not offer any clear improvement. In some conditions the detection time is faster, but in other the detection time is much higher. 
C. Influence of frequency grid variation
In practice, the power system frequency fluctuates around 50 Hz (Fig.8) . For this reason, it is important to test the performance of the voltage dip estimation algorithms under frequency grid variations. Table IV shows the detection time employed by the different algorithms: Kalman filter, FFT (1/4 cycle samples) and FFT (1/8 cycle samples). It is noted that Fourier based algorithms using 1/8 cycle samples are the fastest. However, Kalman filter behaviour could have been improved by using a non linear extended Kalman filter, but the complexity is increased and consequently the final implementation on the DSP card becomes more complex. Results from the study indicate that Kalman and Fourier based algorithms are able to respond within 1 ms for deep sags and swells, but for low voltage depth it takes up to 4 ms.
This behaviour is acceptable according to the mitigation requirements since the voltage dips with largest magnitude require the fastest response.
Popular RMS value tracking procedure underperforms.
