This paper deals with Ramsey-type theorems for metric spaces. Such a theorem states that every n point metric space contains a large subspace which can be embedded with some fixed distortion in a metric space from some special class.
INTRODUCTION
The philosophy of modern Ramsey theory states that large systems necessarily contain large, highly structured subsystems. The classical Ramsey coloring theorem [15] is a prime example of this principle: Here "large" refers to the cardinality of a set, and "highly structured" means being monochromatic.
The purpose of this paper is to study metric Ramsey-type problems. A metric Ramsey-type theorem states that every metric space contains a large "well-structured" subspace, where "large" refers to the cardinality of the subspace and "well-structured" means that the subspace has a low distortion embedding in a metric space of some special class. There are several natural choices for this special class. One choice is the class of Euclidean spaces. Other classes that were considered in previous papers are the class of ultrametrics or hierarchically well-separated trees [3] . It turns out that these metric Ramsey problems are closely related.
Finite metric spaces and their embeddings in other metric spaces have been intensively investigated in recent years. In many practical situations, one encounters a large body of data, the successful analysis of which depends on the way it is represented. If the data has a natural metric structure (such as in the case of distances in graphs), a low distortion embedding into some normed space helps us draw on geometric intuition in order to analyze it efficiently. Metric embedding techniques have found many algorithmic applications. We refer to the survey [17] for an exposition of these issues.
Let f : X → Y be an embedding of the metric spaces (X, dX ) into (Y, dY ). We define the distortion of f by dist(f ) = sup
x,y∈X x =y dY (f (x), f(y)) dX (x, y) · sup
x,y∈X x =y dX (x, y) dY (f (x), f(y)) .
We denote by cY (X) the least distortion with which X may be embedded in Y . When cY (X) ≤ α we say that X αembeds into Y . When there is a bijection f between two metric spaces X and Y with dist(f) ≤ α we say that X and Y are α-equivalent. For a class of metric spaces M, cM(X) is the minimum α such that X α-embeds into some metric space in M. For p ≥ 1 we denote c p (X) by cp(X). The parameter c2(X) is known as the Euclidean distortion of X.
A fundamental result of Bourgain [9] states that c2(X) = O(log n) for every n-point metric space (X, d).
The following notion is useful when dealing with metric Ramsey problems: Definition 1. (Metric Ramsey functions) Let M be some class of metric spaces. For a metric space X, and α ≥ 1, RM(X; α) denotes the largest size of a subspace of X such that cM(X) ≤ α.
Denote by RM(α, n) the largest integer m such that any n-point metric space has a subspace of size m that α-embeds into a member of M. In other words, it is the infimum over X, |X| = n, of RM(X; α).
It is also useful to have the following conventions: For α = 1 we omit α from the notation. When M = {X}, we write X instead of M. Moreover when M = { p}, we use Rp rather than R p .
One of our main objectives is to provide bounds on the Euclidean Ramsey Function, R2(α, n) . This problem can be viewed as a non-linear version of Dvoretzky's theorem [13] , a cornerstone of modern Banach space theory and convex geometry. The first result on this problem is due to Bourgain, Figiel and Milman: Theorem 1 ( [10] ). For any α > 1 there exists C(α) > 0 such that R2(α, n) ≥ C(α) log n. Furthermore, there exists α0 > 1 such that R2(α0, n) = O(log n).
While Theorem 1 provides a tight characterization of R2(α, n) for values of α ≤ α0 (close to 1), this bound turns out to be very far from the truth for larger values of α. 1 Researchers in Computer Science have also studied Ramseytype theorems for metrics spaces, mainly motivated by the Metrical Task Systems problem [8] , and the k-server problem [24] , two fundamental models for online algorithms. The idea is that if an arbitrary metric space contains a large subspace which is embeddable with low distortion in some special class of metric spaces, then lower bounds for this special class imply similar lower bounds for arbitrary metric spaces.
The first result of this form was due to Karloff, Rabani and Ravid [19] , later improved by Blum, Karloff, Rabani and Saks [7] . Recently, Bartal, Bollobás and Mendel [5] gave the best previous result of this form.
The special class of metric spaces used in [5] is that of hierarchically well-separated trees (HSTs). A k-HST is an ultrametric, i.e., a metric which is defined on the leaves of a rooted weighted tree whose distance to the root is the same. In a k-HST vertices are labelled by real numbers. The labels decrease by a factor of at least k as you go down the levels away from the root. The distance between two leaves is the label of their lowest common ancestor. These metric spaces were introduced in [3] . It was subsequently shown [4] that 1 A careful analysis of the arguments in [10] gives α0 ≈ 1.023, but as we later discuss, this is not the right threshold.
any n-point metric can be O(log n log log n)-probabilistically embeddable 2 in ultrametrics. It is also shown in [4] that any ultrametric is k-equivalent to a k-HST. These results have found many unexpected algorithmic applications in recent years, mostly in providing computationally efficient approximate solutions for several NP -hard problems (see [17] ).
A closer look (see [5] ) at the results of [19, 7] as well as [10] reveals that all of these can be viewed as based on Ramsey-type theorems where the target class is a class of ultrametrics (or HSTs).
The usefulness of such results for embeddings in 2 stems from the well-known fact [21] that ultrametrics are isometrically embeddable in 2. Thus, denoting the class of ultrametrics by UM we have that R2(α, n) ≥ RUM(α, n).
The result of Bartal, Bollobás and Mendel [5] shows that for large distortions the metric Ramsey function behaves quite differently than the behavior expressed by Theorem 1. Specifically, they prove that RUM(α, n) ≥ exp (log n) 1−O(1/α) ¡ (in fact, a somewhat weaker result could already be derived from [7] ). The main theorem in this paper is:
Theorem 2 (Metric Ramsey-type Theorem). There exists an absolute constant C > 0 such that for every α > 2 and every integer n:
The fact that the subspaces obtained in this Ramsey-type theorem are ultrametrics is a reflection of introducing new embedding techniques. Indeed, most of the previous results on embedding into p have used what may be called Fréchettype embeddings: forming a coordinate's value by taking the distance from a fixed subset of the points. This is the way an arbitrary finite metric space is embedded in ∞ (attributed to Fréchet). Bourgain's embedding [9] and its generalizations [25] also fall in this category of embeddings. However, it is possible to show that Fréchet-type embeddings, when applied to Ramsey-type problems, yield significantly weaker results than those expressed by Theorem 2.
Applying the bound of Theorem 2 to the metrical task systems and k-server problems, via the techniques of [5] , gives Ω(log n/ log log n) and Ω(log k/ log log k) lower bounds respectively. In fact, by improving the techniques of [5] it may be possible to shave the log log terms off these bounds, thus obtaining what is believed to be the correct asymptotic bounds for these problems.
The general methodology for obtaining lower bounds via metric Ramsey-type theorems may be applicable to other problems as well. One specific candidate for this is the Group Steiner tree Problem, where recently inapproximability results were given specifically for k-HST instances [16] . Indeed in [6] this methodology is used, applying the simpler Ramsey-type theorems for special metric spaces.
The techniques developed here may be applied for algorithmic applications as well. For instance, this was done in [6] , where a dual problem to the metric Ramsey problem is considered, called multi-embedding, where points are mapped to multiple points. Theorem 2 is also closely related to clustering. This follows form the fact that similar Ramsey-type theorems hold when the target class of special metric spaces is that of k-HSTs. In fact, using Lemma 8 of Section 3 and a similar lemma of [5] it is possible to get even stronger Ramseytype theorems for embedding in k-HSTs. Since a k-HST captures a notion of a hierarchically clustered metric space, such a theorem answers the natural question of finding a large subspace of a given metric space which is hierarchically clustered.
The general idea in the proof of Theorem 2 is to iteratively find large subspaces that are hierarchically structured, gradually improving the distortion between these subspaces and a hierarchically well-separated tree. These hierarchical structures are naturally modeled via a new notion (which is a generalization of the notion of k-HST) we call metric composition closure. Given a class of metric spaces M, a metric space in the class comp k (M ) is obtained by taking a metric space M ∈ M and replacing its points with copies of metric spaces from comp k (M ) dilated so that there is a factor k gap between distances in M and distances within these copies.
Metric compositions are also used to obtain the following bounds on the metric Ramsey function in its more general form:
Theorem 3 (Generic Bounds). Let C be a proper class of finite metric spaces that is closed under: (i) Isometry, (ii) Passing to a subspace (iii) Dilation. Then there exists δ < 1 such that RC(n) ≤ n δ for infinitely many n's.
In particular we can apply Theorem 3 to the class C = {X; cM(X) ≤ α} where M is some class of metric spaces. If there exists a metric space Y with cM(Y ) > α then we get that there exists δ < 1 such that RM(α, n) < n δ for infinitely many n's.
In the case of 2 or ultrametrics much better bounds are possible, showing that the bound in Theorem 2 is almost tight. For ultrametrics this is a rather simple fact [5] . For embedding into 2 this follows from bounds for expander graphs, described later in more detail.
Theorem 4 (Near Tightness). There exist absolute constants c, C > 0 such that for every α > 2 and every integer n:
The behavior of RUM(α, n) and R2(α, n) exhibited by the bounds in Theorems 1 and 2 is very different. Somewhat surprisingly, we discover the following phase transition:
We note that our results in Theorem 5 and 2 stand in contrary to a common belief that when extending linear results from the local theory of Banach spaces to the case of finite metric spaces, the natural replacement of dimension for a finite metric space X, is log |X| (see for example the introduction of [9] ). Although 2 isometrically embeds into Lp for every 1 ≤ p ≤ ∞, an interesting question is whether we can find subspaces of a given metric space which embed in low dimensional p spaces. This question is meaningful, since there is no known p analog of the Johnson-Lindenstrauss dimension reduction lemma [18] . It is easy to see that Ω(log n) dimensions are necessary. We give logarithmic bounds on the dimension with which any n point ultrametric is embeddable with constant distortion in p. This implies the following bounds:
Theorem 6 (Low Dimensional Embedding). There exists 0 < C(α) < 1 such that for every p ≥ 1, α > 2, and every integer n,
and c, c > 0 are universal constants.
These bounds as well are almost best possible.
Theorem 7 (Finite Dimensional Embedding). Let X be a d-dimensional normed space. There are absolute constants C, c > 0 such that for any α > 2 and every integer n:
The discussion above deals with Lipschitz embeddings. We complement this with a bound on the size of largest subspace of an arbitrary metric space that is isometrically embedded in p.
Theorem 8 (Isometric Ramsey Problem). For every 1 < p < ∞, Rp(n) = 3 for n ≥ 3.
Special Classes of Metric Spaces
We consider several special classes of metric spaces for which we prove nearly tight metric Ramsey-type theorems for embeddings into Euclidean spaces. Specifically, we consider expander graphs, the discrete cube, and high girth graphs.
The lower bounds on the Euclidean Ramsey function mentioned below are based on the existence of large subsets of the graphs which are within distortion α from forming an equilateral space. Essentially, our upper bounds on the Euclidean Ramsey function show that for a fixed size, no other choice of a subset would achieve significantly better distortions.
A graph G is called (n, d, λ) graph if it is an n-vertex, d-regular (multi)graph whose second largest eigenvalue in absolute value is at most λ, and at least −λ. For such graphs it is known that c2(G) = Ω λ,d (log |V |) (see [22, 25] ). In Section 5 we prove the following
. Then there exists n0, such that for any n ≥ n0, any (n, d, γd) graph G, and for every α ≥ 1:
Here c, C > 0 are universal constants.
The proof of Theorem 9 involves proving certain Poincaré inequalities for induced subgraphs of power graphs of G.
Let Ω d = {0, 1} d be the discrete cube equipped with the Hamming metric. It was proved by Enflo [14] that c2(Ω d ) = √ d. Both Enflo's argument, and subsequent work of Bourgain, Milman and Wolfson [11] rely on non-linear notions of type. These proofs strongly use the structure of the whole cube. Metric Ramsey problems call for lower bounds on the Euclidean distortion of large subsets of the discrete cube. For such problems, the non-linear type method seems to fail. In Section 6.2 we prove the following strengthening of Enflo's bound:
Theorem 10 (Discrete Cubes). There exist absolute constants C, c > 0 such that for every α > 1:
In [23] it was proved that
In Section 6.1
we prove the following strengthening of this result:
To prove Theorem 10 and Theorem 11 we need to extend the notion of Markov type, due to K. Ball [2] .
Outline of the Paper
In this extended abstract, we are unable to give complete details of the proofs of the results described above. We therefore concentrate on providing an overview of the proof of the main result, Theorem 2, and on providing sketches of the proofs for the results for special metrics.
The paper is organized as follows: Section 2 defines metric composition. Section 3 contains an overview of the proof of Theorem 2. In Section 4 we briefly discuss the proofs of Theorem 5 a) and Theorem 7. In Section 5 we prove the bounds for expander graphs. In Section 6 the bounds for the cube and high girth graphs are proved.
See the footnote on the first page for references to the complete versions of the results described here.
METRIC COMPOSITION
In this section we introduce the notion of metric composition, which plays a basic role in proving both upper and lower bounds on the metric Ramsey problem. 
A related notion is the following: Definition 3. (Composition Closure) Given a class M of finite metric spaces, we consider comp β (M), its closure under ≥ β-compositions. Namely, this is the smallest class C of metric spaces that contains all spaces in M, and satisfies the following condition: Let M ∈ M, and associate with every x ∈ M a metric space Nx that is isometric to a space in C. Also, let β ≥ β. Then M β [N ] is also in C.
The application of metric compositions to generate generic bounds on the the metric Ramsey function such as the ones in Theorem 3 is described in the full version of the paper. Their application for obtaining Ramsey-type theorems is described in the next section.
METRIC RAMSEY-TYPE THEOREMS

Ultrametrics and HSTs
Recall that an ultrametric is a metric space (X, d) such that for every x, y, z ∈ X, d(x, z) ≤ max{d(x, y), d(y, z)}. A more restricted class of metrics with an inherently hierarchical structure plays a key role in the sequel. The definition of 1-HST matches that of a finite ultrametric. Any k-HST is also a 1-HST, or an ultrametric and any finite ultrametric is k-equivalent to an (exact) k-HST (this is a variant of a proposition of [4] ). It is worth noting a basic relation between k-HSTs and metric compositions. Specifically, k-HST = comp k (EQ) and UM = comp 1 (EQ), where EQ denotes the class of equilateral spaces.
The Euclidean Ramsey problem reduces to the problem of embedding into ultrametrics by the following well known fact.
Proposition 1 ([21]
). Any ultrametric is isometrically embeddable in 2. In particular, R2(α, n) ≥ RUM(α, n).
Our embeddings in low dimensional spaces are based on the following proposition. Finally, we use the following proposition, implicit in [3] , for obtaining efficient algorithms.
Lemma 3. Every n-point metric space is n-equivalent to an ultrametric.
An overview of the proof of Theorem 2
In this section we describe the proof of the following Theorem 12. There exists an absolute constant C > 0 such that for every α > 2,
By Proposition 1, the same bound holds true for R2(α, n), proving Theorem 2. Through Proposition 2 we obtain the bound in Theorem 6 (for large α). Below we give an informal description and motivation to the proof of Theorem 12. The main lemmas needed for the proof are stated, and it is shown how they imply the theorem.
Our goal is to show that for any α > 2, every n point metric space X contains a subspace which is α-equivalent to an ultrametric of cardinality ≥ n ψ(α) , where ψ(α) is independent of n. In much of the proof we pursue an even more illusive goal. We seek large subsets that embed into k-HSTs. A conceptual advantage of this is that it directs us towards seeking hierarchical substructures within the given metric space. Such structures can be described as the composition closure of some class of metric spaces M. A metric space in comp β (M) is composed of a hierarchy of dilated copies of metric spaces from M, and the proof iteratively finds such large structures. The class M varies from iteration to iteration, gradually becoming more restricted, and getting closer to the class EQ. When M is approximately EQ this procedure amounts to finding an approximate k-HST. It is therefore worthwhile to consider a special case of the general problem, where X ∈ comp β (M), and we seek a subspace of X that is α-equivalent to a k-HST.
It stands to reason that if spaces in M have large Ramsey numbers, then something similar should hold true also for spaces in comp β (M). After all, if β is large, then the copies of dilated metric spaces from M are hierarchically well-separated. This would have reduced the problem of estimating Ramsey numbers for spaces in comp β (M) to the same problem for the much simpler class M.
While this argument is not quite true, a slight modification of it does indeed work. For the purpose of this intuitive discussion, it is convenient to think of β being large, in particular with respect to k and α. Consider that X is the β-composition of M ∈ M and a set of |M | disjoint metric spaces {Ni}i∈M , Ni ∈ comp β (M). Assume (inductively) that each Ni contains a subspace N i that is α-equivalent to a k-HST Hi of size |Ni| ψ . Find a subspace M of M that is also α-equivalent to a k-HST K and attach the roots of the appropriate Hi's to the corresponding leaves of K (with an appropriate dilation). This yields a k-HST H, and by the separation property of compositions with large β, we obtain a subspace X of X which is α-equivalent to H. However, the size of the final subspace X =∪ i∈M N i depends not only on the size of M , the subspace we find in M , but also on how large the chosen N i s are. Therefore, the correct requirement is that M satisfies:
This gives rise to the following definition: ( * )
When N is the class of all metric spaces, it is omitted from the notation.
In what follows the notion of a weighted metric space refers to a pair (X, w), where X is a metric space and w : X → Ê + is a weight function.
The following is an immediate consequence of Definition 5 (by considering the constant weight function w(x) ≡ 1).
The entire proof is thus dedicated to bounding the weighted Ramsey function when the target metric class is the class of ultrametrics. We use the following shorthand notation: when N is the class of all metric spaces ψ k (α) = ψ k-HST (N , α) , and when k = 1 (ultrametrics) we omit it from the notation.
The following strengthening of Theorem 12 is the main result proved in this section.
Theorem 13. There exists an absolute constant C > 0 such that for every α > 2,
Before continuing with the outline of the proof, we state a useful property of the weighted Ramsey function. 
The following simple notion is used extensively in the sequel. Definition 6. The aspect ratio of a finite metric space M , is defined as:
.
When |M | = 1 we use the convention Φ(M ) = 1.
Again, it is helpful to consider the k-HST representation of an ultrametric Y . In particular, notice that in this hierarchical representation, the number of levels is O(log k Φ(Y )). In view of this fact, it seems reasonable to expect that when Φ(X) is small it would be easier to find a large subspace of X that is close to an ultrametric. This is, indeed, the content of the next lemma. Let N (Φ) denote the class of metric spaces M with aspect ratio Φ(M ) ≤ Φ. We employ the simplifying convention ψ(Φ, α) = ψ(N (Φ), α). X (whereX is the space we have begun with) , and X α-embeds in Y .
Lemma 7. There exists an absolute constant C > 0 such that for every α > 2 and Φ ≥ 1:
Lemma 7 and its proof are further discussed in Section 3.3. Combining Lemma 7 with Lemma 6 gives an immediate consequence on β-composition classes: for β ≥ α,
We now pass to a more detailed description of the proof of Theorem 13. Assume that for some specific value of α we can prove the bound in the theorem (e.g., this trivially holds for α = Φ where we have ψ(α) = 1).
LetX be an arbitrary metric space and let X be a subspace ofX that is α-equivalent to an ultrametric, satisfying the weighted Ramsey condition ( * ) with ψ = ψ(α). We will apply the following "distortion refinement" procedure: find a subspace of X that is (α/2)-equivalent to an ultrametric, satisfying condition ( * ) with ψ ≥ (1 − C log α α )ψ. This implies that ψ(α/2) ≥ (1 − C log α α )ψ(α). Theorem 13 now follows: we start with α = Φ and then apply the above distortion refinement procedure iteratively until we reach a distortion below our target. It is easy to verify that this implies the bound stated in the theorem.
The distortion refinement uses the bound in (1) on ψ(comp β (Φ), α ), in the particular case α < α/2 and Φ ≤ exp (O(α) ). This is useful due the following claim: if X is α-equivalent to an ultrametric then it contains a subspace X that is (1 + 2/β)-equivalent to a metric space Z in comp β (Φ), for Φ ≤ exp(O(α)), and which satisfies condition ( * ) with ψ ≥ (1 − 2 log α α )ψ. By (1) we obtain a subspace Z of Z which is α -equivalent to an ultrametric. By appropriately choosing all the parameters, it now follows from Lemma 5 that there is a subspace X of X which is (α/2)-equivalent to an ultrametric, and the desired bound on ψ(α/2) is achieved.
The proof of the above claim is based on two Lemmas relating ultrametrics, k-HSTs and metric compositions.
The proof of this lemma involves an argument on general tree structures using techniques similar to those of [5] . Now, by Lemma 5 we obtain a subspace X that is α αequivalent to a k-HST for k > α . If k is large enough then the subtrees of the k-HST impose a clustering of X . That is, each subtree corresponds to a subspace of X of very small diameter, whereas the α distortion implies that the aspect ratio of the metric reflected by inter-cluster distances is bounded by α. By a recursive application of this procedure we obtain a metric space in comp β (α), with the exact relation between k, α, and β stated in the lemma below.
Lemma 9. For any α, β ≥ 1, if a metric space M is αequivalent to an αβ-HST then M is (1 + 2/β)-equivalent to a metric space in comp β (α). The distortion refinement process described above is formally stated in the following lemma: Lemma 10. There exists an absolute constant C > 0 such that for every for any α > 8,
A schematic view of the proof of Lemma 10 is presented in Fig. 1 . Details are omitted here.
Proof of Theorem 13. By an appropriate choice of C we may assume that α > 8. Recall that ψ(Φ) = 1. Let m = log α . Lemma 10 implies that ψ(α/2) ≥ ψ(α) − C log α α , and so by an iterative application of this lemma we get
The main ideas that lead to Ramsey-type theorems for arbitrary values of α > 2 (the lower bound in case b) of Theorem 5) are first replacing Lemma 7 with another lemma that can handle distortions 2 + and second, providing a more delicate application of our Lemmas, using the fact that we can find k-HSTs with large k (≈ 1/ ) rather than just ultrametrics, to ensure that the accumulated losses in the distortion are small.
Metrics with bounded aspect ratio
The proof of the Lemma 7 is based on first obtaining lower bounds for a restricted class of weight functions w, which are more convenient to handle, and then generalizing these bounds to the case of general weights. The class of "nice" weight functions is itself divided into two classes. Definition 7. Fix some q ≥ 1. A sequence x = (xi) ∞ i=1 of non-negative real numbers will be called q-decomposable if there exists ω > 0 such that:
We have the following lemma:
Lemma 11. Let q ≥ 2, and t ≥ 4 an integer. Let (X, d) be an n-point metric space and let w : X → Ê + , be a weight function such that (w(x)) x∈X is q-decomposable. Then there exists a subspace Y ⊆ X that is 4t-equivalent to an ultrametric and satisfies condition ( * ) with ψ = [4t log(4qΦ(X))] −2/t . The proof of Lemma 11 uses a decomposition of the metric space X into a small number of subspaces. This type of strategy has been used in a number of previous works in combinatorics and theoretical computer science, but the argument closest in spirit to ours is in [5] . The idea is to look at two points whose distance is the diameter of the space and split the space into shells according to the distance from one of these two points. We discard the points in one of the shells. Intuitively, we would like to discard a shell with small weight. The exact choice is somewhat more sophisticated, tailored to ensure the weighted Ramsey condition ( * ). The other shells form two subsets of the space that are substantially separated. By an appropriate choice of the parameters, we can guarantee that the union of the inner layers has diameter smaller than a constant factor of the diameter of the whole space, and hence a smaller aspect ratio. The role of q-decomposable weights is as follows: This argument works fairly well for uniform weights, and a slight modification of it yields bounds as a function of q (in addition to Φ) when in the weighted case there are only a few points that carry each at least 1 q of the total weight. Here the argument splits according to the diameter of the set of "heavy" points. If the diameter is small, the previous argument is started from a point that resides far away from the heavy points. This guarantees that none of the "heavyweights" get eliminated in the above-described process. If their diameter is proportional to that of the whole space, it is possible to argue similarly to the uniform-weight case, except that we now obtain better bounds, since we can make estimates in terms of q (rather than the cardinality of the space n).
The extension of Lemma 11 to arbitrary weight functions requires a lemma on numerical sequences. This lemma allows us to reduce the case of general sequences of weights to q-decomposable ones. 
DIMENSIONALITY BASED BOUNDS
In this section we present the following result.
Theorem 14. Let X be a h-dimensional normed space and n ∈ AE. Then there are constants c, C > 0 such that a) For any 1 < α < 2, RX (α, n) ≤ 2 log n + 2h log C 2−α . b) For any α ≥ 2, RX (α, n) ≤ Cn 1−c/α h log α.
Using the Johnson-Lindenstrauss dimension reduction lemma [18] we obtain bounds on the Euclidean Ramsey function. In particular the upper bound on R2(α, n), for α < 2, stated in Theorem 5.
The technique we employ to prove Theorem 14 generalizes counting arguments by Bourgain [9] and later variants. They are based on the existence of a graph G = (V, E) having girth g ≥ 3, such that the induced sub-graph of G on any subset of V of cardinality at least n 1− 1 8g , has average degree at least n 1 2g . We define for each H ⊂ E a natural metric on
The high girth property ensures that these sub-metrics are not α equivalent. Let k = RX (α, n), then for every H ⊆ E there is a set of k vertices AH ⊆ V such that (AH, ρH ) α-embeds into X. Therefore there is a certain set A of k vertices, that is suitable for many sets H ⊆ E. Moreover, there is still a large number of these sets H which differ when restricted to A, and hence define mutually inequivalent sub-metrics (A, ρH), each of which α-embeds into X. On the other hand, volume considerations imply that a normed space of small dimension can contain only relatively small number of metrics that are not α equivalent. These two opposing arguments imply Theorem 14 (calculations omitted).
EXPANDERS
In this section we prove the Euclidean case (p = 2) of Theorem 9. We first note how to obtain the lower bound on R2(G; α). Recall that (n, d, γd) graph has diameter at most log 1/γ n + 1 [12] . By iteratively, picking a vertex, and throwing away a ball of radius diam(G)/α around this vertex, we obtain a subset of size at least n/(d diam(G) α ) ≥ n 1−c(log 1/γ d)/α , whose distortion from an equilateral space (and thus from a Euclidean space) is at most α.
We now concentrate on the upper bound on R2(G; α). Let G = (V, E) be a (n, d, γd)-graph. Matoušek's proof of the lower bound on c2(G) is based on the following Poincaré inequality: For functions f :
We denote by E(S) the set of edges in the subgraph induced by G on S, i.e., E(S) = {{u, v}; u, v ∈ S, [u, v] ∈ E} . The following Poincaré inequality is a generalization of (2) to large subsets.
Then for any B ⊂ V satisfying |B| ≥ 8γn, there exists C ⊂ B such that |C| ≥ |B|/3 and the following holds true: For every f : C → 2:
In order to prove Lemma 13, we need the following fact:
Lemma 14. Let G = (V, E) be an (n, d, γd)-graph. Then for any B ⊂ V satisfying |B| ≥ 8γn, there exists C ⊂ B such that |C| ≥ |B|/3, and for any u ∈ C,
In order to prove Lemma 14 we need (a special case of) the "expander mixing lemma" [1] which states that in a (n, d, λ)graph G = (V, E), for any subset U ⊂ V ,
Plugging (4) and (5) into (3) we get that:
49α log d+log 1 γ , we get:
where we have used the fact that for n sufficiently large, log(1/γ) ≤ log d [26] .
MARKOV TYPE APPROACH
The proofs of the upper bounds on the Euclidean Ramsey function for the discrete cube and high girth use the same general technique.
We start with a generalization of the notion of Markov type [2, 23] (Z1, Z0) ]. The following is a generalization of [2, 23] .
Proposition 15. Hilbert space has generalized Markov type 2 with constant 1.
Graphs With Large Girth
Our main aim in this section is to prove Theorem 11. We begin however with a strengthening of a result from [23] .
It is convenient to introduce a notion of "Euclidean distortion at small distances" as follows. Let (X, dX ), (Y, dY ) be metric spaces and s > 0. For every injective f : X → Y define: For every possible walk of R steps, ρ(Zr, Z0) ≤ rt holds. For times 2 ≤ r ≤ d 300t we are able to show that the walk tends to drift at least t/6 per step away from its origin.
Denote by deg t C (v) the degree of the vertex v in Ω (t) d restricted to C (i.e. the number of elements of C with Hamming distance t to v). Then We bound the last term 4t 3
The last inequality is true for K large enough. We deduce that [ρ(Z d/(300t) , Z0)] ≥ d/1800, and so
We contrast the last estimate with that of Proposition 15. Namely, that for r = d/300t, and embedding f :
Consequently, dist(f ) ≥ Ô cd/t ≥ α, for suitable constants, and so c2(B) ≥ c2(C) ≥ α.
OPEN PROBLEMS
Several questions arise naturally from the results presented in this article. The most obvious open problem is that of determining the asymptotic behavior of R2(α, n) as a function of α. In particular, is it the case that for every α ≥ 2, R2(α, n) ≥ n 1− C α , for some universal constant C? Determining RUM(α, n) may be of independent interest. Determining the behavior Rp(α, n) as function of p is also an interesting question. So is the question of determining R2 (2, n) .
Further Ramsey problems in metric spaces and the applications of such theorems to Computer Science seem to be a research area yet to be explored. In particular, the idea of finding large subsets of the input that admit good clustering seems to be worth further investigation.
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