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ABSTRACT 
Let A E ,yx” with nonzero singular values oi, os, . . . , 0,. The uolume of A, vol A, 
is defined as zero if r = 0, and otherwise, vol A = II;=, ai, or equivalently, vol A 
= d_, summing over all r x r nonsingular submatrices A,,. The matrix 
volume vol A generalizes the “absolute value of the determinant” from nonsingular to 
arbitrary matrices. Any r-dimensional unit cube in R( AT) is mapped, under A, into a 
parallelepiped of volume vol A. This paper gives properties and applications of vol A. 
In particular, the Moore-Penrose inverse of A is a convex combination of (ordinary) 
-7 inverses of its maximal nonsingular submatrices, At = I,, Ar,Ai , or is a convex 
combination of Moore-Penrose inverses of its maximal full-rank submatrices, At = 
XI h,, AT = 1, h,, AT, where the convex weights A are proportional to the squares of 
volumes of the corresponding submatrices. Since A = At+, the matrix A is a convex 
combination of inverses of submatrices of At. Interestingly, the weights of these convex 
combinations are the above weights (in transposed position). 
1. INTRODUCTION 
For AeWyX” we denote by JV( A), or by JV’, the index set of nonsingular 
r x r s&matrices ArI. Berg [4] h s owed that the Moore-Penrose inverse At is a 
convex combination of ordinary inverses { A,j’ : (I, J) E ,Y}, 
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A+ = c AzJ$. 
(Z. I)-“( 4 
where X denotes that X is padded with the right number of zeros in the right 
places. 
Equivalently, for any b E R’“, the minimum-norm least-squares olution’ of 
the linear equations 
Ax = b (2) 
is 
a convex combination of basic solutions A,l’b,, where b, is the Zth subvector 
of b. The representation (3) was given by Ben-Tal and Teboulle [3] for A of 
full column rank, from which the general case follows easily. 
What is curious about these convex combinations is that the weights are 
proportional to the squares of the determinants of the A,‘s, 
For the sake of motivation, consider a single equation 
e ajxj = b, 
j=l 
(4) 
with Cj”=, ai + 0. The minimum-norm solution x = (x1, . . . , x,,) is ortho- 
gonal to the hyperplane (5). Therefore rj = Oaj (j = 1, . . . , n), where 0 is 
determined by substitution in (5), 
b 
The minimum-norm solution is therefore a convex combination 
’ Throughout this paper, norm means Euclidean norm. 
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x = c Ajbej 
clj#O uj 
of “basic solutions” (b/ aj)ej, where ej is the jth unit vector, b/aj is the 
intercept of the hyperplane (5) with the jth coordinate axis, and the weights 
are 
AjC A- 
CL1 4 
(j = 1,. . . , n), 
which explains (4) for the case m = 1. This explanation works also for the 
general case, since by taking exterior products the system of equations (2) 
reduces to a single equation whose nonzero coefficients are the r x r determi- 
nants det A,, (I, J) E J”. The general result (3) then follows by applying (6) to 
the rth compound matrix C,(A). 
This paper studies the role played by the squares of determinants in results 
like (3). The sum of squares in the denominator of (4) 
c det2 A,, 
(LlW’N( 4 
is shown to have special significance. If A is of full row rank [column rank], 
then (8) is the Gramian of A, which is the square of the volume of the 
parallelepiped generated by the rows [columns] of A; see e.g. [7, Vol. I, 
Chapter IX, $51. 
For general matrices A E R y xn the sum of squares (8) still has a volume 
interpretation: It is the square of the volume of a parallelepiped with “basis” 
in the r-dimensional subspace R( AT) and “height” in the complementary 
orthogonal subspace N(A). The “basis” has the square root of (8) and its 
r-dimensional volume; the “height” has volume 1. Hence the following: 
DEFINITION 1.1 (Volume of matrix). The volume of a matrix A E WY xn, 
denoted vol A or vol, A, is defined as 0 if r = 0, and otherwise 
vol A:= 
J 
c det2 AlI, 
(I,IFJN(A) 
(9) 
or more constructively, 
vol A:= fi a,, 
i=l 
(10) 
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where 
are the nonzero singular values of A. 
The equivalence of (9) and (10) is proved in (27) below. 
For convenience, we denote the sum of squares (8) by 
(11) 
If the matrix C is of full column rank r, then, by the Cauchy-Binet theorem, 
At(C) = det CrC, (13) 
the Gramian of the columns of C. Similarly, if R is of full row rank r, 
At(R) = det RRT. (14) 
The “volume” vol A generalizes to arbitrary matrices the “absolute value 
of the determinant.” Its applicability is illustrated in Section 5 below. Other 
applications include: 
computing principal angles between subspaces [14], 
checking the existence of integer solutions [17], 
counting spanning trees in a digraph [9, $4.91, 
exact computation of At using residue arithmetic [16]. 
The representation (10) implies some properties of vol A which are 
inherited from singular values. For example, 
volr(AB) < vol, A vol, B 
is immediate from well-known inequalities for singular values. However, this 
paper concentrates on “determinantal properties” of the matrix volume. 
The plan of this paper is as follows. Preliminaries on full-rank factoriza- 
tions are given in Section 2. Connections with exterior products and compound 
matrices are outlined in Section 3. 
Section 4 develops the main determinantal properties of vol A. The main 
results here are that the volume can be written as a single determinant of a 
matrix obtained from A by bordering (Theorem 4.1) or complementing 
(Theorem 4.2). 
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Section 5 presents applications of geometric nature. Finally, Section 6 
gives various representations of the Moore-Penrose inverse. The main result 
here is Theorem 6.2, stating that both A and At have the same weights (4) in 
their convex decompositions. 
2. FULL RANK FACTORIZATIONS 
Let A E Rrx”, r > 0. The full-rank factorization of A, 
A = CR, where CE Ryxr, R E RF,“, (15) 
is not unique, but the results below hold for all such C, R. Denote the set of 
increasing sequences of r elements from { 1, . . . , m} by 
Q r,m= {I= {il ,..., i,}:lfi,<i,< 0.. <i,<m}. (16) 
The set Q,,, is ordered lexicographically. The following denote the index sets 
S(A) = {IEQ,,,:rank A,* =r)’ (17) 
f(A) = {lEQ,,,:rank A*, = r}, (‘8) 
J”(A) = {(ZpJ)~Q,,, x Q,,.:rank AI,= r} (19) 
of maximal sets of linearly independent rows and columns, and of maximal 
nonsingulur s&matrices, respectively. Clearly 
“(A) = +$ f(A) = Y(R). (20) 
The index sets Y(A), f(A), and Jv( A) will be abbreviated here by 9, 8, 
and J’ respectively. 
LEMMA 2.1. 
dv= 9x 8. (21) 
Proof. JVC 9X f is obvious. The converse, 
92 
follows because every A,, is the product 
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A,J = C,&$. . (22) 
An interpretation of (21), for A E B3rx” and r > 0, is: The intersection of 
any r linearly independent rows and any r linearly independent columns is a 
nonsingular submatrix. 
An immediate generalization: 
Let A E ES’ 7 xn, 0 < k Q r/2. Then the intersection of any r - k linearly 
independent rows and any r - k linearly independent columns is a matrix of 
rank >r-2k. 
Proof. Follows from (21), since dropping a row and a column decreases 
the rank by at most 2. 
LEMMA 2.2. Let 
factorization. Then 
n 
A E WT xn, r > 0, and let A = CR be any full-rank 
A’,( A) = gYA:(A,*) (23) 
= g&p*,, 
E 
(24) 
= At(C) (25) 
Proof. Follows from the definition (12), and from (21) and (22). W 
EXAMPLE 2.1 (Singular-value decomposition). Let A E ,yxn, r > 0. Then 
the singular-ualue decomposition (SVD) gives a full-rank factorization of A, 
with 
A = UCVT, (26) 
C = diag(q) ~~~~~~ u= (ur,.4r,), V= (vr,...,v,), 
where + > a, > - - - 2 a, are the nonzero singular values of A, and the sets 
(ur, . . . , II,.} and {vl.. . . , vr} are o.n. bases of R(A) and R( AT), respectively. 
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Applying (25), we calculate 
A;( A) = A”r(V)A”r(CV’) = A:(U)A:(X)A:(Vr) 
= && (27) 
since UrU = VTV = 1. Moreover, from (26) 
Av, = uiui (i = 1,. . . , r), (28) 
showing that the r-dimensional unit cube q l({ vl, . . . , v,.}) is mapped under A 
into the cube of sides uiui (i = 1, . . . , r), whose (r-dimensional) volume is 
Ii ui, 
i=l 
the volume of A. Since the singular values are unitarily invariant, it fol- 
lows that all r-dimensional unit cubes in R( AT) are mapped under A into 
parallelepipeds of volume vol A. 
3. THE VOLUME IN A MULTILINEAR SETTING 
The setting of multilinear algebra is natural for the matrix volume, allowing 
simplification of statements and proofs. The main results here are Lemmas 3.1 
and 3.2. 
Let V = W”, U = IBM, and denote the set of linear transformations V + U 
by L(V, U). We use the same letter to denote both a linear transformation in 
L(V, U) and its matrix representation with respect to fixed bases in V and U. 
Let r\” V be the kth exterior space over V, spanned by exterior products 
x1* * * * A xk of elements xi E V (e.g. [lo], [ll], and [15]). For A E Ryxn, r > 0 
andk= l,..., r, the k-compound matrix ck( A) is an element of L( A” V, r\” U), 
given by 
Ax, A - - - /\ AX, = ck( A)(xi A * - ’ f\ xk) vxi E v; (29) 
see e.g. [ll, $4.2, p. 941. Then Ck(A) is an (Y) x(1) matrix of rank ($and 
its singular values are all products u,,uia * * - uik of singular values of A. It 
follows that C,(A) is of rank 1, and its nonzero singular value equals vol A. 
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To any r-dimensional subspace W C V there corresponds a unique 
I-dimensional subspace Ar W C r\’ V, spanned by the exterior product 
WA= WIA’*‘AWr. (30) 
where {wr, . . . , w,.} is any basis of W (e.g. [15]). The (F) components of w A 
(determined up to a multiplicative constant) are the Pliicker coordinates of W. 
In particular, let o.n. bases of R(A) and R( AT) be given by the {ui} and {vi) 
of the SVD (28). Then the Phicker coordinates of R(A) are given by 
and those of R( AT) by 
Moreover 
Cr( A)v*= (vol A)u”, Cr( A+)u”= --&, 
correspond to the facts that A is invertible as a mapping R( AT) --B R(A), and 
At invertible as a mapping R(A) -+ R( AT); see also [12]. In particular, 
Cr(At) = [C,(A)]+, and vol At = &. 
Results relating volumes, compound matrices, and full-rank factorizations 
are collected in the following lemma. The proofs are omitted. 
LEMMA 3.1 (Volume and compounds). Let r > 0, A EWES”, CEFJ~~’ 
have columns c(j), and R E 12:~” have rows rci). Then: 
(a) One has 
C,(R)(r(i)A *** Arc,)) = vol’ R. 
(b) One has 
cr( c’) (c(l) A - * * A &)) = vo12 c. (33) 
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(c) IfA = CR is a full-runkfactorization (15) of A, then 
Cr( A) = (c(l) /\ . . . /\ &))(#) A . . . /\ &)) (34) 
is a full-rank factorization of C,( A).’ Moreover, the volume of A is given by the 
inner product 
c(l) A - -a A cc’), ArcI) A * - - A At-(,.) = vo12 A, (35) 
and 
~012, A = vol,2 C,.(A) = vol; Cr( C) vol; Cr( R), (36) 
EXAMPLE 3.1. Consider the 3 x 3 matrix of rank 2, with a full-rank 
factorization 
Then the 2-compound matrix is 
= C&)cqq = (1 2 l), (38) 
illustrating (34). The volume of A is calculated by (36): 
vol; A = volf C vol; R = (9 + 36 + 9)( 1 + 4 + 1) = 324. 
LEMMA 3.2 (Corresponding r x r submatrices of A and At). Let AE 
R D rXn, r > 0. Then the determinants of corresponding (in transposed position) 
r x r s&m&rices of A and At are proportional: 
det Av 
det(A+),, = x V@J)EJ/. P-4 
2 This is a restatement of (22). 
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Proof. From (34), (32) and (33) we calculate 
C,.(A)+ = - vok A (r(i) A * * * A I-(~))(C(‘) A * - * A 12~~)). (40) 
We conclude that JV’( At) = 2~ Y, and (39) follows from (22). n 
4. DETERMINANTS 
The volume (9) can be computed as a single determinant by appropriately 
modifying A. 
Given A E RpX”, r > 0, there is a natural way to define nonsingular 
matrices which carry useful information about A and about linear equations in 
which A appears. Let UO~WmX(m-r) and V, E Rnx(“-‘) be any two matrices 
whose columns are orthonormal bases of N( AT) and N(A) respectively. 
Define the bordered matrix B(A) E R(“+“-‘)x(“+“-‘) by 
(41) 
Then B( A) is nonsingular [5; 2, $5.61. For any b E W” the minimum-norm 
least-squares olution 
x = A+b (42) 
of 
Ax = b (2) 
is exactly the solution x of 
(43) 
and the residual, PNcAj b, is given by U,u. 
These results can be stated more compactly if m = n,3. Then the 
complemented matrix 4 
w = A + U&,T (44) 
3 Which can be assumed. without loss of generality, since A can he padded with zeros. 
4 The factor UoVz is called bicumphwntary [18]. 
VOLUME ASSOCIATED WITH MATRICES 97 
is nonsingular, and the solution of 
(A+U,,V,T)x=b (45) 
is again the minimum-norm least-squares solution of (2). The orthonormality of 
the columns of U, or V, was not needed until now. 
LEMMA 4.1. 
(a) Let CERTXr, and let the columns of U,, E Rmx@“-‘) be an orthonormal 
basis of iV(CT). Then the bordered matrix B(C) = (C U,) satisfws 
det’B(C) = At(C). (46) 
(b) Let R E BIrx”, and let the columns of V, E Rnx(“-‘) be an orthonormal 
basis of N( R). Then the bordered matrix 
B(R) = 
satisfws 
det’B( R) = At(R). (47) 
Proof of (a). Follows from U,‘U, = I, det’ B(C) = det B(C)‘det B(C), 
and 
BWBW = [ CZ U;UO]. . 
LEMMA 4.2. L.et A E We”“, and let U,,E R”x(“-‘) and VOe Wnx(“-‘) 
be matrices whose columns are or&normal bases of N( AT) and N(A), 
respectively. Then: 
(a) The m-dimensional volume of (A U,) equals the r-dimensionul volume of 
A: 
A;( A UO) = A$( A). (48) 
(b) The n-dimensional volume of equals the r-dimensional volume 
ofA: 
= A:( A). (49) 
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Proofof( E ver y m x m nonsingular submatrix of (A U,) is of the form 
( A *I U,, > Jef> 1 
and therefore, A”,( A*, U,) = A”,( A*l), by Lemma 4.1(a). The proof is 
completed by (24). 1 
THEOREM 4.1 (Bordered matrices). Let A, U,, and V,, be as in Lemma 
4.2, and consider the bordered matrix (41). Then 
A:( A) = det’B( A), 
= det( AAT + UuU,T) , 
= det( ATA + VaVz) . 
(50) 
(51) 
(52) 
Proof. Since the columns of 
VO 
i 1 0 
form an o.n. basis of N(( A Uo)T), we can use Lemma 4.1(b) and Lemma 
4.2(a) to prove (50): 
det2 B(A) = A:,( A Uo) = A”,( A), 
and (51): 
Az(A Ua) =det[(A Uo)(A Us))‘] =det(AA“+ uo@). n 
THEOREM 4.2 (Complemented matrices). Let A E @r’“, m = n, and let 
U, and V, be as in Lemma 4.2. Then 
A:( A) = det2( A + V,Vz). (53) 
Proof. Follows from previous results: 
A:( A) = A:(C) At(R) = det2( C 
= det”(CR + U,V,‘) = det2( A + UoVz). n 
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EXAMPLE 4.1. Let 
with r = 1, A;( A) = 5, 
and select U,, V, as in Lemma 4.2: 
u, = -n/v% 
i I l/d% ’ 
Then 
C(A) =A+ L&V;= 
with determinant A. Also 
v, = 0 
ii 
1 * 
99 
with determinant - v’%. The l-dimensional volume of A is thus equal to the 
2-dimensional volume of the parallelepiped defined by the columns (or rows) 
of C(A), or to the 3-dimensional volume of the parallelepiped defined similarly 
by B(A). 
COROLLARY 4.1. Let A, B be n x n matrices. Then 
vol AB = vol A vol B 
if the null spaces 
N(A) = N( B’), N(AT) = N(B). 
(54) 
(55) 
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Proof. From (55) it follows that rank A = rank B = r, say, and N( II) = 
N(AB) = N(( AB)T). Let U, be a matrix whose columns are an o.n. basis 
of N(B). Then 
A:( AB) = det”( AB + WC?) (by Theorem 4.2) 
= At(A) 
5. SOME APPLICATIONS 
EXAMPLE 5.1 (A generalized Hadamard inequality). Let A E Ryx” be 
partitioned into two matrices A = (A,, AC), Ai E Ryx”l, i = 1,2, with rl + 
r2 = r. Then 
vol, A < vol,., A, ~1,~ A,, (56) 
with equality iff the columns of A, are orthogonal to those of A,. 
Proof. The full-rank case nj = ri, i = 1,2, was proved in [7, Vol. I, 
p. 2541. The general case follows, since every m x r submatrix of rank r has 
ri columns from A, and ra columns from A,. H 
A statement of (56) in terms of the principal angles [I] between R( A,) and 
R( A,) is given in [14]. 
EXAMPLE 5.2 (Orthogonal projections). Let S be a subspace of R” of 
dimension r, and let S be spanned by vectors {v,,. . .,vk}. Let VEW” 
be written as v = vs + vsl where vs E S and vsA is orthogonal to S. Then 
Ilw II = (57) 
where (vl, . . . , vk) is the matrix with vi as columns. 
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Proof. If v E S, then both sides of (57) are zero. If v 4 S, then 
A2 r+l (Vl,. . . , vk, v) = A:+,(v, , . . . , vk, vsL) (by properties of determinants) 
= A+,, . . . 7 vk) A:(w) 
which completes the proof, since A;(v,L) = ](vsl 
This generalizes a classical result given for 
Chapter IX, $41. 
(by Example 5.1) , 
l12. H 
the case k = r in [7, Vol. I, 
EXAMPLE 5.3 [The volumes of the (n - 1)-dimensional faces of a right 
n-simplex]. Zf AER;~” has orthogonal columns { Ay : j = 1, . . . , n}, then 
the right n-simplex 
S=conv{O,{A*,:j= l,...,n}} 
has n + 1 faces of dimension n - 1: the face 
Fo=conv{A*j:j=l,...,n}, 
and the n simplices of dimension n - 1 
F, = conv{O, { A*j: jeJ}}, JeQn-1,“. 
(58) 
(59) 
Then 
vol,_r FJ = 
d4-1 A*J 
(n _ lj! ' JEQ"-1.v 
vol,_r F, = 
dzz 
(n - l)! ’ 
(60) 
(61) 
Prooj. For any k, the volume of a right k-simplex conv{O,v, . . . , vk} is 
related to the volume of the parallelepiped q ({v,, . . . , vk}) by 
vol~({vl,.-,vk}) 
k! ’ 
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which proves (60). Then (61) follows from the Pythagorean theorem of Lin 
and Lin [8]: 
vo12,_, Fa = c vo12,_, F, 
kQ,,-I,. 
= 
(n :qjz J&-_A2”-lA*J by WI 
= 
(5$ . 
n 
EXAMPLE 5.4 (Height of a right n-simplex). Let A, S, F, be as in Example 
5.3. Then the distance jiiom the origin to the hyperplane containing the face 
F, is 
:sk 1 . 2 *J (62) 
Proof Let h be the distance in question. Then the volume of the simplex 
S is 
ldet Al h vol,_r F, 
p= 
n! n ’ 
and by (61), 
which equals (62) by the orthogonality of columns of A. n 
6. LEAST SQUARES SOLUTIONS AND THE MOORE-PENROSE 
INVERSE 
REMARK 6.1 (Volumes and Cramer’s rule). Volume enters linear equa- 
tions through Cramer’s rule, which can be stated in terms of ratios of volumes: 
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Let A E R:,“, b E W”, and consider the linear equation Ax = b. For any 
j= l,..., n partition A = (A(j), A), where A(j) is the jth column, and x is 
the matrix of remaining columns. Similarly partition the solution as x = ( xj, X), 
so that 
Ax = A(j)xj + % = b. (63) 
Let A [ j + b] denote the matrix A with the jth column replaced by b. Then 
det A[j+b] = det A[j+A(j)rj+&], 
= det A [ j + A(j)xj] , 
= xj det 
= xj det 
which is Cramer’s rule. It states that 
parallelepipeds with the same “base” 
respectively. If these parallelepipeds are - 
A[j 1, + A(j) 
A, 
x. is the ratio of volumes of two 
xt but with “heights” b and A(j) 
on different sides of the hyperplane 
spanned by the columns of A, then xj < 0. 
REMARK 6.2 (Separating the least-squares and minimum-norm computa- 
tions) . Let A E Ryx”, and consider the equation Ax = b. Its minimum-norm 
least-squares solution x = Atb is actually the solution of a two-stage 
minimization problem: 
Stage 1: minimize 1) Ax - b 11, (64) 
Stage 2: minimize (lx 11 among all solutions of stage 1, (65) 
where norms are Euclidean. Stage 1 (least squares) has a unique solution only 
if r = n. Stage 2 has the (unique) solution x = Atb5. 
For any full-rank factorization A = CR the above two stages can be 
separated: 
Stage 1: minimize 11 Cy - b 11, (66) 
Stage 2: minimize (1x11 among all solutions of Rx = y, (67) 
‘These two stages can be combined (in the limit): minimize 11 Ax - b[[’ + a211xI\ *, 
where a-+0. 
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with the advantage that stage 1 now has the unique solution y = Ctb. This is 
an implementation of the fact that 
A+ zz R+C+ (68) 
is a full-rank factorization of At. 
LEMMA 6.1 (Solution of full-rank systems). 
(a) Let CcEI~xr, b E R”‘. Then the (untkpe) least-squares olution y of 
Cy = b (69) 
iS 
y = C i.++ql*b~r 
Id(C) 
(70) 
where pp is giuen by 
vo12 c,, 
PI* = - 
vo12 c . (71) 
(b) Let R E ,Fx”, y E R’. Then the minimum-norm solution of 
Rx = y (72) 
is 
(73) 
where v*, is given by 
vo12 Ii*, 
z+ = ~ 
vo12 R . (74 
Proof. (a): The coefficients yi satisfy the normal equation CTCy = CTb, 
rewritten as 
CT&) * . . . ,, cTc(i-l) I\ CTb A cT,Ji+l) ,J . . . A cTc(r) 
= y,(cTc(“A . . . A CV-)). (75) 
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The LH8 is C,(Cr)(c(l) A * * * A cci-‘) A b A cci+l) A - - * A c(‘)), which simplifies 
to 
LHS(75) = c det C,*det C,*[i + b,] = c det2 C,*(C[‘*b,),, 
IEY (C) Id(C) 
and RHS(75) is yi times (33). The Cramer rule for the least-squares solution is 
therefore 
Yi = i~~~~lr,*(C;l*b,)i~ (76) 
with /.LP given by (71) and (C;‘*bI), the ith component of the solution 
C; ‘*b, of the r x r system 
C,*Y = b,. (77) 
Combining (76) for i = 1, . . . , r, we obtain the least-squares solution y as the 
convex combination (70) of “basic solutions.6 R 
Combining Remark 6.2 and Lemma 6.1, we prove Berg’s theorem in 
geometric form. 
THEOREM 6.1 (Berg [4]). Let A E Rr”“, b E RI”‘. Then the minimum-norm 
least-squures olution of 
Ax = b 
is the convex combination 
x = c h,A,‘b,, 
(I,IFM(A) 
(78) 
with weights given by (4). 
Proof. Follows by substituting (70) in the RHS of (72). Then (78) follows 
from (73) with weights 
which, by (71) and (74) are (4). 
’ This derivation follows that of Marcus [lo, $3.1, Example 1.5(c)] and Ben-Tal and 
Tehoulle [3]. 
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Since (78) holds for all b, we have proved Berg’s representation (1) of the 
Moore-Penrose inverse as a convex combination of ordinary inverses of r x r 
submatrices, 
where AIJ q is an n x m matrix with the inverse of A, in position (J, I), and 
zeros elsewhere. 
REMARK 6.3. Other representations of At (e.g. [6]) can be obtained by 
summing (1) in special ways. 
Summing (1) over I E 9, we obtain, using (21) and (22) 
(79) 
a convex combination of the Moore-Penrose inverses of maximal full-column- 
rank submatrices A*,, with weights $1 
L] = 
vo12 A*, 
vo12 A ’ 
?. and with A *, the n x m matrix with At *J in rows J and zeros elsewhere. 
Similarly, summing (1) over JEy gives 
A+ = ~+A&, (81) 
Id 
where 
--T-- and A,* is an n x m matrix with AI* + in columns Z and zeros elsewhere. 
EXAMPLE 6.1. Consider A of Example 3.1. We illustrate (81) where At is 
represented as a convex combination of the A?*, Z E 9. Each Af * is computed 
using (1). This requires a listing of the 2 x 2 submatrices and their volumes 
and inverses as given in Table 1. For 
A{Lz}* = (: z i) 
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TABLE 1 
I I AlI det ’ IA u Aij’ 
1,2 1.2 ( 1 2 
4 5 
) 32 
1,3 ( 1 3 4 6 ) 62 f( -: -;) 
2,3 ( 2 3 5 6 ) 32 f( -z -;) 
1,3 1,2 ( 1 2 7 8 ) 62 fi-: -:) 
1,3 ( 1 3 
7 9 
) 122 
2,3 ( 2 3 8 9 ) 62 $( -“s -i) 
2,3 1,2 ( 4 5 7 8 ) 32 f( -$ -:) 
1,3 ( 4 6 7 9 ) 62 $( -3 -:) 
2,3 ( 5 6 
8 9 
) 32 
we calculate ~0122 AI1 2j* = 
three entries in the table, 
32 + 6’ + 32 = 54, and using (1) and the first 
Similarly we calculate 
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Finally, from (81), 
-26 17 
2 
- 13 
REMARK 6.4 (Weighted least squares). Consider a weighted (or scaled) 
system 
WAX = Wh, (83) 
where W is a diagonal matrix with positive diagonal elements wi. If A = CR is 
a full-rank factorization of A, then WA = (WC) R is a full-rank factorization of 
WA. The first stage (66) for the problem (83) is 
minimize 11 WCy - Wb 11, (84) 
whose solution, using Lemma 6.1(a), is 
with 
(85) 
w 
The second stage is still (67) 
minimize (11x II : Rx = y}, 
with y from (85). Therefore the minimum-norm (weighted) least-squares 
solution of (83) is 
x = C “,,(“)A$& 
(I, .i)E.N 
(87) 
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with 
h,,(W) = 
IIis, wjz det2 A, 
C(K, L+.N (IIisK wi”) det2 AKL ’ 
(88) 
Note that the weights wi appear only in the convex weights X,J and not in the 
“basic solutions” {A,J’bi : (I, J) E A}. W e conclude that for fixed A and b, 
all weighted systems (83) have their minimum-norm least-squares solutions in 
the convex hull of the set of basic solutions. In the full-rank case this was 
proved by Ben-Tal and Teboulle in [3], together with extensions from least 
squares to minimizing isotone functions of ] Ax - b (, the vector of absolute 
values of Ax - b. 
We began with Berg’s representation (1) of At as a convex combination of 
inverses of maximal nonsingular submatrices A,, of A. The weights X,, of this 
convex combination are proportional to det2 AU. These results can be redi- 
rected at A, since A = A’+, representing it as a convex combination of 
ordinary inverses of maximal nonsingular submatrices ( At),, of At. From (39) 
it follows that the convex weights are again X,,. This proves the following. 
THEOREM 6.2 (Convex decomposition of matrices). Let A E Ry”‘, r > 0. 
Then 
is an m x n matrix with the inverse of the (J, I)th submatrix of 
At in position (I, J) and zeros elsewhere, and 
A,] = 
det2 ArJ 
c,,, L)E.N det2 AK, . 
Interestingly, the minors of all sizes of A and At have convex decomposi- 
tions analogous to (89) and (l), with weights (4) [13]. 
EXAMPLE 6.2. We illustrate (89) for the matrix A of Example 3.1, using 
the Moore-Penrose inverse from Example 6.1, 
-23 -6 
19 6 -7 
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A listing of the 2 x 2 submatrices of At is given in Table 2. Their determi- 
nants are given by (39) and Example 6.1. Then (89) reconstructs A as a 
convex combination of the above inverses: 
TABLE 2 
1 1 
1,2 I,2 
193 
36 
2,3 1,2 s 19 6 i( ( -2 0 ) 12 19 ( -6 0 ) 2 
1,3 -2 2 ) 
36 
19 -7 24 19 ( 7 2 ) 2 
o 
293 366 lo ( -; ) 
36 
126 ( 7 2 ) 0 
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