We examine the issue of sensitivity with respect to model parameters for the problem of utility maximization from final wealth in an incomplete Samuelson model and mainly for utility functions of power-type. The method consists in moving the parameters through change of measure, which we call a weak perturbation, in particular decoupling the usual wealth equation from the varying parameters. By rewriting the maximization problem in terms of a convex-analytical support function of a weakly-compact set, crucially leveraging on the work [2], the previous formulation let us prove the Hadamard directional differentiability of the value function w.r.t. the drift and interest rate parameters, as well as for volatility matrices under a stability condition on their Kernel, and derive explicit expressions for the directional derivatives. We contrast our proposed weak perturbations against what we call strong perturbations, whereby the wealth equation is directly influenced by the changing parameters, and find that both points of view generally yield different sensitivities unless e.g. if initial parameters and their perturbations are deterministic.
Introduction
The problem of continuous-time utility maximization in financial market models has a long and rich history going back to Merton in [23] - [24] , himself inspired in the work of Mirrlees and Samuelson in discrete times. The research on this topic continued in the eighties through the works of Pliska [30] , Karatzas et al. (see e.g. [13, 14] ), Cox and Huang [7] and then probably culminated in the nineties with the general treatment of Kramkov and Schachermayer in [17] . Naturally a comprehensive list would have to cover the works of many other people, but we do not intend to be exhaustive here and instead convey the interested reader to the books [15] and [29] for details. What all these works have in common, is that they provide an insight into the decision making problem of how to best select a portfolio from a given continuous-time, stochastic market model under the optimality criterion provided by the expected utility paradigm of von Neumann-Morgenstern.
It goes without a saying that in modelling the decision-making in such way, several parameters have to be chosen and therefore both the optimal portfolio rule and the optimal expected utility derived from it will be a function of these. It has only happened recently that the behaviour of the expected utility maximization in terms of its parameter-dependence has gained attention. In [17] , for the case of general semimartingale models and an agent optimizing expected utility from final wealth only and no random endowment, the first-order sensitivity of the problem's value function (i.e. the optimal value) with respect to the initial wealth of the agent is studied, extending earlier results in [30] . More recently and in a similar setting, a second-order analysis of the value function is performed in [18] and even the firstorder sensitivity of the optimizing wealth is carried out. A different trait in the literature has been the study of the stability (i.e. continuity) of the value function with respect to the so-called market price of risk, which is a dynamic and stochastic parameter, heuristically measuring how much a given price model is away of a riskneutral one (given by its martingale component). This analysis was performed in [21] initially (see also e.g. [25] for recent developments), and then extended in [16] for the case when a random endowment is present. The last article goes beyond that and actually proves stability of utility-based prices and admits misspecification of the utility functions themselves (see also [19] and the references given, for more on this subject).
In this article we focus on the issue of first-order sensitivity analysis of the optimal value of the expected utility maximization problem with respect to the market price of risk and the drift and volatility coefficients of the model. We work in the classical setting where the utility function is defined on the positive half line, in the absence of consumption and random endowments, and we restrict ourselves to a brownian filtration and the so-called Samuelson price model (geometric brownian motion), leaving a more general semimartingale setting for future research. In this brownian framework, it is to be expected from the general stochastic maximum principle of [5] (specifically Section 2 therein) and recent results in [3] , that the desired differentiability can be computed with the help of the adjoint states appearing in the stochastic maximum principle. There are however several delicate points for this roadmap, the main one being that market prices of risk are multiplied by the decision variable (portfolio weigths) in the controlled wealth equation, and so standard convex analysis arguments for convex perturbations are not applicable. Alternative arguments based in abstract optimization theory (see [4, Chapter 4] for the general theory and [3] for its application to stochastic control) seem diffucult to apply since they require a normed vector space setting which is a priori absent in our problem. As a matter of fact, decision variables are a priori only almost surely square integrable with respect to the time variable. For these reasons, we choose in this article a different approach still allowing for a direct treatment of the first-order sensitivity question.
To do this, we reformulate what parameter uncertainty/misspecification is, to start with. This is done along the same philosophy as it has been done in robust or worst-case stochastic optimization for years now, namely, encoding uncertain parameters in uncertain probability measures under which the stochastic optimization problems are to be defined; see e.g. [32] or [6] in the context of model-misspecification and Knightean uncertainty in economics. We postulate that full knowledge of the parameters of a problem amounts to, in our case, a complete description of the controlled wealth equation, meaning concretely the drift, interest rate and volatility coefficients (and hence the market price of risk). Parameter uncertainty means for us that the actual possible trajectories of the controlled system may have different "probability weights" than those specified by the law on the path space induced by the controlled equation under the exact, "real" parameters. Consequently, the expected utility maximization problem under a perturbation of a "real" parameter consists for us in perturbing the reference probability measure away from the law induced by the "real" controlled equation (that is, the one given the "real" parameters) yet otherwise leaving such "real" controlled equation fixed in the process. Naturally, the perturbation of the probability measure is defined with the help of Girsanov's theorem and the optimal value of the new problem is referred to as the weakly perturbed value function. In this work, we shall study the differentiability and compute the directional derivatives of this weakly perturbed value function with respect to the drift and volatility coefficients, computed in a neighbourhood of the "real" parameters. As for all the articles around the topic of stability and sensitivity of the expected utility maximization problem already cited, only [16] takes this point of view, the others considering strong perturbations of the problem, which means that the reference probability measure is kept fixed and the equations are perturbed. The approach in the previous paragraph, through the adjoint states appearing in Pontryagin's maximum principle and the techniques in [3] , would also be circumscribed to such a point of view.
We remark that concurrently and independently from us, a related question has been posed and analyzed in [20] in the context of power utility functions with negative exponents and a semimartingale market model. We shall, on the contrary, focus our analysis mainly on power utility functions with positive exponents (see Remark 4.1 however). In the mentioned work, the authors essentially study the dual problem and its associated dual value function, and from this they obtain the desired sensitivities of the primal, original problem. More substantially than just differing in the type of exponent-regime (which is something that could certainly be amended both in [20] and here), the main difference with respect to our work is that in the cited article the sensitivity is studied in the strong sense (see our discussion after Proposition 2.1 in Section 2) with respect to the market price of risk parameter whereas we emphasize the analysis of perturbations in the weak sense performed directly on the drift and the volatility terms. As we will see, at this stage, this forces us to consider a restricted space for perturbations of the volatility parameter, namely, those which preserve the Kernel (see Remark 2.2).
A nice feature of our brownian framework is that it allows us to compare the sensitivity analysis in the strong and weak senses. A detailed discussion about the differences between both approaches is provided in Section 4. As we will remark, the sensitivities of the value function obtained from strong or weak perturbations need not coincide, and we provide examples for this situation. Although we do not provide a sensitivity analysis for strong perturbations, we can guess how the associated sensitivities would look like (consistently with [20] ), and compare them to our weak sensitivities. Using Bismut's integration by parts formula we find out exactly how these differ. It is also worth noticing, that if both the "real" and the perturbed market parameters are deterministic functions, the directional sensitivities do coincide under our hypotheses, as can also be guessed from first principles by a simple Cameron-Martin-Girsanov argument.
When performing the differentiability analysis of the weakly perturbed problem, we greatly rely on recent results having their origin in [2] and [1] . Indeed, the crucial fact is that we may interpret the expected utility maximization problem as the computation of a convex-analytical support function of a weakly-compact convex set in a certain, explicit, Banach space. The usefulness of working with weak perturbations and the weakly perturbed value function we define, is that its differentiability and directional derivatives can then be computed by adapting Danskin's Theorem for support functions and using the chain rule for directional derivatives, for which the Fréchet directional differentiability of the Girsanov transform as an operator between essentially bounded integrands and elements in the pre-dual of the aforementioned Banach space space has to be established. This issue poses most of the challenges in the present article.
In a nutshell our work has two original contributions. The first one is to provide new sensitivity results for weakly perturbed problems and rather precise expressions for the directional derivatives. The main tool here is, as discussed in the previous paragraph, a hidden compactness property of the feasible set in a natural normed space. The second contribution is the detailed discussion on the type of perturbations allowed as well as on the difference between weak and strong perturbations and their associated sensitivities.
The paper is structured as follows. In Section 2 we present our Samuelson model, define the weak perturbations and weakly perturbed value function and describe our main result regarding differentiability of the value function; Theorem 2.1. In Section 3 we provide for convenience of the reader a summary of the results in [2] needed for our proofs. Section 4 is the backbone of the article, where we prove the main sensitivity result. Then in Section 5 we present the second contribution of this work, consisting in a detailed analysis of the relationship between strongly and weakly perturbed value functions and providing two simple examples showing that the associated sensitivities in general differ. Finally, in the Appendix, we briefly study support functions and prove a needed adaptation of the classical Danskin's Theorem.
Problem statement
We first fix some notations. In the entire article R + (R ++ respectively) will denote the set of non-negative (respectively strictly positive) real numbers. Given T ∈ R ++ , we consider a fixed filtered probability space (Ω, F T , F = {F t } t≤T , P), where the filtration F satisfies the usual assumptions (see e.g. [31] ). Actually except for the results presented in Section 3, in which we survey some of the findings in [2] , we will assume that F is the completed filtration of the Brownian motion defined therein. We will denote by L 0 (resp. L 0 + ) the set of all F T -measurable functions (resp. nonnegative ones), and by L ∞,∞ F the set of essentially bounded real-valued progressively measurable processes endowed with the norm · ∞,∞ defined as the least essential upper bound. Integration with respect to a measure Q shall be denoted E Q except for Q = P, for which we reserve the notation E. Given a local continuous martingale
, where M (·) denotes the quadratic variation process associated to M . Finally, given a continuous semimartingale Y , we denote by E(Y ), the Doléans-Dade stochastic exponential, defined as the solution of
Let us consider a general Samuelson's price model for this section, whereby discounted prices evolve continuously as geometric brownian motions with progressively measurable drift and volatility coefficients. Specifically, suppose that the market consists of d assets S 1 , . . . , S d whose prices (denoted likewise) evolve under P as
where
) d×n shall be given shortly and will imply that the financial market is viable and moreover standard (see e.g. Given an initial wealth x ∈ R ++ and a self-financing portfolio π measured in units of wealth such that π i ∈ L 2 loc (W k ) (i ∈ 1, . . . , d and k = 1, . . . , n), which we denote π ∈ Π, the associated wealth process X is defined through the equation
In this work, we consider the following utility maximization problem
where U := R → R ∪ {−∞} is a concave utility function, whose properties will be specified in Section 3, but for the time being we suppose that U (x) = −∞ if x < 0 and the restriction of U to R + takes values in R + and is invertible. Since the financial market is viable, almost sure non-negativity of X π T implies that X π t ≥ 0 for all t ∈ [0, T ], P-a.s. Thus,
If we want to perform a sensitivity analysis with respect to the new parameters µ τ , σ τ (indexed by τ > 0), there are at least two modelling options. One, which we call the strongly perturbed formulation, is to consider a new process S τ like that of S but under the new parameters, so that perturbed wealth processes have the form:
The perturbed problem becomes (we use the s to denote strongly perturbed)
Now, let us assume thatσ has full range almost everywhere and that (σσ ⊤ ) −1 is essentialy bounded. Defining the market-price-of-risk processλ :
2) can be written as
Regarding the perturbed parameters (µ τ , σ τ ), suppose that Ker(σ τ t ) = Ker(σ t ) almost everywhere and that (σ τ (σ τ ) ⊤ ) −1 is essentialy bounded. Then, {π ⊤ σ ; π ∈ Π} = {π ⊤ σ τ ; π ∈ Π} and λ τ := (σ τ ) ⊤ (σ τ (σ τ ) ⊤ ) −1 µ τ is well-defined and again essentially bounded. Therefore, taking the point of view that perturbing (μ,σ) in the optimization problem amounts to perturbing the reference probability measure induced by the dynamicsλ t dt + dW t , Girsanov's theorem motivates the definition of
where dP τ = E (λ τ −λ) ⊤ dW T dP. Note that Novikov's condition implies that P τ is a probability measure. We call u w the weakly perturbed formulation of u(μ,σ) in (2.3), where we insist, one modifies the initial problem by changing the probability measure. Let us remark that this function is motivated only locally in the sense thatμ andσ, which determine X π for a given π ∈ Π, have been fixed in order to define it. We omit this dependence from the notation of u w . Of course u s (μ,σ) = u w (μ,σ) = u(μ,σ). For the sake of clarity, we fix now the assumptions made for (μ,σ) and the perturbed parameters (µ τ , σ τ ):
(H1) The matrixσ has full rank and (σσ ⊤ ) −1 is uniformly bounded in (t, ω). Moreover, the perturbations σ τ ofσ satisfy
) d×d has small enough norm. This holds in particular for
) d×d arbitrary and τ a small enough real number.
It is not difficult to see that u s and u w generally differ. We will provide two examples of this phenomenon in Section 5. On the other hand, the next result, whose proof is also postponed to Section 5, shows that if the parametersμ,σ and their perturbations µ τ , σ τ are deterministic, then u s and u w coincide.
Proposition 2.1 Suppose that (Ω, P) is the canonical space of continuous paths in R d equipped with the Wiener measure. Assume thatμ,σ and the perturbed parameters µ τ , σ τ are all deterministic and (H1) holds true. Then, u s (µ τ , σ τ ) = u w (µ τ , σ τ )
The weakly and strongly perturbed value functions in terms of the λ τ 's are defined by overloading notation: u w (λ τ ) := u w (µ τ , σ τ ) and u s (λ τ ) := u s (µ τ , σ τ ). We remark that under (H1) the strongly perturbed value function u s (µ τ , σ τ ) coincides with the one presented in [20] . In fact, noting that (H1) implies that
where M t := t 0σ dW . Therefore, we can interpret M as the (unperturbed) martingale driving the market in [20] andλ τ as the corresponding market price of risk, which one may vary, and henceũ(λ τ ) is a perturbed value function of its own. If however Ker(σ) = Ker(σ τ ) fails, both the approach of [20] as well as our approach pertaining u w are ill-suited.
Remark 2.2 (i)
From the previous discussion we see that the sensitivity analysis of u w is meaningful under the condition (H1) on the Kernels, in which case also the study ofũ above makes sense. This invariance of the null space of the volatility term under the considered perturbations is our main assumption. The case of general perturbations ofσ is beyond the scope of the present work and remains an interesting challenge for future research.
(ii) The value functions u w and u s (so a fortrioriũ) may have different directional derivatives if coefficients are not deterministic (see Examples 1 and 2 in Section 5). In this work we carry out the sensitivity analysis of u w , as we believe it ought to be simpler than that of u s , and specially since the probabilistic argument behind the motivation of u w is solid and the use of u w is widespread in the literature.
Let us go back, for once and for all, to weakly perturbed parameters. As commented in the introduction, the continuity of u w (in a broader context) as a function of λ was analysed in [16] . We move towards the first-order analysis now. Consider the set M e (S) = {P * ∼ P : S is a P * -local martingale} . 
Thanks to our rewriting of u w in (2.10), we will be able to deal with the analysis of the differentiability of this function with respect to all the parameters. Under appropriate assumptions, we ultimately prove in Theorem 2.1 the following sensitivity results with respect to (µ, σ) (we refer the reader to the Appendix for the definition of Hadamard differentiability):
) d×n and suppose that (H1) is satisfied for (µ τ , σ τ ) := (μ + τ ∆µ,σ + τ ∆σ) and small enough τ . Then, the directional derivative Du w (μ,σ)(∆µ, ∆σ) exists and is given by
whereX(T ) is the unique optimal terminal wealth attaining u(μ,σ). Moreover, the application
Note that, in particular, if the market defined by (μ,σ) is complete, then n = d and σ is invertible (see e.g. [15, Theorem 6.6, Chapter 1]). Therefore, u w is Hadamard differentiable at (μ,σ) and
3 The utility maximization problem as a support function of a weakly compact set
In this section we survey some of the results in [2] , where the setting, similar to that of [17] , is more general than ours as described in the previous section. Let there be d stocks and a bond, normalized to one for simplicity. Let S = S i 1≤i≤d be the price process of these stocks, and T < ∞ a finite deterministic investment horizon. The process S is assumed to be a continuous semimartingale in a filtered probability space (Ω, F, (F t ) t≤T , P), where P will always stand for the reference measure. The expectation with respect to P will be denoted by E as before.
A (self-financing) portfolio π is defined as a couple (X 0 , H), where X 0 ≥ 0 denotes the (constant) initial value associated to it and H = (
is a predictable and S-integrable process which represents the number of shares of each type under possession. The wealth X = (X t ) t≤T associated to a portfolio π is defined as
and the set of attainable wealths from x is defined as
We assume in the sequel that the market is arbitrage-free, in the sense of NFLVR (see e.g. [10] ), which implies that M e (S) (defined as in (2.8)) is not empty. As usual the market model is coined complete if M e (S) is reduced to a singleton, i.e. M e (S) = {P * }, and incomplete otherwise. The following set, introduced in [17] , plays a central role in portfolio optimization in incomplete markets
The set Y P (y) generalizes the set of density processes (with respect to P) of risk neutral measures equivalent to it. Now, we consider the following notion of utility function. As in e.g. [17] , we will make use of the Fenchel conjugate of −U (−·), namely:
In the remainder of this section, we will restrict our attention to the following setting:
(A1) U is an utility function, not bounded from above, satisfying the INADA conditions and such that U (0+) = 0.
Remark 3.1 The above assumption implies that V ≥ 0 and the existence of and inverse U −1 : (0, ∞) → (0, ∞). Of course, by a translation argument we can assume that U (0+) exists instead of the stronger U (0+) = 0. The condition that U be unbounded from above in (A1), assumed for simplicity in [2] , should be easily dispensed with.
The usual way to dealing with the issue of existence of an elementX ∈ X (x) satisfying
uses crucially a result usually referred to as Kolmos Theorem in which from a bounded in probability sequence of random variables one can extract a subsequence of convex combinations convergent in probability, plus growth conditions on U and U ′ (see e.g. [17] or [29, Theorem 7.3.4] ). However, as a corollary of the analysis in [2] the authors show in [2, Proposition 5.22] that a shorter if more involved compactness argument can be applied; the same idea will allow us to prove the sensitivity results for u w in the next section. The desired compactness property mentioned above holds in a suitable normed space. In order to motivate this space, we start by observing that for X ∈ X (x):
where Y := Y P (1), and we (now and often hereafter) write Y for Y T and X for X T , as long as the context is unequivocal. We then see that setting
for every X ∈ X (x) we have that J(U (X)) ≤ x. We remark that (2.9) and (3.3) coincide by [17, Proposition 3.1], so notation is consistent. Therefore we may conjecture that if J was connected to a norm (or say, grew stronger than it) and if the space defined by such a norm, which we shall soon call L J , was a strong dual one, then we would get the weak* relative compactness of the set {U (X) : X ∈ X (x)} immediately from Banach-Alouglu's Theorem. Let us now summarize the main topological results in [2, Section 5] for future reference. Consider J as above and define I : L 0 → R ∪ {+∞} as
Lemma 3.1 Under Assumption (A1), the functions I and J are convex.
We consider the spaces
and, for F denoting I or J, we set the equivalent norms (see [27, Theorem 1.10]):
Lemma 3.2 Under Assumption (A1) and after identifying almost equal elements, for γ = ℓ, a we have that (E F , · F,γ ), (L F , · F,γ ) are normed linear spaces.
Moreover, E F is a closed subspace of L F and both E I and L J are Banach spaces. Theorem 3.1 Suppose that Assumptions (A1)-(A2) hold true. Then, the dual of (E I , · I,a ) is isometrically isomorphic to (L J , · J,ℓ ).
To wrap up, and in light of the expression (2.10) for u w , we have given in this section conditions under which this weakly perturbed value function can indeed be viewed as a support function of a weakly compact set, namely {Z : J(Z) ≤ x}. We proceed in the next section to take advantage of this fact, in the context outlined in Section 2, in order to perform the sensitivity analysis of our problem under weak perturbations.
Remark 3.3 By e.g. Hölder inequality for modular spaces (see [2, Proposition 5.9])
we have that u w , given by (2.10), is finite. Moreover, under our assumptions, [2, Proposition 5.22] shows that the supremum therein is attained. Finally, it is easy to see that this optimizer is unique, as it must lie in the image set of U , which is a strictly concave function.
Stability and sensitivity
Let us go back to the weakly perturbed problem defined in (2.10) for some fixed parametersμ
We make the following assumption, supposed to hold in the remaining of this section:
(H2) The utility function has the form U (x) = px 1/p (p ∈ (1, +∞) ) if x ≥ 0 and it is equal to −∞ otherwise.
We denote by q := p/(p − 1) ∈ (1, +∞) the conjugate exponent of p.
Remark 4.1 In the more general context of the previous section, we clearly have that (H2) implies (A1) and, thanks to Remark 3.2, assumption (A2) also holds true. We stress that (H2) could be modified to include more general utility functions. Indeed all we really use in the arguments of the proofs to follow in this section is that U grows slower than some p-root. An example of U satisfying this and assumption (H1), beyond the power case, is given e.g. by the inverse function of x → e x − x − 1.
In the jargon of Section 3, using the power-like form of the utility function we have that , ω) ) a.e. , as easily follows from [21, Proposition 3.2] and the fact that we are working on the brownian filtration. In this context, we have that L I = E I and for some constant
Analogously,
we have that L J = E J and there exists a constant c(p) ∈ R ++ such that
Since c(p) and C(p) play no role here, we shall ignore them. We state now a simple lemma that we shall invoke more than once:
The following assertions hold true:
) n , B progressive, n-dimensional, such that E T 0 |B t | ρ dt < ∞ and Z defined as the real-valued process solving dZ = (ZA+ B) ⊤ dW . Then, there exists a constant c = c(ρ, T ) > 0 such that
Proof. The proof of the first assertion is a standard application of Gronwall's Lemma (see e.g. [34, Chapter 6, Section 4]). For the second point, using thatλ and Γ are essentially bounded, we observe that
for some constant c > 0. Since α dominates E Γ ⊤ dW T q I , the result follows.
Our aim now is to study the differentiability of
Lemma 4.1(ii) implies that g is well-defined. We prove now the Fréchet differentiability of g:
The map g is locally Lipschitz and Fréchet differentiable. Moreover, for all ∆λ ∈ (L ∞,∞ F ) n we have that
) n . We have that, omitting the dependence on t and denoting by · 2 the L 2 -norm with respect to P,
and so the local Lipschitz property follows from Lemma 4.1 and (4.3). Let us prove that g is Gâteaux differentiable. Take λ and callΛ = λ −λ and λ ǫ :=Λ + ǫ∆λ. We see that
Using that e x = 1 + x + x 1 0 [e ax − 1]da and calling x ǫ the term inside exp{. . . } in the expression above, we obtain
In order to show (4.2), it suffices to prove that E Λ ⊤ dW |∆λ| 2 dt I < ∞ and
The first claim is trivial, as ∆λ ∈ (L ∞,∞ F ) n and g(λ) ∈ L I . For the second one, letting ν ≡ 0 in (4.1), it suffices to estimate
which we may bound from above by the product of
, and E e 2(q−1) λ⊤ dW +(q−1)
Using the Cauchy-Schwartz and the Burkholder-Davis-Gundy (BDG) inequalities we have that the first term is finite. As for the second one, in order to prove that it converges to zero it suffices to show that E 1 0 |e axǫ − 1| 4q da → 0. The term within the integral converges a.e. to zero as ǫ → 0. On the other hand, for some c > 0,
and e 4qaǫ ∆ ⊤ dW ≤ e 4q ∆ ⊤ dW + 1, which is integrable. Thus, by dominated convergence, we have that (4.2) holds true. In order to prove Fréchet differentiability it suffices to show the continuity of the application λ ∈ (L
Up to taking q-root, the first and the third r.h.s terms can be bounded above, through repeated Cauchy-Schwartz, by
and E e 4(q−1) λ⊤ dW +2(q−1)
As in the proof of the local Lipschitzianity of g, we get that the last term in both expressions above tends to zero. Therefore, the BDG inequality implies that the first and third terms in (4.4) tend to zero uniformly w.r.t. ∆λ satisfying that ∆λ ∞,∞ ≤ 1. Finally,
The result follows.
Using the above fact we prove the stability (continuity) and the Hadamard differentiability of u w as a function of the market price of risk λ. The reader is referred to the Appendix for the definition of Hadamard directionally differentiable maps. Some parts of the following proof are independent of the choice of utility function, pointing out that we may in the future extend our approach:
) n → R + is continuous, Gâteaux and Hadamard directionally differentiable. Denoting by X[λ] T the optimal final wealth associated to u w (λ), which is unique, for all ∆λ ∈ (L ∞,∞ F ) n the directional derivative is given by 
. Using Hölder's inequality in [2, Proposition 5.9] we bound
Taking k = 1 in (3.4) and using that J(Z(λ)) ≤ x, we obtain that Z(λ) J ≤ 1 + x. The second term in the expression above is uniformly bounded whenever ∆λ is taken in a bounded set (as in the proof in Lemma 4.2). Thus, Du w (λ)(·) is linear and continuous and so u w is Gâteaux differentiable. Finally, we prove our main result, stated at the end of Section 2.
Proof of Theorem 2.1. By (H1) we have that (σσ ⊤ ) −1 is essentially bounded. Thus,
is Fréchet differentiable at (μ,σ) and its directional derivative is given by Remark 4.2 Note that the proof provides the Hadamard differentiability for the natural extension of u w to P, where P is defined as
σσ ⊤ is a.e. invertible and ess sup
i.e. for perturbations not necessarily satisfying the stability of the Kernels in (H1). However, this extension of u w for perturbations not satisfying (H1) is meaningless, as we have already discussed.
To conclude this section, we show how the results in Theorem 2.1 extend to the case of non trivial interest rate. More precisely, suppose now that the market comprises the previous d risky assets S 1 , . . . , S d and also a riskless asset S 0 , satisfying
. In this case the wealth process satisfies the SDE
where 1 denotes the vector of ones in R d . Let us fix (r,μ,σ) ∈ L ∞,∞ F × P and for any (r τ , µ τ , σ τ ) ∈ L ∞,∞ F × P denote by u s (r τ , µ τ , σ τ ) the value of the strongly perturbed problem. Then, by a simple change of variable, for a p-power utility function (p ∈ (1, ∞)) we find that
Assuming thatσ and σ τ satisfy (H1), we then define the weakly perturbed value function as
. Thus, arguing exactly as before we obtain the following sensitivities; for every (∆r, ∆µ, ∆σ
) d×n such that σ τ :=σ + τ ∆σ satisfies (H1) for τ > 0 small enough, we have that
On the weak and strong formulations
We begin this section by proving Proposition 2.1 which states that under the assumption that the nominal and perturbed parameters are deterministic, the optimal values of the strongly and weakly perturbed problems coincide.
is stricly smaller than that of the driving brownian motion W , so in particular one may not find pre- In the following examples we show that, even in the one-dimensional case, u s and u w , as well as their directional derivatives, generally defer if the reference market price-of-riskλ is random. Example 1. Let us take U (x) = log(x) if x > 0 and U (x) = −∞ if x ≤ 0. Although this utility function does not fulfil our assumption, we use it to illustrate the phenomenon we are discussing. It is well known (see e.g. [29, Chapter 7.3.5] ) that for a market model dS t = λd M t + dM t for M a martingale and λ say essentially bounded, the optimal utility is
We thus conclude in our brownian setting and for λ τ =λ + τ ∆ that:
On the other hand, by Girsanov's theorem and taking ∆ deterministic for simplicity,
where dP τ = E τ ∆dW T dP. This already shows that the two value functions may easily differ, unless e.g.λ and ∆ were both deterministic. Moreover, one can easily compute the first order sensitivities:
We conclude that the sensitivities generally differ, unless again if e.g.λ was deterministic. To exemplify this point, the reader may take any bounded deterministic function ∆ and defineλ(t, ω) to be e.g. of euclidean norm 1 if t 0 ∆ s dW s is positive and 0 otherwise. Example 2. We now present an example that does fulfil our assumptions on the utility function. Let us take U (x) = 2 √ x if x ≥ 0 and −∞ otherwise. We take x = 1 for simplicity. By e.g. [29, Chapter 7.3 .5] we know, in the one-asset case, that the optimal utility for a market model dS = λd M + dM will be 2 E exp
Thus, in a one-dimensional brownian setting and for λ τ =λ + τ ∆ it holds:
and by Girsanov's theorem and assuming ∆ deterministic:
where dP τ = E τ ∆dW T dP. We thus obtain the following first order sensitivities:
From this, we see that
This shows that the sensitivities generally differ, unless if further e.g.λ is deterministic. To exemplify, with Girsanov theorem and the product formula, the expectation in the r.h.s above becomes
whereẼ denotes expectation under dP := E λ dW T dP. The reader may take any negative, bounded function ∆ and defineλ(t, ω) to be e.g. equal to 1 if t 0 ∆ s dW s is positive and 0 otherwise. Then
t is non-negative a.e. and can be seen to be strictly positive in a non-evanescent set w.r.t. dt × dP. Thus the sensitivities differ in this case, and a fortriori also the value functions themselves. We close this section by providing an expression, which we derive heuristically, connecting the sensitivities of the weakly and strongly perturbed problems. For simplicity, we restrict the analysis to varying market prices of risk only (and fixed volatilities, so only the drift is being perturbed).
Let us denote θ ǫ (ω) = ω + ǫ δλds a shift in canonical space and X * the optimal wealth (π * the optimal portfolio) under reference parameters. Then
From this we conclude that, if the corresponding directional derivatives in path-space are well-defined, We can reasonably conjecture, if anything like the "envelope" or "Danskin Theorem" is to hold for it, as well as a directional chain rule, that
in accordance to [20] for the case of negative power utility, and so the l.h.s. in (5.1) is the sensitivity associated to weak perturbations (see (4.5), evaluated atλ) whereas the sensitivity for strong perturbations is contained in the r.h.s. Thus, we obtain the sought after relationship between sensitivities: By duality and [21, Corollary 3.3] we know that there is a scalar a (making sure that X * (T ) satisfies the budget constraint) such that U ′ (X * (T )) = aE − [λ + ν]dW , for some ν ∈ K(σ); see Section 4. We then see by the product formula that, upon defining dZ t = −Z t [λ + ν]dW t , we get: Remark 5.2 In view of the proof of Proposition 2.1, Examples 1 and 2 and the previous discussion, it is reasonable to conjecture that if the reference parameters are deterministic, then the equality between the sensitivities (5.2) will hold true, independently of the fact that δλ is deterministic or not.
Note that v is well defined, it is a Lipschitz function and S(d) = ∅. In fact,
3)
The proof of the following result is a simple modification of the proof in [4, Theorem 4.13].
Lemma 5.1 For anyd ∈ X * , the following assertions hold true (i) The set S(d) is weakly compact.
(ii) The function v is directionally differentiable in the Hadamard sense and its directional derivative is given by Therefore, (5.4) is a consequence of (5.5) and (5.7).
