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PRO-P IWAHORI-HECKE ALGEBRAS ARE GORENSTEIN
RACHEL OLLIVIER AND PETER SCHNEIDER
Abstract. Let F be a locally compact nonarchimedean field with residue characteristic p and G the
group of F-rational points of a connected split reductive group over F. For k an arbitrary field, we study
the homological properties of the Iwahori-Hecke k-algebra H′ and of the pro-p Iwahori-Hecke k-algebra H
of G. We prove that both of these algebras are Gorenstein rings with self-injective dimension bounded
above by the rank of G. If G is semisimple, we also show that this upper bound is sharp, that both H
and H′ are Auslander-Gorenstein and that there is a duality functor on the finitely generated modules
of H (respectively H′). We obtain the analogous Gorenstein and Auslander-Gorenstein properties for the
graded rings associated to H and H′.
When k has characteristic p, we prove that in “most” cases H and H′ have infinite global dimension.
In particular, we deduce that the category of smooth k-representations of G = PGL2(Qp) generated by
their invariant vectors under the pro-p-Iwahori subgroup has infinite global dimension (at least if k is
algebraically closed).
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Introduction
0.1. Framework. The affine Hecke algebra with parameter q attached to an affine Coxeter system
(W,S) is ubiquitous in representation theory: it is the Z[q]-algebra H with basis (tw)w indexed by the
elements w ∈W with the braid relations
twtw′ = tww′ if ℓ(ww
′) = ℓ(w) + ℓ(w′),
where ℓ is the length function of (W,S), and the quadratic relations
t2s = (q− 1)ts + q for s ∈ S.
It has been extensively studied ([32], [23] for example) over Z[q±1], that is to say when the parameter is
an invertible indeterminate.
In the representation theory of p-adic reductive groups, specializations of the affine Hecke algebra
appear naturally as follows. Let F be a locally compact nonarchimedean field with residue characteristic
p and residue field with q elements, and let G be the group of F-rational points of a connected split
reductive group G over F. Fix an Iwahori subgroup I′ of G and consider the (extended) affine Coxeter
system corresponding to the choice of an apartment in the semisimple building of G containing the
chamber fixed by I′. An arbitrary field k is a Z[q]-module via the specialization of q to the image of the
integer q in the field k. The Iwahori-Hecke k-algebra of G is then isomorphic to (the extended version
of) H⊗Z[q] k.
This article studies the homological properties of the Iwahori-Hecke k-algebra H′ of G, as well as the
properties of an extension of H′ : the Hecke k-algebra H of the pro-p-Sylow subgroup I of I′. We are
motivated by the case when k has characteristic p where very little is known, since the parameter q
specializes to 0. Nevertheless, our methods and most of our results are valid over an arbitrary field k.
The case when k is the field of complex numbers appears most often in the literature. The represen-
tation theory of complex affine Hecke algebras is closely related to the complex representation theory of
G. The blocks of the category of smooth complex representations of G ([5]) are called Bernstein com-
ponents. By the program of Bushnell and Kutzko ([15]), they should be parametrized by certain pairs
(U, ρ) called types, where ρ is an irreducible smooth representation of an open compact subgroup U of
G. For various groups G and various types, it is known that the corresponding block is equivalent to a
category of modules over a tensor product of complex affine Hecke algebras (see also [22]).
For example, the trivial representation of I′ is a type and the corresponding block is equivalent to the
category of modules over the complex Iwahori-Hecke algebra of G ([6]). Since each Bernstein component
has finite global dimension (by a result by Bernstein), the complex Iwahori-Hecke algebra also has finite
global dimension. Furthermore, the irreducible representations of the complex Iwahori-Hecke algebra
are well understood ([23], [40]). To classify these representations, it is crucial that the algebra has a
presentation due to Bernstein, which can be seen as an analog of the loop presentation for affine Lie
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algebras. In [23], this presentation is the key for the geometric realization of the affine Hecke C[q±1]-
algebra and its regular representation in terms of the equivariant K-theory of the Steinberg variety of
triples, with respect to the natural action of G × C∗ ([17], [23]). In their description, the parameter q
appears naturally as the generator of the Grothendieck group of C∗.
If q is not invertible the affine Hecke algebra has been studied in [51] (and [50]). But it does not have
a Bernstein presentation and has no known geometric realization. Hence, the Iwahori-Hecke algebra H′
over a field k with characteristic p is much less understood than in the complex case. However, it appears
naturally in the context of the mod p representation theory of G, or rather, the pro-p Iwahori-Hecke
algebra H does: there is a faithful functor from a full subcategory of the smooth k-representations of G
(containing all irreducibles) into the category of H-modules. Since it is not in general an equivalence of
categories ([35]), the link between Hecke modules and representations in characteristic p is more subtle
than in the complex case, and is not yet fully understood. Nevertheless, it has motivated the study of the
representations of the k-algebra H which, in the case when G is the general linear group, has revealed a
numerical coincidence between certain irreducible mod p Galois representations and a family of irreducible
Hecke modules called supersingular and characterized by the fact that they are annihilated by certain
central Hecke operators (this was conjectured in [50] and proved in [34]). The meaning and consequences
of this coincidence, which suggests that the H-modules in characteristic p carry some number theoretic
information, still have to be explored. More generally, the recent developments about mod p and p-adic
Langlands correspondence ([38]) for GL2(Qp) show that, as opposed to the complex case, the focus on
irreducible representations of G is not going to be enough to grasp the depth of the phenomena. Thus,
on the side of the Hecke modules, one also needs to understand the geometry and homological properties
of H. The current article is a first step in this direction.
0.2. Results. Until mentioned otherwise, k is a field with arbitrary characteristic and H and H′ are re-
spectively the pro-p Iwahori-Hecke k-algebra and the Iwahori-Hecke k-algebra of the split p-adic reductive
group G (notations in Section 2). In the semisimple building X of G, we fix an apartment A containing
the chamber C fixed by the chosen Iwahori subgroup I′. We denote by d the semisimple rank of G. In
this introduction, we describe the results for H. They are equally valid for H′ as proved throughout the
article.
0.2.1. After some preliminaries and notations (Sections 1 and 2), we describe in Section 3 the main
steps for defining a natural resolution of H as an (H,H)-bimodule which is a key ingredient in the rest
of the article. To help the flow, some details are postponed to the technical Section 4. The result is the
following (Theorem 3.12): there is a natural exact sequence of (H,H)-bimodules of the form
(0.1) 0 −→
⊕
F∈Fd
H(ǫF )⊗H†
F
H −→ . . . −→
⊕
F∈F0
H(ǫF )⊗H†
F
H −→ H −→ 0
which yields a free resolution of H as a left and as a right H-module. The sets Fi are made of certain
facets of dimension i contained in the closure C of C. For such a facet F , the algebra H†F is the pro-p
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Iwahori-Hecke algebra of the stabilizer of F in G: it is a subalgebra of H so that H can be seen as a left
and right H†F -module. Note that if G is semisimple, then H
†
F is finite dimensional as a vector space. (In
the above resolution, the right action of H†F on H is twisted by a certain orientation character ǫF , hence
the notation H(ǫF )).
As explained in Section 1, this resolution ensures that certain homological properties of H are controlled
by the “small” pro-p Iwahori-Hecke algebras H†F . In Section 5, we establish that each H
†
F is left and right
noetherian and has self-injective dimension equal to the rank r of the center of G. It implies the following
result (Theorem 3.14):
Theorem 0.1. H is a Gorenstein ring of self-injective dimension bounded above by the rank d+ r of the
group G. The same statement is valid for the Iwahori-Hecke algebra H′.
We now explain the idea behind the resolution (0.1). The cornerstone of our argument is the following
construction in [43]. For an arbitrary k-representation V of G generated by its I-invariant subspace,
consider the attached G-equivariant homological coefficient system of level zero V on the building X
and the associated augmented chain complex Corc (X(•),V) → V. If k = C, it yields a resolution for V
(loc.cit). This fails in general if k has characteristic p (Remark 3.2). However, we are able to prove,
independently of the characteristic of k, that passing to the I-invariants vectors in Corc (X(•),V) → V
always yields an exact resolution (Corc (X(•),V))
I → VI of VI as a left H-module. This is done by proving
that the latter complex is isomorphic to another complex Corc (A(•),V
I) → VI associated to a certain
homological coefficient system VI on the apartment A (3.2). This observation was inspired by a similar
statement in [11] valid for complex representations. It remains to show that the new complex is exact,
and this is obtained by a classical argument of contractibility of certain subcomplexes of A , together
with the crucial fact that the coefficient system VI on A has additional “local constancy” properties
(Theorem 3.4).
Let X denote the universal representation of G compactly induced from the trivial character of I with
values in k (it is naturally a right H-module). In the case where V = X, we have obtained an exact
resolution (Corc (X(•),X))
I → XI of H = XI as an (H,H)-bimodule: it is the resolution (0.1). Note that,
if the field k has characteristic 0, then for H′ such a result is already contained (with a different proof)
in [37].
0.2.2. Suppose that G is semisimple, meaning r = 0. Then by tensoring (0.1) with any left H-module
m, we obtain an exact resolution
(0.2) Gpr•(m) −→ m
of m by Gorenstein projective modules (Lemma 6.4), which can be used to compute the right H-modules
ExtiH(m,H).
In the process of proving that the upper bound d in the previous theorem is sharp, we first investigated
the case of the two following H-modules: the trivial character χtriv and the sign character χsign (in
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the setting of the complex Iwahori-Hecke algebra and complex representations of G, these characters
correspond respectively to the trivial and the Steinberg representation of G). We computed that, for
χ ∈ {χtriv, χsign}, we have Ext
d
H(χ,H) = χ ◦ ιC where ιC is an involutive automorphism of H which, in
the particular case where G is simply connected, coincides with the canonical involution exchanging χtriv
and χsign. This proves that the self-injective dimension of G is equal to d. Moreover, it suggests that
(under the assumption that G is semisimple) there is a duality functor on finitely generated H-modules.
This is part of the following result (see 6.4).
Theorem 0.2. Suppose that G is semisimple.
i. For any left H-module of finite length, there is a natural isomorphism of right H-modules
ExtdH(m,H)
∼= md
where md := Homk(ι
∗
Cm, k) and the action of H on ι
∗
Cm is through the automorphism ιC .
ii. In particular, H has injective dimension equal to d.
iii. H is Auslander-Gorenstein. In particular, we have ExtiH(m,H) = 0 for any i < d and any
H-module of finite length m.
We conclude Section 6 by noticing that in the case of the sign and trivial characters, the resolution
(0.2) is in fact a resolution by projective H-modules, under certain hypotheses on k which are satisfied for
example if k has characteristic 0 or p: these characters have projective dimension d (Proposition 6.20).
0.2.3. Without any assumption on G, we study in Section 7 the global dimension of H (and H′) when k
has characteristic p. We prove that in “most” cases, H and H′ both admit a simple module with infinite
projective dimension. But, for example, if G = PGL2(Qp) the algebra H has infinite global dimension
whereas H′, for p 6= 2, has global dimension 1. As an application, using [35], we obtain that the category
of smooth k-representations of G = PGL2(Qp) generated by their I-invariant vectors has infinite global
dimension, at least if k is algebraically closed.
0.2.4. In Section 8 we introduce the graded ring gr•H associated to a natural filtration on H. The
graded ring similarly associated to H′ in the case when G is simply connected is known as the affine nil
Coxeter algebra. It is investigated in the theory of affine Grassmannians and noncommutative symmetric
functions (compare, for example, [4, 27, 30]). We prove the following.
Theorem 0.3. i. gr•H is a Gorenstein ring of self-injective dimension bounded above by the rank
of the group G.
ii. If furthermore G is semisimple, then gr•H is Auslander-Gorenstein.
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1. Some general algebra
Let k be any field and A be some k-algebra.
First we assume that A is a (A0, A0)-bimodule over a k-algebra A0, where the left, resp. right, A0-
module structure of A is given by an algebra homomorphism λ : A0 → A, resp. ρ : A0 → A. We consider
the following three properties:
1. A0 is left and right noetherian.
2. A0 has finite injective dimension r as a left and as a right module over itself.
3. A is free as a left as well as a right A0-module.
In the following a left, resp. right, A-module will be viewed as an A0-module via the map λ, resp. ρ.
Lemma 1.1. i. Assuming 1.–3., A as a left and as a right A0-module has injective dimension ≤ r.
ii. Assuming 3., let N be a left A-module which as an A0-module has injective dimension ≤ r. For
any left A0-module M we have Ext
i
A(A⊗A0 M,N) = 0 for any i > r.
iii. Assume 3., λ = ρ, and that A0 is a direct summand of A as an (A0, A0)-bimodule. If the A0-
module M has infinite projective dimension then the A-module A ⊗A0 M has infinite projective
dimension as well.
Proof. i. We write A = ⊕i∈IA0, and we choose an injective resolution 0→ A0 → E0 → . . . Er → 0 of A0
as an A0-module. Since over a noetherian ring arbitrary direct sums of injective modules are injective it
follows that 0→ A→ ⊕i∈IE0 → . . .→ ⊕i∈IEr → 0 is an injective resolution of A as an A0-module.
ii. We choose a projective resolution P• −→M of the A0-module M . Since A is free as an A0-module
by assumption it follows that A⊗A0 P• −→ A⊗A0 M is a projective resolution of the A-module A⊗A0M .
We compute
ExtiA(A⊗A0 M,N) = h
i(HomA(A⊗A0 P•, N)) = h
i(HomA0(P•, N)) = Ext
i
A0(M,N) = 0
for i > r.
iii. Let M ′ be any A0-module. As above we have Ext
i
A(A⊗A0 M,A⊗A0 M
′) = ExtiA0(M,A⊗A0 M
′).
The third assumption implies that ExtiA0(M,M
′) is a direct summand of ExtiA0(M,A ⊗A0 M
′). 
Let us now assume that we have an integer r ≥ 0 and an exact sequence of (A,A)-bimodules
(1.1) 0 −→ Bd −→ . . . −→ B0 −→ A −→ 0
where each term Bj is isomorphic to a finite direct sum of bimodules of the form A ⊗A0 A with A0 as
above (but varying with Bj and the respective direct summand). We say that (1.1) satisfies one of the
properties 1., 2., or 3. if each of the occurring bimodules has this property.
Proposition 1.2. i. Assuming that (1.1) satisfies 1.–3., the injective dimension of A as a left and
as a right A-module is ≤ d+ r.
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ii. Assuming that (1.1) satisfies 3., let N be a left A-module such that, for all the algebras A0
appearing in the bimodules of (1.1), the injective dimension of N as an A0-module is ≤ r. Then
N has injective dimension ≤ d+ r.
iii. Assuming that (1.1) satisfies 3., let M be a left A-module such that, for all the algebras A0
appearing in the bimodules of (1.1), the projective dimension of M as an A0-module is ≤ r. Then
M has projective dimension ≤ d+ r.
Proof. By Lemma 1.1.i the first assertion is a special case of the second one. To prove ii. we let M be
an arbitrary left A-module. By the property 3. the sequence (1.1) is an exact sequence of free right
A-modules. Hence tensoring by M gives the exact sequence of left A-modules
0 −→ Bd ⊗A M −→ . . . −→ B0 ⊗A M −→M −→ 0 .
Viewing this as a quasi-isomorphism between the complexes Bd ⊗A M −→ . . . −→ B0 ⊗A M and M the
corresponding hyper-Ext spectral sequence is a first quadrant spectral sequence of the form
Es,t1 = Ext
t
A(Bs ⊗A M,N) =⇒ Ext
s+t
A (M,N) .
Each A-module Bj ⊗AM is a finite direct sum of A-modules of the form A⊗A0 A⊗AM = A⊗A0 M . It
therefore follows from Lemma 1.1.ii that
ExttA(Bs ⊗A M,N) = 0 for any t > r and 0 ≤ s ≤ d.
Inserting this information into the spectral sequence gives ExtiA(M,N) = 0 for any i > d + r. iii. By
assumption and the property 3. each term Bi⊗AM in the above exact sequence has a projective resolution
of length ≤ r. Passing to the total complex in the corresponding double complex leads to a projective
resolution of length ≤ d+ r of the A-module M . 
Obvious statements analogous to Proposition 1.2.ii. and iii. hold for right A-modules N and M ,
respectively.
2. Pro-p Iwahori-Hecke algebras
We fix a locally compact nonarchimedean field F (of arbitrary characteristic) with ring of integers O
and prime element π. We choose the valuation valF on F normalized by valF(π) = 1. Let G := G(F) be
the group of F-rational points of a connected reductive group G over F which we always assume to be
F-split. The residue field O/πO of F is Fq for some power q = pf of the residue characteristic p. Let
k denote an arbitrary field. Let X , resp. X 1, be the semisimple, resp. enlarged ([13, 4.2.16]), building
of G. There is the canonical projection map pr : X 1 −→ X . We fix a chamber C in X as well as a
hyperspecial vertex x0 of C. The stabilizer of x0 in G contains a good maximal compact subgroup K of
G. The pointwise stabilizer I′ ⊆ K of pr−1(C) is an Iwahori subgroup. In fact, let Gx0 and GC denote
the Bruhat-Tits group schemes over O whose O-valued points are K and I′, respectively. (Note that
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Gx0(F) = GC(F) = G). Their reductions over the residue field Fq are denoted by Gx0 and GC . By [48]
3.4.2, 3.7, and 3.8 we have:
– Gx0 is connected reductive and Fq-split.
– The natural homomorphism GC −→ Gx0 has a connected unipotent kernel and maps the con-
nected component G
◦
C onto a Borel subgroup B of Gx0 . Hence GC/G
◦
C is isomorphic to a
subgroup of NormGx0
(B)/B. But NormGx0
(B) = B and therefore GC = G
◦
C .
It implies G◦C(O) = GC(O) = I
′ and G◦x0(O) = Gx0(O) = K.
Let N denote the unipotent radical of B and T its Levi subgroup. We put
K1 := Ker
(
Gx0(O)
pr
−−→ Gx0(Fq)
)
and I := {g ∈ K : pr(g) ∈ N(Fq)}
and obtain the chain
K1 ⊆ I ⊆ I
′ ⊆ K
of compact open subgroups in G such that
K/K1 = Gx0 := Gx0(Fq) ⊇ I/K1 = N := N(Fq) .
The subgroup I is pro-p and is called the pro-p-Iwahori subgroup. It is a maximal pro-p-subgroup in K.
The quotient I′/I identifies with T(Fq).
The compact induction X := indGI (1) of the trivial I-representation over k is a smooth representation
of G in a k-vector space. The pro-p Iwahori-Hecke algebra is defined to be H := Endk[G](X)
op. It is a
k-algebra. We often will identify H, as a right H-module, via the map
H
∼=
−−→ indGI (1)
I ⊆ X
h 7−→ (charI)h
(where charI ∈ ind
G
I (1) denotes the characteristic function of I) with the submodule ind
G
I (1)
I of I-fixed
vectors in indGI (1). If we replace I by I
′ in the latter, we define the Iwahori-Hecke algebra H′: it identifies
with the submodule indGI′ (1)
I′ of I′-fixed vectors in the compact induction X′ := indGI′ (1).
We recall that, for any smooth G-representation V , the subspace V I = Homk[G](ind
G
I (1), V ) of I-fixed
vectors in V naturally is a left H-module. Likewise V I
′
is an H′-module.
3. The universal resolution
3.1. We consider the semisimple Bruhat-Tits building X of G. We recall (cf. [43] I.1-2 for a brief
overview) that X is (the topological realization of) a G-equivariant polysimplicial complex of dimension
equal to the semisimple rank d of G. The (open) polysimplices are called facets and the d-dimensional,
resp. zero dimensional, facets chambers, resp. vertices. Associated with each facet F is, in a G-equivariant
way, a smooth affine O-group scheme GF whose general fiber is G and such that GF (O) is the pointwise
stabilizer in G of pr−1(F ) (denoted by Gpr−1(F ) in [48, 3.4.1]). Its connected component is denoted by
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G◦F so that the reduction G
◦
F over Fq is a connected smooth algebraic group. The subgroup G
◦
F (O) of
G is compact open. Let
IF := {g ∈ G
◦
F (O) : (g mod π) ∈ unipotent radical of G
◦
F}.
The IF are compact open pro-p subgroups in G which satisfy IC = I, Ix0 = K1,
(3.1) gIF g
−1 = IgF for any g ∈ G,
and
(3.2) IF ′ ⊆ IF whenever F
′ ⊆ F.
Let P†F denote the stabilizer in G of the facet F . For g ∈ P
†
F , set ǫF (g) = +1, resp. −1, if g
preserves, resp. reverses, a given orientation of F . Note that if F is contained in the closure C of C, then
IF ⊆ I ⊆ I
′ ⊆ P†F with IF being normal in P
†
F .
Lemma 3.1. Let F ′ be any facet of X . The elements in I′ ∩P†F ′ fix F
′ pointwise; in particular, we have
ǫF ′ |(I
′ ∩ P†F ′) = 1.
Proof. Any h ∈ I′ ∩P†F ′ stabilizes the facet F
′ and fixes pointwise the chamber C. We pick points y ∈ C
and z ∈ F ′, and we choose an apartment A of X which contains C and F ′. Then A also contains
the geodesics [yz] and [yh(z)] = h([yz]). Since C is open in A both geodesics meet C in small (half
open) intervals and therefore necessarily are equal. It follows that h(z) = z. This shows that h fixes F ′
pointwise. 
Let V be a smooth k-representation of G. Properties (3.1) and (3.2) imply that the family {VIF }F of
subspaces of IF -fixed vectors in V forms a G-equivariant coefficient system V on X . The associated (cf.
[43] II.2) augmented oriented chain complex
(3.3) 0 −→ Corc (X(d),V)
∂
−→ . . .
∂
−→ Corc (X(0),V)
ǫ
−→ V −→ 0
is a complex of G-representations.
Remark 3.2. 1. The complex (3.3) is exact when V is one of the universal modules X and X′. This
is the “universal” part of the proof of [43] Thm. II.3.1 which works for completely arbitrary coefficient
rings (instead of the field of complex numbers): the arguments in loc. cit. Step 2 with T := G/I, resp.
T := G/I′, and Step 3 with a special vertex of the chamber g0C go through literally.
2. If k is the field of complex coefficients andV is a representation generated by its I-invariant subspace,
then (3.3) is exact. This is the level zero case of [43, Theorem II.3.1].
3. Suppose that k has characteristic p and G = GL2(Qp). Let V be a representation of G generated
by its I-invariant subspace and with scalar action of the center. Then (3.3) is exact if and only if VK1 is
equal to the sub-K-representation of V generated by VI. It is a corollary of the main result of [35] and of
the exactness of the complex in the universal case as explained in [36, 6.3]. For example, (3.3) is exact if
V is the trivial representation of G, but it is not exact in general: if V
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of G with trivial central character described in [10, Theorem 8.6], then VK1 is a representation of K which
is not semisimple whereas its socle is the sub-K-representation generated by the 2-dimensional space VI.
If we pass in (3.3) to the I-invariant vectors we obtain the complex of left H-modules
(3.4) 0 −→ Corc (X(d),V)
I ∂−→ . . .
∂
−→ Corc (X(0),V)
I ǫ−→ VI −→ 0 .
Surprisingly we will be able to establish the exactness of this complex in complete generality.
3.2. In Section 4.1, we will recall the definition of the standard apartment A , which in particular,
contains the chamber C. To the smooth k-representation V of G, we associate the coefficient system on
A denoted by VI and defined by
F 7−→ VIF (I∩P
†
F
) for any facet F in A
with transition maps
tFF ′ : V
IF (I∩P
†
F
) −→ VIF ′ (I∩P
†
F ′
) whenever F ′ ⊆ F .
x 7−→
∑
g∈(I∩P†
F ′
)/(I∩P†
F
)
gx .
We consider the associated augmented oriented chain complex
(3.5) 0 −→ Corc (A(d),V
I)
∂
−→ . . .
∂
−→ Corc (A(0),V
I)
ǫA−−→ VI −→ 0
where the augmentation is given by
ǫA : C
or
c (A(0),V
I) −→ VI
f 7−→
∑
x∈A0
∑
g∈I/(I∩P†x)
g f(x) .
The following result is inspired by [11].
Proposition 3.3. The complex (3.4) is isomorphic to the complex (3.5).
Proof. We are going to check that restricting oriented chains gives isomorphisms
(3.6) Corc (X(i),V)
I ∼=−−→ Corc (A(i),V
I) for any i ∈ {0, ..., d},
which are compatible with the differential maps. By the definition of the action of I on the chains, the
value of an oriented I-invariant i-chain at an oriented facet (F, c) ∈ A(i) lies in V
IF (I∩P
†
F
). Therefore
(3.6) is well defined. It is bijective by the Bruhat decomposition which will be recalled in Section 4.5 and
implies that any chamber in X has an I-conjugate that belongs to the standard apartment A . Since I
fixes C pointwise no two different points in A can be equivalent under the I-action. Hence for any facet
F ′ in X there is a unique facet F in A such that F ′ = gF for some g ∈ I. Lastly, by Lemma 3.1 this
remains true for oriented facets.
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Now we check the compatibility of the isomorphisms (3.6) with the differentials. Suppose that i ≥ 1.
Consider an oriented I-invariant i-chain f ∈ Corc (X(i),V)
I. The image of f by the differential ∂ in the
complex (3.4) is an I-invariant (i− 1)-chain determined by its values at (F ′, c′) ∈ A(i−1) and
∂(f)(F ′, c′) =
∑
F∈Ai
∑
F ′⊂gF
g∈I/(I∩P†
F
)
f(gF, c)
where c is such that it induces the orientation c′ as in [43, II.1]. Since f is I-invariant and g does not
change the orientation (Lemma 3.1), we have
f(gF, c) = f(g(F, c)) = g(f(F, c)).
Moreover, by uniqueness of the facet in the I-orbit of F ′ belonging to A , the g’s in the previous sum
belong to I ∩ P†F ′ . Therefore
(3.7) ∂(f)(F ′, c′) =
∑
F∈Ai,F ′⊂F
∑
g∈(I∩P†
F ′
)/(I∩P†
F
)
g(f(F, c)) =
∑
F∈Ai,F ′⊂F
tFF ′(f(F, c)).
where Ai denotes the set of i-dimensional facets in A and where c induces the orientation c
′. Likewise,
it gets easily checked that the composition of the augmentation map ǫ in the complex (3.12) with the
isomorphism (3.6) for i = 0 yields the augmentation map ǫA announced in the proposition. 
Theorem 3.4. The complexes (3.4) and (3.5) are exact.
Proof. By Proposition 3.3, it suffices to show that (3.5) is exact. Let F be a facet in the standard
apartment. By Proposition 4.13, there is a unique chamber C(F ) which contains F in its closure and
which is closest to the chamber C in the sense of the gallery distance. Furthermore, it satisfies
(3.8) IF (I ∩ P
†
F ) = IC(F ) and I ∩ P
†
F = I ∩ P
†
C(F ) .
This implies that the transition map
(3.9) t
C(F )
F : V
IC(F ) =−−→ VIF (I∩P
†
F
)
from the chamber C(F ) to the facet F is the identity map.
In order to use this to show the exactness of (3.5) we introduce, for any n ≥ 0, the subcomplex A (n)
of all facets F in A such that C(F ) is of distance ≤ n from C (or equivalently, of all facets in the closure
of the chambers at distance ≤ n from C). We have A (0) = C. By (3.9), the restriction VI|A (0) is the
constant coefficient system with value VI: for any F ′ ⊂ F ⊂ C, we have indeed C(F ) = C(F ′) = C and
tFF ′ ◦ t
C
F = t
C
F ′ where both t
C
F and t
C
F ′ are the identity map on V
I, so that tFF ′ is also the identity map on
VI. Hence the augmented complex
0 −→ Corc (A (0)(d),V
I)
∂
−→ . . .
∂
−→ Corc (A (0)(0),V
I)
ǫA−−→ VI −→ 0
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is exact since C is contractible. On the other hand we obviously have
Corc (A(i),V
I) =
⋃
n≥0
Corc (A (n)(i),V
I) .
Hence for the exactness of (3.5) it suffices to show that, for any n ≥ 1, the relative complex
0→ Corc (A (n)(d),V
I)/Corc (A (n− 1)(d),V
I)
∂
−→ . . .
∂
−→ Corc (A (n)(0),V
I)/Corc (A (n− 1)(0),V
I)→ 0
is exact. If Ch(n) denotes the set of all chambers in A of distance n from C, then Lemma 4.15 ensures
that, for n ≥ 1, we have the disjoint decomposition
A (n) = A (n − 1) ⊔
⊔
D∈Ch(n)
D \A (n− 1).
Setting σD := D∪A (n−1), the above relative complex decomposes into the direct sum over D ∈ Ch(n)
of the relative complexes
(3.10) 0→ Corc (σD(d),V
I)/Corc (A (n−1)(d),V
I)
∂
−→ . . .
∂
−→ Corc (σD(0),V
I)/Corc (A (n−1)(0),V
I)→ 0 .
On any facet in each D \A (n − 1) the coefficient system VI has, by (3.9), the constant value VID , and
by the same argument as in the case n = 0, the transition maps tFF ′ for two facets F
′ ⊂ F ⊂ D \A (n−1)
are the identity on VID . Consider the constant coefficient system VID on σD = D ∪ A (n − 1) and for
any i ∈ {0, ..., d} the map
Corc (σD(i),V
ID )→ Corc (σD(i),V
I)/Corc (A (n− 1)(i),V
I)
defined the following way: for an oriented i-chain f ∈ Corc (σD(i),V
ID ), its restriction to the facets in
D\A (n − 1) can be seen, by extension by zero, as an element of Corc (σD(i),V
I) and we consider the
image of this restriction in the quotient on the right hand side. This defines a bijective map
Corc (σD(i),V
ID )/Corc (A (n− 1)(i),V
ID) −→ Corc (σD(i),V
I)/Corc (A (n− 1)(i),V
I)
that commutes with the differentials, so that the complex (3.10) is isomorphic to
0→ Corc (σD(d),V
ID )/Corc (A (n− 1)(d),V
ID )
∂
−→ . . .
∂
−→ Corc (σD(0),V
ID )/Corc (A (n − 1)(0),V
ID )→ 0 .
It is exact since A (n− 1) and σD are contractible by Proposition 4.16. 
3.3. In the case where V = X is the universal representation X, the subspaces {XIF }F are right H-
invariant so that we have a coefficient system of right H-modules and the associated spaces of chains on
X are (G,H)-bimodules. The associated augmented oriented chain complex
(3.11) 0 −→ Corc (X(d),X)
∂
−→ . . .
∂
−→ Corc (X(0),X)
ǫ
−→ X −→ 0
therefore is a complex of (G,H)-bimodules.
Remark 3.5. The augmentation Corc (X(0),X)
ǫ
−→ X has a G-equivariant section.
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Proof. By Frobenius reciprocity it suffices to find an I-invariant chain in Corc (X(0),X) which is mapped
by the augmentation ǫ to charI. We may take the chain supported on the vertex x0 with value charI. 
As in Section 3.1 for the complex (3.3), we pass in (3.11) to the I-invariant vectors. We now obtain
the complex of (H,H)-bimodules
(3.12) 0 −→ Corc (X(d),X)
I ∂−→ . . .
∂
−→ Corc (X(0),X)
I ǫ−→ H −→ 0 .
In this setting, Theorem 3.4 gives the following.
Theorem 3.6. The complex (3.12) yields an exact resolution of the (H,H)-bimodule H.
We now identify the structure of (H,H)-bimodule of the terms in the complex (3.12).
3.3.1. Let F be a facet contained in C. Extending functions on P†F by zero to G induces a P
†
F -equivariant
embedding
(3.13) X†F := ind
P
†
F
I (1) →֒ X .
We introduce the k-algebra
H†F := Endk[P†
F
]
(X†F )
op = ind
P
†
F
I (1)
I .
It is naturally a subalgebra of H via the extension by zero embedding ind
P
†
F
I (1)
I →֒ indGI (1). Alternatively,
in terms of the endomorphism rings and using that indGI (1) = ind
G
P
†
F
(ind
P
†
F
I (1)) by the transitivity of
induction, the inclusion H†F →֒ H is given by h 7→ ind
G
P
†
F
(h).
We are going to consider (P†F ,H
†
F )-bimodules and their twists by the character ǫF , defined in Section
3.1, as follows.
• For any (P†F ,H
†
F )-bimodule m we denote by ǫF ⊗m the space m endowed with the structure of a
(P†F ,H
†
F )-bimodule where the action of P
†
F is twisted by the character ǫF .
• By viewing H†F as the space of I-bi-invariant functions on P
†
F we see that the product of functions
defines an involution jF : h 7→ ǫFh of the vector space H
†
F . The computation
((ǫFh1) · (ǫFh2))(g
′) =
∑
g∈P†
F
/I
ǫF (g)h1(g)ǫF (g
−1g′)h2(g
−1g′) = (ǫF (h1 · h2))(g
′)
shows that jF in fact is an automorphism of the algebra H
†
F . For any left, resp. right, H
†
F -module
m we denote by (ǫF )m, resp. m(ǫF ), the space m endowed with the structure of a left, resp. right,
H†F -module where the action of H
†
F is composed with jF . Of course, with m also m(ǫF ) is a
(P†F ,H
†
F )-bimodule.
Lemma 3.7. The (PF ,H
†
F )-bimodules ǫF ⊗X
†
F and X
†
F (ǫF ) are isomorphic.
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Proof. One easily checks that the map
ǫF ⊗ ind
P
†
F
I (1) −→ ind
P
†
F
I (1)(ǫF )
f 7−→ ǫF f
yields the required isomorphism. 
Lemma 3.8. The map
X
†
F ⊗H†
F
H −→ XIF(3.14)
f ⊗ h 7−→ h(f)
is a well defined homomorphism of (P†F ,H)-bimodules.
Proof. Denote by iF the map in question. Since
iF (h0(f)⊗ h) = h(h0(f)) = (h ◦ ind
G
P
†
F
(h0))(f) = iF (f ⊗ ind
G
P
†
F
(h0)h)
the map iF is well defined as a map into X. Since any h ∈ H is a G-equivariant endomorphism of X we
have
υF (g(f ⊗ h)) = iF (gf ⊗ h) = h(gf) = gh(f) = giF (f ⊗ h) .
This shows the P†F -equivariance of the map. But iF being normal in P
†
F acts trivially on the left hand side.
Hence it also shows that the image of iF is contained in X
IF . The H-equivariance of iF is obvious. 
Example 3.9. I = IC is a normal subgroup of P
†
C . Hence H
†
C = k[P
†
C/I]
op ∼= k[P
†
C/I] is the group algebra
of the discrete group P†C/I, and X
†
C = k[P
†
C/I] as a right module over itself. In particular, the map iC is
an isomorphism for trivial reasons.
In Proposition 4.21 we will show that H is free as a left as well as a right H†F -module. This yields the
following result.
Proposition 3.10. indG
P
†
F
(ǫF ⊗X
†
F ⊗H†
F
H)I = H(ǫF )⊗H†
F
H as (H,H)-bimodules. In particular, it is free
as a left as well as a right H-module.
Proof. Since the functor indG
P
†
F
commutes with arbitrary direct sums, the fact that H is free as a left
H†F -module implies the first identity in the chain of isomorphisms of (G,H)-bimodules
indG
P
†
F
(ǫF ⊗X
†
F ⊗H†
F
H) = indG
P
†
F
(ǫF ⊗X
†
F )⊗H†
F
H
= indG
P
†
F
(X†F (ǫF ))⊗H†
F
H
= indG
P
†
F
(X†F )(ǫF )⊗H†
F
H
= X(ǫF )⊗H†
F
H
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where the second one is given by Lemma 3.7. Passing to the I-invariants on the right hand side commutes
with the tensor product since H is free over H†F . It gives the announced isomorphism. Since H (resp.
H(ǫF )) is a free left (resp. right) H
†
F -module (see Remark 4.22), we deduce that H(ǫF ) ⊗H†
F
H is free as
a left as well as a right H-module. 
Lemma 3.11. i. The map (3.14) is an isomorphism.
ii. indG
P
†
F
(ǫF ⊗X
IF )I = H(ǫF )⊗H†
F
H as (H,H)-bimodules. In particular, it is free as a left as well as
a right H-module.
Proof. The first assertion will be shown in Section 4.9. The second assertion then follows from the first
and Proposition 3.10. 
3.3.2. Let i ∈ {0, ..., d} and let Xi denote the set of i-dimensional facets. Let F be one of them. Choose
an orientation (F, c) for F . There is a natural (P†F ,H)-equivariant map
ǫF ⊗X
IF → Corc (X(i),X)
that sends an element x ∈ XIF onto the only i-chain with support {F} and value x at (F, c). It induces
an injective (G,H)-equivariant map
indG
P
†
F
(ǫF ⊗X
IF )→ Corc (X(i),X)
the image of which is the space of i-chains supported on the G-conjugates of F .
The group G acts on the set Xi of i-dimensional facets with finitely many orbits. Accordingly, the
(G,H)-bimodule Corc (X(i),X) of oriented i-chains breaks up into a finite direct sum of (G,H)-bimodules
of the form indG
P
†
F
(ǫF ⊗X
IF ). Since G acts transitively on the chambers we may assume that F ⊆ C and
apply the results of Section 3.3.1.
We fix a (finite) set of representatives Fi for the G-orbits in Xi such that every member of every set
Fi is contained in C. Theorem 3.6 and Lemma 3.11.ii together imply the following theorem.
Theorem 3.12. The complex (3.12) is an exact sequence of (H,H)-bimodules of the form
(3.15) 0 −→
⊕
F∈Fd
H(ǫF )⊗H†
F
H −→ . . . −→
⊕
F∈F0
H(ǫF )⊗H†
F
H −→ H −→ 0 .
It yields a free resolution of H as a left as well as a right H-module.
Remark 3.13. There is a natural isomorphism of (H,H)-bimodules H(ǫF )⊗H†
F
H ≃ H⊗
H†
F
(ǫF )H.
3.4. We denote by r the rank of the center of G. The number d1 := d+ r is the rank of the group G.
Theorem 3.14. The injective dimension of H as a left as well as a right H-module is bounded above by
the rank of the group G.
Proof. In Propositions 4.21, 5.5 (see also Remark 4.22) we will verify the assumptions of Section 1 for
the complexes (3.15). Hence Proposition 1.2 applies. 
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There is a natural action of the finite Weyl group W0 (see Section 4.1) on the finite torus T(Fq) and
on the groups of its k-characters. Denote by Γ the set of orbits under this latter action. Suppose that
the cardinality of T(Fq), or equivalently q − 1, is invertible in k. Then to any γ ∈ Γ one can associate a
central idempotent εγ ∈ H as in [50, Corollary 4]. In particular, in the case where γ = 1 is the orbit of
the trivial character, then the algebra Hε1 with unit ε1 identifies with the Iwahori-Hecke algebra H
′ of
G.
Corollary 3.15. Suppose that q − 1 is invertible in k. Then the injective dimension of Hεγ as a left as
well as a right Hεγ-module is ≤ d
1. In particular, the injective dimension of H′ as a left as well as a
right H′-module is ≤ d1.
In fact, in the case of H′ the restriction on the characteristic of k in the above Corollary 3.15 is
unnecessary as we will explain in the next section.
In Corollary 6.14.ii we will see that the above upper bounds on the self-injective dimensions are sharp
if the group G is semisimple.
3.5. About the Iwahori-Hecke algebra. We apply the arguments of 3.3 to the representation X′
defined in Section 2. In this case, the subspaces {(X′)IF }F are right H
′-invariant. Applying Theorem 3.4
to V = X′ we obtain the exact sequence of (H,H′)-bimodules and I′-representations
(3.16) 0 −→ Corc (X(d),X
′)I
∂
−→ . . .
∂
−→ Corc (X(0),X
′)I
ǫ
−→ (X′)I −→ 0 .
Lemma 3.16. Each term in (3.16) is I′-invariant.
Proof. Recall that T0 fixes the apartment A pointwise (see 4.1), that T0 normalizes I, and that I′ = T0I.
For any chamber D in A , one easily checks that ID\G/I
′ = T0ID\G/I
′ (see Remark 4.4 below for
example). This implies (X′)ID = (X′)T
0ID . For D = C we, in particular, obtain (X′)I = (X′)I
′
.
Now let f ∈ Corc (X(i),X
′)I, for any 0 ≤ i ≤ d, be any oriented i-chain which is fixed by I. We have to
show that f also is fixed by any t ∈ T0. Let (F, c) ∈ X(i) be arbitrary and pick an element g ∈ I such
that (F0, c0) := g
−1(F, c) ∈ A(i). We have
t(F, c) = tg(F0, c0) = tgt
−1(F0, c0) with tgt
−1 ∈ I
and hence
f(t(F, c)) = f(tgt−1(F0, c0)) = tgt
−1f((F0, c0)) = tgt
−1f(g−1(F, c)) = tgt−1g−1f((F, c)) .
On the other hand, using Proposition 4.13, we obtain
g−1f((F, c)) = f((F0, c0)) ∈ (X
′)
IF0 (I∩P
†
F0
)
= (X′)IC(F0) = (X′)T
0IC(F0) .
It follows that gt−1g−1f((F, c)) = f((F, c)) and therefore that f(t(F, c)) = tf((F, c)). 
PRO-P IWAHORI-HECKE ALGEBRAS ARE GORENSTEIN 17
We therefore have the exact resolution of H′ as an (H′,H′)-bimodule given by
(3.17) 0 −→ Corc (X(d),X
′)I
′ ∂
−→ . . .
∂
−→ Corc (X(0),X
′)I
′ ǫ
−→ H′ −→ 0 .
To further compute the (H′,H′)-bimodules in this resolution we define, analogously as in 3.3.1, the
representation X′†F := ind
P
†
F
I′ (1) →֒ X
′ and the corresponding subalgebra
H′†F := Endk[P†
F
]
(X′†F )
op = ind
P
†
F
I′ (1)
I′
of H′ which, by a similar argument as in Lemma 3.16, coincides as a vector space with ind
P
†
F
I′ (1)
I. In
Section 4.9, we give the necessary arguments to adapt the proof of Lemma 3.11 to X′. In particular, the
analog of (3.14) is the isomorphism of (P†F ,H
′)-bimodules
(3.18) X′†F ⊗H′†
F
H′
∼=
−−→ (X′)IF , f ⊗ h 7−→ h(f).
and the argument of Proposition 3.10 goes through: we obtain that
indG
P
†
F
(ǫF ⊗ (X
′)IF )I
′
= H′(ǫF )⊗H′†
F
H′
as (H′,H′)-bimodules, and it is free as a left as well as a right H′-module. Here H′(ǫF ) denotes the space
H′ endowed with the structure of (H′,H′†F )-bimodule where the action of H
′†
F on the right is composed
with h 7→ ǫFh (it is a well-defined involutive automorphism of H
′†
F by Lemma 3.1). Therefore (see 3.3.2),
the complex (3.17) is an exact sequence of (H′,H′)-bimodules of the form
(3.19) 0 −→
⊕
F∈Fd
H′(ǫF )⊗H′†
F
H′ −→ . . . −→
⊕
F∈F0
H′(ǫF )⊗H′†
F
H′ −→ H′ −→ 0 .
It yields a free resolution of H′ as a left as well as a right H′-module. Together with Proposition 5.5 we
then deduce the analog of Theorem 3.14.
Theorem 3.17. The injective dimension of H′ as a left as well as a right H′-module is bounded above
by the rank of the group G.
4. Exercises in Bruhat-Tits theory
4.1. We follow [43, I.1]. Fix a maximal F-split torus T in G. Consider the associated root data
(Φ,X∗(T), Φˇ,X∗(T)) where X
∗(T) and X∗(T) denote respectively the set of algebraic characters and
cocharacters of T, and similarly, let X∗(Z) and X∗(Z) denote respectively the set of algebraic characters
and cocharacters of the connected center Z of G. We note that this root system is reduced by our
assumption that the group G is F-split. Denote by
〈 . , . 〉 : X∗(T)×X
∗(T)→ Z
the natural perfect pairing. Its R-linear extension is also denoted by 〈 . , . 〉. The vector space
R⊗Z (X∗(T)/X∗(Z)) , resp. R⊗Z X∗(T) ,
18 RACHEL OLLIVIER AND PETER SCHNEIDER
considered as an affine space on itself identifies with the standard apartment A , resp. A 1 of the building
X , resp. X 1. Any root α takes value zero on X∗(Z) so that α defines a function on A which we denote
by x 7→ α(x). For any subset Y of A , we write α(Y ) ≥ 0 if α takes nonnegative values on Y . To α is
also associated a coroot αˇ ∈ Φˇ such that 〈αˇ, α〉 = 2 and a reflection on A defined by
sα : x 7→ x− α(x)αˇ mod X∗(Z)⊗Z R .
The subgroup of the transformations of A generated by these reflections identifies with the finite Weyl
group W0, defined to be the quotient by T of its normalizer NG(T) in G.
To an element g ∈ T corresponds a vector ν(g) ∈ R⊗Z X∗(T) defined by
〈ν(g), χ〉 = − valF(χ(g)) for any χ ∈ X
∗(T).
The kernel of ν is the maximal compact subgroup of T. The quotient of T by the kernel of ν is a free
abelian group Λ with rank equal to dim(T), and ν induces an isomorphism Λ ∼= X∗(T). The group Λ
acts by translation on A via ν. The extended Weyl group W is defined to be the quotient of NG(T) by
the kernel of ν. The actions of W0 and Λ combine into an action of W on A as recalled in [43, page 102]
and on A 1 as well. For simplicity we choose the hyperspecial vertex x0 of the building to be the zero
point in A . The extended Weyl group W is the semi-direct product of W0 ⋉ Λ ([48, 1.9]): W0 identifies
with the subgroup of W that fixes any point of A 1 that lifts x0.
4.2. Root subgroups. We now recall the definition of the affine roots and the properties of the associ-
ated root subgroups. To a root α is attached a unipotent subgroup Uα of G such that for any u ∈ Uα−{1},
the intersection U−αuU−α ∩ NG(T) consists in only one element called mα(u). The image of mα(u) in
W0 is sα and its translation part has the form −hα(u) . αˇ for some real number hα(u): the image in W
of this element mα(u) is the reflection at the affine hyperplane {x ∈ A , α(x) = −hα(u)}. Denote by Γα
the discrete unbounded subset of R given by {hα(u), u ∈ Uα − {1}}. Since our group G is F-split we, in
fact, have Γα = Z for any α. The affine functions
(α, h) := α( . ) + h, α ∈ Φ, h ∈ Γα
are called the affine roots. We identify an element α of Φ with the affine root (α, 0) so that the set of
affine roots Φaff contains Φ. From the definition of mα(u), it appears that the action of W0 on Φ extends
into an action of W on the set Φaff of affine roots. Explicitly, if w = w0tλ ∈W is the composition of the
translation by λ ∈ Λ with w0 ∈W0, then the action of w on the affine root (α, hα(u)) with u ∈ Uα is
(w0(α), hα(u) + (valF ◦α)(λ)) = (w0(α), hα(u)− 〈ν(λ), α〉)
and we can check that hα(u)+(valF ◦α)(λ) = hw0(α)(wuw
−1) so that the latter element is indeed an affine
root.
Define a filtration of Uα, α ∈ Φ by
Uα,r := {u ∈ Uα − {1}, hα(u) ≥ r} ∪ {1} for r ∈ R .
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Set Uα,∞ = {1}.
By abuse of notation we write throughout the paper wUw−1, for some w ∈ W and some subgroup
U ⊆ G, whenever the result of this conjugation is independent of the choice of a representative of w in
NG(T).
Remark 4.1. Let (α, h) be an affine root and put U(α,h) := Uα,h.
(1) For any w ∈W, we have wU(α,h)w
−1 = Uw(α,h).
(2) For r ∈ R a real number, h ≥ r is equivalent to U(α,h) ⊂ Uα,r.
For any non empty subset Y ⊂ A , define
fY : Φ −→ R ∪ {∞}
α 7−→ − inf
x∈Y
α(x) .
and the subgroup of G
(4.1) UY = < Uα,fY(α), α ∈ Φ >
generated by all Uα,fY(α) for α ∈ Φ.
Choosing a chamber C such that C contains x0 in the standard apartment amounts to choosing the
subset Φ+ of Φ of the roots α such that α(C) ≥ 0. These roots are then called the positive roots. Denote
by Π a basis for Φ+. The set of positive affine roots Φ+aff is defined to be the set of affine roots taking
nonnegative values on the standard chamber C. An affine root (α, h) is called negative if (−α,−h) is
positive.
Lemma 4.2. i. We have
Uα,fC(α) =

Uα,0 if α ∈ Φ
+,
Uα,1 if α ∈ Φ
−.
ii. The group UC is generated by all Ua for a ∈ Φ
+
aff .
Proof. Let α ∈ Φ and let h0 ∈ {0, 1} ⊆ Γα be the minimal element in Γα = Z such that (α, h0) is a
positive affine root. We prove that Uα,fC(α) = Uα,h0 . Since α + h0 takes nonnegative values on C, we
have fC(α) ≤ h0 and Uα,h0 is contained in Uα,fC(α). Now let u ∈ Uα,fC(α) −{1}. We have hα(u) ≥ fC(α)
and it implies that α+ hα(u) takes nonnegative values on C so that hα(u) ≥ h0 and u ∈ Uα,h0 . 
4.3. The finite Weyl group W0 is a Coxeter system generated by the set S := {sα : α ∈ Π} of reflections
associated to the simple roots Π. It is endowed with a length function denoted by ℓ. This length extends
to W in such a way that the length of an element w ∈W is the cardinality of {A ∈ Φ+aff , w(A) ∈ Φ
−
aff}
(see [32, 1]). For any affine root (α, h), we have in W the reflection at the affine hyperplane α( . ) = −h
given by
s(α,h) := image in W of mα(u),
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where u ∈ Uα is such that h = hα(u). The affine Weyl group is defined as the subgroup
Waff := < sA, A ∈ Φaff >
of W. There is a partial order on Φ given by α ≤ β if and only if β − α is a linear combination with
(integral) nonnegative coefficients of elements in Π. Let
Φmin := {α ∈ Φ : α is minimal for ≤}
and
Πaff := Π ∪ {(α, 1) : α ∈ Φ
min} ⊆ Φ+aff and Saff := {sA : A ∈ Πaff} .
The length satisfies ([32, 1]) the following formula, for every A ∈ Πaff and w ∈W:
(4.2) ℓ(wsA) =

ℓ(w) + 1 if w(A) ∈ Φ
+
aff ,
ℓ(w)− 1 if w(A) ∈ Φ−aff .
The pair (Waff , Saff ) is a Coxeter system ([9, V.3.2 Thm. 1(i)] or [7, Satz 2.2.16]), and the length
function ℓ restricted to Waff coincides with the length function of this Coxeter system ([7, Cor. 2.2.12]).
We moreover have ([7, Satz 2.3.1, Lemma 2.3.2] or [32, 1.5]):
– Waff is a normal subgroup of W.
– Ω := {w ∈W : ℓ(w) = 0} is an abelian subgroup of W.
– W is the semi-direct product W = Ω⋉Waff .
– The length ℓ is constant on the double cosets ΩwΩ for w ∈ W. In particular Ω normalizes Saff
and ΩC = C.
One easily deduces that
(4.3) ℓ(vw) ≤ ℓ(v) + ℓ(w) for any v,w ∈W.
We fix a facet F contained in C. Attached to it is the subset ΠF of the affine roots in Πaff taking
value zero on F , or equivalently the subset SF of those reflections in Saff fixing F pointwise. We let
ΦF := {(α, h) ∈ Φaff : (α, h)|F = 0}, Φ
+
F := ΦF ∩ Φ
+
aff , Φ
−
F := ΦF ∩ Φ
−
aff ,
and
WF := subgroup of Waff generated by all s(α,h) such that (α, h)|F = 0.
The pair (WF , SF ) is a Coxeter system with WF being the pointwise stabilizer in W of pr
−1(F ) ([9,
V.3.3, IV.1.8 Thm. 2(i)]), the restriction ℓ|WF coincides with its length function ([9, IV.1.8 Cor. 4]), and
WF is finite ([9, V.3.6 Prop. 4]).
Remark 4.3. The closure F of a facet F consists exactly of the points of C that are fixed by the
reflections in SF ([9, V.3.3 Proposition 1]).
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Remark 4.4. Recall that Waff acts simply transitively on the chambers of the standard apartment A
([9, V.3.2 The´ore`me 1]). Moreover, for any facet F ′ in A , there is a unique facet F contained in C which
is Waff -conjugate to F
′ ([12, 1.3.5]).
Lemma 4.5. Any A ∈ Φ+F has a decomposition A =
∑
B∈ΠF
mBB with uniquely determined nonnegative
integers mB.
Proof. By decomposition into irreducible components we may assume that Φ is irreducible so that the
chamber C is a simplex and the cardinality of Πaff is equal to dimA +1. By [7, Satz 2.2.8] the positive
affine root A has a unique decomposition A =
∑
B∈Πaff
mBB with integers mB ≥ 0. We have
(
∑
B∈Πaff\ΠF
mBB)|F = 0 .
If F = {y} is a vertex then Πaff \ΠF consists of a single element By. It follows that mByBy(y) = 0. But
By(y) 6= 0 and hence mBy = 0. In general we have
Πaff \ ΠF = {By : y is a vertex of F}.
But if y is a vertex of F then A ∈ Φ+{y} and therefore mBy = 0. 
The map
Φaff −→ Φ
(α, h) 7−→ α
is surjective and equivariant with respect to the projection map W։W0. Its restriction ΦF → Φ clearly
is injective; let Π′F ⊆ Φ
′
F denote the image of ΠF ⊆ ΦF , respectively, in Φ. Since WF is finite and
ker(W ։W0) is torsionfree the restriction WF →W0 is injective as well; let S
′
F ⊆W
′
F denote the image
of SF ⊆WF , respectively, in W0. Obviously S
′
F is a generating set of W
′
F . The subgroup WF leaves the
subset ΦF invariant. Hence W
′
F leaves Φ
′
F invariant. It follows that Φ
′
F is a subroot system of Φ with
Weyl group W′F (see [48, 1.9]) and, using Lemma 4.5, that Π
′
F is a basis of the root system Φ
′
F . For
example, if F = {x0}, then W{x0} = W0 and ΦF = Φ. If F = C, then WC = {1} and ΦC = ∅. We have
the following result (compare with [34, Propositions 2.1, 2.5, 2.7]).
Proposition 4.6. i. The set DF of elements d ∈W satisfying
d(Φ+F ) ⊂ Φ
+
aff
is a system of representatives of the left cosets W/WF . It satisfies
(4.4) ℓ(dwF ) = ℓ(d) + ℓ(wF )
for any wF ∈ WF and d ∈ DF . In particular, d is the unique element with minimal length in
dWF .
ii. For s ∈ SF and d ∈ DF , we are in one of the following situations:
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– ℓ(sd) = ℓ(d)− 1 in which case sd ∈ DF .
– ℓ(sd) = ℓ(d) + 1 in which case either sd ∈ DF or sd ∈ dWF .
Proof. i. First check that the cosets dWF are pairwise disjoint for d ∈ DF . Let d1, d2 ∈ DF such that
d1WF = d2WF . In particular, d
−1
1 d2 is an element of WF , and we suppose that it is nontrivial. Then
there exists an affine root A ∈ ΠF ⊆ Φ
+
F such that ℓ(d
−1
1 d2sA) = ℓ(d
−1
1 d2) − 1. By (4.2) we obtain
d−11 d2(A) ∈ Φ
−
F and hence d2A ∈ d1(Φ
−
F ) ⊂ Φ
− which contradicts the fact that d2 ∈ DF .
For w ∈ W, we now prove by induction on the length of w that there exists a (obviously unique)
(d,wF ) ∈ DF ×WF such that w = dwF and that it satisfies ℓ(dwF ) = ℓ(d) + ℓ(wF ).
Applying (4.2) and Lemma 4.5, first note that an element w ∈ W belongs to DF if and only if for
any affine root A ∈ ΠF we have ℓ(wsA) = ℓ(w) + 1. In particular, any element with length 0 belongs to
DF . Suppose now that ℓ(w) > 0 and that it does not belong to DF . Then there is an A ∈ ΠF such that
ℓ(wsA) = ℓ(w)− 1 and, by induction, we can write wsA = dwF with (d,wF ) ∈ DF ×WF and ℓ(dwF ) =
ℓ(d) + ℓ(wF ). We have w = dwF sA and wF sA ∈ WF . It remains to check that ℓ(w) = ℓ(d) + ℓ(wF sA)
which amounts to proving that ℓ(wF sA) = ℓ(wF )+1. The latter is true because otherwise we would have
ℓ(wF sA) < ℓ(wF ) which, using (4.3), leads to the contradiction ℓ(w) ≤ ℓ(d) + ℓ(wF sA) < ℓ(d) + ℓ(wF ) =
ℓ(wsA) = ℓ(w)− 1.
We have proved the assertions of i., remarking for the last one that 1 is the only element with length
0 in WF .
ii. Let d ∈ DF and s = sA with A ∈ ΠF . From (4.2) we know that ℓ(sAd) = ℓ(d) ± 1. If sAd 6∈ DF ,
then there is a B ∈ Φ+F such that sAd(B) ∈ Φ
−
aff while d(B) ∈ Φ
+
aff . Since sA(Φ
+
aff \ {A}) = Φ
+
aff \ {A}
(cf. [32, 1.4] or [7, Lemma 2.2.9]) we must have d(B) = A. In particular, d−1(A) ∈ Φ+aff and hence
ℓ(sAd) = ℓ(d) + 1 by (4.2). Furthermore, B = d
−1(A) ∈ ΦF implies that d
−1sd = sB ∈WF by definition
of WF . 
Let (α, h) ∈ Φ+F . Then fF (α) = h so that the group
U
0
F = < Uα,h, (α, h) ∈ Φ
+
F >
generated by all Uα,h, (α, h) ∈ Φ
+
F , is contained in UF . If F = C then U
0
C is trivial.
Lemma 4.7. Let d ∈W. The condition d(Φ+F ) ⊂ Φ
+
aff of Proposition 4.6 is equivalent to
(4.5) d U0F d
−1 ⊂ UC .
Proof. Let d ∈ W such that d(Φ+F ) ⊂ Φ
+
aff . By Remark 4.1 (1), we have dUAd
−1 = Ud(A) for any affine
root A, so that Lemma 4.2.ii implies d U0F d
−1 ⊂ UC . Now suppose that d ∈W satisfies d U
0
F d
−1 ⊂ UC
and let (α, h) ∈ Φ+F . Denote by d = w0tλ the decomposition of d in the semi-direct product W = W0.Λ.
Recall that
d(α, h) = (w0(α), h + (valF ◦α)(λ)) .
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Denote by h0 ∈ {0, 1} the minimal element in Γw0(α) such that (w0(α), h0) ∈ Φ
+
aff . We have dUα,hd
−1 =
Ud(α,h) ⊂ UC ∩ Uw0(α). The latter is equal to Uw0(α),h0 after [43, I.1, property 3 on p. 103] and Lemma
4.2.i. By Remark 4.1 (2), it implies that h+ (valF ◦α)(λ) ≥ h0 and d(α, h) ∈ Φ
+
aff . 
4.4. In Section 3 we introduced the pro-p-subgroup IF of G
◦
F (O). It is the group denoted by RF in [43].
In the following we abbreviate T0 := ker(ν) and we let T1 denote the pro-p Sylow subgroup of T0. Then
G◦F (O) = UFT
0 ([13, 5.2.1, 5.2.4]).
Lemma 4.8. UC ⊆ IC = < U
0
F , IF > = U
0
F IF .
Proof. For any real number r let r+ denote the smallest integer > r. We also define the function
f∗F (α) :=

fF (α)+ if α|F is constant,fF (α) otherwise.
After [43, Proposition I.2.2], the product map induces the following bijections∏
α∈Φ−
Uα,fC(α) ×T
1 ×
∏
α∈Φ+
Uα,fC(α)
∼
−→ IC
∏
α∈Φ−
Uα,f∗
F
(α) × T
1 ×
∏
α∈Φ+
Uα,f∗
F
(α)
∼
−→ IF
where the products on the left hand side are ordered in some arbitrarily chosen way. We immediately see
that UC ⊆ IC and hence that U
0
F ⊆ UF ⊆ UC ⊆ IC . Using Lemma 4.2.i the first bijection becomes∏
α∈Φ−
Uα,1 × T
1 ×
∏
α∈Φ+
Uα,0
∼
−→ IC .
Since moreover IF is normal in IC it remains to show that IC ⊆ < U
0
F , IF >. As fC(α) ≥ fF (α) we
have Uα,fC(α) ⊆ Uα,f∗F (α) whenever α|F is not constant. Suppose therefore that α|F has the constant
value r. If r is not an integer then fC(α) ≥ fF (α)+ and again Uα,fC(α) ⊆ Uα,f∗F (α). Suppose now
in addition that r is an integer. Then (α,−r) = (α, fF (α)) ∈ ΦF . If this affine root is positive then
Uα,fC(α) ⊆ Uα,fF (α) ⊆ U
0
F . If it is negative then fF (α) ≤ 0, resp. ≤ −1, if α ∈ Φ
−, resp. α ∈ Φ+; hence
f∗F (α) ≤ 1, resp. ≤ 0, if α ∈ Φ
−, resp. α ∈ Φ+. 
4.5. Parahoric subgroups and Bruhat decompositions. There is an action of the group G on the
building X recalled in [43, page 104] that extends the action of NG(T) on the standard apartment
described in section 4.1. This action is compatible via the projection pr with the action of G on the
enlarged building X 1 described in [13, 4.2.16]. Recall that P†F denotes the stabilizer in G of a facet F ,
and denote by Ppr−1(F ) := GF (O) the pointwise stabilizer in G of pr
−1(F ). We have
UF ⊆ G
◦
F (O) ⊆ Ppr−1(F ) ⊆ P
†
F
with UF being normal in P
†
F . The pro-unipotent radical IF of G
◦
F (O) is normal in P
†
F . Recall that we
set I′ := GC(O) = G
◦
C(O) (see Section 2) and I := IC .
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A parahoric subgroup of G, by definition, is a subgroup of the form G◦F (O) for a facet F . It contains
an Iwahori subgroup, that is to say a G-conjugate of I′ = G◦C(O) ([48, 3.4.3])
We recall the following Bruhat decompositions:
• We have the decomposition G = I′NG(T)I
′ and two cosets I′n1I
′ and I′n2I
′ are equal if and
only if n1 and n2 have the same projection in W. In other words, let {wˆ}w∈W denote a system
of representatives in NG(T) of the elements in W: it provides a system of representatives of
the double cosets of G modulo I′. This follows from [48, 3.3.1] since in our situation we have
I′ = Ppr−1(C). The Bruhat decomposition implies that for any chamber D in X , there is a I
′-
conjugate of D that belongs to the standard apartment. The same holds for the I-conjugates of
D, since I′NG(T)I
′ = ING(T)I
′.
• The subgroup Gaff of G generated by all parahoric subgroups is the disjoint union of the double
cosets I′wˆI′ where w runs over the affine Weyl group Waff . This follows from [13, 5.2.12] since
I′ = G◦C(O) ⊆ Gaff .
We again fix a facet F contained in C. Denote by ΩF the subgroup of the elements in Ω stabilizing
F . Using Remark 4.3, we have
ΩF = {w ∈ Ω, wSFw
−1 = SF }
so that WF is normalized by ΩF . Denote by W
†
F the subgroup of W generated by WF and ΩF . It is a
semi-direct product of these two subgroups. Remark that W†C = Ω and W
†
F ∩Waff = WF .
Lemma 4.9. The stabilizer P†F of F is the distinct union of the double cosets I
′wˆI′ for all w in W†F . In
particular, W†F is the stabilizer of F in W. The parahoric subgroup G
◦
F (O) is the distinct union of the
double cosets I′wˆI′ for all w in WF .
Proof. Both P†F and G
◦
F (O) contain I
′ because F is contained in C. The group P†F is the reunion of the
double cosets I′wˆI′ such that w ∈ W stabilizes F . An element w in W can be written w = waffω with
ω ∈ Ω and w ∈Waff . Suppose that w stabilizes F . Since ωF is contained in C and is Waff -conjugate
to F , we have ω ∈ ΩF and waffF = F by Remark 4.4. By [9, V.3.3 Proposition 1], it implies that
waff ∈WF which finishes the proof of the first assertion.
For the second part we first of all note that T0 ⊆ G◦F (O) by [13, 4.6.4(ii)]. Moreover, [13, 4.6.7(iii)]
implies that the reduction map G◦F (O) −→ G
◦
F (Fq) is surjective. We now deduce from [13, 4.6.33 and
1.1.12] that I′/IF is a Borel subgroup of the finite reductive group G
◦
F (O)/IF . By the first part of our
assertion we have the decomposition G◦F (O) =
∐
w I
′wˆI′ with w running over (G◦F (O) ∩ NG(T))/T
0.
This means, by the Bruhat decomposition of G◦F (O)/IF with respect to its Borel subgroup I
′/IF , that
(G◦F (O) ∩NG(T))/T
0 maps isomorphically onto the Weyl group of G◦F (O)/IF with respect to the torus
T0IF/IF . Since the elements in G
◦
F (O) stabilize pr
−1(F ) pointwise we have (G◦F (O)∩NG(T))/T
0 ⊆WF .
But it follows from [48, 3.5.1 and 1.9] that WF maps isomorphically onto the very same Weyl group.
Hence we must have (G◦F (O) ∩NG(T))/T
0 = WF . 
We deduce from the latter the following.
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Lemma 4.10. The intersection of P†F with the subgroup Gaff of G generated by all parahoric subgroups
is equal to G◦F (O).
We now describe systems of representatives for the double cosets I′\G/G◦F (O) and I
′\G/P†F .
Lemma 4.11. The set DF is stable by right multiplication by an element in ΩF .
Proof. Let ω ∈ ΩF . In particular it satisfies ω(ΦF ) = ΦF . Moreover, it is the minimal length element in
ωW0: in other words, ω ∈ Dx0 so that ω(Φ
+) ⊂ Φ+aff . It proves that ω(Φ
+
F ) = Φ
+
aff ∩ΦF = Φ
+
F . 
Denote by D†F a system of representatives of the orbits in DF under the right action of ΩF .
Lemma 4.12. i. The set D†F is a system of representatives of the left cosets W/W
†
F . It satisfies
ℓ(dwF ) = ℓ(d) + ℓ(wF ) for any d ∈ D
†
F , wF ∈W
†
F .
ii. The sets {dˆ }d∈DF and {dˆ }d∈D†
F
are respective systems of representatives of the double cosets
I′\G/G◦F (O) and I
′\G/P†F .
Proof. (1) That W is the reunion of the dW†F for d ∈ D
†
F is clear from Prop. 4.6 because ΩF ⊂W
†
F . Let
d1, d2 ∈ D
†
F . If d2 ∈ d1W
†
F , then there is ω ∈ ΩF and wF ∈WF such that d2 = d1ωwF . But d1ω ∈ DF by
Lemma 4.11, so that d2 = d1ω by Prop. 4.6 and ω = 1 by definition of D
†
F . The length equality is clear
again by Prop. 4.6. (2) Let w1, w2 ∈W such that ℓ(w1) + ℓ(w2) = ℓ(w1w2). Then I
′wˆ1I
′wˆ2I
′ = I′wˆ1wˆ2I
′
(for example [19, Thm. 3.6]). Together with Lemma 4.9, this remark finishes the proof. 
4.6. We recall the geometric interpretation of the set D†F . The gallery distance d(D,D
′) between two
chambers D and D′ of the standard apartment is defined to be the minimal length of a gallery connecting
D and D′. By [12, 2.3.10] and keeping in mind that Waff acts simply transitively on the chambers of A
we have, for any w,w′ ∈Waff :
(4.6) d(wC,w′C) = ℓ(w−1w′).
Proposition 4.13. Let F be a facet F ⊂ C and d ∈ D†F .
i. Among the chambers of A containing dF in their closure, the chamber C(dF ) := dC is the unique
one which is closest to the chamber C.
ii. It satisfies IdF (I ∩ P
†
dF ) = IC(dF ) and I ∩ P
†
dF = I ∩ P
†
C(dF ).
Proof. i. A chamber of A has the form wC for some w ∈W and we can multiply w on the right by an
element in Ω so as to have w−1d ∈ Waff . Suppose that dF ⊂ wC. Then w
−1dF = F by Remark 4.4.
Therefore d ∈ wW†F after Lemma 4.9. But d is, up to right multiplication by an element in ΩF ⊂ Ω, the
unique element with minimal length in dW†F . So d(wC,C) > d(dC,C) if wC 6= dC.
ii. It is immediate from Lemma 3.1 that I∩P†C(dF ) ⊂ I∩P
†
dF . For the second point of the proposition
we therefore need to prove that the subgroup of P†F generated by IF ∪ (dˆ
−1Idˆ∩P†F ) is equal to I and that
dˆ−1Idˆ ∩ P†F ⊂ dˆ
−1Idˆ ∩ P†C .
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The intersection dˆ−1Idˆ∩P†F is a pro-p-subgroup of P
†
F contained in Gaff because dˆ
−1Idˆ is contained in
a parahoric subgroup. Thus dˆ−1Idˆ∩P†F is a pro-p-subgroup of the parahoric subgroupG
◦
F (O) by Lemma
4.10, and it is contained in a pro-p-Sylow subgroup of the latter ([44, I.1.4 Prop. 4]). But any pro-p-Sylow
subgroup of G◦F (O) contains its unipotent pro-radical IF . Therefore the subgroup of P
†
F generated by
IF ∪ (dˆ
−1Idˆ ∩ P†F ) is a pro-p-subgroup of G
◦
F (O). To prove that it is equal to I, it is therefore enough
to prove that it contains I (because I is a maximal pro-p-subgroup of G◦F (O)), and by the identity in
Lemma 4.8, that it contains U0F .
But U0F is contained in dˆ
−1UC dˆ ∩ P
†
F by (4.5), hence it is contained in dˆ
−1Idˆ ∩ P†F by the inclusion in
Lemma 4.8. It proves the first equality, from which we deduce that dˆ−1Idˆ∩P†F ⊂ I so that dˆ
−1Idˆ∩P†F ⊂
dˆ−1Idˆ ∩ I ⊂ dˆ−1Idˆ ∩ P†C . 
Remark 4.14. We deduce from i. in Proposition 4.13 that if dF is contained in C for d ∈ D†F , then
d ∈W†C = Ω.
Let n ≥ 0 and Ch(n) be the set of the chambers in A at distance n from C. Denote by A (n) the set
of the facets in A contained in the closure of the chambers at distance ≤ n.
Lemma 4.15. For n ≥ 1, the set A (n) is the disjoint union
A (n) = A (n− 1) ⊔
⊔
D∈Ch(n)
D \A (n− 1)
Proof. Let D and D′ be two distincts chambers in A at distance n from C and F˜ a facet contained in
both D and D
′
. We have to prove that F˜ is contained in the closure of a chamber at distance < n.
Fix F ⊂ C a facet in the closure of the standard chamber such that F˜ is W-conjugate to F . There
is a unique d ∈ D†F such that F˜ = dF . We shall prove that ℓ(d) < n which gives the required result
by (4.6). Let w,w′ ∈ W, unique up to right multiplication by an element in Ω, such that D = wC and
D′ = w′C ′ respectively. We have ℓ(w) = ℓ(w′) = n by hypothesis. By the same argument as in the proof
of the previous proposition, we can choose w and w′ such that w,w′ ∈ dW†F . In particular, there are two
elements w0, w
′
0 ∈ W
†
F such that w = dw0, w
′ = dw′0 and ℓ(w0) = ℓ(w
′
0) = n − ℓ(d). If ℓ(d) = n, then
ℓ(w0) = ℓ(w
′
0) = 0 and w0, w
′
0 ∈ Ω which contradicts the fact that D 6= D
′. Therefore ℓ(d) < n. 
Proposition 4.16. Let n ≥ 1 and D ∈ Ch(n). The simplicial subcomplexes A (n− 1) and D∪A (n− 1)
of A are contractible for the structure of affine Euclidean space on A .
Proof. First recall that for any two points x, y ∈ A there is a unique geodesic [x, y] in A connecting
them. It is simply the segment {tx+ (1− t)y, t ∈ [0, 1]} ([12, 2.5.4 (ii) and 2.5.13]).
Let D be a chamber in A . We denote by cl(C,D) the union of the closures of the chambers in A that
belong to a minimal gallery between C and D. This set is called the enclos of C and D in [12, 2.4]. It is
convex by [12, Proposition 2.4.5].
Now let C denote any of the two subcomplexes in the assertion. Obviously C ⊆ C . Let D be any
chamber in C and let (C = C0, C1, ..., Cℓ = D) be any minimal gallery. Since d(C,Ci) = i for any
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0 ≤ i ≤ ℓ we see that all chambers C0, . . . , Cℓ belong to C . It follows that the whole enclos cl(C,D) is
contained in C . This ensures that C is star-like and hence contractible. 
4.7. We denote by W˜ the quotient of NG(T) by T
1 (notation in section 4.4) and obtain the exact
sequence 0→ T0/T1 → W˜ →W → 0. It is convenient in the following to fix a lift v˜ ∈ W˜ of any v ∈W
as well as a lift wˆ ∈ NG(T) for any w ∈ W˜. By [50, Theorem 1] the group G is the disjoint union of the
double cosets IwˆI for all w ∈ W˜. The length function ℓ on W pulls back to a length function ℓ on W˜
([50, Proposition 1]).
Fix a facet F contained in C. Define W˜F , resp. W˜
†
F , to be the preimage in W˜ of WF , resp. W
†
F . Their
lifts provide respective systems of representatives of the double cosets in I\G◦F (O)/I and I\P
†
F /I. We
also let Ω˜F ⊆ W˜ denote the preimage of ΩF .
Remark 4.17. 1. Note that the set {d˜}d∈DF is a system of representatives of the left cosets in
W˜/W˜F and that {
ˆ˜d}d∈DF is a system of representatives of the double cosets in I\G/G
◦
F (O).
Similarly, D†F provides a system of representatives of the double cosets in I\G/P
†
F .
2. Together with Remark 4.4 and the Bruhat decomposition for Gaff , this decomposition of G into
double cosets modulo I and P†F implies that any facet in X is I-conjugate to a unique facet in
A .
4.8. A basis for H (resp. H′) is given by the characteristic functions of the double cosets I\G/I (resp.
I′\G/I′). For w ∈ W˜ (resp. w ∈W), denote by τw (resp. τ
′
w) the corresponding characteristic function.
The defining relations of H′ are the braid relations ([32, 2.1 and 3.2 (a)])
(4.7) τ ′wτ
′
w′ = τ
′
ww′ for w,w
′ ∈W such that ℓ(ww′) = ℓ(w) + ℓ(w′)
together with the quadratic relations
(4.8) (τ ′s)
2 = (q − 1)τ ′s + q
for all s ∈ Saff ([32, 3.2]).
The defining relations of H are the braid relations (see [50, Theorem 1])
(4.9) τwτw′ = τww′ for w,w
′ ∈ W˜ such that ℓ(ww′) = ℓ(w) + ℓ(w′)
together with a modified form of the quadratic relations (4.10) which we introduce below after some
preliminaries. As part of a Chevalley basis we have (cf. [13, 3.2], [25, II.1.3], [46]), for any root α ∈ Φ, a
homomorphism ϕα : SL2 −→ Gx0 of O-group schemes which restricts to isomorphisms
{
(
1 ∗
0 1
)
}
∼=
−−→ Uα and {
(
1 0
∗ 1
)
}
∼=
−−→ U−α .
Moreover, one has αˇ(t) = ϕα(
(
t 0
0 t−1
)
). For any s = s(α,h) ∈ Saff we put
ns := ϕα(
(
0 πh
−π−h 0
)
) ∈ NG(T) .
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We have n2s = αˇ(−1) ∈ T
0 and nsT
0 = s ∈ W. In the following we make the choice s˜ := nsT
1 and
ˆ˜s := ns. We also let the subtorus Ts ⊆ T denote the image (in the sense of algebraic groups) of the
cocharacter αˇ. Its group of Fq-rational points Ts(Fq) is a subgroup of T0/T1 isomorphic to F×q . The
quadratic relations in H are:
(4.10) τ2s˜ = qτs˜2 + τs˜θs for any s ∈ Saff ,
where
θs :=
∑
t∈Ts(Fq)
τt
(cf. [50, Thm. 1]). A general element w ∈ W˜ can be decomposed into w = ωs˜1 . . . s˜ℓ with ω ∈ Ω˜,
si ∈ Saff , and ℓ = ℓ(w). The braid relations imply τw = τωτs˜1 . . . τs˜ℓ.
Remark 4.18. By (4.9), a basis element τw for w ∈ W˜ with length zero is invertible in H. For s ∈ Saff ,
we have τs˜(τs˜ − θs) = qταˇ(−1) and therefore τs˜ is invertible if and only if q is invertible in k. All basis
elements τw for w ∈ W˜ are invertible in H if and only if q is invertible in k. Likewise, all basis elements
τ ′w for w ∈W are invertible in H
′ if and only if q is invertible in k.
We set τ∗s˜ := τs˜2(τs˜ − θs) = τs˜−1 − θs. Define
(4.11) τ∗w := τ
∗
s˜ℓ
. . . τ∗s˜1τω−1 .
According to [50, Cor. 2] the element τ∗w only depends on w (and not on its decomposition) and there is
a unique involutive automorphism ι of H such that
ι(τw) = (−1)
ℓ(w)τ∗w−1 for any w ∈ W˜.
Note that
ι(τω) = τω for any ω ∈ Ω˜ and ι(τs˜) = θs − τs˜ for any s ∈ Saff .
Obviously, ι restricts to an automorphism of H†F for any facet F contained in C.
Remark 4.19. The corresponding involution ι′ on H′ carries τ ′s to −(τ
′
s+1− q) for s ∈ Saff and fixes τ
′
ω
for all ω ∈ Ω. It coincides with the well-known Iwahori-Matsumoto involution [24, 2.2] (which is usually
defined when q is invertible in k). For w ∈W, there is also an element τ ′∗w defined similarly as (4.11) and
satisfying ι′(τ ′w) = (−1)
ℓ(w)τ ′∗w−1 .
4.9. We now study the maps (3.14) and (3.18) and will first introduce a variant of them in Proposition
4.25. We still work with the fixed facet F contained in C. Extending functions on G◦F (O) by zero to G
induces G◦F (O)-equivariant embeddings
XF := ind
G◦F (O)
I (1) →֒ X and X
′
F := ind
G◦F (O)
I′ (1) →֒ X
′ .
We introduce the k-algebras
HF := Endk[G◦
F
(O)](XF )
op = [ind
G◦
F
(O)
I (1)]
I and H′F := Endk[G◦F (O)](X
′
F )
op = [ind
G◦
F
(O)
I′ (1)]
I′ .
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They are naturally subalgebras of H and H′, respectively, via the extension by zero embedding. In
fact, XF is a sub-G
◦
F (O)-representation of the representation X
†
F of P
†
F introduced in (3.13), and HF is
naturally a subalgebra of H†F . Likewise X
′
F is a sub-G
◦
F (O)-representation of X
′
F
†, and H′F is naturally a
subalgebra of H′F
†.
A basis for HF (resp. H
′
F ) is given by (τw)w∈W˜F (resp. (τ
′
w)w∈WF ); a basis for H
†
F (resp. H
′
F
†) is given
by (τw)w∈W˜†
F
(resp. (τ ′w)w∈W†
F
).
Lemma 4.20. i. The Hecke algebra H†F is free as a left as well as a right HF -module, with basis
(τω˜)ω∈ΩF . In fact, we have H
†
F = HF ⊗k[T0/T1] k[Ω˜F ] as (HF , k[Ω˜F ])-bimodules. As an algebra,
H†F is isomorphic to the twisted tensor product where the product is given by
(τw ⊗ ω)(τw′ ⊗ ω
′) = τwτωw′ω−1 ⊗ ωω
′ for w,w′ ∈ W˜F and ω, ω
′ ∈ Ω˜F
ii. The algebra HF is a direct summand of H
†
F as an (HF ,HF )-bimodule.
Proof. We have W˜†F /W˜F = W
†
F /WF = ΩF . Moreover, the elements in Ω˜F have length 0. It proves i.
using (4.9). To prove ii, note that the direct sum of all HF τω˜ for ω ∈ ΩF , ω 6= 1 is a (HF ,HF )-bimodule
by definition of ΩF . 
Proposition 4.21. i. The Hecke algebra H is free as a left as well as a right H†F -module. It is also
free as a left as well as a right HF -module.
ii. The algebra H†F (resp. HF ) is a direct summand of H as an (H
†
F ,H
†
F )-bimodule (resp. a (HF ,HF )-
bimodule).
Proof. i. By Lemma 4.20, it is enough to prove that H is free as a module over H†F . The braid relations
and the property of the system of representatives D†F (Lemma 4.12.i) ensure that H is a free right module
over H†F with basis (τd˜)d∈D†
F
. Likewise, it is a free left module over H†F with basis (τd˜−1)d∈D†
F
.
ii. We write the proof in the case of HF . Let MF be the direct sum of the τd˜HF for d ∈ DF , d 6= 1.
We prove that it is an (HF ,HF )-bimodule by checking that it is stable under left multiplication by HF .
Because of the braid relations (4.9), HF is generated by all τw˜ for w˜ ∈ W˜F and ℓ(w˜) ∈ {0, 1}. Let d ∈ DF
with d 6= 1. If ℓ(w˜) = 0, then w˜ is a lift in W˜ of 1 and τw˜τd˜ = τd˜τd˜−1w˜d˜ ∈MF . If ℓ(w˜) = 1, then w˜ = s˜ is
a lift in W˜ of an element s in SF .
a) Suppose ℓ(sd) = ℓ(d) + 1. Then τs˜τd˜ = τs˜d˜ and sd 6= 1. If sd ∈ DF then τs˜d˜ ∈ MF . If sd 6∈ DF
then, by Proposition 4.6 ii., there is a v ∈WF such that sd = dv and ℓ(sd) = ℓ(d) + ℓ(v) so that
τs˜d˜ = τd˜τv˜ belongs to MF .
b) Suppose ℓ(sd) = ℓ(d) − 1. Note that sd cannot be 1 since d ∈ DF and d 6= 1. Then by [50,
Thm. 1(ii)] (see also (4.10)) we have τ2s˜ ∈ k[T
0/T1]τs˜ + k[T
0/T1] and hence τs˜τd˜ ∈ k[T
0/T1]τd˜ +
k[T0/T1]τs˜d˜. Both d and sd lie in DF − {1} by Proposition 4.6 ii. So τs˜τd˜ ∈MF .
Similarly, one proves that H is the direct sum of the (H†F ,H
†
F )-bimodules H
†
F and M
†
F where M
†
F is
defined to be the direct sum of the τd˜H
†
F for d ∈ D
†
F , d 6= 1. 
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Remark 4.22. Recall that the right H†F -module H(ǫF ) was defined in section 3.3.1 by twisting the action
of H†F by the involution jF . Proposition 4.21 implies that the right H
†
F -module H(ǫF ) is free.
Remark 4.23. The results of Lemma 4.20 and Proposition 4.21 are valid with H′, H′F , H
′
F
† instead
of, respectively, H, HF , H
†
F . In particular, H
′
F
† is free as a left as well as a right H′F -module, with basis
(τ ′ω)ω∈ΩF , and H
′ is a free right module over H′†F with basis (τ
′
d)d∈D†
F
. In the proof of Proposition 4.21.ii.b)
the relation (4.10) is replaced by the classical quadratic relation (4.8).
There are the natural maps
ηF : XF ⊗HF H
†
F −→ X
†
F , η
′
F : X
′
F ⊗H′F H
′
F
†
−→ X′F
†
of (G◦F (O),H
†
F )- and (G
◦
F (O),H
′
F
†)-bimodules, respectively, defined by f ⊗ h 7−→ h(f).
Lemma 4.24. The maps ηF and η
′
F are bijective.
Proof. By Lemma 4.20 it suffices to check that the maps
XF ⊗k[T0/T1] k[Ω˜F ] −→ X
†
F and X
′
F ⊗k k[ΩF ] −→ X
′
F
†
defined by f ⊗ ω 7−→ τω(f) and f ⊗ ω 7−→ τ
′
ω(f), respectively, are bijective. This follows from the
bijectivity of the maps
G◦F (O)/I× ΩF −→ P
†
F /I
(gI, ω) 7−→ gIωˆI = gωˆI
and
G◦F (O)/I
′ × ΩF −→ P
†
F /I
′
(gI′, ω) 7−→ gI′ωˆI′ = gωˆI′
since ωˆ normalizes I′ and I ([50, Lemma 6]) and since P†F
∼= G◦F (O) ⋊ΩF by Lemma 4.9. 
We now prove the following proposition, which, combined with Lemma 4.24 gives the bijectivity of the
maps (3.14) in Lemma 3.8 and of (3.18).
Proposition 4.25. The maps
(4.12)
XF ⊗HF H −→ X
IF
f ⊗ h 7−→ h(f)
and
X′F ⊗H′F H
′ −→ X′IF
f ⊗ h 7−→ h(f)
are well defined isomorphisms of, respectively, (G◦F (O),H)- and (G
◦
F (O),H
′)-bimodules.
Proof. That the maps are well defined, G◦F (O)-equivariant, and H- and H
′-equivariant, respectively, is
obtained exactly as in Lemma 3.8 for (3.14).
We prove that the first one is injective. Recall that, by Proposition 4.21, the space XF ⊗HF H
decomposes as the direct sum of XF ⊗ τd˜−1 for all d ∈ DF . Each space XF ⊗ τd˜−1 is mapped by (4.12)
onto a space of functions with support in G◦F (O)
ˆ˜
d−1I. By Remark 4.17 it is therefore enough to check
that τd˜−1 : XF → X is an injective map for any d ∈ DF : if k has characteristic p it comes (since a nonzero
kernel would have nonzero I-invariants), from the fact that its restriction to HF = (XF )
I is injective by
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(4.9) and (4.4); if k has characteristic different from p, it comes from the fact that the basis element τd˜−1
is invertible in H (Remark 4.18).
Now check the surjectivity. An element in XIF is a linear combination of characteristic functions of
double cosets of the form IF \G/I. Since {
ˆ˜
d−1}d∈DF is a system of representatives of G
◦
F (O)\G/I and
IF is normal in G
◦
F (O), such a double coset can be written gIF
ˆ˜
d−1I with g ∈ G◦F (O). We have to
check that its characteristic function belongs to the image of (4.12), which amounts to proving that the
characteristic function of IF
ˆ˜
d−1I does, given that (4.12) is G◦F (O)-equivariant. To this end, we prove
that IF
ˆ˜
d−1I = I
ˆ˜
d−1I by using Lemma 4.8 and the inclusion (4.5) which together ensure that
I ⊂ IFU
0
F ⊂ IF
ˆ˜
d−1UC
ˆ˜
d ⊂ IF
ˆ˜
d−1I
ˆ˜
d.
For the second map, the argument for the injectivity goes through literally if k has characteristic
different from p. For the characteristic p case, note, by a similar argument as in Lemma 3.16, that
H′F = (X
′
F )
I′ coincides with (X′F )
I so that τ ′d−1 : X
′
F → X
′ is injective for any d ∈ DF . The argument
for surjectivity is valid with I′ instead of I because dˆ normalizes T0 for any d ∈ DF . 
5. Frobenius extensions
5.1. For the convenience of the reader we recall the formalism of Frobenius extensions (for example,
[3]). Let R ⊆ S be an inclusion of rings and α an automorphism of R. For a left, resp. right, R-module
N we denote by αN , resp. Nα, the R-module which is the pullback of N along α. Then R ⊆ S is called
an α-Frobenius extension if one of the following equivalent conditions is satisfied:
a. The functors N 7−→ S⊗RN and N 7−→ HomR(S, αN) from left R-modules to left S-modules are
naturally isomorphic.
b. S is finitely generated projective as a left R-module, and S ∼= HomR(S, αR) as (S,R)-bimodules.
c. S is finitely generated projective as a right R-module, and S ∼= HomR(S,Rα−1) as (R,S)-
bimodules.
Moreover, an α-Frobenius extension R ⊆ S is called free if S is free as a left as well as a right R-module.
Example 5.1. ([3, Example (B) after 1.2]) If G1 is a subgroup of finite index in the group G2 then
k[G1] ⊆ k[G2] is a free idk[G1]-Frobenius extension.
By [3, Cor. 1.2] we have the following criterion.
Lemma 5.2. Suppose given, for the ring extension R ⊆ S and the automorphism α of R, a homomor-
phism of (R,R)-bimodules θ : idSα −→ R together with elements x1, . . . , xn, y1, . . . , yn ∈ S such that
S =
∑n
i=1Rxi =
∑n
i=1 yiR and the matrix (θ(xiyj))1≤i,j≤n has a two-sided inverse in Mn(R). Then
R ⊆ S is a free α-Frobenius extension.
Our interest in Frobenius extensions comes from the following property. Although it is well known we
include a sketch of proof for the convenience of the reader.
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Lemma 5.3. For any free α-Frobenius extension R ⊆ S the rings R and S have the same self-injective
dimension.
Proof. First let N be any left R-module. By c. the tensor product with S over R of a projective resolution
of N is a projective resolution of S ⊗R N . This implies
Ext∗S(S ⊗R N,S) = Ext
∗
R(N,S) .
Since S ∼= Rn as left R-modules we deduce that Ext∗S(S ⊗R N,S) = Ext
∗
R(N,R)
n.
On the other hand let M be a left S-module. By b. any projective resolution of M as an S-module is,
at the same time, a projective resolution of M as an R-module. We deduce that
Ext∗S(M,S) = Ext
∗
S(M,HomR(S, αR)) = Ext
∗
R(M, αR) = Ext
∗
R(M,R)α−1 .
Since the notion of a Frobenius extension is left-right symmetric an analogous argument works for
right modules. 
We go back to the notations of the earlier sections and fix a facet F in C. We recall that the
characteristic functions (τw)w∈W˜†
F
form a k-basis of H†F . Moreover, they satisfy the braid relations (4.9).
As before Z denotes the connected center of G. The subgroup ZT0/T1 is normal in W˜†F . We fix an
element of maximal length w0 ∈ W˜F and have the corresponding automorphism of k-algebras
αw0 : k[ZT
0/T1] −→ k[ZT0/T1]
ZT0/T1 ∋ ξ 7−→ w0ξw
−1
0
The k-algebras HF ([47, Prop. 3.7] and [41, Thm. 2.4]) and H
′
F (compare [21, Prop. 4.1]) are Frobenius
algebras. We generalize these results as follows. Let r denote the rank of the torus Z. Then Z/Z ∩ T0
is a free abelian group of rank r. Since the extension 0 → Z ∩ T0/Z ∩ T1 → Z/Z ∩ T1 → Z/Z ∩ T0 → 0
splits we may fix a subgroup of finite index Z0 ⊆ ZT
0/T1 which is free of rank r and which is central in
W˜. Note that, because the elements in ZT0/T1 have length zero, the map ξ ∈ ZT0/T1 7→ τξ yields an
injective morphism of k-algebras k[ZT0/T1]→ H. We identify k[ZT0/T1] with its image in H. Likewise,
we identify k[Z/Z ∩ T0] with its image in H′.
Proposition 5.4. i. k[ZT0/T1] ⊆ H†F is a free αw0-Frobenius extension.
ii. k[Z0] ⊆ H
†
F is a free idk[Z0]-Frobenius extension.
iii. k[Z/Z ∩ T0] ⊆ H′F
† is a free idk[Z/Z∩T0]-Frobenius extension.
Proof. i. We consider the map
θ : H†F −→ k[ZT
0/T1]∑
w∈W˜†
F
awτw 7−→
∑
ξ∈ZT0/T1
aξw0ξ .
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Using the fact that the length function on W˜†F is Ω˜F -bi-invariant the braid relations (4.9) imply that θ
in fact is a homomorphism of (k[ZT0/T1], (k[ZT0/T1])-bimodules
θ : id(H
†
F )αw0 −→ k[ZT
0/T1] .
Let [W†F ] ⊆ W
†
F denote a set of representatives for the cosets of the image of Z in W
†
F . This is a
finite set. We know from Section 4.9 that (τw˜)w∈[W†
F
]
and (τw˜−1w0)w∈[W†
F
]
are bases of H†F as a left as
well as a right k[ZT0/T1]-module. In order to apply Lemma 5.2 it remains to show that the matrix
(θ(τv˜τw˜−1w0))v,w∈[W†
F
]
is invertible. Since ℓ(w˜−1w0) = ℓ(w0)− ℓ(w˜
−1) ([9, VI.1.6 Cor. 3]) it follows from
(4.9) that θ(τw˜τw˜−1w0) = θ(τw0) = 1. By [50, Thm. 1(ii)] (see (4.10)) we have τ
2
σ ∈ k[T
0/T1]τσ+k[T
0/T1]
for any lift σ ∈ W˜ of an element in Saff . This together with the braid relations implies that
τv˜τw˜−1w0 ∈
∑
v′≤v
k[T0/T1]τ
v˜′w−1w0
where ≤ denotes the Bruhat order on W†F (compare [7, 2.4.9]). We see that
θ(τv˜τw˜−1w0) = 0 unless w ≤ v.
In other words the matrix in question is lower triangular.
ii. This is a consequence of i., the above example, and the transitivity of Frobenius extensions ([3,
Prop. 1.3]).
iii. The proof of iii. is a somewhat simpler copy of the proof of i. Here we identify w0 with its image
in WF . The map
θ′ : H′F
†
−→ k[Z/Z ∩ T0]∑
w∈W†
F
awτ
′
w 7−→
∑
ξ∈Z/Z∩T0
aξw0ξ
is a homomorphism of (k[Z/Z∩T0], k[Z/Z∩T0])-bimodules id(H
′
F
†)id −→ k[Z/Z∩T
0]. As in the proof of ii.,
(τ ′w)w∈[W†
F
]
and (τ ′w−1w0)w∈[W†F ]
are bases of H′F
† as a left as well as a right k[Z/Z∩T0]-module, and we verify
that the matrix (θ′(τ ′vτ
′
w−1w0
))
v,w∈[W†
F
]
is invertible. Using (4.7) we obtain θ′(τ ′wτ
′
w−1w0
) = θ′(τ ′w0) = 1.
By the quadratic relation (4.8), we have (τ ′s)
2 ∈ kτ ′s + k for any s ∈ Saff . This together with the braid
relations implies that τ ′vτ
′
w−1w0
∈
∑
v′≤v kτ
′
v′w−1w0
where ≤ denotes the Bruhat order on W†F . Therefore,
we have θ′(τ ′vτ
′
w−1w0
) = 0 unless w ≤ v, and the matrix in question is lower triangular. 
Proposition 5.5. Let F be a facet of X . The k-algebras H†F and H
′
F
† are left and right noetherian and
have self-injective dimension r.
Proof. We may assume that F is contained in C. Recall that H†F (respectively H
′
F
†) is a free idk[Z0]-
Frobenius extension (respectively a free idk[Z/Z∩T0]-Frobenius extension) by Proposition 5.4. But k[Z0]
and k[Z/Z∩T0] are Laurent polynomial rings in r variables over k. Hence they are both noetherian and
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regular of global dimension r. The former implies that H†F and H
′
F
† are noetherian. The latter implies
that the self-injective dimension of k[Z0] and of k[Z/Z∩T
0] is equal to r (compare [42, Bem. 10.16]). We
conclude that H†F and H
′
F
† have self-injective dimension r using Lemma 5.3. 
5.2. If we assume that G is semisimple then Z = 1 and Proposition 5.4.ii says that H†F is a Frobenius
algebra. More precisely, assuming that F ⊆ C the proof of Proposition 5.4 tells us that, fixing an element
wF of maximal length in W˜
†
F and using the linear form
δwF : H
†
F −→ k∑
w∈W˜†
F
awτw 7−→ awF ,
we have the isomorphism of left H†F -modules H
†
F
∼= Homk(H
†
F , k) sending 1 to δwF . Composing with the
adjunction isomorphism
Hom
H†
F
(M,Homk(H
†
F , k))
∼=
−−→ Homk(M,k)
f −→ [x 7→ f(x)(1)]
we obtain, for any left H†F -module M , the k-linear isomorphism
(5.1) Hom
H†
F
(M,H†F )
∼= HomH†
F
(M,Homk(H
†
F , k))
∼= Homk(M,k) , f 7−→ δwF ◦ f .
For later purposes we need to explicitly determine the inverse of this isomorphism. This will make use
of the defining relations in H and the canonical involution ι introduced in 4.8.
Lemma 5.6. Let F be a facet in C, M be any left H†F -module, and f ∈ HomH†
F
(M,H†F ); setting f0 :=
δwF ◦ f we have
f(x) =
∑
w∈W˜†
F
f0(τ
∗
ww−1
F
x)τw =
∑
w∈W˜†
F
f0((−1)
ℓ(wF )−ℓ(w)
ι(τwFw−1)x)τw for any x ∈M.
Proof. Write f(x) =
∑
w∈W˜†
F
fw(x)τw. For ω ∈ Ω˜F we compute
∑
w∈W˜†
F
fw(τω−1x)τw = f(τω−1x) = τω−1f(x) =
∑
w∈W˜†
F
fw(x)τω−1τw =
∑
w∈W˜†
F
fw(x)τω−1w =
∑
w∈W˜†
F
fωw(x)τw
and obtain
(5.2) fωw(x) = fw(τω−1x) = fw(τ
∗
ωx) .
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For s ∈ Saff we observe that τs˜−1τs˜ = q + τs˜−1θs = q + θsτs˜ and we compute∑
w∈W˜†
F
fw(τs˜−1x)τw = f(τs˜−1x) = τs˜−1f(x) =
∑
w∈W˜†
F
fw(x)τs˜−1τw
=
∑
w∈W˜†
F
,ℓ(s˜w)≥ℓ(w)
fw(x)τs˜−1w +
∑
w∈W˜†
F
,ℓ(s˜w)<ℓ(w)
fw(x)τs˜−1τs˜τs˜−1w
=
∑
w∈W˜†
F
,ℓ(s˜w)≥ℓ(w)
fw(x)τs˜−1w +
∑
w∈W˜†
F
,ℓ(s˜w)<ℓ(w)
fw(x)(q + θsτs˜)τs˜−1w
=
∑
w∈W˜†
F
fw(x)τs˜−1w + (q − 1)
∑
w∈W˜†
F
,ℓ(s˜w)<ℓ(w)
fw(x)τs˜−1w +
∑
w∈W˜†
F
,ℓ(s˜w)<ℓ(w)
fw(x)θsτw
=
∑
w∈W˜†
F
fs˜w(x)τw + (q − 1)
∑
w∈W˜†
F
,ℓ(s˜w)>ℓ(w)
fs˜w(x)τw +
∑
w∈W˜†
F
,ℓ(s˜w)<ℓ(w)
fw(x)θsτw
=
∑
w∈W˜†
F
fs˜w(x)τw + (q − 1)
∑
w∈W˜†
F
,ℓ(s˜w)>ℓ(w)
fs˜w(x)τw +
∑
w∈W˜†
F
,ℓ(s˜w)<ℓ(w)
∑
t∈Ts(Fq)
fw(x)τtw
=
∑
w∈W˜†
F
fs˜w(x)τw + (q − 1)
∑
w∈W˜†
F
,ℓ(s˜w)>ℓ(w)
fs˜w(x)τw +
∑
w∈W˜†
F
,ℓ(s˜w)<ℓ(w)
(
∑
t∈Ts(Fq)
ft−1w(x))τw .
It follows that, if ℓ(s˜w) < ℓ(w), then we have
fs˜w(x) = fw(τs˜−1x)−
∑
t∈Ts(Fq)
ft−1w(x) = fw(τs˜−1x)−
∑
t∈Ts(Fq)
fw(τtx)
= fw((τs˜−1 − θs)x) = fw(τ
∗
s˜ x) .
(5.3)
where the second identity uses (5.2). The equations (5.2) and (5.3) together imply inductively the
assertion. 
Remark 5.7. We remark that, replacing wF with its image in W
†
F , we get an analogous linear form
δ′wF : H
′
F
† → k as well as a formula for H′F
†-modules which is analogous to the one in Lemma 5.6. The
calculation makes use of the classical quadratic relations (4.8).
6. Modules, projective dimension, and duality
6.1. In the course of this paper we have established two kinds of functorial exact resolutions.
1. For any left H-module m we have as a consequence of Theorems 3.6 and 3.12, the exact sequence of
H-modules
(6.1) 0 −→ Corc (X(d),X)
I ⊗H m
∂⊗id
−−−→ . . .
∂⊗id
−−−→ Corc (X(0),X)
I ⊗H m
ǫ⊗id
−−−→ m −→ 0 .
Moreover, by Theorem 3.12, each term in this resolution is a finite direct sum of H-modules of the form
H(ǫF )⊗H†
F
m.
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2. In the case that the left H-module m is of the form m = VI for some smooth representation V of G
we have, by Theorem 3.4, the exact sequence of H-modules
(6.2) 0 −→ Corc (X(d),V)
I ∂−→ . . .
∂
−→ Corc (X(0),V)
I ǫ−→ m = VI −→ 0 .
We will show that (6.2) is naturally isomorphic to (6.1).
The G-equivariant map
X⊗H V
I −→ V
1gI ⊗ v 7−→ gv
(where 1gI denotes the characteristic function of the coset gI) induces a homomorphism of G-equivariant
coefficient systems {ζF : X
IF ⊗H V
I → VIF }F and therefore a G-equivariant map of complexes
(6.3) Corc (X(i),X)⊗H V
I = Corc (X(i),X⊗H V
I) −→ Corc (X(i),V) .
As the subsequent remark shows, this map is not an isomorphism in general.
Remark 6.1. 1. The map ζC is the natural identification H⊗H V
I ≃ VI.
2. The map ζF is not surjective in general. Suppose that F ⊆ C. By Proposition 4.25 we have
XIF ⊗H V
I ∼= XF ⊗HF V
I which implies that the image of ζF is the sub-G
◦
F (O)-representation
of VIF generated by VI. For example, if k has characteristic p and G = GL2(Qp) choose the
same supersingular representation V as in Remark 3.2 and F to be the vertex x0. Then ζF is not
surjective.
3. Let F ⊆ C. If the cardinality of the finite reductive group G◦F (O)/IF is invertible in k, it is
classical to establish that the functors XF ⊗HF . and HomG◦F (O)(XF , . ) are quasi-inverse functors
between the category of HF -modules and the category of representations of G
◦
F (O) generated by
their I-invariant subspace (note that the latter actually are representations of the finite reductive
group G◦F (O)/IF ). The map ζF is then injective.
Suppose k has characteristic p and G has type An. The above mentioned functors are quasi-
inverse equivalences if and only if F has codimension 0, or F has codimension 1 and q = p, or F
has codimension 2 and q = 2 ([36, Thm 4.17]). In those cases, ζF is injective. In the other cases,
the functor XF ⊗HF . is not even exact.
On the other hand there is the following trivial observation.
Remark 6.2. For any chamber D of X the map ζD is an isomorphism.
Proof. Pick an element g ∈ G such that D = gC. Then XID = gXI and VID = gVI. Modulo the
identification XI ⊗H V
I = gXI the map ζD is the identity. 
Of course, the map (6.3) restricts to a homomorphism of complexes of H-modules from (6.1) to (6.2).
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Proposition 6.3. The exact complexes
(6.1) 0 −→ Corc (X(d),X)
I ⊗HV
I ∂⊗id−−−−→ . . .
∂⊗id
−−−−→ Corc (X(0),X)
I ⊗H V
I ǫ⊗id−−−→ VI −→ 0
and
(6.2) 0 −→ Corc (X(d),V)
I ∂−→ . . .
∂
−→ Corc (X(0),V)
I ǫ−→ VI −→ 0
are isomorphic.
Proof. The isomorphism in Proposition 3.3 is functorial. It therefore suffices to show that the corre-
sponding homomorphism of complexes
Corc (A(i),X
I)⊗H V
I = Corc (A(i),X
I ⊗H V
I) −→ Corc (A(i),V
I)
is bijective. As we have seen in the proof of Theorem 3.4 the coefficient systems XI and VI on A only
involve subspaces of fixed vectors with respect to the groups ID where D runs over the chambers in A .
The bijectivity therefore is an immediate consequence of Remark 6.2. 
6.2. Left and right noetherian rings which are of finite left and right self-injective dimension are also
called Gorenstein rings. A left module M over a Gorenstein ring A is called Gorenstein projective if
ExtiA(M,P ) = 0 for any projective A-module P and any i ≥ 1. Obviously any projective module is
Gorenstein projective.
We recall from [50, Theorem 4] that H is left and right noetherian and hence is a Gorenstein ring by
Theorem 3.14.
Lemma 6.4. Suppose that G is semisimple. For any left H-module m the exact resolution (6.1) consists
of Gorenstein projective modules.
Proof. By Theorem 3.12 it suffices to show that the left H-modules
H(ǫF )⊗H†
F
H⊗H m = H(ǫF )⊗H†
F
m
are Gorenstein projective for any facet F ⊆ C. As in the proof of Lemma 1.1.ii (using Remark 4.22) we
have
ExtiH(H(ǫF )⊗H†
F
m, P ) = Exti
H†
F
((ǫF )m, P )
for any i ≥ 0. By our assumption on the center of G the algebra H†F is a Frobenius algebra (Proposition
5.4.ii). Over such an algebra every projective module is injective (cf. [29, Thm. 15.9]). Since H is free
as a left H†F -module (Proposition 4.21), P viewed as an H
†
F -module is projective as well, and hence is
injective. It follows that Exti
H†
F
((ǫF )m, P ) = 0 for any i ≥ 1. 
Remark 6.5. Similarly, (3.19) being a resolution of H′ by free right H′-modules, tensoring it by a left
H′-module m yields an exact resolution
(6.4) 0 −→
⊕
F∈Fd
H′(ǫF )⊗H′†
F
m
∂
−−→ . . .
∂
−−→
⊕
F∈F0
H′(ǫF )⊗H′†
F
m −→ m −→ 0
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for m. Suppose that G is semisimple. Then the argument of the previous lemma goes through using
Proposition 5.4.iii (and Remark 4.23 for the freeness of H′ over H′†F for any facet F ⊆ C). Thus, (6.4) is
an exact resolution of m by Gorenstein projective modules.
6.3. Differentials. Note that this paragraph does not require the hypothesis of semi-simplicity for G.
Let m be a left H-module. In this section we explicitly compute the differentials in the exact resolution
(6.5) 0 −→
⊕
F∈Fd
H(ǫF )⊗H†
F
m
∂
−−→ . . .
∂
−−→
⊕
F∈F0
H(ǫF )⊗H†
F
m −→ m −→ 0
of m derived from (6.1). We emphasize that the isomorphism between (6.5) and (6.1) obviously depends
on the choice of the sets Fi but also on the choice of an orientation (F, cF ) of any F ∈ Fi.
For any facet F ⊆ C of dimension i ≥ 1 we define
Fi−1(F ) := {F
′ ∈ Fi−1 : F
′ is W-equivalent to a facet contained in F}.
By Remark 4.14 any two W-equivalent facets contained in C already are Ω-equivalent. Therefore, the
facets of dimension i− 1 contained in F are of the form
ωF ′ for F ′ ∈ Fi−1(F ) and certain ω ∈ Ω/ΩF ′ .
We pick, for any F ′ ∈ Fi−1(F ), a subset Ω(F,F
′) ⊆ Ω of elements which are pairwise distinct modulo
ΩF ′ and such that
{F ′′ ⊆ F : F ′′ has dimension i− 1} = {ωF ′ : F ′ ∈ Fi−1(F ), ω ∈ Ω(F,F
′)}.
For any element ωF ′ in the right hand side we introduce the sign ǫ(F,F ′, ω) ∈ {±1} by the requirement
that
cF,ωF ′ = ǫ(F,F
′, ω)ωcF ′ ,
where cF,ωF ′ is the orientation induced by (F, cF ) on ωF
′.
Proposition 6.6. The differential ∂ in (6.5) is given on H(ǫF ) ⊗H†
F
m, for any 1 ≤ i ≤ d and any
F ∈ Fi, by
∂(1 ⊗ x) =
∑
F ′∈Fi−1(F )
∑
ω∈Ω(F,F ′)
ǫ(F,F ′, ω)τω˜ ⊗ τω˜−1x for any x ∈ m.
Proof. (One easily checks that each summand on the right hand side only depends on F ′ and the coset
ωΩF ′.) It suffices to treat the universal case m = H and to show that
∂(1⊗ 1) =
∑
F ′∈Fi−1(F )
∑
ω∈Ω(F,F ′)
ǫ(F,F ′, ω)τω˜ ⊗ τω˜−1 .
By section 3.3.2 the embedding H(ǫF )⊗H†
F
H →֒ Corc (X(i),X)
I sends 1⊗ 1 to the unique oriented chain
f(F,cF ) supported on F and with value charI at (F, cF ). The definition of the differential in the oriented
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chain complex Corc (X(i),X) implies
∂(f(F,cF ))((F
′′, c′′)) =

±charI if F
′′ ⊆ F and c′′ = ±cF,F ′′,
0 otherwise.
From our initial discussion we deduce
∂(f(F,cF )) =
∑
F ′∈Fi−1(F )
∑
ω∈Ω(F,F ′)
f˜F ′,ω =
∑
F ′∈Fi−1(F )
∑
ω∈Ω(F,F ′)
ǫ(F,F ′, ω)fF ′,ω
where f˜F ′,ω, resp. fF ′,ω, is the unique oriented chain supported on ωF
′ with value charI on (ωF
′, cF,ωF ′) =
(ωF ′, ǫ(F,F ′, ω)ωcF ′), resp. on ω(F
′, cF ′). One checks that fF ′,ω is the image of τω˜ ⊗ τω˜−1 under the
embedding H(ǫF ′)⊗H†
F ′
H →֒ Corc (X(i−1),X)
I. 
The description of the highest differential can be somewhat simplified by making, without loss of
generality, the following choice of orientations
cF := cC,F for any F ∈ Fd−1.
Corollary 6.7. Under the above simplifying assumption we have
H(ǫC)⊗H†
C
m
∂
−−→
⊕
F∈Fd−1
H(ǫF )⊗H†
F
m
1⊗ x 7−→
∑
F∈Fd−1
∑
ω∈Ω/ΩF
ǫC(ˆ˜ω)τω˜ ⊗ τω˜−1x .
Proof. Obviously Fd−1(C) = Fd−1, and Ω(C,F ) is a set of representatives for all cosets in Ω/ΩF . The
defining equation for the sign becomes cC,ωF = ǫ(C,F, ω)ωcC,F . But ωcC,F is induced by ωcC = ǫC(ˆ˜ω)cC .
It follows that ǫ(C,F, ω) = ǫC(ˆ˜ω). 
Remark 6.8. The argument in the proof of Corollary 6.7 shows that ǫC |ΩF = ǫF for any F ⊆ C of
codimension one.
6.4. Duality. Throughout this section we assume that the group G is semisimple. Let m be a left H-
module. By Lemma 6.4 the exact resolution (6.5) of m consists of Gorenstein projective H-modules. We
abbreviate it from now on by
(6.6) Gpr•(m) −→ m .
We always impose the condition that the corresponding choice of orientations satisfies cF = cC,F for any
F ∈ Fd−1.
By definition, Gorenstein projective modules are HomH( . ,H)-acyclic. It follows that
ExtiH(m,H) = h
i(HomH(Gpr•(m),H)) for any i ≥ 0.
From now on, we suppose that m is a left H-module of finite length.
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Lemma 6.9. The H-module m has finite k-dimension.
Proof. (Note that the subsequent argument remains valid even if G is not semisimple.) It follows from
[50, Theorem 4] and [33, Cor. 13.1.13(ii)] that H is a PI affine k-algebra in the sense of [33, 13.10.1].
Therefore any simple H-module has finite k-dimension by [33, Theorem 13.10.3(i)]. 
It follows from the lemma that each term in the resolution Gpr•(m) is a finitely generated H-module.
We have
HomH(Gpr•(m),H) = HomH(⊕F∈F•H(ǫF )⊗H†
F
m,H)
= ⊕F∈F•HomH(H⊗H†
F
(ǫF )m,H) = ⊕F∈F•HomH†
F
((ǫF )m,H)
= ⊕F∈F•HomH†
F
((ǫF )m,H
†
F )⊗H†
F
H
where the second, third, and last identity uses Remark 3.13, Frobenius reciprocity, and the facts that m
is finite dimensional and H is free over H†F (cf. Prop. 4.21.i), respectively. Hence the Ext
i
H(m,H) are the
cohomology groups of the complex
(6.7) ⊕F∈F0 HomH†
F
((ǫF )m,H
†
F )⊗H†
F
H
∂∗
−−→ . . .
∂∗
−−→ Hom
H†
C
((ǫC)m,H
†
C)⊗H†
C
H
with ∂∗ := HomH(∂,H).
In the following we will construct an augmentation map at the right end of this complex. But first
we have to introduce a certain class of automorphisms of the algebra H. Let ξ : G −→ k× be any
character which is trivial on I. Analogously as in section 3.3.1, multiplying an element of H, viewed as an
I-bi-invariant function on G, by the function ξ defines an automorphism jξ of the algebra H. It satisfies
jξ(τw) = ξ(wˆ)τw for any w ∈ W˜.
As recalled in section 4.5 we have in G the normal subgroup Gaff such that G/Gaff = Ω. Hence any
character of Ω can be viewed as a character of G trivial on I. In the following we apply this to the
orientation character ǫC of the chamber C (note that Ω = ΩC) and obtain the involution jC := jǫC of
the algebra H, which is the identity on the subalgebra Haff generated by all τw with w in the preimage
of Waff in W˜ and satisfies jC(τω˜) = ǫC(ˆ˜ω)τω˜ for any ω ∈ Ω. Of course, it extends to H the involution
jC on H
†
C which we had introduced in section 3.3.1.
In particular, we see that (ǫC)m makes sense as a (left) H-module (where the action is the action on
m composed with jC). But, in fact, we introduce the automorphism
ιC := ι ◦ jC
of H, where ι is the canonical involution recalled in section 5. One easily checks from the definitions that
the involutions ι and jC commute. Hence ιC is an involution as well. We let ι
∗
Cm denote m with the new
H-action through the automorphism ιC , and we form the right H-module
md := Homk(ι
∗
Cm, k) .
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We obtain the exact contravariant functor m 7−→ md from (left) finite length H-modules to (right) finite
length H-modules. Of course, there is a corresponding functor from right to left finite length H-modules.
Clearly, we have
(md)d = m .
This implies that the exact functor ( . )d maps simple modules to simple modules.
We observe that H†C = k[P
†
C/I] = k[Ω˜] is the group algebra of a finite group and hence is a symmetric
Frobenius algebra. It is well known that, using the k-linear form
δ1 : k[Ω˜] −→ k∑
ω∈Ω˜
cωω 7−→ c1 ,
one obtains the isomorphism of right H†C-modules
∆ : Hom
H†
C
((ǫC)m,H
†
C) −→ Homk((ǫC)m, k)
f 7−→ δ1 ◦ f .
Since ι|H†C = id, hence ιC |H
†
C = jC |H
†
C , we may view ∆ as an isomorphism onto the right H
†
C-module
md. As such it extends to the surjective homomorphism of right H-modules
augm : Hom
H†
C
((ǫC)m,H
†
C)⊗H†
C
H −→ Homk(ι
∗
Cm, k) = m
d
f ⊗ τ 7−→ (δ1 ◦ f)τ = δ1(f(ιC(τ).)) .
This is the envisaged augmentation map.
Next we compute the image of the last differential in the complex (6.7). If F ⊆ C has codimension
one then SF = {sF } ([12, 1.2.10 and 2.1.1]).
Lemma 6.10. We have
((∆⊗ idH) ◦ ∂
∗)
(
⊕F∈Fd−1 HomH†
F
((ǫF )m,H
†
F )⊗H†
F
H
)
=
∑
s∈Saff
md(1⊗ τs˜ − τs˜ ⊗ 1)H .
Proof. Let F ∈ Fd−1. Obviously, the image ∂
∗(Hom
H†
F
((ǫF )m,H
†
F ) ⊗H†
F
H) is the right H-submodule
of Hom
H†
C
((ǫC)m,H) = HomH†
C
((ǫC)m,H
†
C) ⊗H†
C
H generated by ∂∗(Hom
H†
F
((ǫF )m,H
†
F ) ⊗ 1). It follows
from Corollary 6.7 that
∂∗(f ⊗ 1) =
∑
ω∈Ω/ΩF
ǫC(ˆ˜ω)τω˜f(τω˜−1 .)
for any f ∈ Hom
H†
F
((ǫF )m,H
†
F ). Moreover, by Lemma 5.6 we have
f =
∑
w∈W˜†
F
f0(jF (τ
∗
ws˜F
−1) . )τw
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for some f0 ∈ Homk(m, k). If we insert the second formula into the first one then we obtain
∂∗(f ⊗ 1) =
∑
ω∈Ω/ΩF
ǫC(ˆ˜ω)τω˜
∑
w∈W˜†
F
f0(jF (τ
∗
ws˜F
−1)τω˜−1 . )τw
=
∑
ω∈Ω/ΩF
ǫC(ˆ˜ω)
∑
ω′∈Ω˜F
f0(jF (τ
∗
ω′)τω˜−1 . )τω˜ω′s˜F +
∑
ω∈Ω/ΩF
ǫC(ˆ˜ω)
∑
ω′∈Ω˜F
f0(jF (τ
∗
ω′s˜F
−1)τω˜−1 . )τω˜ω′
=
∑
ω∈Ω/ΩF
ǫC(ˆ˜ω)
∑
ω′∈Ω˜F
f0(ǫF (ωˆ′)(τ
∗
ω˜ω′) . )τω˜ω′s˜F +
∑
ω∈Ω/ΩF
ǫC(ˆ˜ω)
∑
ω′∈Ω˜F
f0(ǫF (ωˆ′)(τ
∗
ω˜ω′s˜F
−1) . )τω˜ω′
=
∑
ω′∈Ω˜
ǫC(ωˆ′)(f0(τ
∗
ω′ . )τω′τs˜F + f0(τ
∗
ω′s˜F
−1 . )τω′)
=
∑
ω′∈Ω˜
ǫC(ωˆ′)(f0(τ
∗
ω′ . )τω′ ⊗ τs˜F + f0(τ
∗
ω′s˜F
−1 . )τω′ ⊗ 1) .
using that jF (τ
∗
s˜F
−1) = τ
∗
s˜F
−1 in the third and Remark 6.8 in the fourth identity. We deduce that in
md ⊗
H†
C
H we have
(∆⊗ id)(∂∗(f ⊗ 1)) = f0 ⊗ τs˜F − f0(ι(τs˜F ) . ) ⊗ 1 = f0 ⊗ τs˜F − f0τs˜F ⊗ 1 .
This implies our assertion with the sum on the right hand side over all sF with F ∈ Fd−1. But the form
(6.1) of the complex Gpr•(m) shows that the image of the differential ∂
∗ in question is independent of
the particular choice of the set Fd−1. Hence we may sum over all s ∈ Saff . 
Proposition 6.11. The sequence
HomH(Gprd−1(m),H)
∂∗
−−−→ HomH(Gprd(m),H)
augm
−−−→ md −→ 0
is exact.
Proof. Because of Lemma 6.10 we have to show that the kernel of the multiplication map md⊗
H†
C
H −→ md
is equal to
∑
s∈Saff
md(1⊗τs˜−τs˜⊗1)H. Obviously the latter is contained in this kernel. Since the algebra H
is generated by H†C and the τs˜ we also see that any element inm
d⊗
H†
C
Hmodulo
∑
s∈Saff
md(1⊗τs˜−τs˜⊗1)H
is of the form f ⊗ 1 with f ∈ md. This shows the reverse inclusion. 
Corollary 6.12. For any left H-module of finite length there is a natural isomorphism of right H-modules
ExtdH(m,H)
∼= md.
Remark 6.13. By viewing ǫC as an I
′-bi-invariant character of G we introduce the involution j′C of H
′
defined by j′C(τ
′
w) = ǫC(wˆ)τ
′
w. Set ι
′
C = ι
′ ◦ j′C where ι
′ is the canonical involution on H′ described in 4.19
and define, for any left H′-module m, the right H′-module
md := Homk(ι
′
C
∗
m, k) .
Then the calculations leading to Corollary 6.12 go through literally (see also Remark 5.7) and we obtain,
for any left H′-module m of finite length, a natural isomorphism of right H′-modules ExtdH′(m,H
′) ∼= md.
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One instance of this duality can be seen on the trivial character χtriv and the sign character χsign of
H defined by
χsign : τw 7→ (−1)
ℓ(w) and χtriv : τw 7→ q
ℓ(w)
for w ∈ W˜, and with the convention that 00 = 1 ([50, Corollary 1]). The canonical involution ι exchanges
these two characters.
Corollary 6.14. i. ExtdH(χtriv,H)
∼= χsign ◦ jC and Ext
d
H(χsign,H)
∼= χtriv ◦ jC .
ii. The injective dimension of H (resp. H′) as a left as well as a right H-module (resp. H′-module)
is equal to d1 = d.
Proof. The first assertion follows from Corollary 6.12. The second assertion about the self-injective
dimension of H follows from the first in view of Theorem 3.14. In view of Theorem 3.17 and Remark 6.13
an analogous reasoning works for H′. 
From Theorem 3.14 we know that ExtiH(m,H) = 0 for any i > d. We will show that these groups also
vanish for i < d. In fact, we will prove that H is a ring of the following kind.
A ring S is called Auslander-Gorenstein if
– S is left and right noetherian,
– S has finite injective dimension as a left as well as a right S-module, and
– every finitely generated left and every finitely generated right S-moduleM satisfies the Auslander
condition: For every i ≥ 0 and any submodule N of ExtiS(M,S) we have Ext
j
S(N,S) = 0 for any
j < i.
For Auslander-Gorenstein rings the grade
j(M) := min{i : ExtiH(M,H) 6= 0}
of a finitely generated H-module M is an invariant which has all the properties of a “codimension of
support” (compare [1]), i. e., which is a “good” codimension function. Nonzero modules of maximal
grade are called holonomic.
Remark 6.15. For any facet F of X the k-algebra H†F is Auslander-Gorenstein.
Proof. H†F contains, by Prop. 5.4.ii, a Laurent polynomial ring R such that R ⊆ H
†
F is a free idR-Frobenius
extension. By the argument in the proof of Lemma 5.3 we therefore have Ext∗
H†
F
(M,H†F ) = Ext
∗
R(M,R)
for any H†F -module M . This reduces the Auslander property over H
†
F to the Auslander property over R.
But R as a regular noetherian commutative ring is Auslander-Gorenstein (compare [42, Beispiele 1 and
2 after Satz 10.4]). 
Theorem 6.16. Suppose that the group G is semisimple. Then the k-algebra H is Auslander-Gorenstein.
Moreover, for any finitely generated H-module M , the Gelfand-Kirillov dimension and the Krull dimen-
sion of M coincide and are equal to d− j(M).
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Proof. We already know from [50, Thm. 4] and the proof of Lemma 6.9 that H is a noetherian PI affine
k-algebra. We deduce from Corollary 6.12 and Corollary 6.14.ii that H is injectively smooth in the sense
of [45, p. 990]. Hence [45, Thm. 3.10 and Lemma 4.3] (applied with the trivial grading of H) imply our
assertion. 
Corollary 6.17. Suppose that the group G is semisimple. For any H-module of finite length m we have
ExtiH(m,H) = 0 for any i < d. In particular, a nonzero H-module is holonomic if and only if it is of
finite length.
Proof. By Corollary 6.12 we have m = (md)d = ExtdH(m
d,H). Hence the first assertion is immediate from
the Auslander condition. By [1, Cor. 1.3] holonomic H-modules are of finite length. 
We note that any finitely generated Gorenstein projective H-module M is reflexive, which mean that
it satisfies M = HomH(HomH(M,H),H), where in addition HomH(M,H) again is finitely generated
Gorenstein projective (cf. [14, Lemma 4.2.2(ii)]). Proposition 6.11 and Corollary 6.17 therefore imply
that
HomH(Gprd−•(m),H) −→ m
d ,
for any finite length H-module m, is an exact resolution of md by finitely generated Gorenstein projective
modules.
Remark 6.18. The above assertions remain valid with H′ instead of H (with no condition on k). In
particular, under the assumption that G is semisimple, H′ is Auslander-Gorenstein and ExtiH′(m,H
′) = 0
for i < d and any H′-module m of finite length.
6.5. Homological dimensions of the trivial and sign characters for H.
Proposition 6.19. Let F be a facet F ⊆ C and χ ∈ {χtriv , χsign}. Suppose that
i. G is semisimple,
ii.
∑
w∈W˜†
F
qℓ(w) 6= 0 in k.
Then the restriction of χ to H†F is projective and injective as left and as a right H
†
F -module.
Proof. First of all we note that ∑
w∈W˜†
F
qℓ(w) = [T0 : T1] · |ΩF | ·
∑
w∈WF
qℓ(w) .
As a consequence of our assumption ii. all three factors on the right hand side are nonzero in k. In
particular, we have the central idempotent ε1 :=
1
[T0:T1]
∑
t∈T0/T1 τt ∈ H and there is an isomorphism
of algebras H′ ∼= ε1H given by τ
′
w 7→ ε1τw˜ for all w ∈ W (see 3.4). Since χ(ε1) = 1, the character χ
of H factorizes through ε1H and we denote by χ
′ the character of H′ given by the composition of χ by
H′ ∼= ε1H →֒ H. If χ = χsign or χ = χtriv, the character χ
′ is respectively equal to
(6.8) χ′sign : τ
′
w 7→ (−1)
ℓ(w) and χ′triv : τ
′
w 7→ q
ℓ(w)
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for all w ∈W. We are going to verify that the restriction of χ′ to H′†F is projective and injective as a left
and as a right H′†F -module. Since, H
′†
F identifies with ε1H
†
F in the isomorphism H
′ ∼= ε1H, it will prove
the claim of the proposition.
In a first step we show that χ′|H′F is projective. For this we let wF denote the longest element in WF
and we introduce the element
e′F,χ =


∑
w∈WF
τ ′w if χ = χtriv,∑
w∈WF
qℓ(wF )−ℓ(w)(−1)ℓ(w)τ ′w if χ = χsign.
in H′F . We claim that
(6.9) τ ′ve
′
F,χ = χ
′(τ ′v)e
′
F,χ = e
′
F,χτ
′
v for any v ∈WF
holds true: it follows from a straightforward and completely formal computation in the Hecke algebra of
WF . In particular, we see that e
′
F,χ lies in the center of H
′
F . We compute
χ′(e′F,χ) =
∑
w∈WF
qℓ(w) 6= 0
which is nonzero in k by our assumption ii. Hence ε′F,χ := χ(e
′
F,χ)
−1e′F,χ is a central idempotent in H
′
F ,
and H′F ε
′
F,χ is a projective H
′
F -module, one dimensional over k, which realizes the character χ
′|H′F .
Since the length ℓ on WF is invariant under conjugation by ΩF and W
†
F = WF ⋊ΩF , the idempotent
ε′F,χ commutes with any τ
′
ω, for ω ∈ ΩF , and one easily sees (use (4.7)) that
ε′†F,χ := ε
′
F,χ ·
1
|ΩF |
∑
ω∈ΩF
τ ′ω
=
1∑
w∈W†
F
qℓ(w)
·


∑
w∈W†
F
τ ′w if χ = χtriv∑
w∈W†
F
qℓ(wF )−ℓ(w)(−1)ℓ(w)τ ′w if χ = χsign
is a central idempotent in H′†F such that the projective H
′†
F -module H
′†
F ε
′†
F,χ realizes the character χ
′|H′†F .
Because of our assumption i. and Proposition 5.4.iii the k-algebra H′†F is a Frobenius algebra. Hence
any projective H′†F -module is also injective. 
Proposition 6.20. Suppose that G is semisimple and that
∑
w∈W˜†
F
qℓ(w) 6= 0 in k for all facets F ∈ C.
Then, as left and right H-modules, the characters χtriv and χsign have projective dimension equal to d.
Proof. Let χ ∈ {χtriv, χsign}. By symmetry it suffices to treat the case of χ as a left H-module. Propo-
sition 6.19 implies that Gpr•(χ) −→ χ is an exact projective resolution of the H-module χ (see (6.6)).
Hence the projective dimension of χ is ≤ d. Equality follows from Corollary 6.14.i. 
Remark 6.21. With no hypothesis on k and G, consider the characters χ′triv and χ
′
sign of H
′ given by the
formulas (6.8). Let χ′ ∈ {χ′triv , χ
′
sign}. Under the assumption that G is semisimple and
∑
w∈W†
F
qℓ(w) 6= 0
in k for all facets F ⊆ C, we establish in the proof of Proposition 6.19 that the restriction of χ′ to H′†F is
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projective as a left and as a right H′†F -module. Therefore, the exact resolution (6.4) of χ
′ is a resolution
by projective modules and χ′ has projective dimension ≤ d as a left H′-module. From Remark 6.13, we
obtain that the projective dimension of χ′ as a left H′-module is equal to d. By symmetry, the same
holds for χ′ as a right H′-module.
We remark that it is a general fact for Gorenstein rings A that any A-module of finite projective
dimension also has finite injective dimension and that, in this case, both these dimensions are bounded
above by the self-injective dimension of A (cf. [20] 9.1.10). In the situation of the above Proposition 6.20
it also follows directly from Proposition 1.2, Theorem 3.12, and Proposition 6.19 that the two H-modules
χtriv and χsign have injective dimension ≤ d.
Remark 6.22. Suppose that the assumptions of Proposition 6.19 hold true for all zero dimensional
facets in C. Then the resolution (3.15) is not split as a complex of H-bimodules. Otherwise, any left
H-module m would be a direct summand of
⊕
F∈F0
H(ǫF ) ⊗H†
F
m and there would be an F ∈ F0 such
that HomH(m,H(ǫF ) ⊗H†
F
m) 6= 0. Choose m to be the trivial or the sign character of H. Then by
Proposition 6.19, the restriction of m to H†F is projective so that m is isomorphic to a direct summand
of H†F and H(ǫF )⊗H†
F
m injects in H as a left H-module. This contradicts the fact (Corollary 6.17) that
HomH(m,H) = 0.
7. Global dimension of the (pro-p) Iwahori-Hecke algebra in characteristic p
If k has characteristic zero then by a theorem of Bernstein (compare the argument in [49, Prop. 37])
the Hecke algebras H and H′ are regular, i. e., they have finite global dimension, which is bounded above
by the rank of the group G. We will show that this is no longer true in characteristic p.
In this paragraph, we assume that k has characteristic p, so that one can define idempotents in H as
mentioned in 3.4. In particular, H′ (resp. H′F
†, H′F ) can be identified with the algebra ε1H (resp. ε1H
†
F ,
ε1HF ) with unit ε1. It implies that the projective dimension of H (resp. H
†
F , HF ) is bounded below by
the one of H′ (resp. H′F
†, H′F ). We will use this argument several times without repeating it.
Proposition 7.1. Suppose that k has characteristic p.
i. The algebra H has finite global dimension if and only if H†F has finite global dimension for all
facets F ⊆ C. Otherwise, H has a simple module of infinite projective dimension.
ii. The algebra H′ has finite global dimension if and only if H′F
† has finite global dimension for all
facets F ⊆ C. Otherwise, H and H′ both have a simple module of infinite projective dimension.
Proof. It follows from [50, Theorem 4] and [33, Cor. 13.1.13(iii) and Cor. 13.6.6(iii)] that H is a fully
bounded noetherian ring. For such a ring it is shown in [39] that its global dimension is the supremum
of the projective dimensions of its simple modules. But according to [20, Theorem 9.1.10] the projective
dimension of any H-module, provided that it is finite, is bounded above by the self-injective dimension
≤ d1 of H (cf. Theorem 3.14). It follows that if H has infinite global dimension, then there must exist a
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simple H-module of infinite projective dimension. The statement is valid with H′ instead of H since H′
is also a fully bounded noetherian ring ([51, Theorem 2]) with finite self-injective dimension by Theorem
3.17.
It remains to show the equivalences. For H, combining Proposition 4.21 and Lemma 1.1.iii gives that
H has infinite global dimension as soon as there is a facet F ⊆ C with H†F of infinite global dimension.
Now suppose that H†F has finite global dimension for all facets F with dimension ≤ d contained in C.
Then using the resolution (3.15) together with Proposition 1.2.iii., we obtain that any H-module has
finite projective dimension. We have proved i. By Remark 4.23 and using the resolution (3.19), the same
argument works for H′ and we obtain ii. 
Corollary 7.2. Suppose that k has characteristic p.
i. If there is a facet F ⊆ C such that HF is not semisimple, then each of HF , H
†
F , and H has a
simple module of infinite projective dimension.
ii. If there is a facet F ⊆ C such that H′F is not semisimple, then each of H
′
F , HF , H
′
F
†, H†F , H
′, and
H has a simple module of infinite projective dimension.
Proof. First of all we recall (cf. [2, Thm. 1]) that an algebra is semisimple if and only if it has global
dimension equal to zero. Then (cf. [2, Cor. 11, Prop. 14, Prop. 15]): a Frobenius k-algebra either is
semisimple or has infinite global dimension. In the latter case there exists a simple module of infinite
projective dimension. In section 5 we recalled that HF and H
′
F are always Frobenius algebras.
Suppose that F ⊆ C is such that HF is not semisimple. Then combining Lemmas 4.20.ii and 1.1.iii,
we see that H†F has a module of infinite projective dimension, and by the proof of Proposition 5.5, which
shows that H†F is fully bounded noetherian, it has a simple module of infinite projective dimension. We
conclude the proof of i. using Proposition 7.1.
The assertion ii. is proved by the same arguments (see Remark 4.23) and using the observation at the
beginning of this paragraph. 
Since k has characteristic p, the algebras HC = k[T
0/T1] and H′C = k are semisimple. As for the
algebras H†C = k[P
†
C/I] and H
′†
C = k[P
†
C/I
′], they are semisimple if and only if p does not divide the order
of P†C/I
′ = Ω. On the other hand, as noticed in [16, Theorem 5], the Jacobson radical of HF ⊗k k (resp.
H′F ⊗k k), where k is an algebraic closure of k, contains all the commutators in HF ⊗k k (resp. H
′
F ⊗k k)
because the simple HF ⊗k k-modules (resp. H
′
F ⊗k k-modules) are one dimensional. Since HF /Jac(HF )
maps injectively to HF ⊗k k/Jac(HF ⊗k k) and correspondingly for H
′
F (cf. [28, Thm. 5.14]) this statement
remains true for HF and H
′
F . Therefore, HF (resp. H
′
F ) is not semisimple and has a simple module of
infinite projective dimension whenever it is not commutative. This observation gives part of the following
criterion.
Lemma 7.3. Suppose k has characteristic p. Assume d > 0, and let F be a facet F ( C of dimension
< d. We have:
a. Suppose that the root system ΦF is not of type A1×. . .×A1. Then H
′
F and HF are not semisimple.
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b. Suppose that q 6= 2. Then HF is not semisimple.
Proof. a. It follows from the classification of root systems that SF contains two elements s and s
′ that do
not commute ([9, Ch VI, 1.3]), so that we have τ ′sτ
′
s′ 6= τ
′
s′τ
′
s in H
′
F . It implies that H
′
F and hence HF are
not commutative. b. Let s ∈ SF . First suppose that q 6= 2, 3. Then there is an element t ∈ F∗q ∼= Ts(Fq)
whose square is not trivial. (Ts(Fq) was defined in Section 5 before Remark 4.18 and identifies with
a subgroup of T0/T1.) By definition of ns, we have nstn
−1
s t
−1 = t−2 6= 1 from which we deduce that
nst 6= tns mod T
1. In HF , we therefore have τs˜τt 6= τtτs˜. It remains to consider the case q = 3. Then
1
2θs
is a nonzero idempotent in k[T0/T1]. Since τs˜ and θs commute we obtain
[
(1−
1
2
θs)τs˜
]2
= (1−
1
2
θs)τ
2
s˜ = (1−
1
2
θs)τs˜θs = 0 .
It follows that (1 − 12θs)τs˜ is a nonzero nilpotent element in HF . Since HF modulo its Jacobson radical
is a product of fields we see that this Jacobson radical has to be nonzero. 
Remark 7.4. If the root system ΦF is of type A1 × . . .×A1, then H
′
F is semisimple.
Example 7.5. Suppose that k has characteristic p and that q = 2. Then H = H′, and we have:
1. Let G = SL2(F). Then the algebras H
†
C = HC = k and H
†
x = Hx ∼= k × k, for any vertex x ∈ C,
are semisimple. It therefore follows from the resolution (3.15), Proposition 1.2.iii and Corollary
6.14.i that H has global dimension 1. In this case the resolution (6.1) is a projective resolution of
any H-module m.
2. Let G = PGL2(F). Then the algebra H
†
C = k[Ω]
∼= k[Z/2Z] is not semisimple (but Frobenius).
By Proposition 7.1, there exists a simple H-module of infinite projective dimension.
3. Let G = GL2(F). Then the algebra H
†
C
∼= k[Z] has global dimension 1. Moreover, Hx0 ∼= k × k
so that H†x0 = Hx0 [Z] has global dimension 1 as well. It follows from the resolution (3.15) and
Proposition 1.2.iii that H has global dimension ≤ 2.
Example 7.6. Suppose that k has characteristic p 6= 2, and let G = PGL2(F). Then H
′
C
† = k[Ω] ∼=
k[Z/2Z] and H′x0
† = H′x0
∼= k × k are semisimple. It follows that H′ has global dimension 1 (whereas H
has infinite global dimension).
Corollary 7.7. Let G = PGL2(Qp), and let k be algebraically closed of characteristic p. The category of
smooth k-representations of G generated by their I-invariant vectors has infinite global dimension.
Proof. The category of H-modules is equivalent to the category of smooth representations of G =
PGL2(Qp) generated by their I-invariant vectors ([35]). Conclude applying Lemma 7.3b., Remark 7.5.2
and Corollary 7.2. 
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8. Graded Hecke algebras
The elements τw, for w ∈ W˜, form a k-basis of H. It is immediate from the defining relations (4.9) and
(4.10) that
FnH :=
∑
ℓ(w)≤n
kτw for n ≥ 0
defines an increasing, discrete (i. e., nonnegative), and exhaustive ring filtration of H. We have F0H =
k[Ω˜]. In this final section we investigate the associated graded algebra gr•H.
For any w ∈ W˜ we let τ¯w denote the principal symbol of τw in the graded ring gr•H. It is clear that,
for any n ≥ 0, the set {τ¯w : ℓ(w) = n} is a k-basis of grnH. The multiplication in gr•H is determined by
the rule
(8.1) τ¯v τ¯w =

τ¯vw if ℓ(vw) = ℓ(v) + ℓ(w),0 otherwise.
For any facet F of X we equip the subalgebra H†F with the induced filtration.
Lemma 8.1. i. H is filt-free as a left as well as a right H†F -module.
ii. gr•H is gr-free as a left as well as a right gr•H
†
F -module.
Proof. (Compare [31, Def. I.6.1 and p. 28] for the definitions of filt-free and gr-free modules.) i. As a
consequence of Lemma 4.12.i we have
FnH = ⊕d∈D†
F
τ¯d˜Fn−ℓ(d)H
†
F = ⊕d∈D†
F
Fn−ℓ(d)H
†
F τ¯d˜−1 and τ¯d˜, τ¯d˜−1 ∈ Fℓ(d)H \ Fℓ(d)−1H .
ii. This follows from i. 
The involution jF of H
†
F obviously respects the filtration. Hence the tensor product filtration on
H(ǫF ) ⊗H†
F
H is well defined and makes it a filtered (H,H)-bimodule. It is clear from Proposition 6.6
that (3.15) is a complex of filtered bimodules. Alternatively the subsequent proof will explain a more
conceptual reason for this fact.
Theorem 8.2. For any n ≥ 0 the subcomplex
0 −→
⊕
F∈Fd
Fn(H(ǫF )⊗H†
F
H) −→ . . . −→
⊕
F∈F0
Fn(H(ǫF )⊗H†
F
H) −→ FnH −→ 0
of (3.15) is exact. In other words (3.15) is strict-exact.
Proof. We will, in fact, prove the equivalent assertion for the isomorphic oriented chain complex
(8.2) 0 −→ Corc (A(d),X
I)
∂
−→ . . .
∂
−→ Corc (A(0),X
I)
ǫA−−→ H −→ 0 .
We recall that the coefficient system of right H-modules XI on the apartment A is given by
F 7−→ XI(F ) := XIC(F ) for any facet F in A
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with transition maps
tFF ′ : X
IC(F ) −→ XIC(F ′) whenever F ′ ⊆ F .
x 7−→
∑
g∈(I∩P†
F ′
)/(I∩P†
F
)
gx .
If F ⊆ C then C(F ) = C so that XI(F ) = H in this case. Since Waff acts transitively on the chambers
in A we find, by Proposition 4.6.i, for any facet F ′ in A a facet F ⊆ C and an element d ∈ DF such
that F ′ = dF . Moreover, Proposition 4.13.i implies C(F ′) = dC and hence
XI(F ′) = XIdC = XdˆIdˆ
−1
= dˆ(XI) = dˆH
(inside X). Similarly as before, we fix here and in the further proof, for any v ∈W, a lifting v˜ ∈ W˜ of v
as well as a lifting vˆ ∈ NG(T) of v˜. The above right H-module becomes a filtered H-module through
Fn(X
I(F ′)) := dˆFnH for n ≥ 0.
To see that this is well defined let F ′ = d1F1 = d2F2 with Fi ⊆ C and di ∈ DFi . Write d
−1
2 d1 = w0ω
with w0 ∈ Waff and ω ∈ Ω. Then w0ωF1 = F2. Since ωF1, F2 ⊆ C it follows from ([9, V.3.2 property
(I)] that ωF1 = F2 (cf. Remark 4.4). We obtain d1F1 = d2ωF1. Using that d2 ∈ DF2 one checks that
d2ω has minimal length in the coset d2ωWF1 = d2WF2ω. Hence d2ω ∈ DF1 , and therefore d2ω = d1. We
conclude that dˆ1FnH = dˆ2ωˆFnH = dˆ2τω˜FnH = dˆ2FnH. The transition maps are maps of filtered right
H-modules of a certain degree. More precisely, we claim that
(8.3) tF
′
F ′0
(Fn(X
I(F ′))) ⊆ Fn+d(C,C(F ′))−d(C,C(F ′0))(X
I(F ′0)) whenever F
′
0 ⊆ F
′
holds true. Note that d(C,C(F ′0)) ≤ d(C,C(F
′)). As above, we let F ⊆ C and d ∈ DF be such that
F ′ = dF . We put F0 := d
−1F ′0 ⊆ F , and we choose d0 ∈ DF0 such that F
′
0 = d0F0. By Lemma 4.9 we
have d = d0v0 for some v0 ∈ W
†
F0
, and (4.4) implies ℓ(d) = ℓ(d0) + ℓ(v0). From Proposition 4.13.i and
(4.6) we deduce d(C,C(F ′)) = d(C,C(dF )) = d(C, dC) = ℓ(d) and similarly d(C,C(F ′0)) = ℓ(d0). We
therefore have to show that
tF
′
F ′0
(dˆFnH) ⊆ dˆ0Fn+ℓ(v0)H .
Since the transition maps are maps of right H-modules this reduces to the claim that∑
g∈(I∩P†
F ′
0
)/(I∩P†
F ′
)
gdˆτ1 ∈ dˆ0Fℓ(v0)H
which follows from the more precise statement that
dˆ0
−1
(I ∩ P†
F ′0
)dˆT0I = dˆ0
−1
(I ∩ P†
F ′0
)dˆ0vˆ0T
0I ⊆ Ivˆ0T
0I .
But we conclude from Proposition 4.13 that I ∩ P†
F ′0
= I ∩ P†d0F0 = IC(d0F0) = Id0C and hence that
dˆ0
−1
(I ∩ P†
F ′0
)dˆ0 ⊆ I.
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We point out that in case C(F ′) = C(F ′0) we have ℓ(v0) = 0 and the transition map Fn(X
I(F ′)) −→
Fn(X
I(F ′0)) is the identity.
In X , resp. A , we have, for any n ≥ 0, the subcomplex X (n), resp. A (n), of all facets F such that
C(F ) is of distance ≤ n from C. By A (n)i ⊆ X (n)i we denote the sets of i-dimensional facet in these
subcomplexes.
As a consequence of (8.3) we may introduce the increasing sequence F0X
I ⊆ . . . ⊆ FnX
I ⊆ XI of
coefficient subsystems defined by
(FnX
I)(F ′) := Fn−d(C,C(F ′))(X
I(F ′))
for all facets F ′ in A (with the convention that Fm(.) = 0 if m < 0). Obviously FnX
I is supported on
A (n). It is easy to see that each right H-module Corc (A(i),X
I) is a filtered module with respect to the
induced increasing discrete filtration
FnC
or
c (A(i),X
I) := Corc (A(i), FnX
I) = Corc (A (n)(i), FnX
I) ,
which, moreover, is exhaustive. The complex (8.2) in this way becomes a filtered complex.
We claim that the isomorphism between (8.2) and (3.15) established in Proposition 3.3 and Theorem
3.12 is a filtered isomorphism. As a piece of notation we introduce the characteristic functions charU
of any compact open subset U ⊆ G. Let F ⊆ C be an i-dimensional facet. Under the identification
H = indG
P
†
F
(X†F )
I, coming from the transitivity of induction, the element τv ∈ H, for v ∈ W˜, corresponds
to the function φv : G −→ X
†
F which is left I-invariant, is supported on IvˆP
†
F , and has value φv(vˆ) =
char
vˆ−1IvˆI∩P†
F
. Hence under the embedding H(ǫF )⊗H†
F
H →֒ Corc (X(i),X)
I, which depends on the choice
of an orientation (F, cF ) of F , the element τv ⊗ 1 is mapped to the I-invariant chain fv ∈ C
or
c (X(i),X)
defined by
f ′v :=
∑
g∈G/P†
F
g
(
chain supported on {F} with value ǫF charg−1IvˆI∩P†
F
in (F, cF )
)
=
∑
g∈IvˆP†
F
/P†
F
chain supported on {gF} with value ǫF (g
−1.)char
IvˆI∩gP†
F
in (gF, gcF ) .
It follows from Lemma 3.1 that ǫF |vˆ
−1IvˆI ∩ P†F = 1. Therefore we may characterize f
′
v as being the
unique oriented chain such that
– f ′v is I-invariant,
– f ′v is supported on the I-orbit of the facet vF , and
– f ′v((vF, vcF )) = charIvˆI∩vˆP†
F
.
Since the above embedding is right H-equivariant we obtain more generally that, for any two v,w ∈ W˜,
the element τv⊗ τw ∈ H(ǫF )⊗H†
F
H is mapped to the unique oriented chain f ′v,w ∈ C
or
c (X(i),X) such that
– f ′v,w is I-invariant,
– f ′v,w is supported on the I-orbit of the facet vF , and
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– f ′v,w((vF, vcF )) = τw(charIvˆI∩vˆP†
F
).
According to Proposition 4.21.i the elements τd˜, for d ∈ D
†
F , form a basis of H(ǫF ) as a right H
†
F -module.
Hence {τd˜ ⊗ τw}(d,w)∈D†
F
×W˜
is a k-basis of H(ǫF )⊗H†
F
H. By Proposition 4.13 and (4.6) we have
d(C,C(dF )) = d(C, dC) = ℓ(d) and I ∩ P†dF ⊆ IC(dF ) = IdC
for any d ∈ D†F . The former says that dF ∈ X (ℓ(d))i \X (ℓ(d)− 1)i and the latter that dˆ
−1Idˆ ∩ P†F ⊆ I
and hence that IdˆI ∩ dˆP†F = dˆI. It follows that
f ′
d˜,w
((dF, dcF )) = τw(chardˆI) = chardˆIwI = dˆτw .
Since the isomorphism Corc (X(i),X)
I ∼= Corc (A(i),X
I) is given by restricting chains we obtain that
the composed embedding H(ǫF ) ⊗H†
F
H →֒ Corc (A(i),X
I) sends τd˜ ⊗ τw to the unique oriented chain
fd˜,w ∈ C
or
c (A(i),X
I) supported on {dF} ⊆ A (ℓ(d))i \ A (ℓ(d) − 1)i with value fd˜,w((dF, dcF )) = dˆτw ∈
(Fℓ(w)X
I)(dF ). In particular, we have fd˜,w ∈ Fℓ(d)+ℓ(w)C
or
c (A(i),X
I). Vice versa, let f ∈ FnC
or
c (A(i),X
I)
be an arbitrary chain. We may assume that f is supported on a single facet {F ′}. We choose a facet
F ⊆ C and an element d ∈ DF such that F
′ = dF . Then d(C,C(dF )) = ℓ(d) and f((F ′, c′)) ∈
Fn−ℓ(d)X
I(F ′) = dˆFn−ℓ(d)H. By a further decomposition we therefore may assume that f((F
′, c′)) = dˆτw
for some w ∈ W˜ with ℓ(w) ≤ n−ℓ(d). We see that f up to sign is the image of τd˜⊗τw ∈ Fn(H(ǫF )⊗H†
F
H).
This establishes our claim.
To show our assertion we therefore may equivalently prove that the complexes
0 −→ Corc (A (n)(d), FnX
I) −→ . . . −→ Corc (A (n)(0), FnX
I) −→ FnH −→ 0
are exact for all n ≥ 0. But this follows by exactly the same reasoning as in the proof of Theorem 3.4.
The coefficient systems FnX
I still have the property that, for any chamber D in A of distance m from
C, they have constant values with identity transition maps on all facet in D \A (m− 1). 
Corollary 8.3. The complex
(8.4) 0→
⊕
F∈Fd
gr•(H(gr•(ǫF ))⊗gr•H†F
gr•H→ . . .→
⊕
F∈F0
gr•H(gr•(ǫF ))⊗gr•H†F
gr•H→ gr•H→ 0
derived from (3.15) is an exact sequence of (gr•H, gr•H)-bimodules and is a gr-free resolution of gr•H as
a left as well as a right graded gr•H-module.
Proof. It follows from Theorem 8.2 that
0 −→
⊕
F∈Fd
gr•(H(ǫF )⊗H†
F
H) −→ . . . −→
⊕
F∈F0
gr•(H(ǫF )⊗H†
F
H) −→ gr•H −→ 0
is exact. Moreover, by Lemma 8.1.i and [31, Lemma I.6.14], we have
gr•(H(ǫF )⊗H†
F
H) = gr•(H(gr•(ǫF ))⊗gr•H†F
gr•H .
The freeness assertion follows from Lemma 8.1.ii. 
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Lemma 8.4. For any facet F facet of X the k-algebra gr•H
†
F is left and right noetherian and has
self-injective dimension r.
Proof. This is proved in exactly the same way as Proposition 5.5. In fact, due to the simplified relations
(8.1) the argument becomes somewhat simpler. 
Proposition 8.5. i. gr•H is finitely generated as a left and right module over a commutative sub-
ring which is a finitely generated k-algebra. In particular, gr•H is left and right noetherian.
ii. gr•H is a Gorenstein ring of self-injective dimension bounded above by the rank of the group G.
Proof. i. Let Λ˜ := T/T1. It is immediate from the relations (8.1) that
A :=
∑
x∈Λ˜
kτ¯x
is a commutative graded subalgebra of gr•H. In Λ˜ we have the dominant (closed) Weyl chamber
Λ˜dom := {x ∈ Λ˜ : < x,α > ≥ 0 for any α ∈ Φ
+}.
Its translates w(Λ˜dom) for w ∈ W0, are the (closed) Weyl chambers in Λ˜. According to [32, 1.4(a)] the
length function ℓ restricted to Λ˜ can be computed explicitly by
ℓ(x) =
∑
α∈Φ+
| < x,α > | for any x ∈ Λ˜.
We claim:
(a) ℓ|Λ˜ is W0-invariant, which is easy.
(b) For x, x′ ∈ Λ˜ we have ℓ(x + x′) = ℓ(x) + ℓ(x′) if and only if x and x′ lie in a common Weyl
chamber.
Obviously ℓ is additive on the dominant Weyl chamber. Since W0 acts transitively on the set of all Weyl
chambers it follows from (a) that ℓ is additive on any Weyl chamber. Conversely let x, x′ ∈ Λ˜ such that
ℓ(x+ x′) = ℓ(x) + ℓ(x′). By (a) we may assume that x+ x′ ∈ Λ˜dom. Then
ℓ(x+ x′) =
∑
α∈Φ+
| < x+ x′, α > | ≤
∑
α∈Φ+
| < x,α > |+
∑
α∈Φ+
| < x′, α > |
= ℓ(x) + ℓ(x′) = ℓ(x+ x′) .
This easily implies that x, x′ ∈ Λ˜dom. (This argument in fact shows that two points x, x
′ ∈ Λ˜ which lie
in some common Weyl chamber must lie in any Weyl chamber which contains x+ x′.)
Any Weyl chamber w(Λ˜dom) is a saturated subsemigroup of Λ˜ and hence is finitely generated by
Gordon’s lemma ([26, p. 7]). This implies that A is a finitely generated k-algebra: If x1, . . . , xr generate
the semigroup Λ˜dom then {τ¯w(xi)}w∈W0,1≤i≤r generate the k-algebra A.
As a consequence of (8.1) we have the decomposition
gr•H = ⊕w∈W0A(w) with A(w) :=
∑
x∈Λ˜
kτ¯xw˜
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as left A-modules. We claim that each A-module A(w) is finitely generated. Fixing w, there exist, as a
consequence of [51, (1.6.3)] (compare also [7, Lemma 3.3.6]), finitely many elements y1, . . . , yr ∈ Λ˜ such
that for any x ∈ Λ˜ there is an 1 ≤ i ≤ r with ℓ(xw˜) = ℓ(xy−1i ) + ℓ(yiw˜). It therefore follows from (8.1)
that A(w) is generated by τ¯y1w˜, . . . , τ¯yrw˜. The reasoning for gr•H as a right A-module is analogous.
ii. The bound on the self-injective dimension follows from Lemma 8.1.ii, Corollary 8.3, and Lemma
8.4 as in the proof of Theorem 3.14. 
Proposition 8.6. Suppose that the group G is semisimple. Then gr•H is Auslander-Gorenstein.
Proof. It follows from Proposition 8.5 and [33, Cor. 13.1.13(iii) and Cor. 13.6.6(iii)] that gr•H is a fully
bounded noetherian ring of finite self-injective dimension. Since the center of G is finite by assumption
the group Ω is finite so that gr0H = k[Ω˜] is an artinian ring. Hence our assertion follows from [45,
paragraph after Cor. 6.3]. 
Everything in this section remains valid for the analogously formed graded rings gr•H
′ of H′ and
gr•Haff of the affine Hecke algebra Haff of the Coxeter system (Waff , Saff ).
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