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El principal objetivo de este proyecto ﬁn de carrera es el diseño e impelentación
de un algoritmo de detección de sombras. Muchas de las aplicaciones utilizadas en
computer vision, como la video-vigilancia requieren la detección y seguimiento de
objetos donde las técnicas de substracción de fondo son comunmente usadas para la
segmentación de frente/fondo. Sin embargo, las sombras proyectadas por objetos del
frente que se encuentran en movimiento a menudo provocan errores de detección en
dichas aplicaciones. Para afrontar este problema, este trabajo propone el diseño de un
algoritmo de detección de sombras, explotando la información de color de diferentes
espacios por medio del cálculo de ratios entre los píxeles que se encuentran bajo
regiones de sombra y los pixeles pertenecientes al fondo. Para este propósito primero
se ha estudiado, implementado, adaptado y evaluado las principales y más relevantes
técnicas de substracción de fondo y métodos de sombra que forman la base de la
myoría de los detectores de la bibliografía, poniendo de maniﬁesto sus carencias en
cuanto a la detección y eliminación de sombras se reﬁere. Posteriormente se describirá
el algoritmo propuesto explicando cada una de las etapas del proceso llevadas a cabo
como son el cálculo de ratios, histogramas, medidas de correlación entre canales y
optimización de umbrales y se presentarán los resultados asociados en un capítulo de
experimentos, realizando una evaluación comparativa con algunos de los algoritmos
encontrados en la bibliografía.
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The main goal of this master thesis is the design and implementation of a shadow
detection algorithm. Many computer vision applications such as video-surveillance
require the detection and object tracking where background substraction is commonly
applied for background/foreground segmentation. However cast shadows from mov-
ing foreground objects usually result in errors for such applications. To address these
problems, this work proposes the design and implementation of a shadow detection al-
gorithm, exploiting the colour information by means of calculating the ratios between
pixels under shadow regions and background pixels for diﬀerent colour spaces. For
this purpose the author ﬁrst studied, implemented, adapted and evaluated the main
and most relevant techniques of background substraction and shadow methods that
form the basis of most detectors in the literature, highlighting the main gaps they
present in detecting and removing shadows from image sequences. It is described later
the proposed algorithm explaining each of the process steps such us the calculation of
ratios, histograms, colour spaces channel correlation and optimization of thresholds.
The results associated to every procces of the algorithm will be presented in four ex-
periments, performing a comparative evaluation with some of the algotrithms found
in the literature.
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La detección y eliminación de sombras es un paso crítico en la mejora de la de-
tección y seguimiento de objetos. Es particularmente importante en aplicaciones de
video-seguridad y vigilancia en las que se realiza el seguimiento de personas u obje-
tos en movimiento. En las últimas décadas se han desarrollado técnicas y algoritmos
para la detección de objetos en movimiento y se ha conseguido modelar con éxito
situaciones problemáticas como pueden ser el cambio repentino en la iluminación, el
movimiento sistemático del fondo o la sensibilidad al ruido. Sin embargo, a pesar de
ello, las técnicas actuales de segmentación no son capaces de discernir entre un objeto
en movimiento y la sombra que este proyecta. Esto se debe a que en la mayoría de las
ocasiones las sombras presentan el mismo patrón de movimiento que los objetos de
la escena y los cambios de magnitud en su intensidad son comparables a las de estos
[1]. Dado que las sombras pueden ser comparables en tamaño a los objetos que se
encuentran en el primer plano, su incorrecta clasiﬁcación como elementos de este pro-
ducen una inexactitud en la detección y una pérdida en los algoritmos de seguimiento,
aumentando la probabilidad de perder la trayectoria de los objetos en movimiento de
la escena.
Actualmente existen múltiples técnicas que tratan de resolver este problema. To-
das ellas tienen sus puntos fuertes y sus puntos débiles contribuyendo de manera
diferente a la detección de sombras. Únicamente los algoritmos más simples son los
adecuados para la generalización a todo tipo de secuencias de video, sin embargo
son altamente mejorables si se asumen ciertas suposiciones. Como consecuencia, no
existe un único método que sea robusto y generalizable a todo tipo de secuencias,
sino que para cada aplicación es mejor desarrollar su propia técnica de acuerdo con
1
2 CAPÍTULO 1. INTRODUCCIÓN.
la naturaleza de la escena que se quiere analizar.
La motivación de este proyecyo es por tanto, el estudio, desarrollo y mejora de las
técnicas de detección de sombras.
1.2. Objetivos.
El objetivo principal de este proyecto es el diseño, implementación y evaluación de
algoritmos de detección de sombras en secuencias de video-seguridad. Para ello, tras
realizar un estudio del estado del arte se realizará una selección e implementación de
las técnicas más apropiadas atendiendo a las características más relevantes y adecua-
das que sean consideradas. Se realizará la evaluación y estudio comparativo de dichas
técnicas con las diferentes métricas y propuestas encontradas en el estado del arte
que se recogerán en una serie de experimentos. Finalmente a raíz de las conclusiones
obtenidas en dichos experimentos se propondrá la implementación de un algoritmo
en el que se explorararán ciertos métodos con los que conseguir alguna mejora en el
rendimiento de los algoritmos y la maximización de las capacidades de detección sobre
el datset empleado. Por tanto los objetivos del presente proyecto se pueden resumir
en los siguientes puntos.
1. Estudio del estado del arte de los principales algoritmos de substracción de
fondo y detección de sombras.
2. Diseño, implementación y adaptación de un algoritmo de detección de sombras.
3. Estudio de las características de las sombras en los distintod espacios de color.
4. Realización de pruebas experimentales y evaluación comparativa de algoritmos.
5. Elaboración de conclusiones.
1.3. Estructura de la memoria.
La memoria del proyecto se divide en los siguientes capítulos:
Capítulo 1. Introducción: introducción, motivación y objetivos del proyecto.
Capítulo 2. Estado del arte: técnicas de substracción de fondo y algorimtos de
detección de sombras.
Capítulo 3. Algoritmo propuesto: Algoritmo de detección de sombras basado en
ratios de color.
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Capítulo 4. Experimentos: evaluación de las principales técnicas del estado del
arte y desarrollo del algoritmo y técnicas de detección propuestas.
Capítulo 5. Conclusiones y trabajo futuro.
Referencias y anexos.
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Capítulo 2
Estado del arte.
En este capítulo se presenta un estudio básico de las principales técnicas de subs-
tracción de fondo, los principales problemas a los que se enfrentan estos métodos y la
necesidad de introducir la detección de sombras como una etapa de post-procesado
de video. Así mismo se introducen las principales técnicas de detección de sombra
atendiendo a las diferentes características en las que basan la detección.
Este trabajo proporciona una visión general del trabajo realizado previamente en
las áreas relacionadas con el objetivo del proyecto y estará apoyado por los experi-
mentos realizados en siguientes capítulos.
2.1. Segmentación de objetos del frente.
2.1.1. Introducción
El objetivo de la segmentación de objetos en movimiento es la discriminación de
los píxeles de los objetos que se encuentran en el frente o foreground de la imagen de
los píxeles de fondo o background de la escena de la secuencia de video a analizar. Se
trata de dividir una imagen en regiones separadas de manera que los píxeles dentro
de una misma región compartan características o propiedades como el color, texturas,
variabilidad espacial, movimiento, intensidad etc. que las diferencie signiﬁcativamente
del resto de regiones adyacentes. En el caso de imágenes grabadas con cámara ﬁja,
que es el caso que ocupa este proyecto, las técnicas más utilizadas en la segmentación
de objetos es el modelado y substracción de fondo y la discriminación o extracción de
los objetos del frente mediante la comparación de las imágenes con dicha estimación
de fondo.
Se conoce como fondo o background a la parte de la imágen que permanece en la
escena durante toda la secuencia. Se distinguen dos tipos:
5
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1. Fondos unimodales: son aquellos fondos cuyos píxeles no varían su valor a lo
largo de la secuencia y solo los objetos en movimiento del frente modiﬁcarán
dichos valores. Se trata de fondos fundamentalmente estáticos cuyos píxeles
tienen un solo valor o modo.
2. Fondos multimodales: son aquellos fondos cuyos píxeles varían sus valores du-
rante la secuencia. Puede deberse por ejemplo a la presencia de árboles cuyas
ramas u hojas presentan un movimiento local debido al viento, a movimien-
tos del agua, a cambios de iluminación etc. que hacen que los píxeles puedan
presentar diferentes valores o modos en distintos intstantes de la secuencia.
2.1.2. Principales técnicas de modelado de fondo
A continuación se exponen las principales técnicas de modelado de fondo en el que
se recogen desde los métodos más básicos que buscan minimizar el coste computacional
y aumentar la velocidad, a técnicas más robustas con mayor coste computacional cuyo
objetivo es obtener una mayor precisión del modelo de fondo. Se distinguen tres tipos
de categorías de representación del modelo de fondo:
1. Modelos básicos: Se trata de modelos matemáticos sencillos para describir el
fondo.
a) Frame Diﬀerencing : Es uno de los métodos de modelado más sencillos por
su bajo coste computacional. Consiste en detectar cambios en los pixeles
mediante la diferencia entre la intensidad de dichos píxeles en la imagen
actual y la intensidad de los mismos en la imagen anterior. A pesar de
detectar bien los cambios bruscos gracias a la diferencia entre imagenes
inmediatas, no detecta cuando un objeto o persona detiene su movimiento
y por esta misma razón no es capaz de detectar correctamente el interior
de los objetos en movimiento, detectando únicamente los bordes.
b) Temporal median ﬁlter: otra de las maneras más básicas de modelar el
fondo es a través de una única imagen de grises o color con ausencia de
objetos en movimiento. Esta imagen estática puede ser estimada mediante
un ﬁltro temporal y no se actualiza hasta que no se producen movimien-
tos, momento en el cual el nuevo modelo de fondo se corresponde con el
promedio de un conjunto de imágenes consecutivas.
2. Modelos paramétricos: Con el objetivo de mejorar la robustez frente al ruido y
tener cierta capacidad de detectar pequeños movimientos del fondo, los modelos
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paramétricos describen el fondo en base a parámetros pertenecientes a una o
varias distribuciones de probabilidad normalmente Gaussianas. Algunos tipos
son:
a) Running Gaussian average (Media Gaussiana): Con el método de la media
Gaussiana o Gaussiana simple cada pixel queda representado por dos pa-
rámetros , la media y la varianza (µt, σ2t ). En cada instante de tiempo el
valor del píxel analizado (It) se clasiﬁca como fondo de la imagen si cumple
la ecuación 2.1.
It − µt < k · σt (2.1)
, es decir, si el valor de dicho píxel cae dentro de la Gaussiana deﬁnida
en ese instante para dicho pixel éste formará parte del fondo. Para evitar
tener que ajustar la función desnsidad de probabilidad Gaussiana a cada
nuevo frame , t, la media se actualiza siguiendo la ecucación 2.2 como en
[1].
µt = αIt + (1− α)µt−1 (2.2)
Este método no es válido para fondos que presentan píxeles con valores muy
diferentes debido a que las tasas de actualización del modelo son lentas no
pudiendo adaptarse a cambios bruscos en el fondo.
b) Mezcla de Gaussianas: Estos métodos tratan de resolver los problemas
asociados con cambios bruscos y continuos de fondo a tasas que no permiten
la actualización de los modelos de fondo basados en un sólo valor . Esto
puede ocurrir por ejemplo en imágenes en las que haya presencia de árboles.
Para distintos instantes de tiempo el mismo píxel de la imagen puede tomar
valores distintos debido al movimiento de las ramas o de las hojas.
En [2]se describe la probabilidad 2.3 de observar un cierto valor de píxel
x en un instante t por medio dek distribuciones gaussianas (µk,t, σ2k,t), con
valores de k tipicamente entre 3 y 5. Cada una de estas distribuciones





wi,tη(xt − µi,t, ) (2.3)
En este modelo aquella combinación de distribuciones gaussianas cuya su-
ma de pesos supere un cierto umbral T permitirá clasiﬁcar cada píxel de
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fondo en un instante.
B∑
i=1
wi > T (2.4)
Por tanto la Mezcla de Gaussianas es capaz de tratar con fondos multimo-
dales manteniendo una función densidad de probabilidad por cada píxel.
Este método tiene como contraprestación una alta carga computacional y
es poco robusta ante cambios de iluminación bruscos.
3. Modelos no paramétricos:
a) Kernel Density Estimaation (KDE) El método de representación del fondo
Densidad de Núcleo (`KDE') descrito por Elgammal en [3] estima la fun-
ción de densidad de probabilidad de cada píxel de la imagen de fondo en
cada instante de tiempo. Esta operación se realiza gracias a la información
de la historia reciente de dicho píxel que se halla almacenada en un buﬀer.
El objetivo es obtener mayor sensibilidad de detección que utilizando un
método de representación de fondo con una distribución de probabilidad
ﬁja. La pertenencia al fondo se estima mediante el promedioPr(x) de fun-
ciones de núcleo K (por ejemplo, de tipo Gaussiano) centradas en valores
anteriores xi y evaluados en el valor del píxel actual xt ; es decir, se calcula
la probabilidad de parecido entre el píxel actual y los valores que dicho
píxel ha tomado en las L imágenes anteriores y si esa probabilidad es suﬁ-
cientemente elevada (supera un determinado umbral U) se considera que
el píxel es fondo; en caso contrario, será frente.
2.1.3. Problemas de modelado de fondo
Los problemas a los que se enfrentan las distintas técnicas descritas en el apartado
anterior son los siguientes :
Fondos multimodales: Fondos que se pueden encontrar en secuencias con fondos
no estáticos, que contienen objetos que presentan un movimiento generalmente
local como pueden ser las ramas y hojas de árboles y arbustos, el movimiento
del agua etc.
Actualización del fondo de la escena ante cambios que puedan producirse en el
mismo a lo largo de la secuencia.
El ruido introducido por la cámara que puede suponer errores en la segmenta-
ción.
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Cambios de iluminación en la escena por las variaciones de las condiciones de
luminosidad (día, noche, nublado) o por la interacción de fuentes luminosas con
objetos del fondo (ej: sombra que proyecta un ediﬁcio). Estos cambios deben ser
detectados para generar un modelo de fondo actualizado.
Sombras presentes en la escena: La interacción entre las fuentes luminosas y los
diferentes objetos del frente de la escena pueden producir efectos que suelen ser
categorizados como objetos en movimiento (sombras y reﬂejos). Sin embargo
dichas sombras no pueden considerarse parte del primer plano como tampoco
pueden considerarse parte del fondo pues no se generan debido a movimientos
de los objetos del fondo situación que podría tratarse como un problema de
actualización del fondo, sino que son generadas por la interacción de fuentes
luminosas con objetos del frente que pueden estar en movimiento, con lo que la
sombra seguiría la trayectoria de este objeto.
En la Figura 2.1 se pone de maniﬁesto este hecho. Analizar este tipo de sombras
es el objeto de este documento. Como se demostrará en los experimentos rea-
lizados en capitulos siguientes, las técnicas de segmentación o substracción de
fondo no son capaces de discriminar estas sombras que pasarán a formar parte
del frente y a convertirse en un problema que deberá solventarse mediante téc-
nicas de post-procesado.
Figura 2.1: Ejemplo sombra proyectada por elementos del frente en movimiento y som-
bras debidas a elementos arquitectonicos del fondo. Imagen obtenida de la secuencia
PeopleInShades del DATASET 2012
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Camuﬂaje: Este efecto se produce cuando los objetos pertenecientes al frente
de la escena poseen la misma cromaticidad y/o texturas que en ocasiones hacen
que se confundan o camuﬂen con partes del fondo.
2.2. Detección de sombras
2.2.1. Introducción
La detección y eliminación de sombras es un paso crítico en la mejora de la de-
tección y seguimiento de objetos. Es particularmente importante en aplicaciones de
video-seguridad y vigilancia en las que se realiza el seguimiento de personas u objetos
en movimiento. En las últimas décadas se han desarrollado técnicas y algoritmos para
la detección de objetos en movimiento y se han conseguido modelar con éxito situa-
cines problematicas como pueden ser el movimiento sistemático de fondo, el cambio
repentino de iluminación o la sensibilidad al ruido. Sin embargo, a pesar de ello, las
técnicas actuales de segmentación no son capaces de distinguir entre un objeto en mo-
vimiento y la sombra que este proyecta. Esto se debe a que las sombras presentan el
mismo movimiento que los objetos pertenecientes al frente de la escena y los cambios
de magnitud en su intensidad son comparables a los de estos. Dado que las som-
bras pueden ser comparables en tamaño a los objetos que se encuentran en el primer
plano, su incorrecta clasiﬁcación como elementos de este producen una inexactitud
en la detección y una pérdida en el rendimiento de los algoritmos de seguimiento,
aumentando la probabilidad de perder la trayectoria de los objetos en movimiento de
la escena. Por ejemplo en escenarios donde las detecciones de diferentes personas se
pueden entremezclar debido a las sombras que proyectan. O la inclusión de los píxeles
como parte de los objetos en movimiento hacen que la similitud con el modelo de
persona empleado en los algoritmos de seguimiento decrezca.
Actualmente existen múltiples técnicas que tratan de resolver este problema, ba-
sándose en características cromáticas, físicas, geométricas o métodos basados en textu-
ras. Todas ellas tienen sus puntos fuertes y débiles contribuyendo de manera diferente
a la detección de sombras. Únicamente los algoritmos más simples son los adecuados
para la generalización a todo tipo de secuencias de video, sin embargo son altamente
mejorables si se asumen cierta suposiciones. Como consecuencia no existe un único
método que sea robusto y generalizable a todo tipo de secuencias sino que para cada
aplicación es mejor desarrollar su propia técnica de acuerdo con la naturaleza de la
escena que se quiere analizar.
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Figura 2.2: Efecto de las sombras sobre los algoritmos de detección de personas. La
trayectoria correcta de ambas personas sólo puede ser obtenida en el caso de que las
sombras sean eliminadas.
2.2.2. Principales técnicas
A continuación se pasa a describir las principales técnicas de detección de sombras
atendiendo a las caraterísticas utilizadas en su implementación. Todas características
descritas a continuación, son útiles en la detección de sombras tanto en cuanto los
objetos y las sombras que proyectan puedan ser comparadas con una estimación del
fondo de la escena en las que están presentes :
2.2.2.1. Técnicas basadas en la intensidad
Estas técnicas se basan en una suposición simple: Las regiones de píxeles de la
escena que se encuentran bajo una sombra son más oscuras. Por tanto, conociendo
los niveles de intensidad de la fuente luminosa se puede predecir predecir cuanto de
oscuras pueden llegar a ser estas sombras y como consecuencia determinar los rangos
de disminución de intensidad. Se trata de métodos muy sencillos que suelen usarse
como primera etapa en la detección de sombras [4], [5] , [6], sin embargo no existen
étodos basados fundamentalmente en esta característica.
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2.2.2.2. Técnicas basadas en la cromaticidad
La mayoría de los métodos de detección basados en características espectrales
utilizan la información de color. Al igual que las técnicas basadas en la intensidad,
asumen que las áreas bajo sombra son más oscuras pero además retienen su cromati-
cidad la cual es una caracteristica independiente de la intensidad.
Es decir, por ejemplo, un píxel rojo que pertenece al fondo de la escena, despues
de ser cubierto por una sombra pasará a ser rojo oscuro, por lo que sigue siendo rojo
(mantiene su cromaticidad) a pesar de que su intensidad se ha visto reducida. Este
modelo de transición de color se conoce como constancia del color o atenuación lineal.
La mayoría de los métodos que utilizan este modelo, utilizan espacios de color
donde la separación de la intensidad y la cromaticidad sea mayor. (HSV [7], c1c2c3
[8] ,YUV [9], o combinación de ellos [10] ).
El factor más determinante a la hora de implementar métodos basados en la croma-
ticidad es elegir un espacio de color que presenten una separación entre la intensidad y
la cromaticidad Cucchiara et al en [7] elige para su método una aproximación basada
en el espacio HSV ya que presenta una separación natural entre la cromaticidad (H)
y la luminosidad (V). El canal V es una medida directa de la intensidad por lo que los
píxeles de sombra deberían tener valores más reducidos que los píxeles del fondo. La
cromaticidad de los píxeles de sombra se encontrará dentro de unos límites cercanos a
los valores de los píxeles del fondo al igual que la saturación (S). Considerando estas
suposiciones, se establece un modelo de sombra basado en tres condiciones 2.5, 2.6 y
?? que determinan si un pixel es considerado como sombr.
β1 ≤ (F Vp /BVp ) ≤ β2 (2.5)
(FSp −BSp ) ≤ τS (2.6)
(FHp −BHp ) ≤ τH (2.7)
El hecho de utilizar otros espacios de color puede producir diferentes resultados
pero no por ello mejores (o peores). Debido a que estos métodos trabajan a nivel de
píxel, son susceptibles al ruido y altamente sensibles a fuertes cambios de iluminación
y sombras muy oscuras.
2.2.2.3. Técnicas basadas en propiedades físicas
El modelo de atenuación lineal asume que la fuente de iluminación produce luz
blanca pura, lo que a menudo no es el caso. En ambientes de exterior, las dos mayo-
res fuentes de iluminación son el sol (luz blanca) y la luz reﬂejada por el cielo (luz
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azul). Cundo la luz del sol es bloqueada, el efecto de la luz reﬂejada por el cielo se
incrementa, trasladando la cromaticidad de los pixeles de una región de sombra hacia
su componente azul.
Alternativamente a los métodos que tratan de solventar el problema de no linea-
lidad del modelo a través de modelos dicromáticos como proponen S. Nadimi and B.
Bhanu en [11] , existen técnicas que tratan de modelar especíﬁcamente la aparien-
cia de los píxeles bajo sombra sin proponer explícitamente un modelo de atenuación
[12], [13]. Estos métodos tienden a ser más precisos que los métodos cromáticos, sin
embargo dado su limitación a propiedades espectrales su principal desventaja es el
análisis de objetos que presentan una cromaticidad similar a la del fondo.
En [5] Huang y Cheng proponen un métodos que no realiza suposiciones previas
acerca de las fuentes de luz y la iluminación ambiental. Para un píxel p, dado el
vector sombra-fondo denominado v(p), el cambio de color se modela usando tres
parámetros de características x(p) = [α(p), θ(p),Φ(p)] que representan la atenuación
de la iluminación y la dirección del vector v(p) en coordenadas esféricas (θ(p),Φ(p)).
Las ecuaciones 2.8, 2.9 y 2.10 describen la variación de la apariencia inducida por el
bloqueo de la luz en las regiones de sombra, donde BG(p) es el valor del píxel del
fondo y los superíndices representan las componentes R, G y B en el espacio de color
RGB. Primero se identiﬁcan los píxeles del frente con una reducida intensidad con
respecto al fondo para después actualizar un modelo de mezcla de Gaussianas con las
tres características de color empleadas. Para ﬁnalizar, las probabilidades del modelo
se usan para clasiﬁcar cada pixel del frente como sombra o como objeto.
α(p) =‖ v(p) ‖ / ‖ BG(p) ‖ (2.8)
θ(p) = arctan(vG(p)/vR(p)) (2.9)
Φ(p) = arccos(vB(p)/ ‖ v(p) ‖) (2.10)
2.2.2.4. Técnicas basadas en la geometría
Conociendo todos los aspectos de la fuente de iluminación, la forma de los objetos
pertenecientes al frente y el plano horizontal o tierra de la escena es posible, en teoría,
predecir la orientación, tamaño e incluso forma de las sombras proyectadas. La princi-
pal ventaja de las técnicas basadas en la geometría es que éstas trabajan directamente
sobre el frame de entrada sin tener que depender de la exactitud de la estimación del
fondo de la escena. Sin embargo imponen unas limitaciones muy concretas en cuanto
al tipo de los objetos (personas [4, 14] o vehículos [15, 16] ) presentes en la escena;
requieren que los objetos y sus sombras tengan distinta orientación, asumen la exis-
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tencia de una única fuente de luz y no estan diseñados para tratar con objetos con
múltiples sombras o con múltiples objetos detectados como un único blob de frente.
La mayor parte de los métodos basados en la geometría asumen que cada blob de
frente contiene un único objeto y su sombra, lo cual no siempre es así.
2.2.2.5. Técnicas basadas en texturas
Al igual que los métodos basados en la cromaticidad que asumían que la cromati-
cidad de los píxeles bajo sombra se mantiene, estas técnicas asumen que gran parte de
las texturas de los píxeles bajo sombras también se mantienen. Estos método suelen
seguir dos etapas:
1. Selección de los posibles píxeles o regiones de sombra: Se suele utilizar un método
simple basado en características espectrales.
2. Clasiﬁcación de los candidatos como frente o sombra basado en la correlación
de texturas entre los píxeles de frente y los píxeles de fondo.
Si la textura del píxel analizado es similar tanto en el frente como en el fondo se
clasiﬁca como sombra. La correlación de texturas se puede llevar acabo mediante
multiples técnicas: cross-correlation [17], edge correlation [18, 19].
La correlación de texturas es una técnica muy robusta debido a que es inde-
pendiente del color y tiene buen comportamiento ante cambios de iluminación, sin
embargo son métodos computacionalmente costosos debido a que cada pixel tiene que
ser analizado con respecto a varios píxeles o regiones vecinas.
2.3. Conclusiones
En este estudio del estado del arte se ha presentado un análisis de los diferentes
métodos de detección de sombras, clasiﬁcados en función de la característica principal
en la que basan la detección. Los métodos que fundamentalmente se basan en carac-
terísticas espectrales se clasiﬁcan como cromáticos o físicos y los métodos basados
en características espaciales se clasiﬁcan como métodos geométricos o métodos basa-
dos en texturas. Todos los métodos tienen sus principales ventajas e inconvenientes
proporcionando distintas contribuciones a la detección de sombras. De los métodos
descritos, los basados en la geometría imponen suposiciones muy restrictivas, por
lo que no son generalizables a cualquier escenario, pero si son muy efectivos si se
utilizan en determinadas condiciones (objetos facilmente modelables, distintas orien-
taiones objeto-sombra etc). Los métodos cromáticos son los mas sencillos y rápidos
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en implementar, pero son altamente sensibles al ruido, mientras que los métodos físi-
cos mejoran la detección de los cromáticos siempre que las características espectrales
entre los objetos y el fondo no sean parecidas. Por último los métodos basados en
texturas trabajan bien en escenarios donde el fondo presente texturas, sin embargo
son los mas costosos computacionalmente hanlando pues necesitan comparar cada
píxel con una ventana de píxeles vecinos.
Como consecuencia, se puede concluir que ninguno de los métodos es robusto ante
cualquier escenario que se presente, si no que para cada escena particular es preferible
usar uno u otro método de detección de sombras.
En cuanto a los algoritmos de detección de sombras se ha estudiado como son
capaces de solucionar problemas asociados a la actualización de fondo, cambios de
iluminación o modelado de fondos multimodales, sin embargo no son capaces de eli-
minar las sombras que producen los objetos en movimiento del frente. Estas sombras
serán categorizadas como elementos del frente lo cual puede ocasionar problemas en
la detección de objetos.
En los experimentos A y B de capitulos posteriores de este documento, se realizará
un análisis comparativo de los distintos métodos de substracción de fondo, así como de
métodos de detección de sombras pertenecientes a cada una de las categorías descritas
en este estudio del estado del arte (cromáticas, físicas, geométricas y métodos basados
en texturas), sacando conclusiones a raíz de los resultados cauntitativos y cualitativos





En este capítulo se va a presentar el algoritmo de detección de sombras propuesto.
Inicialmente se expondrá un esquema general del algoritmo con el que se explicarán
los procesos que se llevarán a cabo en cada uno de los bloques. Una vez explicado de
forma resumida y general, se presentarán las características en las cuales se basa su
funcionamiento profundizando en cada etapa del proceso. Posteriormente se detallarán
las tareas seguidas en cada bloque. Los resultados cualitativos y cuantitativos de cada
etapa del algoritmo de detección de sombras propuesto se encuentran desarrollados
en los Experimentos C y D del siguiente capítulo.
3.2. Esquema General
En la Figura 3.1 se muestra el diagrama de procesos seguidos para el diseño del
algoritmo de detección de sombras que se propone en este proyecto. El propósito del
algoritmo de detección de sombras es discriminar las sombras del frente como etapa
de post-procesado tras la implementación de un algoritmo de substracción de fondo,
por lo que el primer paso antes de deﬁnir el algoritmo será determinar como obtener
la máscara de frente sobre la cual evaluaremos el algoritmo. El segundo paso llevado
a cabo en el proceso es la extración y evaluación de las características de sombras,
para lo cual se ha utilizado cómo parámetros discriminativos los ratios de sombra-
fondo analizados para diferentes espacios de color. Tras la aplicación de algoritmos
de correlación sobre los histogramas calculados a partir de los ratios obtenidos, se
determinan que canales discriminan mejor la sombra del frente. La medida de corre-
lación entre histogramas utilizada en este algoritmo, es la distancia de bhattacharyya.
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(a) Entrenamiento del modelo de sombra
(b) Ejecución del Algoritmo SDMIM adaptado a sombras
Figura 3.1: Esquema general del algoritmo propuesto
Con esta distancia se busca obtener los canales que menos correlación presenten entre
sí y obtener sus umbrales que formarán los detectores de sombra del algoritmo. En
total se determinan dos canales cuya máscaras de detección obtenidas mediante la
umbralización de los píxeles de sombra, se combina mediante un AND lógico para
obtener la máscara ﬁnal. Para optimizar los resultados se hace uso de una adaptación
del algoritmo SDMIM [20] , que iterativamente calculará los umbrales óptimos de
los canales seleccionados de manera que el agreement o parecido entre las máscaras
obetnidas para los dos canales seleccionados se maximice.
3.3. Descripción de módulos
En esta sección se profundiza en cada uno de los módulos mostrados en el esquema
general de la Figura 3.1
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3.3.1. Algoritmo de substracción de fondo. Obtención de la másca-
ras de frente y sombras teórica.
La salida de este bloque de procesos es una máscara de frente y una máscara
de sombra sobre la que poder extraer las características de los píxeles de sombra en
etapas posteriores.
En la evaluación del algoritmo de detección de sombras propuesto se ha utilizado
como algoritmo de substracción de fondo el algoritmo SubSENSE [21] ya que obtiene
una estimación de fondo precisa necesaria para la extracción de características de
color de las sombras, y por su excelente rendimiento en la detección de frente como
puede comprobarse en los resultados obtenidos en el Experimento A del capítulo 4.
El proceso llevado a cabo para obtener la máscara de frente y sombras teóricas
sobre la cual poder realizar la extracción de características y la posterior evaluación
del algoritmo consiste en obtener un ground-truth adaptado a la detección de frente
proporcionada por el algoritmo SubSENSE, es decir, se realizará una comparación
entre la máscara de frente obtenida con el algoritmo de substracción y el ground-truth
original de las secuencias del dataset seleccionado. Los píxeles de frente de la máscara
obtenidos por el algoritmo de substracción que intersecten con la máscara de píxeles
de sombra del ground-truth original, pasarán a formar parte de la máscara de sombras
del nuevo ground-truth adaptado. El resto de píxeles de la máscara de frente pasarán
a formar parte de la máscara de frente del ground-truth adaptado.
3.3.2. Extracción de características. Entrenamiento del modelo de
sombra.
3.3.2.1. Cálculo de Ratios
Como parámetros establecidos para la discriminación entre las sombras y el frente
de las secuencias se propone el uso de ratios de color para diferentes canales de
distintos espacios. Un ejemplo de ratios usado en la literatura, se encuentra en el
proceso de eleción de bloques candidatos de fondo mediante distancias de ratios entre
los bloques como se muestra en la Figura 3.2.
En el presente proyecto se han utilizado para la evaluación de sombras los canales
pertenecientes a los espacios RGB, HSV y CMYK. El primer paso por tanto, previo
a la deﬁnición del algoritmo, es la deﬁnición de las características de las sombras que
se quieren detectar dentro de los espacios de color seleccionados.
Como punto de partida se va a hacer uso de las características cromáticas y de
intensidad de las sombras como elemento discriminativo con respecto de los píxeles de
frente. Como ya se vio en el estado del arte una suposición simple de la que se puede
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hacer uso a la hora de detectar sombras es que las regiones que se encuentran bajo
sombras son más oscuras conforme son bloqueadas de la fuente de luz. Esta suposición
puede ser utilizada para determinar el rango de reducción de intensidad que sufre un
área que se encuentra bajo una sombra. Otra de las suposiciones complementaria a la
anterior es que, si bien las áreas bajo sombra registran una reducción de su intensidad,
su cromaticidad se conserva dando lugar a los métodos de constancia de color.
Los parámetros que se han utilizado para medir estas variaciones de cromaticidad
o intensidad como ya se ha comentado anteriormente, son los ratios de color. El cálculo
















donde(x, y) indica la posición del píxel analizado en la imágen yX el valor de dicho
píxel en el canal del espacio de color selecionado. K hace referencia a una constante de
valor 64. El objetivo de añadir esta constante es que cuando las diferencias entre los
valores de pixeles sombra-fondo o frente-fondo sean pequeñas no se obtengan grandes
ratios cuando los valores de los píxeles son pequeños. Por ejemplo un pixel de sombra
de valor 6 presentará un ratio de valor 3 con un pixel de fondo de valor 2 (6/2 = 3)
que es el mismo ratio que presentarían un pixel de sombra de valor 50 con un pixel
de fondo de valor 100 (100/50 = 3). En cambio con la introducción de la constante
se logra que ambos ratios se sitúen en partes lejanas del histograma. De esta manera
se evita que píxeles de áreas de sombra con valores pequeños (frecuentes en canales
de intensidad como V) presenten ratios cercanos a los ratios de frente, que pueden
presentar a priori mayor heterogeneidad con respecto al fondo y por tanto mayor
valor.
El cálculo de Ratios es la etapa principal, pues de ella derivan todas las demás.
Se calculan los ratios tanto de sombra-fondo como de frente-fondo para cada uno de
los canales de los distintos espacios de color y cada una de las secuencias del dataset.
Tras la obtención de los ratios se llevan a cabo las siguientes tareas:
1. Cálculo de histogramas: Se calculan los histogramas de los ratios de cada una
de las secuencias del dataset y para cada uno de los canales.
2. Obtención de los umbrales. Cálculo de los umbrales máximos y mínimos por
cada secuencia y por cada canal.
3. Distancia de Bhattacharyya. Obtención de la distancia de bhattacharyya entre
los histogramas de frente y los histogramas de sombra.
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Figura 3.2: Ejemplo de medida de matching basada en el ratio entre bloques
4. Distancia de Bhattacharyya. Obtención de la distancia de bhattacharyya entre
los histogramas de sombra de distintos canales.
3.3.2.2. Cálculo de histogramas
Una vez calculados los ratios de frente y sombra se procederá a obtener los his-
togramas de dichos ratios los cuales se compararán entre sí. Los histogramas darán
una percepción de entorno a qué valores se mueven los ratios de sombra y frente y si
estos son fácilmente separables, es decir, si entre ambos histogramas hay una distan-
cia apropiada que permita diferenciar las regiones de sombra y frente. Para el cáluclo
de los histogramas se ha considerado un tamaño de clase de 0.2 con un rango de 0
a 10, lo cual quiere decir que los ratios de los píxeles representados tomarán valores
de 0 a 50. Valores de ratios por encima de 50 quedarán concentrados en el extremo
del histograma. En la Figura 3.3 se muestra un ejemplo de comparación de histogra-
mas de ratios sombra-fondo y ratios frente-fondo. En el experimento C del capítulo
4 se muestran los histogramas para cada secuencia del dataset utilizado de todos los
canales de los espacios de color analizados.
3.3.2.3. Distancia de Bhattacharyya. Medida de correlación de canales.
La salida de este bloque es la obtención de los canales que mejor se ajusten al
proceso de discriminación entre la sombra y el frente. Para cada tipo de escenario se
obtendrá el mejor canal de color determinando sus capacidades discriminativas sobre
22 CAPÍTULO 3. ALGORITMO PROPUESTO.
Figura 3.3: Ejemplo de compraración de histogramas frente-fondo (Azul) y sombra-
fondo (Rojo) para el canal V (HSV) sobre la secuencia busStation
secuencias de entrenamiento. Para el algoritmo propuesto se han utilizado dos canales
de color. El criterio de elección de los canales se basa en dos requerimientos:
1. El mejor canal se escoge de entre aquellos que menor número de falsos positivos
de sombra genere, es decir el que mejor discrimine entre sombra y frente para
cada secuencia.
2. El segundo canal será el que tenga una correlación menor con el primero.
El canal que presenta mejores capacidades discriminativas es aquel cuya histograma de
ratios sombra-fondo tiene una mayor distancia con respectos a los histogramas frente-
fondo, es decir aquel cuya correlación entre las características de frente y sombra sea
menor. La correlación entre los histogramas se ha realizado utilizando la distancia
de bhattacharyya. Para la elección del primer mejor canal se ha utilizado aquel que
presente la mayor ditancia de bhattacharyya entre sus histogramas de ratios sombra-
fondo y ratios frente-fondo. Para la elección del segundo mejor canal se ha utilizado
aquel que presente una mayor distancia entre histogramas sombra-fondo con el primer
canal seleccionado, es decir, aquel que presente una menor correlación con el primer
canal. Cuanto mayor sea la distancia entre los histogramas, menor será el solapamiento
de los ratios. El hecho de escoger canales poco correlados favorece la disminución de
los falsos positivos de sombra si se realiza un AND lógico entre las máscaras de
detecciones que proporcionen cada uno de los canales escogidos por separado.
3.3.3. Ajuste iterativo de umbrales. Algoritmo SDMIM
Para el ajuste iterativo de umbrales se ha hecho uso de una adaptación técnica del
algoritmo SDMIM (Skin Detection by Mutual Information Maximization) [20] modi-
ﬁcado, para que detecte sombras mediante umbralización. Este algoritmo adapta los
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umbrales previamente calculados para obtener el mejor agreement entre las máscaras
de sombra que den como resultado los detectores del algoritmo de detección de som-











donde A es la función de Agreement para los detectores D1y D2cuya detec-
ción se basa en a umbralización (τinf , τsup) para los canales seleccionados Cbest1y
Cbest2respectivamente. La detección se obtiene de cada uno de los detectores se ob-
tienen con la ecuación 3.3:
Di(x) =
1 si τ iinf <RSi (x) < τ isup0 Resto (3.3)
, donde RSi (x) hace referencia a los ratios de sombra-fondo calculados para el canal
i. El algoritmo SDMIM propone la utilización de un solo umbral por cada detector
de tal forma que la detección de piel (sombra en el caso del algoritmo propuesto)
quede supeditada a la probabilidad de que el valor de ratio sombra-fondo del píxel
este contenido en la gaussiana que representa los histogramas de ratios calculados de
tal forma que la ecuación del detector 3.3 quede reducida a la expresión de la ecuación
3.4
Di(x) =
1 f(x) > T0 Resto (3.4)
, siendo f(x) la función gaussiana de media µ y desviación σ expresada en la ecuación
3.5, y T el umbral establecido, el cual controla la desviación máxima que puede tener









Como función de agreement se va a comparar la máscara resultado de realizar
un AND lógico de las máscaras obtenidas con cada uno de los detectores con la
máscara obtenida con el ground-truth. El objetivo de maximización se obtiene cuando
el número de True Positives de sombra es el mayor posible y el número de False
Positives es el menor posible. En el experimento D se recogen los resultados obtenidos
tras la implementación del algoritmo de sombras realizando una evaluación con los
cuatro algoritmos de sombra utilizados en los experimentos.
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Capítulo 4
Experimentos.
En este capítulo se van a desarrollar cuatro experimentos todos ellos con el objetivo
de profundizar en el estado del arte tanto de los algoritmos de substracción de fondo y
detección de frente como de los algoritmos de detección de sombras. También servirán
como herramientas para el diseño e implementación del algortimo de detección de
sombras que se ha presentado en el capitulo 3 de este documento.
En total, como ya se ha especiﬁcado anteriormente, se han realizado cuatro experi-
mentos denominados A, B, C y D respectivamente. Los experimentos A y B (Secciones
1.2 y 1.3) evalúan el comportamiento de los algoritmos de sustracción de fondo y de
los algoritmos de detección de sombras en presencias de sombras en la escena. Se
llevará a cabo una comparación cualitativa y cuantitativa entre los algoritmos y se
ofrecerán unas conclusiones ﬁnales. El experimento C (sección 1.3) se centra en el
proceso de detección de sombras. Para ello se ha decidido focalizar los esfuerzos en
encontrar aquellos espacios de color cuyas características permitan discriminar de una
manera más precisa las sombras de los objetos que las proyectan. Para ello se hace
uso de histogramas de color y se trata de umbralizar los rangos de valores en torno a
los cuales se localizan los píxeles de sombras para los distintos canales de espacios de
color utilizados. Por último con el experimento D (sección 1.4) se trata de optimizar
los resultados del experimento C mediante la aplicación del algoritmo SDMIM [20].
Como punto inicial de este capítulo (sección 1.1) se describirá el dataset utilizado
en el análisis de los distintos algoritmos así como las métricas utilizadas que servirán
como herramientas del análisis comparativo y para la extracción de conclusiones de
los experimentos. También se enumerarán y clasiﬁcarán los algoritmos utilizados.
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4.1. Diseño.
Como ya se ha indicado en esta sección se describirá el dataset utilizado, las
métricas empleadas en la evaluación de los algoritmos y la presentación de dichos
algoritmos.
4.1.1. Dataset
El conjunto de secuencias de video utilizadas en la evaluación de los algoritmos de
substracción de fondo y los algoritmos de detección de sombras se pueden descargar de
la web changedetection.net. En esta web se pueden encontrar dos dataset. En
este proyecto se ha seleccionado uno de los dataset y dentro de él se han seleccioando
a su vez las secuencias que se han creído más convenientes para la evaluación de los
distintos algoritmos, atendiendo a las siguientes características:
Presencia de sombras proyectadas por objetos o personas en movimiento, de
distintos tamaños, formas e intensidades.
Secuencias grabadas por cámaras ﬁjas con fondos estacionarios.
Cambios en el fondo debidos unicamente a dos factores: a) cambios en las con-
diciones de iluminación b) objetos o personas en movimiento.
Se han seleccionado un total de seis secuencias que cumplen las carácterísticas men-
cionadas. Se han obtenido del 2012 DATASET, cuatro de ellos pertenecientes a la
categoría shadow (Bungalows, BusStation, Cubicle y PeopleInShades ) y dos de ellos
pertenecientes a la categoría baseline (Highway y Pedestrians). En la Tabla 4.1 se
recoge un resumen de las características de las secuencias del dataset seleccionado.
Todas las secuencias cuentan con su correspondiente groundtruth que permitirá
una evaluación cuantitativa precisa de los algoritmos, en el que tanto el frente como
las sombras han sido anotadas distinguiéndose cinco etiquetas en cada uno de los
frames de las secuencias como se muestra en la Figura 4.1. La numeración de las
etiquetas que se muestran a continuación se corresponden con el valor de los píxeles
de las regiones que contienen.
0: Static. Se corresponde con el fondo de la escena.
50: Hard Shadow. Se corresponde con el área de sombra.
85: Outside region of interest. Se trata de un área que no será tenida en cuenta
en la evaluación de los algoritmos.
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Tabla 4.1: Secuencias utilizadas en la evaluación comparativa de los métodos de subs-
tracción de fondo y los métodos de detección de sombras. Las secuencias se describen
en función de número de frames y tamaño; tipo de escena, superﬁcie y presencia de
ruido; tamaño, intensidad y dirección de las sombras; tipo de objetos y tamaño.
170: Unknown motion. Se debe principalmente al motion blur o desenfoque por
el movimiento de los objetos. No será tenido en cuenta a la hora de analizar los
algoritmos.
250: Motion. Objetos en movimiento de la ecena.
Figura 4.1: Imagen de changedetection.net. Groundtruth data labels
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4.1.2. Métricas.
Las métricas que se han empleado en la evaluación de los algoritmos de segmen-
tación y detección de sombras son el resultado de comparar las máscaras de frente y
sombras proporcionadas por el ground-truth y el resultado de aplicar cada uno de los
distintos algoritmos sobre los frames de las secuencias del dataset a analizar. Se trata
de medidas que se evalúan a nivel de píxel ampliamente utilizadas en la bibliografía:
Falsos positivos (FP, False Positives): Número de detecciones incorrectas de
fondo.
Falsos negativos (FN, False Negatives): Número de detecciones incorrectas de
frente.
Verdaderos positivos (TP, True Positives): Número de detecciones positivas de
frente.
Verdaderos negativos (TN, True Negatives): Número de detecciones correctas
de fondo.
Dado que el objetivo del proyecto es la detección y eliminación de las sombras para la
obtención de una máscara de frente precisa, se considerarán detecciones positivas de
sombra aquellas que no se consideren como parte del frente, o dicho de otra manera
aquellas que los algoritmos de segmentación hayan considerado como parte del fondo
de las imágenes. De esta misma manera los falsos positivos de sombra serán aquellos
que los algoritmos de segmentación hayan considerado como parte del frente.
La combinación de las métricas anteriores dan lugar a otras medidas también
muy utilizadas en el estado del arte que resumen y permiten sacar conslusiones tras
la evaluación de los algoritmos. Son las siguientes:
Foreground Recall: aporta información sobre la discriminación entre frente y
sombra para los algoritmos de sombra, es decir, informa sobre qué cantidad de
píxeles que pertenecen al objeto en movimiento se mantienen parte del frente.





Shadow Recall: aporta información sobre la cantidad de píxeles de sombra que
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Foreground Precision: aporta información sobre cómo afecta el algoritmo de
detección de sombras sobre la precisión de los resultados de detección de frente





Shadow Precision: aporta información sobre la precisión del algoritmo de de-
tección de sombras, es decir, qué cantidad de píxeles de frente detectados como






En la Figura 4.2 se muestra una representación gráﬁca para el cálculo de las cua-
tro métricas presentadas. Atendiendo a dicha Figura las métricas presentadas en las



























Se han evaluado quince algoritmos de sustracción de fondo. Todos ellos se han
obtenido de la librería BGSLibrary [22]
1. Básicos
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(a) Ground-Truth: Frente (Azul) y
sombra (Gris)
(b) Detección de frente (Rojo) +
Detección de sombra (Verde)
Figura 4.2: Representación gráﬁca del cálculo de las métricas Recall y Precision para
sombra y frente. En la ﬁgura (a) el color azul representa los píxeles de frente del
ground-truth (GTF ) y el color gris los píxeles de sombra de ground-truth (GTS). En
la ﬁgura (b) el color rojo representa el número de píxeles de frente (F ) detectados
por un algoritmo de substracción de fondo y en color verde los píxeles de sombra
detectados (S) tras la ejecución de un algoritmo de detección de sombra sobre los
resultados de detección de frente.
a) Frame Diﬀerence: FrameDiﬀerenceBGS de la biblioteca de OpenCV
b) Weighted Moving Mean: WeightedMovingMeanBGS de la biblioteca de
OpenCV
c) Weighted Moving Variance: WeightedMovingVarianceBGS de la biblioteca
de OpenCV
d) Temporal Mean: DPMeanBGS de la biblioteca de OpenCV
e) Temporal Median: DPPratiMediodBGS [7] y [23]
2. Paramétricos








b) FTSG Referencia [28]
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c) SubSENSE Referencia [21]
d) PAWCS Referencia [29]
Como algoritmos de detección de sombras se han utilizado los proporcionados por
Andrés Sanin [30] como algoritmos básicos, que utilizan propiedades y características
distintas analizadas en el Estado del Arte de este documento. Los cuatro algoritmos
se denominaran de la siguiente manera, haciendo alusión a las carácterísticas que
emplean en la detección de sombra: Chromacity, Geometry, Physic y Textures.
4.2. Experimento A: Impacto de sombras sobre los algo-
ritmos de substracción de fondo.
4.2.1. Consideraciones previas
En este experimento se va a evaluar el rendimiento de los algoritmos de sustracción
de fondo ante la presencia de sombras proyectadas por objetos en movimiento. Se han
evaluado todos los algoritmos de substracción de fondo presentados en la sección
anterior sobre los seis videos del dataset seleccionado.
Para sacar conclusiones acerca del impacto de la presencia de sombras en movi-
miento en los algoritmos de substracción de fondo hay que tener en cuenta las siguiente
premisas:
Puesto que el objetivo ﬁnal de la substracción de fondo es obtener una máscara
clara del frente de la imagen a partir de la comparación del frame de entrada
con la estimación de fondo, se supondrá, con el ﬁn de llevar a cabo un aná-
lisis comparativo, que las detecciones de sombra son correctas a priori si son
consideradas como parte del fondo, o lo que es lo mismo, si estas sombras no
aparecen en la máscara de frente calculada tras la substracción del fondo. Si
bien esta premisa no es cierta puesto que las sombras proyectadas por objetos
en movimiento no pertenecen ni al fondo ni al frente de la imagen, servirá como
punto de partida para extraer conclusiones.
Si bien tiene sentido calcular las métricas de Recall y Precision para la detección
de frente, únicamente se utilizará la métrica del Recall para la detección de som-
bra en la evaluación de los algoritmos de substracción de fondo, puesto que los
falsos positivos de sombra no se pueden calcular como tales ya que la detección
de los algoritmos de substracción de fondo no permite discriminar entre píxeles
detectados como sombra y pixeles detectados como fondo, asignando a ambos
el mismo valor.
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4.2.2. Resultados
En la Tabla 4.2 se recogen los resultados correspondientes a la media de los resul-





FrameDiﬀerenceBGS 0.3342 0.7974 0.8529
WeightedMovingMeanBGS 0.2283 0.7036 0.8412
WeightedMovingVarianceBGS 0.3127 0.7010 0.8063
DPMeanBGS 0.1256 0.7517 0.9142
DPPratiMedioBGS 0.7336 0.8001 0.2050
DPGrimsonGMMBGS 0.8072 0.7828 0.1528
LBMixtureOfGaussians 0.8822 0.7669 0.1120
GMG 0.8621 0.6083 0.1955
IndependentMultiModalBGS 0.9189 0.7983 0.1275
KDE 0.9426 0.6210 0.1591
SJN_MultiCueBGS 0.8122 0.7766 0.3249
FTSG 0.9376 0.8441 0.0206
SubSENSE 0.9605 0.8425 0.1971
PAWCS 0.9347 0.8603 0.0601
Tabla 4.2: Resultado de los algoritmos de sustracción de fondo en la detección de
frente y sombras
Se puede comprobar que los algoritmos básicos tienen un bajo rendimiento en la
detección de frente atendiendo a:
El ReF , es decir, el parámetro que indica el número de detecciones de frente
correctas totales con respecto a la detección teórica perfecta (ground-truth)
apenas supera el 30% en el mejor de los casos.
PreF indica que de la máscara de frente calculada, en torno al 70-80% de los
píxeles pertenecen verdaderamente al frente mientras que el 20-30% restante
pertenecen a píxeles de fondo o sombra.
Puesto que la detección de frente es muy pobre unida a una aceptable precisión,
puede dar la sensación de que muchos píxeles de sombra han sido detectados
correctamente como parte del fondo, como así lo reﬂeja el Recall de sombra,
ReS . Sin embargo esta medida puede llevar a equívocos si no se analiza desde
otra perspectiva. El hecho de que haya muy pocas detecciones de frente (tanto
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Figura 4.3: Resultados cualitativos de substracción de fondo para los algoritmos Fra-
meDiﬀerenceBGS (A1), LBMixtureOfGaussians (A2) y SubSENSE (A3)
correctas como incorrectas), hace que la mayor parte de los píxeles de la esce-
na hayan sido considerados como fondo, lo cual es una consecuencia del bajo
rendimiento de detección de frente y no de una buena detección de sombras.
La idea sugerida en el punto anterior se ve reforzada con los resultados de los métodos
paramétricos y no paramétricos:
El Recall de frente (ReF ) para estos métodos es signiﬁcativamente mayor con
respecto a los métodos básicos, superando algún caso el 95%.
El PreF se mantiene en un rango de valores en torno al 80%.
La buena detección de frente de estos métodos se contrarresta con una mala
detección de sombra (por debajo del 10% en algunos casos).
En la Figura 4.3 se muestran los resultados cualitativos para tres algoritmos de los
quince analizados. A1 se corresponde con el algoritmo FrameDiﬀerenceBGS, A2 es el
algoritmo LBMixtureOfGaussians y A3 es el algoritmo SubSENSE. Se comprueban
las conclusiones observadas con los resultados cuantitativos del recall de frente y
precision.
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4.2.3. Conclusiones
A la vista de los resultados se puede aﬁrmar que cuanto mejor es la detección de
frente peor es la detección de sombra, por lo que la máscara de frente presentará la
practica totalidad de píxeles del objeto en movimiento como de su sombra, lo cual
quiere decir que los métodos de substracción de fondo no son capaces de lidiar con
las sombras proyectadas por objetos en movimiento y que la problemática que ello
supone tenga que ser abordada por técnicas de post-procesado.
4.3. Experimento B: Análisis de algoritmos de sombra
4.3.1. Consideraciones previas
En esta sección se van a evaluar los cuatro algoritmos propuestos por Andrés
Sanin para la detección y eliminación de sombras en secuencias de video. Cada uno
de estos algoritmos explota una característica diferente de la escena para llevar a cabo
la tarea de la detección de sombras. La evaluación, tal y como se desarrolló para los
algoritmos de substracción de fondo, se llevará a cabo sobre el dataset anteriormente
presentado. Junto con la evaluación individual de cada algoritmo se realizará una
evaluación comparativa de los distintos métodos como ya se hizo con los resultados
de los algoritmos de substracción. En particular la evaluación de los algoritmos de
detección de sombras se llevará a cabo sobre los resultados de tres algoritmos de
substracción diferentes. Se han escogido tanto algoritmos de substracción que tienen
a priori un buen ratio de detección de sombras (algoritmos con muy bajo ratio de
detección de frente) como algoritmos con un mal ratio de detección de sombras (y
un aceptable o muy buen comportamiento con respecto a la deteccion de frente). Los




Los resultados y estadísticos de estos algoritmos ya han sido evaluados en la sección
anterior.
En siguientes subsecciones se presentarán las métricas a evaluar en los resultados
de los algoritmos de detección de sombras y una evaluación comparativa de dichos
resultados.
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DATASET CHANGEDETECTION
BASELINE SHADOW
Highway (%) Pedestrians (%) Bungalows (%) BusStation (%) Cubicle (%) PeopleInShade (%)
ReF PreF ReF PreF ReF PreF ReF PreF ReF PreF ReF PreF
SubSENSE 95 93 96 95 97 74 93 80 97 80 98 83
Chromacity 95 93 94 95 96 69 92 85 96 90 98 84
Geometry 91 96 94 97 94 79 92 83 95 84 96 90
Physic 95 92 93 94 96 73 93 83 96 86 98 85
Texture 95 93 96 97 96 69 92 84 96 86 97 88
Tabla 4.4: Resultados Recall y Precision de frente tras la ejecución de los algoritmos
de detección de sombras sobre los resultados de SubSENSE
A continuación se presentan los resultados para los cuatro algoritmos de detección
de sombras sobre los resultados de detección de frente de los algoritmos de segmenta-
ción seleccionados. Se evaluará por un lado el efecto del análisis de sombras sobre el
frente de la escena y por otro lado el rendimiento en la detección de sombras propia-
mente dicho. Se relizará un análisis individual de cada algoritmo, para posteriormente
poder realizar un análisis comparativo.
4.3.2. Efecto del análisis de detección de sombras en frente
En esta subsección se presentan los resultados cuantitativos, metricas y estadísti-
cos, tras la ejecución de los algoritmos de detección de sombras sobre los resultados
de los tres algoritmos de segmentación seleccionados.
A priori es de esperar que los algoritmos de detección de sombras no tengan un
resultado negativo signiﬁcativo en la detección de frente. Por un lado es esperable que
el Recall de frente mantenga valores similares y que la precisión de frente aumente en
la mayoria de los casos.
Resultados SubSENSE En la Tabla 4.4 se recogen las métricas calculadas, Fo-
reground Recall (ReF ) y Foreground Precision (PreF ), para los resultados del algo-
ritmo SubSense tras la ejecución de los cuatro algoritmos de detección de sombras
propuestos por Sanin.
Resultados LBMixtureOfGaussians En la Tabla 4.6 se recogen las métricas
calculadas, Foreground Recall (ReF ) y Foreground Precision (PreF ), tras la ejecución
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DATASET CHANGEDETECTION
BASELINE SHADOW
Highway (%) Pedestrians (%) Bungalows (%) BusStation (%) Cubicle (%) PeopleInShade (%)
ReF PreF ReF PreF ReF PreF ReF PreF ReF PreF ReF PreF
Gaussian 98 90 99 92 92 72 67 81 91 60 80 65
Chromacity 98 91 98 93 91 68 63 85 91 75 80 74
Geometry 96 91 98 93 86 78 59 82 88 72 70 69
Physic 97 89 97 90 91 73 65 86 90 71 79 71
Sr Texture 95 93 96 97 90 69 64 86 90 72 75 79
Tabla 4.6: Resultados Recall y Precision de frente tras la ejecución de los algoritmos
de detección de sombras sobre los resultados de LBMixtureOfGaussians
DATASET CHANGEDETECTION
BASELINE SHADOW
Highway (%) Pedestrians (%) Bungalows (%) BusStation (%) Cubicle (%) PeopleInShade (%)
ReF PreF ReF PreF ReF PreF ReF PreF ReF PreF ReF PreF
FRAMEdiff 55 89 51 74 47 75 14 98 11 96 22 89
Chromacity 52 90 36 70 39 80 12 96 9 85 21 75
Geometry 40 90 37 73 34 79 9 91 8 81 15 69
Physic 51 88 40 47 43 78 13 93 10 82 21 72
Sr Texture 52 89 49 77 41 77 13 95 10 83 19 73
Tabla 4.8: Resultados Recall y Precision de frente tras la ejecución de los algoritmos
de detección de sombras sobre los resultados de FrameDiﬀerenceBGS
de los cuatro algoritmos de detección de sombras propuestos por Sanin sobre los
resultados del algoritmo LBMixtureOfGaussians.
Resultados FrameDiﬀerenceBGS En la Tabla 4.8 se recogen las métricas cal-
culadas, Foreground Recall (ReF ) y Foreground Precision (PreF ), tras la ejecución
de los cuatro algoritmos de detección de sombras propuestos por Sanin sobre los
resultados del algoritmo FrameDiﬀerenceBGS.
4.3.3. Conclusiones
Como era de esperar el impacto de la ejecución de los algoritmos de detección
de sombra sobre los resultados de los algoritmos de segmentación y substracción de
fondo no son muy sigiﬁcativos en cuanto a la modiﬁcación del frente. En la mayoría de
las secuencias y para métodos distintos el Recall de frente se mantiene practicamente
igual, mientras que la precisión tiende a subir ya que se eliminan píxeles detectados
erroneamente como frente por los algoritmos de segmentación, con lo que el porcentaje
de píxeles anotados corretamente como frente será mayor como consecuencia de la
disminución del número total de píxeles detectados (tanto correctos como incorrectos).
El algoritmo que más modiﬁca la detección de frente de los algoritmos de segmentación
es Geometry en particular sobre los resultados del algoritmo Framediﬀerence.
4.3.4. Rendimiento de los algoritmos de detección de sombra
En esta subsección se presentan los resultados cuantitativos, metricas y estadísti-
cos, tras la ejecución de los algoritmos de detección de sombras sobre los resultados
de los tres algoritmos de segmentación seleccionados.
Puesto que se va a evaluar el rendimiento de detección de sombras, se trabajará con
un ground-truth adaptado a cada uno de los algoritmos de segmentación, adecuado a
la detección de frente que estos proporcionan. Los algoritmos con mejor detección de
frente tendrán un ground-truth adaptado que más se asemeja al ground-truth original
pues la intersección entre este último con la detección de frente del primero permitirá
obetner una máscara de sombra y frente practicamente completa. Al contrario, los
algoritmos de segmentación con peor tasa de detección de frente tendrán un ground-
truth adaptado con menos semejanzas al original.
4.3.4.1. Resultados SubSENSE
En la Tabla 4.10 se recogen las métricas calculadas, Shadow Recall (ReS) y Shadow
Precision (PreS), para los resultados del algoritmo SubSense tras la ejecución de los
cuatro algoritmos de detección de sombras propuestos por Sanin.
.
Resultados LBMixtureOfGaussians En la Tabla 4.12 se recogen las métricas
calculadas, Shadow Recall (ReS) y Shadow Precision (PreS), para los resultados
del algoritmo LBMixtureOfGaussians tras la ejecución de los cuatro algoritmos de
detección de sombras propuestos por Sanin.
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DATASET CHANGEDETECTION
BASELINE SHADOW
Highway (%) Pedestrians (%) Bungalows (%) BusStation (%) Cubicle (%) PeopleInShade (%)
ReS PreS ReS PreS ReS PreS ReS PreS ReS PreS ReS PreS
Chromacity 36 55 53 50 22 32 49 62 45 72 26 50
Geometry 60 28 40 48 59 40 39 58 39 41 62 31
Physic 5 10 22 28 14 34 22 63 26 52 16 61
Sr Texture 7 15 20 72 3 8 40 57 31 55 46 43
Tabla 4.10: Resultados Recall y Precision de sombra tras la ejecución de los algoritmos
de detección de sombras sobre los resultados de SubSENSE
DATASET CHANGEDETECTION
BASELINE SHADOW
Highway (%) Pedestrians (%) Bungalows (%) BusStation (%) Cubicle (%) PeopleInShade (%)
ReS PreS ReS PreS ReS PreS ReS PreS ReS PreS ReS PreS
Chromacity 38 59 52 56 21 27 48 66 50 85 39 89
Geometry 44 30 38 56 60 35 38 46 50 63 48 47
Physic 6 14 26 37 14 32 27 67 38 73 27 84
Sr Texture 9 30 22 79 9 14 40 65 43 75 56 66
Tabla 4.12: Resultados Recall y Precision de sombra tras la ejecución de los algoritmos
de detección de sombras sobre los resultados de LBMixtureOfGaussians
Resultados FrameDiﬀerenceBGS En la Tabla 4.14 se recogen las métricas cal-
culadas, Shadow Recall (ReS) y Shadow Precision (PreS), para los resultados del
algoritmo FrameDiﬀerenceBGS tras la ejecución de los cuatro algoritmos de detec-
ción de sombras propuestos por Sanin.
DATASET CHANGEDETECTION
BASELINE SHADOW
Highway (%) Pedestrians (%) Bungalows (%) BusStation (%) Cubicle (%) PeopleInShade (%)
ReS PreS ReS PreS ReS PreS ReS PreS ReS PreS ReS PreS
Chromacity 46 58 53 65 54 46 57 70 32 76 40 85
Geometry 44 29 42 60 50 34 32 35 31 52 42 49
Physic 10 23 18 45 24 45 18 65 7 54 26 78
Sr Texture 14 34 15 82 23 34 31 72 13 67 38 64
Tabla 4.14: Resultados Recall y Precision de sombra tras la ejecución de los algoritmos
de detección de sombras sobre los resultados de FrameDiﬀerenceBGS
4.3.5. Conclusiones
Como se puede apreciar en las Tablas 4.10, 4.12 y 4.14 el rendimiento en la de-
tección de sombras no depende únicamente del algoritmo de detección utilizado sino
que comparando todos los algoritmos se comprueba que trabajan mejor o peor de-
pendiendo del tipo de escena sobre la que estan siendo evaluados. Por ejemplo, los
peores resultados para el algoritmo Chromacity ocurren en las escenas de Bungalows y
PeopleInShades. Esto es debido a la fuerte correlación existente entre la cromaticidad
del fondo de la escena (Una carretera de asfalto en Bungalows y un suelo en sombras
en PeopleInShades) y la propia sombra que proyectan los objetos (coches y personas
respectivamente). Sin embargo si se observan los resultados del algoritmo Geometry,
se comprueba que es precisamente en las escenas anteriormente comentadas donde se
obtienen los mejores rendimientos en detección de sombras. Es debido a que el algor-
timo Geometry no se basa en el gradiente de cromaticidad entre el frente y el fondo
de la escena, sino que explota las diferentes orientaciones entre el objeto y la som-
bra proyectada. Estas diferencias de orientaciones sombra-objeto son evidentes tanto
para Bungalows como para PeopleInShades, en donde la dupla objeto-sombra puede
forman ángulos pronunciados. Los peores resultados para este algoritmo se producen
en Cubicle y Pedestrians donde el objeto y la sombra que este proyecta se encuentran
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Figura 4.4: Resultados cualitativos de detección de sombras para los algoritmos Chro-
macity, Geometry Fhysic y Textures para el datset completo
en el mismo plano vertical de la imagen. En la Figura 4.4 se recogen algunas imágenes
resultado de la detección de sombras para los algoritmos analizados. Se puede com-
probar como solo para ciertos escenarios la utilización de algún algoritmo en concreto
produce buenos resultados de detección de sombras. En otros la buena detección de
sombras viene acompañada de rsultados negativos en la detección de frente.
4.4. Experimento C: Modelado de sombras
Las sombras son áreas proyectadas en una superﬁcie debidas al bloqueo que rea-
lizan los objetos de fuentes directas de luz. La región donde la fuente de luz es total-
mente bloqueada se denomina umbra mientras que la región donde la luz es bloqueada
parcialmente se denomina penumbra. Como consecuencia el área que contiene a una
sombra sufre un cambio en su iluminación. Habitualmente, este cambio de iluminación
se considera como un descenso del brillo sin variación de la cromaticidad.
En este experimento se van a evaluar las características de las sombras analizando
sus propiedades en espacios de color distintos. Para ello primero se describirán los
distintos espacios de color que se van a uilizar en el estudio, para despues y haciendo
4.4. EXPERIMENTO C: MODELADO DE SOMBRAS 41
uso de histogramas y distintas métricas, determinar que canal o canales de los distintos
espacios permiten discriminar mejor la sombra del frente.
4.4.1. Estudio de espacios de color
Los algoritmos basados en la cromaticidad y en los modelos de atenuación lineal
dependen del espacio de color en el cual se representen las imágenes que contienen
sombras en movimiento. La motivación de este estudio es determinar qué canales
de estos espacios de color discriminan mejor las sombras y que relaciones siguen
entre ellos. Para ello se partirá de la premisa de la que hacen uso la mayoría de los
algoritmos de detección de sombra basados en la cromaticidad. Mientras la intesidad
de los pixeles de sombra se ve reducida, la cromaticidad se mantiene la misma. Por
tanto se establece una relación entre los píxeles de sombra y los píxeles de fondo. Esta
relación se evaluará para los distintos canales de color a través de ratios de color. Se
comprobará qué relación siguen los píxeles de sombra con los píxeles de fondo en los
distintos espacios y se realizará una comparación con la relación que siguen los píxeles
de frente con los píxeles de fondo con el objetivo de determinar qué canales permiten
una mayor discriminación entre los píxeles de sombra y de frente.
4.4.2. Obtención de histogramas
Una vez calculados los ratios de frente y sombra se procederá a obtener los his-
togramas de dichos ratios los cuales se compararán entre sí. Los histogramas darán
una percepción de entorno a qué valores se mueven los ratios de sombra y frente y si
estos son fácilmente separables, es decir, si entre ambos histogramas hay una distan-
cia apropiada que permita diferenciar las regiones de sombra y frente. Para el cáluclo
de los histogramas se ha considerado un tamaño de clase de 0.2 con un rango de 0 a
10, lo cual quiere decir que los ratios de los píxeles representados tomarán valores de
0 a 50. Valores de ratios por encima de 50 quedarán concentrados en el extremo del
histograma. En las ﬁguras 4.5, 4.6, 4.7, 4.8 se representan los histogramas de ratios de
frente y sombra con respecto al fondo para los canales C, M, Y, K respectivamente,
para cada uno de las secuencias del dataset y del dataset completo. En las ﬁguras 4.9,
4.10, 4.11 se representan los histogramas de ratios de frente y sombra con respecto a
sombra para los canales R, G y B respectivamente, para cada una de las secuencias
del dataset y para el dataset completo. En las ﬁguras 4.12, ??, 4.14, se representan los
histogramas de ratios de frente y sombra con respecto a sombra para los canales H,
S y V respectivamente, para cada una de las secuencias del dataset y para el dataset
completo. Como se puede observar los valores de los ratios sombra-fondo tienden a
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concentrarse en torno a valores pequeños del histograma mientras que los ratios de
frente-fondo presentan mayor heterogeneidad, concentrándose muchos valores en el
extremo opuesto del histograma, si bien depende en gran medida sobre el tipo de
escenario sobre el que están siendo calculados los ratios. A simple vista y de forma
aparente los valores de ratios más acotados se dan para los canales RGB y el canal
V del espacio HSV. En subsecciones siguientes se sacarán medidas sobre los histagra-
mas calculados de manera que se cuente con una medida cuantitativa para evaluar su
capacidad discriminativa entre los píxeles de frente y sombra.
4.4.3. Distancia de Bhattacharyya
Con el objetivo de determinar cuál de los espacios de color (o qué canal dentro de
ese espacio) se ajusta a nuestros intereses de separar la sombra del frente, se hace uso
de la distancia de Bhattacharyya, qué mide la distancia de ambos histogramas que se
comparan, es decir, mide la similitud de dos distribuciones de probabilidad discretas.
Es una distancia ampliamente utilizada para la extracción de características [31], y
procesamiento de imágenes [32]
Para calcular la distancia de bhattacharyya habrá que deﬁnir ambos histogramas
en el mismo espacio de probabilidad por lo que los histogramas presentados ante-
riormente se normalizan de modo que los valores de ratios de píxeles calculados se
encuentren dentro del rango [0,1]. Para dos distribuciones de probabilidad discretas
que se encuentren en el mismo dominio la distancia de bhattacharyya queda deﬁnida
en las ecuaciones 4.9 y 4.10.






El coeﬃciente de bhattacharyya BC es una medida aproximada de la cantidad de
solapamiento entre dos muestras estadísticas. La elección del número de clases, o el
ancho de cada clase depende del número de muestras pertenecientes a cada clase.
Muy pocas clases hará que se pierda exactitud en el cálculo del coeﬁciente debido a
la sobreacumulación de muestras para cada clase, y demasiadas particiones del rango
o número de clases tamién harán perder exactitud al resultado ya que se corre el
riesgo de crear muchas clases con apenas muestras, a pesar de encontrarnos con un
espacio densamente poblado de muestras. Con los valores presentados en la subsección
anterior, con un tamaño de clase de 0.2 puntos y considerando 10 clases se obtiene
un histograma en el que poder comparar ambos histogramas obteniendo distancias
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(a) Bungalows (b) BusStation (c) Cubicle
(d) Highway (e) Pedestrians (f) PeopleInShade
(g) Dataset Completo
Figura 4.5: Histogramas de ratios de color para el canal C del espacio de color CMYK
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(a) Bungalows (b) BusStation (c) Cubicle
(d) Highway (e) Pedestrians (f) PeopleInShade
(g) Dataset Completo
Figura 4.6: Histogramas de ratios de color para el canal M del espacio de color CMYK
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(a) Bungalows (b) BusStation (c) Cubicle
(d) Highway (e) Pedestrians (f) PeopleInShade
(g) Dataset Completo
Figura 4.7: Histogramas de ratios de color para el canal Y del espacio de color CMYK
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(a) Bungalows (b) BusStation (c) Cubicle
(d) Highway
(e) Pedestrians (f) PeopleInShade
(g) Dataset Completo
Figura 4.8: Histogramas de ratios de color para el canal K del espacio de color CMYK
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(a) Bungalows (b) BusStation (c) Cubicle
(d) Cubicle (e) Pedestrians (f) PeopleInShade
(g) Dataset Completo
Figura 4.9: Histogramas de ratios de color para el canal R del espacio de color RGB
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(a) Bungalows (b) BusStation (c) Cubicle
(d) Cubicle (e) Pedestrians (f) PeopleInShade
(g) Dataset Completo
Figura 4.10: Histogramas de ratios de color para el canal G del espacio de color RGB
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(a) Bungalows (b) BusStation (c) Cubicle
(d) Highway (e) Pedestrians (f) PeopleInShade
(g) Dataset Completo
Figura 4.11: Histogramas de ratios de color para el canal B del espacio de color RGB
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(a) Bungalows (b) BusStation (c) Cubicle
(d) Highway (e) Pedestrians (f) PeopleInShade
(g) Dataset Completo
Figura 4.12: Histogramas de ratios de color para el canal H del espacio de color HSV
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(a) Bungalows (b) BusStation (c) Cubicle
(d) Highway (e) Pedestrians (f) PeopleInShade
(g) Dataset Completo
Figura 4.13: Histogramas de ratios de color para el canal H del espacio de color HSV
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(a) Bungalows (b) BusStation (c) Cubicle
(d) Cubicle (e) Pedestrians (f) PeopleInShade
(g) Dataset Completo
Figura 4.14: Histogramas de ratios de color para el canal V del espacio de color HSV
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Distancia y coeﬁciente de Bhattacharyya
Secuencia
R G B
Dist Coef Dist Coef Dist Coef
Bungalows 0.53 0.72 0.52 0.73 0.58 0.66
BusStation 0.37 0.86 0.37 0.86 0.41 0.83
Cubicle 0.58 0.66 0.58 0.66 0.59 0.65
Highway 0.58 0.66 0.60 0.63 0.62 0.62
Pedestrians 0.70 0.50 0.72 0.48 0.52 0.72
PeopleInShades 0.32 0.90 0.32 0.90 0.32 0.90
Dataset Completo 0.34 0.88 0.36 0.87 0.40 0.83
Tabla 4.15: Resultados Distancia y Coeﬁciente de Bhattacharyya para RGB. Un valor
alto de la distancia indica una baja correlación entre los ratios sombra-fondo y los
ratios frente-fondo para un mismo canal y viceversa. Un alto coeﬁciente indica un
alto grado de solapamiento entre los histogramas de frente y sombra.
Distancia y coeﬁciente de Bhattacharyya
Secuencia
H S V
Dist Coef Dist Coef Dist Coef
Bungalows 0.45 0.79 0.57 0.68 0.53 0.71
0.4BusStation 0.16 0.98 0.4 0.84 0.4 0.84
Cubicle 0.73 0.46 0.50 0.74 0.57 0.67
Highway 0.21 0.95 0.17 0.97 0.61 0.62
Pedestrians 0.53 0.71 0.50 0.74 0.67 0.56
PeopleInShades 0.13 0.98 0.22 0.74 0.32 0.89
Dataset Completo 0.29 0.91 0.20 0.95 0.38 0.85
Tabla 4.16: Resultados Distancia y Coeﬁciente de Bhattacharyya para HSV
razonables.
El coeﬁciente de Bhattacharyya será cero si no hay solape entre las muestras de
ambos histogramas y la distancia será mayor dentro del rango [0,1], cuanta mayor
separación haya entre las muestras.
En las tablas 4.15, 4.16 y 4.17 se pueden observar los resultados de las distancias y
coeﬁcientes de Bhattacharyya entre los histogramas de frente y sombra para cada uno
de los canales de los espacios de color analizados y para cada una de las secuencias
del dataset seleccionado.
4.4.4. Cálculo de umbrales
En esta sección se va a proceder al cálculo de los umbrales para cada canal y
cada dataset. En particular se van a calcular los umbrales de los ratios de sombra.
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Distancia y coeﬁciente de Bhattacharyya
Secuencia
C M Y K
Dist Coef Dist Coef Dist Coef Dist Coef
Bungalows 0.38 0.86 0.13 0.98 0.45 0.79 0.52 0.72
BusStation 0.32 0.89 0.4 0.84 0.28 0.92 0.4 0.84
Cubicle 0.49 0.75 0.33 0.89 0.49 0.76 0.5 0.75
Highway 0.42 0.82 0.35 0.87 0.14 0.98 0.57 0.67
Pedestrians 0.6 0.63 0.56 0.68 0.79 0.38 0.73 0.47
PeopleInShades 0.14 0.88 0.24 0.94 0.19 0.96 0.32 0.89
Dataset Completo 0.24 0.94 0.22 0.94 0.19 0.96 0.4 0.83
Tabla 4.17: Resultados Distancia y Coeﬁciente de Bhattacharyya para CMYK
R G B C M Y K H S V
Min 0.6 0.6 0.6 1.2 1.2 1 1.4 5.6 6.8 0.6
Max 0.8 0.8 0.8 1.4 1.3 1.2 2 10.2 10.2 0.8
Tabla 4.18: Umbrales de ratios de Sombra para los canales seleccionados
Se va a establecer un criterio para determinar dichos umbrales. El porcentaje de
muestras que deben situarse dentro de los umbrales no puede ser inferior al 90%.
En el cuadro 4.18 se recogen los umbrales calculados para cada canal sobre todo el
dataset conjuntamente.
4.4.5. Correlación entre canales para ratios de sombra
Al igual que se calculó la distancia de bhattacharyya para medir el solapamiento
entre los histogramas de los ratios de frente-fondo y los ratios de sombra-fondo, en
esta ocasión también se va a utilizar la distancia de bhattacharyya, pero esta vez entre
los histogramas de sombra-fondo de distintos canales, con el objetivo de conseguir una
medida de correlación. En la tabla 4.19 se recogen los resultados de las distancias de
ratios de sombra-fondo de los histogramas de los canales seleccionados en los experi-
mentos. El objetivo es determinar qué canales podrían combinarse para la detección
de sombras. Cuanto mayor sea la distancia de bhattacharyya más incorrelados estarán
los canales. Como se puede observar en la citada tabla, la correlación entre los canales
de un mismo espacio de color es muy alta como se puede ver para los canales entre
R, G y B que presentan distancias muy pequeñas entre sus histogramas de ratios de
sombra. Algo parecido ocurre para el espacio de color CMYK que presenta distancias
medias o bajas para los canales C, M e Y pero que sin embargo para el canal K tiene
distancias altas que hace indicar que esta poco correlado con el resto de los canales
con los que comparte espacio. En cuanto al espacio HSV las distancias muestran una
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Canal R G B C M Y K H S V
R 0 0.07 0.14 0.85 0.85 0.70 0.94 0.94 0.94 0.10
G 0 0.07 0.85 0.85 0.69 0.94 0.94 0.94 0.03
B 0 0.84 0.84 0.68 0.94 0.94 0.95 0.04
C 0 0.13 0.40 0.78 0.95 0.95 0.85
M 0 0.38 0.84 0.95 0.96 0.85
Y 0 0.85 0.94 0.94 0.69
K 0 0.92 0.92 0.95
H 0 0.06 0.94
S 0 0.92
V 0
Tabla 4.19: Correlación entre canales para los ratios de sombra-fondo. La distancia
será cero en la diagonal de la matriz, siendo simétrica respecto a esta. Valores altos de
la distancia indican una baja correlación entre los histogramas de ratios de sombra-
fondo entre distintos canales y viceversa.
gran correlación entre los canales H y S, pero muy baja correlación con el canal V de-
bido a que en este espacio las características cromaticas (H) y la intensidad (V) estan
bien diferenciadas. Si se realiza la comparación entre canales perteneciente a distintos
espacios de color se observa que en general se encuentran poco correlados salvo para
el caso de los canales pertenecientes al espacio RGB y el canal V del espacio HSV.
4.4.6. Conclusiones
Una vez obtenidos los umbrales y las distancias entre histogramas, se pueden
establecer que canales tienen un mejor comportamiento (mayor distancia entre histo-
gramas de frente y sombra) en la detección de sombras. En la Figura 4.15 se presentan
qué canales son los mejores para cada secuencia en términos de discriminación frente-
sombra (Mayor distancia de Bhattacharyya).
4.5. Experimento D: Ajuste iterativo de umbrales
LLegados a este punto ya es posible deﬁnir un detector de sombras básico a partir
de los umbrales calculados previamente:
Di(x) =
1 si U iinf <RSi (x) < U isup0 Resto
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Figura 4.15: Distancias de Bhattacharyya para cada canal y secuencia. En el eje de
abscisas se sitúan cada una de las secuencias de entrenamiento del modelo de sombra.
En el eje de ordenadas se representas las distancias de bhattacharyya de 0 a 1. Cada
línea representa los resultados para un canal de color diferente tal como muestra la
leyenda.
Donde Di(x) es la detección de sombra para el canal i, U iinf y U
i
sup son los umbra-
les superior e inferior respectivamente, calculados para los ratios de ese canal de color
y x es la coordenada del píxel en dos dimensiones que está siendo evaluado. Como
ya se especiﬁcó en el Capitulo 3 de diseño del algoritmo propuesto, se va a hacer uso
de un detector que utiliza dos canales de color, por lo que se tendrán dos deteccio-
nes D1yD2cuyas máscaras de detección serán posteriormente combinadas hallando la
interseción entre ellas (AND lógica). El objetivo de este experimento es adaptar y
ajustar la pareja de umbrales proporcionados por los ratios de cada uno de los ca-
neles, haciendo uso del algoritmo SDMIM [20] . Este ajuste se realiza maximizando
la similitud de ambas máscaras de detección generadas . Se va a proceder a obtener
las máscaras de detección de sombras, tal como se explicó en la sección 3.3.3 de este
documento.
En las Figura 4.16 se muestra la detección obtenida al variar dinámicamente el
umbral tal como indica la ecuación (insertar referencia de ecuación ) para uno de
los canales que hará de detector en el algoritmo de detección de sombras propuesto.
En la evolución de las imágenes se puede observar como la detección se vuelve más
discriminativa, produciendo un menor número de falsos positivos a costa de reducir
el numero de verdaderos positivos. Al aumentar el umbral se provoca que el rango de
valores que representa a los ratios de sombra se reduzca acercándose a los valores de
la media de la gaussiana ajustada a los histogramas calculados.
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(a) (1) (b) (2)
(c) (3) (d) (4)
Figura 4.16: Evolución de una máscara de sombras para un canal de color. Cada
imagen representa la máscara de de sombra obtenida de un sólo canal canal con un
umbral cada vez más cercano a 1 de manera que el detector sea más discriminativo.
Frame Ground-truth Chromacity AP
S1
Figura 4.17: Resultados cualitativos de detección de sombras para el algorittmo pro-
puesto (AP) y el algoritmo Chromacity, evaluados sobre la secuencia bungalows.
Por último en la Figura 4.17 se muestra una comparación de los resultados cualita-
tivos entre el algoritmo de sombras Chromacity y el algoritmo de sombras propuesto
AP para la secuencia de bungalows. Para obtener la máscara de detección resultado
se han utilizado los umbrales que maximizan la detección que se obtienen con el AND
lógico de las dos detecciones parciales obtenidas mediante la umbralización de los
canales de color con mejor comportamiento para cada secuencia. La optimización de
los umbrales se realiza del modo explicado en el capítulo 3 de este documento. El
ajuste de los umbrales para ambos detectores posibilita que gran parte de la sombra
sea detectada. Habiendo escogido canales con ratios de sombras poco correlados entre
sí hace que haya una mayor probabilidad de reducir los falsos positivos de sombra.
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Capítulo 5
Conclusiones y trabajo futuro.
5.1. Conclusiones.
En este Proyecto Fin de Carrera se ha desarrollado un algoritmo de detección de
sombras. Para ello se realizó un estudio del estado del arte basado en los algoritmos
de substracción de fondo y los métodos básicos de detección de sombras, identiﬁcan-
do los principales problemas que presentan a la hora de la detección de sombras en
movimiento. Este estudio se vio reforzado con la realización de los experimentos A y
B en los cuales se analizan quince algoritmos de substracción de fondo, desde los más
básicos, pasando por los métodos más utilizados y los algoritmos más recientes y que
mejores prestaciones presentan. Con este experimento se evidenció la nula capacidad
de detección de sombras de los distintos algoritmos analizados. En el experimento
B se analizaron los cuatro métodos básicos de detección de sombras propuestos por
Andrés Sanin que recogen las principales técnicas utilizadas atendiendo a las diferen-
tes características empleadas en el proceso de detección. Se comprobó la dependencia
que dichos algoritmos tienen del tipo de secuencias sobre las que realizan la detec-
ción, mostrando unos resultados poco signiﬁcativos en términos de rendimiento en la
detección de sombras.
A continuación se describió el diseño del algoritmo implementado a modo de re-
sumen del trabajo realizado en los experimentos C y D, donde se recogen de forma
exhaustiva las tareas realizadas para el desarrollo e implementación del algoritmo.
Dicho algoritmo está basado en las características que presentan los distintos espa-
cios de color para representar el frente y las sombras. Más en concreto, se utilizaron
ratios de color entre el frente y el fondo y entre la sombra y el fondo de la imágen
como elementos discriminativos en la pareja frente-sombra. Escogiendo los canales
óptimos de discriminación frente-sombra a través de el cálculo de las distancias de
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bhattacharyya de los histogramas de ratios generados, se obtuvieron los detectores del
algoritmo propuesto basados en los umbrales de ratios de sombra calculados sobre las
seis secuencias del dataset utilizado. Como parte ﬁnal del algoritmo los umbrales de
los detectores son ajustados iterativamente maximizando la similitud de las máscaras
de detección que generan.
Por último se presentaron resultados cuantitativos y cualitativos del algoritmo
sobre algunas secucencias del dataset comparándose con los algoritmos de propuestos
por Andrés Sanin
5.2. Trabajo futuro.
Una vez realizado el desarrollo e implementación del algoritmo de detección de
sombras propuesto, se sugieren las siguientes líneas de trabajo futuro con el ﬁn de
mejorar el rendimiento del mismo.
Cálculo de otras métricas distintas a los ratios de color, como pueden ser las di-
ferencias de cromaticidades o intensidades que posibiliten una mayor diversidad
a la hora de combinar detectores diferentes en el algoritmo.
Utilización de otras características asociadas a las sombras que limiten la de-
pendencia con las secuencias analizadas, ya sean características geométricas o
de consistencia temporal de las sombras entre frames distintos. La combina-
ción simultánea de diferentes características podria otorgar mayor robustez a la
detección de sombras.
5.2. TRABAJO FUTURO. 61
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Compra de ordenador personal (Software incluido) . . . . . . . . . . . . . . 2.000 ¿
Alquiler de impresora láser durante 6 meses . . . . . . . . . . . . . . . . . . . . . . .260 ¿
Material de oﬁcina . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150 ¿
Total de ejecución material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2.400 ¿
2. Gastos generales
16% sobre Ejecución Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352 ¿
3. Beneﬁcio Industrial
6% sobre Ejecución Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132 ¿
4. Honorarios Proyecto
1800 horas a 15 ¿ / hora . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27.000 ¿
5. Material fungible
Gastos de impresión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280 ¿
Encuadernación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200 ¿
6. Subtotal del presupuesto
Subtotal Presupuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .32.774 ¿
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7. I.V.A. aplicable
21% Subtotal Presupuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6.882,5 ¿
8. Total presupuesto
Total Presupuesto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39.656,5 ¿
Madrid, 22/07/2016
El Ingeniero Jefe de Proyecto
Fdo.: Guillermo Rodríguez Yrezábal
Ingeniero Superior de Telecomunicación
Capítulo 7
Pliego de condiciones
Este documento contiene las condiciones legales que guiarán la realización, en este
proyecto, de un SISTEMA DE DETECCIÓN DE SOMBRAS EN SECUENCIAS DE
VIDEO-SEGURIDAD. En lo que sigue, se supondrá que el proyecto ha sido encargado
por una empresa cliente a una empresa consultora con la ﬁnalidad de realizar dicho
sistema. Dicha empresa ha debido desarrollar una línea de investigación con objeto
de elaborar el proyecto. Esta línea de investigación, junto con el posterior desarrollo
de los programas está amparada por las condiciones particulares del siguiente pliego.
Supuesto que la utilización industrial de los métodos recogidos en el presente proyecto
ha sido decidida por parte de la empresa cliente o de otras, la obra a realizar se regulará
por las siguientes:
Condiciones generales
1. La modalidad de contratación será el concurso. La adjudicación se hará, por
tanto, a la proposición más favorable sin atender exclusivamente al valor econó-
mico, dependiendo de las mayores garantías ofrecidas. La empresa que somete
el proyecto a concurso se reserva el derecho a declararlo desierto.
2. El montaje y mecanización completa de los equipos que intervengan será reali-
zado totalmente por la empresa licitadora.
3. En la oferta, se hará constar el precio total por el que se compromete a realizar
la obra y el tanto por ciento de baja que supone este precio en relación con un
importe límite si este se hubiera ﬁjado.
4. La obra se realizará bajo la dirección técnica de un Ingeniero Superior de Tele-
comunicación, auxiliado por el número de Ingenieros Técnicos y Programadores
que se estime preciso para el desarrollo de la misma.
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5. Aparte del Ingeniero Director, el contratista tendrá derecho a contratar al resto
del personal, pudiendo ceder esta prerrogativa a favor del Ingeniero Director,
quien no estará obligado a aceptarla.
6. El contratista tiene derecho a sacar copias a su costa de los planos, pliego de
condiciones y presupuestos. El Ingeniero autor del proyecto autorizará con su
ﬁrma las copias solicitadas por el contratista después de confrontarlas.
7. Se abonará al contratista la obra que realmente ejecute con sujeción al proyecto
que sirvió de base para la contratación, a las modiﬁcaciones autorizadas por la
superioridad o a las órdenes que con arreglo a sus facultades le hayan comuni-
cado por escrito al Ingeniero Director de obras siempre que dicha obra se haya
ajustado a los preceptos de los pliegos de condiciones, con arreglo a los cuales,
se harán las modiﬁcaciones y la valoración de las diversas unidades sin que el
importe total pueda exceder de los presupuestos aprobados. Por consiguiente,
el número de unidades que se consignan en el proyecto o en el presupuesto,
no podrá servirle de fundamento para entablar reclamaciones de ninguna clase,
salvo en los casos de rescisión.
8. Tanto en las certiﬁcaciones de obras como en la liquidación ﬁnal, se abonarán
los trabajos realizados por el contratista a los precios de ejecución material que
ﬁguran en el presupuesto para cada unidad de la obra.
9. Si excepcionalmente se hubiera ejecutado algún trabajo que no se ajustase a
las condiciones de la contrata pero que sin embargo es admisible a juicio del
Ingeniero Director de obras, se dará conocimiento a la Dirección, proponiendo
a la vez la rebaja de precios que el Ingeniero estime justa y si la Dirección
resolviera aceptar la obra, quedará el contratista obligado a conformarse con la
rebaja acordada.
10. Cuando se juzgue necesario emplear materiales o ejecutar obras que no ﬁguren
en el presupuesto de la contrata, se evaluará su importe a los precios asignados
a otras obras o materiales análogos si los hubiere y cuando no, se discutirán
entre el Ingeniero Director y el contratista, sometiéndolos a la aprobación de
la Dirección. Los nuevos precios convenidos por uno u otro procedimiento, se
sujetarán siempre al establecido en el punto anterior.
11. Cuando el contratista, con autorización del Ingeniero Director de obras, emplee
materiales de calidad más elevada o de mayores dimensiones de lo estipulado
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en el proyecto, o sustituya una clase de fabricación por otra que tenga asigna-
do mayor precio o ejecute con mayores dimensiones cualquier otra parte de las
obras, o en general, introduzca en ellas cualquier modiﬁcación que sea beneﬁ-
ciosa a juicio del Ingeniero Director de obras, no tendrá derecho sin embargo,
sino a lo que le correspondería si hubiera realizado la obra con estricta sujeción
a lo proyectado y contratado.
12. Las cantidades calculadas para obras accesorias, aunque ﬁguren por partida
alzada en el presupuesto ﬁnal (general), no serán abonadas sino a los precios de
la contrata, según las condiciones de la misma y los proyectos particulares que
para ellas se formen, o en su defecto, por lo que resulte de su medición ﬁnal.
13. El contratista queda obligado a abonar al Ingeniero autor del proyecto y direc-
tor de obras así como a los Ingenieros Técnicos, el importe de sus respectivos
honorarios facultativos por formación del proyecto, dirección técnica y adminis-
tración en su caso, con arreglo a las tarifas y honorarios vigentes.
14. Concluida la ejecución de la obra, será reconocida por el Ingeniero Director que
a tal efecto designe la empresa.
15. La garantía deﬁnitiva será del 4% del presupuesto y la provisional del 2%.
16. La forma de pago será por certiﬁcaciones mensuales de la obra ejecutada, de
acuerdo con los precios del presupuesto, deducida la baja si la hubiera.
17. La fecha de comienzo de las obras será a partir de los 15 días naturales del
replanteo oﬁcial de las mismas y la deﬁnitiva, al año de haber ejecutado la
provisional, procediéndose si no existe reclamación alguna, a la reclamación de
la ﬁanza.
18. Si el contratista al efectuar el replanteo, observase algún error en el proyecto,
deberá comunicarlo en el plazo de quince días al Ingeniero Director de obras,
pues transcurrido ese plazo será responsable de la exactitud del proyecto.
19. El contratista está obligado a designar una persona responsable que se entenderá
con el Ingeniero Director de obras, o con el delegado que éste designe, para todo
relacionado con ella. Al ser el Ingeniero Director de obras el que interpreta
el proyecto, el contratista deberá consultarle cualquier duda que surja en su
realización.
20. Durante la realización de la obra, se girarán visitas de inspección por personal
facultativo de la empresa cliente, para hacer las comprobaciones que se crean
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oportunas. Es obligación del contratista, la conservación de la obra ya ejecu-
tada hasta la recepción de la misma, por lo que el deterioro parcial o total de
ella, aunque sea por agentes atmosféricos u otras causas, deberá ser reparado o
reconstruido por su cuenta.
21. El contratista, deberá realizar la obra en el plazo mencionado a partir de la fecha
del contrato, incurriendo en multa, por retraso de la ejecución siempre que éste
no sea debido a causas de fuerza mayor. A la terminación de la obra, se hará una
recepción provisional previo reconocimiento y examen por la dirección técnica,
el depositario de efectos, el interventor y el jefe de servicio o un representante,
estampando su conformidad el contratista.
22. Hecha la recepción provisional, se certiﬁcará al contratista el resto de la obra,
reservándose la administración el importe de los gastos de conservación de la
misma hasta su recepción deﬁnitiva y la ﬁanza durante el tiempo señalado como
plazo de garantía. La recepción deﬁnitiva se hará en las mismas condiciones
que la provisional, extendiéndose el acta correspondiente. El Director Técnico
propondrá a la Junta Económica la devolución de la ﬁanza al contratista de
acuerdo con las condiciones económicas legales establecidas.
23. Las tarifas para la determinación de honorarios, reguladas por orden de la Presi-
dencia del Gobierno el 19 de Octubre de 1961, se aplicarán sobre el denominado
en la actualidad Presupuesto de Ejecución de Contrata y anteriormente lla-
mado Presupuesto de Ejecución Material que hoy designa otro concepto.
Condiciones particulares
La empresa consultora, que ha desarrollado el presente proyecto, lo entregará a la
empresa cliente bajo las condiciones generales ya formuladas, debiendo añadirse las
siguientes condiciones particulares:
1. La propiedad intelectual de los procesos descritos y analizados en el presen-
te trabajo, pertenece por entero a la empresa consultora representada por el
Ingeniero Director del Proyecto.
2. La empresa consultora se reserva el derecho a la utilización total o parcial de los
resultados de la investigación realizada para desarrollar el siguiente proyecto,
bien para su publicación o bien para su uso en trabajos o proyectos posteriores,
para la misma empresa cliente o para otra.
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3. Cualquier tipo de reproducción aparte de las reseñadas en las condiciones gene-
rales, bien sea para uso particular de la empresa cliente, o para cualquier otra
aplicación, contará con autorización expresa y por escrito del Ingeniero Director
del Proyecto, que actuará en representación de la empresa consultora.
4. En la autorización se ha de hacer constar la aplicación a que se destinan sus
reproducciones así como su cantidad.
5. En todas las reproducciones se indicará su procedencia, explicitando el nombre
del proyecto, nombre del Ingeniero Director y de la empresa consultora.
6. Si el proyecto pasa la etapa de desarrollo, cualquier modiﬁcación que se realice
sobre él, deberá ser notiﬁcada al Ingeniero Director del Proyecto y a criterio de
éste, la empresa consultora decidirá aceptar o no la modiﬁcación propuesta.
7. Si la modiﬁcación se acepta, la empresa consultora se hará responsable al mismo
nivel que el proyecto inicial del que resulta el añadirla.
8. Si la modiﬁcación no es aceptada, por el contrario, la empresa consultora de-
clinará toda responsabilidad que se derive de la aplicación o inﬂuencia de la
misma.
9. Si la empresa cliente decide desarrollar industrialmente uno o varios productos
en los que resulte parcial o totalmente aplicable el estudio de este proyecto,
deberá comunicarlo a la empresa consultora.
10. La empresa consultora no se responsabiliza de los efectos laterales que se puedan
producir en el momento en que se utilice la herramienta objeto del presente
proyecto para la realización de otras aplicaciones.
11. La empresa consultora tendrá prioridad respecto a otras en la elaboración de
los proyectos auxiliares que fuese necesario desarrollar para dicha aplicación
industrial, siempre que no haga explícita renuncia a este hecho. En este caso,
deberá autorizar expresamente los proyectos presentados por otros.
12. El Ingeniero Director del presente proyecto, será el responsable de la dirección
de la aplicación industrial siempre que la empresa consultora lo estime oportuno.
En caso contrario, la persona designada deberá contar con la autorización del
mismo, quien delegará en él las responsabilidades que ostenta.
