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Abstract
Let (R,m) be a commutative noetherian local ring and I an ideal of R. Let
P be the class of all I-generated R-modules M (i.e. there is an epimorphism
I(Λ) ։ M) and let S be the class of all I◦-cogenerated R-modules N (i.e.
there is a monomorphism N →֒ (I◦)Λ with I◦ = HomR(I, E)). We give a
complete description of all injective and flat modules in P and S. We show
that (S,P) forms a dual pair in the sense of Mehdi–Prest (2015) and that
P is always closed under pure submodules. We determine all ideals I for
which P is closed under submodules, S is closed under factor modules and P
(resp. S) is closed under group extensions. In the last section, we examine the
submodules γ(M) =
∑
{U ⊂ M |U ∈ P} and κ(M) =
⋂
{V ⊂ M |M/V ∈
S} for all R-modules M , and we specify their explicit structure in special
cases.
Key words: I-generated and I◦-cogenerated modules, basically full ideals, dual pairs of
modules, Matlis duality.
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1 Die injektiven R-Moduln in P und S
Stets sei (R,m) ein kommutativer, noetherscher, lokaler Ring, E die injektive Hu¨lle des
Restklassenko¨rpers k = R/m und M◦ = HomR(M,E) das Matlis-Duale eines R-Moduls
M .
Lemma 1.1
1
(a) Fu¨r jeden R-Modul M gelten die Implikationen
IM =M =⇒ M ∈ P =⇒ AnnR(I) ·M = 0.
(b) IstM injektiv und I = AnnRAnnR(I), so ist jede der drei Bedingungen a¨quivalent
mit M [I ] = 0.
(c) Fu¨r jedes Primideal p von R gilt
I 6⊂ p ⇐⇒ AnnR(I) · Rp = 0 ⇐⇒ Ip ist regula¨r in Rp.
Beweis (a) ist klar, weil nach ([7] Proposition 1.1) M genau dann zu P geho¨rt, wenn
es eine Erweiterung M ⊂ X gibt mit M = IX .
(b) Fu¨r jeden R-Modul M und jedes Ideal a von R sei M [a] := AnnM(a) = {x ∈
M | ax = 0 fu¨r alle a ∈ a}. Ist nun M injektiv, gilt bekanntlich
aM =M [AnnR(a)],
so dass aus AnnR(I) · M = 0, d. h. M = M [AnnR(I)] sofort folgt IM = M , wegen
AnnR(I) ·M =M [I ] aber auch der zweite Teil.
(c) Beide A¨quivalenzen sind wohlbekannt: Genau dann ist aRp = 0, wenn es ein s ∈ R\p
gibt mit sa = 0, und AnnR(I) · Rp ist im Ring Rp der Annullator des Ideals IRp. 
Fu¨r jeden R-Modul X und jedes Ideal a von R ist genau dann X [a] = 0, wenn a 6⊂ p
ist fu¨r alle p ∈ Ass(X), so dass mit (b) und (c) folgt:
Satz 1.2 Ist M injektiv, so gilt: M ∈ P ⇐⇒ Ip ist regula¨r in Rp fu¨r alle p ∈ Ass(M).
Bemerkung 1.3 In (1.1, b) kann man nicht erwarten, dass M [I] = 0 ist. Ist z. B. V
der kleinste Untermodul von E mit E/V ∈ S, so gilt E[I] ⊂ V ⊂ E[I], und der erste
Untermodul ist genau dann Null, wenn I regula¨r ist, der zweite, wenn I ∼= R ist ([7] p. 6,
Beispiel 4), der dritte, wenn I = R ist. 
Bemerkung 1.4 Fu¨r jeden flachen R-Modul N ist N◦ = HomR(N,E) injektiv, so dass
man alle bisherigen Ergebnisse via Matlis-Dualita¨t von N◦ auf N u¨bertragen kann. Weil
nach ([7] Proposition 3.1) N◦ ∈ P a¨quivalent ist mit N ∈ S, erha¨lt man sofort:
Fu¨r jeden R-Modul N gilt: N [I] = 0 =⇒ N ∈ S =⇒ AnnR(I) ·N = 0. Falls N flach
ist, ist jede der drei Bedingungen a¨quivalent mit I · N = N , d. h. mit Ip regula¨r in Rp
fu¨r alle p ∈ Koass(N). 
Ist N injektiv und N ∈ S, folgt aus AnnR(I) · N = 0 nach (1.1, b) N ∈ P. Um wie
viel sta¨rker die Bedingung N ∈ S ist, wollen wir jetzt pra¨zisieren:
Lemma 1.5 Fu¨r ein Primideal p von R sind a¨quivalent:
(i) E(R/p) ∈ S
(ii) (Rp)
◦◦ ∈ P
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(iii) Rp ∈ P
(iv) Ip ∼= Rp
Beweis (i→ iv) Nach Schenzel ([5] Lemma 2.3) ist E(R/p)◦ ∼= R̂
(J)
p fu¨r eine Indexmenge
J 6= ∅, also
R̂p ⊂
⊕ E(R/p)◦,
wobei ̂ die Vervollsta¨ndigung u¨ber Rp sei. Mit E(R/p)◦ ist also auch X = R̂p aus P,
der R-Epimorphismus I(Λ) ։ X induziert einen R̂-Epimorphismus (Ip)
(Λ)
։ X , und
weil X u¨ber Rp das Biduale von Rp ist, folgt nach ([7] p. 6, Beispiel 4) Ip ∼= Rp.
(iv→ iii) Es genu¨gt zu zeigen, dass Ip als R-Modul I-generiert ist. Allgemeiner gilt aber
fu¨r jeden R-Modul A ∈ P, d. h. A ∼= IB, dass AS ∼= I ·BS, also auch AS ∈ P ist.
(iii → ii) Fu¨r jeden R-Modul A ∈ P, d. h. A ∼= IB, ist nach ([7] Proposition 3.1)
A◦◦ ∼= I · B◦◦, also auch A◦◦ ∈ P.
(ii → i) Es genu¨gt zu zeigen, dass
E(R/p) ⊂⊕ (Rp)
◦
ist. Bei p = m ist sogar E ∼= R◦, bei p 6= m gilt nach ([6] p. 7, l. 2)
(Rp)
◦ ∼=
∐
q⊂p
E(R/q)(Jq) mit Jq 6= ∅ fu¨r alle q ⊂ p, also wieder die Behauptung. 
Weil jeder injektive R-Modul direkte Summe von unzerlegbaren der Form E(R/p) ist,
erha¨lt man:
Satz 1.6 Ist N injektiv, so gilt: N ∈ S ⇐⇒ Ip ∼= Rp fu¨r alle p ∈ Ass(N).
Bemerkung 1.7 Die Implikation (ii → iii) in (1.5) gilt sogar fu¨r jeden R-Modul M ,
denn nach (2.1, a) ist M ∈ P a¨quivalent mit M◦ ∈ S. Falls also M flach war, ist M◦
injektiv, und (1.6) liefert sofort: M ∈ P ⇐⇒ Ip ∼= Rp fu¨r alle p ∈ Koass(M). 
2 Das duale Paar (S,P)
Die Klasse P aller I-generierten R-Moduln ist natu¨rlich gegenu¨ber direkten Produkten,
direkten Summen und Faktormoduln abgeschlossen. Weiter gilt:
Lemma 2.1 Die Klasse P ist gegenu¨ber
(a) reinen Untermoduln,
(b) reinen Gruppenerweiterungen und
(c) rein-injektiven Hu¨llen
abgeschlossen.
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Beweis (a) 1. Schritt Eine beliebige Modulerweiterung M ⊂ X heißt nach ([7] p. 7)
I-klein, wenn M∗ = I(M :X I) mit M u¨bereinstimmt. War X injektiv, ist das nach ([7]
Proposition 1.1, iii) a¨quivalent mit M ∈ P.
Dual heißt B ⊂ A nach ([7] p. 6) I-groß, wenn B mit B∗ = (IB) :A I u¨bereinstimmt
(siehe auch [2] Theorem 2.12). Allgemeiner als in [7] gilt jetzt: War A flach, ist B = B∗
a¨quivalent mit A/B ∈ S. Nur
”
⇐“ ist zu zeigen, und da ist in der exakten Folge
0 −→ (A/B)◦ −→ A◦ −→ B◦ −→ 0
(A/B)◦ ∈ P und A◦ injektiv, also nach eben AnnA◦(B) I-klein in A
◦ und dann nach ([7]
Bemerkung 4.4) B I-groß in A.
2. Schritt Zeigen wir zuerst den Spezialfall M ⊂ M◦◦ mit M◦◦ ∈ P, d. h. M◦ ∈ S. Mit
einer injektiven Erweiterung M ⊂ X ist dann
0 −→ (X/M)◦ −→ X◦ −→M◦ −→ 0
exakt und X◦ flach, also nach eben AnnX◦(M) I-groß in X
◦, und mit ([7] Lemma 4.3)
folgt M I-klein in X , also M ∈ P.
Ist jetzt A →֒ B ein reiner Monomorphismus und B ∈ P, ist mit B◦◦ ∈ P auch der
direkte Summand A◦◦ ∈ P, also A ∈ P.
(b) Ist 0 → A → B → C → 0 rein-exakt und A,C ∈ P, folgt aus C◦, A◦ ∈ S sogar
B◦ ∈ S (weil die entsprechende Folge zerfa¨llt), also nach (a) B ∈ P.
(c) Sei M ∈ P und M ⊂ N eine rein-injektive Hu¨lle. Dann ist N bis auf Isomorphie
direkter Summand in M◦◦, also auch N ∈ P. 
Aus (2.1) und den Regeln
N ∈ S ⇐⇒ N◦ ∈ P, M ∈ P ⇐⇒ M◦ ∈ S
folgt, dass (S,P) ein im Sinne von Mehdi–Prest ([3] p. 1389) duales Paar bildet. Wir
wollen untersuchen, wann seine Komponenten gegenu¨ber Untermoduln, Faktormoduln
oder Gruppenerweiterungen abgeschlossen sind.
Satz 2.2 A¨quivalent sind:
(i) P ist gegenu¨ber Untermoduln abgeschlossen.
(ii) S ist gegenu¨ber Faktormoduln abgeschlossen.
(iii) P = S = {M ∈ R-Mod | AnnR(I) ·M = 0}.
(iv) Es gibt einen Epimorphismus I ։ R/AnnR(I).
Beweis (i → iv) Mit I = Rr1+ · · ·+Rrn (n ≥ 1) und x = (r1, . . . , rn) ∈ I × · · ·× I ist
nach Voraussetzung auch Rx ∈ P, d. h. I ։ Rx ∼= R/AnnR(x) = R/AnnR(I).
(iv→ iii) In P ⊂ {M ∈ R-Mod | AnnR(I) ·M = 0} gilt Gleichheit, denn aus R
(Λ)
։ M
und AnnR(I) ·M = 0 folgt (R/AnnR(I))
(Λ)
։ M , also nach Voraussetzung I(Λ) ։ M .
Damit gilt auch N ∈ S ⇐⇒ N◦ ∈ P ⇐⇒ AnnR(I) ·N
◦ = 0 ⇐⇒ AnnR(I) ·N = 0.
4
(iii → i) klar.
(i→ ii) AusN ∈ S und V ⊂ N folgtN◦ ∈ P, also nach Voraussetzung auch (N/V )◦ ∈ P,
d. h. N/V ∈ S.
(ii → iv) Mit I und x wie am Anfang folgt (I◦)n ։ (Rx)◦, so dass nach Voraussetzung
(Rx)◦ ∈ S, d. h. Rx ∈ P ist, also I ։ R/AnnR(I). 
Bemerkung 2.3 Die Bedingung (iv) ist natu¨rlich erfu¨llt, wenn I zyklisch oder halb-
einfach 6= 0 ist. Das ist z. B. der Fall, wenn m2 = 0 ist. 
Bemerkung 2.4 Die Bedingung (iv) ist genau dann erfu¨llt, wenn es einen zyklischen
direkten Summanden I1 von I gibt mit AnnR(I1) = AnnR(I). War also I direkt unzer-
legbar (z. B. wenn R uniform ist), muss I bereits zyklisch sein. 
Satz 2.5 A¨quivalent sind:
(i) P ist gegenu¨ber Gruppenerweiterungen abgeschlossen.
(ii) S ist gegenu¨ber Gruppenerweiterungen abgeschlossen.
(iii) Es ist I = 0 oder I ∼= R.
Beweis (iii → i) ist klar, ebenso (i → ii), denn aus 0 → A → B → C → 0 exakt und
A,C ∈ S folgt C◦, A◦ ∈ P, also nach Voraussetzung B◦ ∈ P, d. h. B ∈ S.
Fu¨r (ii→ iii) sei gleich I 6= 0. Zeigen wir im 1. Schritt, dass I regula¨r ist: Mit R/m geho¨rt
auch jeder reduzierte R-Modul N zu S, denn der kleinste Untermodul V von N , mit
N/V ∈ S, hat nach Voraussetzung keinen maximalen Untermodul, ist also radikalvoll,
d. h. es ist V = 0. Insbesondere ist R ∈ S, also AnnR(I) = 0.
Sei im 2. Schritt V der kleinste Untermodul von E mit E/V ∈ S. Dann ist HomR(V, I
◦) =
0, denn fu¨r jedes f : V → I◦ ist V/Ke f ∈ S, also nach Voraussetzung E/Ke f ∈ S =⇒
Ke f = V , d. h. f = 0. Aus HomR(I, V
◦) = 0 folgt Ass(V ◦)∩Supp(I) = ∅ ([1] chap. IV,
§ 1, Proposition 10), wegen Supp(I) = V (AnnR(I)) = Spec(R) nach dem 1. Schritt also
Ass(V ◦) = ∅, V = 0. Aber E ∈ S bedeutet nach ([7] p. 6, Beispiel 4) schon I ∼= R. 
3 Die Funktoren γ und κ
Fu¨r jeden R-Modul M hat die Menge {U ⊂ M |U ∈ P} ein gro¨ßtes Element, das wir
mit γ(M) bezeichnen, und {V ⊂ M |M/V ∈ S} ein kleinstes Element, das wir mit
κ(M) bezeichnen (siehe die beiden Schritte im letzten Beweis).
Beispiel 1 Gibt es einen Epimorphismus I ։ R/AnnR(I) wie in (2.2), so gilt fu¨r jeden
R-Modul M
γ(M) =M [AnnR(I)], κ(M) = AnnR(I) ·M.
Beweis Nach (2.2, iii) gilt fu¨r U ⊂M , dass U ∈ P a¨quivalent ist mit U ⊂ M [AnnR(I)],
und fu¨r V ⊂M , dass M/V ∈ S a¨quivalent ist mit AnnR(I) ·M ⊂ V . 
Beispiel 2
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(a) Ist M ⊂ X und X injektiv, so gilt γ(M) = I(M :X I).
(b) Ist B ⊂ A und A flach, so gilt κ(A/B) = (IB :A I)/B.
Beweis (a)
”
⊂“ Fu¨r U = γ(M) gilt nach ([7] Proposition 1.1, iii) U = I(U :X I) ⊂
I(M :X I) = M∗. ”
⊃“ M∗ ist ein Untermodul von M und natu¨rlich I-generiert, also
enthalten in γ(M).
(b)
”
⊃“ Mit V/B = κ(A/B) ist A/V ∈ S, also nach dem Beweis von (2.1, a) V =
(IV ) :A I ⊃ (IB) :A I = B
∗.
”
⊂“ A
IB
/ A
IB
[I] ist nach ([7] Proposition 3.1) I◦-kogeneriert
und isomorph zu A/B∗ ∼= A
B
/B
∗
B
, also κ(A
B
) ⊂ B
∗
B
. 
Beispiel 3 Ist R ein Integrita¨tsring und Ext1
R
(R/I,R) = 0, so gilt γ(R) = I.
Beweis Bei I = 0 ist γ(M) = 0 fu¨r jeden R-Modul M . Bei I 6= 0 folgt mit dem
Quotientenko¨rper K von R, dass in der exakten Folge
HomR(R/I,K) −→ HomR(R/I,K/R) −→ Ext
1
R
(R/I,R)
das erste und dritte Glied Null ist, also auch (K/R)[I] = (R :K I)/R. Aus R :K I = R
folgt dann mit Beispiel 2 (a) die Behauptung. 
Satz 3.1 Fu¨r jeden R-Modul M gilt:
(a) IM ⊂ γ(M) ⊂M [AnnR(I)] und AnnR(I) ·M ⊂ κ(M) ⊂M [I].
(b) γ(M) ist groß in M [AnnR(I)] und κ(M)/AnnR(I) ·M ist klein in M/AnnR(I) ·
M .
(c) Ass(γ(M)) = Ass(M) ∩ Supp(I) und Koass(M/κ(M)) = Koass(M) ∩ Supp(I).
Beweis (a) Aus IM ∈ P und γ(M) ∈ P folgen die beiden ersten Inklusionen, aus
M/κ(M) ∈ S und M/M [I] ∈ S ([7] Proposition 3.1) die beiden anderen.
(b) Sei 0 6= U ⊂M [AnnR(I)]. Mit irgendeinem p0 ∈ Ass(U) ist dann AnnR(I)·R/p0 = 0,
also p0 ∈ Ass(U) ∩ Supp(I) = Ass(HomR(I, U)) nach ([1] chap. IV, § 1, Proposition 10)
=⇒ HomR(I, U) 6= 0, γ(U) 6= 0.
Entsprechend mu¨ssen wir fu¨r jeden Zwischenmodul AnnR(I) ·M ⊂ V $M zeigen, dass
V + κ(M) $M ist. Mit irgendeinem p0 ∈ Koass(M/V ) folgt, weil M/V durch AnnR(I)
annulliert wird, p0 ∈ Ass((M/V )
◦)∩Supp(I), also HomR(I, (M/V )
◦) ∼= HomR(M/V, I
◦) 6=
0, V ⊂ V1 $M mit M/V1 ∈ S, also κ(M) ⊂ V1.
(c) Fu¨r jeden wesentlichen Monomorphismus A →֒ B gilt bekanntlich Ass(A) = Ass(B),
fu¨r jeden wesentlichen Epimorphismus B ։ C dual Koass(B) = Koass(C). 
Folgerung 3.2 Mit I = AnnRAnnR(I) gilt:
(a) M injektiv =⇒ IM = γ(M) =M [AnnR(I)] und M [I] ⊂ κ(M) ⊂M [I].
(b) M flach =⇒ AnnR(I) ·M = κ(M) =M [I] und IM ⊂ γ(M) ⊂ IM .
Beweis (a) Weil M injektiv ist, gilt aM =M [AnnR(a)] fu¨r alle Ideale a von R, so dass
a = I in (3.1, a) die Gleichung und a = AnnR(I) die Ungleichung liefert.
(b) Entsprechend, weil fu¨r jeden flachen R-Modul M gilt AnnR(a) ·M =M [a]. 
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Folgerung 3.3 Falls I ein Annullatorideal, d. h. I = I ist, folgt
(a) fu¨r jeden injektiven R-Modul M ∈ P sogar M ∈ S,
(b) fu¨r jeden flachen R-Modul M ∈ S sogar M ∈ P.
Beweis Bei (a) ist M [I ] = 0 nach (1.1, b), also κ(M) = 0, bei (b) ist I ·M =M nach
(1.4), also γ(M) =M . 
Bemerkung 3.4 (1) Auch wenn I zyklisch ist, kann IM $ γ(M) und κ(M) $ M [I]
sein, z. B. wenn I ⊂ AnnR(M) $ R und I ∼= R ist (denn dann ist IM = 0, γ(M) = M ,
κ(M) = 0 und M [I] =M).
(2) Ist I nicht zyklisch, kann auch γ(M) $ M [AnnR(I)] und AnnR(I) · M $ κ(M)
sein, z. B. wenn I regula¨r, aber nicht isomorph zu R ist (denn dann ist γ(R) $ R und
0 $ κ(E)). 
Ist ein R-Modul M einreihig (d. h. L(M) totalgeordnet und endlich), so zeigten wir
in ([7] Satz 1.4 und Folgerung 3.3), dass M ∈ P a¨quivalent ist mit M ∈ S und das (mit
La¨nge(M) = n ≥ 1) weiter a¨quivalent ist mit mn−1 · I 6⊂ AnnR(M) · I. Wir wollen zum
Schluss genauer γ(M) und κ(M) berechnen, ebenso (weil auch M◦ einreihig ist) γ(M◦)
und κ(M◦).
Satz 3.5 Sei M einreihig von der La¨nge n ≥ 1, M %M1 %M2 % · · · %Mn−1 % 0 sein
Untermodulverband und s die kleinste natu¨rliche Zahl mit ms · I ⊂ AnnR(M) · I. Dann
ist 0 ≤ s ≤ n und
γ(M) =Mn−s, κ(M) =Ms.
Beweis Ausmn ⊂ AnnR(M) folgt s ≤ n. Nach ([7] Folgerung 1.5) gilt fu¨r alle 0 ≤ i ≤ n,
dass M/Mi /∈ P a¨quivalent ist mit i > 0 und m
i−1 · I ⊂ AnnR(M) · I, d. h. mit i− 1 ≥ s,
i > s =⇒ κ(M) =Ms.
Weil auch M◦ einreihig von der La¨nge n ≥ 1 ist und (Mi)
◦ ein Faktormodul der La¨nge
n − i, ist nach demselben Zitat Mi /∈ P a¨quivalent mit n − i > 0 und m
(n−i)−1 · I ⊂
AnnR(M) · I, d. h. mit (n− i)− 1 ≥ s, n− s > i =⇒ γ(M) =Mn−s. 
Folgerung 3.6 Sei M einreihig von der La¨nge n ≥ 1. Dann ist
γ(M◦) = AnnM◦(κ(M)), κ(M
◦) = AnnM◦(γ(M)).
Beweis Auch D = M◦ ist einreihig von der La¨nge n ≥ 1, genauer D % D1 % D2 %
· · · % Dn−1 % 0 sein Untermodulverband mit Di = AnnM◦(Mn−i). Wegen AnnR(D) =
AnnR(M) folgt mit (3.5) sofort γ(M
◦) = Dn−s = AnnM◦(Ms) = AnnM◦(κ(M)), ent-
sprechend κ(M◦). 
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