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a b s t r a c t
Let (R,Λ) be a commutative form ring, and let ( J,Γ ) be a form ideal of (R,Λ). We
obtain a complete description of all subgroups of the unitary groups U2n(R,Λ) which are
normalized by relative elementary subgroup EU2n( J,Γ ) for all n ≥ 4.
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1. Introduction
Let R be a commutative ring with identity, GLn(R) be the group of invertible n by nmatrices over R, En(R) be the subgroup
of GLn(R) generated by all elementary matrices eij(a) = 1n + aEij, where a ∈ R, Eij is a matrix with 1 in position (i, j) and
zeros elsewhere. For any ideal I of R, let Cn(R, I) denote the full pre-image of the center of GLn(R/I). Let En(I) be the subgroup
of GLn(R) generated by all eij(a), where a ∈ I , and let En(R, I) denote the normal closure of En(I) in En(R).
A subgroup H ⊂ G is called subnormal if there is a chain
Hd = H ▹ Hd−1 ▹ · · · ▹ H0 = G (1.1)
of subgroups of the group G, where Hi ▹Hi−1 means that Hi is a normal subgroup of Hi−1. If this is the case, we write H ▹d G.
The classification of the subnormal subgroups of GLn(R) is related to the description of the subgroups of GLn(R)
normalized by En(R, J) (i.e., generalized sandwich classification). Namely, if G is a subgroup of GLn(R) containing En(R) in
(1.1), where R is commutative, n ≥ 3, then H ▹d G implies that
En(R, Im) ⊂ H ⊂ Cn(R, I) (1.2)
for some ideal I of R, where m = f (d, n) is a function of d and n (see [12,13]) and Im denotes the ideal of R consisting of
sums of products ofm elements of I . From the 1970s to the early 1990s,Wilson [16], Bak [2], Li and Liu [10], Vavilov [15] and
Vaserstein [12,13] presented and improved the bound of m (see (1.2)) several times. One can see [8] for further reference.
Now, we have the following theorem (see [13]).
Theorem. Let R be a commutative ring, n ≥ 3 and H a subgroup of GLn(R) normalized by En(R, J) for an ideal J of R. Thus, there
exists an ideal I of R such that
En(R, I) ⊂ H ⊂ Cn(R, (I : J4)),
where I : J4 = {r ∈ R | rJ4 ⊂ I}.
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From the theorem above we obtain thatm = f (d, n) = (4d − 1)/3 for n ≥ 3 (see (1.2)).
In [2], Bak conjectured that the generalized sandwich classification theorem holds as well for certain ‘unitary’ groups
over ringswith stable rank conditions. Habdank [5] settled Bak’s conjecture positivelywith quadratic stable conditions and 2
invertible on the commutative ring. Zhang [17] proved the conjecture for stable unitary group U(R,Λ) = limn→∞ U2n(R,Λ)
over commutative rings. Recently, Zhang [18] studied the non-stable case of unitary groups over a commutative ring with
2 invertible. In this paper, we answer Bak’s conjecture positively for unitary groups U2n(R,Λ) with n ≥ 4 without any
assumption regarding the commutative ring with identity.
2. Notation and main result
Let R be an associative ring with identity 1, and assume that an anti-automorphism of order 2, i.e., an involution
∗ : x → x∗ is defined on R such that (x + y)∗ = x∗ + y∗, (xy)∗ = y∗x∗, and (x∗)∗ = x for all x, y in R. Clearly, ∗ also
determines an anti-automorphism of the ring Mn(R) of all n by nmatrices (xij) by (xij)∗ = (x∗ji).
Fix an element λ ∈ Cent(R) such that λλ∗ = 1. SetΛmin = {x − x∗λ | x ∈ R} andΛmax = {x ∈ R | x = −x∗λ}. A form
parameterΛ is an additive subgroup of R such that
(1) Λmin ⊆ Λ ⊆ Λmax,
(2) r∗Λr ⊆ Λ for all r ∈ R.
The pair (R,Λ) is called a form ring. For an involution invariant ideal I of R, i.e., I = I∗, define Γmax = I ∩ Λ and
Γmin = {x− x∗λ | x ∈ I} + {x∗ξx | ξ ∈ Λ, x ∈ I}.
A relative form parameter Γ in (R,Λ) of level I is an additive subgroup of I such that
(1) Γmin ⊆ Γ ⊆ Γmax,
(2) r∗Γ r ⊆ Γ for all r ∈ R.
The pair (I,Γ ) is called a form ideal of the form ring (R,Λ). We denote the set ofΛ-anti-Hermitian matrices by
AHn(R,Λ) = {(aij) ∈ Mn(R) | aij = −a∗jiλ for i ≠ j and aii ∈ Λ, i = 1, . . . , n}.
Following Bak [1] (see also [14]), we define the unitary (or quadratic or generalized unitary) groups
U2n(R,Λ) =

α β
γ δ

∈ GL2n(R)
α∗δ + γ ∗λβ = 1n, α∗γ , β∗δ ∈ AHn(R,Λ) .
WhenΛ = Λmax,
U2n(R,Λmax) = {θ ∈ GL2n(R) | θ∗ϕnθ = ϕn},
where ϕn =

0 1n
λ1n 0

.
In general, U2n(R,Λ) ⊆ U2n(R,Λmax); hence, θ−1 = ϕ−1n θ∗ϕn for any θ ∈ U2n(R,Λ), and if θ =

α β
γ δ

then
θ−1 =

δ∗ β∗λ∗
γ ∗λ α∗

. (2.1)
A column v = (v1, . . . , vn)T is called unimodular if there exist b1, . . . , bn ∈ R such that b1v1 + · · · + bnvn = 1. For
example, any column of an invertible matrix is unimodular.
Let R× denote the group of invertible elements in R.
Fix an n, and for any 1 ≤ k ≤ 2n set σk = k + n if k ≤ n and σk = k − n if k > n. Furthermore, ϵ(i) denotes the sign
of an integer i defined as ϵ(i) = 1 if i ≤ n and ϵ(i) = −1 if i > n. We define two types of elementary matrices in unitary
group as follows:
ρi,σ i(a) = 12n + aEi,σ i (2.2)
with a ∈ λ−(ϵ(i)+1)/2Λ, i.e., a ∈ λ∗Λwhen i ≤ n and a ∈ Λwhen i > n, which are called long root elements;
ρij(a) = 12n + aEij − λ(ϵ(j)−ϵ(i))/2a∗Eσ j,σ i (2.3)
with a ∈ R, j ≠ i, σ i, which are called short root elements.
We denote the subgroup of U2n(R,Λ) generated by all elementary unitary matrices as EU2n(R,Λ). For a form ideal (I,Γ )
of (R,Λ), an elementary matrix ρij(a) is called elementary of level (I,Γ ) if a ∈ I when j ≠ i, σ i, and a ∈ λ−(ϵ(i)+1)/2Γ
when j = σ i. The subgroup of U2n(R,Λ) generated by elementary matrices of level (I,Γ ) is denoted by FU2n(I,Γ ), and the
normal subgroup of EU2n(R,Λ) generated by FU2n(I,Γ ) is denoted by EU2n(I,Γ ).
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Let (I,Γ ) be a form ideal of (R,Λ). The principal congruence subgroup U2n(I,Γ ) of level (I,Γ ) in U2n(R,Λ) is defined
as
U2n(I,Γ ) =

α β
γ δ

∈ U2n(R,Λ)
 α βγ δ

≡ 12n(mod I), and α∗γ , β∗δ ∈ AHn(R,Γ )

,
whereas the full congruence subgroup CU2n(I,Γ ) is defined as
CU2n(I,Γ ) = {g ∈ U2n(R,Λ) | [g,U2n(R,Λ)] ⊆ U2n(I,Γ )} .
It can be shown (see [4]) that CU2n(I,Γmax) is the full pre-image of the center of U2n(R/I, Λ/Γmax), i.e.,
CU2n(I,Γmax) = ϕ−1I (Center(U2n(R/I, Λ/Γmax))),
where ϕI denotes the canonical projection: R → R/I .
From now on, we assume the ring R is commutative.
Definition 2.1 ([5]). Let (I,Γ I) and ( J,Γ J) be two form ideals in (R,Λ). The product of (I,Γ I) and ( J,Γ J) is defined as
(IJ,Γ IΓ J), where
Γ IΓ J = Γ IJmin + {a∗ba | a ∈ J, b ∈ Γ I} + {b∗ab | b ∈ I, a ∈ Γ J}.
Definition 2.2. Let (I,Γ I) and ( J,Γ J) be two form ideals in (R,Λ), and k, l two non-negative integers. The parameter
Ω( J, I,Γ I , k, l) of the form ideal (I : Jk,Ω( J, I,Γ I , k, l)) is defined as
Ω( J, I,Γ I , k, l) = Γ I:Jkmin + {ξ ∈ Γ I:J
k
max | a∗ξa ∈ Γ I , for all a ∈ J l}.
Now, we state the main results of the current study.
Theorem 1. Let (R,Λ) be a commutative form ring, and let ( J,Γ J) be a form ideal. Let H be a subgroup of U2n(R,Λ), n ≥ 4,
normalized by EU2n( J,Γ J). Thus, there exists a form ideal (I,Γ I) such that
EU2n(I, Γ I) ⊆ H ⊆ CU2n(I : J12, Ω( J, I,Γ I , 12, 14)).
3. Elementary facts
In this section, we state and prove several preparatory lemmas concerning some properties of elementary subgroups of
U2n(R,Λ).
Lemma 3.1 ([6,14]). The following identities hold for elementary unitary matrices (1 ≤ i ≠ j ≤ 2n).
(i) ρij(a+ b) = ρij(a)ρij(b),
(ii) [ρij(a), ρjk(b)] = ρik(ab) when i, j, k, σ i, σ j, σk are all distinct,
(iii) [ρij(a), ρj,σ i(b)] = ρi,σ i(ab− λ−ϵ(i)a∗b∗) when j ≠ i, σ i,
(iv) [ρij(a), ρj,σ j(b)] = ρi,σ j(ab)ρi,σ i(λ(ϵ(j)−ϵ(i))/2a∗ba) when j ≠ i, σ i and b ∈ λ−(ϵ(i)+1)/2Λ.
Proposition 3.2 ([4,6,14]). Let n ≥ 3. Thus, for any form ideal (I,Γ I) of (R,Λ)
(i) EU2n(I,Γ I) is a normal subgroup of U2n(R,Λ),
(ii) EU2n(I,Γ I) = [EU2n(R,Λ),U2n(I,Γ I)] = [EU2n(R,Λ), CU2n(I,Γ I)].
Lemma 3.3. Let g ∈ U2n(R,Λ). Then, g ∈ U2n(0 : J,Γ (0:J)max ) if and only if gρij(a) = ρij(a)g for all ρij(a) ∈ EU2n( J,Γ Jmax). In
turn, this is equivalent to the similar condition gρij(a) = ρij(a)g for all short root elements ρij(a) with a ∈ J and j ≠ σ i.
Proof. The first assertion was proved in [17]. In fact, for any g = (gij) ∈ U2n(R,Λ), g commutes with all ρij(a) ∈
EU2n( J,Γ
J
max) if and only if
(i) agij = a∗gij = 0 when j ≠ i,
(ii) agii = agjj, a∗gii = a∗gjj when j ≠ σ i,
(iii) agii = agσ i,σ i, a ∈ λ−(ϵ(i)+1)/2Γ Jmax.
Taking a ∈ λ−(ϵ(i)+1)/2Γ Jmax in (ii), we have agii = agjj = agσ i,σ i by (ii). This implies that if g commutes with all short root
elements ρij(a) with a ∈ J , then g commutes with all long root elements ρi,σ i(a) with a ∈ λ−(ϵ(i)+1)/2Γ Jmax. This proves the
second assertion. 
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Lemma 3.4. Let H be a subgroup of U2n(R,Λ), n ≥ 3, normalized by EU2n( J,Γ ), and let g ∈ H. Let t ∈ U2n(R,Λ) and
hi ∈ EU2n( J,Γ ), i = 1, 2, . . . , k. Then,
[· · · [[tgt−1, h1], h2], . . . , hk] ∈ tH = tHt−1.
Proof. Recall that by Proposition 3.2 EU2n( J,Γ ) is a normal subgroup of U2n(R,Λ). If [tgt−1, h1] = tg ′t−1 ∈ tH ,
then t(t−1h2t)g ′(t−1h−12 t)t−1 ∈ tH . Therefore, we only need to show that [tgt−1, h1] ∈ tH . Because [tgt−1, h1] =
tgt−1h1tg−1t−1h−11 = t(gt−1h1tg−1t−1h−11 t)t−1, and the term in the parentheses belongs toH , we obtain the conclusion. 
For every g = (gij) ∈ U2n(R,Λ), o(g) denotes the ideal of R generated by all gij and gii − gjj. This ideal is usually called
the level of g . In particular, o(g) = o(g−1) and o(g) is ∗-invariant, i.e., o(g)∗ = o(g), by (2.1). The form parameter Γ o(g) in
the level o(g) is defined as
Γ o(g) = Γ o(g)min +

n
i=1
g∗ij gi+n,j | j = 1, . . . , 2n

+

n
j=1
λg∗ij gi,j+n | i = 1, . . . , 2n

.
It is obvious that Γ o(g) = Γ o(g−1) (see (2.1) ).
Let v = (v1, v2, . . . , v2n)T ∈ R2n. The length |v|q of v is defined as
|v|q = v∗1vn+1 + · · · + v∗nv2n +Λ
whereΛ is the form parameter of (R,Λ).
Denote the length of the kth column and the kth row of a matrix g ∈ U2n(R,Λ) as |vg(k)|q and |ug(k)|q, respectively. By the
definition of U2n(R,Λ), one has |vg(k)|q ∈ Λ. On the other hand, if g ∈ U2n(I,Γ ), then necessarily o(g) ⊆ I and |vg(k)|q ∈ Γ .
Lemma 3.5. Let g = (gij) ∈ U2n(R,Λ) and ρ = ρij(a)with j ≠ σ i. Denote by η the commutator [g, ρ]. Thus, for k ≠ j, σ i, one
has
|vη(k)|q = a∗gσk,σ j|vg(i)|qg∗σk,σ ja+ a∗gσk,i|vg(σ j)|qg∗σk,ia+ w,
and for k = j or σ i one has
|vη(k)|q = a∗|vη(l)|qa+ a∗gσk,σ j|vg(i)|qg∗σk,σ ja+ a∗gσk,i|vg(σ j)|qg∗σk,ia+ w′,
where l = i if k = j and l = σ j if k = σ i. In the above formulas, w,w′ ∈ {gpqagrh − λg∗rha∗g∗pq}, where |vη(l)|q in the latter is
defined by the former.
Proof. Write η as (12n + avivj − λ(ϵ(j)−ϵ(i))/2a∗vσ jvσ i)ρij(−a), where vi is the ith column of g andvj = v∗σ jϕn is the jth row
of g−1, respectively. Then, the assertion follows from direct computation and definition of unitary groups. 
Lemma 3.6. Let H be a subgroup of U2n(R,Λ), n ≥ 4, normalized by EU2n( J,Γ J) and let k be a non-negative integer. If g ∈ H
but g /∈ CU2n(I : Jk,Γ (I:Jk)max ), then there exists at least one non-diagonal entry gij of tg = tgt−1, where t ∈ EU2n(R,Λ), such that
gijJk /∈ I . Moreover, there is a short root element ρjl(a) with a ∈ J such that
h = [tg, ρjl(a)] /∈ U2n(I : Jk−1,Γ (I:Jk−1)max ).
Proof. By the definition of CU2n(I : Jk,Γ (I:Jk)max ) and o(g), there exists at least one non-diagonal entry gij of g or gii − gjj in
o(g) that does not lie in (I : Jk). If gij /∈ (I : Jk), we are done. Suppose that all non-diagonal entries of g lie in (I : Jk),
but gii − gjj /∈ (I : Jk) for some i ≠ j. We claim that there is a j ≠ σ i such that gii − gjj /∈ (I : Jk). Otherwise, if only
gii− gσ i,σ i /∈ (I : Jk) and all gσ i,σ i− gll ∈ (I : Jk), where l ≠ i, σ i, then (gii− gσ i,σ i)− (gll− gσ i,σ i) = gii− gll /∈ (I : Jk), which
is a contradiction. Conjugating g by t = ρij(1), we obtain thematrix tg , whose entry in the position (i, j) equals gij+(gii−gjj)
and does not belong to (I : Jk).
Now, suppose that there is a non-diagonal entry gij in tg satisfying agij /∈ (I : Jk−1) for some a ∈ J . Then, taking ρ = ρjl(a)
where l ≠ i, σ i, σ j and comparing the entries of tgρ and ρtg in the position (i, l), we have that gil+agij ≢ gil(mod (I : Jk−1)).
Hence, [tg, ρ] ≢ 12n(mod (I : Jk−1)). Thus, [tg, ρ] /∈ U2n(I : Jk−1,Γ (I:Jk−1)max ). 
Remark 3.7. (1) In Lemma 3.6, we showed that [tg, ρjl(a)] /∈ U2n(I : Jk−1,Γ (I:Jk−1)max ). In fact [tg, ρjl(a)] does not belong to
CU2n(I : Jk−1,Γ (I:Jk−1)max ) either, because if [tg, ρjl(a)] ∈ CU2n(I : Jk−1,Γ (I:Jk−1)max ) then tgρjl(a) = ρjl(a)tg (mod (I : Jk−1)). The
proof is quite similar to that of Lemma 24 in [13]; thus, we omit it.
(2) It is easy to see that there is at least one non-diagonal entry hir in the ith row of h = [tg, ρjl(a)] that does not lie in
(I : Jk−1). Similarly, there is at least one non-diagonal entry hm,σ i in the σ ith column of h not lying in (I : Jk−1). Otherwise,
the diagonal entry hii or hσ i,σ i of h could be written as 1 + β , where β /∈ (I : Jk−1). This is because if the ith row u of h is
congruent to (0, . . . , 1, 0, . . . , 0) modulo (I : Jk−1), in comparing the entries of tgρij(a) and hρij(a)tg in the position (i, l)
modulo (I : Jk−1), we may obtain a contradiction.
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4. Localization
Denote the subring of R generated by all rr∗ with r ∈ R as R0. In the following sections, all multiplicative systems
consideredwill be in R0. Meanwhile, wewillmostly use localizationwith respect to the following two types ofmultiplicative
systems.
(i) Principal localization: take s ∈ R0, and set multiplicative system coincides with ⟨s⟩ = {1, s, s2, . . . , }. The localization
of the form ring (R,Λ)with respect to multiplicative system ⟨s⟩ is denoted by (Rs,Λs).
(ii) Maximal localization: takeM ∈ Max(R0), the set of maximal ideals in R0, and let S = R0\M . Localization of the form
ring (R,Λ)with respect to multiplicative system S is denoted by (RM ,ΛM), i.e., RM = S−1R,ΛM = S−1Λ.
For the two cases, we write Fs : R → Rs and FM : R → RM , respectively, to denote the corresponding localization
homomorphism.
Straightforward computations show that the pair (Rs,Λs) and (RM ,ΛM) are form rings.
By [14, Lemma 1.4], the ring RM is semi-local with at most two maximal ideals for everyM ∈ Max(R0).
Denote the subset of FU2n(R,Λ) consisting of all products ofm or fewer short root elements ρij(a) as Em(R), where a ∈ R,
one of the indices i, j is fixed, i.e., the products are
m
1≤i≠j,σ j≤2n ρij(a), where j is fixed.
The following lemma will be used in the proof of Proposition 6.3 which in turn is the key step in the proof of our main
theorem.
Lemma 4.1. Suppose R is a semi-local ring with at most two maximal ideals and let g ∈ U2n(R,Λ). Thus, there is a matrix
t ∈ E2(R) such that the first diagonal entry of tg is invertible. Furthermore, tg = uh, where u = 2ni=2 ρi1(∗), h is a unitary
matrix of the parabolic type, i.e., the first column of h is of the form (h11, 0, . . . , 0, 0, . . . , 0)T .
Proof. Let M1, M2 be the maximal ideals of R. Then, J(R) = M1 ∩ M2 and R/J(R) ∼= F1 ⊕ F2, where F1 and F2 are fields. An
element α in R is invertible if and only if α ≡ (a, b) (mod J(R)) with a, b ≠ 0. Now, suppose that the first diagonal entry g11
of g is not invertible. The proof can be subdivided into two cases: (i) g11 ∉ J(R), (ii) g11 ∈ J(R). Below, we consider the first
case; the second one is similar.
In case (i), wemay assume that g11 ≡ (a, 0) (mod J(R)) with a ≠ 0. Because the rows and columns of an invertiblematrix
are unimodular, there is an entry g1i (i ≠ 1) in the first row of g such that g11 + g1ix ∈ R× for some x ∈ R. If i ≠ n+ 1, take
t = ρi1(−x). On the other hand, if i = n + 1 and all other entries in the first row lie in the same maximal ideal M2 as g11,
take t = ρ21(−y)ρn+2,1(−λx∗), where y ≡ (0, b) (mod J(R)) with b ≠ 0.
The second conclusion of the lemma can be obtained easily by the first one. 
Lemma 4.2. For each M ∈ Max(R0) fix an element s ∈ R0\M. Let g ∈ U2n(R,Λ). Then g ∈ CU2n(I,Γ Imax) if and only if
Fs(g) ∈ CU2n(Is,Γ Ismax) for all M ∈ Max(R0).
The proof is similar to Lemma 5 in [11] and Lemma 9 in [9]; thus, we omit it.
In general, the group homomorphisms Fs : U2n(R,Λ)→ U2n(Rs,Λs) and FM : U2n(R,Λ)
→ U2n(RM ,ΛM) induced by the localization homomorphisms (R,Λ)→ (Rs,Λs) and (R,Λ)→ (RM ,ΛM) are not injective.
However, for principal localization of Noetherian rings, the restrictions of these homomorphisms to some sufficiently small
congruence subgroups are injective.
Lemma 4.3 (See [7, Lemma 5.1] and [3, Lemma 4.10]). Let R be a Noetherian ring, s ∈ R. Then there exists a non-negative integer
p such that the homomorphism Fs : U2n(spR, spΛ)→ U2n(Rs,Λs) is injective.
For ζ ∈ Rs, there exists a non-negative integer Nζ such that sNζ ζ ∈ Fs(R). It follows that for a finite subset L one can find
a non-negative integer N such that sNζ ∈ Fs(R) for all ζ ∈ L. Thus, one can always choose an integer p such that both the
restriction of localization homomorphism Fs : spR → Rs is injective and spζ ∈ Fs(R) for all elements ζ in a finite subset of
Rs. In the following sections, we apply this, for instance, to the entries of a given unitary matrix.
The pair (RM ,ΛM) is the direct limit of pairs (Rs,Λs), where s ∈ S = R0\M . For any functor F commuting with
direct limits, one has F(RM ,ΛM) = lim−→ F(Rs,Λs). In particular, U2n(RM ,ΛM) = lim−→U2n(Rs,Λs). This simple argument
reducesmost questions regardingNoetherian rings. Similarly, instead of localizationswith respect to arbitrarymultiplicative
systems, we can consider only principal localizations.
5. Extraction of short root elements
Throughout this section, H is a subgroup of U2n(R,Λ), n ≥ 4, normalized by EU2n( J,Γ J), and ⟨s⟩ is a fixed multiplicative
system such that Fs(H) ⊈ CU2n(Is : Jks ,Γ (Is:J
k
s )
max ). In Section 4 we have chosen an integer p such that both the restriction of
localization homomorphism Fs : spR → Rs is injective and spζ ∈ Fs(R) for all ζ in a finite subset of Rs, which is considered.
Thus, the induced homomorphism Fs : EU2n(spJ,Γ spJ)→ EU2n( Js,Γs) is injective. Meanwhile, if a is an element in Rs such
that a ∉ (Is : Js), then spad ∉ Fs(I) (does not lie in Is either) for some d ∈ Js.
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Lemma 5.1. If H contains a matrix g such that the first column of g is of the form (1, 0, . . . , 0, 0, . . . , 0)T and there is an entry
gij with i ≠ 1, j ≠ n+ 1 of g satisfying that gij ∉ (I : Jk) where j ≠ i or gij − 1 ∉ (I : Jk) where j = i, then H contains two short
root elements ρ1l(a), ρ1h(a), where h ≠ l, σ l and a ∉ (I : Jk−3).
Proof. By the assumption and the definition of a unitary matrix , g and g−1 have the following matrix form
1 ∗ · · · ∗ ∗ ∗ · · · ∗
0 ∗
... A1
... B1
0 ∗
0 0 · · · 0 1 0 · · · 0
0 ∗
... C1
... D1
0 ∗

(5.1)
Note that gij is in fact an entry in

A1 B1
C1 D1

. Choose d1 ∈ J such that gijd1 ∉ (I : Jk−1)when j ≠ i, or (gij − 1)d1 ∉ (I : Jk−1)
when j = i. Thus, the matrix g1 = [g−1, ρ1i(d1)] ∉ U2n(I : Jk−1,Γ (I:Jk−1)max ) and g1 can be written as 2ni=2 ρ1i(∗), where
ρ1j(∗) = ρ1j(d1gij). Choose d2, d3 ∈ J such that d1gijd2d3 ∉ (I : Jk−3). Thus, the two matrices ρ1rm(d1gijd2d3) =[[g1, ρjp(d2)], ρp,rm(d3)] (the lower index m of r takes 1 and 2), where r1 ≠ 1, p, σp, j and n + 1, r2 ≠ 1, p, σp, j, r1, σ r1
and n + 1 (note that 2n ≥ 8); moreover, p takes values from {2, . . . , 2n} except 1, j, σ j and n + 1, lie in H but not in
U2n(I : Jk−3,Γ (I:Jk−3)max ). 
Remark 5.2. When n = 4, investigating the range of values r2 in the above proof, we only can obtain that H contains
two short root elements satisfying the above condition. Corollary 5.5 answers the question regarding why we show that H
contains two short root elements, not only one.
From now on, we write ρij(spa), which indicates ρij(Fs(spa)).
Lemma 5.3. If Fs(H) contains a matrix Fs(g) = ρi1(a)ρj1(b)ρn+1,1(ξ), where a, b ∈ Fs(R), ξ ∈ Fs(Λ), and a satisfies
spad ∉ (I : Jk−1) (spad can be considered an element of R) for some d ∈ J , then H contains short root elements ρk1(spad),
where k ≠ 1, i, σ i, σ j, n+ 1.
Proof. Because Fs(gρn+1,1(−ξ)ρj1(−b)ρi1(−a)) = 12n, g = ρi1(a)ρj1(b)ρn+1,1(ξ)β , where β ∈ CU2n(Ann(sL),Γ Ann(sL)max ) for
some positive integer L. The element β commutes with every element of the form ρlh(sLc), c ∈ R. Because we can choose
p ≥ L, taking ρki(spd), where d ∈ J , and k ≠ 1, i, σ i, σ j, n+ 1, we conclude that H contains
ρk1(spad) = [ρki(spd), g] = [ρki(spd), ρi1(a)ρj1(b)ρn+1,1(ξ)]
where spad ∉ (I : Jk−1). 
Lemma 5.4. Let t1 = 2ni=2 ρi1(ci), t3 = 2ni=2 ρi1(bi), where bi, ci ∈ Rs, and let t2 = ρ13(1)ρ31(−1)ρ13(1) (case (i)) or
t2 = ρ12(−1)ρ21(1) (case (ii)). If t3t2t1Fs(H) contains a short root element ρ1r(a), where r ≠ 3, n+3 for case (i) and r ≠ 2, n+2
for case (ii), then H contains 2n − 3 short root elements ρi1(s3pad1d2d3), where di(i = 1, 2, 3) ∈ J , and i takes values from
{2, . . . , 2n} except n+ 1, 3 (for case (i)) or 2 (for case (ii)).
Proof. By Proposition 3.2 and Lemma 3.4, t3t2t1Fs(H) contains ρir(spad1) = [ρi1(spd1), ρ1r(a)], where d1 ∈ J , and i ≠
1, n+ 1, r, σ r, 3, n+ 3 for case (i); i ≠ 1, n+ 1, r, σ r, 2, n+ 2 for case (ii). Because t3 =2ni=2 ρi1(bi), direct computation
shows that t2t1Fs(H) contains t
−1
3 ρir(spad1) = ρi1(spad1br)ρσ r,1(−spad1bσ i)ρn+1,1(ξ)ρir(spad1), where ξ ∈ Fs(Λ).
Thus, t1Fs(H) contains
(i) η1 = ρi3(−spad1br)ρσ r,3(spad1bσ i)ρn+3,3(ξ)ρir(spad1) for case (i),
(ii) η2 = ρi2(−spad1br)ρσ r,2(spad1bσ i)ρn+2,2(ξ)ρir(spad1) for case (ii).
In the following, we will show the conclusion only for case (i) because the arguments are the same for case (ii).
Again, t1Fs(H) contains
[η1, ρr1(spd2)] = ρi1(s2pad1d2)ρn+3,1(−λs2pa∗d∗1d2b∗σ i), where d2 ∈ J,
thus, Fs(H) contains
ρi1(s2pad1d2)ρn+3,1(−λs2pa∗d∗1d2b∗σ i)ρn+1,1(ζ ), where ζ ∈ Fs(s2pΛs2p).
Applying Lemma 5.3, we obtain that H contains ρk1(s3pad1d2d3), where d3 ∈ J , and k ≠ 1, i, σ i, 3, n+1. Note that the index
i of ρir(spad1)may take at least two distinct values from {2, . . . , 2n} except n+1, r, σ r, 3, n+3. Thus, choosing two suitable
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distinct values for i, we can conclude that H contains 2n− 3 short root elements ρi1(s3pad1d2d3), where i takes values from
{2, . . . , 2n} except n+ 1 and 3 (for case (ii), i ≠ n+ 1, 2). 
Corollary 5.5. Under the assumptions of Lemma 5.4, if t3t2t1Fs(H) contains a matrix g whose first column is of the form
(1, 0, . . . , 0, 0, . . . , 0)T and whose entry gij with i ≠ 1, j ≠ n + 1 in the position (i, j) satisfies that gij ∉ (Is : Jks ), where
j ≠ i or gij− 1 ∉ (Is : Jks )where j = i, then H contains 2n− 3 short root elements ρi1(a), where a ∉ (I : Jk−6), and i takes values
from {2, . . . , 2n} except n+ 1, and 3 or 2.
Proof. By Lemma 5.1, we conclude that t3t2t1Fs(H) contains two short root elements ρ1r1(a),
ρ1r2(a), where a ∉ (Is : Jk−3s ), and r2 ≠ r1, σ r1. Thus, there is at least one of the indices r1, r2 that does not take a value from{3, n + 3} and another that does not take a value from {2, n + 2}. That is, t3t2t1Fs(H) contains a short root element ρ1r1(a)
with r1 ≠ 3, n+ 3, and a short root element ρ1r2(a)with r2 ≠ 2, n+ 2. Thus, applying Lemma 5.4, we obtain the conclusion
that H contains 2n− 3 short root elements ρi1(b), where b ∉ (I : Jk−6), and i takes values from {2, . . . , 2n} except for n+ 1,
3 or 2. 
6. The core of the proof
Themain step in proving the ‘generalized sandwich theorem’ (see Theorem 1) is to show thatH contains some short root
elementsρij(a) and that EU2n(aJk+a∗Jk,Γ (aJk+a∗Jk)min ) ⊆ H . In this section,we first show that EU2n(aJ2+a∗J2,Γ (aJ
2+a∗J2)
min ) ⊆ H
under the assumption thatH contains 2n−3 short root elements ρi1(a) and then show that t3t2t1Fs(H), where ti (i = 1, 2, 3)
are the matrices of the form same as that in Lemma 5.4, contains a matrix of parabolic type.
Lemma 6.1. Let H be a subgroup of U2n(R,Λ), n ≥ 4, normalized by EU2n( J,Γ J). If H contains 2n − 3 short root elements
ρi1(a), then
EU2n(aJ2 + a∗J2,Γ (aJ2+a∗J2)min ) ⊆ H.
Proof. It is known that EU2n(aJ2 + a∗J2,Γ (aJ2+a∗J2)min ) is generated by all ρij(x)ρji(b)ρij(−x) where j ≠ σ i, x ∈ R and
b ∈ aJ2 + a∗J2, and ρi,σ i(ζ )ρσ i,i(ξ)ρi,σ i(−ζ ) where ζ ∈ Λ, and ξ ∈ {d2d1a − λ−ϵ(i)a∗d∗1d∗2} + {d2d1aηa∗d∗1d∗2 | η ∈ Λ}
where d1, d2 ∈ J . We need to only show that all ρij(x)ρji(ad1d2)ρij(−x) where j ≠ σ i, and all ρi,σ i(ζ )ρσ i,i(ξ)ρi,σ i(−ζ ) lie
in H .
Without loss of generality, we assume that all short root elements ρi1(a)with i ≠ 3 are contained in H .
By Lemma 3.1 the following elementary matrices of level (aJ + a∗J,Γ (aJ+a∗J)min ) are contained in H .
ρk1(ad1) = [ρki(d1), ρi1(a)] for all 2 ≤ k ≠ n+ 1 ≤ 2n, (6.1)
ρik(ad1) = [ρi1(a), ρ1k(d1)] for all 2 ≤ k ≠ i, σ i ≤ 2n and i ≠ 1, 3, n+ 1, (6.2)
ρi,σ i(ad1 − λ−ϵ(i)d∗1a∗) = [ρi1(a), ρ1,σ i(d1)] where i ≠ 1, 3, n+ 1, (6.3)
ρn+1,1(ad1 − λd∗1a∗) = [ρn+1,j(d1), ρj1(a)] where j ≠ 1, 3, n+ 1. (6.4)
Now, it is easy to show that FU2n(aJ2 + a∗J2,Γ (aJ2+a∗J2)min ) ⊆ H by applying Lemma 3.1 and the above four formulas. For
instance, ρ1i(ad1d2) = [ρ1j(d2), ρji(ad1)] for all i except i = n+1, ρ3k(ad1d2) = [ρ3j(d2), ρjk(ad1)] for all k except k = n+3,
ρ1,n+1(ad1d2 − λ∗d∗1d∗2a∗) = [ρ1j(d2), ρj,n+1(ad1)] and so on.
The rest of the proof involves showing that EU2n(aJ2 + a∗J2,Γ (aJ2+a∗J2)min ) ⊆ H . We do so only for short root elements
because the proof for long root elements is similar.
Choosing k ≠ 1, 3, n+ 1, i, j, σ i, σ j (note that n ≥ 4), we have
ρij(x)ρji(ad1d2)ρij(−x) (x ∈ R, d1, d2 ∈ J)
=ρij(x)[ρjk(d2), ρki(ad1)]ρij(−x)
=[ρij(x)ρjk(d2)ρij(−x), ρij(x)ρki(ad1)ρij(−x)].
Because ρij(x)ρki(ad1)ρij(−x) = ρkj(−xad1)ρki(ad1) ∈ H and ρij(x)ρjk(d2)ρij(−x) ∈ EU2n( J,Γ J), we have that
ρij(x)ρji(ad1d2)ρij(−x) ∈ H . 
Remark 6.2. If H contains only one short root element, then we can obtain that EU2n(aJ4 + a∗J4,Γ (aJ4+a∗J4)min ) ⊆ H (see
[17,18]). However, in general, the lower the exponent k of the ideal J is, the better the final result will be.
Proposition 6.3. Suppose that H is a subgroup of U2n(R,Λ), n ≥ 4, normalized by EU2n( J,Γ J). If H contains a matrix
g ∉ CU2n(I : Jk,Γ (I:Jk)max ), then H contains 2n − 3 short root elements ρi1(a) where a ∉ (I : Jk−10) and i takes values from
{2, . . . , 2n} except n+ 1, 3 or 2.
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Proof. When {(Ri,Λi)}i∈I is an inductive system of all finitely generated form subrings of (R,Λ) with respect to the
embeddings, one has U2n(R,Λ) = lim−→U2n(Ri,Λi). Thus, one may assume that R is Noetherian (replace R by the ring
generated by s ∈ R0\M , d ∈ J , and some matrix entries).
For every M ∈ Max(R0), (RM ,ΛM) contains ( JM ,Γ JM) as a form ideal. The localization homomorphism FM : R → RM
induces the following homomorphisms:
FM : U2n(R,Λ)→ U2n(RM ,ΛM),
FM : CU2n(I : Jk,Γ (I:Jk)max )→ CU2n(IM : JkM ,Γ (IM :J
k
M )
max ),
FM : EU2n( J,Γ J)→ EU2n( JM ,Γ JM).
By Lemma 4.2, we have that FM(g) ⊈ CU2n(IM : JkM ,Γ (IM :J
k
M )
max ) for some M ∈ Max(R0). Moreover, by Lemma 4.1, we
can assume that v1FM(H), where v1 = ρi1(∗)ρj1(∗) ∈ E2(RM) contains a matrix v1FM(g) whose first diagonal entry g11 is
invertible. Thus, v1FM(g) can be decomposed as v1FM(g) = uh, where u = ρn+1,1(∗)2ni=2 ρi1(gi1g−111 ) ∈ EU2n(RM ,ΛM) and
h is a matrix over RM of the following form:
h11 ∗ · · · ∗ ∗ ∗ · · · ∗
0 ∗
... A1
... B1
0 ∗
0 0 · · · 0 h∗−111 0 · · · 0
0 ∗
... C1
... D1
0 ∗

. (6.5)
Now,wemay reduce the problem to the case Rs, where s ∈ R0\M; that is, v1Fs(g) = uhwhere v1 = ρi1(∗)ρj1(∗) ∈ E2(Rs),
u =2ni=2 ρi1(∗) ∈ EU2n(Rs,Λs), and h is a matrix of form (6.5) over Rs. We subdivide the proof into two cases.
Case 1. h lies in CU2n(Is : Jks ,Γ (Is:J
k
s )
max ). Because v1Fs(g) does not lie in CU2n(Is : Jks ,Γ (Is:J
k
s )
max ), u ∉ CU2n(Is : Jks ,Γ (Is:J
k
s )
max ). Without
loss of generality, assume that the entry u31 of u in the position (3, 1) is not in (Is : Jks ). Taking ρ1 = ρ23(spd1), where d1 ∈ J ,
satisfies that spd1u31 ∉ (Is : Jk−1s ); thus, we have that u−1v1Fs(H) contains
g1 = u−1[ρ1, v1Fs(g)]u = (u−1ρ1u)(u−1v1Fs(g)ρ−11 v1Fs(g)−1u) = (u−1ρ1u)(hρ−11 h−1),
which does not lie in U2n(Is : Jk−1s ,Γ (Is:J
k−1
s )
max ) by Lemma 3.6 and that the first column of g1 is of the form (1, g ′21, 0,
. . . , 0, g ′n+1,1, 0, g
′
n+3,1, 0, . . . , 0)T . Note that the matrix ρ1hρ
−1
1 h
−1 lies in U2n(Is : Jk−1s ,Γ (Is:J
k−1
s )
max ), and the entry g ′21 of
u−1ρ1uρ−11 = ρ21(g ′21)ρn+3,1(∗)ρn+1,1(∗) in the position (2, 1) is not in (Is : Jk−1s ). Thus, the entry g ′21 of g1 is not in (Is : Jk−1s )
either. Let t2 = ρ13(1)ρ31(−1)ρ13(1). Hence, t2u−1v1Fs(H) contains a matrix g1 (denote t2g1 still by g1) whose entry g ′23 is
not in (Is : Jk−1s ) and whose entries at the first row and the (n + 1)th column all lie in (Is : Jk−1s ) except g ′11 and g ′n+1,n+1,
respectively. Denote u−1v1 as t1, which is of the form
2n
i=2 ρi1(∗).
If g ′11 is not invertible,we go back to the case RM . Consider thematrix qM = t2 [ρ23(spd1),v1 FM(g)] forwhich the restriction
on Rs is g1. Because the first row of qM is unimodular and RM is semi-local with at most two maximal ideals, we may choose
a suitable matrix v2 = ρl1(∗)ρr1(∗) ∈ E2(RM) such that the first diagonal entry of v2qM is invertible and the entry of v2qM
in the position (2, 3) is kept such that it does not lie in (IM : Jk−1M ) (note that the entries at the first row and the (n + 1)th
column of qM all lie in (IM : Jk−1M ) except diagonal entries, so the entry of qM in the position (2, 3) is still not in (IM : Jk−1M )
after adding somemultiple of the non-diagonal entry at the first row or the (n+1)th column of qM ). Summarizing the above
statements, we obtain that tFM(H) (t = v2t2t1) contains a matrix g1 (denote v2t2g1 still by g1) whose first diagonal entry is
invertible, the entry g ′23 in the position (2, 3) does not lie in (IM : Jk−1M ), and the entries at the first row lie in (IM : Jk−1M )
except g ′11.
As shown above, factorize g1 as g1 = u1h1, where u1 = 2ni=2 ρi1(∗) ∈ EU2n(Rs,Λs), h1 is a matrix of form (6.5) over Rs
for which the entry g ′23 in the position (2, 3) is not in (Is : Jk−1s ) and the entries at the first row lie in (Is : Jk−1s ), except for
g ′11. Taking ρ2 = ρ34(spd2), where d2 ∈ J satisfies that spd2g ′23 ∉ (Fs(I) : Fs( Jk−2), we obtain that u
−1
1 tFs(H) contains
g2 = u−11 [ρ2, g1]u1 = (u−11 ρ2u1)(u−11 g1ρ−12 g−11 u1) ∉ U2n(Fs(I) : Fs( Jk−2),Γ (Fs(I):Fs( J
k−2))
max ),
whose first column is of the form (1, 0, g ′′31, 0, . . . , 0, g
′′
n+1,1, 0, 0, g
′′
n+4,1, 0, . . . , 0)T . We need to explain why there is at
least one non-diagonal entry g ′′2i with i ≠ n + 1 at the second row of g2 not lying in (Fs(I) : Fs( Jk−2)) or why the
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diagonal entry g ′′22 can be written as 1 + β with β ∉ (Fs(I) : Fs( Jk−2)). Because the elements at the first row of
ρ2u−11 g1ρ
−1
2 g
−1
1 u1 = ρ2h1ρ−12 h−11 all lie in (Fs(I) : Fs( Jk−2)) except the first one, the entry of ρ2h1ρ−12 h−11 in the position
(2, n+1) certainly lies in (Fs(I) : Fs( Jk−2)). Then, by Remark 3.7(2), we obtain the conclusion for ρ2h1ρ−12 h−11 . It is clear that
left multiplying ρ2h1ρ−12 h
−1
1 by u
−1
1 ρ2u1ρ
−1
2 does not change the second row of ρ2h1ρ
−1
2 h
−1
1 . Therefore, the assertion holds
for g2.
Without loss of generality, assume that the entry g ′′24 of g2 in the position (2, 4) does not lie in (Fs(I) : Fs( Jk−2)). Taking
ρ3 = ρ32(spd3), where d3 ∈ J satisfies that spg ′′24d3 ∉ (Fs(I) : Fs( Jk−3)), we have that u
−1
1 tFs(H) contains
g3 = [ρ3, g−12 ] ∉ U2n(Fs(I) : Fs( Jk−3),Γ (Fs(I):Fs( J
k−3))
max )
(note that the first column of g2 is of the form (1, 0, g ′′31, 0, . . . , 0, g
′′′
n+1,1, 0, 0, g
′′′
n+4,1, 0, . . . , 0)T ) and that the first column of
g3 is of the form (1, 0, . . . , 0, 0, . . . , 0)T . Because all non-diagonal entries in the first row of g−12 lie in (Fs(I) : Fs( Jk−2)), the
non-diagonal entries at the first row of g3 lie in (Fs(I) : Fs( Jk−3)). Thus, there exists a non-diagonal entry g ′′′3i with i ≠ n+ 1
in the third row of g3 not lying in (Fs(I) : Fs( Jk−3)) or g ′′′33 can bewritten as 1+γ with γ ∉ (Fs(I) : Fs( Jk−3)). Now, thematrix
g3 satisfies the condition of Corollary 5.5, and the matrix t3 = u−11 v2 is of the form
2n
i=2 ρi1(∗). Therefore, the matrices t1,
t2, t3 satisfy the condition of case (i) in Lemma 5.4. Applying Corollary 5.5, we conclude that H contains 2n − 3 short root
elements ρi1(a), where a ∉ (I : Jk−9), i takes values from {2, . . . , 2n} except n+ 1 and 3.
Case 2. h does not lie in CU2n(Is : Jks ,Γ (Is:J
k
s )
max ). Assume that there is a non-diagonal entry hij of h not lying in (Is : Jks ). Let
ρ1 = ρjl(spd1), where d1 ∈ J satisfies that spd1hij ∉ (Is : Jk−1s ), and l ≠ i, σ i, σ j. Thus, u−1v1Fs(H) contains a matrix
g1 = u−1[ρ1, v1Fs(g)]u = (u−1ρ1u)(u−1v1Fs(g)ρ−11 v1Fs(g)−1u) = (u−1ρ1u)(hρ−11 h−1)
where g1 ∉ U2n(Is : Jk−1s ,Γ (Is:J
k−1
s )
max ) and the first column of g1 has the form (1, 0, . . . , 0, g ′l1, 0, . . . , 0, g
′
n+1,1, 0, . . . , 0, g
′
σ j,1,
0, . . . , 0)T . By Remark 3.7(2), there is an entry g ′ir with r ≠ 1, i in the ith row of g1 satisfying g ′ir ∉ (Is : Jk−1s ). Otherwise,
g ′ii − 1 ∉ (Is : Jk−1s ). Because r ≠ 1, we may assume r ≠ iwithout a loss of generality. Taking ρ2 = ρrm(spd2), where d2 ∈ J
satisfies that spd2g ′ir ∉ (Fs(I) : Fs( Jk−2)), andm ≠ 1, i, j, σ j, n+ 1, we conclude that u−1v1Fs(H) contains
g2 = [ρ2, g−11 ] ∉ U2n(Fs(I) : Fs( Jk−2),Γ (Fs(I):Fs( J
k−2))
max ),
whose first column is of the form (1, 0, . . . , 0, 0, . . . , 0)T . Moreover, there is a non-diagonal entry g ′′iq in the ith row of g2
satisfying that g ′′iq ∉ (Fs(I) : Fs( Jk−2)); otherwise, g ′′ii − 1 ∉ (Fs(I) : Fs( Jk−2)) by Remark 3.7(2).
When i ≠ 1 and q ≠ n+1, or even if i = 1 or q = n+1 there is another entry g ′′xy with x ≠ 1, y ≠ n+1 of g2 not lying in
(Fs(I) : Fs( Jk−2)), in the case that matrix g2 satisfies the condition of Corollary 5.5 and the matrix t1 = u−1v1 is of the form2n
i=2 ρi1(∗), we may apply Corollary 5.5 under the condition that t2 = t3 = 12n to obtain that H contains 2n− 2 short root
elements ρi1(a)where a ∉ (I : Jk−8), i takes values from {2, . . . , 2n} except n+ 1.
When i = 1 or q = n + 1 and all other entries not lying in the first row and the (n + 1)th column of g2 belong to
(Fs(I) : Fs( Jk−2)), we assume that g ′′13 ∉ (Fs(I) : Fs( Jk−2)) without loss of generality. Let t2 = ρ12(−1)ρ21(1). Thus,
t2u−1v1Fs(H) contains a matrix g2 (denote t2g2 still by g2) whose entry g ′′23 is not in (Fs(I) : Fs( Jk−2)) and whose entries
in the first row lie in (Fs(I) : Fs( Jk−2)) except for g ′′11 and g ′′1,n+2 (this may occur if the entry of g2 in the position (1, n+ 2) is
not in (Fs(I) : Fs( Jk−2))). If g ′′11 is not invertible, we go back to the case RM . Copying the proof of Case 1 to the same situation,
we have that v2t2t1FM(H) (v2 = ρh1(∗)ρk1(∗), t1 = u−1v1) contains amatrix g2 such that the first diagonal entry is invertible,
the entry g ′′23 in the position (2, 3) does not lie in (FM(I) : FM( Jk−2)), and the entries at the first row lie in (FM(I) : FM( Jk−2)),
except for g ′′11 and g
′′
1,n+2. The rest of the proof is quite similar to Case 1; therefore, we will only provide a sketch.
As in Case 1, write g2 = u2h2, where u2 = 2ni=2 ρi1(∗) ∈ EU2n(Rs,Λs), h2 is a matrix of form (6.5) over Rs for which the
entry g ′′23 in the position (2, 3) is not in (Is : Jk−2s ), and the entries at the first row lie in (Is : Jk−2s ), except for g ′′11 and g ′′1,n+2.
Taking ρ3 = ρ34(spd3), where d3 ∈ J satisfies that spd3g ′′23 ∉ (Fs(I) : Fs( Jk−3)), we obtain that u
−1
2 tFs(H) (t = v2t2t1) contains
g3 = u−12 [ρ3, g2]u2 ∉ U2n(Fs(I) : Fs( Jk−3),Γ (Fs(I):Fs( J
k−3))
max ).
The matrix g3 has the same form and properties as the matrix g2 in Case 1, except for the level of principal congruence
subgroup to which they do not belong, i.e., g3 ∉ U2n(Fs(I) : Fs( Jk−3),Γ (Fs(I):Fs( Jk−3))max ), whereas g2 ∉ U2n(Fs(I) : Fs( Jk−2),
Γ
(Fs(I):Fs( Jk−2))
max ) in Case 1. Following the proof of Case 1, we obtain that t3t2t1Fs(H), where t3 = u−12 v2, contains a matrix g4
that satisfies the condition of Corollary 5.5. Meanwhile, the matrices t1, t2, t3 satisfy the condition of case (ii) in Lemma 5.4.
Applying Corollary 5.5, we have that H contains 2n− 3 short root elements ρi1(a), where a ∉ (I : Jk−10), i takes values from
{2, . . . , 2n}, except for n+ 1 and 2. 
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7. Proof of main theorem
Applying Proposition 6.3 and Lemma 6.1, we can obtain the following theorem, called the weak structure theorem.
Theorem 7.1. Let H be a subgroup of U2n(R,Λ), n ≥ 4, normalized by EU2n( J,Γ J). Suppose that (I,Γ I) is the largest form ideal
of (R,Λ) with the property that EU2n(I,Γ I) ⊆ H. Thus, H ⊆ CU2n(I : J12,Γ (I:J12)max ).
Proof. Suppose that H ⊈ CU2n(I : J12,Γ (I:J12)max ). By Proposition 6.3, H contains 2n − 3 short root elements ρi1(a), where
a ∉ (I : J2) and i takes values from {2, . . . , 2n} except n+ 1, 3 or 2. Thus, by Lemma 6.1, EU2n(aJ2 + a∗J2,Γ (aJ2+a∗J2)min ) ⊆ H .
However, a ∉ (I : J2), we have that aJ2 + a∗J2 ⊈ I . Therefore, EU2n(I,Γ I) ⊂ EU2n(I + aJ2 + a∗J2,Γ I + Γ (aJ2+a∗J2)min ) ⊆ H .
This is a contradiction. 
To prove the main theorem, we need the following lemma.
Lemma 7.2. Under the assumptions of Theorem 7.1, let s ∈ R0\M, M ∈ Max(R0), and let g = ρn+1,1(ξ)i≠n+1 ρi1(ai), where
ξ ∈ Γ Ismax, ai ∈ Is. Suppose that Fs(H) contains [g, ρ1j(sNd)], where d ∈ J and N is a sufficiently large integer (N ≥ 2p). Thus,
Fs(H) contains ρσ j,j(λ−(ϵ(σ j)+1)/2sNd∗ξdsN) where j ≠ 1, n+ 1.
Proof. Applying the commutator identity [uv,w] = [u, w]wu[w−1, v], we have
g, ρ1j(sNd)
 = ρn+1,1(ξ), ρ1j(sNd) · ρ1j(sNd)ρn+1,1(ξ) ρ1j(−sNd), 
i≠n+1
ρi1(ai)

. (7.1)
It is clear that

ρn+1,1(ξ), ρ1j(sNd)
 = ρn+1,j(sNdξ)ρσ j,j(−λ(ϵ(j)−1)/2sNd∗ξdsN) (note that s∗ = s) and the first factor
ρn+1,j(sNdξ) lies in EU2n(Fs(I), Fs(Γ I)). Let us consider the second factor in (7.1). Denote ρ1j(sNd)ρn+1,1(ξ) by x. As above,
ρ1j(−sNd),

i≠n+1
ρi1(ai)

=
 
i≠n+1
ρi1(ai), ρ1j(−sNd)
−1
=y
 
i≠j,n+1
ρi1(ai), ρ1j(−sNd)

· ρ1j(−sNd), ρj1(aj)
where y = ρ1j(−sNd)ρj1(aj). Direct computation shows that η =

i≠j,n+1 ρi1(ai), ρ1j(−sNd)

∈ EU2n(sN Is, sNΓ Is).
Because for sufficiently large N , one has gEU2n(sN Is, sNΓ Is)g−1 ⊆ EU2n(Fs(I), Fs(Γ I)) for a given g ∈ EU2n(Rs,Λs) (see
[11]), xyη ∈ EU2n(Fs(I), Fs(Γ I)). By assuming that Fs(H) contains EU2n(Fs(I), Fs(Γ I)), if we show that x[ρ1j(−sNd), ρj1(aj)] ∈
EU2n(Fs(I), Fs(Γ I)) then the proof will be finished. Using the commutator identity ρ1j(−sNd) = [ρ1i(−s N2 d), ρij(s N2 )] and
using the Hall-Witt identity u
[v, u−1], w = v u, [v−1, w] · w v, [w−1, u], it suffices to show that [ρ1i(−s N2 d), ρj1(aj)]
and [ρij(s N2 ), ρj1(aj)] lie in EU2n(sN/2Is, sN/2Γ Is). However, these are obvious. 
Before proving the main theorem, we point out one important fact: in Lemma 3.5, if a ∈ J , glh ∈ (I : J) then
a∗glh|vg(i)|qg∗lha ∈ Γ Imin ⊆ Γ I , where (I,Γ I) is a form ideal of (R,Λ). When a matrix g ∈ U2n(I : J,Γ (I:J)max ), all non-diagonal
entries of g lie in (I : J). Thus, for diagonal entry gll we have that a∗gll|vg(i)|qg∗ll a = a∗|vg(i)|qa (mod Γ I ) because the rows
and columns of g are unimodular.
Now, let us complete the proof of Theorem 1. For convenience, denoteΩ( J, I,Γ I , 12, 14) byΩ .
By Theorem 7.1, H ⊆ CU2n(I : J12,Γ (I:J12)max ). Suppose that H ⊈ CU2n(I : J12,Ω). Thus, there exists a matrix g ∈ H
which has at least one column, say v2, whose length |vg(2)|q is not in Ω . Because g ∈ CU2n(I : J12,Γ (I:J12)max ), we have that
g1 = [g, ρ21(d1)] ∈ HU2n(I,Γ Imax) for all d1 ∈ J12. Note that there is only the diagonal entry g ′11 in the first row of g−1,
which does not lie in (I : J12), and the others, non-diagonal entries, all lie in (I : J12). Investigating the computation of the
commutator [g, ρ21(d1)], we conclude that the length of the first column of g1 does not lie in Γ I and the lengths of other
columns of g1 lie in Γ I , except for the (n+ 2)th column, which may not be in Γ I if the length of the (n+ 1)th column of g
does not lie inΩ .
By Lemma 4.2, FM(g1) ⊈ U2n(IM ,Γ IM) for some M ∈ Max(R0). Choose a suitable t = ρ1k(a)ρ1r(b) ∈ E2(RM) such that
the first diagonal entry of tFM(g1) is invertible and the length of the first column of FM(g1) is maintained. Thus, tFM(g1) can
be decomposed as tFM(g1) = uh, where u = ρn+1,1( g−111 ∗g∗i1gn+i,1g−111 + gn+1,1g−111 ) ·i≠n+1 ρ(gi1g−111 ) (here all gi1 are
elements in RM ) and h is a matrix of form (6.5) over RM . Note that g∗11(

g−111
∗
g∗i1gn+i,1g
−1
11 + gn+1,1g−111 )g11 = (|vg1(1)|q)M .
Because g11 is invertible, we have

g−111
∗
g∗i1gn+i,1g
−1
11 + gn+1,1g−111 = (|vg1(1)|q)M and denote it by ξ .
As in the proof of Proposition 6.3, reduce the problem to the case Rs where s ∈ R0\M; that is, tFs(g1) = uh where
u = ρn+1,1(ξ)i≠n+1 ρi1(∗) ∈ EU2n(Rs,Λs), ξ = (|vg1(1)|q)s and h is a matrix of form (6.5) over Rs. Taking ρ1 = ρ1j(sNd1),
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where d1 ∈ J , j ≠ n+ 1, 2 (note that the length of the (n+ 2)th column of tFs(g1)may be not in Γ Is ), and N is a sufficiently
large integer, we have that tFs(H) contains
g2 =

ρn+1,1(ξ)

i≠n+1
ρi1(∗)h, ρ1

=

ρn+1,1(ξ)

i≠n+1
ρi1(∗), ρ1

· x ρ−11 , h
where x = ρ1 ·ρn+1,1(ξ)i≠n+1 ρi1(∗). Because the lengths of the rows of h−1 all lie in Γ Ismin, except for the second, it is easy
to show that the second factor lies in EU2n(Fs(I),Γ
Fs(I)
min ) ⊆ tFs(H). Thus, by Lemma 7.2, we have that tFs(H) contains
ρσ j,j(λ
−(ϵ(σ j)+1)/2sNd∗1ξd1s
N)
where j ≠ 1, 2, n+ 1.
There are 2n−7 choices for the lower index j ofρσ j,j(λ−(ϵ(σ j)+1)/2sNd∗1ξd1sN) such that it commuteswith t = ρ1k(a)ρ1r(b)
(j should be not equal to 1, 2, k, σk, r , σ r , n+ 1). When n = 4, we only have one choice for j. Thus, suppose that t does not
commute with ρk,σk(λ−(ϵ(k)+1)/2sNd∗1ξd1sN). Then Fs(H) contains
t−1ρk,σk(λ
−(ϵ(k)+1)/2sNd∗1ξd1s
N)
=ρ1,σk(−λ−(ϵ(k)+1)/2asNd∗1ξd1sN)ρ1,n+1(∗)ρk,σk(λ−(ϵ(k)+1)/2sNd∗1ξd1sN).
Because the first factor above lies in Fs(EU2n(I,Γ I)) ⊆ Fs(H), Fs(H) contains ρ1,n+1(∗) · ρk,σk(λ−(ϵ(k)+1)/2sNd∗1ξd1sN). Let
η ∈ H such that Fs(η) = ρ1,n+1(∗)ρk,σk(λ−(ϵ(k)+1)/2sNd∗1ξd1sN). By the argument made in Lemma 5.3 we have that H
contains
ρi,σk(λ
−(ϵ(k)+1)/2spd2sNd∗1ξd1s
N)ρi,σ i(λ
−(ϵ(i)+1)/2sp+Nd2d∗1ξd1d
∗
2s
p+N) = ρik(spd2), η
and hence contains ρi,σ i(λ−(ϵ(i)+1)/2sp+Nd2d∗1ξd1d
∗
2s
p+N), where k ≠ 1, 2, n + 1, but i can go over from 1 to 2n (kmay take
values from 1 to 2n except the three values above). Set
C = {s ∈ R0|ρi,σ i(λ−(ϵ(i)+1)/2sd2d∗1ξd1d∗2s) ∈ H, ξ ∈ Γ (I:J
12)
max , d1, d2 ∈ J}.
It is clear that C is an ideal of R0 and that C cannot be contained in any maximal ideal of R0. Hence, C = R0. This implies that
all long root elements ρi,σ i(λ−(ϵ(i)+1)/2d2d1ξd∗1d
∗
2) ∈ H where ξ ∈ {dγ d∗|γ ∈ Γ (I:J
12)
max , d ∈ J12}. It is not difficult to show
that EU2n(I,Γ I + {d2d1ξd∗1d∗2}) ⊆ H (see Lemma 2.7 in [17]). Thus, if d2d1ξd∗1d∗2 ∉ Γ I , it will lead to the contradiction that
(I,Γ I) is the largest form ideal of (R,Λ)with the property that EU2n(I,Γ I) ⊆ H . We complete the proof.
Corollary 7.3. Let H be a subgroup of U2n(R,Λ), n ≥ 4, normalized by EU2n( J,Γ J). Suppose that (I,Γ I) is the smallest form
ideal of (R,Λ) with the property that H ⊆ CU2n(I,Γ I). Thus,
EU2n(IJ12,∆( J, I,Γ I , 12, 14)) ⊆ H,
where∆( J, I,Γ I , k, l) = Γ (IJk)min + {r∗ζ r|ζ ∈ Γ I , r ∈ J l, k ≤ l}.
Proof. The proof is same as that of Corollary 2.9 in [17]. For the sake of completeness, let us sketch the proof.
Let (B,Γ B) be the largest form ideal of (R,Λ) such that EU2n(B,Γ B) ⊆ H . By Theorem 1,
H ⊆ CU2n(B : J12,Ω( J, B,Γ B, 12, 14)).
Because (I,Γ I) is the smallest form ideal such that H ⊆ CU2n(I,Γ I), we have
I ⊆ (B : J12) and Γ I ⊆ Ω( J, B,Γ B, 12, 14).
The first inclusion implies that IJ12 ⊆ B and Γ (IJ12)min ⊆ Γ B. Let x ∈ {r∗ζ r|ζ ∈ Γ I , r ∈ J14}. The second inclusion above implies
that x ∈ Γ B. Thus,
∆( J, I,Γ I , 12, 14) ⊆ Γ B.
The proof is completed. 
8. The structure of subnormal subgroups
In this section we discuss the structure of subnormal subgroups of U2n(R,Λ). The definition of subnormal subgroup of a
group G has been given in Section 1 (see (1.1)).
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LetH be a subgroup of G ⊆ U2n(R,Λ). We use L(H) to denote themaximal form ideal (I,Γ I) of form ring (R,Λ) such that
EU2n(I,Γ I) ⊆ H . Similarly U(H) denotes the smallest form ideal (B,Γ B) of form ring (R,Λ) such that H ⊆ CU2n(B,Γ B).
Furthermore, we define the following operations on form ideals. For two form ideals (I,Γ I), and ( J,Γ J), and for two non-
negative integer k and lwith k ≤ l, define
(I,Γ I), ( J,Γ J), (k, l)
 = (IJk,△( J, I,Γ I , k, l)),
where△( J, I,Γ I , k, l) is defined in Corollary 7.3. Setting J0 = R, one obtains
(I,Γ I), ( J,Γ J), (0, 0)
 = I, {r∗ξ r|ξ ∈ Γ I , r ∈ R} ⊆ (I,Γ I).
For any k, l ≥ 1, denote
( J,Γ J), ( J,Γ J), (k− 1, l− 1) = ( J,Γ J)(k,l).
Set ( J,Γ J)(0,0) = (R,Λ) for any form ideal ( J,Γ J). Thus, we have the following property
(I,Γ I), ( J,Γ J), (k1k2, l1l2)
 ⊆ ((I,Γ I), ( J,Γ J)(k1,l1), (k2, l2)).
Remark 8.1. The operation on two form ideals (I,Γ I) and ( J,Γ J)when k = l = 1 specializes the definition of their product.
Reviewing the proofs ofmain theoremand related lemmas, onemay find thatwe only use short root elements of level ( J,Γ J)
to performing commutator calculus because if Λ = 0 there is no long root element in EU2n(R,Λ). That is, we only use the
assumption that H is normalized by EU2n( J,Γ
J
min) to prove the main result even though H is supposed to be normalized by
EU2n( J,Γ J). In that case, the last term {b∗ab | b ∈ I, a ∈ Γ J} in Definition 2.1 lies in Γ IJmin.
The following theorem is an analog of Theorem 2.11 in [17] for a stable unitary group; the proof easily follows from
Theorem 1 and Corollary 7.3 by an argument similar to that made in the proof of Theorem 2.11 in [17].
Theorem 8.2. Let G be a subgroup of U2n(R,Λ) (n ≥ 4) containing EU2n(R,Λ), and let H be a subnormal subgroup of G, i.e.,
H ▹d G for some integer d. Thus, U(H)(k(d),l(d)) ⊆ L(H), where k(d) = (12d − 1)/11, l(d) = (14d − 1)/13.
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