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ABSTRACT
This thesis examines the role of weather forecasts in economic decision making
and proposes a state-space model for evaluating multi-horizon forecasts. Our
first application sets the scene by using mixed frequency real-time weather data
to improve the predictive performance of retail sales forecasts. Our findings
illustrate that significant improvements in predictive accuracy can be achieved
when weather variables are incorporated into a mixed frequency forecasting
model. However, once we move to a real-time environment, substituting me-
teorological forecasts for observed weather variables, meteorological forecast
uncertainty leads to a somewhat muted improvement in predictive accuracy.
The implication is that real-time data constraints are a limitation of forecast-
ing models that use weather variables as an input. This points to a role for
forecast evaluation and the need to better understand the structure of fore-
casting error. Our state-space model of multi-horizon forecasts is based on
the forecast revision structure implied by forecast rationality. The parameters
of this model allow us to identify rational forecast revision components, that
we call information content, as well as residual forecasting error components,
that we call implicit forecasting error. A key contribution of this thesis is the
demonstration of how our model based approach to forecast evaluation nests
existing test based approaches as special cases. We illustrate our proposed
multi-horizon forecast evaluation approach using two empirical applications.
First, we employ our model based approach to examine the structure of fore-
casting error in multi-horizon meteorological forecasts of daily temperature.
Multi-horizon temperature forecasts are found to contain multiple sources of
forecasting error. The structure of meteorological forecasting error depends on
the length of the forecast horizon. Second, we employ our model to examine
the information content of multi-horizon electricity demand forecasts for the
New South Wales region of the Australian National Electricity Market. We
discover that the information content of electricity demand forecasts depends
not only on the length of the horizon at which the forecasts are made, but also
the time of day the forecasts are made.
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Chapter 1
Introduction
“. . . forecasts possess no intrinsic value. They acquire value
through their ability to influence the decisions made by users of
the forecasts.” (Murphy, 1993)
Weather has an important bearing on economic activity. Spurred on by the
threat of climate change, a burgeoning literature has appeared concerned with
measuring the effect of exogenous variation in weather on economic activity.
Dell et al. (2014) provide a comprehensive review of what they term The
New Climate-Economy Literature. This new literature uses panel regression
models to identify the net effect of weather events on economic activity. It is
important to distinguish between climate, which is defined as a distribution
of outcomes (e.g. temperature, rainfall), and weather, which is defined as a
particular realisation from the climate distribution (Dell et al., 2014; Hsiang,
2016). Weather variation is estimated to influence economic activity across a
broad range of sectors including agriculture, industrial production, services,
energy, and health.
Quite apart from the issue of climate change, it seems logical to conclude that
1
2decision makers, informed by a well identified understanding of the effect of
weather on economic activity, will begin to show an increased level of interest
in the use of weather forecasts to predict economic outcomes. As weather
forecasts are inherently uncertain, they represent a source of information as
well as a source of error for economic decision making. In order to understand
the economic value of weather forecasts we need a better understanding the
information, as well as the error, contained in weather forecasts.
The goal of this thesis is to provide greater insight into how economic decision
makers can best utilise forecasts that are subject to revision. Often, forecasts
are revised multiple times before the event being forecast is realised. Ideally
this revision process will introduce new information into the forecasts, subse-
quently reducing the potential for forecasting error. If revised forecasts contain
more information, and less error; should decision making be delayed, and if so
for how long? Suppose it is Monday and we would like to make a decision that
depends on the temperature next Saturday. Meteorological agencies produce
forecasts for a range of weather events, at forecast horizons of several hours,
days, or even weeks. While it may be desirable to make this decision today,
perhaps our decision can be delayed, at a cost, until later in the week. The
passage of time will allow meteorologists to gather new information, and revise
their expectation of next Saturday’s temperature. By waiting until later in
the week, we can use revised, and potentially more reliable temperature fore-
casts. Whether or not to delay our decision involves a trade-off between the
cost of delay, and the potential gain from more reliable forecast information.
Knowing how reliable forecasts are at each forecast horizon would allow us to
make our decision at the optimal horizon. Understanding the structure of the
forecast revision process should provide insight into the amount of information
3and the amount of error contained in the multi-horizon forecasts.
When data revisions are well behaved they behave like rational forecasting
errors (Aruoba, 2008); but what do badly behaved forecast revisions look like?
The behaviour of rational forecasting error is well described from a theoreti-
cal perspective. Stemming from the rational expectations hypothesis (Muth,
1961), rational forecasting error is equivalent to unpredictable information rel-
evant to the target variable. Let yt denote the target variable of interest, and
let yˆt|t−h denote a forecast of the target produced at horizon h. The following
regression is commonly used to test forecast rationality
yt = α0 + α1yˆt|t−h + t|t−h (1.1)
where t|t−h is assumed to possess the usual Gauss Markov properties. A
test of the joint null hypothesis that α0 = 0 and α1 = 1 is essentially a test
of unbiasedness. This test can be used to asses forecast rationality (Mincer
and Zarnowitz, 1969) and the behaviour of data revisions (Mankiw et al., 1984;
Mankiw and Shapiro, 1986). Rejection of the null hypothesis provides evidence
against rationality, yet non-rejection is not sufficient evidence of rationality.
Taking the second moments of (1.1) we have
Var(yt) = Var(yˆt|t−h) + Var(t|t−h) ≥ Var(yˆt|t−h) (1.2)
where Var denotes the variance. We expect Var(t|t−h) to decline when the
forecast horizon becomes shorter as new information about the target will be-
come available to the forecaster. That is, Var(t|t−h) will be non-decreasing in
h. Following the same logic we expect Var(yˆt|t−h) to be non-increasing in h.
These properties can be used to derive rationality tests for multi-horizon fore-
casts (Jeong and Maddala, 1991; Patton and Timmermann, 2012). Rejection
4of the null hypothesis in these tests provide evidence against rationality, yet
non-rejection is not sufficient evidence of rationality.
Nordhaus (1987) developed a test of forecast rationality that explicitly consid-
ers the forecast revision process. The null hypothesis is that forecast revisions
should be unpredictable and the multi-horizon forecast series should follow a
random walk. Predictable forecast revisions indicate that the forecaster has
not efficiently used available information. Rejection of the null hypothesis for
this test provides evidence against rationality, yet non-rejection is not suffi-
cient evidence of rationality; leaving open the question of what badly behaved
forecast revisions look like.
The thrust of forecast rationality research has been concerned with testing
whether forecasts are rational, or not, and developing ever more sophisticated
tests with which to do this (Stekler, 2002). We raise a more open ended, and in
many ways a more interesting question: if forecasts are not rational, why not?
We are certainly not the first to raise such a question. Lovell (1986) laments
that the doctrine of rational expectations does not hold up under empirical
scrutiny. Around the same time, and in characteristic style,1 John Muth wrote
an obscure paper proclaiming that rational expectations may not be the best
characterisation of the forecasting process. Much like the original Muth (1961)
paper, Muth (1985) went largely unnoticed for many years. Davies and Lahiri
(1995) considered forecasts that are not entirely rational by modelling the
multi-horizon forecasting process. Using a panel approach involving three-
dimensional data, Davies and Lahiri (1995, 1999) allow forecasts to contain
bias and multiple sources of forecasting error. Their approach is somewhat
1For a discussion of persuasive writing and writing style within the economics profession
see Sent (2002) and McCloskey (1998).
5restricted however, requiring data on multi-horizon forecasts, produced by
multiple forecasters, for the same target variable series.
Modelling the way in which initial releases of economic data are revised has
been an active area of research for decades (see Croushore (2011); Jacobs and
Van Norden (2011) for a review). Data revisions have typically been modelled
as either adding news or reducing the amount of noise contained in initial
data releases. Motivated by evidence that data revisions are not well behaved,
and often exhibit complex structures (Aruoba, 2008; Siklos, 2008), Jacobs
and Van Norden (2011) developed a model of data revisions that allows data
releases to contain both news and noise components. Motivated by Muth
(1985) and Jacobs and Van Norden (2011) we explore whether a model of
forecast revisions, that may not be entirely rational, can be used to provide
insight into how economic decision makers should best utilise forecasts that
are subject to later revision.
Chapter 2 provides a simple illustration of how weather data can be exploited
for economic advantage. The influence of temperature on fresh produce sales
is used as an example in this chapter. As weather data is available at a higher
frequency than the weekly sales data, we use MIxed DAta Sampling (MIDAS)
regression models to project weekly sales onto daily temperature variables.
Forecasts from MIDAS models are compared with forecasts from a benchmark
forecasting model that does not consider temperature, and forecasts from a
regression model than only considers average weekly temperature. We achieve
encouraging improvements in sales forecast performance when observed daily
temperature variables are included in the forecasting model. When observed
daily temperature variables are replaced by meteorological forecasts, improve-
ments in forecast performance are less encouraging. This finding illustrates
6the role that uncertainty plays when weather forecasts are used as an input to
other forecasting models.
In Chapter 3 we develop a model of multi-horizon forecasts based on the fore-
cast revision structure implied by forecast rationality. We then use this model
as a novel approach for evaluating the performance of multi-horizon forecasts.
Using a modelling approach to evaluate forecast performance has a number
of advantages over test-based forecast evaluation approaches. Evaluating fore-
casts using a dichotomous reject, do not reject, rationality test fails to allow for
the multiple, sometimes complex, sources of forecasting error. The parameters
of our model allow us to identify rational forecast revision components, that
we call information content, as well as residual forecasting error components,
that we call implicit forecasting error. As an illustration of our approach we
evaluate the performance of multi-horizon maximum daily temperature fore-
casts for Melbourne, Australia, over the period February 2009 to December
2014.
In Chapter 4 we employ the forecast evaluation model proposed in Chapter 3
to analyse the revision structure of electricity demand forecasts for the New
South Wales region of the Australian National Electricity Market (NEM) over
the period July 2011 to July 2015. Electricity demand forecasts are produced
by the regulator in order to give market participants the forward guidance
needed to ensure that adequate supply bids are available to meet dispatch
load requirements. Electricity demand forecasts are revised half-hourly in the
lead up to dispatch. The structure of this revision process should reveal the
amount of information contained in the demand forecasts at each half-hourly
pre-dispatch period. Weather is an important driver of electricity demand.
The Australian Energy Market Operator (AEMO) use historical and forecast
7weather data as inputs to their statistical forecasting models. Weather vari-
ables of interest include temperature, humidity, wind speed, and solar radia-
tion (AEMO, 2014). While the pre-dispatch electricity demand forecasts are
revised half-hourly, not all of the weather forecasts used as an input to these
forecasts are available at the same frequency. Rather than evaluate weather
forecasts directly, we evaluate the revisions process of the AEMO electricity
demand forecasts. Findings in this chapter suggest that the arrival of infor-
mation useful for electricity demand forecasting is lumpy, which manifests as
distinct peaks in the incremental value of electricity demand forecast revisions.
We conclude this thesis in Chapter 5, where we present a brief summary of
our results, along with a discussion of areas for future research.
Chapter 2
Using mixed frequency data to forecast
fresh produce demand
2.1 Introduction
The availability of ready to eat fresh produce (washed, cut, and packaged)
provides consumers with the convenience of healthy, easy to prepare meals
throughout the year. One example of this is bagged refrigerated salad, which
is available throughout the year at relatively consistent price and quality. As
consumers grow increasingly time poor and health conscious, retailers and their
suppliers will be under increased pressure to maintain a continuous supply of
conveniently packaged fresh produce. Scheduling a consistent supply of fresh
produce requires accurate forecasts of future sales. The accuracy of these
forecasts is particularly important as fresh produce is highly perishable.
Sales of bagged salad may be affected by weather conditions. For instance, it
is expected that the volume of sales will be high when the temperature is warm
and low when the temperature is cool. This seasonal pattern is not due to
supply factors as production occurs throughout the year in agro-climatically
8
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diverse regions. Thompson and Wilson (1999) examined the seasonal pattern
of bagged salad sales by including temperature variables in a demand model.
This temperature augmented model was able to explain seasonal fluctuations
in demand, with the seasonal pattern found to be more pronounced at higher
latitudes, i.e. those regions that experience a greater variation in temperature
between seasons. Despite appreciating the potential influence of daily temper-
ature fluctuations, Thompson and Wilson (1999) calculated monthly average
temperatures from daily data so as to match the monthly frequency of the
salad sales data. Using monthly average temperatures means that potentially
useful information contained daily temperature fluctuations may be masked
by the averaging process. For example, warmer than average temperature on
weekends may increase salad sales by more than similarly warm weather on
weekdays, as salad products complement outdoor dining experiences such as
BBQs.
The ability to explain weekly salad sales using daily temperature variables is
potentially useful for retailers and their suppliers. Variation in weekly sales
around broader seasonal patterns may be related, at least in part, to the varia-
tion in actual temperature around seasonal patterns. This is because seasonal
climate patterns have been shown influence people’s beliefs, while weather in-
fluences their actual behaviour (Hsiang, 2016). That is, consumers may plan to
eat lighter meals during summer, yet switch to heartier options during weather
that is unseasonably cool. Our aim is to determine whether daily temperature
data can be used to improve forecasts of weekly salad sales. Specifically, we
incorporate daily meteorological forecasts into a mixed-frequency forecasting
model of weekly salad sales.
The desire to exploit potential relationships between data sampled at different
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frequencies, such as weekly sales and daily temperature, motivated the devel-
opment of MIxed DAta Sampling (MIDAS) regression models. The MIDAS
models introduced by Ghysels et al. (2004) and Ghysels et al. (2007), provide
an approach to modelling and forecasting with data sampled at different fre-
quencies by allowing higher frequency predictors to be directly included within
a regression model used to forecast a low frequency variable. MIDAS regres-
sions are similar to distributed lag models, yet more flexible, as the higher
frequency lags may follow a number of different shapes determined by a data
driven function that is characterised by only a small number of parameters.
The small number of parameters needed to estimate this function preserve de-
grees of freedom while allowing for the inclusion of a potentially large number
of lags.
MIDAS regressions have been successfully used to improve the predictive per-
formance of quarterly and annual macroeconomic forecasts, such as GDP
growth (Clements and Galva˜o, 2008, 2009), inflation (Monteforte and Moretti,
2013), and private consumption (Dreger and Kholodilin, 2013; Duarte et al.,
2017), using monthly, weekly, and even daily data. Recent studies utilising
mixed frequency data include forecasts of oil prices (Baumeister et al., 2015),
government budgets (Ghysels and Ozkan, 2015), and unemployment (Smith,
2016). To the best of our knowledge this is the first time MIDAS regressions
models have been used to forecast retail sales.
We aim to determine whether forecasting models that contain daily tempera-
ture information can be used to improve forecasts of weekly salad sales. Our re-
sults indicate that daily temperature does a good job of explaining weekly salad
sales. Forecasts from models containing temperature as a predictor variable
show large reductions in forecasting error relative to a base model. Once we
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move to a real-time data environment however, where observed daily tempera-
tures are replaced with meteorological temperature forecasts, the reduction in
forecasting error is somewhat muted. This finding highlights the consequences
of introducing meteorological forecasting error into the sales forecasting model.
2.2 Data
Our aim is to improve weekly retail salad sales forecasts using meteorological
forecasts of maximum daily temperature. The sales data, made available to
us by a large Australian retail chain, include the weekly quantity and revenue
of bagged salad products sold in over 700 individual stores. There are 105
weeks in the series from 18-December 2011 to 15-December 2013. Individual
retailers within the chain carry as many as 60 different types of bagged salad
leaf products. Sales quantity is recorded as the number bags sold during the
week ending Sunday. We convert the quantity of bags sold into kilograms of
salad leaf sold using the individual product specifications. We compute price
per kilogram by dividing weekly revenue by the kilograms of salad leaf sold.
We focus on weekly salad leaf sales in 142 individual stores located in the
state of Victoria, Australia. These stores were chosen as they represent 80
per cent of the total quantity of salad leaf sales in the region covered by our
temperature forecast data.
Figure 2.1 shows that sales of bagged salad exhibit a marked seasonal pattern,
with a high sales volume when the temperature is warm and low sales volume
when the temperature is cool. We augment the weekly salad sales data with
higher frequency (daily) temperature observations and meteorological forecasts
(degrees Celsius) accessed from Stern (2015). In order to facilitate the real-
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Figure 2.1: Weekly sales of salad leaf and observed maximum daily tempera-
ture in Victoria, Australia.
Notes to Figure 2.1: Sales data was made available by an Australian retail chain under the terms of a confidentiality
agreement with the University of Tasmania, and includes the aggregate quantity of all salad leaf products sold over the
sample period. Temperature data are from the Australian Bureau of Meteorology Melbourne Regional Office weather
station (http://www.bom.gov.au/climate/data/).
Table 2.1: RMSE in meteorological maximum daily temperature forecasts, for
Melbourne Australia.
h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 h = 7
RMSE 1.52 1.76 1.96 2.14 2.32 2.65 3.01
Notes to Table 2.1: Values reported in the table are the Root Mean Squared Error (RMSE) over the full sample period.
Observed maximum daily temperature data are from the Australian Bureau of Meteorology Melbourne Regional Office
weather station (http://www.bom.gov.au/climate/data/). Forecasts of maximum daily temperature were retrieved from
http://www.weather-climate.com/.
time forecasting exercise the daily temperature forecast series is constructed
by collecting temperature forecasts for Monday through Sunday, as would
have been available at the beginning of each sales week. This means that
for each low frequency variable (weekly sales) we have seven high frequency
variables (daily temperature forecasts). Standing at the beginning of each week
the forecast horizon of the meteorological forecasts range from 1-day (where
Monday is the target) out to 7-days (where Sunday is the target). Table 2.1
shows that the quality of meteorological forecasts, as measured by root mean
square forecasting error (RMSE), declines as the forecast horizon increases.
The forecasting error in the meteorological forecasts introduces error into the
salad sales forecasting model.
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We differentiate between the effect of climate on salad sales and the effect
of weather on salad sales. This distinction is important as seasonal climate
patterns have been shown to influence consumer beliefs, while weather influ-
ences observed consumer behaviour (Hsiang, 2016). We differentiate climate
from weather in our data by computing the departure of daily temperature
values from the climatological mean for that time of year. The climatologi-
cal mean for each day of the year is estimated by fitting a Fourier model to
observed maximum daily temperature observations for Melbourne, Australia,
over the period 1910 to 2010. The climatological mean for each day of the
year is assumed to follow the estimated Fourier series. Observed maximum
daily temperature observations were obtained from the Australian Bureau of
Meteorology. In the sections that follow maximum daily temperature data and
meteorological forecasts refer to departures from the climatological mean.
2.3 Mixed frequency forecasting models
Our objective is to produce weekly forecasts of salad sales, denoted St, using
temperature variables that are sampled at a daily frequency, denoted W
(d)
t .
The subscript t corresponds to the rate at which the low frequency variable is
sampled (weekly). The superscript d is the number of times the high frequency
variable is sampled between t − 1 and t (daily). For our example d = 7, the
number of days in the week.
Before examining the effect of temperature on weekly salad sales we begin with
a model that ignores temperature. The performance of this model gives us a
benchmark against which to test the forecasting performance of models that
include weather variables. The base model of weekly salad sales is adapted
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from a dynamic model of fast moving consumer goods in Fok et al. (2007).
The forecasting model relates the first difference of log sales to last week’s log
sales, the first difference of log price, and last week’s log price, given by
∆lnSt = β0 + β1lnSt−1 + β2∆lnPt + β3lnPt−1 + εt, (2.1)
where lnPt denotes the per kilogram log price of salad and ∆ is the first-
differencing operator. This model specification was chosen as it captures the
dynamics of sales data (Fok et al., 2007).
All models assume that forecasters have knowledge of the salad price during the
week being forecast. Price varies from week to week due to product promotions
and the discounting of soon to expire product. Retailers will have accurate
knowledge of price related promotions for the week being forecast, however
price fluctuations related to other forms of discounting could potentially cause
endogeneity issues in the forecasting model. We ignore potential endogeneity
issues in what follows.
In the subsections that follow we consider three different approaches for han-
dling data sampled at mixed frequencies within a regression framework: using
a simple average to temporally aggregate the higher frequency data so that
it matches the lower frequency variable; estimating weights for the high fre-
quency variables within a MIDAS regression; and allowing the coefficients to
be unrestricted in a U-MIDAS model.
2.3.1 Flat weight regression
One way to approach the mixed frequency data problem is to compute average
weekly temperature from the daily data so that the variables on the left and
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right hand side of the forecasting model have the same frequency. When
data have the same frequency we can estimate the model using ordinary least
squares. Using the simple weekly average of the daily temperature data, a
forecasting model for weekly salad sales can be written as
∆lnSt = β0 + β1lnSt−1 + β2∆lnPt + β3lnPt−1 + β4
6∑
i=0
1
7
W dt−i/7 + εt. (2.2)
The problem with this approach is that each of the daily temperature variables
receive the same weight. As all of the high frequency variables enter the
forecasting model with the same weight this approach is often referred to as a
flat-weight regression. Using a flat-weight regression ignores potentially useful
information in the high frequency data, and may result in estimation bias as
temperature is likely to be more important for explaining sales on certain days
of the week. This suggests that a regression approach with flexible weights
may be a more appropriate forecasting model.
2.3.2 Exponential Almon MIDAS
MIDAS regressions allows us to directly incorporate the high frequency tem-
perature variables into the forecasting model. The MIDAS model for combin-
ing daily temperature data with weekly sales data, for 1-week ahead forecast-
ing, is
∆lnSt = β0 + β1lnSt−1 + β2∆lnPt + β3lnPt−1 + β4B(L1/d; θ)W
(d)
t + εt. (2.3)
The MIDAS lag polynomial B(L1/d; θ), projects weekly sales St onto a series
of daily temperature variables W dt , using the Almon lag weight function
B(L1/d; θ) =
6∑
j=0
b(j; θ)L1/d, (2.4)
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where the lag operator is defined as
L1/d(W dt ) = W
d
t−j/d, (2.5)
and the function b(j; θ) is the weight given to the W dt daily temperature vari-
ables. The weight function is parameterised using an exponential Almon lag
polynomial specification
b(j; θ) =
exp(θ1(j + 1) + θ2(j + 1)
2)∑6
j=0 exp(θ1(j + 1) + θ2(j + 1)
2)
(2.6)
that permits the weights to take on a range different shapes depending in the
values θ ≡ {θ1, θ2}.
The projection of weekly salad sales St onto the series of daily temperature
forecasts can be seen more clearly when (2.3) is expressed as
∆lnSt = β0 + β1lnSt−1 + β2∆lnPt + β3lnPt−1
+ β4[b(1; θ)W
(d)
t + b(2; θ)W
(d)
t−1/d + . . .+ b(6; θ)W
(d)
t−5/d + b(7; θ)W
(d)
t−6/d] + εt
(2.7)
where W
(d)
t ,W
(d)
t−1/d, . . . ,W
(d)
t−5/d,W
(d)
t−6/d refer to daily temperature variables for
Sunday, Saturday, . . . , Tuesday, Monday, during the week in which the salad
sales St occur.
The restrictions imposed by the exponential Almon polynomial weights are
useful when there is a large number of high frequency regressors. For instance,
were we to combine hourly temperature data and weekly sales data the higher
frequency data would be sampled d = 168 times between t − 1 and t. As
we consider only d = 7 the exponential Almon polynomial weights may be
unnecessarily restrictive.
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2.3.3 Unrestricted MIDAS
An alternative modelling approach is to place no restrictions on the high fre-
quency predictors and estimate a separate coefficient for each W dt . An unre-
stricted or U-MIDAS forecasting model for weekly salad sales can be written
as
∆lnSt = β0 + β1lnSt−1 + β2∆lnPt + β3lnPt−1 +
6∑
i=0
βiW
d
t−i/d + εt (2.8)
where each W dt−i/d variable has a separate slope coefficient and the model can
be estimated using ordinary least squares.
2.4 Empirical results
Forecasts are produced using each of the models described in Section 2.3. Our
first set of weather augmented forecasts are produced using observed maximum
daily temperature values both fit to the model, and as predictor variables.
This provides a benchmark with which to determine the influence of any error
contained in the meteorological forecasts. The next set of weather augmented
forecasts are subject to real-time data constraints. Instead of using observed
temperature as a predictor, pseudo out of sample forecasts are produced using
meteorological forecasts that would have been available at the start of the
week as predictor variables.
The week ending 25-December 2011 marks the start of the estimation period.
The week ending 30-June 2013 marks the end of the initial estimation period.
The estimation period is update recursively on a weekly basis until the week
ending 8-December 2013. This represents 24 out of sample forecasts, covering
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the second half of the 2013 calendar year, using a sample of weekly salad sales
data covering 104 weeks.
The salad sales forecasts are evaluated in levels with respect to the actual
weekly sales quantity in the dataset. We examine two different measures of
forecast performance. We evaluate the relative performance by comparing
RMSE for the alternative models with RMSE of the base model. This allows
us to determine the influence of weather variables on forecast performance, and
to determine the influence of using different weights for the higher frequency
variables. We also report mean absolute percentage error (MAPE) values to
provide an indication of the mean deviation from the quantity of stock that
would be required to meet weekly salad sales.
Due to parameter estimation uncertainty the Diebold and Mariano (1995) test
is inappropriate for evaluating between MIDAS regression models (Baumeister
et al., 2015). Ghysels and Ozkan (2015) propose using the Giacomini and
White (2006) test and we follow this approach.
2.4.1 Parameter estimates
In Table 2.2 we show parameter estimates for the base model, flat weight
model, exponential Almon model, and the U-MIDAS model. Parameters are
estimated on the full 104 weeks of aggregated salad sales. Sales figures are
based on the equilibrium quantity of products sold. The base model param-
eter estimates are all statistically significantly different from zero. Parameter
estimates for the price variables have the expected sign. For example, we ex-
pect that the parameter estimate for the difference of log price should have
a negative value. Including temperature variables in the base model substan-
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tially improves model fit, according to reported R2 values. In the flat-weight
regression model a 1 C◦ increase in average weekly temperature is estimated
to result in a 0.026 percentage point increase weekly sales. Turning to the
MIDAS regressions, parameter estimates for {θ1, θ2} are not shown as they
determine the shape of the exponential Almon weights yet do not have an eco-
nomic interpretation. Using the exponential Almon regression model a 1C◦
increase in the weighted average of weekly temperature is estimated to result in
a 0.02 percentage point increase weekly sales, less than the estimate for the flat
weight regression. Only the parameter estimates for Tuesday and Wednesday
temperature are statistically significantly different from zero in the U-MIDAS
regression model. The importance of temperature during the beginning of the
week for explaining weekly salad sales is also evident in the estimated expo-
nential Almon weights. The estimated weights for Tuesday and Wednesday
are the highest in the exponential Almon model. Figure 2.2 compares the
estimated weights for the exponential Almon and coefficient estimates for the
U-MIDAS model.
Figure 2.2: Estimated weights for maximum daily temperature lags in the
MIDAS regressions.
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2.4.2 Predictive performance
Table 2.3 reports on the performance of forecasts for the aggregate quantity
of weekly salad sales across all 183 stores. This scenario may be important for
a retail chain that uses a centralised distribution centre for bulk ordering and
storage before dispatching to individual stores. We first examine the forecast
performance of alternative models using observed maximum daily temperature
values. This assumes that the forecaster has access to error free meteorological
forecasts. The left panel of Table 2.3 shows that all of the models that include
observed temperature as predictors have lower RMSEs than forecasts produced
by the base model. The U-MIDAS model achieves the highest RMSE reduction
among the weather augmented models. The exponential Almon regression
models show a similar reduction in RMSE relative to the base model, and
they out perform the flat weight model.
The right panel of Table 2.3 shows forecasting models that incorporate me-
teorological forecasts do not reduce RMSE by as much as forecasting models
that use observed maximum daily temperature. Using this real-time data
constraint demonstrates the implications of introducing the forecasting error
contained in meteorological forecasts into the salad sales forecasts. Never-
theless, U-MIDAS models still perform the best when forecasts of maximum
temperature are used to predict weekly salad sales.
We conduct tests for the significance of the forecast improvements shown in
Table 2.3 using the approach proposed by Giacomini and White (2006). The
columns labelled GW p-value in Table 2.3 report the p-value of these tests
where the weather augmented models are compared to the base model that
does not include temperature. When forecasting aggregate sales for all stores
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the only forecasting model found to have significant predictive gains over the
base model is the U-MIDAS model that utilises meteorological forecasts. One
explanation for this finding could be that consumers base their purchases on
expected temperature.
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Table 2.4 reports summary measures of the performance of forecasts for the
quantity of weekly salad sales in the 183 individual stores. The top panel shows
the performance of forecasts that use observed maximum daily temperature.
The bottom panel shows the performance of forecasts that use meteorological
forecasts of maximum daily temperature. As with the aggregate forecasts, us-
ing the unrestricted MIDAS model to incorporate daily maximum temperature
for predicting weekly salad sales outperform flat weights and the exponential
Almon weights. The average of the RMSE reductions for individual stores is
lower when meteorological temperature forecasts are used as predictors. The
range of RMSE reductions for individual stores presented in Table 2.4 and the
histograms of RMSE ratios in Figure 2.3 show that the MIDAS model with
unrestricted weights performs the most favourably under the real-time data
constraint. Comparing the bottom three histograms of Figure 2.3 illustrates
that the distribution of individual store RMSE values for the U-MIDAS model
sits further below the RMSE ratio of 1 than both the RMSE distributions for
the flat weight regression and exponential Almon models.
The MAPE values reported in Table 2.3 and Table 2.4 suggest a similar forecast
performance ranking as the RMSE ratio measures. By way of interpretation,
consider the MAPE values in Table 2.4 for an unrestricted MIDAS model and
individual stores under the real-time data constraint. The MAPE values for
this model range from a low of 4.49% to a high of 21.59%. Meanwhile the
MAPE value obtained for sales aggregated across all stores is 4.77%. This
result suggests there is a potential gain from having a centralised distribution
centre handle bulk orders that can be dispatched to individual stores several
times per week.
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2.5 Conclusion
This chapter has explored a number of approaches for forecasting weekly salad
sales using daily temperature as a predictor. We consider three different ap-
proaches for handling data sampled at mixed frequencies within a regression
framework: using a simple average to temporally aggregate the higher fre-
quency data so that it matches the lower frequency variable; estimating weights
for the high frequency variables within a MIDAS regression; and allowing the
coefficients to be unrestricted in a U-MIDAS model. MIDAS regressions have
been successfully used to improve the predictive performance of a range of
macroeconomic forecasts, commodity price forecasts, and government budget
forecasts, among other applications. To the best of our knowledge this is the
first time MIDAS regressions models have been used to forecast retail sales.
Although none of the forecasting models we examine show statistically signifi-
cant improvements in predictive ability, several conclusions can be drawn from
our results. Firstly, weather appears to be important for explaining weekly
fluctuations in salad sales. Second, including observed temperature variables
in the forecasting model leads to greater forecast improvements than using
meteorological temperature forecasts, although this difference in performance
was not found to be statistically significant. It appears that the forecasting er-
ror in meteorological forecasts has implications for the accuracy of forecasting
models that include temperature as a predictor.
The consequences of forecasting error for real-time decision making demands
consideration of the structure of forecasting error and an understanding of how
the structure of forecasting error evolves over the forecast horizon. In Chapter
3 we propose a state space approach to multi-horizon forecast evaluation.
Chapter 3
A state-space approach to
multi-horizon forecast evaluation
3.1 Introduction
Forecast evaluation is an important source of information for business and
economic decision making, not to mention for forecasters themselves. In this
chapter we develop and implement a state space approach for evaluating the
revision structure of multi-horizon forecasts. This approach is attractive be-
cause it allows us to use a number of properties implied by forecast rationality
to decompose multi-horizon forecasts into horizon specific measures of bias,
information content, and inefficiency.
It is typical to evaluate the rationality of forecasts. Using the Rational Ex-
pectations hypothesis proposed by Muth (1961) as a framework with which to
evaluate forecasts sets up a range of testable hypothesis. The first of these is
that forecasts should be unbiased. Mincer and Zarnowitz (1969) first proposed
a regression approach for testing forecast biasedness. Despite the fact that
Holden and Peel (1990) have shown the null hypothesis of this test to be suf-
28
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ficient, yet not necessary, for forecast unbiasedness the Mincer and Zarnowitz
(1969) approach is still commonly used in the literature. This approach is
referred to as rolling event forecast evaluation as a series of target variables
are used to test the biasedness of forecasts produced at a specific horizon.
Separate tests are used to evaluate forecasts produced at different horizons.
Rational forecasts are efficient. Forecasts are said to be efficient when fore-
casters incorporate all available information into their forecasts. Therefore
it should not be possible to use information available at the time the fore-
casts were made to make ex-post forecast improvements. Nordhaus (1987)
introduces the concept of weak forecast efficiency as an alternative forecast
evaluation approach. Rather than testing whether all available information
has been used in the forecasting process, weak form efficiency requires that
forecasts for the same target variable have revisions that are independent of
past revisions and past forecasting errors. This approach is referred to as
fixed event forecast evaluation, as a fixed target variable is used to test the
efficiency of a series of multi-horizon forecasts. Clements (1997) proposes a
more robust test of weak form efficiency by pooling the series of multi-horizon
forecast across multiple target variables. Clements and Taylor (2001) extend
this approach to allow for the possibility that forecasting error is not normally
distributed. Davies and Lahiri (1995, 1999) use a panel data approach, where
multi-horizon forecasts are produced by multiple forecasters, to develop tests
of forecast biasedness and forecast efficiency.
As well as implying unbiasedness and efficiency, rationality has a number
of implications for the second moment bounds of forecast variables. Jeong
and Maddala (1991) use the implication that forecast variables should have
a smaller variance than the target variable as a test of forecast rationality.
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Isiklar and Lahiri (2007) compare the variance of forecast revisions between
two horizons with the change in the variance of forecasting error between the
same two horizons. The rationale for comparing these second moments is that
efficient forecast revisions should lead to a reduction in forecasting error. Fore-
cast inefficiency is suspected when the variance of forecast revisions are found
to be larger than the change in the variance of forecasting error between the
same horizons. Patton and Timmermann (2012) propose an additional suite of
inequality tests based on properties implied by the rationality of multi-horizon
forecasts. They propose ten variance and covariance bounds tests that may be
used to identify different forms of departure from the rationality implications.
Our model based approach to forecast evaluation has a number of advantages
over existing tests of forecast evaluation. We decompose multi-horizon fore-
cast revisions into a measure of information content and a measure of forecast
inefficiency. The second moment bounds implied by forecast rationality are
used to model the rational component of multi-horizon forecasts and we allow
for additional sources of forecasting error by introducing separate horizon spe-
cific error components. Model selection criteria are used to determine which
model specification best characterises the multi-horizon forecast series under
evaluation. Horizon specific parameter estimates provide a measure of fore-
cast information content and forecast inefficiency, which is a richer source of
information than simply rejecting, or failing to reject, a hypothesis of forecast
rationality.
We apply our model based forecast evaluation approach to a real-time dataset
of temperature forecasts for Melbourne, Australia. Our results suggest that the
weather forecasts contain bias and multiple sources of forecasting error. Addi-
tionally, our results suggest that the contribution of multi-horizon forecasting
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error components may vary both along the forecast horizon, and between dif-
ferent sub-samples of the series being forecast.
The remainder of this chapter is structured as follows. In Section 3.2 we
propose a model of multi-horizon forecasts that contain multiple sources of
forecasting error. In Section 3.3 we cast our model of multi-horizon fore-
casts in state space form. In Section 3.4 we compare our forecast evaluation
approach with existing forecast evaluation approaches. We evaluate multi-
horizon weather forecasts as an empirical illustration of our approach in Sec-
tion 3.5. Section 3.6 concludes.
3.2 Multifarious error in multi-horizon
forecasts
In this section we develop a model of multi-horizon forecasts that contain mul-
tiple sources of error. We begin by outlining our assumptions and describing
our most general model specification. In the subsections that follow we explain
how the dynamics of two different types of forecasting error can be modelled
as unobserved components. The two types of forecasting error we consider are
rational forecasting error and implicit forecasting error1
3.2.1 A model of multi-horizon forecasts
Suppose we are interested in evaluating multi-horizon forecasts of a stochastic
univariate process y ≡ {yt; t = 1, 2, . . .}, where yt belongs to a general class
1We make a conscious effort to distance our discussion of rational forecasting error and
implicit forecasting error from the news and noise terminology discussed in the data revisions
literature, see (Croushore, 2011).
3.2. MULTIFARIOUS ERROR IN MULTI-HORIZON FORECASTS 32

yˆt−1|t−h−1 yˆt−1|t−h yˆt−1|t−h+1 . . . yt−1 yt−1
NA yˆt|t−h yˆt|t−h+1 . . . yˆt|t−1 yt
...
... yˆt+1|t−h+1 . . . yˆt+1|t−1 yˆt+1|t
...
...
...
...
...
NA NA NA NA . . . yˆt+h|t

Figure 3.1: Revision trapezoid for multi-horizon forecasts.
Notes to Figure 3.1: Later time periods correspond with a movement down the columns and shorter forecast horizons
correspond to a movement from left to right across the rows. A movement across the rows also corresponds with later
vintages. A vintage contains the most up to date information that would have been available to someone at that time.
of stochastic processes not requiring assumptions of serial independence or
covariance stationarity. Let the h horizon expectation E(·) of yt have the
subscript t−h, where h ≥ 0, to show that it is conditioned on the information
set Ft−h. This information set is the σ-field Ft−h ≡ σ{xt−h−k , k ≥ 0}, where
xt−h is a vector of variables relevant to outcome of yt. The elements of xt−h
need not be restricted to past and current values of yt.
At each forecast horizon, h = 1, 2, . . . forecasters form an expectation about
the target variable yt and use this expectation to produce a forecast yˆt|t−h.
As the target date approaches the forecaster produces a sequence of forecast
revisions, dt|h−1,h = yˆt|t−h−1 − yˆt|t−h, by updating previous horizon forecasts.
Figure 3.1 uses the revision trapezoid format, commonly used in the real-time
data literature (Croushore, 2011), to illustrate the structure multi-horizon
forecast data we wish to evaluate. We move to later time periods as we move
down the columns and we move to shorter forecast horizons as we move left to
right across the rows. For instance, in the column on the far right hand side
of the table the time period runs from t − 1 to t + h. In the second top row
of the table the conditioning on each of the variables runs from time period
t − h to time period t. Another way to describe a movement across the rows
is to say that we move to later vintages. A vintage contains the most up to
date information that would have been available to someone at that time. The
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column for the time t vintage on the far right hand side of the table contains
the realised target values yt−1 and yt, as well as the forecast values yˆt+h|t for
1, 2, . . . , h.
Our aim is to characterise a series of multi-horizon forecasts with a model that
contains one or more sources of forecasting error. Our most general model
specification decomposes forecasts into the following unobserved components:
a dynamic representation of the target variable, y˜t; rational forecasting error,
νt|t−h; and implicit forecasting error, ζt|t−h. Bringing all these terms together,
we express multi-horizon forecasts, with multiple sources of error, as follows
yˆt|t−h = y˜t + νt|t−h + ζt|t−h. (3.1)
where we assume that the forecasts are unbiased, such that the unconditional
expectation of the unobserved rational and implicit forecasting errors are zero,
that is E(νt|t−h) = E(ζt|t−h) = 0.
In the subsections that follow we discuss the dynamics of rational multi-horizon
forecasting error and implicit forecasting error.
3.2.2 Rational multi-horizon forecasts
Our most restrictive model of multi-horizon forecasts assumes that forecasts
are rationally revised at all forecast horizons. The dynamics of rational fore-
casts and their target variable evolve according to the rational expectations
hypothesis of Muth (1961). According to Muth (1961) the only source of er-
ror in a rational forecast is unpredictable information, relevant to the target
variable, that is realised after the forecast is made. Let ωi, for i = h− 1, . . . 0
denote information relevant to the target variable yt, realised after the horizon
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h forecast yˆt|t−h is made. We are interested in modelling the accumulation of
information between the longest forecast horizon and the time at which the
target variable is realised. Consider the following target variable model
yt = y˜t (3.2)
where yt is the observed value of the target variable and y˜t is assumed to be
the true value of the target variable at time t. The dynamics of y˜t evolve
according to
y˜t = y˜t−1 + εt (3.3)
where
εt = ξt +
H−1∑
i=0
ωi = σξηξ,t +
H−1∑
i=0
σωiηωi,t. (3.4)
such that ηξt ∼ i.i.d. N(0, 1) and ηωi,t ∼ i.i.d. N(0, 1). Information relevant
to the target variable that was available prior to the commencement of the
longest forecast horizon being evaluated is defined as ξt. We use H to denote
the longest forecast horizon being evaluated. We use h to denote individual
forecast horizons, all of which have H as a reference point. Rational multi-
horizon forecasts are modelled as
yˆ∗t|t−h = y˜t + νt|t−h (3.5)
where
νt|t−h = −
h−1∑
i=0
ωi = −
h−1∑
i=0
σωiηωi,t (3.6)
is information relevant to the target variable that was not available when the
horizon h forecast was produced. Subtracting a horizon h forecast (3.5) from
the observed target (3.2), as follows
e∗t|t−h ≡ yt − yˆ∗t|t−h =
h−1∑
i=0
ωi =
h−1∑
i=0
σωiηωi,t (3.7)
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reveals forecasting error equal to the sum of unpredictable information, rele-
vant to the target variable, realised after the horizon h forecast is made. Ratio-
nal forecasting error e∗t|t−h ≡ −νt|t−h possesses a number of desirable properties:
1) e∗t|t−h is correlated with the target variable as Cov(y˜t, νt|t−h) 6= 0; 2) e∗t|t−h
is uncorrelated with the forecast variable as Cov(yˆt|t−h, νt|t−h) = 0; and 3) the
variance of rational forecasting error, computed as E(ν2t|t−h) =
∑h−1
i=0 σ
2
ωi
, is
non-decreasing in h. This last property is intuitively appealing as we expect
there to be less relevant information available to forecasters at longer horizons.
Less relevant information will cause an increase in forecast uncertainty and an
associated increase in the variability of rational forecasting error. Conversely,
as the forecast horizon becomes shorter rational forecasts accumulate infor-
mation which means that the variance of rational forecasts E(yˆ2t|t−h) will be
non-decreasing as h decreases.
3.2.3 Implicit forecasting error
Our most general model of multi-horizon forecasts in (3.1) assumes that fore-
casts contain rational forecasting error as well as horizon specific mistakes at
one or more forecast horizons. We refer to these mistakes as implicit forecast-
ing error, as the dynamics of these errors are inspired by the theory of implicit
expectations (Mills, 1957). Implicit expectations says that forecasting error
is uncorrelated with the target variable cov(y˜t, ζt|t−h) = 0. We model implicit
forecasting error as a horizon specific innovation
ζt|t−h = σζhηζh,t (3.8)
where ηζh,t ∼ i.i.d. N(0, 1). While still unpredictable, implicit forecasting error
is introduced by the forecaster. This implies that implicit forecasting errors are
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correlated with their forecasts, that is Cov(yˆt|t−h, ζt|t−h) 6= 0. There are a num-
ber of ways that forecasters may introduce implicit error into their forecasts.
Information used by forecasters may contain measurement error. Additionally,
forecasters may use information about the target variable in a way that is inef-
ficient. The inefficient use of information may be unintentional, such as when
a forecaster under or over react to the arrival of new information (Isiklar and
Lahiri, 2007). At other times a forecaster may intentionally use information
in a way that is inefficient in order to smooth forecast revisions (Nordhaus,
1987). For example, a forecaster wishing to cultivate a reputation for pro-
ducing stable forecasts may be reluctant to make large revisions to previous
forecasts, even when presented with new information. We place no restrictions
on the pattern of implicit forecasting error over the forecast horizon. Therefore
the variance of implicit forecasting error, computed as E(ζ2t|t−h) = σ
2
ζh
, may
increase or decrease as the forecast horizon shortens.
3.3 A state space representation of
multi-horizon forecasts
We model the dynamics of multi-horizon forecasts, containing multiple sources
of error, by casting the problem in state space form. The time-invariant state
space model consists of a set of measurement equations and a set of transition
equations (Durbin and Koopman, 2012)
yt = Zαt (3.9)
αt = Tαt−1 +Rηt. (3.10)
The measurement vector, yt = [yˆt|t−h, yˆt|t−(h−1), . . . , yt], stacks observed multi-
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horizon forecast variables on the observed target variable.2 In our most general
model the state vector is partitioned as follows
αt =
[
y˜t ν
′
t|t−h ζ
′
t|t−h
]′
(3.11)
which has a length (1 + h+ h). The associated measurement equation is
yt =
[
Z1 Z2 Z3
] ·
 y˜tν ′t|t−h
ζ ′t|t−h
 (3.12)
where Z = [Z1 Z2 Z3] is a partitioned matrix conforming with the unob-
served components of the state vector: Z1 = 1(h+1) (a (h+1)×1 vector of ones)
relates to the target variable component; Z2 =
[
Ih
0
]
(a h× h identity matrix,
atop a conformably defined vector of zeros) relates to the rational component;
and Z3 =
[
Ih
0
]
(a h× h identity matrix, atop a conformably defined vector of
zeros) relates to the implicit component.3
Transition equations describe the dynamics of the unobserved components in
terms of the state vector y˜tν ′t|t−h
ζ ′t|t−h
 =
T1 0 00 T 2 0
0 0 T 3
 ·
 y˜t−1ν ′t−1|t−1−h
ζ ′t−1|t−1−h

+
R1 R2 00 −U · diag(R2) 0
0 0 diag(R3)
 ·
 ηξ,tη′ωh,t
η′ζh,t
 (3.13)
The matrices T1, R1 and R2 describe the dynamics of the target variable
component. The target variable is represented as a Random Walk Model plus
ωi innovations, for i = H − 1, . . . 0
y˜t = T1 · y˜t−1 +R1 · ηξ,t +R2 · η′ω,t (3.14)
2Where h is the longest horizon at which we observe the multi-horizon forecasts.
3It should be possible to deal explicitly with target variables that contain error by adding
an extra parameter to the implicit component. So as not to complicate matters we assume
that the observed value of the target variable is measured without error. Any measurement
error specific to the target variable will be contained in the parameter σω0 . This assumption
does not impact any of the results that follow.
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where T1 = 1, R1 = σξ, and R2 = [σωh−1 , . . . σω0 ] are standard deviations of
the innovations ωi.
The matrix T 2 is a null matrix
4 and the dynamics of the rational component
are completely described by −U · diag(R2) in the R matrix. To impose the
property that rational forecasting error is the negative sum of ωi innovations
we first specify a h× h matrix with the elements of the vector R2 on its main
diagonal diag(R2). Then diag(R2) is pre-multiplied by −U , a h × h matrix
with zeros below the main diagonal and each of the remaining elements equal
to one. This allows us to model the rational component as follows
νt|t−h = −U ·diag(R2) ·η′ν,t = −

σωh−1 σωh−2 . . . σω0
0 σωh−2
. . .
...
...
. . . . . . σω0
0 . . . 0 σω0
 ·

ηωh−1t
ηωh−2t
...
ηω0t
 . (3.15)
Jacobs and Van Norden (2011) use this approach to model consecutive vintages
of data revisions as a set of rational forecasting errors.
The matrix T 3 is a null matrix and the dynamics of the implicit component
are completely described by diag(R3) in the R matrix. Implicit forecasting
errors are horizon specific innovations, uncorrelated with the target variable,
and uncorrelated with each other, so we model the dynamics of the implicit
component as follows
ζt|t−h = diag(R3) · η′ζ,t =

σζh 0 . . . 0
0 σζh−1
. . .
...
...
. . . . . . 0
0 . . . 0 σζ1
 ·

ηζht
ηζh−1t
...
ηζ1t
 (3.16)
4Forecasting error that has a moving average process of at most MA(h − 1) may still
be consistent with forecast optimality. This is because forecasts from horizons h − 1, . . . 1
are produced before forecasting error from horizon h is realised (Clements, 1997). We may
capture this correlation structure by estimating parameters ρ on matrix T 2 and matrix
T 3. However, our focus is on evaluating forecasting error components that deviate from
rationality, so we ignore this type of correlation in the present chapter.
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where the elements R3 = [σζh , σζh−1 , . . . σζ1 ] are standard deviations of the
implicit innovations.
3.3.1 Estimating the state space model
The rational and implicit components described above can be used as the
building blocks for two different models of multi-horizon forecasts:
rational-implicit forecasts represented by
yt =
[
Z1 Z2 Z3
] ·
 y˜tν ′t|t−h
ζ ′t|t−h
 (3.17)
 y˜tν ′t|t−h
ζ ′t|t−h
 =
T1 0 00 T 2 0
0 0 T 3
 ·
 y˜t−1ν ′t−1|t−1−h
ζ ′t−1|t−1−h
+
R1 R2 00 −U · diag(R2) 0
0 0 diag(R3)
 ·
ηξ,tη′ω,t
η′ζ,t
;
(3.18)
and
rational forecasts represented by
yt =
[
Z1 Z2
] · [ y˜t
ν ′t|t−h
]
(3.19)
[
y˜t
ν ′t|t−h
]
=
[
T1 0
0 T 2
]
·
[
y˜t−1
ν ′t−1|t−1−h
]
+
[
R1 R2
0 −U · diag(R2)
]
·
[
ηξ,t
η′ω,t
]
. (3.20)
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Once the multi-horizon forecasts are modelled in state space form we obtain
parameter estimates of unobserved multi-horizon forecasting error components
with maximum likelihood methods using the Kalman filter.
3.4 Evaluating multi-horizon forecasts
In this section we explain how our model of multi-horizon forecasts can be
used as a unified framework for identifying a number of different sources of
forecast sub-optimality. Our approach to forecast evaluation involves three
steps: first we fit both the rational model and the rational-implicit model
to the multi-horizon forecast series under investigation; next we use model
selection criteria to choose the model that best characterises the data; and
then, we compare parameter estimates from the chosen model with a set of
well established properties implied by forecast rationality.
In the subsections that follow we discuss how other forecast evaluation ap-
proaches are nested as special cases of our model. In subsection 3.4.1 we
discuss internal consistency, and in subsection 3.4.2 we discuss forecast effi-
ciency. As with existing tests of internal consistency and forecast efficiency,
our approach assumes that the forecasts being evaluated are unbiased. In
subsection 3.4.3 we review the limitations of existing tests of forecast biased-
ness and propose an alternative state space approach to detect and extract
multi-horizon forecasts bias.
3.4. EVALUATING MULTI-HORIZON FORECASTS 41
3.4.1 Internal consistency
In this subsection we use variance and covariance bound properties implied by
forecast rationality as a lens through which to interpret the parameters of our
rational and rational-implicit models of multi-horizon forecasts.
Using equations (3.2), (3.5), and (3.7) we can express the variance of rational
multi-horizon forecasts as
Var(yt) = Var(yˆ
∗
t|t−h) + Var(e
∗
t|t−h) (3.21)
where the condition
Cov(yˆ∗t|t−h, e
∗
t|t−h) = 0 (3.22)
is implied by forecast rationality. As the variance of the target variable Var(yt)
does not change with changes in the forecast horizon h, a suite of multi-
horizon variance and covariance bound properties can be derived from (3.21)
and (3.22). Variance and covariance bound properties have been used else-
where as hypotheses with which to test forecast rationality (Jeong and Mad-
dala, 1991; Patton and Timmermann, 2012). Forecast evaluation approaches
that exploit the properties of multi-horizon forecasts as h changes are known
as fixed event forecast evaluation approaches.
Patton and Timmermann (2012) propose a suite of multi-horizon forecast eval-
uation tests based on variance and covariance bound properties implied by
forecast rationality. Specifically, they test the monotonicity properties of the
second moment bounds of multi-horizon forecast variables. Two sets of fore-
cast evaluation tests are developed. The first set of inequality tests, based on
Gourieroux et al. (1982) and Wolak (1987, 1989), assume that yt is covariance
stationary. While the second set of inequality tests, based on Wooldridge and
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White (1988) and White (2001) do not require the assumption that yt is co-
variance stationarity. The latter tests are more general as they use a central
limit theorem for heterogenous, serially dependent processes. However, unit
root processes are excluded. Our model based approach explicitly allows yt to
belong to a general class of stochastic processes, including unit root processes,
and we draw a link between our approach and the Patton and Timmermann
(2012) test by comparing estimates of the parameters σωh and σζh .
Table 3.1 shows conditions under which the Patton and Timmermann (2012)
tests will be satisfied in the model specified in the previous sections of this
chapter. The first column of Table 3.1 contains the variance and covariance
bound properties that are the basis of rationality tests considered by Patton
and Timmermann (2012). The remaining columns in Table 3.1 either contain
“
√
” or a set of conditions. Looking down the columns under each model
specification: cells marked with “
√
” indicate that the variance or covariance
bound property in the first column is unconditionally satisfied; the remaining
cells describe the conditions under which the variance and covariance bounds
properties in the first column will be satisfied. The conditions refer to the
pattern of σω and σζh parameters at different forecast horizons. When these
conditions are satisfied the null of the relevant Patton and Timmermann (2012)
test in the first column will not be rejected (proof of this is presented in
Appendix A).
As expected, each row of the column labelled “Rational” in Table 3.1 contains
a “
√
” indicating that our model of rational multi-horizon forecasts uncon-
ditionally satisfies all ten of the variance and covariance bound properties.
Therefore, a multi-horizon forecast series that can be characterised by our ra-
tional model specification will not reject any of the variance and covariance
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bounds tests proposed by Patton and Timmermann (2012).
The patterns we expect the variance of rational forecasts Var(yˆ∗t|t−h) and the
variance of rational forecasting error Var(e∗t|t−h) to display across forecast hori-
zons (Row 1 and Row 2 of Table 3.1) can be explained in terms of information
content in the multi-horizon forecasts. As the forecast horizon h becomes
shorter, we expect forecasters to learn more about the target variable, and
incorporate more information into their forecasts. Consequently the variance
of rational forecasts Var(yˆ∗t|t−h) will be non-decreasing as h becomes shorter.
The parameters of our model of rational multi-horizon forecasts uncondition-
ally satisfy the variance bound property that Var(yˆ∗t|t−h) is non-decreasing as
h becomes shorter. Using equations (3.3) and (3.5), we have
Var(yˆ∗t|t−h) = Var(y˜t−1) + σ
2
ξ +
H−1∑
i=h−1
σ2ωi . (3.23)
Since the first two terms remain the same as we vary the forecast horizon h,
Var(yˆ∗t|t−h) is non-decreasing as h becomes shorter.
As previously discussed, we interpret the parameter σωh as information rele-
vant to the target variable. According to the rational expectations hypothesis
the only source of error in a multi-horizon forecast yˆ∗t|t−h is information relevant
to the target variable that will become available after forecasts are made at
horizon h. Therefore, at shorter horizons, information accumulation is increas-
ing. Our model of rational multi-horizon forecasts unconditionally satisfies the
variance bound property that Var(e∗t|t−h) is non-decreasing in h, given that the
variance of (3.7) is
Var(e∗t|t−h) =
h−1∑
i=0
σ2ωi . (3.24)
When newly available information is incorporated into a multi-horizon forecast
3.4. EVALUATING MULTI-HORIZON FORECASTS 44
we say that the forecast is revised. Forecast revisions that contain a larger
amount of information will have a larger variance. Under rational expectations
it is assumed that all of the information in forecast revisions will be relevant
to the target variable. Suppose the revision between a rational forecast made
at horizon h and a rational forecast at the longer horizon h + k is d∗t|h,h+k =
yˆ∗t|t−h − yˆ∗t|t−(h+k). Using equation (3.5) we derive the variance of the rational
forecast revision as
Var(d∗t|h,h+k) ≡
h+k−1∑
i=h
σ2ωi . (3.25)
Therefore, Var(d∗t|h,h+k) is non-decreasing as the number of horizons over which
forecasts are revised increases. While still useful from a testing perspective,
the interpretation of the other variance and covariance patterns listed in Table
3.1 are intuitively less obvious.
Parameter estimates from our rational-implicit model of multi-horizon fore-
casts may lead to variance and covariance patterns that are inconsistent with
the properties listed in Table 3.1. The parameters of our rational-implicit
model suggest why Patton and Timmermann (2012) tests reject (or fail to
reject) the null hypothesis of forecast rationality. Patton and Timmermann
(2012) observe, using simulations and an empirical example, that some of their
tests reject the null hypothesis of forecast rationality, while others simultane-
ously fail to reject. The size and power of the inequality tests may be one
reason for this mixed testing outcome. We argue that another reason for this
outcome may be the presence of multiple sources of forecasting error. The col-
umn labelled “Rational-Implicit” lists the conditions under which parameter
estimates from the rational-implicit model will be consistent with the variance
and covariance bound patterns listed in the first column of Table 3.1.
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The “
√
” in the rows labelled PT4, PT5, PT8, and PT9 in the column labelled
“Rational-Implicit” indicate that forecasts that can be characterised by the
rational-implicit model will unconditionally satisfy the covariance bound tests
in Column 1. This suggests that forecasts containing implicit forecasting error
will fail to reject the null hypothesis of forecast rationality for these Patton and
Timmermann (2012) tests, regardless of the pattern exhibited by the variance
of the implicit component.
The remaining rows of the column labelled “Rational-Implicit” suggest a set
of conditions that the parameters σωh and σωh must possess in order to satisfy
the patterns in Column 1 of Table 3.1. Taken together the conditions for tests
PT1, PT2, PT3, and PT10 indicate that when the change in the variance of
the implicit component along the forecast horizon outweighs the change in
the variance of the rational component over the same forecast horizons, fore-
casts that can be characterised by the rational-implicit model will not satisfy
the relevant variance and covariance bound tests. This suggests a number of
conditions under which forecasts containing implicit forecasting error may, or
may not, fail to reject the null hypothesis of Patton and Timmermann (2012)
forecast rationality tests.
Test PT6 and PT7 in Table 3.1 describe a more restrictive set of conditions
that depend on the relative size of the variance of the rational and implicit
components. The intuition behind these properties is that an increase in the
variance of a rational-implicit forecast revision is related to the amount of
information relevant to the target variable and the amount of random error.
The variance of a rational forecast revision is only related to the amount
of information relevant to the target variable. Therefore, the variance of a
rational-implicit forecast revision Var(dt|s,l) will be higher than the variance
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of a rational forecast revision Var(d∗t|s,l) with the same relevant information.
However, the covariance between this rational-implicit forecast revision and
the target variable Cov(yt, dt|s,l) will be the same as the covariance between
the rational forecast revision and the target variable Cov(yt, d
∗
t|s,l). So the
property that — twice the covariance between the forecast revision and the
target variable should be at least as large as the variance of the forecast revision
— will depend on the implicit component of the forecast revision.
The conditions in tests PT6 and PT7 are more restrictive than the other
conditions in Table 3.1, as they indicate that the rational component of a
forecast revision between two horizons should be at least as large the sum of
the implicit components over the same two horizons. The other inequality
conditions only require the variance of the rational component of a forecast
revision to be at least as large the difference between the variance of the
implicit components over the same two horizons. This difference depends on
the direction of the variance or covariance monotonic pattern.
Multi-horizon forecasts that can be characterised by our rational-implicit model
may satisfy some of the ten monotonicity properties in Table 3.1. All of these
properties are implied by forecast rationality. This means that a rejection of
the null hypothesis indicates that the forecasts are not rational, whereas a
failure to reject the null is not sufficient evidence of forecast rationality. It is
entirely possible for forecasts containing implicit forecasting error to exhibit
the well behaved monotonic variance and covariance patterns across multi-
ple forecast horizons that are implied by the rational expectations hypothesis.
The practical implication of this result is that the Patton and Timmermann
(2012) tests are akin to a test of the internal consistency multi-horizon fore-
casts implied by forecast rationality (West, 2012). Internal consistency is a
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weaker form of forecast rationality than forecast efficiency (Lahiri, 2012). In
the next subsection we discuss a number of measures of forecast efficiency and
the related concept of forecast information content.
3.4.2 Forecast efficiency
In this subsection we explore the connection between our model based ap-
proach to forecast evaluation and the concept of forecast efficiency proposed
by Nordhaus (1987), as well as related measures of forecast information content
proposed by Isiklar and Lahiri (2007).
The concept of forecast efficiency introduced by Nordhaus (1987) measures the
extent to which information is incorporated into forecasts. The two proposi-
tions used to test forecast efficiency are: 1) forecasting error at horizon h is
independent of all forecast revisions up to horizon h + 1; and 2) the forecast
revision between horizon h + 1 and horizon h is independent of all forecast
revisions up to horizon h+ 1.
Using our model of rational-implicit multi-horizon forecasting error et|t−h and
forecast revisions dt|h+1,h+k, we have
Cov(et|t−h, dt|h+1,h+k) = 0 (3.26a)
⇒ Cov
[
(
h−1∑
i=0
σωiηωi,t + σζhηζh,t), (
h+k−1∑
i=h+1
σωiηωi,t + σζh+1ηζh+1,t − σζh+kηζh+k,t)
]
= 0
(3.26b)
implying that forecasting error at horizon h is independent of all forecast
revisions up to horizon (h+1) for all k > 1. Therefore, multi-horizon forecasts
that can be characterised by our rational-implicit model will not reject this
first test.
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We now check if the rational-implicit multi-horizon forecasts satisfy the second
Nordhaus (1987) property of forecast efficiency. Given that
Cov(dt|h,h+1, dt|h+1,h+k) (3.27a)
= Cov
[
(
h+k−1∑
i=h+1
σωiηωi,t + σζh+1ηζh+1,t − σζh+kηζh+k,t), (σωhηωh,t + σζhηζh,t − σζh+1ηζh+1,t)
]
(3.27b)
= σ2ζh+1 , (3.27c)
the forecast revision between horizon h + 1 and horizon h is not independent
of all forecast revisions up to horizon h + 1 for all k > 1. Therefore, multi-
horizon forecasts that can be characterised by our rational-implicit model will
reject this second test. This finding illustrates that multi-horizon forecasts
containing implicit forecasting error are not consistent with forecast efficiency
as defined by Nordhaus (1987). The tests proposed by Nordhaus (1987) do
not indicate the horizon at which the forecasts are inefficient. The related
measure of forecast information content suggested by Isiklar and Lahiri (2007)
allow us to determine horizon specific measures of forecast inefficiency.
Isiklar and Lahiri (2007) suggest that when forecasts are optimal, the change in
the mean square error between forecasts from horizon h and h−1, ∆hMSEt =
MSEt|t−(h−1) −MSEt|t−h, should be equivalent to the mean square revision of
forecasts between horizon h to h − 1, MSRt|h−1,h. The intuition comes back
to the idea that the only source of error in rational forecasts is information
relevant to the target variable that will be realised at future h horizons. Fore-
casting error will decline when a forecaster realises information relevant to the
target variable at horizon h − 1, and efficiently uses this information to re-
vise the forecast they produced at horizon h. This same forecast revision will
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increase the amount of information contained in the horizon h − 1 forecast,
relative to the amount of information in the horizon h forecast. This idea
is similar to the Patton and Timmermann (2012) variance bound property
Var(dt|h−1,h) ≤ 2Cov(yt, dt|h−1,h), yet the condition proposed by Isiklar and
Lahiri (2007) is more restrictive. Using the parameters of our rational-implicit
model, a change in the mean square error between the forecast at horizon h
and the forecast at horizon h− 1 can be expressed as follows
∆hMSEt = E[e
2
t|t−h]− E[e2t|t−(h−1)] (3.28a)
≡
h−1∑
i=0
σ2ωi + σ
2
ζh
−
h−2∑
i=0
σ2ωi − σ2ζh−1 (3.28b)
= σ2ωh−1 + σ
2
ζh
− σ2ζh−1 (3.28c)
where the first two terms on the right hand side of (3.28c) are the maximum
possible forecast improvement between horizons h and h− 1. The term σ2ωh−1
represents forecast improvement due to the arrival of information relevant to
the target variable at horizon h−1. The term σ2ζh is implicit forecasting error,
specific to the horizon h forecast. Implicit forecasting error σ2ζh disappears
as we move to horizon h − 1. However, the third term, σ2ζh−1 , represents
implicit forecasting error contained in the horizon h − 1 forecast. We model
implicit forecasting error as a horizon specific mistake, yet from a practical
standpoint this last term may have a number of interpretations: failure to
resolve a mistake that caused the horizon h implicit forecasting error, a new
mistake introduced when the forecast is revised at horizon h− 1, or both.
The mean square forecast revision between horizon h and h − 1 is calculated
as
MSFRt|h−1,h ≡ E(d2t|h−1,h) (3.29a)
= σ2ωh−1 + σ
2
ζh
+ σ2ζh−1 . (3.29b)
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where the positive sign on σ2ζh−1 indicates that MSFR will always be greater
than MSE as defined by (3.28c) when the horizon h − 1 forecast contains
implicit forecasting error. When a forecast revision can be characterised by
(3.29b) all of the parameters lead to an increase in the variance of the forecast
revision. Yet only the first two terms are associated with an improvement in
forecast performance. This allows us to determine the horizon during which
forecasts display the most inefficiency.
Based on the approach proposed by Isiklar and Lahiri (2007) we use the pa-
rameter σ2ζh−1 in equations (3.28c) an (3.29b) to determine the inefficiency
of the horizon h − 1 forecast. Unlike the non-parametric forecast evaluation
approach proposed by Isiklar and Lahiri (2007) our model uses a dynamic rep-
resentation of the target variable and so we do not need to observe the target
variable to obtain an estimate of MSE.
3.4.3 Forecast bias
Tests of internal consistency and forecast efficiency are based on the assump-
tion that the forecasts are unbiased. Similarly, our model based approach to
forecast evaluation assumes that the forecasts being evaluated are unbiased. In
fact, in the taxonomy of forecast rationality tests, forecast unbiasedness is used
as an initial stage in an increasingly more restrictive hierarchy of maintained
hypothesis implied by rational expectations (Stekler, 2002; Clements, 2005).
In this section we review extant tests of forecast unbiasedness and propose a
state space approach for the detection and extraction of bias in multi-horizon
forecasts.
The commonly used Mincer and Zarnowitz (1969) forecast rationality test is
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essentially a test of forecast unbiasedness. The approach involves regressing
the target variable on a constant and the forecast variable
yt = α0 + α1yˆt|t−h + t (3.30)
and testing the joint null hypothesis α0 = 0 and α1 = 1. Tests are performed
at individual h forecast horizons where rejection of the null is used to indicate
forecast biasedness. One limitation of the Mincer and Zarnowitz (1969) test, as
shown by Holden and Peel (1990), is that the null hypothesis is a sufficient but
not necessary condition for forecast unbiasedness. The necessary and sufficient
condition for forecast unbiasedness is α0 = (1 − α1)E(yt). It is therefore
possible for unbiased forecast series to fail this test. As an alternative Holden
and Peel (1990) advocate testing whether forecasting error has a mean of zero.
This can be done by regressing forecasting error on a constant, as follows
yˆt|t−h − yt = et|t−h = β + t (3.31)
where the null hypothesis of forecast unbiasedness involves testing the restric-
tion β = 0.
Given the simplicity of this test, it is likely that forecasters would quickly be-
come aware of any deviation from mean zero in their forecasting error. Fore-
casters could then take steps to improve their forecasting approach. Using this
logic it is reasonable to assume that forecast bias would evolve over time. We
may specify horizon specific forecasting error as an I(2) process to capture a
smooth trend using
et|t−h = βt|t−h + t t ∼ N(0, σ2 ) (3.32)
βt|t−h = βt−1|t−1−h + γt−1 + κt κt ∼ N(0, σ2κ) (3.33)
γt = γt−1 + ψt ξt ∼ N(0, σ2ψ). (3.34)
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Once the trend deviation from zero in the forecasting error has been estimated
we can remove the estimated value from the observed forecast series, as follows
yˆβt|t−h = yˆt|t−h − βˆt|t−h. (3.35)
A further limitation of the Mincer and Zarnowitz (1969) test concerns the as-
sumptions made about the error term in the regression equation (3.30) (Holden
and Peel, 1990; Miller, 1991). Specifically, the error term t will take on the
properties of the forecasting error. Were a forecaster to introduce measure-
ment error into their forecast the forecast variable will be contemporaneously
correlated with forecasting error. While this type of forecast will be unbiased
the error term in the regression will be correlated with the forecasts variable,
cov(yˆt|t−h, t) 6= 0, leading to downward bias in the coefficient α1. This type of
error can be captured by the implicit component in our model of multi-horizon
rational-implicit forecasts.
To rule out contemporaneous correlation between forecasts and the error term
in the Mincer and Zarnowitz (1969) regression test, we suggest subtracting an
estimate of the implicit forecasting error component from our model from the
bias corrected forecasts, as follows
yˆ∗t|t−h = yˆ
β
t|t−h − ζˆt|t−h. (3.36)
We then test the joint null hypothesis α∗0 = 0 and α
∗
1 = 1 in the following
regresssion
yt = α
∗
0 + α
∗
1yˆ
∗
t|t−h + 
∗
t|t−h. (3.37)
This serves as a check to see if we have successfully identified the multiple
sources of forecasting error leading to a rejection of the forecast biasedness
test in equation (3.30).
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3.5 An illustrative example
The aim of this section is to present an empirical illustration of the fore-
cast revision components that are obtained from our state space approach to
multi-horizon forecast evaluation. Our empirical illustration uses a dataset
containing meteorological weather forecasts and associated observations for
Melbourne, Australia. Weather has an important bearing economic activity
(Dell et al., 2014). One example is the relationship between weather and
electricity demand (see Lee and Chiu (2011) for estimates in 24 OECD coun-
tries and Zhang et al. (2014) for estimates in China). Temperature is useful
for explaining seasonality in electricity demand as temperature influences the
demand for electricity to run heating and cooling appliances. Model based
electricity demand forecasts commonly include temperature variables (Taylor
and Buizza, 2003; Hong et al., 2015), and temperature variables have been
used to forecast electricity supply (Zavala et al., 2009). While electricity de-
mand is known to display diurnal patterns, at least in part related to weather,
demand modelling based on weather variables are more useful at longer fore-
cast horizons (Taylor, 2008). Ritter et al. (2011) showed that meteorological
forecasts are important for explaining the price of temperature derivatives.
Over the last few decades, meteorological services in Australia have produced
increasingly accurate weather forecasts, at ever longer forecast horizons (Stern,
2008; Stern and Davidson, 2015). Stern and Davidson (2015) evaluate weather
forecasts over the period 1950 to 2014 by calculating the accuracy of meteoro-
logical forecasts relative to the accuracy of na¨ıve forecasts; a measure known
as forecast skill in this literature. Maximum daily temperature forecasts avail-
able during the mid-2000s, and produced 5-7 days out from the target date,
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had forecast skill similar to forecasts available during the 1960s that were pro-
duced 1 day out from the target date. Similarly, forecasts available during
2014, that were produced 8-10 days out from the target date, had forecast
skill similar to forecasts available during the mid-2000s that were produced
5-7 days out from the target date Stern and Davidson (2015). The aim of this
empirical illustration is to show: how estimates of the rational and implicit
components from our model of multi-horizon forecasts can be used to gain a
deeper understanding of the sources of forecast performance.
3.5.1 Data
Our dataset contains experimental maximum daily temperature forecasts yˆt|t−h
and associated observations yt for Melbourne, Australia available from
http://www.weather-climate.com. The sample period we evaluate runs from
1 February 2009 to 31 December 2014 comprising a total of t = 2160 observa-
tions, with forecasts available at h = 1, . . . , 14 days out from each observation
date. Forecasts were produced in real-time using an experimental combined
forecasting system approach as documented in Stern and Davidson (2015) and
Stern (2006, 2007). Table 3.2 shows the combination of weights used in the
combined forecasting system. A number of data sources are combined to pro-
duce the forecasts including official forecasts from the Australian Bureau of
Meteorology, statistical forecasts, and climatology. The statistical forecasts
essentially provide a local interpretation of output from a long-range global
forecasting system. The combination of weights in the forecasting system
change depending on the length of the forecast horizon h.
Figure 3.2 plots maximum daily temperature observations for Melbourne, Aus-
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Table 3.2: Forecast combination weightings for maximum daily temperature
in Melbourne, Australia.
Horizon Official Previous Statistical Climatology
h = 1 to 7 days 0.50 0.25 0.25
h = 8 to 13 days 0.25 0.50 0.25
h = 14 days 0.50 0.50
Notes to Table 3.2: Stern and Davidson (2015) produce multi-horizon forecasts of maximum daily temperature using a
forecast combination algorithm that draws on a number of data sources including official forecasts from the Australian
Bureau of Meteorology, statistical forecasts (see Wilks (2011) for examples of statistical forecast methods for
meteorological variables), and climatology. Composition of the forecast combination weightings change depending on the
length of the forecast horizon.
tralia, (black line) from 1 February 2009 to 31 December 2014 and associated
experimental forecasts produced h = 7 days (blue line) and h = 14 days (red
line) out from the observation date. Table 3.3 reports descriptive statistics
for several sub-periods of the dataset. The sub-periods of interest are sum-
mer and winter months, as well as periods before and after the upgrade of a
Numerical Weather Prediction (NWP) model used as an input to the com-
bined forecasting system. Southern hemisphere summer months are assumed
to begin on September 21, roughly corresponding to the spring equinox, and
southern hemisphere winter months assumed to begin on March 21, roughly
corresponding with the autumn equinox.
All series in Figure 3.2 exhibit a clear seasonal pattern with warmer and more
variable temperatures during the summer months and cooler and less variable
temperatures during the winter months. The variance of summer temperatures
are found to be statistically significantly higher than winter temperatures in
both the observation and forecast series as shown by the F-test results in table
3.4. Stern and Davidson (2015) note that the competing influence of warm dry
winds from the Australian interior, and cool moist winds from the Southern
Ocean make forecasting temperature for Melbourne, Australia, particularly
challenging. These competing influences are greatest during summer months.
Summer forecasts are likely to have larger variability than winter forecasts
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Figure 3.2: Maximum daily temperature observations and multi-horizon fore-
casts for Melbourne, Australia, 01-Feb-2009 to 31-Dec-2014.
Notes to Figure 3.2: Data are from Stern and Davidson (2015) and include t = 2, 160 maximum daily temperature
observations (degrees Celsius) and q × t = 14× 2, 160 meteorological forecasts of maximum daily temperature produced at
horizons h = 1 day to h = 14 days out from the observation date. The figure plots maximum daily temperature
observations (black line) and meteorological forecasts of maximum daily temperature produced at h = 7 days (blue line)
and h = 14 days (red line) out from the observation date. Two notable features of this data are evident from this plot: 1)
variability of observed maximum daily temperature is higher during the warmer months of the year compared to the cooler
months of the year. A potential explanation for this relates to Melbourne’s geographic location (Stern and Davidson,
2015). 2) variability of maximum daily temperature forecasts show a permanent increase begining around mid-2012. A
potential explanation for this a major upgrade to one of the Numerical Weather Prediction models (implemented on 22
May, 2012) used as an input to these forecasts (Stern and Davidson, 2015). We use our multi-horizon forecast evaluation
model to establish a relationship between these two data features and relative forecast performance over time.
as observed summer temperatures are more variable than observed winter
temperatures.
As summer temperatures are more difficult to forecast, higher variability in
summer forecasts, relative to winter forecasts, may be due to higher forecast-
ing error variability caused by mistakes introduced by the forecaster. For
instance, if the process driving summer temperature variability is not com-
pletely described by the forecasting system, increased forecast variability may
be due to increased forecast error variance. Our aim is to show how estimates
of the rational and implicit components of multi-horizon forecast revisions can
be used to compare the information content of summer forecasts with the
information content of winter forecasts.
The forecast series in Figure 3.2 exhibit a permanent increase in variability
3.5. AN ILLUSTRATIVE EXAMPLE 58
Table 3.3: Descriptive statistics — maximum daily temperature observations
and multi-horizon forecasts for Melbourne, Australia, 01-Feb-2009 to 31-Dec-
2014.
February 1, 2009 to May 21, 2012 May 22, 2012 to December 31, 2014
Summer Winter Summer Winter
Mean Std Dev. Mean Std Dev. Mean Std Dev. Mean Std Dev.
h = 14 24.3 2.7 17.4 3.1 23.8 3.5 16.7 2.9
h = 13 24.3 2.8 17.5 3.1 24.0 3.8 16.8 3.0
h = 12 24.3 2.9 17.4 3.1 24.2 3.9 16.8 3.1
h = 11 24.3 2.9 17.4 3.0 24.2 4.0 16.8 3.2
h = 10 24.3 2.9 17.5 3.1 24.2 4.0 16.7 3.1
h = 9 24.3 2.9 17.5 3.1 24.1 3.9 16.7 3.0
h = 8 24.3 2.9 17.5 3.1 24.0 3.9 16.9 3.1
h = 7 24.3 3.0 17.5 3.2 24.4 4.6 17.1 3.3
h = 6 24.6 3.9 17.6 3.4 24.4 5.0 17.1 3.3
h = 5 24.7 4.3 17.7 3.5 24.4 5.2 17.2 3.4
h = 4 24.7 4.5 17.7 3.6 24.5 5.4 17.2 3.4
h = 3 24.6 4.7 17.7 3.7 24.6 5.5 17.2 3.4
h = 2 24.6 4.9 17.7 3.7 24.7 5.5 17.2 3.4
h = 1 24.7 5.0 17.7 3.7 24.6 5.6 17.2 3.4
h = 0 24.7 5.6 17.9 4.0 24.7 6.0 17.3 3.7
Notes to Table 3.3: Data are from Stern and Davidson (2015) and include t = 2, 160 maximum daily temperature
observations (degrees Celsius) and q × t = 14× 2, 160 meteorological forecasts of maximum daily temperature produced at
horizons h = 1 day to h = 14 days out from the observation date. Over the period February 1, 2009 to May 21, 2012
forecast variability (standard deviation of yˆt|t−h) is monotonically decreasing in the forecast horizon as required by
internal consistency. Over the period May 22, 2012 to December 31, 2014 forecast variability is not monotonically
decreasing in the forecast horizon. Violation of this internal consistency property occurs at forecast horizons beyond h = 7
days.
beginning around mid-2012. Table 3.3 shows that the variability of the forecast
series is higher after 22 May, 2012, while the variability of the observed series
remains unchanged. Notationally the observed series is defined as h = 0 in
Table 3.3. This finding is supported by F-test results in table 3.4 which show
no difference in observed maximum daily temperature over the series, yet a
statistically significant increase in the variance of the forecast after 22 May,
2012, for horizons h = 2 through h = 13. Again the observed series is defined
as h = 0. In their evaluation of the forecast series Stern and Davidson (2015)
describe an increase in forecast skill beginning mid-2012 which they attribute
to the major upgrade of a global NWP model (implemented on 22 May, 2012).
Output from this NWP model is used as an input to the statistical forecasts
listed in Table 3.2.
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Table 3.4: Differences in the variability of the maximum daily temperature
observation and forecast series over time.
Null hypothesis: Null hypothesis:
Var(yˆt|t−h) Var(yˆt|t−h)
Winter Feb 1, 2009 to May 21, 2012
≥ ≥
Var(yˆt|t−h) Var(yˆt|t−h)
Summer May 22, 2012 to Dec 31, 2014
F test statistic F test statistic
h = 14 0.969 0.907
h = 13 0.875* 0.837*
h = 12 0.838* 0.804*
h = 11 0.835* 0.783*
h = 10 0.828* 0.786*
h = 9 0.826* 0.828*
h = 8 0.847* 0.833*
h = 7 0.733* 0.748*
h = 6 0.590* 0.841*
h = 5 0.542* 0.864*
h = 4 0.517* 0.877*
h = 3 0.499* 0.878*
h = 2 0.484* 0.897
h = 1 0.465* 0.915
h = 0 0.454* 0.935
Notes to Table 3.4: Data are from Stern and Davidson (2015) and include t = 2, 160 maximum daily temperature
observations (degrees Celsius) and q × t = 14× 2, 160 meteorological forecasts of maximum daily temperature produced at
horizons h = 1 day to h = 14 days out from the observation date. * Indicates a rejection of the Null hypothesis at
α = 0.05.
Figure 3.3 reproduces the skill measure reported in Stern and Davidson (2015)
based on a moving average of the percentage of variance in the observations
explained by the forecasts. This skill measure is equivalent to the R2 obtained
when observed temperature deviations from the climatological mean are re-
gressed on forecast temperature deviations from the climatological mean. A
clear upward trend in the R2 skill metric is evident during the 2012 period
for all the forecast horizons in Figure 3.3. The skill metric stabilises at the
higher level during early 2013 and remains at that level for the remainder of
the sample period.
Figure 3.4 plots forecast root mean square error (RMSE) over the same period.
Plots for the average of horizons h = 1 to h = 4 and h = 5 to h = 7 show a
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Figure 3.3: Percentage of variance explained by multi-horizon temperature
forecasts for Melbourne, Australia, 01-Feb-2009 to 31-Dec-2014.
Notes to Figure 3.3: Data are from Stern and Davidson (2015) and include t = 2, 160 maximum daily temperature
observations (degrees Celsius) and q × t = 14× 2, 160 meteorological forecasts of maximum daily temperature produced at
horizons h = 1 day to h = 14 days out from the observation date. The skill metric reported in this chart is the 365 day
moving average of R2 when observed temperature deviations from the climatological mean are regressed on forecast
temperature deviations from the climatological mean.
reduction in RMSE during the 2012 period that supports the increase in skill
evident in Figure 3.3. There is a slight increase in RMSE toward the end of the
sample period for these horizons, but the new RMSE level is clearly lower than
the RMSE level in the pre-2012 sample period. Contrast this finding with the
RMSE plots for horizons h = 8 to h = 10 and h = 11 to h = 14 which do not
support the story told by the associated skill metric plots in Figure 3.3. At
longer forecast horizons, RMSE is stable over the 2012 period, before increasing
to a higher level during early 2013, and remaining at that new level for the
remainder of the sample period. Despite forecasts at these longer horizons
exhibiting a higher level of skill after the NWP model upgrade, RMSE, which
is arguably a more useful metric for the end users of such forecasts, suggests
that forecast performance worsens after the NWP upgrade.
One aim of this empirical illustration, is to show how estimates of the rational
and implicit components of multi-horizon forecast revisions can be used to
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Figure 3.4: RMSE of multi-horizon temperature forecasts for Melbourne, Aus-
tralia, 01-Feb-2009 to 31-Dec-2014.
Notes to Figure 3.4: Data are from Stern and Davidson (2015) and include t = 2, 160 maximum daily temperature
observations (degrees Celsius) and q × t = 14× 2, 160 meteorological forecasts of maximum daily temperature produced at
horizons h = 1 day to h = 14 days out from the observation date. The forecast performance metric reported in this chart is
the 365 day moving average of Root Mean Square Forecasting Error (RMSE).
compare the information content of forecasts produced before and after the
NWP model upgrade. These descriptive statistics suggest a number of hypoth-
esis which are testable in the framework of this chapter: 1) does information
accumulation differ over forecast horizons and seasons; 2) does the variation in
implicit forecasting error differ across horizons or across seasons; and 3) does
the NWP model upgrade have an impact on the structure of multi-horizon
forecasting error.
3.5.2 Results
In this subsection we evaluate maximum daily temperature forecasts over the
period 1 February, 2009, to 31 December, 2014. We are interested in how
the forecasts perform over the entire sample period, and within a number of
sub-periods during the sample.
Our model of multi-horizon forecasts assumes that the forecasts being evalu-
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ated are unbiased. Figure 3.5a–3.5c shows estimates of bias components βt|t−h
estimated using equations (3.32), (3.33), (3.34). The top panel plots fore-
casting error along with Kalman filtered smoothed estimates of forecast bias.
Estimates are obtained using a local linear trend model and an integrated ran-
dom walk model. The local linear trend model is preferred by the AIC model
selection criteria. The middle panel plots bias estimates from the preferred
local linear trend model for forecasts at h = 1 day out to h = 7 days from the
target. The bias estimates are stable over time, with higher bias associated
with longer forecast horizons. This finding is evidenced by the non zero val-
ues associated with the bias estimates for h7 in panel (b) of Figure 3.5. The
bottom panel plots bias estimates for forecasts at h = 8 days out to h = 14
days from the target. The bias in longer horizon forecasts displays signs of
an irregular cyclical pattern. Before proceeding, we use the estimates of βt|t−h
to extract bias from each yˆt|t−h series using equation (3.35), as described in
Section 3.4.
We fit two model specifications to the data: a rational model, given by equation
(3.19) and equation (3.20); and a rational-implicit model, given by equation
(3.17) and equation (3.18). The rational model assumes that the only source
of forecasting error is unforecastble information realised after the forecasts are
produced. The rational-implicit model assumes that forecasters make horizon
specific mistakes by introducing information unrelated to the target variable
into their forecasts. We determine which of these model specifications best
describes the data using the Akaike information criterion (AIC).
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Full sample
Table 3.5 shows parameter estimates from the rational and rational-implicit
model when they are fit to bias corrected maximum daily temperature fore-
casts from horizons h = 1 through h = 14. The rational forecast revision
parameter estimates σωh in Table 3.5 report the standard deviation of the ra-
tional component of forecast revisions between each adjacent forecast horizon.
As a rational forecast revision updates the forecast from the previous hori-
zon with new information, we describe the parameter σωh as an estimate of
the increase in information content owing to the forecast revision. Parame-
ter estimate σω0 can be thought of as a measure of the forecaster’s ignorance
as it estimates the information that becomes available when the target vari-
able is realised. The implicit forecasting error parameter estimates σζh , in the
rational-implicit model, report the standard deviation of the non-rational com-
ponent of forecasting error. As described in Section 3.2.3 implicit forecasting
error is a mistake introduced into the forecast that is unrelated to the target
variable.
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(a)
(b)
(c)
Figure 3.5: State estimates of bias in multi-horizon forecasts of maximum daily
for Melbourne, Australia.
Notes to Figure 3.5: Data are from Stern and Davidson (2015) and include t = 2, 160 maximum daily temperature
observations (degrees Celsius) and q × t = 14× 2, 160 meteorological forecasts of maximum daily temperature produced at
horizons h = 1 day to h = 14 days out from the observation date. a) State component estimates from a local linear trend
model (red line) and an integrated random walk model (black line) applied to horizon h = 14 forecasting error
et|t− 14 = yˆt|t−14 − yt (blue line). b) State component estimates from a local linear trend model applied to forecasting
error et|t− h = yˆt|t−h − yt at horizons h = 1 to h = 7. c) State component estimates from a local linear trend model
applied to forecasting error et|t− h = yˆt|t−h − yt at horizons h = 8 to h = 14.
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Information criteria indicate that the multi-horizon maximum daily tempera-
ture forecasts are best characterised by the rational-implicit model. For both
models in Table 3.5 the rational forecast revision parameter estimates at short
horizons (σω0 to σω6) are virtually identical, and large relative to their stan-
dard errors. The forecast revision between horizon h = 7 and horizon h = 6
adds the largest amount of new information into the forecasts. As the forecast
horizon becomes shorter the marginal increase in forecast information con-
tent declines. This has implications for end users of the forecasts who make
decisions based on future weather events and face a trade-off between informa-
tion content and timeliness. Consider a forecast user who orders goods that
have weather sensitive demand. For instance, an ice-cream vendor may face
a trade-off between ordering in bulk at discounted prices based on uncertain
long horizon weather forecasts, or placing smaller orders each day at standard
prices based on short horizon forecasts containing more certainty.
At longer forecast horizons the rational and rational-implicit models differ in
their parameter estimates for σω7 to σω13 . The rational-implicit model is more
flexible as it allows for the possibility that mistakes enter the forecast revision
process. Forecasting mistakes, or implicit forecasting error, lead to an increase
in forecast variability without a subsequent increase in forecast information
content. In the preferred rational-implicit model σωh estimates indicate that
the forecast revisions contain increasingly smaller amounts of information as
the forecast horizon increases beyond h = 7. This has intuitive appeal as
we would expect there to be less relevant information that forecasters could
incorporate into forecasts at long horizons. The incorrectly specified rational
model suggest that forecast revisions contain increasingly larger amounts of
information as the forecast horizon increases.
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Table 3.5: The information content of multi-horizon forecasts of maximum
daily temperature for Melbourne, Australia between February 1, 2009, and
December 31, 2014.
Alternative models
Rational
Rational + Implicit
Parameters Estimate Std err Estimate Std err
Rational revision σω13 1.57 (0.04) 0.05 (0.97)
σω12 1.65 (0.04) 0.82 (0.03)
σω11 1.56 (0.04) 0.63 (0.03)
σω10 1.53 (0.04) 0.65 (0.03)
σω9 1.47 (0.04) 0.68 (0.03)
σω8 1.42 (0.04) 0.99 (0.02)
σω7 1.42 (0.04) 1.31 (0.02)
σω6 1.56 (0.04) 1.56 (0.02)
σω5 1.09 (0.04) 1.09 (0.02)
σω4 0.97 (0.02) 0.97 (0.01)
σω3 0.82 (0.02) 0.82 (0.01)
σω2 0.73 (0.02) 0.73 (0.01)
σω1 0.70 (0.02) 0.70 (0.01)
σω0 1.69 (0.03) 1.69 (0.02)
Implicit error σζ14 1.19 (0.04)
σζ13 1.06 (0.02)
σζ12 1.05 (0.02)
σζ11 1.03 (0.02)
σζ10 1.01 (0.02)
σζ9 0.88 (0.02)
σζ8 0.54 (0.02)
σζ7 0.03 (0.75)
σζ6 0.02 (0.73)
σζ5 0.01 (0.70)
σζ4 0.01 (0.45)
σζ3 0.01 (0.47)
σζ2 0.01 (0.44)
σζ1 0.02 (0.55)
Akaike Info Criterion 111,388 109,330
Logarithmic likelihood -55,678 -54,636
Notes to Table 3.5: Standard errors are in parentheses. Data are from Stern and Davidson (2015) and include t = 2, 160
maximum daily temperature observations (degrees Celsius) and q × t = 14× 2, 160 meteorological forecasts of maximum
daily temperature produced at horizons h = 1 day to h = 14 days out from the observation date. The forecasts yˆt|t−h are
bias adjusted, where the bias follows a local linear trend process. The two alternative models of multi-horizon forecasts we
consider are: rational (yˆ
β
t|t−h = y˜t + νt|t−h); and rational-implicit (yˆ
β
t|t−h = y˜t + νt|t−h + ζt|t−h). Comparing AIC
values for these three models we conclude that the data is best characterised by the rational-implicit model. Parameter
σωh|t−h is the standard deviation of the rational forecast revision between horizon h+ 1 and horizon h. Parameter σζh is
the standard deviation of the implicit forecasting error component at horizon h. Parameter estimates for the
rational-implicit model show a peak in the variability of rational forecast revisions at horizon h = 6. We interpret this
parameter as the increase in information content due to forecast revision. Parameter estimates σω5 to σω1 suggest that
the rate of increase in information content declines over horizons h = 5 to h = 1. The σω0 parameter estimate shows the
increase in information content when the target variable is realised. Parameter estimates for the rational-implicit model
show that the forecaster introduces implicit error into forecasts at horizon h = 7 to horizon h = 14. We interpret
parameters σζh
as the inefficient use of information by forecasters.
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Parameter estimates σζh help explain why the parameter estimates σωh differ
between the rational and rational-implicit models. Table 3.5 indicates that
forecast variability is relatively stable between horizons h = 8 and h = 14.
We expect forecast variability to decline at longer horizons as less informa-
tion is available to incorporate into the forecasts. Parameter estimates σζh
in the rational implicit-model increase in h, suggesting that the variability in
long horizon forecasts is due to the introduction of implicit forecasting error,
rather than relevant information content. This is supported by the decline in
parameter estimates σωh as h increases.
Figure 3.6 shows the mean square forecast revisions MSFRt|h,h−1, and their
components, when forecast revisions are produced from 13 days to one day
out from the target date. The variability of the forecast revision dt|h,h+1 at
each h is the combined effect of the rational forecast revision component σωh
and two implicit forecasting error components σζh+1 and σζh . As discussed in
Section 3.4.2 σζh > 0 represents forecasts inefficiency at horizon h. Figure
3.6 indicates that the forecasts produced at horizons h = 13 to h = 8 are
inefficient.
We now compare the results of our model based approach to forecast evaluation
with existing tests of forecast rationality. We begin by exploring visually,
some properties we expect rational multi-horizon forecasts to possess. The
relationship Var(yt) = Var(yˆ
∗
t|t−h) + Var(e
∗
t|t−h) ≥ Var(yˆ∗t|t−h) is implied by the
rational expectations hypothesis. The direction of implication means that this
property is a necessary but not sufficient condition for forecast rationality.
Forecasts that possess this property may be described as internally consistent,
but not necessarily rational. Figure 3.7 suggests that the forecasts in our
dataset are internally consistent. The property that Var(yˆt|t−h) ≤ Var(yt) is
3.5. AN ILLUSTRATIVE EXAMPLE 68
Figure 3.6: The components of mean square forecast revisions in maximum
daily temperature forecasts.
Notes to Figure 3.6: The multi-horizon forecasts of maximum daily temperature produced by Stern and Davidson (2015)
are best characterised by the rational-implicit model (yˆ
β
t|t−h = y˜t + νt|t−h + ζt|t−h). See Table 3.5 for parameter
estimates, their standard errors, and AIC values for alternative models. Parameter σωh|t−h is the standard deviation of
the rational forecast revision between horizon h+ 1 and horizon h. Parameter σζh
is the standard deviation of the implicit
forecasting error component at horizon h. We interpret parameters σζh
as the inefficient use of information by forecasters.
satisfied at all h horizons. The property that Var(yˆt|t−h) is non-increasing
in h appears to be satisfied, with the possible exception of h = 9 and h =
10. Forecasting error variability, measured as mean square forecasting error
(MSFEt), satisfies the property that Var(e
∗
t|t−h) is non-decreasing in h.
Table 3.6 presents the results of formal variance and covariance bounds tests
implied by forecast rationality, as proposed by Patton and Timmermann (2012).
The null hypothesis of forecast rationality is not rejected in any these tests.
The results presented here provide an example of how forecasts can be in-
efficient and yet still have variance and covariance bounds that satisfy the
monotonic patterns required by Patton and Timmermann (2012) tests.
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Figure 3.7: Mean squared errors and forecast variances suggest that the multi-
horizon maximum daily temperature forecasts are internally consistent.
Notes to Figure 3.7: Data are from Stern and Davidson (2015) and include t = 2, 160 maximum daily temperature
observations (degrees Celsius) and q × t = 14× 2, 160 meteorological forecasts of maximum daily temperature produced at
horizons h = 1 day to h = 14 days out from the observation date. The following internally consistent properties are
implied by forecast rationality: Var(yˆt|t−s) ≥ Var(yˆt|t−l) for l > s; Var(et|t−s) ≤ Var(et|t−l) for l > s; and
Var(yt) ≥ Var(yˆt|t−l) for all h. This chart suggests that the maximum daily temperature forecasts are internally
consistent. Table 3.6 reports the results of Patton and Timmermann (2012) tests for these properties.
Table 3.6: Results of internal consistency tests proposed by Patton and Tim-
mermann (2012).
Horizons
Test h = 1 to h = 7 h = 8 to h = 14
Var(yˆt|t−s) ≥ Var(yˆt|t−l) 0.96 0.85
Var(et|t−s) ≤ Var(et|t−l) 0.95 0.85
Var(dt|s,m) ≤ Var(dt|s,l) 0.91 0.95
Cov(yˆt|t−s, y˜t) ≥ Cov(yˆt|t−l, y˜t) 0.95 0.93
Cov(yˆt|t−m, yˆt|t−s) ≥ Cov(yˆt|t−l, yˆt|t−s) 0.93 0.95
Var(dt|s,l) ≤ 2Cov(y˜t, dt|s,l) 0.78 0.50
Var(dt|m,l) ≤ 2Cov(yˆt|t−s, dt|m,l) 0.77 0.13
Notes to Table 3.6: Data are from Stern and Davidson (2015) and include t = 2, 160 maximum daily temperature
observations (degrees Celsius) and q × t = 14× 2, 160 meteorological forecasts of maximum daily temperature produced at
horizons h = 1 day to h = 14 days out from the observation date. Values reported in Table 3.6 are p-values corresponding
with the Patton and Timmermann (2012) tests PT1 to PT10 in Table (3.1). The null hypothesis of forecast rationality is
not rejected by any of these tests. The inequality tests, based on Gourieroux et al. (1982) and Wolak (1987, 1989) cannot
handle dimensions greater than 10. We use Matlab code for the inequality tests provided by Andew Patton and so
partition the forecast horizon into h = 1 to h = 7 and h = 8 to h = 14 and test each partition separately.
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When evaluating forecast rationality, tests of forecast biasedness are usually
the first step in a series of maintained hypothesis. In fact the tests proposed by
Patton and Timmermann (2012) and the approach we outline in this chapter
assume that the forecasts are unbiased. We have chosen to present the results
of forecast biasedness test at the end of this section so that we can illustrate
how implicit forecasting error impacts the test results.
Coefficient estimates from the commonly used regression tests of forecast bi-
asedness, reported in the first panel of Table 3.7 indicate that the assumption
of unbiasedness, as required for Patton and Timmermann (2012) rationality
tests, is invalid for the observed forecast series. An F -test the joint null hy-
pothesis that the coefficients of Equation 3.30 satisfy α0 = 0 and α1 = 1 is
rejected at conventional levels of significance, for all forecast horizons.
To determine if horizon specific bias is to blame for this rejection we re-run the
tests using our bias corrected forecasts. The second panel of Table 3.7 indicates
that bias corrected forecasts for all but two forecast horizons do not reject the
joint null hypothesis α0 = 0 and α1 = 1. Contemporaneous correlation of
the forecast variable and the regression error term, as occurs when implicit
forecasting error is present, can lead to downward bias in the coefficient α1.
To check whether the downward bias in αβ1 is due to the presence of implicit
forecasting error we remove an estimate of implicit forecasting error from the
bias corrected forecasts using the method described in Section 4.3. The third
panel of Table 3.7 indicates that the bias and implicit error corrected forecasts
(rational forecasts) do not reject the joint null hypothesis α∗0 = 0 and α
∗
1 = 1
at any forecast horizon, using equation 3.37.
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To summarise, this subsection has illustrated how our approach can be used
to detect multiple sources of forecast sub-optimality. The experimental multi-
horizon forecasts of maximum daily temperature for Melbourne, Australia
were found to contain horizon specific forecast bias and we found evidence
that forecasters introduce mistakes into the forecasts produced at horizons
longer than seven days. In the subsections that follow we evaluate maximum
daily temperature forecast performance during a number of sub-periods of
the sample. We focus on longer horizon forecasts to reduce the number of
parameters that need to be estimated.
Forecast efficiency before and after the NWP model upgrade
The difference in forecast variability that is evident in Figure 3.2 before and
after May 22, 2012 may be associated with changes in the structure of fore-
casting errors.
We use a rational-implicit model that contains a different set of parameters
before and after 22 May, 2012, to evaluate the multi-horizon maximum daily
temperature forecasts. See the top left panel Table B.1 for parameter esti-
mates and their standard errors. Figure 3.8a and 3.8b illustrate that forecast
revisions contain more relevant information and more inefficiency following the
NWP model upgrade.
Forecast efficiency during summer and winter
Maximum daily temperature observations and forecasts show increased vari-
ability during the summer months. Higher summer temperature variability
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(a)
(b)
Figure 3.8: MSFR and forecasting error components before and after the NWP
model upgrade.
Notes to Figure 3.8: The multi-horizon forecasts of maximum daily temperature produced by Stern and Davidson (2015)
are best characterised by the rational-implicit model (yˆ
β
t|t−h = y˜t + νt|t−h + ζt|t−h). See Table B.1 for parameter
estimates, their standard errors, and AIC values for alternative models. Parameter σωh|t−h is the standard deviation of
the rational forecast revision between horizon h+ 1 and horizon h. Parameter σζh
is the standard deviation of the implicit
forecasting error component at horizon h. We interpret parameters σζh
as the inefficient use of information by forecasters.
The information content of the multi-horizon forecasts, represented by σω , is lower during the period before the 22 May,
2012, upgrade of the Numerical Weather Prediction (NWP) model a) than after the NWP model upgrade b). Implicit
forecasting error is also higher after 22 May, 2012.
may lead to more information content in the summer forecasts relative to
winter, more forecasting mistakes, or both.
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(a)
(b)
Figure 3.9: MSFR and forecasting error components for summer and winter
months.
Notes to Figure 3.9: The multi-horizon forecasts of maximum daily temperature produced by Stern and Davidson (2015)
are best characterised by the rational-implicit model (yˆ
β
t|t−h = y˜t + νt|t−h + ζt|t−h). See Table B.1 for parameter
estimates, their standard errors, and AIC values for alternative models. Parameter σωh|t−h is the standard deviation of
the rational forecast revision between horizon h+ 1 and horizon h. Parameter σζh
is the standard deviation of the implicit
forecasting error component at horizon h. We interpret parameters σζh
as the inefficient use of information by forecasters.
The information content of the multi-horizon forecasts, represented by σω , is lower during the winter months a) than
during the summer months b). Implicit forecasting error is also higher during the winter months.
We use a rational-implicit model that contains a different set of parameters
for summer and winter months to evaluate the multi-horizon maximum daily
temperature forecasts. See the top right panel of Table B.1 for parameter es-
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timates and their standard errors. Figure 3.9a and 3.9b illustrate that there is
higher information content and more forecasting mistakes in forecast revisions
during the summer months, relative to the winter months. This higher infor-
mation content reflects a higher variability in the observed series that needs
to be incorporated in to the forecasts for them to perform adequately.
Forecast efficiency during summer and winter, before and after the
NWP model upgrade
We now evaluate forecasts during summer and winter months, before and
after the NWP model update. See the bottom panel of Table B.1 for pa-
rameter estimates and their standard errors. Comparing AIC values for the
three models in Table B.1 we conclude that the data is best characterised by
the rational-implicit model with separate parameters for summer months and
winter months before and after May 22, 2012.
Figures 3.10a, 3.10b, 3.11a, and 3.11b illustrate the results of the preferred
model. Forecasts produced during both summer and winter months show a
higher rate of information accumulation after an upgrade to the NWP model
on May 22, 2012, relative to the period before this upgrade occurred. Fore-
casting mistakes also increase after May 22, 2012.
Table 3.8 reports the ratio of the standard deviation of implicit forecasting
error to root mean square error (RMSE) for each of the forecast horizons eval-
uated. Comparing this ratio across time shows that it is possible for total fore-
casting error to decline even though the size of forecasting mistakes increase.
In most cases however, both implicit forecasting error and RMSE increased
after the NWP model upgrade. Another feature of interest is that differences
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in forecast efficiency between summer and winter were largely absent prior
to the NWP upgrade. Following the upgrade summer forecast revisions are
estimated to contain a larger amount of forecasting mistakes.
Table 3.8: The efficiency comparison between sub-samples of pre and post
NWP model upgrade and the subsamples of winter and summer seasons.
Feb 1, 2009 to May 21, 2012
Summer Winter
σζh RMSE Ratio σζh RMSE Ratio
h=14 1.01 4.91 0.21 0.55 2.76 0.20
h=13 0.97 5.03 0.19 0.47 2.71 0.18
h=12 0.92 5.01 0.18 0.53 2.72 0.20
h=11 0.89 4.96 0.18 0.50 2.70 0.19
h=10 0.86 4.87 0.18 0.49 2.65 0.18
h=9 0.74 4.82 0.15 0.42 2.60 0.16
h=8 0.56 4.67 0.12 0.33 2.51 0.13
h=7 0.07 4.42 0.02 0.06 2.37 0.03
May 22, 2012 to Dec 31, 2014
Summer Winter
σζh RMSE Ratio σζh RMSE Ratio
h=14 2.04 5.53 0.37 0.88 2.92 0.30
h=13 1.83 5.55 0.33 0.83 2.97 0.28
h=12 1.76 5.33 0.33 0.85 2.93 0.29
h=11 1.71 5.00 0.34 0.85 2.80 0.30
h=10 1.67 4.90 0.34 0.84 2.80 0.30
h=9 1.46 4.86 0.30 0.72 2.68 0.27
h=8 0.79 4.44 0.18 0.42 2.57 0.16
h=7 0.13 3.69 0.03 0.12 2.28 0.05
Notes to Table 3.8: Data are from Stern and Davidson (2015) and include t = 2, 160 maximum daily temperature
observations (degrees Celsius) and q × t = 14× 2, 160 meteorological forecasts of maximum daily temperature produced at
horizons h = 1 day to h = 14 days out from the observation date.
3.5. AN ILLUSTRATIVE EXAMPLE 77
(a) Summer, before 22 May, 2012
(b) Winter, before 22 May, 2012
Figure 3.10: MSFR and forecasting error components for summer and winter,
before the NWP model upgrade.
Notes to Figure 3.10: The multi-horizon forecasts of maximum daily temperature produced by Stern and Davidson
(2015) are best characterised by the rational-implicit model (yˆ
β
t|t−h = y˜t + νt|t−h + ζt|t−h). See Table B.1 for parameter
estimates, their standard errors, and AIC values for alternative models. Parameter σωh|t−h is the standard deviation of
the rational forecast revision between horizon h+ 1 and horizon h. Parameter σζh
is the standard deviation of the implicit
forecasting error component at horizon h. We interpret parameters σζh
as the inefficient use of information by forecasters.
The information content of the multi-horizon forecasts, represented by σω , is lower during the winter months before b) and
after d) the Numerical Weather Prediction (NWP) model upgrade, than during the summer months before a) and after c)
the NWP model upgrade. After the upgrade of the NWP model both summer and winter forecasts contain higher
information content and higher implicit forecasting error.
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(a) Summer, after 22 May, 2012
(b) Winter, after 22 May, 2012
Figure 3.11: MSFR and forecasting error components for summer and winter,
after the NWP model upgrade.
Notes to Figure 3.11: The multi-horizon forecasts of maximum daily temperature produced by Stern and Davidson
(2015) are best characterised by the rational-implicit model (yˆ
β
t|t−h = y˜t + νt|t−h + ζt|t−h). See Table B.1 for parameter
estimates, their standard errors, and AIC values for alternative models. Parameter σωh|t−h is the standard deviation of
the rational forecast revision between horizon h+ 1 and horizon h. Parameter σζh
is the standard deviation of the implicit
forecasting error component at horizon h. We interpret parameters σζh
as the inefficient use of information by forecasters.
The information content of the multi-horizon forecasts, represented by σω , is lower during the winter months before b) and
after d) the Numerical Weather Prediction (NWP) model upgrade, than during the summer months before a) and after c)
the NWP model upgrade. After the upgrade of the NWP model both summer and winter forecasts contain higher
information content and higher implicit forecasting error.
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3.6 Conclusion
Several approaches are available for evaluating the rationality of multi-horizon
forecasts. This chapter develops a state-space approach for detecting a num-
ber of different types of forecast sub-optimality. Specifically, we decompose
forecasting error into a rational component and a component related to mis-
takes introduced by the forecaster. We also extract a time varying estimate of
forecast biasedness.
Both forecasters and forecast users may benefit from the insights gained by
decomposing forecasting error in the way proposed by this chapter. The pres-
ence of implicit forecasting error or bias may alert forecasters to the presence
of inefficiencies in their forecasting approach. Forecast users who recognise a
trade-off between information content and information timeliness will bene-
fit from an understanding of the marginal contribution of individual forecast
revisions to the overall information content of the forecast series.
As an illustration, this chapter evaluates experimental multi-horizon forecasts
of maximum daily temperature produced for Melbourne, Australia. We find
that the forecasts are biased at all forecast horizons, with the amount of bias
increasing as the forecast horizon increases. At short horizons the bias was
found to be constant over time. The bias in longer horizon forecasts displayed
cyclical behaviour, although the cyclical pattern was found to be irregular.
We find evidence of forecast inefficiency at longer forecasts horizons. We find
evidence that the upgrade of a NWP model used as an input to the forecasting
system increased the information content of the forecast, while simultaneously
increasing the size of forecasting mistakes.
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The next chapter applies techniques developed in this chapter to evaluate
multi-horizon demand forecasts in an electricity market.
Chapter 4
Understanding the information content
of multi-horizon electricity demand
forecasts
4.1 Introduction
Australia’s National Electricity Market (NEM) is characterized by some of
the most volatile wholesale spot prices in the world; see Weron (2014) for
an overview. This huge network - the geographically longest in the world
(Hurn et al., 2016), is facing threats to the security of domestic energy supply
going forward. Increasing prices, infrastructure challenges, and environmental
targets have raised sufficient concern to trigger a Governmental review of the
future of the NEM due to report in 2017. The preliminary report released in
December 2016 highlights the difficulties of forecasting consumer demand for
electricity as one of the challenges to be faced (AEMC, 2015a).
The current wholesale electricity market for the NEM determines spot pricing
through a market determined demand and supply spot market, with prices de-
termined for every 5 minute interval. At 12:30pm each day generators provide
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a bid of a segmented supply curve (with up to 10 separable price points) for the
day commencing at 4:30am the following day. The Australian Electricity Mar-
ket Operator matches the aggregated supply curve from the market with their
estimate of market demand to produce a price signal. The estimated demand
and price signals are fed back to the suppliers. Electricity markets differ from
other commodity markets in that supply and demand must be instantaneously
matched at each point in time, yet the commodity is non-storable. The major-
ity of electricity generation capacity is provided by generators that have large
fixed costs and low marginal costs. During periods of high demand additional
capacity is met by generators that have increasingly higher marginal costs.
Aggregating the supply curves of individual electricity generators reveals a
market supply curve that is convex and steeply sloping; see for example the
figures given in Hurn et al. (2016). Given the microeconomic fundamentals
of this market, even a small unanticipated increase in demand, loss of supply,
or both, can lead to a relatively large price increases. The frequency of large
price increases in the NEM has led some market participants to suggest that
electricity generators use their market power to increase price by strategically
changing their offer to supply very close to when demand is realised. Several
official inquires have produced only mixed evidence that generators possess
market power and no evidence that generators engage in strategic behaviour
by manipulating their offers to supply electricity (AEMC, 2013, 2015b).
However, there are some unique features of the Australian bidding process
which theoretically lead to incentives for collusion. The first is that the 5
minute spot price is not the price realized by the wholesale generators. In-
stead they receive a half-hour average of these 5 minute prices. Second, the
generators - who each bid supply - are able to alter the quantities (but not
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prices) or their supply bids up to the 5 minute period prior to dispatch. This
feature is unique to Australian markets. The only stipulation with regards
to changes in supply is a good faith provision whereby initial offers and any
subsequent changes must represent a genuine willingness to supply electricity
at the nominated quantity and price. 1
When the bids submitted by generators are provided in good faith they should
represent the best available information about the supply conditions during
each trading interval. Similarly, when AEMO’s demand forecasts are efficient
they should represent the best available information about the demand condi-
tions during each trading interval. By matching the best available supply and
demand information, price expectations during pre-dispatch should represent
the best available information about price during each trading interval. The
price expectations published by AEMO as part of the pre-dispatch process
have been shown to contain significant bias and frequently underestimated
actual spot price outcomes (Zainudin et al., 2015). Zainudin et al. (2015) con-
clude that the bias evident in pre-dispatch prices may be evidence of strategic
supply side behaviour by the electricity generators.
This chapter investigates whether demand side information contained in the
pre-dispatch process can explain these biased price expectations by evaluating
the demand forecasts produced by AEMO for each trading interval. Draw-
ing on the framework introduced in Chapter 3 of this thesis we apply the
state space framework for forecast revision evaluation to the AEMO demand
forecasts available to the markets. We find some evidence that the demand
forecasts published by AEMO are biased, as well as significant evidence of
1From 2016 ‘late rebids’ conducted in the 15 minutes prior to dispatch are required to
retain documentation to rationalise their reasons for changes in supply. This process has
not yet been tested.
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forecast inefficiency. We present stylised facts on the information content of
electricity demand forecasts and suggest that it is the pre-dispatch period,
rather than the length of the forecast horizon, that plays the largest role in
determining forecast information content.
The importance of this finding is that it points to the need to address both sides
of the market in determining where better market outcomes can be achieved.
While there is no doubt that there is considerable evidence that theoretically
there may be incentives for suppliers in this market to behave strategically,
there is, to our knowledge, no previous investigation of the means by which
short-term revisions in demand conditions are incorporated into the market.
This paper shows that there are demonstrable challenges to the market from
the inefficiencies in demand-side forecasting.
4.2 Data
4.2.1 Structure of the pre-dispatch process
Figure 4.1 illustrates the relationship between calendar days, NEM trading
days, trading intervals, and the pre-dispatch process. The electricity trading
day begins at 4:01am each calendar day and runs until 4:00am the following
calendar day. The trading day is divided into 48 half-hourly trading intervals
with each trading interval further divided into 6 dispatch intervals of 5 minutes
duration. We define electricity demand Dt,τ where t indexes the trading day
and τ = 0430 to 0400 indexes the end of each half hourly trading interval.
The black line in Figure 4.1 represents the trading day and the 48 half hourly
trading intervals. Demand Dt,2100 for 9:00pm on day t has been identified for
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illustrative purposes. At the commencement of each dispatch interval AEMO
observes demand and calls on generators along the aggregate supply curve, up
until the point where demand and supply intersect, to dispatch the amount of
electricity in their bid. The price during each dispatch interval is determined
by the marginal generator’s bid. AEMO then determines the spot price paid
to generators by calculating the average price over the 6 dispatch intervals
during the trading interval.
The pre-dispatch process for each trading day occurs at 12:30pm on the day
before trading. Updated information from AEMO is relayed to the market
every half hour throughout the trading day. For each of the pre-dispatch peri-
ods AEMO produces electricity demand forecasts for the half-hourly trading
intervals.
To capture the pre-dispatch structure we define electricity demand forecasts
produced on the day before trading day t as Dˆt,τ |t−1,j where t indexes the
trading day, τ = 0430 to 0400 indexes the end of each half hourly trading
interval, and j indexes the time of the pre-dispatch process. The blue lines
in Figure 4.1 represent the 79 pre-dispatch processes for each trading day.
There is an overlap between the time the pre-dispatch process for trading day
t begins and the end of the pre-dispatch process for trading day t − 1. We
find it convenient to deal with these pre-dispatch process separately, and our
notation makes this clear.
Demand forecast Dˆt,τ |t−1,2100, produced at 9:00pm on day t− 1 has been iden-
tified for illustrative purposes. AEMO continues to revise their demand fore-
casts every half hour throughout the trading day for each of the remaining
half-hourly trading intervals. We define electricity demand forecasts produced
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during trading day t as Dˆt,τ |t,j where the indexing is the same as defined above.
The demand forecast Dˆt−1,τ |t−1,1200, produced at 12:00pm on day t − 1, and
demand forecast Dˆt,τ |t,1200, produced at 12:00pm on day t, have been identified
for illustrative purposes.
As the pre-dispatch process commences on the day before trading, and runs
throughout the trading day, demand forecasts for dispatch periods later in the
trading day undergo more revisions than demand forecasts for trading periods
earlier in the trading day. For instance, forecasts of Dt,0430, demand during
the first trading interval of the trading day, are revised 31 times between the
release of Dˆt,0430|t−1,1230, at the time of the initial pre-dispatch process, and
the release of Dˆt,0430|t−1,0400 at 04:00am, just prior to the commencement of
the trading day. Forecasts of Dt,0400, demand during the final trading interval
of the trading day, are revised 78 times following the release of Dˆt,0400|t−1,1230,
at the time of the initial pre-dispatch process, and the release of Dˆt,0400|t,0330
at 03:30am, just prior to the final trading interval of the trading day.
4.2.2 Forecast performance
We obtained from AEMO demand data for all half-hourly trading intervals
from July, 2011 to July 2015 and demand forecasts produced as part of the
corresponding pre-dispatch processes. This section uses mean absolute per-
centage error (MAPE) values to compare the performance of demand fore-
casts for all dispatch periods, produced during all of the pre-dispatch periods.
MAPE is calculated as
100× |(Dˆt,τ |t,j −Dt,τ )|/Dt,τ . (4.1)
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Heat maps in Figure 4.2 to Figure 4.8 present the MAPE values for these fore-
casts, and suggest that performance is related to both the time at which the
forecasts are produced and the horizon at which the forecasts are generated.
MAPE values show a similar intra-daily patterns across the week2. The week-
days have lower MAPE values, indicating higher forecast performance; possi-
bly because electricity use patterns are more consistent during these periods.
The highest intra-daily MAPE values, indicating lower forecast performance,
occur from 12:00pm until around 7:00pm. On Wednesday and Friday higher
MAPE values persist until later in the evening.
MAPE is likely to be influenced by the dispatch period being forecast, as well
as the pre-dispatch period in which the forecast is produced. We expect MAPE
to be higher at longer forecast horizons and to decline as the forecast horizon
becomes shorter. This is property is implied by forecast rationality and has an
intuitive appeal as we expect forecasts to contain more information at shorter
forecast horizons.
Focusing on the forecasts for the Monday trading day in Figure 4.2, a move-
ment from a long to a short forecast horizon is represented as a movement
from left to right across the rows. The top row shows the 32 forecasts that are
produced for the first dispatch interval of the trading day. The bottom row
shows the 79 forecasts that are produced for the last dispatch interval of the
trading day. The horizontal pattern of MAPE values from left to right across
Figure 4.2 to Figure 4.8 broadly indicate that MAPE declines as the forecast
horizon becomes shorter.
2Relatively high MAPE(%) values are observed during the first trading interval of Friday
and during the middle of the day on Saturday and Sunday. We have confirmed that these
apparent anomalies are a characteristic of the raw data, and not based on an error made
during data cleaning or MAPE calculations. We leave further interpretation of this result
for future work.
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The vertical pattern of colour changes in Figure 4.2 to Figure 4.8 indicate
that forecasts produced during the same pre-dispatch process have a similar
decline in MAPE. One explanation for why the time of pre-dispatch matters
for forecast performance could be that information available to forecasters is
lumpy. That is, demand forecasts are produced half-hourly to update the pre-
dispatch process regardless of whether new information is available. From a
practical perspective information relevant to market conditions over several
trading intervals may only arrive at specific periods throughout the day. For
example, weather forecasts, used as predictors in electricity load forecasting
models, may be updated by meteorologists at a lower frequency than the half
hourly pre-dispatch forecast revisions.
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4.3 Method
We evaluate AEMO’s electricity demand forecasts using the state-space ap-
praoch to multi-horizon forecast evaluation developed in Chapter 3.
First, we estimate the level of non-zero trend in the pre-dispatch electricity
demand forecasting error using a process analogous to equations 3.32 to 3.34,
where forecasting error is calculated as
et,τ |t,j = Dt,τ − Dˆt,τ |t,j. (4.2)
Any non-zero trend in the pre-dispatch electricity demand forecasting error is
then extracted from the forecast variables.3.
Next, we use our model of multi-horizon forecasts to evaluate the unbiased pre-
dispatch demand forecasts. Our most general model assumes that forecasts
contain rational and implicit components
Dˆt,τ |t,τ−h = D˜t,τ + νt,τ |t,τ−h + ζt,τ |t,τ−h (4.3)
where the conditioning on t, τ − h, for h ≥ 0 corresponding to the half-hourly
pre-dispatch intervals, indicates that the forecast components are horizon spe-
cific.
When equation (4.3) is cast in state space form the measurement equation
describes the multi-horizon forecasts and the target variable
yt = [Dˆt,τ |t,τ−h, . . . , Dˆt,τ |t,τ−1, Dt,τ ]
′ (4.4)
in terms of a dynamic representation of the target variable, rational forecasting
error, and implicit forecasting error, as follows
3The unbiased forecasts are defined by Dˆt,τ |t,j − βˆt,τ |t,j , where βˆt,τ |t,j is the trend in
et,τ |t,j
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yt =
[
Z1 Z2 Z3
] ·
 D˜t,τν ′t,τ |t,τ−h
ζ ′t,τ |t,τ−h
 (4.5)
where D˜t,τ is a dynamic representation of the target variable, νt,τ |t,τ−h is hori-
zon specific rational forecasting error, and ζt,τ |t,τ−h is horizon specific implicit
forecasting error. The matrices {Z1,Z2,Z3} are 1(h+1),
[
Ih
0
]
, and
[
Ih
0
]
.
The state equation describes the dynamics of the forecast components, as
follows  D˜t,τν ′t,τ |t,τ−h
ζ ′t,τ |t,τ−h
 =
T1 0 00 T 2 0
0 0 T 3
 ·
 D˜t−1,τν ′t−1,τ |t−1,τ−h
ζ ′t−1,τ |t−1,τ−h

+
R1 R2 00 −U · diag(R2) 0
0 0 diag(R3)
 ·
 ηξ,t,τη′ωh,t,τ
η′ζh,t,τ
 (4.6)
where T1 = 1, T 2 = T 3 = 0h, and 0h are conformably defined null matri-
ces. The selection matrix R describing the dynamics of the state equation
disturbance terms where R1 = σξ and R2 = [σωh , σωh−1 , . . . σω1 ] together form
the standard deviation of the innovations associated with the dynamic rep-
resentation of the target variable, U is an upper triangular matrix of ones,
R3 = [σζh , σζh−1 , . . . σζ1 ] are standard deviations of the implicit innovations.
Finally, η ∼ i.i.d. N(0, 1).
4.4 Results
We focus on evaluating electricity demand forecasts produced during the last
eight pre-dispatch processes prior to each of the 48 trading intervals during
each of trading day of the week. This constrains the extent of the prob-
lem, although future work will expand this horizon. Evaluating eight forecast
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horizons for each trading interval of each day of the week represents 2,688
individual forecasts per week. Examining such a large number of forecasts
allows us to explore the influence of daily and weekly seasonality on forecast
performance. Slicing the data in this way is likely to be important as the
parameters of electricity demand forecasting models are often estimated sep-
arately for individual trading periods (Taieb and Hyndman, 2014; Black and
Henson, 2014; Fan and Hyndman, 2012; Ramanathan et al., 1997).
We examine demand forecasts using the rational and rational-implicit mod-
elling frameworks. Forecast rationality requires that forecasts variance be less
than the variance of the target variable. This assumption underpins the ra-
tional component of our model. Prior to estimating the models we compared
the variance of forecasts at each horizon to the variance of the target variable.
The variance of AEMOs pre-dispatch electricity demand forecasts during most
pre-dispatch intervals exceeds the variance of actual demand for almost all dis-
patch periods. This suggests that the rational model of multi-horizon forecasts
would be a poor fit for the data. Our empirical investigations established that
this was indeed the case. Consequently, the rational model of multi-horizon
forecasts will not be discussed further and the remainder of the chapter deals
with the rational-implicit model.
The results section proceeds as follows. In subsection 4.4.1 we present evidence
that AEMO demand forecasts for some dispatch periods contain forecast bias.
In subsection 4.4.2 we examine the information content of the pre-dispatch
process using estimates of the rational forecasting error component.
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4.4.1 Forecast bias
Figure 4.9 presents two examples of bias estimates in forecasts for the Monday
trading day: early morning (4:30am to 8:00am) and late evening (8:30pm to
10:00pm). Forecasts for these 16 trading intervals contain a higher amount of
bias than other periods during the Monday trading day. A similar pattern is
seen for bias estimates in the forecasts for the trading intervals during other
days of the week (see Appendix D).
AEMO produce alternative demand forecast scenarios to evaluate how sensi-
tive their price forecasts are to changes in demand based around scenarios of
+/- 200 megawatts. Our results show that bias in the forecasts for several
trading intervals between 4:30am and 12:00pm is estimated to be larger than
200 megawatts. While bias is largely absent in forecasts during the afternoon
and early evening, bias is estimated to increase again after 9:00pm until the
end of the trading day. There also appears to be a seasonal pattern in the bias
estimates. Bias in the forecasts for the morning trading intervals is highest
during the warmer months and largely absent during the cooler months. Bias
in the forecasts for the late evening trading intervals is highest during the
warmest and the coolest months of the year.
4.4.2 Information content
We estimate two models: rational; and rational-implicit. The variance of
AEMOs pre-dispatch electricity demand forecasts during most pre-dispatch
intervals exceeds the variance of actual demand for almost all dispatch periods.
This suggests that the rational model of multi-horizon forecasts would be a
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(a)
(b)
Figure 4.9: Two examples of bias estimates in electricity demand forecasts for
the Monday trading day.
Notes to Figure 4.9: Data are from the Australian Energy Market Operator (AEMO). AEMO produce half-hourly
electricity demand forecasts as part of the pre-dispatch process commencing at 12:30pm on the day prior to trading. The
forecasts being evaluated are for the News South Wales region of the National Electricity Market (NEM), over the period
July 3, 2011, to July 31, 2015. Bias as reported here is the state component estimate from a local linear trend model
applied to forecasting error et,τ|t,j ≡ Dˆt,τ|t,j −Dt,τ , where j = τ − i, for i = 1, . . . , 8.
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poor fit for the data. This was indeed the case.
Figures 4.10 to 4.14 show that the time of pre-dispatch plays a larger role
in determining the information content of forecast revisions than the horizon
at which the forecast is produced. The information content of forecast revi-
sions, as recorded on the y-axis, is the estimated standard deviation of rational
forecast revisions σωi from the rational-implicit model scaled by the standard
deviation of the corresponding target variable series
√
Var(Dt,τ ). Scaling σωi
in this way allows us to compare different τ trading intervals throughout the
electricity trading day as well as different days of the week. We define this
scaled variable as Sσωi . We expect the variability of the forecasts to increase
as they get revised with new information. Recall that σωi represents the vari-
ability of the rational forecast revision between horizon h = i and h = i − 1.
Therefore the lines Sσω1 to Sσω7 represent the information content introduced
during the pre-dispatch process.
The x-axis refers to the time of the pre-dispatch process, not the trading
interval, and so indicates the time that the information content is realised.
Prior to 07:00am the length of the forecast horizon appears to be the main
factor determining the information content of the forecast revisions. This is
evident from the spread of the lines representing the different forecast horizons.
At 07:00am the lines for all forecast revisions except Sσν7 bunch together until
around midday. This suggests that the information content of the forecast
revisions during the morning pre-dispatch periods are similar for all trading
intervals, regardless of the length of the forecast horizon. After midday the
lines separate again suggesting the forecast horizon once again becomes the
main factor determining the information content of forecasts. The Sσωi lines
once again bunch together during late afternoon and into the evening as the
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information content is again determined by the pre-dispatch period in which
the revisions are occurring.
While there are some differences in the amount of information content across
the days of the week the pattern of information content throughout the day
appears broadly similar.
4.4.3 Market design — Policy Implications
The results of this investigation into the demand side forecasting component of
the electricity market strongly suggest that there are gains to be made here as
well as those posited on the supply side of the market. Inefficient demand fore-
casts introduce error into the pre-dispatch price expectations, and will thereby
contribute to the problems in delivering reliable, well-priced supply smoothly.
The presence of biased demand forecasts provide an alternative, not neces-
sarily mutually exclusive, explanation for the presence of biased pre-dispatch
price expectations. As far as we are aware this is the first examination of the
performance of the pre-dispatch demand-side forecasting for the purposes of
price determination, and the results so far indicate that it is worthy of further
investigation in refining the market operation of the NEM in Australia.
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4.5 Conclusion
This chapter provides an illustration of the real-world applications where the
forecast revision assessment methodology developed in Chapter 3 of this the-
sis can be usefully implemented to extract information about the sources of
updated information, and in this case how this may impact on important
market outcomes. The wholesale price of electricity is of great importance to
the successful operation of the economy, both for producers and households,
all of whom consume electricity, and to governments tasked with maintaining
security and reliability of supply, as well as meeting potentially competiting
environmental and investment aims. In future work we aim to consider how
the information from the demand and supply side can take advantage of the
evolution of information in the revisions from both sides to improve outcomes
in this market. The aim is to contribute to the the current enquiries on means
to improve market design for electricity production in Australia, and improve
our understanding of how information is incorporated into these markets.
Chapter 5
Conclusion
This thesis has examined the role of weather data in economic forecasts. A
particular focus is the role of multi-horizon meteorological forecasts. Multi-
horizon weather forecasts serve as a useful illustration of our broader research
question: what can we learn from the revision structure of multi-horizon fore-
casts? Our focus on evaluating meteorological weather forecasts, and forecasts
that use weather as an input, serves to highlight some of the challenges of ex-
ploiting The New Climate-Economy Literature for economic decision making.
In Chapter 2 we provided an illustration of how weather variables can be
used to improve sales forecasts. Our findings illustrate how the uncertainty
in meteorological weather forecasts may lead to a reduction in the accuracy
of forecasts that use weather variables as predictors. The implication of this
finding is that real-time data constraints are a concern for forecast models that
use weather variables as an input. Specifically, the uncertainty contained in
weather forecasts may dilute much of their explanatory power when used in
economic forecasting models.
Chapter 3 outlines our proposed model of multi-horizon forecasts. We explain
112
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how this model can be used as a unified framework for forecast evaluation.
A particular focus of this chapter is explaining how existing test-based ap-
proaches to forecast evaluation nest as a special case of our approach, and as
such our approach offers complementary insights. The approach to forecast
evaluation we propose is flexible enough to detect multiple sources of fore-
casting error. These sources of error indicate the forecast information content
and the forecast inefficiency at each horizon. Knowledge of horizon specific
information content and forecast efficiency will be valuable for end users of
forecasts, particularly when forecasts from multiple horizons may be utilised
for decision making.
In Chapter 4 we apply the forecast evaluation approach developed in Chapter
3 to multi-horizon forecasts of electricity demand. The findings in this appli-
cation illustrate that the forecast information content may depend not only
on the horizon at which the forecasts are made, but also the time at which the
forecasts are made. The relevance of the time of day is likely due to the infre-
quent updating of inputs to the forecasting model. The updating of inputs to
a forecasting model, such as when newly available weather forecasts are used
to update electricity demand forecasts, may occur at a lower frequency than
the updating of the forecasts of interest. This insight is important for fore-
cast users as well as those responsible for producing the forecasts. Forecasters
who have a better understanding of the information content of their forecast
revisions will be in a better position to evaluate the contribution of inputs to
their forecasting model, particularly inputs that are infrequently updated.
Forecast evaluation is a multifaceted issue. This thesis makes two main contri-
butions to the literature on forecast evaluation. First, we propose a method-
ology for illuminating multiple sources of forecasting error, and modelling the
114
structure of forecasting error along the forecast horizon. Second, we propose
a novel measure of horizon specific forecast information content. Knowledge
of how forecast information content evolves along the forecast horizon is im-
portant to forecast users, as this facilitates decision making at the optimal
forecast horizon. Knowledge of horizon specific forecast information content
is important for forecast practitioners, particularly when forecasts contain ex-
ogenous variables, as this knowledge may lead to a greater understanding of
the predictability of the target variable at each forecast horizon.
The empirical focus of this thesis has been on the role of weather in economic
forecasting. At the outset, we suggest that The New Climate-Economy Lit-
erature is ripe for exploitation by economic forecasters. Our results highlight
some of the opportunities, and some of the challenges, of using weather fore-
casts for economic decision making. In conclusion, we suggest that the forecast
evaluation methodology proposed in Chapter 3 of this thesis will have wider
applications. We offer our model based approach to forecast evaluation as a
method with which to examine the efficiency of all forecasts subject to later
revision.
Appendix A
Selected Proofs
115
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This appendix provides a formal connection between our model based approach
to multi-horizon forecast evaluation and the variance covariance bound test
approach to multi-horizon forecast evaluation proposed by Patton and Tim-
mermann (2012). A description of the variables contained in our model is
provided in Table A.1.
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A.1 Rational model
The following propositions show that multi-horizon forecasts that are char-
acterised by the rational model satisfy all ten of the variance and covariance
bound properties proposed by patton2012forecast.
Proposition 1 The variance of rational forecasts should be non-increasing as
the forecast horizon increases.
Proof : Using the definition of a rational forecast from Table A.1 the variance
of a rational forecast at horizon s is σ2ε +
∑H−1
i=s σ
2
νi
. Suppose we increase the
forecast horizon from s to l. The variance of the rational forecast at horizon l
is σ2ε +
∑H−1
i=l σ
2
νi
≤ σ2ε +
∑H−1
i=s σ
2
νi
, for all H ≥ l > s.
Proposition 2 The variance of rational forecasting error should be non-decreasing
as the forecast horizon increases.
Proof : Using the definition of a rational forecasting error from Table A.1 the
variance of rational forecasting error at horizon s is
∑s−1
i=0 σ
2
νi
. Suppose we
increase the forecast horizon from s to l. The variance of rational forecasting
error at horizon l is
∑l−1
i=0 σ
2
νi
≥∑s−1i=0 σ2νi , for all l > s.
Proposition 3 The variance of rational forecast revisions between a short
horizon forecast and a long horizon forecast should be non-decreasing as the
longer forecast horizon increases.
Proof : Using the definition of a rational forecast revision from Table A.1 the
variance of a rational forecast revision from horizon m to horizon s is
∑m−1
i=s σ
2
νi
.
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Suppose we increase the longer forecast horizon from m to l. The variance of a
rational forecast revision from horizon l to horizon s is
∑l−1
i=s σ
2
νi
≥∑m−1i=s σ2νi ,
for all l > m > s.
Proposition 4 The covariance between rational forecasts and the target vari-
able should be non-increasing as the forecast horizon increases.
Proof : Using the definition of a rational forecast and the definition of the
target variable from Table A.1 the covariance between a rational forecast at
horizon s and the target variable is σ2ε +
∑H−1
i=s σ
2
νi
. Suppose we increase the
forecast horizon from s to l. The covariance between a rational forecast at
horizon l and the target variable is σ2ε +
∑H−1
i=l σ
2
νi
≤ σ2ε +
∑H−1
i=s σ
2
νi
, for all
H ≥ l > s.
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Proposition 5 The covariance between rational forecasts produced at two dif-
ferent forecast horizons should be non-increasing as the longer horizon in-
creases.
Proof : Using the definition of a rational forecast from Table A.1 the covari-
ance between a rational forecast at horizon s and a rational forecast at horizon
m is σ2ε +
∑H−1
i=m σ
2
νi
. Suppose we increase the longer forecast horizon from m
to l. The covariance between a rational forecast at horizon s and a rational
forecast at horizon l is σ2ε +
∑H−1
i=l σ
2
νi
≤ σ2ε +
∑H−1
i=m σ
2
νi
, for all H ≥ l > m > s.
Proposition 6 The variance of a rational forecast revision between a short
horizon forecast and a long horizon forecast should be bounded by twice the
covariance between the target variable and the rational forecast revision between
the short horizon forecast and long horizon forecast.
Proof : Using the definition of a rational forecast revision and the definition of
the target variable from Table A.1 the variance of a rational forecast revision
from horizon l to horizon s is
∑l−1
i=s σ
2
νi
and the covariance of the target variable
and the rational forecast revision from horizon l to horizon s is
∑l−1
i=s σ
2
νi
.
Therefore the condition
∑l−1
i=s σ
2
νi
≤ 2∑l−1i=s σ2νi is trivially satisfied for all l > s.
Proposition 7 The variance of a rational forecast revisions between a long
horizon forecast and a medium horizon forecast should be bounded by twice the
covariance between a rational short horizon forecast and the rational forecast
revision between the long horizon forecast and medium horizon forecast.
Proof : Using the definition of a rational forecast revision and the definition of
a rational forecast from Table A.1 the variance of a rational forecast revision
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between horizon l to horizon m is
∑l−1
i=m σ
2
νi
and the covariance between a
rational forecast at horizon s and the rational forecast revision between horizon
m and horizon s is
∑l−1
i=m σ
2
νi
. Therefore the condition
∑l−1
i=m σ
2
νi
≤ 2∑l−1i=m σ2νi
is trivially satisfied for all l > m > s.
Proposition 8 The covariance between rational forecasting error and the tar-
get variable should be non-decreasing as the forecast horizon increases.
Proof : Using the definition of rational forecasting error and the definition of
the target variable from Table A.1 the covariance between the target variable
and rational forecasting error at horizon s is
∑s−1
i=0 σ
2
νi
. Suppose we increase
the forecast horizon from s to l. The covariance between the target variable
and a rational forecasting error at horizon l is
∑l−1
i=0 σ
2
νi
≥ ∑s−1i=0 σ2νi , for all
l > s.
Proposition 9 The covariance between a rational short horizon forecast and
the rational forecast revision between a longer horizon forecast and the short
horizon forecast should be non-decreasing as the longer forecast horizon in-
creases.
Proof : Using the definition of a rational forecast revision and the definition of
a rational forecast from Table A.1 the covariance between a rational forecast
at horizon s and a rational forecast revision between horizon m and horizon
s is
∑m−1
i=s σ
2
νi
. Suppose we increase the longer forecast horizon from m to
l. The covariance between a rational forecast at horizon s and a rational
forecast revision between horizon l and horizon s is
∑l−1
i=s σ
2
νi
≥∑m−1i=s σ2νi , for
all l > m > s.
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Proposition 10 The covariance between forecasting error from a long horizon
forecast and the rational forecast revision between a long horizon forecast and
a short horizon forecast should be non-decreasing as the longer forecast horizon
increases.
Proof : Using the definition of a rational forecast revision and the defini-
tion of a rational forecasting error from Table A.1 the covariance between a
rational forecasting error from horizon m and a rational forecast revision be-
tween horizon m and horizon s is
∑m−1
i=s σ
2
νi
. Suppose we increase the longer
forecast horizon from m to l. The covariance between a rational forecast-
ing error at horizon l and the revision between horizon l and horizon s is∑l−1
i=s σ
2
νi
≥∑m−1i=s σ2νi , for all l > m > s.
A.2 Rational-Implicit model
The following propositions show the conditions under which multi-horizon fore-
casts that are characterised by the rational-implicit model may satisfy the
variance and covariance bound properties proposed by patton2012forecast.
Proposition 11 Under certain conditions the variance of rational-implicit
forecasts should be non-increasing as the forecast horizon increases.
Proof : Using the definition of a rational-implicit forecast from Table A.1 the
variance of a rational-implicit forecast at horizon s is σε +
∑H−1
i=s σ
2
νi
+ σ2ζs .
Suppose we increase the forecast horizon from s to l. The variance of the
rational-implicit forecast at horizon l is σ2ε +
∑H−1
i=l σ
2
νi
+σ2ζl ≤ σ2ε +
∑H−1
i=s σ
2
νi
+
σ2ζs , if and only if
∑l−1
i=s σ
2
νi
≥ σ2ζl − σ2ζs , for all l > s.
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Proposition 12 Under certain conditions the variance of rational-implicit
forecasting error should be non-decreasing as the forecast horizon increases.
Proof : Using the definition of a rational-implicit forecasting error from Table
A.1 the variance of rational-implicit forecasting error at horizon s is
∑s−1
i=0 σ
2
νi
+
σ2ζs . Suppose we increase the forecast horizon from s to l. The variance of the
rational-implicit forecasting error at horizon l is
∑l−1
i=0 σ
2
νi
+σ2ζl ≥
∑s−1
i=0 σ
2
νi
+σ2ζs ,
if and only if
∑l−1
i=s σ
2
νi
≥ σ2ζs − σ2ζl , for all l > s.
Proposition 13 Under certain conditions the variance of a rational-implicit
forecast revision between a short horizon forecast and a long horizon forecast
should be non-decreasing as the longer forecast horizon increases.
Proof : Using the definition of a rational-implicit forecast revision from Table
A.1 the variance of a rational-implicit forecast revision between horizon m and
horizon s is
∑m−1
i=s σ
2
νi
+ σ2ζm + σ
2
ζs
. Suppose we increase the longer forecast
horizon from m to l. The variance of a rational-implicit forecast revision
between horizon l and horizon s is
∑l−1
i=s σ
2
νi
+σ2ζl +σ
2
ζs
≥∑m−1i=s σ2νi +σ2ζm +σ2ζs ,
if and only if
∑l−1
i=m σ
2
νi
≥ σ2ζm − σ2ζl , for all l > m > s.
Proposition 14 The covariance between rational-implicit forecasts and the
target variable should be non-increasing as the forecast horizon increases.
Proof : Using the definition of a rational-implicit forecast and the definition of
the target variable from Table A.1 the covariance between a rational-implicit
forecast at horizon s and the target variable is σ2ε +
∑H−1
i=s σ
2
νi
. Suppose we
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increase the forecast horizon from s to l. The covariance between a rational-
implicit forecast at horizon l and the target variable is σ2ε +
∑H−1
i=l σ
2
νi
≤ σ2ε +∑H−1
i=s σ
2
νi
, for all l > s.
Proposition 15 The covariance between rational-implicit forecasts produced
at a short horizon and a long horizon should be non-increasing as the longer
horizon increases.
Proof : Using the definition of a rational-implicit forecast from Table A.1 the
covariance between a rational-implicit forecast at horizon s and a rational-
implicit forecast at horizon m is σ2ε +
∑H−1
i=m σ
2
νi
. Suppose we increase the
longer forecast horizon from m to l. The covariance between a rational-
implicit forecast at horizon s and a rational-implicit forecast at horizon l is
σ2ε +
∑H−1
i=l σ
2
νi
≤ σ2ε +
∑H−1
i=m σ
2
νi
, for all l > m > s.
Proposition 16 Under certain conditions the variance of a rational-implicit
forecast revision between a long horizon forecast and a short horizon forecast
may be bounded by twice the covariance between the target variable and the
rational-implicit forecast revision between the long horizon forecast and short
horizon forecast.
Proof : Using the definition of a rational-implicit forecast revision and the
definition of the target variable from Table A.1 the variance of a rational-
implicit forecast revision between horizon l and horizon s is
∑l−1
i=s σ
2
νi
+ σ2ζs +
σ2ζl and the covariance betweeen the target variable and the rational-implicit
forecast revision between horizon l and horizon s is
∑l−1
i=s σ
2
νi
. Therefore the
condition
∑l−1
i=s σ
2
νi
+σ2ζs +σ
2
ζl
≤ 2∑l−1i=s σ2νi is satisfied if and only if ∑l−1i=s σ2νi ≥
σ2ζs + σ
2
ζl
, for all l > s where s is fixed.
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Proposition 17 Under certain conditions the variance of a rational-implicit
forecast revision between a long horizon forecast and a medium horizon forecast
should be bounded by twice the covariance between a rational-implicit short
horizon forecast and the rational-implicit forecast revision between the long
horizon forecast and medium horizon forecast.
Proof : Using the definition of a rational-implicit forecast revision and the def-
inition of a rational-implicit forecast from Table A.1 the variance of a rational-
implicit forecast revision between horizon l and horizon m is
∑l−1
i=m σ
2
νi
+σ2ζm +
σ2ζl and the covariance between a rational-implicit forecast at horizon s and
the rational-implicit forecast revision between horizon m and horizon s is∑l−1
i=m σ
2
νi
. Therefore the condition
∑l−1
i=m σ
2
νi
+ σ2ζm + σ
2
ζl
≤ 2∑l−1i=m σ2νi is sat-
isfied if and only if
∑l−1
i=m σ
2
νi
≥ σ2ζm + σ2ζl , for all l > m where m is fixed.
Proposition 18 The covariance between rational-implicit forecasting error
and the target variable should be non-decreasing as the forecast horizon in-
creases.
Proof : Using the definition of rational-implicit forecasting error and the def-
inition of the target variable from Table A.1 the covariance between the tar-
get variable and rational-implicit forecasting error at horizon s is
∑s−1
i=0 σ
2
νi
.
Suppose we increase the forecast horizon from s to l. The covariance be-
tween rational-implicit forecasting error and the target variable at horizon l is∑l−1
i=0 σ
2
νi
≥∑s−1i=0 σ2νi , for all l > s.
Proposition 19 The covariance between a rational-implicit short horizon fore-
cast and the rational-implicit forecast revision between a longer horizon forecast
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and the short horizon forecast should be non-decreasing as the longer forecast
horizon increases.
Proof : Using the definition of a rational-implicit forecast revision and the
definition of a rational-implicit forecast from Table A.1 the covariance between
a rational-implicit forecast at horizon s and a rational-implicit forecast revision
between horizon m and horizon s is
∑m−1
i=s σ
2
νi
+ σ2ζs . Suppose we increase the
longer forecast horizon from m to l. The covariance between a rational-implicit
forecast at horizon s and a rational-implicit forecast revision between horizon
l and horizon s is
∑l−1
i=s σ
2
νi
+ σ2ζs ≥
∑m−1
i=s σ
2
νi
+ σ2ζs , for all l > m > s.
Proposition 20 Under certain conditions the covariance between a long hori-
zon rational-implicit forecasting error and the rational-implicit forecast revi-
sion between the long horizon forecast and a short horizon forecast should be
non-decreasing as the longer forecast horizon increases.
Proof : Using the definition of a rational-implicit forecast revision and the
definition of a rational-implicit forecasting error from Table A.1 the covariance
between a rational-implicit forecasting error from horizon m and a rational-
implicit forecast revision between horizon m and horizon s is
∑m−1
i=s σ
2
νi
+ σ2ζm .
Suppose we increase the longer forecast horizon from m to l. The covariance
between a rational-implicit forecasting error from horizon l and a rational-
implicit revision between horizon l and horizon s is
∑l−1
i=s σ
2
νi
+σ2ζl ≥
∑m−1
i=s σ
2
νi
+
σ2ζm , if and only if
∑l−1
i=m σ
2
νi
≥ σ2ζm − σ2ζl , for all l > m > s.
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B.1. PARAMETER ESTIMATES FOR SUB-SAMPLES OF THE
MAXIMUM DAILY TEMPERATURE FORECAST SERIES. 128
B.1
Table B.1: Parameter estimates for sub-samples of the maximum daily tem-
perature forecast series, Melbourne Australia.
Panel A Panel B
Feb 1, 2009 May 22, 2012
to May 21, 2012 to Dec 31, 2014 Summer Winter
Parameters Est. s.e. Est. s.e. Est. s.e. Est. s.e.
Rational Revisions σω13 0.03 (0.02) 0.04 (0.03) 0.01 (0.44) 0.04 (0.01)
σω12 0.45 (0.05) 1.10 (0.09) 1.05 (0.08) 0.47 (0.05)
σω11 0.44 (0.04) 0.80 (0.11) 0.81 (0.10) 0.36 (0.05)
σω10 0.48 (0.04) 0.81 (0.10) 0.85 (0.09) 0.37 (0.05)
σω9 0.49 (0.04) 0.85 (0.09) 0.86 (0.08) 0.42 (0.05)
σω8 0.64 (0.04) 1.30 (0.07) 1.26 (0.07) 0.63 (0.04)
σω7 0.93 (0.04) 1.67 (0.06) 1.63 (0.06) 0.90 (0.09)
σω6 3.56 (0.11) 3.01 (0.09) 4.11 (0.11) 2.34 (0.07)
Implicit Errors σζ14 0.81 (0.03) 1.54 (0.06) 1.55 (0.06) 0.71 (0.03)
σζ13 0.75 (0.03) 1.37 (0.06) 1.39 (0.05) 0.66 (0.03)
σζ12 0.74 (0.02) 1.35 (0.06) 1.34 (0.06) 0.69 (0.03)
σζ11 0.72 (0.03) 1.33 (0.06) 1.31 (0.05) 0.68 (0.03)
σζ10 0.69 (0.03) 1.31 (0.06) 1.28 (0.05) 0.67 (0.03)
σζ9 0.59 (0.03) 1.14 (0.06) 1.11 (0.06) 0.57 (0.03)
σζ8 0.46 (0.04) 0.62 (0.11) 0.67 (0.09) 0.37 (0.05)
σζ7 0.02 (0.01) 0.04 (0.06) 0.06 (0.04) 0.08 (0.89)
Akaike Info Criterion 74,244 73,372
Logarithmic likelihood -37,089 -36,653
Panel C
Feb 1, 2009 May 22, 2012
to May 21, 2012 to Dec 31, 2014
Summer Winter Summer Winter
Parameters Est. s.e. Est. s.e. Est. s.e. Est. s.e.
Rational Revisions σω13 0.08 (0.24) 0.04 (0.02) 0.02 (0.15) 0.05 (0.02)
σω12 0.54 (0.07) 0.32 (0.04) 1.41 (0.13) 0.60 (0.08)
σω11 0.56 (0.06) 0.29 (0.05) 1.03 (0.16) 0.43 (0.09)
σω10 0.59 (0.07) 0.34 (0.04) 1.06 (0.15) 0.40 (0.09)
σω9 0.61 (0.06) 0.33 (0.04) 1.10 (0.14) 0.51 (0.08)
σω8 0.80 (0.05) 0.42 (0.04) 1.66 (0.11) 0.83 (0.06)
σω7 1.10 (0.06) 0.72 (0.04) 2.11 (0.09) 1.09 (0.06)
σω6 4.42 (0.16) 2.45 (0.09) 3.69 (0.14) 2.18 (0.08)
Implicit Errors σζ14 1.01 (0.04) 0.55 (0.03) 2.04 (0.09) 0.88 (0.05)
σζ13 0.97 (0.04) 0.47 (0.02) 1.83 (0.09) 0.83 (0.05)
σζ12 0.92 (0.04) 0.53 (0.02) 1.76 (0.09) 0.85 (0.04)
σζ11 0.89 (0.04) 0.50 (0.03) 1.71 (0.09) 0.85 (0.05)
σζ10 0.86 (0.04) 0.49 (0.03) 1.67 (0.09) 0.84 (0.05)
σζ9 0.74 (0.04) 0.42 (0.03) 1.46 (0.09) 0.72 (0.05)
σζ8 0.56 (0.06) 0.33 (0.04) 0.79 (0.17) 0.42 (0.09)
σζ7 0.07 (0.03) 0.06 (0.06) 0.13 (0.12) 0.12 (0.26)
Akaike Info Criterion 70,931
Logarithmic likelihood -35,400
Notes to Figure B.1: Standard errors are in parentheses. Data are from Stern and Davidson (2015) and include
t = 2, 160 maximum daily temperature observations (degrees Celsius) and q × t = 14× 2, 160 meteorological forecasts of
maximum daily temperature produced at horizons h = 1 day to h = 14 days out from the observation date. The forecasts
yˆt|t−h are bias adjusted, where the bias follows a local linear trend process. The three alternative models of multi-horizon
forecasts we consider are rational-implicit models (yˆt|t−h = y˜t + νt|t−h + ζt|t−h) with time varying parameters. The
time varying parameter models we consider are: Panel A) separate parameters before and after the upgrade of a new
Numerical Weather Prediction model on May 22, 2012, used as an input to the forecast generation process; Panel B)
separate parameters for summer months, assumed to begin on September 21, and winter months assumed to begin on
March 21, roughly corresponding with spring and autumn equinoxes, respectively; Panel C) separate parameters for
summer months and winter months before and after May 22, 2012. Comparing AIC values for these three models we
conclude that the data is best characterised by the rational-implicit model with separate parameters for summer months
and winter months before and after May 22, 2012. Parameter σωh is the standard deviation of the rational forecast
revision between horizon h + 1 and horizon h. Parameter σζh
is the standard deviation of the implicit forecasting error
component at horizon h. During the summer months parameter estimates σωh show higher variability in rational forecast
revisions relative to variability in rational forecast revisions during the winter months. We interpret this parameter as the
increase in information content due to forecast revisions. Higher variability in the rational forecast revisions over the
summer months reflects higher variability in the maximum daily temperature observation series over the summer months.
Parameter estimates σω7 to σω12 during both summer and winter months show a higher rate of information accumulation
after an upgrade to one of the models used as an input to the forecasts on May 22, 2012, relative to the period before this
upgrade occurred. Parameter estimates σζ7 to σζ12 also increase after May 22, 2012 indicating an increase the amount of
implicit error in the forecasts at these horizons.
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PERFORMANCE, BY FORECAST
HORIZON
129
130
F
ig
u
re
C
.1
:
M
on
d
ay
el
ec
tr
ic
it
y
tr
ad
in
g
d
ay
:
—
M
A
P
E
(%
)
h
ea
t
m
ap
of
d
em
an
d
fo
re
ca
st
p
er
fo
rm
an
ce
,
b
y
fo
re
ca
st
h
or
iz
on
.
131
F
ig
u
re
C
.2
:
T
u
es
d
ay
el
ec
tr
ic
it
y
tr
ad
in
g
d
ay
—
M
A
P
E
(%
)
h
ea
t
m
ap
of
d
em
an
d
fo
re
ca
st
p
er
fo
rm
an
ce
,
b
y
fo
re
ca
st
h
or
iz
on
.
132
F
ig
u
re
C
.3
:
W
ed
n
es
d
ay
el
ec
tr
ic
it
y
tr
ad
in
g
d
ay
—
M
A
P
E
(%
)
h
ea
t
m
ap
of
d
em
an
d
fo
re
ca
st
p
er
fo
rm
an
ce
,
b
y
fo
re
ca
st
h
or
iz
on
.
133
F
ig
u
re
C
.4
:
T
h
u
rs
d
ay
el
ec
tr
ic
it
y
tr
ad
in
g
d
ay
—
M
A
P
E
(%
)
h
ea
t
m
ap
of
d
em
an
d
fo
re
ca
st
p
er
fo
rm
an
ce
,
b
y
fo
re
ca
st
h
or
iz
on
.
134
F
ig
u
re
C
.5
:
F
ri
d
ay
el
ec
tr
ic
it
y
tr
ad
in
g
d
ay
—
M
A
P
E
(%
)
h
ea
t
m
ap
of
d
em
an
d
fo
re
ca
st
p
er
fo
rm
an
ce
,
b
y
fo
re
ca
st
h
or
iz
on
.
135
F
ig
u
re
C
.6
:
S
at
u
rd
ay
el
ec
tr
ic
it
y
tr
ad
in
g
d
ay
—
M
A
P
E
(%
)
h
ea
t
m
ap
of
d
em
an
d
fo
re
ca
st
p
er
fo
rm
an
ce
,
b
y
fo
re
ca
st
h
or
iz
on
.
136
F
ig
u
re
C
.7
:
S
u
n
d
ay
el
ec
tr
ic
it
y
tr
ad
in
g
d
ay
—
M
A
P
E
(%
)
h
ea
t
m
ap
of
d
em
an
d
fo
re
ca
st
p
er
fo
rm
an
ce
,
b
y
fo
re
ca
st
h
or
iz
on
.
Appendix D
ESTIMATES OF BIAS IN
ELECTRICITY DEMAND
FORECASTS
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Figure D.1: Monday electricity trading day, 04:30 to 10:00 — estimates of bias
in the demand forecasts.
139
Figure D.2: Monday electricity trading day, 10:30 to 16:00 — estimates of bias
in the demand forecasts.
140
Figure D.3: Monday electricity trading day, 16:30 to 22:00 — estimates of bias
in the demand forecasts.
141
Figure D.4: Monday electricity trading day, 22:30 to 04:00 — estimates of bias
in the demand forecasts.
142
Figure D.5: Tuesday electricity trading day, 04:30 to 10:00 — estimates of bias
in the demand forecasts.
143
Figure D.6: Tuesday electricity trading day, 10:30 to 16:00 — estimates of bias
in the demand forecasts.
144
Figure D.7: Tuesday electricity trading day, 16:30 to 22:00 — estimates of bias
in the demand forecasts.
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Figure D.8: Tuesday electricity trading day, 22:30 to 04:00 — estimates of bias
in the demand forecasts.
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Figure D.9: Wednesday electricity trading day, 04:30 to 10:00 — estimates of
bias in the demand forecasts.
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Figure D.10: Wednesday electricity trading day, 10:30 to 16:00 — estimates
of bias in the demand forecasts.
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Figure D.11: Wednesday electricity trading day, 16:30 to 22:00 — estimates
of bias in the demand forecasts.
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Figure D.12: Wednesday electricity trading day, 22:30 to 04:00 — estimates
of bias in the demand forecasts.
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Figure D.13: Thursday electricity trading day, 04:30 to 10:00 — estimates of
bias in the demand forecasts.
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Figure D.14: Thursday electricity trading day, 10:30 to 16:00 — estimates of
bias in the demand forecasts.
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Figure D.15: Thursday electricity trading day, 16:30 to 22:00 — estimates of
bias in the demand forecasts.
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Figure D.16: Thursday electricity trading day, 22:30 to 04:00 — estimates of
bias in the demand forecasts.
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Figure D.17: Friday electricity trading day, 04:30 to 10:00 — estimates of bias
in the demand forecasts.
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Figure D.18: Friday electricity trading day, 10:30 to 16:00 — estimates of bias
in the demand forecasts.
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Figure D.19: Friday electricity trading day, 16:30 to 22:00 — estimates of bias
in the demand forecasts.
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Figure D.20: Friday electricity trading day, 22:30 to 04:00 — estimates of bias
in the demand forecasts.
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Figure D.21: Saturday electricity trading day, 04:30 to 10:00 — estimates of
bias in the demand forecasts.
159
Figure D.22: Saturday electricity trading day, 10:30 to 16:00 — estimates of
bias in the demand forecasts.
160
Figure D.23: Saturday electricity trading day, 16:30 to 22:00 — estimates of
bias in the demand forecasts.
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Figure D.24: Saturday electricity trading day, 22:30 to 04:00 — estimates of
bias in the demand forecasts.
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Figure D.25: Sunday electricity trading day, 04:30 to 10:00 — estimates of
bias in the demand forecasts.
163
Figure D.26: Sunday electricity trading day, 10:30 to 16:00 — estimates of
bias in the demand forecasts.
164
Figure D.27: Sunday electricity trading day, 16:30 to 22:00 — estimates of
bias in the demand forecasts.
165
Figure D.28: Sunday electricity trading day, 22:30 to 04:00 — estimates of
bias in the demand forecasts.
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