This paper quantifies the performance of the core part of voice driven web using free and open source speech engine; the speech engine which is very high computation demanding, it consists of Automatic Speech Recognition (ASR) and Text To Speech (TTS). Two open source programs, Sphinx-4 and FreeTTS-1.2.2 are used for ASR and TTS respectively. These two programs are executed on 2 different hardware multicore processors with 4 hyperthreaded cores, and 8 cores respectively. The response time with respect to the load variance and the number of cores is measured and predicted using a linear regression model. The results show that, the response time is linear with respect to the input length, this property can be used to directly predict the response for any input length. Moreover, though the response time and the speed up increases as the number of cores increases, the regression coefficients and number of threads reveal that ASR benefits from multicore. The speedup factor for ASR is 1.56 for 8 cores. However for FreeTTS, though being sequential the speed up from the program itself is insignificant, there is about 1. 43 speedup for 8 cores, that comes from the system's contribution. Our findings show that the generalization of the results for multicore processor does not apply to hyperthreading. This paper presents the investigation that is useful for educators, researchers, and applications' developer in voice based applications 'domain.
INTRODUCTION
Nowadays voice based-application are emerging very fast, there exists many voice-based application from different vendors that are not open to researchers. Therefore it becomes difficult to know what is behind scene. For that reason, we investigate free and open source voice engines in order to better understand voice application's phenomenon. Generally, there are three main architectures for Voice driven web; the first architecture uses prerecording to render the information, and the server plays back the recordings. The interaction between server and terminal is done through Dual Tone Multi Frequency (DTMF) and/or ASR (Automatic Speech Recognition). This is a user friendly approach since one uses recordings from humans. However, this architecture is not suitable when the information is updated frequently due to almost impossible and tedious recording work [1] . The second architecture consists of ASR as well as TTS (Text To Speech) that are implemented on the server side. Where, the server performs all speech processing; this server-based processing permits fast processing and consequently fast response time. This architecture is scalable because it simplifies the introduction of new components such as hardware resources, adding new services, and applying load balancing thus putting fewer requirements on the terminals The third architecture performs all of the ASR and TTS processing on the terminal instead of server side and the traffic between the server and the terminal are only text messages over the network instead of voice as it is for the previous architectures. This architecture is limited to smart phones that can handle ASR and TTS, and it requires installations of ASR and TTS on the terminal. ASR and TTS are by nature computational demanding; hence when they are implemented on the handheld device the performance decreases due to limited computational capability of the latter. The architecture tradeoffs show that the architecture that implements ASR and TTS on the server side has better performance [2] .
Voice driven web should provide real-time communication and handle many client requests simultaneously. Therefore, it requires huge processing resources. For this reason, the second architecture which is server-based speech processing has been found promising if it is implemented in an appropriate server environment.
The speech engine is highly computational demanding, and multicore processors are necessary. As far as this paper is concerned, the performance of speech engine is studied where ASR and TTS are executed on multicore processors with shared memory. In this paper, the performance metric is the response time of ASR and TTS. We will measure the response time on two different multicore processors. Based on these measurements we will build a performance prediction model. The predicted response time as a function of the input load length is derived according to linear regression model; the response time as a function of the number of cores is also investigated. Voice driven web like any other voice application can be developed using open source ASR and TTS. In this paper, we use free and open source, Sphinx-4 and FreeTTS-1.2.2. The rest of the paper is structured as follows; the second section presents background, motivations, implications of this study, and related work. The third section clarifies the research methodology. The fourth section presents results. The fifth section discusses results and their contributions; and study validity. The sixth section draws conclusion and provides recommendations.
BACKGROUND 2.1 Concept overview
Voice driven web is a Voice XML based application that provides automated interaction condition for callers to retrieve information from web through telephone keypad or speech recognition. The architecture of voice driven web has three main parts; (1) a voice browser that interact directly with the terminal, (2) a speech technology server, i.e., ASR that recognize the input speech from the end-user and TTS that reads the content of the web in response to the end-user request, and (3) the back end which is composed of a web proxy and the World Wide Web (www). ASR and TTS are the most computationally demanding parts in voice driven web. Hence, implementing this part on powerful processing hardware would improve the overall response time which is a crucial factor for the quality of voice driven web systems.
In 2008, there existed two and four cores machines, some experts believe that by 2017 embedded processors could support 4,096 cores, server CPUs might have 512 cores and desktop chips could use 128 cores [5] .To select the appropriate hardware architecture, performance evaluation of different candidates is vital. In this paper, the performance of ASR/TTS on multicore processor architectures is evaluated. We also attempt to predict the performance for a large number of cores. The performance is evaluated as the response time. The response time for ASR is the time taken to recognize a certain audio input until we get the text output, whereas for TTS, it is the time taken to get audio output from a certain text input. In voice driven web, the response time is influenced by network/ communication delays, and speech processing delays. In this paper, we focus on evaluating speech processing. If we assume that the network is good enough to carry the voice, the response time of the voice driven web can be estimated based on the ASR and TTS response times. We use open source speech recognition named Sphinx-4 [6] . It is a state-of-the-art continuous-speech, and speaker-independent systems based on hidden Markov (HMM) decoded using the frame synchronous Viterbi algorithm [7] . It has also N-gram language models. Sphinx-4 is distributed under an academic BSD-style license. The code and binaries are free for commercial and non-commercial use. We also use open source text to speech named FreeTTS. It is based on CMU's Flite, which is derived from the Festival and the FestVox project, from Carnegie Mellon University [3] . FreeTTS is also released under a BSD license. The ideas behind choosing Sphinx-4 and FreeTTS to conduct this study are; (1) portability because they are portable entirely written in Java and are flexible, adjustable to the extent that they can be edited and configured to fit the user requirements, (2) the software is free and easily available. The investigation of the speech engine as open source on multicore processor helps the researchers and developers to adapt to new hardware technology.
Related work
In [8] , the authors studied fine-grained application concurrency in a HMM-based inference engine for large vocabulary continuous speech recognition (LVCSR). They measured the performance based on Intel core i-7 and GTX280 NVIDIA processors. Sphinx-4 that also uses HMM and Viterbi algorithm is studied. In [9] , Yoshizawa et al. proposed a scalable architecture for realtime speech recognizers based on word hidden Markov models (HMMs). This architecture architecture effectively uses parallel computations on the word HMM structure.
A performance model for multicore environments has been studied in [10] where Chen et al. presented an online technique for estimating the performance and the power consumption of interacting processes in multi-programmed and multicore environments. Willie et al. compared the performance of FreeTTS which is implemented in Java, and C. They used a dual core processor for their experimentation. The authors found that FreeTTS that is developed in Java performs better than in C in terms of fast response time and algorithm modifications becomes easier [11] . The same authors studied the performance of Sphinx-4, they explained the framework and properties of Sphinx-4, and they presented preliminary performance measures on a dual core processor [6] . In [12] , Adve came up with a simple deterministic model for parallel program performance prediction, using deterministic values to represent mean task times including communication. This model can be used to quantify and understand program performance, and to predict the impact of system and program changes. In [13] , the authors studied how to predict the performance of multicore on Solaris containers, using linear regression. They come up with optimistic results where the correlation between response time and the number of CPUs and number of threads is linear in logarithmic space. Across literature, the performance prediction of ASR and TTS for multicore processor with high number of cores has not been studied. Sphinx-4 and FreeTTS were particularly studied on dual core processor. Whereas in this paper, we study the performance of those on dual quad core and Intel core i-7. We provide performance evaluation of the speech engine, i.e., ASR and TTS. We measure the response time, the speedup, the CPU utilization, and number of threads. The measurement is conducted on different number of cores are done on different hardware. Moreover, the response time as a function of input load is measured and prediction is derived based on linear regression.
METHODOLOGY 3.1 Experiment setup
In the experiment, we use CMU Sphinx-4 automatic speech recognition, which is an open source speech recognizer developed by Carnegie Melon University (CMU) [14] . Sphinx-4 has two packages, the bin which is enough for creating application, and the source which is modifiable and containing the test part to fix bugs after modifying the code. The packages are downloadable under sourceforge repository, statistics shows that 3285 downloads are done until 23 rd of August 2013. We also use FreeTTS 1.2.2 which is also an open source text to speech which is built on CMU's flite, FreeTTS has three downloadable packages which are bin, source and test [4] [12] . The bin package is sufficient for creating application, but if you like to modify code then source is the correct package to use. If it happens to make change to code, test package will help to fix bugs and regression that might introduced during changes. Downloads under source forge repository show that 438 downloads have been done until 26 th April, 2013. The statistics for both FreeTTS and Sphinx-4 show how much these open sources are popular in the speech application domain. The following equipment is used in this experiment: (1) Intel Core i-7-2620M / 2.7 GHz, 8GB RAM, dual-core with hyperthreading of two threads per core, i.e., 4 logical cores. It runs the Ubuntu operating system 12.10 LTS, 32 bits. (2) Intel(R) Xeon(R) E5335 @ 2.00GHz dual quad core, 16 GB RAM, with 8 cores without hyperthreading, which runs Ubuntu 12.10 LTS, 64 bits. We isolated the ASR/TTS servers and measured the response time for different loads. The CPU utilization and the number of threads are also measured. In this experiment, the input to the ASR is a continuous audio file with fifteen spoken digits during 8 seconds; the utterances are separated by silences [15] . This audio has similar characteristics as a typical speech from a user; this audio is recorded in a native speaker voice. The text that is used in this experiment, is the first five chapters of Alice's Adventures in Wonderland by Lewis Carroll [16] . It is a text of 70 minutes. We have chosen this text, because it was first used by the pioneer of FreeTTS for testing. The initial length for FreeTTS is the first five chapters of Alice Adventure, it is about 10900 words. For a matter of varying the length of input load, we linearly concatenated up to 9 times the initial. The highest load is 10900*9= 98100 words. The initial audio load for ASR is 80 seconds audio length. We vary the load by concatenating initial load until 9 times, i.e., the highest load is 80*9= 720 seconds. At every increase of load we run it 100 times in order to measure the average response time. We use the Jvisualvm profiling tool for examining CPUs utilization, memory consumption and thread of the application [17] . Figure 1 shows ASR recognition that is used in the experiment. ASR main parts are feature extractor, hidden Markov and Viterbi decoding. Viterbi decoding is the most computation demanding part. The decoding uses the frame synchronous Viterbi algorithm, which is described in Figure 2 . An example of this decoding is described in Figure 3 , where the word "one" is decoded. In Figure 3 , for each state with more than one connection, Viterbi scores the state with the probability of the most probable connection. Then it keeps a backpointer to which state it is connected to. For example at time t=3, 0.06 is selected as the maximum probability the rest is pruned away. The pruning process follow beamwidth threshold, and the garbage collector helps in that, i.e., the pruner removes the terminal token and identifies the token and any unshared tokens that are unused. Then the garbage collector reclaims the associated memory [6] . Threads are used to score each state probability at each time frame. Each core executes a thread. The size of the thread pool for scoring states is set dynamically according to the number of available cores. The processing of TTS is done in sequence with the following main steps; text normalization, linguistic analysis, lexical analysis, prosody generation, speech synthesis [11] .
ASR and TTS architecture

Linear regression Performance Modeling
As described in the previous section, the maximum number of cores considered in the experiment is 8 cores. Based on the experimental results, we want to predict the performance of ASR/TTS for higher input load and higher number of cores. To do that, we have to apply a fitting function to the experimental results and extend the pattern for further input value. The linear regression is a well-known simple fitting function [18] . Therefore we use linear regression to extrapolate the experimental results. Linear regression fits a straight line through data to determine the slope and intercept with the y-axis. Using the linear regression method we get the least square regression line (LSRL) that is given in Equation 1 [19] . In the context of this paper, LSRL helps us to predict the response time with respect to input length.
( ) f x a b x i i i (1) In this case, f(x) is a dependent variable that represents the response time that is predicted based on the independent variable x which represents the input length; a is a regression constant and b is the regression coefficient and it is also the average change in the dependent variable for a unit change in the independent variable. The index i represents the number of cores.
Here, y i is the measured response time on i cores. After finding the regression equation, the coefficient of determination that helps to check how well this equation fits the data is given in Equation 5 . The coefficient of determination R 2 ranges from 0 to 1; as its value increases as the dependent variable can be better predictable from the independent variable. R 2 = 1 represents perfect correlation between the variables in question, while R 2 = 0 represents no correlation [19] .
Besides R 2 , the Mean Squared Error (MSE) is also used to measure the precision between measured and predicted values based on regression method. When the measured and predicted values are more strongly correlated, MSE tends to approach zero.
Where n is the number of cores, ŷ is the predicted response time. 
RESULTS
Figure 4 (i) shows an overview of the model; the inputs are different load length, number of cores, and the ASR/TTS case, the output from the model is the predicted response time. Equation 2 represents the output; and it is composed of two components a and bx that contribute to the response time and the speed. The response time is predicted in two dimensions. Figure 4 (ii) shows a matrix which would contain the response time in two dimensions; vertically, we have the response time as a function of the input length, and horizontally we have the response time as a function of the number of cores. Scenario 1 is the experiment on Intel xeon dual quadcore. Tables 1 and 2 show the regression parameters values for ASR and TTS respectively. Figures 5(i, ii) show the response time for ASR and TTS, it is the time that it takes to get the audio output from a text. The response time for ASR, is the time that it takes to get the text as output of an audio file. The figures show also the linear regression fitting line with respect to measured data; these lines are the predicted response times. Scenario 2 uses the same procedure as Scenario 1 on Intel core i-7. Tables 3 and 4 show the regression parameters' values. Figure 6 and 7 are the results from JvisualVM for the ASR and TTS respectively. Figure 6 shows an example of typical ASR parallel scoring threads when 4 cores are enabled. We can see that the self-time of the concurrent method, i.e., java concurrent .Future Task which is composed of 4 parallel ThreadedAcousticScorer threads consume 100% of the CPU time that is used to complete the total work. Figure 7 shows a TTS example of threads' repartition according to CPU time consumption. The main thread handles all the work in a sequential manner. Under hot spot method, we see that, the IdentityHashMap method takes the highest percentage of CPU time.
Initially, when we run on a single core, we have 11 threads in TTS, 10 of those are for java virtual machine (JVM) functionality, i.e., they are not part of TTS program. Attach Listener, Thread-1 for audio output, Service Thread, C2 CompilerThread1, C2 CompilerThread0, Signal Dispatcher, Finalizer, Reference Handler, VM thread, VM periodic thread. Those threads do not consume significant CPU time. Another thread is the main thread and it is the actual thread of TTS.
It sequentially executes the program code. As the number of cores increase, we get additional threads that run in parallel; those are garbage collectors which are inherently parallel. Garbage collector contributes very little to the speed up of the program. The total threads number follows the Equation 7.
Where x is the total number of thread and i is CPUs number Initially, ASR runs on a single core with 9 threads for java virtual machine (JVM) functionality; Attach Listener, Service 
Where x is total number of thread and i is number of CPUs. Figure 6 shows an example of typical parallel scoring threads when 4 cores are enabled, how many times the threads have been invoked during the runtime. If we take a look in table 3 and 4, the "b" values, the relative speed up of the response time on Intel core i-7 is not following any trends, hence not easy to predict with respect to number of cores. Therefore we consider the relative speed up measured on Intel Xeon dual quad core where some conclusions can be drawn. The speed up measurements shows trends that could be predicted. In Table 6 and 7, at every input length, the relative speed up is normalized in a sense that the response time for one enabled core is said to be 1. This response time is divided by the response time for each more enabled cores. Values in Table 6 and 7 are given by equation 9. The response time for one core is expected to be the highest and the one for the 8 cores is expected to the smallest.
(Li,1C)
iC is number of enabled cores; Li is input length. Table 5 shows the number of threads for ASR and TTS with respect to number of cores. The CPU utilization on Intel-xeon is given in Figure 8 . As a matter of representation, the CPU utilization shown in Figure 8 is for the smallest and for the biggest input length. For both ASR and TTS, the CPU utilization does not change significantly for different input load length on the same number of cores. Instead it decreases as the number cores increases (see Figure 8 ). 
DISCUSSIONS
In ASR, the scoring of Viterbi algorithm is done in parallel, where at each time frame each HMM state is scored by a thread. The threads are generated with respect to the number of enabled cores (see Table 5 ). Moreover, the garbage collector which is important during pruning where it reclaims the memory at each path pruned out is also processed in parallel with all available cores. In TTS, all steps are processed in sequence. However, the garbage collector that helps to manage the memory is processed in parallel with all available cores. This garbage collector contributes almost 2 % to the total work. Figures 5 (i, ii, iii, iv) show that the response time for both ASR and TTS is linear as a function of the input length. The experiment conducted on Intel core i-7 processor shows that when we enable 2 cores from different physical cores the execution time significantly decreases compare to enabling two hyperthreads on the same core. Keeping in mind that we have two physical cores and 2 hyper threads per each, this makes 4 logical cores on this processor. However, when we enable two cores that belong to same physical core, the execution time is similar as if only one core is enabled. Consequently, when three cores and four cores are enabled, we get the same execution time as if only 2 physical cores are enabled. In the worst case as observed in Figure  5 (i), when three and four cores are enabled, this adds overhead; hence introduce more delay to the response time. We observe that the execution time for ASR on 4 cores is higher that even on a single core. This is due to contention of shared resources when the parallel part tries to execute on separate logical cores in parallel. It is seen that hyperthreads share resources, for Intel core i-7, L1 cache and L2 cache are shared by hyperthreads that belong to the same physical core.
Furthermore, hyperthreads that belong to different physical cores share L3 cache. The speed up as shown by the slope value "b" in Table 4 , decreases for almost a half from one core to four cores. The hyperthreading does not affect TTS because TTS executes sequentially, the execution time seems to be almost the same no matter how many cores or hyperthread are enabled. The value of "b" in Table 3 , shows that the average speedup is about 26 %, i.e., for 3.37 seconds on one logical core to 2.80 seconds for four logical cores. This is Amdahl's law, whereby the speed up of a program depends on how much parallel it is [20] . The part that increases threads is the garbage collector and this count almost 1.7 % to 2 percent of the whole work to be done. In this paper, neither ASR, though it has some parallel part, nor TTS benefits from hyperthreading. The main performance bottleneck is the access to the memory, whereby two virtual cores, i.e. hyperthreads contend to share L1 cache of 32 KB. Therefore this prevents taking advantage of enabling hyperthreading for these particular applications.
The results of ASR from Intel-xeon dual quadcore, shows that the number of threads that are generated, follows the number of enabled cores. This is shown in Table 5 . The slope of the response time is shown in Table 1 and in Figure 5 (ii). The slope (b value) shows the average speed up, it is about 1.54, from 1.28 to 0.83 for one and eight enabled cores respectively. Table 6 shows the normalized speed up, where we have the average of 1.56 for eight enabled cores. Both results from regression model and normalization tell us that the speedup is generally about 1.55, if we average both results. Consider the number of threads for ASR in Table 5 and the slope "b" in Table 1 . At one core increase we see two threads increase, the garbage collector that counts for 2 to 3 percentage of the total work. The Scoring threads contribute to the speed up significantly. However, the speedup does not grow that fast as expected instead it slowly increases but gradually. There is about 7 % speed up at each core increase.
Though we cannot give strict conclusion based on CPU utilization only. It can help us to investigate and understand more the behavior of our programs. The CPU utilization in Figure 8 decreases from 100 % to 31% from 1 core to 8 cores shows that ASR consumes for example 31 % of 8 available cores. Additionally, the average speed up is from both regression and normalization is about 1.55 for 8 cores. Therefore, we can generalize our performance model to more cores; i.e., the right part of the matrix in Figure 4 (ii). Increasing one core corresponds to 7 % speed up increase.
Moreover, based on the fitting line it is straightforward to predict the response time on the basis of exclusively multicore processors with hyperthreading disable or without it at all. This can be done for any input length for ASR when the number of cores varies from 1 up to 8. This corresponds to the lower left part of the matrix under the shaded part in Figure 4 (ii).
About TTS, the speed up as the slope "b" shows in Table 2 is averagely 1. 36, from 4.54 to 3.33 for one and eight enabled cores respectively. Table 7 shows the normalized relative speed up that stays constant as the number of cores increases. The relative normalized speed up is about 1.50. The speed up from regression and from normalization is averaged to 1.43. The CPU utilization that goes from 100% for one core to 17% for 8 cores, i.e., cores are not exploited as much as ASR does because ASR has a parallel part. However like ASR, as Figures 5(iii, iv) shows, the execution time for TTS increases linearly as the input length increases.
Comparing ASR and TTS, even though ASR has a parallel part, the speed up is slow. Obviously, as expected the speed up is better than for TTS. However, TTS also has a small speed up increase, i.e., OS, java virtual machine threads and the garbage collector contribute to that speed up. To validate the study, the precision measures R2 and MSE are used. In our case; the R2 is almost one and MSE is close to zero. This shows a strong correlation between the measured results and the predicted results. (See Tables 1 to 4) . Furthermore, for the sake of time synchronization, during response time measurement, we used the time obtained from time command in Linux; as well as real wall clock time. In order to explore more the behavior of ASR and TTS on multicore processor, the CPU utilization (see Figure 8 ), the normalized relative speed up and the number of threads with respect to enabled cores are also measured.
The relation between results of measured and predicted is observed from analysis of variance regression output that shows a good fit between measured and predicted results. Moreover, the prism value computed at 95% level of confidence is far less than 0.05 which value rejects the standard null hypothesis that says that there is no correlation between studied variables. To further validate our study; we used the most common performance metric for voice based application. It is the response time that is measured during the experiment. The same metric is used in predicting model. That model is the linear regression; it is common for predicting model. For the sake of variety, 2 types of multicore processors with different numbers of cores are used in the experiments.
To generalize the performance model, the response time as a function of input length, can be predicted for further length than the experiment range, this is shown by the straight line that indicates the linear increase of the response time as input length grows. Therefore, the linearity of the response time with respect to input length is general for any input length. This generalization is applied on multicore processor that does not apply hyperthreading. E.g., Intel-xeon dual quad core. However, the multicore processor with hyperthreading enabled is not generalizable. As we observed when running experiment on Intel core i-7. To extrapolate the response time for further number of cores, we base our analysis on the number of threads. Generally, the speed up of ASR increases of 7 % at each increase of a core, i.e., one thread for scoring and another for garbage collection. For TTS has found to be sequential, it means that there is no expected speed up for higher number of cores. However, there are some systems 'parts such as java virtual machine and the garbage collector that benefit from cores increase, therefore the total speed up increases.
CONCLUSION
This paper presents a performance evaluation of open source speech recognition and text to speech, i.e., Sphinx-4 and FreeTTS-1.2.2 when these are implemented on multicore processors. The hardware used are, Intel core i-7 quad cores, and Intel-xeon dual quadcore. In order to use the multicore processor economically, ASR and TTS should be investigated and redesigned. Free and open source help in this. The experiment results on Intel core i-7 cannot be generalized because of the hyperthreading which does not add up to the ASR parallel part neither to TTS. In this paper, the generalization can only be done on multicore with no hyperthreading. The measured average response time is studied as a function of the input length and the number of cores. The number of threads, the relative speed up, and CPU utilization are also measured in order to investigate the performance in detail.
The results from the performance model when varying the load length reveals that both ASR and TTS have a linearity property of the response time with respect to the input length; this property tells us that it is relatively easy to generalize the performance model to any input length. The response time from one number of cores to another is described by the changes of the regression equation coefficient, i.e., the slope of the speedup increase. Both ASR and TTS apply garbage collector which is inherently parallel. It counts for almost 2 % of the total work. Moreover, ASR has acoustic scoring part that runs in parallel; the number of threads is always updated dynamically with the number of cores respectively. The speed up is about 7% per one core increase. And this could be used to extrapolate in order to predict for further than experiment range of cores. The speed up increase from the program itself is trivial because the latter is sequential. However, some system's part like OS, java virtual machine thread and garbage collector benefits from the core increase, hence the TTS total response time get a little increase of about 5% at each core increase. In this paper, the generalization is application specific, i.e., Sphinx-4 and FreeTTS -1.2.2. To open source development community, based on the findings, it is important to always update the source code in order to accommodate current technology.
