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Abstract
The fundamental importance of functional differential equations has been recognized in many areas
of mathematical physics, such as fluid dynamics (Hopf characteristic functional equation), quantum field
theory (Schwinger-Dyson equations) and statistical physics (equations for generating functionals and
effective Fokker-Planck equations). However, no effective numerical method has yet been developed to
compute their solution. The purpose of this report is to fill this gap, and provide a new perspective on
the problem of numerical approximation of nonlinear functionals and functional differential equations.
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1 Introduction
In this report we address a rather neglected but very important research area in computational mathematics,
namely the numerical approximation of nonlinear functionals and functional differential equations (FDEs).
FDEs are arise naturally in many different areas of mathematical physics. For example, in the context of
fluid dynamics, the Hopf equation [89]
∂Φ([θ], t)
∂t
=
3∑
k=1
∫
V
θk(x)
i 3∑
j=1
∂
∂xj
δ2Φ([θ], t)
δθk(x)δθj(x)
+ ν∇2 δΦ([θ], t)
δθk(x)
 dx, (1)
was deemed by Monin and Yaglom ([145], Ch. 10) to be “the most compact formulation of the general
turbulence problem”, which is the problem of determining the statistical properties of the velocity and the
pressure fields of Navier-Stokes equations given statistical information on the initial state1. In equation
(1) V ⊂ R3 is a periodic box, θ(x) = (θ1(x), θ2(x), θ3(x)) is a vector-valued test function in a suitable
divergence-free space, and Φ is a nonlinear complex-valued functional known as Hopf functional [89].
Remarkably, with such functional available it is possible to compute any statistical property of the velocity
field that solves the Navier-Stokes equations (see [145]). This is of great conceptual importance: the solution
to one single linear functional differential equation can describe all statistical features of turbulence and there
is no need to refer back to the Navier-Stokes equations. From a mathematical viewpoint the Hopf functional
is basically a time-dependent nonlinear operator in the space of test functions D(Φ) (domain of the operator
Φ) with range in the complex plane (see Figure 1). The operator can be formally defined as a functional
integral
Φ([θ], t) =
∫
Ω
exp
[
i
∫
V
u(x, t;ω) · θ(x)dx
]
P ([u0])D[u0] (2)
1Stanisˇic´ [209] refers to the Hopf equation (1) as the “only exact formulation in the entire field of turbulence” (Ch. 12, p. 233).
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Figure 1: Sketch of the mapping at the basis of the Hopf functional. The domain of the functional Φ,
denoted as D(Φ) is a suitable of space of functions while the range of Φ, denoted as R(Φ), is a subset of
the complex plane C. The approximation space Dm is a subset of D(Φ), which is mapped into Rm.
where u(x, t;ω) is a stochastic solution to the Navier-Stokes equations and P ([u0]) is the probability func-
tional of the random initial state (assuming it exists). Thus, computing the solution to the Hopf equation
(1) is equivalent to compute a (complex-valued) time-dependent nonlinear operator Φ from an equation that
involves classical partial derivatives with respect to space and time variables as well as derivatives with
respect to functions, i.e., functional derivatives δ/δθj(x) [220, 154].
Another example of functional differential equation is the Schwinger-Dyson equation of quantum field
theory [49, 252]. Such equation describes the exact dynamics of the Green functions of a general field
theory, and it allows us to propagate field interactions, either in a perturbation setting [165] (weak coupling
regime) or in a strong coupling regime [212]. The Schwinger-Dyson formalism is also useful in computing
the statistical properties of stochastic dynamical systems. For example, consider Langevin equation
dψ(t)
dt
= G(ψ(t), t) + f(t;ω), (3)
where f(t;ω) is random noise. Define the generating functional [174, 96]
Z([ξ,η]) = Z0
∫
D[ψ]D[β]A([ψ,β]) exp
[∫ t
0
dτ (ξ(τ) ·ψ(τ) + η(τ) · β(τ))
]
, (4)
where Z0 is a normalization constant and
A([ψ,β]) = C([β]) exp
[
−1
2
∫ t
0
dτ∇ ·G(ψ(τ), τ)− i
∫ t
0
dτβ(τ) ·
(
dψ(τ)
dt
−G(ψ(τ), τ)
)]
. (5)
The functional C([β]) in (5) denotes the (known) characteristic functional of the external random noise
f(t;ω). Clearly, if we have available the stochastic solution to (3), then we can construct the functional
Z([ξ,η]) and compute all statistical properties we are interested in. On the other hand, it is straightforward
4
to show that Z([ξ,η]) satisfies the following system of linear FDEs2 (Schwinger-Dyson equations)
1
i
∂
∂τ
δZ
δξk(τ)
= ηk(τ)Z +Gk
(
1
i
δ
δξ(τ)
, τ
)
Z − iDk
([
1
i
δ
δη(τ)
]
, τ
)
Z, (8)
1
i
∂
∂τ
δZ
δηk(τ)
= −ξk(τ)Z + i
n∑
j=1
δ
δηj(τ+)
∂Gk
∂ψj
(
1
i
δ
δξ(τ)
, τ
)
Z, (9)
where
Di([β], τ) =
δC([β])
δβi(τ)
. (10)
The solution to the Schwinger-Dyson equations (8)-(9) is a nonlinear functional (i.e., a nonlinear operator)
Z([ξ,η]) which allows us to compute all statistical properties of the system without any knowledge of the
stochastic process ψ(t;ω) defined implicitly by the stochastic ODE (3). By generalizing (4), it is possible
to derive a functional formalism for any classical field theory or stochastic system. This yields, in partic-
ular, Schwinger-Dyson-type equations for generating functionals associated with the solution to stochastic
partial differential equations (SPDEs). If the SPDE admits an action functional, then the construction of the
generating functional as well as the derivation of the corresponding Schwinger-Dyson equation are rather
straightforward (see [96, 5, 109]).
The usage of functional differential equations grew very rapidly during the sixties, when it became clear
that techniques developed for quantum field theory by Dyson, Feynman, and Schwinger could be applied,
at least formally, to other branches of mathematical physics. The seminal work of Martin, Siggia, and Rose
[136] became a landmark on this subject, since it revealed the possibility of applying (at least formally) quan-
tum field theoretic methods, such as functional integrals and diagrammatic expansions [174, 96, 173, 97],
to classical physics. Relevant applications of these techniques can be found in non-equilibrium statistical
mechanics [96, 174, 173, 97, 58, 117, 217, 218], stochastic dynamics [87, 228, 112], and turbulence theory
[67, 139, 59, 29, 73, 46, 3, 124, 144, 145, 193, 194, 197, 148, 90].
An open question that has persisted over the years is: How do we compute the solution to a functional
differential equation? From the fifties to the eighties, researchers were of course investigating analytical
methods, e.g., based on functional power series [193, 194, 231, 155], functional integrals [109, 127, 177, 51],
transforms with respect to appropriate measures ([145], p. 802), and diagrammatic expansions. More re-
cently, Waclawczyc and Oberlack [162, 232] proposed a Lie group analysis and applied it to the Hopf-
Burgers equation, which represents a step forward toward developing new analytical solution methods.
Specifically, invariant solutions of the Hopf-Burgers equation were found based on the analysis of the in-
finitesimal generator of suitable symmetry transformations. From a numerical viewpoint, recent advances in
computational mathematics – in particular in numerical tensor methods [78] – open the possibility to solve
functional differential equations on a computer. In this report, we will present state-of-the-art mathematical
techniques and numerical algorithms to represent nonlinear functionals and compute the numerical solution
to functional differential equations.
If FDEs are so important, why do they not have a prominent role in computational mathematics? There
are several possible answers to this question. First of all, FDEs are infinite-dimensional equations, in the
2 The expression
Gk
(
1
i
δ
δξ(τ)
, τ
)
(6)
in equations (8) and (9) has to be interpreted in the sense of symbolic operators. For example, in one dimension, ifG (z, t) = z+z2
then
G
(
1
i
δ
δξ(τ)
, t
)
Z =
1
i
δZ
δξ(τ)
− δ
2Z
δξ(τ)2
. (7)
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sense that they are, in principle, equivalent to an infinite-dimensional system of PDEs, or PDEs in an infi-
nite number of variables. This may have understandably discouraged researchers in numerical analysis to
even attempt a numerical discretization. Most schemes proposed so far are based on truncations of infinite
hierarchies of PDEs obtained, e.g, from functional power series expansions [193, 194, 197, 196, 145, 2, 67],
or Lundgren-Monin-Novikov hierarchies [233, 66, 130, 90, 198]. Other approaches are based on a direct
discretization of the functional integral [109, 51, 177, 117] that defines the field theory (e.g. Z in equation
(4)), and its evaluation using Monte Carlo methods, or source Galerkin methods [120, 119]. Dealing with
systems of infinitely many PDEs or very high-dimensional PDEs can indeed be discouraging, but nowadays
it is quite common, for example when discretizing stochastic systems driven by colored random noise or
stochastic partial differential equations (SPDEs) [250, 242, 234, 244, 230]. Another reason why FDEs have
not yet been numerically studied extensively may be due to a lack of awareness of their existence within the
computational mathematics community. Also, there is no universal agreement across scientific disciplines
as to even the basic definition of an FDE. For example, most applied mathematics literature refers to FDEs
as ordinary differential equations with memory or delay terms [241, 7, 80]. In the pure mathematics com-
munity, functional equations have been studied in the context of approximate homeomorphisms (the Ulam
stability problem) [186, 187], or more generally within problems where the unknown is a function, e.g.,
Cauchy or dAlambert functional equations [201]. The physics literature, on the other hand, clearly iden-
tifies FDEs as those equations whose unknown is a functional (i.e., a nonlinear operator) and that involve
partial derivatives with respect to independent variables (e.g., space and time), as well as derivatives with
respect to functions (functional derivatives). These kinds of equations are usually far more challenging than
the functional equations studied by the pure mathematics community, and indeed there are very few general
theorems on the existence and the uniqueness of their solution [80, 63].
In this report we take the physicist viewpoint and consider linear functional differential equations in the
form
∂F ([θ], t)
∂t
= L([θ], t)F ([θ], t) +H([θ], t), F ([θ], 0) = F0([θ]), (11)
where F ([θ], t) is a real or complex-valued functional (time-dependent nonlinear operator in a space of func-
tions), F0([θ]) is a given initial condition, L([θ], t) is a linear operator in the space of nonlinear functionals,
andH([θ], t) is a known forcing functional. The linear operator L([θ], t) usually involves functional deriva-
tives with respect to θ(x) as well as partial derivatives with respect to independent variables, e.g, space and
time coordinates. For example, L([θ], t) could be the linear operator defining the right hand side of equa-
tion (1). We emphasize that the class of equations in the form (11) is very broad as it encompasses FDEs
describing many physical systems, including statistical properties of nonlinear SODEs and SPDEs (e.g.,
Hopf characteristic functional equations [89, 148, 145, 112] or equations for probability density function-
als [73, 15, 46]), functional equations arising in control theory [14], generalized principles of least actions
[225], and functional equations of quantum field theory [252, 95, 174, 97, 96, 117].
To the best of our knowledge, no effective numerical methods have yet been developed to compute the
solution to linear functional differential equations in the form (11), and little has been done for functional dif-
ferential equations in general, despite their fundamental importance in many areas of mathematical physics.
The purpose of this report is to fill this gap and present state-of-the-art mathematical techniques, including
new classes of numerical algorithms, to approximate nonlinear functionals and the numerical solution to
functional differential equations in the form (11) This report is organized in two parts:
1. Approximation of Nonlinear Functionals A nonlinear functional is a particular type of nonlinear op-
erator from a space of functions into a vector space, e.g.,R orC. Therefore, the process of approximat-
ing a nonlinear functional is basically the same as approximating a nonlinear operator [92, 216, 14].
In this report we will present various techniques for nonlinear functional approximation, ranging from
polynomial functional series expansions, to expansions based on stochastic processes, and functional
6
tensor methods. Within the context of polynomial functional series expansions we will discuss in
particular Lagrange interpolation in Hilbert and Banach spaces [134, 183, 181, 17, 4, 28], where the
interpolation “nodes” are functions in a suitable function space. We will also discuss series expan-
sions based on functional tensor methods [78]. This class of methods relies on recent developments on
multivariate function approximation such as canonical polyadic (CP) [188, 18, 113] and hierarchical
Tucker (HT) [8, 77] series expansions.
2. Approximation of Functional Differential Equations A functional differential equation is an equa-
tion whose solution is a nonlinear functional, i.e., a nonlinear operator. The equation usually involves
functional derivatives of such functional and partial derivatives and integrals with respect to indepen-
dent variables. The goal of approximation theory for functional differential equations is therefore to
determine an approximation of such nonlinear functional, e.g., its time evolution given an initial state.
In this report we will discuss new classes of methods that extend classical Galerkin, least-squares,
and collocation techniques to functional differential equations. These methods are based on suitable
representations of the solution functional, e.g., in terms of polynomial functionals or functional tensor
networks.
This paper is organized as follows: In Section 2 we briefly review what nonlinear functionals, func-
tional derivatives and provide useful examples of nonlinear functionals in physics. In Section 3 we address
the approximation of nonlinear functionals and functional derivatives. In particular, we discuss Lagrange
interpolation in spaces of infinite dimensions (function spaces), series expansions in terms of polynomial
functionals, and functional tensor methods such as canonical polyadic and hierarchical Tucker expansions.
In Section 4 we discuss functional differential equations. We begin by presenting several examples of FDEs
and show how they arise in the context of well-known physical theories. In Section 5 we address the problem
of computing the numerical solution to an FDE. Specifically, we introduce infinite-dimensional extensions
of least squares, Galerkin, and collocation methods. Finally, in Section 6 and Section 7 we present numer-
ical results on nonlinear functional approximation and also compute the numerical solution to a prototype
functional advection-reaction problem.
2 Nonlinear Functionals
Let X be a Banach space of functions. A nonlinear functional on X is a nonlinear operator F that takes in
an element θ of X (i.e., a function), and returns a real or a complex number. The functional F usually does
not operate on the entire linear space X but rather on a subset set ofX , which we denote as D(F ) ⊆ X
(domain of the functional). Let us first provide simple examples of nonlinear functionals.
Example 1: Consider
F ([θ]) =
∫ 1
0
x3e−θ(x)dx, θ ∈ D(F ) = C(0)([0, 1]), (12)
where C(0)([0, 1]) is the space of continuous functions in [0, 1].
Example 2 (homogeneous polynomial functional of order n): Consider
Pn([θ]) =
∫ 1
0
· · ·
∫ 1
0︸ ︷︷ ︸
n times
Kn(x1, ..., xn)θ(x1) · · · θ(xn)dx1 · · · dxn, (13)
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where Kn are given kernel functions.
Example 3 (Ginzburg-Landau energy functional): The Ginzburg-Landau theory describes describes phase
transitions and critical phenomena in a great variety of statistical systems ranging from magnetic systems,
to diluted polymers and superconductors [110, 5]. At the basis of the theory is the energy functional
E([φ]) =
∫
R3
[
1
2
(
|∇φ(x)|2 +m2φ2(x)
)
+
λ
4!
φ4(x)
]
dx (14)
where m is the “mass” of the field φ and λ is a coupling constant. In this case, the domain of the functional
E can be chosen as D(E) = C(2)(R3).
Example 4 (Hopf characteristic functional of a Gaussian random field): Consider a scalar Gaussian random
field u(x;ω) defined on a domain V ⊆ R3 it can be shown (see, e.g., [112]) that the Hopf characteristic
functional of such random field is
Φ([θ]) = exp
[
i
∫
V
µ(x)θ(x)dx− 1
2
∫
V
∫
V
C(x,y)θ(x)θ(y)dxdy
]
, (15)
where µ(x) and C(x,y) denote, respectively, the mean and the covariance function of the field u(x;ω).
Analysis of nonlinear functionals in Banach spaces is a well-developed subject [220, 154, 203]. In particu-
lar, the classical definition of continuity and differentiability at a point that holds for real-valued functions
can extended in a more or less straightforward way to nonlinear functionals. For instance, we say that a
functional F ([θ]) is continuous at a point θ(x) ∈ D(F ) if for any sequence of functions {θ1(x), θ2(x), ...}
in D(F )) converging to θ we have that the sequence {F ([θn])} converges to {F ([θ])}, i.e.,
lim
n→∞ |θn(x)− θ(x)| → 0 ⇒ limn→∞ |F ([θn])− F ([θ])| → 0. (16)
The functionals we discussed in Examples 1-4 are all continuous. From the continuity definition (16) it
follows, in particular, that if F ([θ]) is continuous on a compact function space D(F ) then F is bounded.
Example 4: Another example of a continuous functional in D(F ) = C(∞)([−1, 1]) is
F ([θ]) = θ(0)2 +
∫ 1
−1
sin(θ(x))dx. (17)
In fact, consider any sequence of functions {θn} inD(F ). Also choose an integrable function g(x) such that
|θn(x)| ≤ g(x) for all n ∈ N. In these conditions, the Lebesgue dominated convergence theorem applies
and we have
lim
n→∞
∫ 1
−1
sin(θn(x))dx =
∫ 1
−1
sin(θ(x))dx, (18)
i.e.,
θn→θ ⇒ F ([θn])→ F ([θ]). (19)
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2.1 Functional Derivatives
Consider a real or a complex valued functional F defined on the function space D(F ) (domain of the
functional). For simplicity, let us assume that D(F ) is a space of real valued functions θ(x) on the real line.
We say that the functional F is differentiable at θ(x) if the limit
lim
→0
F ([θ(x) + η(x)])− F ([θ(x)])

(20)
exists and it is finite. The quantity (20) is known as Gaˆteaux differential of F in the direction of η(x) (see,
e.g., [220, 203]). Under rather general assumptions such derivative can be represented as a linear operator
[154, 220, 225] acting on η(x). For small  we have
F ([θ(x) + η(x)]) = F ([θ(x)]) + L([θ(x)])η(x) +R1([η(x); θ(x)]), (21)
In this series L([θ(x)]) is a linear operator that sends the function η(x) to a real or a complex number,
while R1 represents a reminder term. It is clear that L([θ(x)]) involves integration with respect to x, since
L([θ])η(x) is a real or complex number. Thus, we look for a representation of L([θ])η(x) in the form
L([θ(x)])η(x) =
∫
δF ([θ])
δθ(x)
η(x)dx, (22)
where the kernel function δF ([θ])/δθ(x) is a functional of θ and a function of x. At this point it is convenient
to establish a parallel between functionals and functions inm variables. Recall that the differential of a scalar
field f(a1, .., am) in the direction n̂ = (n1, ..., nm) is the scalar product of the gradient∇f and n̂, i.e.,
dfn̂ = ∇f · n̂. (23)
By analogy, δF ([θ])/δθ(x) in equation (22) can be considered as an infinite-dimensional gradient, known
as first-order functional derivative of F with respect to θ(x).
The next question is: how do we compute such functional derivative? A possible way is to use the
definition (20) and a compactly supported class of test functions, e.g., functions that are nonzero only in a
small neighbor Ix(r) of radius r centered at x. Such functions could be compactly supported elements of a
Dirac delta sequence (see Figure 2), or even a delta function itself. This allows us to write
δF ([θ(x)])
δθ(x)
= lim
,r→0
F ([θ(x) + α(x)])− F ([θ(x)])

∫
Ix(r)
α(y)dy
(24)
In particular, if we set α(y) = δ(x − y) then the denominator in (24) simply reduces to , yielding the
formula
δF ([θ])
δθ(x)
= lim
→0
F ([θ(y) + δ(x− y)])− F ([θ(y)])

. (25)
Functional derivatives of higher order can be defined in a similar manner. For example, the second order
functional derivative of F is
δ2F ([θ])
δθ(x)δθ(y)
=
d
d
[
δF ([θ(z) + δ(z − y)])
δθ(x)
]
=0
. (26)
Note that (26) is a function and x and y and a functional of θ(x).
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Figure 2: A possible function for the calculation of the kernel (24) at xk. If we set Ixk(r) = {x ∈ R :
|x− xk| ≤ r}, then we have
∫
Ixk (r)
α(x)dx = 1, independently on r.
Example 1: The first-order functional derivative of the nonlinear functional (12) can be obtained as follows.
We first compute the Gaˆteaux differential
d
d
F ([θ + η])|=0 =−
∫ 1
0
x3e−θ(x)η(x)dx
=
∫ 1
0
δF ([θ])
δθ(x)
η(x)dx. (27)
Therefore,
δF ([θ])
δθ(x)
= −x3e−θ(x). (28)
Note that the functional derivative is a function of x and a (local) functional of θ(x).
Example 2 (Functional Derivatives of the Hopf Functional): Consider the Hopf characteristic functional of
a random function u(x;ω) defined in [0, 1]
Φ([θ]) =
〈
exp
[
i
∫ 1
0
u(x;ω)θ(x)dx
]〉
. (29)
The average operator 〈·〉 here denotes a functional integral over the probability functional of u(x, ω). The
Gaˆteaux differential of Φ([θ]) along η is
d
d
Φ([θ(x) + η(x)])
∣∣∣∣
=0
=i
〈
exp
[
i
∫ 1
0
u(x;ω)θ(x)dx
] ∫ 1
0
u(x;ω)η(x)dx
〉
=
∫ 1
0
i
〈
exp
[
i
∫ 1
0
u(x;ω)θ(x)dx
]
u(x;ω)
〉
η(x)dx
=
∫ 1
0
δΦ([θ])
δθ(x)
η(x)dx. (30)
This implies that
δΦ([θ])
δθ(x)
= i
〈
u(x;ω) exp
[
i
∫ b
a
u(x;ω)θ(x)dx
]〉
(31)
is the first-order functional derivative of Φ([θ]) at θ(x). Note that (31) is itself a functional of θ(x), which
depends also on x. As a result, δΦ([θ])/δθ(x) has two types of derivatives: an ordinary one with respect
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to x, and a functional one with respect to θ(x). The latter is the the second-order functional derivative of
Φ([θ(x)]). A simple calculation shows that
δ2Φ([θ])
δθ(x)δθ(y)
= i2
〈
u(y;ω)u(x;ω) exp
[
i
∫ b
a
u(x;ω)θ(x)dx
]〉
. (32)
Proceeding similarly, we can obtain the expression of higher-order functional derivatives. For instance, the
third-order one is explicitly given as
δ3Φ([θ])
δθ(x)δθ(y)δθ(z)
= i3
〈
exp
[
i
∫ b
a
u(x;ω)θ(x)dx
]
u(y;ω)u(x;ω)u(z;ω)
〉
. (33)
Now, suppose we have available δΦ([θ])/δθ(x). Based on the definition (31), we see that
〈u(x;ω)〉 = 1
i
δΦ([0])
δθ(x)
. (34)
Similarly, higher order moments and cumulants of the random function u(x;ω) can be obtained by comput-
ing higher order functional derivatives of Φ([θ(x)]) and ln Φ([θ(x)]), respectively, and evaluating them at
θ(x) = 0. In particular, the second- and third-order correlation functions are, respectively
〈u(x;ω)u(y;ω)〉 = 1
i2
δ2Φ([0])
δθ(x)δθ(y)
, 〈u(x;ω)u(y;ω)u(z;ω)〉 = 1
i3
δ3Φ([0])
δθ(x)δθ(y)δθ(z)
. (35)
Example 3: The Gateaux differential of the nonlinear functional (17) in the direction η(x) is
d
d
F ([θ + η])
∣∣∣∣
=0
=
d
d
(
θ(0) + η(0) +
∫ 1
−1
sin(θ(x) + η(x))dx
)
=0
=
∫ 1
−1
(δ(x) + cos(θ(x))) η(x)dx (36)
Therefore the first-order functional derivative is
δF ([θ])
δθ(x)
= δ(x) + cos(θ(x)), (37)
where δ(x) at the right hand side is the Dirac delta function [98].
Regularity of Functional Derivatives The last example clearly shows that functional derivatives of non-
linear functionals can easily be distributions [98], e.g., Dirac delta functions. For example, let h ∈ C(∞)(R).
Then any functional in the form F ([θ]) = h((θ, θ)), where (, ) is an inner product inC(∞)(R), has a singular
second-order functional derivative. In fact,
δF ([θ])
δθ(x)
= 2
∂h
∂a
∣∣∣∣
a=(θ,θ)
θ(x) (38)
δ2F ([θ])
δθ(x)δθ(y)
= 2δ(x− y) ∂h
∂a
∣∣∣∣
a=(θ,θ)
+ 4
∂2h
∂a2
∣∣∣∣
a=(θ,θ)
θ(x)θ(y). (39)
The characteristic functional of zero-mean Gaussian white noise
Φ([θ]) = e−(θ,θ)/2 (40)
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belongs to this class, i.e., it has a “singular” second-order functional derivative. On the other hand, the
functional
G([θ]) = h ((K, θ)) , (41)
where K(x) is a given smooth kernel, has smooth functional derivatives
δG([θ])
δθ(x)
=
∂h
∂a
∣∣∣∣
a=(K,θ)
K(x),
δ2G([θ])
δθ(x)δθ(y)
=
∂2h
∂a2
∣∣∣∣
a=(K,θ)
K(x)K(y). (42)
3 Approximation of Nonlinear Functionals
Approximation theory for nonlinear functionals is strongly related to approximation theory of nonlinear
operators [92, 216, 14]. A nonlinear functional F is in fact a particular type of nonlinear operator from
a space of functions D(F ) (the domain of the functional F ) into a vector space, e.g., R or C. Thus, the
problem of approsimating nonlinear functionals is basically the same as approximating nonlinear operators.
This topic has been studied extensively by different scientific communities (see, e.g., [216, 199, 155, 205,
70, 183, 17, 134, 104]) for obvious reasons. What does it mean to approximate a nonlinear functional?
Consider, as an example, the functional (12), hereafter rewritten for convenience
F ([θ]) =
∫ 1
0
x3e−θ(x)dx, D(F ) = C(0)([0, 1]). (43)
Approximating F ([θ]) in this case means that we are aiming at constructing a nonlinear operator F̂ ([θ]) that
allows us to compute an approximation of all possible integrals in the form (43), for arbitrary continuous
functions θ ∈ C(0)([0, 1]). This challenging problem includes cases in which F ([θ]) admits an analytical
solution, e.g., F ([x]) or F ([sin(x)]), as well as cases where no analytical solution is available, e.g., F ([x2]).
Perhaps, the most classical and widely used approach to represent nonlinear functionals relies on func-
tional power series3. The method was originally developed by Volterra [231], and it represents the counter-
part of power series expansions in the theory of functions. In practice, the functional of interest is represented
in terms of a series of integral operators involving increasing powers of the test function and kernels that
need to be determined. The canonical form of the power series expansion is
F ([θ]) =
∞∑
k=0
Pk([θ]), where Pk([θ]) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
Kk(x1, ..., xk)θ(x1) · · · θ(xk)dx1 · · · dxk. (44)
Remark: Functional power series are known to have bad approximation properties and other issues. For
example, they often do not preserve important properties of the functional, e.g., positive definiteness or
normalization in the case of Hopf functionals.
3.1 Functional Approximation in Finite-Dimensional Function Spaces
The simplest ways to establish a closed functional representation is to restrict the domain of the functional
to a finite-dimensional function space spanned by the basis {ϕ1(x), ..., ϕm(x)}, i.e.,
Dm = span{ϕ1(x), ..., ϕm(x)}. (45)
3Functional power series have been widely used in the turbulence theory to obtain moment and cumulant expansions (see
[67, 145, 194]).
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In this way, any element in Dm can be represented as4
θm(x) =
m∑
k=1
akϕk(x). (47)
Possible choices of ϕk(x) are:
1. Lagrange Characteristic Polynomials. Given a set of m distinct interpolation nodes {xj} in the inter-
val [a, b], for example Gauss-Chebyshev-Lobatto nodes, we set
ϕj(x) =
m∏
i=1
i 6=j
(x− xi)
(xi − xj) . (48)
2. Jacobi Polynomials. The function space Dm ⊆ D(F ) can be also represented by a finite set of Jacobi
polynomials J (α,β)j (x) (see [72, 84]), i.e.
ϕj(x) = J
(α,β)
j (x). (49)
As is well known, Jacobi polynomials include many other families of widely used polynomials such
as Gegenbauer, Legendre and Chebyshev.
3. Trigonometric Polynomials. If D(F ) is the space of periodic functions in [0, 2pi], then a convenient
choice for ϕk(x) may be the set of (nodal) trigonometric polynomials [84]
ϕj(x) =
1
m
sin
(
m
x− xj
2
)
cot
(
x− xj
2
)
xj =
2pi
m
j j = 0, ...,m (50)
or, equivalently, classical Fourier modes
ϕ0(x) = 1, ϕk(x) = sin(kx) ϕm+k(x) = cos(kx) k = 1, ...,m. (51)
For each specific choice of the basis set {ϕ1(x), ..., ϕm(x)}, the test function (47) lies on a parametric
manifold of dimension m, i.e., a hyperplane. Any discretization of the function space D(F ) in terms of a
finite-dimensional basis, reduces the functional F into a multivariate function with domain Dm and range
F ([Dm]). Such function depends on as many variables as the number of degrees of freedom we consider in
the finite-dimensional approximation of D(F ).
Example 1: A substitution of (47) into the Hopf functional (29) yields the complex-valued multivariate
function
φ(a1, ..., am) =
〈
exp
(
i
m∑
k=1
ajUj(ω)
)〉
, Uj(ω) =
∫ 1
0
u(x;ω)ϕj(x)dx, (52)
4 If D(F ) is a space of multivariate functions defined on some subset of V ⊆ Rd then (47) takes the form
θ(x) =
m∑
k=1
akϕk(x), x ∈ V. (46)
More generally, θ(x) can be represented by series expansions based on tensor products, or more advanced expansions that rely on
HDMR [185, 125] or tensor methods [78, 113] (see also Section 3.5 and Section (3.3)). The latter techniques are recommended
when operating on test function spaces defined on high-dimensional domains V .
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i.e., the joint characteristic function of the Fourier coefficients Uj(ω). Note that φ depends on m real
variables (a1, ..., am). Such multivariate function can be seen as a m-dimensional parametrization of the
mapping Φ shown in Figure 1, i.e., a parametrization of the nonlinear transformationDm → Φ(Dm). In this
setting, approximation of nonlinear functionals is equivalent to approximation of a real- or complex-valued
multivariate functions. The question of whether a functional can be approximated by evaluating it in a space
spanned by a finite-dimensional basis is different, and will be addressed in Section 3.1.2.
Example 2: Consider the nonlinear functional (12) and let Dm ⊆ D(F ) be the function space spanned by
a suitable set of orthogonal polynomials5 in [0, 1]. Evaluating F ([θ]) in Dm, i.e., considering test functions
θm in the form (47), yields the multivariate function
f(a1, ...., am) =
∫ 1
0
x3
m∏
k=1
e−akϕk(x)dx. (53)
This is the exact form of the functional F , evaluate in Dm, i.e.,
F ([θm]) = f(a1, ...., am). (54)
3.1.1 Functional Derivatives
Evaluating a nonlinear functional F ([θ]) in a finite-dimensional function space Dm allows for a simple and
effective representation of functional derivatives. In particular, it can be shown that
δF ([θ])
δθ(x)
∣∣∣∣
θ∈Dm
=
m∑
k=1
ϕk(x)
∂f
∂ak
, (55)
δ2F ([θ])
δθ(x)δθ(y)
∣∣∣∣
θ∈Dm
=
m∑
j,k=1
ϕk(x)ϕj(y)
∂f
∂aj∂ak
. (56)
Here, f(a1, ..., am) = F ([θm]) is the function we obtain by evaluating the functional F in the finite dimen-
sional function space Dm. The meaning of (55) and (56) is the following: if we evaluate the functional
derivatives of F in the finite dimensional space Dm (recall that the functional derivatives are themselves
nonlinear functionals) then we can represent them in terms of classical partial derivatives of f(a1, ..., am).
Note that the basis function ϕj spanning Dm also appear in (55)-(56), suggesting that the accuracy of the
functional derivatives depend on the choice of such basis functions. Rather than proving (55) and (56) in a
general setting, let we provide two constructive examples that yield expressions in the form (55) and (56).
Example 1: Consider the Hopf functional (29). By evaluating the analytical expression of the first- and
second-order functional derivatives (31)-(32) in the finite-dimensional function space (45) we obtain
δΦ(θ)
δθ(x)
∣∣∣∣
θ∈Dm
=i
〈
u(x)ei(a1U1(ω)+···+amUm(ω))
〉
, (57)
δ2Φ(θ)
δθ(x)δθ(y)
∣∣∣∣
θ∈Dm
=−
〈
u(x)u(y)ei(a1U1(ω)+···+amUm(ω))
〉
, (58)
5Given any positive measure in a one-dimensional interval, it is always possible to construct a set of polynomials that is orthog-
onal with respect to such measure [71, 72].
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where Uj(ω) are random variables defined in (52). By using the definition of the characteristic function (52)
we have that
∂φ
∂ak
=
∫ 1
0
ϕk(x)
δΦ(θ)
δθ(x)
∣∣∣∣
θ∈Dm
dx, (59)
∂2φ
∂ak∂aj
=
∫ 1
0
∫ 1
0
ϕk(x)ϕj(y)
δ2Φ(θ)
δθ(x)δθ(y)
∣∣∣∣
θ∈Dm
dxdy. (60)
This means that the partial derivatives of the characteristic function are nothing but the projection of the
Hopf functional derivatives onto the space Dm. Clearly, if the random function u(x;ω) is Dm then the
following inverse formulas hold
δΦ([θ])
δθ(x)
∣∣∣∣
θ,u∈Dm
=
m∑
k=1
ϕk(x)
∂φ
∂ak
, (61)
δ2Φ([θ])
δθ(x)δθ(y)
∣∣∣∣
θ,u∈Dm
=
m∑
j,k=1
ϕk(x)ϕj(y)
∂φ
∂aj∂ak
. (62)
Example 2: Consider the sine functional
F ([θ]) = sin
(∫ b
a
K(x)θ(x)dx
)
(63)
where K(x) is a given kernel function. Evaluating F in Dm yields the multivariate function
f(a1, ..., am) = sin
(
m∑
i=1
ai
∫ b
a
K(x)ϕi(x)dx
)
. (64)
Similarly, evaluating the functional derivative of F in Dm yields
δF ([θ])
δθ(x)
∣∣∣∣
θ∈Dm
= cos
(
m∑
i=1
ai
∫ b
a
K(x)ϕi(x)dx
)
K(x). (65)
A comparison between (64) and (65) immediately yields
∂f
∂ak
=
∫ b
a
δF ([θ])
δθ(x)
∣∣∣∣
θ∈DN
ϕj(x)dx, (66)
i.e., the gradient of f is the projection of the functional derivative of F ([θ]) (evaluated in Dm) onto Dm. On
the other hand, if K(x) is a function in Dm then
δF ([θ]
δθ(x)
∣∣∣∣
θ∈Dm
=
m∑
k=1
∂f
∂ak
ϕk(x). (67)
This clarifies the meaning of the functional derivative in both finite- and infinite-dimensional (m → ∞)
cases.
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3.1.2 Distances between Function Spaces and Approximability of Functionals
A key concept when approximating a nonlinear functional F ([θ]) by restricting its domain D(F ) to a finite-
dimensional space functions Dm is the distance between Dm and D(F ). Such distance can be quantified in
different ways (see, e.g., [175]). For example we can define the deviation of Dm from D(F ) as
E(Dm, D(F )) = sup
θ∈D(F )
inf
θm∈Dm
‖θ − θm‖ (68)
The number E measure the extent to which the worst element of D(F ) can be approximated from Dm.
One may also ask how well we can approximate D(F ) with m-dimensional subspaces of D(F ) which are
allowed to vary within D(F ). A measure of such approximation is given by the Kolmogorov m-width
dm(Dm, D(F )) = inf
Dm
sup
θ∈D(F )
inf
θm∈Dm
‖θ − θm‖D(F ) (69)
which quantifies the error of the best approximation to the elements of D(F ) by elements in a vector sub-
space Dm of dimension at most m. The Kolmogorov m-width can be rigorously defined, e.g., for nonlinear
functionals in Hilbert spaces ([175], Ch. 4). In simpler terms we can define the notion of approximability
of a nonlinear functional as follows. Let F ([θ]) be a continuous nonlinear functional with domain D(F ),
and consider a finite-dimensional subspace Dm ⊆ D(F ), for example Dm = span{ϕ1, ..., ϕm}. We say
that F ([θ]) is approximable in Dm if for all θ ∈ D(F ) and  > 0, there exists m (depending on ) and an
element θm ∈ Dm such that
‖F ([θ])− F ([θm])‖ ≤ . (70)
Clearly if F is continuous and θm is close to θ, i.e., the deviation (68) between D(F ) and Dm is small, then
we expect  to be small. It is important to emphasize that the approximation error and the computational
complexity of approximating a nonlinear functional depends on the choice ofDm. In particular, a functional
may be low-dimensional in one function space and high-dimensional in another. The following example
clarifies this question.
Example 1: Consider the sine functional
F ([θ]) = sin
(∫ 2pi
0
θ(x)dx
)
(71)
in the space D(F ) of periodic functions in [0, 2pi]. If we represent θ in terms of orthonormal Fourier modes,
i.e., we consider
D2m+1 = span
{
1√
2pi
,
sin(x)√
pi
, ...,
sin(mx)√
pi
,
cos(x)√
pi
, ...,
cos(mx)√
pi
}
(72)
and
θ2m+1(x) =
a0√
2pi
+
1√
pi
m∑
j=1
aj sin(jx) +
1√
pi
m∑
j=1
bj cos(jx) (73)
In this setting, we obtain
F ([θ2m+1]) = sin(
√
2pia0). (74)
This means that (71) is approximable in the function space (72). Moreover, the approximation is exact and
just one-dimensional. On the other hand, if we set the space D2m+1 to be the span of a normalized nodal
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Fourier basis {ϕ0, ..., ϕ2m}, e.g., the normalized odd expansion discussed in [84], then the functional (71)
technically requires an infinite number of variables variables. In fact, in this case we have
F ([θ2m+1]) = sin
(
η
2m∑
k=0
ak
)
, where η =
∫ 2pi
0
ϕk(x)dx =
(
2pi
2m+ 1
) 1
2
. (75)
Example 2: Consider the characteristic functional of zero-mean Gaussian white noise (see equation (15)),
Φ([θ]) = exp
[
−1
2
∫ 2pi
0
θ(x)2dx
]
, (76)
where D(Φ) is the space of periodic functions in [0, 2pi]. Let Dm be the space spanned by any finite
orthonormal set of periodic functions. The deviation between D(Φ) and Dm this case yields a functional
approximation error of order 1. To show this in a simple way, evaluate the functional (76) in both D(Φ) and
Dm. This yields
Φ([θ]) = exp
[
−1
2
∞∑
k=1
a2k
]
, Φ([θm]) = exp
[
−1
2
m∑
k=1
a2k
]
. (77)
If we measure the error between Φ([θ]) and Φ([θm]) in the uniform operator norm then we have
‖Φ([θm])− Φ([θ])‖∞ = 1, (78)
independently on m. In other words, (76) is not approximable in any finite-dimensional subset of D(Φ).
This result is consistent with white-noise theory [211]. Recall, in fact, that a delta-correlated Gaussian
process has a flat Fourier power spectrum. This implies that any finite truncation of the Fourier series of
such process yields a systematic error that is not small.
Remark: In some cases the effects of the distance between D(F ) and Dm can be mitigated by the presence
of smooth functions appearing the in functional F . For example, consider the sine functional
F ([θ]) = exp
(∫ 1
−1
sin(x)θ(x)dx
)
(79)
and let D(F ) be the space of infinitely differentiable functions in [−1, 1]. If we expand θ in terms of
Legendre polynomials {ϕk}, i.e.,
θm(x) =
m∑
k=0
akϕk(x) (80)
then, ∫ 1
−1
sin(x)θ(x)dx =
m∑
k=0
ak
∫ 1
−1
sin(x)ϕk(x)dx. (81)
As is well known, the coefficients
∫ 1
−1 sin(x)ϕk(x)dx decay to zero exponentially fast with m [84]. This
implies that convergence of F ([θm]) to F ([θ]) is exponentially fast in the number of dimensions m, that is
the error (70) goes to zero exponentially fast with m.
Example 3: Consider the Hopf characteristic functional of a zero-mean correlated Gaussian process in
[0, 2pi]
Φ([θ]) = exp
[
−1
2
∫ 2pi
0
∫ 2pi
0
C(x, y)θ(x)θ(y)dxdy
]
, (82)
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where C(x, y) is a smooth covariance function, and D(Φ) is the space of periodic functions in [0, 2pi]. If the
projection of C(x, y) onto the span of an orthonormal set Dm ⊆ D(F ) decays with m, then the functional
Φ is approximable in Dm. Note that this is indeed the case if the covariance is smooth (and periodic) and
ϕj(x) are the Fourier modes in (72). The smoother the covariance the smaller the number of Fourier modes
we need to achieve a certain accuracy [84], i.e., the smaller the number of dimensions. If C(x, y) = 1 then
the Hopf functional (82) is effectively one-dimensional.
3.2 Functional Interpolation Methods
In this Section we discuss how to construct an approximation of a nonlinear functional F ([θ]) in terms
of a functional interpolant Π([θ]), i.e., a functional that interpolates F ([θ]) at at a given set of nodes
{θ1(x), ..., θm(x)} ∈ D(F )
F ([θj ]) = Π([θj ]) j = 1, ...,m. (83)
Differently from interpolation methods in spaces of finite dimension (e.g., d-dimensional Euclidean spaces),
interpolation here is in a space of functions, i.e., the interpolation nodes θk(x) are functions in a Hilbert or
a Banach space. Over the years, the problem of constructing a functional interpolant through suitable nodes
in Hilbert or Banach spaces has been studied by several authors and convergence results were established in
rather general cases [134, 103, 183, 178, 99, 4, 106, 104, 179, 216].
Before discussing functional interpolation in detail, let us provide some geometric intuition on what
functional interpolation is and what kind of representations we should expect. To this end, let us first recall
recall that a hyperplane in a d-dimensional space is a linear manifold defined uniquely by d interpolation
nodes, each node being a vector of Rd. If we send d to infinity then the hyperplane intuitively becomes a
linear functional, which is therefore defined uniquely by an infinite number of∞-dimensional nodes, i.e., an
infinite number of functions. This suggests that if we consider any finite number of nodes in a function space,
say {θ1(x), ..., θm(x)}, then we cannot even represent linear functionals in an exact way6, i.e., functionals
in the form
P1([θ]) =
∫ b
a
K1(x1)θ(x1)dx1, (84)
where K1(x) is a given kernel. The same conclusion obviously holds for nonlinear functionals, with the
aggravating factor that the number of test functions theoretically required for the exact representation grows
significantly. For example, quadratic and cubic forms in d-dimensions are identified by by d2 and d3 inter-
polation nodes, respectively, where each node is vector of Rd. When we send d to infinity, we intuitively
obtain homogeneous polynomial functionals of second- and third-order, respectively. These functionals are
in the form
P2([θ]) =
∫ b
a
∫ b
a
K2(x1, x2)θ(x1)θ(x2)dx1dx2, (85)
P3([θ]) =
∫ b
a
∫ b
a
∫ b
a
K3(x1, x2, x3)θ(x1)θ(x2)θ(x3)dx1dx2dx3. (86)
Thus, to represent P2 and P3 exactly we need ∞2 and ∞3 nodes in a function space. Why ∞2 and ∞3?
Consider P2([θ]) and assume that the kernel function K2(x1, x2) is in a separable Hilbert space. Represent
K2 relative to any complete orthonormal basis {ϕk}k=1,...,∞
K2(x1, x2) =
∞∑
i,j=1
aijϕi(x1)ϕj(x2). (87)
6We recall that the variational form of nonlinear PDEs is defined by linear functionals on test function spaces. In this setting,
classical Galerkin methods to solve PDEs (see Section 4.1) are basically identification problems for linear functionals.
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A substitution of (87) into (85) yields
P2([θ]) =
∞∑
i,j=1
aij
∫ b
a
ϕi(x)θ(x)dx
∫ b
a
ϕj(x)θ(x)dx. (88)
Without loss of generality we can assume that K2 is symmetric, i.e., that aij is a symmetric matrix. To
represent P2([θ]) exactly by means of a functional interpolant we need enough nodes {θp(x)} to determine
each aij in (87) uniquely. Clearly, the choice θp(x) = ϕp(x) (p = 1,...,∞) is not sufficient for this purpose,
since it allows us to determine only the diagonal entries app. Therefore we need to construct a larger set
of collocation nodes, e.g., the set θp(x) = ϕpi(x) + ϕpj (x), where pi ≥ pj and pi ∈ {1, ...,∞}. This is
the ∞2 number of functions we have mentioned above. Similarly, to identify P3([θ]) through functional
interpolation we need∞3 nodes, e.g., in the form θp(x) = ϕpi(x) + ϕpj (x) + ϕpk(x), where pi ≥ pj ≥ pk
and pk ∈ {1, ...,∞}. As we shall see later in this Section, determining a polynomial interpolant of an
unknown functional F ([θ]), i.e., determining the kernels Kj(x1, ..., xj) in (44) from input-output relations
is a linear problem that involves high-dimensional systems and big data.
3.2.1 Interpolation Nodes in Function Spaces
Let F ([θ]) be a continuous functional with domain D(F ). Within D(F ) we define the spaces of functions
S(m)q =
{
θ(x) ∈ D(F ) | θ(x) = ai1ϕi1(x) + · · ·+ aiqϕiq(x)
}
. (89)
where ij ∈ {1, ...,m}, aij ∈ R and {ϕ1(x), ..., ϕm(x)} ∈ D(F ). The elements of S(m)1 , S(m)2 and S(m)3 are
in the form
S
(m)
1 : θ(x) = ai1ϕi1(x),
S
(m)
2 : θ(x) = ai1ϕi1(x) + ai2ϕi2(x),
S
(m)
3 : θ(x) = ai1ϕi1(x) + ai2ϕi2(x) + ai3ϕi3(x).
Clearly, if θ1 ∈ S(m)j and θ2 ∈ S(m)q , then (θ1 + θ2) ∈ S(m)j+q (if q + j < m). Also, note that the sequence of
spaces S(m)j , j = 1, 2, ... is hierarchical in the sense that the following chain of embeddings hold
S
(m)
1 ⊂ S(m)2 ⊂ · · · ⊂ S(m)m ⊂ D(F ). (90)
The function space S(n)q admits a simple yet powerful graphical representation in terms of trajectories of
functions [133, 215, 213, 214, 225]. To illustrate such representation, consider a complex-valued functional
Φ. A trajectory of functions in the space D(Φ) is a curve in D(Φ), which is mapped to a curve in C
(see Figure 3). Furthermore, if the functional is continuous and differentiable, a smooth curve in D(F ) is
mapped onto a smooth curve in C. The set of trajectories in the complex plane associated with S(m)1 is
shown in Figure 4. Each curve is parametrized by only one parameter aj and it cannot branch into two
distinct curves . On the contrary, if we consider S(m)2 we are adding one more degree of freedom and each
curve departing from 1 can branch, but only once. Similarly, we can have three branches in S(m)3 , etc. A
remarkable distribution of nodes in S(m)2 is associated with networks of test functions, i.e., graphs in the
function space D(F ). Vertex and edges are elements of S(m)2 . A simple example is shown in Figure 3. In
mathematics such network is called complete graph, i.e., an undirected graph in which every pair of distinct
nodes is connected by a unique edge – the edge being the trajectory (straight line) of functions connecting
θi to θj . If we discretize each edge with p collocation points (including the endpoints) and we have m nodes
then the number of degrees of freedom is m(m− 1)(p− 2)/2 +m.
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Figure 3: Network of test functions: A closed path in the function space D(Φ) made of four lines (e.g., the
red polygon) is mapped through the functional Φ into a closed curve in the complex plane. Vertex and edges
of the network are elements of S(m)2 . We also show a complete graph with n = 5 nodes, where each edge is
discretized with p = 4 points.
Figure 4: Trajectories in the range of a complex valued functional Φ corresponding to functions in the sets
S
(m)
1 (left) and S
(m)
3 (right). In the case of S
(m)
1 each curve is parametrized by only one parameter aj and
it cannot branch into two distinct curves. On the contrary, if we consider S(m)3 we are adding two more
degrees of freedom and each curve can branch at most twice.
Another interesting set of interpolation nodes in D(F ) is the one obtained by setting all coefficients aip
in (89) equal to 1, i.e.,
Ŝ(m)q =
{
θi(x) ∈ D(F ) | θi(x) = ϕi1(x) + · · ·+ ϕiq(x)
}
, is = 0, ...,m, (91)
If the set {ϕj} includes the null element {0}, then by symmetry (91) is equivalent to
Ŝ(m)q = {{0}, {ϕ1, .., ϕm}, {2ϕ1, .., 2ϕm}, {(ϕ1 + ϕ2), ..., (ϕ1 + ϕm)}, {(ϕ2 + ϕ3), ..., (ϕ2 + ϕm)}, ...} .
(92)
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In this case, the number of elements (cardinality) of Ŝ(m)q is
#Ŝ(m)q =
q∑
j=0
(
j +m− 1
j
)
, where
(
i
j
)
is the binomial coefficient. (93)
For example,
#Ŝ
(10)
1 = 11, #Ŝ
(10)
2 = 66 #Ŝ
(10)
3 = 286, #Ŝ
(10)
5 = 3003, #Ŝ
(10)
10 = 184756. (94)
In addition, the cardinality of Ŝ(m)q satisfies the recursion relation
#Ŝ(m)q = #Ŝ
(m)
q−1 +
(
q +m− 1
q
)
. (95)
The set of functions Ŝ(m)q is sufficient to uniquely identify a polynomial functional of order q in which each
kernel function is represented relative to tensor product basis with m elements in each variable. However,
Ŝ
(m)
q is, in general, not sufficient to accurately interpolate nonlinear functionals. The main problem is that
the set of nodes (91) may not be large enough or may not cover the function space D(F ) appropriately.
Another open question is related to the selection of optimal interpolation nodes in D(F ) yielding highly
accurate representations. This question is addressed in Section 3.4.1.
In a finite-dimensional setting, we can sample the coefficients aip in (89), e.g., at sparse grids locations
[11, 24], thai is at unions of appropriate tensorizations of one-dimensional point sets such as Gauss-Hermite,
Clenshaw-Curtis, Chebyshev or Leja [151]. This yields the set
S˜(m)q =
{
θi(x) ∈ D(F ) | θi(x) = ai1ϕi1(x) + · · ·+ aiqϕiq(x)
}
, is = 1, ...,m, (96)
where the vector (ai1 , ..., aiq) takes discrete values at sparse grid nodes. As an example, in Figure 5 we
plot three Clenshaw-Curtis grids and few samples of the corresponding interpolation nodes in S˜(2)2 . For
illustration purposes, the basis elements ϕ1(x) and ϕ2(x) here are chosen as
ϕ1(x) = sin(x)e
cos(x), ϕ2(x) = sin(2x)e
cos(2x). (97)
The construction of sparse grids usually follows the Smolyak algorithm. Other dimension-adaptive schemes
and greedy Leja rules were recently proposed in [32, 151, 153].
3.2.2 Polynomial Interpolation of Nonlinear Functionals
Let F : D(F ) → Y (Y = R or C) be a nonlinear real- or complex-valued functional on D(F ). Consider
the set of polynomial functionals of degree n
Πn([θ]) = L0 + L1([θ]) + L2([θ], [θ]) + · · ·+ Ln([θ], ..., [θ]), (98)
where L0 ∈ Y , and Lk : D(F )k → Y are k-linear symmetric functionals
Lk([θ1], ..., [θp]) =
∫
· · ·
∫
Kk(x1, .., xk)θ1(x1) · · · θk(xk)dx1 · · · dxk, k = 1, ..., n. (99)
A comparison between equations (98) and (44) yields
Pk([θ]) = Lk([θ], ..., [θ]), (100)
21
level 5 level 7 level 10
−6 −3 0 3 6−6
−3
0
3
6
a1
a
2
−6 −3 0 3 6−6
−3
0
3
6
a1
a
2
−6 −3 0 3 6−6
−3
0
3
6
a1
a
2 1
2
3
0 2 4 6−8
−4
0
4
8
x
θ
1
(x
)
0 2 4 6−8
−4
0
4
8
x
θ
2
(x
)
0 2 4 6−8
−4
0
4
8
x
θ
3
(x
)
Figure 5: Clenshaw-Curtis point sets and corresponding nodes in θi(x) = a1iϕ1(x)+a2iϕ2(x) (i = 1, 2, 3)
in the test function space S˜22 . Specifically, we plot θi(x) corresponding to the nodes 1, 2 and 3 marked in
red in the top right Figure. The basis elements ϕk(x) here are chosen as sin(kx) exp(cos(kx)) (k = 1, 2).
and therefore we can equivalently write (98) as
Πn([θ]) =
n∑
k=1
Pk([θ]). (101)
The symmetry assumption on Lk implies that Kk(x1, ..., xk) are symmetric kernels, i.e., any permutation
of x1, ..., xn leaves Kk unchanged. It is obviously possible to define polynomial functionals with non-
symmetric kernels. However, such functionals can be always written in a symmetric form by rearranging
the kernel functions appropriately. For example, let H2(x1, x2) be non-symmetric. It is easy to verify that∫ b
a
∫ b
a
H2(x1, x2)θ(x1)θ(x2)dx1dx2 =
∫ b
a
∫ b
a
K2(x1, x2)θ(x1)θ(x2)dx1dx2, ∀θ ∈ D(F ), (102)
where
K2(x1, x2) =
1
2
(H2(x1, x2) +H2(x2, x1)) . (103)
In other words, the value of the integral does not change if we replace H2(x1, x2) with its symmetrized
version K2(x1, x2). More generally, we can symmetrize any kernel Hp(x1, ..., xp) by summing up all terms
corresponding to all possible permutations of (x1, ..., xp) and then dividing up by the factorial of p. For
example,
K3(x1, x2, x3) =
1
3!
(H3(x1, x2, x3) +H3(x1, x3, x2) +H3(x2, x1, x3) +H3(x2, x3, x1)+
H3(x3, x1, x2) +H3(x3, x2, x1)) . (104)
The symmetry of the operators Lk significantly reduces the number of collocation nodes in the function
space D(F ) needed to identify kernels Kk, provided these are of finite-rank.
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The polynomial functional interpolation problem can be stated as follows: Given a set of m nodes
{θ1(x), ..., θm(x)} in D(F ), find a polynomial functional in the form (98) satisfying the interpolation con-
ditions
Πn([θi]) = F ([θi]), i = 1, ...,m. (105)
The Stone-Weierstrass Approximation Theorem The possibility of approximating an arbitrary contin-
uous functional in Hilbert or Banach spaces in terms polynomial functionals is justified by theorems analo-
gous to the classical Weierstrass theorem for continuous functions. We recall that such theorem states that
if f(x) is a continuous, real-valued function on the closed interval [a, b], then given any  > 0 there exists
a real polynomial p(x) such that |f(x) − p(x)| <  for all x ∈ [a, b]. A remarkable generalization of this
result has its roots in the Stone-Weierstrass theorem [210], which can be stated as follows: suppose that
X is a compact metric space and K is an algebra of continuous, real-valued functions on X that separates
points7. Then for any continuous, real-valued functional F onX and for any  > 0 there exists a polynomial
functional Π ∈ K such that ‖F ([u])−Π([u])‖ <  for all u ∈ X . The first paper dealing with this subject
is due Freche´t [65]. He showed that any continuous functional can be represented by a series of polyno-
mial functionals whose convergence is uniform in all compact sets of continuous functions. This result was
generalized to compact sets of functions in Hilbert and Banach spaces by Prenter [182] and Istratescu [94],
respectively. Other relevant work in this area is [70, 180, 17, 28, 170, 178].
3.2.3 Porter Interpolants
An effective way to construct finite-order polynomial functionals with minimal norm interpolating arbi-
trary continuous functionals in Hilbert spaces was proposed by W. Porter in [179]. The key idea relies on
minimizing the norm of (98) subject to the interpolation conditions (105). A natural way to impose such
conditions is through Lagrange multipliers. This yields the variational principle
min
K1,..,Kn
‖Πn‖2 +
m∑
j=1
λi (Πn([θi])− F ([θi])) , (106)
The minimum is relative to arbitrary variations of the kernel functions Kj(x1, ..., xj). Also, ‖Πn‖2 is the
norm of the polynomial functional (98), which is defined as
‖Πn‖2 =
n∑
p=0
∫
· · ·
∫
|Kp(x1, ..., xp)|2 dx1 · · · dxp <∞ (107)
The solution to the variational principle (106) allows us to identify the kernel functions Kj(x1, ..., xj)
and, correspondingly, the polynomial functional with minimal norm interpolating F ([θ]) at the m nodes
{θ1, ..., θm}. Specifically, we obtain
Kp(x1, ..., xp) =
m∑
j,k=1
pi
(p)
j (x1, .., xp)H
−1
jk F ([θk]), i = 0, ..., n. (108)
In this equation,
pi
(0)
j = 1, pi
(p)
j (x1, .., xp) = θj(x1) · · · θj(xp) p = 1, 2, ... (109)
7The algebra K separates points if for any two distinct elements u1 ,u2 ∈ X there exists Πn ∈ K such that Πn([u1]) −
Πn([x2]) 6= 0 of X and that contains the constant function.
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while the (symmetric) matrix Hij is defined as
Hij = 1 + (θi, θj) + (θi, θj)
2 + · · ·+ (θi, θj)n , (110)
where (, ) denotes the L2(V ) inner product, V being the domain of the interpolation nodes θj(x). The
polynomial functional Πn constructed in this way exists if F ([θk]) is in the range of the matrixH (see [179]
for further details). If one wants to approximate F ([θ]) in terms of a superimposition of monomials with
orders defined by an index set I then
Hij =
∑
p∈I
(θi, θj)
p (111)
The total degree of the polynomial functional is the largest number in the index set I. It is convenient to
write Porter’s interpolant in terms of basis functionals gi([θ]) as
Πn ([θ]) =
m∑
k=1
F ([θk]) gk([θ]), (112)
where
gk([θ]) =
m∑
j=1
H−1jk
∑
p∈I
(θj , θ)
p . (113)
The functional interpolant (112)-(113) has the following properties:
1. {gk([θ])} is a set of cardinal basis functionals, i.e., gk([θq]) = δkq. This implies that Porter’s inter-
polant is a cardinal Lagrangian interpolant.
2. If the interpolation nodes {θ1, ..., θm} are orthonormal with respect to the inner product (, ) then
Hii = #I (cardinality of the index set I) and Hij (i 6= j) either equal to one or zero, depending on
whether we have {0} in the set I or not. In every case, H is a matrix with diagonal entries equal to
#I and off-diagonal entries equal to wither zero or one. Such matrix is always invertible provided I
does not reduce to the single element {0}.
3. Porter’s interpolant is degenerate for I = {0} as the matrix H is rank one and therefore it is not
invertible. The Moore-Penrose pseudoinverse H+, however, exists and it provides the correct form
of the interpolant. To show this in a simple case, consider the constant functional F ([θ]) = c ∈ R and
the zero-order polynomial interpolant at {θ1, ..., θm}
Π0([θ]) = K0 =
m∑
k,j=1
H−1jk F ([θj ]). Hij = 1. (114)
Clearly, H−1jk does not exist since Hij = 1 and therefore rank(H) = 1. However, the Moore-Penrose
pseudoinverse ofH has components H+ij = 1/m
2, and therefore Π0([θ]) = c = F ([θ]).
4. The polynomial functional (112)-(113) is an interpolant if and only if the matrix (111) is invertible,
i.e., full rank. This depends on both the choice of interpolation nodes and on the index set I. The
Moore-Penrose pseudoinverse H+, in general, does not allow to satisfy the interpolation condition.
Indeed, by evaluating (112) at the interpolation nodes θk we obtain
Πn ([θi]) =
m∑
k=1
F ([θk])
m∑
j=1
H−1jk Hji = F ([θi]). (115)
However, if we replace H−1jk with H
+
jk then we get Πn ([θi]) 6= F ([θi]), sinceH+H 6= I .
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5. Consider the approximation of constant functionals F ([θ]) = c by polynomial functionals of order
one, i.e., Π1([θ]) = L0 + L1([θ]). Assume that the interpolation nodes {θk}k=1,...,m are orthogonal
functions with norm that decreases with m as 1/m (see Section 6.1). Let Hij = 1 + hδij where
h = ‖θj‖2 be the matrix (111) corresponding to the index set I = {0, 1}. By using the identity
lim
h→0
1
h
(1 + hδij)
−1 = δij − 1
m
(116)
we obtain
Π1([θ]) ' c
m∑
k,j=1
(
hδjk − h
m
)
(1 + (θ, θj)) as h→ 0 and m→∞. (117)
This means that lim
m→∞Π1([θ]) = c, i.e., the polynomial interpolant is consistent with the functional
F in the sense that the linear term becomes smaller and smaller as we increase the number of test
functions θk. In the limit m→∞ (infinite number of test functions) we see the linear term is absent,
and we correctly recover the constant functional.
By extending these arguments to higher-order polynomial functionals in Hilbert spaces, one can show that
Porter’s interpolants of order n converge pointwise to entire functionals or any polynomial functional of
order n or less as the number of interpolation nodes θk goes to infinity (see [105] and Theorem 1 in [103]).
Functional Derivatives The functional derivatives of Porter interpolants can be easily determined by com-
puting the functional derivatives of the basis functionals gi([θ]) defined in (113). To this end, we first notice
that
δ(θ, θk)
p
δθ(x)
= (θ, θk)
p−1pθk(x), p ≥ 1. (118)
A substitution of this formula into (113) yields
δgk([θ])
δθ(x)
=
m∑
j=1
θj(x)H
−1
jk
∑
p∈I
(θj , θ)
p−1 p (119)
By evaluating gk([θ]) at the nodes θj(x) we obtain a functional generalization of the classical differentiation
matrix [84]
D
(1)
ji (x) =
δgi([θj ])
δθ(x)
. (120)
Similarly, the second-order functional derivative of gk([θ]) is
δ2gk([θ])
δθ(x)δθ(y)
=
m∑
j=1
θj(x)θj(y)H
−1
jk
∑
p∈I
p(p− 1) (θj , θ)p−2 , (121)
and it yields the following second-order functional differentiation matrix
D
(2)
ji (x, y) =
δ2gi([θj ])
δθ(x)δθ(y)
. (122)
At this point it is useful to provide simple examples of functional interpolation in Hilbert spaces. Example
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Figure 6: Structure of the H-matrix (111) associated with the function set ˆˆS(10)1 ,
ˆˆ
S
(10)
2 and
ˆˆ
S
(10)
3 defined in
Eq. (127). We consider I = 1, I = 2 and I = 3, respectively.
1: Consider the first-order polynomial functional
P1([θ]) =
∫ b
a
K1(x)θ(x)dx. (123)
To represent P1([θ]) in terms of a functional interpolant it is sufficient to consider the set of orthonormal
functions Ŝ(m)1 = {ϕ1, ..., ϕm} (see Eq. (91)). In this case, Porter’s cardinal basis functionals (113) reduce
to
gi([θ]) = (ϕi, θ) , (124)
and the functional interpolant can be written as
Π1([θ]) =
m∑
i=1
P1([ϕi])gi([θ]). (125)
Clearly, we have that Π1([θ])→ P1 as m→∞.
Example 2: Consider the second-order polynomial functional
P2([θ]) =
∫ b
a
∫ b
a
K2(x, y)θ(x)θ(y)dxdy. (126)
To represent P2([θ]) in terms of a functional interpolant it is sufficient to consider the set of orthonormal
functions
ˆˆ
S
(m)
2 = {ϕ1, ..., ϕm, (ϕ1 + ϕ2), ..., (ϕ1 + ϕm), (ϕ2 + ϕ3), ..., (ϕ2 + ϕm), ...} (127)
which is similar (but not equal) to (91). The matrix (111) associated with this set has the structure shown in
Figure 6. The cardinal basis functionals (113) reduce to
gk([θ]) =
#
ˆˆ
S
(m)
2∑
j=1
H−1jk (θj , θ)
2 , (128)
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where # ˆˆS(m)2 is the number of elements of
ˆˆ
S
(m)
2 , θk = ϕk (k = 1, ...,m), θm+1 = ϕ1 + ϕ2, etc. The
functional interpolant can be written as
Π2([θ]) =
#
ˆˆ
S
(m)
2∑
i=1
P2([θi])gi([θ]), (129)
and it converges P2 as m→∞ (see Section 6).
Example 3: Consider the third-order polynomial functional
P3([θ]) =
∫ b
a
∫ b
a
∫ b
a
K3(x1, x2, x3)θ(x1)θ(x2)θ(x3)dx1dx2dx3. (130)
To represent P3([θ]) in terms of a functional interpolant it is sufficient to consider the set of functions
ˆˆ
S
(m)
3 ⊂ Sˆ(m)3 defined as
ˆˆ
S
(m)
3 =
ˆˆ
S
(m)
2 ∪ {(ϕi + ϕj + ϕk), k > j > i} (131)
where ˆˆS(m)2 is as in (127). The matrix (111) associated with this set has the structure shown in Figure 6 The
cardinal basis functionals (113) reduce to
gk([θ]) =
#
ˆˆ
S
(m)
3∑
j=1
H−1jk (θj , θ)
3 . (132)
The functional interpolant can be written as
Π3([θ]) =
#Ŝ
(m)
3∑
i=1
P3([θi])gi([θ]). (133)
More-Penrose Pseudoinverse and Non-Cardinal Basis Functionals We emphasized that the matrixHij
defined in (111) may be not invertible in some cases. This happens, for example, if the interpolation nodes
θk(x) are linearly dependent or if there exist a symmetry such the inner product of θk and θj yields linearly
dependent rows/columns in (111). In this cases we can still construct a polynomial functional with minimal
norm which, however, does not interpolate F at θk. To this end, we simply use the Moore-Penrose pseu-
doinverse of Hij to obtain a representation of Porter’s polynomial functionals in terms of a non-cardinal
basis g+k ([θ]) as
Πn ([θ]) =
m∑
k=1
F ([θk]) g
+
k ([θ]). (134)
where
g+k ([θ]) =
m∑
j=1
H+jk
∑
p∈I
(θj , θ)
p . (135)
In the last equation H+ij denotes the Moore-Penrose pseudoinverse of Hij . The approximation properties of
polynomial functionals in the form (134) will be studied in Section 6.3.2 and Section 6.4.
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Recursive Porter Interpolation The number of interpolation nodes θk required to represent exactly a
polynomial functional of order n is given in (93). For example, if we set m = 10 elementary functions and
polynomial order n = 12 such formula yields 646646 interpolation nodes! Such large number of nodes may
be an issue when computing Porter’s interpolants. In fact, computing the inverse of (111) rapidly becomes
intractable as we increase either m or n. To overcome this problem we can split the process of inverting the
matrix (111) into a recursive algorithm, e.g., by using Schur complements and blockwise inversion. To this
end, consider the set of nodes{{θ1, ..., θm}, {θm+1, ..., θ2m}, {θ2m+1, ..., θ3m}, ..., {θ(N−1)m+1, ..., θNm}} , (136)
and define the matrices
H
(I,J)
ij =
∑
p∈I
(θi, θj)
p i = (I − 1)m+ 1, .., Im j = (J − 1)m+ 1, .., Jm, (137)
where I denotes the index set of Porter’s monomials while I and J run from 1 to N . The H-matrix (111)
corresponding to the set (136) can be represented in a block-wise form as
HN =
 H
(1,1) · · · H(1,N)
...
...
H(N,1) · · · H(N,N)
 . (138)
The computational cost of inverting such matrix is prohibitive if Nm is large. However, we can use the
following recursive procedure. We first build and invert H1 = H(1,1), corresponding to the first set of m.
This allows us to determine Porter’s interpolant on the first set of m nodes in (136). Next we add the second
set, i.e., the nodes {θm+1, ..., θ2m}. The matrix (111) corresponding to the nodal set {θ1, ..., θ2m} is
H2 =
[
H1 C1
CT1 H
(2,2)
]
C1 = H
(1,2) (139)
and it can be inverted by using the block-wise formula [142]
H−12 =
[
H−11 +B1A1B
T
1 −B1A1
−A1B1 A1
]
(140)
where
B1 = H
−1
1 C1, (141)
A1 =
(
H(2,2) − CT1 B1
)−1
(inverse of the Schur complement). (142)
Now we bring in the third set of nodes {θ2m+1, ..., θ3m}. The matrix (111) corresponding to the nodal set
{θ1, ..., θ3m} is
H3 =
[
H2 C2
CT2 H
(3,3)
]
C2 =
[
H(1,3)
H(2,3)
]
, (143)
and its inverse is, as before,
H−13 =
[
H−12 +B2A2B
T
2 −B2A2
−A2B2 A2
]
(144)
where
B2 = H
−1
2 C2, A2 =
(
H(3,3) − CT2 B2
)−1
. (145)
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Figure 7: Recursive polynomial interpolation: Minimal residual approach.
At this point it is clear that the procedure can be iterated as many times as needed. This generates a sequence
of basis functionals (113), and an interpolating polynomial functional with minimal norm that passes through
an increasing number of nodes. In this way, we have reduced the problem of computing Porter’s interpolant
through a very large number of nodes into a sequence of matrix inversions of dimension at most m × m.
The storage requirements of the algorithm just described, however, is not small as because Porter’s basis
functionals are ultimately defined by H−1N . An open question is the identification of interpolation nodes θj
leading to minimal complexity/storage requirements for H−1N .
An alternative interpolation method makes use of residuals. The main idea is sketched in Figure 7.
The functional F ([θ]) is interpolated by a polynomial of order n, denoted as Π(1)n ([θ]), at just three nodes
{θ1, θ2, θ3}. Subtracting Π(1)n ([θ]) from F ([θ]) yields the functional residual
R(1)n ([θ]) = F ([θ])−Π(1)n ([θ]) (146)
which is zero at θ1, θ2 and θ3 because of the interpolation condition. Now we add three more nodes
{θ4, θ5, θ6} and construct a Porter’s interpolant of R(1)n ([θ]) at {θ1, ..., θ6}. We denote such interpolant by
Π
(2)
n ([θ]). The computation of Π
(2)
n ([θ]) can be carried out as above by using Schur complements and block-
wise inversion of (111). The polynomial functional Π(1)n ([θ]) + Π
(2)
n ([θ]) interpolates F ([θ]) at {θ1, ..., θ6}.
The recursive construction proceeds with the definition of the new residual
R(2)n ([θ]) = F ([θ])−Π(1)n ([θ])−Π(2)n ([θ]), (147)
three more nodes {θ7, θ8, θ9}, and a Porter’s polynomial Π(3)n ([θ]), interpolating R(2)n ([θ]) at {θ1, ..., θ9}.
Proceeding recursively with higher-order residuals up to order r, we obtain the polynomial functional
Qn([θ]) =
r∑
k=1
Π(k)n ([θ]). (148)
Clearly Qn([θ]) interpolates F ([θ]) at all nodes θk and therefore it is completely equivalent to Πn([θ]), i.e.,
Qn([θ]) = Πn([θ]).
Hierarchical Matrices The algorithm we just described aim at reducing the computational cost of com-
puting polynomial functional interpolants by inverting the matrixH defined in (111) in a block-wise fashion
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or recursively. The structure of such matrix obviously depends on how we select the interpolation nodes in
the function space D(F ). An interesting open question is whether we can determine sets of nodes for which
the interpolation problem can be solved at a minimal cost. Stated in matrix terms, can we identity sets of
nodes yielding structured matrices that can be easily inverted, e.g., hierarchical matrices? The matrices
shown in Figure 6 have indeed a self similar structure which can be used to speed up their inversion. We
leave this question open for future research. For uniquely solvable interpolation problems we could equiv-
alently construct Khlobystov polynomial functionals (see Section 3.2.5), and determine the coefficients of
the expansion by using the method of moments.
3.2.4 Prenter Interpolants
Another method to determine polynomial interpolants in Hilbert and Banach spaces was introduced by
Prenter in [183]. She proved that if F ([θ]) is a functional in a Hilbert space D(F ), and θj ∈ D(F ) are
interpolation nodes, then there exists a nth-order functional interpolant in the form
Πn([θ]) =
n∑
i=1
F ([θi])gi([θ]), (149)
where
gi([θ]) =
n∏
j=1
j 6=i
(θ − θj , θi − θj)
(θi − θj , θi − θj) (cardinal basis). (150)
As before, (, ) denotes the inner product in L2(V ), where V is the domain of θk(x). Note that each basis
element gi([θ]) is a polynomial functional of order n. On the other hand, Porter’s method yields polyno-
mial basis functionals of total degree max(I), where the index set I does not depend on the number of
collocation points. Porter [178] applied Prenter’s theorems to causal systems, while Bertuzzi, Gandolfi and
Germani [16, 17] extended Prenter’s results to causal approximation of input-output maps in Hilbert spaces.
Generalizations to Banach spaces can be found in Chapter 3 of [216] (see also [134] and the references
therein). The functional derivatives of Prenter’s polynomial functionals can be obtained by computing the
functional derivatives of (150). This yields8
δgi([θ])
δθ(x)
=
n∑
k=1
k 6=i
θi(x)− θk(x)
‖θi − θk‖2
gik([θ]), (152)
δ2gi([θ])
δθ(x)δθ(y)
=
n∑
k=1
k 6=i
θi(x)− θk(x)
‖θi(x)− θk(x)‖2
n∑
s=1
s 6=k
θi(y)− θs(y)
‖θi(y)− θs(y)‖2
giks([θ]), (153)
where
gik([θ]) =
n∏
j=1
j 6=i,k
(θ − θj , θi − θj)
‖θi − θj‖2
, giks([θ]) =
n∏
j=1
j 6=i,k,s
(θ − θj , θi − θj)
‖θi − θj‖2
. (154)
8These expressions can be easily proved by noting that
d
d
gi([θ + η])
∣∣∣∣
=0
=
n∑
k=1
k 6=i
(η, θi − θk)
‖θi − θk‖2
n∏
j=1
j 6=k,i
(θ − θj , θi − θj)
‖θi − θj‖2
. (151)
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Note that the functional derivatives (152)-(153) are more complicated than the ones we obtained in the case
Porter’s basis (119). As noted by Allasia and Bracco in [4], Prenter’s interpolants are badly conditioned as
the number of interpolation nodes in function space increases. This unfortunate feature is common to many
Lagrange interpolants.
3.2.5 Khlobystov Interpolants
We have seen that any continuous functional in a Hilbert or a Banach space can be approximated uniformly
in terms of polynomial functionals [181, 17, 94, 134, 92, 216]. Such polynomial functionals may be built
based on an interpolation process (see Section 3.2.3 and Section 3.2.4). What are the convergence properties
of such expansions? To address this question, let us consider a polynomial interpolation problem of a given
polynomial functional Πn([θ]) in the form (101). Assume that D(Πn) is a Hilbert space of test functions,
introduce the orthonormal basis {ϕ1, ..., ϕm} in D(Πn), and consider the following expansion
ΠIn([θ]) =
n∑
k=1
m∑
i1=1
· · ·
m∑
ik=1
(θ, ϕi1) · · · (θ, ϕik)ak(ϕi1 , ..., ϕik), (155)
where (, ) is an inner product inD(Πn) and ak(ϕi1 , ..., ϕik) are real- or complex-valued coefficients. Clearly
ΠIn([θ]) is an interpolant of Πn([θ]) at ϕk, i.e.,
ΠIn([ϕk]) = Πn([ϕk]). (156)
The next step is to write the coefficients ak(ϕi1 , ..., ϕik) in terms of Πn([ϕj ]). To this end, we can use the
method for finding orthonormal moments of regular polynomial functionals (Theorem 1 in [102]). This
yields
n!an(ϕi1 , ..., ϕin) =Πn([ϕi1 + · · ·+ ϕin ])−
{
Πn([ϕi1 + · · ·+ ϕin−1 ])+
Πn([ϕi1 + · · ·+ ϕin−2 + ϕin ]) + · · ·+ Πn([ϕi2 + · · ·+ ϕin ])
}
+{
Πn([ϕi1 + · · ·+ ϕin−2 ]) + Πn([ϕi1 + · · ·+ ϕin−3 + ϕin−1 ]) + · · ·+
Πn([ϕi3 + · · ·+ ϕin ])} · · ·+ (−1)n−1 {Πn([ϕi1 ]) + · · ·+ Πn([ϕin ])}+
(−1)nΠn([0]). (157)
Once an(ϕi1 , ..., ϕin) are available, we can construct the polynomial
Πn − an(ϕi1 , ..., ϕin)
n∏
z=1
(θ, ϕiz)
and apply (157) again to determine an−1(ϕi1 , ..., ϕin−1). After n iterations, we have available all coefficients
to construct the polynomial functional (155). It was shown in [102] (Theorem 2) that the following error
estimate holds ∥∥ΠIn([θ])−Πn([θ])∥∥ ≤ n∑
k=1
‖Pk‖
[
(‖θ‖+ m([θ]))k − ‖θ‖k
]
, (158)
where
‖Pk‖ =
∫
· · ·
∫
|Kk(x1, ..., xk)| dx1 · · · dxk, (159)
m([θ]) =
∥∥∥∥∥θ −
m∑
k=1
(θ, ϕk)ϕk
∥∥∥∥∥ . (160)
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This means that the interpolant (155) converges pointwise to the polynomial functional Πn([θ]) in (98) as
the number of nodes {ϕk} in the function space D(Πn) goes to infinity9. As noted by Khlobystov in [103],
Porter’s interpolant (112) can be written exactly in the form (155) if we consider test functions in the form
θi = ϕi1 + ... + ϕin (see Lemma 1 in [103]). In this sense, Porter’s interpolants represent the Lagrangian
form of Khlobystov’s interpolants. An interesting and very important question is the approximation of
polynomial functionals of order n in terms interpolants over nodal sets Ŝ(m)q , with q < n (see Eq. (91)). A
specific example would be the approximation of P3([θ]) in (130) by using an interpolant built on the set of
nodes Ŝ(m)1 . In some very special cases we may get uniform convergence as m → ∞, for example when
K3 is diagonal
K3(x1, x2, x3) =
m∑
j=1
ajϕj(x1)ϕj(x2)ϕj(x3). (161)
However, this won’t happen in general, and therefore we will have to accept a systematic truncation er-
ror in representing continuous nonlinear functionals. Such error is similar the error committed when we
approximate infinite-variate functions, e.g., by second-order HDMR [237] (see Section 3.5).
Khlobystov interpolants with Hilbert-Schmidt Kernels In this Section we present a procedure to con-
struct interpolants of polynomial operators in Hilbert spaces with separable kernels. To this end, let us
consider an orthonormal basis {ϕ1, ϕ2, ..., ϕm} and represent each kernel in (99) as
K1(x1) =
m∑
i=1
aiϕi(x), (162)
K2(x1, x2) =
m∑
i,j=1
aijϕi(x1)ϕj(x2), (163)
K3(x1, x2, x3) =
m∑
i,j,k=1
aijkϕi(x1)ϕj(x2)ϕk(x3), (164)
· · · .
Without loss of generality we can assume that K2, K3, ... are symmetric, i.e., that the coefficients aijk···
are invariant under any permutation of the indices i, j, k, etc. A substitution of (162), (163), etc., into (98)
yields the polynomial functional
Πn([θ]) = K0 +
m∑
i=1
ai(ϕi, θ) +
m∑
i,j=1
aij(ϕi, θ)(ϕj , θ) +
m∑
i,j,k=1
aijk(ϕi, θ)(ϕj , θ)(ϕk, θ) + · · · . (165)
At this point we pose the following question: How many interpolation nodes do we need to identify the coef-
ficients ai, aij , aijk, etc., uniquely? To clarify the question, consider the following second-order polynomial
functional
Π2([θ]) = K0 +
m∑
i=1
ai(ϕi, θ) +
m∑
i,j=1
aij(ϕi, θ)(ϕj , θ). (166)
The total number of degrees of freedom (number of independent coefficients K0, ai and aij) is
1 +m+m+
(
m
2
)
= 1 +
3m+m2
2
. (167)
9Note that m([θ]) → 0 as m → ∞. Thus, the right hand side of the error estimate (158) goes to zero as m → ∞, i.e.,
ΠIn([θ])→ Πn([θ]) pointwise as m→∞.
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To determine such coefficients, we need to test Π2([θ]) at (2 + 3m+m2)/2 distinct nodes 10, e.g.,{
0, {ϕi}mi=1, {ϕi + ϕj}mi,j=1 (j≥i)
}
. (168)
This yields the linear system
Π2([0]) = K0
Π2([ϕp]) = K0 + ap + app
Π2([ϕp + ϕq]) = K0 + ap + aq + app + aqq + 2apq
which can be immediately solved for apq, ap and K0
apq =
1
2
(Π2([ϕp + ϕq])−Π2([ϕp])−Π2([ϕq]) + Π2([0])) , (169)
ap = −1
2
Π2([2ϕp]) + 2Π2([ϕp])− 3
2
Π2([0]), (170)
K0 = Π2([0]). (171)
In this way, we can identify the kernels (162)-(164) and therefore any polynomial functional in the form
(166). Note that if the basis elements in (168) are not normalized (but still orthogonal) then we simply
need to replace apq and ap in (169)-(171) with ‖ϕp‖2 ‖ϕq‖2 apq and ‖ϕp‖2 ap, respectively. Higher-order
polynomial functionals can be constructed in a similar way. However, the number of degrees of freedom
may increase significantly with the order of the polynomial (see equation (93)). For example, a twelve-
order polynomial functional in which each kernel is represented relative to m = 10 basis functions (tensor
product) yields 646646 degrees of freedom!
Remark: The fact that we can get analytical expressions for the coefficients of the polynomial interpolant
means that Porter’s matrix (120) is invertible analytically for uniquely solvable interpolation problems and
orthonormal bases.
The procedure we just described to identify the coefficients of the symmetric kernel functions Kn relies on
tensor product representations, i.e., series expansions in the form
Kn(x1, x2, ..., xn) =
m∑
i1,...,in=1
ai1···inϕi1(x1) · · ·ϕin(xn). (172)
The number of independent coefficients ai1···in is(
n+m− 1
n
)
=
(n+m− 1)!
n!(m− 1)! . (173)
Such number can pose serious computational challenges even for moderate values of m and n. To alleviate
this problem one could use HDMR expansions [185, 126, 125], i.e., represent Kn(x1, x2, · · · , xn) in terms
of a superimposition of functions involving a lower number of variables (interaction terms). This yields, for
example
Kn(x1, x2, ..., xn) = f0 +
n∑
i=1
fi(xi) +
n∑
i<j
fij(xi, xj) +
n∑
i<j<k
fijk(xi, xj , xk) + · · · . (174)
10Note, that testing a second-order polynomial functional in ϕi(x) or 2ϕi(x) yields different results.
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The function f0 is a constant. The functions fi(xi) (first-order interactions) give us the overall effects of the
variables xi in f as if they were acting independently of the other input variables. The functions fij(xi, xj)
(second-order interactions) describe the cooperative effect of the variables xi and xj . Similarly, higher-order
terms reflect the cooperative effects of an increasing number of variables. Representing fi, fij , fijk relative
to the orthonormal basis {ϕj(x)} yields the series
Kn(x1, x2, ..., xn) =f0 +
n∑
i=1
m∑
s=1
aisϕs(xi) +
n∑
i<j
m∑
s,q=1
aijsqϕs(xi)ϕq(xj)+
n∑
i<j<k
m∑
s,q,r=1
aijksqrϕs(xi)ϕq(xj)ϕr(xj) + · · · . (175)
Given the symmetry of each function fi, fij , fijk, the total number of degrees of freedom of an HDMR
expansion of order Z is
Z∑
k=0
(
n
k
)(
m+ k − 1
k
)
= 1 +
(
n
1
)(
m
1
)
+
(
n
2
)(
m+ 1
2
)
+
(
n
3
)(
m+ 2
3
)
+ · · · . (176)
For example, the second- and third-order truncations of a n = 10 dimensional kernel relative to m = 10
yield 2576 and 28976 degrees of freedom, respectively. On the other hand, the tensor product representation
yields 92378 degrees of freedom. Alternatively, one can use tensor expansions (see Section (3.3)), e.g.,
canonical polyadic or hierarchical-Tucker series, of each kernel to reduce the number of degrees of freedom.
The tensor expansion can be fit to data by interpolation, least-squares or projection [159, 158, 156, 157].
3.3 Functional Approximation by Tensor Methods
Computing high-order polynomial functional expansions requires representing kernel functions in many
independent variables. To get an feeling of how serious this problem could be, simply consider that rep-
resenting a polynomial functional of order 6 is as computationally expensive as representing the solution
to the steady-state Boltzmann equation [41], a well-known challenging problem in computational physics.
Expanding each kernel of the polynomial functional in terms of HDMR [185] or canonical polyadic decom-
positions – i.e. separated series expansions [18] – can mitigate the dimensionality problem, but it may not
be the most efficient way to proceed. In this Section we discuss nonlinear functional approximation based
on tensor methods. To introduce these methods, consider the Hilbert space of functions spanned by the
finite-dimensional basis {ϕ1, ..., ϕm} (e.g., an orthonormal basis) and look for an approximant of F ([θ]),
say f , in the form
F ([θ]) = f(a1([θ]), ..., am([θ])) +R([θ]), ak([θ]) = (θ, ϕk). (177)
In this equation, f is a multivariate function of ak([θ]) (linear functionals of θ), (, ) denotes an inner product
in the Hilbert Space D(F ), e.g.,
(θ, ϕk) =
∫ b
a
θ(x)ϕk(x)dx, k = 1, ...,m (178)
and R is a (functional) reminder term. The functionals ak([θ]) = (θ, ϕk) can be either real or complex-
valued. In the theory of stochastic processes the set
{θ ∈ D(F ) | ((θ, ϕ1), ..., (θ, ϕm)) ⊆ Rm} (179)
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is known as cylindrical set (see, e.g., [221] p. 56 or [207] p. 45). Therefore, according to Eq. (177), we
are looking for an approximant of F ([θ]) in the space of cylindrical functionals, i.e., functionals defined
on cylindrical sets. Thanks to the Stone-Weierstrass theorem, cylindrical functionals in the form (180) can
approximate any continuous functional in a Hilbert or a Banach space. The representation (177) is very
general. For example, it includes the case where f is a polynomial functional, e.g., (155) or (112), or the
case where the functional is defined on a finite-dimensional function space (see Section 3.1). For notational
convenience we will often drop the the functional dependence of ak([θ] and write (177) as
F ([θ]) ' f(a1, ..., am), aj = (θ, ϕj). (180)
Hereafter, we discuss effective numerical algorithms to compute an approximation of the multivariate
function f(a1, ...., am) based on high-dimensional model representations (HDMR), and tensor methods11
[113, 78], including canonical tensor decompositions, hierarchical Tucker formats, and tensor networks.
Such algorithms rely on optimization (e.g., the alternating least squares methods [1, 188]), or multilinear
algebra techniques such as high-order singular value decomposition [77], randomized block sampling, or
generalized Schur decompositions.
Functional Derivatives Let us compute the functional derivatives of the cylindrical functional approxi-
mation (180). To this end, we evaluate the Gaˆteaux differential of f(a1([θ]), ..., am([θ]) in the direction of
an arbitrary function η(x) to obtain∫ b
a
δF ([θ])
δθ(x)
η(x)dx ' d
d
[f((θ + η, ϕ1), ..., (θ + η, ϕm))]=0 (181)
=
m∑
k=1
∂f
∂ak
(η, ϕk). (182)
Setting η(x) = δ(x− y) yields the following approximation for the first-order functional derivative
δF ([θ])
δθ(y)
'
m∑
k=1
∂f
∂ak
ϕk(y), (183)
where ak = (θ, ϕk). On the other hand, by projecting (183) onto ϕj we obtain∫ b
a
δF ([θ])
δθ(x)
ϕj(x)dx ' ∂f
∂aj
. (184)
This means that partial derivative of f relative to ak = (θ, ϕk) approximates the projection of the functional
derivative of F along ϕk. Equations (183) and (184) are consistent with previous results on functional
derivatives in finite-dimensional spaces (see Eqs. (66) and (67)). By following the same procedure, we can
11If we ask the question “what is a tensor?” to an engineer, a physicist or a mathematician we usually get different answers.
The engineer usually says “a tensor is a matrix”. On the other hand, the physicist would say that a tensor is a mathematical object
that has the fundamental property of transforming in a very specific way when the coordinate system is changed. He or she would
point out that the laws of physics are built upon the principle of general covariance [238, 223] (invariance of physical laws relative
to coordinate transformations) which is formulated in a natural way in terms of tensors. The word “tensor” has recently spilled in
the multi-linear algebra community to represent multi-dimensional arrays. Hereafter we will adopt such terminology, and refer to
tensors as multi-dimensional arrays.
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construct functional derivatives of f of higher-order, e.g.,
δ2F ([θ])
δθ(x)δθ(y)
'
m∑
k,j=1
∂2f
∂ak∂aj
ϕk(x)ϕj(y), (185)
δ3F ([θ])
δθ(x)δθ(y)δθ(z)
'
m∑
k,j,i=1
∂3f
∂ak∂aj∂ai
ϕk(x)ϕj(y)ϕi(z). (186)
Choice of the Number of Active Dimensions The choice of the basis functions ϕk and the number of
active dimensions, i.e., the parameterm in (177), is critical for the accuracy of the cylindrical representation.
For a fixed basis {ϕj}, smaller values of m yield faster computations but at the same time can lead to
functional approximation problems with poor approximation errors.
3.3.1 Canonical Tensor Decomposition
The canonical tensor decomposition of the multivariate function f(a1, ..., am) in (177) is a series expansion
in the form
f(a1, ..., am) =
r∑
l=1
m∏
i=1
Gli(ai) aj = (θ, ϕj), (187)
where Gli(ai) are one-dimensional functions usually represented relative to a known basis {φ1, ..., φQ}, i.e.,
Gli(ai) =
Q∑
k=1
βlikφk(ai). (188)
The quantity r in (187) is called separation rank. In the statistics literature, representations of the form
(187) are known as parallel factorizations (see [115, 123]). They are also known as proper generalized
decompositions [31], canonical polyadic expansions (CP) [100], separated series [33], and Kruskal tensor
formats [113]. Although there are at present no useful theorems on the size of the separation rank r needed
to represent with accuracy general classes of functionals f , there are cases where the expansion (187) is
exponentially more efficient than one would expect a priori. The basis functions φk appearing in (188)
represent the variability of the functional f along different directions ak = (θ, ϕk) in the test function space
Dm. As such, they have to satisfy appropriate boundary conditions. For example, if f is periodic in the
hypercube [−b, b]m then we could use rescaled trigonometric polynomials
φk(a) = lk
(
pi
(a
b
+ 1
))
a ∈ [−b, b], (189)
where
lk+1(x) =
1
Q
sin
(
Q
2
(x− xk)
)
sin
(
x− xk
2
) , xk = 2pi
Q
k k = 0, ..., (Q− 1). (190)
For more general boundary conditions we can use a polynomial basis, e.g., rescaled Legendre orthogonal
polynomials
φk(a) = Lk
(a
b
)
a ∈ [−b, b], (191)
where
L0(x) = 1, L1(x) = x, · · · , Ln+1(x) = 2n+ 1
n+ 1
xLn(x)− n
n+ 1
Ln−1(x), (n = 1, ..., Q− 1).
(192)
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The L2 norm of (189) and (191) is easily obtained as
ηk =
b
pi
2pi
Q
(Fourier), ηk =
2b
2h+ 1
(Legendre), k = 1, ..., Q. (193)
Example 1: Consider the sine functional (63), hereafter rewritten for convenience
F ([θ]) = sin
(∫ b
a
K(x)θ(x)dx
)
. (194)
Assuming that the kernel K(x) admits the finite-dimensional expansion
K(x) =
m∑
j=1
kjϕj(x), (195)
and substituting it into (194) we obtain
f(a1, ..., am) = sin
 m∑
j=1
kjaj

=
m∑
j=1
sin(kjaj)
m∏
i=1
i 6=j
sin(kiai + χi − χj)
sin(χi − χj) , (196)
for all χi such that χi 6= χj . The last equality was derived in [143], and it shows that the separation rank
of the canonical tensor decomposition of (194)-(195) is exactly r = m. In other words, we can represent
the nonlinear functional (194) exactly in terms of superimposition of m terms. Furthermore, if we allow the
Gli(ai) to be complex-valued
12 then
sin
 m∑
j=1
kjaj
 = m∏
j=1
eikjaj
2i
−
m∏
j=1
e−ikjaj
2i
, (197)
i.e., we can reduce the separation rank to r = 2. In general, the separation rank depends on the complexity
of the nonlinear function f(a1, ..., am).
Functional Derivatives With the canonical tensor decomposition (187) available, it is straightforward
to compute an approximation of the functional derivatives of F ([θ]). Recalling that the canonical tensor
decomposition is a cylindrical representation of the functional F ([θ]), we have the expressions (183), (185)
and (186). The unknowns are the partial derivatives of f with respect to aj([θ]), which can be computed
based on (187) as
∂f
∂ai
=
r∑
l=1
∂Gli
∂ai
m∏
k=1
k 6=i
Glk(ak), (198)
12Constraints on the functions Gli such as positivity can be also imposed, e.g., if one is interested in probability functionals.
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and
∂f
∂ai∂aj
=

r∑
l=1
∂2Gli
∂a2i
m∏
k=1
k 6=i
Glk(ak) i = j,
r∑
l=1
∂Gli
∂ai
∂Glj
∂aj
m∏
k=1
k 6=i,j
Glk(ak) i 6= j.
(199)
These derivatives are evaluated at aj([θ]) = (θ, ϕj).
Alternating Least Squares (ALS) Formulation The development of robust and efficient algorithms to
compute (187) to any desirable accuracy is still a relatively open question (see [1, 54, 100, 45, 33] for recent
progresses). Computing the tensor components Glk(ak) usually relies on (greedy) optimization techniques
such as alternating least squares (ALS) [188, 12, 1, 18] or regularized Newton methods [54], which are
only locally convergent [219] (i.e., the final result may depend on the initial condition of the algorithm).
Hereafter we describe the simplest form of the ALS algorithm. To this end, consider the functional residual
(177), with f given in (187)
R([θ]) = F ([θ])−
r∑
l=1
m∏
k=1
Glk((θ, ϕk)). (200)
We aim at computing the tensor components Glk(ak) by minimizing the norm of R([θ]) relative to indepen-
dent variations of Glk. In particular, if we assume that G
l
k are in the form (188), then variations of G
l
k are
generated by variations of βnhj . Therefore, the canonical tensor decomposition of F ([θ]) can be computed
by the variational principle13
min
βnhj
‖R([θ])‖2W . (201)
The norm in ‖ · ‖W may be defined by a weighted functional integral (see Appendix B) in the form
‖R([θ])‖2W =
∫
R([θ])2W ([θ])D[θ], (202)
where W ([θ]) is the functional integration measure, or by a discrete sum (functional collocation setting)
‖R([θ])‖2W =
N∑
j=1
R([θj ])
2wj , (203)
where {θ1, ..., θN} are collocation nodes in the function space D(F ), and wj are integration weights. In
the alternating least squares paradigm, we compute the minimizer of the residual (200) by splitting the non-
convex optimization problem (201) into a sequence of convex low-dimensional optimization problems (see
Figure 8). To illustrate the method, let us define the vectors
β1 = [β
1
11, ..., β
1
1Q, ..., β
r
11, ..., β
r
1Q]
T ,
β2 = [β
1
21, ..., β
1
2Q, ..., β
r
21, ..., β
r
2Q]
T ,
...
βm = [β
1
m1, ..., β
1
mQ, ..., β
r
m1, ..., β
r
mQ]
T . (204)
13The Euler-Lagrange equations associated with (201) are nonlinear βnhj .
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Figure 8: Sketch of the alternating least squares (ALS) algorithm for the minimization of the functional
residual R([θ]). Convergence analysis of ALS be found in [55, 19, 191, 219].
Note that βi collects the degrees of freedom of all functions {G1i , ..., Gri } depending on ai = (θ, ϕi). Next,
we split the optimization problem (201) into the following sequence of convex optimization problems
min
β1
‖R([θ])‖2W , min
β2
‖R([θ])‖2W , · · · , min
βm
‖R([θ])‖2W . (205)
We emphasize that the system of equations (205) is not equivalent to the full problem (201). In other words,
the sequence of low-dimensional optimization problems (205) in general does not allow us to compute the
minimizer of (201) [55, 19, 191, 219]. The Euler-Lagrange equations associated with (205) are in the form
Ajβj = fj j = 1, ...,m, (206)
where
Aj =

A11j11 · · ·A11j1Q A12j11 · · ·A12j1Q · · · A1rj11 · · ·A1rj1Q
...
...
...
...
A11jQ1 · · ·A11jQQ A12jQ1 · · ·A12jQQ · · · A1rjQ1 · · ·A1rjQQ
...
...
...
...
Ar1j11 · · ·Ar1j1Q Ar2j11 · · ·Ar2j1Q · · · Arrj11 · · ·Arrj1Q
...
...
...
...
Ar1jQ1 · · ·Ar1jQQ Ar2jQ1 · · ·Ar2jQQ · · · ArrjQ1 · · ·ArrjQQ

, fj =

f1j1
...
f1jQ
...
f rj1
...
f rjQ

, (207)
and
Alnjhs =
∫
D[θ]W ([θ])φh((θ, ϕj))φs((θ, ϕj))
m∏
k=1
k 6=j
Glk((θ, ϕk))G
n
k((θ, ϕk)), (208)
fnjh =
∫
D[θ]W ([θ])F ([θ])φh((θ, ϕj))
m∏
k=1
k 6=j
Gnk((θ, ϕk)). (209)
The matricesAj are symmetric, positive definite and of size rQ×rQ. Also, the functional integrals defining
the matrix entries can be simplified and eventually computed by using techniques for high-dimensional
39
integration, such as the quasi-Monte Carlo method [40]. Indeed, if we restrict the residual (200) to the
finite-dimensional function space Dm = span{ϕ1, ..., ϕm} (Section 3.1), and assume that F ([θ]) restricted
to Dm is compactly supported within the hypercube [−b, b]m, then Alnjhp and fnjh can be written in the form
Alnjhs =
∫ b
−b
φh(aj)φs(aj)daj
m∏
k=1
k 6=j
∫ b
−b
Glk(ak)G
n
k(ak)dak, (210)
fnjh =
∫ b
−b
· · ·
∫ b
−b
f(a1, ..., am)φh(aj)
m∏
k=1
k 6=j
Gnk(ak)da1 · · · dam, (211)
provided we select the integration measure W ([θ]) appropriately (see Appendix B).
Remark: Minimizing the residual (200) with respect to βnhj is equivalent to imposing orthogonality relative
to the space spanned by the functionals
φh((θ, φj))
m∏
k=1
k 6=j
Gnk((θ, ϕk)) (212)
To show this in a simple and intuitive way, consider the following example in just two dimensions. Let
f(a1, a2) be a regular function defined on the unit square [0, 1]2. We look for a canonical tensor decompo-
sition of f(a1, a2) in the form
f(a1, a2) =
r∑
j=1
Gj1(a1)G
j
2(a2), where G
j
k(ak) =
P∑
p=1
βjkpφp(ak). (213)
To determine βjkp we first define the residual,
R(a1, a2) = f(a1, a2)−
r∑
j=1
Gj1(a1)G
j
2(a2) (214)
and then minimize its weighed norm
‖R‖2w =
∫ 1
0
∫ 1
0
R(a1, a2)
2w(a1, a2)da1da2 (215)
relative to independent variations of βj1p and β
j
2p. This yields∫ 1
0
∫ 1
0
w(a1, a2)R(a1, a2)φp(a1)G
j
2(a2)da1da2 = 0 linear system for β
j
1p,∫ 1
0
∫ 1
0
w(a1, a2)R(a1, a2)G
j
1(a1)φp(a2)da1da2 = 0 linear system for β
j
2p.
(216)
Thus, minimizing the residual with respect to independent variations of βj1p and β
j
2p is equivalent impose
Galerkin orthogonality relative to a space spanned by the basis functions φp(a1)G
j
2(a2) and G
j
1(a1)φp(a2),
respectively.
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Convergence of the ALS Algorithm The ALS algorithm we just described is an alternating optimization
scheme, i.e., a nonlinear block Gauss–Seidel method ([167], §7.4). There is a well–developed local con-
vergence theory for this type of method (see [167, 19]). In particular, it can be shown that ALS is locally
equivalent to the linear block Gauss–Seidel iteration applied to the Hessian matrix. This implies that ALS
is linearly convergent in the iteration number [219], provided that the Hessian of the residual is positive
definite (except on a trivial null space associated with the scaling non-uniqueness of the canonical tensor
decomposition). The last assumption may not be always satisfied14. Therefore, convergence of the ALS al-
gorithm cannot be granted in general. Another potential issue of the ALS algorithm is the poor conditioning
of the matrices Aj in (206), which can addressed by regularization [188, 12]. The canonical tensor decom-
position (187) in m dimensions has relatively small memory requirements. In fact, the number of degrees
of freedom that we need to store is r × m × Q, where r is the separation rank, and Q is the number of
degrees of freedom employed in each tensor component Glk(ak) (188). Despite the relatively low-memory
requirements, it is often desirable to employ scalable parallel versions the ALS algorithm [100] to compute
the canonical tensor expansion (187).
3.3.2 Tucker Decomposition
The Tucker decomposition of the cylindrical functional (180) is a series expansion in the form
f(a1, ..., am) =
r1∑
l1=1
· · ·
rm∑
lm=1
Cl1···lmT
l1
1 (a1) · · ·T lmm (am), (217)
where Cl1...lm is a r1×· · ·×rm real- or complex-valued tensor – often referred to as core tensor [113] – and
T lmm (am) are unknown functions. Tucker decomposition is known as high-order Schmidt decomposition in
the context of quantum mechanics [27]. It is important to emphasize such decomposition is, in general, are
not unique15. As pointed out by Kolda and Bader in [113], this freedom opens the possibility to choosing
transformations that simplify the core structure in some way so that most of the elements of the core tensor
Cl1···lm are zero, thereby eliminating interactions between corresponding components. Diagonalization of
the core is, in general, impossible16 [171], but it is possible to try to make as many elements either zero or
as small as possible (see, e.g., [27] or [147]). For general tensors we have that the multilinear rank r = rj
(j = 1, ...,m) is upper semi-continuous, i.e., the Tucker expansion is closed. Several efficient algorithms
are currently available to compute the series expansion (217). For instance, Lathauwer et al. proposed
in [118] a high-order singular value decomposition method to determine the components T lkk and the core
tensor Cl1···lm in a discrete setting. Such algorithm is simple, robust and it yields quasi-optimal low-rank
approximations.
To illustrate the procedure to compute the Tucker decomposition let us first assume that the basis func-
tions T lkk (ak) in (217) are orthonormal and known. In this case, the expansion (217) is simply a tensor
14It was shown in [219] that the classical alternating least squares algorithm does not converge in the iteration number for
functionals in the form (194).
15The classical Schmidt decomposition, i.e., the bi-orthogonal decomposition of bi-variate functions is not unique either, and
defined up to two rotations in Hilbert spaces [224, 171]
16The canonical tensor decompositon (187) is in the form of a fully diagonal high-order Schmidt decomposition, i.e,
f(a1, ..., am) =
r∑
l=1
Cl···lG
l
1(a1) · · ·Glm(am). (218)
The fact that diagonalization of Cl1···lm is, in general, impossible in dimension larger than 2 implies that it is impossible to
compute canonical tensor decompositions by standard linear algebra techniques. Indeed, the best low-rank approximation problem
is ill-posed for real tensors with dimension m > 2 (see, e.g., [36, 113, 85]), and for complex tensors [222].
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product representation of a multivariate function relative to the basis T lkk . The core tensor Cl1···lm can be
immediately obtained by projecting f(a1, ..., am) onto the basis T
lk
k (ak), i.e.,
Cl1···lm =
∫
f(a1([θ]), ..., am([θ]))T
l1
1 (a1([θ])) · · ·T lmm (am([θ]))W ([θ])D([θ]). (219)
Evaluating the functional integral in Dm = span{ϕ1, ..., ϕm} and rescaling the integration measure W ([θ])
properly (see Appendix B) allows us to rewrite (219)
Cl1···lm =
∫ b
−b
· · ·
∫ b
−b
f(a1, ..., am)T
l1
1 (a1) · · ·T lmm (xm)da1 · · · dam, (220)
where we assumed f to be compactly supported in [−b, b]m. Next, suppose that each function T lkk (ak) is a
linear combination of Q orthonormal basis functions φj , i.e.,
T lkk (ak) =
Q∑
s=1
αlkskφs(ak) (fixed k). (221)
If φs is a cardinal basis associated with a set of interpolation nodes along ak, then the matrix α
lk
sk represents
the set of functions T lkk (ak) for fixed k. We can sort arrange the matrix α
lk
sk in a way where the lk-column
represents the value of T lk(ak) at Q collocation nodes along ak. This yields the matrix with entries [Tk]il
(i = 1, ..., Q). If we evaluate the multivariate field f(a1, .., am) at the same collocation nodes we employed
to construct the interpolants of T lkk , then we can rewrite (217) in a full tensor notation as
fi1···im =
r1∑
l1=1
· · ·
rm∑
lm=1
Cl1,...,lm [T1]i1l1 · · · [Tm]imlm , (222)
where ij = 1, ..., Q are indices identifying the interpolation node along the axis aj .
Remark: The expansion (222) is a “matricization” of continuum series (217) obtained by representing each
basis element in terms of collocation nodes. Clearly, we can also set up a matricization of (217) based on
Galerkin projection. To this end, it is sufficient to project both the left and the right hand sides of (217) onto
the orthonormal basis elements φi1(a1)φi2(a2) · · ·φim(am) to obtain an expression in the form (222). The
meaning of fi1···in in the case is the Fourier coefficients of the projection, i.e.,
fi1···in =
∫ b
−b
· · ·
∫ b
−b
f(a1, ..., am)φi1(a1) · · ·φim(am)dx1 · · · dxm. (223)
Thus, (222) represents a multivariate expansion of Fourier coefficients in a Tucker tensor format. In such
finite-dimensional setting, we basically transformed the problem of decomposing a multivariate function to
a multi-linear algebra problem. It is immediate to see that the discrete Tucker format a two-dimensional
function f(a1, a2) is
fi1i2 =
r1∑
l1=1
r2∑
l2=1
Cl1l2 [T1]i1l1 [T2]i2l2 , (224)
We can obviously diagonalize the core tensor by using singular value decomposition.
A drawback of the Tucker decomposition is the storage requirement of the core tensor Cl1···lm , which is
O(rm). Such problem can be mitigated by attempting to make zero as many entries of Cl1···lm as possible
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through suitable linear transformations. Another option is to introduce further separability properties of the
core tensor. This yields a multitude of possible expansions, including hierarchical Tucker [75, 8] and Tucker
tensor train [159, 191]. All these series expansions can be conveniently visualized by suitable graphs, and
as such they fall within the setting of tensor-networks.
3.3.3 Hierarchical Tucker Decomposition
We have seen that the canonical tensor decomposition of a nonlinear functional has a relatively small number
of degrees of freedom, but its computation is not straightforward. The most reliable algorithms are based
on regularized optimization and randomized methods (see [188, 12] for recent results), which often yield
different series expansions for different initial conditions. On the other hand, we have seen the that high-
order Schmidt decomposition suffers from the curse of dimensionality (dimension of the core tensor), but
it is straightforward to compute by nearly optimal and robust techniques such as high-order singular value
decomposition [118]. The hierarchical Tucker format was introduced by Hackbush and Ku¨hn in [79] (see
also [78, 75]) to mitigate the dimensionality problem in the core-tensor of the classical high-order Schmidt
decomposition. The key idea is to perform a sequence of classical bi-variate Schmidt decompositions until
the approximation problem is reduced to a product of one-dimensional functions. To illustrate the method
is a simple way, consider the following cylindrical functional
f(a1, a2, a3) =
r∑
i,j=1
A
{1}
ij T
{1}
i (a1)T
{2,3}
j (a2, a3), aj = (θ, ϕj). (225)
The matrix representation of f(a1, a2, a3) (either Galerkin or collocation form) relative to the given bases
T
{1}
i and T
{2,3}
j is A
{1}
ij , i.e., it has two indices
17. We decompose T {2,3}j further by another Schmidt expan-
sion
T
{2,3}
j (a2, a3) =
r∑
l,n=1
A
{2}
jlnT
{2}
l (a2)T
{3}
n (a3), (226)
to obtain
f(a1, a2, a3) =
r∑
i,j,l,n=1
A
{2}
jlnA
{1}
ij T
{1}
i (x1)T
{2}
l (a2)T
{3}
n (a3). (227)
The procedure just described is at the basis of the hierarchical Tucker decomposition and it yields an expan-
sion in the form (217), where the core tensor is factored as a product of at most three-dimensional tensors.
To show this in a higher-dimensional case, consider the six-dimensional cylindrical functional f(a1, ..., a6).
By performing a sequence of Hilbert-Schmidt factorizations, while keeping the separation rank r constant
in each factorization, we obtain
f(a1, ..., a6) =
r∑
i7,i8=1
A
{1}
i7i8
T
{1,2,3}
i7
(a1, a2, a3)T
{4,5,6}
i8
(a4, a5, a6),
=
r∑
i7,i8=1
A
{1}
i7i8
r∑
i1,i9=1
A
{2}
i7i1i9
T
{1}
i1
(a1)T
{2,3}
i9
(a2, a3)
r∑
i4,i10=1
A
{3}
i8i4i10
T
{4}
i4
(a4)T
{5,6}
i10
(a5, a6),
=
r∑
i1,··· ,i6=1
Ci1···i6T
{1}
i1
(a1)T
{2}
i2
(a2)T
{3}
i3
(a3)T
{4}
i4
(a4)T
{5}
i5
(a5)T
{6}
i6
(a6), (228)
17The second index labels points on the plane (a2, a3) (collocation setting), or the projection of f onto the two-dimensional basis
function T 2,3j (a2, a3) (Galerkin setting).
43
where the 6-dimensional core tensor is explicitly given
Ci1···i6 =
r∑
i7,i8=1
A
{1}
i7i8
r∑
i9=1
A
{2}
i7i1i9
A
{4}
i9i2i3
r∑
i10=1
A
{3}
i8i4i10
A
{5}
i10i5i6
. (229)
Note that such kernel has a recursive structure and it is factored as a product of at most three-dimensional
matrices. Parallel algorithms to perform basic operations on hierarchical Tucker expansions such as addition,
multiplication, and rank reduction were recently proposed in [77, 56]. Also, an optimization framework that
leverages on the on recursive subspace factorizations of Hierarchical Tucker expansions was developed in
[206].
3.3.4 Tensor Train Decomposition
If we single-out one variable at a time and perform a sequential Schmidt decomposition of the remaining
variables we obtain the so-called tensor-train decomposition [168, 191]. Tensor train decomposition is a
subcase case of hierarchical Tucker decomposition. For example, the tensor train decomposition of the
four-dimensional cylindrical functional f(a1, ..., a4) reads
f(a1, ..., a4) =
r∑
i1,i2=1
A
{1}
i1i2
T
{1}
i1
(a1)T
{2,3,4}
i2
(a2, a3, a4),
=
r∑
i1,i2=1
A
{1}
i1i2
T
{1}
i1
(a1)
r∑
i3,i4=1
A
{2}
i2i3i4
T
{2}
i3
(a2)T
{3,4}
i4
(a3, a4),
=
r∑
i1,...,i4=1
A
{1}
i1i2
A
{2}
i2i3i4
T
{1}
i1
(a1)T
{2}
i3
(a2)
r∑
i5,i6
A
{3}
i4i5i6
T
{3}
i5
(a3)T
{4}
i6
(a4),
=
r∑
i1,...,i6=1
A
{1}
i1i2
A
{2}
i2i3i4
A
{3}
i4i5i6
T
{1}
i1
(a1)T
{2}
i3
(a2)T
{3}
i5
(a3)T
{4}
i6
(a4). (230)
Tensor train and hierarchical Tucker expansions can be conveniently visualized by graphs.
3.3.5 Tensor Networks
During the last decades, the field of Tensor Networks has undergone an explosion of results in several
different directions, e.g., in the study of quantum many-body systems, and more generally in multivariate
functional approximation. Tensor networks can be conveniently represented by undirected graphs. To this
end, we adopt the following standard convention:
• a node in a graph represents a tensor in as many variables as the number of the edges connected to it;
• connecting two tensors by an edge represents a tensor contraction over the index associated to certain
variable.
In this way, a three-dimensional Tucker format is represented by one node with three edges emanating from
it. If we connect two of such tensors with one edge, then we obtain a tensor in four variables. In particular,
the connection operation here results in a Tucker format with the core tensor represented by a product of
two three-dimensional tensors in which we contract one index (see Figure 9). The graph representation
of the hierarchical Tucker and tensor train decomposition is shown in Figure 10. A more general tensor
network representation of a cylindrical functional in five variables is shown in Figure 11. Note that each
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Tucker Format Tensor Network
r∑
i1,i2,i3=1
Ai1i2i3T
{1}
i1
(a1)T
{2}
i2
(a2)T
{3}
i3
(a3)
r∑
i1,...,i4=1
(
r∑
j=1
A
{1}
i1i2j
A
{2}
ji3i4
)
T
{1}
i1
(a1)T
{2}
i2
(a2)T
{3}
i3
(a3)T
{4}
i4
(a4)
Figure 9: Examples of tensor networks representing a cylindrical functional in three and four variables.
Hierarchical Tucker Tensor Train
Figure 10: Graph representation of the Hierarchical Tucker (HT) and tensor train (TT) decomposition of a
six-dimensional cylindrical functional.
node is connected with at most three edges (coordination number equal to three) as we employed a Schmidt
decomposition to represent each function with more than one variable. Clearly, the graph can be reduced
to one node with five leaves (i.e. a Tucker series) by eliminating the cycle and clustering all nodes that
are connected by edges [114] . The graph can be therefore reduced to a node with five leaves – i.e. a
Tucker series, with a particular structure of the core tensor. At this point the graph is irreducible (one node
with five leaves). Efficient algorithms that implement basic operations between tensors, such as addition,
orthogonalization, rank reduction, scalar products, multiplication, and linear transformations are discussed
in [114, 56, 76, 159, 113].
3.4 Generalized Lagrangian Interpolation
We have seen that the classical Lagrange interpolation problem for multivariate functions can be generalized
to functionals in Hilbert or Banach spaces, i.e., objects depending on an infinite number of variables. Given
a real-valued continuous functional
F : D(F )→ R, (231)
and a set of elements {θ1(x), ..., θn(x)} inD(F ), the Lagrangian interpolant of F is a continuous functional
Π : D(F )→ R, (232)
such that
Π([θi]) = F ([θi]). (233)
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Tensor Network Equivalent Tucker Format
Figure 11: Tensor network representation of a five-dimensional cylindrical functional. After reduction
(elimination of the cycle and connection of nodes), it is easy to see the graph is equivalent to the graph
corresponding to a Tucker format of dimension five (right). The core tensor of such Tucker format is
expressed as products and contractions of at most three-dimensional tensors.
A simple representation of Π([θ]) can be given in terms of cardinal basis functionals gi : D(F )→ R as
Π([θ]) =
n∑
i=1
F ([θi])gi([θ]), where gi([θj ]) = δij . (234)
Similarly to classical Lagrange interpolation for functions from Rn to Rm, we have a great freedom in se-
lecting gi([θ]). We have already seen, for example, Porter’s and Prenter’s cardinal bases defined in equation
(113) and equation (150), respectively. Now, let
κ : D(F )×D(F )→ R (235)
be any continuous (not necessarily symmetric) functional subject to the sole requirement that
κ([θ], [η]) = 0 ⇔ θ(x) = η(x). (236)
Examples of such functional are
κ1([θ], [η]) = ‖θ(x)− η(x)‖p , p > 0 (237)
κ2([θ], [η]) = ‖θ(x)− η(x)‖+ ‖θ(x)‖ − ‖η(x)‖ . (238)
κ3([θ], [η]) = 1− exp
(
−‖θ(x)− η(x)‖2
)
. (239)
By using κ([θ], [η]) we define the following cardinal basis associated with the interpolation nodes {θ1(x), ..., θn(x)}
in D(F ) (see [30], Ch. 10)
gi([θ]) =
n∏
j=1
j 6=i
κ([θ], [θj ])
κ([θi], [θj ])
i = 1, ..., n. (240)
A substitution of (240) into (234) yields a Lagrangian functional interpolant that depends on the choice of
κ([θ], [η]). An advantage of such interpolant over Porter’s interpolant is that the basis functionals (240) are
given analytically and do not require any computation such as the inversion (and storage) of the H-matrix
(111). On the other hand, we have no guarantee that (240) have good approximation properties away from
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the interpolation nodes. The Lagrange interpolation formula (234)-(240) can be written in a barycentric
form. To this end, we first rewrite the numerator of (240) as Ω([θ])/κ([θ], [θi]), where
Ω([θ]) =
n∏
i=k
κ([θ], [θk]). (241)
Then define the barycentric weights as
wi =
n∏
j=1
j 6=i
1
κ([θi], [θj ])
. (242)
Clearly,
gi([θ]) = Ω([θ])
wi
κ([θ], [θi])
. (243)
Substituting this into (234) and applying it to the constant functional F ([θ]) = 1 yields
Ω([θ]) =
1
n∑
i=1
wi
κ([θ], [θi])
. (244)
Therefore, we obtain the interpolant
Π([θ]) =
(
n∑
i=1
wi
κ([θ], [θi])
)−1 n∑
i=1
wiF ([θi])
κ([θ], [θi]).
(245)
This expression can be evaluated in O(n) operations, provided we have available wi, which needs O(n2)
operations. What about updating? Adding a new interpolation node θn+1 entails two calculations: 1) divide
each wj by κ([θj ], [θn+1]) and 2) compute wn+1 using the formula (242).
Remark: The interpolation processes defined by (234) and (240) has a variation known as Shepard’s method
[60, 121]. Such method was studied by Allasia and Bracco [4] for functional interpolation in Banach spaces
and it relies on the cardinal functionals
gi([θ]) =
1
1 +
n∑
k=1
k 6=i
κ([θ], [θi])
κ([θ], [θk])
, i = 1, ..., n. (246)
The kernel κ([θ], [η]) here satisfies (236) and the additional positivity requirement
κ([θ], [η]) > 0 if θ(x) 6= η(x). (247)
This implies that the basis functionals (246) have the following properties
0 ≤ gi([θ]) ≤ 1 ∀θ gi([θj ]) = δij . (248)
One unfortunate consequence of these conditions is that the functional derivative of gi([θ]) (if it exists) is
identically zero at all nodes θj . In fact, gi([θ]) is always positive, it has a maximum (equal to 1) at θi and
many minima (equal to 0) at all other nodes. This yields functional differentiation matrices (120) that are
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identically zero. Functional Lagrangian interpolation can also be defined in terms of radial basis functionals
κ(‖θ − θj‖), for suitable choices of κ. In this cases, the cardinal basis gi([θ]) can be obtained by standard
techniques such as the ratio of two Vandermonde determinants. Interpolation using radial basis functionals
can converge towards polynomial functional interpolants if we take increasingly flat radial bases (see, e.g.,
[202, 47, 208]).
The Lagrangian interpolation process defined by (234), (236) and (240) can be generalized further by con-
sidering a family of continuous functionals
κi : D(F )×D(F )→ R, i = 1, ..., n (249)
as many as the number of interpolation nodes, satisfying κi([θ], [θj ]) 6= 0 for i 6= j, κi([θ], [θi]) = 0 and
κi([θ], [θ]) = 0. The cardinal basis corresponding to {κ1, ..., κn} is
gi([θ]) =
n∏
j=1
j 6=i
κi([θ], [θj ])
κi([θi], [θj ])
. (250)
In particular, the choice
κi([θ], [η]) = (θ − η, θi − η) (251)
yields Prenter’s cardinal basis (150). It fact,
κi([θ], [θj ]) = (θ − θj , θi − θj), (252)
κi([θi], [θj ]) = ‖θi − θj‖2 , (253)
κi([θ], [θi]) = 0. (254)
Another generalization of the Lagrange interpolation process can be obtained along the lines of Porter’s
functional interpolants. To this end, let κ([θ], [η]) be any symmetric functional such that the matrix
Hij = κ([θi], [θj ]) (255)
is invertible for every set of distinct nodes {θj(x)}. Then the functional
Φn([θ]) =
m∑
k=1
F (θk)
m∑
j=1
κ([θk], [θj ])
−1κ([θ], [θj ])︸ ︷︷ ︸
gk([θ])
, (256)
where κ([θk], [θj ])−1 denotes the inverse matrix of (255), interpolates F ([θ]) at θk(x) (k = 1, ...,m). The
question of how to select the symmetric functional κ depends on the requirements we impose on the behavior
of the functional interpolant away from the interpolation nodes. In particular, the choice
κ([θ], [η]) =
n∑
p=0
(θ, η)p (257)
yields Porter’s interpolants, i.e., polynomial functionals of order n with minimal norm.
3.4.1 Optimal Interpolation Nodes
In this Section we briefly address the question of how to select the interpolation nodes in the function space
D(F ) in such a way that the corresponding functional interpolant, e.g., the Porter’s one (112)-(113), exhibits
good approximation properties.
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Adaptive Leja Sequences An effective approach to select sub-optimal interpolation nodes relies on adap-
tive Leja sequences [151, 23]. In this setting, given the set of nodes {θ1(x), ..., θn(x)} inD(F ), the problem
is to find a new node θ∗(x) satisfying the maximization principle
arg max
θ∗(x)∈D(F )
|det(V )| (258)
where V is a Vandermonde-like operator (infinite-dimensional matrix) (see [23, 151, 153, 135] for further
details). This results in the so-called Leja construction of the test function θ∗(x), a greedy version of the
well-known Fekete construction involving nonlinear optimization. There are also non-determinant versions
of multivariate Leja interpolation nodes, which are related to potential theory [128, 93]. In this setting, given
a symmetric functional κ([θ(x)], [η(x)]) one can construct a greedy κ-energy sequence in which θ∗(x) is
chosen to satisfy
n∑
i=1
κ([θ∗(x)], [θi(x)]) = arg min
θ∗∈D(F )
n∑
i=1
κ([θ∗(x)], [θi(x)]), (259)
assuming {θ1(x), ..., θn(x)} are available. The element θ∗(x) obtained in this way is not unique. Also,
depending on the choice of the kernel function κ([θ(x)], [η(x)]), we can have different sets of nodes. A
relevant kernel for the κ-energy sequence is the so-called Riesz p-kernel
κp([θ(x)], [η(x)]) =

1
‖θ(x)− η(x)‖p if p > 0
− ln(‖θ(x)− η(x)‖) if p = 0
(260)
Such kernel avoids placing points too close to each other (the potential κp is rather large in such regions),
while decreasing monotonically at larger distances. The asymptotic behavior of greedy κ-energy sequences
has been studied theoretically by Lo´pez-Garcı´a and Saff [128], in a finite-dimensional setting.
Minimization of Lebesgue Functionals Another approach to determine sub-optimal nodes in the function
space D(F ) relies on greedy algorithms minimizing Lebesgue-like functionals. This problem has been
recently addressed in a finite-dimensional setting by Narayan and Xiu [153, 152], Maday et al. [131, 132]
and Van Barel et. al [10]. The basic idea is simple and can be generalized to the infinite-dimensional
case. Suppose we have available {θ1(x), ..., θn(x)}. We look for a new node θ∗(x) maximizing a suitable
objective functional, e.g., related to the well-known Lebesgue function in finite-dimensional interpolation
problems. In particular, following the weighed approach of Narayan and Xiu [153], we can look for a new
node θ∗(x) satisfying the following (greedy) optimization problem
arg max
θ∗∈D(F )
χ([θ∗]), χ([θ]) = W ([θ])2
n∑
k=1
gk([θ])
2
W ([θk])2
, (261)
where W ([θ]) is a positive functional and gi([θ]) is a cardinal basis. Other choices of χ([θ]) yield different
sets of nodes. For example,
χ([θ]) = W ([θ])
n∑
k=1
gi([θ])
2
W ([θk])
(262)
yields an infinite-dimensional extension of the Feje´r points. The sequence of nodes θi(x) we obtain in this
way strongly depends on the initial set of nodes, on the weight W ([θ]) and on the cardinal basis {gi([θ])}.
Finding the maximum of (261) involves computing the solution to an optimization problem in infinite di-
mensions [14]. A necessary condition for a stationary point of (261) is
δχ([θ])
δθ(x)
= 0. (263)
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Example 1: The Euler-Lagrange equation (263) can be written down explicitly, e.g., for Porter’s interpolants.
To this end, simply substitute (113) in (262) and set W = 1 to obtain
χ([θ]) =
n∑
k=1
m∑
j,z=1
H−1jk H
−1
zk
h∑
p,q=0
(θj , θ)
p (θz, θ)
q . (264)
This allows us to write explicitly the conditions identifying stationary points of χ([θ]), e.g., in the function
space
DN =
{
θ(x) ∈ D(F )
∣∣∣∣∣ θ(x) =
N∑
k=1
akϕk(x)
}
. (265)
3.5 High-Dimensional Model Representation
The high-dimensional model representation (HDMR) [185, 126, 125, 26] of the cylindrical functional (177)
is a series expansion in the form
f(a1, ..., am) = f0 +
m∑
k=1
fk(ak) +
m∑
k,j=1
k<j
fkj(ak, aj) + · · · . (266)
The functional f0 is simply a constant. The functionals fi(ai), which we shall call first-order interaction
terms, give us the overall effects of the variables ai = (θ, ϕi) in f as if they were acting independently of the
other variables. The functions fij(ai, aj) represent the interaction effects of ai and aj , and therefore they are
usually called second-order interactions. Similarly, higher-order terms reflect the cooperative effects of an
increasing number of variables. The interaction terms in the HDMR expansion can be easily computed if we
assume that the domain of f is compactly supported and included in the hypercube [−b, b]m (see Appendix
B). By introducing the finite-dimensional integration measurew(a) = w(a1, ..., am) and the vector notation
da−i = dai−1dai+1 · · · dam, we have
f0 =
∫
[−b,b]m
w(a)f(a)da, (267)
fi(ai) =
∫
[−b,b]m−1
w(a)f(a)da−i − f0, (268)
fij(ai, aj) =
∫
[−b,b]m−2
w(a)f(a)da−ij − fi(ai)− fj(aj)− f0, (269)
· · · .
This procedure generates, by construction, terms that are orthogonal in the weighted L2 sense. The HDMR
series (266) with components (267)-(269) is often called ANOVA-HDMR expansion. If we consider a Dirac
delta measure w(a) = δ(a1 − c1) · · · δ(am − cm) with “anchor point” c = (c1, ..., cm), then the HDMR
series is called CUT-HDMR [39, 249]. There is also a random-sampling version of HDMR – namely the
RS-HDMR [125] expansion – in which the high-dimensional integrals in (267)-(268) are computed by
Monte-Carlo or quasi-Monte Carlo methods. The HDMR expansion (266) is usually truncated at some
interaction order, and the interactions fi, fij are expanded relative to a certain basis. For example, the
first-order ANOVA-HDMR expansion of f reads
f(a1, ..., am) ' f0 +
m∑
k=1
fk(ak), (270)
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where
fk(ak) =
Q∑
i=1
αikφi(ak), (271)
and ϕi are suitable basis functions in the variable ak − (θ, ϕk).
3.6 Cluster Expansion
The cluster expansion is a functional approximation method for Hopf characteristic functionals that lever-
ages on the structure of the functional itself to provide an approximation that preserves important properties
such as normalization and marginalization rules. To illustrate the method, let us consider the restriction of
the Hopf functional to the finite-dimensional function space Dm ⊆ D(Φ) (see Example 1 in Section 3.1,
and Figure 1).
φ(a1, ..., am) =
〈
ei(a1U1(ω)+···+amUm(ω))
〉
, Uk(ω) =
∫ b
a
u(x;ω)ϕk(x)dx. (272)
To represent the high-dimensional (complex-valued) function φ(a1, ..., am) one can use techniques such as
HDMR (Section 3.5), functional tensor methods (Section 3.3), or sparse collocation [24, 44, 160]. One of
the problems with such techniques is that they do not preserve important properties of the characteristic
function, normalization φ(0, ..., 0) = 1, and marginalization rules. However, in the case of (272), we do
know the structure of cylindrical functional we are approximating. Therefore, we can leverage on such
structure to build an expansion that preserves marginalization rules and other properties. To this end, let us
first define the following reduced-order characteristic functions
φn(an) =
〈
eianUn(ω)
〉
, (273)
φnm(an, am) =
〈
eianUn(ω)+iamUm(ω)
〉
, (274)
φnmk(an, am, ak) =
〈
eianUn(ω)+iamUm(ω)+iakUk(ω)
〉
, (275)
· · · .
Clearly, we have
φnmk(an, 0, 0) = φnm(an, 0) = φn(an), (marginalization rule). (276)
By using well-known cumulant series representations [116], we expand (272) as〈
exp
i N∑
j=1
ajUj(ω)
〉 = exp
 ∞∑
ν1,...,νN=0
〈
Uν11 · · ·UνNN
〉
c
N∏
k=1
(iak)
νk
νk!
 , (277)
where the last summation is over ν1, ..., νN excluding the case in which all indices are zero, i.e., excluding
ν1 = · · · = νN = 0. The cumulant averages in (277) can be written in terms of moments of Uj . For
example, we have
〈Uj〉c = 〈Uj〉 ,
〈UjUk〉c = 〈UjUk〉 − 〈Uj〉 〈Uk〉 ,
〈UjUkUm〉c = 〈UjUkUm〉 − 〈Uj〉 〈UkUm〉 − 〈Uk〉 〈UjUm〉 − 〈Um〉 〈UkUj〉+ 2 〈Uj〉 〈Uk〉 〈Um〉 .
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At this point, it is useful to write the (277) explicitly for simple cases, e.g., for (274) and (275). We have,
φnm(an, am) = φn(an)φm(am) exp
 ∞∑
j,k=1
〈
UkmU
j
n
〉
c
(iam)
k(ian)
j
k!j!
 and (278)
φnmk(an, am, ak) =φn(an)φm(am)φk(ak)
φnm(an, am)
φn(an)φm(am)
φmk(am, ak)
φm(am)φk(ak)
φnk(an, ak)
φm(an)φk(ak)
×
exp
 ∞∑
j,z,q=1
〈
U jmU
z
nU
q
k
〉
c
(iam)
j(ian)
z(iak)
q
j!z!q!
 . (279)
By generalizing these results to N variables, we find the following cluster expansion
φ(a1, ..., aN ) =
N∏
n=1
φn(an)
N∏
n<m
φnm(an, am)
φn(an)φm(am)
×
N∏
n<m<k
φnmk(an, am, ak)
φn(an)φm(am)φk(ak)φnm(an, am)φmk(am, ak)φnk(an, ak)
× · · · . (280)
Any truncation of (280) to a certain order in the multi-point characteristic functions φlmn··· yields approxi-
mations18. In particular, the second-order truncation
φ(a1, ..., aN ) '
N∏
n=1
φn(an)
N∏
n<m
φnm(an, am)
φn(an)φm(am)
(281)
involves N(N − 1)/2 functions φln (φl can be determined from φlm), and it can be defined as Gaussian
approximation. The reason for such definition is that if U1,..., UN are jointly Gaussian, then (281) is exact
(the nth-order cumulants of a multivariate Gaussian are zero if n ≥ 3). We can establish an interesting
connection between the networks of test functions we discussed in Section 3.2.1 and the truncation order in
(280).
Representation in S(m)1 The representation of the Hopf functional in S
(m)
1 (see Eq. (89)) is defined in
terms of one-dimensional functions
Φ([ajϕj(x)]), j = 1, ...,m. (282)
The corresponding approximation takes the form
Φ([a1ϕ1(x) + · · ·+ amϕm(x)]) '
m∏
j=1
Φ([ajϕj(x)]). (283)
In statistical physics this is known as mean-field approximation, and it relies on a statistical independence
hypothesis between the random variables Uk(ω) in (272).
18The rationale behind this approximation relies on the fact that the joint cumulants of Uk often decay with the order, and
therefore the exponential function (see (279)) tends to 1 quickly.
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Representation in S(m)2 The representation of the Hopf functional in S
(m)
2 involves two-dimensional
functions in the form
Φ([ajϕj(x) + akϕk(x)]), k, j = 1, ...,m. (284)
With this set we consider the second-order truncation of (280), i.e.,
Φ([a1ϕ1(x) + · · ·+ amϕm(x)]) '
m∏
j=1
Φ([ajϕj(x)])
m∏
j<k
Φ([ajϕj(x) + akϕk(x)])
Φ([ajϕj(x)])Φ([akϕk(x)])
=
m∏
j<k
Φ([ajϕj(x) + akϕk(x)])
m∏
j=1
Φ([ajϕj(x)])
2−m. (285)
Clearly, the one-dimensional functions Φ([ajϕj(x)]) can be obtained from (284) by setting ak = 0.
3.7 Functional Approximation Based on Random Processes
So far we discussed representations of nonlinear functionals based on power series, Lagrangian interpolants,
and tensor methods. In this Section we briefly discuss another way of constructing polynomial functional
expansions by using stochastic processes. The method was pioneered by N. Wiener in [239], Suppose we
are given a random function u(x;ω), with know statistical properties and a real-valued nonlinear functional
F ([θ]). If u(x;ω) is in the domain of F then we can evaluate F ([u(x;ω)]), which is a real-valued random
variable. The set
{u(x;ω), F ([u(x;ω)])} (286)
can be considered as an infinite collection of input-output signals from which we would like to determine
determine a polynomial approximation of F . The key point is that the stochastic signal u(x;ω) is equivalent
to an infinite collection of functions that span the domain of F , hopefully in a way that is sufficient to
identify F ([θ]). To this end, we look for an expansion in the form
F ([θ]) =
∞∑
k=0
Gk([θ]), (287)
where Gk([θ]) k = 0, 1, ... is a complete set of orthogonal polynomial functionals [239, 204, 164, 53].
Orthogonality here is relative to the probability measure P [u] of the random process u(x;ω), i.e., relative to
the inner product
(Gk([u]), Gj([u]))dP [u] =
∫
Ω
Gk([u])Gj([u])dP [u]. (288)
It was shown in [239] that if u(x;ω) is Brownian motion, then Gk are Hermite polynomial functionals, and
(287) becomes the celebrated Wiener-Hermite expansion [239, 25, 242]. For completeness, we recall that
the first- and the second-order Hermite polynomial functionals are defined as (see [239], p. 32)
G1([u]) =
∫
K1(x1)du(x1;ω), (289)
G2([u]) =
∫ ∫
K2(x1, x2)du(x1;ω)du(x2;ω)−
∫
K2(x1, x1)dx1, (290)
where K2(x1, x2) is subject to the normalization condition∫
K2(x1, x2)
2dx1dx2 =
1
2
. (291)
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Clearly, if u(x;ω) is Brownian motion then the integrals in (289)-(290) do not exist in the ordinary Stieltjes
sense because u(x;ω) is nowhere differentiable. However, we can interpret the derivative of u(x;ω) in a
distributional sense to obtain a generalized process, i.e., the white noise. Wiener has shown that in such
generalized setting, the integral (289)-(290) are perfectly well defined for kernel functions K1(x1) and
K2(x1, x2) in L2. A detailed mathematical analysis of the Wiener-Hermite expansion can be found in
[53, 25, 239, 170].
The process of determining the kernels ofG1([θ]),G2([θ]), etc., is known as identification process in the
theory of nonlinear systems, and it has been studied extensively for obvious reasons (see [155, 199, 205]).
By leveraging on the orthogonality ofGk relative to the inner product (288) one can show that (see, e.g., Eq.
(4.4) in [239])
Kp(x1, ..., xp) =
1
p!p
(F ([u]), Gp(Hp, [u]))dP [u] , Hp(z1, ..., zp) =
{
1 xi ≤ zi ≤ xi + 
0 otherwise
. (292)
This result relies on the fact that orthogonality of Gk and Gj in the sense of (288) is not dependent on the
actual kernel functions appearing in Gk and Gj . In fact, if we consider the inner product of (287) with
Gp(Hp, [u]) – arbitrary kernel Hp(x1, ..., xn) – then the only term that survives at the right hand side is
(Gp(Kp, [u])Gp(Hp, [u]))dP [u]. Such inner product can be written as
(Gp(Kp, [u])Gp(Hp, [u]))dP [u] = p!
∫ b
a
· · ·
∫ b
a
Kp(x1, ..., xp)Hp(x1, ..., xp)dx1 · · · dxp, (293)
i.e., all contributions of lower-order terms are identically zero. Thus, if we select Hp, properly (e.g.,
Hp(x1, ..., xp) = 1 in a small hypercube centered at (x1, ..., xp) with side length  and zero otherwise)
then we can extract Kp(x1, ..., xp) as in equation (292).
This means that if we know the response F ([u]) corresponding to the stochastic process u(x;ω), then we
can identify the kernels (292) and therefore construct the corresponding polynomial functional expansion
(287). The path integrals in (292) can be evaluated numerically, e.g., by using Monte-Carlo or quasi-Monte
Carlo methods (see Appendix B). To this end, suppose we have available a collection of Ns of response-
excitation signals {u(x;ωi), F ([u(x;ωi)])} (i = 1, ..., N ), where u(x;ωi) is a realization of the process
u(x;ω) obtained by sampling the probability functional P [u]. The Monte-Carlo estimate of the kernels
(292) is simply
Kp(x1, ..., xp) ' 1
p!pN
N∑
i=1
F ([ξ(x, ωi)])Gk(Hp, [ξ(x, ωi)]) p = 0, 1, ... (294)
where ξ(x, ωi) is a realization of the distributional derivative of u(x;ωi). In particular, if u(x;ω) is Brownian
motion then ξ(x;ω) is spatial white noise19. In this case, we have that the first two functionals G1(H1, [ξ])
19A simple numerical approximation of white noise ξ(x;ω) = du(x;ω)/dx can be obtained as
ξ∆x(x;ω) =
u(x+ ∆x;ω)− u(x;ω)
∆x
, (u Brownian motion). (295)
This is a Gaussian process with zero mean, variance 1/∆x and covariance
〈ξ∆x(x;ω)ξ∆x(y;ω)〉 =

1
∆x
(
1− |x− y|
∆x
)
if |x− y| ≤ ∆x
0 otherwise
(296)
The Fourier transform of 〈ξ∆x(x;ω)ξ∆x(y;ω)〉 yields a power spectrum which is not flat as it is supposed to be for white noise,
but decays at sufficiently large frequencies.
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and G2(H2, ξ) in (294) are given by
G1(H1, [ξ]) = ξ(x1;ω),
G2(H2, [ξ]) = 
2 (ξ(x1;ω)ξ(x2;ω)− 1) ,
and therefore
K1(x1) ' 1
N
N∑
i=1
F ([ξ(i)])h1(ξ
(i)(x1;ω)), (297)
K2(x1, x2) ' 1
N
N∑
i=1
F ([ξ(i)])h2(ξ
(i)(x1;ω), ξ
(i)(x2;ω)). (298)
Here h1(x1) = x1 and h2(x1, x2) = (x1x2− 1)/2 are the classical first- and second-order Hermite polyno-
mials. A very insightful discussion on how to compute the kernelsKj by using white noise is given by Rugh
in [199], §7.4. The expansion (287) obtained in this way can, in principle, be used to compute the value of
the functional F ([θ]) corresponding to any deterministic function θ(x). However, since the kernels (292)
are built upon stochastic processes and their averages, it is not clear in what sense (287) will converge for
deterministic input functions θ(x). This question was addressed by Palm and Poggio in [170] (Theorems 4
and 5), where necessary and sufficient conditions for pointwise convergence of Wiener-Hermite expansions
are provided (see also [53]). The functional expansion in terms of orthogonal polynomial functionals can
be generalized to random processes other than Brownian motion and white noise20. However, one has to be
very careful when performing such generalizations. There are indeed random processes that do not allow
for a complete representation of the functional F ([θ]) (see [53, 204, 164] for details).
4 Functional Differential Equations
A functional differential equation (FDE) is an equation involving a nonlinear functional (i.e., a nonlinear
operator), derivatives with respect to functions (functional derivatives) and derivatives with respect to inde-
pendent variables, e.g., space and time variables. In this report we will study linear FDEs in the form
∂F ([θ], t)
∂t
= L([θ], t)F ([θ], t) +H([θ], t) F ([θ], 0) = F0([θ]), (300)
where F0([θ]) is an initial condition, H([θ], t) is a known forcing term and L([θ], t) is a linear operator in
the space of functionals. This class of FDEs is very broad, and it includes many well-known functional
equations of theoretical and quantum physics. The solution to initial value problem (300) (assuming it
exists) depends on the initial condition F0 as well as on the choice of the function space D(F ) (domain of
the functional). The following examples clarifies this point.
Example 1 (Functional Advection Equation): Consider the following FDE
∂F ([θ], t)
∂t
+
∫ 2pi
0
θ(x)
∂
∂x
δF ([θ], t)
δθ(x)
dx = 0, F ([θ], 0) = F0([θ]). (301)
20The construction of such generalized expansion proceeds as follows. Starting from the constant functional F0 we look for
F1([u]) = C1
∫
K1(x)du(x;ω) + F0, (299)
where u(x;ω) is a generalized random process, and we make it orthogonal to F0 in the sense of dP [u(x;ω)]. This yields C1. Then
we construct F2([u]) and we make it orthogonal to both F1([u]) and F0. All these conditions are ultimately expressed analytically
in terms of multi-point averages of the random process u(x;ω).
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Clearly, this equation is in the form (300), with H([θ], t) = 0 and
L([θ], t) = −
∫ 2pi
0
θ(x)
∂
∂x
δ
δθ(x)
dx. (302)
The solution to (301) depends on the initial condition F0([θ]) as well as on the choice of the function space
D(F ). To show this, let us set
F0([θ]) =
∫ 2pi
0
K(x)θ(x)dx, (303)
where K(x) is a given kernel function21. As we will see in Section 7.1, if we solve (302) in the space of
periodic functions
D(F ) = {θ(x) ∈ C(∞)([0, 2pi]) |, θ(0) = θ(2pi)}, (307)
then we obtain the solution
F ([θ], t) = F0(θ), (308)
i.e., the constant functional. On the other hand, if we consider the function space
D(F ) = {θ(x) ∈ C(∞)([0, 2pi]) |, θ(x) = 0}, (309)
then the solution to (302) is
F ([θ], t) =

∫ 2pi
t
K(x)θ(x)dx t ≤ 2pi
0 t > 2pi
. (310)
Existence and Uniqueness of the Solution A fundamental question that has lasted over the years is
whether the solution to linear FDEs are unique or not, given the initial state F0([θ]) and the function space
D(F ). This is an unsolved mathematical problem which we hope will be addressed systematically in near
future. At today, there are few general theorems and results on the existence and the uniqueness of solutions
to functional differential equations (see, e.g., [63, 80, 241]).
Before addressing the question of numerical approximation functional differential equations, it is useful
to show how such equations look like and, more importantly, how they arise in the context of well-known
mathematical theories.
21 The solution functional F ([θ], t) corresponding to the initial condition (303) is linear and homogeneous for all t ≥ 0, i.e., it is
in the form
F ([θ], t) =
∫ 2pi
0
R(x, t)θ(x)dx, R(x, 0) = K(x). (304)
To see this, it is sufficient to write the first-order Euler scheme
F ([θ],∆t) = F ([θ], 0)−∆t
∫ 2pi
0
θ(x)
∂K(x, 0)
∂x
dx. (305)
and note that the term within the integral at the right hand side is a linear functional of θ. This implies that F ([θ],∆t) is a linear
functional of θ. By applying this argument over and over we see that F ([θ], t) is a linear functional of θ for all t ≥ 0, i.e., it is in
the form (304). A substitution of (304) into (301) yields∫ 2pi
0
θ(x)
(
∂R(x, t)
∂t
+
∂R(x, t)
∂x
)
dx = 0, i.e.
∂R(x, t)
∂t
+
∂R(x, t)
∂x
= 0. (306)
Therefore, (304) is a solution to (301)-(303) if R(x, t) solves a simple linear advection equation on the real line, with initial
condition R(x, 0) = K(x). On the other hand, if the initial condition F0([θ]) is a nonlinear functional of θ, then F ([θ], t) is
nonlinear functional of θ(x). We will discuss this case extensively in Section 7).
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4.1 Variational Form of PDEs
Perhaps, the simplest example of a (algebraic) functional equation is the variational form of a PDE. To show
how such equation looks like, consider the scalar PDE
N(u) = 0, (311)
whereN is a nonlinear differential operator subject to appropriate initial/boundary conditions. For example,
N(u) =
∂u
∂t
+ u
∂u
∂x
− ∂
2u
∂x2
, u(x, 0) = u0(x), u(0, t) = u(L, t). (312)
We multiply (311) by the test function θ(x) in the space
D(F ) =
{
θ ∈ C(2)([0, 2pi]) | θ(0) = θ(2pi)
}
(313)
and integrate over [0, 2pi] we obtain
F ([θ]) = (N(u), θ) = 0, ∀θ ∈ D(F ). (314)
This is the starting point of the well-known method of weighed residuals [62], from which classical Galerkin,
collocation, least-squares and finite volumes schemes can be derived (see [101], p.18). As we will see in
Section 3, to identify the functional F in this case it is sufficient to test it relative to a set of linearly
independent functions θi (i = 1, 2, ...), e.g., an orthonormal basis of D(F ).
4.2 Schwinger-Dyson Equations
The Schwinger-Dyson equations are functional differential equations for the generating functional of a field
theory. They arise in both classical statistical physics as well as in quantum field theory. Hereafter we review
the main aspects of such equations.
Statistical Physics The functional integral approach to classical statistical dynamics [96, 174, 97, 117]
allows us derive formally exact evolution equations for phase space functions such as the mean and the
correlation function of the solution to SODEs and SPDEs. The standard approach relies on a generating
functional Z. For stochastic dynamical systems in the form
dψ(t)
dt
= Λ(ψ(t), t) + f(t;ω), (315)
Z can be written as a functional integral (see [174, 96, 252, 5, 211])
Z([ξ,η]) = Z0
∫ ∫
D[ψ]D[χ]A([ψ,χ]) exp
(∫ t
0
dτ(ξ(τ) ·ψ(τ) + η(τ) · χ(τ))
)
, (316)
where
1
Z0
=
∫ ∫
D[ψ]D[χ]A([ψ,χ]), (317)
and
A([ψ,χ]) = C([χ]) exp
(
−1
2
∫ t
0
dτ∇ ·Λ(ψ(τ), τ)− i
∫ t
0
dτχ(τ) ·
[
dψ(τ)
dt
−Λ(ψ(τ), τ)
])
. (318)
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Here C([χ]) denotes the (known) characteristic functional of the external random noise f(t;ω). Clearly, if
we have available the solution to the stochastic dynamical system (315) then we can construct the functional
Z([ξ,η]), and from it compute any statistical property we may be interested in. On the other hand, it is
straightforward to show that Z([ξ,η]) satisfies a coupled system of linear functional differential equations,
known as Schwinger-Dyson equations in quantum field theory [95]. The equations are in the form
∂
∂τ
(
1
i
δZ
δξk(τ)
)
= ηk(τ)Z + Λk
(
1
i
δ
δξ(τ)
, τ
)
Z − iDk
([
1
i
δ
δη(τ)
]
, τ
)
Z, (319)
∂
∂τ
(
1
i
δZ
δηk(τ)
)
= −ξk(τ)Z + i δ
δηj(τ+)
∂Λk
∂ψj
(
1
i
δ
δξ(τ)
, τ
)
Z, (320)
where
Di([χ], τ) =
δ
δχi(τ)
lnC[χ]. (321)
The quantities δ/δξk and δ/δηk are first-order functional derivative operators, defined in Appendix 2.1. By
solving (319)-(320) we can identify Z([ξ,η]) without any knowledge of the stochastic process ψ(t;ω). By
generalizing (316), it is possible to derive a functional integral formalism to classical statistical dynamics
yielding Schwinger-Dyson equations for generating functionals associated with SPDEs (see, e.g., [96, 136]).
In particular, if the SPDE admits an action functional A[φ] (see [225, 59, 74, 68, 246, 58, 5]), then the
construction of the generating functional as well as the derivation of the corresponding Schwinger-Dyson
equations are standard. In this setting, the Schwinger-Dyson functional differential equations provide a non-
perturbative formulation of the problem of computing the statistical properties of nonlinear random systems,
including stochastic ODEs and stochastic PDEs.
Quantum Field Theory In quantum field theory, the Schwinger-Dyson equations govern the dynamics of
the Green functions and they characterize the propagation field interactions [49, 252, 238]. Such functional
equations can be employed in a perturbation setting [165] (weak coupling regime), but they show their
true strength in the strong coupling regime [212, 120]. The starting point to derive the Schwinger-Dyson
equations is the generating functional of the correlation functions (Green functions), which can be often
expressed as a functional integral
Z([j(x)]) =
∫
D[φ]eiA([φ])+i
∫
j(x)φ(x)dx. (322)
where A([φ]) is the action functional. In the context of quantum φ4-theory [110] the action A for a field
with mass m is given by
A([φ]) =
∫ [
1
2
(∇φ(x))2 − 1
2
m2φ2(x)− λ
4!
φ4(x)
]
dx. (323)
By employing (322), we can express the Green functions of the quantum field theory at any order by func-
tional differentiation22, i.e.,
Z([0])G(x1, ...,xn) =
∫
D[φ]φ(x1) · · ·φ(xn)eiA([φ]),
=
1
in
δnZ([j(x)])
δj(x1) · · · δj(xn)
∣∣∣∣
j(x)=0
. (324)
22The so-called connected Green functions of the field theory are obtained by functional differentiation of logZ([j]). The main
reason for such definition is that if we represent the functional derivatives of logZ in terms of Feynman diagrams then only the
connected diagrams contribute to the expansion.
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Roughly speaking, the correlation functions are averages of products of fields φ(x1) · · ·φ(xn) with respect
to the functional measure exp iA([φ]). From a physical viewpoint they represent the transition amplitude for
the propagation of a particle or excitation between different points in space-time. The generating functional
(322) satisfies the Schwinger-Dyson equation
δA([φ])
δφ(x)
([
−i δ
δj(x)
])
Z([j]) + j(x)Z([j]) = 0. (325)
For example, if the action A is the one given in (323), then the Schwinger-Dyson equation takes the form
δZ([j])
δj(x)
+m2
δZ([j])
δj(x)
− λ
3!
δ3Z([j])
δj(x)3
− ij(x)Z([j]) = 0. (326)
A substitution of the functional Taylor expansion of Z([j]) into this equation yields an infinite-dimensional
coupled PDE system for the correlation functions G(x1, ...,xn). Here xi is a quadruple of coordinates.
Solution methods for the Schwinger-Dyson equations rely on truncated series expansions [165, 13], or
renormalized expansions of the generating functional Z([η]) (see [108] and [5], p. 385), or numerical
algorithms [49, 120, 119].
4.3 Hopf Characteristic Functional Equations
The Hopf characteristic functional of a random field is the functional Fourier transform of the probability
density functional (see [195, 228] and Appendix A). To introduce this mathematical object in a simple
way, let us consider an integrable random function u(x;ω) on an interval x ∈ [a, b]. The Hopf functional
associated with u(x;ω) is defined as
Φ([θ(x)]) =
〈
exp
[
i
∫ b
a
u(x;ω)θ(x)dx
]〉
, (327)
where θ(x) is a deterministic function (test function), i is the imaginary unit and the average is defined as a
functional integral over the probability functional of u(x;ω). Equation (327) assigns to each function θ(x)
a complex number Φ([θ(x)]) (see Figure 1). Similarly to the probability density functional, the Hopf char-
acteristic functional (327) encodes the full statistical information of the random function u(x;ω), including
multi-point moments, joint characteristic functions and probability density functions (see [144, 145]). If we
consider instead of a random function u(x;ω) a random vector field u(x, t;ω), e.g., a stochastic solution to
the Navier-Stokes equations, then we define23
Φ([θ(x)], t) =
〈
exp
[
i
∫
V
u(x, t;ω) · θ(x)dx
]〉
, (329)
where V is a spatial domain in Rd (d = 2, 3). By the Riemann-Lebesgue lemma we have that
Φ([θ(x)], t)→ 0 as ‖θ(x)‖ → ∞, (330)
with a rate that depends on the regularity of the underlying probability density functional. The derivation
of the Hopf characteristic functional equation is relatively straightforward if the random field u(x, t;ω)
satisfies a nonlinear PDE with polynomial nonlinearities. Hereafter we provide some examples.
23Lewis and Kraichnan [124, 195] introduced a space-time generalization of (329), namely
Φ([θ(x, t)]) =
〈
exp
[
i
∫
V
∫
T
u(x, t;ω) · θ(x, t)dxdt
]〉
. (328)
This functional allows us to determine joint multi-point statistics of the random field u(x, t;ω) at different times.
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Burgers-Hopf Equation Consider the Burgers equation
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
, (331)
in a periodic spatial domain [0, 2pi], and let the initial condition u0(x, ω) be random. By differentiating the
Hopf functional
Φ([θ(x)], t) =
〈
exp
[
i
∫ 2pi
0
θ(x)u(x, t;ω)dx
]〉
(332)
with respect to time and using (331) we obtain
∂Φ([θ], t)
∂t
=i
∫ 2pi
0
θ(x)
〈
∂u(x, t;ω)
∂t
exp
[
i
∫ 2pi
0
u(x, t;ω)θ(x)dx
]〉
dx
=i
∫ 2pi
0
θ(x)
〈(
−1
2
∂(u(x, t;ω)2)
∂x
+ ν
∂2u(x, t;ω)
∂x2
)
exp
[
i
∫ 2pi
0
u(x, t;ω)θ(x)dx
]〉
dx
(333)
i.e.,
∂Φ([θ], t)
∂t
=
∫ b
a
θ(x)
(
i
2
∂
∂x
δ2Φ([θ], t)
δθ(x)2
+ ν
∂2
∂x2
δΦ([θ], t)
δθ(x)
)
dx. (334)
This equation is known as Burgers-Hopf equation and it has been the subject of numerous investigations
(see, e.g., [2, 91, 145]).
Navier-Stokes-Hopf Equation The problem of determining the evolution of the Hopf characteristic func-
tional for the Navier-Stokes equations
∂u
∂t
+ (u · ∇)u = −∇p+ ν∇2u, ∇ · u = 0 (335)
was deemed by Monin and Yaglom as the most compact formulation of the turbulence problem, which
is the problem of determining the statistical properties of the velocity and pressure field given statistical
information on the initial condition. The Hopf functional differential equation corresponding to the Navier-
Stokes equations is derived in [145] Ch. 10 (see also [15], §3.1.4), and it is hereafter summarized for
convenience
∂Φ([θ], t)
∂t
=
3∑
k=1
∫
V
θk(x)
i 3∑
j=1
∂
∂xj
δ2Φ([θ], t)
δθk(x)δθj(x)
+ ν∇2 δΦ([θ], t)
δθk(x)
 dx. (336)
Here V is a periodic three-dimensional box and θ(x) is chosen in a divergence free space of test func-
tions (see Section (7.4)). Functional formulations of non-isothermal turbulent reactive flow have been also
considered, leading to more complicated Hopf equations [46]. As we will see in Section C.2.1, Hopf equa-
tions are equivalent to PDEs in an infinite number of variables or to infinite-dimensional systems of coupled
PDEs, e.g., the Monin-Lundgren-Novikov hierarchy [90, 146, 233, 130]. It is interesting to note that the
structure of the Hopf equation somehow resembles the weak form of a PDE. However, there is a remarkable
difference: in the Hopf equation, both the solution and its functional derivatives depend on the test function.
In other words, the test function appears in the functional equation a nonlinear way. In addition, the equa-
tion involves derivatives with respect to functions (functional derivatives) which are not present in classical
PDEs.
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It is straightforward to derive Hopf functional differential equations corresponding to linear or nonlinear
evolution PDEs with polynomial nonlinearities, such as the Kuramoto-Sivashinsky equation, the nonlinear
wave equation, and Maxwell’s equations subject to random boundary or random initial conditions.
Hopf Equations Defining Random Processes Hopf functional equations arise naturally also in the con-
text of random processes. For example, the Hopf equation defining the characteristic functional of a zero-
mean Gaussian process is (see [112], p. 61)
d
dt
Φ([θ(t)], t) = −1
2
Φ([θ(t)], t)θ(t)
∫ t
0
C(t, τ)θ(τ)dτ, Φ([θ(t)], 0) = 1, (337)
where C(t, τ) is the covariance function of the process. In fact, the solution to (337) is the well-known Hopf
functional
Φ([θ(t)], t) = exp
[
−1
2
∫ t
0
∫ τ
0
C(τ1, τ2)θ(τ1)θ(τ2)
]
. (338)
Similar equations can be derived for orther processes, such as the telegrapher’s random process and general
Markov processes. Note that (337) does not involve any functional derivative.
4.4 Probability Density Functional Equations
In statistical mechanics, a system of n particles can be described by the joint probability density function
p(x1, ...,xn,v1, ...,vn, t) where (xi,vi) denotes the position and the velocity of the i-th particle. Similarly,
the phase space associated with any finite-dimensional approximation of the solution to a stochastic PDE can
be described by the joint probability density function of the corresponding phase variables, e.g., the Fourier
coefficients of the series expansion of the solution [50, 83, 146]. Consider a scalar random field u(x, t;ω).
The full statistical information of the random field u(x, t;ω) at time t is encoded in the probability density
functional24
P ([a(x)], t) = 〈δ [a(x)− u(x, t;ω)]〉 , (340)
where δ[·] denotes a Dirac delta functional (see Appendix A), and the average 〈·〉 is a functional integral over
the probability measure of u(x, t;ω). Any well-defined nonlinear stochastic PDE for the scalar random field
u(x, t;ω) can be rewritten as a linear functional differential equation for P ([a(x)], t). Such equation can be
obtained by taking an appropriate continuum limit of a finite-dimensional joint probability density equation
[228, 227]. In practice, we can replace the discrete set of variables {a1 = a(x1), a2 = a(x2), ..., an =
a(xn)} in the joint PDF equation by a continuous set denoted by a continuously indexed set a(x), i.e., a
function. Partial derivatives with respect to ai = a(xi) can then be replaced by functional derivatives with
respect to a(x) (see Section 3.1), etc. An alternative method to derive the probability functional equation
was proposed by Beran in [15]. The derivation parallels classical the Liouville theory, where a nonlinear
dynamical system is converted into a linear PDE for the joint probability density function of of the state
vector [228]. To convert a nonlinear PDE into a linear equation for the probability density functional, we
need to move one level up and look for a functional differential equation. Perhaps, the simplest way to derive
24 The probability density functional P ([a(x)], t) allows us to compute all moments, cumulants and joint PDFs by using func-
tional integration. For example,
p(b1, b2, t) =
∫
δ(b1 − a(x1))δ(b2 − a(x2))P ([a(x)], t)D[a(x)]. (339)
Computing functional integrals often requires a careful definition of the integration measure as it may be possible to run into
convergence issues (see Appendix B, and [15] §2.2.4).
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a probability density functional equation is to inverse Fourier transform the corresponding Hopf equation,
and use functional integration by parts. To illustrate the procedure, we first differentiate the Hopf functional
Φ([θ], t) with respect to time to obtain25
∂Φ([θ], t)
∂t
=
∫
exp
[
i
∫
θ(x)a(x)dx
]
∂P ([a(x)], t)
∂t
D[a]. (342)
Then we set the equality with the functional equation that defines the evolution of Φ([θ], t) for a particular
nonlinear PDE. For instance, if we consider the Burgers equation, then we have that ∂Φ/∂t is given by
equation (334), i.e.,∫
exp
[
i
∫
θ(x)a(x)dx
]
∂P ([a(x)], t)
∂t
D[a] =∫ 2pi
0
∫ (
−1
2
∂(a(x)2)
∂x
+ ν
∂2a(x)
∂x2
)
δ
δa(x)
(
exp
[
i
∫ 2pi
0
a(x)θ(x)dx
])
dxP ([a], t)D[a] (343)
Performing a functional integration by parts and assuming that the boundary terms are zero yields
∂P ([a(x)], t)
∂t
= −
∫ 2pi
0
δ
δa(x)
([
−a(x)∂a(x)
∂x
+ ν
∂2a(x)
∂x2
]
P ([a], t)
)
dx. (344)
The Method of Continuum Limits The formal procedure to derive probability density functional equa-
tions we just described can be justified in a finite dimensional setting. To this end, let us consider the
one-dimensional diffusion problem
∂u(x, t;ω)
∂t
=
∂2u(x, t;ω)
∂x2
, u(x, 0;ω) = u0(x;ω) (random) (345)
in the real line x ∈ R. The probability density functional equation of the solution is a subcase of equation
(344), namely
∂P ([a(x)], t)
∂t
= −
∫ ∞
−∞
δ
δa(x)
(
∂2a(x)
∂x2
P ([a], t)
)
dx. (346)
To derive (346), we first discretize (345) in space, e.g., on an spatial grid with evenly spaced nodes xj
(j = 1, ..., n), the spacing between the nodes being ∆x. If we use second-order finite differences we obtain
du(xk, t, ω)
dt
=
u(xk+1, t;ω)− 2u(xk, t;ω) + u(xk−1, t;ω)
∆x2
. (347)
Now, let p(a1, ..., an, t) be the joint PDF of {u(x1, t;ω), ..., u(xn, t;ω)}, i.e.,
p(a1, ..., an, t) =
〈
n∏
k=1
δ(ak − u(xk, t;ω)
〉
. (348)
We think of ak as the value of some function a(x) at xk, that is ak = a(xk) (see Figure 12). By using
25 In equation (342), we employed the identity∫
exp
[
i
∫ 2pi
0
θ(x)u(x, t;ω)dx
]
P ([u0])D[u0] =
∫
exp
[
i
∫ 2pi
0
θ(x)a(x)dx
]
P ([a], t)D[a], (341)
where P ([u0] and P ([a], t) are, respectively, the probability functionals of u0(x;ω) (initial condition) and u(x, t;ω).
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Figure 12: Sketch of the variables a(xk) representing the random field u(x, t;ω) at xk. When we send ∆x
to zero, the number of variables a(xk) goes to infinity and the joint probability density function becomes a
probability density functional (see equation (340)).
well-known identities involving the Dirac delta function [107] it can be shown that
a(xk+1)− 2a(xk) + a(xk−1)
∆x2
〈
n∏
k=1
δ (a(xk)− u(xk, t;ω))
〉
=〈
u(xk+1, t;ω)− 2u(xk, t;ω) + u(xk−1, t;ω)
∆x2
n∏
j=1
δ (a(xj)− u(xj , t;ω))
〉
. (349)
This yields,
∂˜2a(xk)
∂˜x2
〈
n∏
k=1
δ (a(xk)− u(xk, t;ω))
〉
=
〈
∂˜2u(xk, t;ω)
∂˜x2
n∏
j=1
δ (a(xj)− u(xj , t;ω))
〉
, (350)
where ∂˜2/∂˜x2 is the numerical differentiation operator, i.e., the approximation of the second-order derivative
operator by using finite differences, or other differentiation schemes such as pseudospectral collocation [84].
By extending these arguments to higher-order derivatives, we obtain
∂˜sa(xk)
∂˜xs
〈
n∏
k=1
δ (a(xk)− u(xk, t;ω))
〉
=
〈
∂˜su(xk, t;ω)
∂˜xs
n∏
j=1
δ (a(xj)− u(xj , t;ω))
〉
, s = 1, 2, ...
(351)
The joint probability density function of the state vector u(xi, t;ω) (i = 1, ..., n) satisfies the equation
[228, 227, 229]
∂p
∂t
=−
n∑
k=1
∂
∂ak
〈
∂˜2u(xi, t;ω)
∂˜x2
n∏
j=1
δ (aj − u(xj , t;ω))
〉
,
=−
n∑
k=1
∂
∂ak
(
∂˜2a(xi)
∂˜x2
p
)
, (352)
where p = p(a1, ..., an, t). The last equality follows from (350). By taking the continuum limit, i.e.,
by sending ∆x to zero (and correspondingly n to infinity), we obtain the following functional differential
equation for the probability density functional of the solution to equation (345)
∂P ([a(x)], t)
∂t
= −
∫ ∞
−∞
δ
δa(x)
(
∂2a(x)
∂x2
P ([a(x)], t)
)
dx. (353)
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This equation is in agreement with (346).
Remark: The functional equation (353) is linear in P ([a(x)], t), but it involves a singular term. Such term
is generated by the derivative
δ
δa(x)
(
∂2a(x)
∂x2
)
=
δ
δa(x)
∫ ∞
−∞
a(y)δ′′(x− y)dy,
=
∫ ∞
−∞
δ(x− y)δ′′(x− y)dy. (354)
The last integral is equivalent to the second derivative of the Dirac delta function evaluated at zero x = 0.
Such singularity can also be seen from a purely discrete viewpoint. To this end, substitute the (second-order)
finite-difference approximation to the second-order derivative into (352). This yields the equation
∂p
∂t
= −
n∑
k=1
a(xk+1)− 2a(xk) + a(xk−1)
∆x2
∂p
∂ak
− 2
∆x2
p. (355)
It is clear that as ∆x goes to zero (continuum limit), the term 2p/∆x2 generates a singularity.
Regularity of the Probability Functional The solution to a probability functional equation may be an
irregular functional. To understand why, consider Figure 12. When we send ∆x to zero we have that xk
approaches xk+1. Correspondingly the random variables u(xk; t, ω) and u(xk+1; t, ω) tend to be the same
random variable. In this situation, the joint PDF of u(xk; t, ω) and u(xk+1; t, ω) involves a Dirac delta
function as xk → xk+1 (see [130], p. 970). In a continuum setting, the phenomenon we just described
happens at each point x. Therefore the probability density functional can be an irregular mathematical
object.
Example 1: The probability density functional of a zero mean Gaussian random function u(x;ω) (x ∈ R)
with covariance C(x, y) is proportional to
P ([a(x)]) ∼ exp
[
−1
2
∫ ∞
−∞
∫ ∞
−∞
C−1(x, y)a(x)a(y)dxdy
)
, (356)
where C−1(x, y) is the inverse covariance function. Such inverse covariance may be obtained by solving
the Fredholm integral equation of the first kind∫ ∞
−∞
C(x, y)C−1(y, z)dy = δ(x− z). (357)
If C(x, y) is smooth then its differential inverse C−1(y, z) must have serious singularities in order for the
integral in (357) to yield a Dirac delta function (see Table 1). If C(x, y) is homogeneous, i.e., if C(x, y) =
C(x−y), then C−1(y, z) is called convolution inverse [88, 150]. This method was pioneered by Hirschman
and Widder [86] in the late forties. Relevant cases of convolution inverses are summarized in Table 1. Note
that the convolution inverses of smooth coavariance functions – such as the Mate´ rn covariance in 2D – are
rough functions involving Laplacians and bi-harmonic operators applied to Dirac delta functions. However,
such rough functions appear within integrals in (356), and therefore we expect some regularization. For
instance, if we assume that the covariance function C(x − y) is exponential (see Table 1), then from (356)
we obtain
P ([a(x)]) ∼ exp
[
− 1
4hσ2
∫ ∞
−∞
(
a(x)2 + h2
[
da(x)
dx
]2)
dx
]
. (358)
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Covariance Inverse Covariance
Exponential (1D) σ2e−|x|/h
1
2hσ2
(
δ(x)− hδ′′(x))
Mate´rn (2D)
(polar coordinates)
σ2rB1
( r
h
) 1
4piσ2h2
(
δ(r)
pir
− 2h2∇2 δ(r)
pir
+ h4∇4 δ(r)
pir
)
Exponential (3D)
(polar coordinates)
σ2e−r/h
1
8piσ2h3
(
δ(r)
pir
− 2h2∇2 δ(r)
pir
+ h4∇4 δ(r)
pir
)
Table 1: Convolution inverses of well-known covariance functions [166]. Here B1 denotes the modified
Bessel function of the first kind. It is seen that the convolution inverse of smooth functions are rough
functions involving Laplacians and bi-harmonic operators applied to Dirac delta functions.
Probability density functional equations represent an excellent starting point to obtain effective approx-
imations. To this end, one needs to follow (by analogy) the route taken in classical statistical mechanics
in which we start with the Liouville equation, and make approximations in order to derive an computable
equation for a quantity of interest. Such coarse-graining process for functional differential equations is dis-
cussed by McComb [139] in the context of fluid turbulence. Probability density functional equations were
derived and studied in the context turbulent flows by Dopazo and O’Brien [46], and Rosen [193, 197, 194].
Hopf Functionals and Probability Density Functionals: We have seen that Hopf equations and probability
density functional equations are related by a functional Fourier transform. Therefore, from a purely math-
ematical viewpoint they are completely equivalent. However, from the viewpoint of approximation theory
they are not equivalent at all. Hopf functionals may be hard to resolve due to high-frequencies related to
the complex exponential. On the other hand, probability density functional equations may have non-smooth
solutions. The statistical properties of a random field can be equivalently computed by using the Hopf func-
tional or the probability density functional. In the first case, we simply need to take functional derivatives
and evaluate them at θ(x) = 0 (see Section 2.1). In the second case, we need to compute functional in-
tegrals, i.e., integrals in an infinite number of variables. This requires requires a careful definition of the
integration measure ([15], §2.2.4).
4.5 Effective Fokker-Planck Systems
Consider the stochastic dynamical system (315). Suppose we are interested in determining an evolution
equation for the joint probability density function of the state vector ψ(t). To this end, we think of ψ(t)
as a nonlinear functional of the random noise f(t), i.e., we can consider the map ψ(t) = Ψ(t; [f(t)]).
The specific form of Ψ depends on the system, in particular on the nonlinear map Λ(ψ, t) in (315). The
probability density function of theΨ(t; [f(t)]) can be expressed as a functional integral over the probability
density functional of the noise (assuming it exists)
p(ψ, t) =
∫
δ(ψ −Ψ(t; [f ]))P ([f ])D[f ], (359)
where δ here is a multivariate Dirac delta function. From this expression, it is clear that the random noise
f(t) determines p(ψ, t), and therefore the structure of probability density function equation that evolves
p(ψ, t) in time. Such equation can be derived by using functional calculus. [228, 64, 82, 149], and it takes
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Figure 13: Samples of a random graph with fixed number of nodes. Introducing uncertainty in the edges
that connect different nodes allows us to take into account uncertainty in the interactions between different
components of a stochastic model evolving on the graph. This is important when modeling dynamics of
social networks and disease propagation.
the form
∂p(ψ, t)
∂t
+∇ψ ·
(
Λ(ψ, t)p(ψ, t) + 〈δ (ψ −Ψ(t; [f ]))f(t)〉f
)
= 0, (360)
where
〈δ (ψ −Ψ(t; [f ]))f(t)〉f =
∫
δ(ψ −Ψ(t; [f ]))f(t)P ([f ])D[f ]. (361)
The quantity (361) represents the correlation between two functionals of the random noise, namely δ(ψ −
Ψ(t; [f ])) and the noise itself f(t). Such correlation can be disentangled by using functional integral tech-
niques (see, e.g., [21, 228, 111]). In particular, if f(t) is Gaussian then (361) can be expressed by the
well-known Furutsu-Novikov-Donsker formula [228, 69, 161, 43]. Similarly, if f(t) is Gaussian white
noise then (315) is a Markovian system and the correlation (361) reduces to a simple diffusion term [228].
In this case (360) coincides with the classical Fokker-Plank equation [190]. We remark that computing the
solution to (360) in the general (non-Markovian) setting is very challenging. Possible techniques rely on
data-driven models that employ random paths of the SODE (315), e.g., path integral methods [81, 172, 138].
Non-Markovian Random Processes on Random Graphs Consider a non-Markovian stochastic process
ψ(t;ω) ∈ Rn evolving on a random graph with n nodes (see Figure 13). Such process could model, e.g.,
the propagation of epidemics in interacing individuals [6, 35]. Introducing uncertainty in the graph allows
us to take into account uncertainty in the interconnections between different nodes, which is fundamentally
important when modeling dynamics of social networks and disease propagation. We can characterize a
random graph mathematically in terms of random edges defined by mixed random variables, i.e., random
variables with continuous/discrete probability distribution. To this end, let gij(ω) represent the interaction
between the node i and the node j, i.e., the flow of information from i to j26. Such interaction can be of
different types, but roughly speaking it just characterizes how the random process ψi(t) (at node i) influences
the random process ψj(t) (at node j). The type of influence is defined by a stochastic model on the random
graph, e.g., a system of stochastic differential equations in the form
dψ
dt
= Λ(ψ, t;G(ω)) + f(t), (362)
26For example, the probability density of gij could be in the form p(gij) = δ(0)/2 +U[1,2](gij)/2, in which case we have 50%
of chances that i does not influence j at all (term δ(0)/2), and 50% of chance that gij is uniformly distributed in [1, 2]. If the graph
has a time-evolving random structure, i.e., some nodes in the network have a time-varying set of neighbors, then we can introduce
time-dependence in the random variables gij . This makes gij a set of stochastic processes.
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Field Equation Functional Differential Equation
∂u
∂t
+(u·∇)u = −∇p+ν∆u ∂Φ([θ], t)
∂t
=
3∑
k=1
∫
V
θk(x)
i 3∑
j=1
∂
∂xj
δ2Φ([θ], t)
δθk(x)δθj(x)
+ ν∇2 δΦ([θ], t)
δθk(x)
 dx
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
∂P ([a], t)
∂t
= −
∫ ∞
−∞
δ
δa(x)
([
−a(x)∂a(x)
∂x
+ ν
∂2a(x)
∂x2
]
P ([a], t)
)
dx
φ+m2φ = λ
6
φ3 δZ([a])
δa(x)
+m2
δZ([a])
δa(x)
− λ
3!
δ3Z([a])
δa(x)3
− ia(x)Z([a]) = 0
Table 2: Examples of functional differential equations. In this table, Φ denotes the Hopf characteristic
functional, P is the probability density functional, and Z is the generating functional of the quantum φ4-
theory.
where Λ is a nonlinear map defining the model, G(ω) = {g12(ω), g21(ω), ...} ∈ Rn(n−1)/2, is the random
vector representing all interactions among the nodes in the random graph, and f(t) is colored random noise.
The stochastic system (362) can be obviously generalized to cases where we have multiplicative noises, such
as in tumororal cell growth models [248, 236, 61]. The solution to (362) (assuming it exists) is a nonlinear
function of the random vector G defining the graph, and a nonlinear functional of the stochastic process
f(t). We write such functional as ψ̂(t;G, [f(t)]). The probability density function of ψ(t) then can be
obtained by integrating out the graph and the noise over the corresponding probability distribution, i.e.,
p(ψ, t) =
∫
δ
(
ψ − ψ̂(t;G, [f ])
)
p(G)P ([f ])D[f ]dG. (363)
Note that here we assumed that the noise and the graph are statistically independent. Integration over noise
is (in general) a functional integral. The exact evolution equation for p(X, t) can be obtained by using a
functional calculus approach [228, 64, 82, 149]. This yields,
∂p(ψ, t)
∂t
+
∫ [
∇ψ · (Λ(ψ, t;G)p(ψ,G, t)) +∇ψ ·
〈
δ
(
ψ − ψ̂(t;G, [f ])
)
f(t)
〉
f
]
dG = 0, (364)
where p(ψ,G, t) is the joint probability density of ψ(t, ω) and G(ω), while 〈·〉f is defined in (361). As
before, the correlation
〈
δ
(
ψ − ψ̂(t;G, [f ])
)
f(t)
〉
f
can be disentangled by using functional calculus [21,
228, 111], or computed by using data-driven methods.
4.6 Conjugate Flow Action Functionals
In a recent paper [225], we have shown how to construct an action functional for a non-potential field
theory by using methods of differential geometry and nonlinear functional analysis [220, 154]. The key idea
is to represent the governing equations of the field theory relative to a diffeomorphic flow of curvilinear
coordinates which is assumed to be functionally dependent on the field equations, i.e., on their solution.
Such flow evolves in space and time similarly to a physical fluid flow of classical mechanics and it can be
chosen to symmetrize the Gaˆteaux derivative of the field equations relative to suitable local bilinear forms.
This is equivalent to require that the governing equations of the field theory can be derived from a principle
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of stationary action on a flow, which we called the conjugate flow of the theory. The determining equations
of the conjugate flow are functional differential equations. In particular, for a second-order nonlinear scalar
field theory
f
(
u;u,µ;u,µν ; x̂
µ
,ν ; x̂
µ
,νλ
)
= 0, (365)
we obtain
Rµν,ν +R
µνΓλλν = Z
ν , (366)
where the comma denotes differentiation with respect to the independent variable σν , Γλλν is the Christoffel
symbol of the second kind and
Zν =
∂f
∂u,ν
+
∂f
∂x̂µ,ν
δx̂µ
δu
+
(
∂f
∂x̂µ,νρ
+
∂f
∂x̂µ,ρν
)(
∂
∂σρ
δx̂µ
δu
+
δ2x̂µ
δu2
∂u
∂σρ
)
, (367)
Rρν =
∂f
∂u,νρ
+
∂f
∂x̂µ,ρν
δx̂µ
δu
. (368)
Given a solution to the field equation (365), the system of functional differential equations (366) allows us
to identify the conjugate flow x̂µ(σν ; [u]), i.e., the functional relation between the flow x̂µ and the solution
u for which the PDE (365) can be derived from a principle of least action (see [225] for further details). The
identification of transformation groups leaving the conjugate flow action functional invariant could lead to
the discovery of new conservation laws.
4.7 Large Deviation Theory and Minimum Action Methods
Large deviations theory deals with the probabilities of rare events that are exponentially small as a function
of some parameter. To illustrate the theory, consider a nonlinear PDE perturbed by space-time additive
random noise of small amplitude 
∂u
∂t
+G(u) =
√
f(x, t;ω). (369)
We define the set trajectories connecting two arbitrary states {u1,u2}
B = {u(x, t;ω)| u(x, 0;ω) = u1, u(x, T ;ω) = u2} (370)
If f is white noise, then the Freidlin-Wentzell theory gives us the following large deviation principle
lim
→0+
Pr(u ∈ B) = inf
u∈B
1
2
∫ T
0
∥∥∥∥∂u∂t +G(u)
∥∥∥∥2
L2
dt (371)
where Pr(A) denotes the probability of the event A, ‖·‖2L2 indicates the L2 norm in space. The large
deviation principle is equivalent to minimum action principle
min
u(0,x;ω)=u1
u(T,x;ω)=u2
ST ([u]), ST ([u]) =
1
2
∫ T
0
∥∥∥∥∂u∂t +G(u)
∥∥∥∥2
L2
dt. (372)
The minimizer of (372) is called minimum action path, and it satisfies the functional differential equation
δST ([u])
δu(x, t)
= 0 u ∈ B. (373)
The minimum action path is the most probable transition path from u1 to u2. A method to solve (373) is
based on a direct discretization of ST (u) [48].
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5 Approximation of Functional Differential Equations
In this Section we address the numerical approximation of linear FDEs in the form (300). To this end,
we develop a method of weighted residuals [62, 101] in the space of functionals that allows us to derive
functional least squares, functional Galerkin and functional collocation methods to FDEs is a unified and
straightforward way.
5.1 The Method of Weighted Functional Residuals
The method of weighted residuals illustrates how the choice of different weight (or test) functionals can be
used to construct different classes of methods extending Galerkin, least-squares and collocation methods
for PDEs to functional differential equations. The general framework resembles the classical one for PDEs,
in which one minimizes a residual (least-squares method) or imposes its orthogonality relative to a suitable
space of test functions (Galerkin or collocation methods). To describe the weighted residuals technique, let
us consider the linear functional differential equation (300). In approximating its solution numerically we
are typically replacing F ([θ], t) with an approximation
F̂ ([θ], t) ' F ([θ], t), (374)
e.g., a tensor canonical tensor decomposition (Section 3.3.1) or a Lagrangian interpolant (Section 3.2) with
N degrees of freedom. Substitution of the approximation (374) into equation (300) yields the (functional)
residual
R([θ], t) =
∂F̂ ([θ], t)
∂t
− L([θ], t)F̂ ([θ], t)−H([θ], t). (375)
At this point, we introduce the following inner product in the space of functionals27 (see Appendix B)
(F,G)W =
∫
F ([θ])G([θ])W ([θ])D[θ], (functional integral) (376)
where W ([θ]) is a known weight functional, and consider the set of equations
(R([θ], t), hk([θ]))W = 0 k = 1, ..., N (377)
where hk([θ]) are test functionals. There is no particular restriction on hk([θ]). For example, they can be
cardinal basis functionals, orthogonal polynomial functionals or other basis functionals. The system (377)
allows us to determine the N degrees of freedom in the functional approximation F̂ ([θ], t). Specifically,
we are imposing that the residual of the FDE is orthogonal to the span of the functionals {h1, ..., hN}. The
nature of the numerical scheme is determined by the choice of the test functionals hj([θ]) in (377).
Evaluating the functional integrals in (377) is challenging, but there are approximation methods that al-
low us to compute them. For example, several algorithms have been recently proposed for high-dimensional
(possibly infinite-dimensional) integration [9, 176, 237, 40, 39] (see also Apendix B and Chapter 4 in [51]).
The system of equations (377) defines a functional Galerkin method28.
27 The inner product (375) is a functional integral, which is usually defined in terms of a limiting procedure [177, 51]. From a
mathematical viewpoint, the limiting procedure defining the functional integral measure in terms of an infinite products of elemen-
tary measures should be handled with care. In fact, the classical Lebesgue measure does not exist in spaces ofinfinite dimension
[137]. On the other hand, Gaussian measures are still well defined in such setting. This is why we included W ([θ]) in (376).
The argument leading to the result on non-existence of an analogue to the Lebesgue measure in infinite dimension is related to the
argument showing that the Heine-Borel theorem does not hold in infinite-dimensional normed linear spaces.
28 Stochastic Galerkin methods [242] are functional Galerkin methods. Essentially, these approaches are based on stochastic
representations of the solution functional (Section 3.7), and functional inner products involving probability measures. Stochastic
Galerkin methods have been studied extensively in the theory of turbulence [140, 141, 122, 22], and in uncertainty quantification
[243, 235].
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5.1.1 Functional Collocation Methods
In this class of methods the test functionals hj([θ]) are chosen to be Dirac delta functionals [97] centered at
θj(x), i.e., hj([θ]) = δ[θj(x)− θ(x)]. In this setting, the orthogonality condition (377) can be written as∫
R([θ], t)δ[θj(x)− θ(x)]W ([θ])D[θ] = 0 ⇒ R([θj ], t) = 0 (378)
In other words, in the functional collocation method we impose that the residual R([θ], t) vanishes at N
collocation nodes in D(F ), i.e., N functions {θ1(x), ..., θN (x)}. This yields a system of N equations for
the unknowns {α1(t), ..., αN (t)}. The solution we obtain from the functional collocation method obviously
interpolates the exact solution at the nodes θi(x).
5.1.2 Functional Least Squares
In this class of methods we look for an approximate solution functional that minimizes the norm of the
residual R([θ], t). Such norm may be defined in terms of the functional inner product (376), i.e., ‖R‖2W =
(R,R)W . In this case, we obtain the following variational principle involving a functional integral
min
F̂∈DN (F )
‖R([θ], t)‖2W = min
F̂∈DN (F )
∫
R([θ], t)2W ([θ])D[θ]. (379)
The stationary points of (379) corresponding to variations of the degrees of freedom αk(t) in (374) satisfy
the the Euler-Lagrange equations(
R([θ], t),
∂R([θ], t)
∂αk(t)
)
W
= 0, k = 1, ..., N. (380)
A comparison between (377) and (380) suggests that the test functionals hj([θ]) in this case are equation-
dependent, i.e., they depend on the residual R([θ], t) through the formula
hk([θ], t) =
∂R([θ], t)
∂αk
. (381)
Remark: Error analysis, stability and consistency of functional Galerkin, functional collocation and func-
tional least squares methods is an open question.
Remark: If we restrict D(F ) to a finite-dimensional function space, e.g, the span of a finite-dimensional
basis, then weighted residual formulation we just discussed reduces to the weighted residual formulation for
multivariate linear PDEs.
5.2 Temporal Discretization
The FDE (300) can be discretized in time with different numerical schemes such as Adams-Bashforth,
Adams-Multon or BDF methods [184]. Such discretization is quite classical in numerical analysis, and it
represents an important building block in the development of efficient algorithms to compute the numerical
solution to FDEs. Hereafter we discuss functional tensor methods built upon explicit and implicit linear
multistep schemes (see [184], p. 497). As we will see, such algorithms have significant advantages over
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other approaches in terms of accuracy and computational cost. Given an evenly-spaced sequence of time
instants tk = k∆t (k = 0, 1, ...) we write the formal solution to to the FDE (300) as
F ([θ], tn) = F ([θ], tn−1) +
∫ tn
tn−1
(L([θ], τ)F ([θ], τ) +H([θ], τ)) dτ. (382)
By approximating the temporal integral with a quadrature rule we obtain a fully discrete time-integration
scheme. For example, if we replace
S([θ], τ) = L([θ], τ)F ([θ], τ) +H([θ], τ) (383)
by the interpolating polynomial at tn−1, ..., tn−q, extrapolate in [tn−1, tn], and integrate in time we obtain
the q-th order Adams-Bashforth scheme. Hereafter we provide some examples.
5.2.1 Second-order Adams-Bashforth (AB2) method
We replace (383) with the polynomial interpolating S([θ], t) at {tn−1, tn−2}, extrapolate such polynomial
to to [tn−1, tn] and compute the integral in (382). This yields the second-order explicit explicit scheme
F ([θ], tn) = F ([θ], tn−1) +
∆t
2
[3S([θ], tn−1)− S([θ], tn−2)] + ∆tτn([θ]), (384)
where
τn([θ]) =
5∆t3
12
∂3F ([θ], tn−2)
∂t3
+O(∆t4). (385)
The quantity τn is the local truncation error at time tn ([184], p. 499). Clearly, if the operator L([θ], t) is
time-independent and H = 0, then (382) has the simpler form
F ([θ], tn) = F ([θ], tn−1) +
∆t
2
L([θ]) [3F ([θ], tn−1)− F ([θ], tn−2)] + ∆tτn([θ]). (386)
5.2.2 Crank-Nicolson Method
The Crank Nicolson method is an implicit second-order method of the Adams-Multon family. The scheme
can be easily derived by discretizing the time integral in (382) with the trapezoidal rule. This yields
F ([θ], tn) = F ([θ], tn−1) +
∆t
2
[S([θ], tn) + S([θ], tn−1)] + ∆tτn([θ]), (387)
where
τn([θ]) = −∆t
3
12
∂3F ([θ], tn−1)
∂t3
+O(∆t4) (388)
is the local truncation error ([184], p. 499). The scheme (387) can be rewritten as[
I − ∆t
2
L([θ], tn)
]
F ([θ], tn) =
[
I +
∆t
2
L([θ], tn−1)
]
F ([θ], tn−1)+
∆t
2
[H([θ], tn) +H([θ], tn−1)] + ∆tτn([θ]), (389)
The integration process proceeds as follows: Given F ([θ], tn−1) we build the right hand side of (389) and
then solve for F ([θ], tn). This involves inverting the following (functional differential) linear operator
A([θ], tn) =
[
I − ∆t
2
L([θ], tn)
]
. (390)
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It is convenient to rewrite (389) as
A([θ], tn)F ([θ], tn) = E([θ], tn) + ∆tτn([θ]), (391)
where
E([θ], tn) =
[
I +
∆t
2
L([θ], tn−1)
]
F ([θ], tn−1) +
∆t
2
[H([θ], tn) +H([θ], tn−1)] . (392)
is a known functional, provided F ([θ], tn−1) is known (solution at time tn−1 = (n− 1)∆t).
5.3 Functional Approximation
The solution to the FDE (300) can be approximated at each time step by using the functional approximation
methods we discussed in Section 3. For example, if we restrict the domain the solution functional F to the
finite-dimensional Hilbert space spanned by the orthonormal basis {ϕ1, ..., ϕm}, i.e.,
Dm = span{ϕ1, ..., ϕm} ⊆ D(F ), (393)
then the functional becomes a multivariate function. Alternatively, we can look for an approximant of F in
the space of cylindrical functionals. This yields a functional in the form (see Section 3.3)
f(a1, ..., am, tn) ' F ([θ], tn), ak = (θ, ϕk). (394)
For example, in a canonical tensor decomposition setting we have
f(a1, ..., am, tn) '
r∑
l=1
m∏
j=1
Glj(aj , tn), G
l
j(aj , tn) =
P∑
p=1
βljp(tn)φp(aj), (395)
where r is the separation rank. Replacing with F ([θ], t) with f(a1, ..., am, t) in (384) or (391) yields a
functional residual R([θ], tn). For example, a substitution of (395) into the Crank-Nicolson scheme (391)
yields
R([θ], tn) =
r∑
l=1
A([θ], tn)G
l
1((θ, ϕ1), tn) · · ·Glm((θ, ϕm), tn)− E([θ], tn). (396)
Note that we have incorporated the local truncation error ∆tτn within the residual R([θ], tn).
5.4 CP-ALS Algorithm for FDEs with Implict Time Stepping
We have seen in Section 5.1.2 that the functional least squares fomulation of the FDE (300) relies on min-
imizing the norm of the residual. Such residual can have different forms. In particular, if we discretize the
FDE (300) in time with the Crank-Nicolson method and represent its solution by a canonical polyadic (CP)
tensor expansion then the residual takes the form (396). Its norm can be defined as
‖R([θ], tn)‖2W =
∥∥∥∥∥
r∑
l=1
A([θ], tn)G
l
1((θ, ϕ1), tn) · · ·Glm((θ, ϕm), tn)− E([θ], tn)
∥∥∥∥∥
2
W
, (397)
where ‖ · ‖2W is induced by the functional inner product (376). Recall that the functions Glk((θ, ϕk), tn) are
in the form
Glk((θ, ϕk), tn) =
Q∑
s=1
βlks(tn)φs((θ, ϕk)), (398)
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βlks(tn) (l = 1, ..., r, k = 1, ...,m, s = 1, ..., Q) being the degrees of freedom. We look for a minimizer of
(397) computed in a parsimonious way. The key idea is to split the large scale optimization problem
min
βlks(tn)
‖R([θ], tn)‖2W (399)
into a sequence of optimization problems problems of smaller dimension, which are solved sequentially and
eventually in parallel [100]. To this end, we define
βk(tn) = [β
1
k1(tn), ..., β
1
kQ(tn), ..., β
r
k1(tn), ..., β
r
kQ(tn)]
T k = 1, ...,m. (400)
Note that the vector βk(tn) collects the degrees of freedom representing the solution functional along (θ, ϕk)
at time tn, i.e., the set of functions {G1k((θ, ϕk), tn), ..., Grk((θ, ϕk), tn)}. Minimization of (397) with re-
spect to independent variations of βk(tn) yields the sequence of convex optimization problems
min
β1(tn)
‖R([θ], tn)‖2W , min
β2(tn)
‖R([θ], tn)‖2W , · · · , min
βm(tn)
‖R([θ], tn)‖2W . (401)
This is the set of equations defining the alternating least-squares (ALS) method. The Euler-Lagrange equa-
tions identifying the stationary points of (401) are
Mh(tn)βh(tn) = fh(tn), h = 1, ...,m (402)
where,
[Mh(tn)]
zl
qs =
∫
Qzqh([θ], tn)Q
l
sq([θ], tn)W ([θ])D[θ], (403)
[fh(tn)]
z
q =
∫
E([θ], tn)Q
z
qh([θ], tn)W ([θ])D[θ], (404)
Qzqh([θ], tn) = A([θ], tn)φq((θ, ϕh))
m∏
j=1
j 6=h
Gzj ((θ, ϕj), tn). (405)
The ordering of the matrix elements [Mh(tn)]zlqs and the vector [fh(tn)]
z
q is the same as in (207). Note
that minimizing the norm of the residual (397) with respect βh(tn) is equivalent to impose orthogonality of
(396) with respect to the space spanned by the basis functionals Qzqh([θ], tn). Indeed, the system (402) is
equivalent to (
R([θ], tn), Q
z
qh([θ], tn)
)
W
= 0 (fixed h = 1, ...,m), (406)
where (, )W is the functional inner product (376). The system of equations (402) is symmetric and positive
definite 29. This allows us to use well-known high-performance algorithms to compute the solution, e.g., the
conjugate gradient method ([184], p.152). It is important to emphasize that the minimization of the residual
(397) is basically a fixed point problem involving the vector
β(tn) = [β1(tn) · · · βm(tn)] (407)
The ALS method aims at solving such fixed point problem by splitting it into a sequence of linear problems
(402) which are solved iteratively for each h. The criterion is to freeze all βj(tn) (j = 1, ...,m, j 6= h)
when solving for βh(tn). We recall that convergence of CP-ALS iterations is, in general, not granted (see
Section 3.3.1). To overcome this problem, additional regularization terms may be necessary [1, 12].
29The alternating least-squares formulation (402) is very similar to alternating least squares formulation for nonlinear functionals
we studied in Section 3.3.1. The main difference is that here we are trying to determine the canonical tensor decomposition of a
linearly mapped functional, i.e., we solving the linear system A([θ], tn)F ([θ], t) = E([θ], tn) with ALS, F being represented as a
canonical tensor decomposition. On the other hand, in Section 3.3.1 we addressed the problem of computing the canonical tensor
decomposition of F ([θ]) given E([θ]) (compare the residual (396) with (200)). These two problems are equivalent if the linear
operator A is invertible.
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Evaluation of the Functional Integrals The ALS coefficients (403) and (404) are defined by functional
integrals involving cylindrical functionals. The computation of such integrals is briefly addressed in Ap-
pendix B.1. Hereafter we summarize the main results. We first restrict θ(x) to the space of functions (393),
i.e., we assume that θ(x) can be written as
θ(x) =
m∑
k=1
akϕk(x), ak = (θ, ϕk). (408)
In this hypothesis, the basis functionals (405) become multivariate functions of (a1, ..., am), i.e.,
Qzqh(a1, ...., am, tn) = A(a1, ..., am, tn)φq(ah)
m∏
j=1
j 6=h
Gzj (aj , tn). (409)
Similarly, the coefficients (403) and (404) can be explicitly written as multivariate integrals30
[Mh(tn)]
zl
qs =
∫ b
−b
· · ·
∫ b
−b
Qzqh(a1, ...., am, tn)Q
l
sq(a1, ..., am, tn)da1 · · · dam, (410)
[fh(tn)]
z
q =
∫ b
−b
· · ·
∫ b
−b
E(a1, ..., am, tn)Q
z
qh(a1, .., am, tn)da1 · · · dam, (411)
The quantity A(a1, ..., am, tn) appearing in (409) is the discrete version of the functional differential opera-
tor A([θ], tn), i.e., it is a linear operator in the form
A(a1, ..., am, tn) = I − ∆t
2
L(a1, ..., am, tn) (412)
where L(a1, ..., am, tn) is the finite-dimensional version of the operator L([θ], tn) in (300). In general, the
integrals (410) and (411) can be computed numerically only for a relatively small number of variables ak
(k = 1, ...,m). However, if we assume that the operator A(a1, ..., am, tn) is separable, i.e.,
A(a1, ..., am, tn) =
rA∑
k=1
Ak1(a1, tn) · · ·Akm(am, tn), (413)
then the cost of computing such integrals scales linearly with the dimension m of the space, since (410)
and (411) can be factored as products of one-dimensional integrals. In equation (413), Aki (ai, tn) are one-
dimensional linear operators, while rA is the separation rank of the operator A(a1, ..., am, tn). With the
operator decomposition (413) available, we can represent the multivariate fields (405) as
Qlqs(a1, ..., am, tn) =
rA∑
k=1
Akq (aq, tn)φs(aq)
m∏
j=1
j 6=q
Akj (aj , tn)G
l
j(aj , tn). (414)
30In equations (410) and (411) we have we set the weight function W (a1, ..., an) equal to one. This is always possible provided
the support of the integrands is compact (see Appendix B.1).
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This yields the following representation of the matrix coefficients (410)
[Mq(tn)]
lz
sh =
∫ b
−b
· · ·
∫ b
−b
Qlqs(a1, ..., am, tn)Q
z
qh(a1, ..., am, tn)da1 · · · dam
=
rA∑
k,e=1
∫ b
−b
Akq (aq, tn)φs(aq)A
e
q(aq, tn)φh(aq)daq×
m∏
j=1
j 6=q
∫ b
−b
Akj (aj , tn)G
l
j(aj , tn)A
e
j(aj , tn)G
z
j (aj , tn)daj . (415)
i.e., sums of products of one-dimensional integrals31. Let us provide a simple example.
Example 1: Consider the time-independent functional differential operator (302) and the associated operator
defined in (390)
A([θ]) = I +
∆t
2
∫ 2pi
0
θ(x)
∂
∂x
δ
δθ(x)
dx. (418)
Evaluating A([θ]) in the finite-dimensional function space (393) yields
A(a1, ..., am) = I +
∆t
2
m∑
k=1
 m∑
j=1
aj
∫ 2pi
0
ϕk(x)
dϕj(x)
dx
dx
 ∂
∂ak
. (419)
Therefore, A(a1, ..., am) is a separable operator with separation rank rA = m2 + 1.
5.4.1 Collocation Setting
Consider the sequence of linear systems (402), and let {φs(ak)} be a cardinal basis associated with the set
of collocation nodes {ak1, ..., akQ}. For simplicity, we consider the same set of nodes in each dimension.
In this assumption, the integrals defining the the matrix entries (415) can be significantly simplified. For
example, ∫ b
−b
Akq (a)φs(a)A
e
q(a)φh(a)da ' AkqWAeq︸ ︷︷ ︸
Kkeq
(420)
where Akq is the matrix representation of the operator A
k
q (a) (collocation version), and W is a diagonal
matrix of integration weights. The matrix Kkeq is Q × Q for all k, e = 1, ..., rA and all q = 1, ...,m. With
Kkeq available, it is easy to determine the matrix representation of the integral∫ b
−b
Akq (a)G
l
j(a)A
e
q(a)G
z
j (a)da =
Q∑
s,h=1
βljsβ
z
jh
∫ b
−b
Akq (a)φs(a)A
e
q(a)φh(a)da ' βTj Kkeq βj (421)
31Note that we can express all integrals at the right hand side of (415) in terms of the integrals∫ b
−b
Akq (aq, tn)φs(aq)A
e
q(aq, tn)φh(aq)daq (416)
where q = 1, ...,m, k, e = 1, ..., rA, s, h = 1, ..., Q. In fact,∫ b
−b
Akj (aj , tn)Gj(aj , tn)A
e
j(aj , tn)G
z
j (aj , tn)daj =
Q∑
s,h=1
βljs(tn)β
z
jh(tn)
∫ b
−b
Akj (aj , tn)φs(aj)A
e
j(aj , tn)φh(aj)daj .
(417)
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where βj here is a matrix that has Gzj (xjp) (p = 1, .., Q) as z-th column. This yields the following matrix
Mq =
rA∑
k,e=1
[Rkeq ]
T ⊗Kkeq . (422)
where
Rkeq =
m∏
j=1
j 6=q
βTj K
ke
q βj . (423)
5.5 Tensor Formats for FDEs with Explicit Time Stepping
Consider the following finite-dimensional form of the linear FDE (300)
∂f
∂t
= Lf + h, (424)
where f(a1, .., am, t) is a tensor format that approximates a functional F ([θ], t) and L(a1, ..., am, t) is the
linear operator arising from the discretization of the functional linear operator L([θ], t), and h(a1, ..., am, t)
is the tensor format that appoximates H([θ], t). In particular, consider the case where h = 0, L is time-
independent and time-integration follows the Adams-Bashforth scheme (386), i.e.,
fn = fn−1 +
∆t
2
L (3fn−1 − fn−2) . (425)
In the last equation we employed the shorthand notation fn = f(a1, ..., am, tn). Assuming, that the operator
L is separable, e.g.,
L = −
m∑
i,j=1
aiCij
∂
∂aj
, (426)
then a greedy computation of the tensor format fn involves the following steps:
1. compute a low rank representation of fˆn−1 = 3fn−1/2− fn−2/2,
2. compute a low rank representation of fn = pn−1 + ∆tLfˆn−1.
The need for a low rank representation is clear: any algebraic operation between tensors, including the
application of a linear operator, increases the separation rank. Therefore, efficient rank reduction methods
are needed to avoid an explosion of the number of terms when solving the PDE (424) with tensor methods.
Among them we recall methods based on alternating least squares [100, 12, 56], hierarchical Tucker formats
[76, 113] or block coordinate descent methods [245]. Disregarding the particular tensor format employed to
represent the solution functional, we emphasize that the development of rubust and efficient rank-reduction
algorithms is an active area of research [8, 158].
6 Numerical Results: Functionals
In this Section we provide numerical results and examples on functional approximation. In particular, we
discuss polynomial functional interpolants and functional tensor methods.
76
6.1 Linear functionals
Consider the linear functional
F ([θ]) =
∫ 2pi
0
K1(x)θ(x)dx (427)
on the Hilbert space of square integrable periodic functions in [0, 2pi]
D(F ) = {θ ∈ L2([0, 2pi]) | θ(0) = θ(2pi)}. (428)
Our aim is to represent F ([θ]) in terms of a functional interpolant in D(F ), i.e.,
F ([θ]) =
∞∑
k=1
F ([θi])gi([θ]). (429)
where gi([θ]) are cardinal basis functionals and θi(x) are interpolation nodes in D(F ). In particular, we
choose θi(x) = ϕi(x) where {ϕ1(x), ϕ2(x), ...} is an orthonormal basis in D(F ). Assuming that K1(x) is
in D(F ), i.e.,
K1(x) =
∞∑
k=1
(K1, ϕk)ϕk(x), (430)
it follows from (427) that
F ([θ]) =
∞∑
k=1
(K1, ϕk)(ϕk, θ),
=
∞∑
k=1
F ([ϕk])(ϕk, θ). (431)
This can be written as
F ([θ]) =
∞∑
k=1
F ([ϕk])gk([θ]), where gk([θ]) = (ϕk, θ). (432)
Note that this representation coincides with Porter’s series expansion (112)-(113) on the index set I = {1}.
6.1.1 Polynomial Functional Interpolation
Let us study numerically an interpolation problem involving a specific kernel. To this end, we set
K1(x) = e
sin(x)(1 + sin(cos(x)− 2)− 1
2
(Fig. 14), (433)
and define the following interpolation nodes in D(F )
ϕk+1(x) =
1
m+ 1
sin
(
m+ 1
2
(x− xk)
)
sin
(
x− xk
2
) , xk = 2pi
m+ 1
k k = 0, 1, ...,m (434)
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Figure 14: (a) Kernel function defining the linear functional (427). (b) Three elements of the orthogonal
basis function set (434) (m = 20).
m being an even natural number. These are well-known nodal trigonometric polynomials ([84], p. 28)
satisfying the orthogonality conditions
(ϕj , ϕk) =
2pi
m+ 1
δkj , k, j = 1, ...,m+ 1. (435)
Clearly, if K1(x) is in the span of {ϕ1, ..., ϕm+1} then the exact representation of the linear functional
F ([θ]) involves no more than m+ 1 terms, i.e., a truncation of the series (432) to m+ 1 terms is exact. The
kernel (433) is not in such span. Next, we construct a polynomial functional that interpolates F ([θ]) at the
nodes (434). Specifically we consider Porter’s construction (Section 3.2.3), which is very easy to implement
and equivalent to Khlobystov polynomials for uniquely solvable interpolation problems. Such interpolants
are dense in the space of linear functionals if we consider the set of nodes (91), i.e.,
Ŝ
(m)
1 = {θi(x) ∈ D(F ) | θi(x) = ϕi(x) i = 0, ...,m} . (436)
This means that to identify linear functionals it is sufficient to represent them relative to orthogonal bases (see
Section 4.1). As we have noticed in Section 3.2.2, this is not the case for higher-order polynomial functionals
or general nonlinear functionals. Now, let us consider the general expression of Porter’s interpolants
F ([θ]) '
m+1∑
k=1
F ([ϕk]) gk([θ]), gk([θ]) =
m+1∑
j=1
H−1jk
∑
p∈I
(ϕj , θ)
p , (437)
where the matrix Hij is given in (111). Depending on how we choose the index set I we have different
expressions for the basis functionals gi([θ]). Specifically,
1. Constant polynomial functionals (I = {0}). This case is degenerate and it requires Moore-Penrose
pseudo-inversion of the matrix (111). This yields the basis functionals
gk([θ]) =
1
m+ 1
. (438)
2. Homogeneous polynomial functionals of first order (I = {1}):
gk([θ]) =
[
2pi
m+ 1
]−1
(θ, ϕk) . (439)
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Figure 15: Linear functionals. Functional interpolation errors obtained by using Porter’s method. Shown are
the pointwise errors (441) versus m for the Gaussian ensemble G300(1) and Porter’s basis functionals (439)
(I = {1}), and (440) (I = {1, 2}). The expansion corresponding to I = {1} converges exponentially for
obvious reasons, while the expansion corresponding to I = {1, 2} has a O(m−1/2) convergence rate due to
insufficient interpolation nodes (Fig. (b)).
3. Quadratic polynomial functionals (I = {1, 2}) on the basis set {ϕ1, ..., ϕm+1}. This yields basis
functionals
gk([θ]) =
[(
2pi
m+ 1
)
+
(
2pi
m+ 1
)2]−1 (
(θ, ϕk) + (θ, ϕk)
2
)
. (440)
In Figure 15 we plot the pointwise error
Em = sup
θ∈Gq
∣∣∣∣∣F ([θ])−
m+1∑
k=1
F ([ϕk])gk([θ])
∣∣∣∣∣ (441)
versus m for test functions θ in the Gaussian ensemble
Gq(σ) =
{
θ(x) ∈ D(F )
∣∣∣∣∣ θ(x) = σ
q+1∑
k=1
bkϕk(x), {b1, ..., bm+1} i.i.d. Gaussian
}
, (442)
and interpolants corresponding to the index sets I = {1} and I = {1, 2} (bases (439) and (440)). The
reason why we obtain exponential convergence with the index set I = {1} is obvious: convergence of
the polynomial interpolant is basically defined by the convergence of the trigonometric series of K1(x).
On the other hand, Porter’s interpolant corresponding to I = 1, 2 shows an algebraic convergence at rate
O(m−1/2). The reason is that the basis function set {ϕ1, ..., ϕm+1} does not have enough elements to
correctly identify the quadratic part of the interpolant, which is zero in this case. In fact, the off-diagonal
terms in (85) or (88) cannot be identified by using an orthogonal basis, unless we consider a set of nodes in
the form {ϕi, (ϕi + ϕj)} where i, j = 1, ...,m+ 1, and j ≥ i.
6.1.2 Canonical Tensor Decomposition
We look for a representation of (427) in the form (187). The basis functions Gli can be equivalently de-
termined in an alternating Galerkin or least squares setting by solving the system of equations (206) with
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H2(x, y) K2(x, y)
Figure 16: Quadratic functional (447). Kernel function (448) and its symmetrized version (449). Integrating
H2(x, y)θ(y)θ(x) or K2(x, y)θ(y)θ(x) over x and y produces exactly the same result, independently on θ.
forcing given by
fnjh =
∫ b
−b
· · ·
∫ b
−b
m+1∑
p=1
kpapφh(aj)
m+1∏
k=1
k 6=j
Gnk(ak)da1 · · · dam+1, (443)
kp =
∫ 2pi
0
K1(x)ϕp(x)dx. (444)
All integrals in (443) can be reduced to products of one-dimensional integrals (linear functionals are fully
separable). In addition, if we use a polynomial basis forGli, then we can represent (427) exactly as a product
of constants and linear polynomials. In fact,
r∑
l=1
Gl1(a1) · · ·Glm+1(am+1) =
m+1∑
l=1
klal, (445)
which means that the exact separation rank is r = m+ 1,
Gll(al) = al and
m+1∏
k=1
k 6=l
Glk(ak) = kl. (446)
6.2 Quadratic Functionals
Consider the quadratic functional
F ([θ]) = 5 +
∫ 2pi
0
K1(x)θ(x)dx+
∫ 2pi
0
∫ 2pi
0
H2(x, y)θ(x)θ(y)dxdy (447)
defined on the space of square integrable periodic functions (428). We set K1(x) as in (433) and H2(x, y)
as
H2(x, y) = sin(cos(x) + sin(y)) sin(y) +
1
2
cos(cos(x)). (448)
Replacing H2(x, y) with the symmetrized kernel (see Figure 16)
K2(x, y) =
1
2
(H2(x, y) +H2(y, x)) (449)
does not change the functional (447).
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Figure 17: Interpolation nodes in the space of periodic functions (each function is a node). Here we plot the
elements in the sets Ŝ(m+1)p (see equation (92)) for m = 10 and p = 1, 2, 3, 4. The total number of elements
within each set is #Ŝ(11)1 = 12, #Ŝ
(11)
2 = 78, #Ŝ
(11)
3 = 364 and #Ŝ
(11)
4 = 1365.
6.2.1 Polynomial Functional Interpolation
We first show that Porter’s interpolants corresponding to the index set I = {0, 1, 2} and Khlobystov inter-
polants (166) coincide when the interpolation problem is uniquely solvable, e.g., when we consider the set
of nodes (92), hereafter rewritten for convenience
Ŝ
(m+1)
2 =
{
0, {ϕi}m+1i=1 , {ϕi + ϕj}m+1j≥i=1
}
. (450)
In Figure 17 we plot the elements of such set for m = 10. In Figure 18 we plot the pointwise error
Em = sup
θ∈G50(1)
|F ([θ])−Π2([θ])| (451)
versus m for functions θ(x) in the Gaussian ensemble G50(1) (see equation (442)). In (451), Π2 represents
either Porter’s or Khlobystov interpolant at the set of nodes (450). It is seen that both methods achieve
exponential convergence rate when interpolating the polynomial functional (447). This is due to the fact
that such functional expansions are basically approximating the kernel functions (433) and (448) in terms of
a Fourier spectral basis. This also establishes the full equivalence of Porter’s and Khlobystov’s interpolants
for uniquely solvable interpolation problems.
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Figure 18: Interpolation of the quadratic functional (447) using Porter and Khlobystov approaches. Shown
are the pointwise errors (451) versus m for the Gaussian ensemble G50(1). The small deviation between
Porter’s and Khlobystov’s error plots observed at m = 24 is due to inaccuracies in the computation of the
inverse of (111). The number of interpolation nodes required to achieve accuracy of about 10−7 (m = 20)
is #Ŝ(21)2 = 253 (see equation 93).
6.2.2 Canonical Tensor Decomposition
Evaluation of (447) in the finite-dimensional function space Dm = span{ϕ1, ..., ϕm+1} yields the multi-
variate function
f(a1, ..., am) = 5 +
m+1∑
p=1
kpap +
m+1∑
q,p=1
qpqapaq, (452)
where aj = (ϕj , θ) and
kp =
∫ 2pi
0
K1(x)ϕp(x)dx, qpq =
∫ 2pi
0
∫ 2pi
0
K2(x, y)ϕp(x)ϕq(x)dxdy. (453)
The forcing term at the right hand side of (206) can be written as
fnjh =
∫ b
−b
· · ·
∫ b
−b
5 + m+1∑
p=1
kpap +
m+1∑
q,p=1
qpqapaq
φh(aj)m+1∏
k=1
k 6=j
Gnk(ak)da1 · · · dam, (454)
As before, the integrals (454) can be reduced to products of one-dimensional integrals. If we use a Legendre
basis φh, then we can represent (447) exactly as a product of constants, linear and quadratic polynomials.
To show this, let us consider the quadratic part of the functional (447). We have,
r∑
l=1
Gl1(a1) · · ·Glm+1(am+1) =
m+1∑
q,p=1
qqpaqap. (455)
Given the symmetry of qpq, the separation rank for such quadratic part is (m+1)(m+2)/2. More generally,
the function (452) is separable, with separation rank r = 1 + (m+ 1) + (m+ 1)(m+ 2)/2. In fact, it can
be written in the form
f(a1, ..., am) =
r∑
l=1
αlG
l
1(a1) · · ·Glm(am). (456)
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q αl G
l
1 G
l
2 · · · Glm
1 5 1 1 · · · 1
2 k1 a1 1 · · · 1
3 k2 1 a2 · · · 1
...
...
...
...
...
...
m+ 2 km+1 1 1 · · · am+1
m+ 3 q11 a
2
1 1 · · · 1
m+ 4 q12 + q21 a1 a2 · · · 1
...
...
...
...
...
...
2m+ 4 q1(m+1) + q(m+1)1 a1 1 · · · am+1
2m+ 5 q22 1 a
2
2 · · · 1
...
...
...
...
...
...
m+ 2 + (m+ 1)(m+ 2)/2 q(m+1)(m+1) 1 1 · · · a2m+1
Table 3: Ordering of the terms in the canonical tensor expansion (456) of the quadratic functional (447).
A possible ordering of the series could be the one in Table 3. In Figure 19 we study the accuracy of the
canonical tensor decomposition in representing the quadratic functional (447). Specifically, we plot the
relative pointwise error
em =
∣∣∣∣F ([θ])− f(a1, ..., am)F ([θ])
∣∣∣∣ aj = (θ, ϕj) (457)
at θ(x) = sin(cos(2x)) + sin(4x) versus the number of basis functions m for different separation ranks.
6.2.3 Hierarchical Tucker Expansion
The hierarchical Tucker expansion aims at mitigating the dimensionality of the core-tensor of multivariate
Schmidt decompositions (Section 3.3.3). It has advantages over the canonical tensor decomposition in terms
of robustness and computational efficiency. In Figure 19 we study convergence of the hierarchical Tucker
expansion (see Section 3.3.3) in representing the quadratic functional (447). Specifically, we plot the relative
pointwise error (457) at θ(x) = sin(cos(2x)) + sin(4x) versus the number of dimensions m for different
separation ranks.
6.3 Hopf Characteristic Functionals
In this Section we study the accuracy of polynomial functional interpolation and tensor methods in repre-
senting Hopf functionals. To this end, consider the random function
u0(x;ω) =
1√
q
q∑
k=1
[ηk sin(kx) + ξk cos(kx)] , (458)
where {ηk, ξk}k=1,...,q are i.i.d. random variables satisfying
〈ξk〉 = 0, 〈ηk〉 = 0, 〈ξ2k〉 = 1, 〈η2k〉 = 1. (459)
In Figure 20 we plot few samples of (458), for different values of q in the hypothesis that {ξk} and {ηk} are
i.i.d. Gaussian random variables. From (459) it follows that the first two statistical moments of (458) are
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Figure 19: Accuracy of canonical tensor decomposition and hierarchical Tucker expansions in representing
the quadratic functional (447). Specifically, we plot the relative pointwise error at θ(x) = sin(cos(2x)) +
sin(4x) versus the number of dimensions m, and for different separation ranks.
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Figure 20: Samples of the random function (458) for different values of q (Gaussian ηk and ξk).
independent of q, i.e., we have
〈u0(x;ω)〉 = 0,
〈
u0(x;ω)
2
〉
= 1, for all q. (460)
On the other hand, the covariance function
C0(x, y) =
1
q
q∑
k=1
[sin(kx) sin(ky) + cos(kx) cos(ky)] (461)
does depend on q, as shown in Figure 21. Higher-order moments and cumulants can be computed analyti-
cally in a similar way. The Hopf functional of u0(x;ω) is defined as
Φ([θ(x)]) =
〈
exp
[
i
∫ 2pi
0
θ(x)u0(x;ω)dx
]〉
, (462)
where the average 〈·〉 is a multi-dimensional integral with respect to the joint probability density function of
ξk and ηk. By substituting (458) into (462) we obtain
Φ([θ(x)]) =
q∏
k=1
∫
eiask[θ]pηk(a)da
q∏
k=1
∫
eiack[θ]pξk(a)da, (463)
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Figure 21: Covariance function (461) for different values of q.
where
sk[θ] =
1√
q
∫ 2pi
0
θ(x) sin(kx)dx, ck[θ] =
1√
q
∫ 2pi
0
θ(x) cos(kx)dx. (464)
Depending on the probability density functions pηk(a) and pξk(a) appearing in (463), we have different
expressions of F ([θ]).
Gaussian Random Fields Let us assume
pηk(a) =
1√
2pi
e−a
2/2 pξk(a) = pηk(a). (465)
The integrals in (463) are in the form
1√
2pi
∫ ∞
−∞
eiask[θ]−a
2/2da = e−s
2
k[θ]/2. (466)
Therefore, we obtain
Φ([θ(x)]) = exp
[
−1
2
q∑
k=1
(
s2k[θ] + c
2
k[θ]
)]
(467)
= exp
[
−1
2
∫ 2pi
0
∫ 2pi
0
θ(x)θ(y)C0(x, y)dxdy
]
, (468)
in agreement with well-known results for Hopf characteristic functionals of Gaussian random fields.
Uniform Random Fields Let us assume
pηk(a) =
{
1/(2
√
3) a ∈ [−√3,√3]
0 otherwise
pξk(a) = pηk(a) (469)
In this way the assumptions (459) are satisfied. The integrals in (463) are easily obtained as
1
2
√
3
∫ √3
−√3
eiask[θ]da =
sinh(i
√
3sk[θ])
i
√
3sk[θ]
=
sin(
√
3sk[θ])√
3sk[θ]
. (470)
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A substitution of this formula into (463) yields
Φ([θ(x)]) =
q∏
k=1
sin(
√
3sk[θ]) sin(
√
3ck[θ])
3sk[θ]ck[θ]
. (471)
Note that in both cases we just discussed the Hopf functional turns out to be real-valued. Moreover, Φ→ 0 as
‖θ‖ → ∞ (Riemann-Lebesgue lemma), at a rate that depends on the regularity of the underlying probability
density functional. In particular, in the Gaussian case Φ goes to zero faster than in the uniform case. Note
also, that both (468) are (471) are entire functionals (i.e., analytic on the complex plane). This implies that
the polynomial interpolation process converges pointwise [105].
6.3.1 Effective Dimension
Let us represent θ(x) in the space of periodic functions in [0, 2pi]. Possible bases are the discrete trigono-
metric polynomials (434) or the more classical Fourier modes
1, sin(kx), cos(kx), k = 1, 2, .... (472)
Let us now ask the following question: what is the effective dimension of the Hopf functional (462) in the
space of periodic functions? Such dimension is clearly determined by the dimension of the linear functionals
sk and ck in (464). If we expand the test function θ in a classical Fourier series
θ(x) = a0 +
N∑
k=1
ak sin(kx) +
N∑
k=1
bk cos(kx) (473)
and we substitute it into (464) then we obtain
sk[θ] =
pi√
q
ak, and ck[θ] =
pi√
q
bk. (474)
This means that the effective dimension of the Hopf functional (462) is exactly 2q. To show this numerically,
we consider the Hopf functional (468) (Gaussian case) and plot the spectrum of the covariance matrix
Zij =
∫ 2pi
0
∫ 2pi
0
C0(x, y)ϕi(x)ϕj(y)dxdy, (475)
obtained by projecting the covariance function (461) onto the the Fourier modes (472) or, equivalently, onto
the discrete trigonometric polynomials (434). As it is clearly seen from Figure 22 the number of active
components is exactly 2q. Note also that the spectrum is flat in all cases, which means that all active
variables are equally important. This has important consequences when approximating the functional (468)
by polynomial functionals or SSE. In particular, if we use functionals involving less than 2q components,
e.g., if m < 2q in equation (187), then we cannot approximate (468) accurately, no matter how we push the
expansion order.
6.3.2 Polynomial Functional Interpolation
Let us expand (468) in a power series
Φ([θ(x)]) =1− 1
2
∫ 2pi
0
∫ 2pi
0
C0(x1, x2)θ(x1)θ(x2)dx1dx2+
1
4
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
C0(x1, x2)C0(x3, x4)θ(x1)θ(x2)θ(x3)θ(x4)dx1dx2dx3dx4 + · · · .
(476)
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Figure 22: Spectra of the covariance matrix (475) obtained by projecting the covariance function (461)
onto the Fourier modes (472), or the discrete trigonometric polynomials (434). It is seen that the number of
active components is exactly 2q and all variables are equally important. This has important consequences
when we approximate the Hopf functional using tensor methods or polynomial functionals. In particular,
any approximation in a function space with less than 2q dimensions yields a systematic error.
For small θ(x) we can truncate the series, and represent Φ in terms of an interpolating polynomial functional
of relatively small order, provided we have enough interpolation nodes nearby θ(x) = 0. This is demon-
strated in Figure 23, where we study the accuracy of Porter’s interpolant through the set of nodes Ŝ(m+1)n
(see Eq. (92)). Specifically, we plot the error
Em = sup
θ∈G50(σ)
|Φ([θ])−Πn([θ])| (477)
versus m for q = 5, n = 1, 2, 3, 4 and σ = 0.01. It is seen that the interpolants converge in both n
(polynomial order) and m (number of basis functions). Convergence in m becomes monotonic for m ≥
10. This is related to the fact that the effective dimension of the Hopf functionals (467) and (471) is 10
for q = 5 (see Section 6.3.1). Therefore for m ≥ 10 we have enough basis functions to fully resolve
them. The accuracy of the polynomial interpolants then depends only on n (polynomial order), the number
of interpolation nodes and their location. The number of interpolation nodes in Ŝ(m+1)n is given in (93).
For example, the case m = 20 and n = 4 yields 12650 nodes and an interpolation matrix (111) of size
12650 × 1265032. When evaluating the error (477) it is important to select G50(σ) within the convex hull
of the interpolation nodes, e.g., by choosing σ small enough. In this way we avoid inaccuracies due to
polynomial extrapolation. To mitigate this phenomenon, we can also consider different sets of interpolation
nodes, e.g., the set S˜(m+1)n defined in (96) with aiq sampled at Gauss-Hermite sparse-grid points. In Figure
24 we plot the elements in S˜(m+1)1 , S˜
(m+1)
2 and S˜
(m+1)
3 for Gauss-Hermite sparse grids of level 5 (see
also Table 4). The symmetry of the nodes aij in the Fourier space yields linearly dependent nodes in
S˜
(m+1)
n . Correspondingly, the interpolation matrix (111) is rank-deficient, i.e., it cannot be inverted in a
classical sense. We can overcome this issue by either removing some nodes from the set S˜(m+1)n , or by
taking the More-Penrose pseudo-inverse of (111). In the latter case, we obtain a non-cardinal basis (135)
and a polynomial functional in the form (134). In Figure 25 we demonstrate convergence of such polynomial
32Recall that the matrix (111) has to be inverted to compute the cardinal basis (113).
87
Gaussian Functional Uniform Functional
5 10 15 20
m
10 -4
10 -3
10 -2
10 -1
E
m
n = 1
n = 2
n = 4
5 10 15 20
m
10 -4
10 -3
10 -2
10 -1
E
m
n = 1
n = 2
n = 4
Figure 23: Accuracy of Porter’s polynomial functional interpolants in representing the Hopf functionals
(467) and (471). Shown are the pointwise errors (477) versus m for different orders of the polynomial
interpolant. The errors are computed by sampling 20000 functions from the set G50(σ) with σ = 0.01 and
then computing the supremum (477).
m 2 4 6 8 10 16 20
#S˜
(m+1)
2 121 341 673 1117 1673 4013 6133
Table 4: Number of interpolation nodes in S˜(m+1)2 with aij sampled at Gauss-Hermite sparse grids (level 5).
functional (order 1 and 2) to the Hopf functionals (468) and (471). Specifically, we plot the pointwise errors
(477) versus m for a set of 20000 randomly generated evaluation nodes in G50(σ), with σ = 1.
6.3.3 Canonical Tensor Decomposition
We evaluate the Hopf functionals (468) and (471) in the function space spanned by the finite-dimensional
orthonormal basis
ϕ0(x) =
1
2pi
, ϕk−1(x) =
sin(kx/2)√
pi
, ϕk(x) =
cos((1 + k/2)x)√
pi
(k even). (478)
Hereafter we prove that this yields exact rank-one representations of both Gaussian and uniform Hopf func-
tionals.
Gaussian Functionals By evaluating (468) in the space spanned by (478) we obtain
f(a1, ..., am) = exp
−1
2
m∑
p,q=1
Zpqapaq
 , (479)
where
Zij =
∫ 2pi
0
∫ 2pi
0
C0(x, y)ϕi(x)ϕj(y)dxdy. (480)
It can be verified that
Zij =

pi
q
δij i, j ≤ 2q
0 otherwise
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Figure 24: Gauss-Hermite sparse grids (left) and corresponding interpolation nodes in the function space
S˜
(m)
n (right). Specifically, we plot all elements in S˜
(9)
1 (first row, 45 elements), S˜
(9)
2 (second row, 1117
elements) and S˜(9)3 (third row, 3949 elements).
and therefore the Gaussian functional (468) is rank one relative to the basis (478), i.e.,
Φ([θ]) = exp
− pi
2q
2q∑
p=1
a2p
 , ap = (θ, ϕp). (481)
Thus, a rank one canonical decomposition with m = 2q variables is exact in the case. It’s important to
remark that the Gaussian functional (468) is not rank one relative to other bases, for example (434).
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Figure 25: Approximation of the Hopf functionals (467) and (471) by using polynomial functionals of total
degree n = 1 and n = 2. The polynomial are in the form (134) (i.e., non-interpolatory) and they are
constructed by using the set of nodes S˜(m)1 and S˜
(m)
2 defined in equation (96), with aij sampled at Gauss-
Hermite sparse grids of level 5 [24]. Shown are the pointwise errors (477) versus m for functions θ(x) in
the ensemble G50(1).
Uniform Functionals By evaluating (471) in the space spanned by (478) we obtain
f(a1, ..., am) =
q∏
k=1
sin(
√
3sk(a1, .., am)) sin(
√
3ck(a1, .., am))
3sk(a1, .., am)ck(a1, .., am)
, (482)
where sk(a1, .., am) and ck(a1, .., am) are defined as (see (464))
sk(a1, .., am) =
1√
q
m∑
p=0
(sin(kx), ϕp(x))ap, (483)
ck(a1, .., am) =
1√
q
m∑
p=0
(cos(kx), ϕp(x))ap. (484)
A substitution of (478) into (483)-(484) yields
sk(a1, .., am) =
√
pi
q
ak, k = 1, ..., q, (zero otherwise), (485)
ck(a1, .., am) =
√
pi
q
ak+q, k = 1, ..., q, (zero otherwise). (486)
This means that, relative to the basis (478) the functional (471) is rank one, i.e.,
Φ([θ]) =
2q∏
k=1
sin(
√
3piak/
√
q)
3
√
piak/
√
q
, ak = (θ, ϕk). (487)
Therefore, a rank one canonical tensor decomposition with m = 2q variables is exact33. Similarly to the
Gaussian case, the uniform functional is not rank-one relative to other bases, for example (434).
33Equations (485) and (486) suggest that all the 2q variables a1, ..., a2q are equally important.
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6.3.4 Functional Derivatives
The first- and second-order functional derivatives of the Hopf functional (462) are defined as
δΦ([θ])
δθ(x)
= i
〈
u0(x;ω) exp
[
i
∫ 2pi
0
θ(x)u0(x;ω)dx
]〉
, (488)
δ2Φ([θ])
δθ(x)δθ(y)
= −
〈
u0(x;ω)u0(y;ω) exp
[
i
∫ 2pi
0
θ(x)u0(x;ω)dx
]〉
. (489)
Remarkably, these derivatives can be expressed analytically in terms of simple functions. To this end, we
need a formula to compute the averages in (488) and (489). A lengthy calculation shows that
δΦ([θ])
δθ(x)
=
i√
q
(
I(c)[θ]
q∑
k=1
sin(kx)I
(s)
k [θ] + I
(s)[θ]
q∑
k=1
cos(kx)I
(c)
k [θ]
)
, (490)
δ2Φ([θ])
δθ(x)δθ(y)
=− 1
q
q∑
k,h=1
(
sin(kx) cos(hy)I
(s)
k [θ]I
(c)
h [θ] + cos(kx) sin(hy)I
(c)
k [θ]I
(s)
h [θ]
)
− 1
q
q∑
k,h=1
k 6=h
(
I(c)[θ] sin(kx) sin(hy)I
(s)
kh [θ] + I
(s)[θ] cos(kx) cos(hy)I
(c)
kh [θ]
)
− 1
q
q∑
k=1
(
I(c)[θ] sin(kx) sin(ky)J
(s)
k [θ] + I
(s)[θ] cos(kx) cos(ky)J
(c)
k [θ]
)
, (491)
where the functionals I(c)[θ], I(s)[θ], I(c)k [θ], etc., are defined in Table 5. These expressions are general and
they hold for any random function in the form (458), with i.i.d. random variables ηk and ξj . Note that in the
case of uniform PDF the coefficients in Table 5 satisfy
lim
z→0
G0(z) = 1, lim
z→0
G1(z) = 0, lim
z→0
G2(z) = 1. (492)
and therefore there are no singularities at z = 0. Also, all coefficients decay to 0 when z goes to infinity.
The expressions (490) and (491) can be simplified significantly for Gaussian Hopf functionals (468). In
particular, we obtain34
δΦ([θ])
δθ(x)
= −
[∫ 2pi
0
C0(x, y)θ(y)dy
]
exp
[
−1
2
∫ 2pi
0
∫ 2pi
0
C0(x, y)θ(x)θ(y)dxdy
]
, (493)
δ2Φ([θ])
δθ(x)δθ(y)
=
[
−C0(x, y) +
∫ 2pi
0
C0(x, y)θ(y)dy
∫ 2pi
0
C0(x, y)θ(x)dx
]
×
exp
[
−1
2
∫ 2pi
0
∫ 2pi
0
C0(x, y)θ(x)θ(y)dxdy
]
. (494)
In Figure 26 and Figure 27 we plot the first- and second-order functional derivatives of the Hopf functionals
(467) and (471), evaluated at different test functions.
34Note that the first-order derivative reduces to 0 (mean field) at θ = 0 while the second-order derivative at θ = 0 reduces to the
opposite of the correlation function C0(x, y).
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Figure 26: First-order functional derivatives of the Hopf functionals (467) (Gaussian) and (471) (Uniform)
for q = 10 evaluated at different test functions. The Hopf functionals we are considering here are real-valued
and therefore the functional derivatives are real. Note that evaluating the first-order functional derivative at
θ(x) = 0 (first row) yields the mean field 〈u0(x)〉 = 0.
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Gaussian Uniform
θ(x) = 0
θ(x) = 40 sin(6x)2 + 5 cos(x)4
θ(x) = 2 exp(− sin(4x)) + cos(cos(4x))
Figure 27: Second-order functional derivatives of the Hopf functionals (467) (Gaussian) and (471) (Uni-
form) for q = 10 evaluated at different test functions. Both functionals are real-valued and therefore the
functional derivatives are real. Note that evaluating the second-order functional derivative at θ(x) = 0 (first
row) yields the opposite of the correlation function C0(x, y) in (461).
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Coefficients Appearing in the Functional Derivatives (490) and (491)
Gn(z) =
∫ ∞
−∞
aneizap(a)da
Gaussian PDF G0(z) = e−z
2/2
G1(z) = ize
−z2/2
G2(z) = (1− z2)e−z2/2
Uniform PDF G0(z) =
sin(
√
3z)√
3z
G1(z) = i
sin(
√
3z)√
3z2
− icos(
√
3z)
z
G2(z) =
2 cos(
√
3z)
z2
+
√
3 sin(
√
3z)
z
− 2 sin(
√
3z)√
3z3
I(s)[θ] =
q∏
r=1
G0(sr[θ]) I
(c)[θ] =
q∏
r=1
G0(cr[θ])
I
(s)
k [θ] = G1(sk[θ])
q∏
r=1
r 6=k
G0(sr[θ]) I
(c)
k [θ] = G1(ck[θ])
q∏
r=1
r 6=k
G0(cr[θ])
J
(s)
k [θ] = G2(sk[θ])
q∏
r=1
r 6=k
G0(sr[θ]) J
(c)
k [θ] = G2(ck[θ])
q∏
r=1
r 6=k
G0(cr[θ])
I
(s)
kh [θ] = G1(sk[θ])G1(sh[θ])
q∏
r=1
r 6=k,h
G0(sr[θ]) I
(c)
kh [θ] = G1(ck[θ])G1(ch[θ])
q∏
r=1
r 6=k,h
G0(cr[θ])
Table 5: Coefficients appearing in the functional derivatives (490) and (491).
Canonical Tensor Expansion of Functional Derivatives We have seen in Section 3.3 that the functional
derivatives of any cylindrical approximant of Φ can be expressed as
δΦ([θ])
δθ(x)
'
m∑
k=1
∂f
∂ak
ϕk(x), (495)
δ2Φ([θ])
δθ(x)δθ(y)
'
m∑
k,j=1
∂2f
∂ak∂aj
ϕk(x)ϕj(y), (496)
where ak = (θ, ϕk). In particular, if we consider a canonical tensor expansion of Φ then f has the form
(187), and the partial derivatives in (495) and (496) can be easily computed. In Figure 28 we show that (495)
and (496) provide a very accurate approximation of the functional derivatives (493) and (494).
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Figure 28: First- and second-order functional derivatives of the Gaussian Hopf functional (468) evaluated at
θ(x) = sin(x) + sin(2x) + sin(3x) . Shown are analytical results (493) and (494) versus numerical result
obtained by the canonical tensor decomposition (equations (495) and (496)).
6.4 Sine Functional
Consider the nonlinear functional
F ([θ]) = sin ((K1, θ)) , (K1, θ) =
∫ 2pi
0
K1(x)θ(x)dx, (497)
where K1(x) is as in equation (433). We represent F ([θ]) in the function space
Dm = span{ϕ1, ..., ϕm} (498)
spanned by a finite-dimensional orthonormal basis. This yields the cylindrical representation (see Section
3.3)
f(a1, ..., am) = sin
(
m∑
k=1
sk(ϕk, θ)
)
, sk =
∫ 2pi
0
K1(x)ϕk(x)dx. (499)
In Figure 29 we study the accuracy of second-order Porter’s polynomial functionals and canonical tensor
decomposition (187) in approximating the functional (499). Specifically, the polynomial functionals are
constructed by using the set of nodes S˜(m+1)2 defined in equation (92), where aij are sampled at Gauss-
Hermite sparse grids of level 5. We recall that this set yields a rank-deficient matrix (111), which requires
More-Penrose pseudoinversion (see Section 6.3.2). Correspondingly, the polynomial functionals do not
interpolate (499). The canonical tensor decomposition, on the other hand, is based on Legendre polynomials
of order Q = 6. The functionals Glk((θ, ϕk)) are shown in Figure 30.
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Polynomial functionals Canonical Tensor Decomposition
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Figure 29: Approximation of the sine functional (499). Shown are theL2([−1, 1]m) errors obtained by using
Porter’s polynomial functionals (134) of second-order (left) with non-cardinal basis, and canonical tensor
decomposition (right). Specifically, we study convergence as a function of the number of interpolation nodes
in Porter’s method: m = 10 and sparse grids level 5 yields #S˜(m+1)2 = 1673 nodes (see Table 4). In the
canonical tensor decomposition method we show convergence of (187) as a function of the separation rank
(r). The dimension of the test function space is chosen to be m = 10.
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Figure 30: Tensor components of the sine functional (499) versus (θ, ϕk).
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6.4.1 Functional Derivatives
The first- and second-order functional derivatives of (497) are easily obtained as
δF ([θ])
δθ(x)
= K1(x) cos((K1, θ)), (500)
δ2F ([θ])
δθ(x)δθ(y)
= −K1(x)K1(y) sin((K1, θ)). (501)
Note that for each θ(x), such functional derivatives are basically a rescaled version of the functions K1(x)
and K1(x)K1(y). In Figure 31 we compare the exact functional derivatives versus those obtained by the
canonical tensor decomposition with separation rank r = 4. Recall that the functional derivatives can be
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Figure 31: Sine functional (497). First- and second-order functional derivatives evaluated at θ(x) = 9(1 +
sin(x)+sin(2x))/10. Specifically, we compare the analytical results (500) and (501) versus results obtained
by canonical tensor decomposition (equations (183) and (185)).
approximated in the space of cylindrical functionals as (see Section 3.3)
δF ([θ])
δθ(x)
=
m∑
k=1
∂f
∂ak
ϕk(x), (502)
δ2F ([θ])
δθ(x)δθ(y)
=
m∑
k,j=1
∂2f
∂ak∂aj
ϕk(x)ϕj(y). (503)
In the case of canonical tensor expansions, ∂f/∂ak and ∂2f/∂aj∂ak are defined in (198) and (199), respec-
tively.
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7 Numerical Results: Functional Differential Equations
Computing the numerical solution to a functional differential equation is a long standing open problem in
mathematical physics. In this Section we address this problem with reference to linear functional equations
in the form (300). In particular, we study the initial value problem for a prototype functional advection-
reaction equation. We also develop the numerical discretization of the Navier-Stokes-Hopf functional equa-
tion (see Section 1), and discuss its computational complexity.
7.1 Advection-Reaction Functional Differential Equation
Consider the following advection-reaction functional differential equation
∂F ([θ], t)
∂t
+
∫ 2pi
0
θ(x)
∂
∂x
(
δF ([θ], t)
δθ(x)
)
dx = H([θ], t) (504)
evolving from the initial condition
F ([θ], 0) = F0([θ]). (505)
Here H([θ], t) is a given functional reaction term. We assume that D(F ) (the domain of the functional F )
is a suitable space of functions35, e.g., the space of periodic functions in [0, 2pi] or the space of infinitely
differentiable functions in [0, 2pi] such that θ(0) = 0. Evaluation of F ([θ], t) and H([θ], t) in the finite-
dimensional subspace
Dm =
{
θ(x) ∈ D(F )
∣∣∣∣∣ θ(x) =
m∑
k=1
akϕk(x)
}
⊆ D(F ), (506)
where {ϕ1, ..., ϕm} is an orthonormal basis, yields the following multivariate functions
f(a1, ..., am, t) = F ([θ], t) h(a1, ..., am, t) = H([θ]), θ ∈ Dm. (507)
We also recall that the functional derivative δF ([θ], t)/δθ(x) can be expressed in Dm as (see Eq. (67))
δF ([θ], t)
δθ(x)
=
m∑
j=1
∂f
∂aj
ϕj(x). (508)
A substitution of these expression back into (504) yields the following initial value problem for a multivariate
first-order PDE
∂f
∂t
+
m∑
j=1
(
m∑
k=1
Cjkak
)
∂f
∂aj
= h, f(a1, ..., am, 0) = f0(a1, ..., am), (509)
where
Cjk =
∫ 2pi
0
ϕk(x)
dϕj(x)
dx
dx (510)
The entries Cij depend on the choice of D(F ), and correspondingly Dm. For instance, if we assume that
D(F ) is the space of infinitely differentiable periodic functions in [0, 2pi] then the matrix (510) is centro-
skew-symmetric.
35We have seen in Section 4 that the solution to the initial value problem (504)-(505) is strongly dependent on the choice of
function space D(F ).
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Example 1: Another example of advection FDE is
∂F
∂t
+
∫ 2pi
0
θ(x)
∂
∂x
[
δF
δθ(x)
]
dx =
∫ 2pi
0
θ(x)
∂2
∂x2
[
δF
δθ(x)
]
dx. (511)
The discrete form such equation is
∂f
∂t
+
m∑
k,j=1
ak (Cjk − Fjk) ∂f
∂aj
= 0, (512)
where Cjk is defined in (510) while
Fkj =
∫ 2pi
0
ϕk(x)
d2ϕj(x)
dx2
dx. (513)
7.1.1 Analytical Solution
The analytical solution to the initial value problem (509) can be computed by using the method of char-
acteristics [189]. To this end, let C be the matrix with entries (510), and a be the vector of coordinates
(a1, ..., am). Then the solution to (509) is
f(a, t) = f0
(
e−tCa
)
+
∫ t
0
h
(
esCa
)
ds. (514)
In the particular case where the reaction term h is zero we obtain
f(a1, ..., am, t) = f0 (a1(t), ..., am(t)) , (515)
where the (inverse) flow map ai(t; a1, ..., am) is given by36
ai(t; a1, ..., am) =
m∑
j=1
Zij(t)aj , Z(t) = e
−tC . (517)
The solution to the functional equation (504) can be obtained by taking the continuum limit of (515), i.e.,
by sending m to infinity. This yields
F ([θ], t) = F0([θ(x, t)]), (518)
where
θ(x) =
∞∑
k=1
akϕk(x), θ(x, t) =
∞∑
k=1
ak(t)ϕk(x). (519)
The coefficients ak(t) are obtained by applying the semigroup Zij(t) to ak (see equation (517)). The ana-
lytical expression (518) can be written more rigorously in terms of the action of a semigroup U(t) [52] to
θ(x), i.e.,
F ([θ], t) = F0([U(t)θ(x)]). (520)
As we will see, such semigroup defines a translation in the space of functions D(F ). Such translation can
be generated by rotations or contractions, depending on the space of functions D(F ) we consider. Hereafter
we discuss this matter in more detail.
36We recall that the matrix exponential appearing in (517) can be represented as
e−tC = UT e−tΛU , (516)
where U is the matrix of eigenvectors ofC (columnwise) and Λ is the diagonal matrix of eigenvalues.
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Periodic Function Spaces Assume that the function space D(F ) (domain of the solution functional F ),
is the space of infinitely differentiable periodic functions in [0, 2pi]. In this case, the matrix Cij defined in
(510) is skew-symmetric, thanks to the periodicity of ϕk (just integrate (510) by parts ). Therefore, by the
spectral theorem, Cij it has purely imaginary eigenvalues λk = ki, k ∈ Z. Since C is skew-symmetric we
have that exp[−tC] is orthogonal, i.e., it defines an isometry in Rm. Such isometry generates a translation
in the space of periodic functions with group velocity equal to one. In other words, we have
θ(x, t) = θ(x− t). (521)
Therefore, the analytical solution to the functional differential equation (504) (with H = 0) in the space of
periodic functions D(F ) is
F ([θ], t) = F0([θ(x− t)]). (522)
From this equation, we see that if F0 is invariant under translation, i.e., F0([θ(x − t)]) = F0([θ(x)]) then
the solution functional is constantly equal to the initial condition F0([θ]). This is discussed in more detail
the following two examples.
Example 1: Consider the initial condition
F0([θ]) = sin
(∫ 2pi
0
θ(x)dx
)
. (523)
We have seen in Section 3.1.2 that this nonlinear functional is approximable by a one-dimensional function
relative to the standard Fourier (modal) basis in [0, 2pi]. Specifically, we obtained
f0(a0, ..., am) = sin
(√
2pia0
)
, (524)
independently on m. This implies that the analytical solution to the initial value problem (509) is
f(a0, ..., am, t) = sin
(√
2pi
m∑
k=0
Z0k(t)ak
)
, where Z0k(t) =
[
e−tC
]
0k
. (525)
It can be shown that if we sort the basis elements as in (72) then Z0k(t) = δk0. Therefore, the solution to
(504)-(523) (with H = 0) in the space of periodic functions is
F ([θ], t) = F0([θ]); (526)
i.e., the constant functional. In general, the solution to a FDE is independent on the way represent the test
function spaceD(F ). Thus, it shouldn’t be surprising that we obtain exactly the same result if we consider a
finite-dimensional expansion in terms of nodal trigonometric polynomials. In this case, the initial condition
functional can be discretized as
f0(a0, ..., am) = sin
(
η
m∑
k=0
ak
)
, where η =
∫ 2pi
0
ϕk(x)dx =
(
2pi
m+ 1
)
(527)
and the solution is
f(a0, ..., am, t) = sin
(
η
m∑
k=0
ak(t)
)
, (528)
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where ak(t) is defined in (525). Since exp(−tC) is an orthogonal matrix we have that
m∑
k=0
ak(t) =
m∑
k=0
ak. (529)
In the limit m→∞ (528) and (529) imply (526). Such result can also be obtained by directly noting that if
θ is periodic in [0, 2pi] then ∫ 2pi
0
θ(x)dx =
∫ 2pi
0
θ(x− t)dx for all t ∈ R. (530)
Substituting this into (523) and (522) yields (526).
Example 2: Consider the initial condition
F0([θ]) = exp
[
−
∫ 2pi
0
θ(x)2dx
]
. (531)
where θ(x) is in the space of infinitely differentiable periodic functions in [0, 2pi]. Represent θ(x) in a
finite-dimensional space spanned by any orthonormal periodic basis in [0, 2pi]. This yields the following
multivariate function corresponding to F0([θ]) (see also Section 3.1.2)
f0(a1, ..., am) =
m∏
k=1
e−a
2
k . (532)
The analytical solution to the multivariate PDE (509) with initial condition (532) and h = 0 is (see equation
(515))
f(a1, ..., am, t) =
m∏
k=1
e−ak(t)
2
, (533)
where
ak(t) =
m∑
j=1
Zkj(t)aj and Zkj(t) =
[
e−tC
]
kj
. (534)
In a collocation setting where the the basis functions are normalized nodal trigonometric polynomials it is
easy to see that
f(a1, ..., am, t) = f(a1, ..., am) for all t ≥ 0 (535)
In fact, aj are the rescaled values of theta(x) at node xj ∈ [0, 2pi], the rescaling coefficient being the norm
of the trigonometric polynomial. Since θ(x) is periodic, when t increases we have that values aj are just
shifted to another location in [0, 2pi], leaving the product in (533) constant. In other words, the solution to
the FDE (504) (with H = 0) corresponding to the initial condition (531) is
F ([θ], t) = F0([θ]), (536)
i.e., the constant functional. As before, this result can be obtained by noting that if θ(x) is periodic in [0, 2pi]
then ∫ 2pi
0
θ(x)2dx =
∫ 2pi
0
θ(x− t)2dx for all t ∈ R. (537)
A substitution of (537) into (531) yields (536).
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Figure 32: (a) First three orthonormal polynomial basis functions spanning the function space (538); (b)-(c)
spectrum of the matrix (510) for different number of variables m.
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Figure 33: (a) Evolution of θ(x) = x exp[− sin(x/2)2] cos(x+ 4)/4 under the (infinite-dimensional) semi-
group generated by the FDE (504), i.e, U(t)θ(x) (see Eq. (520)); (b) Convergence of θm(x, t) to θ(x, t) as
we increase the number of dimensions m at t = 2.
Polynomial Function Spaces To obtain non-trivial solutions to equation (504), we consider the following
space of functions
D(F ) = {θ ∈ C∞([0, 2pi]) | θ(0) = 0} (538)
and the initial condition (531). We generate an orthonormal polynomial basis spanning D(F ) by orthonor-
malizing the modified Chebyshev basis xTk(x/pi − 1) in [0, 2pi] though the Gram-Schmidt procedure. The
basis functions we obtain are shown in Figure 32. This allows us to define the finite-dimensional function
space
Dm =
{
θ ∈ C∞([0, 2pi]) | θ(x) =
m∑
k=1
akϕk(x)
}
⊆ D(F ), (539)
where ϕk are the orthonormal basis functions shown in Figure 32. The matrix Cij in this case is not skew-
symmetric, and it has eigenvalues with positive real part (see Figure 32). This implies thatZ(t) = exp[−tC]
is a contraction map that takes any function θ(x) ∈ D(F ) and continuously deforms it to θ(x) = 0 (see
Figure 33). From a dynamical system viewpoint, exp[−tC]a is in fact stable spiral. This means that if we
set the initial condition as in (533), then we obtain f(a1, ..., am, t) → 1 everywhere as t → ∞. The speed
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at which f goes to one can be bounded by the spectral radius of C. The solution to the functional equation
(504), with initial condition (531) is
F ([θ], t) = exp
[
−
∫ 2pi
0
θ(x, t)2dx
]
, (540)
where θ(x, t) is defined in (519). More explicitly,
F ([θ], t) =
exp
[
−
∫ 2pi
t
θ(x)2dx
]
t ∈ [0, 2pi]
1 t > 2pi
. (541)
Regularity of the Solution Functional The characteristic system associated with the first-order PDE
(509) is 
dak
dt
=
m∑
j=1
ajCkj Ckj =
∫ 2pi
0
ϕj(x)
dϕk(x)
dx
dx
ak(0) =
∫ 2pi
0
θ(x)ϕk(x)dx
(542)
Given any test function θ(x) in the function space (538), e.g., the function (544), the semigroup exp(−tC)
pushes forward in time its Fourier coefficients, yielding the function θ(x, t) defined in equation (519). In
particular, if we consider the initial condition (544) then θ(x, t) is shown in Figure 33(a). As easily seen,
such function has a shock discontinuity moving leftwards with velocity equal to one towards the origin as
time increases. Specifically we have θ(x, t) = θ(x− t). Remarkably, θ(x, t) is not in Dm if t > 0. In fact,
such function does not satisfy the boundary condition θ(0, t) = 0 (t > 0) and it has a shock discontinuity. In
other words, the semigroup generated by the FDE (504) immediately pushes θ(x) ∈ Dm out ofDm. This has
important consequences when we aim at approximating θ(x, t) with elements of Dm. In particular, we need
to use a high resolution to resolve the jump at x = 0 and the shock in [0, 2pi] (see Figure 33(b)). However,
we emphasize that the singularities we just mentioned do not have any serious effect on the regularity of the
solution functional (540). In fact, such functional involves integration in x, which is very-well defined for
bounded functions with a finite number of discontinuities (see Figure 34). Also, F ([θ], t) is continuous in
θ and smooth in time, thanks to the properties of the exponential semigroup. In particular, from equation
(541) we see that
θm → θ∗ ⇒ |F ([θm], t)− F ([θ∗], t)| → 0 (543)
i.e., the the solution functional is continuous. Moreover, if we restrict the set of admissible test functions to
a function space D(F ) that is “close enoug h” to Dm, e.g. in the sense of (68) or (69), then we are allowed
to say that the functional is approximableDm. In Figure 34 we show convergence of F ([θm], t) to F ([θ∗], t)
as we increase m, where
θ∗(x) =
x
4
exp
[
− sin
(x
2
)2]
cos(x+ 4), (544)
and θm(x) is the projection of θ∗(x) in the finite dimensional function spaceDm spanned by the orthonormal
polynomial basis shown in Figure 32. The function (544) is shown Figure 33 (case t = 0).
Functional Derivatives The first-order functional derivative of the solution functional (541) is
δF ([θ], t)
δθ(x)
=
−2θ(x) exp
[
−
∫ 2pi
t
θ(x)2dx
]
t ∈ [0, 2pi],
−2θ(x) t > 2pi.
(545)
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Figure 34: Functional convergence with the number of dimensions m. We set θ∗ as in (544) and evaluate
F ([θm], t) and the L∞ error |F ([θ∗], t) − F ([θm], t)| versus time for different m, where θm(x) is the pro-
jection of θ∗(x) in the finite dimensional function space Dm spanned by the orthonormal polynomial basis
shown in Figure 32. It is seen that m = 10 yields reasonably accurate results.
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Figure 35: Solution to the multivariate PDE (509) (with h = 0) in m = 2 dimensions. The stable spiral at
the origin of the characteristic system attracts every curve in the space of modes and ultimately yields f = 1
everywhere after a transient (see also Figure 34).
Note that the functional derivative at time t evaluated at θ(x) is simply a rescaled version of θ(x), where the
scaling factor grows from 2 exp
[∫ 2pi
0 θ(x)dx
]
(at t = 0) to 2 (at t = 2pi). Such derivative can be expressed
in Dm as
δF ([θ], t)
δθ(x)
∣∣∣∣
Dm
=
m∑
j=1
∂f
∂aj
ϕj(x), (546)
where
f(a1, ..., am, t) =
m∏
j=1
exp
−( m∑
k=1
Zjk(t)ak
)2 . (547)
More explicitly,
δF ([θ], t)
δθ(x)
∣∣∣∣
Dm
= −2f(a1, ..., am, t)
m∑
p=1
ϕp(x)
m∑
k,j=1
Zjp(t)Zjk(t)ak. (548)
In Figure 35 we plot the analytical solution (540) in two dimensions. The side length of the hypercube cube
that encloses any level set of the solution at time t depends on the number of dimensions m. In particular, if
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we are interested in estimating the size of the hypercube that encloses the set {a ∈ Rm | f(a, t) ≥ }, then
we can use the formula 37
1
2
√
− log()
mλmin
≤ b ≤ 1
2
√
− log()
λmin
. (554)
where λmin is the smallest eigenvalue of the matrix Z(t)TZ(t) (see Equation (517)). In Figure 36 we
plot the upper and the lower bound estimates of half of the side length of the hypercube that encloses the
10−10 level set of the solution at t = 1 versus the number of dimensions m. It is seen that the size of
the hypercube increases exponentially fast with m. This has important consequences when it comes to
numerical simulations. In particular, if we perform simulations with far field boundary conditions, then the
size of the computational domain should be chosen large enough to accommodate the support of the solution
throughout the simulation time interval of interest.
7.2 Numerical Discretization
Consider the multivariate PDE (509) with h = 0, hereafter written in the operator form
∂f
∂t
= Lf, (555)
where
L = −
m∑
j,k=1
akCjk
∂
∂aj
. (556)
Note that L is a separable linear operator with separation rank rL = m2. In fact, L can be written in the
form
L =
m2∑
q=1
αqL
q
1(a1) · · ·Lqm(am), (557)
for suitable one-dimensional linear operators Lqj(aj) defined in Table 6. The solution to the multivariate
PDE (555) can be represented by using any tensor series expansion. In particular, hereafter we consider the
hierarchical Tucker format (Section 3.3.1) and the canonical polyadic tensor decomposition (Section 7.2.2).
37The inequality (554) can be obtained by noticing that the solution f(a, t) is in the form
f(a, t) = e−a
TS(t)a S(t) = Z(t)TZ(t), (549)
i.e.,
− log(f(a, t)) = aTS(t)a. (550)
By diagonalizing S(t) we obtain
(V (t)a)TΛ(t)(V (t)a) = − log(f(a, t)). (551)
Upon definition of the rotated coordinate system y(t) = V (t)a, we find that the largest semi-axis of the ellipse representing the 
level set of f(a, t) is
1
2
√
− log()
λmin
, (552)
where λmin is the smallest eigenvalue of S(t). This formula assumes that there is no rotation in the Gaussian function f(a, t)
during the dynamics and therefore it provides a conservative upper bound b that coincides with the largest semi-axis of the ellipsoidal
level set. On the other hand, there exist a rotation of the ellipsoid that minimizes the size of the aforementioned hypercube. Such
rotation aligns the largest semi-axis with the diagonal of the hypercube. We recall that the diagonal of a hypercube in dimension m
has length
√
m`, where ` is the side length of the hypercube. Therefore, the upper and the lower bound estimates for b, i.e, the half
side length of the hypercube that encloses the − log() level set of the solution are
1
2
√
− log()
mλmin
≤ b ≤ 1
2
√
− log()
λmin
. (553)
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Figure 36: Upper and lower bound estimates (554) of the half side length of the hypercube that encloses
the 10−10 level set of the solution at t = 1 and t = 3 versus the number of dimensions m. It is seen that b
increases exponentially fast with m. The computational domain should be at least as big as [−b, b]m, where
b is the number given by the upper curve. For example, if we are aiming at resolving the numerical solution
in the case m = 6 within the time interval [0, 3], then we should consider the computational domain [−b, b]6
with b ' 1600.
7.2.1 HT and CP Algorithms with Explicit Time Stepping
Let us discretize the PDE (555) in time by using any explicit time stepping scheme, for example the second-
order Adams-Bashforth scheme (see Section 5.2)
fn+2 = fn+1 +
∆t
2
L (3fn+1 − fn) . (558)
In this setting, we see that the only operations needed to compute fn+2 with tensor methods are: i) addition,
ii) application of a (separable) linear operator, and iii) rank reduction38, the last operation being the most
important among all three. From a computational viewpoint, it would be also very useful if we could split
the tensor operations yielding fn+2 into sequences of tensor operations followed by rank reduction. In this
way we could minimize the storage requirements and the overall computational cost. For example, we could
split (558) as
1. Compute a low rank representation of wn+1 = (3fn+1 − fn),
2. Compute a low rank representation of qn+1 = Lwn+1,
3. Compute a low rank representation of fn+2 = fn+1 + ∆tqn+1/2.
Are we allowed to do so? Unfortunately no. Splitting tensor operations into sequences of tensor operations
followed by rank reduction usually yields severe cancellation errors. In some cases, this problem can be
overcome. For example, an efficient and robust algorithm that allows us to split sums and rank reduction
operations was recently proposed in [114] in the context of hierarchical Tucker formats. The algorithm
leverages on the block diagonal structure that arises when adding hierarchical Tucker format. Also, the
vector resulting from application of the separable linear operator L to the hierarchical Tucker formatwn+1 at
38On the other hand, if we employ implicit time-discretization schemes such as (559) we end up solving linear systems with
tensor methods. This was addressed, e.g., in [167, 56, 188].
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q αq L
q
1 L
q
2 · · · Lqm
1 −C11 a1∂a1 1 · · · 1
2 −C12 ∂a1 a2 · · · 1
...
...
...
...
...
...
m −C1m ∂a1 1 · · · am
m+ 1 −C21 a1 ∂a2 · · · 1
m+ 2 −C22 1 a2∂a2 · · · 1
...
...
...
...
...
...
2m −C2m 1 ∂a2 · · · am
...
...
...
...
...
...
m2 −m+ 1 −Cm1 a1 1 · · · ∂am
m2 −m+ 2 −Cm2 1 a2 · · · ∂am
...
...
...
...
...
...
m2 −Cmm 1 1 · · · am∂am
Table 6: Ordering of the linear operators defined in equation (557).
point ii) above can be computed very efficiently if we have available a hierarchical Tucker representation of
the operator L. Such representation can be easily constructed in a Fourier collocation setting by vectorizing
all operators in table 6. Each one-dimensional operator is represented relative to a basis trigonometric
(nodal) polynomials (Fourier spectral collocation method) [84] In practice, we simply need to convert the
vectorized canonical polyadic series of L into a hierarchical Tucker expansion, which is a relative standard
operation.
7.2.2 CP-ALS Algorithm with Implicit Time Stepping
Let us discretize the PDE (555) in time by using the Crank-Nicolson method. This yields[
I − ∆t
2
L
]
fn+1 =
[
I +
∆t
2
L
]
fn. (559)
This equation can be written in a compact notation as
Afn+1 = Bfn, (560)
where
A = I − ∆t
2
L, and B = I +
∆t
2
L. (561)
By using the definition of L given in (557) (see also Table 6), it is clear that both A and B are separable
operators in the form
A = 1 · · · 1 + ∆t
2
m∑
i,j=1
aiCji
∂
∂aj
, (562)
B = 1 · · · 1− ∆t
2
m∑
i,j=1
aiCji
∂
∂aj
. (563)
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q ηq ζq E
q
1 E
q
2 · · · Eqm
0 1 1 1 1 · · · 1
1 ∆tC11/2 −∆tC11/2 a1∂a1 1 · · · 1
2 ∆tC12/2 −∆tC12/2 ∂a1 a2 · · · 1
...
...
...
...
...
...
m ∆tC1m/2 −∆tC1m/2 ∂a1 1 · · · am
m+ 1 ∆tC21/2 −∆tC21/2 a1 ∂a2 · · · 1
m+ 2 ∆tC22/2 −∆tC22/2 1 a2∂a2 · · · 1
...
...
...
...
...
...
2m ∆tC2m/2 −∆tC2m/2 1 ∂a2 · · · am
...
...
...
...
...
...
m2 −m+ 1 ∆tCm1/2 −∆tCm1/2 a1 1 · · · ∂am
m2 −m+ 2 ∆tCm2/2 −∆tCm2/2 1 a2 · · · ∂am
...
...
...
...
...
...
m2 ∆tCmm/2 −∆tCmm/2 1 1 · · · am∂am
Table 7: Ordering of the linear operators A and B defined in (564).
These operators have separation rank rA = rB = m2 + 1 and can be conveniently written as
A =
m2∑
q=0
ηqE
q
1(a1) · · ·Eqm(am), B =
m2∑
q=0
ζqE
q
1(a1) · · ·Eqm(am), (564)
where all quantities are defined in Table 7. The difference with Table 6 is that we added one row (the zeroth
one) to represent the identity operator 1 · · · 1, and we rescaled all coefficients Cij . A substitution of the CP
decomposition
fˆn+1 =
r∑
l=1
m∏
k=1
Glk(ak, tn+1) (565)
into equation (559) yields the residual
R = Afˆn+1 −Bfˆn. (566)
Minimization of the L2 norm of (566) with respect to βq(tn+1) yields the linear systems of equations
MLq βq(tn+1) = M
R
q βq(tn), q = 1, ...,m (567)
where
MLq =
m2∑
e,z=0
KLez
 m©
k=1
k 6=q
βˆk(tn+1)
TEezk βˆk(tn+1)
T ⊗ [Eezq ]T , (568)
MRq =
m2∑
e,z=0
KRez
 m©
k=1
k 6=q
βˆk(tn)
TEezk βˆk(tn+1)
T ⊗ [Eezq ]T , (569)
and [
Eezq
]
sh
=
∫ b
−b
Eeq (a)φs(a)E
z
q (a)φh(a)da. (570)
108
In equations (568)-(569),© denotes the Hadamard matrix product, ⊗ is the Kroneker matrix product, βˆk is
the matrix version of βk, i.e.,
βˆk(tn) =
 β
1
k1(tn) · · · βrk1(tn)
...
. . .
...
β1kQ(tn) · · · βrkQ(tn)
 , (571)
Eezq is the Q×Q matrix (570), and KLez and KRez are entries of the matrices
KL = ηηT , and KR = ηζT , (572)
where η and ζ are column vectors with entries ηq and ζq defined in Table 7.
Computing the Matrix System There are many of symmetries we can exploit when constructing the
separated series expansion of the operators A and B in (564). Indeed, a closer look at Table 7 suggests that
if we employ the same series expansion in each variable aj (e.g., a trigonometric series) then the number of
operators in (564) that we effectively need to compute reduces to the following four
1, aj ,
∂
∂aj
, aj
∂
∂aj
. (573)
This means that the number of terms that are effectively different in the fundamental matrix (570) are only
12 (9 if we are willing to employ matrix transposes). Specifically,
1.
∫ b
−b
φsφhda 2.
∫ b
−b
aφsφhda, 3.
∫ b
−b
φs
dφh
da
da, 4.
∫ b
−b
aφs
dφh
da
da,
5.
∫ b
−b
a2φsφhda, 6
∫ b
−b
a2φs
dφh
da
da, 7.
∫ b
−b
dφs
da
φhda, 8.
∫ b
−b
a
dφs
da
φhda,
9.
∫ b
−b
dφs
da
dφh
da
da, 10.
∫ b
−b
a
dφs
da
dφh
da
da, 11.
∫ b
−b
a2
dφs
da
φhda, 12.
∫ b
−b
a2
dφs
da
dφh
da
da.
(574)
All these integrals can be pre-computed and stored as Q×Q matrices (see Eq. (420)). For each e, z and q,
the tensor (570) corresponds to one of the 12 integrals above. Such map, denoted as gezq , takes in the triple
(e, z, q), where q ∈ {1, ...,m} and e, z ∈ {0, ...,m2}, and it returns a number between 1 and 12 identifying
which integral in the set (557) corresponds to the tensor entry in (570). For example, if we sort the operators
as in Table 7 then in m = 2 dimensions we have
gez1 =

1 8 7 2 1
4 12 10 6 4
3 10 9 4 3
2 11 8 5 2
1 8 7 2 1
 gez2 =

1 1 2 7 8
1 1 2 7 8
2 2 5 8 11
3 3 4 9 10
4 4 6 10 12
 , (575)
109
while in dimension m = 3 we have, e.g.,
gez1 =

1 8 7 7 2 1 1 2 1 1
4 12 10 10 6 4 4 6 4 4
3 10 9 9 4 3 3 4 3 3
3 10 9 9 4 3 3 4 3 3
2 11 8 8 5 2 2 5 2 2
1 8 7 7 2 1 1 2 1 1
1 8 7 7 2 1 1 2 1 1
2 11 8 8 5 2 2 5 2 2
1 8 7 7 2 1 1 2 1 1
1 8 7 7 2 1 1 2 1 1

. (576)
A combinatorial argument shows that the number of entries equal to 1, 2, 3, etc., in each matrix gez1 , g
ez
2 , ...,
gezm is the same (for fixed m). For instance, in (575) we have 4 ones, 2 threes, 3 fours, 1 five, etc. This is
very useful when we break the sum in e and z in (568) and (569) into multiple sums, and use the associative
property of the tensor product to reduce the number of operations. By using the map gezq we can immediately
identify each matrix Eezq . For example, in the case m = 2 we have (see Eq. (575))
[
E111
]
sh
=
∫ b
−b
φs(a)φh(a)da,
[
E121
]
sh
=
∫ b
−b
a
dφs(a)
da
φh(a)da, ... . (577)
Summary of the Algorithm We first compute all integrals in (574) and store them in 12 matricesQ×Q,Q
being the number of degrees of freedom in each variable (e.g., collocation points of Fourier modes). We also
set up the map between such set of matrices and any element of the tensor (570). Such map basically takes
in the triple (q, e, z), where q ∈ {1, ...,m} and e, z ∈ {0, ...,m2}, and it returns a number between 1 and 12
identifying which integral in the set (557) corresponds to the tensor entry in (570). In a matrix setting, this
basically allows us to efficiently compute each matrix Eezq appearing in (568) and (569). Next, we compute
the compute the canonical tensor decomposition of the initial condition f0(a1, ..., am), by applying the
methods we described in Section 3.3.1. This gives us the set of vectors {β1(t0), ...,βm(t0)}. With such
vectors available, we can build the matrices ML1 and M
R
1 defined in (568) and (569). To this end, we need
an initial guess for {β1(t1), ...,βm(t1)} which we can take to be equal to {β1(t0), ...,βm(t0)}, or a small
random perturbation of it. With ML1 and M
R
1 in place and set, we can solve the linear system (567) and
update β1(t1). At this point we recompute ML2 and M
R
2 (with the updated β1(t1)) and solve for β2(t1).
We repeat this process for q = 3, ...,m and iterate over and over among all variables until convergence.
Parallel versions of the ALS algorithm were recently proposed by Karlsson et al. in [100].
7.2.3 Long-Term Integration
A rigorous error analysis of the HT and CP-ALS algorithms to solve the multivariate PDE (555) goes beyond
the scope of this report (see [8] for a recent account). It it useful, however, to point out a few things on the
nature of the discretization error, in particular on how the temporal local truncation error depends on the
dimension m. To this end, let us first recall that the local truncation error at time tn+1 of the second-order
Adams Bashforth (AB2) scheme applied to the linear PDE (555) is 5∆t3L3f(η,a)/12, where η is some
time instant between tn and tn+1, f(η,a) is the exact solution (515), and L is defined in (556). The operator
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Figure 37: Norm of L3f at initial time versus m. The operator L3, defined (579), has been discretized in
space by using an accurate Fourier spectral method with N = 600 points in each dimension. It is seen
that the norm of L3f0 grows faster than m6. This has important consequences on the local truncation error
generated by AB2 time-integrator applied to the PDF (555).
L2 can be explicitly written as
L2 =
m∑
i,j,l,p=1
xlCpl
∂
∂ap
(
xjCij
∂
∂aj
)
=
m∑
i,j,l,p=1
xlCplCij
(
δjp
∂
∂aj
+ xj
∂2
∂aj∂ap
)
, (578)
while L3 has the form
L3 =
m∑
i,j,l,p,q,z=1
xqCzqCplCijδlq
(
δjp
∂
∂aj
+ xj
∂2
∂aj∂ap
)
+
m∑
i,j,l,p,q,z=1
xqxlCzqCplCij
(
δjp
∂2
∂aj∂az
+ δjz
∂2
∂aj∂ap
+ xj
∂3
∂aj∂ap∂az
)
. (579)
From the last expression it is clear that any inaccuracy in the computation of the derivatives adds up to the
temporal truncation error with at least with factorm6. Indeed, as shown in Figure 37, the norm of L3f grows
faster than m6. This has important consequences on the accuracy attainable with the AB2 time-integration
scheme applied to high-dimensional linear PDEs. In fact, suppose that
∥∥L3f∥∥ grows like m6 not just at
initial time but at each time step (it actually grows faster than that), i.e.,∥∥L3f∥∥ ∼ κm6, (580)
where κ is a suitable constant. If we want the AB2 scheme to operate at constant truncation error for different
number of dimensions m then we need to guarantee that
m61∆t
3
1 = m
6
2∆t
3
2. (581)
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For example, if m1 = 2 and m2 = 10 then we have
∆t2 =
∆t1
25
. (582)
In other words, if we want our time integrator to operate at constant truncation error, then we need to run the
simulation in 10 dimensions with a time step that is roughly 25 times smaller than the one we emply in the
simulation in 2 dimensions. This can tax the computational resources quite substantially. In fact, suppose
we are interested in integrating our PDE up to T = 1, and we set ∆t1 = 10−4 in 2 dimensions, i.e., 104 time
steps. Assuming that the local truncation error is the same at each time step (see Eq. (580)), at the end of
the integration period we accumulated an error of approximately 10−6κ. The same error is roughly attained
at T = 0.04 if we integrate the PDE in 10 dimensions. In fact, the time step ∆t2 = ∆t1/25 guarantees
a constant local truncation error which adds up to 10−6κ after just 0.04 time units. The local truncation
error manifest itself as numerical diffusion which eventually dissipates the numerical solution to zero. Note
that in this simple calculation we did not take into account the accuracy of the rank reduction process in the
CP-ALS and HT algorithms, which takes place at each time step.
7.3 Numerical Results
We solve the multivariate PDE (555) in the hypercube [−b, b]m, with b = 60 and variable m. Such domain
is chosen large enough to accommodate periodic (zero) boundary conditions in the integration period of
interest. We study both the HT (hierarchical Tucker) and the CP-ALS schemes we discussed in Section
7.2.1 and Section 7.2.2. Specifically, we implemented a Fourier collocation method with 600 nodes in each
variable and explicit AB2 time stepping. To study the accuracy of the numerical solution, we consider the
time-dependent relative error
m(t) =
∣∣∣∣∣F ([θ∗m], t)− Fˆ ([θ∗m], t)F ([θ∗m], t)
∣∣∣∣∣ , (583)
where F is the analytical solution (540), Fˆ is the numerical solution we obtained by using the CP-ALS or
the HT algorithms in the test function space Dm (i.e., m with independent variables) and with separation
rank r. The test function θ∗ in (583) is defined as
θ∗m(x) = h
m∑
j=1
ϕj(x), h = 0.698835274542439, (584)
where ϕj(x) are the orthonormal polynomials shown in Figure 32. The accuracy of the CP-ALS and the HT
algorithms is studied in Figure 38, where we plot the relative pointwise error (583) for different separation
ranks r and for different number of dimensions. It is seen that, as expected, the accuracy of the numerical
solution increases as we increase the separation rank. Also, as we increase the number of dimensions from
2 to 6 the relative error increases, in agreement with the results of Section 7.2.3 (we emply a constant ∆t =
2.55×10−4 in all our simulations). It is worthwhile emphasizing that the CP-ALS is a randomized algorithm
which requires initialization at each time-step. This means that results of simulations with the same nominal
parameters may be different. On the other hand, tensor methods based on multivariate/distributed singular
value decomposition, such as the hierarchical Tucker decomposition [77], do not suffer from this issue. The
CP-ALS algorithm is faster than HT but, as we just said, accuracy control may be an issue. The separation
rank of both the CP-ALS and HT algorithms are computed adaptively up to the maximum value rmax
specified in the legend of Figure 38. Note that in two dimensions the CP-ALS algorithm results in error
plots that looks very similar when rmax = 8 and rmax = 12. This is because the separation rank is less
than 8 in both cases throughout the simulation up to t = 1. The variability of the results is related to the
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Figure 38: Accuracy of the numerical solution to the FDE (504) in the finite dimensional function space
(539) for different number of dimensions. Specifically, we plot the relative L∞ error (583) versus time we
obtained by using the CP-ALS and HT algorithms we discussed in Section 7.2. The separation rank of both
CP-ALS and HT is computed adaptively at each time step up to the maximum value rmax.
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Figure 39: Time evolution of the first three CP modes representing the dynamics along a6 = (θ, ϕ6) in the
CP expansion (565) of the solution functional. These modes are obtained by solving numerically the FDE
(504) in the function space D6 (see Eq. (539)) with the CP-ALS algorithm.
random initialization required by the ALS algorithm at each time step. On the other hand, in three and six
dimensions the error plots we obtain for rmax = 4 and rmax = 8 are of the same order of magnitude
because such separation ranks are achieved after just few time steps and they are not sufficient to accurately
represent the multivariate solution. A similar phenomenon attributable to the separation rank is observed in
the HT simulations. In particular, the time instant at which the HT tensor series requires a separation rank
higher than 8 can be clearly identified, i.e., at t = 0.2 in two dimensions, at t = 0.1 in three dimensions, and
at t = 0.05 in six dimensions. In Figure 39 we plot the time evolution of the first three CP modesG16,G
2
6 and
G36 (see equation (565)) representing the dynamics of the solution functional in the variable a6 = (θ, ϕ6).
Remark: If θ(x) is not in the function spaceDm (see Eq. (539)), but can be represented inDm with accuracy
then the solution to the multivariate PDE (555) provides an approximation of the solution to the full FDE
(504) at such θ(x). For instance, consider the following test function
θ(x) = sin(x). (585)
The Fourier coefficients of θ relative to the orthonormal basis shown in Figure 32 are plotted in Figure (40).
Clearly θ(x) is not in D6, but it can be approximated well in D6. This means that the solution to the FDE at
sin(x) can be approximated by the solution of the six-dimensional PDE arising when we evaluate the FDE
(504) D6.
Computing Functional Derivatives In Figure 41 we compare the exact first-order functional derivative
(545) at t = 0.4 with the numerical approximation we obtained with the HT algorithm in m = 3 and m = 6
dimensions. The separation rank of the tensor series expansions is set to r = 12. As expected, the numerical
approximation converges to the exact solution as we increase the number of dimensions.
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Figure 40: (a) Fourier coefficients of sin(x) relative to the orthonormal polynomial basis shown in Figure
32. (b) Comparison between the solution to the FDE in D3 and D10 and the exact solution (541) evaluated
at θ(x) = sin(x).
7.4 The Navier-Stokes-Hopf Functional Equation
In this Section we discuss approximation of the Navier-Stokes-Hopf functional equation
∂Φ([θ], t)
∂t
=
3∑
k=1
∫
V
θk(x)
i 3∑
j=1
∂
∂xj
(
δ2Φ([θ], t)
δθk(x)δθj(x)
)
+ ν∇2
(
δΦ([θ], t)
δθk(x)
) dx. (586)
In this formulation, V is a periodic box and θ(x) is chosen in a divergence-free space of test functions.
The main advantage of using such divergence-free space is that the pressure term drops out, just as in the
classical Navier-Stokes equations39. To develop a discretization of the Hopf equation (586) it is convenient
to first address the question of how to represent divergence-free spaces of periodic functions in 2D and 3D.
7.4.1 Symmetries of the Solution Functional
The divergence-free constraint in the velocity field induces a certain number of symmetries in the Hopf
functional. Let first assume that the flow develops in a bounded region V , i.e., u · n̂ = 0, where n̂ is the
39We recall that the pressure functional in the Navier-Stokes-Hopf equation is defined as (see [145], p. 749)
Π([θ],x, t) =
〈
p(x, t;ω) exp
[
i
∫
V
θ(x) · u(x, t;ω)dx
]〉
. (587)
Therefore, ∫
V
θ ·
〈
∇p exp
[
i
∫
V
θ · udx
]〉
dx =
〈∫
V
θ · ∇pdx exp
[
i
∫
V
θ · udx
]〉
. (588)
If θ is divergence-free, i.e.,∇ · θ = 0 in V , and satisfies the tangency condition θ · nˆ = 0 (nˆ is the outward unit vector orthogonal
to the boundary of V ) we have ∫
V
θ(x) · ∇p(x, t;ω)dx =
∫
∂V
p(x, t;ω)θ(x) · nˆdx = 0. (589)
The integral (589) is zero also if θ is divergence-free and the domain V is a periodic box. In fact, in this case θ(x) is periodic, p is
periodic, and therefore the integral along the boundary ∂V vanishes.
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Figure 41: First-order functional derivative of the solution functional (541) at t = 0.4, evaluated at the test
functions θ(x) = sin(x) and θ(x) = xe−x2/4. We plot the exact result (545) and the numerical approxima-
tion (548) we obtained in the function spaces D3 and D6 (see Eq. (539)). The numerical approximation is
computed by solving the mutivariate PDE (509) in three and six dimensions.
outward unit vector normal to the boundary of V . Such region could be any volume co-moving with the
fluid. In this assumption,
Φ([θ +∇ϕ]) = Φ([θ]) (590)
for any θ(x) and any ϕ(x). In fact,∫
V
u · ∇ϕdx =
∫
∂V
ϕu · nˆdx = 0. (591)
If the boundary conditions assigned to u on ∂V (boundary of V ) are different from u · nˆ = 0, then (590) is
still valid, but not for any ϕ(x). For example, if u is not orthogonal to nˆ along some part of the boundary
∂V , then it is sufficient to set ϕ = 0 along such boundary and use the fact that ∇ · u = 0 to conclude that
(590) is still valid. Now let us consider the Helmholtz decomposition
θ = η +∇ϕ, (592)
where ∇ · η = 0 in the domain V , and ϕ = 0 at the boundary ∂V . By taking the divergence of (592) we
conclude that ϕ satisfies the Dirichlet boundary value problem
∇2ϕ = ∇ · θ (in V ), ϕ = 0 (in ∂V ), (593)
which has a solution. With the decomposition (592) available, we have
Φ([η +∇ϕ]) = Φ([η]). (594)
In fact, ∫
V
(η +∇ϕ) · udx =
∫
V
η · udx+
∫
V
∇ϕ · udx. (595)
However, by applying the Gauss theorem (recall that∇ · u = 0)∫
V
∇ϕ · udV =
∫
∂V
ϕu · n̂dx = 0 (596)
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Therefore (594) holds. The boundary conditions for η = θ −∇ϕ depend on the gradient of the solution to
(593) at the boundary ∂V . Next, consider the unique Helmholtz-Hodge decomposition (see [20] or [34], p.
36) of the field θ in the form (592), where∇ · η = 0 and η is tangent to ∂V , i.e., η · nˆ = 0 (nˆ outward unit
vector normal to ∂V ). If there is no flow across the boundary ∂V (u · nˆ = 0), or if the boundary conditions
of ϕ are chosen such that the integral at the right hand side of (596) is zero then we have the symmetry (594).
For example, if ϕ is constant along the boundary then the divergence-free requirement on u implies that the
integral at the right hand side of (596) is zero. Also, if θ and u are periodic on a box then ϕ is periodic and
the boundary integral in (596) is zero. In fact, the field ϕ arising from the Helmoltz-Hodge decomposition
of θ is the unique solution to the Neuman problem (see [34], p. 36)
∇2ϕ = ∇ · θ (in V ), ∂ϕ
∂n
= θ · n̂ (in ∂V ). (597)
Clearly, if θ is periodic then ϕ is periodic and therefore η is periodic too. In other words, If we evaluate Φ
on a space of periodic functions then we have the invariance
Φ([θ]) = Φ([η]), (598)
where η is periodic and divergence free (η is the divergence-free part arising from the unique Helmholtz-
Hodge decomposition of θ.
7.4.2 Divergence-Free Function Spaces
There has been a significant research activity in identifying bases for divergence-free spaces of functions.
For example, Deriaz and Perrier [37, 38] have developed an effective algorithm to construct divergence-free
and curl-free wavelets in 2D and 3D with various types of boundary conditions. Other divergence-free bases
can be constructed in terms of radial basis functions [240], trigonometric polynomials [200], or eigenvalue
problems with appropriate boundary conditions conditions [226, 169]. Hereafter we discuss how to construct
a divergence-free basis for two-dimensional periodic flows. To this end, we consider the tensor product basis
ψn(x, y) = lj(n)(x)li(n)(y), (599)
where j(n) and i(n) are suitable sequences of integer number while lk(x) are trigonometric polynomials.
Any scalar-valued periodic function on the square (such as the streamfunction) can be represented as
Ψ(x, y) =
M∑
k=1
αkψj(x, y). (600)
Next define the divergence-free basis
Γk(x, y) =
(
∂ψk(x, y)
∂y
, −∂ψk(x, y)
∂x
)
. (601)
It is clear that each basis element Γk is divergence-free by construction, i.e.,∇·Γk = 0. However, the basis
(601) is not orthogonal nor normalized relative to the L2([−b, b]2) inner product
(Γi,Γj) =
∫ b
−b
∫ b
−b
Γi · Γjdxdy,
=
∫ b
−b
∫ b
−b
(
∂ψi
∂y
∂ψj
∂y
+
∂ψi
∂x
∂ψj
∂x
)
dxdy.
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To generate a divergence-free and orthonormal basis one could use the Gram-Schmidt orthogonalization.
As we shall see hereafter, such procedure preserves the divergence-free character of each basis element. We
first normalize Γ1 as
Γ̂1(x, y) =
Γ1(x, y)
‖Γ1(x, y)‖ , ‖Γ1‖ =
√
(Γ1,Γ1). (602)
Clearly,∇ · Γ̂1 = 0 since the L2 norm of Γ1 is just a real number. Next, define
Θ2 = Γ2 − (Γ2, Γ̂1)Γ̂1, Γ̂2(x, y) = Θ2(x, y)‖Θ2(x, y)‖ . (603)
As before, ∇ · Γ̂2 = 0. Moreover Γ̂2 is orthogonal to Γ̂1, i.e., (Γ̂1, Γ̂2) = 0. The algorithm proceeds with
the computation of
Θ3 = Γ3 − (Γ3, Γ̂2)Γ̂2 − (Γ3, Γ̂1)Γ̂1, Γ̂3(x, y) = Θ3(x, y)‖Θ3(x, y)‖ . (604)
Thanks to the fact that Γ3, Γ̂2 and Γ̂1 are divergence free, we have that ∇ · Γ̂3 = 0. Moreover Γ̂3 is
orthogonal to both Γ̂2 and Γ̂1. In other words, {Γ̂1, Γ̂2, Γ̂3} is a divergence-free orthonormal system.
Proceeding in a similar way, we can construct the divergence-free orthonormal basis we were looking for,
and define the following finite-dimensional divergence-free space of functions
DM = span{Γ1, · · · ,ΓM}. (605)
An element of DM is in the form
θ(x, y) =
M∑
k=1
akΓˆk(x, y). (606)
7.4.3 Analytical Solution to the Characteristic Function Equation
A substitution of (606) into the Navier-Stokes-Hopf equation (586) yields the multivariate (complex-valued)
PDE40
∂φ
∂t
= i
M∑
p,j,k=1
Apjkap
∂2φ
∂ak∂aj
+ ν
M∑
k,p=1
apBpk
∂φ
∂ak
, (609)
where
Bpk =
∫
V
Γ̂p · ∇2Γ̂kdx, Apjk =
∫
V
Γ̂p ·
[(
Γ̂k · ∇
)
Γ̂j
]
dx. (610)
40We emphasize that equation (609) has exactly the same structure as the characteristic function equation we obtain for the
one-dimensional Burgers equation. To show this, it is sufficient to discretize the Burgers-Hopf equation
∂Φ([θ], t)
∂t
=
∫ b
−b
θ(x)
[
i
∂
∂x
δ2Φ([θ], t)
δθ(x)2
+ ν
∂2
∂x2
δΦ([θ], t)
δθ(x)
]
dx, (607)
in the finite-dimensional space Dm of periodic functions in [−b, b]. To this end, consider the series expansion
θ(x) =
m∑
k=1
akϕk(x). (608)
where ϕk(x) are orthonormal trigonometric polynomials. Substituting (608) into (607) and evaluating all functional derivatives in
Dm yields an equation in the form (609).
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By using integration by parts we can simplify Bpk to
Bpk =
∫
V
[
Γ̂(x)p
(
∂2Γ̂
(x)
k
∂x2
+
∂2Γ̂
(x)
k
∂y2
)
+ Γ̂(y)p
(
∂2Γ̂
(y)
k
∂x2
+
∂2Γ̂
(y)
k
∂y2
)]
dx,
= −
∫
V
[
∂Γ̂
(x)
p
∂x
∂Γ̂
(x)
k
∂x
+
∂Γ̂
(x)
p
∂y
∂Γ̂
(x)
k
∂y
+
∂Γ̂
(y)
p
∂x
∂Γ̂
(y)
k
∂x
+
∂Γ̂
(y)
p
∂y
∂Γ̂
(y)
k
∂y
]
dx. (611)
Similarly, the coefficients Apjk can be written as
Apkj =
∫
V
[
Γ(x)p
(
Γ
(x)
k
∂Γ
(x)
j
∂x
+ Γ
(y)
k
∂Γ
(x)
j
∂y
)
+ Γ(y)p
(
Γ
(x)
k
∂Γ
(y)
j
∂x
+ Γ
(y)
k
∂Γ
(y)
j
∂y
)]
dx. (612)
By taking the inverse Fourier transform of the characteristic function equation (609) we obtain
∂p(u, t)
∂t
+
M∑
p=1
∂
∂up
ν M∑
k=1
ukBpk −
M∑
k,j=1
ukujApkj
 p(u, t)
 = 0. (613)
This is the multivariate first-order PDE that governs the evolution of the finite-dimensional approximation
of the probability density functional41. The formal solution to (613) is
p(u, t) = p0 (U(t,u)) exp
(
−
∫ t
0
∇ ·G(u(τ,U))dτ
)
, (614)
where
Gp(u) = ν
M∑
k=1
ukBpk −
M∑
k,j=1
ukujApkj , p = 1, ...,M. (615)
The flow map u(t,U) and its inverse U(t,u) are defined by the solution to the ODE system
du
dt
= G(u), u(0) = U . (616)
By taking the Fourier transform of (614), we obtain the following analytical solution to the discretized
Navier-Stokes-Hopf equation (609)
φ(a, t) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
eiu·ap0 (U(t,u)) exp
(
−
∫ t
0
∇ ·G(u(τ,U))dτ
)
du. (617)
Numerical methods to compute the flow map u(t,U) and its inverse U(t,u) in equations (614) and (617)
often rely on ray tracing, i.e., numerical solutions to the (616) on a Cartesian mesh of initial conditions.
Such methods are not efficient in high-dimensions [247], and may be improved significantly by representing
flow maps using, e.g., tensor formats.
41Equation (613) can be obtained by evaluating the Navier-Stokes probability density functional equation [46, 163] in the finite-
dimensional test function space (605).
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Functional Derivatives The the first-order functional derivatives of the Hopf characterisitic functional
(evaluated in the space of divergence-free functions) can be approximated as
δΦ([θ], t)
δθ(x)(x)
=
M∑
k=1
∂φ
∂ak
Γ̂
(x)
k (x),
δΦ([θ], t)
δθ(y)(x)
=
M∑
k=1
∂φ
∂ak
Γ̂
(y)
k (x). (618)
Similarly, the second-order derivatives can be written as
δ2Φ([θ], t)
δθ(x)(x)δθ(x)(y)
=
M∑
k,j=1
∂2φ
∂akaj
Γ̂
(x)
k (x)Γ̂
(x)
j (y), (619)
δ2Φ([θ], t)
δθ(y)(x)δθ(y)(y)
=
M∑
k,j=1
∂2φ
∂akaj
Γ̂
(y)
k (x)Γ̂
(y)
j (y), (620)
δ2Φ([θ], t)
δθ(x)(x)δθ(y)(y)
=
M∑
k,j=1
∂2φ
∂akaj
Γ̂
(x)
k (x)Γ̂
(y)
j (y). (621)
Evaluating these derivatives at θ = 0 is equivalent to evaluate the derivatives of the characteristic function
at (a1, ..., aM ) = (0, ..., 0). This yields, the following representation of the mean and cross correlation of
the velocity field
〈u(x, t)〉 =
M∑
k=1
∂φ(a, t)
∂ak
∣∣∣∣
(0,...,0)
Γ̂k(x), (622)
〈
u(x)(x, t)u(y)(y, t)
〉
=
M∑
k,j=1
∂2φ(a, t)
∂ak∂aj
∣∣∣∣
(0,...,0)
Γ̂
(x)
k (x)Γ̂
(y)
j (y). (623)
Computational Complexity The number of dimensions M appearing in the characteristic function equa-
tion (609) and the joint PDF equation (613) coincides with the number of number of degrees of freedom we
employ in the discretization of the velocity field. For instance, if we consider the classical two-dimensional
Kolmogorov flow [129] represented on a 128× 128 Fourier basis, then M = 16384 (1282). Computing the
solution to such high-dimensional linear PDEs (i.e., (609) or (613)) obviously requires parallel algorithms
and a highly-efficient tensor methods. If we employ operator splitting in time, then we can easily take care
of the linear part in (613) – i.e., the one depending linearly on uk – by integrating out the corresponding dy-
namics with the method of characteristics. To this end, let us first consider an orthonormal divergence-free
basis that diagonalizes the matrix Bpk in (610). Such basis exists and it can be computed by standard linear
algebra techniques [251] (simultaneous diagonalization of two quadratic forms). Relative to the new basis,
the joint PDF equation (613) can be written as
∂p(u, t)
∂t
= −
M∑
p=1
∂
∂up
νupBpp − M∑
j,k=1
ukujApkj
 p(u, t)
 , (624)
where, with some abuse of notation, we denoted by Bpp and Apkj the entries of Bpk and Apkj in (610)
relative to the new basis. The last equation can be written in the operator form
∂p(u, t)
∂t
= L(u)p(u, t) +Q(u)p(u, t), (625)
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where
L(u) = −
M∑
p=1
νupBpp
∂
∂up
−Bppν +
M∑
j,p=1
uj (Appj +Apjp) , Q(u) =
M∑
k,j,p=1
ukujApkj
∂
∂up
. (626)
Note that L(u) depends linearly on u while Q(u) is quadratic in u. Both L and Q are separable linear
operators. The formal solution to (625) is42
p(u, t) = et(L(u)+Q(u))p(u, 0). (627)
By using operator splitting in time, e.g., the classical second-order Strang splitting, we can write
p(u, tn) = e
∆tL(u)/2e∆tQ(u)e∆tL(u)/2p(u, tn−1). (628)
Clearly, the action of the semigroup exp[tL(u)] can be computed exactly since the flow map corresponding
characteristic system associated with the first order linear PDE g˙ = Lg is trivial. Specifically, for any g0
and any t we have
etL(u)g0(u) = g0
(
e−tνB11u1, ..., e−tνBMMuM
)
exp
−tν M∑
j=1
Bjj +
M∑
j=1
∫ t
0
etνBjjuj0
M∑
p=1
(Appj +Apjp)
 .
(629)
The action of the semigroup exp[tQ(u)] is much more complicated to compute. Indeed, the flow map
of quadratic dynamical systems is, in general, not known explicitly. For small ∆t one may introduce the
approximation exp[∆Q(u)] ' I+∆tQ(u) (or any higher-order one arising, e.g., from multi-step methods)
and leverage on the separability of the operator Q(u) (rank M3).
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A Functional Fourier Transform
Functional Fourier transforms can be defined as a continuum limit of multi-variate Fourier transforms. To
introduce this concept in a simple and intuitive way, let us consider the expression of the joint probability
density function of n random variables in terms of the joint characteristic function
p(a1, ..., an) =
1
(2pi)n/2
∫ ∞
−∞
· · ·
∫ ∞
−∞
e−i(a1b1+···anbn)φ(b1, ..., bn)db1 · · · dbn. (630)
If we think of ai and bi as values of two continuous functions a(x) and b(x) at locations xi ∈ R, then it
makes sense to consider what happens to p and φ as we send the number of collocation points to infinity.
In this limit, the joint probability density function p(a1, ..., an) becomes a probability density functional
P ([a(x)]), while the joint characteristic function φ(b1, ..., bn) becomes a (Hopf) characteristic functional.
This allows us to define the functional Fourier transform as
P ([a(x)]) =
∫
e−i
∫
a(x)b(x)dxΦ([b(x)])D[b(x)], (631)
42We recall that exp[t(L + Q)] is the Frobenious-Perron operator associated with the quadratic dynamical system (616) (see
[42]).
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where
D[b(x)] = lim
n→∞
1
(2pi)n/2
n∏
i=1
db(xi). (632)
Equation (631) establishes the connection between the Hopf functional and the probability density functional
of a random field. It also allows us to define special functionals, such as the Dirac delta functional
δ[a(x)] =
∫
e−i
∫
a(x)b(x)dxD[b(x)]. (633)
By using this definition, it is easy to show that the probability density functional can be expressed as an
average of Dirac delta functional
P ([a(x)]) = 〈δ[a(x)− u(x;ω)]〉
=
〈∫
e−i
∫
a(x)b(x)dx+i
∫
u(x;ω)b(x)dxD[b(x)]
〉
=
∫
e−i
∫
a(x)b(x)dx
〈
ei
∫
u(x;ω)b(x)dx
〉
D[b(x)]
=
∫
e−i
∫
a(x)b(x)dxΦ([b(x)])D[b(x)].
B Evaluation of Functional Integrals
Functional integrals in the form43 ∫
D(F )
F ([θ])W ([θ])D[θ] (634)
arise naturally in many branches of physics and mathematics, e.g., in quantum and statistical mechanics,
field theory, quantum optics, solid state physics, and financial mathematics [109, 252, 15, 5]. Analytical
results for functional integrals are available only in few exceptional cases, and therefore one usually has
to resort to numerical approximation techniques [51, 177]. Perhaps, the most classical one is Monte Carlo
(MC), which gives results as an ensemble average over a large number of realizations of the test function
θ(x), i.e., ∫
F ([θ])W [θ]D[θ] ' 1
N
N∑
k=1
F ([θk(x)]). (635)
Each term in the series corresponds to a specific path θk(x), which is drawn from the probability measure
W ([θ]). Monte Carlo and quasi-Monte Carlo methods [40] have slow convergence rate and therefore they
require significant computational resources to achieve good accuracy. In a renormalized perturbation theory
setting [139], the functional integral can be expanded relative to a certain parameter and the terms in the
series expansion have a structure determined by the order of the perturbation parameter. This yields well-
know diagrammatic representations of functional (path) integrals, as a sum over all possible paths consistent
with the order of the perturbation parameter [95, 109]. Alongside statistical methods and perturbation series
expansions, deterministic techniques were also proposed to evaluate functional integrals. These include,
path summation based on short time propagators [192], fast Fourier transforms [57], HDMR expansions
[176] and functional approximation techniques [127]. An intuitive way to calculate functional integrals is to
43In (634) F is a measurable functional on a complete metric space D(F ) and W > 0 is a functional integral measure.
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consider a finite-dimensional subset of Dm ⊂ D(F ), e.g., the linear span of the basis {ϕ1, ..., ϕm}. In this
setting, θ(x) admits the representation
θ(x) =
m∑
k=1
akϕk(x), ak = (θ, ϕk) . (636)
If we substitute (636) into (634) we obtain the multivariate integral∫
· · ·
∫
f (a1, ..., am)w(a1, ..., am)da1 · · · dam, (637)
where
f(a1, ..., am) = F
([
m∑
k=1
akϕk(x)
])
, w(a1, ..., am) = W
([
m∑
k=1
akϕk(x)
])
. (638)
This form includes both “modal” and “nodal” discretizations of the functional integral (634). For example,
if (636) is an interpolant through m nodes along the x axis, then aj = θ(xj) and (637) becomes∫
· · ·
∫
f (θ(x1), ..., θ(xm))w(θ(x1), ..., θ(xm))dθ(x1) · · · dθ(xm). (639)
In this formulation, we obtain the functional integral (634) as the limit of an infinite number of nodes
m → ∞. This is the viewpoint taken in quantum mechanics and field theory to define path integrals
[109, 252], i.e., integrals over suitable trajectories of functions. From a mathematical viewpoint, the limiting
procedure defining the functional integral measure in terms of an infinite products of elementary measures
should be handled with care. In fact, the classical Lebesgue measure does not exist in spaces of infinite
dimension [137]. On the other hand, Gaussian measures are still well defined in such setting. This is why
we included W ([θ]) in (376). The argument leading to the result on non-existence of an analogue to the
Lebesgue measure in infinite dimension is related to the argument showing that the Heine-Borel theorem
does not hold in infinite-dimensional normed linear spaces
Remark Roughly speaking, the meaning ofD[θ] in (634) is: integrate over all possible degrees of freedom
defining θ in the class of functions D(F ). If θ is in the span of a finite-dimensional basis (e.g., (636)), then
there is no problem in replacing (640) with an integral over the range of the expansion coefficients , as we
did in (637). A more tricky situation arises when θ is truly infinite-dimensional. In this case, the functional
integral (634) is an integral over an infinite number of variables. To ensure convergence the functional
integral measure W ([θ]) must be carefully chosen.
B.1 Functional Integrals of Cylindrical Functionals
Functional integrals involving cylindrical functionals (see Section 3.3) can be written in the general form∫
D(f)
f ((θ, ϕ1), ..., (θ, ϕm))W ([θ])D[θ]. (640)
Example 1: Consider the nonlinear functional
f((θ, sin(x))) =
1
1 + (θ, sin(x))2
(θ, sin(x)) =
∫ 2pi
0
θ(x) sin(x)dx, (641)
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in the space of infinitely-differentiable periodic functions in [0, 2pi], i.e.,
θ ∈ D(f) = {θ ∈ C∞([0, 1]), θ(0) = θ(2pi)}. (642)
Also, consider the functional integral measure
W ([θ]) = κe−(θ,θ)
2
, (643)
where κ is a (possibly infinite) normalization constant. We expand θ in a Fourier series,
θ(x) = a0 +
∞∑
k=1
ak sin(kx) +
∞∑
k=1
bk cos(kx). (644)
In this representation, the functional integral measure becomes
w(a0, a1, b1, ...) = 2
√
pie−4pi
2a20 lim
j→∞
j∏
k=1
pike−pi
2(a2k+b
2
k) (645)
and the integral (640) can be computed analytically. The result is∫
D(f)
W ([θ])D[θ]
1 + (θ, sin(x))2
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
w(a0, a1, b1, ...)
1 + pi2a21
da0
∞∏
k=1
dakdbk
=
√
pi
∫ ∞
−∞
e−pi2a21
1 + pi2a21
da1
= −√pie(erf(1)− 1), (646)
where erf is the error function and e is the Napier number.

An interesting question is whether integrals in the form (640) can be simplified and reduced to integrals over
the range of {(θ, ϕ1), ..., (θ, ϕm)}, i.e., a subset of Rm. The answer to this question is, in general, negative,
as have just shown in the previous example. However, if we pick θ in a finite-dimensional function space,
e.g., spanned by the basis {ξ1(x), ..., ξN (x)}, i.e.,
θ(x) =
N∑
k=1
akξk(x), (647)
then the functional integral effectively reduces to a finite-dimensional integral over the range of the expan-
sion coefficients a1, ..., aN . A substitution of (647) into (640) yields∫
DN (f)
f ((θ, ϕ1), ..., (θ, ϕm))W ([θ])D[θ] '
∫
· · ·
∫
g(a1, ..., aN )w(a1, .., aN )da1 · · · daN , (648)
where
g(a1, ..., aN ) = f
(
N∑
k=1
akα1k, ...,
N∑
k=1
akαmk
)
, αij = (ξk, ϕj). (649)
In particular, if the functions ξk(x) coincide with ϕk(x), and {ϕ1, ..., ϕN} is orthonormal with respect to
the inner product (, ), then we obtain∫
DN (f)
f ((θ, ϕ1), ..., (θ, ϕm))W ([θ])D[θ] =
∫
· · ·
∫
f (a1, ..., am)w(a1, .., aN )da1 · · · aN . (650)
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If w(a1, .., aN ) is a probability density, then (650) implies that
∫
DN (f)
f ((θ, ϕ1), ..., (θ, ϕm))W ([θ])D[θ] =
∫
· · ·
∫
f (a1, ..., am)w(a1, .., am)da1 · · · am. (651)
The the last integral can be computed if the measure w is separable, and f is represented in terms of a tensor
decomposition, e.g., a canonical tensor series or an HDMR expansion (see Section 3.3 and Section 3.5).
C Derivation of Functional Differential Equations
In this Appendix we briefly discuss how to derive functional differential equations, and their equivalence to
systems of PDEs, or PDEs in an infinite number of variables.
C.1 The Generating Functional Approach
The seminal work of Martin, Siggia and Rose [136] opened the possibility to apply quantum field theoretic
methods, such as Feynman diagrams and Schwinger-Dyson equations, to classical and statistical physics.
The key idea is to construct a generating functional (action functional) based on the equations of motion
[96, 174, 225] and then apply a Heisenberg operator theory which parallels the Schwinger formalism of
quantum field theory. This allows to obtain closed equations for quantities of interest such as the correlation
functions and response functions (averaged Green’s functions). For a through description of the method see
the excellent review paper of Jensen [96].
C.2 From PDEs to Functional Equations: The Method of Continuum Limits
In Section 4 we have discussed how derive probability density functional equations and Hopf functional
equations as continuum limits of joint PDF equations and joint characteristic function equations, respec-
tively. Such procedure is rather formal, but easy to follow and effective in many cases. More importantly, it
can be applied to many different linear and nonlinear PDEs.
Example 1: Let us consider the Kuramoto-Sivashinsky equation
∂u
∂t
+
1
2
∂u2
∂x
+
∂2u
∂x2
+
∂4u
∂x4
= 0 (652)
with random initial data u(x, 0;ω) = u0(x;ω). In a collocation setting, the solution to (652) can be written
as
u(x, t;ω) =
n∑
k=1
uk(t;ω)lk(x), (653)
where uk(t;ω) = u(xk, t;ω) while lj(x) are suitable basis functions, e.g., Lagrange characteristic polyno-
mials through the points {x1, ..., xn}. Substituting (653) into (652) and setting the residual at collocation
points equal to zero yields the system
duk
dt
+
1
2
n∑
j=1
D
(1)
kj u
2
j +
n∑
j=1
(
D
(2)
kj +D
(4)
kj
)
uj = 0 k = 1, ..., n (654)
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where D(1)kj , D
(2)
kj and are first-, second-, and fourth-order differentiation matrices, respectively. The joint
characteristic function of {u1, ..., un} is
φ(θ1, ..., θn, t) =
〈
exp
i n∑
j=1
θjuj(t;ω)
〉 (655)
and it satisfies the evolution equation
∂φ
∂t
=− i
2
n∑
k,j=1
θkD
(1)
kj
〈
u2j exp
i n∑
j=1
θjuj)
〉− i n∑
k,j=1
θk(D
(2)
kj +D
(4)
kj )
〈
uj exp
i n∑
j=1
θjuj)
〉
=
i
2
n∑
k,j=1
θkD
(1)
kj
∂2φ
∂θ2j
−
n∑
k,j=1
θk(D
(2)
kj +D
(4)
kj )
∂φ
∂θj
. (656)
By taking the continuum limit of this equation, i.e., by sending n to infinity, we formally obtain
∂Φ
∂t
=
∫ b
a
θ(x)
[
i
2
∂
∂x
δ2Φ([θ])
δθ(x)2
− ∂
2
∂x2
δΦ([θ])
δθ(x)
− ∂
4
∂x4
δΦ([θ])
δθ(x)
]
dx. (657)
The continuum-limit argument just invoked is formal and can be used for other finite-dimensional equations
(see [232]). In the next Section we discuss the inverse operation, i.e., how to transform functional differential
equations into PDEs with a finite number of variables.
C.2.1 From Functional Equations to PDEs
The restriction of functionals and functional differential equations to finite-dimensional function spaces
yields multivariate fields and multivariate PDEs, respectively. Such PDEs can be obtained directly by using
the finite dimensional theory, i.e., functional equations on finite-dimensional function spaces are in toto
equivalent to multivariate PDEs. To show this, let us consider the finite-dimensional Hilbert space
Dm = span{ϕ1(x), ..., ϕm(x)}, (658)
where ϕ1, ..., ϕm are orthonormal basis functions. Let us represent the test function θ(x) relative to such
orthonormal basis
θm(x) =
m∑
k=1
akϕk(x), ak = (θ, ϕk) (659)
Restricting the domain of the Hopf functional (327) to the finite-dimensional space (658) (see Figure 1)
yields the joint characteristic function
φ(a1, ..., am) =
〈
ei(a1U1(ω)+···+amUm(ω))
〉
, Uk(ω) =
∫ b
a
u(x;ω)ϕk(x)dx. (660)
Note that the linear combination of Uk(ω) yields a finite-dimensional approximation of u(x, ω), i.e.,
û(x;ω) =
m∑
k=1
Uk(ω)ϕk(x). (661)
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Based on this expansion, the mean field and the correlation function of û(x, ω) can be easily expressed as
〈û(x, ω)〉 =
m∑
k=1
〈Uk(ω)〉ϕk(x) =
m∑
k=1
1
i
∂φ
∂ak
∣∣∣∣
0
ϕk(x), (662)
〈û(x, ω)û(y;ω)〉 =
m∑
k,j=1
〈Uk(ω)Uj(ω)〉ϕk(x)ϕj(x) = −
m∑
k,j=1
∂2φ
∂ak∂aj
∣∣∣∣
0
ϕk(x)ϕj(x). (663)
Similar equations hold for higher-order moments. Next we consider the restriction of functional equations
to finite-dimensional function spaces.
Example 1: Evaluating the Hopf functional equation in the finite-dimensional space Dm yields a charac-
teristic function equation that can be obtained directly by using simpler methods, e.g., by differentiating
the characteristic function. To show this, consider the diffusion equation ∂u/∂t = ∂2u/∂x2, in a bounded
domain [a, b], with Dirichlet boundary conditions and a random initial condition. The corresponding Hopf
equation is
∂Φ([θ], t)
∂t
=
∫ b
a
θ(x)
∂2
∂x2
[
δΦ([θ], t)
δθ(x)
]
dx. (664)
Now, we restrict θ to the finite-dimensional function space Dm. Evaluating the Hopf functional for θ ∈ Dm
yields the multivariate characteristic function
φ(a1, ...., am, t) = Φ([θm], t) θm ∈ Dm. (665)
A substitution of (55) and (665) into (664) yields
∂φ
∂t
=
m∑
k,j=1
ak
∂φ
∂aj
Hkj , Hkj =
∫ b
a
ϕk(x)
∂2ϕj(x)
∂x2
dx. (666)
This is an equation for the joint characteristic function of the coefficients {Uk(ω)}k=1,...,m defined in (660).
Such equation can be obtained directly by using the semidiscrete (Galerkin) form of the diffusion equation
duj(t;ω)
dt
=
m∑
k=1
uk(t;ω)
∫ b
a
ϕk(x)
∂2ϕj(x)
∂x2
dx j = 1, ...,m. (667)
Indeed, by differentiating the joint characteristic function of {u1, ..., um} we obtain
∂φ
∂t
=
m∑
k=1
i
〈
duk
dt
ak exp
i m∑
j=1
uk(t;ω)ak
〉 ,
=
m∑
k,j=1
akHkj
∂φ
∂aj
, (668)
which coincides with (666).
C.2.2 From Functional Equations to Systems of PDEs
In this Section we discuss the connection between functional differential equations and systems of PDEs.
The main idea is to evaluate the FDE on function spaces of increasing dimension (see, e.g., Section 3.2.1) To
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illustrate the method, we restrict our attention to the simple Hopf equation (664). We have seen already that
evaluating the Hopf functional at θ(x) = αδ(y−x) yields the one-point characteristic function of u(y, t;ω)
Φ([θ], t) =
〈
eiα
∫ b
a u(x,t;ω)δ(y−x)dx
〉
=
〈
eiαu(y,t;ω)
〉
. (669)
Similarly, if we consider
θ(x) ∈ span{δ(y1 − x), ..., δ(ym − x)} (670)
then we have that Φ([θ], t) coincides with the joint characteristic function of {u(yk, t;ω)}k=1,..,m. Now, let
us see what happens to the Hopf equation when we evaluate it at θ(x) = α1δ(y1 − x). We have
∂φ(α1, y1, t)
∂t
=α1
∫ b
a
δ(y1 − x) ∂
2
∂x2
[
δΦ([θ], t)
δθ(x)
]
θ=α1δ(y1−x)
dx,
=iα1
〈
∂2u(y1, t;ω)
∂y21
eiαu(y1,t;ω)
〉
. (671)
This equation can also be obtained directly by differentiating the one-point characteristic function φ(α, y, t)
with respect to time and then using the diffusion equation. Note that the term at the right hand side of
(671) cannot be easily expressed in terms of the one-point characteristic function. However, if we use the
two-point function we have[
∂3φ(α1, α2, y1, y2, t)
∂α2∂y22
]
α2=0
y2=y1
=
〈
∂2u(y, t;ω)
∂y2
eiαu(y,t;ω)
〉
. (672)
Therefore, we obtain
∂φ(α1, y1, t)
∂t
=iα1
[
∂3φ(α1, α2, y1, y2, t)
∂α2∂y22
]
α2=0
y2=y1
(673)
At this point we need an evolution equation for the two point characteristic function φ(α1, α2, y1, y2, t).
Such equation may be obtained from (664) by using the test function θ(x) = α1δ(y1 − x) + α2δ(y2 − x).
If we perform the calculation we find that such evolution depends on the three-point characteristic function.
If we keep get on going we obtain an infinite hierarchy of finite-dimensional characteristic function PDEs.
Taking the Fourier transform of such hierarchy yields the well-known Bogoliubov-Born-Green-Kirkwood-
Yvon (BBGKY) hierarchy of probability density function equations [146, 33]. Other functional equations
yield other types of hierarchies of PDEs which should be studied on a case-by-case basis. Another approach
to convert an FDE to an infinite hierarchy of PDEs was developed my Thomas Lundgren in [130]. The
hierarchy of PDEs is known as Lundgren-Monin-Novikov hierarchy, and it can be constructed by a direct
approach [233, 90, 66] or by functional integration of the probability density functional equation (see Section
4.4).
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