The scheduling problems studied in this paper concern the two-stage 
I. INTRODUCTION
This paper deals with the two-stage no-wait flowshop scheduling problems with parallel machines. The objective function is the minimization of the maximum completion time C max (also called the makespan, or the schedule length).
No-wait flowshop scheduling problems arise in situations where there must be no delay between the time a product finishes processing on one stage and the time at which it begins processing on the immediately followed stage. This kind of no-wait environment often occurs in the steel production, just-in-time manufacturing process, chemical industry, and service industry, etc. For example, in food processing industry, the canning operation must follow cooking operation with no delay to ensure freshness. Since the no-wait scheduling problems have a variety of industrial applications, they have drawn great interests of both the academicians and the practitioners. For example, the first paper dealing with the no-wait scheduling can be dated back to 1970s [1] [2] . A comprehensive r eview on the machine scheduling problems with no-wait in processes can be found in [3] .
The flowshop scheduling problems with parallel machines are also called flexible flowshop scheduling or hybrid flowshop scheduling, and have been studied by many scholars (for example, see [4] [5] [6] [7] [8] [9] ). However, the flowshop scheduling problems with parallel machines under a no-wait constraint has received relatively less attention. With the makespan objective, the two-stage flowshop scheduling problem with only one machine at each stage is polynomially solvable, no matter whether there are no-wait constraints or not [10] [11] . However, in the real world applications of the no-wait scheduling problems, there are usually many parallel machines available in a stage [12] . When parallel machines are taken into account, the problems become more difficult. The two-stage no-wait flowshop scheduling problems with parallel machines are also NP-hard in the strong sense [13] . Therefore all exact algorithms for even the simple flowshop and simple parallel machines will most likely have running times that increase exponentially with the problem size.
The problem considered here is modeled as follows. A set of n jobs J = {J 1 , J 2 , … , J n } is to be processed. Each job requires two processing operations, which must be processed in two consecutive stages Z 1 and Z 2 with no delay. Stage Z 1 has m 1 identical machines and stage Z 2 has m 2 identical machines. The first and the second operation of a job J j (j=1, 2, … , n) must be processed on stage Z 1 and Z 2 for the time p 1j and p 2j , respectively. The problem can be denoted by F2(m 1 ,m 2 )/no-wait/C max .
When the numbers of the parallel machines in the stages are not input parameters, the problem can be denoted by F2(P)/no-wait/C max .
Sriskandarajah [14] established a tight worst case bound of 3-1/m using an arbitrary sequence for the list scheduling algorithm when there is only one machine in one of the two stages and there are m machines in the other. This bound for the list scheduling algorithm can be improved to 2 when the jobs are ordered according to the jobs' processing times. For the problem with m identical machines at both stages, he also described a heuristic with the worst case bound of 3-1/m.
In the next section, we will propose a new heuristic algorithm, i.e. the minimum deviation algorithm, to solve the problem. In order to evaluate the average case performance of the algorithm, we design numerical experiments to compare the effectiveness of the algorithm with some other heuristics.
II. MINIMUM DEVIATION ALGORITHM
We first outline the basic two-step approach used in the heuristics for the general network flowshop. The framework for these heuristics consists of the following two steps: sequence generation and sequence evaluation. In the sequence generation step, the algorithm calculates a processing sequence for the jobs to be processed. This sequence is actually a priority list of the processing order for the jobs in the final schedule. In the sequence evaluation step, each job in the priority list is assigned to a machine to process and its completion time is calculated, governing the no-wait constraint and all other flowshop scheduling constraints.
Most of the existing heuristics in the literature follow these two steps to design the heuristics. In the two-stage no-wait flowshop scheduling problems with parallel machines, the sequence evaluation step is quite simple. When a priority list is given, one can easily assign the jobs to the machines using the strategy of " one job at a time " . The heuristics differ only in the sequence generation step, which result in different performance of the heuristics.
The heuristic put forward in this paper uses a different logic to develop the schedule. This algorithm generates and evaluates the sequence simultaneously, i.e., the sequence is obtained in a dynamic manner. The basic idea of the algorithm is to reduce the idle time of the machines due to no-wait constraints when we arrange the jobs to process on the machines. We name this approach as LDA (least deviation algorithm) [15] .
Denote the m 1 parallel machines in the first center
and the m 2 parallel machines in the second center
is a greedy algorithm, i.e., whenever a job is scheduled on machines and a partial schedule is obtained, this partial schedule will never changed anymore. When the algorithm starts to run (assume the time be zero), all the machines in both machine centers are considered to be idle. After a partial schedule is already obtained, we should make our decision on which job should be processed next. Let
be the machine which is the first idle machine in Z 1 from now on, and let t 1 be the time point when
be the machine which is the first idle machine in Z 2 from now on, and let t 2 be the time point when immediately; otherwise J j has to start to process on
after (t 2 -t 1 -p 1j ) waiting time. This way we generated a new partial schedule with one more job arranged to machines to process.
Specifically, the algorithm LDA can be described as follows.
Step 0.
and the list L to empty.
Step 1. Compute t 1 = min{a i } and k 1 = argmin{a i } (break ties arbitrarily).
Compute t 2 = min{b i } and k 2 = argmin{b i } (break ties arbitrarily). Let t = max(0,
Step 2.
(break ties arbitrarily). Set K=K\{j} and add j to the list L.
Step 3. If p 1j ≥ t, set Step 4. If K= ∅ , stop. Otherwise, go to Step 2.
In the algorithm LDA presented above, a i is the time point when the machine Let' s see an exa mple with n=8,
. The processing times of the jobs are listed in Table 1 . The corresponding schedule generated by LDA for the example is shown in Figure 1 . In the figure, the first number in a rectangle stands for the processing time, and the second number (in brackets) stands for the index of the corresponding job.
Rectangles with shadows in the figure mean the machines are waiting to process jobs. When the algorithm begins to run, 0 , 0 , 0 2
, thus job 3 should be processed first.
Assume that this job is assigned to M 11 and M 21 . In the second iteration, we still have Figure 1 ).
(*****insert Table 1 about here*****) (*****insert Figure 1 about here*****)
III. NUMERICAL EXPERIMENTS
In order to evaluate the average case performance of the LDA algorithm, we design numerical experiment s to compare the effectiveness of the algorithm with that of the other heuristics under different shop conditions.
Independent Variables
Seven independent variables are included in the numerical experiments. They are listed in Table 2 and will be described in detail below.
(*****insert Table 2 about here*****)
1. Number of the machines (NM): Since we think the performance of the algorithm might be influenced by the number of machines, we test two types of the combinations of the machines. Under NM = S (small number of machines), we set m 1 =3 and m 2 =4; Under NM = L (large number of machines), we set m 1 =8 and m 2 =10.
Number of the jobs (n):
Similarly to the number of machines, we test two types of the number of the jobs. In this paper we will test n=10(m 1 +m 2 ) for the small number of jobs and n=100(m 1 +m 2 ) for the large number of jobs.
Distribution of the processing times (DT): we test two types of distributions,
i.e., the normal distribution (ND) and the uniform distribution (UD).
4. Average processing times ( µ ): µ =50, µ =500 respectively.
5. Variation of processing times ( σ ): σ =0.1, σ =0.3 respectively.
The relationship of the processing times and the number of machines (RP).
We investigate two cases: RP = UR means the processing times of the jobs is unrelated to the number of machines; RP = PR means the processing times of the jobs is proportional to the number of machines. Specifically, when the processing times are normally distributed (DT=ND), we set the processing time
where N(0,1) means a random number with standard normal distribution. In order to avoid negative processing times, we ignore the random number which results in a negative processing time. Please note that under this kind of design, we can make sure that the variances of the processing times under both normal and uniform distributions are the same.
Algorithm (H):
Besides LDA algorithm, we test several other heuristic algorithms. The first heuristic we tested in this paper is the H g algorithm proposed by
Sriskandarajah [14] , where the problem is partitioned into m 1 flowshop problems with parallel machines, each having two machine centers with the first center having exactly one machine and the second center having at most   1 2 / m m parallel machines. The jobs (with job j having the modified processing time of p 1j +p 2j ) are allocated to the sub-flowshops using the algorithm due to Hochbaum and Shmoys [16] , where the control parameter for the error bound is set at 1/6 at this paper. This algorithm is labeled as H 1 in this paper. The second heuristic labeled as H 2 we tested in this paper is a simple version of the H g algorithm, where the jobs are allocated to the sub-flowshops using the simple LPT (Largest Processing Time) rule, instead of using the algorithm due to Hochbaum and Shmoys [16] . The third heuristic labeled as H 3 we tested in this paper is a list scheduling heuristic with the list of the jobs being generated by the classical Johnson' s rule [10] . The forth heuristic labeled as H 4 we tested in this paper is a simple variation of H 3 , where the classical Johnson' s rule [10] is used to the processing times of the jobs that are modified by considering the numb ers of the parallel machines, i.e. for job j, p 1j is modified to p 1j /m 1 and p 2j is modified to p 2j /m 2 . The last heuristic labeled as H 5 is the LDA algorithm proposed in this paper. f to stand for a lower bound of the optimal makespan for the instance I.
Dependent Variable
In this paper, we use the following formula to calculate the lower bound: as the performance measure of the algorithm. This is the only dependent variable in our paper. 
Simulation Results
Selected ANOVA results are presented in Table 3 . In order to save space, only the results with the R-square being larger than 0.01 are shown in the table.
Examinations of the table show that the performance measure is significantly influenced by the factors RP, H, σ and n. It is also shown that the interactions RP*H and σ *H are significant, which mean that the performance of the algorithm (H) is significantly influenced by RP and σ . The other factors (the number of machines, the distribution of the processing times, and the average processing time) seem impact the performance measure to a less extent.
(Insert Tables 3 about here) According to the ANOVA results, it should be valuable to compare the performance of the heuristics under different combinations of the independent variables RP and σ . The se results are presented in Table 4 , and they statistically show that the LDA heuristic (H 5 ) significantly outperforms the other algorithms at most of the situations.
(Insert Tables 4 about here) From the table, we can easily see that the performance ratios o f the algorithms under RP=UR (the processing times of the jobs are independent of the number of the machines in the corresponding machine centers) are higher than those under RP=PR (the processing times of the jobs are proportional to the number of the machines in the corresponding machine centers). The performance ratios of the algorithms also increase when σ (variation of the processing times of the jobs) increases. These observations show that it is more difficult to obtain a good near-optimal schedule for the scheduling problem when the variation of the processing times of the jobs are relatively large and the processing times of the jobs are independent of the number of the machines in the corresponding machine centers. However, even under this case, the average performance ratio of the LDA heuristic is still less than 106%, i.e., the makespan of the schedule generated by the heuristic is within 6% of the optimal makespan.
IV. CONCLUSION
This paper studied the two-stage no-wait flowshop scheduling problems with parallel machines under the objective function of the minimization of the maximum completion time. A new heuristic algorithm, i.e. the minimum deviation algorithm, is developed to solve the problems. We designed numerical exp eriments to evaluate the effectiveness of the algorithm. Extensive simulations are conducted under different shop conditions, and the results statistically show that the minimum deviation algorithm significantly outperforms the other algorithms at most of the situations. Fig. 1 The schedule generated by LDA for the example 3(3) 20 (3) 4 (8) 6 (5) 12 (2) 11 (6) 5 (4) 9 (7) 10 (1) 6 (8) 30 (4) 13 (7) 9 (5) 9(6) 
