Abstract. We provide a detailed analysis of the boundary layers for mixed hyperbolic-parabolic systems in one space dimension and small amplitude regimes. As an application of our results, we describe the solution of the so-called boundary Riemann problem recovered as the zero viscosity limit of the physical viscous approximation. In particular, we tackle the so called doubly characteristic case, which is considerably more demanding from the technical viewpoint and occurs when the boundary is characteristic for both the mixed hyperbolic-parabolic system and for the hyperbolic system obtained by neglecting the second order terms. Our analysis applies in particular to the compressible Navier-Stokes and MHD equations in Eulerian coordinates, with both positive and null conductivity. In these cases, the doubly characteristic case occurs when the velocity is close to 0. The analysis extends to non-conservative systems.
Introduction and main results
We deal with boundary layers for mixed hyperbolic-parabolic systems in the form (1.1) w
In the previous expression, the unknown w attains values in R N , f : R N → R N is a regular function, the viscosity matrix D attains values in M N ×N and is positive semi-definite, ε is a positive parameter and the subscripts t and x denote the partial derivatives with respect to the time and space variable, respectively. We later discuss the precise hypotheses we impose on f and D, here we only refer to the fundamental work by Kawashima and Shizuta [21] and we point out that in the present work we handle the case when D is singular and the boundary x = 0 is doubly characteristic, i.e. is characteristic for both (1.1) and the conservation law ( 1.2) w t + [f (w)] x = 0, which is formally recovered in the limit ε → 0 + . We specify in the following the notion of characteristic boundary. Our analysis applies to the Navier-Stokes and MHD equations and in these cases the doubly characteristic case occurs when the fluid velocity is close to 0 at the boudary. As an application of our results, we provide a precise description of the solution of (1.2) that is recovered in the limit ε → 0 + of (1.1) in the case of small amplitude, Riemann-type data.
There is an extremely large number of works devoted to the analysis of the boundary layers for parabolic and mixed hyperbolic-parabolic systems. Here we only quote the works [3, 14, 16, 17, 18, 19, 28, 29, 31, 33, 34, 36, 39] and we refer to the review paper by Grenier [15] for a more extended discussion and list of references. We also point out that the analysis in the case where the viscosity matrix D in (1.1) is singular involves severe technical challenges, but it is the most interesting from the physical viewpoint because it is the case of the compressible Navier-Stokes and MHD equations. The characteristic and doubly characteristic case involve further technical challenges that we outline in the following. Note that the analysis in previous works like [7, 34] applies to the compressible Navier-Stokes and MHD equations written in Lagrangian coordinates, but does not directly apply to the same equations written in Eulerian coordinates. To the best of our knowledge, the present work is the first to provide a complete boundary layers analysis for mixed hyperbolic-parabolic systems that directly applies to the compressible Navier-Stokes and MHD equations in Eulerian coordinates with fluid velocity close to 0. Our analysis applies to small amplitude, one-dimensional boundary layers.
Concerning the applications to (1.2), we refer to the classical books by Dafermos and Serre [13, 35] for a comprehensive introduction to systems of conservation laws. Existence and uniqueness results for admissible solutions of ( 1.2) are presently only available under the assumptions that the data have sufficiently small total variation, or in the case of special system, see [9, 13, 35] . In the present paper we focus on the so-called boundary Riemann problem, i.e. we assume that the initial and boundary data are constant. The Riemann problem and boundary Riemann problem play a key role in the analysis of conservation laws from both the theoretical and numerical viepoint, see [9, 24] .
The analysis of the viscous approximation (1.1) is extremely relevant for ( 1.2) and it is particularly interesting in the case of boundary problems because it turns out that the limit depends on the choice of the viscosity matrix D, i.e. in general it changes when we change D, see Gisclon [14] . Remarkably, this can happen even in the simplest possible case where f is a linear function and D is a constant matrix, provided N ≥ 2. Note that fact that the solution of an initial-boundary value problem depends on the underlying viscous mechanism has also numerical implications, see [30] . On the other hand, note that, in the case of the Riemann problem (with no boundary), the analysis in [4] strongly suggests that the limit of (1.1) does not depend on D. Finally, we point out that establishing the convergence ε → 0 + of (1.1) is presently a challenging open problem for both the initial value (Cauchy) problem and the initial-boundary value problem. There are, however, partial results, see in particular [1, 14, 33, 34, 37] for the initial-boundary value problem.
In a previous work [7] the authors provided a detailed description of the solution of the boundary Riemann problem obtained by taking the limit ε → 0 + in (1.1). The analysis in [7] applies to the Navier-Stokes and MHD equation written in Lagrangian coordinates, but does not apply to the same equations written in Eulerian coordinates 1 owing to severe technical obstructions. In the present paper we overcome these obstructions by relying on a very careful study of the structure of boundary layers and traveling waves profiles. Note that in the following we will often use the Euler equations written in Eulerian coordinates as a guiding example, but our goal is to develop an analysis that applies to general systems (as general as possible). Note furthermore that, besides the applications to the boundary Riemann problem, the boundary layers analysis is of independent interest as it provides very precise information on the transient behavior ε → 0 + and on the limit.
We now highlight the main technical challenges we have to tackle in our analysis. First, we rely on the analysis by Kawashima and Shizuta [21] and we realize that, under physically sounded assumptions (see Theorem 2.1 in § 2.1 here), there is a change of variables w ε ←→ u ε such that in the new dependent variables (1.1) rewrites as ( 1.3) E(u ε )u for suitable matrices E, A, B and G satisfing the properties described in § 2. 1 . In particular, the matrix A is symmetric, the matrix B is positive semi-definite and block diagonal and the matrix E is positive definite. Next, by using the change of variables (x, t) → (εx, εt) we reduce to the case where ε = 1 and we arrive at (1.4) E(u)u t + A(u)u x = B(u)u xx + G(u, u x )u x .
To highlight the heart of the matter and avoid some technicalities, we now focus on the case where ( 1.4) are the Navier-Stokes equations for a polytropic gas written in Eulerian coordinates, but our considerations apply in much greater generality. In the case of the Navier-Stokes equations ( 1.4 ) is a system of 3 equations and the components of the unknown u are the fluid density ρ > 0, the fluid velocity u and the temperature θ > 0. It turns out (see § 2.3 for the explicit computations) that the matrices in ( 1.4) , G(u, u x )= 0 0 t 2 g 1 G 22 .
In the previous expression, R is the universal gas constant, 0 2 denotes the column vector (0, 0) t and the symbol t denotes the transpose. The explicit expression of the vectors a 21 , g 1 ∈ R 2 and of the matrices E 22 , A 22 , B 22 , G 22 ∈ M 2×2 is not important here, but one should keep in mind that E 22 and B 22 are both positive definite, and that g 1 and G 22 represent higher order terms that vanish when u x = 0. We set z 2 := (u x , θ x ) t and we conclude that the equation at the first line of (1.4) reads (1.6) Rθ ρ 2 ρ t + uρ x ) + a t 21 z 2 = 0.
In other words, since the matrix B is singular, then ( 1.4 ) is a mixed hyperbolic-parabolic system and contains the "hyperbolic part" given by equation (1.6) . Note that ( 1.6 ) implies that we cannot assign a boundary condition on the component ρ in the case where u ≤ 0. When u = 0, the number of boundary conditions we can impose on (1.4) changes and this is the reason why we say that the boundary is characteristic for the mixed hyperbolic-parabolic system (1.4).
From the technical viewpoint, the main challenge in the case where u can attain the value 0 is the following. Let us focus on the boundary layers, i.e. on the steady solutions of ( 1.4) : in the case of the Navier-Stokes equations, by plugging u t = 0 in (1.4), using ( 1.5) and recalling that z 2 := (u x , θ x ) t we arrive at    Rθ ρ 2 uρ x + a t 21 z 2 = 0, a 21 ρ x + A 22 z 2 = B 22 z 2x + g 1 ρ x + G 2 z 2 .
If u = 0, we can solve for ρ x the first line and arrive at (1.7) Note, however, that the above equations are singular at u = 0. As a matter of fact, the boundary layers of the MHD equations are also singular at u = 0. This is the reason why the analysis in [7] does not apply the Navier-Stokes and MHD equations written in Eulerian coordinates. To tackle this challenge we rely on invariant manifold techniques introduced in [8] . We refer to § 1.1 for an overview of the main ideas involved in the analysis. Before stating our main results we make a further observation. Let us consider the hyperbolic equations obtained by setting ε = 0 in (1.3), i.e.
( 1.8) E(u)u t + A(u)u x = 0.
In the case where ( 1.3) are the Navier-Stokes equations, we obtain the Euler equations. The number of boundary conditions we impose on u is then equal to the number of strictly positive eigenvalues of the matrix A. In the case where ( 1.8) are the Euler equations, one eigenvalue of A vanishes when u vanishes. This implies that when u = 0 the boundary is characteristic not only for ( 1.4) , but also for ( 1.8) and this is the reason why we term this case doubly characteristic 2 . Note that an analogous (but more complicated) situation occurs in the case of the MHD equations. From the technical viewpoint, the fact that the boundary is characteristic also at the hyperbolic level implies severe complications. In particular, one has to take into account the possibility of contact discontinuities with 0 or slightly positive speed. In other words, one cannot separate the analysis of boundary layers from the analysis of traveling waves, but has to consider possible interactions among them.
We now informally discuss the hypotheses we impose on (1.1) and we refer to § 2.1 for the precise statement, which requires some heavy notation. As a matter of fact, our hypotheses are all satisfied by the Navier-Stokes and MHD equations (with both positive and null conductivity), see § 2.3 and § 2. 4 . First, we require that the hypotheses of a theorem due to Kawashima and Shizuta [21] , which is Theorem 2.1 in § 2.1, are satisfied. Theorem 2.1 states that, under physically sounded assumptions, (1.1) can be re-written as ( 1.3 ) and ( 1.3 ) is in the normal form, in the Kawashima-Shizuta sense [21] , i.e. the coefficients E, A, B and G satisfy a set of properties that in § 2.1 we collect as Hypothesis 1. In particular, Hypothesis 1 says that the matrix A is symmetric, the matrix B is positive semi-definite and block diagonal and the matrix E is positive definite.
Hypothesis 2 is the so-called Kawashima-Shizuta condition. Very loosely speaking, it is a coupling condition that rules out the possibility of decomposing (1.3) into a purely hyperbolic and a viscous part. Hypothesis 3 states that system (1.8) is strictly hyperbolic, i.e. E −1 A has N real and distinct eigenvalues. Hypothesis 4 states that the number of boundary conditions we have to impose on the mixed hyperbolic-parabolic equation (1. 3) depends on the sign of a scalar function α(u). In the case of the Navier-Stokes equations, α(u) = u, but Hypothesis 4 is actually trivial in the case where the kernel of B is one dimensional, which is the case of the Navier-Stokes equations and the MHD equations with positive conductivity. Hypothesis 4 is only meaningful in the case where the kernel of B has larger dimension, as in the case of the MHD equations with null conductivity. Hypothesis 5 is a technical assumption that pops out when we construct the invariant manifolds containing the traveling waves and boundary layers of (1.3). Remarkably, Hypothesis 5 is the very condition that allows us to assign in a consistent and fairly natural way the boundary condition on (1.3). We refer to § 2.2 for the technical details concerning the boundary condition, but loosely speaking we can construct a function β : R N × R N → R N , depending on system (1.3) and satisfying the following. Given u b ∈ R N , by imposing the condition β(u ε (x = 0), u b ) = 0 we are imposing the correct boundary conditions: for instance, if (1.3) are the Navier-Stokes equations we are imposing We can now state our main result. We first provide the statement in the conservative case and hence we use the dependent variable w. A remark about notation: since the map w ←→ u is invertible, by assigning a boundary condition on w through the function β we assign a boundary condition on u, and viceversa. By a slight abuse of notation, to simplify the exposition in the following we write β(w(x = 0), w b ) instead of β(u(w(x = 0)), u(w b )). Also, we recall that shocks and contact discontinuities are termed Liu admissible if they satisfy the admissibility criterion introduced in [25] . 
w is a distributional solution of (1.2) and satisfies the initial condition w(0, ·) = w i . c) w contains at most countably many shocks and contact discontinuities, each of them admissible in the sense of Liu. d) Letw be the trace of w at x = 0. Then there is w ∈ R N such that d1) f (w) = f (w) and the shock or contact discontinuity betweenw (on the right) and w (on the left) is admissible in the sense of Liu; d2) there is a so-called "boundary layer" ϕ : R + → R such that
Some remarks are in order:
• assume that the boundary is not characteristic at the hyperbolic level, i.e. all the eigenvalues of the Jacobian matrix Df are bounded away from 0. Then from condition d1) we getw = w. Conversely, in the characteristic case it may happen thatw = w and that there is a 0 speed shock or contact discontinuity at the boundary.
• Condition (1.9) means that ϕ is a steady solution of the mixed-hyperbolic system (1.1), and satisfies the boundary condition.
• In the proof of Theorem 1.1 we provide an explicit construction of w, and this construction has a unique outcome once the Cauchy and boundary data are fixed. Loosely speaking this is basically the same situation as in the paper by Lax [23] , where one explicitly constructs a solution of the Riemann problem and the construction has a unique outcome once the left and right state are fixed.
• We are actually confident that one could apply the same techniques as in [11] and show that there is a unique function satisfying conditions a), . . . , d) above. Note that this would not contradict the fact that the limit of (1.1) depends on D because condition d2) involves the viscosity matrix D.
• The proof of Theorem 1.1 was established in [7] (see also [37, §6.3] ) under more restrictive assumptions. In particular, in [7] we introduced a condition of so-called block linear degeneracy which rules out the possibility that the boundary layers and the traveling wave satisfy a singular ODE like (1.7). • Our analysis does not require that the vector fields are either linearly degenerate or genuinely nonlinear, which is a common assumption in the analysis of conservation laws, see [9, 13, 35] . As a matter of fact, we do not impose any assumption on the number of inflection points of the i-th eigenvalue along the i-th characteristic vector field.
• As we mentioned before, the proof of Theorem 1.1 is based on a careful analysis of the boundary layer structure, which we feel is of independent interest and allows to establish several corollaries. As an example, in § 2.2 we state Corollary 2.6, which concerns the sign of α evaluated at the hyperbolic tracew. We recall that the sign of α determines the number of boundary conditions we can impose on the mixed hyperbolic-parabolic system (1.4) and α = u in the case of the Navier-Stokes equations. The precise statement of Corollary 2.6 requires some technical preliminary consideration and this is why we postpone it to § 2.2.
In the proof of Theorem 1.1 we always use formulation (1.3) and hence our analysis directly applies to the non conservative case. We now discuss how to modify the statement of Theorem 1.1 in the non conservative case. First, we point out that condition b) does not make sense, since in general we cannot provide a distributional formulation of the quasilinear system (1.8). Loosely speaking, our analysis provides a characterization of the limit ε → 0 + of (1.3), provided the limit exists. Note that convergence results for viscous approximation of non conservative systems have been established in some special case, see for instance [5, 37] . The main issue in extending the statement of Theorem 1.1 to the non conservative case is that we cannot use the Rankine-Hugoniot conditions. However, the analysis in [4] implies that one can still define a notion of shock curve and extend the definition of Liu admissible discontinuity. The main difference with respect to the conservative case is that now in general the shock curve depends on the approximation, i.e. on the viscosity matrix B. We can now provide the statement of Theorem 1.1 in the non-conservative case. 
ii) u contains at most countably many shocks and contact discontinuities, each of them admissible in the sense of Liu. iii) Letū be the trace of u at x = 0. Then there is u ∈ R N such that iii) 1 either u =ū or there is a 0-speed Liu admissible discontinuity joining u (on the left) and u (on the right) ; iii) 2 there is a so-called "boundary layer" ϕ : R + → R such that
The exposition is organized as follows. In § 1.1 we provide an overview of the proof of Theorem 1.1 and Proposition 1.2. In § 2.1 we rigorously state Hypotheses 1,. . . , 5 and we show that they are satisfied by the Navier-Stokes and MHD equations. We also provide the rigorous formulation of the boundary condition. To simplify the exposition, in § 3,. . . , § 7 we focus on the case where the dimension of the kernel of the matrix B in ( 1.4 ) is 1 and we provide the the proof of Theorem 1.1 and Proposition 1.2 in this case. More precisely, in § 3,. . . , § 6 we discuss the analysis of the equations satisfied by the traveling waves and the boundary layers of ( 1.4) and in § 7 we complete the proof. For the reader's convenience, at the end of each of § 3,. . . , § 6 we explicitly discuss how the analysis in the section applies to the Navier-Stokes equations and to the MHD equations with positive conductivity. In § 8 we discuss the extension of the analysis at the previous sections to the case where the dimension of the kernel of the matrix B is bigger than 1 and we discuss the applications to the MHD equations with null conductivity. Finally, in § 9, § 10 and § 11 we provide the proof of some technical results we need in the previous sections. For the reader's convenience, we conclude the introduction by collecting the main notation used in the paper.
Proof outline.
We can now discuss the basic ideas underpinning the proof of Theorem 1.1 and Proposition 1.2. The most important point is the analysis of the equations satisfied by the traveling waves and the boundary layers. Boundary layers are steady solutions of (1.4) satisfying (1.10). A traveling wave with speed σ is a solution of
that converges at both −∞ and +∞. As we mentioned before, the main novelty of the present paper is that we tackle the case where the boundary layers and traveling waves equations are singular, as in the case of the Navier-Stokes equations, see equation (1.7). In § 3.1 we derive the precise expression of the equations satisfied by the boundary layers and the traveling waves. For simplicity, in this introduction we only consider boundary layers, but the equation satisfied by the traveling waves is analogous. It turns out that the equation satisfied by the boundary layers has the form
where v is the unknown and α is a function that can attain the value 0. In the case of the Navier-Stokes equations, α is the fluid velocity. In the general case, α is defined in § 2.1 by (2.9) and the sign of α is what determines the number of boundary conditions we can impose on (1.4).
To tackle the challenges coming from the fact that (1.12) is a singular equation when α = 0, we rely on dynamical systems techniques. In particular, our analysis uses the idea of slaving manifold. We refer to the book [20] for an extended introduction to dynamical systems. We also refer to the lecture notes [10] by Bressan on the center manifold and to the book by Perko [32] for a discussion about the stable manifold.
The first remark we make about ( 1.12 ) is that we do not need to study all solutions, but only those satisfying suitable conditions. Indeed, we are interested in either traveling waves or boundary layers. Traveling waves satisfy ( 1.11) and, since we focus on small total variation regimes, we can study solutions that are confined in a neighborhood of some fixed state and hence lie on a so-called center manifold. Boundary layers satisfy (1.10) and hence we have to study solutions that decay to some limit as x → +∞. Note that this does not imply that the boundary layers lie on the stable manifold, because in the boundary characteristic case there might be boundary layers that are very slowly decaying. However, for the time being we neglect this technical problem and we come back to it in the following.
To illustrate our argument to handle (1.12) we introduce a toy model, and we refer to [8, § 1.1] for a discussion of the general linear case. Consider system (1.12) in the case where
Note that α = v 5 is actually constant in this case. We are interested in solutions with v 5 close, but different from, 0. For simplicity, we also assume that v 5 > 0. By explicitly computing the solutions, we see that v 1 and v 2 are two exponentially decaying solutions and hence can be regarded as "stable components". Note however, that there is an important difference between v 1 and v 2 : v 1 decays to 0 like exp(−x/v 5 ), whereas v 2 decays to 0 like exp(−x). For this reason, we term v 1 the "fast stable component" and v 2 the "slow stable component". Finally, v 4 and v 5 are globally bounded (they are constant) and hence can be regarded as "center components". Note furthermore that to single out the "fast stable component", the "slow stable component" and the "center component" we could proceed as follows.
Step 1: we consider the equation
which is obtained from (1.12) thought the change of variables x = αy. We linearize at (0, 0, 0, 0, 0) and we consider the stable space M f := {v ∈ R 5 : v 2 = v 3 = v 4 = v 5 = 0} and the center space M 0 := {v ∈ R 5 : v 1 = 0}. Note that the stable space provides the "fast stable component" v 1 .
Step 2: we point out that the original system (1.12) restricted on M 0 is not singular as it reads
Note that this is due to the particular structure of the system. We study (1.15), i.e. (1.12) restricted on M 0 . We linearize at (0, 0, 0, 0) and we consider the stable space M s := {v ∈ R 4 : v 3 = v 4 = v 5 = 0} and the center space M 00 := {v ∈ R 4 : v 2 = v 3 = 0}. Note that M 00 provides the center component of the original system (1.12) and that M s provides the "slow stable component".
Step 3: to construct the stable component we "sum" the fast stable component and the slow stable component, i.e. in this case we take M f ⊕ M s .
Very loosely speaking, the basic idea underpinning the analysis in § 3, § 4, § 5, § 6 is that we want to proceed according to Step 1, . . . , Step 3 above in the case where ( 1.12 ) is the equation for the boundary layers of (1.4). We now briefly discuss the extension of each of the above steps.
Step 1: we consider the equation (1.14), which is now formally obtained from (1.12) thought the change of variables dx/dy = α(v). The derivation at this stage is only formal because we are not yet able to show that dx/dy = α is actually a change of variables (for instance, it may in principle happen that α ≡ 0 on some interval). Recall that α is not constant now: for instance, in the case of the Navier-Stokes equations α is the fluid velocity.
Next, we linearize (1.12) at an equilibrium point where α(v) = 0 and we construct the stable manifold and the center manifold (the center manifold is actually not unique, but we can arbitrarily fix one). The stable manifold will loosely speaking provide the "fast stable component". We term the center manifold M 0 . Note that M 0 is a center manifold for ( 1.14) , not for (1.12).
Step 2: by using Hypothesis 5, in § 3 we show that the original system (1.12) restricted on M 0 is not singular. Next, we study system (1.12) restricted on M 0 and we construct the center manifold M 00 and the stable manifold M s . The stable manifold M s will provide the "slow stable component". From the technical viewpoint the analysis of system (1.12) restricted on M 0 is actually quite demanding.
Step 3: we construct the "complete stable component" by combining the "fast stable component" and the "slow stable component". In the case of the toy model (1.13) we could simply add them. Owing to the nonlinearities, in the general case we have to take into account possible interactions. As a matter of fact, the argument is completed by using the notion of slaving manifold, which is recalled in § 11. There is actually one issue that we are left to tackle: we have constructed the "fast stable component" by using equation (1.14) , and the change of variables from (1.12) to (1.14) has to be rigorously justified. We do so in § 6.2 by relying on Hypothesis 5. In particular, we show that, if the solution lies on the manifolds we have constructed and α > 0 at x = 0, then α > 0 for every x > 0.
To complete the overview of the proof of Theorem 1.1 and Proposition 1.2 we have to tackle one last issue we have so far neglected: the boundary is characteristic for the hyperbolic system (1.8) and hence we have to take into account the possibility that there are boundary layers that do not lie on the stable manifold because they very slowly decay to their asymptotic state. Also, we have to take into account that there might be traveling waves (1.11) having speed σ positive but very close to 0, and that by slightly perturbing them we may obtain traveling waves with negative speed, which are not admissible since the domain is x ∈ [0, +∞[. We address these challenges in § 4 by using the same approach as in [1, 7] . As a matter of fact, the analysis greatly simplifies if the characteristic field is linearly degenerate, which is the case of the Navier-Stokes and MHD equations. For this reason we first provide the analysis in the linearly degenerate case and next we consider the general case.
Notation.
We use standard characters to denote real numbers, bold characters to denote vectors and capital bold letters to denote matrices. In other words c ∈ R, c ∈ R d , C ∈ M d×d . In general, we regard vectors as column vectors: c is a column vector, c t is a row vector.
General mathematical symbols.
• c t , C t : the transpose of the vector c, of the matrix C.
• 0 d : the zero vector in R d .
• M a×b : the space of a × b matrices • 0 a×b : the matrix in M a×b having all entries equal to 0.
• I d : the identity matrix in M d×d .
• B d r (x 0 ): the ball of radius r and center
the monotone concave envelope of the function f on the interval [0, s k ], which is defined as in (4.23).
1.2.2.
Symbols introduced in the present paper.
• f : the flux function in (1.2).
• N : the number of unknowns in (1.2) and (1.4).
• E, A, B, G: the matrices in (1.4).
• h: the dimension of the kernel of B, see (2.1).
• B 22 , E 11 , E 22 : see (2.1) and (2.2).
• g 1 , G 2 : see (2.3).
• λ 1 (u), . . . , λ N (u): the eigenvalues of the matrix E −1 A(u).
• k: λ k is the characteristic eigenvalue, i.e. λ k (u) ∼ 0.
• u * : a fixed state satisfying (2.11).
• β: see (2.17).
• v ′ : the derivative of v with respect to the slow variable x, see (3.2).
•v: the derivative of v with respect to the fast variable y, see (1.14).
• R 0 : see Lemma 3.1.
• d: see (3.8)
• Θ 0 : see Lemma 3.4 and equation (3.15 ).
• r 00 : see Lemma 4.1.
• θ 00 : see Lemma 4.2 and equation (4.5).
• f : the function in (4.22).
•c: the same constant as in (4.21).
• ψ sl : see Theorem 5.2.
• ψ b : the projection onto R N of the mapψ b , which attains values in R N × R N −1 × R. The map ψ b is defined in the statement of Lemma 6.1.
Hypotheses and formulation of the boundary condition
In this section we state our assumptions and we provide the rigorous formulation of the boundary condition we impose on (1.4). We also state Corollary 2. 6 . To conclude, in § 2.3 and § 2.4 we show that our assumptions are satisfied by the Navier-Stokes and the MHD equations, respectively.
2.1.
Hypotheses. In this paragraph we state the assumptions we impose on system (1.4), and we comment on them. We first make a preliminary remark: to simplify the notation in the statement of Hypothesis 1,. . . , 5 we write that the various assumptions on the coefficients E, A, B and G must hold "for every u". However, in the whole paper we actually perform a local analysis, and hence as a matter of fact it suffices that our assumptions hold in some ball of R N . Hypothesis 1. System (1.4) is of the normal form, in the Kawashima Shizuta sense, see [21] . More precisely, the coefficients in (1.4) are smooth and satisfy the following assumptions:
i) The matrix B satisfies the block decomposition
for some symmetric and positive definite matrix
. ii) For every u, the matrix A(u) is symmetric. iii) For every u, the matrix E(u) is symmetric, positive definite and block diagonal, namely
where E 11 ∈ M h×h and E 22 ∈ M (N −h)×(N −h) . iv) The second order term can be written in the form G(u, u x )u x , with G satisfying Assume furthermore that the kernel of the matrix D(w) in (1.1) does not depend on w. Then there is a diffeomorphism w ←→ u such that by rewriting (1.1) with u as a dependent variable we arrive at (1.4) for some matrices E, A, B, G satisfying Hypothesis 1.
We now introduce the celebrated Kawashima-Shizuta condition, which in our case reads as follows Hypothesis 2 (Kawashima-Shizuta condition). For every u the matrices E, A and B satisfy (2.5)
Since the matrix A is symmetric by Hypothesis 1, owing to Lemma 10.2 in § 10 we can conclude that the matrix E −1 (u)A(u) has N real eigenvalues, provided each eigenvalue is counted according to its multiplicity. We now introduce the standard hypothesis that the system is strictly hyperbolic.
Hypothesis 3. For every u the matrix E −1 (u)A(u) has N distinct eigenvalues.
We term λ 1 (u), . . . , λ N (u) the eigenvalues of E −1 (u)A(u). In the following, we mostly focus on the boundary characteristic case. More precisely, we assume that
, for every u for some k = 1, . . . , N , and that eigenvalue λ k (u) can attain the value 0. We now introduce the block decomposition of A corresponding to the block decomposition (2.1), i.e.
.
In the following we focus on the case where there is u * ∈ R N such that
We term this case doubly characteristic because the first condition in (2.8) means that the boundary is characteristic at the hyperbolic level, while the second condition implies (as we will see in § 2.2) that the boundary is characteristic at the viscous level. In the following we mostly focus on the doubly characteristic case because it is the most challenging from the technical viewpoint and the fact that we handle it is the main contribution of the present paper. If (2.8) does not hold, loosely speaking we can either apply a simplified version of the analysis of the present paper, or the analysis in [7] , see § 7.7 for a related discussion. We now introduce two new hypotheses: we need them to tackle the doubly characteristic case (2.8).
Hypothesis 4. We have
for some scalar function α.
Note that Hypothesis 4 is only needed in the case h > 1. Indeed, if h = 1 the block decompositions (2.2) and (2.7) boil down to (2.10)
where a 11 and e 11 are scalar functions and e 11 is strictly positive because E is positive definite by Hypothesis 1. Equation (2.9) is then satisfied provided α = a 11 /e 11 . Also, note that in general E 11 is positive definite by Hypothesis 1 and hence by using Hypothesis 4 we get that (2.8) is satisfied if and only if
We now state two useful consequences of Hypothesis 4. Proof. We argue by contradiction: assume that there is u ∈ R N such that the columns of A 21 (u) are not linearly independent, so that there is z ∈ R h such that z = 0 h , A 21 z = 0 N −h . We now introduce the vector ζ := (z t , 0 t N −h ) t and we point out that [A − αE]ζ = 0 N = Bζ. Since ζ = 0 N , this contradicts the Kawashima-Shizuta condition (2.5).
By recalling that A 21 ∈ M (N −h)×h we get Lemma 2. 3 . Under Hypotheses 1, 2 and 4 we have h ≤ N/2.
We now introduce our last hypothesis.
Hypothesis 5.
For every u such that α(u) = 0, we have ∇α(u) = 0 N and furthermore
for some ξ ∈ R N −h which can be written as a linear combination of the columns of A 21 (u).
Note that we impose (2.12) only at points where α(u) = 0. Owing to Hypothesis 5 we are able to assign in a very natural way the boundary conditions for the solution of the hyperbolic-parabolic system (1.4), see § 2.2. Note furthermore that Hypothesis 5 is violated by the Navier-Stokes equations written in Lagrangian coordinates. However, in that case we can apply the analysis in [7] . Remark 2.3.1. In the case when h = 1, we have a 21 ∈ R N −1 and a 21 = 0 N −1 owing to Lemma 2.2. The block decomposition (2.3) boils down to
where g 1 ∈ R N −1 and G 2 ∈ M (N −1)×(N −1) . Hypothesis 4 is trivially satisfied and Hypothesis 5 means that ∇α is as in (2.12) for some nonzero vector ξ parallel to a 21 (u).
Since we need it in the following sections, we state here a result concerning the signature of the matrix B • there are h strictly negative eigenvalues (each of them is counted according to its multiplicity).
Proof. In the proof we assume that all matrices are evaluated at the same point u. First, we point out that the matrices A 21 E −1 11 A t 21 and B 22 are both symmetric owing to Hypothesis 1. We apply Lemma 10.1 in § 10 and we conclude that to establish Lemma 2.4 it suffices to show that
has h strictly positive eigenvalues (each of them counted according to its multiplicity) and the eigenvalue 0 with multiplicity N − 2h. Next, we recall that E −1 11 is symmetric and positive definite. This implies that we can decompose it as E −1 11 = P 2 for some symmetric and positive definite matrix P ∈ M h×h . This implies that
To establish the opposite implication, we point out that the equality
Next, we point out that the columns of M are linearly independent. Indeed, assume by contradiction there is a ∈ R h , a = 0 h such that Ma = A 21 Pa = 0 N −h . Owing to Lemma 2.2, this implies that Pa = 0 h and since P is positive definite this implies a = 0 h , which contradicts our assumption.
We term m 1 , . . . , m h the columns of M. Since they are linearly independent, then the subspace
h , which in turn is equivalent to b ∈ V . This implies that V is the kernel of MM t , and hence that the multiplicity of 0 as an eigenvalue of MM t is exactly N − 2h.
To conclude, we are left to show that, if λ is a nonzero eigenvalue of MM t , then λ > 0. We point out that MM t is symmetric and hence has N − h linearly independent eigenvectors. We fix λ = 0 such that MM t c = λc for some c ∈ R N −h , c = 0 N −h . By left multiplying the previous inequality times c t we get |M t c| 2 = λ|c| 2 , which implies λ ≥ 0 and hence concludes the proof.
2.2.
Boundary conditions for the mixed hyperbolic-parabolic system. In this paragraph we precisely define the boundary conditions for (1.4). We first decompose u as
and we introduce a preliminary result. We recall that α is the same function as in Hypothesis 4.
Lemma 2.5. The sign of α(u 1 , u 2 ) does not depend on u 1 and only depends on u 2 .
Proof. We fix u 1 , u 1 ∈ R h , u 2 ∈ R N −h . We want to show that α(u 1 , u 2 ) has the same sign as α(u 1 , u 2 ). We consider the function a : R → R defined by setting a(t) := α (1 − t)u 1 + tu 1 , u 2 and note that a satisfies
In other words, a = 0 is an equilibrium for the ODE satisfied by a. By the uniqueness part of the Cauchy Lipschitz Picard Lindelöf Theorem on the Cauchy problem, either a is identically 0, or it is always different from 0. This concludes the proof.
Owing to the above lemma, the following function is well defined.
We can eventually define the function β :
We then assign the boundary condition on (1.4) by imposing β(u(x = 0), u b ) = 0 N . The rationale underpinning the above formula is the following. By using Hypotheses 1 and 4, we write (1.4) as (2.18)
Loosely speaking, the components u 1 represent the hyperbolic part, and u 2 represent the parabolic part. As a matter of fact, by imposing β(u(x = 0), u b ) = 0 N we always assign a boundary condition on the parabolic components u 2 ∈ R N −h . Next, we consider the sign of α(u b ), which only depends on u 2b owing to Lemma 2. 5 . We recall that E 11 is a positive definite matrix. If α > 0 at the boundary, then the characteristic lines of the hyperbolic part are entering the domain x > 0 and hence we also assign the boundary condition on the hyperbolic components u 1 . If α ≤ 0 then we do not assign any boundary condition on u 1 .
We can now state the following corollary of the analysis done to establish Theorem 1.1 and Proposition 1.2, and we refer to § 7 for the proof. Corollary 2. 6 . The function we exhibit in the proof of Proposition 1.2 satisfies, besides properties properties i), ii) and iii), also the following property: letū denotes its trace at
2.3.
Application to the Navier-Stokes equations. We consider the compressible Navier-Stokes equations in Eulerian coordinates, i.e. 
Here ρ represents the fluid density, u the fluid velocity and θ the absolute temperature. The internal energy e depends on θ and e θ > 0. Also, ν(ρ) > 0 and κ(ρ) > 0 are the viscosity and heat conductivity coefficients, respectively. We consider the case of polytropic gases, where the pressure p satisfies p(ρ, θ) = Rρθ. We want to write (2.19 ) in the form (1.4). First, we set u := (ρ, u, θ) t and we write (2.19) in the quasilinear form
In the previous expression,
where we have used the shorthand notation ψ(θ, u) = e + u 2 /2. The expressions ofB andG can be also explicitly computed. By left multiplying (2.20) times
and recalling that p(ρ, θ) = Rρθ, we arrive at (1.4) provided
The eigenvalues of E −1 A are λ 1 = u − c, λ 2 = u and λ 3 = u + c, where c = θR + θR 2 /e θ . By direct check one can verify that Hypotheses 1,. . . ,5 are all satisfied provided that N = 3, h = 1,
Application to the MHD equations.
We consider the equations describing the propagation of plane waves in magnetohydrodynamics, i.e.
The quantities ρ, θ, e, p, ν, k have the same physical meaning as at the previous paragraph. The fluid velocity is (u, w) t , with u ∈ R and w ∈ R 2 (we assume that waves are propagating in the direction (1, 0, 0)) and the magnetic field is (β, b) with β ∈ R, β = 0 constant, and b ∈ R 2 . Finally, η ≥ 0 is the conductivity and in the following we separately consider the cases η > 0 and η = 0. We now want to to write (2.21) in the form (1.4). First, we set u = (ρ, b, u, w, θ) and we write (2.21) in the form (2.20) for suitable matricesẼ,Ã,B andG. Next, we left multiply (2.20) times
and we arrive at (1.4) provided 
We set α(u) = u and we obtain (2.9) and that Hypothesis 5 is satisfied. Note that any point
2.4.2.
Case η = 0. In this case h = 3 and Hypotheses 1 and 2 are satisfied. Note that (2.23)
and that Hypothesis 4 is satisfied with α(u) = u. This implies that Hypothesis 5 holds and that any point u * = (ρ * , b * , 0, w * , θ * ), with ρ * , θ * > 0, b * = 0 2 satisfies (2.11). Finally, the boundary condition
The nonsingular manifold M 0
In this section we first derive the ODE satisfied by the boundary layers and the traveling waves of system (1.4), which in general is singular. This is done in § 3.1. Next, in § 3.2 we construct the manifold M 0 and we show that by restricting the traveling waves and boundary layers equations on this manifold we obtain a nonsingular system. Finally, in § 3.3 we explicitly discuss how the analysis in this section applies to the Navier-Stokes and MHD equations. Note that in this section we focus on the case where h = 1, i.e. we assume that the kernel of B is one-dimensional, and we refer to § 8 for the extension to the case h > 1.
3.1.
Traveling waves and boundary layers of (1.4). Given σ ∈ R, we consider a traveling wave solution of ( 1.4) , which is a function of one variable only and satisfies u(t, x) = u(x − σt). If σ = 0, u is actually a steady solution of (1.4) and we term it boundary layer. Note that traveling waves and boundary layers satisfy the ODE
We now recall Remark 2.3.1 and we point out that if h = 1 the hyperbolic component u 1 in (2.15) is actually scalar. In the following we denote it by u 1 , in such a way that that the ODE (3.1) can be rewritten as
We couple the above equation with the condition σ ′ = 0, we recall that e 11 > 0, we assume α − σ = 0 and by solving the first equation for u ′ 1 and setting u ′ 2 := z 2 we arrive at
Note that the above equation is singular when α(u) = σ, in particular the equation of the boundary layers is singular when α(u) = 0. This happens at u * owing to (2.11).
3.2.
The manifold M 0 . We fix u * satisfying (2.11). We consider the ODE (1.14), which is formally obtained from (3.2) through the change of variable x = (α(u) − σ)y, and we linearize it at the equilibrium point v * = (u * , 0 N −1 , 0) t . We apply Lemma 2.4 in the case h = 1 and we conclude that the center space (i.e., the eigenspace associated to the eigenvalues with 0 real part) of the Jacobian matrix Dh(v * ) is given by
Owing to (2.2), a 21 (u * ) = 0 N −1 and hence the dimension of M 0 is 2N − 1. We now apply the Center Manifold Theorem and we refer to [10] for the statement and the proof. We recall that the center manifold is not unique in general: we arbitrarily fix one and we term it M 0 . We recall that M 0 is defined in a neighbourhood of v * . The following result describes the structure of M 0 .
Lemma 3.1. There are a sufficiently small constant δ > 0 and a smooth function
such that
the columns of R 0 are linearly independent vectors and
Proof. The proof extends the argument in [5, pp. 240-241] and is based on the statement of the Center Manifold Theorem given in [10] . First, we termM 0 the subspace of R N −1 containing all the vectors orthogonal to a 21 (u * ): this means that M 0 = R N ×M 0 × R. We recall that the center manifold M 0 is parametrized by a suitable map m 0 : M 0 → M 0 . Also, we can construct the map m 0 in such a way that the composition of m 0 with the orthogonal projection onto M 0 is the identity. This implies that
for some suitable functionm 0 : R N ×M 0 × R → R N −1 . Next, by applying the Gram-Schmidt orthonormalization we choose a basis ofM 0 that is orthonormal with respect to the scalar product defined by the symmetric and positive definite matrix B 22 . By a slight abuse of notation, in the following we identify a vectorz 0 ∈M 0 ⊆ R N −1 with the vector z 0 ∈ R N −2 of its coordinates with respect to the orthonormal basis and hence we regardm 0 as a map depending on (u,
We now recall the explicit expression (3.4) of h and we conclude that every point (u, 0 N −1 , σ) is an equilibrium for ( 1.14) . By definition of center manifold, this implies that (u, 0 N −1 , σ) ∈ M 0 provided that it is sufficiently close to v * . This implies thatm 0 (u, 0 N −2 , σ) = 0 N −1 for every (u, σ) sufficiently close to (u * , 0). By applying Corollary 9.2 with f :=m 0 and y := z 0 we conclude that m 0 = R 0 (u, z 0 , σ)z 0 for a suitable function R 0 attaining values in the space M (N −1)×(N −2) . We recall that the manifold M 0 is tangent to M 0 at M 0 and we conclude that the columns of R 0 (u * , 0 N −2 , 0) are N − 2 linearly independent vectors. To conclude the proof, we are left to show that the columns of R 0 (u, z 0 , σ) are linearly independent vectors: since this it true at (u * , 0 N −2 , 0), then it is also true in a sufficiently small neighborhood.
We now investigate the solution of (1.14) lying on M 0 . We first establish two preliminary lemmas.
Assume that α(u) = σ and consider the subsets of R N −1 defined by setting
We first show that Z ⊆Z. Fix z 2 ∈ Z, then v := (u, z 2 , σ) satisfies h(v) = 0 2N provided h is the same as in (3.4) . In other words, v is an equilibrium for the ODE (1.14), which implies that v ∈ M 0 , provided that v is sufficiently close to (u * , 0 N −2 , 0). This implies that z 2 = R 0 (u, z 0 , σ)z 0 for some z 0 ∈ R N −2 , namely that z 2 ∈Z. Owing to Lemma 2.2, a 12 (u) = 0 N −1 and hence the subspace Z has dimension N − 2. On the other hand, the columns of R 0 (u, z 0 , σ) are also linearly independent vectors by Lemma 3.1 and hence the dimension ofZ is also (N − 2) . Since Z ⊆Z, we conclude that Z =Z. This yields (3.7).
Corollary 3.3. There is a smooth function d attaining values in
Proof. Owing to Hypothesis 5, Lemma 2.2 and Lemma 3.2, the functions f := a t 12 R 0 z 0 and a := α − σ satisfy the hypotheses of Lemma 9. 1 . This implies that
for a suitable scalar function h. Since h(u, 0, σ) = 0, then owing again to Lemma 9.1 we get
We are eventually able to provide the equation satisfied by the solutions of (1.14) lying on M 0 . We recall that (1.14) is formally obtained from (3.2) through the change of variable x = (α(u) − σ)y, that v ′ denotes the derivative with respect to x and thatv denotes the derivative with respect to y. Lemma 3. 4 . There is a sufficiently small constant δ > 0 such that by restricting system (1.14)
for a suitable smooth function Θ 0 that attains values in M (N −2)×(N −2) and satisfies
Proof. By plugging the relation z 2 = R 0 z 0 into the first two lines of (1.14) and using (3.4) and (3.8) we arrive at the first two lines of (3.9). To get the third line, we plug the relation z 2 = R 0 z 0 into the last line of (1.14), we use (3.8) and we arrive at
Next, we recall that R 0 depends on u, z 0 and σ, thatu is given by the first two lines of (3.9) (i.e. it is proportional to both α − σ and z 0 ) and thatσ = 0. We conclude that
for every u and σ.
By left multiplying (3.11) times R t 0 and using (3.8) and (3.12) we arrive at
Next, we point out that, owing to (3.6) and (3.13), we have
By continuity, the matrix-valued function R t 0 B 22 R 0 + H 2 is nonsingular in a sufficiently small neighbourhood of (u * , 0 N −2 , 0). This implies that we can solve (3.14) forż 0 and arrive at the third line of (3.9) provided that
To establish (3.10) we recall the expression of g 1 and G 2 (see property iv) in Hypothesis 1) and we use (2.11), (3.6) and (3.13).
Lemma 3.4 implies that if we restrict the singular system to M 0 we obtain a nonsingular system. Lemma 3.5. The manifold M 0 is locally invariant for (3.2) and by restricting (3.2) to M 0 we get
Also, if (u, z 0 , σ) is a solution of (3.16) and α(u) = σ at x = 0, then α(u) = σ for every x.
Proof. Consider a solution (u, z 0 , σ) of system (3.16). We introduce the function a by setting a(x) := α(u(x)). By combing Hypothesis 5 with (3.8) we conclude that a ′ (x) = 0 if a(x) = σ. This implies that a(x) = σ is an equilibrium for the ODE satisfied by a. By the uniqueness part of the Cauchy Lipschitz Picard Lindelöf Theorem, either a is identically σ, or it is always different from σ. This establishes the last statement of the lemma. Next, we fix an initial datum for (3.2) lying on M 0 , we recall (3.5) and conclude that the initial datum must be of the form (ũ, R 0z0 ,σ). Consider the solution of (u, z 0 , σ) of system (3.16) with initial datum (ũ,z 0 ,σ). By the proof of Lemma 3.4, the function (u, R 0 z 0 , σ) is a solution of (3.2). This establishes the first part of the lemma.
To conclude this section, we state a result concerning the signature of R t 0 A 22 R 0 . Note that R t 0 A 22 R 0 is a symmetric matrix and therefore has N − 2 real (non necessarily distinct) eigenvalues. Lemma 3. 6 . Assume that u * satisfies (2.11). Then 2 ≤ k ≤ N − 1 and the signature of the matrix
• 1 eigenvalue is 0;
• k − 2 eigenvalues are strictly negative;
• N − k − 1 eigenvalues are strictly positive, provided each eigenvalue is counted according to its multiplicity.
The proof of Lemma 3.6 is quite long and technical and is given in § 10.
3.3.
Application to Navier-Stokes and MHD equations. We now discuss the application of the analysis in § 3 to the Navier-Stokes and MHD equations with η > 0. For the applications to the MHD equations with η = 0 we refer to § 8.
3.3.1.
Navier-Stokes equations. We recall the discussion in § 2.3 and we point out that u = (ρ, u, θ), u 1 = ρ and u 2 = (u, θ) t . Since N = 3, the dimension of the manifold M 0 is 5, z 0 is a real valued function, R 0 attains value in R 2 and it is perpendicular to a 21 at (u * , 0, 0) owing to (3.8) . By recalling (3.6) we conclude that R 0 (u * , 0, 0) = (0, ρ * θ * /k(ρ * )) t . The function Θ 0 is real valued and attains the value 0 at (u * , 0, 0), which is consistent with Lemma 3.6 since in this case k − 2 = 0 and N − k − 1 = 0.
3.3.2.
MHD equations with η > 0. We recall the discussion in § 2. 4 . Note that u = (ρ, b, u, w, θ), u 1 = ρ and u 2 = (b, u, w, θ) t . Since N = 7, the dimension of the manifold M 0 is 13, z 0 attains values in R 5 and R 0 attains value in M 6×5 and its columns are all perpendicular to a 21 at (u * , 0, 0) owing to (3.8) . By recalling (3.6) we conclude that
The function Θ 0 attains the value in M 5×5 and by using (3.10) we get
Note that the eigenvalues of Θ 0 (u * , 0, 0) are: 0 (with multiplicity 1), −βρ * / √ ην (with multiplicity 2) and βρ * / √ ην (with multiplicity 2). This is consistent with Lemma 3.6 since in this case k = 4.
Characteristic boundary layers
In this section, we study the characteristic boundary layers, i.e. the boundary layers that decay very slowly to their limit. Note that we have to take them into account because the boundary is characteristic for the hyperbolic system (1.8), i.e. one eigenvalue of E −1 A can attain the value 0, see (2.11) . Note that when we handle characteristic boundary layers we have to simultaneously handle travelling waves. We proceed as follows: in § 4.1 we construct the center manifold of system (3.2) restricted on M 0 . As we point out in § 4.4.1, this construction is trivial in the case of the NavierStokes equations, but it is in general non trivial. For instance, it is not trivial in the case of the MHD equations, see § 4.4.2. In § 4.2 we discuss the characteristic boundary layers analysis by assuming that the characteristic vector field is linearly degenerate. This assumption considerably simplifies the analysis and it is satisfied by the Navier-Stokes and MHD equations. In § 4.3 we discuss the general case and in § 4.4 we describe the applications of the analysis to the Navier-Stokes and MHD equations. As in the previous section, here we focus on the case h = 1 and we refer to § 8 for the case h > 1.
Center manifold analysis.
In this paragraph we construct a manifold containing the boundary layers with characteristic speed. We linearize system (3.16) at the point (u * , 0 N −2 , 0). Owing to Lemma 3.6, the center space has dimension N + 2. We arbitrarily select a center manifold and we term it M 00 . Note the difference between the manifold M 0 and the manifold M 00 : M 0 is a center manifold for system (1.14), M 00 is a center manifold for system (3.16 ) and henceforth for system (3.2). The proof of the following result is similar to, but easier than, the proof of Lemma 3.1 and it is therefore omitted. See also [5, §4] .
Lemma 4.1. There are a sufficiently small constant δ > 0 and a smooth function r 00 :
Also,
We now restrict system (3.16) to M 00 .
Lemma 4.2. By restricting system (3.16) (and henceforth system (3.2)) to the manifold M 00 we get
In the previous expression, θ 00 : R N × R × R → R is a suitable smooth function satisfying
Proof. We can argue as in the proof of Lemma 3.4 and therefore we omit most of the details. By plugging the relation z 0 = r 00 z 00 into the third line of (3.16) and using (3.15) we arrive at (4.3) provided that θ 00 (u, z 00 , σ) := r t 00 {r 00 + z 00 ∂ z 00 r 00 } −1 r t 00 Θ 0 r 00 + e −1
11 z 00 d t r 00 ∂ u 1 r 00 − z 00 D u 2 r 00 R 0 r 00 .
(4.5)
To establish (4.4), it suffices to combine (3.10) and (4.2).
We now collect some properties of the functions r 00 and θ 00 that we need in the following.
Lemma 4.3. We have
Proof. We proceed according to the following steps.
Step 1: we establish the equality
To establish (4.7) we recall that any solution of (3.9) is a solution of (3.2) and hence we plug the relation z 2 = R 0 r 00 z 00 into the third line of (3.4) and we divide by (α − σ). By evaluating the above expression at the point (u * , 0 N −2 , 0) and using (4.4) we eventually arrive at (4.7).
Step 2: by using the explicit expressions (3.15) and (4. 
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, and this implies (4.6) because e 11 > 0, E 22 is positive definite, r 00 = 0 N −2 owing to (4.2) and R 0 has rank N − 2.
We now recall that λ k is the k-th eigenvalue of E −1 A and can attain the value 0.
Lemma 4. 4 . There is a constant δ > 0 such that, if u ∈ B N δ (u * ), then we have (4.10)
Proof. Owing to (4.6), we can apply the Implicit Function Theorem and conclude that there is a function σ(u) such that θ 00 (u, 0 N −2 , σ(u)) ≡ 0. By applying (4.8) at the point (u, 0 N −2 , σ(u)) we arrive at
Next, we introduce the vector v := − e By using (4.11), recalling that σ(u) = λ k (u) and using the block decompositions (2.10) we establish the following property. 11 d t r 00 , R 0 r 00 ) t evaluated at the point (u, 0, λ k (u)) is an eigenvector of E −1 A(u) corresponding to the eigenvalue λ k (u).
4.2.
The linearly degenerate case (Navier-Stokes and MHD equations). In this paragraph we focus on the linearly degenerate case, which is considerably simpler than the general case and it is the case of the Navier-Stokes and MHD equations. More precisely, we make the following assumptions:
II) There is a smooth, invertible diffeomorphism w : R N → R N such that u is a smooth solution of (1.4) if and only if w satisfies (1.1) for some suitable functions f and D.
Note that the Navier-Stokes and MHD equations satisfy both I) and II). This paragraph aims at establishing the following result. 
, one (and only one) of the following cases holds true. i) there is a contact discontinuity connectingũ and ζ k (ũ, s k ). The speed of the contact discontinuity is nonnegative and close to 0. ii) there is a steady solution of (1.4) (i.e., a boundary layer) such that
The boundary layer lies on M 00 , i.e. it is a solution of (4.3).
B) The map ζ k is Lipschitz continuous with respect to bothũ and s k . It also is differentiable with respect to s k at any point (ũ, 0) and furthermore
Note that, owing to Lemma 4.5, if λ k (ũ) ≥ 0 then ∂ζ k /∂s k evaluated at s k is an eigenvector of E −1 A. The proof of Lemma 4.6 is given in the next paragraph. 4 .2.1. Proof of Lemma 4.6. We fix δ > 0 (the exact value will be determined in the following) and u ∈ B N δ (u * ). We provide the construction of ζ k (ũ, ·) by separately considering two cases. CASE 1: λ k (ũ) ≥ 0. In this case we can use the classical construction, which was originally provided by Lax in [23] . More precisely, in this case ζ k (ũ, ·) is the integral curve of the vector field r k , i.e. it is the solution of the Cauchy problem
Owing to the analysis in [23] , ζ k satisfies properties Ai) and B) in the statement of the lemma. To establish property C), we recall Hypothesis 5 and Lemma 4.5 and we conclude that ∂(α • ζ k )/∂s k = 0 if α • ζ k = 0. This implies that 0 is an equilibrium for the ODE satisfied by α • ζ k . By the uniqueness part of the Cauchy Lipschitz Picard Lindelöf Theorem, either α • ζ k is identically 0, or it is always different from 0. This in particular establishes property C). Case 2: λ k (ũ) < 0. If we used the classical solution in this case, we would end up with contact discontinuities with negative speed, which do not belong to the domain x > 0. Instead, we study system (3.16) and we set σ = 0. In this way, we study the boundary layers of (1.4) that lie on the manifold M 00 . More precisely, we consider the ODEs (4.14)
Note that the above equations are obtained from (3.16) by taking σ = 0 and dividing by z 00 . We consider the Cauchy problem obtained by coupling (4.14) with the initial datum (u, z 00 )(0) = (ũ, 0) and we fix δ > 0 sufficiently small in such way that the solution is defined on ] − δ, δ[. We now establish Lemma 4.7. There is a sufficiently small constant δ > 0 such that, if |ũ − u * | < δ, then the solution of the Cauchy problem obtained by coupling (4.14) with the initial datum (u, z 00 )(0) = (ũ, 0) satisfies z 00 (s) < 0 if 0 < s < δ and z 00 (s) > 0 if −δ < s < 0.
Proof. We fix s > 0 and we show that z 00 (z) < 0. The proof of the other implication is analogous. First, we recall that λ k (ũ) < 0 and we infer that
To establish the last inequality, we have used (4.6) and the fact that the constant δ is small. Since the derivative at τ = 0 is negative by (4.15), then z 00 (τ ) < 0 for τ > 0 sufficiently small. Assume by contradiction that z 00 (s) > 0 for some s > 0. We introduce the value t by setting t := min{τ : z 00 (τ ) = 0} and we point out that and dz 00 /dτ ≥ 0 at τ = t. This means that θ 00 (u(t), 0, 0) ≥ 0 and by arguing as in (4.15) we conclude that λ k (u(t)) ≥ 0 (because otherwise θ 00 (u(t), 0, 0) < 0). Next, we recall that z 00 < 0 on ]0, t[ and we introduce the function y by setting
Note that y is an invertible map from ]0, t[ onto R. We term y −1 its inverse and we point out that
Owing to (4.3), this implies that there is solution of (3.1) (i.e., a traveling wave) with σ = 0 which connectsũ and u(t). This implies that u(t) lies on the k-th admissible wave fan curve starting atũ, which is unique owing to assumption II) at the beginning of this paragraph (see also [4, Corollary 3.3] ). Owing to assumption I), the value of λ k along this curve is constant, which contradicts the fact that λ k (ũ)) < 0, λ k (u(t)) ≥ 0. This implies that z 00 (s) < 0 for s > 0 and concludes the proof.
We are now ready to define ζ k (ũ, ·) in the case where λ k (ũ) < 0: we consider the Cauchy problem obtained by coupling (4.14) with the initial datum (u, z 00 )(0) = (ũ, 0) and we set ζ k (ũ, s k ) := u(s k ).
To establish property C) in the statement of Lemma 4.6 we set a(t) := α(u(t)) and we point out that, owing to Hypothesis 5 and to (3.8) , da/dt = 0 when a = 0. By the uniqueness part of the Cauchy Lipschitz Picard Lindelöf Theorem, a cannot change sign, which yields property C). Property B) in the statement of Lemma 4.6 is satisfied owing to classical results on ODEs. To establish property Aii), we set (4.18) y(τ ) =ˆτ
Owing to Lemma 4. 
, there is u ∈ R N such that A1) the valueũ is connected to u by rarefaction waves an at most countable number of Liu admissible shocks or contact discontinuities. Also, the speed of the shocks, the contact discontinuities and the rarefaction waves is nonnegative and close to 0. A2) there is a steady solution (i.e., a boundary layer) of (1.4) such that
The boundary layer lies on the manifold M 00 , i.e. it satisfies (4.3). B) The map ζ k is Lipschitz continuous with respect to bothũ and s k . It also is differentiable with respect to s k at any point (ũ, 0) and furthermore (4.13) holds true.
To establish the previous lemma we rely on a construction introduced in [1, 7] . The proof is provided in § 4.3.1, § 4.3.2 and § 4.3.3. We discuss the basic idea underpinning the construction of ζ k in Remark 4.11.1.
4.3.1.
Construction of the function ζ k . We fix δ > 0 (the exact value of δ will be determined in the following),ũ ∈ B N δ (u * ) and s k ∈] − δ, δ[, s k > 0. We consider the fixed point problem In the previous expression, r 00 and θ 00 are the same as in (4.3) and the constantc is defined by setting
To establish the last inequality, we have used Lemma 4.3, which implies that ∂θ 00 /∂σ < 0 in a small enough neighbourhood of (u * , 0, 0). Also, the function f is defined by setting 
We have the following result. The proof of the above lemma is based on the same fixed point argument as in [7, Lemma 3.4 ] (see also [4, § 3] ) and is therefore omitted. We can now define ζ k by setting 
Proof of Lemma 4.8, property A).
We only consider the case s k ≥ 0, the case s k < 0 is entirely analogous. First, we discuss an elementary result on the monotone concave envelope. Given s k > 0 and f ∈ C 0 ([0, s k ]) we introduce the values m and τ by setting
see also Figure 1 . Note that the constant function h(τ ) = m is a concave, non decreasing function satisfying h ≥ f , hence by definition (4.23) we have
In the previous expressions, conc [ 
We now recall (4.25) and we complete the proof of Lemma 4.8, property A). First, we point out that z 00 (τ ) ≤ 0 for every τ . Next, we recall the definition (4.26) of τ and we separately consider two cases. Case 1: τ = s k . In this case we set u := u(s k ). Property A2) is trivially satisfied, it suffices to take u(t) ≡ u. We now establish property A1). Owing to Lemma 4.10, we can apply [4, Theorem 3.2] and conclude thatũ is connected to u = u(s k ) by rarefaction waves and a sequence of contact discontinuities and shocks satisfying Liu admissibility condition. Since the shocks and contact discontinuities speed is σ, then the speed is nonnegative. Case 2: τ < s k . In this case we set u := u(τ ). Owing to Lemma 4.10 and to [4, Theorem 3.2], u satisfies property A1). We now establish property A2). Note that, by the definition of τ , if τ < s k then z 00 (τ ) < 0 on ]τ , s k ]. Also, owing to (4.27), z 00 (τ ) = 0 and, owing to Lemma 4.10, σ(τ ) ≡ 0 on ]τ , s k ]. We now consider the same function y as in (4.18) and we point out that y is an invertible function from ]τ , s k ] onto [0, +∞[. We term y −1 its inverse and we point out that (4.17) holds. This implies that (u • y −1 , z 00 • y −1 , 0) is a solution of (3.16) and hence a boundary layer for (1.4). Also, it satisfies (4.19) and this concludes the proof of A2).
Proof of Lemma 4.8, property B).
The proof of the Lipschitz continuity property follows from an argument analogous to the argument in the proof of [5, Lemma 14.3] and it is therefore omitted. We now focus on the proof of property (4.13). We first establish a preliminary result. 
Proof. First, we point out that the first equality in (4.29) is trivial since u n (0) =ũ for every n. We are left to establish the other two equalities. We point out that it suffices to show that, for every subsequence, there is a further subsequence (which for simplicity we do not re-label) satisfying (4.29). Also, since {z n 00 (0)} n∈N and {σ n (0)} n∈N are both bounded, then we can assume (up to subsequences, that we do not re-label) that the limits in (4.29) exist. In particular, we term ℓ the limit of σ n (0). Also, we term f n the function defined as in (4.22) and defined on [0, s n k ]. Note that f n (0) = 0 for every n. Up to subsequences (that we do not re-label), we can also assume that one of the following cases holds true. Case 1: max [0,s n k ] f n > 0 for every n. Since f n (0) = 0, owing to Lemma 4.10, this implies that
f in a right neighbourhood of 0 for every n. We now apply estimate (5.8) in [2, p. 314 ] with g = 0 and we conclude that lim n↑+∞ z n 00 (0) = 0. Next, we apply estimate (5.7) in [2, p. 314] with g(τ ) := (f n ) ′ (0)τ and we conclude that lim n↑+∞ σ n (0) = lim n↑+∞ (f n ) ′ (0). Recall that this limit is termed ℓ. Owing to (4.22) , this implies that θ 00 (ũ, 0, ℓ)/c + ℓ = ℓ, i.e. that θ 00 (ũ, 0, ℓ) = 0. By recalling (4.10) and that ∂θ 00 /∂σ < 0, we conclude that ℓ = λ k (ũ). Since σ n (τ ) ≥ 0 for every τ , then ℓ ≥ 0 and hence λ k (ũ) ≥ 0. Case 2: max [0,s n k ] f n = 0 for every n. Owing to (4.27), this implies that monconc [0,s n k ] f (0) = 0 and hence that z n 00 (0) = 0, which gives the second limit in (4.29). Also, since monconc [0,s n k ] f is a nondecreasing function, then in this case we have monconc [0,s n k ] f ≡ 0, which implies σ n (0) = 0 and hence ℓ = 0. To conclude the proof of (4.29), we are left to show that, if λ k (ũ) > 0, then we are necessarily in Case 1. Assume by contradiction that λ k (ũ) > 0 and that we are in Case 2, which implies σ n (0) ≡ 0. Owing to (4.22) we have
∂θ 00 ∂σ (ũ, 0, ξ)dξ
Since λ k (ũ) > 0 is close to 0, the above chain of equalities implies that (f n ) ′ (0) > 0, which contradicts the assumption that the maximum of f n is attained at τ = 0. This concludes the proof of (4.29).
We can now establish (4.13): we only show that (4.13) is the right derivative, to show that it also the left derivative the argument is analogous. Owing to (4.20) ,
. We now pass to the limit s k → 0 + and by using (4.29) we arrive at (4.13).
Remark 4.11.1. The basic idea underpinning the construction of ζ k is the following. We recall the construction of the i-th admissible wave fan curve given in [5, § 14] and [4] : one considers the same fixed point problem as in (4.20) , the only difference is that one takes the concave envelope instead of the monotone concave envelope. Very loosely speaking, the basic idea in [5, 4] is that the intervals where z 00 < 0 correspond to shocks or contact discontinuities with speed σ, the sets where z 00 = 0 and σ is strictly increasing correspond to rarefactions (see the proof of [5, Lemma 14.1] for a more detailed explanation) and finally the sets where z 00 = 0 and σ is constant correspond again to contact discontinuities. To understand why in the case of the initial-boundary value problem we replace the concave envelope with the monotone concave envelope we first of all recall Lemma 4.10. The basic idea underpinning the construction of ζ k is that we use the same construction as in the Cauchy problem "as long as possible", i.e. as long as derivative of the concave envelope, i.e. σ, is non-negative. After that, instead of using waves with negative speed, which are not admissible, we use boundary layers, i.e. we take σ = 0.
4.4.
Application to the Navier-Stokes and MHD equations.
Navier-Stokes equations.
We recall the discussion in § 2.3 and § 3.3.1 and we point out that the analysis in § 4.1 is actually redundant in this case because the manifold M 00 is the whole manifold M 0 . Indeed, by linearizing (3.9) at (u * , 0, 0) we obtain a nilpotent matrix and hence the center space is the whole R 5 . Since an eigenvector of E −1 A(u) associated to λ 2 (u) = u is r 2 (u) = (ρ, 0, −θ) t , then the second vector field is linearly degenerate and hence we can apply the analysis in § 4.2 and we do not need the analysis in § 4.3.
4.4.2.
MHD equations with η > 0. We recall the discussion in § 2.4 and § 3.3.2 and, in particular, that the dimension of M 0 is 13. In this case we need the analysis § 4.1 since the manifold M 00 has dimension 9 and it is strictly contained in M 0 . We recall (3.17) and (4.2) and we conclude that r 00 (u * , 0, 0) = (0 t 2 , 0 t 2 , 1) t . Since an eigenvector of E −1 A(u) associated to λ 4 (u) = u is r 4 (u) = (ρ, 0 t 2 , 0, 0 t 2 , −θ) t , then the fourth vector field is linearly degenerate and hence we can apply the analysis in § 4.2 and we do not need the analysis in § 4.3.
Boundary layers lying on M 0
In this section we complete the analysis of the boundary layers lying on M 0 . Note that in § 4 we have considered the characteristic boundary layers, which lie on M 0 . As we point out in § 5.3.1, in the case of the Navier-Stokes the manifold M 0 only contains the characteristic boundary layers and hence the analysis in this section is basically useless. However, in general there might be non characteristic boundary layers lying on M 0 , for instance this happens in the case of the MHD equations, see § 5.3.2.
The main result of this section is Theorem 5.2. In § 5.1 we provide its proof in the linearly degenerate case, in § 5.2 we deal with the general case. In § 5.3 we describe how the analysis applies to the Navier-Stokes and MHD equations. As in the previous sections, we only consider the case h = 1 and we refer to § 8 for the case h > 1. We first establish a corollary of Lemma 3.6.
Lemma 5.1. There is a sufficiently small constant δ > 0 such that the following holds. If |u − u * | < δ, then all the eigenvalues of the matrix Θ 0 (u, 0 N −2 , 0) are real numbers. Also, the signature is as follows: k − 2 eigenvalues are strictly negative, N − k − 1 are strictly positive and one eigenvalue is θ 00 (u, 0, 0) and has exactly the same sign as λ k (u).
Proof. First, we recall (3.15) and by applying Lemma 10.1 we conclude that all the eigenvalues of Θ 0 (u, 0 N −2 , 0) are real numbers. We recall Lemma 3.6 and by the continuity of the eigenvalues we infer that, if u belongs to a sufficiently small neighbourhood of u * , there are k − 2 strictly negative eigenvalues, N −k −1 strictly positive eigenvalues, and one eigenvalue close to 0. We now show that the eigenvalue close to 0 is θ 00 (u, 0 N −2 , 0): it suffices to recall (4.8), evaluate it at the point (u, 0 N −2 , 0), recall that G 2 and g 1 vanish, left multiply (4.8) times R t 0 and use (3.8). To show that θ 00 has exactly the same sign as λ k (u), we recall (4.6), (4.10) and argue as in (4.15).
We fix the eigenvectors p 2 (u), . . . , p k−1 (u) ∈ R N −2 corresponding to the k − 2 strictly negative eigenvalues of Θ 0 (u, 0 N −2 , 0) (the ones different from θ 00 (u, 0, 0), if λ k (u) < 0). We can choose them in such a way that p t i (u * )p j (u * ) = 0 if i = j and |p i (u * )| = 1 for every i. We also define the vectors q 2 , . . . , q k−1 ∈ R N by setting 
, there is u ∈ R N such that property A1) in the statement of Lemma 4.8 holds true and furthermore A2) there is a steady solution (i.e., a boundary layer) of (1.4) such that
The boundary layer lies on the manifold M 0 , i.e. it satisfies (3.16). B) The map ψ sl is Lipschitz continuous with respect to bothũ and s 2 , . . . , s k . It also is differentiable with respect to s 2 , . . . , s k at any point (ũ, 0 k−1 ) and the columns of the Jacobian matrix are the vector in (4.13) and the vectors q 2 , . . . , q k−1 in (5.1).
The proof of Theorem 5.2 relies on the construction in § 4. For this reason, we first provide the proof in the linearly degenerate case (see conditions I) and II) at the beginning of § 4.2). Next, we consider the general case.
Proof of Theorem 5.2 in the linearly degenerate case.
We assume conditions I) and II) at the beginning of 4.2, we fix (ũ, s 2 , . . . , s k ) as in the statement of the theorem and we recall case i) and ii) in the statement of Lemma 4.6. Next, we proceed according to the following steps.
Step 1: we assume λ k (ũ) ≥ 0 and define the value ψ sl (ũ, s 2 , . . . , s k ). First, we recall that u = ζ k (ũ, s k ) satisfies property A1) in the statement of Lemma 4.6. Next, we linearize system (3.16) at the point (u, 0 N −2 , 0), we recall that λ k (u) = λ k (ũ) ≥ 0 by linear degeneracy and owing to Lemma 5.1 we conclude that the stable space (i.e., the space generated by the eigenvalues corresponding to eigenvectors with strictly negative real part) is
We apply the Stable Manifold Theorem and we determine a mapψ sl , attaining values in R N ×R N −2 ×R, which parameterizes the stable manifold. We term ψ sl the projection ofψ sl onto R N (i. Step 2: we assume λ k (ũ) < 0 and define the value ψ sl (ũ, s 2 , . . . , s k ). We set u :=ũ and point out that property A1) in the statement of Lemma 4.6 is trivially satisfied. Next, we linearize system (3.16) at the point (ũ, 0 N −2 , 0) and owing to Lemma 5.1 we conclude that, since λ k (ũ) < 0, then the stable space has dimension k − 1. We apply the Stable Manifold Theorem, we determine a mapψ sl parametrizing the stable manifold and we term ψ sl its projection onto R N (i.e. ψ sl are the first N components of ψ sl ). This implies that properties A2) and B) in the statement of the theorem are satisfied.
Proof of Theorem 5.2 in the general case.
We fix (ũ, s 2 , . . . , s k ) as in the statement of the theorem and we proceed according to the following steps.
Step 1: we recall the statement of Lemma 4.8 and we conclude that there is u satisfying A1) and A2) in there. In particular, there is a boundary layer lying on M 00 and satisfying (4.19) . Since the boundary layer lies on M 00 , then it has the form (u, z 00 , 0). By the analysis in § 4.1, this implies that (u, z 00 r 00 , 0) is an orbit lying on M 0 . We term it v 0 and we point out that v 0 (0) = (ζ k (ũ, s k ), z 00 r 00 , 0).
Step 2: we apply Lemma 11.1 in the case where system (11.1) is given by (3.16) , 
We term ψ sl the first N components ofψ sl , i.e. the projection ofψ sl onto R N . Note that owing to (11.4 ) the solution of (3.16) with initial datumψ sl approaches the boundary layer v 0 at exponential rate as x → +∞. In particular, the u component converges to u and hence (5.2) is satisfied. We remark in passing that, since the last component of v 0 is identically 0, so is the last component ofψ sl because σ is constant on the orbits of (3.16).
Step 4: to establish property B) in the statement of Theorem 5.2 we combine property B) in Lemma 4.8 with the regularity part of Lemma 11.1, with (11.6) and with Lemma 11.3.
To conclude this paragraph we make some heuristic comment on the proof of Theorem 5.2. In particular, we recall Case 1 and Case 2 at the end of § 4.3.2 and we describe the structure of the boundary layer satisfying (5.2) in these cases. Case 1: τ = s k . In this case u = ζ k (ũ, s k ) and the boundary layer lying on M 00 is trivial, i.e. u(x) ≡ u. Also, z 00 (s k ) = 0 and hence v 0 (0) =v, which owing to (11.6) 
Hence, in this case the boundary layer satisfying (5.2) does not have any component lying on M 00 and the u component decays to u at exponential rate. Case 2: τ < s k . In this case there is a nontrivial boundary layer lying on M 00 , which satisfies (4.19). By applying Lemma 11.2 we construct a slaving manifold of solutions of (3.16 ) that approaches the boundary layer lying on M 00 at exponential rate. In this case the boundary layer satisfying (5.2) will in general converge to u at a slower rate than in Case 1.
5.3.
Navier-Stokes equation.
We recall the discussion in § 4. 4.1 , that the manifold M 0 coincides with the manifold M 00 and that k − 2 = 0. This implies that the analysis in § 5 is actually redundant in this case.
5.3.2.
MHD equations with η > 0. We recall the discussion in § 3.3.2 and that k − 2 = 2. This implies that we need the analysis in § 5 and the function ψ sl depends onũ and on 3 other variables s 2 , s 3 , s 4 .
Complete boundary layers analysis
Very loosely speaking, in this section we combine the "slow" boundary layers lying on M 0 with the "fast" boundary layers lying on a stable manifold for ( 1.14) . See § 1.1 for a more detailed discussion. Owing to the nonlinearity, we cannot simply add the "slow" and the "fast" boundary layers, but we have to take into account possible interactions. From the technical viewpoint, this issue is tackled by relying on the notion of slaving manifold, which is overviewed in § 11. The exposition is organized as follows. In § 6.1 we work on system (1.14), where h is given by (3.4) . In § 6.2 we show that (in some cases) we can actually go back to the original system (3.2). This requires a quite careful analysis which uses Hypothesis 5. As in the previous sections, we focus on the case h = 1 and we refer to § 8 for the case h > 1. 6 . 1 . Fast variable analysis. First, we have to introduce some notation. We recall the proof of Theorem 5.2 and the fact that the map ψ sl (ũ, s 2 , . . . , s k ) is the projection onto R N of a mapψ sl , attaining values in R N × R N −2 × R such that i) the last component ofψ sl (ũ, s 2 , . . . , s k ) is identically 0; ii) for every (ũ, s 2 , . . . , s k ) the solution of the Cauchy problem obtained by coupling (3.16 ) with the initial datumψ sl (ũ, s 2 , . . . , s k ) satisfies lim x→+∞ u(x) = u, where u is a certain state depending onũ and s k . Next, we recall that system (3.16) is obtained from (3.9) through the change of variables x = αy, and that (3.9) is system (1.14) restricted on M 0 , which is a center manifold for system (1.14). We now consider the solution of the Cauchy problem obtained by coupling the initial datumψ sl (ũ, s 2 , . . . , s k ) with system (3.16): this provides a solution of ( 1.14) .14) is constant.
To establish property B), we combine property B) in the statement of Theorem 5.2, the regularity statements in Lemma 11.1, (11.6) and Lemma 11.3.
Back to the original variables.
We recall that the function v satisfying (6.1) is a solution of (1.14). We now want to go back to the original system (3.2) and obtain a boundary layer of (1.4). This is possible owing to Lemma 6.2 below. In the statement of the lemma, ψ b is the projection onto R N of the mapψ b , which attains values in R N × R N −1 × R. • ψ b (ũ, s 1 , . . . , s k ) > 0 then there is a solution of (3.2) such that α(u(x))) > 0 for every x > 0 and furthermore Conversely, if α(u 0 ) < 0 at y = 0, then α(u 0 ) < 0 for every y ≥ 0 and the integral at the left hand side of (6.4) equals −∞.
Lemma 6.2. If α
Proof of Lemma 6.3. We only consider the case where α(u 0 ) > 0 at y = 0, the other case is analogous. We apply Lemma 9.1 with a := α and f := ∂ u 1 α (the partial derivative of α with respect to the first component of u) and we point out that, owing to Hypothesis 5, the hypotheses of Lemma 9.1 are satisfied. By applying Lemma 9.1 we conclude that ∂ u 1 α = αg for some suitable function g. Next, we set α 0 := α(u 0 ) and we recall that by restricting (1.14) on M 0 we obtain (3.9). By using the equality ∂ u 1 α = αg, using again Hypothesis 5 and recalling (3.8) and σ = 0 we conclude that dα 0 /dy = α 2 0g for some smooth functiong (its precise expression is not important here). We term m a constant satisfying |g| ≤ m (recall that u 0 is confined in a neighbourhood of u * by definition of center manifold) and by the comparison principle for ODEs we arrive at Proof of Lemma 6. 4 . We assume α(ψ b ) > 0: by construction, this means that α(u) > 0 at y = 0. By combining Hypothesis 5 and (1.14) and recalling (3.4) and that σ = 0 we conclude that dα(u(y))/dy is 0 when α(u(y)) = 0. This implies that, if α(u(y)) > 0 at y = 0, then α(u(y)) > 0 for every y. We are left to establish (6.6).
We recall the definition of v 0 given before the statement of Lemma 6.1 and we term u 0 the first N components of v 0 . We recall that v 0 lies on M 0 , and hence satisfies Lemma 6.3. Owing to (11.3),
for every y > 0 and for a suitable constant γ > 0. We separately consider the following cases. Case 1: α(u 0 ) > 0 at y = 0. We write α(u) = α(u 0 ) + α(u) − α(u 0 ) and by combining (6.4) and (6.7) we arrive at (6.6).
Case 2: α(u 0 ) < 0 at y = 0. By combining the decomposition α(u) = α(u 0 ) + α(u) − α(u 0 ) with the second part of Lemma 6.4 we conclude that the right hand side of (6.6) is −∞, which contradicts the fact that α(u(y)) > 0 for every y ≥ 0. This means that Case 2 cannot occur. 
6.4.
6.4.1.
Navier-Stokes equations. We recall the discussion in § 2.3 and § 4.4.1 and that k = 2 and we conclude that that ψ b depends on (ũ, s 1 , s 2 ). Concerning the analysis in § 6.2, recall that the function α is α(ρ, u, θ) = u.
6.4.2.
MHD equations with η > 0. We recall the discussion in § 5. 3.2 , that k = 4 and that α(u) = u. We conclude that that ψ b depends on (ũ, s 1 , s 2 , s 3 , s 4 ).
Proof of the main results
In this section we establish the proof of Theorem 1.1, Proposition 1.2 and Corollary 2.6 in the case where h = 1, and we refer to § 8 for the case h > 1.
Proof overview.
We overview the proof of Proposition 1.2 and Corollary 2.6. Theorem 1.1 is actually a corollary of Proposition 1.2 and we discuss its proof in § 7. 5 . Also, note that we mostly focus on the case where the data u i and u b are close to a state u * satisfying (2.11), which is the case we termed doubly characteristic. If (2.11) does not hold, the analysis is actually simpler, and we discuss it in § 7. 7 .
The very basic idea of the proof of Theorem 1.1 and Proposition 1.2 is the same as in the paper by Lax [23] . We recall that the key point in [23] is the construction of the i-th admissible wave fan curve φ i (ũ) through a given stateũ. This curve contains all the states that can be connected toũ by either a rarefaction wave or an admissible shock or a contact discontinuity with speed close to the i-th eigenvector of E −1 A. One then composes the curves φ 1 , . . . , φ N , takes the inverse function and determines a solution of the Cauchy problem obtained by patching together finitely many rarefaction waves, admissible shocks and contact discontinuities. In the present paper we focus on the initialboundary value problem and we work in the domain x ∈ [0, +∞[. We use the admissible wave-fan curves φ k+1 , . . . , φ N (a more general version than those in [23] ), to connect the initial datum u i to some stateũ. Next, we have to describe the states that can be connected toũ by rarefaction waves, admissible shocks and contact discontinuities with speed bigger than, but close to, 0, and by boundary layers. This is done by using the analysis discussed in the previous section, and in particular Theorem 5.2 and Lemma 6.1. To conclude we have to show that the composite map is invertible.
The proof is organized as follows. In § 7.2 we recall the construction of the admissible wave fan curve under more general hypotheses than those in [23] . In § 7.3 we discuss the proof of the main results in the case where we assign N boundary conditions on (1.4), in § 7.4 we consider the case where we assign N − 1 boundary conditions. In § 7.5 we provide the proof of Theorem 1.1, which follows from the proof of Proposition 1.2. In § 7.6 we establish the proof of two technical lemmas. In § 7.7 we discuss the case where (2.11) is violated.
7.2.
The admissible wave fan curve. The admissible wave fan curve φ i was first constructed in [23] under the assumptions that the system is in conservation form and that the i-th characteristic field is either linearly degenerate or genuinely nonlinear. These hypotheses were later relaxed in a series of papers by Liu [25, 26] , Tzavaras [38] and Bianchini [4] . We now recall a result from [4] . i (ũ) (on the left) by rarefaction waves and an at most countable number of shocks and contact discontinuities satisfying Liu admissibility condition.
ii) The map φ i is Lipschitz continuous with respect to bothũ and s i . It also is differentiable with respect to s i at any point (ũ, 0) and furthermore
where r i (ũ) is an eigenvector of E −1 A(ũ) associated to λ i (ũ).
Note that, if the system is not in conservation form, the Rankine-Hugoniot conditions are not defined and hence the fact that two given states u − and u + ∈ R N can be the left and the right state of a shock or a contact discontinuity depends on the underlying viscous mechanism. The notion of shock curve in the nonconservative case is discussed in [4, §3].
7.3.
The case where we assign a full boundary condition. In this paragraph we tackle the case where α > 0 at the boundary, which implies that β(u, u b ) = u − u b and hence that we assign N boundary conditions at x = 0. We first establish the proof of Proposition 1.2, next the proof of Corollary 2.6. 7.3.1. Proof of Proposition 1.2. First, we fix u i and we consider the map
The meaning of the above formula is the following: we are evaluating the function ψ b (the same as in the statement of Lemma 6.1) at the point (ũ, s 1 , . . . , s k ), whereũ is given by φ
Assume that u * satisfies (2.11). There is a sufficiently small constant δ > 0 such that, if |u i − u * | < δ, then the map ζ tot defined as in ( 7.2) is locally invertible in a neighborhood of 0 N .
The proof of Lemma 7.2 is provided in § 7.6. Owing to Lemma 7.2, the equation ζ tot (s 1 , . . . , s N ) = u b uniquely determines the values of (s 1 , . . . , s N ) provided |u i − u b | is sufficiently small. We now exhibit u satisfying properties i),. . . iii) in the statement of Proposition 1.2. We setũ := φ
and we point out that, owing to Lemma 7.1,ũ (on the left) and u i (on the right) are joined by rarefactions waves and Liu admissible shocks and contact discontinuities. In particular, if the system is in conservation form and every vector field is either genuinely nonlinear or linearly degenerate one can use Lax's construction [23] . Assume for a moment that we can indeed use the same construction as in [23] and consider the Cauchy problem between u i (on the right) andũ (on the left): there is a valueλ > 0 close to λ k+1 (ũ) such that the solution of the Cauchy problem is identically equal toũ for x <λt. The solution of the Riemann problem with data u i (on the right) andũ (on the left) in the general case is constructed in [4, 5] and it is identically equal toũ for x <λt.
We now define the function u satisfying the statement of Proposition 1.2 on the set x >λt: on this set we define it as the solution of the Riemann problem with data u i (on the right) andũ (on the left) and we refer to [4, 5, 23] for the explicit expression (see in particular [5, formula (14.7)]). Next, we consider the value s k and we complete the proof of Proposition 1. 2. We first assume that the k-th vector field is linearly degenerate, namely we assume conditions I) and II) at the beginning of § 4.2. We separately consider the following cases:
• if λ k (ũ) > 0, then we recall (see § 5.1) that u = ζ k (ũ, s k ) and we setū := u = ζ k (ũ, s k ). We set
and we now show that the above function satisfies properties i), ii) and iii) in the statement of Proposition 1.2. We recall the proof of Lemma 4.6 and we conclude that property Ai) in the statement of Lemma 4.6 is satisfied, which in turn implies (recalling the definition ofũ) that properties i) and ii) in the statement of Proposition 1.2 are satisfied. Property iii) 1 is trivial since u =ū. To establish property iii) 2 we use (6.3) and we recall that we have imposed
and in this case we setū :=ũ. We set
Note that property iii) 1 in the statement of Theorem 1.1 is satisfied because property Ai) in the statement of Lemma 4.6 is satisfied, which implies (since λ k (ũ) = 0 and the field is linearly degenerate) that there a Liu admissible contact discontinuity joiningū =ũ (on the right) with u = ζ k (ũ, s k ) (on the left). We can establish the other properties of Proposition 1.2 by arguing as in the previous case.
• if λ k (ũ) < 0, then we recall (see § 5.1) that u =ũ and we setū := u =ũ and define u as in (7.4) . Recall that property Aii) in the statement of Lemma 4.6 is satisfied. By the definition ofũ, properties i) and ii) in the statement of Proposition 1.2 are satisfied. Property iii) 1 is trivial since u =ū. To establish property iii) 2 we use (6.3) and we recall that we have imposed ψ b (ũ, s 1 , . . . , s k ) = u b . We now consider the general case, when assumptions I) and II) at the beginning of § 4.2 are not necessarily satisfied. We assume for simplicity s k > 0 (the case s k < 0 is analogous) and we recall that the function f is defined as in (4.22) and that u = u k (τ ), where u k satisfies ( 4.20) and τ is as in (4.26). We let σ be the same as in (4.20) and we recall that σ is non-negative and non-increasing. We define the valueτ by setting
See also Figure 1 . We now define u by setting
where as before u k satisfies (4.20) . Note that the trace of the function u in (7.6) on the t axis is u := u k (τ ). We now verify that the function u in (7.6) satisfies the properties in the statement of the implication it suffices to show that α • u k cannot change sign on [0, s k ], and to prove this it suffices to show that, if α • u k = 0, then ∂(α • u k )/∂τ = 0. To see this, we use again (2.12), (3.8) and the structure of the derivative ∂u k /∂τ , which comes from (4.20). 7 . 4 . The case where we assign N − 1 boundary conditions. In this paragraph we establish the proof of Proposition 1.2 and Corollary 2.6 in the case where α ≤ 0 at the boundary, which implies that β(u, u b ) = 0 N if and only if u 2 − u 2b = 0 N −1 and hence that we assign N − 1 boundary conditions at x = 0 on (1.4). First, we fix u i and we term p u 2 : R N → R N −1 the projection p u 2 (u 1 , u 2 ) = u 2 and we consider the map
The meaning of the above formula is the following: we are evaluating the function ψ sl (the same as in the statement of Theorem 5.2) at the point (ũ, s 2 , . . . , s k ), whereũ is given by φ
Lemma 7. 4 . Assume that u * satisfies (2.11). There is a sufficiently small constant δ > 0 such that, if |u i − u * | < δ, then the map ζ par defined as in ( 7.2) is locally invertible in a neighborhood of 0 N −1 .
The proof of Lemma 7.4 is established in § 7.6. To establish the proof of Proposition 1.2 we impose
which is equivalent to say that β(ψ sl (φ Owing to Lemma 7.4, equation (7.8) uniquely determines the values of (s 2 , . . . , s N ) and the rest of the proof of Proposition 1.2 is basically the same as in the case where we assign a full boundary condition, see § 7.3. The main difference is that when in § 7.3 we use (6.3) here we have to use (5.2). The proof of Corollary 2.6 is also the same. We omit the details. , x) ). We claim that w satisfies properties a), b), c) and d) in the statement of Theorem 1.1. Properties a) and d2) are a direct consequence of properties i) and iii) 2 in the statement of Proposition 1.2. To establish the other properties, we point out that, by the proof of Proposition 1.2,ū is connected to u i by rarefaction waves, shocks and contact discontinuities constructed by relying on the admissible wave fan curves defined in [4] (see also Lemma 7.1 in here). By the analysis in [4] , this implies that the statew = w(ū) is connected tow = w(u i ) by rarefaction waves, shocks and contact discontinuities and that w(t, x) is a distributional solution of (1.2). Very loosely speaking, the reason why this is true is because the admissible wave fan curve φ i is constructed by relying on smooth solutions (more precisely, traveling waves solutions) of (1.3), and smooth solutions of (1.3) are in a one-to-one correspondence with smooth solutions of (1.1). 7 . 6 . Proof of Lemmas 7.2 and 7. 4 . The proof is organized as follows. First, we recall some notation and we establish a preliminary result, i.e. Lemma 7.5. Next, we establish Lemma 7.2 and Lemma 7. 4. We recall that q 2 (u), . . . , q k (u) are the vectors defined as in (5.1) and r k (u), . . . , r N (u) are the eigenvectors of E −1 A(u) associated to λ k (u), . . . , λ N (u), respectively. Note that, owing to (2.11) and Lemma 4.5, q k (u * ) = r k (u * ).
Lemma 7.5. Let u * satisfy (2.11). The vectors
are linearly independent.
Proof of Lemma 7.5. In the proof we assume that the vectors q 2 , . . . , q k−1 , r k , . . . , r N are alway evaluated at the point u * . First, we make the following remarks.
• The vectors r k , . . . , r N are linearly independent because they are eigenvectors associated to different eigenvalues. We term W + the space generated by r k , . . . , r N , which has dimension N + 1 − k.
• The vectors q 2 , . . . , q k−1 are also linearly independent. To see this, we recall definition (5.1), the fact that p 2 , . . . p k−1 are linearly independent and the fact that the matrix R 0 has maximal rank. We term W − the space generated by q 2 , . . . , q k−1 , which has dimension k − 2.
• We also term W b the space generated by (1, 
We now proceed according to the following steps.
Step 1: we show that W b ∩ W − = 0 N . It suffices to combine (5.1), the fact that p 2 , . . . p k−1 are linearly independent and the fact that the matrix R 0 has maximal rank.
Step 2: we show that W + ∩ W b ⊕ W − = 0 N . We fix ξ in the intersection, namely
for suitable coordinates a 1 , . . . , a k−1 and b k , . . . , b N . We want to show that ξ = 0 N . We use the second equality in (7.10), we recall that Ar j = λ j Er j and finally we use (10.1) with T = E. We conclude that
Next, we point out that, owing to the relation a t
where ς i < 0 is the eigenvector of R t 0 A 22 R 0 (u * , 0 N −2 , 0) associated to p i . By using the first equality in (7.10 ) and the relation p t i p j = 0 if i = j (see the discussion before (5.1)) we arrive at (7.12)
We now compare (7.11 ) and (7.12) and we recall that λ k (u * ) = 0, 0 < λ k+1 (u * ) < · · · < λ N (u * ) and ς 2 , . . . , ς k−1 < 0. We conclude that a 2 = · · · = a k−1 = 0 = b k+1 = · · · = b N . This implies that a 1 (1, 0 N −1 ) t = b k r k , but owing to the Kawashima-Shizuta condition (2.5) this implies that a 1 = b k = 0, namely that ξ = 0 N . This concludes the proof of the lemma.
We can now provide the [12, p.253 ]) and we conclude that to show that the map is invertible it suffices to show that the columns of the Jacobian matrix evaluated at 0 N are linearly independent. By continuity, it suffices to prove that they are linearly independent in the case where u i = u * . This is true by Lemma 7.5. The proof of the lemma is complete.
Finally, we provide the Proof of Lemma 7. 4 . We argue as in the proof of Lemma 7.2 and we conclude that it suffices to show that the vectors
for some real numbers a 2 , . . . 
7. 7 . The case where (2.11) does not hold. We recall that the data u b and u i in the statement of Theorem 1.1 and Proposition 1.2 are sufficiently close. We can assume that they belong to a sufficiently small neighborhood of a given state u * . We have so far discussed considered the case where u * satisfies (2.11). We now discuss the proof of Theorem 1.1, Proposition 1.2 and Corollary 2.6 in the case where (2.11) does not hold. We separately consider the following cases. Case 1: if α(u * ) = 0, but all the eigenvalues of E −1 A are bounded away from 0, then the boundary is not characteristic, and the analysis is the same as in the present paper, but simpler. In particular, Lemma 3.6 modifies as follows: let n be the number of strictly negative eigenvalues of E −1 A, then the matrix R t 0 A 22 R 0 (u * , 0 N −2 , 0) is nonsingular and has n − 1 eigenvalues with strictly negative real part, and N − n − 1 eigenvalues with strictly positive real part (each eigenvalue is counted according to its multiplicity). Since the matrix R t 0 A 22 R 0 (u * , 0 N −2 , 0) is nonsingular, then we do not need the analysis in § 4. The rest of the analysis is basically the same. Case 2: if α(u * ) = 0, then α is bounded away from 0 in a sufficiently small neighborhood of u * . Assume that α − λ i is also bounded away from 0, for every λ i positive eigenvalues of E −1 A. Then we can apply the analysis in [7] . Case 3: assume that α is bounded away from 0, but α(u * ) = λ j (u * ) > 0 for some λ j positive eigenvalue of E −1 A. We can then apply the analysis in [7] to study the boundary layers, but we need some of the analysis of the present paper to construct the j-th admissible wave fan curve. Indeed, to construct this curve we have to study the equation of the traveling waves with speed σ close to λ j . This means that we have to study (3.2) , which is singular at u * when σ = λ j (u * ). To tackle this issue we consider (1.14), we linearize at v * = (u * , 0 N −2 , λ j (u * ) and we construct a center manifold. By arguing as in § 3, we can show that the restriction of (3.2) is ( 3.16 ) for a suitable function Θ 0 attaining the value R t 0 [A 22 − λ j E 22 ]R 0 at the point (u * , 0 N −2 , λ j (u * )). By arguing as in the proof of Lemma 3.6 we get that the matrix R t 0 [A 22 − λ j E 22 ]R 0 evaluated at (u * , 0 N −2 , λ j (u * )) is singular. We can then argue as in § 4.1 and construct a center manifold. To construct the j-th admissible wave fan curve we rely on the analysis in [4] and argue as in § 4.3, the main difference is that in (4.20) we have to take the concave envelope instead of the monotone concave envelope. 8 . The case h > 1 (the dimension of the kernel of B is larger than 1)
In this section we discuss how to extend the analysis at the previous section to the case where h > 1. Note that, owing to the discussion in § 2.4, this is the case of the MHD equations with η = 0, where h = 3. We now separately discuss the extension of the analysis of each of the previous sections. 8 . 1 . The analysis in § 3. By arguing as in § 3, we can write (3.1) in the form (3.2) provided (8.1)
Note that now u 1 ∈ R h , u 2 , z 2 ∈ R N −h . By linearizing the above equation at the point (u * , 0 N −h , 0) we get that the center space is given by
Note that the relation A t 21 (u * )z 2 = 0 h means that z 2 is perpendicular to the h columns of A 21 , which are linearly independent by Lemma 2.2. This implies that the dimension of (any) center manifold is 2N −2h+1. We can then repeat the analysis in § 3 with no relevant change. Note that now z 0 ∈ R N −2h and R 0 ∈ M (N −h)×(N −2h) and recall that N ≥ 2h by Lemma 2.3. Also, note that (3.8) becomes
for a suitable function D attaining values in M (N −2h)×h . We eventually arrive at Lemma 3.5 with (3.16) replaced by
Note that the function Θ 0 attains values in M (N −2h)×(N −2h) and satisfies (3.10) . By arguing as in the proof of Lemma 3.6 (see also [7, Lemma 4.7] and apply it with q = h, n 11 = 0) one can establish the following result.
Lemma 8. 1 . Assume that u * satisfies (2.11). Then h + 1 ≤ k ≤ N − h and the signature of the matrix R t 0 A 22 R 0 (u * , 0 N −2 , 0) is as follows:
• k − h − 1 eigenvalues are strictly negative;
• N − k − h eigenvalues are strictly positive. As usual, each eigenvalue is counted according to its multiplicity.
8.1.1.
Applications to the MHD equations with η = 0. We recall the discussion in § 2. 4 .2 and that u = (ρ, b, u, w, θ) t . Note that u 1 = (ρ, b) t and u 2 = (u, w, θ) t . Since N = 7 and h = 3, then the dimension of the manifold M 0 is 9, z 0 is a real valued function, R 0 attains value in R 4 and it is perpendicular to each column of A 21 at (u * , 0, 0) owing to (8.2) . By recalling (3.6) we conclude that R 0 (u * , 0, 0) = (0, 0 t 2 , ρ * θ * /k(ρ * )) t . The function Θ 0 is real valued and attains the value 0 at (u * , 0, 0), which is consistent with Lemma 3.6 since in this case k − h − 1 = 0 and N − k − h = 0 (recall that k = 4). 8 . 2 . The analysis in § 4. The analysis in § 4 extends with only minor changes to the case h > 1. The dimension of the manifold M 00 is N + 2 and one can construct the curve ζ k by arguing as in § 4.2 (linearly degenerate case) and § 4.3 (general case). Note that (4.13) is replaced by
Note that Lemma 4.5 extends and hence, if λ(ũ) ≥ 0, then ∂ζ k /∂s k evaluated at (ũ, 0) is an eigenvector of E −1 A(ũ).
8.2.1.
Applications to the MHD equations with η = 0. We recall the discussion in § 2.4 and and we point out that the analysis in § 4.1 is actually redundant in this case because the manifold M 00 is actually the whole manifold M 0 . Indeed, by linearizing (8.3) at (u * , 0, 0) we obtain a nilpotent matrix and hence the center space is the whole R 9 .
Since an eigenvector of E −1 A(u) associated to λ 4 (u) = u is r 4 (u) = (ρ, 0 t 2 , 0, 0 t 2 , −θ) t , then the fourth vector field is linearly degenerate and hence we can apply the analysis in § 4.2 and we do not need the analysis in § 4.3. 
where p h+1 , . . . , p k−1 ∈ R N −2h are eigenvectors of R t 0 A 22 R 0 (u, 0 N −2h , 0) associated to strictly negative eigenvalues (the ones different from θ 00 (u, 0, 0) if λ k (u) < 0).
8.3.1.
Applications to the MHD equations with η = 0. We recall the discussion in § 8. 2.1 , that the manifold M 0 coincides with the manifold M 00 and that k − h − 1 = 0. This implies that the analysis in § 5 is actually redundant in this case and the function ψ sl in Theorem 5.2 is the same as the function ζ k in Lemma 4.6. 8 . 4 . The analysis in § 6. We first focus on Lemma 6.1: part A) in the statement of the lemma extends with no change to the case h > 1. Part B) should be modified as follows: the regularity is the same, but the columns of the Jacobian marix at (u * , 0 k ) are the vector in (8.4), the vectors q h+1 , . . . , q k (defined as in (8.5) ) and the vectors (8.6) 
4).
The main differences in the proof of Lemma 6.1 are: i) ψ sl depends on (ũ, s h+1 , . . . , s k ); ii) when we use Lemma 11.1 we apply Lemma 2.4 to determine n − and, if h > 1, then n − = h. The rest of the proof is basically the same. The other results in § 6 extend with no relevant change to the case h > 1.
8.4.1.
Applications to the MHD equations with η = 0. Since h = 3 and k = 4, then the function ψ b depends on (s 1 , s 2 , s 3 , s 4 ) and onũ. The function α(u) in § 6.2 is α(u) = u. 8 . 5 . The analysis in § 7. To establish Theorem 1.1 in the case h > 1 we basically argue as in the case h = 1. The main difference is that when α ≤ 0 at the boundary we have to define the function ζ par by using the projection p u 2 : R N → R N −h by setting p u 2 (u 1 , u 2 ) = u 2 . The statement of Lemmas 7.2 and 7.4 extends to the case h > 1. To establish their proof we rely on the following extension of Lemma 7.5. 
Proof of Lemma 7. 5 . In the proof we always assume that the vectors are evaluated at the point u * . By arguing as in the proof of Lemma 7.5 we obtain that the vectors q h+1 , . . . q k−1 are linearly independent and we term W − the generated subspace, which has dimension k − h − 1. Also, we term W + the space generated by r k , . . . , r N and point out that W + has dimension N − k + 1.
We 
By repeating Step 1, 2 and 3 in the proof of Lemma 7.5 we then conclude the proof of Lemma 8.2.
Factorization results
The following lemma is elementary, we provide the proof for the sake of completeness.
Lemma 9.1. Fix a natural number m > 2. Assume f : R d → R and a : R d → R are two C m function that satisfy the following properties:
Then there is a unique C m−1 function g :
Proof.
We proceed according to the following steps.
Step 1: we write
and we exhibit a function g satisfying (9.1) in the case where a(x 1 , x 2 ) = x 1 . We set
By using the representation
we can show that the above function is continuous and by using the Taylor expansion formula we can find its derivatives, which are continuous up to the order m − 1.
Step 2: we consider the general case. We fix a point x * such that a(x * ) = 0. Owing to assumption i), ∇a(x * ) = 0 d . Just to fix the ideas, we assume that ∂a/∂x 1 = 0. We consider the map w :
Since by assumption ∂a/∂x 1 = 0 at x * , then the Jacobian matrix Dw(x * ) is non singular. Owing to the Local Invertibility Theorem, there is a radius r(x * ) > 0 such that w is invertible in B d r(x * ) (x * ). We term w −1 its inverse and we point out that, by construction, a(w −1 (y)) = y 1 . We can then apply Step 1 to the functions a • w −1 and f • w −1 and infer that there is g x * such that f (w −1 (y)) = a(w −1 (y))g x * (y). We can then consider the function g x * • w, which satisfies (9.1), but is only defined in B d r(x * ) (x * ). To obtain a globally defined function and conclude the proof of the lemma, we consider the closed set
We can find a countable, locally finite set of points {x * n } n≥1 such that
We can then construct a partition of unity associated to the above covering. In particular, we can fix a sequence of smooth functions {θ n } n≥0 such that 1)
2) for every x ∈ R d , there are at most finitely many n's such that θ n (x) = 0; 3) for every n ≥ 1, the support of θ n is contained in
We can now define the function g by setting
Note that the above series pointwise converges owing to property 2) above. Also, the function g is of class C m−1 because both the θ-s and the g xn -s are C m−1 . To establish (9.1) it suffices to point out that
Step 3: we establish uniqueness of the function g. By combining condition i) in the statement of the lemma with the Implicit Function Theorem we infer that A can be locally represented as an hypersurface. In particular, A is a closed set with empty interior. Owing to (9.1), we have g = f /a on R d \ A. Since g is by definition C m−1 , and in particular locally Lipschitz continuous, it can be uniquely extended to the closure of
Then there is a C m−1 function G :
Proof. First, we point out that we can restrict with no loss of generality to the case when k 3 = 1. Indeed, if k 3 > 1 then we apply the result in the case k 3 = 1 to each component of f . Also, for simplicity we assume k 2 = 2 and we denote by (y 1 , y 2 ) the components of y. The case k 2 > 2 does not pose additional challenges. We decompose f as
For every fixed x, the term f (x, y 1 , 0) satisfies the assumptions of Lemma 9.1 provided that a(y 1 ) = y 1 . Hence, f (x, y 1 , 0) = g 1 (x, y 1 )y 1 for some C m−1 function g 1 : R k 1 × R → R. We now consider the second term on the right hand side of (9.5) and we point out that for every fixed x, y 1 it satisfies the assumptions of Lemma 9.1 provided that a(y 2 ) = y 2 . This yields to f (x, y 1 , y 2 ) − f (x, y 1 , 0) = g 2 (x, y 1 , y 2 )y 2 . By plugging the above equalities into (9.5) we arrive at (9.4) provided that G := (g 1 , g 2 ) . This concludes the proof of the corollary. 10 . Proof of Lemma 3.6 10.1. Preliminary results. We first quote two linear algebra results.
Lemma 10.1. Let S, T ∈ M d×d be two real symmetric matrices and assume that T is positive definite. Then all the eigenvalues of T −1 S are real numbers and the matrix T −1 S is diagonalizable through a real matrix. Also, assume that w i and w j are eigenvectors associated to different eigenvalues. Then
The result is known, but we provide the proof for the sake of completeness. Since T is symmetric and positive definite, then T = M t M for some invertible matrix M. For every r ∈ R d , λ ∈ R we have
This implies that (λ, r) is an eigencouple for T −1 S if and only if (λ, Mr) is an eigencouple for are also linearly independent, we conclude that T −1 S is also diagonalizable.
We are left to establish (10.1). We fix two eigenvalues λ i = λ j and we consider the relations Sw i = λ i Tw i and Sw j = λ j Tw j , which owing to the fact that S is symmetric yields λ i w t j Tw i = λ j w t i Tw j . Since T is also symmetric, this implies (10.1).
We now quote a result concerning the signature of T −1 S. The proof is based on an homotopy argument, see [7, Lemma 3.1] and [3, 27] . Lemma 10.2. Under the same assumptions as in Lemma 10.1, the signature of T −1 S is the same as the signature of S. In other words, T −1 S has the same number of strictly negative and strictly positive eigenvalues as S. Also, T −1 S admits the eigenvalue 0 if and only if S does, and the multiplicity is the same.
We now quote a particular case of [7, Lemma 4.7] and for completeness we provide a sketch of the proof. are real numbers. Also, k − 2 are strictly negative, N − k − 1 are strictly positive and the root 0 has multiplicity one.
Proof. By using the block decomposition of B and of A, recalling that a 11 (u * ) = 0 and developing the determinant from the first row we conclude that P is a polynomial of degree N − 2. Next, we introduce a perturbation argument. We define the function d : R 2 → R by setting We draw two conclusions from the previous considerations: i) since the functions s 1 (w), . . . , s N (w) are real numbers, then all the roots of P are real numbers; ii) since the polynomial P has degree N − 2, there are exactly two functions among s 1 (w), . . . , s N (w) that are unbounded for w → 0 + . Up to a change in the order, we can assume that We now study the eigenvalue problem det ζA − B − w(ζ)I N = 0, namely the problem of determining the eigenvalues of the matrix ζA − B as functions of ζ. Motivated by (10.6), we investigate the limit ζ → 0. We term w 1 (ζ), . . . , w N (ζ) the eigenvalues of ζA − B and, by relying again on classical results on algebraic functions [22, Chapter 5] , we conclude that we can order w 1 (ζ), . . . , w N (ζ) in such a way that the behavior for ζ → 0 + is as follows: the eigenvalues w 1 (ζ), . . . , w N −1 (ζ) converge to the N − 1 strictly negative eigenvalues of −B (i.e. of −B 22 ); the eigenvalue w N (ζ) converge for ζ → 0 to 0 (the remaining eigenvalue of −B). By relying on the analysis in [6] one can show (see also [7] ) that w N (ζ) has the following Taylor expansion: To complete the proof of Lemma 3.6 we need the following Lemma 10. 4 . Assume that A and B satisfy Hypotheses 2 and (2.12) with h = 1 and evaluate them at a point u * satisfying (2.11). For a given ς ∈ R, the following statements are equivalent: i) ς is an eigenvalue of the matrix (R 0 ) t A 22 R 0 (u * , 0 N −2 , 0); ii) ς is a root of the polynomial P defined as in (10.2) .
Step 1: we establish the implication i) =⇒ ii). First, we recall that by definition the columns of R 0 generate the hyperspace of R N −1 orthogonal to a 21 . This implies that a 21 and the columns of the matrix R 0 form a basis of R N −1 . We term p ∈ R N −2 an eigenvector of (R 0 ) t A 22 R 0 associated to ς. We have A 22 −ςB 22 R 0 p = R 0 c+a 21 c for some c ∈ R N −2 , c ∈ R. By left multiplying the above expression times (R 0 ) t and recalling that (ς, p) is an eigencouple for (R 0 ) t A 22 R 0 and using (3.6) and (3.8) we arrive at (R 0 ) t R 0 c = 0 N −2 , which implies that c = 0 N −2 and that A 22 − ςB 22 From the first equality we infer that b 2 = R 0 b 3 for some b 3 ∈ R N −2 . By plugging this relation into the second equality in (10.9), left multiplying times (R 0 ) t and using (3.6) we arrive at (R 0 ) t A 22 R 0 − ςI N −2 b 3 = 0 N −2 . This implies that ς is an eigenvalue provided that we show that b 3 = 0 N −2 . Assume by contradiction that b 3 = 0 N −2 , then b 2 = 0 N −1 and from the second equality in (10.9 ) and the inequality a 21 = 0 N −1 we infer that b 1 = 0, which implies that b = 0 N and contradicts our assumption. This concludes the proof of the lemma.
10.2.
Conclusion of the proof of Lemma 3. 6 . If all the all the eigenvalues of (R 0 ) t A 22 R 0 are distinct then Lemma 3.6 directly follows from Lemma 10.3 and Lemma 10. 4 . To complete the proof, we tackle the case of eigenvalues with higher multiplicity by relying on a perturbation argument. We proceed according to the following steps.
Step 1: we show that the multiplicity of 0 as an eigenvalue of (R 0 ) t A 22 R 0 is exactly 1. First, we point out that 0 is an eigenvalue of (R 0 ) t A 22 R 0 by Lemma 10.4 because it is a root of P by Lemma 10. 3 . Next, we assume by contradiction that there are p 1 and p 2 , linearly independent, such that (R 0 ) t A 22 R 0 p 1 = 0 N −2 , (R 0 ) t A 22 R 0 p 2 = 0 N −2 . By arguing as in Step 1 of the proof of Lemma 10.4 we infer that there are two linearly independent vectors q 1 and q 2 such that Aq 1 = Aq 2 = 0 N . This implies that 0 has multiplicity 2 as an eigenvector of (E) −1 A and hence contradicts the strict hyperbolicity.
Step 2: we point out that, for every ν > 0, there is A ν 22 such that i) A ν 22 is symmetric; ii) (R 0 ) t A ν 22 R 0 has N − 2 distinct eigenvalues, and one of them is 0. iii) A ν 22 − A 22 < ν. Here · denotes the Frobenius norm on the space of (N − 1) × (N − 1) matrices (any equivalent norm works).
Step 3: we now construct the matrix A ν by replacing in the block decomposition (2.7) the block A 22 with the block A ν 22 . We define the polynomial P ν (s) := det(A ν − sB). By applying Lemma 10.4 and recalling property ii) in Step 2 we conclude that P ν has N − 2 distinct roots, and one of them is 0. On the other hand, if the constant ν is sufficiently small, then the coefficients of P ν are close to those of P and hence by Lemma 10.3 P ν has at least k − 1 strictly negative roots, and N − k − 1 strictly positive roots. Since one eigenvalue is 0, we conclude that P ν has exactly the k −1 strictly negative and N − k − 1 strictly positive roots. By Lemma 10.4, the same holds for the eigenvalues of (R 0 ) t A ν 22 R 0 . By letting ν → 0 + , using Step 1 and recalling the continuity of eigenvalues we eventually conclude the proof of Lemma 3.6.
The Slaving Manifold Lemma
In this section we discuss a slaving manifold lemma that we have used in the previous analysis. We refer to the classical book by Katok and Hasselblatt [20] for a comprehensive introduction. See also [8] .
Assume that g : R d → R d is a smooth function and consider the ODE (11.1) v ′ = g(v).
We assume that v * ∈ R d is an equilibrium, i.e. g(v * ) = 0. We consider the Jacobian matrix Dg(v * ) and we term n − , n + and n 0 the number of eigenvalues with strictly negative, strictly positive and zero real part, respectively. We assume that n − = 0, n 0 = 0. Also, we term 10γ the spectral gap, namely (11.2) 10γ := max |Reλ| : λ is an eigenvalue of Dg(v * ), Reλ = 0 .
Note that, by the continuity of the eigenvalues, the number of eigenvalues of Dg(v) satisfying Re(λ) < −8γ is n − , provided that δ is sufficiently small. We now want to state an elementary extension of the Stable Manifold Theorem, and we refer to [32, §2] for the classical statement of the Stable Manifold Theorem. Note furthermore that we say that p ∈ R d , p = 0 d is a generalized eigenvector associated to the eigenvalue λ ∈ R of a given matrix F ∈ M d×d if there is m ∈ N such that (F − λI d ) m p = 0 d .
Lemma 11.1. There is a constant δ, which only depends on g and v * , such that the following holds. For everyv ∈ R d such that |v − v * | ≤ δ and g(v) = 0, there is an invariant manifold for (11.1) which contains all the orbits of (11.1) satisfying Since n 0 = 0, by linearizing (11.1) at the equilibrium v * we can construct a center manifold. We fix an orbit v 0 entirely lying on the center manifold and confined in a sufficiently small neighborhood of v * . We also fix an orbit lying on the manifold constructed in Lemma 11.1 and we term it v − . We now want to construct a function v p : R → R d in such a way that by setting v := v 0 + v − −v + v p we obtain a solution of (11.1) satisfying (11.4) lim t→+∞ |v(t) − v 0 (t)|e 2γt = 0.
The following results can be established by relying on the same techniques as in [10] . See also [8, Theorem 3.1].
Lemma 11.2 (Slaving Manifold Lemma).
There is a constant δ, which only depends on g and v * , such that the following holds. Letv be as in the statement of Lemma 11.1 and assume that the orbit v 0 satisfies |v 0 (t) − v * | ≤ 4δ, for every t ∈ R. Then there is a map m p (v 0 (0),v, ·) : R n − → R d such that for every x ∈ R n − the solution of the Cauchy problem obtained by coupling (11.1) with the initial datum Note that the initial point v 0 (0) uniquely determines the orbit v 0 . We are now left to discuss how the map m p depends on the orbit v 0 (0). 
