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Abstract.
Geometry of hypersurfaces defined by the relation which generalizes classical
formula for free energy in terms of microstates is studied. Induced metric, Riemann
curvature tensor, Gauss-Kronecker curvature and associated entropy are calculated.
Special class of ideal statistical hypersurfaces is analyzed in details. Non-ideal
hypersurfaces and their singularities similar to those of the phase transitions are
considered. Tropical limit of statistical hypersurfaces and double scaling tropical limit
are discussed too.
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1. Introduction
One of main formulae of statistical physics
F = −kT ln
∑
{n}
e−
E{n}
kT
 (1.1)
establishes the relation between the set of microstates of the macroscopic systems with
the energies E{n}, enumerated by quantum numbers {n}, at the temperature T (k is the
Boltzmann constant), and the macroscopic free energy F (see e.g. [1]). The microstates
are realized with the Gibbs probability
w{n} =
exp
(
−E{n}
kT
)
∑
{m}
exp
(
−E{m}
kT
) . (1.2)
Mathematically, the formula (1.1) provides us with the mapping of the point-set
{f1, f2, . . .} to the function f = ln
∑
{n}
ef{n}
 in terms of the quantities f{n} ≡ −E{n}
kT
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and f ≡ − F
kT
. In such a micro-macro mapping these quantities depend, in fact, on
several parameters. First, they are explicitly functions of the temperature T . Then,
the energy spectrum E{n} typically depends on some parameters. In addition, the
standard approach to complex systems requires to deal with a family of systems with
close properties (e.g., with varying E{n}) in order to reveal their characteristic features.
All this suggests to consider, instead of the mapping (1.1), the general mapping
F = ln
(
m∑
α=1
efα(x1,...,xn)
)
(1.3)
with real-valued functions fα of n real variables x1, . . . , xn and arbitrary n and m. Study
of geometrical objects related to the mapping (1.3) and probabilities
wα =
efα(x)
m∑
β=1
efβ(x)
, α = 1, . . . ,m (1.4)
is the main goal of this paper.
Geometrical structures associated with the standard thermodynamics have been
already discussed many times (see e.g. [2, 3, 4, 5, 6, 7, 8, 9]). Interrelation of geometry
and certain statistical models has been considered too (see e.g. [10, 11, 12, 13, 14]).
In the present paper we, in contrast to the phenomenological Geometrother-
modynamics [6, 7], start with the generalization (1.3) of the micro-macro mapping
(1.1). We treat it as the definition of the n-dimensional hypersurface Vn (referred
hereafter as statistical hypersurface) in the Euclidean space Rn+1 with local co-
ordinates (x1, . . . , xn, xn+1 ≡ F ) and analyse its geometry. Since ∂F
∂fα
= wα and
dF =
n∑
i=1
m∑
α=1
wα
∂fα
∂xi
dxi, the probabilities (1.4) show up in all geometrical objects as-
sociated with the hypersurface Vn. It is a characteristic feature of the hypersurface Vn
defined by the formula (1.3). In particular, the induced metric gik is of the form
gik = δik + f¯i · f¯k, i, k = 1, . . . , n (1.5)
where f¯i
.
=
m∑
α=1
wα
∂fα
∂xi
. Second fundamental form, Christoffel symbols, Riemann
curvature tensor and Gauss-Kronecker curvature are also expressed via this and similar
mean values. In general, the metric (1.5) is not flat.
In addition to the standard geometrical questions, physics suggests to address the
problems which mimic those typical for statistical physics, for instance properties of
ideal and non-ideal systems, phase transitions etc. [1]. The simplest model of an ideal
gas corresponds to linear functions fα =
n∑
i=1
aαixi + bα, α = 1, . . . ,m, where aαi and
bα are constants. In this case f¯i =
m∑
α=1
wαaαi and all formulae are simplified drastically.
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However, the Riemann curvature remains nonvanishing. The special feature of this case
is that the Gauss-Kronecker curvature of such ideal hypersurface Vn is equal to zero if
rank of the matrix a = (aαi) is smaller than n.
Super-ideal case with m = n and fα = xα, α = 1, . . . , n, is studied in details. It
is shown that scalar and mean curvatures of the corresponding statistical hypersurfaces
are non-negative and have upper bounds depending on n.
It is shown that for nonlinear functions fα(x), which correspond to non-ideal
macroscopic systems even in the simplest cases n = 2, 3, the Gauss-Kronecker curvature,
in general, is different from zero.
Phase transitions of the first order for macroscopic systems are mimicked by
discontinuities of the metric (1.5) and singularities of the curvature. It is shown that the
geometrical characteristics may have various types of behaviours for such singularities.
The geometrical interpretation of the classical entropy S = −
m∑
α=1
wα lnwα and
its connection with the coupling between the hypersurface Vn and its normal bundle
is considered. It is shown that in the particular case when all functions fα(x) are
homogeneous functions of degree one the entropy is given by the scalar product
S =
√
det g
−→
X · −→N (1.6)
where
−→
X and
−→
N are position vector and normal vector at the point on the hypersurface
Vn, respectively.
Tropical limit of statistical hypersurfaces is discussed too. The standard tropical
limit of the ideal hypersurface is given by a piecewise hyperplane. It is shown that
the analysis of non-ideal cases, in general, requires to use double-scaling tropical limit.
Piecewise curved hypersurfaces represent tropical limit of non-ideal hypersurface. So, in
the tropical limit the difference between ideal and non-ideal cases becomes easily visible.
The paper is organized as follows. In section (2) formulae for metric, second
fundamental form, Riemann curvature tensor and Gauss-Kronecker curvature of
statistical hypersurface Vn are presented. Ideal hypersurfaces which mimic ideal gas
are studied in section (3). Super-ideal hypersurfaces are discussed in section (4). Non-
ideal cases with nonlinear functions {fα} are considered in section (5). Singularities of
statistical hypersurface are analyzed in section (6). Section (7) is devoted to the study
of tropical limit of statistical hypersurfaces. Double scaling tropical limit is discussed
in section (8).
2. Geometric characteristics of statistical hypersurfaces
The formula (1.3) can be viewed in various ways to define geometrical objects. We will
follow the simplest and standard one, i.e. to view the graph of function given by (1.3)
as a hypersurface in (n + 1)-dimensional Euclidean space with cartesian coordinates
x1, x2 . . . , xn, xn+1 ≡ F . Thus, the induced metric of this hypersurface Vn is (see e.g.
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[15])
gik = δik +
∂F
∂xi
· ∂F
∂xk
, i, k = 1, . . . , n. (2.1)
Since
∂F
∂fα
=
efα(x)
m∑
β=1
efβ(x)
≡ wα, α = 1, . . . ,m, (2.2)
one has
gik = δik + f¯i · f¯k, i, k = 1, . . . , n (2.3)
where
f¯i
.
=
m∑
α=1
wα
∂fα
∂xi
, i = 1, . . . , n. (2.4)
Then 0 ≤ wα ≤ 1, α = 1, . . . ,m and
m∑
α=1
wα = 1. So the quantity wα represents the
probability to have function fα from the set {f1, f2, . . . fm}. It is a membership function
in terminology of Fuzzy sets (see e.g. [16, 17]). The presence of this generalized Gibbs
probability (or Gibbs membership function) and mean values f¯i (2.4) is a characterizing
feature of all geometric quantities associated with the statistical hypersurface Vn.
Using the standard formulae (see e.g. [15]), one calculates other characteristics of
the hypersurface Vn. The position vector ~X(x) for a point on Vn and the corresponding
normal vector ~N(x) are
~X = (x1, . . . , xn, xn+1),
~N =
1√
det g
(−f¯1, . . . ,−f¯n, 1) (2.5)
where det g = 1 +
n∑
i=1
f¯ 2i . So the second fundamental form Ωik is given by
Ωik = ~N · ∂
2 ~X
∂xi∂xk
=
1√
det g
(
f¯{ik} − f¯i · f¯k
)
, i, k = 1, . . . , n (2.6)
where
f¯{ik}
.
=
m∑
α=1
wα
(
∂2fα
∂xi∂xk
+
∂fα
∂xi
· ∂fα
∂xk
)
, i, k = 1, . . . , n. (2.7)
Then, since
∂gik
∂xl
=
√
det g
(
Ωilf¯k + Ωklf¯i
)
, l = 1, . . . , n (2.8)
and
∂
∂xi
det g = 2
√
det g
n∑
k=1
Ωik · ∂xn+1
∂xk
, i = 1, . . . , n. (2.9)
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one has the Christoffel symbols
Γkij =
f¯kΩij√
det g
, i, j, k = 1, . . . , n (2.10)
and Riemann curvature tensor
Riklm = ΩilΩkm − ΩklΩim, i, k, l,m = 1, . . . , n. (2.11)
that is the classical Gauss equation. For Ricci tensor and scalar curvature one gets
Rij = (TrΩ)·Ωij−
n∑
k,l=1
f¯kΩklf¯l
det g
Ωij−(Ω2)ij+ 1
4 det g2
∂ det g
∂xi
·∂ det g
∂xj
, (2.12)
R = (TrΩ)2 − Tr[Ω2] + 2
n∑
i,j,k=1
f¯i · (ΩikΩkj − Ωkk · Ωij)f¯j
det g
(2.13)
where (Ω)ij = Ωij.
Finally, the Gauss-Kronecker curvature of the statistical hypersurface Vn is given
by
K
.
=
det Ω
det g
=
det
∣∣f¯{ik} − f¯i · f¯k∣∣(
1 +
n∑
l=1
f¯ 2l
)n+2
2
. (2.14)
Entropy S = −
m∑
α=1
wα lnwα, fundamental quantity in statistical physics, has also a
simple geometrical meaning. Namely,
S = xn+1 − f¯ (2.15)
where f¯ =
m∑
α=1
wαfα, i.e. it is the deviation of the point on the hypersurface from the
mean value of functions fα, α = 1, . . . ,m.
Entropy is closely connected also with the scalar product
−→
X · −→N of the position
vector
−→
X for the point on the hypersurface and the corresponding normal vector
−→
N .
Indeed taking into account (2.5) one has√
det g
−→
X · −→N = xn+1 −
n∑
i=1
xif¯i. (2.16)
So
S =
√
det g
−→
X · −→N +
m∑
α=1
wα ·
(
n∑
i=1
xi
∂fα
∂xi
− fα
)
. (2.17)
In particular, if all functions fα are homogeneous functions of x1, . . . , xn of degree d
then S =
√
det g
−→
X · −→N + (d− 1)f¯ . For d = 1 one has S =
√
det g
−→
X · −→N .
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3. Ideal hypersurfaces
For ideal macroscopic systems the energy is a sum of energies of individual particles or
molecules which have their own energy spectrum [1]. In general, such ideal situations are
represented by functions fα which are decomposed into the sum of functions depending
on separate groups of variables, i.e.
fα(x1, . . . , xn) = fα1(x1, . . . , xn1) + fα2(xn1+1, . . . , xn2) +
. . .+ fαl(xnl+1, . . . , xn) (3.1)
with some functions fαp , αp = 1, . . . ,mp and p = 1, . . . , l. For instance,
fα(x1, x2, x3, x4) = fα1(x1, x2)+fα2(x3,x4). In this case also the general mapping (1.3) is
effectively decomposed and the corresponging hypersurface has several special features
connected with effective separation of groups of variables {x}p.
Here we will consider the simplest version of such ideal situation with linear
functions fα, i.e.
fα(x) =
n∑
i=1
aαixi + bα, α = 1, . . . ,m, (3.2)
where aαi and bα are constants. In this case
f¯i =
m∑
α=1
wαaαi
.
= a¯i, i = 1, . . . , n (3.3)
and hence one has
gij = δij + a¯i · a¯j, i, j = 1, . . . , n, (3.4)
Ωij =
a2ij − a¯ia¯j√
1 +
∑n
l=1 a¯
2
l
, i, j = 1, . . . , n (3.5)
where
a2ij
.
=
m∑
α=1
wαaαiaαj, i, j = 1, . . . , n (3.6)
and
R =
(∑n
i=1 a
2
ii −
∑n
i=1 a¯
2
i
)2
−∑ni,k=1(a2ik − a¯ia¯k)2
1 +
∑n
i=1 a
2
i
+2
∑n
i,k,l=1 a
2
il · a2lka¯ia¯k − a2ll · a2ika¯ia¯k − a¯2i · a¯la¯ka2lk
(1 +
∑n
i=1 a
2
i )
2
+2
∑n
i,k,l=1 a
2
lla¯
2
i · a¯2k − a2ila¯ia¯l · a¯2k + a2ika¯ia¯ka¯2l
(1 +
∑n
i=1 a
2
i )
2 (3.7)
All these expressions contain the matrix
(
a2ij − a¯ia¯j
)
i,j
which can be rewritten as(
a2ij − a¯ia¯j
)
i,j
= (aTHa)ij (3.8)
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where
Hαβ
.
= δαβwα − wαwβ, α, β = 1, . . . ,m. (3.9)
The Gauss-Kronecker curvature then is
K =
det
∣∣aTHa∣∣(
1 +
n∑
l=1
a¯2l
)n+2
2
. (3.10)
We note that if one considers a vector of n random variables X = (Xi), i = 1, . . . , n,
which takes values (aα1, . . . , aαn) with probability wα, then (3.8) is the covariance
matrix of X. We also observe that in this ideal case a hypersurface Vn has non-
trivial characteristics. In general Riemann curvature tensor, scalar curvature and Gauss-
Kronecker curvature are different from zero. A sharp difference between this result and
those of Geometrothermodynamics [5, 18] is noted.
Particular choices of the constants aαi provide us with special ideal hypersurfaces
Vn. In particular, due to the presence of the matrix a
THa in formulae (3.5)-(3.10), the
rank of the matrix a (in general, rectangular m× n matrix) plays fundamental role in
characterization of algebraic properties of Christoffel symbols, Riemann curvature tensor
and Gauss-Kronecker curvature. First, we observe that in virtue of the normalization
condition
m∑
α=1
wα = 1, detH = 0. One also has
Proposition 3.1 The matrix H is positive semidefinite and has rank m− 1.
Proof: The Hessian matrix of a linear model is positive semidefinite since it is a
covariance matrix. In particular, H is positive semidefinite since it is the Hessian matrix
in the case F (x) = log
(
m∑
i=1
exi
)
. Let ζ = (ζ1, . . . , ζm)
T 6= 0 be an eigenvector of H:
one has
m∑
j=1
(δijwi − wiwj)ζj = wiζi − wi
m∑
j=1
wjζj
.
= wiζi−wiζ. If ζ is a null eigenvector
then wiζi = wiζ. Since wi 6= 0 by hypothesis, one gets ζi = ζ for all i = 1, . . . ,m. Then
all ζi are equal, so ζ = ζ · (1, 1, . . . , 1)T is the unique eigenvector for eigenvalue 0 up to
a constant ζ. All other eigenvalues are strictly positive, so rankH = m− 1. 
Then, due to standard properties of the matrices (see e.g. [19]), one has
rank(aTHa) ≤ min{rank(a),m− 1}. (3.11)
Since rank(a) ≤ min{m,n} one has
rank(aTHa) ≤ min{n,m− 1}. (3.12)
So, if n ≥ m, then rank(aTHa) ≤ m−1 < n and, hence, the matrix aTHa is degenerate.
In particular, in this case the Gauss-Kronecker curvature vanishes
K = 0. (3.13)
and the second fundamental form is degenerate.
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If instead m > n, then Gauss-Kronecker curvature for an ideal model (3.2)
vanishes if and only if there exists ~x0 = (x01, . . . , x0n) 6= (0, . . . , 0) such that
fα(~x)− bα =
n∑
i=1
aαix0i is independent of α for α = 1, . . . ,m. Indeed, if rank(a) < n
then Gauss-Kronecker curvature is zero since rank(aTHa) ≤ rank(a) < n. In this case
there exists a vector ~x0 = (x01, . . . , x0n) 6= (0, . . . , 0) such that
n∑
i=1
aαix0i = 0 for all
α = 1, . . . ,m. At this point xn+1 ≡ ln
(
m∑
α=1
ebα
)
. Then assume that rank(a) = n and
let us denote ~om
.
= (1, 1, . . . , 1︸ ︷︷ ︸
m
)T . If there exists ~x0 in Rn such that a · ~x0 = ~om,
i.e.
n∑
i=1
aαix0i = 1 for α = 1, . . . ,m, then ~x0 is a null eigenvector for a
THa and
det(aTHa) = 0. On the other hand, suppose that a · ~x is not proportional to ~om
for all ~x in Rn and consider (a · ~x)T ·H · (a · ~x) = ~xT · (aTHa) · ~x for a generic vector
~x. We know from Proposition 3.1 that this quantity is non-negative and it vanishes
if and only if a · ~x is proportional to ~om. But this contradicts our assumption, hence
~xT · (aTHa) · ~x is strictly positive for all ~x in Rn. This means that det(aTHa) > 0.
For general ideal hypersurface Vn with fα given by (3.2) and bα = 0 for all
α = 1, . . . ,m the entropy S is given by formula (1.6).
There is one particular case of ideal statistical hypersurfaces closely connected with
the multi-soliton solutions of Korteweg–de Vries (KdV) and Kadomtsev–Petviashvili
(KP) II equations. Indeed, with the choice aαi =
N∑
l=1
ηαl(pl−1)2i−1, i = 1, 2, α = 1, . . . , 2N
where pl are arbitrary constants and rows of the matrix ηαl represent all possible
distributions of 0 and 1, one has x3 = log τ where τ is the tau-function of KdV
equation [20]. In the generic case of all distinct pl rank(a) = min{2, 2N} = 2 and
rank(aTHa) = min{2, 2N − 1}. So for a statistical surface defined by one-soliton
log τ (N = 1) the Gauss curvature vanishes. At the multi-soliton cases (N ≥ 2)
generically K 6= 0. For the multi-soliton solutions common for the M first KdV flows
(i = 1, 2, . . . ,M+1) rank(a) = min{M+1, 2N}. So, at sufficiently large M rank(aTHa)
can be smaller than M + 1 and, hence, for the corresponding statistical hypersurface
the Gauss-Kronecker curvature vanishes.
Multi-soliton log τ for the Kadomtsev–Petviashvili (KP) II equation and hierarchy
also correspond to this case with more complicated form of rectangular matrices aαi (see
e.g. [28, 29]). Again one-soliton statistical hypersurface has Gauss-Kronecker curvature
equal to zero while there are various different cases for general (N,M) solitons. This
problem will be discussed in details elsewhere.
Finally, we note that in the case when all aαi are positive integers nαi the ideal
mapping (1.3)-(3.2) in terms of variables yi defined as xi = log yi, i = 1, . . . , n+ 1, turns
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to a pure algebraic one
yn+1 =
m∑
α=1
cα
n∏
i=1
(yi)
nαi (3.14)
where cα
.
= ebα . In physical context such nαi have clear meaning of occupation numbers
and a¯i = ni are their mean values. In geometry the formula (3.14) provides us with
algebraic hypersurfaces (if one treats y1, . . . , yn+1 as local coordinates in Rn+1).
4. Super-ideal hypersurfaces
In the special ideal case with m = n and aαi = δαi, bα = 0 where δαi is the Kronecker
symbol all formulae are drastically simplified. Indeed, one has
xn+1 = ln
(
n∑
i=1
exi
)
(4.1)
and hence
gij = δij + wiwj, i, j = 1, 2, . . . , n, (4.2)
Ωij =
wi(δij − wj)√
1 + S2
, (4.3)
Rsijk =
1
1 + S2
(δjsδikwiwj − δjswiwjwk − δksδijwiwk + δkswiwjwk
+δijwiwkws − δikwiwjws) , (4.4)
Rik = − 1
(1 + S2)2
[((1 + S2)(1 + δik)− (1 + wi)(1 + wk))wiwk
+(S3 − 1)(δikwi − wiwk)] , (4.5)
R =
2(1 + S4)
(1 + S2)2
− 1 (4.6)
and mean curvature (see e.g. [15])
Ω
.
=
n∑
i,j=1
gijΩij =
n∑
i,j=1
(
δij − wiwj
1 + S2
)
Ωij =
1− S3
(1 + S2)
3
2
(4.7)
where Sp are power sums
Sp
.
=
n∑
i=1
wpi . (4.8)
Finally, Gauss-Kronecker curvature is
K = 0. (4.9)
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Vanishing of the Gauss-Kronecker curvature for the super-ideal case is connected with
the fact that hypersurface Vn defined by (4.2) admits the symmetry transformation
xi 7→ x′i = xi + a, i = 1, . . . , n+ 1 (4.10)
with arbitrary parameter a and corresponding Killing vector is K =
n∑
i=1
∂
∂xi
. We note
that the probabilities wi are invariant under the transformation (4.10).
All geometric characteristics of super-ideal hypersurface are algebraic functions
of the Gibbs probabilities wi =
exi∑n
j=1 e
xj
. These variables ~w = (w1, . . . , wn) obey
the constraint S1 =
n∑
i=1
wi = 1 and vary in the intervals which depend on intervals
of variations of variables x1, . . . , xn. Here we will consider the case when all xi are
unbounded. So 0 ≤ wi ≤ 1, i = 1, . . . , n and the point ~w belong to the hyperplane
n∑
i=1
wi = 1 passing through the vertices ~eα ((~eα)i = δαi, α, i = 1, . . . , n) of the unit
n-dimensional cube in Rn.
Scalar and mean curvatures (4.6)-(4.7) have special properties due to their simple
dependence only on the power sums S2, S3, S4. Indeed, one has
Proposition 4.1 Mean and scalar curvatures of super-ideal statistical hypersurfaces
take values in the intervals
0 ≤ Ω ≤ n− 1√
n(n+ 1)
, 0 ≤ R ≤ (n− 1)(n− 2)
n(n+ 1)
. (4.11)
Proof: First we observe that the classical power mean (Ho¨lder) inequality (see e.g.
[21]) (∑n
i=1w
p
i
n
) 1
p
≥
∑n
i=1 wi
n
(4.12)
with integer p ≥ 1 in our case (S1 = 1) implies
Sp ≥ 1
np−1
. (4.13)
Hence, the power sums are bounded
1
np−1
≤ Sp ≤ 1, p = 2, 3, 4 . . . (4.14)
The maximum value (Sp)max = 1 is achieved at the vertex poins ~eα, α = 1, . . . , n
while (Sp)min =
1
np−1
at the point ~e0 =
(
1
n
, . . . ,
1
n
)
.
The values of Ω and R at these particular points provide us also with their lower
and upper bounds. Since S3 ≤ 1 one immediately concludes from the formula (4.7) that
the mean curvature Ω ≥ 0 and Ω|~eα = 0, α = 1, . . . , n.
Then for the maximum of Ω one gets
Ωmax =
max{1− S3}
min{(1 + S2) 32}
=
1−min{S3}
(1 + min{S2}) 32
=
n− 1√
n(n+ 1)
= Ω|~e0 . (4.15)
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For the scalar curvature one also has R|~eα = 0, α = 1, . . . , n. In order to prove that
R ≥ 0 it is sufficient to show that
Rˆ(w1, . . . , wn)
.
= 2S4 + 2− (1 + S2)2 ≥ 0 (4.16)
First, one can show that for any 2 ≤ i ≤ n
Rˆ(w1, . . . , wn)− Rˆ(w1 + wi, w2, . . . , wi−1, 0, wi+1, . . . , wn)
= 4w1wi
[
1− (w1 + wi)2 +
∑
j 6=1,i
w2j
]
≥ 0 (4.17)
since 0 ≤ w1 + wi ≤ 1. So one has a chain of inequalities
Rˆ(~w) ≥ Rˆ(w1 + wn, w2, . . . , wn−1, 0)
≥ Rˆ(w1 + wn + wn−1, w2, . . . , wn−2, 0, 0) ≥ . . .
≥ Rˆ(w1 + w2 + . . .+ wn, 0, 0, . . . , 0) = Rˆ(1, 0, . . . , 0). (4.18)
Since Rˆ(1, 0, . . . , 0) = 0 one gets (4.16) and, consequently, R ≥ 0.
One can also show that
Rˆ(~w(ij))− Rˆ(~w) = (wi − wj)2 ·
[
1− (wi + wj)2 +
∑
k 6=i,j
w2k
]
≥ 0 (4.19)
for any i, j = 1, . . . , n where
~w(ij)
.
=
(
w1, . . . , wi−1,
wi + wj
2
, wi+1, . . . , wj−1,
wi + wj
2
, wj+1, . . . , wn
)
.(4.20)
Then, since S2(~w)− S2(~w(ij)) = (wi − wj)
2
2
≥ 0 one has 1(
1 + S2(~w(ij))
)2 ≥ 1(1 + S2(~w))2 .
Hence
R(~w(ij)) ≥ R(~w) (4.21)
for any i, j = 1, . . . , n.
The inequality (4.21) implies that the maximum of R is reached if R(~w(ij)) = R(~w)
for all i, j = 1, . . . , n. This happens at w1 = w2 = . . . = wn, i.e. at the point
~e0 =
(
1
n
, . . . ,
1
n
)
. Thus, Rmax = R|~e0 , i.e.
Rmax =
2
(
1 +
1
n3
)
(
1 +
1
n
)2 = (n− 1)(n− 2)n(n+ 1) . (4.22)

Note also that(√
det g · Ω
)
|~e0 =
n− 1
n
(4.23)
and
(det g ·R) |~e0 =
(n− 1)(n− 2)
n2
. (4.24)
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The point ~e0 corresponds to the straight line x1 = x2 = . . . = xn.
Finally, in the super-ideal case (4.2) the normal vector is
−→
N =
1√
1 + S2
(−w1, . . . ,−wn, 1)
and hence for entropy S one has
S(x) = xn+1 −
n∑
i=1
wixi =
√
1 + S2
−→
X · −→N . (4.25)
So the normal vector has pure probabilistic character and the entropy is the difference
between xn+1 and mean value x¯.
5. Non-ideal case
Hypersurfaces with nonlinear and nonseparable functions fα(x) correspond to
macroscopic systems with interaction between particles, molecula etc. Properties of
such non-ideal hypersurfaces vary according to properties of functions fα(x). Here we
consider few illustrative examples.
The first case is n = 2, m = 1 and
F (x1, x2) = x1 + x2 + ϕ(x1, x2) (5.1)
where ϕ(x1, x2) is a function.
One has a surface in R3 given by
x3 = x1 + x2 + ϕ(x1, x2) (5.2)
with all standard formulae for a surface.
The second example corresponds to n = 3, m = 2 and
x4 = ln
(
ex1+x2+εx1x2 + ex1+x3+εx1x3
)
(5.3)
where ε is a constant. One has
∂x4
∂x1
= 1 + ε(w1x2 + w2x3),
∂x4
∂x2
= w1(1 + εx1) and
∂x4
∂x3
= w2(1 + εx1). Hence,
g11 = 1 + [1 + ε(w1x2 + w2x3)]
2, g23 = w1w2(1 + εx1)
2,
g12 = (w1 + ε(w
2
1x2 + w1w2x3)) · (1 + εx1), g22 = 1 + w21(1 + εx1)2,
g13 = (w2 + ε(w1w2x2 + w
2
2x3)) · (1 + εx1), g33 = 1 + w22(1 + εx1)2 (5.4)
and
det g = 1 + (1 + ε(w1x2 + w2x3))
2 + (w21 + w
2
2)(1 + εx1)
2
=
[
2 + w21 + w
2
2
]
+
[
2(w1x2 + w2x3) + 2(w
2
1 + w
2
2) · x1
]
ε (5.5)
+
[
(w21 + w
2
2) · x21 + (w1x2 + w2x3)2
]
ε2
where w1 =
ex1+x2+εx1x2
ex1+x2+εx1x2 + ex1+x3+εx1x3
and w2 =
ex1+x3+εx1x3
ex1+x2+εx1x2 + ex1+x3+εx1x3
. The
Gauss-Kronecker curvature is given by
K = −w1w2 · ε
2(1 + εx1)
2
det g
5
2
. (5.6)
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So the Gauss-Kronecker curvature is different from zero. It is connected also with
the fact that the formula (5.3) is not invariant under the shift xi 7→ xi + a, i = 1, 2, 3, 4.
Finally, for entropy one finds
S = ln(ex2+εx1x2+ex3+εx1x3)−(1 + εx1) · (e
x2+εx1x2 · x2 + ex3+εx1x3 · x3)
ex2+εx1x2 + ex3+εx1x3
.(5.7)
It should be noted that Gauss-Kronecker curvature can be zero even in non-ideal
case. It happens if a hypersurface admits a translational symmetry. For instance, if
instead of (5.3) the hypersurface is defined by
x4 = ln
(
ex1+x2+ε(x1−x2)
2
+ ex1+x3+ε(x1−x3)
2
)
(5.8)
then it is invariant under the transformation xi 7→ x′i = xi + a, i = 1, 2, 3, x4 7→ x′4 =
x4 + 2a and the corresponding Gauss-Kronecker curvature is K = 0.
In physics it is often quite useful to study first corrections to ideality for “small”
interactions. For hypersurfaces it corresponds to “small” nonlinearities. Let us consider
the hypersurface given by (5.3) with 0 < ε  1 and calculate first order corrections in
ε to ideal case. Denoting the first order corrections in ε of the function f by Iε[f ], we
find
Iε[g11] = 2(w1x2 + w2x3), Iε[g23] = 2w1w2x1,
Iε[g12] = w
2
1x2 + w1w2x3 + w1x1, Iε[g22] = 2w
2
1x1, (5.9)
Iε[g13] = w1w2x2 + w
2
2x3 + w2x1, Iε[g33] = 2w
2
2x1
and
Iε[det g] = 2(w1x2 + w2x3) + 2(w
2
1 + w
2
2) · x1, (5.10)
Iε[K] = 0. (5.11)
Second order correction for Gauss-Kronecker curvature does not vanishes. It can
be seen from (5.6) and (5.6) that second order series coefficient is
IIε[K] = − e
x2+x3(ex2 + ex3)3
(3e2x2 + 4ex2+x3 + 3e2x3)
5
2
. (5.12)
Next let us consider the problem of the vanishing of first order corrections in a
slighty more general case with a physical perspective. So, let P be a number of different
subsystems Sp, p = 1, . . . , P with qp different levels in subsystem Sp labeled by (xpi ),
where xpi is the i-th level in the p-th subsystems, i = 1, 2, . . . , qp. Let us call the total
number of levels n =
P∑
p=1
qp and put ~xp
.
= (xp1, x
p
2, . . . , x
p
qp), p = 1, . . . , P .
These systems interact via a function Γ(x1i1 , x
2
i2
, . . . , xPiP ) of P variables. Thus the
statistical mapping is given by
F (x) = ln
( ∑
s:P−→Q
eΓ(x
1
s(1)
,x2
s(2)
,...,xP
s(P )
)
)
, (5.13)
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where the sum is over all possible mappings s : {1, 2, . . . P} −→
P⋃
p=1
Sp such that s(p)
belongs to subsystem Sp for all p = 1, . . . , P . Functions fα are now parametrized by
the set C of all these mappings s. So, m = #C = q1 · q2 · . . . · qP and Gibbs weight
corresponding to s is
ws
.
=
eΓ(x
1
s(1)
,x2
s(2)
,...,xP
s(P )
)∑
t∈ C
eΓ(x
1
t(1)
,x2
t(2)
,...,xP
t(P )
)
. (5.14)
In order to study deviation from ideality, we have to define what an ideal linear
model of P non-interacting subsystems is. Due to the relations (3.1) and (3.2), it is
natural to consider possible energies as i(x1, x2, . . . , xP ) =
P∑
p=1
cpxp for real constants
cp and all possible choices of xp in the p-th subsystem. So ideal statistical mapping is
F0(~x1, . . . , ~xP ) = ln
(∑
t∈C
P∏
p=1
ei(x
1
t(t)
,...,xP
t(P )
)
)
= ln
[
P∏
p=1
(
qp∑
i=1
ecpx
p
i
)]
that is
F0(~x1, ~x2, . . . , ~xP ) =
P∑
p=1
ϕp(~xp) (5.15)
where
ϕp(~xp)
.
= ln
(
qp∑
i=1
ecpx
p
i
)
, p = 1, . . . , P. (5.16)
Then Hessian matrix is block diagonal and the model is ideal since it is linear and
Gauss-Kronecker curvature vanishes: indeed, vector (1, 1, . . . , 1︸ ︷︷ ︸
n
)T is an eigenvector of
Hessian matrix with eigenvalue 0.
Perturbation of this model means passing from i(x1, x2, . . . , xP ) to i(x1, x2, . . . , xP )+
ε · γ(x1, x2, . . . , xP ). So one has
Proposition 5.1 For “small” perturbations of the form ε · γ(x1, x2, . . . , xP ), where
γ(x1, x2, . . . , xP ) is any smooth function and 0 < ε  1, the first order correction
in ε to the Gauss-Kronecker curvature of the statistical hypersurface defined by
F (~x1, . . . , ~xP ) = ln
[∑
t∈C
exp(j(x1t(1), x
2
t(2), . . . , x
P
t(P )))
]
with j(x1, x2, . . . , xP ) =
P∑
p=1
cpxp+
ε · γ(x1, x2, . . . , xP ) vanishes.
Proof: See Appendix Appendix A. 
6. Singularities of the statistical hypersurface
Connection of hypersurfaces Vn with statistical physics suggests to analyze non-smooth
behaviour analogous to that typical for phase transitions.
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Following the standard classification of phase transitions (see e.g. [1]) we will refer
to a singularity of hypersurface Vn for which all derivatives of F of order 0, 1, . . . , k − 1
are continuous and at least one derivative of order k is discontinuous as k-th order
phase singularity. For the singularity of the first order a hypersurface is smooth while
the metric and second form are discontinuous. For example, hypersurface has an edge
and metric and second form exhibit a jump along this edge. At the same time curvature,
in general, blows up. For the second order singularity hypersurface, metric and normal
vector are smooth while curvature has a jump. Due to a rather complicated expression
for the Riemann curvature tensor and Gauss-Kronecker curvature they may have no
blow up. We will refer to such singularities as hidden.
Ideal hypersurfaces defined by (3.2) clearly do not have such phase singularities.
On the other hand an analysis of case of general nonlinear functions fα(x) is rather
involved. Here we will discuss few examples of non-ideal statistical hypersurface in
order to illustrate some properties of hidden and visible singularities. First order phase
singularities are considered in first two examples.
First example: visible singularities at n = 2. Let x1 = x and x2 = y be
coordinates and {fα(x, y)} for α = 2, . . . ,m be smooth functions, e.g. linear functions
fα(x, y) = cα1x+ cα2y. Then let us consider function f1(x, y)
.
= s(x) + h(y) with
s(x) = 3
√
(x− x0)4 + (x− x0) ·Θ(x− x0), (6.1)
where Θ(x) is Heaviside step function and h(y) is a smooth function such that there
exist points {y¯} where h′′(y¯) > 0. Here we denote h′(y¯) = c12. Then ∂f1
∂y
,
∂fα
∂x
and
∂fα
∂y
are continuous for all α ≥ 2 and
(
∂f1
∂x
)2
is finite and discontinuous at
x = x0. So g11 and det g have a jump here, i.e. it is a first order phase singular-
ity. Even if F is not differentiable at x = x0 one can study the behaviour of its
Hessian determinant in a neighborhood of this point. First,
∂2F
∂x∂y
is finite since all
second derivatives
∂2fα
∂x∂y
= 0 for α = 1, . . . ,m and first derivatives are finite. Then,
∂2F
∂y2
= w1h
′′ +
m∑
α=1
wαc
2
α2 −
(
m∑
α=1
wαcα2
)2
and at all points in {y¯} we have h′′(y¯) > 0,
so
∂2F
∂y2
∣∣∣∣
y=y¯
>
m∑
α=1
wαc
2
α2 −
(
m∑
β=1
wβcβ2
)2
=
m∑
α=1
wα
(
cα2 −
m∑
β=1
wβcβ2
)2
≥ 0. Finally,
∂2F
∂x2
= w1s
′′(x) + w1(s′(x))2 +
m∑
α=2
wα(cα1)
2 − (f¯1)2. Last three terms are every-
where finite while lim
x→x0+
s′′(x) = lim
x→x0−
s′′(x) = +∞. Hence, Hessian determinant
∂2F
∂x2
∂2F
∂y2
−
(
∂2F
∂x∂y
)2
is equal to w1
∂2F
∂y2
s′′(x) plus some terms which stay finite for
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x→ x0. So, lim
x→x0
w1
∂2F
∂y2
s′′(x) = +∞ at all point {y¯} and Gauss curvature K and scalar
curvature 2K diverge at x→ x0.
Second example: hidden first order phase singularity. Let A(x) be a m × (n − 1)
matrix whose entries are smooth functions of x of the type Aαi(x) = cαi + pαi(x),
cαi are real constants and all pαi(x) tend to 0 as x → x0. More precisely, let
the matrix A0
.
= (cαi)
i=2,...,n
α=1,...,m corresponds to an ideal model with detA0 = 0 and
pαi(x) ∼ qαi · (x−x0)2 for x ∼ x0, with real constants qαi, α = 1, . . . ,m and i = 2, . . . , n.
Then, we introduce the function
s(x)=
(
x− x
2
·
√
1− x
2
x20
− x0 · arcsin(
x
x0
)
2
)
Θ(x20 − x2)
+x0
4− pi
4
Θ(x− x0)− x0 4− pi
4
Θ(−x0 − x). (6.2)
The statistical model is given by the y-linear system f˜α(x, y2, . . . , yn) =
n∑
i=2
Aαi(x)yi,
α = 1, . . . ,m, in presence of background s(x), so fα(x, y2, . . . , xn) = s(x) + f˜α(x, y2, . . . , yn)
and basic statistical mapping is F (x,y) = s(x) + F2(x,y) where
F2(x, y2, . . . , yn)
.
= ln
(
m∑
β=1
ef˜β(x,y2,...,yn)
)
. (6.3)
One has
(
∂F
∂x
)2
= (s′(x))2 + 2
m∑
α=1
s′(x)
∂f˜α
∂x
wα +
m∑
α,β=1
∂f˜α
∂x
∂f˜β
∂x
wαwβ. Last two sums
are continuous at x = x0 since s
′(x)|x=x0 is discontinuous but finite and
∂f˜α
∂x
∣∣∣∣∣
x=x0
= 0.
In contrast, (s′(x))2 is discontinuous at x = x0 since lim
x→x0+
(s′(x))2 6= lim
x→x0−
(s′(x))2. So
we have a first order phase singularity that is observed also in det g which is finite and
discontinuous at x = x0. We now study the behaviour of the Gauss-Kronecker curvature
near the singularity x = x0. First,
∂2F2
∂x∂yi
∣∣∣∣
x=x0
= 0 since lim
x→x0
p′αi(x) = 0 for all i =
1, . . . , n. Thus, only non-trivial term in the Hessian of F near x = x0 is
∂2F
∂x2
Hess[F2;y].
Then, Hess[F ;y] = Hess[F2;y] is regular and Hess[F2;y]|x=x0 = det(A0) = 0 by
continuity. This implies that all terms of the Hessian except s′′(x) · Hess[F2;y] vanish
at x = x0. Finally, s
′′(x) · Hess[F2;y] involves terms x · (x− x0)
M
x0 ·
√
x20 − x2
, with M ≥ 2 and
x · det(A0)
x0 ·
√
x20 − x2
≡ 0. The latter can be seen in the same form with M = +∞ since its
singularity at x = x0 is a removable one. All these expressions vanish at x → x0.
So, Hessian determinant and Gauss-Kronecker curvature can be set to zero on the
submanifold S : x = x0 where the phase singularity in ∂F
∂x
is hidden.
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Third example deals with both first and second order phase singularities. Let
us take functions {f˜α(y2, . . . , yn)} to define a smooth statistical mapping F˜ , e.g.
f˜α(y2, . . . , yn) =
n∑
i=2
aαiyi and a
.
= (aαi)
i=2,...,n
α=1,...,m. Then consider a non-interacting
background x and a function s(x) which expresses its energy and define fα(x,y) =
s(x) + f˜α(y2, . . . , yn). Hessian determinant of F is s
′′(x) · Hess[F˜ ,y] = s′′(x) · (aTHa).
So we can have a number of different behaviours.
(i) Take s(x) = (x−x0)·|x−x0|. So s′(x) = 2·|x−x0| and s′′(x) = 2·sgn(x−x0), which
is discontinuous and finite at x = x0. If Hess[F˜ ,y] ≡ 0, then Hess[F, {x,y}] = 0
and the second order singularity is hidden. If instead Hess(F˜ ,y) does not vanish
identically, then Hessian is discontinuous and metric determinant stays finite and
continuous. Hence, the Gauss-Kronecker curvature has a jump and the second
order singularity is visible.
(ii) Take F˜ such that Hess[F˜ ,y] does not vanish identically. If s(x) = 3
√
x− x0,
then at x ∼ x0 one has Hess(F,x) ∼ (x− x0)− 53 and (det g)n+22 ∼ (x− x0)− 2n+43 .
Thus metric determinant blows up and Gauss-Kronecker curvature vanishes as
Hess(F, {x,y})
(det g)
n+2
2
∼ (x1 − x0) 2n−13 . So the first order singularity is hidden on the
singular locus L : x1 = x0. If instead s(x) = 3
√
(x− x0)4, then the metric
determinant stays finite and continuous and the Hessian tends to +∞. So Gauss-
Kronecker curvature tends to ±∞ (depending on the sign of Hess(F˜ ,y)) as well.
7. Tropical limit
Following the ideas of the limit-set for algebraic varieties proposed in [22] and intensively
developed later tropical geometry (see e.g. [23, 24, 25, 26]), we will study here
limiting properties of statistical hypersurfaces. Thus, we are interested in behaviour
of hypersurfaces in Rn+1 defined by the relation
xn+1 = ln
(
m∑
α=1
efα(x)
)
. (7.1)
at infinitely large values of the variables x1, . . . , xn, xn+1 assuming that they take values
in unbounded intervals. Properties of statistical hypersurfaces in such infinite blow up
depend crucially on functions fα(x) in (7.1).
Let us begin with the simplest super-ideal case, i.e. that defined by (4.1). All
variables x1, . . . , xn+1 enter there on equal footing. So it is natural to consider the
situation when all these variables are large uniformly, i.e. when they are given by
xi = λx
?
i , i = 1, . . . , n, n+ 1 (7.2)
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where λ is a large parameter and all x?i are finite. In terms of variables x
?
i one has a
family of super-ideal hypersurfaces Vn(λ) defined by the relation
x?n+1 =
1
λ
ln
(
n∑
i=1
eλx
?
i
)
. (7.3)
The limiting hypersurface Vn(∞) (λ→∞) is given by
x?n+1 = max{x?1, . . . , x?n} =
n∑
i=1
⊕
x?i (7.4)
where
∑⊕
denotes tropical (semiring) summation. This is the standard tropical
expression (see e.g. [23, 24, 25, 26]) in which instead of λ the parameter ε =
1
λ
is
usually used.
Note that the relation (7.2) can be viewed as the homothety (uniform scaling)
transformation
xi 7→ x?i =
1
λ
xi, i = 1, . . . , n+ 1. (7.5)
Hence the hypersurface given by (7.4) is the limiting (λ → ∞) homothetic image
(independent of λ) of the hypersurface (4.1) for large x1, . . . , xn+1.
The tropical limit of the super-ideal statistical hypersurface is the union of
hyperplanes Pi:
Vn,trop =
n⋃
i=1
P i (7.6)
where Pi0 = {~x? : x?n+1 − x?i0 = 0, x?i0 > x?1, . . . , x?i0−1, x?i0+1, . . . , x?n} and P i0 is
its closure. Note that Vn,trop is the union of hyperplanes passing through the origin
(xi = 0, i = 1, . . . , n + 1). For instance, at n = 2 V2,trop is the union of two
half-planes P 1 and P 2 defined as P1 = {(x?1, x?2, x?3) : x?3 − x?1 = 0, x?1 > x?2} and
P2 = {(x?1, x?2, x?3) : x?3 − x?2 = 0, x?2 > x?1}. Gibbs probabilities wi in the tropical limit
takes values 0 or 1 on hyperplanes Pi, namely wi0 = 1 and wi = 0 if x
?
i0
> x?i for all
i 6= i0.
Geometric characteristics of each member of the family of hypersurfaces (7.3) (at
fixed λ) is calculable directly taking into account that in terms of x?i the metric of the
space Rn+1 is λ2((dx?n+1)2 +
n∑
i=1
(dx?i )
2). So the induced metric on Vn(λ) is of the form
(ds)2 = λ2
n∑
i,k=1
g?ik(λ)dx
?
i dx
?
k (7.7)
where
g?ik(λ) = δik + w
?
i (λ) · w?k(λ) (7.8)
and
w?i (λ) =
eλx
?
i∑n
k=1 e
λx?k
. (7.9)
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Similarly, for Ωik, Riklm and Gauss-Kronecker curvature one gets
Ωik(λ) = λ
2 · H
?
ik(λ)√
1 +
n∑
i=1
w?i (λ)
2
,
Riklj(λ) =
λ4
1 +
n∑
h=1
(w?h(λ))
2
· [H?kj(λ) ·H?il(λ)−H?kl(λ) ·H?ij(λ)] , (7.10)
K(λ) = 0
where
H?ij(λ)
.
= w?i (λ) · (δij − w?j (λ)). (7.11)
At the limit λ → ∞ the metric (7.8) becomes piecewise. On each hyperplane Pi0
it is a constant diagonal one
g
(i0)
ik,trop ≡ lim
λ→∞
g?ik(λ) = δik(1 + δi0i), i, k = 1, . . . n. (7.12)
On each hyperplane Pi0 one also has
Ωik,trop
.
= lim
λ→∞
Ωij(λ)
λ2
= 0,
Riklj,trop
.
= lim
λ→∞
Riklj(λ)
λ4
= 0, (7.13)
Ktrop
.
= lim
λ→∞
K(λ) = 0
and entropy S(i0) = lim
λ→∞
λ(x?n+1 − x?) = 0.
Tropical hypersurface (7.6) has singularities at the points where maximum is
attained on two or more x?i , i.e. on the hyperplanes x
?
i = x
?
k, x
?
i = x
?
k = x
?
l etc. At
n = 2 it is the line x?1 = x
?
2. On these singularity the derivatives
∂x?n+1
∂x?k
, normal vector
~N and entropy ~S are discontinuous. So one has first order phase singularities. On the
singularities of the type x?i0 = x
?
k0
the probabilities are wi0 = wk0 =
1
2
. On hyperplanes
x?i1 = x
?
i2
= . . . = x?ik one has wi1 = wi2 = . . . = wik =
1
k
.
Crossing such singular “edges”, the metric (7.7) jumps from one diagonal to another
one. On singularity edge the tropical metric gik,trop is not diagonal. For instance, on
the singularity edge x?i0 = x
?
k0
one has
g
(i0,k0)
ij,trop = δij(1 +
1
4
δi0i +
1
4
δk0i) +
1
4
(δi0iδk0j + δk0iδi0j) (7.14)
and
Ω
(i0,k0)
ij,trop = lim
λ→∞
Ωij(λ)
λ2
=
δijδi0i + δijδk0i − δi0jδk0i − δk0jδi0i√
24
(7.15)
for i, j = 1, . . . , n. Christoffel symbols and curvature are also discontinuous on
singularity edges.
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The tropical limit of mean and scalar curvature is
Ωtrop
.
= lim
λ→∞
Ω(λ)=
1− S3,trop√
(1 + S2,trop)
3
(7.16)
and
Rtrop
.
= lim
λ→∞
R(λ) =
2(1 + S4,trop)
(1 + S2,trop)2
− 1 (7.17)
where
Sp,trop
.
=
n∑
i=1
(wi,trop)
p. (7.18)
At the regular points Sp,trop = 1 = Sp|~eα and Ωtrop = Rtrop = 0. At the singularity edge
with x?i1 = x
?
i2
= . . . = x?ir one has Sp,trop =
1
rp−1
and, hence
Ω
(r)
trop =
r − 1√
r(r + 1)
, R
(r)
trop =
(r − 1)(r − 2)
r(r + 1)
. (7.19)
At the most singular edge with r = n
Ω
(n)
trop =
n− 1√
n(n+ 1)
, R
(n)
trop =
(n− 1)(n− 2)
n(n+ 1)
(7.20)
that coincide with maximum values of mean and scalar curvatures of super-ideal
statistical hypersurface.
Note that the tropical limit in statistical physics of macroscopic systems with highly
degenerate energy levels studied in [27] corresponds to a very special, essentially one-
dimensional case of above consideration when all xi = Si − εi
T
, Si, εi are constants and
T is a variable (temperature). Scaling parameter used in [27] is λ =
1
k
where k is the
Boltzmann constant. So, the results obtained in [27] describe some properties of line
sections of the tropical limit of super-ideal statistical hypersurfaces.
Tropical limit of ideal hypersurfaces given by (3.2) is formally quite similar to the
super-ideal case. It is given by
x?n+1 = max
{
n∑
i=1
aαix
?
i , α = 1, . . . ,m
}
=
m∑
α=1
⊕
(
n∑
i=1
aαix
?
i ). (7.21)
However, the presence of parameters aαi and the fact that n 6= m make the situation
richer. Tropical ideal hypersurface is the union of m hyperplanes Pα, namely
V linearn,trop =
m⋃
α=1
Pα (7.22)
where we have defined Pα = {−→x? : x?n+1 =
n∑
i=1
aαix
?
i ,
n∑
i=1
aαix
?
i >
n∑
i=1
aβix
?
i , β 6= α}.
Outside the singular sector, metric (3.4) on Pα is again equal to a constant metric
depending on aαi, i.e.
g
(α)
ij,trop
.
= lim
λ→∞
g?ij = δij + aαi · aαj, i, j = 1, . . . n. (7.23)
Geometry of the basic statistical physics mapping 21
Depending on aαi there are variety of singularity hyperplanes on which metric, normal
vector and entropy are discontinuous having specific values on singularity edges.
At the special case discussed at the end of the section 3 tropical limit considered
above is closely connected with the tropical limit of log τ for m-soliton solutions for
Korteweg–de Vries and Kadomtsev–Petviashvili equations studied in [28, 29, 30, 31].
8. Double scaling tropical limit in non-ideal case
Tropical limit of non-ideal statistical hypersurfaces is more complicated due to the
variety of possible behaviour of functions fα(x) under dilatation. In a simple case, when
all functions fα(x) are homogeneous functions of degree one (fα(λx
?) = λfα(x
?)), the
corresponding statistical hypersurface in the standard tropical limit is given by
x?n+1 = max {f1(x?), f2(x?), . . . , fm(x?)} =
m∑
α=1
⊕
fα(x
?). (8.1)
So
V non−idealn,trop =
m⋃
α=1
V α (8.2)
where the hypersurface Vα0 is defined by
Vα0 = {
−→
x? : x?n+1 − fα0(x?) = 0, fα0(x?) > fα(x?), α 6= α0} (8.3)
and V α0 is its closure. On the hypersurface Vα0 the probability wα0 = 1 while wβ = 0,
β 6= α0.
Hence, the tropical limit of the metric (2.1) on Vα0 is
g
(α0)
ik,trop = δik +
∂fα0
∂x?i
∂fα0
∂x?k
, i, k = 1, . . . n; (8.4)
there is no summation on α0 here. Then, on each Vα0 one has tropical limits of Γ
l
ik, Ωik,
Riklj andK given by formulae (2.10)-(2.14) in which instead of summation over α there is
tropical summation over α, i.e. there is only the term with α = α0 since f¯i =
∂fα0
∂x?i
. The
tropical limit of the entropy on Vα0 is Sα0 = x
?
n+1 − fα0(x?) = 0. Singularity “edges”
now are hypersurfaces of the type fα0(x
?) = fα1(x
?) on which all characteristics are
discontinuous.
Situation is quite different in the case when functions fα(x) are all homogeneous of
degree d > 1. In such a case the definition (1.3) implies that in the tropical regime the
variables x1, . . . , xn, xn+1 are large, but not uniformly. The natural parametrization of
large variables, instead of (7.2), now is
xi = λx
?
i , i = 1, . . . , n; xn+1 = λ
dx?n+1. (8.5)
It is easy to see that only with such a rescaling the hypersurface Vn(λ) defined by
x?n+1 =
1
λd
ln
(
m∑
α=1
eλ
dfα(x?)
)
(8.6)
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has finite, independent on λ, tropical limit at λ→∞. It is given by the formula
x?n+1 = max{f1(x?), f2(x?), . . . , fm(x?)} =
m∑
α=1
⊕
fα(x
?). (8.7)
The squared line element of the space Rn+1 under this rescaling becomes
(ds)2 = λ2d(dx?n+1)
2 + λ2 ·
n∑
i=1
(dx?i )
2. (8.8)
So the induced metric of the hypersurface Vn (8.6) is of the form
gik(λ) = λ
2δik + λ
2d · fi(λ) · fk(λ), i, k = 1, . . . , n (8.9)
where
f¯i(λ)
.
=
m∑
α=1
wα(λ) · ∂fα
∂x?i
(8.10)
and unit normal vector (with respect to the metric (8.8)) is
~N(λ) =
λn+d−2√
det g(λ)
(−f¯1(λ),−f¯2(λ), . . . ,−f¯n(λ), λ2−2d) (8.11)
Hence, in the limit λ→∞, on each hypersurface Vα0 one has
g
(α0)
ik,trop
.
= lim
λ→∞
gij(λ)
λ2d
=
∂fα0
∂x?i
· ∂fα0
∂x?k
, i, k = 1, . . . , n. (8.12)
At large λ the dominant terms in Γlik(λ), Ωik(λ), Riklm(λ) and K(λ) are of the orders
0, 1, 2 and 2− n− 2d in λ, respectively. Hence, on Vα0
Γ
l (α0)
ik,trop
.
= lim
λ→∞
Γlik(λ) =
∂2fα0
∂x?i∂x
?
j
· ∂fα0
∂x?l
n∑
h=1
(
∂fα0
∂x?h
)2 , (8.13)
Ω
(α0)
ij,trop
.
= lim
λ→∞
Ωij(λ)
λ
=
∂fα0
∂x?i∂x
?
j√√√√ n∑
h=1
(
∂fα0
∂x?h
)2 , (8.14)
R
(α0)
iklj,trop
.
= lim
λ→∞
Riklj(λ)
λ2
=
1
n∑
h=1
(
∂fα0
∂x?h
)2 · [ ∂2fα0∂x?k∂x?j · ∂
2fα0
∂x?i∂x
?
l
− ∂
2fα0
∂x?k∂x
?
l
· ∂
2fα0
∂x?i∂x
?
j
]
(8.15)
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and
K
(α0)
trop
.
= lim
λ→∞
λn+2d−2 ·K(λ) =
det
∣∣∣∣ ∂2fα0∂x?i∂x?j
∣∣∣∣[
n∑
h=1
(
∂fα0
∂x?h
)2]n2 +1 . (8.16)
Dominant behaviours at the limit λ → ∞ changes drastically on singular locus
where two or more fα1 = fα2 = . . . = fαr attain the maximum. Some results are
discussed in the Appendix Appendix B.
Tropical metric (8.12) is degenerate. It is a consequence of the degeneration of the
metric (8.8) in Rn+1. Consequently, the tropical limit of other geometric characteristics
has a rather special structure too.
We see that in this case the double scaling limit defined via (8.5) provides us with
the effective tropical limit, in constrast to the usual scaling limit. Note that the double
scaling limit technique is a widely used tool in statistical physics and quantum field
theory (see e.g. [32]).
The double scaling tropical limit is useful also in cases of more general functions
fα(x). For instance, if
fα(x) =
n∑
i=1
aαixi + ϕα(x) (8.17)
where all ϕα(x) are homogeneous functions of degree d > 1, then the limit (8.5) produces
the tropical hypersurface given by
x?n+1 = max{ϕ1(x?), . . . , ϕm(x?)} =
m∑
α=1
⊕
ϕα(x
?). (8.18)
In this case, the tropical limit is defined by the nonlinear (interaction) terms.
A simple example is provided by the hypersurface in (5.3) with d = 2, m = 2, n = 3
and ε > 0. The double rescaling now is
xi = λx
?
i , i = 1, 2, 3; x4 = λ
2x?4. (8.19)
and the double scaling tropical limit of the hypersurface (5.3) is given by
x?4 = ε ·max{x?1x?2, x?1x?3} = ε(x?1x?2)⊕ ε(x?1x?3). (8.20)
It is the union of hypersurfaces
V3,trop = V 1 ∪ V 2 (8.21)
where
V1 = {(x?1, x?2, x?3, x?4) : x?4 − εx?1x?2 = 0, εx?1x?2 > εx?1x?3}
V2 = {(x?1, x?2, x?3, x?4) : x?4 − εx?1x?3 = 0, εx?1x?3 > εx?1x?2}. (8.22)
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On V1 the tropical metric and second fundamental form are
g
(1)
ik,trop = ε
2
 x?22 x?1x?2 0x?1x?2 x?21 0
0 0 0
 , Ω(1)ij,trop = δi1 · δj2 + δi2 · δj1√
x21 + x
2
2
(8.23)
and on V2
g
(2)
ik,trop = ε
2
 x?23 0 x?1x?30 0 0
x?1x
?
3 0 x
?2
1
 , Ω(2)ij,trop = δi1 · δj3 + δi3 · δj1√
x21 + x
2
3
. (8.24)
One also has
R
(1)
iklj,trop =
1
x?21 + x
?2
2
·

1, if k = l = 1, i = j = 2
1, if k = l = 2, i = j = 1
−1, if k = j = 1, i = l = 2
−1, if k = j = 2, i = l = 1
0, otherwise
, K
(1)
trop = 0(8.25)
and
R
(2)
iklj,trop =
1
x?21 + x
?2
3
·

1, if k = l = 1, i = j = 3
1, if k = l = 3, i = j = 1
−1, if k = j = 1, i = l = 3
−1, if k = j = 3, i = l = 1
0, otherwise
, K
(2)
trop = 0.(8.26)
Comparing the ideal and non-ideal cases we see that in the tropical limit difference
between them becomes easily visible geometrically. Indeed, the tropical limit of ideal
statistical hypersurface is a piecewise hyperplane while in the non-ideal case it is
piecewise curved hypersurface. Moreover, the double scaling tropical limit reveals the
dominant role of interactions (nonlinear terms).
In more details the double and multi-scaling versions of the tropical limit and their
applications to statistical physics, study of statistical hypersurfaces and other geometric
objects will be considered in a separate publication.
Appendix A.
Here we will use, for notational simplicity, both double index notation xpi and
single index notation xi, with i = 1, 2, . . . , n, corresponding to the ordering
of coordinates first by index p and then by index i: (x1, x2, . . . , xn) =
(x11, . . . , x
1
q1
, x21, . . . , x
2
q2
, x31, . . . , x
P
qP−1, x
P
qP
).
Proof: The first order correction for the determinant detC =
∑
σ∈S(n)
sgn(σ) ·
n∏
i=1
ciσ(i) of
any matrix C = (cij)1≤i,j≤n whose entries depends on a parameter ε is given by sum of
first order corrections for each term:
Iε[detA] =
∑
σ∈S(n)
sgn(σ) ·
n∑
j=1
Iε[cjσ(j)]
n∏
j 6=i=1
ciσ(i)|ε=0. (A.1)
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Applying this to the Hessian determinant of F , we get∑
σ∈S(n)
sgn(σ) ·
n∑
j=1
Iε[
∂2F
∂xj∂xσ(j)
] ·
n∏
j 6=i=1
∂2F |ε=0
∂xi∂xσ(i)
. (A.2)
It follows from (5.15) that each product
n∏
j 6=i=1
∂2F |ε=0
∂xi∂xσ(i)
is non-vanishing only when both
i and σ(i) belong to the same subsystem p, for all i 6= j. In such a case also j and
σ(j) must belong to the same subsystem, say pj, as follows from injectivity of σ. So,
non-vanishing terms correspond to σ ∈
P∏
p=1
S(qp). Now we can rewrite the first order
correction of Hessian determinant as∑
σ1∈S(q1)
· · ·
∑
σP∈S(qP )
sgn(σ1) · . . . sgn(σP ) ·
n∑
j=1
Iε[
∂2F
∂xj∂xσ(j)
] ·
n∏
j 6=i=1
∂2F |ε=0
∂xi∂xσ(i)
=
P∑
p=1
det(1, p, F ) ·
P∏
p6=r=1
det(0, r, F ) (A.3)
where we have defined
det(0, p, F )
.
=
∑
σp∈S(qp)
sgn(σp) ·
qp∏
i=1
∂2F |ε=0
∂xpi ∂x
p
σp(i)
(A.4)
and
det(1, p, F )
.
=
∑
σp∈S(qp)
qp∑
j=1
sgn(σp) · Iε[ ∂
2F
∂xpj∂x
p
σp(j)
] ·
qp∏
j 6=i=1
∂2F |ε=0
∂xpi ∂x
p
σp(i)
. (A.5)
Each term in
P∑
p=1
det(1, p, F ) ·
P∏
p 6=r=1
det(0, r, F ) contains a factor det(0, r, F ), which is
equal to zero since it is the Hessian determinant of a system of the form (5.16). So the
whole sum vanishes. Hence, the Hessian of F is O(ε2), i.e. its first order correction
is equal to zero. The series expansion of (det g)−
n+2
2 is regular at ε = 0. Hence first
non vanishing term in the expansion of Gauss-Kronecker curvature is at least of second
order in ε. 
Appendix B.
The study of statistical hypersurface (8.6) for large λ shows major differences between
regular sector Vα and singular sector V α\Vα, α = 1, . . . ,m. We recall that the former
is the set where max
α
{fα(x?)} is attained only once, the latter is the set where the
maximum is attained at least twice. In the following we suppose that {α¯1, . . . , α¯r} is
the subset of indices {1, 2, . . . ,m} where max
α
{fα(x)} is attained. On the singular sector
r > 1 and one has
wα,trop = lim
λ→∞
wα(λ) =
1
r
·
r∑
p=1
δα¯pα, (B.1)
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f¯i,trop = lim
λ→∞
∂F (λ)
∂x?i
=
1
r
·
r∑
p=1
∂fα¯p
∂x?i
, (B.2)
and
Φij,trop
.
= lim
λ→∞
1
λd
∂F (λ)
∂x?i∂x
?
j
=
1
r
·
r∑
p=1
∂fα¯p
∂x?i
∂fα¯p
∂x?j
− f¯i,trop · f¯j,trop. (B.3)
After simple computations, one finds
gij,trop = lim
λ→∞
gij(λ)
λ2d
= f¯i,trop · f¯j,trop, (B.4)
det gtrop = lim
λ→∞
det g(λ)
λ2n+2d−2
= δ1,d +
n∑
i=1
(
f¯i,trop
)2
, (B.5)
Γlij,trop
.
= lim
λ→∞
Γlij(λ)
λd
=
Φij,trop · f¯l,trop
det gtrop
=
f¯l,trop
r
·
r∑
p=1
∂fα¯p
∂x?i
∂fα¯p
∂x?j
− f¯i,trop · f¯j,trop · f¯l,trop
δ1,d +
n∑
k=1
(
f¯k,trop
)2 , (B.6)
Ωij,trop
.
= lim
λ→∞
Ωij(λ)
λd+1
=
1
r
r∑
p=1
∂fα¯p
∂x?i
∂fα¯p
∂x?j
− f¯i,trop · f¯j,trop√√√√δ1,d + n∑
h=1
(
f¯h,trop
)2 , (B.7)
Riklj,trop
.
= lim
λ→∞
Riklj(λ)
λ2d+2
=
Φkj,trop · Φil,trop − Φkl,trop · Φij,trop
δ1,d +
n∑
h=1
(
f¯h,trop
)2 (B.8)
and
Ktrop
.
= lim
λ→∞
λn+2d−2−dn ·K(λ)
=
det
∣∣∣∣∣1r
r∑
p=1
∂fα¯p
∂x?i
∂fα¯p
∂x?j
− f¯i,trop · f¯j,trop
∣∣∣∣∣[
δ1,d +
n∑
i=1
(
f¯i,trop
)2]n2 +1 . (B.9)
Main difference between the two sectors comes from second derivatives of (8.6)
Geometry of the basic statistical physics mapping 27
∂Fλ
∂x?i∂x
?
j
=
m∑
α=1
wα(λ) · ∂fα
∂x?i∂x
?
j
+ λdwα(λ) ·
(
∂fα
∂x?i
∂fα
∂x?j
−
m∑
β=1
wβ(λ) · ∂fβ
∂x?j
∂fα
∂x?i
)
. (B.10)
Indeed, if α 6= α¯p for all p = 1, . . . , r then lim
λ→∞
λg · wλ,α = 0 for all real g. Then,
non-vanishing terms in (B.10) are of the form
r∑
p=1
wα¯p(λ) ·
∂fα¯p
∂x?i∂x
?
j
(B.11)
or
r∑
p=1
λdwα¯p(λ) ·
(
∂fα¯p
∂x?i
∂fα¯p
∂x?j
−
r∑
q=1
wα¯q(λ) ·
∂fα¯q
∂x?j
∂fα¯p
∂x?i
)
. (B.12)
If r = 1 last term is λdwα¯1(λ) ·
(
∂fα¯1
∂x?i
∂fα¯1
∂x?j
− ∂fα¯1
∂x?j
∂fα¯1
∂x?i
)
= 0 and (B.11) dominates for
large λ. In this case one gets formulae (8.13)-(8.16). On the other hand, if r > 1 then
(B.12) is non vanishing in general and this leads to expressions (B.6)-(B.9). Again,
different patterns can be observed depending on the specific form of interactions.
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