Development of Clustering Algorithm for Uncertainty Data Using Knowledge-fused-optimization by 遠藤 靖典 & エンドウ ヤスノリ
知識融合最適化による不確実データに対するクラス
タリングアルゴリズムの開発
著者 遠藤 靖典
発行年 2009
その他のタイトル Development of Clustering Algorithm for
Uncertainty Data Using
Knowledge-fused-optimization
URL http://hdl.handle.net/2241/104664
 
様式 C-19 
科学研究費補助金研究成果報告書 
平成２１年５月２２日現在 
 
 
 
 
 
 
 
 
 
 
 
 
 
研究成果の概要：本研究では、不確実性のモデルの構築を行い、実際のデータと比較検討する
ことにより、モデルの妥当性を検証した。次に、構築したモデルがデータ解析、特にクラスタ
リングアルゴリズムに援用可能であるかの検討を行い、現実問題に適応可能な不確実性を扱う
ことのできるモデルを開発した。開発したモデルのうち主なものは、許容範囲という概念と、
確率類似度という測度に基づくものである。さらに、そのモデルをベースにした、不確実性を
扱えるアルゴリズムの構築を行った。 
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１．研究開始当初の背景 
 データ解析、その中でも特にクラスタリン
グに関する研究は、古くから多くの検討が行
われてきたし、また現在でも、多くの研究者
の興味の対象となっている（例えば文献[1～
3]）。クラスタリングとは、与えられたデー
タをいくつかのグループに分類する手法の一
つであり、パターン認識をはじめとするさま
ざまな場面で活用されてきた。しかし、我々
は、かつてとは比較にならないほど多様化し
た価値観の中で、膨大な量のデ－タを処理し
なければならない状況に立たされているにも
関わらず、クラスタリングに関する研究は、
以前ほどの盛隆を見せていない。 
 一つには、新しいクラスタリングアルゴリ
ズムを開発せずとも、現状で十分であるとい
う理由もあろうし、また一つには、ある程度
のアイディアは出尽くし、新しいアルゴリズ
ムを構築することに困難が伴っているという
理由もあろう。しかし、現在我々が手にして
いるアルゴリズムでは、現在の複雑かつ大規
模なデータの処理には限界があり、また、多
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くの人間の主観や、リスク・チャンス発見と
いった、さまざまな様相を持つ概念に対応す
ることにも無理がある。特に、不確実性を持
つような情報・データに関しては、これまで
のクラスタリングアルゴリズム（だけではな
く、古典的な学問体系自体もそうであるが）
では、実用的で適切な処理をすることはでき
ないと本申請者は考えている。 
 不確実性に関する研究も古くから議論され
てきたが（例えば文献[4,5]）、急速に脚光を
浴びるようになってきたのはここ数年のこと
である。不確実性にはさまざまなフェーズが
あり、そのため、不確実性の定義自体あいま
いなのが現状だが、古典的な方法論だけでは
なかなか説明のつかない、確定的でない事象
（特に人間が介在している場合が多い）に対
して、それらを解析・処理する、何らかの新
しい方法論の開発が望まれており、これもま
た、多くの研究者の興味を引くところとなっ
ている。ファジィ・ニューロといったソフト
コンピューティングも、もともとはそれらの
解析・処理を対象として生まれてきたともい
える。これら人間の持つ知識を効果的に利用
することにより、不確実性への効率的なアプ
ローチが可能になるであろう。そして、人間
の持つ知識を抽出・定式化することによって
得られたデータベース（知識ベースと呼ぶ）
と最適化手法を融合させた知識融合最適化に
よってデータ処理のモデルを構成し、構成さ
れたモデルに基づいてアルゴリズムを組めば、
不確実性を伴うデータ（不確実データ）に対
して、これまでよりも柔軟な解析が可能にな
ると思われる。 
 
 
２．研究の目的 
 そこで、本研究課題では、まず、データや
それを扱う人間に含まれる不確実性をモデル
化し、それらの不確実性を効果的に扱うため
の知識ベースの構築を通じて、知識融合最適
化によるデータ処理のモデルを構成し、構成
したモデルに基づいて、クラスタリングアル
ゴリズムを中心とするデータ解析のためのツ
ールの開発を行うことを目的とする。 
 まず、不確実性の概念を検討しなおす。従
来から提案されているモデルのどれが適切か
を議論し、適切なモデルがない場合には、現
実に即した不確実性のモデルを構築する。 
 次に、検討した不確実性のモデルをもとに、
不確実な事象に対して人間はどのように判断
し、対処しているのかを検討する。アンケー
ト・インタビュー・文献調査等を通じて、不
確実性に対して人間が持っている知識を抽出
し、さまざまなフェーズ毎に分類する。そし
て、それを知識ベースとしてデータベース化
する。 
 次に、さまざまな最適化手法と知識ベース
を組み合わせ、知識ベースと融合させるには
どのような最適化手法が適しているかを検討
する。最適化手法には、古くは線形計画法か
ら、NP困難な問題を解くための焼きなまし法、
ローカル･サーチ、遺伝的アルゴリズム等、多
くの方法が存在する。これらの手法と知識ベ
ースとをどのように組み合わせるかについて
議論する。 
 以上の検討をもとに、クラスタリングアル
ゴリズムについて検討を行う。これまで提案
されてきたクラスタリングアルゴリズムを援
用することによって構成できるかの検討を行
い、援用できない場合には、全く新たなアル
ゴリズムを構成する。 
 また、実際のデータを用いて、構築したア
ルゴリズムの検証を行う。 
 
 
３．研究の方法 
以下に挙げる各研究内容について、番号順に
実施する。 
 
（１） 本研究課題全体の詳細計画を確認す
る。また、協力を仰ぐ専門家、研究補
助者への連絡を行い、本年度全体の計
画が速やかに行われるための体制を
確立する。 
（２） 高速のデータ解析用コンピュータを
複数台購入し、すでに提案されている
不確実性を伴うデータに対するクラ
スタリングアルゴリズムを実装し、計
算時間や有効性の検討を行う。また、
それぞれのアルゴリズムに対する問
題点を抽出する。数値計算に当たって
は、言語処理プログラムC++を主に使
用して行う予定である。また、コンピ
ュータはLANを利用して有機的に結合
し、シミュレーションを行う。 
（３） 不確実性のモデルを検討しなおす。不
確実性のモデルにはさまざまな考え
方があるが、それらがすべて現実に即
したモデルとは言えない。そこで、関
連分野の専門家の指導を受け、現実に
即したモデルを検討する。 
（４） 検討したモデルのうち、どのモデルが
データ解析、特にクラスタリングアル
ゴリズムに援用可能であるかの検討
を行う。また、適切なモデルがない場
合には、現実に即した不確実性のモデ
ルを構築する。 
（５） データ解析において人間が利用する
知識に関する調査を開始する。アンケ
ート・インタビュー・被験者によるデ
ータ分類テスト等を通じて、不確実性
の処理に対して人間が持っている知
識を抽出し、さまざまなフェーズ毎に
分類する。得られた知見をもとに、知
識ベースとしてデータベース化する。 
（６） 知識ベースの開発は、現在、webテク
ノロジーと密接に結びついており、デ
ータベース管理システムを適切に設
定することと、 XML（ eXtensible 
Markup Language）の枠組みを効果的
に利用することが必要となる。そこで、
Microsoft Access等のデータベース
開発ソフトウェアを利用して、知識ベ
ースの開発を開始する。 
（７） 前年度に引き続き、データ解析時の
人間の知識に関する調査および知識
ベースの開発を継続して行う。 
（８） 知識ベースを最適化手法の枠組みの
中で利用するためには、知識の変換
と融合が必要となる。平成19年度以
降は、知識の変換・融合方法につい
ての実行可能性を考察する一方、マ
ニュアルでの変換、最適化における
融合を開始する。 
（９） データ解析に適切な最適化手法の検
討を開始する。最適化手法には、古く
は線形計画法から、NP困難な問題を解
くための焼きなまし法、ローカル･サ
ーチ、遺伝的アルゴリズム等の発見的
手法等、多くの方法が存在し、これま
で非階層的クラスタリングのベース
となってきた数理計画法にとどまら
ない。そこで、利用可能な最適化手法
に関する文献調査を行い、どの最適化
手法が不確実データを柔軟に扱える
かについて、数値計算を通じて検討す
る。 
（１０） 検討したさまざまな最適化手法と
知識ベースを組み合わせ、知識ベース
と融合させるにはどのような最適化
手法が適しているかを検討する。最適
化手法には、これらの手法と知識ベー
スとをどのように組み合わせるかに
ついて議論する。 
（１１） 以上の考察をもとに、知識融合最適
化による不確実データに対するクラ
スタリングアルゴリズムの開発を行
う。これまで提案されてきたクラス
タリングアルゴリズムを援用するこ
とによって構成できるかの検討を行
い、援用できない場合には、全く新
たなアルゴリズムを構成する。 
（１２） 実際のデータを用いて、構築したア
ルゴリズムの検証を行う。 
 
 
４．研究成果 
 
まず、2006 年度初めに、本研究課題全体の計
画の確認を行った。また、協力を仰ぐ研究者
への連絡を行い、本年度の計画の速やかな実
施のための体制の確立を行った。 
 続いて、計算機上で、すでに提案されてい
る不確実性を伴うデータに対するクラスタリ
ングアルゴリズムを実装し、計算時間や計算
時間や有効性の検討を行った。また、それぞ
れのアルゴリズムに対する問題点を抽出した。
その結果、従来のアルゴリズムに関して、 
（１）データ間の類似度・非類似度とは別に、
不確実性を扱うための類似度・非類似度を用
意する必要がある。 
（２）不確実性をあらわす領域の境界しか対
象としていない。 
（３）一般に計算時間が大きい。 
等の問題点があることがわかった。 
 以上のもとに、不確実性のモデルの検討を
行い、特に実際のデータのクラスタリングに
援用可能なアルゴリズムの構築を行った。 
まず、許容ベクトルという新たな概念を導
入することによって、不確実性を伴うデータ
に対するクラスタリングの定式化を行った。
これは、不等式制約化での非線形目的関数の
最適化問題に帰着する。次いで、この問題を
解くことによって得られた解をもとに、アル
ゴリズムを新たに構築した。特に注目すべき
は、これまで円形でしか表現できなかった不
確実性を、矩形での表現も可能にした点にあ
る。それにより、実データに対する応用範囲
が驚異的に広がった。 
 また、データ解析における人間の知識に関
する調査を行い、知識ベースとしてのデータ
化を開始した。特に、貨物の積み付け問題に
対してクラスタリング手法の援用を行い、そ
の中で、クラスタリングが組み合わせ問題の
中でどのように有効に働くかの検証を行った。 
 
2007年度は、まず、2006年度に引き続き、
関連分野の専門家のアドバイスを受け、前年
度において構築した不確実性のモデルのうち
、どのモデルがデータ解析、特にクラスタリ
ングアルゴリズムに援用可能であるかの検討
を行い、修正・新たなモデルの提案を行った
。特に、不確実性を扱う場合、前年度提案し
たモデルでは、データの各属性毎における不
確実性を独立して扱うことができなかったた
め、そのような形のデータも扱えるように、
モデルの修正を行った。 
また、2006年度に引き続き、データ解析に
おいて人間が利用する知識に関する調査を継
続して行った。アンケート・インタビュー・
被験者によるデータ分類テスト等を通じて、
不確実性の処理に対して人間が持っている知
識を抽出し、さまざまなフェーズ毎に分類し
た。しかし、人間の持っている知識は非常に
多様であり、判断も人によって大きく異なる
ため、この問題については引き続き研究が必
要である。 
さらに、知識ベースを最適化手法の枠組み
の中で利用するためには、知識の変換と融合
が必要となるので、2007年度は、知識の変換
・融合方法についての実行可能性を考察する
一方、マニュアルでの変換、最適化における
融合を開始した。 
また、データ解析に適切な最適化手法の検討
を開始した。特に、知的情報処理で用いられ
るコサイン相関と、一般の非類似度である自
乗距離との長所を併せ持つ、射影相関という
独自の非類似度を開発し、階層的クラスタリ
ングに適用させることにより、独自の最適化
手法の開発を行った。 
 
2008 年度は、まず、前年度に引き続きデータ
解析において人間が利用する知識に関する調
査を行った。ウェブやメディア上で公開され
ている情報等を通じて、不確実性の処理、特
にリスク認知に対する人間の処理モデルの構
築を行い、実際のデータと比較検討すること
により、モデルの妥当性を検証した。次に、
構築したモデルがデータ解析、特にクラスタ
リングアルゴリズムに援用可能であるかの検
討を行い、現実問題に適応可能な不確実性を
扱うことのできるモデルを開発した。 
これらのモデルを用いて、アルゴリズムのプ
ロトタイプを構築した。さらに、そのモデル
をベースにした、不確実性を扱えるアルゴリ
ズムの構築を行った。これらの成果を、コン
ピュータによって、実データを用いた構築ア
ルゴリズムの有効性を検証したとともに、国
内外の研究会・国際会議、ジャーナルへの投
稿を通じて発表した。 
 
 最終的に本研究で開発したモデルの主要
なツールは、許容範囲という概念と、確率類
似度という測度に基づくものである。許容範
囲とは、許容ベクトルという概念をクラスタ
リングの基本となる目的関数に組み込むこ
とにより、データの持つ不確実性を最適化の
枠組みで議論することを可能にした新たな
手法であり、確率類似度とは、確率距離をも
とにして構成された、データ間の類似度を確
率の枠組みで扱うことのできる新たな測度
である。これらの新概念は、その有効性のみ
ならず、数学的興味から、これまでの不確実
性の扱いを大きく変えるものとして期待さ
れている。 
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