Introduction
In manufacturing environments manipulators are used to perform repetitive tasks or physically demanding tasks unfit for human workers. Manipulators are also used in harsh, unstructured environments where it is expensive to use human workers for safety reasons. Moving the joints of a manipulator in a coordinated manner to perform a given task turns out to be a difficult problem, since the movement has to respect the manipulator kinematic constraints, task-related constraints 'on the tool paths, and avoid collisions with objects in the work space. Due to the non-linearities and complexities of these constraints, manual path planning and control is a long, tedious process.
Currently, robot motions for manufacturing tasks are usually planned manually using a teach pendant or simulation software [39, 401. The teach-pendant method involves moving the actual robot with the teach pendant and recording robot joint angles. This method is labor intensive, takiig about a week to plan motions to paint the interior of a car body. Simulation software provides a way to program and preview robot motions in graphical simulation. The robot and parts are modeled as graphical objects, and the robot motions are programmed by placing a sequence of graphical coordinate a e s in the simulated workcell. The sequence of the coordinate axes specify the positions and orientations of the robot tool tip, and the programmed motion can be simulated by the graphical robot for reviewing. Although this method takes about a day, it is hard to plan 3-dimensional motions from a 2-dimensional computer screen and thus requires a long training period. Since different motions have to be planned for different tasks, the prolonged motion programming times of the above methods make it expensive to use robots in small-batch manufacturing.
In on-line, interactive applications where human operators are controlling robots directly, it takes a long time to train operators due to the difference between the kinematics of robot and human arms. Even after a rigorous training, human operators are prone to errors and accidents due to the tedious nature of motion control, i.e., an operator needs to specify the motion trajectory continuously in time to perform a task while avoiding robot-object collisions. Both off-line and on-line applications can benefit from an automatic motion planner for the reasons stated above.
Automatic motion planning is difficult because of the complexity of the collision avoidance problem and nonlinear robot kinematics. The high dimensiondities of robot joint space (often 6 or more) and the tool tip space (6, 3 for position, 3 for orientation) make it difficult to use a brute force search to find a solution. For example, several hours are required just to compute the set of joint angles that do not cause collisions between robot links and objects, let alone find a path in the collision-free set of joint angles. The nonlinearities of robot forward and inverse kinematics also make it computationally intensive to map the constraints described above from the world space to the joint space and vice versa.
The motion planning algorithms in this paper perform a global search in the joint space to find a nearoptimal solution path that satisfies all three types of constraints: task constraints, kinematic constraints and collision constraints. Robotic tasks are classified into four classes according to the dimension of the manifold the robot tool has to cover: visit points (0-dimensional tasks), trace-curves (1D tasks), cover-surfaces (2D tasks) and build-volumes (3D task). The 3D tasks were realized during the development of the 0 to 2D motion planners, and only a brief sketch on how to extend our algorithm is described in this paper. Some example tasks for each class are 0 dimensional tasks (viait-point): sampling, marking and spot welding. 1 dimensional tasks (truce-curve): sheet-metal cutting, seam welding, edge deburring and caulking. 2 dimensional tasks (cover-surface): spray painting, polishing, surface inspection. 3 dimensional tasks (build-volume): rapid prototyping.
Based on this classification, a hierarchy of motion planning algorithms has been developed based on a novel search strategy called SANDROS [lo, 191 . The motion planners are hierarchical in that the motion planner for a particular-dimensional task decomposes the task into a series of lower-dimensional tasks and invokes the motion planners for lower-dimensional tasks. This paper also presents a method to select the optimal robot-base position and orientation that results in the shortest path for the robot manipulator.
The main contribution of this paper is the systematic classification of robotic tasks and the development of motion planners according to this classification. The efficiencies (computation times) and powers (success rates of finding a solution path) of our motion planners have shown to be one of the best at the present time. Our motion planners are expected to make great impacts on virtual and agile manufacturing by allowing automatic planning and programming of robots, and verification of feasible motions for manufacturing operations in simulation. For on-line, interactive applications, our motion planners perform detailed motion path generation so that robot operators can concentrate on the tasks at a supervisory level.
For the balance of this paper, we use the terms robot and manipulator interchangeably. We call the joint space of a manipulator the conjigvration space (Espace), since a set of joint angles completely determines the position of every point of the robot. This paper is organized as follows. Sedion 2 reviews the previous work related to motion planning. In the next section, two basic motion planners are presented a poinktopoint motion planner and a motion planner for tracing a single curve. These planners are used in Section 4 to develop motion planners for 0-2D robotic tasks, and their performances are demonstrated in simulation. Finally, conclusions and future work are discussed in Section 5.
Related Work
There are many research results in point-to-point motion planning and dual-/multi-arm coordination. In point-to-point motion planning, a collision-free path between the start and the goal configurations of a manipulator is typically found by searching the joint space of the manipulator (see [18, 251 for surveys of various approaches). Since the joint space usually has many dimensions, selective search algorithms are required to perform the computation in a practical time limit. The algorithms presented in [lo, 16, 19, 211 represent some of the most efficient (short computation time) and powerful (a high success rate) algorithms to date. We briefly review different approaches for motion planning here. A skeleton approach computes a one-dimensional skeleton of the free space, and a solution is found by computing a path from the start to a point on a skeleton, a path from the goal to the skeleton, and then connecting the two points on the skeleton. This approach is used in [SI to show that the motion planning problem has an upper bound that is single exponential in the number of degrees of freedom (dof). A randomized planning [21] is probabilistically complete in the sense that if it runs long enough, it will find a solution. In this approach, the robot moves toward the goal using a planner based on a potential field. If the robot cannot get to the goal, the robot takes a random walk, and then tries to approach the goal from there. Hierarchical multi-resolution search algorithms are used in [lS] to develop motion planners that solve problems in time commensurate to the problem diEculty.
The work on motion planning for curve tracing is mostly done in redundant-robot research. The redundancy is used to optimize secondary objectives such as link collision avoidance [9, 27, 29, 34, 36] ,singularity avoidance [23, 291, cyclic (drift-free) joint motions for cyclic tool paths [9, 341, or manipulability measures [3, 38] . Most of the work concentrates on the method of solving the inverse kinematics for numerical stabity, computational efficiency, and handling of kinematic and algorithmic singularities. The task prioritization approach is used in [27] to get a path that best satisfies the path-tracking and collision-avoidance requirements, whereas compact quadratic programming is used in [9] . Singular value decomposition is used in [22] to improve computational efficiency, and the extended Jacobian method is used to map algorithmic singularities in [23] . All of the above algorithms are, however, local methods; they use a greedy approach to avoid collisions and singularities while tracing the curve with the tool tip. These algorithms do not backtrack during search, and cannot solve problems requiring global-space knowledge such as that in Figure 1 . The only global algorithms for curve tracing that we are aware of are presented in [20, 361 . These algorithms compute inverse kinematic solutions at the points along the curve, and find a connected sequence of robot joint angles that make the robot tool tip trace the curve. There are relatively fewer efforts on motion planning for cover-surface tasks. Automatic painting path generation for slightly curved surfaces is done in [35] , where the robot operates in space free of object clutter. Minimigation of the thickness variation of spray coats along a specified path is considered in [2] . by optimizing the robot speed along the path. Since there are many process parameter constraints besides geometric constraints in cover-surface tasks such as painting, most robots performing these tasks are manually programmed at present.
There has been some work done on workcell design and robot placement with different emphases or methods. A semi-automatic method of generating an assembly workcell layout is presented in [33] . A workcell designer first generates a rough layout of robots and other production resources. The visit points for the robot tool are generated from an assembly plan and part locations, then reachability of these points are checked. A numerical optimization routine then assesses the the quality of the layout, and computes a new layout. T h i s process is iterated until a satisfactory layout is found. Paths between points are found after the layout is determined. This work is aimed at developing a layout algorithm for an overall assembly workcell. In contrast, our algorithm specifically determines optimal robot base configurations, with the optimality being the actual, not estimated, and collisiowfiee path length of the robot. Determining an optimal robot placement for a robot performing a transfer movement between two points is considered in [14] . This algorithm uses a gradient descent rather than a brute-force search to f h d an optimal robot placement. This algorithm minimizes the robot execution time by taking into account the joint acceleration, whereas ours minimiaes the length of the collision-free path that visits multiple points. Work on selecting robots and deploying them to proper work cells for a CIM system is presented in [ll], but it is concerned with layout design of a whole manufacturing line from an industrial-engineering perspective.
Basic Motion Planners
The motion planners for 0 to 2D tasks are based on two basic motion planners: a point-to-point motion planner (PTP planner) and a motion planner for tracing a single curve (TSC planner). The PTP planner reported in [lo] computes a collision-free path from one robot configuration to another, and is used by the visit-point (VP) planner to plan a path that visits multiple points. The TSC planner reported in [20] computes a robot motion that makes the robot tool tip trace a clirve while avoiding collisions between robot links and obstacles. This planner along with the PTP planner are used by the trace-curve planner (TC planner) to plan a path that traces multiple curves. We now describe the PTP and TSC planners.
PTP Planner
There are many motion planners that are either complete (guaranteed to find a solution if one exists) or efficient (short computation time), but only a few have both characteristics. The SANDROS planner in [lo] is one of them, and will be used in this paper. We plan robot motions in the C-space, and make the standard assumption that if a task is solvable, a solution path can be represented by a sequence of unit movements in the C-space, discretized to a preset resolution. To handle the high dimensionality of the C-space and search complexity, we make the following design decisions without sacrificing completeness.
First, we determine whether a given point in the C-space is collision-free by computing the distance [15] between the robot and obstacles. Contact conditions can be used [12, 261, but equations describing contact boundaries are nonlinear, and detecting intersections of these boundaries is computationally expensive. The use of distance makes our algorithm independent of object models, and enables the selection of 'safer', i.e., larger clearance, configurations for the robot.
Second, we use a two-level hierarchical planning scheme to reduce memory requirement as done in [13] . It is difficult to store all the collision-free points even if we could compute them all, since the C-space typically has an enormous number of points even at a coarse resolution. We circumvent this problem by planning at two levels using a global and a local planner. The global planner keeps track of reachable, unreachable, and potentially reachable portions of the C-space, and the local planner checks the reachabiity of a portion of the space from a point. If a portion of space is reachable from a point, then the corresponding collision-free motion needs not be stored as in [6] , since they can be readily recovered by the local planner at any later stage of the algorithm. Although this scheme requires re-computing the solution path, it is more efficient than storing hundreds of path segments generated during the search process.
Third, we use a multi-resolution approach to reduce search time. An exhaustive search for a collision-free motion is prohibitive because of the enormous size of the C-space. Yet, heuristic algorithms that do not examine the entire space are inevitably incomplete. To achieve both time efficiency and completeness, we use the global planning module to fist search promising portions of the C-space at a coarse resolution. It increases the resolution to finer levels only if a solution is not found at the coarse level, and only in promising portions of the C-space. The planner searches the space both heuristically and systematically so that each motion planning problem can be solved in time according to its difficulty.
These design decisions are embodied in a new search strategy called SANDROS, which stands for Selective And Non-uniformly Delayed Refinement Of Subgoals. Given two points s and t representing the start and goal configurations of a robot, we maintain a set of subgoals to be used by the robot as guidelines in moving to the goal configuration. Subgoals represent portions of the C-space that have relatively large clearances to obstacles, and hence correspond to configurations that are easy for the robot to reach using the local planner. Initially, we maintain only a small number of 'big' subgoals, each of which represents a large portion of the C-space. Because these subgoals are big, they provide only coarse guidelines for the robot to follow. A collision-free motion can be found very quickly with these coarse guidelines if the problem is easy. If a collision-free path cannot be found with these subgoals, some of the subgoals are broken down to several smaller, heuristically selected subgoals to provide more specific guidelines. The process of subgoal refinement is delayed as much as possible, and is performed in a non-uniform fashion to minimize the number of nodes.
At the highest level, SANDROS planner uses a generate-and-test strategy to plan motions. It has two
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-. --, main modules: a global planner G that generates a plausible sequence of subgoals to guide the robot, and a local planner C that tests the reachability of each subgoal in the sequence. If L succeeds in reaching each subgoal through the tested sequence, then a collision-free path is found. If C fails to reach a subgoal due to collisions, then G would first try to find another sequence without any subgoal refinement. If no sequence is available, then a subset of the current subgoals would be refined repeatedly according to SANDROS strategy until either a sequence becomes available, or no further refinement is possible. -is completely independent of C, and that there is a trade-off between the simplicity of C and the guiding effort of 9. If the local planner is as complicated as a complete algorithm then the global planner will never generate any subgoals because the local planner's range of effectiveness encompasses the entire Cspace. At the other extreme, if the local planner is a simple and inflexible algorithm like connect-withstraight-line, then the burden of planning rests heavily on the global planner in that it will have to generate many subgoals before a solution can be found. Finding the optimal subdivision of labor between C and 9 is difficult. However, in principle, C should implement some 'greedy' algorithm with a capabiity to 'slide' around simple obstacles, so easy problems can be solved without generating too many subgoals. Finally, we remark that the dynamic graph searching framework of SANDROS can be tailored to various kinds of robots by specifying the subgoal representation and refinement strategy in 8, and the sliding strategy in C.
Global Planning
Global planning takes place in three stages: sequence generation, sequence verification, and node refinement. In the sequence generation stage, the global planner 9 finds a 'good' sequence of subgoals by searching through a dynamic graph G containing configuration points s and t with additional points and nodes representing subgoals. A point represents a single configuration in the Espace, while a node represent a subset.
The points of G are all points reachable from s or t through applications of C. T h i s set of points P is divided into P., and Pt representing points reachable from s and t, respectively. A point cost is stored indicating the cost of reaching it from s or t. Each node o of G is classified as either reachable (in U) or not-yet-reachable (i V), depending on whether a reachable point p in P has been found with which C is able to find a collision-free path from p to a point q in v. Although G may be changing, we maintain the invariant that the nodes of G not intersect each other. Thus, each reachable point p has an unique node A@) of G that contains p.
There are two types of edge connections in G: (node)-to-(node) and (reachable point)-tu-(not-yetreachable node). Each edge has a cost estimate of traversing from a terminal (node or point) to another. We initialize G by setting P., = 1.93, Pt = {t), U = {I, V = (root), and connecting s t o root and root to t with edges. The root denotes the entire Espace. To control the subgoal refinement process, we also maintain a node queue Q, initialized to the empty set.
To generate a plausible sequence, we simply apply a shortest-path graph algorithm [l] on the subgraph of G induced by V and P, with source vertices Pd and sink vertices Pi. We define the cost of a sequence with end points in P and intermediate nodes in V as the s u m of the edge costs plus the costs of the end points. This cost serves only as an estimate of the actual length of a solution going through the subgoals.
To restrict the number of possible sequences through a subgoal, we adopt the principle that no other ways of reaching a subgoal would be considered once it is declared reachable. We implement this principle by associating exactly one point in P with every node in ' IT. Allowing more than one point per node is also possible, but we favor the one-point-per-node rule for its conceptual and implementational simplicity. (We will allow a reached node to be reached again at other points when the node is split into smaller nodes through refinement.)
If the graph algorithm does produce a sequence with end points in P and intermediate nodes in V, then we enter the sequence verification stage. In this stage, we use C to determine the connectabiity of the end points through the sequence of nodes. Let sf E P. , and t' E Pt be the end points of this sequence. Let d(q) be the minimum Euclidean distance between the robot at configuration q and the obstacles. We begin by choosing the search direction using d(sf) and d(tf) as a guide: If the d(t') is smaller than d(s'), then we will search backward by starting at t'; otherwise, we will search forward by starting at s'. Heuristically, the point chosen (s' or t') should have less clearance from the obstacles, and hence should be extricated first to constrain search. Let p be the point chosen and p' be the other point. To search forward, we call t to check the reachabiity of the first node v from point p; to search backward, we call t to check the reachability of the last node v from point p . Either way, if any point, say q, of v is reachable from p with .Cy we would 1. swap v from V to U, 2. insert q into P, 3. store a pointer A(q) = v , 4. connect q to the original neighbors of v in V with new edges, and 5. store a back pointer B ( q ) = p, so that a path from s or t to q can be retraced.
. Then, we would continue the verification stage by checking the connectabiity between # and q. The verification stage ends when either the entire sequence is connected, or a node v is found unreachable from a point p. In the former, we would retrace a path from s to t through G to yield a motion for the robot. In the latter, however, we would disconnect p from v , push both A@) and v into Q, and return to generating another sequence.
Continuing with the sequence generation process, if the graph algorithm produces no candidate sequence, then we would enter the node refinement stage. In this stage, we modify G continually by refining the subgoals in Q until either a candidate sequence becomes available, or Q becomes empty. We pop off every node v in Q deemed to have the least amount of refinement and refine it into more clear, defined subgoals. After refining v into children C ( v ) , the next step is to modify G to reflect the change in V. We augment G with C ( v ) by inserting C ( v ) into V, and connecting every neighbor node of v with every node of C ( v ) . Also, if A ( B ( v ) ) has not been refined already, then we would push A ( B ( v ) ) into Q to ensure the eventual chance that every node of U gets refined.
Node Representation and Refinement
Although subgoal representation is independent of the search framework thus presented, it is nevertheless an important factor in determining the efficiency of the eventual search. For a manipulator with n dof, a node at (refinement) level k is a -vector with only the first k components specified. Thus, the totally unspecified node ' I I O at level 0 represents the entire C-space, and a fully specified node represents a single point. The edge cost between two nodes is defined as the sum of the differences between the coordinates that are specified in both nodes (a modified Manhattan metric). Nodes are connected by an edge only if the edge cost does not exceed a certain threshold T ' .
In the node refinement stage, nodes at the highest level are refined: A node ' I I at level k is refined as follows: First, we use the specified components of v as the first k joint values for the robot. Then, using only the links whose positions are totally specifiable by the first k + 1 joints, we compute the distance between the links and other objects in the workspace for all possible (k + l)th joint values at a prescribed resolution. The resulting set of nodes with k + 1 specified components and positive distance is then filtered into a list of nodes C ( v ) using a dominate-and-kill method. In this method, the process of selecting a node v, with the maximum distance value, and removing each node whose ( k + component is within X number of nodes of v, is repeated until every node is considered. The idea is to condense the set of possible nodes into a sparse collection of subgoah having maximal clearances based on its specified links. Refinement stops when all nodes are fully specified.
Local Planning
The local planner simulates robot movements in the C-space in small steps. A step is defined as a configuration change where a dof is changed by a preset amount, which represents the resolution. This preset amount of change is indicated by a number called stride. The stride in each dimension is normalized so that the maximum distance traveled by any point on the robot is about the same for each stride. A point that L .-is within one step of another is a neighbor of that point. Collision checking is done after the robot takes a step. It is possible for the robot to collide with the objects during a step, although it does not before and after the step. The Jacobian method [3l] can be used to dynamically control the stride sizes and ensure no inter-step collisions, but we have decided to use small fixed strides for implementation efficiency.
The local planner L: checks the reachabiity of a node v from a point p by moving the robot from p to any point Q in v. The iterative procedure of moving from p toward v is as follows: First, we make progress toward v by considering all neighboring points of p that are one step closer to v than p is, and move to the point p' that has the maximum clearance d(p') > 0. (Depending on the node representation, the distance between point p and node v is measured by the Euclidean distance between p and the closest point q in v.)
Next, we slide repeatedly by considering sequentially in each dimension, the two neighboring points one step away from either direction. If there is a point p" closer to v than p is, while having a larger clearance d(p"), we would move from p' to p" and set p' to p". If no progress can be made, then C would report a failure; otherwise, the move-toward-and-slide procedure is repeated until v is reached.
Experiments
The PTP planner is run on both easy and hard problems, and its performance is illustrated using the following numbers. The computation times are run times on a 200MHz SGI Indigo2 workstation. The number of nodes on the graph generated by the PTP planner and the number of local moves invoked by the global planner give ideas of the problem difliculty the planner's efficiency.
To get a meaningful and fair assessment of our performance, the following measure is developed. First, we use the number of collision detection (or distance computation) between the robot and its environment rather than computation time, since it is independent of geometric complexities of the robot and obstacles. Second, consider a trivial planner which discretbes the C-space into Ngrid points, performs collision detection at each point, and finds a path among the collision-free points. This planner will run in o(Ned) time. The ratio of the number of distance, Nsit, computed by the planner to the N@d of the underlying grid in the C-space gives a good measure of the planner's efficiency. In Figure 1 , N&t/Ngrid for the examples that follow are plotted in log scale against dof, and this empirically shows the efficiency of our algorithm for high-dof problems. The apparent 'log-linearity' exhibited in the plot indicates an exponential time improvement of the PTP planner over the trivial planner, even though its performance may still be exponential in dof.
We have tested our planner with 2,4 and 9-dof planar manipulators, a 5-dof Adept, and 6-dof Puma manipulators in 3D. The number of dofs, computation times, number of nodes in the graph, number of local planner invoked, number of distance computations, and N&t/N@ are shown in Table 1 . (Figure 4) . Pulling a stick from behind two vertical posts with a 6-dof Puma robot is shown in Figure 5 (5 sec.) . FinaIly, the 9-dof problem shown in Figure 6 (c) takes about 15 minutes, showing the gradual increase of computation time with dof. In the examples above where obstacles and robots have about 10 to 40 faces, the time for one distance computation was 1 millisecond. For typical 5 and 6-dof problems of moderate dif3culties (Figure 4 and 5) , the PTP planner shows near real-time performances. If the geometric complexities of robots and environments increase, or for very diflicult problems, the PTP planner will need a 10 to 100 times faster computer for a near real-time performance. 
Trace-Single-Curve Planner
Our TSC planner is basically a structured search algorithm that examines the solution space without building an explicit representation of the feasible motion set. Note that building an explicit representation is computationally expensive for robots with high degrees of freedom. Our planner works roughly as follows. Given a curve to be traced by the robot tool tip, we first identify points on the curve that are in cluttered space. These points are called critical locations, and include both the starting point and ending point of the curve by definition. We then find at each critical location a set of inverse kinematic solutions that do not cause collisions between robot links and objects. We ca31 these inverse kinematic solutions &goals. Next, a sequence of subgoals, one for each critical location, from the starting to the ending point is selected as a candidate path. Finally, a local planner is used to verify the existence of a collision-free joint motion from one subgoal to the next in the sequence, until the goal is reached. Because inverse kinematic solutions are computed only for critical points, we gain efficiency and thus can handle more redundancies. The way our algorithm handes the m e requiring reconfiguration of the manipulator in the midst of tracing the curve is explained below. We divide our planner into a global planner and a local planner; the global planner keeps generating a candidate sequence of subgoals, while the local planner finds actual joint motions connecting subgoals. The global and local planners are completely separate of each other, and can be modified independently. For example, one of the local planners cited in Section 2 can be used in our planner. We now describe the global and the local planner in detail.
. 2 . 1 Global Planner
Given a curve, the global planner is responsible for generating a set of critical locations, finding subgoals for each critical location, and generating candidate sequences of subgoals that will be examined by the local planner.
Setting up critical locations on the curve Given one piece c of the curve C, and the length T of robot tool tip, we first build a cylinder of radius r whose axia coincides with c. We then compute the intersection I of the cylinder with each object 0 in the workspace using ACIS routines. Next, we project I back onto the curve c to obtain line segments Xi, which denote the portions of c on which the robot needs to cleverly maneuver itself to avoid object 0. Finally, we construct the set of critical locations from the endpoints of the Li's using the following filter. When two critical locations are closer than a preset threshold, we delete the one that is farther from the starting point of curve c. (This step reduces computational complexity without degrading solution quality.) Figure 7 shows an example of critical locations.
Computing subgoals
At each critical location l j , we solve for inverse kinematic solutions that are collision free. For redundant robots, there are usually an infinite number of solutions and computing all of them &, itself a research problem. A brute-force method is used in [36] to compute all inverse kinematic solutions for each critical location. This method discretbes the redundant degrees of freedom with a grid and solves Ax = JAq for Aq with additional equations setting the redundant degrees of freedom equal to the joint values at each grid point. This method is, however, exponential in the number of redundant degrees of freedom, and gives us unnecessarily many solutions. Ideally for our algorithm, we would like to get one solution from each aspect [36] . An aspect of a manipulator is a connected region of the joint space in which the manipulator Jacobian remains full rank. (This means, roughly, that we want a small number of samples UniformIy distributed over the set of inverse kinematic solutions.) When obstacles are present, one aspect might be divided into several regions by the configuration space obstacles, requiring us to find a solution for each connected region of each aspect. Since computing aspects is not the main focus of this paper, we leave this for future work and use the following heuristic approach.
Given the position of the tool tip, we f h t find a set of collision-free orientations of the tool tip. This specifies a set of tool tip configurations. We then find a set of joint angles that achieve each of the tool tip configurations as follows. We define a set of initial manipulator configurations uniformly distributed over the joint space. From these initial configurations we make the robot converge to a configuration that achieves a given tool tip configuration. We use the local planner in Section 3.2 for the converging movement except we do not include the collision avoidance. If we incorporate the collision avoidance in this step, the robot tends to stay away from the objects, and we may not compute a collision-free robot configuration that places the robot in a tight space. Such a configuration may be essential in generating a global collision-free motion tracing the curve.
The resulting manipulator configuration, therefore, may involve collisions with objects. If so, we move the manipulator to a nearby collision-free configuration using a greedy search algorithm that minimizes the amount of overlap between the manipulator and the objects. We restrict the movement in the null space with respect to the position of the tool tip so that the tool tip stays at the corresponding critical location. The amount of overlap between two objects is measured by the mi ni mum distance one of the objects has to translate in order to separate them. This measure has also been called the negative distance [5] . From the current configuration, the greedy search algorithm moves the robot to one of the adjacent configurations with a smaller overlap. The search is continued until the current configuration has the mi ni mum overlap, or the robot is in a collision-free configuration. We then select only those configurations that are collision-free as subgoals.
We use the following scheme to define a set of initial robot configurations. We divide the range of each joint into two equal intervals, and use the center value of each of the intervals as a possible joint value. The scheme is equivalent to representing the joint space with a one-level deep 2dof-tree and defining the center of each cell as one of the initial configurations. The selection process is roughly equal to getting one initial configuration from each of the aspects defined in [36] , and results in an approximately uniform sampling in the joint space.
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Finding the ashortest sequence
Once we have computed the subgoals, :.e., inverse kinematic solutions, q j k for each critical location l j , we construct a graph G whose nodes are q j k . The edges of G are between two subgoals q j k and q ( j + l ) k ' in the adjacent critical locations whose distance in the joint space is less than a preset number A times the distance between the adjacent critical locations l j and Zj+l in the operational (world) space. The heuristic is that the joint angle should not change much when the tool tip is tracing a small segment of the curve. The edge cost is set to the Euclidean distance between the subgoals in the joint space. We then use dynamic programming to find the shortest sequence from any of the subgoals at the starting location to any of the subgoals at the ending location of the curve. The sequence with the smallest total edge cost is selected as the candidate sequence, and the existence of a collision-free path via the subgoals in this sequence is verified by the local planner. As the local planner finds a collision-free motion between two subgoals, the corresponding edge cost is replaced by the actual length of the collision-free motion in the joint space. If the local planner cannot find a collision-free path between two subgoals, the edge connecting them is deleted from the graph. Since the length of the collision-free motion is always greater than or equal to the straight line distance between two subgoals, our graph search will examine all sequences that can potentially result in a shorter path than the current solution path. This process of selecting and verifying sequences is repeated until there is no sequence with a smaller estimated cost than the actual cost of the shortest path found so far. Figure 8 shows a graph and a candidate sequence of subgoals.
Reconfiguration of manipulator
Let s and t be the starting and ending location of the curve. Given a graph G of subgoals, define s-Teachable (s-.unreachable) subgoals to be those that can (cannot) be reached along G using the local planner from any of the subgoals at the first critical location. Define a critical location to be s-reachable if one of its subgoals is s-reachable; otherwise, s-unreachable. Similarly, define the corresponding terms for final location t. It may be the case that at a particular critical location, some subgoals are s-reachable, some &reachable, but none are both s-reachable and &reachable. In such a case, the curve cannot be traced completely without taking the tool tip off the curve, i.e., the manipulator has to be reconfigured in the midst of tracing. Our algorithm reconfigures the manipulator as follows.
First, start from the subgoals at s, and trace the curve as far as we can (called forwuTd pluming), by continually generating a candidate sequence and verifying it with the local planner. If we can reach any of the subgoals at t, then we have succeeded in tracing the whole curve.' Otherwise, there exists a critical location u that is not s-reachable, but its predecessor u is. In this case, insert a new critical location w halfway between u and v , by computing the subgoals at w and updating G accordingly. We repeat the process of forward planning and inserting a new critical location until the distance between u and-u is smaller than a preset distance D m i n . At this time, we reconfigure the manipulator at u. We use the PTP motion planner to move the manipulator from an s-reachable subgoal % to an s-unreachable subgoal u1. The PTP motion planner almost always moves the tool tip off the curve, and the generated motion corresponds to a reconfiguration Suppose that there is a curve-tracing motion, T,, + R,,, + Twt, which includes a reconfiguration motion &, (Figure 9 ). Suppose that u is the last s-reachable critical location that is farther from s than w. Then there exists a reconfiguration motion at u, namely, T$u + &, +T:,, which will be found by a complete PTP motion planner. Thus, the choice of the critical location for reconfiguration does not ai€ect the completeness of our algorithm.
Local Planner
The local planner moves the robot from one subgoal to the next while tracing the curve and keeping an optimal orientation of the tool tip. Optimal orientations are specified by the robotic task at hand. For example, a caulking operation might require the tip of the caulk to maintain 45 degrees from the edge. The tool tip orientation is compromised only to avoid collision between the robot and the objects in the workspace. We can also compromise the tool tip orientation to avoid kinematic singularities, but this is currently not implemented. The local planner never moves the tool tip off the curve in any case, since it severely degrades the quality of robot performance in most tasks.
Our local planner is a modified version of the algorithm in [27] . We first solve Az = J(q)Aq to move the tip along the curve using singular value decomposition. We then use a null-space movement to change the tool tip orientation as close to the optimal value as possible as long as the distance between the robot links and the objects are greater than a preset threshold Ddangc+. If the distance is smaller than Dkngety we use the null space movement to increase the distance. The null space movement is achieved by moving the robot joint angles along the basis vectors of the null space of J(q), which are computed from the singular value decomposition. We also limit the number of the null space movement so as not to exceed joint velocity limits. If the robot collides with an object or the tool tip orientation goes out of the acceptable range, the local planner declares that there is no feasible motion between the two subgoals. Figure 10 illustrates the local planner.
Completeness and Efficiency
Our algorithm gains computational efficiency by computing inverse kinematic solutions at several critical locations rather than at all points on the curve. We also compute only a small number of inverse kinematic solutions at each critical location to gain further efficiency. If we had computed the set of all inverse kinematic solutions at every point along the curve and searched for an optimal motion in that set, our algorithm would be complete. The resulting computation time, however, would be too long for practical applications. Instead, our algorithm relies on the local planner to find motions between subgoals at the adjacent critical locations. It is difficult to analyze the complexity of our overall planner precisely, but it does have the following characteristics. If the local planner is a sophisticated algorithm, the critical locations can be far apart and the global planner does less work. If the local planner is a simple algorithm such as moving straight in the joint space, the global planner has to do more work by computing more subgoals at more critical locations. In the global planner, the initial path lengths of the edges between subgoals are the straight-line distances in the joint space, and thus are under-estimates. This satisfies the admissiBility condition of A* search, and the global planner is guaranteed to find the shortest path in the graph G of the subgoals. The optimal path in G is close to the optimal solution to the problem as demonstrated in the next section. Moreover, we can always further optimize the optimal path in G around its neighborhood using a numerical technique [31] .
Experiments
We have tested our algorithm with a 4dof planar manipulator, and the planned motion is shown in Figure   11 . We have chosen the examples so that a reconfiguration motion is needed in tracing a curve. It took less than 2.5 minutes to solve the problem on a 200-MIPS workstation. Our algorithm computes the distance between robot links and objects on the order of 103-5 times, and this has necessitated the use of the fast distance routine in [15] . Figure 10. Each curve in the joint space denotes all inverse kinematic solutions that place the tool tip at the corresponding point on the curve. The local planner first moves the tool tip along the curve (arrows), and then uses the null space movement to avoid collisions and optimize the tool tip orientation (dotted lines). 
Motion Planners for R #botic Tasks
The visit-point (VP) planner and the trace-curve (TC) planner are generalizations of the PTP planner and the TSC planner. To get a path that visits multiple points or tracing multiple curves, the VP and TC planners employ an algorithm for the traveling salesman problem (TSP) to find the optimal order of the points or the curves. The TSP algorithm in the robot joint space is more complicated than the traditional TSP algorithms, and the differences are describes in Section 4.1' . The cover-surface (CS) planner partitions the surfaces into a set of stripes, and the TC planner is used to trace mid-lines of the stripes in the optimal sequence.
Visit-Point Task
The visit-point task for robot manipulators are different from the traditional traveling salesman problem in two respects. First, many robots have more than one way to reach a point in the world space. In fact, for a redundant manipulator, there are an infinite number of solutions to the inverse kinematics. The visit-point task requires that a point be visited using any one of the inverse kinematics solutions. If there are n ways to reach each of the w points, we would have to solve nw regular TSP problems to get the shortest path. Second, the actual path length between two points are not known until a collision-free path in the configuration space is computed using the PTP planner. Although computing the actual path lengths between all pairs of points would yield the shortest path, the required computation resource would be prohibitive for many practical problems.
The following heuristic algorithm is developed to get an approximately shortest path for the visit-point problem, based on the nearest insertion algorithm for the regular TSP problem [24] . Let say the robot is to visit w points in the world space. A group of points in the robot's configuration space that place the robot tool tip at each of the world points is computed. If there are an infinite number of configuration points as for a redundant manipulator, a finite number of them are sampled. The optimal robot motion is then the shortest tour in the configuration space that includes one configuration point from each group.
The VP planner has two stages: tour generation and cost update. In the tour generation stage, we assume the distance between two configuration points are the straight-line Euclidean distance between them. To generate a tour, we pick a point in the configuration space that has not been included in the tours previously generated. Call this the seed point. We then select the closest configuration point to the seed point that has a B e r e n t corresponding world point from that of the seed point. We keep on inserting the closest configuration point to the current tour whose world point is not yet visited by the current tour. When inserting, we find the best place to insert to minimize the tour length. We repeat this process until every configuration point is included in one of the tours. Although the straight-line distances of these tours are correlated to the actual path lengths, they can be quite different when the robot has to go around an obstacle.
At the cost-update stage, the PTP planner is used to compute the collision-free motion between pairs of points adjacent in all of the tours. After replacing the straight-line distances with the actual lengths of the collision-free motions, the tour with the shortest actual length is selected as the best path. A more expensive, sophisticated TSP algorithms are possible with more computing resources. 
I
Experiments Figure 12 (a) shows a 2-link robot, polygonal obstacles and 5 squares to be visited by the robot's tip. Figure  12(b) shows the search tree explored by the PTP planner. Notice that the VP planner does not build the complete description of the configuration obstacles shown in Figure 12(d), i. e., the set of all joint angles that cause collisions between the robot and the obstacles. In Figure 12 
Trace-Curve Task
The trace-curve (TC) planner is similar to the VP planner, except it uses the TSC planner to trace along each curves and the PTP planner to move between curves. In general, there are several robot motions that trace the same curve, and a finite number of curve-tracing motions are computed by the TSC planner. While tracing a curve, the TSC planner keeps the tool tip orientation at a specified optimal value, and allows deviations only to avoid collisions or singularities. We will impose the restriction that once the robot starts to trace a curve, it has to finish tracing the curve before it starts on another. This is a practical assumption, since many tasks such as caulking and metal cutting require the robot to finish the curve it has started to trace. In the tour-generation stage the TC planner uses the straight-line distance between the end points of the motions tracing the curves. The neaest insertion method is also used to generate these tours, and at least one of the tours contains each robot motion tracing each curve. In the cost-update stage, the tour lengths are converted to actual lengths of the collision-free paths using the PTP planner, and the minimum-length path is selected as the best path.
Experiments Figure 13 shows a 3-link robot tracing 3 edges drawn in bold lines. The robot configurations that place the robot's tool tip at the start and end points of the curves are shown in Figure 13 (a). The robot tries to keep the tool orientation as close to the edge normals as possible. The motions tracing 3 edges are shown in Figure 13 (b); the motions from one edge to another are not shown to avoid cluttering. 
Cover-Surface Task
This section describes the cover-surface (CS) planner specialized for painting applications. The CS planner partitions the surfaces into a set of stripes whose widths are equal t o the effective width of the spray cone. The stripe direction is chosen along the longest edge of a surface by default (this tends to minimize the number of the stripes), but other criteria could be used. Once the partitioning is done, the TC planner can be used to compute the motion of the robot holding a spray gun to trace the center lines of all the stripes:
Since there are usually a hundred or more stripes in a typical painting application, a straight forward use of the TC planner would take a long time. We use an important piece of painting knowledge to improve painting quality and to reduce the computation time. When painting, an adjacent stripe is sprayed right after the currently sprayed stripe while the paint is still wet so that good bonding occurs at the stripe boundary. Using this knowledge, the CS planner finishes covering a surface once it gets started on it. This also tends to minimize the wasted motions for traveling between stripes. Rather than applying the TC planner directly to the stripes, we first apply the TC planner on the stripes of each surface to get an optimal ordering of painting the stripes. We then connect with a straight line the starting and the finishing points of painting the surface to get a super-curve (see Figure 14) . We then apply the TC planner to the super-curves to get the ordering of the surfaces. Once the surface ordering is determined, the TSC planner is used to find a motion to spray each stripe and the PTP planner to find a collision-free motion to move the robot from one stripe to the next. Figure 15 shows the performance of the CS planner on the task of painting a wall with two boxes attached on it. The surfaces are partitioned into stripes, which are in the direction of the longest edges of the surfaces. For this problem, it took on a workstation 30 seconds for partitioning and TSP algorithms, and 10 minutes for computing the motions tracing the center lines of the stripes.
I Experiments
(a) Robot configurations at the start and end points of the curves. 
Build-Volume Task
The build-volume planner can be developed by either 1) partitioning volumes k t o a set of surfaces and using the CS planner, or 2) partitioning volumes into a set of rod shapes and using TSC planner. It is, however, left for future work.
Robot Base Placement
The robot placement (Rp) algorithm is based on the VP planner in Section 4.1. The RP algorithm places the robot base in all possible configurations given by the user, and runs the VP algorithm to get the optimal motion visiting the points in any order. The robot base configuration that results in a path with the smallest length in the joint space is selected as the optimum. The Rp planner provides an algorithmic way to shorten the robot cycle time with respect to the robot base configuration. The user first specifies the degrees of freedom of the robot base, and the associated range for each dof.
The dof is usually 3 (2, y, e) or 4 (2, y, z, e). Assuming we discretize each dof with 10 points, there are lo3
or IO4 possible robot base configurations. The 10-point discretization is not coarse, since the user usually has a rough idea of the optimal robot-base location. A grid is formed over the space of possible robot-base configurations. The robot is placed at each of the grid points, and inverse kinematic solutions are computed for each of the task points. The base configurations with at least one inverse kinematic solution for each of the task points will be labeled as feasible. For each feasible base configuration, the shortest collision-free path that visits all the task points is computed using the VP planner. Finally, the robot base configuration with the shortest path length is selected as the optimum.
Experiments
We have used our algorithm for a robot engaged in a simulated spot welding task. A CRS-465 robot in Figure 16 is to perform 4 spot welds on a car body at the points marked with circles. Two filled circles are to be welded from under the roof, and the two empty circles are to be welded from above the roof. The robot is place at a nominal position and its joint angles are set to the home position as shown in Figure 16 . A simplified L-shaped weld gun is used to avoid clutter in showing motions. When computing collision-free paths, we used a simplied model of the robot shown in Figure 17 to speed up the computation of distances between the robot and obstacles. We note here that fast distance routines for complex objects have been developed in [7, 37] , and will be integrated in our algorithm in the near future. The CRS-465 robot can have up to 8 inverse kinematic solutions for a given tool configuration. We used only half of the solutions since the other half amounts to rotating the robot shoulder 180 degrees and swinging the first and second links of the arm to the other side. (Such motions are time consuming and are not used in practice.) Because the spot weld process is symmetric with respect to the roll about the axis of the welding-gun tip, we generated inverse kinematic solutions at a 15 degree roll interval. The number of collision-free inverse kinematic solutions for each spot-weld point ranges from 2 to 8. The robot base is moved in ( x , y, e) space on a grid of 5 x 7~5 points.
The computation time to examine 175 robot base locations was 60 hours on an SGI Indigo 2 workstation, with codes that include graphics. The time should be reduced at least by a factor of 3 when running without the graphics. The shortest path length corresponding to each base configuration is shown in Table 2 . The optimal base configuration has an offset of (0.0, -10.0, -5.0) from the nominal base configuration in Figure  16 . Figures 18(a)-(d) show the robot base configuration miTlimigig the length of the spot-welding path, the inverse kinematic solutions used at the weld points, and the order of spot welding. A super computer or a network of workstations will be needed to get a similar run time for a realistic problem containing complex objects and many more weld points. 
Conclusions and Future Work
We have presented a classification of robotics tasks according to the dimension of the manifold the robot tool has to cover, and developed a hierarchy of motion planners based on the novel search strategy called SANDROS. Two basic planners, the point-to-point motion planners and the motion planner for tracing a single curve, are developed first. They are then used to plan motions that visit multiple points, trace multiple curves or cover multiple surfaces. A traveling salesman problem is formulated in the manipulator joint space, and an algorithm is developed to determine the optimal order of tool paths.. In addition, the robot-base configuration that minimizes the cycle time can be determined using these planners. These planners provide a compact and systematic approach to motion planning for a variety of robotic tasks, rather than developing a speciiic motion planner for each task.
Our planners enable automatic generation of collision-free motions for robots in both manufacturing and unstructured environments, and thus make it easier and cheaper to use robots. Manufacturing engineers or robot operators can concentrate on higher-level tasks instead of tedious motion planning and programming. Virtual and agile manufacturing also benefits from our results by verifying feasible motions in simulation in the manufacturability study. Future work includes improvements of several components of the motion planners such as the TSP algorithm, the local planners in the VP and TSC planners, and faster distance computation. Extension of our planners to 3-dimensional tasks, e.g., rapid prototyping, is more challenging due to the constraints relating to material deposition/removal processes.
