In this paper, we analyze the performance guarantee of multiple orthogonal least squares (MOLS) in recovering sparse signals. Specifically, we show that the MOLS algorithm ensures the accurate recovery of any K -sparse signal, provided that a sampling matrix satisfies the restricted isometry property (RIP) with
I. INTRODUCTION
Recently, sparse signal recovery has gained considerable attention in image processing, seismology, wireless communication, and machine learning, to name just a few [1] - [3] . The primary goal of sparse signal recovery is to reconstruct a high dimensional K -sparse signal x ∈ R n ( x 0 = K n) from a small number of linear measurements
where A ∈ R m×n (m n) is the sampling (measurement) matrix.
In recovering the desired sparse signal x, orthogonal least squares (OLS) has been widely used due to the computational simplicity and competitive performance [4] . Key task of the OLS algorithm is to investigate the support (the index set of nonzero entries) of x in an iterative fashion. That is, starting from the initial empty set, OLS adds one column index of A to the estimated support in each iteration until the size of the estimated support equals the signal sparsity. The main difference of OLS over the well-known orthogonal matching pursuit (OMP) algorithm [5] is that OLS chooses the column The associate editor coordinating the review of this manuscript and approving it for publication was Jinming Wen. minimizing the residual power while OMP picks the column maximally correlated with the residual [6] .
One potential problem of OLS and OMP is that the input signal cannot be recovered when an incorrect index (an index not in the true support) is chosen in some iteration. To overcome the shortcoming, various techniques choosing multiple indices in an iteration have been proposed [7] - [10] . Representative algorithms include compressive sampling matching pursuit (CoSaMP) [7] , subspace pursuit (SP) [8] , generalized OMP (gOMP) [9] , and multiple OLS (MOLS) [10] . Among them, the MOLS algorithm has received special attention owing to its remarkable performance. In the noiseless scenario, MOLS empirically outperforms existing recovery algorithms in terms of the critical sparsity (the maximum sparsity level at which the exact reconstruction is ensured) [10] . In the noisy scenario, it has been empirically observed in [10] that MOLS performs close to the best achievable Oracle estimator 1 in terms of mean square error (MSE), in the high signalto-noise ratio (SNR) regime.
In analyzing the performance of MOLS, the restricted isometry property (RIP) has been widely used [10] - [12] . for any K -sparse vector x [13] . In particular, the minimum of δ satisfying (2) is called the RIP constant and denoted by δ K . In [10] , it has been shown that MOLS exactly recovers any K -sparse vector, provided that a sampling matrix satisfies the RIP with
where L is the number of indices chosen in each iteration. The primary goal of this paper is to present an improved performance analysis of the MOLS algorithm. Specifically, we show that MOLS guarantees the accurate reconstruction of any K -sparse vector under
We note that the proposed guarantee is less restrictive than the conventional condition in (3), since δ LK −L+2 ≤ δ LK by the monotonicity of the RIP constant. (see Lemma 1) and Fig. 1 ). In particular, when L = K , our new bound in (4) is 1.7 times larger than the bound in (3). Furthermore, our result implies that OLS (a special case of MOLS when L = 1 [10] ) exactly reconstructs any K -sparse vector under
The bound in (5) is nearly optimal, since even with a slight relaxation (e.g.,
), there exists a counterexample for which OLS fails to recover some K -sparse vectors [12] . The rest of this paper is organized as follows. In Section II, we briefly review the MOLS algorithm and present lemmas used in our analysis. In Section III, we analyze the condition of MOLS guaranteeing the exact reconstruction of any K -sparse vector. Finally, we discuss some issues associated with our analysis and conclude our paper in Section IV.
A. THE MOLS ALGORITHM
In this subsection, we briefly review the MOLS algorithm. MOLS can be viewed as an extension of the OLS algorithm in that it picks multiple indices per iteration according to the selection rule of OLS [10] . Specifically, MOLS chooses L column indices (L ≥ 1) of A minimizing the distance to y in each iteration. In the first iteration, for example, MOLS measures the distance d j = P ⊥ {j} y 2 from y to span(a j ) for each j ∈ . Let d φ(1) ≤ . . . ≤ d φ(n) , then MOLS selects φ(1), . . . , φ(L) (the indices corresponding to the L smallest distances). In other words, the set I 1 of chosen indices is given by
Similarly, in the k-th iteration, MOLS identifies the set I k satisfying
Then, I k is augmented to the estimated support (i.e., T k = T k−1 ∪ I k ) and the vestige of indices in the enlarged set is eliminated from y (i.e., r k = P ⊥ T k y), generating an updated residual for the upcoming iteration. These operations are repeated until the iteration number reaches the maximum value k max = min{K , m L } or the estimated support can express y sufficiently ( r k 2 < for some pre-determined threshold ). In Table 1 , we summarize the MOLS algorithm. 
B. LEMMAS
In this subsection, we give lemmas used in our analysis. The first lemma is the monotonicity of the RIP constant. 
Since P ⊥ I Ax = P ⊥ I A J \I x J \I , Lemma 2 can be viewed as a modified RIP of the projected matrix P ⊥ I A. The third lemma presents an equivalent form to the identification rule in (7) . 
Remark 1: By noting that
one can see from the equivalent form in (8) 
III. EXACT SPARSE RECOVERY WITH MOLS
In this section, we analyze the condition under which MOLS guarantees the exact reconstruction of any K -sparse vector. Our result is formally described in the following theorem. 
then the MOLS algorithm accurately reconstructs x from its measurements y = Ax in at most K iterations. Remark 2: It is well-known that a random matrix A ∈ R m×n whose elements are drawn i.i.d. from a Gaussian distribution N (0, 1 m ) obeys δ K ≤ ∈ (0, 1) with overwhelming probability if [15] 
Thus, our result in (11) 
This condition is nearly optimal for the OLS algorithm, since there exists a counterexample for which OLS fails to recover some K -sparse vectors when
Remark 4: When L = 1 and a sampling matrix has unit 2 -norm columns, MOLS coincides with the conventional OMP algorithm for the first iteration [10] . By combining this with Theorem 1, one can see that OMP makes a correct selection in the first iteration under
. Note that in the noiseless case, the success condition for the first iteration of OMP is the same as the exact support recovery condition of OMP [16] . Therefore,
is sufficient for OMP, which is consistent with the optimal guarantee of this algorithm [18] . We now present the proof of Theorem 1.
Proof: [Proof of Theorem 1] Overall, our proof is divided into two steps:
1) First, we show that if MOLS has been successful in each of the first k iterations (0 ≤ k < K − 1), then the algorithm makes a success also in the (k + 1)-th iteration under (11) . By the success, we mean that at least one correct index is chosen in an iteration (i.e., |I k+1 ∩ T | ≥ 1). In doing so, we can show that
then MOLS picks the remaining correct index successfully in the final (K -th) iteration. Combining the above two steps, we show that MOLS picks all the support elements in at most K iterations under (11) , which implies the exact reconstruction of x [9] .
• Step 1) In the first step, we show that if
, then MOLS successfully performs the (k + 1)-th iteration under (11) . To this end, we compare the
, then MOLS makes a success by Lemma 3 (the index corresponding to p 1 will be chosen). The following proposition gives the lower bound of p 1 and the upper bound of q L .
Proposition 1: Let A ∈ R m×n be a sampling matrix having 2 -normalized columns and x ∈ R n be a K -sparse vector with supp(x) = T . Let T k be a subset of such that |T k | = kL and k ≤ |T ∩ T k | < K , and let r k = P ⊥ T k Ax. Then, the maximum
and then the recovery would be finished since
where
Proof: See Appendix IV. From Proposition 1, to show that p 1 > q L , it suffices to check that
First, we consider the case where k = 0. In this case, β = K L from (17) and thus
where (a) is because
by Lemma 1 and (11).
Next, we consider the case where 0 < k < K − 1. In this case, we have
where (a), (b), and (c) follow from Lemma 4, Lemma 1, 3 and (11), respectively. Also, since MOLS has been successful in each of the first k iterations (i.e., |T ∩ T k | ≥ k), we have
and thus by Lemma 1 and (11) . Combining this together with (20) , we have
where (a) is from (17) and (21), (b) is because |T ∩ T k | ≥ k ≥ 1, and (c) is due to (20) . As a result, we have p 1 > q L from (15) and (16), which is the desired result.
• Step 2) In this step, we show that if |T ∩ T K −1 | = K − 1, then MOLS chooses the remaining correct index successfully in the final iteration. To be specific, we will show that
where l is the remaining support element, and that
for each of incorrect indices j ∈ \ (T ∪ T K −1 ). If both (23) and (24) are true, then by Lemma 3, the remaining support element l will be selected. First, we show that (23) holds true. Note that if y ∈ span(A T ∩T K −1 ), then y is expressed as a linear combination of K − 1 columns in A, which is a contradiction to the fact that x is K -sparse. Therefore, y / ∈ span(A T ∩T K −1 ) and then we have rank([A T ∩T K −1 y]) = K , which in turn implies that
and thus
By rearranging the terms in (26), we obtain (23). Next, we show that (24) is correct for all of j ∈ \ (T ∪ T K −1 ). Note that
where θ is the angle between r K −1 and P ⊥ T K −1 a j (0 ≤ θ ≤ π ). We now take a look at θ . If θ = 0 or θ = π , then r K −1 and P ⊥ T K −1 a j are in the same line and thus there exists a constant c such that
This implies that the matrix A T ∪T K −1 ∪{j} , consisting of |T ∪ T K −1 ∪ {j}| = LK − L + 2 columns of A, does not have full column rank, which is a contradiction to the fact that A satisfies the RIP of order LK − L + 2. Thus, θ cannot be 0 or π (i.e., 0 < θ < π ). Using this together with (27), we obtain (24), which is the desired result.
Remark 5: The inequality (16) in Proposition 1 is inspired from [17] , in which the condition for exact support recovery with OMP was established using
One can see that (16) 
In this sense, (16) can be viewed as an extension of (29) for non-initial iterations and the scenario where multiple indices are chosen in each iteration. This extension is necessary since 1) in contrast to OMP whose success condition for the first iteration is directly applied to the succeeding iterations [17], the success condition for each iteration should be considered for MOLS [12] and 2) MOLS indeed chooses multiple indices (L ≥ 2) in each iteration.
One can see from the proof of Theorem 1 that (11) is a sufficient condition of MOLS choosing at least one support index in each iteration. We now show that (11) is close to the optimal condition by providing a counterexample for which MOLS fails to make a success in some iterations.
Theorem 2: Consider the MOLS algorithm choosing L indices in each iteration. For any positive integers K and L with L ≤ K , and any constant
there always exist a K -sparse vector x and an 2 -normalized sampling matrix A satisfying the RIP with δ LK −L+2 = δ * , for which MOLS fails to make a success in some iterations. Proof: First, we construct a K -sparse vector x and an 2 -normalized sampling matrix A.
and
where 0 s 1 ×s 2 and 1 s 1 ×s 2 are (s 1 × s 2 )-dimensional matrices with entries being zeros and ones, respectively, and Id s is the s-dimensional identity matrix. After some manipulations, we obtain
Since all the diagonal entries of A A are one, A has unit 2 -norm columns. Next, we investigate the RIP constant of A. To this end, we compute the eigenvalues of A A. By basic properties of a block matrix, we have
and thus the eigenvalues λ 1 , . . . , λ LK −L+2 of A A are
Using the connection between the eigenvalues of A A and the RIP constant of A [8, Remark 1], we obtain
Therefore, A is an 2 -normalized matrix with δ LK −L+2 = δ * . Finally, we take a look at the first iteration of MOLS and then show that MOLS fails to identify a support index. Since a j 2 = 1 for all of j ∈ , the set I 1 of indices selected in the first iteration satisfies (see Lemma 3)
Note that
By combining (36) and (37), and by noting that δ * ∈ [
we have I 1 = {1, . . . , L}, 4 which in turn implies that MOLS fails to identify a support index in the first iteration.
Remark 6: One can infer from Theorem 2 that 
. . , L} by the tie-breaking rule of MOLS (see Table 1 ). 
IV. DISCUSSIONS
Thus far, we investigated the performance guarantee of the MOLS algorithm. In this section, we discuss some issues associated with our analysis.
Firstly, although our analysis is based on the assumption that a sampling matrix has 2 -normalized columns, this assumption might not hold in many practical scenarios (e.g., A is a Gaussian random matrix). Fortunately, by exploiting the connection between the RIP constants of a matrix and its 2 
then the MOLS algorithm accurately reconstructs x from its measurements y = Ax in at most K iterations. Proof: See Appendix IV. Secondly, although we have analyzed the performance of MOLS in the noiseless scenario, our analysis can be readily extended to the noisy scenario:
Here, v is the additive noise, which is often assumed to be 2 -or ∞ -bounded (i.e., v 2 ≤ or v ∞ ≤ for some constant ) or Gaussian (i.e., v i ∼ N (0, σ 2 )). In this paper, we only consider the case where v is 2 -bounded, since the analysis can be easily extended for the other cases [14] , [18] - [20] . Our result is formally described in the following theorem. 
and the minimum magnitude of nonzero entries in x obeys 
If the SNR satisfies
then the MOLS algorithm chooses all the support elements in at most K iterations. Proof: See Appendix IV. Our performance analysis of MOLS in the noisy scenario is a bit similar to the analysis in [20, Theorem 3.1] in the sense that the dependence on noise v and signal x is parameterized using the SNR and MAR and the proof is based on the mathematical induction. The main difference of our analysis over the analysis in [20, Theorem 3.1] is that the denominator P ⊥ T k−1 a j 2 in (8) is additionally considered 5 and we consider the scenario where multiple indices (L ≥ 2) are selected in each iteration.
Corollary 2 indicates that if the SNR scales linearly with the sparsity level K of an input signal, then MOLS selects all the support elements in at most K iterations. As a special case, when L = 1, our result also indicates that the conventional OLS algorithm exactly recovers the support of x in K iterations under
It might be interesting to compare our result with existing one. In [10] , it has been shown that OLS accurately identifies all the support elements under
Clearly, our RIP condition in (46a) is less restrictive than the condition in (47a) and our result in (46b) imposes a less restrictive constraint on the SNR when compared to (47b). Thirdly, one can see that there exists a small gap between the proposed guarantee in (11) and the recovery limit in (38).
This gap is mainly due to the fact that we only consider the scenario where MOLS makes a success in each iteration. One should note that MOLS might fail to choose a support index in some iterations but successfully recovers the support in the end. For example, consider the case where K = L = 3 and no support element is chosen in the first and the second iterations (i.e., T ∩T 2 = ∅). Even in this case, MOLS can still recover the support by choosing three correct indices in the final iteration. To bridge the gap between the sufficient and the necessary recovery conditions of MOLS is an interesting open question.
In this work, we put our emphasis on the single measurement vector (SMV). There exists a generalized version of MOLS based on the multiple measurement vectors (MMV). In [11] , the MMV version of MOLS (named MMV-MOLS) has been proposed and it has been shown that the MMV-MOLS algorithm exactly recovers any group
of r (linearly independent) jointly K -sparse vectors 6 from the
One can notice that the proposed guarantee in (11) is less restrictive than the condition in (48) when r = 1. It would be an interesting future work to extend our analysis to the MMV scenario.
APPENDIX A PROOF OF PROPOSITION 1
Proof: Since the columns of A are 2 -normalized, we have P ⊥ T k a j 2 ≤ a j 2 = 1 and thus p 1 = max
Also, using r k
where the last inequality is from Cauchy-Schwarz inequality. By combining (49) and (50), we obtain (15) . We next show that (16) holds true if A satisfies the RIP of order
Let
Then, one can easily check 2α 1 − α 2 = − β and
Also, we define
is the signum function. Then, we have
where (a) is from (53). Also, by letting δ = δ |T ∪T k |+L , we have
where (a) is from Lemma 2, (b) is because u 2 2 = v 2 2 = x T \T k 2 2 , and (c) is due to (53). By combining this together with (51) and (55), we obtain (16).
APPENDIX B PROOF OF COROLLARY 1
Proof: Let A be the 2 -normalized version of the sampling matrix A, i.e., a j = a j / a j 2 for each j ∈ . Then, by [12, Corollary 1] , A also satisfies the RIP and the corresponding RIP constant δ LK −L+2 ( A) obeys
where (a) is from (39). Thus, by Theorem 1, MOLS ensures the perfect recovery of x from y = Ax. Recalling that the performance of MOLS is not affected by the normalization of sampling columns (see Remark 1), MOLS exactly recovers x from y = Ax.
APPENDIX C PROOF OF THEOREM 2
Proof: In our proof, we show that if MOLS has successfully performed each of the first k iterations (0 ≤ k < K ), then the algorithm makes a success also in the (k + 1)-th iteration under (41) and (42). In this mathematical induction, we show that MOLS chooses all the support elements in at most K iterations. Let p 1 be the maximum element in
} and q L be the L-th largest element in {| r k , a j |/ P ⊥ T k a j 2 : j ∈ \(T ∪T k )}. If p 1 > q L , then MOLS makes a success in the (k + 1)-th iteration by Lemma 3. Below, we construct a lower bound of p 1 and an upper bound of q L , and then show that the former is larger than the latter under (41) and (42).
First, we build a lower bound of p 1 = max
. Since
where (a) follows from the triangle inequality, (b) is because (P ⊥ T k ) = P ⊥ T k , and (c) follows from the Cauchy-Schwarz inequality. Then, p 1 satisfies
where (a) is from Proposition 1. Next, we build an upper bound of q L . Let q L = | r k ,a t | P ⊥ T k a t 2 .
In a similar way as in (57), one can easily check that
Then, q L satisfies
where β is defined as in (17) 
= LK + 1 and thus δ |T ∪T k |+L ≤ δ LK +1 by Lemma 1, (b) follows from (19) and (22), and (c) is due to (41) and (42). Therefore, we have p 1 > q L , which is the desired result.
APPENDIX D PROOF OF COROLLARY 2
Proof: Note that
where (a) is because A satisfies the RIP of order K and (b) is from (44). Using this together with the given SNR condition in (45), we have (42). Thus, by Theorem 3, MOLS chooses all the support element in at most K iterations.
