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摘要:引入了一种能较好容忍噪声 , 且稳定性较高的组合分类器算法———随机森林(RF), 建立企业信用评估
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企业信用评估是商业银行资产业务 , 特别是贷款业务经营的核心内容 , 主要是对贷款企业的信用风
险进行评价.从技术角度看 , 企业信用评估实质是一个分类问题 , 即根据相关评价指标将企业划分为不同
的信用等级.进入 90年代以来 , 人工神经网络(ANN)和支持向量机(SVM)等智能评估模型已被引入到信
用评估领域 , 并取得了令人鼓舞的成果.但前人的研究着重于如何提高单分类器模型的性能 , 并且评估指
标的确定大多采用专家建议的财务比率指标 , 带有一定的主观性;另外 , 由于企业信用评估本身特点 , 其
样本数据分布复杂且噪声较多 , 这使得单分类模型难以达到令人满足的效果.近年来 , 多分类器组合算法
逐渐成为智能算法研究的一个主要分支.随机森林是一个组合分类器算法 , 该算法能较好地容忍噪声 , 且
稳定性较高.本研究综合考虑随机森林的特点 , 探索研究随机森林在企业信用评估领域中的应用.




森林在特征选择中的应用 , 对于如何调整模型参数以优化模型性能涉及较少.本文在文 [ 1]的基础上重点
研究了随机森林模型参数的优化 , 进一步提高了模型的性能 , 提出了适合 RF模型的不平衡分类问题的处
理方法 , 以平衡各等级企业的评价准确率;并经由仿真实验优化了模型参数.通过与 ANN和 SVM的对比




(randomforests, RF)是 Breiman于 2001年提出的一种新的组合分类器算法 , 采用分类回
归树(CART)
[ 3]
作为元分类器 , 用 Bagging方法制造有差异的训练样本集 , 并且在构建单棵树时 , 随机地
选择特征对内部节点进行属性分裂.Bagging方法和 CART算法的结合 , 再加上随机选择特征进行属性分
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实验数据来源于福建省某商业银行 2003年的贷款企业数据库 , 共有 1 282家企业的相关数据 , 其中
信用等级
[ 4]









, 计算出各样本点的野点度量值 , 然后确定一个阈值 , 删除野点度量
值大于阈值的样本点.删除野点后 , 新的样本数据共 1 250条 , 其中:信用等级为 AAA的企业 649家 , AA
的企业 499家 , ABC的企业 102家;用该数据集作为本文的实验数据.
2.1.2　特征选择
1)候选指标全集.根据常用的准则以及专家的建议 , 考虑随机森林可以处理离散指标的特点 , 最终采
用文 [ 1]中的 24个财务比率指标及 “企业和领导者素质 ”, 共 25个指标作为评估模型的候选指标全集.
前 24个指标标号与文 [ 1]一致 , 新增指标 “企业和领导者素质 ”为 25号指标.
2)特征选择.随机选取总体数据的 75%作为训练数据 , 剩余的 25%留作测试数据.使用训练数据的
五重交叉数据选取特征子集
[ 1]
, 最终得到的特征子集为{3, 5, 6, 8, 9 , 10 , 13 , 14 , 19 , 21 , 24, 25}, 共
12个指标.
2.2　模型的构造
实验主要分为 3部分:①确定适合 RF的不平衡分类问题的处理方法;②优化 RF模型的参数;③建
立三等级评估模型.
2.2.1　RF对不平衡分类问题的处理方法
企业信用评估问题 , AAA和 AA类的数据相对较多 , ABC类数据较少 , 这样会导致算法偏向正类样
本(本文指 AAA和 AA类样本), 而使负类样本(ABC类)的预测准确率很低.这意味着把信用度低的企业
错判为信用高的企业比率增大 , 这样将给银行带来巨大的风险 , 甚至让银行面临本金无法收回的巨大损
失.于是应该采取相应的处理方法 , 尽量平衡各类的分类准确率.陈超在文 [ 6]中指出 , RF处理不平衡分
类问题有 2大方法:①基于采样技术的方法;②基于代价敏感学习的方法.
建模过程中分别使用这 2种方法处理不平衡分类问题 , 对比实验结果见表 1.








不做任何处理 12.87 10.17 12.61 32.00
等量抽样法 23.32 20.90 27.93 20.00
权重法②Classwt=[ 1 1.3 3.5] 14.38 13.56 16.32 16.00
①由于得到的评估数据中 A、 B、 C3个等级的数据太少 , 因此本文将这 3个等级进行合并 , 记为 ABC.
②权重法中的 Classwt为实验采用的权重向量值.
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2.2.2　RF模型参数的选择
RF模型有 2个比较重要的可调参数:①ntree森林中树的数目;②mtry每个节点处候选特征的个数.
ntree的设置相对较简单 , 只要让 ntree的值足够大 , 以保证 RF收敛即可.
通过实验考察 ntree和 mtry对模型性能的影响 , 并确定参数的取值.
1)mtry取缺省值 sqrt(M), 令 mtry=3;ntree分别取值为(50、 2 000), 建立 RF模型.实验结果如图 1
所示 , 横轴为随机森林中树的个数的取值 , 纵轴为误差率(%).
从图 1(a)可以看到 RF模型没有达到最佳性能 , 随着 RF中树的数目的增长 , 模型的整体误差率及各
类误差率都没有趋于稳定 , 这表明 RF模型的 ntree的取值不够大 , 应加大 ntree的取值.而从图 1(b)可以
看到 , 整体误差率和各类误差率基本趋于稳定 , 于是选定模型的 ntree=2 000.
2)参数 mtry为在各节点处候选的特征个数 , mtry是 RF唯一的一个较敏感参数 , 调整 mtry的取值 ,
模型的准确率变化较为明显.mtry的缺省设置为 sqrt(M).
在仿真实验中 , 固定的取值 , 调节的取值 , 观察误差的变化.利用上文实验结果 , 令 ntree=2 000, 取
值为(1, 2, … , M), 模型的误差随 mtry的变化如图 2所示.




综合以上实验结果 , 利用 RF建立三等级评估模型 , 并利用 SVM和 NN的各种方法建立三等级信用评
估模型进行对比实验 , 实验结果见表 2.
3　结果分析
从表 2的对比结果可以看出 , 在 SVM和 NN的各模型中 , DAGSVM模型取得的最高整体预测准确率
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为 83.15%, 其中 AAA类的准确率为 86.81%, AA类为 80.70%, ABC类为 71.43%, 类别的最高准确率
与最低准确率相差 15.38%.虽然 SVM可以通过调整各类别的惩罚系数以达到平衡各类准确率的目的 ,
但平衡类间准确率会导致整体准确率的下降.而 RF模型的预测准确率达到了 87.86%, 其中 AAA类的准
确率为 88.70%, AA类为 86.49%, ABC类为 88.00%, 类别最好预测准确率与最差准确率仅相差 2.
21%;即 RF模型在平衡了各类准确率的基础上 , 仍能达到较高的整体准确率.RF模型的整体准确率比






整体 AAA AA ABC
测试准确率 /%
整体 AAA AA ABC
1-vs-1SVM 92.83 92.59 93.27 92.06 82.80 87.50 79.82 66.67
DAGSVM 92.95 92.59 93.56 92.06 83.15 86.81 80.70 71.43
1-vs-nSVM 90.92 92.59 90.64 80.95 78.85 86.81 75.44 42.86
ECOCSVM 89.73 95.37 86.55 68.25 78.85 94.44 70.18 19.04
NN平均 92.13 95.56 87.57 93.33 78.03 92.22 61.67 69.52
NN最优 92.11 95.60 88.30 88.89 81.36 93.75 67.54 71.43
RF 83.99 84.75 82.47 87.01 87.86 88.70 86.49 88.00
　　注:RF模型的训练准确率为原始训练数据集的 OOB准确率
4　结语
首先利用文 [ 1]中特征选择的方法得到企业信用评估的指标体系 , 然后着重介绍了如何建立 RF评估
模型 , 分析得到了适合 RF的不平衡分类问题的处理方法 , 介绍了如何设置模型参数.通过仿真实验比较
了 RF模型与 SVM和 NN模型的性能 , 结果表明 , 随机森林用于企业信用评估模型的特征选择 , 并建立企
业信用评估模型时 , 能达到更好的性能.
通过在真实数据集上的仿真实验 , 证实了 RF较优的性能和较高的鲁棒性 , 具有较好的发展前景 , 值
得深入研究.未来的工作可以从以下方面深入:
1)采用 RF进行特征选择 , 得到的指标更加客观且符合模型特点 , 可以考虑扩大候选指标集 , 尽可能
提取数据中的有用信息.
2)使用 RF删除野点时 , 野点阈值的确定值得进一步深入研究.
3)对 RF模型参数的选取有了比较清晰的思路 , 值得进一步深入研究.
4)RF算法是利用所有树参与最终决策 , 如何选择那些更有效的树进行最终决策值得研究.
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