Necessary and Sufficient Conditions for Minimax Fractional Programming  by Lai, H.C. et al.
 .Journal of Mathematical Analysis and Applications 230, 311]328 1999
Article ID jmaa.1998.6204, available online at http:rrwww.idealibrary.com on
Necessary and Sufficient Conditions for Minimax
Fractional ProgrammingU
H. C. Lai
Department of Applied Mathematics, I-Shou Uni¨ ersity, Ta-Hsu,
Kaohsiung 84008, Taiwan
J. C. Liu
Section of Mathematics, National O¨erseas Chinese Student Uni¨ ersity, Linkou 24499,
P.O. Box 1-1337, Taiwan
and
K. Tanaka
Department of Mathematics, Niigata Uni¨ ersity, Niigata, Japan
Submitted by E. Stanley Lee
Received December 2, 1997
We establish the necessary and sufficient optimality conditions for a class of
nondifferentiable minimax fractional programming problems solving generalized
convex functions. Subsequently, we apply the optimality conditions to formulate
one parametric dual problem and we prove weak duality, strong duality, and strict
converse duality theorems. Q 1999 Academic Press
Key Words: minimax fractional problem; pseudo-convex; quasi-convex; duality.
1. INTRODUCTION
In this paper, we consider the following nondifferentiable minimax
fractional programming problem,
1r2if x , y q x Bx .  .
P Minimize F x s sup .  . 1r2iygY h x , y y x Dx .  .
subject to x g R n and g x F 0, 1.1 .  .
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m  . n m  . nwhere Y is a compact subset of R , f ?, ? : R = R ¬ R, h ?, ? : R =
m  . n p 1R ¬ R, and g ? : R ¬ R are C mappings, B and D are n = n
 .  i .1r2  .positive semidefinite matrix, f x, y q x Bx G 0 and h x, y y
 i .1r2  .x Dx ) 0 for each x, y in F = Y, where F is the set of feasible
 .  n  . 4solutions of problem P ; that is, F s x g R : g x F 0 . When B s D
 .s 0, P is a differentiable minimax fractional programming problem
w xwhich has been studied by Yadav and Mukherjee 19 , Chandra and Kumar
w x w x w x4 , Liu, Wu, and Sheu 11 , and Liu and Wu 12, 13 .
Many authors investigated the optimality conditions and duality theo-
 .rems for minimax fractional programming problems. For details, one can
w x w xconsult 2]4, 8]15, 17]21 . In particular, Schmittendorf 14 considered the
following minimax problem,
P1 Minimize sup f x , y .  .
ygY
subject to g x F 0, x g R n , .
m  . n m  .where Y is a compact subset of R , f ?, ? : R = R ¬ R, and g ? :
R n ¬ R p are C1 mappings.
w xIn 14 , Schmittendorf established the necessary and sufficient optimality
 . w xconditions for P1 under the conditions of convexity. Tanimoto 17
w xapplied the optimality conditions of 14 to define a dual problem and he
 .derived the duality theorems for convex minimax programming problems
w xwhich are considered by Schmittendorf. Bector and Bhatia 2 and Weir
w x18 relaxed the convexity assumptions in the sufficient optimality condi-
w xtions of 14 and they also employed the optimality conditions to construct
 .several dual problems for P1 which involve pseudo-convex and quasi-
convex functions, and they also derived weak and strong duality theorems.
w xIn 20 , Zalmai used a certain infinite-dimensional version of Gordan's
theorem of alternative to derive first- and second-order necessary optimal-
ity conditions for a class of minimax programming problems in a Banach
space, he also established several sufficiency criteria and duality formula-
tion under generalized invexity assumptions.
w x w xYadav and Mukherjee 19 employed the optimality conditions of 14 to
construct two dual problems and they derived duality theorems for con-
. w xvex differentiable fractional minimax programming. In 4 , Chandra and
w xKumar pointed out that the formulation of Yadav and Mukherjee 19 has
some omissions and inconsistencies and they constructed two modified
 .dual problems. Here they also proved duality theorems for convex
w xdifferentiable fractional minimax programming. Liu, Wu, and Sheu 11
w xand Liu and Wu 12, 13 relaxed the convexity assumption in the sufficient
w xoptimality of 4 and they employed the optimality conditions to construct
one parametric dual and two other dual models of parametric-free prob-
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lems, and they established weak duality, strong duality, and strict converse
duality theorems for a class of generalized minimax fractional program-
w xming involving generalized convex functions 11 , generalized invex func-
w x  . w xtions 12 , and generalized F, r -convex functions 13 . Several authors
considered the optimality and duality theorems for nondifferentiable non-
wconvex minimax fractional programming problems, one can consult 8]10,
x15, 21 .
In this paper, we want to derive the necessary and sufficient optimality
 .conditions for P and we apply the optimality conditions to construct one
parametric dual problem, and we also establish the weak duality, strong
duality, and strictly converse duality theorems. Some definitions and nota-
tions are given in Section 2. In Section 3, we derive necessary and
sufficient conditions under the assumption of a particular form of general-
ized convexity. When the optimality conditions are utilized, one parametric
dual problem may be formulated and duality results are presented in
Section 4.
2. NOTATIONS AND PRELIMINARY RESULTS
Throughout this paper, let R n be the n-dimensional Euclidean space
and R n its nonnegative orthant. Let F denote the feasible solutions ofq
 .P . For each x g F, we define
 4J x s j g J N g x s 0 , with J s 1, 2, . . . , p , .  . 4j
1r2 1r2i if x , y q x Bx f x , z q x Bx .  .  .  .
Y x s y g Y N s sup , . 1r2 1r2i i 5zgYh x , y y x Dx h x , z y x Dx .  .  .  .
s m sK x s s, t , y g N = R = R N 1 F s F n q 1, .  . q
s
st s t , . . . , t g R with t s 1, . 1 s q i
is1
and y s y , . . . , y with y g Y x , i s 1, . . . , s . . .1 s i 5
Because f and h are continuous differentiable and Y is compact in R m, we
 .  .see that for each x g F, Y x / B, and for any y g Y x , we let0 0 i 0
1r2if x , y q x Bx .  .0 i 0 0
k s .0 1r2ih x , y y x Dx .  .0 i 0 0
LAI, LIU, AND TANAKA314
 .Let A be an m = n matrix and let B, B i s 1, . . . , r be n = n symmetrici
positive semidefinite matrices. We need the following lemma given by
w x w xSinha 16 which extends a result of Eisenberg 5, 6 .
w xLEMMA 2.1 16 . We ha¨e
r
1r2i iAx G 0 implies c x q x B x G 0, . i
is1
m n  .if and only if there exist y g R and ¨ g R i s 1, . . . , r such thatq i
A¨ G 0, ¨i B ¨ F 1 i s 1, . . . , r , .i i i i
r
iA y s c q B ¨ . i i
is1
If all B s 0, Lemma 2.1 becomes the well-known Farkas lemma: cf. Laii
w x.and Szilagyi 7 ,
Ax G 0 implies ci x G 0,
if and only if there exists y g R m such that Ai y s c.q
We shall use the generalized Schwarz inequality,
1r2 1r2i i ix B¨ F x Bx ¨ B¨ . 2.1 .  .  .  .
 .We note that equality holds in 2.1 if Bx s t B¨ for some t G 0. Evi-
 .dently, from 2.1 , we have
1r2i i i¨ B¨ F 1 « x B¨ F x Bx . 2.2 .  .
w xWe shall use the following lemma given by Schmittendorf 14 for the
 .problem P1 :
w x  .LEMMA 2.2 14 . Let x be a solution of the minimax problem P1 and0
 .  .the ¨ectors =g x , j g J x are linearly independent. Then there exist aj 0 0
positi¨ e integer s, 1 F s F n q 1, real numbers t G 0, i s 1, 2, . . . , s, m G 0,i j
 .j s 1, 2, . . . , p, and ¨ectors y g Y x , i s 1, 2, . . . , s such thati 0
ps
t =f x , y q m =g x s 0, . . i 0 i j j 0
is1 js1
m g x s 0, j s 1, 2, . . . , p , .j j 0
s
t / 0. i
is1
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We also need the following definitions:
w xDEFINITION 2.1 1 . Let f be a differentiable function.
 .1 The function f is said to be pseudo-convex if for each x , x g1 2
R n, we have
if x - f x « x y x =f x - 0, .  .  .  .2 1 2 1 1
or equivalently,
ix y x =f x G 0 « f x G f x . .  .  .  .2 1 1 2 1
 .2 The function f is said to be strictly pseudo-convex if for each
x , x g R n, we have1 2
if x F f x « x y x =f x - 0, .  .  .  .2 1 2 1 1
or equivalently,
ix y x =f x G 0 « f x ) f x . .  .  .  .2 1 1 2 1
 . n3 The function f is said to be quasi-convex if for each x , x g R ,1 2
we have
ix y x =f x ) 0 « f x ) f x , .  .  .  .2 1 1 2 1
or equivalently,
if x F f x « x y x =f x F 0. .  .  .  .2 1 2 1 1
3. NECESSARY AND SUFFICIENT CONDITIONS
If xi Bx ) 0 and xi Dx ) 0 for x g F, then the functions involved in
 .the objective function of problem P are differentiable. We can use
Lemma 2.2 to establish the following theorem.
 .THEOREM 3.1 Necessary Condition . If x is an optimal solution of0
 . i i  .  .problem P satisfying x Bx ) 0, x Dx ) 0, and =g x , j g J x are0 0 0 0 j 0 0
U n .  .linearly independent, then there exist s, t , y g K x , k g R , w, ¨ g R ,0 0 q
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and mU g R p such thatq
ps
U Ut =f x , y q Bw y k =h x , y y D¨ q = m g x s 0, . 4 .  . . i 0 i 0 0 i j j 0
is1 js1
3.1 .
1r2 1r2i if x , y q x Bx y k h x , y y x Dx s 0, .  . .  . /0 i 0 0 0 0 i 0 0
i s 1, . . . , s, 3.2 .
p
Um g x s 0, 3.3 .  . j j 0
js1
s
U Ut G 0, t s 1, 3.4 .i i
is1
¡ i iw Bw F 1, ¨ D¨ F 1,
1r2i i~x Bw s x Bx , . 3.5 .0 0 0
1r2i i¢x D¨ s x Dx . .0 0 0
Proof. Because B and D are positive definite, and f and g are
differentiable, it follows that the function,
1r2if x , y q x Bx .  .
1r2ih x , y y x Dx .  .
is differentiable with respect to x for any given y g R m. In Lemma 2.2,
 . the differentiable function f in P1 is replaced by the objective frac-
.  .tional function of P , like the Kuhn]Tucker type formula, it follows that
there exist a positive integer s, 1 F s F n q 1, and vectors t g R s , m gq
p  .  .R , y g Y x i s 1, . . . , s such thatq i 0
s ti 1r2ih x , y y x Dxis1  .  .0 i 0 0
Bx Dx0 0
= =f x , y q y k =h x , y y .  .0 i 0 0 i1r2 1r2i i /x Bx x Dx .  .0 0 0 0
p
q = m g x s 0, 3.6 .  . i j 0
is1
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p
m g x s 0, 3.7 .  . j j 0
js1
s
t ) 0, 3.8 . i
is1
where
1r2if x , y q x Bx .  .0 i 0 0
k s0 1r2ih x , y y x Dx .  .0 i 0 0
i 1r2 .  .is a constant for any y g Y x , i s 1, . . . , s. Now let w s x r x Bx ,i 0 0 0 0
Ui 1r2 0 i 1r2 0 s 0 .   .  . .¨ s x r x Dx , t s t r h x , y y x Dx , t s t r t , and0 0 0 i i 0 i 0 0 i i is1 i
U s 0  .  .m s mr t , then Eqs. 3.6 and 3.7 yieldis1 i
ps




Um g x s 0, . j j 0
js1
U p U s U  .  .where m g R , t G 0 for all i with  t s 1. This proves 3.1 ] 3.4 .q i is1 i
 i .1r2  i .1r2Furthermore, because w s x r x Bx and ¨ s x r x Dx , it fol-0 0 0 0 0 0
lows that
1r2i i iw Bw s 1, x Bw s x Bx , .0 0 0
1r2i i i¨ D¨ s 1, and x D¨ s x Dx . .0 0 0
 .So the expression 3.5 holds. Therefore the proof is complete.
In Theorem 3.1, we assume that B and D are positive definite. If one of
xi Bx and xi Dx is zero or both of them are zero, then the functions
 .involved in the objective function of problem P are not differentiable. In
this case, the necessary optimality conditions still hold under some addi-
tional assumptions. For this purpose, we define a set Z as follows:
U .  .For s, t , y g K x , x g F, we define0 0
n iZ x s z g R N z =g x F 0, j g J x , .  .  .y 0 j 0 0
with any one of the next conditions i ] iii holds . .  . 4
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 .  .Here the conditions i ] iii are given as follows:
 . i ii if x Bx ) 0 and x Dx s 0 then0 0 0 0
s Bx0Uiz t =f x , y q y k =h x , y .  . i 0 i 0 0 i1r2i / /x Bxis1  .0 0
1r2i 2q z k D z - 0, a . . .0
 . i iii if x Bx s 0 and x Dx ) 0 then0 0 0 0
s Dx0Uiz t =f x , y y k =h x , y y .  . i 0 i 0 0 i 1r2i / / /x Dxis1  .0 0
1r2iq z Bz - 0, b .  .
 . i iiii if x Bx s 0 and x Dx s 0 then0 0 0 0
s
Uiz t =f x , y y k =h x , y .  . . i 0 i 0 0 i /
is1
1r2 1r2i 2 iq z k D z q z Bz - 0. c .  . . .0
Using Lemma 2.1, we can establish the following theorem:
 .THEOREM 3.2 Necessary Condition . Let x be an optimal solution of0
U .  .  .  .problem P , and let s, t , y g K x be such that Z x s B. Then there0 y 0
n U p  .  .exist ¨ectors w, ¨ g R and m g R satisfying the expressions 3.1 ] 3.5 .q
Proof.
 . i iCase i . x Bx ) 0, x Dx s 0.0 0 0 0
i .  .  .If the set Z x s B, then for yz =g x G 0, j g J x the inequal-y 0 j 0 0
 .ity a will be opposite, and so
s Bx0Uiz t =f x , y q y k =h x , y .  . i 0 i 0 0 i1r2i / /x Bxis1  .0 0
1r2i 2q z k D z G 0. . .0
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In Lemma 2.1, we replace by
A s y=g x , j g J x , .  .j 0 0
s Bx0Uc s t =f x , y q y k =h x , y , .  . i 0 i 0 0 i1r2i /x Bxis1  .0 0
B s k 2 D ,0
U n  ..there exist scalars m G 0 j g J x and vector ¨ g R such that thej 0
vector,
s Bx0U Uy m =g x s t =f x , y q y k =h x , y .  .  . j j 0 i 0 i 0 0 i1r2i /x Bx . is1  .jgJ x 0 00
2q k D ¨ , 3.9 . .0
i 2 .and ¨ k D ¨ F 1.0
 .  . U  .  .Because g x s 0 for j g J x , m g x s 0 for j g J x . If j fj 0 0 j j 0 0
 . U p U  .  .J x , we put m s 0. It is then  m g x s 0 which shows that 3.30 j js1 j j 0
i 1r2 .holds. Now let ¨ s k ¨ and w s x r x Bx , we have0 0 0 0
1r2i i i i¨ D¨ F 1, w Bw s 1, and x Bw s x Bx . .0 0 0
s U  .  .By assumption  t s 1, the equality 3.9 yields the equality 3.1 .is1 i
 i .1r2 iBecause x Dx s 0 implies Dx s 0, x Dx s 0 s x D¨. Therefore0 0 0 0 0 0
the theorem is proved in this case.
 . i iCase ii . x Bx s 0, x Dx ) 0.0 0 0 0
i .  .  .If the set Z x s B, then for yz =g x G 0, j g J x will implyy 0 j 0 0
  ..the opposite of b ,
s Dx0Uiz t =f x , y y k =h x , y y .  . i 0 i 0 0 i 1r2i / / /x Dxis1  .0 0
1r2iq z Bz G 0. .
 . U   ..Like Case i , from Lemma 2.1, there exist scalars m G 0 j g J x andj 0
vector w g R n such that
y mU =g x . j j 0
 .jgJ x0
s Dx0Us t =f x , y y k =h x , y y q Bw , .  . i 0 i 0 0 i 1r2i / /x Dxis1  .0 0
3.10 .
and wi Bw F 1.
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U  .  i .1r2Letting m s 0 for all j f J x , and ¨ s x r x Dx , we havej 0 0 0 0
p U  . i i  i .1r2 m g x s 0, and ¨ D¨ s 1, x D¨ s x Dx . By assumptionjs1 j j 0 0 0 0
s U  .  . t s 1, it follows from 3.10 that 3.1 holds. Because x Bx s 0is1 i 0 0
 i .1r2 iimplies that Bx s 0 and x Bx s 0 s x Bw, the theorem is also0 0 0 0
proved in this case.
 . i iCase iii . x Bx s 0, x Dx s 0.0 0 0 0
i .  .  .If the set Z x s B, then for yz =g x G 0, j g J x it alsoy 0 j 0 0
  ..implies the opposite of c ,
s
Uiz t =f x , y y k =h x , y .  . . i 0 i 0 0 i /
is1
1r2 1r2i 2 iq z k D z q z Bz G 0. . . .0
 .  . ULike Cases i and ii , from Lemma 2.1, there exist scalars m G 0j
n  ..j g J x , and vectors ¨ , w g R such that0
s
U Uy m =g x s t =f x , y y k =h x , y .  .  . . j j 0 i 0 i 0 0 i
 . is1jgJ x0
2q Bw q k D ¨ , 3.11 . .0
i i 2 .w Bw F 1 and ¨ k D ¨ F 1.0
U Up .  .Letting m s 0 for all j f J x and ¨ s k ¨ , we have  m g x s 0j 0 0 js1 j j 0
i  i .1r2 iand ¨ D¨ F 1. By assumptions, we see easily that x Dx s 0 s x0 0 0
 i .1r2 i s U  .D¨ and x Bx s 0 s x Bw. Because  t s 1, equality 3.110 0 0 is1 i
 .yields 3.1 . Thus the theorem holds in this case.
Consequently, the proof of the theorem is complete.
 .  .For convenience, if x g F so that the vectors =g x , j g J x are0 j 0 0
 .linear independent and Z x s B, then such x g F is said to bey 0 0
satisfying a constraint qualification.
The results of Theorems 3.1 and 3.2 are the necessary conditions for the
 .  .  .optimal solution of problem P . Actually, the conditions 3.1 ] 3.5 are
 .also the sufficient optimality conditions for P which we state as the
following theorem:
 .THEOREM 3.3 Sufficient Condition . Let x g F be a feasible solution0
U s .  .of P and there exist a positi¨ e integer s, 1 F s F n q 1, t g R , y g Y xi 0
 . n U pi s 1, . . . , s , k g R , w and ¨ g R , and m g R to satisfy the relations0 q q
 .  .3.1 ] 3.5 . If any one of the following four conditions holds:
i i .  .  .  .  .a f ?, y q ? Bw, yh ?, y q ? D¨ , for i s 1, . . . , s andi i
p U  . m g ? are con¨ex differentiable functions,js1 j j
Us i i .  .   .  . .   .  . ..b F ? '  t f ?, y q ? Bw y k h ?, y y ? D¨ and0 is1 i i 0 i
p U  . m g ? are con¨ex differentiable functions,js1 j j
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 .  . p U  .c F ? is a pseudo-con¨ ex differentiable function and  m g ? is0 js1 j j
a quasi-con¨ ex differentiable function,
 .  . p U  .d F ? is a quasi-con¨ ex differentiable function and  m g ? is0 js1 j j
a strictly pseudo-con¨ ex differentiable function,
 .then x is an optimal solution of P .0
Proof. Suppose to the contrary that x was not an optimal solution of0
 .P . Then there exists an x g F such that1
1r2 1r2i if x , y q x Bx f x , y q x Bx .  . .  .1 1 1 0 0 0
sup - sup .1r2 1r2i iygY ygYh x , y y x Dx h x , y y x Dx .  . .  .1 1 1 0 0 0
We note that
1r2 1r2i if x , y q x Bx f x , y q x Bx .  . .  .0 0 0 0 i 0 0
sup s s k ,01r2 1r2i iygY h x , y y x Dx h x , y y x Dx .  . .  .0 0 0 0 i 0 0
 .for y g Y x , i s 1, . . . , s andi 0
1r2 1r2i if x , y q x Bx f x , y q x Bx . .  .  .1 i 1 1 1 1 1F sup .1r2 1r2i iygYh x , y y x Dx h x , y y x Dx . .  .  .1 i 1 1 1 1 1
Thus, we have
1r2if x , y q x Bx .  .1 i 1 1
- k , for i s 1, . . . , s.01r2ih x , y y x Dx .  .1 i 1 1
It follows that
1r2 1r2i if x , y q x Bx y k h x , y y x Dx - 0, .  . .  . /1 i 1 1 0 1 i 1 1
for i s 1, . . . , s. 3.12 .
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 .  .  .  .  .From relations 2.2 , 3.5 , 3.2 , 3.4 , and 3.12 , we obtain
s
U i iF x s t f x , y q x Bw y k h x , y y x D¨ .  .  . . .0 1 i 1 i 1 0 1 i 1
is1
s




1r2 1r2U i is t f x , y q x Bx y k h x , y y x Dx .  . .  .  /i 0 i 0 0 0 0 i 0 0 /
is1
s
U i is t f x , y q x Bw y k h x , y y x D¨ .  . . . i 0 i 0 0 0 i 0
is1
s F x . .0 0
It follows that
F x - F x . 3.13 .  .  .0 1 0 0
 .1. If hypothesis a holds, then
ii if x , y q x Bw y f x , y y x Bw G x y x =f x , y q Bw , . .  .  . .1 i 1 0 i 0 1 0 0 i
i s 1, . . . , s, 3.14 .
and
i iyh x , y q x D¨ q h x , y y x D¨ .  .1 i 1 0 i 0
iG x y x y=h x , y q D¨ , i s 1, . . . , s. 3.15 .  . . .1 0 0 i
 . U  . UNow, multiplying 3.14 by t , 3.15 by t k , and then sum up thesei i 0
inequalities, we obtain
F x y F x .  .0 1 0 0
s
i UG x y x t =f x , y q Bw y k =h x , y y D¨ .  .  . . .1 0 i 0 i 0 0 i /
is1
p
i Us y x y x = m g x by 3.1 .  .  . .1 0 j j 0
js1
p p p
U U UG y m g x q m g x by the convexity of m g ? .  .  .  j j 1 j j 0 j j /
js1 js1 js1
G 0 by 1.1 and 3.3 , .  . .
 .which contradicts the inequality 3.13 .
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 .2. If the hypothesis b holds, the proof follows with the same
 .arguments of a .
 .3. If the hypothesis c holds, using the pseudo-convexity of F , it0
 .follows from 3.13 that
ix y x =F x - 0. 3.16 .  .  .1 0 0 0
 .  .Consequently, relations 3.1 and 3.16 yield
p
i Ux y x = m g x ) 0. 3.17 .  .  .1 0 j j 0
js1
U p  .As x g F, m g R , and 3.3 , we have1 q
p p
U Um g x F 0 s m g x . 3.18 .  .  . j j 1 j j 0
js1 js1
p U  .  .Using the quasi-convexity of  m g ? , we get from 3.18 ,js1 j j
p
i Ux y x = m g x F 0, .  .1 0 j j 0
js1
 .which contradicts the inequality 3.17 .
 .4. If the hypothesis d holds the result follows along with the same
 .lines as c . Therefore the proof of the theorem is complete.
4. DUALITY MODEL I
By the optimality conditions of the preceding section, we show that the
 .following formation is a dual problem to the minimax problem P ,
DI max sup k , .
 .  .s , t , y gK z  .  .z , u , k , ¨ , w gH s , t , y1
 .  . n pwhere H s, t, y denotes the set of all z, m, k, ¨ , w g R = R = R =1 q q
R n = R n to satisfy
ps
t =f z , y q Bw y k =h z , y y D¨ q = m g z s 0, 4.1 4 .  .  .  . . i i i j j
is1 js1
s
i it f z , y q z Bw y k h z , y y z D¨ G 0, 4.2 .  .  . . . i i i
is1
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p
m g z G 0, 4.3 .  . j j
js1
s, t , y g K z , 4.4 .  .  .
wi Bw F 1, ¨i D¨ F 1. 4.5 .
 .  .  .If, for a triplet s, t, y g K z , the set H s, t, y s B, then we define the1
 .supremum over H s, t, y to be y`. For convenience, we let1
s
i i
F ? s t f ?, y q ? Bw y k h ?, y y ? D¨ . .  .  .  .  . .  .  /1 i i 0 i
is1
 .  .Then, we can derive the following weak duality theorem for P and DI :
 .  .THEOREM 4.1 Weak Duality . Let x g F be a feasible solution of P
 .  .and z, m, k, ¨ , w, s, t, y be a feasible solution of DI . If any one of the
following four conditions holds:
 .  .  .i  .  .ia f ?, y q ? Bw, yh ?, y q ? D¨ , for i s 1, . . . , s andi i
p  . m g ? are con¨ex differentiable functions,js1 j j
 .  . p  .b F ? and  m g ? are con¨ex differentiable functions,1 js1 j j
 .  . p  .c F ? is a pseudo-con¨ ex differentiable function and  m g ? is1 js1 j j
a quasi-con¨ ex differentiable function,
 .  . p  .d F ? is a quasi-con¨ ex differentiable function and  m g ? is a1 js1 j j
strictly pseudo-con¨ ex differentiable function,
then
1r2if x , y q x Bx .  .
sup G k . RI .1r2iygY h x , y y x Dx .  .
Proof. Suppose contrary that
1r2if x , y q x Bx .  .
sup - k .1r2iygY h x , y y x Dx .  .
Then, we have
1r2 1r2i if x , y q x Bx y k h x , y y x Dx - 0, for all y g Y . .  .  .  . /
It follows that for t G 0, i s 1, . . . , s with s t s 1,i is1 i
1r2 1r2i it f x , y q x Bx y k h x , y y x Dx F 0, 4.6 .  .  .  .  . /i i i /
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 .  .with at least one strict inequality because t s t , . . . , t / 0. From 2.2 ,1 s
 .  .  .4.5 , 4.6 , and 4.2 , we have
s
i iF x s t f x , y q x Bw y k h x , y y x D¨ .  .  . . .1 i i i
is1
s




i iF t f z , y q z Bw y k h z , y y z D¨ .  . . . i i i
is1
s F z . .1
That is,
F x - F z . 4.7 .  .  .1 1
 .If hypothesis a holds, then
ii if x , y q x Bw y f z , y y z Bw G x y z =f z , y q Bw , .  .  .  . .i i i
i s 1, . . . , s, 4.8 .
and
ii iyh x , y q x D¨ q h z , y y z D¨ G x y z y=h z , y q D¨ , .  .  .  . .i i i
i s 1, . . . , s. 4.9 .
 .  .Now, multiplying 4.8 by t , 4.9 by t k, and then sum up these inequali-i i
ties, we obtain
F x y F z .  .1 1
s
iG x y z t =f z , y q Bw y k =h z , y y D¨ .  .  . . . i i i /
is1
p
is y x y z = m g z by 4.1 .  .  . . j j
js1
p p p
G y m g x q m g z by the convexity of m g ? .  .  .  j j j j j j /
js1 js1 js1
G 0, by 1.1 and 4.3 , .  . .
 .  .which contradicts the fact of the inequality 4.7 . Hence the inequality RI
of Theorem 4.1 is true.
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 .  .  .Hypothesis b follows with the same argument as in a . If hypothesis c
 .holds, using the pseudo-convexity of F , we get from 4.7 that1
ix y z =F z - 0. 4.10 .  .  .1
 .  .Consequently, relations 4.1 and 4.10 yield
p
ix y z = m g z ) 0. 4.11 .  .  . j j
js1
p  .Because x g F, m g R , and 4.3 , we haveq
p p
m g x F 0 F m g z . 4.12 .  .  . j j j j
js1 js1
p  .  .Using the quasi-convexity of  m g ? , it follows from 4.12 thatjs1 j j
p
ix y z = m g z F 0, .  . j j
js1
 .which contradicts the inequality 4.11 .
 .The result under the hypothesis d follows with the same lines as the
 .argument given in c .
Therefore the proof of the theorem is complete.
 . UTHEOREM 4.2 Strong Duality . Let x be an optimal solution of problem
 .  .P . Assume that x satisfies a constraint qualification for P . Then there0
 U U U .  U .  U U U U U .  U U U .exist s , t , y g K x and x , m , k , ¨ , w g H s , t , y such1
 U U U U U U U U .  .that x , m , k , ¨ , w , s , t , y is a feasible solution of DI . If the
 U U U U Uhypothesis of Theorem 4.1 is also satisfied, then x , m , k , ¨ , w ,
U U U .  .  .s , t , y is an optimal solution for DI , and the two problems P and
 .DI ha¨e the same optimal ¨alues.
 U U U .  U .Proof. By Theorems 3.1 and 3.2, there exist s , t , y g K x and
 U U U U U .  U U U .  U U U U Ux , m , k , ¨ , w g H s , t , y such that x , m , k , ¨ , w ,1
U U U .  .s , t , y is a feasible solution of DI , and
1r2U U i U i Uf x , y q x Bx . .Uk s .1r2U U i U i Uh x , y y x Dx . .
 .The optimality of this feasible solution for DI follows from Theorem 4.1.
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U .  .THEOREM 4.3 Strict Converse Duality . Let x and z, m, k, ¨ , w, s, t, y
 .  .be the optimal solutions of P and DI , respecti¨ ely, and assume that the
hypothesis of Theorem 4.2 is fulfilled. If any one of the following three
conditions holds:
i i .  .  .   .  .a one of f ?, y q ? Bw, yh ?, y q ? D¨ for i s 1, . . . , s andi i
p  . m g ? is a strictly con¨ex differentiable function,js1 j j
s i i .   .  .   .  . ..b either  t f ?, y q ? Bw y k h ?, y y ? D¨ oris1 i
p  . m g ? is a strictly con¨ex differentiable function,js1 j j
s i i .   .  .   .  . ..c  t f ?, y q ? Bw y k h ?, y y ? D¨ is a strictlyis1 i
p  .pseudo-con¨ ex differentiable function and  m g ? is a quasi-con¨ exjs1 j j
U  .differentiable function, then x s z; that is, z is a P -optimal solution and
1r2if z , y q z Bz .  .
sup s k .1r2iygY h z , y y z Dx .  .
UProof. Suppose on the contrary that x / z. From Theorem 4.2 we
 U U U .  U .  U U U U U .know that there exist s , t , y g K x and x , m , k , ¨ , w g
 U U U .  U U U U U U U U .H s , t , y such that x , m , k , ¨ , w , s , t , y is an optimal solu-1
 .tion for DI with the optimal value,
1r2U U i Uf x , y q x Bx .  .
Usup s k .1r2U U i UygY h x , y y x Dx .  .
 UNow like the proof of Theorem 4.1 by replacing x by x and
 .  ..z, m, k, ¨ , w, s, t, y by z, m, k, ¨ , w, s, t, y , we arrive at the strict in-
equality,
1r2U U i Uf x , y q x Bx .  .
sup ) k .1r2U U i UygY h x , y y x Dx .  .
This contradicts the fact,
1r2U U i Uf x , y q x Bx .  .
Usup s k s k .1r2U U i UygY h x , y y x Dx .  .
UTherefore, we conclude that x s z. Hence, the proof of the theorem is
complete.
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