Abstract. In this paper, we describe the K-module HH 1 (L K (Γ)) of outer derivations of the Leavitt path algebra L K (Γ) of a row-finite graph Γ with coefficients in an associative commutative ring K with unit. We explicitly describe every generator of HH 1 (L K (Γ)) and relations among them. We also describe the Lie algebra structure of outer derivation algebra of the Toeplitz algebra and we prove that every derivation of the Leavitt path algebra can be extended to a derivation of the corresponding C * -algebra.
Introduction
Throughout this note, all rings are nonzero, associative with unit. Given a row-finite directed graph Γ and a field K, G. Abrams and A. Pino in [2] , and independently P. Ara, M.A. Moreno, E. Pardo in [6] , introduced the Leavitt path algebra L K (Γ). Later, in [15] M. Tomforde generalized the construction of Leavitt path algebras by replacing the field with a commutative ring. This algebra is an algebraic analog of graph CuntzKrieger C * -algebras. These algebras have attracted significant interest and attention, not only from ring theorists, but from analysts working in C * -algebras, group theorists, and symbolic dynamicists as well (see for example [4, 5, 12] and the survey [1] ). In [5] it has been proved that the Leavitt path algebra and their generalizations are hereditary algebras. It follows that the higher degree homologies vanish. P. Ara and G. Cortiñas [3] calculated the Hochschild homology of Leavitt path algebras. But this result does not yield explicit formulas for the generators of HH * (L K (Γ)).
In this paper we deal with the Leavitt path algebra L K (Γ) of a row-finite (no necessary finite) graph Γ with coefficients in a commutative ring K. We describe every derivation of the Leavitt path algebra L K (Γ) via explicit formula (see Theorem 2.1). This description allows to describe the K-module HH 1 (L K (Γ)) of outer derivation (=the first Hochschild cohomology) of the
Leavitt path algebra
We present the main definitions and notations which will use in this section. We also give a list of examples of known algebras which arise as Leavitt path algebras. We shall then give a description of a basis (K-basis) of the Leavitt path algebra, which is an analog of Zelmanov et al'. result (see [7, Theorem 1] ).
Definitions and Examples.
We begin by recalling some general notions of graph theory.
A directed graph Γ = (V, E, s, r) consists of two sets V and E, called the set of vertices and edges, respectively, and two maps s, r : E → V called source and range (of edge), respectively. For conveniences, we also set s(v) = r(v) = v for every vertex v ∈ V . The graph is called row-finite if for all vertices v ∈ V , |s −1 (v)| < ∞. A vertex v for which s −1 (v) is empty is called a sink. A path p = e 1 · · · e ℓ in the graph Γ is a sequence of edges e 1 , . . . , e ℓ ∈ E such that r(e i ) = s(e i+1 ) for i = 1, . . . , ℓ − 1. In this case we say that the path p starts at the vertex s(e 1 ) and ends at the vertex r(e ℓ ), we put s(p) := s(e 1 ) and r(p) := r(e ℓ ).
Let p = p 0 p 1 · · · p z−1 p z be the decomposition of the path p via the edges p 0 , . . . , p z ∈ E; we use the following notation: we set p/p 0 := p 1 · · · p z−1 p z and p\p z = p 0 p 1 · · · p z−1 . If p = p 0 (resp. p = p z ), then we set p/p 0 := r(p) (resp. p\p z := s(p)). . Let K be an commutative ring and Γ = (V, E) be a row-finite graph. The Leavitt path algebra L K (Γ) of the graph Γ with coefficients in K is a K-algebra presented by the set of generators {v, v ∈ V }, {e, e * |e ∈ E} and the set of relations:
(1) vu = δ v,u v, for all v, u ∈ V ; (2) s(e)e = er(e) = e, r(e)e * = e * s(e) = e * , for all e ∈ E;
(3) e * f = δ e,f r(e), for all e, f ∈ E;
(4) v = s(e)=v ee * , for an arbitrary vertex v ∈ V \ {sinks}.
Example 1.2 (Full matrix algebras)
. Let A n denote the following graph
, the full n × n matrix algebra. Let us describe this isomorphism. Let E i,j be the standard matrix units, here 1 ≤ i, j ≤ j, then the isomorphism L K (A n ) ∼ = M n (K) can be described as follows: . Then L K (Ω(1)) ∼ = K[t, t −1 ], the Laurent polynomial algebra. The isomorphism is clear: v ↔ 1, e ↔ t, e * ↔ t −1 .
Example 1.4 (Leavitt algebra)
. For 1 ≤ ℓ ≤ ∞, let Ω(ℓ) be a graph with ℓ edges and with one vertex v. Then L K (Ω(ℓ)) ∼ = L K (1, ℓ), the Leavitt algebra of order ℓ, defined by the generators {x i , y i : 1 ≤ i ≤ ℓ}, and relations
Example 1.5 (The Toeplitz algebra). For any field K, the Jacobson algebra, described in [11] , is a K-algebra: A = K x, y : xy = 1 . This algebra was the first example appearing in the literature of an algebra which is not directly finite, that is, in which there are elements x, y for which
The isomorphism is described as follows:
1.2.
A basis of Leavitt path algebras over a commutative ring. The main goal of this subsection is to give a basis of the Leavitt path algebra of a row-finite graph with coefficients in a commutative ring, which is an analog of Zelmanov et al'.s result [7, Theorem 1] .
For an arbitrary vertex v ∈ V which is not a sink, let us consider the set of edges {e 1 , . . . , e ℓ } with the common source v = s(e 1 ) = s(e 2 ) = . . . = s(e ℓ ). Let us choose the edge e 1 ∈ E. We will refer to this edge as special. In other words, we fix a function ϑ : V \ {sinks} → E such that s(ϑ(v)) = v for an arbitrary v ∈ V \ {sinks}. It enables us to rewrite the relation v = s(e)=v ee * as ee
e r e * r . Theorem 1.6 (cf. [7, Theorem 1] ). Let Γ be a row-finite graph and K a commutative ring. Then, the following elements form a K-basis B of the Leavitt path algebra L(Γ): (1) the set of all vertices V , (2) the set of all paths P, (3) the set P * := {p * : p ∈ P}, (4) a set M of words of the form wh * , where
are paths that end at the same vertex r(w) = r(h), with the condition that the edges w z and h z are either distinct or equal, but not special.
Sketch of proof. The formal proof of this theorem essentially follows the ideas of the proof of [7, Theorem 1] , and it can be found in [14, Theorem 3.7 ] . Just for the readers convenience, we briefly sketch it here.
Let us consider the following set of polynomials of L K (Γ),
where
* , e * f − δ e,f r(e) ,
∪ ef * : r(e) = r(f ) .
It can be shown by straightforward computations that all the aforementioned polynomials are closed with respect to compositions (see [8, 10] and see also the survey [9] ). Thus by the Composition-Diamond lemma, in the case when K being a field, the set of irreducible words, i.e., not containing the leading monomials of polynomials of GS, is a basis of L K (Γ). It is also easy to verify that all compositions of every two polynomials from GS have coefficients ±1. Thus, if we replace a filed K by a commutative ring in [7, Theorem 1], we complete the proof. Remark 1.7. Just for convinces, we use the following notations: (1) wh * ∈ P means h = r(w), (2) wh * ∈ P * means w = r(h), and (3) wh * ∈ V means w = h = v ∈ V . We have assumed that v * = v for every vertex v ∈ V .
2. The Module of Derivation of Leavitt Path Algebra.
Let Λ be an algebra over a commutative ring K. Let us denote by Der K (Λ) (or shortly Der(Λ)) the K-module of derivation of Λ. As well known, every element λ ∈ Λ determines the inner derivation ad λ , ad λ (a) = λa−aλ, a ∈ Λ. Further, the module HH 1 (Λ) := Der(Λ)/{inner derivations} is called the first Hochschild cohomology of Λ or the module of outer derivations of Λ.
Let Γ be a row-finite graph, K a commutative ring, L K (Γ) the Leavitt path algebra over K and D a derivation of L K (Γ). In this section we aim to describe a set of generators of the K-module Der(L K (Γ)).
For L K (Γ) we have the K-basis B (see Theorem 1.6) and we can write
. We ask when a family of functionals determines a derivation. The following Theorem answers this question. Theorem 2.1. Let Γ be a row-finite graph and K a commutative ring. Every derivation D of the Leavitt path algebra L K (Γ) can be defined as follows: for every v ∈ V , e ∈ E, e * ∈ E * . Further, almost all coefficients are zero and they satisfy the following equations:
here p, w, h ∈ P ∪ V and e, f ∈ E, s(e) = s(f ).
Hence, by the Leibnitz product rule, it follows that the map D is a derivation of L K (Γ) if and only if D(ϕ) = 0 for every ϕ ∈ GS. Let {F b } b∈B be a family of functionals determines the linear map D. Using the Leibnitz product rule and substituting b∈B F b (·)b for D(·) in every ϕ ∈ GS, we obtain relations for these functionals. By the straightforward computations, one can easily get these relations and just for readers convenience, we present these computations in the last section of this paper.
Thus the preceding Theorem describes every element of the K-module Der(L K (Γ)) of all derivations of the Leavitt path algebra L K (Γ). Our next aim is to describe a set of generators of Der(L K (Γ)).
is generated by the following set of derivations: 
and
To conclude the proof, it remains to note (by (2.3)) that
Proof. It immediately follows from Corollary 2.1.
The Structure of the Module of Outer Derivations
In this section we give an explicit presentation of the module of outer derivations (=the first Hochschild cohomology) of Leavitt path algebra.
We stat with the following technical but useful result.
Proposition 3.1. Let Γ = (V, E) be a row-finite graph and L K (Γ) be the Leavitt path algebra over a commutative ring K. Let {I wh * } wh * ∈B be a family of functionals that determines an inner derivation J = wh * ∈B α(wh * )ad wh * where the α's are in K. Then
where ϑ e := ϑ(s(e)), f ∈ E, s(f ) = s(e), and if w ∈ E then w = h z .
Proof. We have
Adding up similar terms, we get:
This completes the proof.
Corollary 3.1. Let {I wh * } wh * ∈B , α(wh * ) be as in Proposition 3.1. We have
Proof. Since (ad wh * (e)) * = (wh * e − ewh * ) * = e * hw * − hw * e * = −ad hw * (e * ), it implies that (J (e)) * = ( wh * ∈B α(wh * )ad wh * (e)) * = −J (e * ) and, by Proposition 3.1, the statement follows.
We note that if c = c 0 c 1 · · · c ℓ is a directed cycle of a row-finite graph Γ then there is an action of Z = ζ on c by rotations:
Corollary 3.2. Let {I wh * } wh * ∈B , α(wh * ) be as in Proposition 3.1 and let c = c 0 · · · c ℓ be a directed cycle of the row-finite graph Γ. We have
here 0 ≤ i ≤ ℓ and e ∈ E, p ∈ P.
Proof. It immediately follows from (3.1), (3.6), (3.7) and (3.4).
Lemma 3.1. Let Γ = (V, E) be a row-finite graph and L K (Γ) be the Leavitt path algebra over a commutative ring
if at least one edge c 0 , · · · , c ℓ is not special, and k + 1 := min 1≤j≤ℓ {j : ζ j c = c}.
Proof. From Corollary 2.1, we already know that the family {F ce (e) = 1,
where k + 1 = min 1≤j≤ℓ {j : ζ j c = c}. It is easy to see that from the equations −α(
It implies that if every edge c 0 , . . . , c k is special we then get a contradiction (namely 1 = 0). Assume that at least one of the edges c 0 , . . . , c k is not special. Then α(c) = 1 and α(
It follows that α(cee * ) = 0, i.e., 1 + α(cee * ) = 1. We have thus shown that the equations α(ζ i c) + α(ζ k+i cee * ) = 0, here e i−1 , equivalent to the equations
Let us consider the equations α(
This completes the proof. Proof. Indeed, from Lemma 3.1 it follows that D c is not any finite linear combinations of inner derivations, because if an edge c i is not special then p∈P ad pζ i cp * is the infinite series. Finally, using Corollary 2.2 we complete the proof. Lemma 3.2. Let Γ = (V, E) be a row-finite graph and L K (Γ) be the Leavitt path algebra over a commutative ring K. Let w 0 , · · · , w m , h 0 , . . . , h n ∈ E such that s(w 0 ) = s(h 0 ), m ≥ n and wh
Consider the following series
where (s(w n+1 )) , . . . , ϑ m := ϑ(s(w m )),
Assume that D wh
Let m < n, and assume that D wh
* . Finally, let e ∈ E be special and D ee * (x) = pq * ∈B α(pq * )ad pq * (x), for every x ∈ L K (Γ). Then if s(e) = r(e), we have
here α(s(e)) ∈ K. And if s(e) = r(e) then D ee * (x) cannot be expressed as
Proof. By Corollary 2.1, the family
* (x) = wh * ∈B α(wh * )ad wh * (x) for every x ∈ L K (Γ). By (3.4) and (3.8), we obtain
and therefore α(wh
In the same way, one can easy obtain α(
On the other hand, from (3.4) it also follows that
for e ∈ E, 1 ≤ i ≤ n − 2. Therefore, we get α(
. Further, by (3.1), we obtain
We note that if w 0 = h 0 , . . . , w n = h n , then s(w n+1 ) = r(w n+1 ), and if w 0 = h 0 , . . . , w n−1 = h n−1 , w m = h n , then s(w n ) = r(w n ). Thus we can write α(wh
Just for convinces, let us write ζ i w n+1 = w n+i+1 · · · w m+i , for 0 ≤ i ≤ m − n − 1. Then, using (3.2), we get
for 0 ≤ i ≤ m − n − 1. It follows that if at least one of w n+1 , . . . , w m is not special then α(ζ i w n+1 ) = 0 for all 0 ≤ i ≤ m − n − 1. Assume that every edge w m , . . . , w n is special. By Corollary 3.2, we get
here 0 ≤ i ≤ m − n − 1 and e ∈ E, p ∈ P. Hence, we obtain
in the last equation we have assumed that pζ i w n+1 p * = wh * . Similarly, for the the directed cycle w n = w n · · · w m−1 , one can get
here 0 ≤ j ≤ m−n−1, e ∈ E, p ∈ P, every edge w n , . . . w m−1 is assumed to be special and we have assumed that pζ j w n p * = wh * in the last equation. Set
here 0 ≤ i, j ≤ m − n − 1, p ∈ P, and the first statement follows. Let m < n. By Corollary 2.2, (D wh * (x)) * = −D hw * (x * ) and the second statement follows.
Let e be special. Consider the derivation D ee * . By Corollary 2.1, the family {F e (e) = 1, F e * (e * ) = −1} determines the derivation D ee * . Next, by Lemma 3.1, we get α(s(e)) − α(r(e)) = F e (e) = 1. It follows that if s(e) = r(e) then the derivation D ee * is outer. Let s(e) = r(e), then the last statement can be proved in the same way as in the proof of the first statement by putting α(wh * ) := α(ee * ) = 0, w n+1 := s(e), and w n := r(e). We complete the proof. Proof. Indeed, under these conditions, from Lemma 3.2 it follows that D wh * cannot be expressed as a finite linear combination of inner derivations.
We are now in a position to summarize our results and to prove the main Theorem, which describes the first Hochschild cohomology of Leavitt path algebra.
Theorem 3.1. Let Γ = (V, E) be a row-finite graph and let L K (Γ) be the Leavitt path algebra over a commutative ring K. The K-module HH 1 (L K (Γ)) of outer derivations of L K (Γ) can be presented by the following sets of generators: Moreover, if we put v * = v, (e * ) * = e, for every v, e ∈ E and (a·b)
Proof. First, from Corollaries 2.1, 3.3 and 3.4, it follows that (G1), (G2) and (G3) are the sets of generators for HH 1 (L K (Γ)). Further, Corollary 2.2 implies the last statement.
Next, it is obviously that the last statement of Lemma 3.2 and Corollary 3.4 imply (R1). From Lemma 3.2 it follows that S wh * − e∈E S ew[eh] * = ad wh * , and (R2) follows.
Further, by Lemma 3.1, D c (x) = S c (x), for every x ∈ L K (Γ), where 
Recall that,
for every x ∈ L K (Γ). Since δ c 0 ,ϑ 0 · · · δ c k ,ϑ k = 0, it follows from Lemma 3.2 that
We see that if c i−1 is not special then p∈P∪V ad pζ i cp * is the infinite series. To conclude the proof, it remains to note that S c , S wh * are entirely determined by the systems (3.2), (3.9). Thus we get the presentation of
Corollary 3.5. Let K be a field, for the vector space HH 1 (L K (Γ)) of outer derivation of the Leavitt path algebra L K (Γ), we have We conclude this section with the following example.
Example 3.2 (Derivations of Leavitt algebra).
Let K be a commutative ring. We already know that the Leavitt algebra L K (1, ℓ) of order ℓ arise as Leavitt path algebra of a graph Ω(ℓ) which has only one vertex and ℓ edges e 1 , . . . , e ℓ . Without loss of generality, let us set that the edge e 1 is special, then for any i 1 , . . . i n , j 1 , . . . , j m ∈ {1, 2, . . . , ℓ}, the derivations 
and D
..,in . By straightforward computations, it is not hard to obtain the following formulas
Let us consider a partial case when ℓ = 1, then the edge e 1 = e is special, and we have e * e = ee * = v. As we have seen, the corresponding Leavitt path algebra is the Laurent polynomial algebra K[t, t −1 ], it derivation algebra is the Witt algebra. Set
Thus, we get D 
Derivations of the C * -algebras
In this section we prove that, every derivation of the Leavitt path algebra L C (Γ) can be extended to the derivation of the algebra C * (Γ). An algebra Λ with a unit 1 Λ over the complex numbers C is called a * -algebra if there is a map * : Λ → Λ such that (x + y)
for all x, y ∈ Λ, γ ∈ C, where γ denotes the complex conjugate of γ.
A C * -norm on a * -algebra Λ is a function || · || : Λ → R + for which: ||a · b|| ≤ ||a|| · ||b||; ||a + b|| ≤ ||a|| + ||b||; ||a · a * || = ||a|| 2 = ||a * || 2 ; ||a|| = 0 iff a = 0; and ||γ · a|| = |γ| · ||a|| for all a, b ∈ Λ and γ ∈ C. Definition 4.1. A C * -algebra is a * -algebra Λ endowed with a C * -norm || · ||, for which Λ is complete with respect to the topology induced by || · ||.
Let us remind a description of a C * -algebra, from the operator-theoretic point of view. Let H be a Hilbert space, and let B(H) denote the set of all continuous linear operator on H. A C * -algebra is an adjoint-closed subalgebra of B(H) which is closed with respect to the norm topology on
B(H).
A partial isometry is an element x in a C * -algebra Λ for which y = x * x is a self-adjoint idempotent; that is, we have in case y * = y and y 2 = y.
Definition 4.2. Let Γ = (V, E) be a finite graph. Let C * (Γ) denote the universal C * -algebra generated by a collection of mutually orthogonal projections P v : v ∈ V together with partial isometries S e : e ∈ E which satisfy the Cuntz-Krieger relations:
(CK1) S * e S e = P r(e) for all e ∈ E,
S e S * e for each non-sink v ∈ V .
The set v∈V, e∈E P v , S e is called a Cuntz-Krieger F -family.
It has been proved in [16] that there exists an injective L C (Γ) to C * (Γ). Further, we have the following Theorem 4.3. [13, Theorem 1.2] Let Γ be a directed graph. Then there is a C * -algebra C * (Γ) generated by a Cuntz-Krieger Γ-family P v , S e of non-zero elements such that, for every Cuntz-Krieger Γ-family P v , S e of partial isometries on H, there is a representation T of C * (Γ) on H such that T ( P v ) = P v and T ( S e ) = S e for all v ∈ V , e ∈ E.
Using this Theorem and our description of derivations, we can prove the following Theorem 4.4. Every derivation of the Leavitt path algebra L C (Γ) can be extended to a derivation of the algebra C * (Γ).
Proof. Let Γ be a directed graph and let H be a Hilbert space. For every directed cycle c = c 0 c 1 . . . c ℓ and for every wh
and M = W 0 , . . . , W n , H 0 , . . . , H m , here f ∈ E and s(f ) = s(c). From Theorem 4.3 it follows that there exists a C * -algebra C * (Γ) generated by { C} ∪ { C * } ∪ { M} and moreover, for every Cuntz-Krieger Γ-families C = S c 0 , . . . ,
For every derivation D of the Leavitt path algebra L C (Γ), which is described in Theorem 3.1, let us consider the corresponding linear operator
for every x ∈ H. Since the composition of bounded operators is a bounded operator, then it is easy to see that all D c ,D c * := (D c ) * , D wh * are bounded operators. Further, it is easy to see that these are derivations for C * (Γ), which satisfy the corresponding equalities of Theorem 3.1.
The Derivation Algebra of the Toeplitz Algebra
In this section we aim to give a presentation of the Lie algebra of outer derivations of the Toeplitz algebra. We already know (see Example 1.5) that the Toeplitz algebra T can be obtained as the Leavitt path algebra According to Theorem 3.1, the K-module HH 1 (T ) is generated by the following set of derivations n,m≥1
where D a n a * m is zero if and only if a is special. Similarly, the derivations D a n bb * , D b[a m b] * , D a n b[a m b] * are zero if and only if b is special. We thus have to consider the following cases. Case 1. The edge a is not special. We have: if n > m we get D a n a * m = D a n−m+1 a * ; if n < m then D a n a * m = D aa * (m−n+1) ; and D a n a * n = D aa * . Thus, the K-module HH 1 (T ) is free and generated by D a n ,
Thus, the K-module HH 1 (T ) is free and generated by D a n , D a * m , D a n bb * , D b[a n b] * , n ≥ 1 and D aa * , D bb * . Now we focus on the Lie algebra of outer derivations of the Toeplitz algebra. Without loss of generality, let us assume that b is special. We have
The Lie algebra of outer derivations of the Toeplitz algebra is presented by the set of generators:
and the set of relations among those generators:
and the element D bb * is central.
Proof. The proof is straightforward and just for readers convinces we give a sketch of the proof of the last formula in the case m > n. We have
and D a n a * D aa * m (a) = D a n a * aa * (m−1)
= a n · a * (m−1)
= 2 a n−1 a * (m−2) + a n−2 a * (m−3) + · · · + a 2 a * (m−n+1)
and we can write
In the same way, one can obtain that [D aa * m , D a n a * ] (a * ) = (m + n − 2)D aa * (m−n+1) (a * ).
Computations
Throughout this section, Γ means a directed row-finite graph Γ = (V, E), K means an associative commutative ring with unit, and L K (Γ) means the Leavitt path algebra.
) and the statement follows vD(e) = 0, for V ∋ v = s(e), and eD(u) + D(e)u = 0, for V ∋ u = r(e).
Proof. Let D(e) = D(s(e))e + s(e)D(e) = D(e)r(e) + eD(r(e)). By Lemma 6.1, F wh * (r(h))vwh * e, therefore D(v)e+vD(e) = 0. Similarly, one can prove that D(e)u+eD(u) = 0, for V ∋ u = r(e). This completes the proof.
One can prove, similarly as above, that the following statement holds. vD(e * ) = 0, for V ∋ v = r(e), and e * D(u) + D(e * )u = 0, for V ∋ u = s(e).
Lemma 6.4. Let e, f ∈ E be two edges and D : 
Proof. Indeed, since ef = 0, then r(e) = s(f ). Using the equality e = r(e)e and Lemma 6.2, we deduce the first statement. In a similar way, one can easy to obtain the second and the third statements. and using the equalities D(e * )f + e * D(f ) = δ e,f D(r(e)), D(r(e)) = 0 we complete the proof. It is easy to see that the first two equalities can be deduced from the first two equalities of Lemma 6.5. Indeed, by Lemma 6.5, F p (e * ) + F pf f * (e * ) + F epf (f ) = 0, so that F p (e * i ) + F e i pe 1 (e 1 ) = 0 and we deduce the first equality. In the similar way one can deduce the second one. This completes the proof.
