The IEA agency in its annex 41 deals with the modelling of heat, air and moisture (HAM) transfer in whole buildings. In its words, coupling among these phenomena is crucial for future energy optimization of buildings.
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Introduction
With the increase in computational capabilities the scientific literature in recent years has been focusing in what is called; heat, air and moisture modelling of whole buildings (HAM acronym is usually used). This implies taking into account the adsorption and diffusion of water in solids and practical heat and moisture transfer in solids, which has not been brought to practice until recently [4] . The IEA annex 41 (see [5] ) is devoted to this task. IEA says that coupling among the phenomena is crucial for future energy optimization of buildings. Even recently a study performed by Lorenzetti et al. [3] points out the need for better design tools to enable the construction of net zero energy buildings. An accurate determination of the heat load (both sensible and latent), requires a detailed calculation of the coupled heat and moisture transfer, along with the airflow inside buildings and the interactions with HVAC installations and the environment conditions. However, at the same time, the models should be simple enough so that a professional might use them daily at a low cost. Originally the models for airflow networks aimed at determining the dispersion of contaminants inside buildings and had no special interest in the thermal problem. The outputs from the latter were just inputs to the airflow problem. There are very recent efforts that try to couple both (see for instance [6] or [7] ). As Lorenzetti suggests [3] , in this paper we propose a simplified fully coupled hygrothermal zone model for building energy simulation.
A c c e p t e d M a n u s c r i p t 
State of the art
This section is intended for briefly reviewing and discussing the current methods and models, in order to compare our proposal.
The spatial resolution of the problem is a main issue to take care of. In a very recent building simulation review paper by Wang et al. [9] which covers a period between 1987-2014, they classify the techniques employed in indoor ventilation simulation. The coupling of different thermal and airflow models prevails over fully coupled hygrothermal airflow models (see for instance [10] , [11] , [12] ).
Santamouris et al. in chapter two of their book [13] explain in detail, the analytical methods and computing tools for ventilation. In conventional multi-zone airflow analysis, building systems are idealized as collections of zones and duct junctions linked by discrete (flow-limiting, or flow resistances) airflow paths (represented by dashed lines in figure(1)). Envelope wind-pressure and temperatures within the zones and ducts are specified as boundary conditions and inputs (see [14] ). The latter come from energy simulation programs (BES), thus creating a coupling interface which is solved in different ways [12] . Temperature and species (contaminants) are assumed not to vary spatially within a zone and do not modify the air density. This is known as well-mixed zone hypothesis and has a drawback that the information about the dispersion of the contaminants within the zone is lost. Each zone volume is reduced to a point or node placed at a reference level and the unknown, assigned to it, is the total pressure. In our case this level cannot be chosen arbitrarily. Then, equations governing the behaviour of the system as a whole are formed by demanding zone mass airflow rates to be conserved (without mass storage or mass is taken as quasi-steady). Finally, these equations are complemented by assuming that an hydrostatic pressure A c c e p t e d M a n u s c r i p t field exist in each zone in order to achieve closure of the problem (see the manual of CONTAM [1]). As [13] points out, this hypothesis violates the conservation of mechanical energy. However the problem appears because only the mechanical energy (kinetic and geo-potential) is included in the balance, since, as mentioned, traditionally the airflow methods are decoupled from the thermal problems.
As it will be shown, this hydrostatic pressure field hypothesis leads to no energy balance violation if the internal energy is included. The hydrostatic field has the drawback (see [3] ) that, since there is no momentum in the zone, the wind-driven flows are not handled properly and therefore constrains the capabilities of the model. Obviously, including the air internal energy means that the airflow and thermal problems are directly coupled and should be solved simultaneously. As Lorenzetti et al. [3] point out, the direct coupling is a desirable feature, but unfortunately the system becomes stiff (that is one reason why there are few fully coupled modelling attempts [9] ) and emphasize, logically, the need for new solution methods. Emmerich et al.
in 2011 [15] proposed a modification of the traditional method which includes the thermal problem and tries to solve the stiffness issue. Unfortunately their energy balance equation only takes into account the internal energy and they do not include the water component. The actual difficulty is that buildings have several subsystems (solid parts, air, HVAC systems, etcetera) with different response times which naturally make the problem stiff. So the stiffness issue in building energy simulation although involves the thermalairflow coupling is, in fact, far more complex. We work in an innovative way to solve such problems based on Discrete Event Simulation (DEVS)
A c c e p t e d M a n u s c r i p t methods. The full explanation of the method (see for instance [16] ) falls out of the present scope. A first step towards a reformulation of the building energy simulation using this DEVS formalism and QSS methods, has already been done by us in [17] , using the successive state transition method (not collected in [9] ). The present paper originates from the need of going a step further by deducing the dynamics of the water air mixture for a multi-zone model to be employed in a fully coupled whole-building DEVS model.
Discussion and motivations
In all the traditional literature about multi-zone airflow there is a reference to the air as a mixture of gases which fulfil the Dalton's law, that is, the total pressure is the sum of the partial pressures (see user manual of CON- Literature refers to the mixture simply as air. In general, multi-component heat and mass transfer is not an easy matter (see [19] ) due to cross effects.
Therefore in psychrometry it is assumed that dry air behaves as a single component and water as another one, thus resulting in a binary mixture known as wet-air. This represents another constrain for the model. However water has the particularity, compared with all other contaminants, that can change its phase ,that is, it may condense and this has, obviously, noticeable effects on the energy balance. In [13] the name multi-zone multi-physics analysis is given to the case where a mixture of one or several contaminants is considered.
Gibbs phase rule says that for a binary mixture and one phase the degrees A c c e p t e d M a n u s c r i p t of freedom are three. However in case condensation occurs, there are two phases and then the degrees of freedom are only two. This change in the number of state variables from three to two would change the number of equations which represent the dynamics. However, in our formulation we have kept the original system of equations, three equations (one for each state variable), and we have introduced the control parameter α control into the independent variables, which forces, if necessary, the saturation conditions of the mixture.
Unfortunately, looking through the recent research about wet air dynamic models employed in multi-zone models, did not result, from our point of view, in a good enough model for yearly simulations (see (2003) [26] ,(2008) [20] , (2010) [23] , (2011) [21] , [25] , (2012) [18] , (2015) [22] ) . Qin et al. [20] , [21] presented a hygrothermal airflow model (for wet air) following CONTAM's methodology. CONTAM uses the total density of the air and the concentra- Something similar happens in a more recent paper from Berger et al.
[22]. Berger's paper is mainly focused on solving a wet air zone model by using an interesting new method named Proper Generalised Decomposition.
The model, which Berger tries to solve, is explained in the appendix of [22] .
Unfortunately the model is also flawed for our purposes. They make also two balances, water and energy, resulting in a system with two dynamical variables; the dry temperature and the vapour pressure, while, as explained before, three variables are needed to determine the state of a binary mixture.
In their deduction they are implicitly assuming that the dry air density (and therefore, the zone dry air mass) and the total pressure are constant. This creates inconsistencies. On one hand the vapour pressure is a dynamical variable, but since the total pressure is the sum of the vapour and the dry air pressure, the latter must change so as to keep the total pressure constant, while on the other hand, as the temperature is also an independent dynamical variable, it has an effect on the dry air pressure whose change, in turn, may not match that needed by the total pressure constrain. Moreover the model does not deal with the possibility of reaching the water saturation conditions of the wet air and airflows are not modelled but must be given parameters to the problem.
Other proposals like [23] , [24] [25] or [26] present improvements, but for similar reasons, still do not fit our goals. (i),da we denote the bulk dry air mass flow rate going out/in (respectively) from/to zone (i) to/from zone (j). Whenever the zone (i) under study is implicitly understood, the sub-index is dropped and it is written justṁ (j),out da . If there were several in or out ports between zone (i) and (j) they are identified by a k-index as for instanceṁ
. For simplicity M a n u s c r i p t we assume just one outlet and inlet port from a neighbouring zone (j) to the current one and therefore no indexing of the ports is necessary. Our proposed model would be placed between very fine-grained and intermediate-grained models of the IEA classification.
There are two big standard approximations to get a coupled model [27] :
internal and external coupling. Internal coupling means that the equations describing the HAM transport in the building envelope, the room model and the airflow are solved in the same domain. External coupling means that models are solved in different domains, while information between the domains is exchanged at different times. This last one is the more common approximation as aforementioned (see [9] ) but has drawbacks. The model presented here is intended to be used in the internal coupling mode and the solution method will be based on an event driven simulation (DEVS).
Summarizing, our hygrothermal zone model is represented by three intensive degrees of freedom; the uniform dry bulb temperature, the reference total pressure and the specific humidity. Both the shape and volume of the zone need to be taken into account, because, contrary to traditional methods, the zone reference height cannot be chosen arbitrarily but depends on the zone geometry. The model deals naturally with the saturation conditions. The coupling terms among neighbouring zones may include the heat and moisture flow through the solid boundaries ( [29] ),( [23] ) and the convective or diffusive moisture flows through openings. The flow sub-models or two-port zone models, from AIRNET for instance or others [30] , might be employed in these coupling terms.
Finally, it is worthwhile to remember and to stress that these types of M a n u s c r i p t models are a rough simplification (see [20] ).
Zone model proposal
The model is built from the very basic principles in order to be as selfcontained as possible.
Ideal gas model in a gravitational field.
Independently of the spatial level of detail, the state equation for the fluid must hold at every spatial point or region. We assume that the air is a mixture of gases which fulfil de Dalton's law. For each gas in the mixture the ideal gas law is assumed to be valid:
By using the molecular mass M of the species, equation (1) can be rewritten as:
A typical hypothesis in the multi-zone airflow literature is that the enclosed gas is quiet and under the effect of just the gravitational field. Thus the pressure spatial distribution corresponds to the hydrostatic profile which for a typical room is quite uniform.
The profile is the result of a balance of forces (see figure (3)).
Clearing the density ρ from equation (2) into equation (4), we get:
In the most general case where the temperature is a function of the height T db = T db (z) the integration of equation (5) from a reference height z ref gives:
The term
is known, in atmospheric science, as the scale height, defined as the increase in altitude for which the atmospheric pressure decreases by a factor of e −1 . The temperature stratification is neglected and a spatial averaged temperature is used instead. Thus by assuming that
, H M depends only on the temperature, not the height, and equation (6) transforms into:
For instance, in atmospheric science a mean value of 260[K] in equation (7) gives quite accurately the profile of the air density up to around a height of
A c c e p t e d M a n u s c r i p t By using the notation H M (T db ), we point out that the scale height depends on the species (molecular mass M) and on the temperature (which is considered spatially uniform). Due to its exponential character, equation (7) is linearised with respect to the z coordinate at a certain reference height z ref , for buildings applications, as:
Equation (8b) is the well known hydrostatic pressure equation. Using this expression into (2b), the linearised density variation with height is:
From equation (9) • Hydrostatic pressure (remark: the density is not spatially uniform).
• The fluid is quiet within the zone.
• The temperature is spatially uniform or represents a zone mean value.
Compared to other models like CONTAM (see an example in [15] ), our proposal needs to compute the zone reference level.
The reference height inside the zone cannot be chosen arbitrarily, since we want to keep track of the mass content of the zone. In what follows, the data P, ρ, T which is referred to that special height, will have the ref . In order to calculate that special zone coordinate we proceed as follows.
The zone air mass is given by the integral (10a), taken from the bottom c = 0 to the top c = c u of the zone. The density is not uniform but given by (9) and A(c ′ ) is the zone cross sectional area at height c ′ . The zone reference level is chosen so that equation (10b) is satified:
Therefore the c ref , in general, is obtained by clearing its value from the following equation:
or rearranging the terms and multiplying by H M (T ):
and finally:
Observe that c ref does not depend on the type of species inside the zone or the temperature, but just on geometric properties. It represents the zone geometrical height center, not the zone center of mass. The height of the zone center of mass will be below c ref and only in the limit case when ρ is uniform, both are equal.
A c c e p t e d M a n u s c r i p t For instance let us take a parallelepipedical case, i.e. a case where A = f (c) (see zone-I in figure (4)), the zone gas mass content, i.e. equation (10b), is written as:
By choosing c ref = c u /2 (half the height of the zone), or in other words, computing c ref from equation (13), the mass content of the zone is just:
We would like to stress that ρ ref is used to know the total zone gas mass content m. Remark: that height does not depend on the amount of mass, the species or its spatial distribution.
M a n u s c r i p t
Let us consider another zone, not so simple, to illustrate the idea. In figure(4) another zone named zone-II, is made up of two parallelepiped zones.
The calculation of c ref using equation (13) gives:
As mentioned at the beginning of this section, the equation of state (2b) must hold for any gas species at any place. Nevertheless, at the specially chosen reference level c = c ref , the following equation is valid:
, therefore two signals, P ref and T db , are enough to track the zone mass content, while equations (8b) and (9) give the spatial height distribution of P and ρ inside the zone.
Finally, figure (5) shows an example scheme to clarify our proposal for the zone dynamical variables.
Wet air.
In this section the well-known properties of wet air from psychrometry are collected and rewritten according to our nomenclature in order to be used by our model. The air is considered to be a binary mixture of: a non-condensing mixture of gases named dry air (da) and water vapour (v). In the mixture both components behave as if each one was in its own, inside the volume.
Therefore the spatial distribution of the total pressure is given by adding the M a n u s c r i p t The center of mass is always below the reference level, the colder the zone, the greater the distance of the center of mass form the reference level, although for typical zones we have assumed that the center of mass is fixed.
A c c e p t e d M a n u s c r i p t partial pressures:
The dry air and the water vapour satisfy its 
Adding the pressures gives:
If we name 1 CT E P t = P ref · V /R then the mass of dry air contained in the volume V of the zone is:
The density distribution of the wet air is given by:
M a n u s c r i p t
Note: The specific humidity W would also be a function of the height z inside the zone. However its variation in practice is quite small, in the order of 0.1% or less, and therefore, as a relative value, might be considered as spatially constant within the zone.
Taking as reference states for internal energy calculation; 0[
• C] for dry air and 0[
• C] liquid for water, the internal energy of a mass m da of dry air and m v of water vapour at a temperature T db , has the following expression:
The enthalpy of the mixture is given by:
In the literature frequently the enthalpy of wet air is given per kilo of dry air and a low capital letter is used h.
There are many correlations for the saturation pressure of water vapour, here equation (26) has been employed:
7.5·(Tsat−273.159)/(Tsat−35.85)+2.7858
where T sat should be given in [K] . The specific humidity has the well-known relationship with the water vapour pressure:
A c c e p t e d M a n u s c r i p t 3.3. Dynamical coordinates of the hygrothermal state of the zone.
The variables which are going to be used to track the zone state are four (three intensive and one extensive):
Specific humidity at the reference height of the zone.
• x 2 = T db : dry bulb temperature of the mixture (which is spatially uniform along the zone).
•
Total pressure at the reference height of the zone
• m da : dry air mass of the zone.
In order to clear for these variables four equations are needed. One of them is algebraic. It corresponds to the m da relationship with {x 1 , x 2 , x 3 }, i.e., state equation (22) . The other three will be ordinary differential equations. They come from the following balances inside the zone:
• energy.
• mass of water.
• mass of dry air.
Fluxes
Before going into the balances we need to define some preliminary concepts (see some standard book for details [31] ). If u i denotes the velocity of
A c c e p t e d M a n u s c r i p t component i with respect to a stationary coordinate reference frame, then the mass flux is defined by:
If we sum the component mass fluxes, we obtain the total mass flux:
The mass diffusion flux with respect to the mass average velocity is:
The mass flux of a component is related to the diffusion flux as:
In general i j i = 0, and for the case of the wet air binary mixture j da = −j v .
Psychrometry science prefers to use the absolute humidity W than mass fractions ω, thus the relationships among all of them are:
Therefore if instead of the fluxes we write the mass flow through a surface S of area A S , then the following two relationships hold for the mass flow of dry air and water vapour as a function ofṁ dif f,v = j v · A S andṁ t = n t · A S :
A c c e p t e d M a n u s c r i p t
Ifṁ da andṁ dif f,v are preferred variables, by clearingṁ t from (33) and substituting into (34), we obtain:
In general the output from the flow-element models (see CONTAM [1]) used to compute the inter-zone mass flow isṁ t and the diffusion of water vapouṙ m dif f,v . In order to simplify the exposition, the following mass and energy balances only take into account fluxes from openings, not from solid surfaces due to water adsorption or infiltration due to porous surfaces.
Energy balance.
The total energy content in the control volume or zone contains three terms:
The geo-potential energy E pot , the internal energy U, and the kinetic energy E kin of the zone gases. Since we are neglecting the movement of the wet air inside the volume, the kinetic energy inside the volume is assumed to be negligible. This could be also extended by parametrizing the movement of the air inside the zone. However, the kinetic energy of the flows going into and out of the volume are not necessarily negligible. Therefore, in fact, what the model is assuming is that all the unbalanced kinetic energy is going to be transformed inside the volume into internal and potential energy.
Nevertheless, we have neglected , as well, the kinetic energy of the incoming or outgoing flows.
The zone wet air energy balance taking into account for the airflow exchange with its neighbouring (j)-zones and solid boundary surfaces, is written A c c e p t e d M a n u s c r i p t as:
or by using the psychrometric definition of wet air specific enthalpy h[J ·kg
da ], it can be rewritten as:
Looking at the right hand side of equation (38) 
Using equation (22) the partial derivatives are:
Reorganizing:
The zone wet air potential energy is given by:
By z G we refer to the center of gravity of the mass. For instance, the center of mass of a zone like zone-I in figure (4) in relative coordinates, is:
Equation (45) is an example which shows that the position of the center of gravity does depend on the type of species and on the temperature. However, despite the presence of the height scale H M (T db ), this coordinate hardly varies for practical zone shapes and it may be considered as constant. In order to simplify the small contribution of the potential energy, a common and constant value of z G for both components has been assumed here. Thus, the change in the potential energy is due exclusively to the change of the zone mass content:
Finally adding the results the time derivative of the total zone energy can be expressed in terms of the zone state variables as:
Mass balance of dry air.
The dry air mass balance is written as:
Using equation (22), equation (48) is rewritten as:
3.7. Mass balance of water.
When posing the water mass balance, it is assumed that water can only be in vapour phase inside our zone model, although it can be removed or added in liquid phase (ṁ src w negative or positive respectively). In more informal words, our model only sees the gas phase. One advantage of doing so is that it will allow us to deal with the saturation conditions as it will be shown.
The balance is written as:
As mentioned in section 3.2 the specific humidity may be assumed spatially uniform, although taking into account its distribution is also possible in the The left hand side derivative can be written as:
By employing equation (22):
Finally reorganizing the following equation is obtained:
3.8. System of ordinary differential equations for the zone.
Based on the previous sections, the following system of differential equations can be written for each zone: 
The coefficients a are functions of the state coordinates {x 1 , x 2 , x 3 }. The derivatives {ẋ 1 ,ẋ 2 ,ẋ 3 } are easily found since equations (54) are linear. There-A c c e p t e d M a n u s c r i p t fore the system (54) can be rewritten as:
The coefficients are given by:
The terms b , represent the excitations of the zone. The different zones are coupled with each other through the {b 1 , b 2 , b 3 }, due to the flows (convective or diffusive) and heat. In concrete, heat coupling with the boundary solids or a convective HVAC system, appear in these terms asQ conv andQ sys A c c e p t e d M a n u s c r i p t respectively.
(57b)
, (mass of dry air)
In equation (57b) the dependence of the specific enthalpy on state variables is shown explicitly as h(x 1 , x 2 ) and h v (x 2 ). This amount depends on the dry bulb temperature x 2 and the specific humidity x 1 .
Our zone model does not consider the possibility of a mixture of wet air and liquid water (like mist). Therefore, whenever the saturation conditions are reached, the excess of water transforms into liquid state and is removed.
In other words, the wet air state should follow a saturation trajectory as a constrain. In Appendix A it is explained how to modify the model to deal with wet air saturation. The result of the analysis is that the system of A c c e p t e d M a n u s c r i p t ordinary differential equations (55) must be modified as follows:
In system (58), the α control is an artificial control introduced to keep the mixture saturated and which acts according to the following logic (see the details in Appendix A):
1. Calculate P v,sat using equation (26) with the current x 2 value.
2. Calculate the current water vapour pressure as:
3. If P v ≥ P v,sat then the results from Appendix A should be applied. The α is a rate of water addition computed using equation (A.8). Remark:
notice that the over-saturation is checked at the zone reference level and this represents an approximation, below that level there would be over-saturation and above that level the air is not saturated yet.
4. If the previous item is true then α < 0 meaning that a control action is needed to avoid moving into an over-saturated state. If no action is taken then the system will start moving away from saturation into an over-saturation state. The control action is computed as α control (equation (A.9) ). The α control acts on b terms and a new set is computed with equations (A.3).
Proceed with the numerical integration of the original system of equations.
Example
This section illustrates the outcomes from the proposal using a very simplified model which consist of one zone and one opening so that mass flow rate is one-way (in or out). Despite its simplicity some models from the literature (see section 1) would have difficulties to simulate such a case, since they whether impose a constant air mass or quasi-steady conditions or a constant total pressure and air density. The whole problem is made up of just two zones; one corresponds to the outside conditions and acts in practice as a forcing function, the other is just the zone with the sought dynamics (see figure (6)). The characteristics of the problem and hypothesis, for this simple example, are the following:
• The zone has a volume of
• It is placed 70[m] above the sea level (see the details of the levels in figure (6)).
• Assume that the center of gravity z G is practically equal to the reference • It has a small opening at the bottom with an area
(magnified in the figure). (note: A small area was used to amplify the pressure effects.)
• For simplicity, any solar or infrared radiation heat exchange is not considered.
• 
The thickness of any boundary wall is e wall = 0.20[m].
• We have chosen two HVAC systems to illustrate the behaviour of the model.
System (A) acts according to:
Its goal is to force saturation conditions.
A c c e p t e d M a n u s c r i p t System (B) represents a (heating or cooling) coil with by-pass factor BF = 0.15, apparatus temperature dew point T adp = 9[
• C], dry air mass rate moving across the coilṁ da,coil = 0.6[kg da s −1 ] and coil ideal conditions h coil (x 3 (t), T adp ) and W coil (x 3 (t), T adp ). It acts according to:
therefore in either case, cooling lasts 15 minutes from the beginning, afterwards there is heating during 20 minutes and finally everything is switched off.
• The pressure at sea level, which is the reference level for the outside zone, is
The external temperature is spatially
The relative humidity is φ ext = 85%. There is no wind.
• The zone is initially in total pressure and temperature equilibrium with • The water vapour diffusion coefficient in air is given (see [4] ) by:
with T [K] and P [P a] mixture pressure. Therefore the diffusivity flow of water vapour using an estimation of the vapour pressure gradient across the opening is:
• The convective volumetric flows of wet air are given by the well-known
where ρ[kg · m −3 ] is density of the mixture and ∆P [P a] is the total pressure difference across the orifice. If a plane orifice is assumed then the discharge coefficient is C d = 0.61.
Example results
The example model of section 4 has been programmed in Scilab [32] , although as said in the introduction, the final goal is to use a DEVS model. The zone specific humidity does not change.
M a n u s c r i p t
Finally when the heater is switched off the zone is at T db = 53[
• C] while the outside air is at T db,ext = 25[
Now starts the process of zone relaxation towards a thermodynamic equilibrium with the outside air.
Due to the big temperature difference between the zone air and the outside air, there is a high outgoing conduction heat transfer rate. This makes the total pressure go down abruptly along with T db and the zone is refilled with outside air. Now the outside air is more humid than the zone air, so once more the specific humidity rises.
After a long time there will be an equilibrium of temperature, pressure and humidity between the zone and the outside air. The humidity (not shown) will reach the outside value, but at a low rate, due to the small diffusivity of water vapour through the opening.
(Recall once more that the area of the opening has been chosen small enough to show the effect on the pressure.) 
Conclusions
The paper has presented a new proposal for a wet air zone model to be used in energy simulation. It was detected that a simplified but complete model was missing which coupled the three phenomena ; dry air, water vapour and heat flow. This model would belong to the set of internal cou-M a n u s c r i p t A c c e p t e d M a n u s c r i p t pling models, according to the classification in [27] . The proposed model is able to deal with saturation conditions. In contrast to other models, the reference level inside the zone cannot be chosen arbitrarily but it is chosen so that the zone mass content can be tracked by the dynamical variables. It depend only, to some extent, on the zone geometrical properties.
The resulting model is made up of three ordinary differential equations.
The b terms contain boundary and bulk source or sink terms and an extra parameter α control is employed to force saturation conditions.
It has also been shown how to link the zone model to a fan-coil HVAC system.
Finally we would like to stress that although it has been solved by traditional methods, the intention is to use the model in DEVS-based methods in order to deal globally with the stiffness issue. This will be discussed in a future paper, extending the results from [17] .
Appendix A. Wet air over-saturation.
The condition for the water vapour to reach saturation is:
where P v,sat is a function of x 2 = T db and can be computed with equation (26), and P v can be obtained from equation (27) . When this condition is reached then the specific humidity x 1 is not an independent state but a function (see Eq. (A.2));
of the other two ( dry bulb temperature x 2 and total pressure x 3 respectively).
To force the state of the system to follow the saturation curve, liquid water M a n u s c r i p t So this α would be the right rate of liquid water removal from wet air if its state trajectory followed a saturated state path , that is, the equality condition (A.1) is always fulfilled along the path.
It should be pointed out that this α depends on the zone volume.
Nevertheless in practice, the system tends to cross into the over-saturated conditions region and this signal is not enough.
The solution is to modify the control parameter α.
Based on α, a new α control has been used instead. It provides the zone dynamical system with a sort of sliding mode control. The new control parameter adds a correction action proportional to the error e = P v − P v,sat in the direction of α.
α control = α · (1 + K control · (P v − P v,sat (x 2 )) = α · (1 + K control · e) (A.9)
Several try and error tests show that the solution is quite insensible to the value of the gain K control . In practice K control = 1 seems to work well.
Therefore whenever saturation conditions are reached by modifying the independent terms b as shown in equations (A.3) with the α control from equation (A.9), while keeping the same equations (55), the saturated evolution of the zone state can be maintained.
