Abstract. Let {P j (m) : 1 j ω(m)} denote the decreasing sequence of distinct prime factors of a positive integer m. We provide an asymptotic expansion for the distribution function
Introduction and statement of results
For integer m 1, let ω(m) denote the total number of prime factors of m, counted without multiplicity, and write P j (m) (1 j ω(m)) for the jth largest distinct prime factor of m. Billingsley proved in 1972 that the joint size distribution of the vector log P 1 (m) log n , . . . , log P ω(m) (m) log n , regarded as a random vector on Ω n := {m : 1 m n} with uniform probability ν n , converges in law to the Poisson-Dirichlet distribution with parameter 1, which we shall denote by P D (1) .
The Poisson-Dirichlet process has many equivalent definitions : see in particular Kingman [10] , and Arratia [1] . The classical definition is the following. If
are the points of a Poisson process with rate, or intensity, x → e −x /x, (1) then
X j * We include here some corrections with respect to the published version. is almost surely finite and V j = X j /Z defines a sequence having distribution P D (1) . In particular, if (V 1 , V 2 , . . .) has distribution P D (1) , then V 1 V 2 · · · and j 1 V j = 1. Another construction of the Poisson-Dirichlet distribution is obtained by considering an infinite sequence U 1 , U 2 , . . . of independent uniform random variables on ]0, 1[ and defining X 1 = U 1 , X 2 := (1 − U 1 )U 2 , X 3 := (1 − U 1 )(1 − U 2 )U 3 , . . . so that j 1 X j = 1 almost surely. Then the permutation (X σ (1) , X σ (2) , . . .) obtained by rearranging the X j in non-increasing order also has distribution P D (1) . A third realisation has recently been obtained by Arratia, Barbour and Tavaré [2] : the U j being as above, put Y j := 1 i j U i and T := j 1 Y j ; then the conditional law (Y 1 , Y 2 , . . . |T = 1) is distributed according to P D (1) .
Write − → α k := (α 1 , . . . , α k ) and
Billingsley's theorem is plainly equivalent to the statement that, for fixed k and n → ∞,
A simple proof of this, completely different from Billingsley's, has recently been given by Donnelly and Grimmett [6] . Their approach is based on a size-biased random permutation of the P j (m) which fits the order of the X j defined above.
In this article, we investigate the rate of convergence in (1·1). The most precise result known so far in this direction is the formula of Knuth and Trabb Pardo [11] which states that
for any fixed α > 0, k 1, and a suitable function σ k (α). We provide an asymptotic development for the left-hand side of (1·1) according to negative powers of log n.
Our statement involves a small parameter ε ∈]0, 1 3 [ which will be fixed throughout the paper. We introduce the notation L ε (y) := e (log y)
Here and subsequently, log k denotes the k-fold iterated logarithm. 
(ii) For each r, we have 
uniformly in the range 
We note that it is always possible to define ϕ h ( − → α k ) on the critical hyperplanes in such a way that (1·3) holds for any fixed − → α k with α k > 0 : indeed any − → α k with Λ r ( − → α k ) = 0 for some value(s) of r is a limit point of vectors − → α * k with Λ r − → α * k < 0 for the same value(s) of r. We also observe that the remainder term in (1·4) may always be chosen to be o (1) (2) since we may assume with no loss of generality that
As will transpire from the proof, the limit
has a simple expression in terms of the Dickman function-see (3·13) below. The Dickman function is the density function of the law of 1/V 1 and is defined as the unique continuous solution on R + of the difference-differential equation
with initial condition (u) = 1 (0 u 1). As usual, we set (u) = 0 for u < 0. It is immediate that the kth derivative (k) (u) is defined for u ∈ R {0, 1, . . . , k}. We define (k) (j) by right-continuity for 0 j k.
And actually
(log 2 n) k−2 / log n.
Formula (1·4) extends and makes more precise a result of Hafner and McCurley [8] . For instance, using the fact (shown in Lemma 4 below) that, for fixed k 2,
we deduce as a special case of (1·4) that
for any fixed k 2 and uniformly for 2 y n, with u := (log n)/ log y. Our method essentially rests on Saias's extension [12] of de Bruijn's approximation formula [5] (3)
valid uniformly for x 2, y x κ(ε,x) . The integral on the right is best defined as a LebesgueStieltjes integral, since the jump of (u) at u = 0 causes a formal difficulty in the frame of the Riemann-Stieltjes integral when x is a positive integer. Alternatively, one can, as did de Bruijn, first restrict the definition to non-integer values of x, so that it makes sense as a Riemann-Stieltjes integral, and then extend the definition to R + by right-continuity. We note that, when y > x, the integral is equal to [x]/x, so the error term actually vanishes.
The discontinuities of the functions ϕ h cannot be avoided, as shown by the case k = 1-see [12] or [14] , pp. 390-391.
It may be observed that our theorem is equally valid, with no change in the statement, if the prime factors P j (m) are counted with multiplicities.
Technical preparation
Let P − (m) stand for the smallest prime factor of an integer m > 1, with the convention that
We need a uniform upper bound for π k (x, y). This will be provided in Lemma 2 below as a straightforward consequence of the following result, which, with other applications in mind, we state in a much more general context.
Lemma 1. Let A > 0, B > 0 and assume f is a non-negative, multiplicative arithmetic function satisfying the conditions
Then we have uniformly for k 1, x 2,
where the implicit constant is absolute. In particular, for any constant R > 0, we have, uniformly under the condition 1 k R log 2 x, Proof. Write S k (x) for the left-hand side of (2·1) and put
Our first step consists in finding an upper bound for T k (x). We have
A simple integration by parts now suffices to establish (2·1). Setting
we have
The bound (2·2) follows immediately from (2·1) and classical estimates for π k (x) (4) since, in the required range, we have
This completes the proof.
Remark. The upper bound in Lemma 1 is, in a certain sense, optimal. For instance, when f fulfils Wirsing's conditions
for suitable constants λ 1 , λ 2 with λ 1 > 0, 0 < λ 2 < 2, and furthermore satisfies
with y = y(x) such that log 2 y = o log 2 x as x → ∞, it can be shown as a straightforward application of the Selberg-Delange method, (5) that the asymptotic formula
Lemma 2.
There is an absolute constant c 0 > 0 such that, uniformly for k 1 and x y 2, we have
where u := (log x)/ log y.
Proof. We apply (2·1) with f (p ν ) = 1 for p > y and f (p ν ) = 0 otherwise.
for any fixed integer H > 0 and uniformly in x, y, and
uniformly in k, x, y and with u := (log x)/ log y.
Our main ingredient is the bound
valid for any c > 0, and proved in [15] , exercise III.5.6 with solution.
5. See [14] , chapter II.5 6. Note that the exponent 1/3 in (2·6) could be replaced by any positive constant. We do not need such precision here.
First consider the case k = 1. We have by (2·6)
by partial summation. To bound the last integral, we observe that the function t → c(log x)/(log t) + 1 2 log t is unimodal and attains its minimum at t = t c (x) := e √ 2c log x . Hence, for 2 y t c (x), the integral is
y log y ,
y log y .
Selecting, for instance, c := 2H 2 yields the required bound. When k 2, we observe that any integer m counted by M k (x, y) can be written as a product m = ab with P − (b) > P 1 (a) > y, ω(b) = k − 1 and P 1 (a) 2 |a. Therefore, we plainly have
From (2·4) with, say, H = 1, we deduce that
We estimate the b-sum above using (2·3) and splitting the range into intervals of the form ]ye j , ye j+1 ]. We find that it is constants c 1 , c 2 , c 3 , possibly depending on 
In particular, we have
for all fixed k 2.
Any m counted by R k (n, v) may be written uniquely as a product m = ab with P 1 (a) n
so we may turn our attention to the case 1 j k − 1. Clearly
Using the bound (see [14] , theorem III.5.1)
and applying Lemma 2 to estimate the b-sum via partial summation yields
(j − 1)! v uniformly for n 2 and v (log n)/ log 2. We omit the details of this derivation, which are standard. Since this last upper bound is an increasing function of j for j log v + c 0 , this proves the upper bound in (2·8).
To prove the lower bound, we apply a special case of a result of Sárközy [13] concerning the distribution of the function Ω(m, y), which counts with multiplicity the number of prime factors of m that exceed y. Write N k (x, y) for the number of integers m x with Ω(m, y) = k. Sárközy's result, in the form given by Balazard [3] , states that
uniformly for x y 2, k (2 − δ) log u − c 3 , with u := (log x)/ log y. We have, however,
because any integer m counted by N k−1 (n, n 1/v ) and not by the sum over j above has k − 1 distinct prime factors greater than n 1/v . The lower bound estimate in (2·8) hence follows from (2·11), (2·4) and (2·5).
We note that (2·9) is an immediate consequence of (2·8) when v is sufficiently large in terms of k. Since r k (v) is obviously a non-increasing function of v, this is all that is needed.
Proof of the Theorem
Put y k := n α k . We may assume with no loss in generality that y k > 3 2 . We plainly have
The error term is zero for k = 1 and by (2·5) it is
when k 2.
Then the main term in (3·1) may be re-written as
We first show that
This is obtained by inserting the formula
and expanding the Ψ-term as a sum over integers. We thus see that the error term in (3·4) may be rewritten as 1 n
We could actually obtain a slightly better bound, but such improvement would not be useful for our purpose. 8. We use the standard convention that an empty product is equal to 1.
say, where D m is the intersection of D with the subset of R k defined by the inequalities
Using Fubini's theorem, we write µ (D m ) as a k-tuple integral with innermost term corresponding to the variable t . By the prime number theorem, this is
, when m j = t j n/ max{y k , P 1 (m)}, and zero otherwise.
If k = 1, we sum trivially over m and obtain
Inserting the bound
, which follows from (2·10) for z y > 3 2 , we get
When k > 1, we observe that, for z y
and, writing T ,s := j = ,s t j , we apply this with y = max{P 1 (m), y k }, z = n/T ,s , to the integral relative to t s for some s ∈ [1, k] { }. This yields
Applying the bounds
which readily follow from (2·10) for z y 2 
2, we derive
and so we finally arrive at 
Now employing inductively the estimate

2, yields (3·4).
We now embark on the proof of (i), (ii) and (iii), and therefore assume α k > κ(ε, n). The error term in (3·2) is then obviously 1/n κ(ε,n) and, since
, we deduce from (3·4) that, for any fixed H,
Next, we use (1·7) in the form
valid uniformly for 1 z n, y > n κ(ε,n) . Inserting this into (3·6) yields
Here and in what follows, we set
Our next step consists in reversing the order of integrations and approximating the inner k-tuple integral by a Taylor-type expansion analogous to that established in [7] (Lemma 4.2) for the -function. 
with
where H) , with the convention that R 0 := 0. Moreover, for each h 1, we have
Proof. We note that
with α * j := max j r k α r . So, we assume in what follows, without loss of generality, that
We first prove assertions (i) and (ii) of Lemma 5. For k = 1, we have
with an obvious interpretation when α 1 = 0, so the required properties are satisfied.
9. We use the classical notation z + := max(z, 0).
For k 2, we have
say. Iterating, we obtain 
It remains to prove assertion (iii). We proceed by induction on H. When H = 0, the formula follows by integrating the identity
which holds because G is continuous, differentiable except perhaps at finitely many points and because G is integrable. Let us then assume (3·8) holds for a given H 0. We have the equality between measures
where δ u (v) denotes the Dirac measure at v = u and ϑ * r ( − → α k ) is, for each r in the range R H < r R H+1 , the saltus of
We set
Dividing through by H!, applying the induction hypothesis, and taking (3·12) into account yields the required result.
We are now in a position to complete the proof of our theorem. The contribution to F * * n ( − → α k ) from the main term in (3·8) may be computed using the formula (see e.g. [7] ) (−1)
where the sequence {a h } ∞ h=1 is defined by the Taylor expansion
involving the Riemann zeta function. We thus obtain the contribution
It follows from the definition of the γ h that, for fixed h 1, we have
In particular,
is bounded as a function of − → α k -actually 0 ϕ 0 ( − → α k ) 1. We estimate the contributions to F * * n ( − → α k ) from the remainder terms in (3·8) by partial summation as in [7] -equations (4·25) and (4·29)-to find that they are H 1 (α k log n) H+1 .
We omit the technical details since they are identical to those appearing in [7] . This yields the formula Λ r ( − → α k ) > K H log 2 n log n .
The proof of assertions (i), (ii) and (iii) is therefore complete.
Here and in the rest of this proof, all implicit constants may depend upon q. We obtain from the above bound : The quantities W 1 (n) and W 2 (n) can be treated in a very similar manner, and we only consider the first. The integration range is empty unless y k := n α k λ(n) := exp(log 2 n) 2 . When this is realised, we see by (2·10) that 
If q = 1, we trivially have
(log 2 n) 2 / log n 0 e −1/2vq dv q v q 1 log n .
