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Abstract
Some new methods are described in the study of the spatial behaviour of solutions in the slow flow
of an incompressible viscous fluid along a semi-infinite strip subject to zero velocity on the lateral
sides, a prescribed time-dependent specified velocity on the end and zero initial conditions. These
methods provide an improved estimated decay rate over those previously predicted on the subject.
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1. Introduction
The present paper studies the end effects for the slow flow of an incompressible viscous
fluid along a semi-infinite strip subject to zero velocity on the lateral sides, a prescribed
time-dependent specified velocity on the end and zero initial state.
The first studies on this subject have been by Lin [1] and Knops and Lupoli [2], which
have converted the initial-boundary value problem to a fourth-order initial boundary value
problem in order to avoid the unknown pressure term. By using an area measure, Lin [1]
has obtained decay estimates of Saint-Venant type for the solutions of the fourth-order
transformed problem. While Knops and Lupoli [2] have described a method for discussing
the spatial behaviour of solutions of the transformed problem for a semi-infinite strip. They
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have used a cross-sectional line measure consisting from a linear combination of three line
integral terms entering in three different fundamental identities. The spatial behaviour of
such a measure is derived from a first-order differential inequality and it is described by a
Phragmén–Lindelöf type principle. No apriori asymptotic decay assumption at infinity is
required.
The purpose of the present investigation is to improve the description of the spatial
behaviour of solutions in the plane Stokes flow as it is established in [1] and [2]. In this
aim we use the time-weighted area and cross-sectional line measures in order to establish
growth and decay properties of the solutions to the fourth-order transformed problem. The
basic ingredients of our analysis consist from some fundamental time-weighted identities
concerning the solutions of the transformed problem. In this way we can combine only
two of the above mentioned identities in order to obtain an appropriate cross-sectional line
integral measure and so the number of terms of the type considered in [2] to be estimated
is substantially reduced. Thus, by using such a time-weighted cross-sectional line integral
measure we are able to establish a Phragmén–Lindelöf alternative which predicts improved
results on the growth and decay rates of the end effects established in [2].
On the other hand, we prove that it is possible to use only one of the fundamental
time-weighted identities, provided that a time-weighted area measure is considered and
appropriate asymptotic decay assumptions are imposed on the solution at infinity. In this
way we are led to a second-order differential inequality whose integration gives an estimate
describing a Saint-Venant type principle.
We also indicate how one can determine pointwise decay estimates for the solution of
the transformed problem.
It should be remarked that decay results in steady pipe flow are established by Horgan
and Wheeler [3] and Ames and Payne [4]. The spatial decay for the time-dependent Stokes
flow in three space is studied by Ames et al. [5] by using different techniques and by
Chirit¸a˘ et al. [6] by using the time-weighted method. However, the decay rates established
for plane Stokes flow are greater than those corresponding to three-dimensional Stokes
flow.
2. The fourth-order transformed problem
We denote by Σ the semi-infinite strip of width h and choose a Cartesian frame of
reference such that Σ is defined by
Σ = {x: x1 ∈ [0,∞), x2 ∈ [0, h]}, x= (x1, x2). (2.1)
We define the lateral boundary of Σ by ∂Σ , and set
∂Σ = ∂Σ0 ∪ ∂Σh,
where
∂Σ0 =
{
x: x1 ∈ [0,∞), x2 = 0
}
, ∂Σh =
{
x: x1 ∈ [0,∞), x2 = h
}
.
The velocity field uα(x, t) and the pressure p(x, t) of the fluid are assumed to be the
classical solutions of the initial-boundary value problem (P1) defined by
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uα,t = νuα,ββ −p,α, in Σ × [0, T ], (2.2)
uα,α = 0, in Σ × [0, T ], (2.3)
uα(x1,0, t)= uα(x1, h, t)= 0, x1 ∈ [0,∞), t ∈ [0, T ], (2.4)
uα(0, x2, t)= gα(x2, t), x2 ∈ [0, h], t ∈ [0, T ], (2.5)
uα(x1, x2,0)= 0, x1 ∈ [0,∞), x2 ∈ [0, h]. (2.6)
In the above, ν is the constant of kinematic viscosity, [0, T ] is the maximal interval of
existence of the solution and the specified functions gα(x2, t) are assumed to satisfy
gα(0, t)= gα(h, t)= 0, t ∈ [0, T ]. (2.7)
No asymptotic behaviour is imposed on the solution as x1 →∞.
Following Lin [1] and Knops and Lupoli [2], we introduce the stream function φ(x, t)
defined by
u1 = φ,2, u2 =−φ,1, (2.8)
and employ the scale transformation
τ = νt. (2.9)
Then the above initial-boundary value problem can be transformed into the following
fourth-order initial-boundary value problem (P2):
φ,ααββ = φ,ββτ , in Σ × [0, νT ], (2.10)
φ = φ,2 = 0 for x2 = 0, x2 = h and x1 ∈ [0,∞), τ ∈ [0, νT ], (2.11)
φ,α(0, x2, τ )= gα(x2, τ ), x2 ∈ [0, h], τ ∈ [0, νT ], (2.12)
φ,α(x1, x2,0)= 0, x1 ∈ [0,∞), x2 ∈ [0, h], (2.13)
where g2 = g1 and g1 =−g2. We have to mention that the passing from the problem (P1)
to the problem (P2) it is possible only if we assume that
h∫
0
g1(ξ, t) dξ = 0, ∀t ∈ [0, T ]. (2.14)
The main purpose of this paper is to study the spatial behaviour of the classical solutions
of the fourth-order transformed problem defined by (P2).
3. Some auxiliary results
In this section we establish some fundamental time-weighted identities concerning the
solutions of the problem (P2). They are useful in order to choose the appropriate measure
in the study of the spatial behaviour.
Lemma 3.1. For any solution φ of the problem (P2) and for any positive parameter λ we
have
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I (x1, τ )− I
(
x∗1 , τ
)= ∫
Dx∗1 x1
e−λτ 1
2
(
φ2,11 + 2φ2,12 + φ2,22
)
da
+
τ∫
0
∫
Dx∗1 x1
e−λη
[
φ2,1η + φ2,2η +
λ
2
(
φ2,11 + 2φ2,12 + φ2,22
)]
da dη,
0 x∗1 < x1, τ ∈ [0, νT ], (3.1)
where
I (x1, τ )=
τ∫
0
h∫
0
e−λη(φ,ηφ,1η − φ,ηφ,111 + φ,1ηφ,11 + 2φ,2ηφ,12) dx2 dη (3.2)
and
Dx∗1x1 =
(
x∗1 , x1
)× (0, h), 0 x∗1 < x1. (3.3)
Proof. By taking into account the relation (2.10), we have
φ,ηφ,11η + φ,ηφ,22η = (φ,ηφ,111),1 − φ,1ηφ,111 + 2(φ,ηφ,112),2
− 2φ,2ηφ,112 + (φ,ηφ,222),2 − φ,2ηφ,222, (3.4)
and further, we get
(φ,ηφ,1η),1 − φ2,1η + (φ,ηφ,2η),2 − φ2,2η
= (φ,ηφ,111),1 − (φ,1ηφ,11),1 + φ,11ηφ,11 + 2(φ,ηφ,112),2 − 2(φ,2ηφ,12),1
+ 2φ,12ηφ,12 + (φ,ηφ,222),2 − (φ,2ηφ,22),2 + φ,22ηφ,22. (3.5)
Now, we multiply (3.5) by e−λη and so we can write[
e−λη 1
2
(
φ2,11 + 2φ2,12 + φ2,22
)]
,η
+ e−λη
[
φ2,1η + φ2,2η +
λ
2
(
φ2,11 + 2φ2,12 + φ2,22
)]
= [e−λη(φ,ηφ,1η − φ,ηφ,111 + φ,1ηφ,11 + 2φ,2ηφ,12)],1
+ [e−λη(φ,ηφ,2η − 2φ,ηφ,112 − φ,ηφ,222 + φ,2ηφ,22)],2. (3.6)
By means of an integration over Dx∗1x1 ×[0, t] and by using the relations (2.11) and (2.13),
from (3.6) we deduce the relation (3.1) and the proof is complete. ✷
Lemma 3.2. For any solution φ of the problem (P2) and for any positive parameter λ we
have
J (x1, τ )− J
(
x∗1 , τ
)= ∫
Dx∗1 x1
e−λτ
1
2
(
φ2,11 + φ2,12
)
da
S. Chirit¸a˘, M. Ciarletta / J. Math. Anal. Appl. 277 (2003) 571–588 575
+
τ∫
0
∫
Dx∗1 x1
e−λη
[
λ
2
(
φ2,11 + φ2,12
)+ φ2,111 + 2φ2,112 + φ2,122
]
da dη,
0 x∗1 < x1, τ ∈ [0, νT ], (3.7)
where
J (x1, τ )=
τ∫
0
h∫
0
e−λη(φ,2ηφ,12 + φ,11φ,111 + φ,22φ,122) dx2 dη. (3.8)
Proof. In view of the relation (2.10), we have
φ,11φ,11η + φ,11φ,22η = (φ,11φ,111),1 − φ2,111 + 2(φ,11φ,112),2
− 2φ2,112 + (φ,11φ,222),2 − φ,112φ,222, (3.9)
and so we get
φ,11φ,11η + (φ,11φ,2η),2 − (φ,12φ,2η),1 + φ,12φ,12η
= (φ,11φ,111),1 − φ2,111 + 2(φ,11φ,112),2 − 2φ2,112
+ (φ,11φ,222),2 − (φ,112φ,22),2 + (φ,122φ,22),1 − φ2,122. (3.10)
Further, we have[
1
2
(
φ2,11 + φ2,12
)]
,η
+ φ2,111 + 2φ2,112 + φ2,122
= (φ,11φ,111 + φ,22φ,122 + φ,12φ,2η),1
+ (2φ,11φ,112 + φ,11φ,222 − φ,22φ,112 − φ,11φ,2η),2. (3.11)
Now, we multiply (3.11) by e−λη and integrate the result on Dx∗1x1 × [0, τ ] and thus, by
using the relations (2.11) and (2.13), we obtain the relation (3.7), and the proof is com-
plete. ✷
Lemma 3.3. For any solution φ of the problem (P2) and for any positive parameter λ we
have
K(x1, τ )−K
(
x∗1 , τ
)= ∫
Dx∗1 x1
e−λτ 1
2
(
φ2,1 + φ2,2
)
da
+
τ∫
0
∫
Dx∗1 x1
e−λη
[
λ
2
(
φ2,1 + φ2,2
)+ φ2,11 + 2φ2,12 + φ2,22
]
da dη,
0 x∗1 < x1, τ ∈ [0, νT ], (3.12)
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where
K(x1, τ )=
τ∫
0
h∫
0
e−λη(φφ,1η − φφ,111 + φ,1φ,11 + 2φ,2φ,12) dx2 dη. (3.13)
Proof. By means of the relation (2.10), we have
φφ,11η + φφ,22η = (φφ,111),1 − φ,1φ,111 + 2(φφ,112),2
− 2φ,2φ,112 + (φφ,222),2 − φ,2φ,222, (3.14)
and hence, we get
(φφ,1η),1 − φ,1φ,1η + (φφ,2η),2 − φ,2φ,2η
= (φφ,111),1 − (φ,1φ,11),1 + φ2,11 + 2(φφ,112),2 − 2(φ,2φ,12),1
+ 2φ2,12 + (φφ,222),2 − (φ,2φ,22),2 + φ2,22, (3.15)
and further, we obtain[
e−λη 1
2
(
φ2,1 + φ2,2
)]
,η
+ e−λη
[
λ
2
(
φ2,1 + φ2,2
)+ φ2,11 + 2φ2,12 + φ2,22
]
= [e−λη(φφ,1η − φφ,111 + φ,1φ,11 + 2φ,2φ,12)],1
+ [e−λη(φφ,2η − 2φφ,112 − φφ,222 + φ,2φ,22)],2. (3.16)
Thus, by an integration over Dx∗1x1 ×[0, τ ] and by using the relations (2.11) and (2.13), we
deduce the relation (3.12) and the proof is complete. ✷
Remark 3.1. Setting λ= 0 in the above results, we can recognise that I , J and K coincide
with the integral terms used by Knops and Lupoli [2] to define the linear combination
needed in their study upon the spatial behaviour of the solutions of the fourth-order
transformed problem (P2). As it can be seen from the next sections, we can obtain, in
our context, an useful study on the spatial behaviour of the solution without the use of the
term K or without both integral terms J and K .
Remark 3.2. The identities (3.7) and (3.12) represent the dynamic counterparts of those
corresponding for the biharmonic equation. The steady-state case of the identity (3.12) was
used by Knowles [7] (see also Horgan and Knowles [8]) in order to discuss a version of
Saint-Venant’s principle appropriate to plane strain (or plane stress) for a homogeneous
isotropic material. The identity (3.1) is one characteristic to the dynamic problem.
Remark 3.3. The time-weighted identities have been used in the study of the spatial
behaviour in solid mechanics by Chirit¸a˘ and Ciarletta [9].
Finally, we recall some useful classical inequalities.
Lemma 3.4. Let ψ(x2) be a smooth differentiable function defined on [0, h].
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(i) If ψ(x2) ∈C1(0, h) and ψ(0)=ψ(h)= 0, then
h∫
0
ψ2 dx2 
h2
π2
h∫
0
ψ2,2 dx2. (3.17)
(ii) If ψ(x2) ∈C2(0, h) and ψ(0)=ψ(h)=ψ,2(0)=ψ,2(h)= 0, then
h∫
0
ψ2,2 dx2 
h2
4π2
h∫
0
ψ2,22 dx2. (3.18)
4. Spatial behaviour: a first-order differential inequality
In this section we describe a method based on a first-order differential inequality for
discussing the spatial behaviour of solutions of the initial-boundary value problem in its
transformed state, (P2). In this aim we associate with a solution φ of the problem (P2)
the following function
S(x1, τ )= k1I (x1, τ )+ k2J (x1, τ ), x1  0, τ ∈ [0, νT ], (4.1)
where k1 and k2 are arbitrary positive parameters to be chosen later, and the functions
I (x1, τ ) and J (x1, τ ) are defined by the relations (3.2) and (3.8), respectively. Thus, we
have
S(x1, τ )=
τ∫
0
h∫
0
e−λη
[
(2k1 + k2)φ,2ηφ,12 + k1(φ,ηφ,1η − φ,ηφ,111 + φ,1ηφ,11)
+ k2(φ,11φ,111 + φ,22φ,122)
]
dx2 dη,
x1 ∈ [0,∞), τ ∈ [0, νT ], (4.2)
and in view of the Lemmas 3.1 and 3.2 we get
∂S
∂x1
(x1, τ )=
h∫
0
e−λτ
[
k1
2
(
φ2,11 + 2φ2,12 + φ2,22
)+ k2
2
(
φ2,11 + φ2,12
)]
dx2
+
τ∫
0
h∫
0
e−λη
{
λ
2
[
(k1 + k2)φ2,11 + (2k1 + k2)φ2,12 + k1φ2,22
]
+ k1
(
φ2,1η + φ2,2η
)+ k2(φ2,111 + 2φ2,112 + φ2,122)
}
dx2 dη. (4.3)
We now proceed to obtain an estimate for S(x1, τ ) in terms of ∂S∂x1 (x1, τ ). Thus, by
applying the Schwarz’s inequality and the relations (3.17) and (3.18), we have
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h∫
0
φ,2ηφ,12 dx2  ξ1
( h∫
0
φ2,2η dx2
h∫
0
φ2,12 dx2
)1/2
+ (1− ξ1)
( h∫
0
φ2,2η dx2
h2
4π2
h∫
0
φ2,122 dx2
)1/2
, ξ1 ∈ [0,1]. (4.4)
If we apply the arithmetic–geometric mean inequality to (4.4), then we get
h∫
0
φ,2ηφ,12 dx2 
ξ1
2
h∫
0
(
hε1
π
φ2,2η +
π
hε1
φ2,12
)
dx2
+ h(1− ξ1)
4π
h∫
0
(
1
ε2
φ2,2η + ε2φ2,122
)
dx2, ∀ε1, ε2 > 0, (4.5)
which can be rewritten as
h∫
0
φ,2ηφ,12 dx2 
h
2π
h∫
0
{[
ξ1ε1 + 1− ξ12ε2
]
φ2,2η
+ π
2ξ1
h2ε1
φ2,12 +
(1− ξ1)ε2
2
φ2,122
}
dx2. (4.6)
By applying the same methods, we can easily derive the following inequalities
h∫
0
φ,ηφ,1η dx2 
h
2π
h∫
0
(
ε3φ
2
,2η +
1
ε3
φ2,1η
)
dx2, (4.7)
−
h∫
0
φ,ηφ,111 dx2 
h
2π
h∫
0
(
ε4φ
2
,2η +
1
ε4
φ2,111
)
dx2, (4.8)
h∫
0
φ,1ηφ,11 dx2 
h
2π
h∫
0
{[
ξ2ε5 + (1− ξ2)ε6
]
φ2,1η +
π2ξ2
h2ε5
φ2,11
+ 1− ξ2
ε6
φ2,112
}
dx2, (4.9)
h∫
0
φ,11φ,111 dx2 
h
2π
h∫
0
{
π2ξ3
h2ε7
φ2,11 +
(
ξ3ε7 + 1− ξ3
ε8
)
φ2,111
+ (1− ξ3)ε8φ2,112
}
dx2, (4.10)
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h∫
0
φ,22φ,122 dx2 
h
2π
h∫
0
(
π2
h2ε9
φ2,22 + ε9φ2,122
)
dx2, (4.11)
where ξi (i = 1,2,3) are positive constants such that 0 ξi  1, εi (i = 1,2, . . . ,9) are
positive constants and they will be chosen later.
Hence, the relations (4.2) and (4.6) to (4.11) give
∣∣S(x1, τ )∣∣ h2π
τ∫
0
h∫
0
e−λη
{[
1
ε3
+ ξ2ε5 + (1− ξ2)ε6
]
k1φ
2
,1η
+
[
ε3 + ε4 +
(
k2
k1
+ 2
)(
ξ1ε1 + 1− ξ12ε2
)]
k1φ
2
,2η
+
(
ξ3ε7 + 1− ξ3
ε8
+ k1
k2ε4
)
k2φ
2
,111
+
(
1− ξ3
2
ε8 + k1
k2
1− ξ2
2ε6
)
2k2φ2,112
+
[(
1+ 2k1
k2
)
1− ξ1
2
ε2 + ε9
]
k2φ
2
,122
+
[
2π2
h2λ(k1/k2 + 1)
(
k1ξ2
k2ε5
+ ξ3
ε7
)]
λ
2
(k1 + k2)φ2,11
+
(
2π2ξ1
h2λε1
)
λ
2
(2k1 + k2)φ2,12 +
(
2π2k2
h2λk1ε9
)
λ
2
k1φ
2
,22
}
dx2 dη. (4.12)
Now, we consider the various coefficients of the terms in (4.12) and we set
c1 = 1
ε3
+ ξ2ε5 + (1− ξ2)ε6, c2 = ε3 + ε4 +
(
k2
k1
+ 2
)(
ξ1ε1 + 1− ξ12ε2
)
,
c3 = ξ3ε7 + 1− ξ3
ε8
+ k1
k2ε4
, c4 = 1− ξ32 ε8 +
k1
k2
1− ξ2
2ε6
,
c5 =
(
1+ 2k1
k2
)
1− ξ1
2
ε2 + ε9, c6 = 2π
2
h2λ(k1/k2 + 1)
(
k1ξ2
k2ε5
+ ξ3
ε7
)
,
c7 = 2π
2ξ1
h2λε1
, c8 = 2π
2k2
h2λk1ε9
. (4.13)
Further, we set
α = max
1j8
cj , (4.14)
and determine the arbitrary parameters ξi (i = 1,2,3), k1, k2, εi (i = 1,2, . . . ,9) and λ in
such a way to have for α a minimum value. In view of the relations (4.3), (4.12) and (4.14),
we get
∣∣S(x1, τ )∣∣ hα2π ∂S∂x1 (x1, τ ), for all x1 ∈ [0,∞), τ ∈ [0, νT ]. (4.15)
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Thus, we can immediately recover the following inequalities from (4.15):
S(x1, τ )
hα
2π
∂S
∂x1
(x1, τ ) (4.16)
and
−S(x1, τ ) hα2π
∂S
∂x1
(x1, τ ). (4.17)
For future convenience we introduce the time-weighted energy E(x∗1 , x1, τ ) associated
with the domain Dx∗1x1 by
E(x∗1 , x1, τ )=
∫
Dx∗1 x1
e−λτ
[
k1
2
(
φ2,11 + 2φ2,12 + φ2,22
)+ k2
2
(
φ2,11 + φ2,12
)]
da
+
τ∫
0
∫
Dx∗1 x1
e−λη
{
λ
2
[
(k1 + k2)φ2,11 + (2k1 + k2)φ2,12 + k1φ2,22
]
+ k1
(
φ2,1η + φ2,2η
)+ k2(φ2,111 + 2φ2,112 + φ2,122)
}
da dη, (4.18)
and we set
E(x1, τ )= E(x1,∞, τ ), E˜(x1, τ )= E(0, x1, τ ). (4.19)
We now are able to prove the following theorem:
Theorem 4.1. Let φ be a solution of the fourth-order transformed problem (P2). Then, for
each fixed τ ∈ [0, νT ], either
(i) for some ξ  0, S(x1, τ ) > 0 for all x1 ∈ [ξ,∞) and S(x1, τ ) becomes unbounded as
x1 →∞ and hence the time-weighted energy E˜(x1, τ ) becomes unbounded as x1 →∞;
or
(ii) in the class of solutions having a bounded time-weighted total energy, S(x1, τ ) 0
for all x1 ∈ [0,∞) and −S(x1, τ ) decays at most exponentially to zero as x1 →∞, and
hence the energy E(x1, τ ) decays at most exponentially to zero as x1 →∞, that is
E(x1, τ )E(0, τ ) exp
(
−2π
hα
x1
)
. (4.20)
Proof. Let us first assume the existence of some ξ  0 such that S(ξ, τ ) > 0. Then, since
S(x1, τ ) is a non-decreasing function of x1, it follows that S(x1, τ ) > 0 for all x1 ∈ [ξ,∞).
Therefore, we consider the first-order differential inequality (4.16) in the form
∂
∂x1
[
exp
(
−2π
hα
x1
)
S(x1, τ )
]
 0, (4.21)
so that, by integrating from ξ to x1, we conclude that
S(x1, τ ) S(ξ, τ ) exp
[
2π
hα
(x1 − ξ)
]
, x1 ∈ [ξ,∞). (4.22)
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Thus S(x1, τ ) becomes unbounded as x1 → ∞. In addition, from (3.1), (3.7), (4.1)
and (4.18), we conclude that the time-weighted energy E˜(x1, τ ) becomes unbounded as
x1 →∞.
Let us now consider the case where the time-weighted energy E˜(x1, τ ) is bounded. That
means that S(x1, τ ) 0 for all x1 ∈ [0,∞) and so we can consider (4.17) in the form
∂
∂x1
[
exp
(
2π
hα
x1
)
S(x1, τ )
]
 0. (4.23)
On integrating (4.23) from 0 to x1, we get
−S(x1, τ )−S(0, τ ) exp
(
−2π
hα
x1
)
, (4.24)
and thus, −S(x1, τ ) is bounded above by a decreasing exponential function of x1, which
tends to zero as x1 →∞. Hence, we have the following asymptotic result
lim
x1→∞
S(x1, τ )= 0, (4.25)
so that, by means of the relations (3.1), (3.7), (4.1), (4.18) and (4.24), we get the relation
(4.20) and the proof is complete. ✷
Corollary 4.1. Let φ be a solution of the fourth-order transformed problem having
a bounded time-weighted total energy. Then for each fixed τ ∈ [0, νT ], the following
pointwise decay estimate holds true:
π2
h2
√
k1(2k1 + k2)e−λτφ2(x1, x2, τ )
+ π
2
h2
τ∫
0
e−λη
[
λ
√
k1(2k1 + k2)
2
φ2(x1, x2, η)
+ 2k2φ2,1(x1, x2, η)+
h
π
√
λk1k2
2
φ2,2(x1, x2, η)
]
dη
E(0, τ ) exp
(
−2π
hα
x1
)
, x1 ∈ [0,∞), x2 ∈ [0, h]. (4.26)
Proof. In view of the relations (2.11) and (3.17), we have
φ2(x1, x2, τ )= 2
x2∫
0
φ(x1, ξ, τ )φ,2(x1, ξ, τ ) dξ =−2
h∫
x2
φ(x1, ξ, τ )φ,2(x1, ξ, τ ) dξ
=
( x2∫
0
−
h∫
x2
)[
φ(x1, ξ, τ )φ,2(x1, ξ, τ )
]
dξ

h∫
0
∣∣φ(x1, ξ, τ )φ,2(x1, ξ, τ )∣∣dξ
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
( h∫
0
φ2 dξ
h∫
0
φ2,2 dξ
)1/2
 h
π
h∫
0
φ2,2 dξ. (4.27)
Since E(x1, τ ) is bounded, it follows that
lim
x1→∞
h∫
0
φ2,2(x1, ξ, τ ) dξ = 0, (4.28)
so that, by using (3.18), we deduce
h
π
h∫
0
φ2,2 dx2 =−
h
π
∫
Dx1
2φ,2φ,12 da
 2h
π
( ∫
Dx1
φ2,2 da
∫
Dx1
φ2,12 da
)1/2
 h
2
π2
( ∫
Dx1
φ2,12 da
∫
Dx1
φ2,22 da
)1/2
 h
2
π2
√
k1(2k1 + k2)
∫
Dx1
[
(2k1 + k2)φ2,12 + k1φ2,22
]
da, (4.29)
where Dx1 = [x1,∞)× [0, h]. Thus, we have
π2
h2
√
k1(2k1 + k2)e−λτφ2(x1, x2, τ )
∫
Dx1
e−λτ
[
(2k1 + k2)φ2,12 + k1φ2,22
]
da.
(4.30)
By using the same procedure, we further get
π2
h2
λ
√
k1(2k1 + k2)
2
τ∫
0
e−ληφ2(x1, x2, η) dη

τ∫
0
∫
Dx1
e−λη λ
2
[
(2k1 + k2)φ2,12 +
k1
2
φ2,22
]
da, (4.31)
2k2π2
h2
τ∫
0
e−ληφ2,1(x1, x2, η) dη
τ∫
0
∫
Dx1
e−λη
(
2k2φ2,112 +
k2
2
φ2,122
)
da dη, (4.32)
π
h
√
λk1k2
2
τ∫
0
e−ληφ2,2(x1, x2, η) dη
τ∫
0
∫
Dx1
e−λη
(
λk1
4
φ2,22 +
k2
2
φ2,122
)
da dη.
(4.33)
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Summing the relations (4.30) to (4.33) and by using the relations (4.18) and (4.19) we
obtain
π2
h2
√
k1(2k1 + k2)e−λτφ2(x1, x2, τ )
+ π
2
h2
τ∫
0
e−λη
[
λ
√
k1(2k1 + k2)
2
φ2(x1, x2, η)
+ 2k2φ2,1(x1, x2, η)+
h
π
√
λk1k2
2
φ2,2(x1, x2, η)
]
dηE(x1, τ ). (4.34)
Then, the relation (4.26) results from a combination of the relations (4.20) and (4.34) and
the proof is complete. ✷
In the remainder of this section we proceed to discuss how one can choose the arbitrary
positive parameters ξi (i = 1,2,3), β = k1/k2, εi (i = 1,2, . . . ,9) and λ in order to obtain
a minimum value for α. In this respect we first note that for any value of the parameters
ε1, ε5, ε7, ε9 and β , we can choose for λ an appropriate large value in order to make the
contribution of the coefficients c6, c7 and c8 to be insignificant in determining the minimum
value of α. With this in mind, we see that we can choose for the parameters ε1, ε5, ε7, ε9
and β appropriate small values in order to make their contribution in the other coefficients
ci (i = 1,2, . . . ,5) to be minimum. On this basis, from (4.13) we see that we can minimize
the coefficients ci (i = 1,2, . . . ,5) by setting ξ1 = ξ2 = ξ3 = 1 and so we have
c1 = 1
ε3
+ ε5, c2 = ε3 + ε4 +
(
1
β
+ 2
)
ε1, c3 = ε7 + β
ε4
,
c4 = 0, c5 = ε9, c6 = 2π
2
h2λ(β + 1)
(
β
ε5
+ 1
ε7
)
, c7 = 2π
2
h2λε1
,
c8 = 2π
2
h2λβε9
. (4.35)
The coefficient c3 can be made so small we want if we take for the parameter β an
appropriate small value (for any ε4), and so we can take in c2 a value for ε4 sufficiently
small. Thus, the minimum value for α is controlled by c1 and c2 and this is get for ε3 = 1.
As an example, we want to apply the procedure in the above in order to have
c1 = c2 = c3 = c5 = 1.01. (4.36)
In this aim we take
ε1 = 89× 10−7, ε3 = 1, ε4 = 10−3, ε5 = 10−2,
ε7 = 10−2, ε9 = 1.01, β = 10−3, (4.37)
and so, in view of the relation (4.35), we get
c6 = 2π
2
h2λ
105, c7 = 2π
2
h2λ
101.5, c8 = 2π
2
h2λ
103. (4.38)
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Thus, if we take λ (2π2/h2)105, then we have α = 1.01 and therefore the decay rate is
given by exp (− 6.21
h
x1). Obviously, this value is greater than that one predicted by Lin [1]
and than that predicted by Knops and Lupoli [2]. It is worth remarking that the decay rate
established in the above is better than that one established by Knowles [7] (see also Horgan
and Knowles [8]) for the static case, that is for the biharmonic equation (where the decay
rate is controlled by exp (− 4.20
h
x1)).
Concluding, it appears from the above analysis that the decay rate limit there seems to
be described by exp (− 2π
h
x1).
5. Spatial behaviour: a second-order differential inequality
Throughout this section we assume that the solution of the fourth-order transformed
problem satisfies the following conditions at infinity:
φ,φ,η,φ,1, φ,2, φ,1η,φ,2η,φ,11, φ,12, φ,22 = o
(
x
−1/2
1
)
uniformly in x2, t as x1 →∞. (5.1)
For any solution φ of the problem (P2) satisfying (5.1), we define the time-weighted
cross-sectional line integral U(x1, τ ) by
U(x1, τ )=−
∞∫
x1
I (ξ, τ ) dξ
=−
τ∫
0
h∫
0
e−ληφ,ηφ,11 dx2 dη
− 2
τ∫
0
∫
Dx1
e−λη
(
1
2
φ,ηφ,1η + φ,1ηφ,11 + φ,2ηφ,12
)
da dη. (5.2)
Then, by means of the relations (3.1) and (5.1), we have
I (x1, τ )=−
∫
Dx1
e−λτ 1
2
(
φ2,11 + 2φ2,12 + φ2,22
)
da
−
τ∫
0
∫
Dx1
e−λη
[
φ2,1η + φ2,2η +
λ
2
(
φ2,11 + 2φ2,12 + φ2,22
)]
da dη, (5.3)
so that, from (5.2), we deduce
U(x1, τ ) 0 for all x1 ∈ [0,∞), τ ∈ [0, νT ] (5.4)
and
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U(x1, τ )=
∞∫
x1
∫
Dξ
e−λτ 1
2
(
φ2,11 + 2φ2,12 + φ2,22
)
da dξ
+
τ∫
0
∞∫
x1
∫
Dξ
e−λη
[
φ2,1η + φ2,2η +
λ
2
(
φ2,11 + 2φ2,12 + φ2,22
)]
da dξ dη,
(5.5)
∂U
∂x1
(x1, τ )= I (x1, τ )
=−
∫
Dx1
e−λτ
1
2
(
φ2,11 + 2φ2,12 + φ2,22
)
da
−
τ∫
0
∫
Dx1
e−λη
[
φ2,1η + φ2,2η +
λ
2
(
φ2,11 + 2φ2,12 + φ2,22
)]
da dη, (5.6)
∂2U
∂x21
(x1, τ )=
h∫
0
e−λτ 1
2
(
φ2,11 + 2φ2,12 + φ2,22
)
dx2
+
τ∫
0
h∫
0
e−λη
[
φ2,1η + φ2,2η +
λ
2
(
φ2,11 + 2φ2,12 + φ2,22
)]
dx2 dη. (5.7)
Further, by means of the Schwarz’s inequality and by using the relation (3.17) and the
arithmetic–geometric mean inequality, from (5.2), we deduce
U(x1, τ )
h
2π
τ∫
0
h∫
0
e−λη
[
δ1φ
2
,2η +
(
2
λδ1
)
λ
2
φ2,11
]
dx2 dη
+ h
2π
τ∫
0
∫
Dx1
e−λη
[(
1
δ2
+ 2πδ3
h
)
φ2,1η +
(
δ2 + 2π
h
δ4
)
φ2,2η
+
(
4π
hλδ3
)
λ
2
φ2,11 +
(
4π
hλδ4
)
λ
2
φ2,12
]
da dη, ∀δ1, δ2, δ3, δ4 > 0. (5.8)
Then we set
δ1 = 2
λδ1
,
1
δ2
+ 2πδ3
h
= δ2 + 2πδ4
h
= 4π
hλδ3
= 4π
hλδ4
= σ, (5.9)
that is we take
δ1 =
√
2
λ
, δ2 = 1, δ3 = 4π
hλσ
, δ4 = 4π
hλσ
,
σ = 1
2
(
1+
√
1+ 32π
2
h2λ
)
. (5.10)
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Thus, the relations (5.6), (5.7) and (5.8) give
U(x1, τ )−hσ2π
∂U
∂x1
(x1, τ )+ h2π
√
2
λ
∂2U
∂x21
(x1, τ ), (5.11)
which can be written as
∂2U
∂x21
(x1, τ )− a ∂U
∂x1
(x1, τ )− bU(x1, τ ) 0, (5.12)
where
a = σ
√
λ
2
, b = 2π
h
√
λ
2
. (5.13)
Furthermore, following [5] we can write (5.12) in the form(
∂
∂x1
+ r2
)(
∂U
∂x1
− r1U
)
 0, (5.14)
where
r1 = 12
(
a +
√
a2 + 4b ), r2 = 12
(−a +√a2 + 4b ). (5.15)
Then, from (5.14), we deduce
∂
∂x1
[
er2x1
(
∂U
∂x1
− r1U
)]
 0, (5.16)
so that, by integrating from 0 to x1, we get
∂U
∂x1
(x1, τ )− r1U(x1, τ ) e−r2x1
[
∂U
∂x1
(0, τ )− r1U(0, τ )
]
, (5.17)
and therefore, we have the estimate
r1U(x1, τ )− ∂U
∂x1
(x1, τ ) e−r2x1
[
r1U(0, τ )− ∂U
∂x1
(0, τ )
]
,
∀x1 ∈ [0,∞), τ ∈ [0, νT ]. (5.18)
Thus we have just established the following theorem:
Theorem 5.1. Let φ be a solution of the fourth-order transformed problem (P2) satisfying
the relation (5.1). Then the spatial behaviour of the solution φ is described by the relation
(5.18), where the time-weighted cross-sectional line integral measure is given by (5.5).
As a direct consequence of the above theorem we can also determine pointwise decay
of the solution φ of the problem (P2). Thus, we have the following result:
Corollary 5.1. If φ is a solution of the problem (P2) satisfying the relation (5.1), then, for
each fixed τ ∈ [0, νT ], we have the following pointwise decay estimate:
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√
2π2
h2
[
e−λτφ2(x1, x2, τ )+ λ
τ∫
0
e−ληφ2(x1, x2, η) dη
]
 e−r2x1
[
r1U(0, τ )− ∂U
∂x1
(0, τ )
]
, x1 ∈ [0,∞), x2 ∈ [0, h]. (5.19)
Proof. On the basis of the relations (4.27) and (4.28), we get
φ2(x1, x2, τ )
h2
π2
( ∫
Dx1
φ2,12 da
∫
Dx1
φ2,22 da
)1/2
 h
2
√
2π2
∫
Dx1
1
2
(
2φ2,12 + φ2,22
)
da (5.20)
and
τ∫
0
e−ληφ2(x1, x2, η) dη
h2√
2π2λ
τ∫
0
∫
Dx1
e−λη λ
2
(
2φ2,12 + φ2,22
)
da dη. (5.21)
By combining the above two estimates, we obtain
√
2π2
h2
[
e−λτφ2(x1, x2, τ )+ λ
τ∫
0
e−ληφ2(x1, x2, η) dη
]

∫
Dx1
e−λτ 1
2
(
2φ2,12 + φ2,22
)
da +
τ∫
0
∫
Dx1
e−λη λ
2
(
2φ2,12 + φ2,22
)
da dη. (5.22)
The relations (5.6), (5.18) and (5.22) imply the relation (5.19) and the proof is com-
plete. ✷
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