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Introduction
Contexte
Les produits proposés par les secteurs automobile, aéronautique, spatial ou encore ma-
ritime ne cessent d’intégrer toujours plus de fonctionnalités nécessitant une interaction avec
l’extérieur (positionnement par satellite, accès internet à bord, détection d’obstacles, etc.).
Que ce soit au niveau civil ou militaire, l’introduction de ce type de fonctionnalités sur un
équipement constitue aujourd’hui un véritable avantage sur la concurrence [1]. Aussi, l’inno-
vation autour des systèmes de communication assurant ces nouvelles fonctions représente
un axe majeur de recherche dans ces secteurs [2,3].
Parmi les éléments constituant ces systèmes de communication, l’antenne tient uneplace
particulière en assurant le lien entre la partie embarquée du système et le monde extérieur
(Fig. 1). Ainsi, l’antenne installée sur le porteur se doit de respecter les caractéristiques radio-
électriques attendues sous peine d’entraîner une dégradation importante des performances
globales du système de communication utilisé. Le respect des spécifications radioélectriques
est en général fortement dépendant de la capacité de l’antenne à fonctionner dans son en-
vironnement d’implantation. Les performances en rayonnement de l’antenne embarquée
peuvent ainsi être fortement dégradées par des phénomènes de couplages électromagné-
tiques avec la plate-formed’implantation (masquages et diffractions par exemple). Dans bien
des cas, ces effets indésirables pourraient être sensiblement réduits voire évités en choisis-
sant judicieusement la position de l’antenne sur la structure. Cependant, il est fréquent sur
les porteurs modernes (satellite en particulier) que seul un ou deux emplacements soient
autorisés pour implanter l’antenne. Ceci peut s’expliquer par l’augmentation du nombre de
systèmes communicants sur le porteur, l’aspect esthétique de l’intégration, les contraintes
au niveau système ou encore l’aérodynamisme.
La mise en place de moyens permettant la caractérisation et la compréhension des phé-
nomènes ÉlectroMagnétiques (EM) liés à l’intégration de l’antenne dans son environnement
opérationnel apparaît donc indispensable lors de la conception des systèmes communicants
évoqués. La simulation électromagnétique est aujourd’huimassivement utilisée pour répon-
dre à ce besoin. Elle offre notamment un gain en termes de flexibilité et de coût par rapport à
la mesure d’un prototype. Cependant, la modélisation d’antennes positionnées sur des por-
teurs de grande taille, et intégrant toujours plus de complexité, pose sans cesse de nouveaux
défis. Un des enjeux majeurs actuels consiste à proposer des méthodes numériques permet-
tant de diminuer les ressources informatiques nécessaires aux simulations tout en gardant
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(a) antennes lames (bande L) (b) antenne réseau (application radar)
(c) antenne filaire (d) réseau d’antennes conformes
FIGURE 1 – Implantations d’antennes sur différents types de porteurs : (a) et (b) avion
d’armes, (c) navire militaire, (d) missile.
un niveau de précision élevé.
Les travaux présentés dans cette thèse s’inscrivent dans cette problématique. Plus pré-
cisément, nous proposons dans ce document une méthode pour la simulation d’antennes
environnées installées sur des porteurs de grande taille.
Cadre de l’étude et objectif
Cette thèse, effectuée au sein de l’équipe Systèmes Rayonnants Complexes de l’Institut
d’Électronique et de Télécommunications de Rennes (IETR), a été cofinancée par la Direc-
tion Générale de l’Armement (DGA) ainsi que le Centre National d’Études Spatiales (CNES).
Ce cadre a permis des échanges avec les membres de l’équipeMaîtrise de l’Information de la
DGA (DGA/MI) ainsi que les services antennes et compatibilité électromagnétique du CNES.
Les travaux menés durant cette thèse s’inscrivent dans la continuité des activités me-
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nées par le laboratoire sur la modélisation numérique rapide d’antennes en présence de
leur environnement d’intégration. Outre les travaux sur des méthodes des moments multi-
résolution (MR-MoM) 1 [4] et multi-structures (MSMoM) 2 [5], l’équipe a développé des mé-
thodes avancées basées sur la FDTD 3 via des approches : multirésolution (MRTD) 4 [6], à
régions multiples (MR-FDTD) 5 [7] ou encore multigrilles (DG-FDTD) 6 [8, 9]. Cette dernière
permet d’analyser précisément et rapidement les caractéristiques d’une antenne large bande
en prenant en compte son environnement proche.
L’objectif général de cette thèse est d’aller au-delà afin de pouvoir simuler des antennes
environnées et positionnées sur des porteurs de grande taille (objet mesurant de l’ordre de
30 à 150 longueurs d’onde à la fréquence maximale d’étude).
Organisation du document
Le premier chapitre définit tout d’abord les différentes problématiques associées à la
simulation d’antennes sur plate-forme. La suite de ce chapitre propose un tour d’horizon des
méthodes utilisées dans la simulation de ces problèmes.
Le second chapitre débute par la présentation du principe de la méthode DG-FDTD et
de son extensionmultiniveau. Une étude de complexité menant à la définition des frontières
du domaine d’application de la méthode sur une machine standard est ensuite proposée.
La dernière partie est consacrée à l’étude d’un problème d’antenne environnée d’inspiration
spatiale offrant de multiples difficultés en matière de modélisation (dimensions, largeur de
bande d’analyse, etc.).
Le troisième chapitre s’intéresse au schéma hybride proposé pour étendre le domaine
d’application de la DG-FDTD à la simulation d’antenne environnée positionnée sur des por-
teurs de grande taille. Le principe de l’hybridation entre la DG-FDTD et l’IPO, notée DG-
FDTD/IPO, est tout d’abord décrit puis la méthode est validée sur un scénario canonique.
Le quatrième chapitre se concentre sur l’application et l’exploitation de la méthode DG-
FDTD/IPO. Dans la première partie de ce chapitre, la méthode proposée est appliquée au
calcul du champ lointain rayonné dans deux scénarios différents : un scénario d’antenne sur
véhicule et un scénario canonique proposé dans le cadre de l’activité de “benchmarking”
organisée par l’association EurAAP 7. La seconde partie du chapitre présente l’exploitation
de la méthode pour analyser le rayonnement électromagnétique d’une antenne en présence
de son environnement opérationnel complet.
Le cinquième chapitre propose une amélioration de la méthode DG-FDTD/IPO pour
permettre la prise en compte des couplages retours entre l’environnement proche de l’an-
1. Multi-Resolution Method of Moments
2. MultiStructure Method of Moments
3. Finite Difference Time Domain
4. Multi-Resolution Time-Domain
5. Multi-Region Finite-Difference Time-Domain
6. Dual-Grid Finite-Difference Time-Domain
7. European Association on Antennas and Propagation.
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tenne et la plate-forme. L’introduction de la redescription grossière du domaine DG-FDTD
dans la simulation IPO est validée sur un scénario canonique.
Le sixième chapitre propose une amélioration de la partie asymptotique de la méthode
DG-FDTD/IPO, notée TSD 8, en vue de calculer les courants sur les zones ombrées de plate-
forme de type lanceur spatial. L’hybridation de cette nouvelle méthode avec la FDTD est va-
lidée sur un scénario canonique d’antenne sur cylindre. L’approche FDTD/TSD est enfin ap-
pliquée à la résolution d’un problème concret d’antenne sur lanceur.
8. Traitement Séquentiel des Domaines
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FIGURE 1.1 – Problème fil rouge d’antennes sur porteur extrait du contexte spatial.
1.1 Introduction
Les performances de l’antenne sont un facteur déterminant dans le fonctionnement d’un
système de communication embarqué sur une plate-forme (avion, satellite, véhicule). Ce-
pendant, les interactions électromagnétiques s’établissant entre l’antenne et la plate-forme
peuvent modifier significativement son fonctionnement et ainsi dégrader ses performances.
Pour assurer la tenue des spécifications radio-électriques imposées par le cahier des charges,
il est essentiel de se doter de moyens permettant d’évaluer et d’analyser les performances de
l’antenne dans son environnement d’implantation. Dans ce contexte, la simulation électro-
magnétique représente aujourd’hui un outil incontournable.
Après une présentation des problématiques rencontrées actuellement lors de la simula-
tion d’antennes sur porteurs, ce chapitre propose un tour d’horizon des méthodes numé-
riques abordant ce type de problème électromagnétique. Cette vue d’ensemble entend prin-
cipalement exposer les forces et faiblesses des différentes familles de méthodes vis-à-vis des
problématiques énoncées en début de chapitre.
1.2 Problématiques liées à lamodélisation d’antennes sur porteur
La simulation électromagnétique d’antennes installées sur des porteurs modernes sup-
pose la gestion d’éléments de tailles, de natures et de complexités différentes au sein d’un
même problème, (Figure 1.1). Les contraintes liées à la modélisation d’antennes sur porteur
sont par conséquent multiples (Figure 1.2) :
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FIGURE 1.2 – Illustration sur un satellite des problématiques rencontrées lors de la modélisa-
tion d’antennes sur porteur.
– Contrainte 1 :Modélisation précise de l’élément rayonnant. L’antenne (source d’exci-
tation du problème EM) comporte des détails géométriques potentiellement très petits
devant la longueur d’onde 1. Elle peut intégrer plusieurs matériaux différents et épou-
ser le profil du porteur (antenne conforme). Une modélisation rigoureuse et très pré-
cise de l’élément rayonnant est par conséquent indispensable.
– Contrainte 2 : Modélisation des autres éléments complexes. On désigne ici tous les
éléments du scénario, à l’exclusion de l’antenne étudiée, présentant des détails géomé-
triques petits devant la longueur d’onde et utilisant ou non des matériaux complexes.
Les exemples d’éléments complexes présents à la surface du porteur sont multiples :
radôme de l’antenne étudiée, autres antennes, éléments servant à la furtivité, au dé-
couplage (métamatériaux), discontinuités de la plate-forme (fentes, bords). Ces élé-
ments imposent également, de par leur complexité, unemodélisation rigoureuse. Leur
modélisation précise est d’autant plus importante qu’ils se trouvent proches de l’an-
tenne. On observe alors des interactions électromagnétiques fortes pouvant perturber
significativement le rayonnement de l’antenne.
– Contrainte 3 : Modélisation du porteur. Le porteur représente dans ce type de scéna-
rio un objet très grand électriquement. Ainsi, l’étude d’un porteur pour des fréquences
comprises entre 1 et 20 GHz implique la manipulation d’objet allant de quelques di-
zaines de longueurs d’onde (véhicule tactique) à quelques centaines de longueurs d’on-
des (avion, lanceur).
– Contrainte 4 : Analyse large-bande. Cette contrainte s’explique entre autres par l’ac-
croissement de la bande passante des systèmes de communication installés sur les por-
teurs modernes ainsi que la nécessité de vérifier l’interopérabilité de systèmes fonc-
tionnant dans différentes bandes de fréquences proches les unes des autres.
1. Pour un nombre d’onde k fixé (k = ω/c, où ω représente la pulsation 2π f et c la vitesse de la lumière dans
le vide), un élément de longueur L est vu comparativement à la longueur d’ondeλ (λ = 1/ f = 2π/ω). La longueur
électrique l est définie comme le produit de la longueur de l’élément par le nombre d’onde : l = k L = 2π L/λ.
Un élément électriquement petit signifie l << 2π, soit L <<λ.
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Prises séparément, ces contraintes ne posent plus aujourd’hui de difficultés en termes de
modélisation. Le problème émane actuellement de leur réunion au sein d’un seul et même
scénario électromagnétique.
Ainsi, la simulation d’antennes sur plate-formenécessite de résoudre des problèmes élec-
tromagnétiques de très grandes dimensions électriques, intégrant divers éléments complexes,
possédant des détails potentiellement très petits devant la longueur d’onde. On parle alors de
résolution de problèmes multiéchelles. Les besoins en termes d’analyse large bande pour de
tels scénariosmultiéchelles viennent ajouter une difficulté supplémentaire à la résolution ef-
ficace de ces problèmes, déjà très coûteux en termes de ressources informatiques.
Différentes méthodes numériques, basées sur la résolution des équations de Maxwell,
peuvent être utilisées afin de réaliser la simulation électromagnétique de ce type de scénario :
chacune d’entre elles possédant ses avantages et ses inconvénients en termes de précision
du calcul et de ressources informatiques nécessaires au calcul. Parmi ces méthodes les plus
fréquemment utilisées, on peut dégager trois grandes familles :
– Les méthodes rigoureuses,
– Les méthodes asymptotiques,
– Les méthodes hybrides rigoureuses/asymptotiques.
La suite de ce chapitre propose, pour ces trois familles, un tour d’horizon des méthodes
employées dans la simulationd’antennes environnées et plus précisément dans la simulation
d’antennes sur porteur.
1.3 Méthodes rigoureuses
Les méthodes dites “rigoureuses” ou encore “full-wave” se basent sur les équations de
Maxwell (sous leurs formes locales ou intégrales) sans aucune approximation préalable et
donnent la solution quasi-exacte du problème considéré.
Ce paragraphe propose dans un premier temps une présentation des méthodes rigou-
reuses les plus utilisées dans les problèmes d’antennes sur porteur. La seconde partie s’inté-
resse aux méthodes de décomposition de domaine exclusivement basées sur des approches
rigoureuses.
1.3.1 Méthodes rigoureuses traditionnelles
1.3.1.1 Laméthode des différences finies
La méthode FDTD 2 [10], grâce à sa simplicité de mise en oeuvre et à sa robustesse, a at-
teint une réelle popularité depuis son introduction dans la communauté électromagnétique.
Cette méthode temporelle et volumique est basée sur la résolution des équations deMaxwell
sous leur forme locale (forme différentielle). Son utilisation passe par la création d’un volume
2. Finite-Differrence Time-Domain
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englobant les antennes et la plate-forme puis le maillage via des cellules élémentaires dont
la dimension est fixée par la plus haute fréquence d’excitation.
Une des principales limites de la FDTDpour la simulation d’antennes sur plate-forme est
liée à son coût numérique très important. Dès que la fréquence d’étude augmente, le nombre
de cellules élémentaires s’accroît de manière drastique. Cependant, avec la FDTD, il est très
facile de tirer partie de ressources de calcul hautement parallèles. Ainsi, des algorithmes ex-
ploitant la parallélisation ont récemment été appliqués à la FDTD afin de simuler le couplage
et le rayonnement d’antennes positionnées sur un navire ou un avion de ligne [11].
1.3.1.2 Laméthode des éléments finis
La méthode FEM 3 [12] partage quelques caractéristiques communes avec la FDTD. Tout
d’abord, comme cette dernière, elle est basée sur la résolution des équations deMaxwell sous
leur forme locale mais en adoptant une approche variationnelle. De plus, comme en FDTD,
un volume de simulation englobant le problème électromagnétique doit d’abord être défini.
Il est ensuite discrétisé à l’aide d’éléments finis (généralement des tétraèdres). Cetteméthode
offre une flexibilité importante en autorisant l’application de diverses fonctions de base sur la
cellule élémentaire non structurée. Par conséquent, la discrétisation de la géométrie initiale
peut être plus fidèle qu’avec la FDTD. Enfin, dans la pratique, cette méthode est générale-
ment utilisée pour résoudre les équations de Maxwell dans le domaine fréquentiel.
La méthode FEM se distingue principalement par sa flexibilité et sa précision en ce qui
concerne la modélisation d’antennes complexes (géométrie ou matériaux). Toutefois, cette
méthode souffre, lors de la simulation d’antennes sur plate-forme, du maillage volumique.
Ce dernier impose, comme pour la FDTD, des besoins en ressources informatiques consi-
dérables. Des algorithmes de calcul utilisant notamment la parallélisation des calculs ont
permis d’employer cette méthode pour traiter des problèmes de diffraction par des porteurs
de grandes dimensions [13].
1.3.1.3 Laméthode desmoments et les équations intégrales
La MoM 4 [14] consiste à résoudre les équations de Maxwell sous leur forme intégrale.
Dans sa version la plus courante, cette méthode adopte une formulation fréquentielle et
ne requiert une détermination des inconnues qu’aux frontières (maillage surfacique) d’où
l’emploi de l’appellation BEM 5 pour la désigner. Cette méthode se révèle bien adaptée à
la simulation de problèmes électromagnétiques ouverts tels que le calcul du rayonnement
d’antennes. Elle est particulièrement efficace pour résoudre des problèmes impliquant des
conducteurs parfaits ou des objets homogènes.
Cependant, la formulation intégrale conduit, lors de la résolution matricielle du système
linéaire d’équations, à la génération de matrices denses 6. Les systèmes linéaires deviennent
3. Finite Element Method
4. Method of Moments
5. Boundary Element Method
6. Unematrice est dite dense lorsque qu’elle ne contient que très peu de zéros. A l’inverse, unematrice creuse
en contiendra beaucoup. Conceptuellement, les matrices creuses correspondent aux systèmes qui sont peu cou-
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très coûteux à générer, stocker et enfin résoudre lorsque les dimensions du problème sont
importantes. C’est notamment le cas lors de la modélisation d’antennes sur porteur. Par op-
position, les matrices générées par les méthodes basées sur les équations aux dérivées par-
tielles (type éléments finis) sont creuses et les besoins en ressources mémoires évoluent li-
néairement avec la dimension du problème (contre une évolution au carré pour la MoM).
Différentes techniques numériques de compression ont été proposées afin de réduire les
ressources informatiques nécessaires au calcul MoM [15–17].
Parmi ces techniques de compression, la FMM 7 et surtout son extension multiniveau :
laMLFMM 8 [18, 19] figurent parmi les plus populaires. La résolution itérative du système li-
néaire MoM implique traditionnellement le calcul d’un produit matrice-vecteur. Ce produit
peut être vu comme le calcul des interactions de chaque élément de courant défini à la sur-
face de l’objet avec l’ensemble des autres éléments de courant ainsi qu’avec lui-même. L’idée
de base de la FMM est tout d’abord de diviser les éléments de courant en différents groupes
suivant leur position dans l’espace. Ainsi, un groupe représente un ensemble d’éléments de
courant situés à proximité les uns des autres (Figure 1.3). Lors du calcul du champ rayonné
par les éléments d’un groupe vers l’ensemble des autres courants, l’algorithme consiste tout
d’abord à rassembler les contributions de chaque groupe d’éléments de courant en un centre
commun (phase d’agrégation). Ensuite, pour calculer le champ reçu par chaque élément de
courant à l’intérieur d’un groupe, l’algorithme collecte d’abord le champ rayonné par tous les
autres centres de groupe et le redistribue ensuite à chaque élément de courant à l’intérieur
du groupe (désagrégation). La méthode MLFMM étend simplement le principe utilisé par la
FMM à plusieurs niveaux. La méthode MLFMM appliquée à la MoM a par exemple été utili-
sée pour analyser le rayonnement (et le couplage) d’antennes positionnées sur un navire ou
un avion [20]. Elle est aujourd’hui présente dans de nombreux logiciels commerciaux [21,22].
L’algorithme ACA 9 [23, 24] est également largement utilisé pour réduire les ressources
nécessaires à la résolution de problèmes d’antennes sur plate-forme par des méthodes inté-
grales. Il consiste à approximer lamatrice impédance potentiellement dense par unematrice
creuse hiérarchique. Au cours de cette approximation, seuls quelques éléments sélectionnés
dans la matrice impédance sont calculés. L’approximation s’effectuant au niveau matriciel,
elle n’est pas restreinte aux seules fonctions de Green en espace libre comme la MLFMM.
D’autre part, l’algorithme ACA conduit à une résolution directe du systèmematriciel. En cela
il s’oppose à la MLFMM qui elle implique une résolution itérative. Une résolution directe
présente l’avantage de fournir une solution quel que soit le conditionnement du problème,
évitant ainsi tout problème de convergence. Cet algorithme, appliqué à la MoM, est ainsi uti-
lisé dans [25] pour résoudre un problème impliquant une antenne sur un navire militaire.
Pour plus de précisions sur les algorithmes rapides permettant de réduire les ressources
numériques associées à la simulation par la MoM de structures complexes et de grandes di-
mensions, le lecteur pourra consulter [26].
Enfin, malgré la compression des matrices opérée par les algorithmes présentés plus
plés.
7. Fast Multipole Method
8. Multi-Level Fast Multipole Method
9. Adaptive Cross Approximation
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FIGURE 1.3 – Illustration du principe d’une méthode de compression des calculs appliquée à
la MoM : la FMM.
haut, la résolution de problèmes d’antennes sur porteur via une méthode intégrale peut
s’avérer très coûteuse en termes de ressources informatiques. Pour faire face à ce problème,
des schémas de parallélisation des calculs sont mis en place avec notamment la possibilité
de réaliser les calculs sur des cartes graphiques (GPUs 10) [25,27,28].
1.3.1.4 Conclusion
Lesméthodes rigoureuses permettent de résoudre demanière quasi-exacte des problèmes
complets d’antennes sur plate-forme. Cependant, dans ce cadre d’utilisation, ces méthodes
se révèlent, de par leur formalisme rigoureux, très gourmandes en ressources informatiques
et ce malgré l’utilisation d’algorithmes rapides type MLFMM ou ACA. Il faut alors recourir à
des moyens de calculs dédiés pour réaliser les simulations (parallélisation de codes combi-
née à des calculs sur des clusters/GPUs). La figure 1.4 schématise les domaines d’application
des méthodes rigoureuses conventionnelles, avec et sans application d’algorithmes rapides,
sur le problème présenté en introduction de ce chapitre.
L’utilisation directe d’une méthode rigoureuse unique pour traiter des problèmes d’an-
tennes sur plate-forme (cf. paragraphe précédent) se heurte au caractère fortement mul-
tiéchelle de ce type de scénario. Les équations de Maxwell traduisent dans ce cas, sous des
échelles diverses, des phénomènes extrêmement différents. Autrement dit, des phénomènes
de propagation, de résonance, d’absorption ou encore d’évanouissement peuvent apparaître
au sein du même scénario. Ceci se traduit au niveau mathématique par un mauvais condi-
tionnement du problème conduisant à des difficultés de convergence lorsque des méthodes
itératives sont utilisées. Dans le cas de méthodes adoptant un maillage uniforme comme la
10. Graphics Processing Units
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FIGURE 1.4 – Illustration du Domaine d’application des méthodes rigoureuses.
FDTD, cette caractéristique conduit également à des zones de sur-échantillonnage très pré-
judiciables en termes de ressources informatiques.
Dans l’optique de résoudre cette difficulté, des méthodes ayant recours à la décomposi-
tion de domaines (DDM 11) peuvent être mises en place.
1.3.2 Méthodes rigoureuses exploitant la décomposition de domaines
Ladécompositiondedomaine est une approche générale pour la résolutiondeproblèmes
multiéchelles complexes. Elle repose sur la division du problème original en éléments dis-
joints ou non, plus petits, plus simples et par conséquent plus facilement traitables. Ces
éléments sont analysés séparément et l’on obtient la solution globale en connectant les do-
maines via des conditions aux limites au niveau des interfaces entre les sous-domaines ad-
jacents. Ainsi, la simulation électromagnétique est séparée en deux parties : d’une part la
caractérisation individuelle de chaque sous-domaine et de l’autre le traitement de l’inter-
connexion entre les sous-domaines.
On présente dans la suite de ce paragraphe desméthodes de décomposition de domaines
utilisant exclusivement des méthodes rigoureuses.
11. Domain Decomposition Method
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1.3.2.1 Lesméthodes issues de la FDTD
Le maillage uniforme imposé par le schéma FDTD classique conduit à des zones sur-
échantillonnées spatialement, qui finissent par accroître demanière significative le temps de
calcul et l’encombrement mémoire. Afin de s’affranchir de ce problème de sur-échantillon-
nage spatial, de nombreuses méthodes FDTD avancées exploitant le principe de la décom-
position de domaine ont vu le jour. On propose ici une présentation de trois d’entre elles. Le
lecteur pourra se faire une idée plus précise de ces méthodes en consultant [10].
Laméthode du sous-maillage consiste à utiliser des tailles de cellule FDTDdifférentes se-
lon les régions du volume. Cette approche est utilisée dans [29,30] pour analyser le couplage
entre deuxmonopoles placés sur un planmétallique de grande dimension. Malgré le fait que
ces schémas soient performants du point de vue du temps de calcul et des ressources utili-
sées lors de l’analyse de problèmes large-bande, leur applicabilité n’est pas toujours garantie.
Des problèmes peuvent apparaître en ce qui concerne la stabilité, les réflexions parasites aux
interfaces entre les grilles, et l’inaptitude à prendre en compte des matériaux traversant ces
interfaces.
La FDTD àRégionsMultiples notéeMR-FDTD 12 et présentée dans [31] consiste à diviser
le volume FDTD classique en plusieurs sous-volumes FDTD disjoints. Chaque sous-volume
peut présenter une orientation, unmaillage et des conditions limites absorbantes qui lui sont
propres. Ces volumes interagissent entre eux à l’aide de couplages bilatéraux basés sur le cal-
cul des intégrales de Kirchhoff. En plus d’éviter les zones de sur-échantillonnage, cette mé-
thode permet de réduire la dispersion numérique associée au grand volume FDTD puisqu’il
n’est plus nécessaire de mailler l’espace entre les sous-volumes. Cependant, cette méthode
s’applique naturellement à des scénarios pour lesquels le milieu entre les sous-volumes est
homogène. De plus, le coût lié au calcul des intégrales de Kirchhoff peut rapidement devenir
problématique.
Enfin, la FDTDàDoubleGrille [8] notéeDG-FDTD 13 revient à diviser la simulation FDTD
initiale en deux étapes successives. Une première simulation FDTD fine de l’élément rayon-
nant puis une seconde simulation relâchée de l’antenne dans son environnement d’implan-
tation. Les champs prélevés sur une surface englobant l’antenne lors de la première simu-
lation sont utilisés comme source d’excitation pour la seconde. L’antenne est redécrite de
façon grossière durant la seconde simulation afin de prendre en compte le couplage retour
entre l’environnement et l’antenne. Cette méthode permet un gain significatif en termes de
ressources tout en s’affranchissant des problèmes de stabilité. Elle a entre autres été appli-
quée à la simulation d’une antenne large bande sur une caméra vidéo [32]. Des évolutions
multiniveaux et bilatérales de cette méthode ont également été proposées afin d’étudier des
problèmes de dosimétrie et de propagation en présence du corps humain [9].
Bien que la combinaison avec une approche basée sur la décomposition de domaine per-
mette de réduire les ressources nécessaires à la simulation FDTD de problèmes complexes et
de dimensions électriques importantes, elle n’est en pratique pas utilisée pour simuler des
scénarios complets d’antennes sur plate-forme tels que celui présenté Figure 1.2. En effet,
12. Multi-Region FDTD
13. Dual-Grid FDTD
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pour ce type de scénarios complexes et de très grandes dimensions, ces approches restent
très coûteuses en termes de ressources et apparaissent difficile à mettre en oeuvre. En re-
vanche, les méthodes basées sur ce schéma apportent des solutions très intéressantes à cer-
taines des contraintes mentionnées au paragraphe 1.2. Ainsi, elles permettent d’analyser ef-
ficacement des antennes avec un environnement proche complexe sur de larges bandes de
fréquence.
1.3.2.2 Lesméthodes de décomposition de domaine utilisant la FEM
Laméthode des éléments finis conventionnelle, tout comme la FDTD traditionnelle, reste
principalement limitée à l’étude de structures de taille modérée de par la quantité de res-
sources nécessaire au calcul. L’associationde la FEMavec uneméthodeDDMpermet d’étendre
son domaine d’application à l’étude de problèmes multiéchelles de grandes dimensions [33,
34]. Ceci est notamment dû au fait que la DDMpermet une discrétisation adaptée de chaque
sous-domaine.
Parmi les différentes approches existantes et basées sur ce principe, la méthode FETI-
DPEM 14 [35, 36] est une des plus populaires actuellement. Cette méthode consiste en pre-
mier lieu à décomposer le domaine complet en sous-domaines ne se chevauchant pas. Une
solution incomplète des champs à l’intérieur de ces sous-domaines est ensuite obtenue en
utilisant laméthode FEM. La condition de continuité des composantes tangentielles est alors
imposée aux interfaces entre les sous-domaines. Cela conduit a une équation équivalente aux
interfaces qui peut être résolue en utilisant un algorithme itératif. La solution de l’équation
aux interfaces sert enfin de condition aux limites pour les sous-domaines permettant ainsi
d’évaluer le champ à l’intérieur. Cette méthode est particulièrement efficace pour l’étude
de problèmes faisant intervenir de nombreux sous-domaines identiques (cas d’antennes ré-
seaux) car les calculs effectués pour un sous-domaine peuvent être réutilisés pour l’ensemble
des sous-domaines identiques. Enfin, les caractéristiques de cette méthode la rendent bien
adaptée pour du calcul parallèle.
Cette méthode a déjà prouvé son efficacité pour analyser des problèmes d’antennes sur
plate-forme. Ainsi, dans [37] la méthode est appliquée à l’analyse (rayonnement et couplage)
d’antennes réseaux placées sur un navire.
1.3.2.3 Lesméthodes basées sur la MoM et les équations intégrales
LaMoMet plus largement lesméthodes basées sur les équations intégrales ont elles aussi
été associées à des méthodes DDM dans le but d’étendre leur domaine d’application à la
simulation rigoureuse de structures multiéchelles et de grandes dimensions.
Une méthode de décomposition de domaine basée sur l’utilisation des équations inté-
grales, l’IE-DDM 15 a ainsi été proposée pour l’analyse d’objets purement métalliques [38].
Plutôt que de résoudre le problème initial comme un seul domaine de dimensions très im-
portantes, laméthode IE-DDMdécompose l’objetmétallique en plusieurs sous-domaines ne
14. ElectroMagnetic Dual-Primal Finite Element Tearing and Interconnecting
15. Integral Equation Domain Decomposition Method
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se recouvrant pas. Chaque sous-domaine est alors englobé dans une surface fermée et ana-
lysé individuellement à l’aide de la CFIE 16 mais en considérant dans l’excitation le rayonne-
ment de tous les autres sous-domaines. Par la suite, ceux-ci sont couplés les uns aux autres via
l’algorithme rapide MLFMA 17 (voir paragraphe 1.3.1.3). Cette méthode présente l’avantage
de pouvoir gérer, avec des ressources mémoire limitées, de très grands objets métalliques.
Il suffit pour cela de décomposer l’objet en éléments suffisamment petits. Dans [38], les au-
teurs appliquent cette méthode au calcul de diffraction sur différents porteurs de grandes
dimensions (char, hélicoptère, avion de combat).
Un autre approche nommée Synthetic Function Expansion (SFX) [39, 40] a été proposée
afin de réduire le coût numérique associé à la simulation par la MoM de structures nécessi-
tant des ressources importantes. Cetteméthode est tout d’abord basée sur le partitionnement
de la structure complète en sous-structures plus petites, puis sur la génération de “macro-
fonctions”. Les fonctions de base sont ainsi rassemblées pour former de nouvelles fonctions
de base, les macro-fonctions, définies sur des portions de structures significativement plus
grandes que celle correspondant à une cellule initiale. Par rapport à la résolution d’un sys-
tème matriciel utilisant des fonctions de base standard, l’utilisation de “macro-fonctions”
permet une réduction très importante de la taille du problème algébrique à résoudre et donc
une diminution significative des ressources nécessaires. Cette réduction du problème algé-
brique présente en outre l’avantage de permettre sa résolution par une méthode directe. La
méthode s’affranchit alors des problèmes de convergence liés à la résolution par une mé-
thode itérative type MLFMM. Cette méthode a été employée avec succès à l’étude du rayon-
nement d’une antenne hélice positionnée sur un satellite [40, 41]. Cette analyse a pu être
menée en utilisant uniquement une station de calcul standard.
La méthode CBFM 18 [42, 43] suit le même principe que l’approche précédente. La prin-
cipale différence entre ces deux méthodes réside dans la manière de générer les “macro-
fonctions”. Dans la CBFM, la génération de ces fonctions est basée sur une manipulation
matricielle. Toutefois, comme pour la SFX, elle requiert un partitionnement de la structure
physique à analyser. Enfin, cette méthode nécessite de laisser une zone de chevauchement
entre les sous-domaines de façon à prendre en compte les couplages. Au cours de ces der-
nières années, la méthode a connu différentes déclinaisons. Une méthode CBFM-MLFMA a
ainsi été proposée [44] afin d’analyser des scénarios conduisant à des problèmes algébriques
trop grands pour être traités par une méthode directe ; et ce même après la réduction obte-
nue par l’application de la CBFM. Dans [44], les auteurs appliquent cette méthode au calcul
de champ diffracté par une manche à air d’avion.
1.3.2.4 Les approchesmultisolvers
Une autre difficulté, n’ayant pas encore été abordée jusqu’ici, concerne le manque de
flexibilité lié à l’utilisation d’une méthode unique pour simuler des problèmes multiéchelles
rassemblant des éléments de natures très différentes. Considérons à titre d’illustration le
cas de l’antenne installée sur un satellite (Figure 1.2). Les méthodes intégrales surfaciques
16. Combined Field Integral Equation
17. Multi-Level Fast Multipole Algorithm
18. Characteristic Basis Function Method
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comme la MoM par exemple constituent de bonnes candidates pour la modélisation des
grandes surfaces métalliques. En revanche, certaines antennes ou éléments intégrant des
matériaux complexes plaident plutôt en faveur d’une simulation par une méthode différen-
tielle volumique. Aussi, il apparaît clairement ici qu’il n’est pas judicieux dans ce type de si-
tuation d’utiliser une seule méthode pour résoudre l’ensemble du problème.
Ainsi, en vue de l’analyse du rayonnement d’antennes sur des avions de lignes, la mé-
thode FE-BI 19 [45] combine, dans le domaine fréquentiel, la FEM ainsi que les équations in-
tégrales pourmodéliser respectivement les antennes et la plate-forme. Chaque sous-domaine
(antennes et plate-forme) est représenté par une matrice de diffraction généralisée appe-
lée GSM 20 qui le caractérise entièrement. L’utilisation de GSM a l’avantage de masquer les
informations caractérisant l’objet. Dans le cadre de la conception d’un système très com-
plexe (commeun avion par exemple) nécessitant la collaboration demultiples entités parfois
concurrentes, l’introduction des GSM permet de s’affranchir des problèmes de confidentia-
lité. En effet, seule la GSM de chaque partie est nécessaire pour communiquer entre les dif-
férents acteurs. La méthode FE-BI a été employée avec succès pour analyser le rayonnement
des antennes placées sur un avion de ligne (Fokker 100) [45].
On trouve également dans la littérature des approches combinant deux types de mé-
thodes rigoureuses travaillant dans le domaine temporel. C’est le cas de la méthode FETD-
FDTD 21 [46] couplant la FDTDavec laméthode des éléments finis dans le domaine temporel.
La méthode FETD-FDTD représente une technique puissante dans le sens ou un maillage
déstructuré peut être utilisé de façon locale. L’application de ce type de méthode sur des
structures de grandes dimensions requiert l’utilisation de techniques de calcul parallèles. La
procédure de parallélisation nécessite alors la décompositions en deux domaines : un pour
la partie structurée du maillage et un autre pour la partie déstructurée. Cette méthode a été
appliquée à l’étude d’antennes monopoles installées sur un avion [47].
Enfin, une approche MS-DDM 22 a récemment été proposée offrant ainsi la possibilité
de combiner plusieurs méthodes afin de résoudre efficacement des problèmes complexes
d’antennes sur plate-forme [48,49]. La stratégie employée dans laMS-DDMrepose avant tout
sur la décomposition dudomaine de simulation initial en différentes sous- régions sur la base
des propriétés locales desmatériaux ainsi que sur les caractéristiques géométriques. Ensuite,
chaque sous-domaine est simulé par la méthode rigoureuse la plus adaptée. Un des apports
majeur de ces travaux concerne la possibilité de traiter des régions qui ne sont pas forcément
bien séparées. Dans [49] les auteurs illustrent les possibilités de cette méthode en calculant
notamment le diagramme de rayonnement à 10 GHz d’une antenne radar positionnée sur un
avion de combat en utilisant uniquement une station de calcul standard.
Les approches multisolvers basées sur de la décomposition de domaine offrent un ou-
til très intéressant pour l’étude rigoureuse d’antennes placées sur des porteurs complexes en
relevant lamajorité des contraintes énoncées au paragraphes 1.2. De plus, comme l’illustrent
les références données dans ce paragraphe, ces méthodes s’avèrent particulièrement adap-
19. Finite Element - Boundary Integral
20. Generalized Scattering Matrix
21. Finite Element Time Domain - Finite Difference Time Domain
22. Multi-Solver Domain Decomposition Method
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tées au contexte CEM du couplage entre antennes car elles permettent de prendre rigoureu-
sement en compte les différents éléments complexes (typiquement les antennes) position-
nés sur le porteur. Cependant, malgré les techniques employées pour réduire les ressources
informatiques nécessaires, ces approches restent relativement coûteuses.
1.3.2.5 Conclusion partielle sur les DDM
L’utilisation d’une approchemultidomaine, dans le cadre de la résolution rigoureuse d’un
problème électromagnétique d’antennes sur plate-forme, offre un degré de liberté permet-
tant d’augmenter l’efficacité ainsi que la précision de la résolution. Ainsi, en abordant le pro-
blème initial commeunemultitude de sous-problèmes nécessitant des niveaux de résolution
différents, elle permet de gérer plus efficacement son caractère multiéchelle. Plus encore,
cette approche permet d’envisager le recours à différentes méthodes pour modéliser chaque
sous-problème avec la méthode la plus adaptée.
1.3.3 Conclusion globale sur lesméthodes rigoureuses
Lesméthodes rigoureuses offrent l’avantage très appréciable de donner la solution quasi-
exacte du problème électromagnétique pour lequel elles sont employées. Toutefois, ceci a un
coût. Aussi, lorsque des méthodes rigoureuses sont appliquées de façon directe à la résolu-
tion d’un problème d’antennes sur porteur (section 1.3.1), elles nécessitent des ressources
informatiques considérables et donc l’utilisation de moyens de calcul dédiés (supercalcul-
teur, cluster, GPUs).
Le recours à une décomposition du problème global en sous-problèmes plus simples
(DDM) donne la possibilité de traiter, toujours de façon rigoureuse mais plus efficace d’un
point vue ressources informatiques, ce type de problème. Les méthodes présentées dans le
paragraphe 1.3.2 illustrent ce dernier point. Néanmoins, la résolution rigoureuse d’un pro-
blème complet d’antennes sur porteur de grandes dimensions,même via une approchemul-
tidomaine, reste coûteuse en termes de ressources informatiques.
La figure 1.5 présente schématiquement l’évolution du domaine d’application des mé-
thodes rigoureuses sur le problème fil rouge d’antenne sur plate-forme satellite, en fonction
des techniques de réduction de calcul présentées plus haut.
Aussi, bien que les méthodes rigoureuses permettent de traiter l’ensemble des contrain-
tes mentionnées en introduction, la gestion d’un objet de très grandes dimensions, même
dépourvu de complexité, reste un facteur limitant. Cette problématique constitue le coeur
d’application de la famille de méthodes présentée dans le prochain paragraphe.
1.4 Méthodes asymptotiques
La section précédente a présenté lesméthodes qui, moyennant une résolution (très) coû-
teuse des équations de Maxwell complètes, permettent d’analyser rigoureusement des pro-
blèmes complexes d’antennes sur plate-forme. Dans cette section, on présente une autre fa-
mille de méthodes : les méthodes dites asymptotiques ou hautes-fréquences.
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FIGURE 1.5 – Illustration de l’évolution du domaine d’application des méthodes rigoureuses
en fonction des techniques de réduction de calcul employées.
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Basées cette fois sur la résolution de versions approchées des équations deMaxwell, elles
permettent de réduire significativement les ressources informatiques nécessaires au calcul.
Le nom donné à cette famille de méthodes vient du fait que la solution délivrée par ces mé-
thodes converge asymptotiquement (en hautes-fréquences) vers la solution des équations de
Maxwell.
Parmi ces méthodes asymptotiques, on distingue deux sous-familles :
– les méthodes géométriques,
– les méthodes physiques.
1.4.1 Méthodes géométriques
Cette première famille trouve son origine avec la méthode d’Optique Géométrique GO 23
[50]. Cette méthode repose sur le fait qu’en haute fréquence, l’onde se comporte comme un
rayon optique gouverné par les lois de Snell. Ainsi, le problème de propagation peut être
analysé par un simple tracé de rayon, et durant ce tracé de rayon l’amplitude du champ ainsi
que sa phase peuvent être déterminés à partir du front d’onde. Il est clair qu’en suivant cette
approche, le champ dans les zones d’ombre est nul tandis que pour les parties illuminées
du problème il correspond soit au champ incident seul soit à la somme du champ incident
et du champ réfléchi. Dans cette approche, le champ diffracté par les coins ou les arêtes est
complètement négligé, et le champ total contient deux discontinuités non physiques : une
première à la frontière entre la région éclairée et la région en zone d’ombre notée ISB 24 puis
une seconde entre la région des rayons réfléchis et celle qui n’est pas atteinte par ces rayons,
notée cette fois RSB 25. Cette méthode peut être employée dans l’analyse et/ou la synthèse
rapide de systèmes antennaires à réflecteurs [51].
La précision de la solution délivrée par l’optique géométrique peut être améliorée en
introduisant les champs diffractés dans la solution. Cela conduit au développement de la
GTD 26 [52, 53]. Bien que cet ajout apporte un réel gain en termes de précision, il existe tou-
jours une discontinuité des champs au niveau des ISB et RSB. Ces discontinuités peuvent
être compensées par une fonction de transition qui peut être obtenue par une évaluation
plus précise des champs diffractés. Ceci conduit à la méthode UTD 27. Cette méthode a été
utilisée pour calculer le rayonnement d’ouvertures positionnées sur des surfaces courbes. En
plus de l’UTD, d’autres méthodes ont été proposées pour remédier au problème intervenant
avec la GTD. On peut ainsi citer l’UAT 28 [54] ou encore la STD 29 [55]. Le principal incon-
vénient de ce type de méthodes est qu’elles ne peuvent être appliquées que sur des objets
décrits à partir de formes canoniques (cylindres, cônes, plans) pour lesquelles les formules
des champs diffractés ont pu être déterminées analytiquement.
23. Geometrical Optics
24. Incident Shadow Boundary
25. Reflected Shadow Boundary
26. Geometrical Theory of Diffraction
27. Uniform Theory of diffraction
28. Uniform Asymptotic Theory
29. Spectral Theory of Diffraction
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Pour plus de détails sur les méthodes évoquées ici, le lecteur pourra consulter l’article de
Pathak [56] sur les méthodes asymptotiques ainsi que les travaux cités dans celui-ci.
1.4.2 Méthodes physiques
L’autre branche appartenant auxméthodes asymptotiques tire son origine de laméthode
d’Optique Physique PO 30. Sous sa forme traditionnelle, elle sous-entend l’application de
trois hypothèses simplificatrices :
– les courants induits par la source sont nuls sur la surface de l’objet non directement
illuminée par l’onde incidente,
– l’objet est à grande distance du point d’observation,
– les rayons de courbure de la surface sont très supérieurs à la longueur d’onde.
La densité de courant sur la surface conductrice des parties illuminées de l’objet est alors
approximée par la formule bien connue Js = 2~n× ~H inc ou ~Js désigne la densité de courant
de surface, ~n la normale à la surface et ~H inc le champ magnétique incident. Il suffit ensuite
d’utiliser des relations source-champ en espace libre basées sur l’intégration des courants
sur la surface de l’objet pour calculer le champ rayonné par ce dernier. Cette approche est
largement utilisée pour évaluer le champ rayonné par des antennes à réflecteurs.
La méthode PO néglige cependant l’effet des discontinuités géométriques telles que les
courants induits sur les arêtes. De plus, à cause de la première hypothèse mentionnée ci-
dessus, les courants induits utilisés en PO présentent une discontinuité au niveau de la fron-
tière entre la zone d’ombre et la zone éclairée. Afin de palier ces difficultés, il est possible
d’ajouter aux courants induits des courants de frange non-uniformes afin de prendre en
compte les effets des discontinuités géométriques. L’introduction de ces courants de frange
dans la méthode PO a mené a la création de la PTD 31 [57, 58]. Outre les courants de frange
non-uniformes, il est possible de modéliser les effets des discontinuités géométriques par
des courants équivalents d’arêtes EEC 32 [59]. Comparé à la GTD et ses versions améliorées,
la PO et la PTD sont plus simples à utiliser sur des géométries complexes. Cependant, elles
requièrent l’évaluation d’intégrales de rayonnement sur des courants de surface, ce qui peut
être coûteux en temps de calcul lorsque le nombre de points d’observation est important.
1.4.3 Combinaison d’approche géométrique et physiques
Les approches géométriques et physiques peuvent être combinées afin d’obtenir une
nouvelle méthode, la SBR 33 [60], très performante pour le calcul du champ diffracté par des
plate-formes complexes et de grandes dimensions. Dans cetteméthode, l’onde incidente de-
puis la source est représentée par une grille de rayons tirés en direction de l’objet. Le tracé
de chaque rayon est ensuite soumis aux différentes réflexions sur l’objet, réflexions qui sont
définies par l’optique géométrique. Ensuite, pour chaque point d’intersection entre le rayon
30. Physical Optics
31. Physical Theory of Diffraction
32. Equivalent Edge Currents
33. Shooting and Bouncing Ray
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FIGURE 1.6 – Illustration du domaine d’application des méthodes asymptotiques.
et l’objet, une intégration inspirée de la PO est réalisée afin de déterminer sa contribution au
champ diffracté ainsi qu’au champ rayonné. La solution finale correspond à la somme des
contributions provenant des différents rayons.
1.4.4 Conclusion
Lesméthodes asymptotiques offrent donc des outils de simulation de structures de gran-
des dimensions relativement précis et surtout bien moins gourmands en ressources infor-
matiques que les méthodes rigoureuses.
Cependant, les hypothèses simplificatrices limitent leur utilisation à des objets grands
devant la longueur d’onde et ne présentant pas de détails géométriques très fins. Ces mé-
thodes ne peuvent donc pas être employées pour simuler précisément des éléments com-
plexes tels que des antennes ou des jonctions par exemple. En revanche, leurs caractéris-
tiques font de ces méthodes de très bonnes candidates pour la simulation de la structure du
porteur lors de la résolution d’un problème d’antennes sur plate-forme (Figure 1.6 ). En cela,
elles répondent parfaitement à la troisième contrainte présentée au début de ce chapitre.
1.5 Méthodes hybrides rigoureuses-asymptotiques
Leparagraphe 1.3 sur lesméthodes rigoureuses a conclu que celles-ci permettaient d’ana-
lyser précisément tout type de problèmes complexes d’antennes sur plate-forme. En pra-
tique, la limitation principale de cesméthodes réside principalement dans le coût numérique
des simulations associées à des objets de très grandes dimensions devant la longueur d’onde.
Le paragraphe précédent sur les méthodes asymptotiques s’est achevé sur le constat sui-
vant : ces méthodes permettent de traiter très efficacement et avec un bon niveau de préci-
sion des structures de dimensions importantesmais sont limitées par le niveau de complexité
qu’elles peuvent prendre en compte.
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Pourquoi alors ne pas combiner ces deux familles de méthodes afin de modéliser préci-
sément des scénarios complexes tout en limitant le besoin en ressources informatiques ? Sur
la base de cette réflexion est apparue une nouvelle famille de méthodes, celle des méthodes
hybrides rigoureuses- asymptotiques.
La stratégie commune adoptée par celles-ci consiste à modéliser les éléments complexes
du problème par une ou plusieurs méthodes rigoureuses et à utiliser une ou plusieurs mé-
thodes asymptotiques pour modéliser les éléments de grandes dimensions électriques res-
tant. Ces méthodes hybrides reposent donc sur une décomposition de domaine semblable à
celle évoquée dans la section 1.3.2.
L’hybridation de méthodes numériques rigoureuses avec des méthodes asymptotiques,
dans un souci de compromis entre la précision et le temps de calcul, a suscité beaucoup d’in-
térêt dans la communauté depuis de nombreuses années. On peut regrouper les méthodes
hybrides développées en différentes sous-familles suivant qu’elles combinent des méthodes
dans le domaine temporel ou fréquentiel. On s’intéresse ici au trois sous-familles les plus
couramment rencontrées :
– Les méthodes hybrides fréquentielles-fréquentielles : les méthodes rigoureuses et
asymptotiques évoluent dans le domaine fréquentiel.
– Lesméthodes hybrides temporelles-temporelles : lesméthodes rigoureuses et asymp-
totiques évoluent dans le domaine temporel.
– Les méthodes hybrides temporelles-fréquentielles : moins courantes en pratique que
les deux premières sous-familles, celles-ci regroupent les méthodes combinant une
méthode rigoureuse temporelle avec une méthode asymptotique fréquentielle.
1.5.1 Lesméthodes hybrides fréquentielles-fréquentielles
L’hybridation, dans le domaine fréquentiel, d’une méthode rigoureuse avec une ou plu-
sieurs méthodes asymptotiques a fait l’objet de très nombreuses publications depuis une
vingtaine d’annéesmaintenant. Parmi cesméthodes, onpeut distinguer unepremière branche
s’appuyant sur la MoM.
1.5.1.1 Lesméthodes basées sur la MoM
MoM combinée à uneméthode asymptotique physique (type PO)
Ainsi la MoM peut être associée à la PO. Telle que décrite dans [61] la méthode consiste à
décomposer le domaine initial de calcul en deux sous-domaines : un premier sous-domaine
MoM contenant l’antenne et au besoin les éléments complexes de la structure (arêtes, coins)
et un sous-domaine PO regroupant les partiesmétalliques restantes. Lors de la résolution glo-
bale du problème, le couplage au premier ordre entre les sous-domaines est pris en compte.
Les auteurs valident l’approche en comparant les résultats obtenus, avec la MoM seule, lors
du calcul des diagrammes de rayonnement d’antennes placées sur une plate-forme cano-
nique. Une méthode très similaire dans le concept mais utilisant une technique de couplage
différente entre la MoM et la PO a également été présentée [62]. La combinaison de la MoM
avec la PO peut différer selon les auteurs en fonction des besoins associés au problème.
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Il est ainsi possible d’intégrer des couplages d’ordres supérieurs entre les régions MoM et
PO [62–64]. La méthode décrite dans [65] propose en plus une amélioration de la procédure
de couplage entre la MoM et la PO. L’efficacité de cette méthode est démontrée lors du calcul
du diagramme de rayonnement d’antennesmonopoles installées sur un dirigeable ou sur un
navire. Enfin, la lourdeur du traitement associé à l’analyse de larges bandes de fréquence est
abordée dans [66] en utilisant une technique d’interpolation spécifique.
Laméthode présentée dans [67] diffère des précédentes par l’introduction d’un troisième
sous-domaine POM (contraction de PO-MOM) faisant la transition entre les sous-domaines
MoM et PO. Cette région est d’abord traitée comme une région MoM lorsque les courants de
l’antenne sont déterminés. Elle est ensuite considérée comme une région PO lorsque le cou-
plage entre les régionsMoMet PO est calculé. De cettemanière, unemodélisation précise des
courants de l’antenne peut être obtenue tout en maîtrisant le coût numérique de la simula-
tion. Cette approche a été appliquée à la simulation d’antennes filaires sur des plates-formes
essentiellement convexes (sphère et avion).
MoM combinée à uneméthode asymptotique géométrique (type GTD)
La MoM peut également être associée à des méthodes asymptotiques géométriques comme
la GTDou l’UTD. La résolution du problème global se base une nouvelle fois sur sa décompo-
sition en un sous-domaine MoM comprenant généralement l’antenne avec son environne-
ment proche et un sous-domaineGTD/UTD regroupant le reste de la structure. L’hybridation
de la MoM avec la GTD proposée dans [68] a été appliquée avec succès à l’analyse du rayon-
nement d’antennes positionnées sur les bras déployables d’un satellite [69]. [70] présente une
hybridation de la MoM avec l’UTD dans le but de calculer le couplage entre des ouvertures
rayonnantes disposées sur un cylindre.
1.5.1.2 Lesméthodes basées sur la FEM
Tout comme laMoM, la FEMpeut être combinée à uneméthode asymptotique afind’ana-
lyser le rayonnement ou le couplage d’antennes positionnées sur des plates-formes de gran-
des dimensions électriques.
Une hybridation directe de la FEM avec la GTD et la SBR est présentée dans [71]. La mé-
thode FEM modélise dans un premier temps l’antenne isolée (seul l’environnement d’inté-
gration immédiat de l’antenne est considéré). Le diagramme de rayonnement ou la distribu-
tion de courants dans l’ouverture ainsi obtenus sont ensuite utilisés comme source d’exci-
tation pour la simulation du reste de la structure (la plate-forme) par la méthode asympto-
tique. Les auteurs appliquent entre autres cetteméthode à la simulation d’une antenne patch
conforme recouverte d’un radôme diélectrique et positionnée sur une structure cylindrique
de grandes dimensions.
Une autre hybridation entre la FEM et l’UTD ou la CRE 34 est proposée dans [72]. L’ap-
port des auteurs porte principalement sur la méthode CRE qui permet de s’affranchir des
difficultés posées par la SBR. L’article présente les résultats associés à la simulation d’une
34. Complex Ray Expansion
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antenne dipôle positionnée à proximité d’une surface supérieure de navire. Dans les deux
formulations présentées, le couplage retour entre l’environnement et l’antenne n’est pas pris
en compte. Une autre formulation intégrant un couplage total entre la FEM et plusieurs mé-
thodes asymptotiques a été proposée afin de réduire les erreurs lors de la modélisation d’an-
tennes sur des structures sujettes aux multiples réflections [73]. Cette méthode n’a en re-
vanche pas encore été appliquée à la simulation d’antennes sur plate-forme.
1.5.1.3 Lesméthodes basées sur uneméthode rigoureuse utilisant la DDM
Dans un contexte d’antennes sur plate-forme, il s’avère parfois que la simulation de l’an-
tenne seule constitue en soi un problème complexe et de grandes dimensions. C’est notam-
ment le cas des antennes réseaux. L’utilisation directe d’une méthode rigoureuse sur ce type
d’élément nécessite alors des ressources informatiques très importantes.
Une stratégie de décomposition de domaine peut être envisagée au niveau de l’antenne
afin de réduire la charge informatique imposée par la partie rigoureuse de l’hybridation. On
a alors deux niveaux de décomposition de domaine au sein de la même simulation. Une pre-
mière décomposition partage le problème initial entre l’antenne (et les éléments complexes)
d’un côté et le reste de la plate-forme de l’autre. Une seconde décomposition est appliquée
au sous-domaine correspondant à l’antenne. Cette dernière permet notamment par la suite
de tirer profit des répétitions dans la structure de l’antenne (antenne réseau par exemple).
Les méthodes présentées dans ce paragraphe se placent dans cette optique.
Ainsi dans [74] les auteurs combinent deuxméthodes exactes avec desméthodes à rayons
pour évaluer le diagramme d’une antenne en présence d’une plate-forme complexe. Un ré-
seau complexe d’antennes est ainsi modélisé par laméthode FE-BI en exploitant, grâce à une
méthode DDM, les répétitions au niveau du réseau et des fonctions de Green. La FE-BI est
ensuite interfacée à la plate-forme par l’intermédiaire de courants équivalents. Cette struc-
ture est quant à elle évaluée grâce à l’UTD ou l’IPO 35 [75].
Suivant un principe similaire, le diagramme de rayonnement d’un réseau d’antennes Vi-
valdi positionné sur le fuselage d’un avion de combat est calculé dans [76]. Le réseau est
ici modélisé par une méthode de décomposition de domaine basée sur la FEM, la FEM-
DDM 36 [77]. Cetteméthode décompose le réseau en sous-domaines plus petits en exploitant
les répétitions. Les champs sur l’interface englobant le réseau servent ensuite d’excitation
pour la simulation UTD du rayonnement du réseau en présence de la plate-forme.
Enfin, une hybridation entre la méthode EPA 37 [78] et la PO a récemment été propo-
sée [79]. La méthode EPA permet de décomposer le domaine à analyser rigoureusement en
plusieurs sous-domaines. Cette approche s’avère particulièrement adaptée à la simulation
de structures périodiques. En effet, il suffit de mener un seul calcul pour obtenir l’opérateur
35. Iterative Physical Optics
36. Finite Element Method Domain Decomposition Method
37. Equivalence Principle Algorithm
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d’équivalence de tous les éléments. Les inconnues présentes à l’intérieur de chaque sous-
domaine sont ensuite transformées en inconnues sur la surface équivalente en réduisant au
passage leur nombre. L’apport des auteurs réside dans la connexion des domaines EPA et PO
dans le but de simuler des antennes intégrées aux plates-formes. Le calcul du rayonnement
d’une antenne patch sur un véhicule est présenté à titre d’illustration à la fin de cet article.
1.5.1.4 Conclusion
L’hybridation, dans le domaine fréquentiel, de méthodes rigoureuses et asymptotiques
représente une solution très populaire pour l’analyse du rayonnement d’antennes sur por-
teur. Cette popularité repose sur leur capacité à fournir un résultat précis (même pour des
problèmes complexes) avec des ressources informatiques très inférieures à celles nécessaires
lors d’une simulation rigoureuse complète.
1.5.2 Lesméthodes hybrides temporelle-temporelle
Parmi les différentes contraintes listées au début de ce chapitre figure l’analyse de scéna-
rios large bande. Pour ce type d’application, le recours à des méthodes hybrides purement
fréquentielles peut s’avérer très coûteux car elles nécessitent a priori de relancer une simu-
lation pour chaque nouveau point de fréquence. Dans ce cas, les méthodes hybrides tra-
vaillant exclusivement dans le domaine temporel ont l’avantage de pouvoir caractériser, avec
une seule excitation impulsionnelle, une structure sur une large bande de fréquences via une
transformation de Fourier. Cette propriété fait de ces dernières de bonnes candidates pour
mener l’étude d’antennes large bande ou l’analyse de couplages hors bande.
1.5.2.1 Lesméthodes basées sur une approche rigoureuse utilisant la formedifférentielle
des équations deMaxwell
Une méthode hybride combinant la FDTD et la TDPO 38 [80] a été proposée pour de
l’analyse large bande de sources rayonnantes placées à proximité d’éléments métalliques de
grandes dimensions [81, 82]. Lors de sa validation, cette méthode a permis d’évaluer l’in-
fluence d’un grand plan conducteur sur le rayonnement d’un dipôle situé à proximité. Une
voie d’amélioration de la méthode FDTD-TDPO a été explorée dans [83] en ajoutant le re-
rayonnement de la structure sur l’antenne. Cette approche revient à considérer les interac-
tions d’ordre deux entre l’antenne et la structure. La prise en compte des couplages au second
ordre alourdissant considérablement la méthode, les auteurs ont développé un nouvel algo-
rithme de transfert. Cette approche n’a toutefois été validée que sur un objet réfléchissant de
dimensions restreintes.
L’hybridation de la méthode TLM 39 [84] avec une méthode asymptotique temporelle a
également été proposée pour résoudre des problèmes d’antennes environnées par des ob-
jets métalliques de grandes dimensions [85]. L’approche consiste une nouvelle fois à divi-
ser l’espace en deux régions : une première ou l’antenne isolée est modélisée à l’aide de la
38. Time Domain Physical Optics
39. Transmission Line Matrix
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TLM, et une seconde ou la structuremétallique environnante est analysée par la TDPO. L’ap-
proche est appliquée, en guise de validation, à la simulation du rayonnement d’un dipôle en
présence d’un plan métallique réflecteur. L’article propose également une amélioration de
la méthode TLM-TDPO intégrant les courants équivalents d’arêtes sous leurs formes tempo-
relles afin de prendre en compte les diffractions sur les bords de plaque.
1.5.2.2 Lesméthodes basées sur une approche rigoureuse utilisant la forme intégrale des
équations deMaxwell
Parmi les méthodes hybrides temporelles permettant de calculer le rayonnement d’an-
tennes environnées on trouve également des approches utilisant les équations intégrales.
C’est le cas de laméthode TDIE-TDPO 40 [86]. Demême que les approches présentées précé-
demment, la TDIE-TDPO se base sur unedécompositionduproblème endeux sous-domaines.
Les éléments correspondant à des plans conducteurs de grandes dimensions sont traités par
l’optique physique tandis que les éléments restants (fils, objets métalliques complexes) sont
analysés par la méthode intégrale. De plus, dans cette formulation, la méthode intégrale uti-
lise des macro-fonctions définies sur l’ensemble du domaine TDIE afin d’améliorer son effi-
cacité. La méthode décrite ici a été appliquée avec succès au calcul du diagramme de rayon-
nement d’une antenne à réflecteur parabolique.
1.5.2.3 Conclusion
Les méthodes hybrides adoptant une formulation temporelle se prêtent bien à l’analyse
d’antennes environnées sur de très larges bandes de fréquence. Néanmoins, le formalisme
associé à une hybridation dans le domaine temporel peut rapidement s’avérer très lourd
lorsque de grandes structures sont considérées. En effet, la gestion de la propagation des
ondes entre les différents domaines impose de stocker les valeurs des champs dans des ta-
bleaux tampons. Par conséquent, ces méthodes se révèlent peu adaptées à la modélisation
de structures dépassant la centaine de longueurs d’onde.
1.5.3 Lesméthodes hybrides temporelle-fréquentielle
Bien que cela soit moins courant dans la pratique, il existe également des hybridations
mêlant desméthodes rigoureuses temporelles et desméthodes asymptotiques fréquentielles.
Parmi ces hybridations quelques unes sont appliquées au problème de la simulation d’an-
tennes environnées.
1.5.3.1 Exemples deméthodes dédiées à la simulation d’antennes
C’est le cas de la méthode FDTD-PO présentée dans [87]. Cette méthode associe la FDTD
à l’optique physique dans le domaine fréquentiel afin d’analyser le rayonnement d’antennes
planaires (antennes pour des applications RFID 41 par exemple) en présence d’une structure
40. Time Domain Integral Equation - Time Domain Physical Optics
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conductrice électriquement grande. Les deux méthodes sont couplées à l’aide d’une surface
de Huygens entourant l’antenne.
Lamodélisation se présente de lamanière suivante. La première étape consiste en une si-
mulation FDTD de l’antenne isolée au cours de laquelle on enregistre les champs tangentiels
sur la surface de Huygens. Les composantes de champ sur cette surface sont ensuite passées
dans le domaine fréquentiel à la fréquence souhaitée en appliquant une transformée de Fou-
rier sur les champs stockés. Le champ magnétique incident sur la structure métallique est
alors calculé grâce à une transformée champ proche-champ proche. Enfin, la PO est utilisée
pour déterminer le champ réfléchi. Cette méthode présente cependant l’inconvénient de ne
pas prendre en compte le couplage retour entre l’objet métallique diffractant et l’antenne.
Pour pallier ce problème les auteurs ont proposé une amélioration de la méthode [88].
La simulation débute toujours par le calcul du champ total dans le domaine FDTD. Les cou-
rants sur l’objet métallique sont alors calculés suivant le même principe que précédemment.
La méthode PO est ensuite employée pour calculer le champ sur la surface Huygens définie
dans le domaine FDTD. Une nouvelle simulation FDTD, prenant en compte le champ dif-
fracté par l’objet métallique, est alors lancée. Cette procédure est ensuite répétée jusqu’à ce
qu’un seuil de convergence sur le champ dans le domaine FDTD soit atteint.
Une hybridation de la FIT 42 [89] dans le domaine temporel avec l’UTD a également été
réalisée à travers le couplage de deux codes électromagnétiques commerciaux (CST et NEC-
BSC) [90]. La méthode proposée vise à fournir un outil relativement simple de conception
d’antennes installées sur des plates-formes complexes et de grandes dimensions. L’apport
des auteurs concerne ici la création d’une interface permettant de décomposer le problème,
d’affecter le code approprié à chaque sous-domaine et enfinde gérer la communication entre
les deux codes.
Dans ce cas, la simulation de l’antenne sur le porteur consiste d’abord en une simulation
FIT de l’antenne isolée. Seuls les éléments complexes situés à proximité immédiate de l’an-
tenne peuvent y être intégrés. Au cours de cette simulation une surface équivalente englo-
bant l’antenne est définie. Ensuite, lors de la simulation UTD de la plate-forme, l’antenne est
remplacée par les courants induits sur la surface équivalente. Enfin, cette méthode présente
l’avantage de ne nécessiter qu’une seule simulation rigoureuse pour caractériser l’élément
rayonnant sur l’ensemble de la bande de fréquence à analyser. Cette méthode a été exploitée
pour calculer le diagramme de rayonnement d’antennes monopôle et d’antennes réseau à
fentes positionnées sur le toit d’un modèle simplifié de véhicule.
1.5.3.2 Conclusion
Comparée à une formulation temporelle complète, la formulation mixte (temporelle-
fréquentielle) permet d’alléger lamise en œuvre des méthodes hybrides proposées. Aussi, il
est envisageable de traiter par ce type de méthode des antennes positionnées sur des plates-
formes de très grandes dimensions (de l’ordre de la centaine de longueurs d’onde). De plus,
l’approche temporelle utilisée pour la simulation rigoureuse de l’élément rayonnant intro-
42. Finite Integration Technique
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duit une propriété large-bande dans ces schémas hybridesmixtes. Toutefois, le couplage avec
une méthode asymptotique fréquentielle a deux inconvénients majeurs du point de vue de
l’analyse large-bande. Tout d’abord, le changement de domaine d’étude nécessite une étape
supplémentaire (transformée de Fourier). D’autre part, pour chaque point de fréquence à
calculer une nouvelle simulation asymptotique est nécessaire.
Notons que ce type de méthode ne prend généralement pas en compte le couplage re-
tour entre l’environnement et l’antenne. Ceci peut être à l’origine d’erreurs importantes lors
de la modélisation. L’approche présentée dans [88] apporte une réponse à ce problème. Ce-
pendant, celle-ci se fait au prix d’une augmentation importante des ressources nécessaires
au calcul, rendant la méthode difficilement applicable à un scénario de grandes dimensions.
1.5.4 Conclusion générale sur l’hybridation
L’hybridation de méthodes rigoureuses et asymptotiques offre un bon compromis entre
précision du calcul et ressources nécessaires au calcul lors de la modélisation d’antennes
sur plate-forme. Cette performance tire son origine de la décomposition du problème initial
en sous-problèmes (deux généralement) et de la résolution de chacun d’entre eux par une
méthode adaptée.
Parmi les quatre contraintes définies au début de ce chapitre, deux entrent typiquement
dans le domaine d’application de cesméthodes hybrides. En effet, celles-ci permettent d’une
part de simuler précisément l’élément rayonnant en choisissant les méthodes rigoureuses
adéquates pour le modéliser. D’autre part, le couplage avec une méthode asymptotique ga-
rantit une simulation très efficace et somme toute relativement précise de la plate-forme ac-
cueillant l’antenne. Quant à lamodélisation des autres éléments complexes de la plate-forme
(contrainte 2), elle n’est traitée que partiellement par ce type de méthode. De plus, l’intégra-
tion d’éléments complexes se faisant nécessairement au détriment des ressources informa-
tiques, ces méthodes privilégient la modélisation des éléments complexes pouvant apporter
le plus de perturbations, à savoir ceux situés à proximité de la source rayonnante. Enfin, le
traitement efficace du caractère large bande du problème (contrainte 4) est fonction du type
de formulation choisie (fréquentielle, temporelle ou mixte).
Le schéma de la Figure 1.7 illustre cette discussion sur le domaine d’application des mé-
thodes hybrides.
1.6 Conclusion du chapitre
Ce chapitre a dans un premier temps permis de lister les différentes contraintes pou-
vant intervenir lors de la simulation d’antennes sur porteur. Un tour d’horizon desméthodes
employées dans la simulation de ce type de problème électromagnétique a ensuite été pro-
posé. Leur positionnement respectif par rapport aux contraintes définies en introduction de
ce chapitre a été identifié.
La Figure 1.8 fait la synthèse de ce tour d’horizon en replaçant les différentes familles
rencontrées en fonction des dimensions ainsi que de la complexité des structures qu’elles
permettent d’analyser.
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FIGURE 1.7 – Illustration du domaine d’application des méthodes hybrides.
Lors de ce tour d’horizon, les méthodes de décomposition de domaines basées sur des
méthodes rigoureuses, qu’elles soient utilisées seules ou dans un schéma hybride, ont mon-
tré de très bonnes aptitudes pour la simulation d’antennes sur porteur. Parmi celles-ci fi-
gure la DG-FDTD. Si l’existence au laboratoire d’un code source DG-FDTD a naturellement
orienté notre choix vers cette méthode, ses caractéristiques n’ont fait que renforcer ce choix.
En effet, les travaux rapportés sur cette méthode, et mentionnés au paragraphe 1.3.2.1, dé-
montrent sa capacité à réaliser des analyses large bande rapides et précises d’antennes avec
un environnement proche complexe. Cetteméthode répond ainsi parfaitement aux contrain-
tes 1 et 4 tout en offrant une réponse partielle aux deux autres (contraintes 2 et 3).
Après avoir présenté plus en détail le principe de la méthode DG-FDTD, la suite de ce
mémoire sera consacrée à la définition des limites précises de son domaine d’application.
Il s’agira alors de déterminer dans quelle mesure la DG-FDTD peut permettre de répondre
aux défis posés par les dimensions de la plate-forme (contrainte 3). Nous montrerons alors
la nécessité de faire évoluer la DG-FDTD pour envisager la simulation d’antennes sur des
plates-formes de grandes dimensions. Enfin, la DG-FDTD sera utilisée sur un scénario con-
cret d’antenne environnée, inspiré du contexte spatial, rentrant dans son domaine d’appli-
cation.
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FIGURE 1.8 – Graphique de synthèse des méthodes exposées lors du tour d’horizon.
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2.1 Introduction
Le chapitre précédent s’est achevé par la sélection d’une méthode de décomposition de
domaine, la DG-FDTD, en vue de modéliser des scénarios d’antennes sur plate-forme. Très
efficace pour la simulation large bande d’antennes environnées dans des environnements de
taillesmodérées (< 10λ) [91–93], cetteméthode n’a pour lemoment jamais été appliquée à la
résolution de problèmes électromagnétiques de dimensions plus importantes. Or, la modé-
lisation d’antennes sur porteur nécessite l’analyse de volumes de grandes voire très grandes
dimensions électriques (de quelques dizaines à quelques centaines de longueurs d’onde). Ce
chapitre vise donc principalement à définir les frontières du domaine d’application de la DG-
FDTD, d’un point de vue dimension de structure simulable, dans le cadre de la modélisation
d’antennes sur porteur.
Dans cette optique, ce chapitre débute par la présentation du principe de la méthode
DG-FDTD et de son extension multiniveau. Une étude menant à la définition des frontières
du domaine d’application de la méthode sur une machine standard est ensuite proposée.
La dernière partie est consacrée à l’étude d’un problème d’antenne environnée d’inspiration
spatiale offrant de multiples difficultés en matière de modélisation (dimensions, largeur de
bande d’analyse, etc.).
2.2 Principe de la DG-FDTD
Tous les phénomènes électromagnétiques intervenant dans un problème d’antenne en-
vironnée n’ont pas la même importance. Il peuvent donc être analysés avec des résolutions
différentes.
Sur la base de ce constat, et en vue de surmonter les difficultés rencontrées par l’approche
MR-FDTD [94], R. Pascaud a proposé dans sa thèse [8] une nouvelle méthode : la DG-FDTD.
Afin d’illustrer le principe de la DG-FDTD, nous considérons le problème de la Figure 2.1.
Celui-ci comprend une antenne opérant en présence de deux éléments diffractants.
Le principe de la DG-FDTD revient à diviser la simulation du problème global en deux
étapes successives : une première simulation FDTD fine de l’antenne suivie d’une seconde
simulation FDTD relâchée de l’antenne dans son environnement d’intégration. La Figure 2.2
illustre ces deux étapes.
2.2.1 Première étape
L’objectif de cette première étape est de caractériser précisément l’antenne émettrice.
Pour ce faire, celle-ci est décrite dans un volume FDTDmaillé finement. Le voisinage immé-
diat de l’environnement d’implantation de l’antenne y est également représenté. Ce volume
est terminé par des couches absorbantes de type PML 1 [95] dans le but de simuler unmilieu
infini. La partie de l’environnement considérée est ainsi prolongée dans les PMLs.
1. Perfectly Matched Layer
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FIGURE 2.1 – Problème électromagnétique : antenne environnée.
FIGURE 2.2 – Principe de la DG-FDTD.
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Le niveau de résolution spatial est choisi de façon àmodéliser le plus fidèlement possible
la géométrie de l’antenne. Le pas d’échantillonnage temporel est ensuite déterminé de ma-
nière à respecter le critère de stabilité 2. Enfin, le temps d’observation est choisi de façon à ce
que toute l’énergie électromagnétique soit évacuée de ce premier volume FDTD à la fin de la
simulation.
L’antenne est alimentée par un générateur de tension qui produit une excitation gaus-
sienne (temporelle) permettant la simulation de la structure sur la bande de fréquence sou-
haitée. La première étape de la DG-FDTD ne se distingue finalement d’une simulation FDTD
classique que par la présence d’une surface de prélèvement qui englobe totalement l’élément
rayonnant. Cette surface de prélèvement permet le stockage du champ proche rayonné par
l’antenne sans son environnement, appelé aussi rayonnement primaire.
2.2.2 Deuxième étape
La seconde étape DG-FDTD permet de prendre en compte les couplages intervenant
entre l’antenne et son environnement d’implantation (cette fois, les éléments diffractants,
qui n’étaient pas représentés dans la première étape, sont considérés). Cette seconde étape,
apportant une information complémentaire, intervient une fois la première étape terminée.
L’excitation du volume FDTD associé à cette seconde étape, est réalisée par l’intermé-
diaire d’une surface d’excitation de type “Outside” basée sur le principe de décomposition
champ total / champ diffracté [10]. Ainsi, le champ incident prélevé lors de la première étape
éclaire l’environnement d’implantation de l’antenne. Le champ diffracté résultant des inter-
actions du champ incident avec l’environnement se propage dans tout le volume, y compris
à l’intérieur de la surface d’excitation. Le générateur de l’antenne est donc remplacé par une
charge adaptée. Il est important de noter que les surfaces de prélèvement et d’excitation, ont
la même taille et sont placées de la mêmemanière vis-à-vis de l’antenne.
La résolution spatiale adoptée lors de la seconde étape est liée à la représentation de l’en-
vironnement électromagnétique de l’antenne. Elle doit malgré tout permettre une descrip-
tion approchée de l’antenne d’émission afin que les principales interactions entre l’antenne
et son environnement soientmodélisées correctement. Cela permet enparticulier de prendre
en compte l’effet du champ diffracté sur l’impédance d’entrée de l’antenne. De plus, afin de
limiter la dispersion numérique 3, la résolution ne doit pas être inférieure à λmin10 . Ce point
particulier sera abordé à la fin de ce chapitre.
De même que pour la première étape, le pas d’échantillonnage temporel utilisé ici dé-
pend de la résolution spatiale et doit satisfaire le critère de stabilité. De plus, la durée d’ob-
2. Le pas d’échantillonnage temporel dt doit garantir la stabilité de l’algorithme FDTD. La garantie de cette
stabilité dépend directement des paramètres d’échantillonnage spatial (dx,dy,dz). Elle est rendue possible en
respectant la condition définie par [96] : dt ≤ 1
v
√
( 1dx )
2+( 1dy )2+( 1dz )2
= dtmax où v représente la vitesse maximale
de propagation de l’onde dans le volume de calcul.
3. Le phénomène de dispersion numérique, consécutif à la discrétisation spatiale et aux approximations par
différences finies, se traduit généralement par une distorsion du signal et une atténuation de l’onde qui se pro-
page [10].
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servation est choisie de manière à ce que toute l’énergie électromagnétique soit évacuée à
la fin de la simulation. On remarque que généralement la durée d’observation de la seconde
étape est supérieure à la première.
2.2.3 Conclusion
La FDTDàdouble grille permet d’évaluer les performances d’une antenne enprésence de
son environnement en calculant demanière précise le rayonnement primaire de l’antenne et
en prenant en compte grossièrement les couplages entre les différents éléments du volume
de simulation. De plus, laméthode reste stable puisque le pas temporel de chaque simulation
est choisi de manière à respecter le critère de stabilité. Un intérêt majeur de l’approche DG-
FDTD réside dans la possibilité de réutiliser l’information électromagnétique stockée lors de
la première étape dans de nouvelles configurations d’environnement (variation de la position
d’une antenne sur une plate-forme, changement de plate-forme).
Cependant, la méthode DG-FDTD telle que présentée plus haut n’est pas adaptée à la si-
mulation de structures présentant un rapport d’échelle très important entre l’élément rayon-
nant et son environnement d’intégration. Pour résoudre ce problème, C.Miry a proposé dans
sa thèse [9] une extension de la DG-FDTD à plus de deux niveaux de résolution.
La DG-FDTD multiniveau reprend le principe de la DG-FDTD venant d’être présentée.
Ces deux méthodes ne diffèrent finalement que par la possibilité d’utiliser une surface de
prélèvement DG-FDTD ainsi qu’une surface d’excitation au sein du même volume de simu-
lation. Le scénario global peut ainsi être décomposé en autant d’étapes que nécessaire. Il
suffit alors d’agrandir à chaque étape le volume à simuler tout en relâchant progressivement
le maillage.
La DG-FDTD et son extension la DG-FDTDmultiniveau permettent d’étendre le volume
simulable de manière rigoureuse par la méthode FDTD en adaptant le maillage aux phéno-
mènes électromagnétiques à modéliser. Malgré tout, lors de la dernière étape, ces approches
restent soumises aux contraintes énoncées plus haut (dispersion et description des éléments
du volume entre autres). Le maillage ne peut donc pas être relâché indéfiniment. Il existe
donc un volumemaximal, dépendant des ressources informatiques disponibles, au-delà du-
quel il n’est plus possible d’utiliser l’approcheDG-FDTD. Le paragraphe suivant se concentre
sur cet aspect.
2.3 Domaine d’utilisation de l’approche DG-FDTD
Le caractèremulti-échelle de l’approcheDG-FDTDpermet d’étendre le champ des struc-
tures simulables avec laméthode FDTD.Cependant, les dimensions électriques duplus grand
volume pouvant être simulé par la DG-FDTD restent essentiellement fixées par des contrain-
tes liées à la FDTD classique. Ce paragraphe vise à estimer le “plus grand volume simulable”
afin de définir les frontières du domaine d’application de la méthode. Cette estimation étant
intimement liée aux ressources informatiques disponibles, on précise que l’étude présentée
ici prend commehypothèse l’utilisation d’une station de calcul standard (utilisation d’un seul
cœur sur un processeur six cœurs cadencé à 2.4 GHz avec 48 Go de RAM disponibles).
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2.3.1 Étude théorique du “plus grand volume simulable”
2.3.1.1 Cadre de l’étude
La détermination d’un “plus grand volume simulable” passe par le calcul du nombre
maximal de cellules pouvant être considéré dans un seul volume FDTD. La définition de plu-
sieurs hypothèses de travail, constituant le cadre de l’étude, est alors nécessaire pour mener
le calcul.
Tout d’abord, afin de déterminer la borne supérieure du “plus grand volume de simula-
tion”, on s’appuie sur un volume FDTD le plus simple possible, c’est-à-dire un volume n’im-
pliquant aucun traitement spécifique pouvant ralentir alourdir les besoins en ressources in-
formatiques (condition PEC 4, surfaces liées à la DG-FDTD, surface de Huygens pour le cal-
cul du champ lointain par exemple). On choisit ainsi de travailler à partir d’un volume FDTD
canonique (Figure 2.3) constitué d’un cube d’air contenant N ×N ×N = N3 cellules utiles
entouré d’une couche de cellules absorbantes (PML) sur une épaisseur de dix cellules.
D’autre part, pour déterminer le nombre maximal de cellules simulables, nous devons
au préalable fixer un facteur limitant pour la simulation. Du point de vue des ressources in-
formatiques, deux aspects peuvent être pris en compte : l’espace mémoire et le temps de
simulation. Nous choisissons ici de considérer le temps de simulation comme facteur limi-
tant de notre étude. Aussi, nous fixons arbitrairement la durée maximale d’une simulation à
5 jours. On vérifiera a posteriori que la contrainte en matière de mémoire RAM est respectée.
2.3.1.2 Nombremaximal de cellules utiles
Afin de déterminer le nombre maximal de cellules simulables, il est nécessaire de relier
le temps de simulation au nombre de cellules dans le volume utile. On suppose alors que
la durée d’observation de la simulation FDTD correspond à dix fois la durée nécessaire à
l’onde pour parcourir la plus grande dimension du volume. Sauf cas de résonance particulier,
cette hypothèse assure que la durée d’observation est suffisamment longue pour modéliser
les différents phénomènes électromagnétiquesmis en jeu. Le temps de simulation s’exprime
donc de la manière suivante :
Tobs =
10
p
3N ×dn
c
(2.1)
avec c la vitesse de la lumière dans le vide, N le nombre de cellules sur une arête du volume
utile et dn la dimension d’une cellule FDTD élémentaire (supposée cubique). On exprime
maintenant le nombre d’itérations temporelles Nbi ter de la simulation FDTD :
Nbi ter =
Tobs
dt
(2.2)
où dt est le pas de discrétisation temporel fixé par le critère de stabilité évoqué plus haut. dt
est alors donné par la formule suivante :
4. Perfect Electric Conductor
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FIGURE 2.3 – Volume FDTD canonique utilisé pour les calculs.
dt = 0,95 dn
c
p
3
(2.3)
On peut donc exprimer Nbi ter :
Nbi ter =
30N
0,95
(2.4)
Le temps de simulation d’une cellule dans les PMLs étant différent de celui correspon-
dant à une cellule dans le volume utile nous devons calculer le nombre de cellules dans les
PMLs (Nbcel lulesPML ) avant d’exprimer la durée totale d’une simulation. Le nombre de cel-
lules contenues dans les PMLs, couche d’une épaisseur de 10 cellules, pour un volume utile
cubique mesurant N cellules élémentaires cubiques de côté, s’exprime par :
Nbcel lulesPML = 20× [N2+N (N +20)+ (N +20)2] (2.5)
Enfin, le temps total de simulation du volume FDTD canonique est donné par la relation
suivante :
Tsimu =Nbi ter [Nbcel lulesuti le ×Tcel luleuti le +Nbcel lulesPML ×Tcel lulePML ] (2.6)
où Nbcel lulesuti le est le nombre de cellules utiles dans le volume FDTD, Tcel lulesuti le le temps
de calcul par itération pour une cellule du volume utile et Tcel lulesPML le temps de calcul par
itération pour une cellule des PMLs. Les temps de simulation élémentaires sont déterminés
préalablement sur des volumes FDTD spécifiques.
Tcel luleuti le = 6,85 10−8 secondes et Tcel lulePML = 1,28 10−7 secondes (2.7)
Les temps de simulation par cellule donnés ici correspondent au temps de simulationmi-
nimaux. Ceci sous entend qu’aucun traitement spécifique n’est appliqué aux cellules FDTD
en question. Cela signifie par exemple que les cellules ne présentent pas de caractéristiques
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diélectrique ou métallique et qu’elles n’appartiennent pas à une surface virtuelle (surface
d’excitation/prélèvement DG-FDTD, surface de Huygens).
En introduisant les relations 2.4, 2.5 et 2.7 dans 2.6 on aboutit à la relation suivante reliant
le temps total de simulation, en secondes, au nombre de cellules utiles sur l’arête du volume
FDTD canonique :
Tsimu =
30N
0,95
[N3×6,85 10−8+20× [N2+N (N +20)+ (N +20)2]×1,28 10−7] (2.8)
En résolvant l’équation 2.8 avec Tsimu = 4,32×105s (5 jours), on obtient le nombremaxi-
mal de cellules utiles sur une arête (Nmax = 640).
Par conséquent, on est enmesure de simuler aumaximum6403 = 262millions de cellules
dans un seul volume FDTD. En adoptant le maillage le plus grossier possible au regard du
critère de dispersion numérique, soit dn = λmin10 , ce résultat conduit à un cube de 64 λmin de
côté.
Enfin, on vérifie qu’avec 27,735 Go de RAMutilisé sur les 48 Go disponibles, la simulation
du scénario canonique considéré à la Figure 2.3 avec N = 640, rentre dans les spécifications
données en matière de ressources mémoire.
2.3.2 Exemples de plus grands domaines simulables
Afin d’illustrer ce résultat, on présente dans la suite de ce manuscrit trois exemples de
plus grands domaines simulables en bande S, X et Ka dans un contexte spatial. On s’ap-
puie pour cela sur la structure décrite Figure 2.4 et mettant en scène un satellite. Celui-ci
comprend un bus (1,75 m×1,7 m×1,85 m) sur lequel on considère trois types d’antennes
couramment utilisées : une antenne de télémétrie fonctionnant en bande S, une antenne
fonctionnant en bande X et enfin deux antennes multifaisceaux à réflecteur évoluant dans la
bande Ka. Deux panneaux solaires de 4,5 m de long sont également fixés au bus pour four-
nir l’énergie nécessaire au fonctionnement du satellite. Finalement, le satellite pris dans sa
globalité correspond à une structure de 11,5m×2,5m×4,5m.
2.3.2.1 Bande S
On s’intéresse tout d’abord à la modélisation du scénario en bande S en considérant une
fréquence d’étude de 2,5 GHz. A cette fréquence, la longueur d’onde dans le vide λ2,5GHz
représente 12 cm :
λ2,5GHz =
3×108
2,5×109 = 12 cm (2.9)
En considérant une résolution grossière pour le maillage FDTD, ceci correspond à des
cellules élémentaires de dimension dn = λmin10 = 1,2 cm.
La modélisation du satellite complet passe par l’analyse d’un volume parallélépipédique
de 11,5 m× 2,5 m× 4,5 m. En adoptant la résolution grossière mentionnée plus haut, cela
conduit à analyser un volume d’environ 104 millions de cellules élémentaires (1000×250×
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FIGURE 2.4 – Structure canonique utilisée pour les évaluations de tailles maximales simu-
lables
27 = 1,04525×108). Or, d’après les résultats du paragraphe 2.3.1.2, il est possible de simuler
jusqu’à 262 millions de cellules FDTD.
On peut donc envisager d’analyser rigoureusement, grâce à la DG-FDTD, une antenne
hélice de télémétrie positionnée sur la face Terre du satellite en prenant en compte l’en-
semble de son environnement d’intégration (Figure 2.5). Le scénario de simulationDG-FDTD
pourrait se décomposer de la manière suivante :
– Une première simulation avec un maillage fin ( λ100 voire plus fin) de l’antenne hélice
seule dans un volume FDTD de 12 cm×12 cm×60 cm soit en longueur d’onde λ0×
λ0×6λ0 à f0 = 2,5GHz.
– Une seconde simulation de l’antenne sur le satellite complet.
2.3.2.2 Bande X
On change maintenant de bande de fréquence pour se placer en bande X. La longueur
d’onde associée à la fréquence maximale de 12 GHz utilisée par cette gamme de fréquence
est de 2,5 cm.
λ12GHz =
3×108
12×109 = 2,5 cm (2.10)
Si l’on garde l’hypothèse d’unmaillage en λ10 cela signifie que l’on discrétise l’espace avec
des cellules de 2,5mmde côté. Le nombremaximal de cellules calculé plus haut permet alors
de modéliser un volumemesurant 1,8m×1,8m×1m. Imaginons que l’on souhaite étudier
le rayonnement in situ de l’antenne cornet à piège servant à la transmission de données, le
volume maximal permet dans ce cas la modélisation de l’antenne avec l’ensemble de la face
terre du satellite, en incluant les arêtes du bus (Figure 2.5).
Le schéma de décomposition de la simulation DG-FDTD pourrait être le suivant : une
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simulation finemaillée en λ50 de l’antenne cornet isolée puis une seconde simulation relâchée
de la face terre du satellite.
2.3.2.3 Bande Ka
On s’intéressemaintenant au “plus granddomaine simulable” avec laDG-FDTDenbande
Ka. La fréquence maximale à considérer pour cette bande de fréquence est fmax = 31 GHz.
La longueur d’onde dans le vide correspondant à cette fréquence vaut environ 9,68 mm
ce qui implique une résolution d’au minimum 0,968 mm avec le maillage le plus grossier.
Le nombre maximal de cellule déterminé précédemment nous permet de simuler avec ce
maillage un volume de 75 cm×75 cm×40 cm. Ce volume peut permettre de modéliser un
bloc source, i.e. un ensemble de sources primaires, pour une antennemulti-faisceaux (Figure
2.5).
2.3.3 Bilan de l’étude sur le “plus grand volume simulable”
Dans ce paragraphe, nous avonsmené une étude afin de déterminer les limites d’applica-
tion de la DG-FDTD enmatière de dimensions de structure simulable. Cette étude amontré,
qu’avec les ressources informatiques disponibles, il est possible de simuler un volume de 262
millions de cellules FDTD élémentaires. D’un point de vue dimensions électriques, ceci cor-
respond à un cube de 62λ de côté lorsqu’un maillage grossier ( λ10 ) est utilisé.
Ce résultat a ensuite été illustré dans un contexte spatial au travers de trois exemples.
Nous avons ainsi montré, en fonction de la fréquence considérée, les éléments qu’il est en-
visageable de modéliser avec la DG-FDTD. Il ressort notamment de cette étude que la DG-
FDTD permet la simulation d’un problème complet d’antenne sur plate-forme satellite jus-
qu’en bande S (2 GHz). Au-delà, les ressources informatiques disponibles ne permettent de
simuler qu’une partie de l’environnement d’implantation.
La suite de ce chapitre présente l’analyse, avec la DG-FDTD, d’un scénario concret d’an-
tenne spatiale environnée.
2.4 Application de la DG-FDTD à l’analyse d’un scénario d’antenne
spatiale environnée.
2.4.1 Introduction
On propose dans ce paragraphe d’appliquer la DG-FDTD à lamodélisation d’un cas con-
cret d’antenne spatiale environnée. Ce scénario, proposé par le CNES 5, est décrit sur la Fi-
gure 2.6. Il consiste en une antenne TMI 6 installée sur un plan demasse infini et positionnée
à proximité d’un grand objet métallique en rotation.
L’objectif de l’étudemenée dans ce paragraphe est double. Il s’agit tout d’abord d’évaluer
la capacité de la DG-FDTD à analyser un scénario concret d’antenne environnée dont les
5. Centre National d’Etudes Spatiales, l’agence française de l’espace
6. Télé-Mesure Image
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FIGURE 2.5 – Plus grands domaines d’utilisation de la DG-FDTD pour les trois cas étudiés en
bande S, X et Ka
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dimensions dépassent significativement celles rencontrées dans les travaux cités précédem-
ment (scénario de dimension supérieure à 10λmin). On entend également utiliser cette étude,
sur un cas concret, pour valider les calculs effectués dans la partie théorique précédente. Ces
deux objectifs sont présentés plus en détail ci-dessous.
2.4.1.1 Premier objectif : Test des capacités de la DG-FDTD
Le premier objectif de cette étude est donc d’évaluer la capacité de la DG-FDTD à ana-
lyser un scénario d’antenne environnée concret et de grandes dimensions. L’évaluation des
capacités de la méthode est réalisée à travers le calcul du rayonnement de l’antenne TMI
environnée sur la bande de fréquence [7 ;12] GHz (bande X). La résolution de ce problème
électromagnétique présente ainsi plusieurs contraintes intéressantes pour tester les perfor-
mances de la méthode :
– un caractère fortement multi-échelle,
– un aspect large bande (bande passante relative = 60%),
– des dimensions électriques importantes (> 10λmin),
– un environnement proche complexe.
2.4.1.2 Second objectif : validation des calculs de “plus grand domaine simulable”
Comme annoncé plus haut, le second objectif concerne la validation des calculs de la
partie théorique précédente. Dans cette optique, on propose tout d’abord de positionner le
scénario décrit sur la Figure 2.6 par rapport au volume maximal simulable par la DG-FDTD
qui vient d’être calculé.
Tel qu’indiqué sur la Figure 2.6, l’antenne avec l’élément diffractant s’intègre globalement
dans un volume de 1,5 m×1,5 m×0,4 m. A la fréquence maximale d’étude, ici 12 GHz, celui-
ci mesure 60λmin ×60λmin ×14λmin . En se basant sur la discrétisation de ce volume par un
maillage grossier en λ10 , on aboutit à un volume FDTD d’environ 57,6 millions de cellules
utiles. Notons que cette valeur est inférieure à la limite théorique de 262 millions de cellules
calculée dans le paragrapheprécédent. Ce scénario, bien quededimensions relativement im-
portantes, est donc a priori simulable dans la limite des ressources informatiques que nous
nous sommes fixés dans ce chapitre (à savoir un maximum de 5 jours de simulation et 48 Go
de RAM).
On peut ensuite estimer unminorant du temps de simulation nécessaire pour analyser ce
volume FDTD. Ce temps estimé pourra être ensuite comparé au temps de simulation effectif
de la dernière étape DG-FDTD afin de valider les calculs effectués dans la partie théorique
précédente (paragraphe 2.3.1).
Pour ce faire, on repart de la formule 2.8 donnée au paragraphe précédent. Il est alors
nécessaire de calculer au préalable le nombreN de cellules sur un côté du volume canonique
cubique conduisant à un volume d’environ 57,6 millions de cellules utiles. Ce nombre N est
donné par :
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FIGURE 2.6 – Description du cas d’étude.
N = ⌊ 3
√
57,6×107 = 386 (2.11)
L’application de la formule 2.8 avec N = 386 donne un temps de calcul d’environ 17
heures et 25 minutes.
Après avoir détaillé les objectifs de cette étude, la suite de ce paragraphe présente l’ana-
lyse, avec la DG-FDTD, de l’antenne TMI dans son environnement d’intégration. Nous débu-
tons cette analyse par la modélisation de l’antenne seule sur un plan de masse infini.
2.4.2 Modélisation de l’antenne TMI seule
L’antenne TMI, décrite Figure 2.7, a été conçue par le CNES afin d’obtenir un diagramme
de rayonnement iso-flux et une polarisation circulaire. Elle est constituée d’un guide d’onde
circulaire chargé par quatre anneaux concentriques. Les paramètres géométriques de l’an-
tenne ont été optimisés à la fréquence de fonctionnement f0 = 8,3 GHz afin d’obtenir par
exemple un taux d’ellipticité inférieur à 6 dB pour des angles θ allant de -60° à +60°.
2.4.2.1 Mise en oeuvre de la simulation FDTD
La simulation FDTD mise en place pour analyser l’antenne TMI seule (Figure 2.8(a))
amène plusieurs remarques.
Tout d’abord, la représentation de ce type de structure à géométrie de révolution, à l’aide
d’une grille cartésienne, implique une discrétisation fine “en marche d’escalier” pour traiter
avec précision les surfaces courbes de l’antenne [97]. Une résolution fine est également né-
cessaire afin de respecter les paramètres géométriques de l’antenne (profondeurs et largeurs
des anneaux par exemple). Ici, les tests effectués sur le niveau de résolution nous ont conduit
à choisir un maillage en λ050 pour étudier cette antenne.
Précisons ensuite que la simulation se base sur une excitation en polarisation linéaire (et
non circulaire) selonOx (Figure 2.8(b)) car seul ce type d’excitation est représentable dans le
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FIGURE 2.7 – Description de l’antenne TéléMesure Image.
domaine temporel. Les paramètres en polarisation circulaire peuvent être obtenus par post-
traitement, à une fréquence donnée, en reconstruisant la polarisation souhaitée à partir de
deux polarisations linéaires en quadrature de phase.
D’autre part, la simulation considère l’antenne sur un plan de masse infini en prolon-
geant, dans les PMLs, le plan de masse situé au dessous des anneaux.
Ensuite, le guide d’onde alimentant l’antenne est choisi suffisamment long pour que,
d’une part, le mode fondamental TE11 7 s’établisse et que, d’autre part, les éventuels modes
d’ordres supérieurs s’évanouissent. Notons également que ce guide d’onde se termine à son
extrémité inférieure par un plan de masse et que la source d’excitation en polarisation li-
néaire est placée à distance λg /4 de ce plan de masse, où λg désigne la longueur d’onde
guidée à la fréquence f0 = 8,3GHz.
Enfin, on peut remarquer que la modélisation du guide d’onde servant à alimenter l’an-
tenne conduit à une zone de sur-échantillonnage entre les deux plans demasse. Il serait pos-
sible de s’affranchir de ce problème en excitant l’antenne, au niveau du plan de masse supé-
rieur, par une surface d’excitation délivrant le mode fondamental TE11 du guide circulaire.
2.4.2.2 Rayonnement de l’antenne TMI isolée
On s’intéresse ici au diagramme de rayonnement de l’antenne isolé ainsi qu’à son taux
d’ellipticité sur la bande [7 ;12] GHz (Figure 2.9).
7. Transverse Électrique
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(a) Modélisation FDTD de l’antenne isolée. (b) Modélisation FDTD vue de dessus.
FIGURE 2.8 – Discrétisation FDTD de l’antenne.
Notons que la représentation graphique adoptée pour les diagrammes de rayonnement
présentés dans ce manuscrit est celle du module du champ total, ou des composantes de
champ Eθ et Eφ, normalisée en directivité. Le détail de cette normalisation est présentée en
annexe A. Dans ce paragraphe, les diagrammes de rayonnement présentés considèrent le
module du champ total normalisé en directivité.
L’observationdes diagrammesde rayonnement sur les Figures 2.9(a), 2.9(b) et 2.9(c)mon-
tre une évolution significative de la directivité sur la bande de fréquence considérée. Ceci est
cohérent avec la variation des dimensions électriques de l’antenne avec la fréquence.
On considère à présent le taux d’ellipticité (Figure 2.9(d)). Les diagrammes présentés ici
sont reconstruits par post-traitement à partir du fichier de champ lointain correspondant à
l’excitation en polarisation linéaire selon Ox (exploitation de la symétrie de révolution de
l’antenne). On vérifie sur le diagramme à la fréquence f0 = 8,3 GHz que le taux d’ellipticité
est bien inférieur à 6 dB. De plus, on observe de nouveau une évolution significative du taux
d’ellipticité en fonction de la bande de fréquence.
2.4.3 Modélisation de l’antenne TMI environnée
On considère à présent l’antenne TMI dans son environnement d’intégration. On rap-
pelle que l’antenne, placée sur un plan demasse infini, est positionnée à proximité d’un objet
métallique diffractant (Figure 2.6). De plus, cet objet, décrit en détail sur la Figure 2.10, peut
tourner sur lui-même à la manière d’une antenne radar maritime.
A partir de ce problème EM évolutif dans le temps, nous avons défini deux scénarios dis-
tincts (Figure 2.11) correspondant à deux positions possibles de l’élément diffractant :
– Configuration 1 : l’élément diffractant est parallèle à l’axe (Ox). Le volume de calcul
FDTD est matérialisé en pointillé bleu. Dans cette configuration le volume FDTD me-
sure 58λmin ×42λmin ×12λmin à la fréquence maximale fmax = 12 GHz.
– Configuration 2 : l’élément diffractant est pivoté d’un angle φ′ = 45 degrés. Dans cette
configuration le volumeFDTD,matérialisé enpointillé rouge,mesure 55λmin×55λmin×
12λmin à la fréquence maximale fmax = 12 GHz.
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FIGURE 2.9 – Diagrammes de directivité du champ total et taux d’ellipticité de l’antenne TMI
sans son environnement d’intégration à 7 GHz, 8,3 GHz ( f0) et 12 GHz.
2.4.3.1 Décomposition DG-FDTD de la simulation
Intéressons nousmaintenant au schéma de décomposition DG-FDTD utilisé pour analy-
ser l’antenne dans les deux configurations d’environnement présentées sur la Figure 2.11.
Telle que décrite sur la Figure 2.12, la résolution du problème s’effectue en deux étapes
successives. La première étape permet de caractériser précisément l’antenne TMI à l’aide
d’un maillage fin en λmin50 . Quant à la seconde, elle modélise le rayonnement de l’antenne en
prenant en compte son environnement d’intégration avec unmaillage relâché en λmin10 .
Lors de la première étape, modélisant précisément l’antenne seule, la surface de prélève-
ment permet de recueillir puis stocker le champ primaire de l’antenne qui servira à exciter
le volume FDTD de l’étape suivante. Comme indiqué sur la figure 2.12 la surface est cen-
trée sur l’antenne et composée de cinq faces disposées sur un plan de masse infini. Enfin,
les paramètres de l’antenne TMI ne changeant pas entre les différentes configurations, on
peut utiliser le même rayonnement primaire pour exciter les deux configurations de volume
FDTD.
Le volume FDTD de la deuxième étapemodélise l’antenne avec son environnement d’in-
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(a) Vue de face
(b) Vue de dessus
FIGURE 2.10 – Élément diffractant
FIGURE 2.11 – Schéma des configurations d’intégration de l’antenne TMI
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FIGURE 2.12 – Décomposition DG-FDTD du problème
1ère étape 2ième étape
Pas spatial
dx = dy = dz 0,5 mm 2,5 mm
Pas temporel
dt 0,914 ps 4,571 ps
Observation
Tobs 40 ns config. 1 : 115 ns
config. 2 : 125 ns
Volume FDTD
Nx ×Ny ×Nz 600×600×190 config. 1 : 580×420×140
config. 2 : 550×550×140
TABLE 2.1 – Paramètres DG-FDTD pour l’étude des deux configurations d’environnement.
tégration dans un maillage grossier en λmin10 . Comme mentionné dans le paragraphe 2.2.2, la
représentation, bien que grossière, de l’antenne TMI permet de prendre en compte les cou-
plages retours entre l’antenne et son environnement. De plus, l’utilisation d’unmaillage relâ-
ché permet de réduire les ressources informatiques nécessaires au calcul. A titre d’exemple, la
simulation FDTD fine du problème dans sa globalité impliquerait un volume FDTD de plus
de 5 milliards de cellules FDTD, nécessitant plus de 300 Go de RAM et environ 11 mois et
demi de calcul sur notre machine 8.
Le tableau 2.1 présente les paramètres de simulation des deux étapes DG-FDTD pour
chaque configuration d’environnement.
8. Station de Travail Dell precision T5500. Processeur : Intel Xeon GenuineIntel family E5645 (un seul cœur
utilisé sur les six disponibles) cadencé à 2,4 GHz. Mémoire vive : 48 Go RAM
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2.4.3.2 Rayonnement de l’antenne TMI environnée
Dans ce paragraphe, on s’intéresse au rayonnement de l’antenne pour les deux configu-
rations d’environnement décrites plus haut (Figure 2.11). Les diagrammes de directivité sur
le champ total obtenus, avec la DG-FDTD, pour la première puis la seconde configuration
d’environnement sont respectivement présentés dans les Figures 2.13 et 2.14.
– Configuration d’environnement 1 : Dans le plan φ= 45°, la comparaison avec les dia-
grammes de l’antenne isolée montre que l’élément diffractant perturbe le rayonne-
ment de l’antenne TMI. Plus précisément, on observe une chute brutale du niveau de
directivité pour des angles θ compris entre +65° et +90°. Celle-ci est caractéristique du
phénomène de masquage induit par la présence de l’élément diffractant.
Dans le plan φ = 90°, l’influence de l’antenne n’est pas significative. Les diagrammes
de l’antenne isolée et de l’antenne environnée se confondent pratiquement quelle que
soit la fréquence. Notons que sur les diagrammes à 12 GHz (cf. figures 2.13(e) et 2.13(f))
on remarque de faibles oscillations parasites.
– Configuration d’environnement 2 : Dans le plan φ= 45°, le rayonnement de l’antenne
est perturbé de façon significative par l’objet métallique situé à proximité (cf. figures
2.14(a), 2.14(c), 2.14(e)). On identifie de nouveau sur les diagrammes un cône angu-
laire allant de +50° à +90° à l’intérieur duquel la directivité chute brutalement. Ceci
est dû une nouvelle fois au phénomène de masquage. Toujours dans le plan φ = 45°,
on observe des oscillations importantes dans un cône angulaire allant de −65° à −90°.
Ces oscillations sont la conséquence d’interférences entre le rayonnement direct et le
champ diffracté par l’objet métallique. Enfin, nous observons de nouveau des oscilla-
tions parasites sur les diagrammes de rayonnement calculés à 12 GHz.
Dans le plan φ= 90°, les remarques faites pour la première configuration s’appliquent
également.
2.4.3.3 Temps de simulation et validation des calculs de “plus grand domaine simulable”
Les temps de simulations associés aux simulations de l’antenne dans les deux environ-
nements d’intégration étudiés sont donnés dans le tableau 2.2. On constate que la première
étape de la DG-FDTD représente une part importante du temps de simulation globale. La
durée de cette simulation pourrait être considérablement réduite en supprimant la modéli-
sation du guide d’onde alimentant l’antenne. En effet, la représentation de cet élément dans
la simulation conduit à une zone de sur- échantillonnage importante (cf. paragraphe 2.4.2.1).
Les temps de calcul de l’étape 2 indiqués dans le tableau 2.2 (19h 4 pour la configuration
1 et 24h 31 pour la configuration 2) peuvent être comparés à l’estimation du temps de simu-
lation de la dernière étape DG-FDTD donnée en introduction de ce paragraphe, à savoir 17
heures et 25minutes. On observe que l’ordre de grandeur entre l’estimation du temps de cal-
cul et les temps de simulation effectifs pour l’étape 2 est respecté. L’écart entre l’estimation
et les valeurs effectives de simulation a de multiples origines.
Tout d’abord, on rappelle que cette estimation se base sur la formule 2.8 donnant le temps
52 CHAPITRE 2. LA DUAL-GRID FDTD (DG-FDTD) ET SES LIMITES
−90 −60 −30 0 30 60 90
−20
−15
−10
−5
0
5
10
15
θ (degre´s)
 
 
D
ir
ec
ti
v
it
e´
(d
B
)
Antenne isole´e
Antenne environne´e
(a) plan φ= 45°, 7 GHz
−90 −60 −30 0 30 60 90
−20
−15
−10
−5
0
5
10
15
$\theta$ (degr\’es)
D
ir
ec
ti
v
it
e´
(d
B
)
 
 
Antenne isole´e
Antenne environne´e
(b) plan φ= 90°, 7 GHz
−90 −60 −30 0 30 60 90
−20
−15
−10
−5
0
5
10
15
θ (degre´s)
D
ir
ec
ti
v
it
e´
(d
B
)
 
 
Antenne isole´e
Antenne environne´e
(c) plan φ= 45°, 8,3 GHz
−90 −60 −30 0 30 60 90
−20
−15
−10
−5
0
5
10
15
θ (degre´s)
D
ir
ec
ti
v
it
e´
(d
B
)
 
 
Antenne isole´e
Antenne environne´e
(d) plan φ= 90°, 8,3 GHz
−90 −60 −30 0 30 60 90
−20
−15
−10
−5
0
5
10
15
θ (degre´s)
D
ir
ec
tv
it
e´
(d
B
)
 
 
Antenne isole´e
Antenne environne´e
(e) plan φ= 45°, 12 GHz
−90 −60 −30 0 30 60 90
−20
−15
−10
−5
0
5
10
15
θ (degre´s)
D
ir
ec
ti
v
it
e´
(d
B
)
 
 
Antenne isole´e
Antenne environne´e
(f) plan φ= 90°, 12 GHz
FIGURE 2.13 – Comparaison des diagrammes de directivité du champ ~E total de l’antenne
TMI isolée et environnée (configuration 1).
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FIGURE 2.14 – Comparaison des diagrammes de directivité du champ ~E total de l’antenne
TMI isolée et environnée (configuration 2).
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Etape 1 Etape 2
Temps de simulation 62h 26min config. 1 : 19h 04min
config. 2 : 24h 31min
TABLE 2.2 – Temps de simulation nécessaires à l’analyse de l’antenne TMI en présence de son
environnement d’intégration.
de simulation pour un volume de calcul canonique de forme cubique entouré de PMLs. Or,
lors de l’analyse de l’antenne TMI environnée, la seconde étape de la DG-FDTD s’appuie sur
des volumes de formeparallélépipédique entourés de PMLs sur cinq faces uniquement. Nous
avons donc été amené à définir un cube canonique “équivalent” présentant lemêmenombre
de facettes dans le volume utile.
Ensuite, le temps de simulation par cellule utile donné dans l’équation 2.7 correspond au
temps de calcul minimal associé à une cellule FDTD. Ainsi, il ne prend pas en compte le coût
supplémentaire en ressources engendré par l’utilisation d’une surface d’excitationDG-FDTD
ainsi qu’une surface de Huygens.
Néanmoins, le bon accord entre l’estimation donnée à partir de la formule 2.7 et les temps
de simulation effectifs valide les calculs effectués dans la partie théorique.
2.4.4 Problèmes liés à lamodélisation FDTD dans de très grands volumes
Lors du calcul des diagrammes de rayonnement de l’antenne TMI environnée (Figures
2.13 et 2.14) nous avons identifié de faibles oscillations rapides qui ne semblent pas prove-
nir du couplage avec l’objet diffractant. On peut remarquer que ces diagrammes, présentant
des oscillations “parasites”, ont été obtenus en utilisant des volumes FDTD de grandes di-
mensions dont le niveau de maillage correspond à la limite fixée par le critère de dispersion
(λmin10 ). Ces oscillations pourraient être causées par le phénomène de dispersion.
On souhaite, avec ce paragraphe, approfondir cette hypothèse. De manière plus géné-
rale, on entend également illustrer les problèmes posés par l’utilisation d’unmaillage grossier
dans un volume FDTD de grandes dimensions.
2.4.4.1 Définition d’un cas d’étude simplifié
Afin de déterminer l’origine des oscillations parasites, on considère un scénario cano-
nique avec les mêmes conditions de simulation que lors de la deuxième étape de la simula-
tion DG-FDTD de l’antenne TMI environnée. Ce scénario, décrit sur la Figure 2.15, corres-
pond à un monopôle sur un plan de masse. Comme dans le cas précédent, la modélisation
s’effectue sur la bande [7 ;12] GHz. Le volume asymétrique offre suivant sa longueur une dis-
tance de propagation importante (40 λmin environ), comparable à celle rencontrée lors de
la seconde étape DG-FDTD du cas précédent. On applique également les mêmes niveaux de
résolution spatiale (λmin10 ) et temporelle qu’auparavant.
Ici, nous cherchons en particulier à vérifier si le phénomène de dispersion numérique est
à l’origine des oscillations observées dans les diagrammes précédents. Aussi, on définit deux
autres scénarios (Figure 2.16) dans le but de mettre en évidence les effets de la dispersion
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FIGURE 2.15 – Présentation du problème simplifié considéré pour l’étude du phénomène de
dispersion.
numérique. Avant de définir plus précisément ces scénarios, on rappelle que ce phénomène
apparaît dans les volumes de grandes dimensions à la faveur d’un maillage trop relâché [10].
Le deuxième scénario défini (Figure 2.16(b)) est identique au premier à l’exception du ni-
veau de maillage que l’on choisit deux fois plus fin (λmin25 ). Par conséquent, si des différences
apparaissent, nous pourront les attribuer au phénomène de dispersion. Notons que ce scé-
nario, tout comme le premier, présente une dimension importante suivant un seul axe. Cette
forte asymétrie présente deux avantages. Tout d’abord, cela permet une réduction des res-
sources informatiques nécessaires au calcul. Ensuite, ceci nous permet de considérer, pour
un même niveau de maillage, deux distances de propagation très différentes. Or on sait que
la distance est un paramètre important dans l’apparition du phénomène de propagation.
Enfin, le troisième scénario (Figure 2.16(c)) est défni dans le but de disposer d’une réfé-
rence de comparaison. Ce scénario modélise le même problème que les deux précédents, à
savoir un monopôle sur un plan de masse infini. Cependant, ce scénario possède un volume
de calcul de petites dimensions et est maillé finement (λmin50 ). Ainsi, il adopte des conditions
de simulation qui empêchent l’apparition du phénomène de dispersion.
Notons que les trois simulations mises en place devraient, en théorie, donner les mêmes
diagrammes de rayonnement puisqu’elles modélisent le même problème physique.
2.4.4.2 Analyse des résultats
Les diagrammes de rayonnement obtenus à partir des trois simulations FDTD décrites
précédemment sont présentés à la figure 2.17. Les trois cas étudiés donnent sensiblement
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(a) Simulation FDTD 1.
(b) Simulation FDTD 2.
(c) Simulation FDTD 3.
FIGURE 2.16 – Volume FDTD utilisés pour l’étude du phénomène de dispersion. (a) : grand
volume, maillage grossier ; (b) : grand volume, maillage intermédiaire ; (c) : petit volume,
maillage fin.
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les mêmes résultats à 7 GHz (Figure 2.17(a) et Figure 2.17(b)). En revanche, ce n’est plus le
cas en haut de bande, dans le plan de coupe φ = 0°. Ainsi, à 12 GHz, les résultats obtenus
avec le maillage grossier se démarquent des autres par la présence d’oscillations parasites
pour des angles θ positifs et un décalage du nul de rayonnement (cf. 2.17(e)). D’autre part,
on note que dans le plan de coupe correspondant à la petite dimension du volume (plan
φ= 90°) les diagrammes associés au maillage le plus relâché ne présentent pas d’oscillations
et le décalage du nul de rayonnement n’est plus présent. La distance de propagation ainsi
que le niveau demaillage sont donc des facteurs clés dans l’apparition des erreurs. Ceci nous
permet de dire que le phénomène de dispersion est à l’origine des erreurs observées ici.
2.4.4.3 Conclusion sur l’étude des oscillations parasites
Grâce aux trois scénarios précédemment définis, nous avons mis en évidence les consé-
quences du phénomène de dispersion sur le diagramme de rayonnement d’une antenne
positionnée dans un volume de dimension importante et maillé grossièrement. Celui-ci en-
gendre notamment un décalage du nul de rayonnement ainsi que l’apparition d’oscillations
parasites.
De plus, les oscillations parasites obtenues ici sont très similaires à celles observées lors
de l’étude de l’antenne TMI environnée. Cette étude nous permet donc de valider l’hypo-
thèse de départ en montrant que les oscillations parasites observées dans les diagrammes
des Figures 2.13 et 2.14 proviennent bien du phénomène de dispersion numérique.
Plus généralement, l’éclairage apporté sur les oscillations parasites nous rappelle les li-
mites du principe de relâchement dumaillage utilisé dans laDG-FDTD. Si le critère de disper-
sion numérique invoqué jusqu’ici (pas spatial < λmin10 ) permet l’analyse précise de volumes de
dimensionsmodérées (< 10λmin), il devient limite pour des volumes tels que ceux considérés
dans la deuxième étape DG-FDTD (volumes de quelques dizaines de longueurs d’onde). Un
compromis doit donc être trouvé entre la limitation du phénomène de dispersion et l’aug-
mentation des ressources informatiques.
2.4.5 Conclusion
Nous avons présenté dans ce paragraphe 2.4 une application de la DG-FDTD sur un cas
spatial fourni par le CNES. Après avoir décrit le scénario à analyser, nous avons successive-
ment considéré la modélisation de l’antenne TMI isolée puis celle de l’antenne dans son en-
vironnement d’intégration. Les résultats de l’antenne environnée, obtenus avec la DG-FDTD,
ont notamment montré que l’élément diffractant, placé à proximité de l’antenne, modifie de
façon significative son diagramme de rayonnement. Enfin, nous avons mis en lumière une
des principales difficultés liées à l’analyse de volume FDTD de grandes dimensions adoptant
un maillage très relâché : le phénomène de dispersion numérique.
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FIGURE 2.17 – Diagrammes de directivité dans les plans φ = 0° et φ = 90° à 7 GHz et 12 GHz
pour les trois simulations FDTD.
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2.5 Conclusion du chapitre
2.5.1 LaDG-FDTD,unebonnecandidatepour résoudredesproblèmesd’antennes
environnées de quelques dizaines de longueurs d’onde
Ce chapitre a tout d’abord permis de rappeler le principe de la méthode DG-FDTD que
nous avons choisie pour simuler des problèmes d’antennes sur porteur. Les limites de l’ap-
proche DG-FDTD, quant à la taille maximale des structures pouvant être simulées, ont en-
suite été étudiées. Cette étude a montré, qu’à partir des ressources informatiques dont nous
disposons, il est possible d’analyser au mieux un cube de 64 longueurs d’onde de côté. Des
exemples de “plus grands domaines simulables” dans unproblèmed’antenne sur plate-forme
satellite ont ensuite été donnés. Enfin, ce chapitre a présenté l’application de laméthodeDG-
FDTD à la résolution d’un problème concret d’antenne environnée proposé par le CNES.
Cette étude nous a permis d’évaluer les capacités de la DG-FDTD à simuler des scénarios
d’antenne environnée de grandes dimensions. Un éclairage sur les conséquences du phé-
nomène de dispersion numérique pouvant intervenir dans les volumes FDTD de grandes
dimensions a également été apporté à cette occasion.
Par conséquent, si la méthode DG-FDTD a démontré sa capacité à traiter efficacement
des scénarios d’antenne environnée de quelques dizaines de longueurs d’ondes, elle a aussi
montré ses limites pour analyser des objets de dimensions plus importantes. En effet, pour
ce type de problème, les besoins en ressources informatiques deviennent considérables. De
plus, le relâchement du niveau de maillage employé habituellement par la DG-FDTD pour
réduire le coût numérique ne constitue plus une réponse adaptée, à cause de l’apparition
d’erreurs dues au phénomène de dispersion numérique.
Cependant, l’étude de problèmes complets d’antennes sur plate-forme nécessite de gérer
des structures dont les dimensions électriques dépassent fréquemment les limites d’applica-
tion de la DG-FDTD. Afin de simuler ce type de problème il faut donc envisager des solutions
permettant d’étendre le domaine d’application de la DG-FDTD.
2.5.2 L’hybridation avec l’IPO pour étendre le domaine d’application de la DG-
FDTD
Afin d’étendre le domaine d’application de la DG-FDTD à la simulation d’antennes sur
porteur dépassant quelques dizaines de longueurs d’onde, deux options peuvent être envi-
sagées.
La première solution consiste à utiliser, dans la dernière étape DG-FDTD, un schéma
FDTD permettant de s’affranchir des problèmes de dispersion dans des volumes de grandes
dimensions. On trouve dans la littérature différentes approches abordant cette probléma-
tique [98, 99]. Parmi ces approches, le recours à un schéma FDTD d’ordre supérieur reste la
solution la plus couramment employée [30, 100]. Cependant, la principale limitation de ce
type de schéma concerne l’établissement de conditions aux limites non seulement précises
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mais aussi stables [101].
L’autre approche pouvant être utilisée pour étendre le domaine d’application de la DG-
FDTDconsiste à l’hybrider avec uneméthode asymptotique. En effet, comme évoqué au cha-
pitre 1, l’association d’une méthode rigoureuse et d’une méthode asymptotique peut per-
mettre de simuler précisément des scénarios complexes et de grandes dimensions tout en
maîtrisant les besoins en ressources informatiques.
Les travaux rapportés dans la section 1.5 montrent ainsi qu’il est possible d’associer une
méthode rigoureuse temporelle avec des méthodes asymptotiques temporelles ou fréquen-
tielles (cf. paragraphes 1.5.2 et 1.5.3). Les associations purement temporelles présentent l’avan-
tage de pouvoir caractériser une très large bande de fréquences en une seule simulation.
Cependant, elles impliquent un formalisme très lourd, peu adapté à la gestion d’une plate-
forme complexe et de très grandes dimensions. Les méthodes dites mixtes (temporelles-
fréquentielles) offrent, quant à elles, un bon compromis entre leur simplicité de mise en
œuvre sur des structures grandes et complexes, et leur propriété large bande.
Sur la base de ces éléments, nous avons opté pour la solution consistant à hybrider la
méthode DG-FDTD avec une méthode asymptotique fréquentielle. Si la disponibilité d’un
cœur de calcul IPO 9 [75] chez le partenaire DGA a naturellement orienté notre choix vers
cette méthode asymptotique, ses caractéristiques n’ont fait que le renforcer. En effet, cette
méthode basée sur la PO permet d’analyser précisément des structures de forme complexe.
Elle est notamment capable de prendre en compte les réflexions multiples sur la structure.
2.5.3 Recentrage de la problématique d’antennes sur porteur
Nous allons donc hybrider la DG-FDTD avec l’IPO en vue d’analyser des problèmes d’an-
tennes sur porteur. Cependant, à cause de leurs caractéristiques, ces méthodes ne nous per-
mettront pas de prendre en compte l’ensemble des contraintes associées à la simulation
d’antennes sur porteur. Le recours à uneméthode asymptotique limite en particulier la prise
en compte d’éléments complexes sur le porteur. Aussi, seuls les éléments complexes situés
dans un volume compatible, du point de vue des dimensions, avec la simulation DG-FDTD
pourront être considérés.
Finalement, la problématique à laquelle nous nous intéresserons dans la suite de ce ma-
nuscrit sera l’analyse large bande d’antenne environnée sur porteur. La Figure 2.18 repré-
sente de manière conceptuelle la catégorie de problème d’antenne sur porteur que nous en-
tendons aborder grâce à l’hybridation entre la DG-FDTD et l’IPO.
La suite de cemanuscrit sera tout d’abord consacrée à la présentation détaillée de l’hybri-
dation effectuée entre la DG-FDTD et l’IPO puis nous passerons à la validation de laméthode
DG-FDTD/IPO ainsi créée.
9. Iterative physical Optics
FIGURE 2.18 – Schéma conceptuel représentant la problématique d’antennes sur porteur
abordée dans dans ce document. A : antenne émettrice, B : environnement proche complexe,
C : plate-forme de grandes dimensions, sans élément complexe, accueillant l’antenne.
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3.1 Introduction
Le chapitre précédent a montré que la DG-FDTD est une bonne candidate pour simuler
précisément et efficacement des problèmes d’antennes environnées sur de larges bandes de
fréquence. Ainsi, le relâchement progressif dumaillage lors des différentes étapes de simula-
tion du problème complet lui permet de réduire les ressources informatiques nécessaires au
calcul tout en conservant une très bonne précision. Cependant, le chapitre précédent a éga-
lement indiqué les limites de cette approche quant aux dimensionsmaximales des structures
simulables. Ainsi, il a été montré qu’avec des ressources de calcul standard, il n’est pas envi-
sageable de simuler des structures dont les dimensions électriques dépassent la soixantaine
de longueurs d’onde. En l’état, la DG-FDTD ne peut donc pas nous permettre de simuler des
problèmes complets d’antennes environnées sur plate-forme de grande taille électrique.
Nous avons donc fait le choix d’hybrider cetteméthode avec uneméthode asymptotique,
l’IPO, afin d’étendre son domaine d’application. Ce chapitre est consacré à la présentation
de cette hybridation. Le principe de la nouvelle méthode hybride DG-FDTD/IPO est tout
d’abord exposé. Un éclairage est alors apporté sur les détails de samise enœuvre. Laméthode
DG-FDTD/IPO est ensuite validée sur un scénario canonique.
3.2 Principe
Afin d’illustrer le principe de la méthode DG-FDTD/IPO, nous considérons le problème
EM d’antenne environnée sur porteur décrit sur la Figure 3.1. Nous nous intéressons ici au
rayonnement d’une antenne installée sur un véhicule (porteurmétallique de grandes dimen-
sions) et positionnée à proximité d’un élément complexe. On rappelle que la modélisation
complète du problème est nécessaire pour prendre en compte les couplages perturbant le
rayonnement de l’antenne.
Comme lemontre la Figure 3.2, l’approcheDG-FDTD/IPO consiste à diviser la simulation
globale du problème en deux simulations successives. La DG-FDTD est tout d’abord utilisée
pour analyser l’antenne et son environnement proche complexe. L’IPO est ensuite employée
afin de prendre en compte la plate-forme métallique accueillant l’antenne. Les simulations
DG-FDTD et IPO sont interfacées à l’aide d’une surface de Huygens.
Cette approche repose donc sur une décomposition du problème initial en deux sous-
domaines : unpremier correspondant à l’antenne avec son environnement proche complexe,
un second correspondant à la plate-forme accueillant l’antenne (sans éléments complexes).
3.2.1 Simulation DG-FDTD de l’antenne et de son environnement proche
Le déroulement de la simulation DG-FDTD de l’antenne en présence de son environ-
nement proche complexe est identique à celui décrit lors de la présentation de la méthode
DG-FDTD dans le chapitre précédent (cf. section 2.2). Ce paragraphe propose donc une pré-
sentation rapide de la simulation DG-FDTD en insistant principalement sur les spécificités
liées à l’intégration dans le schéma DG-FDTD/IPO et au contexte d’application.
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FIGURE 3.1 – Exemple d’antenne environnée installée sur un porteur.
La simulation DG-FDTD de l’antenne avec son environnement proche complexe est réa-
lisée au moyen de deux étapes FDTD, exécutées de manière successive (simulation 1 sur la
Figure 3.2).
L’objectif de la première simulation FDTD (première étape) est de caractériser très préci-
sément l’antenne émettrice isolée. Par conséquent, un premier volume FDTD ne contenant
que l’antenne et son environnement immédiat est défini. Ce volume est généralementmaillé
très finement. Il est en outre terminé par des conditions absorbantes de type PML afin de
simuler un problème infini. Dans le cadre de la simulation d’antenne sur plate-forme, il est
courant d’imposer une condition aux limites de type PEC 1 sur la face inférieure du volume
afin de modéliser un plan de masse infini. Une surface de prélèvement en champ proche est
également placée autour de l’antenne de manière à enregistrer le rayonnement primaire de
l’antenne isolée.
Dans la seconde simulation FDTD (deuxième étape), l’antenne et son environnement
proche sont décrits en utilisant un maillage FDTD relâché. Le rayonnement primaire en-
registré lors de la première étape est alors utilisé comme excitation. On utilise de nouveau
des conditions absorbantes au niveau des parois du volume FDTD afin de simuler un pro-
blème infini. Une surface de Huygens englobant l’antenne et son environnement proche est
également définie lors de cette simulation. Des courants équivalents temporels représentant
l’antenne et son environnement proche sont alors calculés en appliquant le principe d’équi-
valence [102]. Ce sont ces courants qui, après une conversion dans le domaine fréquentiel,
seront utilisés comme source d’excitation pour la simulation IPO.
3.2.2 Simulation IPO du porteur
Laméthode IPO est uneméthode asymptotique qui permet de résoudre itérativement, et
sous les hypothèses PO, l’équation intégrale sur le champmagnétique (laMFIE 2). Par rapport
à la PO traditionnelle présentée au paragraphe 1.4.2, l’optique physique itérative présente
l’avantage de fournir des résultats plus précis lorsque la forme de l’objet sur laquelle elle est
1. Perfect Electric Conductor
2. Magnetic Field Integral Equation
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FIGURE 3.2 – Principe de la DG-FDTD/IPO.
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appliquée induit des réflexions multiples [103]. De par cette caractéristique, l’IPO a été très
largement utilisée pour calculer le champ diffracté par des cavités de grandes dimensions
(manches à air d’avion par exemple) [75,104–108].
Ici, elle est employée dans un contexte différent puisqu’il s’agit de calculer le rayonne-
ment d’une antenne implantée sur une plate-forme. Notons que la méthode IPO a déjà été
appliquée dans ce cadre lorsqu’elle a été combinée à la méthode FE-BI afin de simuler une
antenne réseau sur un navire [74]. La simulation IPO vise alors à calculer, sur la plate-forme,
les courants induits par le rayonnement provenant du domaine analysé rigoureusement (an-
tenne plus environnement proche complexe).
La simulation IPO comprend deux éléments distincts : un modèle surfacique de la plate-
forme et une surface de Huygens portant les courants équivalents modélisant l’antenne et
son environnement proche complexe. Dans un premier temps, le modèle surfacique utilisé
par l’IPO ne comprend pas de redescription des éléments simulés par la DG-FDTD. Ceci se
justifie par la difficulté de représenter des éléments présentant des détails fins à partir d’un
maillage grossier. Nous reviendrons sur la redescription de l’environnement proche dans la
simulation IPO lors du chapitre 5.
Le calcul des courants IPO est réalisé en deux étapes :
– 1) une première étape d’excitation correspondant à l’illumination de la structure par
les courants de la surface de Huygens,
– 2) une seconde correspondant au calcul itératif des courants sur la structure.
Une étape supplémentaire de post-traitement est nécessaire afin d’obtenir le champ loin-
tain rayonné par l’antenne implantée sur la plate-forme. Ce paragraphe propose la descrip-
tion de ces différentes étapes.
3.2.2.1 La phase d’excitation
La simulation IPO débute par le calcul du champ magnétique ~HSaSc , sur la surface métal-
lique représentant la plate-forme (Sc ), rayonné par les courants équivalents ~Jeq et ~Meq de
la surface de Huygens (Sa). La technique d’excitation utilisée ici repose sur le principe de
décomposition champ total/champ diffracté lui-même intimement lié au principe d’équiva-
lence [102]. Comme indiqué sur la Figure 3.2, c’est la surface de Huygens qui joue le rôle de
frontière entre le domaine champ total et le domaine champ diffracté. Concrètement, l’ap-
plication des principes mentionnés plus haut signifie, qu’au terme de la première étape, le
champ à l’intérieur de la surface de Huygens est nul. Pour le reste de la structure, le champ
magnétique ~HSaSc est calculé en utilisant des intégrales de rayonnement en champ proche :
~HSaSc (~rc )=
∫
Sa
~Jeq (~ra
′)×~∇′G(~rc − ~ra ′)dS′a
+ 1
jk0Z0
×~∇
∫
Sa
~Meq (~ra
′)×~∇′G(~rc − ~ra ′)dS′a (3.1)
où ~ra
′ et ~rc réfèrent respectivement à unpoint source de la surface équivalente deHuygens Sa
et un point récepteur de la structure Sc (en dehors de la surface deHuygens).~∇′G correspond
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FIGURE 3.3 – Schéma de la phase d’excitation de la simulation IPO.
au gradient de la fonction de Green du vide. Le prime indiqué sur le gradient signifie que la
différentiation est appliquée sur les coordonnées du point source. Z0 désigne l’impédance
du vide et k0 le nombre d’onde dans le vide.
La densité surfacique de courant électrique ~J0(~rc ) sur la structure Sc après la phase d’ex-
citation est obtenue en appliquant l’hypothèse du plan tangent. Cette hypothèse consiste à
approcher la densité surfacique de courant électrique sur l’objet par la densité de courant
induite par le champmagnétique incident ~HSaSc en considérant en chaque point récepteur un
plan de masse infini. On utilise alors la formule suivante pour calculer ~J0(~rc ) :
~J0(~rc )= 2~n× ~HSaSc (~rc ) (3.2)
où ~n est le vecteur normal unitaire à la surface au point ~rc . Notons qu’à cause du principe
de décomposition champ total / champ diffracté, la densité surfacique de courant ~J0(~rc ) est
nulle pour tous les points ~rc situés à l’intérieur de la zone de champ diffracté.
Enfin la gestion des visibilités entre le point source et le point récepteur intervenant lors
du calcul de ~HSaSc sera traitée dans la suite de ce document.
3.2.2.2 Calcul itératif des courants sur la structure
La seconde étape de l’IPO consiste en un calcul itératif des courants électriques sur la
structure métallique Sc . Ces courants sont induits à la fois par le rayonnement des courants
équivalents de la surface de Huygens (ceci correspond au terme ~J0(~rc )) mais aussi par le re-
rayonnement des courants présents sur la structure (Figure 3.4). Ainsi, la densité surfacique
de courant électrique ~JN (~rc ) au point ~rc , à l’itération N (N > 0), est donnée par
~JN (~rc )= ~J0(~rc )+2~n×
∫
Sc
~JN−1(~rc ′)×~∇′G(~rc −~rc ′)dS′c (3.3)
où ~rc et ~rc
′ sont deux points appartenant à la surface Sc . Ce processus itératif estmené jusqu’à
ce que les courants électriques sur la structure convergent. Notons que le courant ~JN (~rc ) peut
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FIGURE 3.4 – Schéma de la phase de résolution itérative de la simulation IPO.
désormais être différent de~0 sur la portion de Sc appartenant à la zone de champ diffracté.
La gestion des visibilités lors de cette phase de calcul itératif des courants est abordée dans la
suite de ce document.
On peut remarquer enfin qu’une simulation IPO pour laquelle aucune itération n’est uti-
lisée correspond à une simulation PO traditionnelle. Par conséquent, la densité surfacique de
courant ~J0(~rc ) correspond à la densité de courant fournie par la PO.
3.2.2.3 Post-traitement : calcul du champ lointain
A l’issue du calcul itératif des courants électriques sur la structure, une phase de post-
traitement est nécessaire pour calculer le champ rayonné par l’antenne dans son environne-
ment d’implantation complet.
Cette étape consiste à sommer le champ rayonné par les courants équivalents de la sur-
face de Huygens Sa et les courants présents sur la structure Sc (Figure 3.5). Les expressions
des champs électrique et magnétique rayonnés par l’antenne sur la plate-forme, en un point
d’observation~r , sont données ci-dessous :
~H(~r )=
∫
Sa
~Jeq (~ra
′)×~∇′G(~r − ~ra ′)dS′a
+ 1
jk0Z0
×~∇
∫
Sa
~Meq (~ra
′)×~∇′G(~r − ~ra ′)dS′a +
∫
Sc
~JN (~rc
′)×~∇′G(~r −~rc ′)dS′c (3.4)
~E(~r )= 1
j kY0
×~∇
∫
Sa
~Jeq (~ra
′)×~∇′G(~r − ~ra ′)dS′a
+ 1
jkY0
×~∇
∫
Sc
~JN (~rc
′)×~∇′G(~r −~rc ′)dS′c −
∫
Sa
~Meq (~ra
′)×~∇′G(~r − ~ra ′)dS′a (3.5)
où Y0 est égal à 1/Z0.
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FIGURE 3.5 – Schéma de la phase de post-traitement permettant le calcul du champ lointain
rayonné.
3.2.3 Mise enœuvre de l’hybridation DG-FDTD/IPO
Nous avons présenté jusqu’ici le principe général de la méthode DG-FDTD/IPO. Ce pa-
ragraphe s’intéresse aux détails de sa mise en œuvre dans le cadre de la thèse.
3.2.3.1 Calcul des courants équivalents d’excitation
L’hybridation de la DG-FDTD avec l’IPO repose sur l’exploitation du principe d’équiva-
lence et plus précisément sur l’utilisation de courants équivalents modélisant l’antenne et
son environnement proche complexe. On présente ici les étapes permettant d’obtenir les
courants équivalents d’excitation pour la simulation IPO.
On prélève tout d’abord, lors de la seconde étape de la simulation DG-FDTD, les com-
posantes tangentielles du champ sur la surface de Huygens entourant l’antenne et son en-
vironnement proche complexe. On obtient ainsi un fichier de données contenant les com-
posantes de champ proche dans le domaine temporel. Ensuite, une transformée de Fourier
rapide (FFT 3) est appliquée afin d’obtenir les champs tangentiels pour n’importe quel point
de fréquence à l’intérieur de la plage d’excitation fréquentielle considérée par la DG-FDTD.
Deux types de compression sont employées afin de réduire la quantité de données liée à
l’enregistrement du champ tangentiel.
– Une compression temporelle est tout d’abord utilisée. D’après le critère de Shannon-
Nyquist, il apparaît que le schéma FDTD implique un sur-échantillonnage temporel.
3. Fast Fourier Tranform
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Il est donc possible de conserver une représentation fidèle du champ temporel sur la
surface de Huygens sans qu’une sauvegarde à chaque itération FDTD soit nécessaire
(Figure 3.6). Ceci permet de réduire significativement la dimension des vecteurs asso-
ciés aux composantes de champs temporels et donc d’accélérer la FFT.
Dans le cadre des travaux présentés dans cemanuscrit, le facteur de compression a été
limité demanière à ce que la fréquence d’échantillonnage du signal après compression
reste quatre fois supérieure à la fréquence haute dans la simulation.
– Une compression spatiale est également appliquée au niveau des champs tangentiels
dans le but d’améliorer l’efficacité de l’hybridation entre la DG-FDTD et l’IPO. Des
sous-ensembles regroupant plusieurs cellules FDTD au niveau de la surface de Huy-
gens sont ainsi définis. Le champ tangentiel au centre de ces sous-ensembles est en-
suite calculé en faisant la moyenne des champs sur les éléments du sous-groupe. Le
nombre de cellules au sein d’un sous-groupe dépend du facteur de compression spa-
tial choisi. Ce facteur doit assurer un bon compromis entre la réduction des ressources
informatiques et la précision de la représentation du champ proche. Dans le cadre de
cette thèse nous avons limité le facteur de compression de manière à ce que les sous-
groupes ne dépassent pas λ04 de côté. Cette limite se base sur les travaux de Laisné [7]
autour de la compression de la surface de Kirchhoff dans le cadre de laMR-FDTD. Cette
limite correspond également au niveau de résolution traditionnellement utilisé dans la
PO.
La Figure 3.7 illustre à titre d’exemple la procédure de compression spatiale pour un
facteur de compression égal à 2.
Les sources équivalentes ~Jeq et ~Meq dans le domaine fréquentiel sont alors calculées à
partir du principe d’équivalence [102].
~Jeq (~ra , f0)=~n× ~H(~ra , f0) (3.6)
~Meq (~ra , f0)=−~n×~E(~ra , f0) (3.7)
où ~ra désigne le centre d’un sous-groupe de cellules appartenant à la surface de Huygens et
f0 la fréquence de calcul.
Une surface de Huygens, ayant lesmêmes dimensions que celle utilisée lors de la simula-
tion DG-FDTD, est définie dans la simulation IPO. Cette surface est positionnée sur la struc-
ture de façon à respecter le positionnement choisi lors de la simulation DG-FDTD. Enfin, les
courants équivalents fréquentiels calculés précédemment sont positionnés sur la surface de
Huygens afin de servir de source d’excitation pour la simulation IPO.
3.2.3.2 Maillage des éléments de la simulation IPO
Afin de pouvoir appliquer la méthode IPO au calcul des densités surfaciques de courant
sur la plate-forme, il est nécessaire de définir des modèles numériques pour les surfaces Sc
et Sa . Cette étape correspond au maillage du scénario.
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FIGURE 3.6 – Illustration de la compression temporelle lors de la sauvegarde des champs tan-
gentiels.
FIGURE 3.7 – Illustration de la compression spatiale lors de la sauvegarde des champs tan-
gentiels.
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Les surfaces sont alors discrétisées à partir de facettes élémentaires de forme triangulaire
ou carrée le plus souvent. Les données nécessaires à la simulation IPO (aire, vecteur normal
et coordonnées du barycentre) sont ensuite extraites à partir des fichiers demaillage générés.
Le niveau demaillage relevé dans la littérature concernant l’IPO varie de 4 à 20 points par
surface élémentaire de λ20. Ces chiffres sont à comparer au 60 à 200 points généralement né-
cessaires lors de l’utilisation de la MoM. On perçoit ici la réduction en matière de ressources
informatiques que permet l’IPO par rapport à une méthode rigoureuse.
Dans le cadre des travaux présentés dans ce manuscrit, nous avons fait le choix de nous
baser sur le niveau de maillage le plus fin relevé dans la littérature. Nous nous sommes donc
fixé comme limite unmaillage de l’ordre de λmin4,5 , ce qui correspond à une vingtaine de points
par carré de longueur d’onde.
3.2.3.3 Schéma d’intégration numérique
La méthode IPO impose le calcul d’intégrales pour déterminer le champ rayonné par les
courants (cf. équations 3.1, 3.3, 3.4 et 3.5). Le calcul de ces intégrales passe par l’utilisation
d’un schéma d’intégration numérique.
Le code IPO, développé dans le cadre des travaux de thèse présentés dans cemémoire, re-
prend le même schéma d’intégration numérique que celui utilisé dans les travaux consacrés
au calcul de SER 4 de cavités par l’IPO [75, 105]. Ce schéma d’intégration très simple repose
sur plusieurs hypothèses.
– La forme de la surface élémentaire sur laquelle est réalisée l’intégration n’est pas prise
en compte dans le schéma d’intégration. On ne retient que l’aire de la surface.
– La surface élémentaire est considérée plane et son orientation est définie par ununique
vecteur normal donné au niveau de son barycentre.
– Les courants sont considérés constants (en amplitude et en phase) sur toute la surface
élémentaire. La valeur est calculée au niveau du barycentre.
Ainsi, l’intégration est réalisée sur des points d’intégration auxquels on associe une aire,
un vecteur normal ainsi qu’une position dans l’espace.
3.2.3.4 Gestion des visibilités
L’utilisation d’uneméthode asymptotique, basée sur la PO, pose la question de la gestion
des visibilités entre les points sources et points récepteurs. Cette problématique se retrouve
au sein des phases d’excitation, de calcul itératif des courants ou encore de post-traitement
présentés plus haut (cf. équations 3.1, 3.3, 3.4, et 3.5).
– Lors des phases d’excitation et de calcul itératif des courants sur la structure, nous
avons adopté une approche géométrique identique à celle utilisée dans la version tra-
ditionnelle de la PO. Considérons, à titre d’exemple, le schéma de la Figure 3.8 s’inté-
ressant à la phase de calcul itératif des courants. Dans ce cas le point récepteur~r n’est
pas visible depuis les points sources ~rc
′ et ~ra ′. Cela signifie que dans l’équation 3.3, la
contribution des courants ~Jeq (~r ′a), ~Meq (~ra
′) et~JN−1(~rc ′) est considérée nulle.
4. Surface Equivalente RADAR
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Ceci constitue l’approche de base pour traiter les problèmes de visibilité. Ce point sera
investigué plus en détail plus tard dans ce manuscrit.
– Lors de la phase de post-traitement, le calcul du champ lointain peut être effectué sans
tenir compte de la contrainte de visibilité entre le point source et le point récepteur.
Afin de préciser ce point, repartons du problème EM auquel nous sommes confrontés
lors de la simulation IPO (Figure 3.9).
Il s’agit de calculer, en un point d’observation P , le champ rayonné par un ensemble
de sources ~Jeq et ~Meq situées à proximité d’une plate-forme métallique. A partir de ce
problème initial on peut construire un problème équivalent décrit sur la Figure 3.10.
L’objet métallique est remplacé par une distribution de courant équivalent ~JSc posi-
tionné sur la surface Sc , avec
~JSc =~n× ~H (3.8)
où ~H représente le champmagnétique total au niveau de la surface Sc .
A l’intérieur de la surface Sc , on choisit unmilieu ayant lesmêmes caractéristiques que
l’espace libre et on impose la nullité du champ électromagnétique.
Le champ lointain au point P correspond par conséquent au champ rayonné, en es-
pace libre par les courants ~JSc , ~Jeq et ~Meq . Notons qu’à ce stade aucune approximation
n’a été introduite. Le problème considéré est rigoureusement équivalent au problème
de départ.
A ce stade, la difficulté réside dans le calcul de la densité équivalente de courant ~JSc . En
effet, le champ magnétique total ~H n’est pas connu. L’hypothèse du plan tangent, dé-
crite au paragraphe 3.2.2.1 et sur laquelle repose l’IPO, permet de donner une approxi-
mation des courants sur une surfacemétallique en utilisant uniquement le champ inci-
dent (qui lui est connu a priori). Le processus itératif de l’IPO permet ensuite d’amélio-
rer la qualité de l’approximation. La méthode IPO permet donc, grâce à l’introduction
de certaines hypothèses de fournir une approximation des courants ~JSc à la surface de
l’objet. Ce sont les courants~JN obtenus à l’issue de la phase de calcul itératif. On a donc
~JSc = ~JN .
Lors de la phase de post-traitement, on peut donc calculer le champ lointain, en faisant
la somme du champ provenant des courants d’excitation et des courants induits sur la
structure, sans jamais avoir à considérer la visibilité entre le point source et le point
récepteur (Figure 3.11).
3.3 Validation de la DG-FDTD/IPO
Après avoir présenté le principe de la DG-FDTD/IPO et expliqué les principaux détails
de sa mise en œuvre, nous allons maintenant valider la méthode. Dans cet objectif, nous
nous intéressons dans ce paragraphe au rayonnement d’une antenne positionnée sur une
structure canonique.
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FIGURE 3.8 – Gestion des visibilités par une approche géométrique.
FIGURE 3.9 – Problème initial.
FIGURE 3.10 – Problème équivalent correspondant au problème initial.
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FIGURE 3.11 – Particularisation du problème équivalent avec les hypothèse IPO.
3.3.1 Présentation du problème
Le scénario canonique utilisé pour la validation de la méthode DG-FDTD/IPO est décrit
sur la Figure 3.12. Ce scénario électromagnétique comprend une antenne environnée par un
bloc diélectrique ainsi qu’une plate-formemétallique de dimensions importantes (13 λ × 13
λ× 13 λ à 1 GHz). L’antennemonopôle, dont la fréquence centrale est 1 GHz, est positionnée
au centre d’un plan de masse carré. Une plaque métallique verticale est connectée à ce plan
de masse de manière à créer une structure dihédrique engendrant des réflexions multiples.
Enfin, le cube diélectrique placé à côté du monopôle légitime le recours à une méthode ri-
goureuse pour analyser l’antenne et son environnement proche.
Les dimensions électriques de ce scénario, autour d’une dizaine de longueurs d’onde,
sont inférieures à celles rencontrées lors de l’analyse de scénarios réalistes d’antenne sur
plate-forme. Elles sont néanmoins suffisantes pour permettre à la structure métallique de
rentrer dans le domaine d’application de la méthode asymptotique. Le choix effectué au ni-
veau des dimensions du scénario se justifie avant tout par la nécessité de pouvoir réaliser
des simulations rigoureuses de l’ensemble, afin d’obtenir des résultats de référence dans un
temps de simulation relativement court.
3.3.2 Simulations références
Afin de disposer de simulations références, le scénario de validation complet est tout
d’abord simulé avec deux approches : la MLFMM ainsi que laMLDG-FDTD 5 [109]. Ces mé-
thodes, respectivement basées sur la MoM et la FDTD, présentent l’avantage de pouvoir si-
muler précisément et efficacement des problèmes multiéchelles tels que ce scénario de vali-
dation.
Nous avons choisi d’utiliser deux approches rigoureuses, plutôt qu’une seule, afin d’amé-
liorer la fiabilité de la validation. De plus, toujours dans cette même optique, nous avons
sélectionné deux approches rigoureuses appartenant à des familles différentes. Ainsi La ML
5. Multi-Level Dual-Grid Finite Difference Time Domain
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FIGURE 3.12 – Scénario de validation de la DG-FDTD/IPO. l = 3,9 m = 13 λ1GHz , h = 1,15 m =
3,83 λ1GHz , d = 0,15 m = 0,5 λ1GHz ,Cdielec = 0,18 m = 0,6 λ1GHz , ǫr = 10.
DG-FDTD est une méthode temporelle volumique tandis que la MLFMM est classée parmi
les méthodes fréquentielles surfaciques.
La simulation MLFMM a été réalisée en utilisant le logiciel FEKO [21]. Nous avons décrit
le scénario de validation à partir d’un maillage standard en λ1GHz/12. Cette discrétisation
a conduit à la résolution d’un problème EM composé de 146 537 facettes. Précisons que le
principe d’équivalence des surfaces SEP 6 a été employé afin de traiter le cube diélectrique
situé à proximité de l’antenne. Le recours à la MLFMM combinée à la FEM a également été
étudié. Les résultats obtenus étant très similaires, nous avons retenu la solution utilisant la
SEP pour sa rapidité de simulation.
Comme indiqué plus haut, le scénario de validation a également été simulé avec la ML
DG-FDTD. Rappelons que cette méthode temporelle multiéchelle est une extension de la
DG-FDTD, où le nombre de simulations FDTD successives n’est pas limité à deux (cf. para-
graphe 2.2.3). Ces caractéristiques la rendent particulièrement bien adaptée à la simulation
de problèmes EM fortement multiéchelles.
La simulation ML DG-FDTD du scénario de validation repose sur la décomposition de
la simulation globale en trois simulations FDTD (Figure 3.13). La première étape consiste à
simuler très précisément l’antenne monopôle sur un plan de masse infini. Au cours de cette
première simulation FDTD, un maillage fin en λ1GHz/60 est adopté. Ceci conduit à un vo-
lume FDTD de 60× 60× 56 cellules élémentaires. Ensuite, l’antenne et le cube diélectrique
sont analysés sur un plan demasse infini. Cette fois, unmaillage relâché en λ1GHz/30 est uti-
lisé. Le volume FDTD associé à cette deuxième étape représente 60×80×40 cellules unitaires.
Enfin, la troisième étape considère l’antenne dans son environnement d’intégration com-
plet. Les différents éléments du scénario sont modélisés en adoptant unmaillage grossier en
6. Surface Equivalence Principle
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FIGURE 3.13 – Décomposition ML DG-FDTD de la simulation du scénario de validation.
λ1GHz/10. Ce niveau de discrétisation conduit alors à un volume FDTD de 170×170×65 cel-
lules.
Les diagrammes de rayonnement références obtenus avec laMLDG-FDTD et laMLFMM
sont présentés sur les Figures 3.17 et 3.18. On vérifie que les résultats obtenus avec ces deux
approches rigoureuses présentent un très bon accord.
3.3.3 Décomposition DG-FDTD/IPO du problème
La décomposition DG-FDTD/IPO de la simulation du scénario de validation est basée
sur deux simulations successives (Figure 3.14). On effectue tout d’abord une simulation ri-
goureuse de l’antenne en présence du cube diélectrique avec la DG-FDTD puis on lance une
simulation IPO afin de prendre en compte l’influence de la structure métallique dihédrique.
Les deux étapes de la simulationDG-FDTDmenée ici sont identiques aux deux premières
étapes de la simulation référence ML DG-FDTD venant d’être décrite (Figure 3.13). La seule
différence réside dans l’ajout d’une surface deHuygens englobant l’antenne et le diélectrique
au cours de la deuxième étape afin d’enregistrer les champs tangentiels.
Les courants équivalents obtenus à partir de la seconde étape de la DG-FDTD servent
alors d’excitation pour la simulation IPO. Un maillage grossier en λ1GHz/6 est utilisé pour
modéliser la structure métallique. Ce niveau de résolution conduit à un modèle contenant
7878 facettes. Notons que, comme annoncé en introduction du paragraphe 3.2.2, l’antenne
ainsi que le cube diélectrique ne sont pas redécrits dans cette simulation. Cet aspect redes-
cription fera l’objet d’une étude particulière plus loin dans le manuscrit.
Enfin, on peut remarquer que dans le schéma hybride DG-FDTD/IPO venant d’être pré-
senté, la simulation IPO vient se substituer à la troisième et dernière étape du schéma de
décomposition ML DG-FDTD.
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FIGURE 3.14 – Décomposition DG-FDTD/IPO de la simulation du scénario de validation.
3.3.4 Etude préliminaire : convergence de la simulation IPO
Enguise d’étudepréliminaire, nous analysons les résultats de la simulationDG-FDTD/IPO
à 1 GHz du scénario de validation, en fonction du nombre d’itérations N dans la simulation
IPO. Cette étude paramétrique vise à évaluer la vitesse de convergence des résultats au niveau
du champ lointain. A l’issue de cette étude, on entend déterminer le nombre N d’itérations
IPO permettant d’atteindre le meilleur compromis entre la précision du résultat final et le
temps de calcul nécessaire.
Les Figures 3.15 et 3.16 présentent les diagrammes de directivité associés aux compo-
santes Eθ et Eφ, dans les plans (x0z) et (y0z), obtenus pour N = 0, 1, 2 et 15 itérations. On
précise que les composantes Eθ et Eφ représentent respectivement la CO et la CROSS po-
larisation. Notons également que dans le plan (x0z), la symétrie de la structure empêche
l’apparition de la CROSS-polarisation.
Tout d’abord on vérifie sur ces diagrammes que l’on a bien une convergence des résul-
tats au niveau du champ lointain. Ces résultats indiquent ensuite qu’un très bon niveau de
convergence est obtenu sur la CO-polarisation, quel que soit le plan, à partir d’une seule
itération IPO. Sur la CROSS-polarisation en revanche, on voit apparaître des écarts non négli-
geables entre les résultats obtenus pour N = 1 et N = 15 (Figure 3.16(b)). La convergence sur
cette composante semble plutôt être atteinte après deux itérations. On rappelle néanmoins
à ce sujet que les écarts observés sur la CROSS-polarisation sont moins significatifs que ceux
liés à la CO étant donné le niveau des champs comparés. Enfin, on note que les résultats
associés à N = 0 se démarquent assez nettement des autres dans le plan (x0z).
Avant d’analyser plus en détail les résultats de cette étude, rappelons tout d’abord qu’une
des principales caractéristiques de l’IPO réside dans sa capacité àmodéliser les phénomènes
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FIGURE 3.15 – Comparaison des diagrammes de directivité de la composante Eθ champ lointain,
dans le plan (x0z) et à 1 GHz, pour N = 0, 1, 2 et 15 itérations IPO.
de réflexions multiples. Plus précisément, il existe un lien direct entre le nombre d’itérations
IPO et l’ordre des interactions pouvant être simulé [75]. L’ajout d’une itération dans l’algo-
rithme IPO permet ainsi de prendre un niveau d’interaction supplémentaire.
Intéressons nous dans un premier temps au cas où N = 0. La simulation correspond sim-
plement à une simulation PO traditionnelle. Dans ce cas, seules les réflexions directes de
l’onde sur la structure sont prises en compte (interaction d’ordre 0). Cela ne permet pas de
considérer les interactions entre l’élément horizontal et l’élément vertical de la structuremé-
tallique. Ceci explique que la simulation pour N = 0 se démarque des autres (en particulier
dans le plan (x0z)).
Considéronsmaintenant les simulations utilisant le schéma itératif IPO, c’est-à-dire pour
N > 0. On constate qu’une seule itération est nécessaire pour atteindre globalement un bon
niveau de convergence au niveau du champ lointain. Ce résultat indique que les interactions
du premier ordre sont prédominantes dans ce type de structure dihédrique. En effet, l’aug-
mentation du nombre d’itérations, et donc la prise en compte d’un nombre plus important
de réflexions entre les deux éléments métalliques ne semble pas modifier de façon impor-
tante les résultats en champ lointain.
Au vu des résultats fournis par cette étude paramétrique, nous choisissons d’utiliser une
seule itération (N = 1) lors de la simulation IPO. Nous reviendrons plus tard sur les aspects
convergence dans la simulation IPO (cf. Chapitres 5 et 6).
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(a) Eθ (CO-polarisation)
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(b) Composante Eφ (CROSS-polarisation)
FIGURE 3.16 – Comparaison des diagrammes de directivité des composantes Eθ et Eφ, dans
le plan (y0z) et à 1 GHz, pour N = 0, 1, 2 et 15 itérations IPO.
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3.3.5 Comparaison des résultats avec FEKO et la MLDG-FDTD
3.3.5.1 Précision des résultats
Afin d’évaluer la précision de la DG-FDTD/IPO on compare le champ lointain calculé par
cette dernière avec les deuxméthodes références. Les Figures 3.17 et 3.18 présentent ainsi les
diagrammes de directivités des composantes Eθ et Eφ obtenus à 1 GHz, par la DG-FDTD/IPO
et les deux méthodes références, dans les plans (x0z) et (y0z). Que ce soit au niveau de la
CO ou de la CROSS-polarisation, ces figures indiquent que les résultats DG-FDTD/IPO pré-
sentent un très bon accord avec ceux obtenus par les deux méthodes références.
On peut également noter que le diagramme de rayonnement dumonopôle environné est
significativement différent de celui correspondant à un monopôle isolé. Ainsi, dans le plan
(y0z) par exemple, le diagrammede rayonnement associé aumonopôle sur un plan demasse
infini ne fait pas apparaître d’oscillations et ne présente pas de CROSS-polarisation. Ceci in-
dique la nécessité de prendre en compte l’environnement d’intégration complet de l’antenne
lors du calcul de son diagramme. D’autre part, cela montre que la méthode DG-FDTD/IPO
est capable de fournir un résultat fiable même lorsque que le rayonnement de l’antenne est
significativement modifié.
Afin de quantifier plus précisément la précision de la DG-FDTD/IPO, les résultats obte-
nus précédemment sont comparés à ceux provenant de la MLFMM en utilisant la différence
moyenne absolue normalisée ǫ :
ǫ=
Nθ∑
i=1
|X (θi )−Xre f (θi )|
Nθ|max
i
[Xre f (θi )]|
(3.9)
où X représente la composante complexe Eθ (CO-polarisation) ou Eφ (CROSS-polarisation)
du champ lointain, θi = (−90 + (i −1)) degrés, et Nθ = 181. L’indice re f désigne les résultats
pris comme références, à savoir le champ calculé par la MLFMM.
La ML DG-FDTD est également comparée à la MLFMM afin de mieux estimer la perte
de précision engendrée par l’utilisation de la méthode IPO. En effet, on rappelle que la ML
DG-FDTD et la DG-FDTD/IPO ne diffèrent que par la simulation IPO (cf. paragraphe 3.3.3).
Ces résultats sont présentés dans le tableau 3.1.
Les différences indiquées dans ce tableaumontrent que les résultats obtenus avec la DG-
FDTD/IPO sont pratiquement aussi proches de la MLFMM que ceux provenant de la mé-
thodeMLDG-FDTD. En effet, dans le plan (x0z), la simulation DG-FDTD/IPO conduit à une
différence de 2,51% contre 1,77% pour laMLDG-FDTD. Dans le plan (y0z), la DG-FDTD/IPO
donne même des résultats plus proches que la ML DG-FDTD sur la composante Eθ (CO-
polarisation). On relève ainsi une différence ǫ de 1,56% contre 2,20%. En revanche, la mé-
thode hybride montre une légère dégradation des résultats lors de l’évaluation de la CROSS-
polarisation (composante Eφ). On relève ici une différence de 5,97% avec la DG-FDTD/IPO
contre seulement 3,53% avec la ML DG-FDTD. Ce résultat peut s’expliquer par le fait que les
phénomènes de diffraction (sur les arêtes et les coins par exemple) ne sont pas pris en compte
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FIGURE 3.17 – Composante Eθ du champ lointain (CO-polarisation) dans le plan (x0z) à 1 GHz pour
le scénario de validation.
TABLE 3.1 – Différence ǫ (%) sur les composantes de champ lointain.
plan (x0z) plan (y0z)
Eθ Eθ Eφ
MLFMM - - -
ML DG-FDTD 1,77 2,20 3,53
DG-FDTD/IPO 2,51 1,56 5,97
dans la simulation IPO. Or, ces phénomènes peuvent avoir une influence significative sur la
composante de CROSS-polarisation rayonnée par l’antenne implantée sur la plate-forme.
3.3.5.2 Temps de simulation
Le tableau 3.2 présente les temps de calcul nécessaires à la DG-FDTD ainsi qu’aux deux
méthodes références pour simuler le scénario de validation. Les résultats présentés dans ce
tableau considèrent l’utilisation d’un seul coeur sur une station de travail standard 7. La co-
lonne de gauche réfère à la simulation d’un seul point de fréquence, à 1 GHz, tandis que la
colonne de droite correspond à la simulation de 11 points de fréquence régulièrement espa-
cés et pris dans la bande [0,8 ;1] GHz.
7. Station de Travail Dell precision T5500. Processeur : Intel Xeon GenuineIntel family E5645 (six cœurs) ca-
dencés à 2,4 GHz. Mémoire vive : 48 Go RAM
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FIGURE 3.18 – Champ lointain dans le plan (y0z) à 1 GHz pour le scénario de validation.
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TABLE 3.2 – Temps de simulation du scénario de validation.
1 GHz [0.8 ; 1] GHz (11 points)
MLDG-FDTD 3h 6 min 3h 7min
MLFMM (FEKO) 24 min 4h 28min
DG-FDTD/IPO 14 min 21min
On observe tout d’abord que la DG-FDTD/IPO se révèle être plus rapide que les deux
approches références. Ainsi la simulation DG-FDTD/IPO du scénario de validation à 1 GHz
prend 14 minutes contre 21 minutes avec la MLFMM et même 3 heures et 6 minutes avec la
ML DG-FDTD. La DG-FDTD/IPO est en outre particulièrement efficace pour la simulation
des 11 points de fréquence. Ce résultat indique que la méthode DG-FDTD/IPO, basée sur
un schéma hybride mixte, tire avantageusement profit de la caractéristique large bande de la
DG-FDTD ainsi que de la rapidité de la simulation IPO.
3.3.6 Conclusion de la phase de validation
La DG-FDTD/IPO a été validée sur un scénario canonique d’antenne environnée sur
plate-forme. Nous avons ainsi confronté les résultats obtenus en termes de rayonnement
avec deux approches rigoureuses : la MLFMM et la ML DG-FDTD. La comparaison précise, à
l’aide d’un critère de différence, des résultats DG-FDTD/IPO etMLFMM (simulation FEKO) a
en particulier permis de quantifier la précision de laméthode. Nous avons en outre démontré
l’efficacité de la DG-FDTD/IPO du point de vue du temps de calcul.
3.4 Conclusion
Dans ce chapitre, une nouvelle méthode hybride basée sur la DG-FDTD et notée DG-
FDTD/IPO a été présentée. Cette nouvelle méthode permet d’étendre le domaine d’applica-
tion de la DG-FDTD présentée au chapitre précédent et ainsi d’envisager la simulation d’an-
tennes environnées sur porteur. La résolution de ce type de problème par la DG-FDTD/IPO
s’opère alors en deux simulations successives. La première est dédiée à l’analyse rigoureuse
de l’antenne et de son environnement proche par la DG-FDTD. La seconde utilise l’IPO pour
prendre en compte efficacement l’effet de la plate-forme sur le rayonnement de l’antenne.
Cette méthode a été validée sur un scénario canonique d’antenne environnée sur plate-
forme. Les calculs de champ rayonné effectués à cette occasion ont montré un très bon ac-
cord entre la DG-FDTD/IPO et les méthodes références. Cette phase de validation a égale-
mentmis en lumière l’efficacité, du point de vue temps de calcul, de l’approche pour simuler
ce type de scénario.
Le chapitre suivant propose l’exploitation de cette nouvelleméthode pour traiter des pro-
blèmes électromagnétiques concrets.
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4.1 Introduction
Dans le chapitre précédent, la méthode DG-FDTD/IPO a été introduite puis validée sur
un exemple canonique. Ce chapitre présente l’application de cette méthode à la simulation
de trois scénarios d’antenne environnée sur porteur. Les objectifs de ce chapitre sont mul-
tiples :
– comparer les performances de la méthode par rapport à différents outils commerciaux
pour des configurations réalistes,
– montrer les possibilités offertes par la méthode en termes de calcul de rayonnement et
d’analyse du champ rayonné,
– évaluer les avantages et les limitations de cette méthode.
Dans la première partie de ce chapitre, laDG-FDTD/IPOest appliquée au calcul du champ
lointain rayonné dans deux scénarios différents. La seconde partie exploite quant à elle lamé-
thode pour analyser le rayonnement électromagnétique d’une antenne en présence de son
environnement opérationnel complet.
4.2 Calcul du rayonnement
Ce paragraphe rassemble deux études visant à calculer, avec la DG-FDTD/IPO, le champ
rayonné par une antenne environnée et positionnée sur une plate-forme de dimensions im-
portantes.
4.2.1 Antenne large-bande sur un véhicule
L’objectif de la première étude est de comparer la DG-FDTD/IPO avec la MLFMM du lo-
giciel FEKO, sur un scénario d’antenne environnée sur porteur de taille réaliste. Le cas d’ap-
plication retenu pour cette étude correspond à une antenne large-bande positionnée à proxi-
mité d’une boîte métallique et installée sur une structure décrivant un véhicule (Figure 4.1).
L’étude consiste à calculer le diagramme de rayonnement de l’antenne dans son environne-
ment d’intégration complet sur la bande [5 ; 9,5]GHz.
Afin de consolider la comparaison entre les résultats DG-FDTD/IPO etMLFMMde FEKO
sur le scénario complet, une phase de simulations préliminaires est réalisée. Ainsi, l’antenne
est tout d’abord simulée seule puis en présence de son environnement proche.
4.2.1.1 Simulations préliminaires
Antenne seule (sur un plan demasse infini)
Ce paragraphe entend comparer lesmodélisations de l’antenne utilisées dans les simulations
DG-FDTD/IPO etMLFMMduproblème global. L’antenne seule est ainsi analysée sur un plan
de masse infini avec la FDTD et la MoM. Notons qu’ici les faibles dimensions électriques de
la structure à simuler permettent d’utiliser la MoM sans l’algorithme MLFMA (donnant la
MLFMM).
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FIGURE 4.1 – Antenne large-bande installée sur un véhicule.
L’antenne considérée dans ce problème est unmonopôle planaire ultra large-bande, cou-
ramment appelée antenne diamant. La géométrie de cette antenne, rappelée sur la Figure
4.2, intègre des éléments obliques. Afin de modéliser correctement cette antenne dans un
maillage FDTD cartésien, il est donc nécessaire d’adopter une résolution spatiale très fine.
Les travaux présentés dans [8, 92], préconisent un maillage en λ7GHz140 =
λ9,5GHz
105 . La simulation
FDTD de l’antenne seule présentée dans ce paragraphe suit cette préconisation. La simula-
tion MoM (FEKO) de l’antenne se base quant à elle sur unmaillage fin en
λ9,5GHz
25 .
Comme décrit sur le schéma de la Figure 4.2, la simulation FDTD considère un port d’ex-
citation localisé (générateur de tension d’impédance 50Ω). Ce port d’excitation est défini sur
l’arête FDTD au centre du pied de l’antenne. La modélisation de l’alimentation de l’antenne
sous FEKOutilise quant à elle un port d’excitation localisé à la jonction entre le plan demasse
et le pied de l’antenne.
Afinde comparer les représentations FDTDetMoM(sous FEKO) de l’antennequi viennent
d’être présentées, on simule dans un premier temps le coefficient de réflexion de l’antenne
isolée sur la bande [1 ;13] GHz. La Figure 4.3 compare les résultats obtenus par les deux ap-
proches. Quelle que soit la méthode utilisée, les résultats montrent que l’antenne présente
un coefficient de réflexion inférieur à −10 dB sur la bande [5 ; 9,5] GHz. Ce résultat justifie
son caractère large-bande. La comparaison des deux approches indique qu’il existe un écart
non négligeable entre les deux modélisations à partir de 4,5 GHz.
On s’intéresse à présent à la simulation du champ lointain. La Figure 4.4 compare, dans
les plans (x0z) et (y0z) à 5 et 9,5 GHz, les diagrammes de rayonnement obtenus à partir des
modélisations FDTD et MoM. On constate tout d’abord un très bon accord entre les deux
modélisations en bas de bande ( f = 5 GHz). En revanche, à 9,5 GHz, un léger écart de direc-
tivité apparaît pour des directions autour de |θ| = 30°. On note un écart d’environ 2 dB dans
le plan (x0z) et de 1,5 dB dans le plan (y0z).
Par conséquent, bien que les modélisations FDTD et MoM de l’élément rayonnant pré-
sentent un bon accord, il existe néanmoins des écarts qui se manifestent principalement en
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FIGURE 4.2 – Antenne diamant.
haut de bande. Les écarts observées peuvent être attribués aux différences portant sur lamo-
délisation de l’excitation et la description géométrique de l’antenne.
Environnement proche
L’antenne est positionnée à proximité d’un élément métallique diffractant de forme parallé-
lépipédique (Figure 4.5). Cet élément, de par ses dimensions électriques (7,8 λ × 5,3 λ × 4,56
λ à 9,5 GHz), représente déjà un objet diffractant de dimensions relativement importantes.
Néanmoins, sa proximité par rapport à l’antenne impose une modélisation rigoureuse de
cette partie du problème complet. Dans l’optique de la simulation DG-FDTD/IPO du pro-
blème complet, ce sous-domaine doit donc être analysé par la DG-FDTD. Les résultats obte-
nus dans le chapitre 2 en termes de “plus grand domaine simulable par la DG-FDTD” indique
que, bien que de dimensions électriques importantes (9,15 λ × 7,12 λ × 5,33 λ à 9,5 GHz), ce
sous-domaine est analysable par la DG-FDTD.
Toujours dans l’objectif de consolider les résultats DG-FDTD/IPO et MLFMM, deux si-
mulations intermédiaires de l’antenne en présence de son environnement proche sontmises
en place. La première est effectuée avec la DG-FDTD tandis que l’on a recours à la MLFMM
pour la seconde. La simulation DG-FDTD se décline en deux étapes comme illustré sur la
Figure 4.6. Une simulation FDTD fine de l’antenne seule, identique à celle décrite précédem-
ment, est tout d’abord réalisée. Ensuite, une seconde simulation utilisant unmaillage relâché
(
λ9,5GHz
26,25 ) est considérée afin de simuler l’antenne en présence de son environnement proche.
La simulation MLFMM se base quant à elle sur un maillage fin (
λ9,5GHz
25 ) de l’antenne et de
l’élément diffractant.
La Figure 4.7 compare les diagrammes de rayonnement obtenus avec la DG-FDTD et la
MLFMM. Ces diagrammes montrent une très bonne correspondance pour f = 5 GHz. En
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FIGURE 4.3 – Comparaison du coefficient de réflexion simulé par la FDTD et FEKO.
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(a) Plan (x0z), f = 5 GHz.
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(b) Plan (y0z), f = 5 GHz.
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(c) Plan (x0z), f = 9,5 GHz.
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(d) Plan (y0z), f = 9,5 GHz.
FIGURE 4.4 – Comparaison des diagrammes de directivité FDTD et MoM de l’antenne dia-
mant dans les plans (x0z) et (y0z), et pour les fréquences f = 5 GHz et f = 9,5 GHz.
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(a) Vue 3D. (b) Vue de dessus.
FIGURE 4.5 – Environnement proche de l’antenne diamant. l2 = 246 mm; w2 = 168 mm; h2 =
144 mm; d2 = 25,2 mm.
FIGURE 4.6 – Simulation de l’environnement proche avec la DG-FDTD.
revanche, en haut de bande on voit apparaître un écart de directivité de l’ordre de 2 dB dans
le plan (x0z) et de 1,5 dB dans le plan (y0z). Cette observation rejoint celle déjà faite lors du
paragraphe précédent sur l’antenne seule.
La comparaisondes résultats sur ces simulations intermédiaires indique qu’il existe, prin-
cipalement en haut de bande, de légères différences entre les modélisations DG-FDTD et
MLFMMde l’antenne en présence de son environnement proche. De plus, on peut raisonna-
blement penser que les écarts entre les modélisations proviennent des différences de repré-
sentation de l’élément rayonnant.
4.2.1.2 Comparaison de la DG-FDTD/IPO avec laMLFMM sur le scénario complet
Cette fois, nous considérons le problème complet décrit sur la figure 4.8, à savoir l’an-
tenne environnée positionnée sur le véhicule. Avant de comparer les résultats de champ
rayonné obtenus par les deux approches, on s’intéresse tout d’abord à leur mise en œuvre.
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(a) Plan (x0z), f = 5 GHz.
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(b) Plan (y0z), f = 5 GHz.
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(c) Plan (x0z), f = 9,5 GHz.
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(d) Plan (y0z), f = 9,5 GHz.
FIGURE 4.7 – Comparaison des diagrammes de directivité FDTDetMLFMMde l’antenne avec
son environnement proche dans les plans (x0z) et (y0z), et pour les fréquences f = 5 GHz et
f = 9,5 GHz.
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FIGURE 4.8 – Antenne large-bande environnée positionnée sur un véhicule. l = 1728 mm; w = 1584
mm; h = 1008 mm; l2 = 246 mm; w2 = 168 mm; h2 = 144 mm; d1 = 78 mm; d2 = 25,2 mm.
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Simulation DG-FDTD/IPO du problème
La simulation DG-FDTD/IPO de ce problème est décomposée en deux simulations comme
présenté dans le chapitre précédent sur la Figure 3.2. Tout d’abord une simulation DG-FDTD
est utilisée pour caractériser l’antenne en présence de son environnement proche. Cette si-
mulation ne diffère de la simulation DG-FDTD présentée au paragraphe précédent que par
l’introduction d’une surface de Huygens englobant l’antenne et l’élément métallique situé à
proximité. La simulation DG-FDTD est suivie par une simulation IPO permettant de prendre
en compte l’influence de la structure métallique du véhicule sur le rayonnement de l’an-
tenne. La structure métallique est modélisée en adoptant un maillage carré grossier (
λ9,5GHz
4,4 )
conduisant à environ 19 points d’intégration par surface élémentaire de λ29,5GHz . Ce niveau
de maillage correspond à la résolution la plus grossière évoquée au chapitre 3.
Cette simulation IPOamènedeux précisions. Tout d’abord, de par la gestion des visibilités
introduite dans les équations 3.1 et 3.3 (cf. paragraphe 3.2.3), la structure considérée dans
l’IPO se résume à la partie en bleu clair sur la Figure 4.8. Cette portion de structure possède
tout de même des dimensions électriques importantes d’environ 55 λ0 × 50 λ0 × 32 λ0 à 9,5
GHz.
Ensuite, la simulation IPO réalisée ici ne considère qu’une seule itération (N = 1). Ce
choix est motivé par l’étude préliminaire réalisée lors de la simulation du scénario de va-
lidation (cf. paragraphe 3.3.4). En effet, cette étude a montré, sur une structure dihédrique
similaire à celle considérée ici, qu’une seule itération IPO est suffisante pour atteindre un
bon niveau de convergence sur le champ lointain.
SimulationMLFMMdu problème
La simulationMLFMM (FEKO) du problème complet sur notre machine 1 de calcul nécessite
une paramétrisation adaptée. Ainsi, un préconditioneur itératif de type SPAI 2 est utilisé afin
de réduire les ressources mémoire nécessaires. De plus, à l’exception de l’antenne qui est
maillée finement (λ9.5GHz/20), le problème est modélisé en adoptant un maillage grossier
(λ9.5GHz/8). Au final, la structure étudiée contient tout de même 1 324 360 facettes.
Résultats numériques : calcul du rayonnement à 9,5 GHz
Les résultats du calcul DG-FTD/IPO du champ rayonné à 9,5 GHz par l’antenne positionnée
sur le véhicule, sont comparés aux résultats MLFMM du logiciel FEKO (Figure 4.9).
Afin de quantifier l’écart entre la DG-FDTD/IPO et la MLFMM on reprend le critère de
différence ǫ défini lors de la simulation du scénario de validation, à savoir :
ǫ=
Nθ∑
i=1
|X (θi )−Xre f (θi )|
Nθ|max
i
[Xre f (θi )]|
(4.1)
1. Station de Travail Dell precision T5500. Processeur : Intel Xeon GenuineIntel family E5645 (un seul coeur
utilisé sur les six disponibles) cadencés à 2,4 GHz. Mémoire vive : 48 Go RAM
2. SParse Approximate Inverse
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où X représente la composante complexe Eθ ou Eφ du champ lointain, θi = (−90 + 0.5∗
(i − 1))°, et Nθ = 361. Notons que le nombre de points θi a doublé par rapport au chapitre
précédent afin de suivre les oscillations rapides rencontrées à 9,5 GHz.
Le tableau 4.1 rapporte les différences ǫ observées sur les composantesEθ etEφ du champ
lointain. On rappelle ici que les composantes Eθ et Eφ représentent respectivement la CO-
polarisation et la CROSS-polarisation dans ce problème. Les résultats sur la CO-polarisation
(lignes pleines sur les Figures 4.9(a) et 4.9(b) montrent un bon accord. En effet, dans le plan
(x0z), on relève une erreur de seulement 5,93% entre la méthode hybride proposée et la
MLFMM. Cette erreur est même réduite à 0,825% dans le plan (y0z). On peut penser que les
écarts obtenus sur cette composante ont en partie pour origine la différence de représenta-
tion de l’élément rayonnant et de son excitation au sein des deux simulations. En effet, l’écart
de directivité observé sur ces diagrammes (de l’ordre de 1,8 dB dans le plan (x0z) et de 1,2 dB
dans le plan (y0z)) est très similaire à celui déjà observé lors des simulations préliminaires de
l’antenne avec son environnement proche (Figures 4.7(c) et 4.7(d)).
La comparaison de la CROSS-polarisation montre des différences plus importantes (de
l’ordre de 10% environ). Cependant, deux raisons peuvent être avancées pour expliquer les
différences obtenues sur cette composante. Tout d’abord, l’antenne et surtout son environ-
nement proche ne sont pas redécrits dans la simulation IPO. Or, les couplages entre la struc-
turemétallique représentant le véhicule et la boîtemétallique située à proximité de l’antenne
peuvent contribuer de façon significative à la CROSS-polarisation. Ensuite, l’IPOutilisée dans
l’approche hybride proposée ne prend pas en compte les phénomènes de diffraction. On sait
pourtant que ces phénomènes peuvent avoir un rôle important sur la CROSS-polarisation.
Finalement, ceci démontre que la DG-FDTD/IPO permet de modéliser précisément un
scénario d’antenne environnée sur porteur de dimensions réalistes.
La comparaison des temps de calcul nécessaires à la simulation de ce scénario indique
que la méthode DG-FDTD/IPO est sensiblement plus rapide que la méthode MLFMM. Pour
un point de fréquence, on passe de 7h 55 min avec la MLFMM à 3h 19 min avec la DG-
FDTD/IPO (Tableau 4.2). Cet avantage en termes de temps de calcul s’accroît lors d’analyses
large-bande. Afin d’illustrer cet aspect, la structure est simulée sur la bande [6 ; 9,5] GHz en
prenant un pas fréquentiel de 100 MHz. Les temps de calculs DG-FDTD/IPO et MLFMM as-
sociés à cette simulation sont indiqués dans le tableau 4.2. Ici la DG-FDTD/IPO demande
13h 44 min de calcul contre 9 jours et 19 heures pour la MLFMM soit un environ un facteur 8
de réduction du temps de calcul. Ces résultatsmontrent clairement l’efficacité de laméthode
hybride proposée pour réaliser des analyses large-bande. En fait, plus la largeur de la bande
d’analyse est importante et plus la DG-FDTD/IPO devient attractive. Comme indiqué dans le
paragraphe 3.3.5.2 du chapitre précédent, la propriété large-bande de laméthode est à la fois
liée à la caractéristique large-bande de la DG-FDTD et à la rapidité de la simulation IPO.
4.2.1.3 Exemple d’application : le placement d’antenne.
Les résultats présentés dans le paragraphe précédent ont montré que la DG-FDTD/IPO
représente unmoyen efficace de simuler de façon précise une antenne environnée position-
née sur un porteur métallique de grandes dimensions. Ce paragraphe entend montrer que
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(a) Plan (x0z), f = 9,5 GHz.
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(b) Plan (y0z), f = 9,5 GHz.
FIGURE 4.9 – Comparaison des diagrammes de directivité DG-FDTD/IPO etMLFMMde l’an-
tenne sur le véhicule, dans les plans (x0z) et (y0z), à f = 9,5 GHz.
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TABLE 4.1 – Différence ǫ (%) calculée sur le champ lointain rayonné
(x0z) plane (y0z) plane
Eθ Eφ Eθ Eφ
MLFMM - - - -
DG-FDTD/IPO 5,93 14,37 0,825 7,60
TABLE 4.2 – Temps de simulation associés aux simulations DG-FDTD/IPO et MLFMM.
Diagramme de Rayonnement Simulation sur la bande [6 ;9,5] GHz
à 9,5 GHz (pas fréquentiel : 100 MHz) ;
MLFMM (FEKO) 7h 55min 9j 19 h
3h 19min 13h 44min
DG-FDTD/IPO DG-FDTD : 2h 56 min DG-FDTD : 2h 56 min
IPO : 23 min IPO : 10h 48min
la DG-FDTD/IPO peut être utile pour optimiser rapidement le placement d’une antenne sur
un porteur. Afin d’illustrer ce point, on calcule le diagramme de rayonnement associé à trois
positions différentes de l’antenne (avec son environnement proche) sur la structure repré-
sentant le véhicule. Les trois positions étudiées sont indiquées sur la Figure 4.10.
Les diagrammes de rayonnement obtenus pour ces trois positions, dans le plan (x0z),
sont présentés sur la Figure 4.11. On peut remarquer que le déplacement de l’antenne vers la
partie verticale (position 2) renforce les phénomènes de masquage et d’oscillations.
Les temps de calcul nécessaires à l’analyse des trois positions par la DG-FDTD/IPO et la
MLFMM (FEKO) sont comparés dans le tableau 4.3. Ces résultats indiquent que la méthode
DG-FDTD/IPO permet de réduire significativement le temps de calcul nécessaire à l’analyse
de différentes positions de l’antenne sur la structure. Cet avantage réside essentiellement
dans la possibilité de réutiliser la simulation DG-FDTD dumonopôle avec l’élément parallé-
lépipédique. Ainsi, une fois que l’antenne et son environnement proche ont été simulés, on
obtient le diagramme de rayonnement pour chaque nouvelle position en relançant unique-
ment une simulation IPO.
4.2.1.4 Conclusion.
Ce premier cas test a confronté la DG-FDTD/IPO avec la MLFMMde FEKO sur un scéna-
rio d’antenne environnée sur porteur de dimensions réalistes.
La comparaison des résultats de champ lointain obtenusmontre globalement un bon ac-
cord entre les deux méthodes. L’observation plus précise de ces résultats indique que la mé-
thode proposée offre principalement une bonne estimation de la CO-polarisation. La modé-
lisation de la CROSS-polarisation souffre quant à elle des hypothèses simplificatrices utilisées
dans l’IPO (phénomènes de diffraction par exemple). Notons que l’utilisation d’un critère de
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FIGURE 4.10 – Trois positions envisagées lors de l’étude du placement de l’antenne. Les coordonnées
correspondent au pied de l’antenne.
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FIGURE 4.11 – Diagramme de rayonnement de la composante Eθ, dans le plan (x0z), pour les trois
positions.
différence lors de la comparaison des résultats a permis de quantifier le niveau de précision
que l’on peut attendre de la DG-FDTD/IPO.
Cette étude a en outre mis en lumière les capacités large-bande de la DG-FDTD/IPO.
Par rapport à la MLFMM, la méthode proposée permet ainsi de réduire significativement les
temps de calcul des simulations large bande.
Enfin, un exemple d’application exploitant les points forts de la méthode (bonne pré-
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TABLE 4.3 – Temps de simulation associés à l’optimisation du placement de l’antenne.
Simulation d’une Simulation des
seule position 3 positions
MLFMM (FEKO) 7h 55min 23h 45min
DG-FDTD/IPO 3h 19min 4h 06min
-DG-FDTD : 2h 56 min -DG-FDTD : 2h 56 min
-IPO : 23 min -IPO : 1h 10 min
cision, possibilité de réutiliser la simulation DG-FDTD, rapidité de la simulation IPO) a été
proposé : le placement d’antenne.
Le prochain scénario proposé dans ce paragraphe s’intègre dans le cadre d’un “bench-
marking” européen de logiciel de modélisation d’antennes.
4.2.2 Activité “benchmarking” SoftLab
4.2.2.1 Contexte de l’étude
Au sein de l’association EurAAP 3 [110], le groupe “Software” [111] est entre autres chargé
d’organiser un “benchmarking” annuel au cours duquel des logiciels de modélisation d’an-
tennes et de propagation sont comparés sur des cas tests. Cette activité donne lieu à une
session spéciale lors de la conférence EuCAP 4 durant laquelle les résultats sont présentés.
Dans le cadre de cette activité annuelle de “benchmarking”, nous avons proposé un cas
test d’antenne large-bande environnée sur porteur (Figure 4.12). Ce cas test d’aspect ca-
nonique a été sélectionné compte tenu de sa capacité à rassembler différentes contraintes
rencontrées lors de la simulation d’antenne sur porteur (environnement proche complexe,
structure métallique impliquant plusieurs réflexions, analyse large-bande, etc.). Il sera pré-
senté plus en détail dans le paragraphe suivant.
Le cas test proposé a finalement été simulé par cinq participants. On précise ci-dessous
le nom de ces participants ainsi la méthode utilisée par chacun d’entre eux :
– L’IETR avec la DG-FDTD/IPO (méthode hybride temporelle-fréquentielle combinant
la DG-FDTD et l’IPO),
– EM Software & Systems [21] avec la MLFMM implantée dans son logiciel FEKO (mé-
thode fréquentielle basée sur la MoM),
– WIPL-D d.o.o. [112] avec le logiciel WIPL-D Pro (méthode fréquentielle basée sur la
MoM),
– CST [113] avec le logiciel CSTMicrowave Studio (méthode temporelle),
3. European Association on Antennas and Propagation.
4. European Conference on Antennas and Propagation.
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FIGURE 4.12 – Schéma du cas test proposé pour le benchmarking.
– ANSYS [114] avec la méthode FE-BI du logiciel HFSS (méthode fréquentielle hybride
surfacique-volumique (cf. paragraphe 1.3.2.4)).
Notons qu’à l’exception de la DG-FDTD/IPO, toutes les méthodes comparées dans le
cadre de ce “benchmarking” utilisent des approches rigoureuses. De plus, on peut remar-
quer que les approches proposées ici couvrent différentes familles de méthodes rigoureuses
présentées au chapitre 1.
Chaque participant a analysé la structure sur la bande [4 ; 9,5] GHz avec un pas de 500
MHz et a fourni les diagrammes de rayonnement dans deux plans orthogonaux (plans (x0z)
et (y0z)).
4.2.2.2 Présentation du cas d’étude
Le cas test proposé pour ce “benchmarking” est schématisé sur la Figure 4.12. Il se com-
pose d’une antenne large-bande positionnée à proximité d’une cavité diélectrique et placée
sur une structure métallique de grandes dimensions (55 λ × 50 λ × 32 λ à 9,5 GHz). La géo-
métrie de ce scénario est précisée sur les Figures 4.13(a) et 4.13(b). L’antenne large-bande
utilisée ici est une antenne diamant, identique à celle utilisée dans le scénario précédent (cf.
paragraphe 4.2.1.1). La géométrie de la cavité diélectrique située à proximité de l’antenne est
précisée sur les Figures 4.14(a) et 4.14(b). Cette cavité correspond à un bloc diélectrique creux
de faible permittivité (matériau A, ǫr = 4), à l’intérieur duquel est placé un parallélépipède di-
électrique de forte permittivité (matériau B, ǫr = 10).
4.2.2.3 Mise enœuvre de la simulation
La Figure 4.15 présente le schéma de décomposition DG-FDTD/IPO utilisé pour simuler
ce cas test. Comme expliqué dans le chapitre précédent, la simulation du problème complet
est scindée en deux simulations exécutées de manière successive. Dans un premier temps,
la DG-FDTD est employée pour simuler l’antenne diamant en présence de la cavité diélec-
trique. Cette simulation est effectuée en deux étapes. Une première correspondant à la simu-
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(a) Vue de dessus. (b) Vue de côté.
FIGURE 4.13 – Géométrie du cas test utilisé pour le ”benchmarking“. l = 1728 ; w = 1584 ; h =
1008 mm; l1 = 54 ; l2 = 70,8 ; l3 = 108 ; l4 = 141,6 ; w1 = 78 ; w2 = 94,8 ; w3 = 156 ; w4 = 189,6 ; h3
= 96 ; h4 = 112,8 ; hant = 16,8 ; d = 22,8 ; δ = 117,6 ; Xre f = 147,6 ; Yre f = 289,2 (dimensions en
mm).
(a) Plan de coupe ∆. (b) Plan de coupe (y0z).
FIGURE 4.14 – Zoom sur la cavité diélectrique. a = 17,2 mm; b = 14,4 mm; b2 = 7,2 mm; c =
19,2 mm; c2 = 9,6 mm. Matériau A : ǫr = 3 ; matériau B : ǫr = 10.
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FIGURE 4.15 – Schéma de décomposition de la simulation DG-FDTD/IPO du cas test.
lation fine (maillage en
λ9,5GHz
105 ) de l’antenne diamant isolée puis une seconde correspondant
cette fois à la simulation grossière (maillage en
λ9,5GHz
26,25 ) de l’antenne en présence de la cavité
diélectrique sur un plan de masse infini.
La simulation IPO, permettant de prendre en compte l’effet de la structure métallique,
débute une fois terminée la simulation de l’antenne en présence de la cavité. Cette simula-
tion se déroule également en deux étapes comme indiqué sur le schéma de la Figure 4.15.
Notons qu’une seule itération est utilisée lors de la simulation IPO. De même que pour le
précédent cas d’étude, on justifie ce choix par les résultats de l’étude de convergence menée
sur la structure dihédrique du scénario de validation au chapitre précédent (cf. paragraphe
3.3.4).
Pour ne pas alourdir le manuscrit, la mise œuvre des méthodes des quatre autres partici-
pants ne sera pas détaillée ici. Pour plus de précisions à ce sujet, le lecteur pourra consulter
les rapports des différents participants sur le site internet du groupe de travail “Software” de
l’association EurAAP [115].
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4.2.2.4 Synthèse des résultats obtenus
Ce paragraphe présente la synthèse des résultats obtenus à l’issue du ”benchmarking“
entre les cinq participants. L’ensemble des résultats n’est pas montré de manière à ne pas
alourdir le manuscrit. Aussi, seuls les diagrammes de rayonnement en bas de bande (4,5
GHz), milieu de bande (6,5 GHz) et haut de bande (9,5 GHz), correspondant respectivement
aux Figures 4.16, 4.17 et 4.18, sont présentés ici. Pour chaque point de fréquence, on com-
pare les résultats en CO-polarisation (composante Eθ du champ) et en CROSS-polarisation
(composante Eφ du champ) dans les plans (x0z) et (y0z).
Remarques générales
On peut retenir de ce ”benchmarking“ que les méthodes utilisées par les différents parti-
cipants présentent un bon accord lors du calcul du champ lointain rayonné (Figures 4.16,
4.17 et 4.18). Au-delà des courbes présentées ici, la comparaison des diagrammes sur les 12
points de fréquences demandés ne fait pas état de différences majeures révélant une incapa-
cité d’une ou plusieurs méthodes à résoudre le problème électromagnétique posé.
Notons que les écarts les plus importants relevés entre les méthodes, l’ont été sur les dia-
grammes portant sur la CROSS-polarisation. Ceci est principalement lié au fait que la com-
paraison s’effectue sur des niveaux de champ plus faibles.
Enfin, parmi les logiciels commerciaux, à savoir FEKO, WIPL-D, CST, et HFSS, on peut
remarquer que les résultats fournis par ce dernier s’écartent des autres en haut de bande.
Ceci peut être dû à un maillage insuffisant de la structure pour cette gamme de fréquences
(Figures 4.18(c) et 4.18(d) par exemple).
Analyse des résultats DG-FDTD/IPO
La DG-FDTD/IPO étant la seule approche intégrant une méthode asymptotique, on pour-
rait craindre une perte de précision significative vis-à-vis des approches rigoureuses em-
ployées par les logiciels commerciaux. Cependant, les diagrammes présentés sur les Figures
4.16, 4.17 et 4.18montrent que d’unemanière générale, laméthode hybride proposée fournit
des résultats proches des méthodes rigoureuses.
La DG-FDTD/IPO présente en particulier un très bon accord sur les diagrammes en CO-
polarisation. Ainsi, sur les Figures 4.17(a) et 4.17(c) présentant respectivement les diagrammes
dans les plans (x0z) et (y0z) à 6,5 GHz, on observe que les positions angulaires des princi-
paux extremum sont bien respectées.
Comparons maintenant les résultats obtenus en matière de CROSS-polarisation. Dans le
plan (y0z), on constate que quelque soit le point de fréquence observé, l’allure de la courbe
DG-FDTD/IPO suit celle définie par les différentes approches rigoureuses (Figures 4.16(d),
4.17(d) et 4.18(d)). On peut expliquer ces résultats en avançant que, dans ce plan, la CROSS-
polarisation est essentiellement liée à l’interaction entre l’antenne et la cavité diélectrique.
Or, cette partie du problème est analysée de façon rigoureuse par la DG-FDTD dans la mé-
thode hybride proposée.
Les résultats obtenus dans le plan (x0z) et présentés sur les Figures 4.16(b), 4.17(b) et
4.18(b), laissent apparaître des différences plus importantes que dans le plan (x0z). On peut
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(a) CO-polar (Eθ), plan (x0z).
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(b) CROSS-polar (Eφ), plan (x0z).
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(c) CO-polar (Eθ), plan (y0z).
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(d) CROSS-polar (Eφ), plan (y0z).
FIGURE 4.16 – Comparaison des diagrammes de rayonnement en CO-polarisation et CROSS-
polarisation, dans les plans (x0z) et (y0z), à 4,5 GHz.
raisonnablement penser que les écarts observés sont essentiellement liés au fait que la si-
mulation IPO ne prend pas en compte des phénomènes pouvant contribuer à la CROSS-
polarisation dans ce plan (diffraction sur les bords, couplages retours entre la structure mé-
tallique et la cavité diélectrique par exemple).
4.2.2.5 Conclusion
Le second cas d’application de laDG-FDTD/IPOprésenté dans ce chapitre correspond au
cas test proposé pour l’activité de ”benchmarking“ organisé par l’association EurAAP. Ce cas
d’application a permis, à travers un calcul de champ lointain, de confronter la DG-FDTD/IPO
avec 4 méthodes rigoureuses issues des principaux logiciels commerciaux européen du sec-
teur.
La comparaison des résultats obtenus montre que la DG-FDTD/IPO fournit des résultats
proches de ceux proposés par les différentes approches rigoureuses issues des logiciels com-
merciaux. Ceci démontre les capacités de la DG-FDTD/IPO à simuler précisément un pro-
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(a) CO-polar (Eθ), plan (x0z).
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(b) CROSS-polar (Eφ), plan (x0z).
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(c) CO-polar (Eθ), plan (y0z).
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FIGURE 4.17 – Comparaison des diagrammes de rayonnement en CO-polarisation et CROSS-
polarisation, dans les plans (x0z) et (y0z), à 6,5 GHz.
4.2. CALCUL DU RAYONNEMENT 107
−180 −150 −120 −90 −60 −30 0 30 60 90 120 150 180
−40
−35
−30
−25
−20
−15
−10
−5
0
5
10
15
θ (Degre´s)
D
ir
ec
ti
v
it
e´
(d
B
)
 
 
DG−FDTD/IPO
FEKO
WIPL−D
CST
HFSS
(a) CO-polar (Eθ), plan (x0z).
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(b) CROSS-polar (Eφ), plan (x0z).
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(c) CO-polar (Eθ), plan (y0z).
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FIGURE 4.18 – Comparaison des diagrammes de rayonnement en CO-polarisation et CROSS-
polarisation, dans les plans (x0z) et (y0z), à 9,5 GHz.
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blème d’antenne environné sur une structure métallique de grandes dimensions. Toutefois,
une observation plus précise des résultats fait apparaître quelques différences significatives
sur la CROSS-polarisation. Ces différences peuvent s’expliquer par la non prise en compte du
couplage retour entre l’antenne et la structure métallique ainsi que la non prise en compte
des phénomènes de diffraction sur les arêtes.
4.3 Exploitationde laDG-FDTD/IPOpour l’analysedu rayonnement
d’une antenne sur structure
4.3.1 Introduction
Jusqu’à présent, la DG-FDTD/IPO a été appliquée au calcul du rayonnement d’antenne
environnée positionnée sur des structures métalliques. Ce paragraphe vise a montrer que
cette méthode fournit également un outil efficace pour séparer et analyser la contribution
des différents éléments participant au rayonnement EM dans un problème d’antenne envi-
ronnée sur porteur.
Le scénario canonique utilisé dans le cadre de la validation de la DG-FDTD/IPO est de
nouveau employé afin d’illustrer cette propriété intéressante. On rappelle que ce scénario,
présenté sur la Figure 3.12 dans le chapitre précédent, se compose d’un monopôle (opérant
à 1 GHz) positionné à proximité d’un cube diélectrique et placé sur une structure métallique
dihédrique. Notons enfin que le choix d’un scénario très simple et déjà abordé dans ce ma-
nuscrit se justifie par la volonté de mettre en avant la démarche d’analyse du rayonnement
plutôt que les résultats de l’analyse en eux-mêmes.
4.3.2 Présentation de la démarche
Trois sous-cas sont tout d’abord définis à partir du scénario complet afin d’analyser la
contribution électromagnétique des différents éléments constituant le scénario de validation
de la DG-FDTD/IPO. Ceux-ci sont présentés sur la Figure 4.19. Le sous-cas 1 correspond à
l’antenne monopôle positionnée sur le plan de masse carré. Le sous-cas 2 intègre, en plus
des éléments présents dans le sous-cas 1, le cube diélectrique situé à proximité de l’antenne.
Enfin, le sous-cas 3 correspond à l’antennemonopôle positionnée sur la structuremétallique
dihédrique mais sans environnement proche.
Le principal avantage de la méthode DG-FDTD/IPO pour mener ce type d’analyse réside
dans samodularité. Cette caractéristique permet de réutiliser des simulations déjà effectuées
durant l’étude du cas complet pour analyser des sous-cas. Dans le cas du scénario de valida-
tion, la simulation DG-FDTD/IPO du problème complet a déjà été effectuée au chapitre pré-
cédent. Aussi, les simulations FDTD, déjà effectuées lors de la simulation DG-FDTD de l’an-
tenne en présence du bloc diélectrique, peuvent être réutilisées afin d’analyser rapidement
les trois sous-cas. Ce point est illustré sur la Figure 4.20. On indique ici que la première étape
de la DG-FDTD menée lors de l’analyse du scénario complet peut être réutilisé lors des si-
mulations des sous-cas 1 et 3. De la même façon, la seconde étape DG-FDTD peut être réuti-
lisée afin de simuler le sous-cas 2. Au final, seules des simulations PO ou IPO, peu coûteuses
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FIGURE 4.19 – Définition des sous-cas permettant l’analyse des contributions EM des différents élé-
ments du scénario de validation.
d’un point de vue ressources informatiques, doivent être lancées pour compléter l’analyse
des sous-cas définis plus-haut. Notons que ces simulations PO ou IPO correspondent à la
partie asymptotique de la méthode hybride proposée.
Finalement, la démarche présentée ci-dessus permet de mener efficacement l’analyse
des contributions EM des différents éléments de la structure.
4.3.3 Analyse approfondie du rayonnement
Ce paragraphe entend avant tout mettre l’accent sur les avantages procurés par la DG-
FDTD/IPO pourmener les simulations nécessaires à l’analyse approfondie du rayonnement.
L’analyse du diagramme de rayonnement à proprement parler est ici secondaire. Aussi, on
limitera cette analyse à l’étude des plans de coupe (x0z) et (y0z) uniquement.
Les trois sous-cas définis sur la Figure 4.19 sont maintenant simulés afin d’analyser le
diagramme de rayonnement du scénario complet.
4.3.3.1 Analyse du sous-cas 1
L’analyse du premier sous-cas vise à identifier l’effet du plan de masse carré sur le dia-
gramme de rayonnement final.
Comme indiqué sur la Figure 4.20, ce sous-cas peut être analysé en utilisant deux simula-
tions consécutives. La simulation FDTD de l’antenne seule a déjà été effectuée lors la simu-
lation du scénario global. Elle peut donc être réutilisée à condition qu’une surface de Huy-
gens englobant l’antenne ait été définie dans cette simulation. On récupère alors les courants
équivalents modélisant l’antenne seule pour servir de source d’excitation à la simulation PO
du plan de masse carré. Ici, étant donnée la géométrie planaire de la structure métallique,
il n’est pas nécessaire d’utiliser l’IPO (N = 0). Enfin la simulation PO réalisée ici adopte le
même niveau demaillage que celui utilisé lors de la simulation IPO du scénario de validation
(maillage grossier en λ1GHz/6).
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FIGURE 4.20 – Mise en évidence de la réutilisation des simulations DG-FDTD lors de l’analyse des
sous-cas.
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FIGURE 4.21 – Comparaison de la composante Eθ du champ rayonné, par le cas complet et le sous-
cas 1, dans le plan (y0z).
La Figure 4.21 compare, dans le plan (y0z) et sur la composante Eθ du champ, les dia-
grammes de rayonnement associés au cas complet et au sous cas 1. Les résultats présentés
indiquent que les oscillations observées sur le diagramme de rayonnement associé au cas
complet sont principalement dues au plan de masse carré (Figure 4.21).
4.3.3.2 Analyse du sous-cas 2
Le second sous-cas a pour but d’analyser la contribution du bloc diélectrique sur le dia-
gramme de rayonnement du cas complet.
La simulation de ce sous-cas se décompose en deux simulations successives (Figure 4.20).
Une simulation rigoureuse, avec la DG-FDTD, de l’antenne en présence du cube diélectrique
en considérant un plan de masse infini est tout d’abord effectuée. On peut réutiliser ici la
seconde étape de la DG-FDTD menée lors de l’analyse du cas complet. Les courants équi-
valents modélisant l’antenne et son environnement proche peuvent être repris pour exciter
la simulation PO prenant en compte l’effet du plan de masse carré. De même que dans le
cas précédent, le recours à la PO plutôt qu’à l’IPO se justifie par la géométrie planaire de la
structure métallique. La structure métallique est modélisée en adoptant unmaillage grossier
en λ1GHz/6.
La Figure 4.22 présente la comparaison du champ Eθ associé au sous-cas 2 et au cas com-
plet dans le plan (x0z). On constate que les courbes obtenues sont très proches pour des
angles θ tels que −30° < θ < 40°. Ce résultat indique que le diagramme de rayonnement as-
socié au cas complet est très fortement influencé par la contribution du bloc diélectrique
dans ce secteur angulaire.
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FIGURE 4.22 – Comparaison de la composante Eθ du champ rayonné, par le cas complet et le sous-
cas 2, dans le plan (x0z).
4.3.3.3 Analyse du sous-cas 3
Le troisième sous-cas entend déterminer la contribution de la partie verticale de la struc-
ture métallique sur le rayonnement du cas complet.
De même que lors des sous-cas précédents, la simulation du sous-cas 3 se déroule en
deux simulations successives (Figure 4.20). La première simulation, correspondant à l’ana-
lyse de l’antenne seule, a déjà été effectuée lors de l’analyse du cas complet et reprise lors du
traitement du sous-cas 1. On peut de nouveau la réutiliser ici. La seconde simulation prenant
en compte l’effet de la structure métallique dihédrique est réalisée avec l’IPO. Le recours à
l’IPO se justifie par la configuration dihédrique, favorable à l’apparition de multiples réflec-
tions. Notons que, comme lors de l’analyse du cas complet, on utilise une seule itération dans
l’algorithme IPO (N = 1). Enfin, comme pour les deux sous-cas précédents, unmaillage gros-
sier (λ1GHz/6) est adopté dans cette simulation.
La Figure 4.23 compare la composante Eθ du champ lointain pour le cas complet et le
sous-cas 3. On constate que les deux courbes obtenues présentent la même allure pour des
angles rasants. Plus précisément, on observe sur celles-ci de fortes oscillations pour −90°
< θ < −45° et une chute brutale de la directivité pour 50° < θ < 90°. Ce résultat indique
que le diagramme de rayonnement associé au cas complet est très fortement influencé par la
contribution de la partie verticale de la structure métallique dans ces secteurs angulaires.
4.3. EXPLOITATION DE LA DG-FDTD/IPO POUR L’ANALYSE DU RAYONNEMENT D’UNE
ANTENNE SUR STRUCTURE 113
−90 −60 −30 0 30 60 90
−40
−35
−30
−25
−20
−15
−10
−5
0
5
10
15
θ (Degre´s)
D
ir
ec
ti
v
it
e´
(d
B
)
 
 
Sous−cas 3
Cas complet
FIGURE 4.23 – Comparaison de la composante Eθ du champ rayonné, par le cas complet et le sous-
cas 3, dans le plan (x0z).
4.3.3.4 Temps de simulation
Le tableau 4.4 détaille les temps de simulation associés aux différentes étapes de la si-
mulation DG-FDTD/IPO du cas complet. Comme indiqué au chapitre 3, il faut environ 14
minutes pour simuler le cas complet. Ce temps correspond à la somme du temps nécessaire
pour les deux étapes de la DG-FDTD ainsi que la simulation IPO.
De par sa modularité, la DG-FDTD/IPO permet de réutiliser avantageusement des simu-
lations effectuées lors de l’analyse du scénario global pour traiter des sous-cas. Le paragraphe
précédent a ainsi montré que la simulation d’un sous-cas ne requiert en réalité qu’une simu-
lation PO ou IPO supplémentaire (Figure 4.20). Aussi, le tableau 4.5 présente les temps de
simulation additionnels requis pour analyser chacun des sous-cas précédemment étudiés.
Ce tableau indique que la simulation d’un sous-cas demande seulement 1 minute environ.
4.3.4 Conclusion sur le cas d’exploitation
La modularité de la DG-FDTD/IPO a été exploitée ici pour séparer et identifier la contri-
bution des différents éléments intervenant dans le rayonnement EM associé au scénario de
validation présenté au chapitre précédent.
Ce paragraphe a notammentmontré que les différentes étapes utilisées lors de simulation
du cas complet peuvent être réutilisées afin d’analyser efficacement les sous-cas permettant
d’identifier les contributions des différents éléments.
114 CHAPITRE 4. APPLICATION ET EXPLOITATION DE LA DG-FDTD/IPO
TABLE 4.4 – Temps de simulation associés au cas complet.
Élément pris en compte Simulation requise Temps de simulation
Monopôle isolé DG-FDTD première étape 2min 30
Environnement proche DG-FDTD deuxième étape 10min 30
Porteur IPO 1min 15
Total cas complet DG-FDTD/IPO 14min 15
TABLE 4.5 – Temps de simulation additionnels associés aux différents sous-cas.
Sous-cas simulé Simulation requise Temps de simulation additionnel
Sous-cas 1 PO 50 s
Sous-cas 2 PO 1min 15 s
Sous-cas 3 IPO 1min 15 s
4.4 Conclusion du chapitre
Dans ce chapitre, la DG-FDTD/IPO a tout d’abord été appliquée à du calcul de rayon-
nement EM en champ lointain dans deux scénarios d’antennes environnées sur porteur. Le
premier cas d’application, concernant une antenne positionnée sur une structure représen-
tant un véhicule, démontre la capacité de laméthode à traiter un scénario d’antenne sur por-
teur de dimension réaliste. La comparaison effectuée avec la MLFMM (FEKO) montre que
la méthode permet d’obtenir un bon niveau de précision sur les résultats en champ lointain,
notamment sur la CO-polarisation. Ce premier cas d’applicationmet également en lumière le
gain au niveau du temps de calcul apporté par la DG-FDTD/IPO, par rapport à une approche
comme la MLFMM, lors d’analyses large bande.
La méthode a également été confrontée, dans le cadre du ”benchmarking“ logiciel or-
ganisé par EurAAP, à quatre autres méthodes utilisées par des logiciels commerciaux. Ceci
constitue le deuxième cas d’application présenté dans ce manuscrit. La méthode a ainsi
démontré sa capacité à rivaliser avec des méthodes commerciales sophistiquées et hyper-
optimisées. A titre de comparaison, la simulation MLFMM sous FEKO demande 49h 35 min
en utilisant 8 cœurs et 35 Go de RAM, contre seulement 6h 49 min avec la DG-FDTD/IPO en
utilisant un seul cœur et 950 Mo de RAM. Cependant, ce ”benchmarking“ indique de nou-
veau une certaine difficulté de la méthode a fournir une estimation précise de la CROSS-
polarisationquel que soit le pland’observation considéré. L’origine des imprécisions se trouve
vraisemblablement dans les phénomènes non pris en compte au niveau de l’IPO (couplage
retour de type antenne-porteur, phénomène de diffraction).
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La seconde partie du chapitre amis en avant les possibilités offertes par la DG-FDTD/IPO
en termes d’analyse de champ lointain rayonné dans un problème d’antenne environnée sur
porteur. La modularité de la méthode peut en effet être exploitée avantageusement afin de
mener efficacement ce type d’analyse. Ce type d’exploitation de la méthode a été illustré en
réalisant l’étude du rayonnement du scénario de validation de la DG-FDTD/IPO.
Le prochain chapitre propose une améliorationde laméthodeDG-FDTD/IPOpour prendre
en compte le couplage retour entre les éléments du volume DG-FDTD et la plate-forme ac-
cueillant l’antenne.
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5.1 Introduction
L’approche DG-FDTD/IPO, telle que présentée au chapitre 3, ne considère pas de redes-
cription grossière du domainemodélisé avec la DG-FDTD (antenne avec son environnement
proche) dans la simulation IPO (Figure 5.1). Ceci implique que les couplages retours entre le
domaine DG-FDTD et la structure métallique traitée avec l’IPO ne sont pas pris en compte.
Or, ces couplages peuvent avoir une influence significative sur le diagramme de rayonne-
ment de l’antenne (en particulier sur la CROSS-polarisation). D’ailleurs, lors de l’analyse des
scénarios du chapitre précédent, certains écarts entre la DG-FDTD/IPO et les méthodes ri-
goureuses ont été attribués à la non prise en compte de ces couplages.
En réponse à cette problématique, ce chapitre propose une amélioration de la méthode
DG-FDTD/IPO introduisant la redescription grossière du domaine DG-FDTD dans la simu-
lation IPO. Notons que l’amélioration proposée ici reprend le principe de la redescription de
l’élément rayonnant lors de la seconde étape de la DG-FDTD (cf. 2.2.2).
5.2 Présentation du scénario de validation de la redescription
Le scénario choisi pour valider la redescription grossière des éléments du domaine DG-
FDTD dans l’IPO est présenté sur la Figure 5.2. Celui-ci est inspiré du scénario de validation
de la DG-FDTD/IPO présenté au chapitre 3 sur la Figure 3.12. Ces deux scénarios ont en com-
mun l’élément rayonnant (monopôle fonctionnant à 1 GHz) et la plate-forme accueillant cet
élément rayonnant (structure métallique dihédrique).
L’environnement prochede l’antenne est ici constitué d’uneplaquemétallique, sans épais-
seur, parallèle au plan (y0z) et mesurant (3×4,7)λ2 à 1 GHz. On vérifie que cet élément qui
sera redécrit dans la simulation IPO satisfait les conditions imposées par cette méthode :
– Les éléments considérés dans la simulation IPO doivent être métalliques. Cette pre-
mière contrainte est liée au fait que la formule 3.3 permettant la résolution itérative des
courants prend comme hypothèse l’utilisation d’un objet parfaitement conducteur.
– Les éléments analysés dans la simulation IPO doivent être grands devant la longueur
d’onde (objetmesurant 2 à 3 longueurs d’onde auminimum). Cette seconde contrainte
est directement liée à l’hypothèse du plan tangent développée au chapitre 3. Les élé-
ments du scénario comportant des détails géométriques fin doivent donc être rempla-
cés par desmodèles grossiers ignorant ces détails, voire être supprimés si cela n’est pas
possible (c’est le cas de l’antenne ici).
De plus, le scénario est construit de manière à faciliter l’observation des effets liés aux
couplages retours sur le diagramme de rayonnement de l’antenne. Ceci se traduit à travers le
positionnement de l’antenne et de la plaquemétallique favorisant un fort niveau de couplage
retour.
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(a) Scénario complet.
(b) Simulation DG-FDTD-IPO du problème.
FIGURE 5.1 – Illustration de la non prise en compte du couplage retour entre les éléments du
domaine DG-FDTD et la plate-forme dans la version initiale de la DG-FDTD/IPO.
FIGURE 5.2 – Scénario utilisé pour la validation de la redescription grossière du volume DG-FDTD
dans l’IPO. l = 3,9 m = 13 λ1GHz , h = 1,15 m = 3,83 λ1GHz , dplaque = 0,8 m ≈ 8λ1GHz3 ), dant−plaque = 0,20
m ≈ 2λ1GHz3 ), hplaque = 0,9 m = 3 λ1GHz , wplaque = 1,4 m ≈ 4,67 λ1GHz .
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5.3 Simulations références avec laMLDG-FDTD et la MLFMM
5.3.1 Mise enœuvre des simulations références
Le scénario de la Figure 5.2 est tout d’abord simulé avec lesméthodesMLFMMetMLDG-
FDTD en vue de valider plus tard les résultats incluant la redescription grossière du domaine
DG-FDTD dans la simulation IPO. Notons que ces deux méthodes ont déjà été utilisées dans
le cadre de la validation de la méthode DG-FDTD/IPO.
La simulation MLFMM du scénario effectuée avec FEKO adopte unmaillage standard en
(λ1GHz/12). Ce niveau de discrétisation du scénario conduit à la résolution d’un problème de
152 985 facettes.
L’analyse du scénario avec la méthode ML DG-FDTD consiste, comme présenté lors du
chapitre 2, à décomposer la simulation du problème initial en trois simulations FDTD suc-
cessives (Figure 5.3). La première correspond à la simulation précise de l’antenne seule sur un
plan de masse infini. Un maillage fin en (λ1GHz/60) est utilisé. Le champ primaire récupéré
lors de cette étape sert d’excitation pour la seconde étape. Cette fois, l’antenne est analysée en
présence de la plaque métallique mais en considérant toujours un plan de masse infini. Les
éléments analysés dans cette étape sont décrits à l’aide d’un maillage relâché en (λ1GHz/30).
La troisième étape de la ML DG-FDTD consiste à prendre en compte l’effet de la plate-forme
métallique. Dans la perspective d’analyser le scénario complet mais aussi d’évaluer l’effet
des couplages retours sur le rayonnement de l’antenne, deux schémas ML DG-FDTD inté-
grant ou non la redescription grossière des éléments de l’étape précédente sontmis en place.
Un même niveau de maillage relâché est alors utilisé dans les deux versions de la troisième
étape. Enfin, on peut noter que les dimensions du scénario permettent ici de conserver dans
la troisième étape, un maillage en λ1GHz/30 comme à lors de la seconde étape.
5.3.2 Résultats de simulation
Le champ lointain, calculé à 1 GHz, avec les simulations références ML DG-FDTD et
MLFMM, dans les plans (x0z) et (y0z), est comparé dans les Figures 5.4 et 5.5. On précise
que les composantes Eθ et Eφ du champ présentées sur ces figures correspondent respecti-
vement à la CO et à la CROSS-polarisation. De plus, seule la composante en CO-polarisation
est présentée dans le plan (x0z) du fait de la symétrie du scénario par rapport à ce plan (an-
nulation de la CROSS- polarisation).
Les résultats obtenus montrent que quel que soit le plan de coupe observé, les simula-
tions ML DG-FDTD avec redescription et MLFMM présentent un excellent accord. Ce résul-
tat valide les simulations références avec redescription du scénario complet.
D’autre part, les simulationsMLDG-FDTDavec et sans redescriptionde laCO-polarisation
dans le plan (x0z), présentées sur la Figure 5.4, laissent apparaître des différences significa-
tives. Ceci indique que les couplages retours influencent fortement le diagramme de rayon-
nement de l’antenne dans le plan (x0z). On note en particulier deux secteurs angulaires très
sensibles à la prise en compte du couplage retour, autour de θ =−80 ° et de θ = 60 °. Dans le
plan (y0z), il existe également des différences entre les deux simulations ML DG-FDTDmais
de moindre importance. Les écarts les plus significatifs sont relevés autour de |θ| = 75° sur la
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FIGURE 5.3 – Décomposition ML DG-FDTD du scénario de validation. Définition de deux schémas
intégrant ou non la prise en compte des couplages retours entre l’environnement proche de l’antenne
et la plate-formemétallique.
CO-polarisation et de θ = 0° sur la CROSS-polarisation.
5.4 Simulations DG-FDTD/IPO avec et sans redescription
Le scénario de validation de la redescription, défini sur la Figure 5.2, est maintenant si-
mulé avec la DG-FDTD/IPO. Ce paragraphe débute par l’application de la méthode dans sa
version initiale, c’est-à-dire sans redescription de l’environnement proche de l’antenne, puis
se poursuit avec la validation de la méthode avec redescription.
5.4.1 Simulation DG-FDTD/IPO sans redescription
La simulationDG-FDTD/IPO sans redescription présentée dans ce paragraphe vise avant
tout à fournir les résultats qui permettront, en fin de chapitre, d’évaluer l’apport de la redes-
cription dans la simulationDG-FDTD/IPO.De plus, la confrontation de cette simulation avec
la simulation ML DG-FDTD sans redescription entend valider la bonne mise en œuvre des
étapes de simulation qui seront reprises dans la DG-FDTD/IPO avec redescription.
5.4.1.1 Mise enœuvre
La décomposition du problème suit le schéma proposée au chapitre 3 sur la Figure 3.2.
Ainsi, l’antenne et son environnement proche sont analysés par laDG-FDTD. Les deux étapes
DG-FDTDutilisées ici sont identiques aux deux premières étapes de laMLDG-FDTDprésen-
tées sur la Figure 5.3. Seule une surface de Huygens englobant l’antenne et la plaque métal-
lique est introduite dans la deuxième étape. Cette surface reprend les dimensions ainsi que
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FIGURE 5.4 – Comparaison de la composante Eθ du champ lointain, dans le plan (x0z) et à 1 GHz ,
simulée avec les méthodes MLFMM et ML DG-FDTD.
la position de la surface de prélèvement de la deuxième étape de la ML DG-FDTD. La plate-
forme métallique dihédrique est ensuite analysée avec l’IPO. Les courants équivalents obte-
nus à l’issue de la simulation DG-FDTD servent d’excitation pour cette simulation. Enfin, 11
itérations IPO sont utilisées ici. Ce choix sera justifié plus tard dans ce chapitre lors de l’étude
de convergence (cf. paragraphe 5.4.2.1).
5.4.1.2 Comparaison de la DG-FDTD/IPO avec laMLDG-FDTD
Le champ lointain à 1 GHz, calculé avec la DG-FDTD/IPO sans redescription, est com-
paré celui obtenu avec la ML DG-FDTD sans redescription. Les Figures 5.6 et 5.7 présentent
les résultats obtenus, respectivement dans les plans (x0z) et (y0z). Quel que soit le plan de
coupe, ces figuresmontrent un très bon accord entre les deux simulations au niveau de la CO-
polarisation. L’accord est également satisfaisant sur la CROSS-polarisation (Figure 5.7(b)).
Les résultats obtenus ici valident la simulation DG-FDTD/IPO sans redescription. A tra-
vers cette validation on s’assure de la mise en oeuvre correcte de la simulation DG-FDTD de
l’antenne et son environnement proche, ainsi que du calcul et de l’utilisation des courants
d’excitation dans la simulation IPO.
5.4.2 Simulation DG-FDTD/IPO avec redescription
Le scénario de la Figure 5.2 est à présent simulé avec la DG-FDTD/IPO intégrant la redes-
cription grossière des éléments du domaine DG-FDTD.
Le schéma de décomposition adopté pour cette simulation est très similaire à celui utilisé
lors de la simulation DG-FDTD/IPO sans redescription (cf. paragraphe 5.4.1.1). L’ajout de la
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(a) Eθ , plan (y0z).
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FIGURE 5.5 – Comparaison des composantes Eθ (a) et Eφ (b) du champ lointain, dans le plan
(y0z) et à 1 GHz, simulées avec les méthodes MLFMM et ML DG-FDTD.
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FIGURE 5.6 – Comparaison de la composante Eθ du champ lointain, dans le plan (x0z) et à 1 GHz ,
simulée avec les méthodes DG-FDTD/IPO et ML DG-FDTD sans redescription.
plaque métallique dans la simulation IPO amène cependant à prendre en compte les visibi-
lités lors du calcul itératif des courants. En effet, toute les facettes ne sont plus en visibilité
directe comme lors de la simulation IPO sans redescription. Les problèmes de visibilité sont
alors gérés de manière géométrique comme expliqué dans le paragraphe 3.2.3.4.
L’introduction de la plaque métallique située à proximité de l’antenne dans la simula-
tion IPO amène également à revoir le nombre d’itérations IPO nécessaires pour atteindre la
convergence au niveau du champ lointain. Le prochain paragraphe est consacré à ce point.
5.4.2.1 Étude de convergence
L’étude menée dans ce paragraphe consiste à évaluer, en fonction du nombre N d’itéra-
tions dans la simulation IPO, la vitesse de convergence des diagrammes de champ lointain
calculés avec la DG-FDTD/IPO avec redescription.
Cette étude a deux objectifs. Elle vise tout d’abord à déterminer le nombre d’itérations
IPO qui sera utilisé, au paragraphe suivant, lors de la simulation DG-FDTD/IPO avec redes-
cription. Ensuite, cette étude a pour objectif de définir, au-delà de ce scénario particulier,
un critère d’arrêt du calcul itératif des courants IPO assurant la convergence des résultats
en champ lointain. Ce critère sera d’ailleurs réutilisé dans le prochain chapitre lors de la si-
mulation d’antenne sur lanceur. L’utilisation de cette étude de convergence pour définir un
critère d’arrêt estmotivée par le fait que le scénario simulé ici implique a priori un nombre de
réflexions important donc une convergence assez lente par rapport au nombre d’itérations
IPO.
Le critère d’arrêt se base sur la comparaison du courant électrique total à l’étape N avec
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(a) Eθ , plan (y0z).
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FIGURE 5.7 – Comparaison des composantes Eθ (a) et Eφ (b) du champ lointain, dans le plan
(y0z) et à 1 GHz, simulées avec lesméthodesDG-FDTD/IPO etMLDG-FDTD sans redescrip-
tion.
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le courant total à l’étape précédente. Dès que la variation des courants est inférieure à un cer-
tains seuil, noté δ, le processus itératif est arrêté. Ce critère peut s’écrire de la façon suivante :
Arrêt IPO si : |1− S JN−1
S JN
| ≤ δ (5.1)
avec S JN−1 =
∑Nc
i=1 | ~J iN−1| et S JN =
∑Nc
i=1 |~J iN | , où Nc représente le nombre de facettes de la
structure analysée avec l’IPO.
Les Figures 5.8 et 5.9 présentent les diagrammes de directivité associés aux composantes
Eθ et Eφ , dans les plans (x0z) et (y0z), obtenus pour un seuil de convergence δ = 0.1%,
0.01%, 0.001%, 1.10−4% et 1.10−5% (soit N = 3, 38, 52, 94 et 122 itérations). On rappelle que
les composantes Eθ et Eφ représentent respectivement la CO et la CROSS polarisation.
Les résultats obtenus dans le plan (y0z) et présentés sur la Figure 5.9, indiquent que la
convergence sur le champ lointain s’opère dès δ = 0.01%, quelle que soit la polarisation.
Dans le plan (x0z), la convergence est un peu plus lente. En effet, la courbe correspondant
au cas ou δ = 0.01% se distingue encore légèrement des courbes obtenues pour des valeurs
de δ inférieures.
Sur la base des résultats de cette étude, on fixe pour les prochaines simulations DG-
FDTD/IPO un seuil de convergence δ = 0.001%. Dans le cas particulier de la simulation DG-
FDTD/IPO avec redescription du scénario de validation, ce seuil de convergence correspond
à N = 52 itérations.
Le critère de convergence fixé dans cette étude a également été utilisé afin d’obtenir
le nombre d’itérations IPO nécessaires lors la simulation DG-FDTD/IPO sans redescription
présentée précédemment dans le paragraphe 5.4.1. Dans ce cas, un seuil de convergence
δ = 0.001% est atteint dès 11 itérations IPO.
5.4.2.2 Comparaison des résultats DG-FDTD/IPO avec redescription avec les méthodes
références.
Afin de valider la redescription grossière de l’environnement proche de l’antenne dans
l’IPO, ce paragraphe compare la DG-FDTD/IPO avec redescription avec les méthodes réfé-
rences : laMLDG-FDTD avec redescription et laMLFMM. La simulationDG-FDTD/IPO sans
redescription est également considérée ici afin d’évaluer l’apport de la redescription. Les Fi-
gures 5.10 et 5.11 présentent les résultats en termes de champ lointain obtenus dans les plans
(x0z) et (y0z).
Les résultats obtenus sur la CO-polarisation montrent que la redescription de l’environ-
nement proche dans la simulation DG-FDTD/IPO permet d’obtenir une meilleure corres-
pondance avec lesméthodes références sur les secteurs angulaires où la directivité est la plus
importante. On note ainsi une amélioration significative des résultats DG-FDTD/IPO autour
de θ = −85° et θ = 60° dans le plan (x0z), et de |θ| = 70° dans le plan (y0z). Ces résultats
signifient que la redescription améliore la DG-FDTD/IPO en permettant la prise en compte
des effets majeurs liés au couplage retour entre l’environnement proche de l’antenne et la
plate-forme.
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FIGURE 5.8 – Comparaison des diagrammes de directivité de la composante Eθ champ lointain, dans
le plan (x0z) et à 1 GHz, pour δ = 0.1%, 0.01%, 0.001%, 1.10−4% et 1.10−5% soit N = 3, 38, 52, 94 et 122
itérations IPO.
Des écarts significatifs subsistent cependant entre la DG-FDTD/IPO avec redescription
et les méthodes références. Ainsi, dans le plan (x0z), l’ajout de la redescription dans la si-
mulation IPO ne parvient pas à améliorer les résultats en termes de CO-polarisation pour
|θ| > 100°, de même autour de θ = −15°. C’est le cas également dans le plan (y0z), où la
redescription dégrade les résultats en termes de CROSS-polarisation (Figure 5.11(b)).
Ces conclusions nécessitent quelques précisions. On rappelle que le scénario utilisé ici
est construit de façon à favoriser les couplages retours entre l’environnement proche de l’an-
tenne et la plate-forme. Si ce choix permet d’identifier facilement et sans ambiguïté l’amé-
lioration apportée par la redescription sur la CO-polarisation, il renforce également des phé-
nomènes non pris en compte par la simulation IPO comme la diffraction sur les bords, ou
les courants en zone non visible. Ceci explique d’une part, que l’on observe une amélioration
très nette des résultats DG-FDTD/IPO sur les zones du diagramme très fortement impactées
par les couplages retours et que, d’autre part, on ne constate pas d’amélioration significa-
tive sur le reste du diagramme. Dans ces directions, la DG-FDTD/IPO propose une solution
différente de la DG-FDTD/IPO sans redescription sans qu’elle soit meilleure.
Finalement, on retiendra que les résultats obtenus dans ce paragraphe valident l’amélio-
ration de la DG-FDTD/IPO via la redescription de l’environnement proche de l’antenne dans
la simulation IPO.
5.5 Conclusion et limites
Ce chapitre a proposé une amélioration de la DG-FDTD/IPO consistant à prendre en
compte de façon grossière les couplages retours, entre l’environnement proche de l’antenne
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FIGURE 5.9 – Comparaison des diagrammes de directivité des composantes Eθ et Eφ du
champ lointain, dans le plan (y0z) et à 1 GHz, pour δ = 0.1%, 0.01%, 0.001%, 1.10−4% et
1.10−5% soit N = 3, 38, 52, 94 et 122 itérations IPO.
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FIGURE 5.10 – Comparaison des diagrammes de directivité de la composante Eθ du champ lointain,
dans le plan (x0z) et à 1 GHz, obtenus avec la DG-FDTD/IPO avec et sans redescription, la ML DG-
FDTD avec redescription et la MLFMM.
et la plate-forme, dans la simulation IPO. L’amélioration apportée ici repose sur la redescrip-
tion grossière de l’environnement proche de l’antenne dans la simulation IPO.
Un scénario canonique impliquant un fort couplage entre l’environnement proche de
l’antenne et la plate-forme a été défini afin de valider cette amélioration. Cette structure a
tout d’abord été analysée par deux approches rigoureuses, la ML DG-FDTD et la MLFMM,
dans le but de disposer de simulations références. Le scénario a ensuite été analysé par laDG-
FDTD/IPO sans redescription puis avec redescription. La comparaison des résultats obtenus
au niveau du champ lointain a montré une amélioration des résultats DG-FDTD/IPO suite à
la redescription grossière de l’environnement proche de l’antenne.
Cependant, l’amélioration proposée dans ce chapitre est soumise à certaines limitations.
Tout d’abord, l’utilisation d’un modèle grossier permet uniquement de prendre en compte
les principaux effets liés aux couplages retours. Ici, l’utilisation d’un scénario favorisant les
couplages retours a donc conduit à observer l’amélioration apportée par la redescription sur
la CO-polarisation plutôt que sur la CROSS-polarisation. Ensuite, le code IPO utilisé dans
cette thèse autorisant uniquement l’analyse d’éléments métalliques, il n’est pas possible de
redécrire un environnement proche de type diélectrique (cas du scénario proposé pour l’ac-
tivité de “benchmarking” dans le chapitre précédent par exemple).
Le prochain chapitre présente une nouvelle amélioration de la partie asymptotique de
la DG-FDTD/IPO, notée TSD 1 permettant l’analyse précise de plates-formes à symétrie de
révolution. Cette méthode sera en particulier appliquée à la résolution d’un problème d’an-
1. Traitement Séquentiel des Domaines
130 CHAPITRE 5. REDESCRIPTION DE L’ENVIRONNEMENT PROCHE DANS L’IPO
−180 −150 −120 −90 −60 −30 0 30 60 90 120 150 180
−40
−35
−30
−25
−20
−15
−10
−5
0
5
10
θ (Degre´s)
D
ir
ec
ti
v
it
e´
(d
B
)
 
 
DG−FDTD/IPO sans redescription
DG−FDTD/IPO avec redescription
ML DG−FDTD avec redescription
MLFMM
(a) Eθ (CO-polarisation)
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FIGURE 5.11 – Comparaison des diagrammes de directivité des composantes Eθ et Eφ du
champ lointain, dans le plan (y0z) et à 1 GHz, obtenus avec la DG-FDTD/IPO avec et sans
redescription, la ML DG-FDTD avec redescription et la MLFMM.
5.5. CONCLUSION ET LIMITES 131
tenne sur lanceur spatial.
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CHAPITRE 6. DE L’IPO À LA TSD : APPLICATION À LA SIMULATIOND’UNE ANTENNE SUR
UN LANCEUR SPATIAL
6.1 Introduction
La connaissance précise des diagrammes de rayonnement des antennes RADAR et TMI
placées sur un lanceur spatial est primordiale afin d’assurer son suivi et sa commande suite
au décollage (Figure 6.1). Le calcul de ces diagrammes pose de nombreuses difficultés en
matière de simulation. Parmi celles-ci figure notamment lamodélisation d’une antenne envi-
ronnée par un élément proche complexe (radôme par exemple) et positionnée sur une struc-
ture de grandes dimensions électriques. Le recours à des méthodes rigoureuses pour trai-
ter ce type de problème reste très coûteux (cf. Chapitre 1) et ne permet pas nécessairement
d’aboutir à une solution (problèmes de convergence). D’autre part, les méthodes asympto-
tiques pouvant être employées dans le cadre d’une hybridation pour réduire les ressources
informatiques peinent à analyser de manière précise la plate-forme. Aussi, les investigations
menées par les ingénieurs du service antenne du CNES montrent qu’il n’existe pas, à l’heure
actuelle, de réponse simple permettant de simuler efficacement et précisément le rayonne-
ment d’une antenne RADAR ou TMI positionnée sur un lanceur.
Les chapitres précédents (en particulier le chapitre 4) ont montré que la DG-FDTD/IPO
peut être une solution pour simuler de façon précise et efficace des problèmes d’antenne en-
vironnée positionnée sur une plate-forme de grandes dimensions électriques. Afin d’utiliser
la DG-FDTD/IPO pour simuler le rayonnement d’une antenne sur un lanceur tel que celui
décrit sur la Figure 6.2, un verrou majeur concernant la modélisation des courants dans les
zones non-visibles depuis la source (zones ombrées) doit être levé (Figure 6.3).
En effet, la méthode IPO utilisée dans le cadre de l’hybridation présentée au chapitre
3 considère des courants nuls dans les zones non-visibles. Cette hypothèse simplificatrice,
empruntée à la PO, offre une approximation acceptable lorsque les plate-formes présentent
des transitions géométriques très marquées entre les zones visibles et non-visibles. C’est le
cas des plate-formes constituées de larges plans conducteurs connectés à angle droit qui ont
été considérées jusqu’à présent. En revanche, lors de l’analyse d’une plate-forme à symétrie
de révolution comme celle correspondant au lanceur, cette hypothèse peut être une source
d’erreur non négligeable car les courants présents dans les zones ombrées sont potentiel-
lement significatifs. La Figure 6.4 illustre ce point en considérant une section du problème
d’antenne sur lanceur. Ici, la DG-FDTD/IPO considère des courants nuls sur toute la partie
non-visible alors que la géométrie du scénario autorise l’apparition de courants d’amplitude
non négligeable (courants rampants).
Ce chapitre présente tout d’abord une amélioration de la partie asymptotique de la mé-
thode DG-FDTD/IPO, notée TSD 1, en vue de calculer les courants sur les zones ombrées du
lanceur. L’hybridation de cette nouvelleméthode avec la FDTD pour résoudre des problèmes
d’antenne sur plate-forme présentant une symétrie de révolution est ensuite validée sur un
scénario canonique d’antenne sur cylindre. L’approche FDTD/TSD est alors appliquée à la
simulation d’un problème concret d’antenne sur lanceur.
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FIGURE 6.1 – Illustration des communications entre le lanceur et la Terre.
FIGURE 6.2 – Schéma d’un lanceur spatial sur lequel sont installées les antennes RADAR et TMI.
FIGURE 6.3 – Problème de la modélisation des courants sur les zones non-visibles du lanceur.
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FIGURE 6.4 – Illustration, sur une section du lanceur, de la problématique associée à la modélisation
des courants en zone ombrée sur une structure présentant une transition géométrique “douce” entre
les zones visibles et ombrées.
6.2 Modélisation des courants en zone ombrée : une nouvelle ap-
proche, la TSD
Dans la perspective de calculer précisément le diagramme de rayonnement d’une an-
tenne (éventuellement environnée)montée sur un lanceur spatial, on recherche dans ce pre-
mier paragraphe une méthode asymptotique répondant au contraintes suivantes :
– méthode capable de fournir une bonne approximation des courants induits par une
source sur une plate-forme à symétrie de révolution,
– méthode basée sur l’IPO de manière à réutiliser le noyau de calcul du code asympto-
tique utilisé dans le programme DG-FDTD/IPO,
– méthode capable de gérer des sources d’excitation placées à proximité de la structure
diffractante demanière à pouvoir s’intégrer dans un schéma hybride, basé sur la FDTD,
et permettant d’analyser les antennes sur structure.
6.2.1 Une solution existante : laméthode de Kaye
Une phase de bibliographie sur les approches en rapport avec l’IPO a permis d’identifier
uneméthode asymptotique visant à calculer les courants induits sur les zones ombrées d’une
structuremétallique éclairée par une onde plane [116]. Le prochain paragraphe présente plus
en détail cette méthode proposée par Kaye.
6.2.1.1 Principe de laméthode
Afin d’illustrer le principe de la méthode proposée par Kaye, considérons un objet par-
faitement conducteur, ici un cylindre, illuminé par une onde plane (Figure 6.5). La densité
surfacique de courant ~J , en un point ~R de l’objet, peut être calculée à partir de l’équation
intégrale sur le champmagnétique
~J (~r )= 2~n× ~H i (~r )+2~n×
∫
∑~J (~r ′)×~∇′G(~r −~r ′)ds′ (6.1)
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FIGURE 6.5 – Problème de diffraction par un objet à symétrie de révolution pouvant être traité par la
méthode proposée par Kaye.
où
∑
désigne la surface de l’objet et~r et~r ′ représentent respectivement le point d’observation
et le point source sur
∑
. ~H i (~r ) correspond au champmagnétique incident sur l’ensemble de
la structure (partie ombrée comprise). ~∇′G correspond au gradient de la fonction de Green
du vide. Le prime indiqué sur le gradient signifie que la différentiation est appliquée sur les
coordonnées du point source.
La méthode proposée par Kaye est un algorithme permettant de résoudre itérativement
cette équation intégrale sur le champmagnétique. Les courants induits sont obtenus en ajou-
tant des courants de correction aux courants optiques calculés selon le principe classique de
l’IPO. La mise en œuvre de cet algorithme nécessite tout d’abord une division de la surface
de l’objet en deux régions : une éclairée par l’onde plane (domaine visible) et une ombrée
(non-visible). La méthode se déroule ensuite en quatre étapes.
Seules les deux premières étapes, sur lesquelles s’appuiera la méthode TSD, sont dé-
taillées dans ce paragraphe.
Première étape : calcul itératif des courants optiques sur la partie éclairée.
La première étape de laméthode consiste à calculer les courants optiques~J vi sopt sur la partie
visible (éclairée) de l’objet en résolvant l’équation suivante
~J vi sopt (~r )= 2~n× ~H i (~r )+2~n×
∫
∑vi s~J
vi s
opt (~r
′)×~∇′G(~r −~r ′)ds′ (6.2)
Cette équation intégrale, définie sur les courants de la partie visible de l’objet, montre
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que les courants optiques sur la partie éclairée correspondent à la somme des courants in-
duits par le champ incident (terme 2~n× ~H i (~r )) et le champ re-rayonné par les courants sur
la partie éclairée (terme intégral). On note que cette équation intégrale considère l’interac-
tion entre tous les points de la surface éclairée de l’objet, qu’ils soient visibles ou non entre
eux. L’équation 6.2 est résolue itérativement en utilisant le principe IPO décrit au paragraphe
3.2.2.2 du chapitre 3. Ceci permet de prendre en compte progressivement les interactions à
l’intérieur de la partie visible. On a ainsi :
[~J vi sopt (~r )]N = [~J vi sopt (~r )]0+2~n×
∫
∑vi s [~J
vi s
opt (~r
′)]N−1×~∇′G(~r −~r ′)ds′ (6.3)
où [~J vi sopt (~r )]0 = 2~n × ~H i (~r ). Ce calcul itératif s’arrête lorsque la convergence est atteinte. On
note Nconv1 le nombre d’itérations nécessaires à la convergence.
Deuxième étape : calcul itératif des courants optiques sur la partie ombrée.
La deuxième étape de l’algorithme proposé par Kaye consiste à calculer les courants op-
tiques~Jombopt sur la partie ombrée de l’objet.
~Jombopt (~r )= 2~n× ~H i (~r )+2~n×
∫
∑vi s [~J
vi s
opt (~r
′)]Nconv1×~∇′G(~r −~r ′)ds′
+2~n×
∫
∑omb~J
omb
opt (~r
′)×~∇′G(~r −~r ′)ds′ (6.4)
Dans cette expression, si l’on considère uniquement les deux premiers termes de droite,
on constate que les courants optiques sur la partie ombrée correspondent aux courants in-
duits par la somme du champ incident (rayonnement direct depuis la source) et du champ
re-rayonné par les courants de la partie visible. Le troisième terme prend en compte le re-
rayonnement des autres courants présents sur la partie ombrée.
Une nouvelle fois, cette équation intégrale peut être résolue de manière itérative en sui-
vant une démarche similaire à celle utilisée dans le cadre de l’IPO au chapitre 3 (équation
6.5). Dans la suite, on noteNconv2 le nombre d’itérations nécessaires à la convergence lors du
calcul itératif mené lors de cette deuxième étape.
[~Jombopt (~r )]N = [~Jombopt (~r )]0+2~n×
∫
∑omb [~J
omb
opt (~r
′)]N−1×~∇′G(~r −~r ′)ds′ (6.5)
La valeur initiale [~Jombopt (~r )]0 de la densité de courant sur la partie ombrée utilisée dans le
calcul itératif est alors :
[~Jombopt (~r )]0 = 2~n× ~H i (~r )+2~n×
∫
∑vi s [~J
vi s
opt (~r
′)]Nconv1×~∇′G(~r −~r ′)ds′ (6.6)
Les courants ~J vi s et ~Jomb induits sur les parties visible et ombrée de l’objet sont finale-
ment obtenus en ajoutant des courants de corrections,~J vi scor et~J
omb
cor
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~J vi s(~r )= [~J vi sopt (~r )]Nconv1+ [~J vi scor (~r )]Nconv3 (6.7)
~Jomb(~r )= [~Jombopt (~r )]Nconv2+ [~Jombcor (~r )]Nconv4 (6.8)
Le calcul itératif des courants de correction pour les parties visible et ombrée corres-
pondent respectivement à la troisième et la quatrième étape de l’algorithme. Les courants
~J vi scor sont calculés en considérant le re-rayonnement des courants optiques de la partie om-
brée vers la partie éclairée. Quant aux courants ~Jombcor , ils sont obtenus en considérant le re-
rayonnement des courants de correction de la partie visible vers la partie ombrée. Afin de
ne pas alourdir le manuscrit leur calcul n’est pas détaillé ici. Le lecteur pourra néanmoins
consulter l’article référence [116] pour plus de précisions à ce sujet.
En conclusion, la méthode qui vient d’être présentée permet a priori de calculer préci-
sément, via une approche asymptotique itérative, les courants sur les parties visible et non-
visible d’un objet illuminé par une onde plane. Le prochain paragraphe entend évaluer la
possibilité d’utiliser cette méthode pour calculer les courants induits sur une plate-forme à
symétrie de révolution par une source d’excitation placée à proximité de cette dernière. Ceci
constitue une étape préliminaire essentielle en vue de la résolution du problème d’antenne
environnée sur lanceur.
6.2.1.2 Évaluation de laméthode de Kaye : calcul des courants sur un cylindre éclairé par
une source située à proximité
La méthode présentée dans le paragraphe précédent suppose que l’objet à analyser est
illuminé par une onde plane. Or, dans la perspective de résoudre un problème d’antenne
sur lanceur, la plate-forme serait illuminée par un ensemble de sources équivalentes, prove-
nant d’une simulation FDTD (voire DG-FDTD), situées à proximité immédiate de cette plate-
forme (Figure 6.6). Ce paragraphe a donc pour objectif d’évaluer la capacité de la méthode
de Kaye à calculer précisément les courants sur une plate-forme à symétrie de révolution
illuminée par une source située à proximité.
Description du scénario de test
Dans cet objectif, on considère un scénario canonique constitué d’un cylindre de 8λ1GHz
de long et de 3λ1GHz de rayon, orienté suivant l’axe x, parfaitement conducteur et d’épaisseur
nulle, éclairé par un dipôle infinitésimal orienté suivant l’axe y (Figure 6.7). On précise que le
choix de l’orientation du dipôle a été effectué de manière à se rapprocher du cas monopôle
sur cylindre qui sera traité dans la suite de ce chapitre. On note également que le cylindre
utilisé ici est constitué de 32 bandes définies dans la longueur du cylindre. Ce choix se justifie
par la volonté d’identifier facilement, et sans ambiguïté, les domaines éclairés (visibles) et
ombrés (non-visibles). La détermination des domaines visibles et ombrés s’effectue à partir
du “critère de la normale”. Un point de la surface appartient au domaine visible si
~n.(~r −~rs ′)< 0 (6.9)
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FIGURE 6.6 – Problématique liée à la proximité entre les sources équivalentes et le lanceur.
où~r et ~rs
′ représentent respectivement le point récepteur sur le cylindre et le point émetteur
au niveau de la source (Figure 6.8).
Enfin, deux positions sont ici considérées pour le dipôle afin d’évaluer l’influence de
l’éloignement de la source par rapport à la plate-forme. La distance séparant le dipôle de
la surface du cylindre est de 2λ1GHz pour la première position et de λ1GHz/3 pour la seconde.
Le domaine visible comprend 4 bandes lorsque le dipôle est proche du cylindre et 10 bandes
lorsqu’il est éloigné.
Mise enœuvre de la simulation par laméthode de Kaye et de la simulation référence
Le scénario canonique décrit sur la Figure 6.7 est tout d’abord simulé, à 1 GHz, avec la
MLFMM sous le logiciel FEKO afin de disposer d’une simulation référence pour chaque po-
sition de la source. Le cylindre constitué de 32 bandes est discrétisé en utilisant un maillage
fin en λ1GHz/16 afin de limiter les risques de non convergence. Ce niveau de discrétisation
conduit à résoudre un problème comprenant 185297 facettes.
Ce même scénario est maintenant simulé avec la méthode de Kaye, toujours à 1 GHz et
pour les deux positions de dipôle. Unmaillage relativement fin en λ1GHz/8,5 est adopté pour
discrétiser le cylindre. Ce niveau de discrétisation conduit ici à la résolution d’un problème
comprenant 9600 facettes. On note que l’excitation par une source théorique permet ici de
s’affranchir de lamodélisation d’une source d’excitation avec uneméthode rigoureuse. Enfin,
on précise que les calculs itératifs des courants, optiques et de corrections, effectués lors des
simulations par la méthode Kaye, sont menés jusqu’au critère d’arrêt δ = 0,001% établi au
chapitre précédent (cf. paragraphe 5.4.2.1).
Comparaison des résultats obtenus avec laMLFMMde FEKO
On s’intéresse tout d’abord aux résultats obtenus lorsque le dipôle est situé à 2λ1GHz du cy-
lindre (cas dipôle éloigné). La Figure 6.9(a) compare, dans le plan (y0z), la directivité Eθ (CO-
polarisation) du champ lointain calculée avec la MLFMM et l’approche Kaye. On constate
que les résultats obtenus avec ces deux méthodes présentent un très bon accord. On précise
que la CROSS-polarisation n’apparaît pas sur cette Figure puisque le plan (y0z) représente
un plan de symétrie pour le scénario.
La Figure 6.9(a) fait également apparaître le résultat de la simulation PO de cemême scé-
nario. On rappelle que dans cette simulation, les courants sur la partie ombrée ne sont pas
calculés. On constate ici que les résultats PO sont plus éloignés de la MLFMMque ceux asso-
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FIGURE 6.7 – Scénario canonique utilisé pour évaluer la capacité de la méthode “Kaye” pour calculer
les courants sur une plate-forme à symétrie de révolution.
FIGURE 6.8 – Évaluation des domaines de visibilité en fonction de la distance entre le dipôle et le
cylindre.
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ciés à l’approche Kaye. Cette remarque s’applique notamment au champ rayonné derrière le
cylindre (−120°< θ <−60°) : domaine du diagramme a priori le plus impacté par les courants
sur la partie ombrée.
Finalement, l’ensemble de ces résultats indique que l’approche Kaye offre une bonne ap-
proximation des courants sur l’ensemble du cylindre, et en particulier sur la zone ombrée.
Les résultats obtenus avec le dipôle positionné à une distance λ1GHz/3 du cylindre sont
présentés sur la Figure 6.9(b). Celle-ci compare, dans le plan (y0z), la directivité de la compo-
sante Eθ du champ lointain calculée avec la PO, la MLFMM et l’approche Kaye. On constate
d’après cette figure que les résultats obtenus avec la méthode de Kaye et la MLFMM pré-
sentent un désaccord important. C’est également le cas des résultats PO et MLFMM. Les
mauvais résultats obtenus avec l’approche Kaye tiennent au fait que la résolution itérative
des courants sur la partie ombrée de l’objet n’a pas convergé. Les résultats présentés ici ont
été obtenus après 75 itérations. C’est, dans la limite des 100 itérations fixée au niveau du code
IPO, le nombre qui a permis d’obtenir la valeur de δ la plus faible, à savoir δ = 0,05%. On re-
marque également que les résultats PO présentent un important désaccord avec les résultats
MLFMM.
D’autres tests ont été effectués afin d’identifier les raisons de la non convergence lors de
la résolution itérative des courants sur la partie ombrée. Ces tests se sont notamment inté-
ressés à la finesse dumaillage utilisé, l’orientation de la source, la valeur initiale des courants
de départ ou encore l’amplitude des courants au niveau de la frontière entre la zone visible et
la zone ombrée. Finalement, il ressort des tests effectués que, pour que l’approche proposée
par Kaye fonctionne, il est nécessaire de conserver une zone visible suffisamment grande par
rapport à la zone ombrée. En d’autres termes, la source doit être suffisamment éloignée de
la plate-forme pour espérer obtenir une modélisation correcte des courants sur le cylindre.
Dans le cas du cylindre considéré, l’approche Kaye ne fonctionne plus dès lors que la dis-
tance entre la source et le cylindre est inférieure à λ1GHz/2. Ceci exclut la possibilité d’utiliser
des sources équivalentes modélisant une antenne installée sur la plate-forme conductrice
comme source d’excitation pour cette approche.
6.2.1.3 Conclusion quant à l’utilisation de l’approche proposée par Kaye
L’approche proposée par Kaye ne peut être retenue pour assurer lamodélisation des cou-
rants sur une plate-forme à symétrie de révolution dans le cadre de la résolution d’un pro-
blème d’antenne sur lanceur. La suite de ce chapitre propose une solution inspirée de l’ap-
proche de Kaye permettant d’utiliser des sources d’excitation située à proximité de l’objet
diffractant.
6.2.2 Proposition d’une nouvelleméthode : la TSD
Ce paragraphe propose une nouvelle solution pour répondre à la problématique posée
en introduction : la TSD 2.
2. Traitement Séquentiel des Domaines
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FIGURE 6.9 – Comparaisons des diagrammes de rayonnement en CO-polarisation (Eθ) dans
le plan (y0z), à 1 GHz, obtenus avec l’approche Kaye et la MLFMM pour deux distances
cylindre-dipôle différentes.
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FIGURE 6.10 – Décomposition du problème en vu de l’application de la TSD.
6.2.2.1 Principe de laméthode
Afin d’illustrer le principe de la TSD, on considère le problème du dipôle infinitésimal
placé devant un cylindre constitué de 32 bandes décrit dans le paragraphe précédent.
La TSD propose de calculer les courants sur l’ensemble du cylindre de manière séquen-
tielle. Cette méthode, tout comme l’approche proposée par Kaye, se base tout d’abord sur
une décomposition du problème en zone éclairée (visible) et zone ombrée (non-visible). Si
la méthode TSD reprend la première étape de calcul des courants optiques sur la partie vi-
sible proposé dans le paragraphe précédent, elle propose ensuite une démarche originale
permettant de calculer les courants optiques sur la partie ombrée tout en s’affranchissant
des problèmes de convergence. Cette démarche s’appuie sur une décomposition de la par-
tie ombrée en sous-domaines (Figure 6.10). Ici, la définition des sous-domaines de la partie
ombrée s’appuie sur la discrétisation du cylindre en bandes.
La suite de ce paragraphe présente les différentes étapes de l’algorithme associé à la mé-
thode TSD appliquée au calcul des courants sur un cylindre. Les schémas associés à ces dif-
férentes étapes sont regroupés sur la Figure 6.11.
Première phase : calcul itératif des courants optiques sur la partie visible
La TSD emprunte à l’approche proposée par Kaye le calcul des courants sur la partie éclai-
rée de l’objet. Comme expliqué dans le paragraphe 6.2.1.1, elle consiste à résoudre de façon
itérative l’équation intégrale portant uniquement sur les courants de la parte éclairée notée∑
vi s :
~J vi s(~r )= 2~n× ~H i (~r )+2~n×
∫
∑vi s~J
vi s(~r ′)×~∇′G(~r −~r ′)ds′ (6.10)
Dans cette expression, le vecteur ~H i (~r ) correspond au champ incident provenant de la
source d’excitation. La résolution itérative de cette intégrale reprend la technique présentée
dans l’IPO . Ainsi, la densité surfacique de courant électrique ~J vi sN au point~r , à l’itération N
(N > 0), est donnée par
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~J vi sN (~r )=~J vi s0 (~r )+2~n×
∫
vi s
~J vi sN−1(~r
′)×~∇′G(~r −~r ′)dS′c (6.11)
où ~J0(~r ) = 2~n× ~H i (~r ). On note que dans l’équation 6.11, les problèmes de visibilité entre les
points de la surface n’interviennent pas. Chaque point interagit avec tous les autres.
Une fois la convergence atteinte, la valeur de la densité surfacique de courant ~J vi sN sur
l’ensemble de la partie visible de la structure est sauvegardée et ne sera plusmodifiée jusqu’à
la résolution complète du problème.
Deuxième phase : calcul séquentiel des courants optiques sur la partie ombrée
Le paragraphe sur la méthode de Kaye a montré qu’il était possible d’utiliser les courants
optiques de la partie éclairée afin de calculer les courants sur la partie ombrée. Il a cependant
mis en lumière des problèmes de convergence lors la résolution itérative des courants sur le
domaine ombré avec le rapprochement de la source d’excitation vers l’objet. Ces problèmes
de convergence ont été attribués à la trop faible dimension de la zone visible par rapport à la
zone ombrée.
Afin de s’affranchir des problèmes de convergence rencontrés avec l’approche Kaye, la
TSD propose, comme indiqué sur la Figure 6.11, de calculer les courants sur la partie ombrée
sous-domaine après sous-domaine. On remplace ainsi le calcul itératif effectué sur la totalité
de la partie ombrée par un calcul séquentiel.
La première étape de la deuxième phase de la simulation TSD consiste donc à calculer
les courants sur les deux bandes adjacentes au domaine visible (Figure 6.11(a)). Ce calcul
s’inspire de l’équation 6.4 utilisée dans l’approche de Kaye pour calculer les courants sur la
partie masquée. D’après cette équation, les courants induits sur la partie masquée ont, au
premier ordre, deux contributeurs : d’une part, le rayonnement direct provenant du dipôle
source (premier terme de l’équation) et d’autre part le re-rayonnement des courants sur la
partie éclairée de l’objet (second terme de l’équation). Le troisième terme de cette équation
permet de prendre en compte les interactions entre les courants de la partie ombrée. Lors de
la première étape de la TSD, le calcul des courants s’effectue uniquement sur une portion de
la partie ombrée. Les interactions non locales sur la partie ombrée ne peuvent être prise en
compte. Finalement, la densité surfacique de courant~Jomb−1 sur le sous-domaine
∑
omb−1 de
la partie ombrée (sous-domaine adjacent au domaine visible) est donnée par
~Jomb−1(~r )= 2~n× ~H i (~r )+2~n×
∫
∑vi s~J
vi s
N (~r
′)×~∇′G(~r −~r ′)ds′ (6.12)
Une fois le calcul de la densité surfacique~Jomb−1 effectuée, la valeur des courants est sau-
vegardée et ne sera plus modifiée jusqu’à la résolution complète du problème.
La simulation TSD se poursuit avec le calcul des courants sur le sous-domaine
∑
omb−2
constitué des deux bandes adjacentes au sous-domaine
∑
omb−1. Ceci constitue la deuxième
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étape de la deuxième phase. Le problème considéré à cette étape, et décrit sur la Figure
6.11(b), est similaire à celui rencontré lors de l’étape précédente. Ici, la structure occultant
le sous-domaine
∑
omb−2 correspond à la concaténation du domaine visible
∑
vi s et du do-
maine
∑
omb−1. Les courants sur le sous-domaine
∑
omb−2 ont deux contributeurs qui sont
le rayonnement direct provenant du dipôle source et le re-rayonnement des courants sur la
partie occultant le sous-domaine
∑
omb−2. Aussi, la densité surfacique de courant~Jomb−2 sur
le sous-domaine
∑
omb−2 est donnée par
~Jomb−2(~r )= 2~n× ~H i (~r )+2~n×
∫
∑vi s~J
vi s
N (~r
′)×~∇′G(~r −~r ′)ds′
+2~n×
∫
∑omb−1~J
omb−1(~r ′)×~∇′G(~r −~r ′)ds′ (6.13)
De même que dans les étapes précédentes, une fois calculés, les courants sur le sous-
domaine
∑
omb−2 ne sont plus modifiés dans le reste de la simulation TSD.
Les courants sur les sous-domaines de la partie ombrée restante sont calculés séquen-
tielement en adoptant le même type de démarche. Ainsi, les courants sur le sous-domaine∑
omb−k sont calculés à partir des courants du domaine visible et des sous-domaines 1 à
(k −1), et du champ incident provenant directement de la source. L’expression de la densité
surfacique de courant sur le sous-domaine k est la suivante
~Jomb−k (~rc )= 2~n× ~H i (~rc )+2~n×
∫
∑vi s~J
vi s
N (~rc
′)×~∇′G(~rc −~rc ′)ds′
+
k−1∑
i=1
2~n×
∫
∑omb−i ~J
omb−i (~rc ′′)×~∇′′G(~rc −~rc ′′)ds′′ (6.14)
Enfin, la simulation TSD s’arrête lorsque les courants sur l’ensemble des sous-domaines
de la partie ombrée ont été calculés.
Le prochain paragraphe entend évaluer les performances de la méthode TSD qui vient
d’être présentée.
6.2.2.2 Évaluation de laméthode
Le scénario canonique décrit sur la Figure 6.7, et utilisé pour évaluer les capacités de la
méthode Kaye, est repris afin d’évaluer cette fois les capacités de la méthode TSD.
Mise enœuvre des simulations TSD
Le scénario est simulé à 1 GHz avec la méthode TSD pour les deux positions de dipôle. Le
maillage en λ1GHz/8,5 utilisé pour discrétiser le cylindre lors des simulations par la méthode
Kaye est de nouveau adopté ici.
La simulation du premier cas, correspondant au dipôle placé à une distance de 2λ1GHz
du cylindre, est réalisée en deux phases. La première concerne le calcul itératif des courants
sur la partie visible composée ici de 10 bandes. Le critère d’arrêt pour ce calcul est le même
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(a) Phase 1. (b) Phase 2, étape 1.
(c) Phase 2, étape 2.
(d) Phase 2, étape 14.
FIGURE 6.11 – Illustration de la méthode TSD.
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que celui utilisé lors de la simulation par laméthode Kaye, à savoir δ = 0,001%. La deuxième
phase de la simulation dédiée au calcul des courants sur la partie ombrée nécessite 11 étapes
(11 sous-domaines).
La simulation TSD du scénario avec un dipôle placé à λ1GHz/3 est également effectuée en
deux phases. Le calcul itératif des courants sur la partie visible concerne cette fois 4 bandes
seulement. Le calcul des courants sur la partie ombrée requiert 14 étapes.
Comparaison des résultats TSD avec laMLFMMdu logiciel FEKO
La Figure 6.12(a) compare tout d’abord les diagrammes de directivité de la composante
(Eθ), dans le plan (y0z) et à 1 GHz, obtenus avec la TSD et la MLFMM (FEKO) lorsque le
dipôle est placé à 2 λ1GHz . Les résultats présentés ici montrent un très bon accord sur tout
l’espace angulaire.
Les résultats obtenus en plaçant le dipôle à une distance de λ1GHz/3 sont présentés sur
la Figure 6.12(b). On observe toujours la composante (Eθ) du champ lointain dans le plan
(y0z) et à 1 GHz. Cette Figure montre de nouveau un bon accord entre les méthodes TSD
et MLFMM. Ces résultats démontrent donc la capacité de la TSD à fournir une bonne ap-
proximation des courants sur une structure à symétrie de révolution éclairée par une source
située à proximité de cette dernière. On rappelle que sur ce même scénario, l’approche Kaye
a fourni des résultats très éloignés de la simulation FEKO référence. L’approche originale dé-
veloppée pour calculer les courants sur la partie ombrée en évitant les problèmes de conver-
gence s’avère donc payante.
Évaluation sur un cas dipôle très proche du cylindre
Les capacités de la TSD ont été évaluées sur un scénario plus critique encore, en plaçant
cette fois le dipôle infinitésimal à une distanceλ1GHz/10 du cylindre. Seules deux bandes sont
alors visibles depuis la source. Suite à la résolution itérative des courants sur la partie visible,
15 étapes sont nécessaires pour calculer les courants sur la partie ombrée du cylindre. La Fi-
gure 6.12(c) compare les résultats TSD avec la simulation MLFMM de ce scénario effectuée
sous FEKO à 1 GHz. Plus précisément, cette Figure compare la directivité de la composante
(Eθ) du champ lointain dans le plan (y0z) et à 1 GHz. Les résultats obtenus montrent globa-
lement un bon accord entre les deux méthodes. Les différences les plus significatives appa-
raissent dans la zone de rayonnement arrière (aux alentours de θ = −90°), là ou les niveaux
de directivité sont les plus faibles.
Ce dernier cas indique donc que la TSD peut permettre de modéliser de manière satis-
faisante les courants sur un objet de type cylindre même lorsque l’excitation est à proximité
immédiate de la structure diffractante.
6.2.3 Conclusion sur le choix de laméthode TSD
L’objectif de ce premier paragraphe était de proposer une méthode asymptotique, basée
sur l’IPO, capable de fournir une bonne approximation des courants induits par une antenne
installée sur une plate-forme à symétrie de révolution.
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(a) Distance cylindre-dipôle = 2λ1GHz .
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(b) Distance cylindre-dipôle = λ1GHz/3.
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(c) Distance cylindre-dipôle = λ1GHz/10.
FIGURE 6.12 – Comparaisons des diagrammes de rayonnement en CO-polarisation (Eθ) dans
le plan (y0z), à 1 GHz, obtenus avec l’approche TSD et la MLFMM pour trois distances
cylindre-dipôle différentes.
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Ce paragraphe a tout d’abord considéré une approche proposée par Kaye, permettant de
calculer itérativement les courants sur une plate-forme quelconque dans un contexte SER.
Cette approche a tout d’abord fourni des résultats encourageants sur un scénario canonique
constitué d’un dipôle infinitésimal placé face à un cylindre. Elle a ensuite montré ses limites
avec le rapprochement de la source d’excitation vers la structure diffractante.
Cette solution ne pouvant être retenue en vue de la résolution d’un problème d’antenne
sur lanceur, ce paragraphe a proposé une nouvelle approche appelée TSD. Cette méthode
se distingue principalement par le calcul séquentiel des courants sur la partie ombrée. Suite
à sa présentation, cette méthode a été évaluée sur le même scénario canonique de dipôle
devant un cylindre. Les résultats obtenus avec la TSD ont montré un bon accord au niveau
du champ lointain avec les résultatsMLFMM (FEKO),même avec un dipôle placé à proximité
immédiate de la structure.
En vue de résoudre un problème d’antenne sur lanceur avec une hybridation de la DG-
FDTD avec la TSD, le prochain paragraphe propose de valider le couplage entre la FDTD et la
TSD sur un scénario canonique d’antenne sur cylindre.
6.3 Analyse d’un problème d’antenne sur cylindre : validation de
l’hybridation entre la FDTD et la TSD
6.3.1 Introduction
L’approche TSD a démontré sa capacité à calculer les courants sur une structure cylin-
drique excitée par une source située à proximité immédiate. Toujours dans l’optique de ré-
soudre un problème d’antenne sur lanceur avec une méthode hybride DG-FDTD/TSD, ce
paragraphe propose maintenant de simuler un scénario canonique d’antenne sur cylindre.
L’objectif de ce paragraphe est double :
– valider l’interfaçage entre un volume FDTD et la TSD dans une configuration antenne
sur cylindre,
– valider le calcul des courants avec la TSD sur un cylindre non discrétisé au départ et
présentant un diamètre électrique comparable à celui du lanceur Ariane qui sera consi-
déré à la fin de ce chapitre.
6.3.2 Présentation du scénario canonique retenu
La Figure 6.13 présente le scénario canonique d’antenne sur cylindre utilisé pour valider
le couplage entre un volume FDTD et la TSD. Ce scénario est constitué d’un monopôle de
hauteur λ0/4 à la fréquence de travail f0 = 4,275 GHz choisie pour ce scénario. Ce monopôle
est placé sur un cylindre de 20λ0 de long et de 5,7λ0 de rayon. On précise que le rayon a
été choisi de manière à se confronter à la modélisation des courants sur une structure cylin-
drique dont le rapport R/λ est comparable à celui rencontré sur le lanceur Ariane qui sera
abordé en fin de chapitre. Enfin, comme précisé sur la Figure 6.13, le cylindre n’est pas fermé
à ses extrémités (cylindre creux).
6.3. ANALYSE D’UN PROBLÈME D’ANTENNE SUR CYLINDRE : VALIDATION DE
L’HYBRIDATION ENTRE LA FDTD ET LA TSD 151
FIGURE 6.13 – Scénario canonique de type monopôle sur cylindre utilisé pour la validation de l’hy-
bridation FDTD/TSD. La fréquence de travail pour ce scénario est f0 = 4,275 GHz.
6.3.3 Décomposition FDTD/TSD du problème
La simulation FDTD/TSD de ce problème est décomposée en deux simulations comme
présenté sur la Figure 6.14. Tout d’abord, une simulation FDTD est utilisée pour analyser
l’antenne et son environnement d’intégration immédiat (portion de cylindre au pied de l’an-
tenne). La méthode TSD, présentée dans le paragraphe 6.2.2.1, est ensuite utilisée pour ana-
lyser le cylindre. Les deux simulations sont interfacées via le principe d’équivalence. Plus pré-
cisément, une surface de Huygens englobant l’antenne est définie au cours de la simulation
FDTD. Les courants équivalents obtenus sur cette surface à l’issue de la simulation FDTD
servent, après conversion dans le domaine fréquentiel, d’excitation pour la simulation TSD.
Les détails de mise en œuvre de cette simulation sont présentés dans le paragraphe sui-
vant.
6.3.4 Mise enœuvre de la simulation FDTD/TSD du scénario
6.3.4.1 Mise enœuvre de la simulation FDTD
La simulation de l’antenne avec une portion de cylindre est réalisée dans un volume
FDTD de 2×2×0,375λ30 à la fréquence f0 = 4,275 GHz. Ce volume FDTD intègre une couche
absorbante de PLM à sa surface afin de simuler un problème infini.
Le volume est ici discrétisé en utilisant un maillage fin en λ0/60. Comme illustré sur le
schéma de la Figure 6.14, le maillage FDTD cubique utilisé ici impose une discrétisation du
cylindre du type “marche d’escalier”.
La surface de Huygens définie au cours de cette simulation FDTD est une surface 5 faces,
centrée sur l’antenne, et fermée par la portion métallique de cylindre. Elle définit un volume
de 0,57×0,57×0,28λ30.
Le choix des dimensions du domaine analysé avec la FDTD est une variable importante
de la simulation FDTD/TSD. La boîte de Huygens doit en particulier avoir des dimensions
suffisantes pour prendre en compte précisément les interactions au pied de l’antenne. Les
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FIGURE 6.14 – Schéma de décomposition FDTD/TSD de la simulation du scénario d’antenne sur
cylindre.
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dimensions de cette boîte doivent cependant rester restreintes de manière à ne pas alourdir
inutilement la simulation. De plus, l’augmentation des dimensions de la boîte de Huygens
complique la gestion de la phase de calcul du domaine visible associé à la TSD. Ce point sera
abordé dans le prochain paragraphe.
6.3.4.2 Mise enœuvre de la simulation TSD
Calcul des courants d’excitation
La simulation FDTD décrite précédemment permet d’obtenir, via la surface de Huygens,
des courants équivalents modélisant l’antenne et son environnement d’implantation immé-
diat. Ces courants étant définis dans le domaine temporel, il doivent tout d’abord faire l’objet
d’une conversion dans le domaine fréquentiel afin de servir de source d’excitation pour la
simulation TSD. Au cours de cette phase de conversion, ces courants équivalents subissent
une compression spatiale et temporelle afin d’améliorer l’efficacité de l’hybridation.
Cette phase étant en tout point identique à celle rencontrée lors du couplage entre la
DG-FDTD et l’IPO (cf. paragraphe 3.2.3.1), elle ne sera pas décrite plus en détail ici.
Maillage du cylindre
La simulationTSD se base sur la résolution séquentielle des courants sur des sous-domaines.
Elle nécessite donc un maillage adapté de la structure à analyser. Comme indiqué sur la Fi-
gure 6.15, le cylindre est ici discrétisé à l’aide de 256 bandes d’une largeur de 0,7λ0. Chacune
de ces bandes est ensuite modélisée par 564 facettes de forme rectangulaire. Le niveau de
résolution du maillage ainsi obtenu est de l’ordre de λ014 . Un niveau de résolution fin a volon-
tairement été choisi ici de manière à s’affranchir des erreurs liées à ce paramètre.
Calcul des visibilités
La méthode TSD repose sur la définition d’un domaine visible et d’un domaine ombré. On
s’intéresse ici à leur définition.
Lors de la présentation de la méthode TSD, le domaine visible du cylindre était défini
par rapport à une excitation provenant d’une source unitaire. Ici, l’excitation est constituée
d’un ensemble de source unitaire. Il y a donc a priori non pas un mais plusieurs domaines
visibles. Unemanière rigoureuse de traiter cette question serait de calculer le domaine visible
associé à chaque source. Ceci impliquerait de lancer autant de simulations TSD qu’il y a de
configurations de visibilité possibles. Cette solution, certes rigoureuse, s’avérerait néanmoins
rapidement très lourde à mettre en œuvre.
Pour éviter ce problème, la simulationmise en place ici propose de calculer, à partir d’un
seul point de la surface de Huygens, un domaine visible global qui est ensuite partagé par
toutes les sources équivalentes de la surface. Comme le montre la Figure 6.16, ce point est
défini au centre de la face supérieure de la surface de Huygens. Ce point est pris sur la face
supérieure et non au centre du volume car des tests, non présentés ici, ont montré que la
sur-estimation du domaine visible a tendance à améliorer les résultats.
Le domaine visible, calculé par cette dernière méthode, comprend 26 bandes.
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FIGURE 6.15 – Discrétisation du cylindre par des bandes en vue de la simulation TSD.
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FIGURE 6.16 – Calcul global des domaines visibles et ombrés sur le cylindre.
Application de l’algorithme TSD
La simulation TSD est réalisée en deux phases comme présenté dans le paragraphe 6.2.2.1.
La première phase correspondant au calcul des courants sur la partie visible considère ici
26 bandes. On précise que lors de cette première phase, les sources n’éclairent que des points
du domaine visible situés à l’extérieur de la surface de Huygens. Ceci implique que la densité
surfacique de courant ~J vi s0 (~rc ), sur la portion de cylindre située à l’intérieur de la surface de
Huygens, est nulle à l’itérationN = 0. L’arrêt du calcul itératif des courants sur la partie visible
est soumis au critère utilisé depuis le chapitre précédent, à savoir δ = 0,001%.
La seconde phase de la simulation TSD consacrée au calcul des courants sur la partie
ombrée nécessite quant à elle 115 étapes. La densité surfacique de courant sur chaque sous-
domaine est calculée en utilisant l’équation 6.14. Bien que le nombre d’étapes associé à cette
deuxième phase soit conséquent, il est important de noter que chaque étape représente sim-
plement le rayonnement d’une portion de structure sur un sous-domaine de très faible di-
mension.
Le prochain paragraphe présente les résultats de la simulation FDTD/TSD du monopôle
sur le cylindre qui vient d’être décrit.
6.3.5 Comparaison des résultats FDTD/TSD avec laMLFMM (FEKO)
Le scénario présenté sur la Figure 6.13 est tout d’abord simulé avec laMLFMMde FEKO, à
f0 = 4,275 GHz, afin de disposer de résultats références auxquels confronter les résultats de la
simulation FDTD/TSD. Le cylindre et le monopôle sont modélisés en adoptant un niveau de
résolution standard en λ012 . Ce niveau demaillage conduit à la résolution d’un problème com-
portant 454.556 facettes. On précise que le cylindre simulé sous FEKO est à base circulaire
(pas de discrétisation en 256 bandes).
La Figure 6.17 compare les diagrammesde rayonnement de la composanteEθ (CO-polari-
sation) obtenus avec la FDTD/TSD et la MLFMM.
On considère dans un premier temps les résultats présentés sur la Figure 6.17(a) corres-
pondant au plan (x0z). On observe ici le rayonnement du dipôle suivant la longueur du cy-
lindre. Les résultats obtenusmontrent un très bon accord sur l’ensemble du demi-espace su-
périeur (−90°< θ < 90°). Les moins bonnes performances obtenues sur le demi-espace infé-
rieur sont principalement dues à la présence d’oscillations rapides.Les différences observées
peuvent s’expliquer en partie par la non prise en compte des diffractions sur les extrémités du
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cylindre (différences autour de |θ| = 100° notamment). Néanmoins, les résultats FDTD/TSD
et MLFMM présentent globalement un très bon accord.
Dans le plan (y0z), les résultats indiqués sur la Figure 6.17(b) montrent de nouveau un
très bon accord entre les solutions FDTD/TSD et la MLFMM. On remarque que la solution
FDTD/TSD reste proche de la solutionMLFMMdans la zone de rayonnement arrière du dia-
gramme (−120°< θ <−60°). Ceci indique que la méthode FDTD/TSD fournit une bonne ap-
proximation des courants sur la partie ombrée.
Les résultats de la simulation avec la FDTD/IPO classique qui ont été ajoutés sur les
Figures 6.17(a) et 6.17(b) indiquent clairement l’amélioration apportée par la TSD sur l’en-
semble du diagramme.
Le très bon accord global obtenu entre les résultats FDTD/TSD etMLFMM, dans les deux
plans de coupe, démontre la capacité de la TSD à calculer les courants sur un objet à symétrie
de révolution. Cela valide également la procédure de couplage entre une simulation FDTD et
la TSD.
Enfin, en ce qui concerne le temps de simulation, la méthode FDTD/TSD s’avère plus
rapide ici que la MLFMM. Effet, il faut environ 1h 43 min de calcul avec la MLFMM contre
seulement 39 min avec la FDTD/TSD pour simuler le scénario à 4,275 GHz. Les 39 min de
simulation se décomposent en 15 min de simulation FDTD et 24 min de simulation TSD.
6.3.6 Conclusion
Un scénario comprenant un monopôle sur un cylindre a été simulé avec une approche
hybride combinant la FDTD et la TSD. Les résultats de champ lointain obtenus avec cette
approche ont montré un très bon accord avec la simulation MLFMM de référence (logiciel
FEKO). Ceci valide la procédure de couplage entre une simulation FDTD et la TSD ainsi que
la bonne mise œuvre de cette dernière. De plus, ces résultats démontrent la capacité de la
méthode TSD à fournir une bonne approximation des courants sur un cylindre dont les di-
mensions électriques se rapprochent de celles du corps du lanceur Ariane qui sera traité à la
fin de ce chapitre. Enfin, cette approche se trouve être plus rapide que la MLFMM,même sur
un seul point de fréquence.
Les résultats encourageants obtenus sur le scénario “monopôle sur cylindre” permettent
d’envisager la simulation d’un scénario d’antenne sur lanceur avec une approche FDTD/TSD
(voire DG-FDTD/TSD). Ceci sera l’objet du prochain paragraphe.
6.4 Simulation de scénarios du type antenne sur lanceur spatial
Les paragraphes précédents ont permis de proposer puis valider une méthode asympto-
tique itérative permettant de calculer les courants sur un objet cylindrique. Cette méthode
a ensuite été associée avec succès à la FDTD afin d’analyser un scénario canonique de type
“monopôle sur cylindre”. Cependant, il est nécessaire d’étendre l’approche TSD présentée
dans le paragraphe 6.2.2.1 pour espérer atteindre l’objectif posé en début de chapitre, à sa-
voir la simulation d’un scénario de type antenne sur lanceur spatial.
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(a) Eθ (CO-polarisation), plan (x0z).
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(b) Eθ (CO-polarisation), plan (y0z).
FIGURE 6.17 – Comparaisons des diagrammes de rayonnement du monopôle installé sur le
cylindre obtenus avec la FDTD/TSD et la MLFMM. Observation de la composante en CO-
polarisation (Eθ) dans les plans (x0z) et (y0z), à 4,275 GHz.
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Le prochain paragraphe entend proposer puis valider une stratégie de simulation TSD
permettant d’analyser une plate-forme de type lanceur spatial.
6.4.1 Développement de l’approche TSD sur un cas antenne sur lanceur simplifié
Le scénario d’antenne sur lanceur, décrit sur la Figure 6.18, a servi de cadre aux déve-
loppements effectués sur la TSD. Ce scénario constitue une version simplifiée du scénario
d’antenne sur lanceur présenté en introduction. La plate-forme a ainsi été décrite à partir
d’éléments canoniques parfaitement conducteurs. De plus, la base, le corps du lanceur et la
pré-coiffe correspondent à des cylindres à base circulaire. Les jonctions ainsi que la coiffe
sont quant à elles représentées par des cônes tronqués. Enfin, la longueur de la plate-forme
a été réduite afin de limiter les temps de calcul des simulations effectuées et permettre une
simulation MLFMM référence. Néanmoins, le profil général de la plate-forme a été respecté.
La suite de ce paragraphe présente les simulations effectuées autour de ce scénario en
vue de valider la stratégie de simulation TSD permettant l’analyse d’une plate-forme de type
lanceur.
6.4.1.1 Sous-cas : corps du lanceur et jonction avant
Avant d’entamer la simulation du scénario complet, ce premier paragraphe a pour but
d’évaluer la capacité de la TSD à analyser une structure avec jonction. Aussi, on considère le
scénario de la Figure 6.19, constitué du corps du lanceur et de la jonction avant.
Mise enœuvre de la simulation FDTD/TSD
La simulation de ce sous-cas est effectuée en deux simulations. La première correspond à la
simulation FDTD de l’antennemonopôle seule sur une portion de cylindre. Cette simulation
est en tout point identique à celle utilisée lors de la simulation du scénario “monopôle sur
cylindre” et présentée dans le paragraphe 6.3.4.1. La phase de calcul des courants équivalents
modélisant l’antenne et servant d’excitation pour la simulation TSD est également identique
au scénario traité précédemment.
L’utilisation de la TSD pour analyser la plate-forme requiert ensuite la discrétisation de
cette dernière en bandes définies dans le sens de la longueur (axe x). Comme lors de l’ana-
lyse du scénario “monopôle sur cylindre”, la plate-forme est ici décrite à l’aide de 256 bandes.
Ces dernières s’étendent le long du cylindre et se prolongent sur le cône tronqué de la jonc-
tion. Le maillage de cette structure est ensuite effectué à l’aide de facettes rectangulaires ou
trapézoïdales avec un niveau de résolution en λ014 .
La phase de calcul des visibilités précédant l’application de la TSD est effectuée en consi-
dérant le point au centre de la face supérieure de la surface de Huygens. Afin de simplifier la
mise en œuvre de la TSD, on considère ici que les bandes sont visibles totalement ou pas du
tout. De plus, les visibilités des bandes sont définies au niveau du corps du lanceur. Finale-
ment, pour ce sous-cas, le domaine visible compte 26 bandes (Figure 6.20).
La simulation TSD de la structure est ensuite réalisée en deux phases. La première est
dédiée au calcul itératif des courants sur la partie visible. La seconde correspond quant à
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FIGURE 6.18 – Schéma du scénario d’antenne sur lanceur utilisé lors de la phase de développement
de la TSD. R désigne le rayon de l’élément cylindrique considéré. Les dimensions électriques sont
données à la fréquence de travail f = 4,275 GHz.
elle au calcul séquentiel des courants sur les parties ombrées. Comme lors de l’analyse du
scénario “monopôle sur cylindre” il faut 115 étapes de calcul.
Comparaison des résultats FDTD/TSD etMLFMM
Une simulation MLFMM de la structure est tout d’abord réalisée afin de disposer d’un ré-
sultat référence. La plate-forme ainsi que lemonopôle sontmaillés en adoptant un niveau de
résolution standard en λ012 . Ceci conduit à la résolution d’un problème comprenant 580.125
facettes.
Les diagrammes de directivité, calculés dans les plans (x0z) et (y0z), avec la FDTD/TSD
et laMLFMM sont présentés respectivement sur les Figures 6.21(a) et 6.21(b). On précise que
les composantes Eθ et Eφ correspondent respectivement à la CO et à la CROSS-polarisation.
De plus, la composante Eφ n’est pas représentée sur la Figure 6.21(a) car la symétrie de la
structure par rapport au plan (x0z) empêche l’apparition de cette composante.
On remarque que, quel que soit le plan considéré, les résultats FDTD/TSD et MLFMM
présentent unbon accord. Les différences observées apparaissent principalement sur le demi-
espace inférieur. On note que ces différences sont comparables à celles observées lors de
l’analyse du scénario “monopôle sur cylindre”.
Enfin, les résultats présentés dans ce paragraphe démontrent que la TSD permet d’ana-
lyser précisément une structure comportant une jonction.
6.4.1.2 Scénario complet
On considère à présent le scénario global de la Figure 6.18. La géométrie de la plate-forme
pose de nouvelles questions quant à la stratégie de simulation à adopter au niveau de la TSD.
Mise enœuvre de la simulation FDTD/TSD
La simulation FDTD/TSD de ce scénario se décompose, comme pour les scénarios précé-
dents, en deux simulations : une simulation FDTD de l’antenne sur une portion de cylindre
suivie d’une simulation TSD permettant la prise en compte de la plate-forme. La simulation
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FIGURE 6.19 – Schéma du sous-cas comprenant le corps du lanceur et la jonction avant. Les dimen-
sions électriques sont données à la fréquence de travail f = 4,275 GHz.
FIGURE 6.20 – Définition du domaine visible sur le sous-cas. La structure est vue de dessus
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FIGURE 6.21 – Comparaisons des diagrammes de rayonnement du sous-cas lanceur, obtenus
avec la FDTD/TSD et la MLFMM. Observation dans les plans (x0z) et (y0z), à 4,275 GHz.
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FDTD étant identique à celle effectuée lors de l’analyse du sous cas précédent et du scénario
“monopôle sur cylindre”, elle ne sera pas redécrite ici.
Avant d’aborder à proprement parler la simulation TSD, quelques précisions sont néces-
saires quant au maillage de la plate-forme. Ici chaque élément de la plate-forme (base, jonc-
tions, coiffe) est décrit à l’aide de 256 bandes. Cette structure est ensuite maillée par des fa-
cettes carrées ou trapézoïdales respectant une résolution minimale de λ014 , à la fréquence de
travail f0 = 4,275 GHz. La structure ainsi maillée compte 250.268 facettes.
Afin de pouvoir mettre en œuvre l’approche TSD, il est nécessaire de définir au préalable
le domaine visible et le domaine ombré. Ce calcul de visibilité est effectué à partir du point
situé au centre de la face supérieure de la surface deHuygens (cf. paragraphe 6.3.4.2). Comme
pour le sous-cas précédent, deux hypothèses sont utilisées au niveau du calcul des visibilités
afin de simplifier la mise enœuvre de la méthode TSD. Tout d’abord, une bande appartenant
aux jonctions (avant ou arrière) est visible entièrement ou ne l’est pas du tout. Ensuite, on
considère comme indiqué sur la Figure 6.22, que les bandes visibles des jonctions sont celles
dans le prolongement des bandes visibles du corps du cylindre.
Avant de pouvoir appliquer l’algorithmeTSD, il est encore nécessaire d’identifier les sous-
domaines de la partie ombrée. Dans l’approche TSDprésentée au paragraphe 6.2.2.1, le sous-
domaine 1 correspond aux bandes de la partie ombrée adjacentes au sous-domaine visible.
Cette définition est réutilisée ici. Le sous-domaine 1 (en rouge clair sur la Figure 6.22) cor-
respond alors à l’ensemble des bandes du corps du lanceur, des jonctions et de la base,
adjacentes au domaine visible précédemment défini. Le sous-domaine 2 de la partie om-
brée (en bleu foncé) correspond lui aux bandes adjacentes au sous-domaine 1. On répète
ensuite ce principe sur l’ensemble de la partie ombrée. Ceci conduit à la définition de 115
sous-domaines.
La simulation TSD du lanceur se déroule ensuite en deux phases. La première consiste en
un calcul itératif des courants sur la partie visible de la structure. Ici 5 itérations sont néces-
saires pour atteindre le critère de convergence δ = 0,001%. La simulation TSD se poursuit
avec le calcul des courants sur la partie ombrée de l’objet. Les courants sur les 115 sous-
domaines concernés sont calculés de façon séquentielle. La densité surfacique de courant
sur le sous-domaine k est donnée par l’équation 6.14.
Comparaison des résultats obtenus avec FEKO
Le scénario d’antenne sur lanceur, représenté sur la Figure 6.18, est tout d’abord analysé
avec la MLFMM du logiciel FEKO afin de disposer d’un résultat de référence. Compte-tenu
des dimensions électriques de la structure, celle-ci est maillée en adoptant un niveau de ré-
solution grossier en λ08 à la fréquence de travail f0 = 4,275 GHz.
Les résultats des simulations FDTD/TSD et MLFMM, en termes de directivité des com-
posantes Eθ et Eφ dans les plans (x0z) et (y0z), sont donnés sur la Figure 6.23. Dans le plan
(x0z), la Figure 6.23(a) montre un très bon accord sur la composante Eθ du champ (CO-
polarisation), hormis pour les angles 105°< θ < 150°. Ce domaine angulaire correspond gros-
sièrement à la sous la coiffe et la “pré-coiffe”. La FDTD/TSD prévoit ici une chute de la direc-
tivité moins rapide que la MLFMM. Pour le reste, on constate que les solutions FDTD/TSD et
MLFMM sont très proches. On note que la composante Eφ n’apparaît pas ici de par la symé-
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FIGURE 6.22 –Définition du domaine visible et des sous-domaines ombrés lors de la simulation TSD
du lanceur.
trie du problème par rapport au plan (x0z).
Dans le plan (y0z), la Figure 6.23(b) indique que les résultats FDTD/TSD etMLFMMpré-
sentent un très bon accord tant au niveau de la CO que de la CROSS polarisation. On re-
marque que, même au niveau du rayonnement arrière (|θ| > 90°), les deux méthodes conser-
vent un très bon accord.
La Figure 6.24 compare finalement les résultats obtenus avec la FDTD/TSD, dans le plan
(x0z), pour les scénarios : monopôle sur un cylindre (correspondant au corps du lanceur),
monopôle sur le corps du lanceur plus la jonction avant et monopôle sur le lanceur complet.
Les résultats montrent une évolution significative de la directivité en fonction de la plate-
forme considérée. Ce résultat montre la nécessité de prendre en compte l’ensemble de la
plate-forme et par conséquent l’intérêt de disposer d’une méthode comme la TSD permet-
tant d’atteindre cet objectif.
6.4.1.3 Conclusion sur l’application de la TSD à l’analyse de plate-forme de type lanceur
spatial
Dans ce paragraphe, l’approche TSD a été étendue à la simulation d’une structure de
type lanceur. Un sous-cas, composé uniquement du corps du lanceur et de la jonction avant,
a tout d’abord été traité afin de tester la TSD sur un élément non cylindrique. Suite aux bons
résultats obtenus sur ce sous-cas, la TSD a été appliquée à l’analyse des courants sur le lan-
ceur complet. La comparaison des résultats obtenus avec la MLFMMde FEKO a démontré la
capacité de la méthode TSD à analyser une plate-forme complexe de type lanceur spatial.
Dans le prochain paragraphe, les méthodes FDTD/TSD et DG-FDTD/TSD seront appli-
quées à la résolution de deux problèmes concrets d’antennes installées sur un lanceur direc-
tement inspiré du lanceur Ariane. La réalisation par le CNES d’une maquette pour ces deux
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FIGURE 6.23 – Comparaisons des diagrammes de rayonnement du cas lanceur, obtenus avec
la FDTD/TSD et la MLFMM. Observation dans les plans (x0z) et (y0z), à 4,275 GHz.
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FIGURE 6.24 – Comparaison des diagrammes de rayonnement du monopôle sur le cylindre, du mo-
nopôle sur le cylindre plus la jonction avant et enfin dumonopôle sur le lanceur complet.
scénarios permettra de confronter les résultats obtenus avec des résultats de mesure.
6.4.2 Simulation de lamaquette CNES
6.4.2.1 Introduction
Comme évoqué en introduction de ce chapitre, l’évaluation rapide et précise, par une
méthode numérique, du diagrammede rayonnement d’une antenne placée sur une structure
telle que le lanceur Ariane pose aujourd’hui encore de réelles difficultés. Les raisons en sont
nombreuses. Les principales ont trait aux dimensions électriques importantes du lanceur, au
rapport d’échelle élevé entre l’antenne et le porteur ou encore aux nombreuses portions de
surfaces convexes du lanceur propices à la propagation de courants rampants.
Début 2014, le CNES a fait réaliser une maquette à l’échelle 1 : 10 d’un lanceur (Figure
6.25) en s’inspirant des lanceurs actuels (Soyouz, Vega et Ariane). Cette maquette mesure 3
mètres de haut soit 170 longueurs d’ondes à la fréquence de travail f0 = 17 GHz. Cette der-
nière a été choisie de façon homothétique de manière à se placer dans le cas d’une applica-
tion TMI malgré le facteur d’échelle. La maquette offre en outre une véritable flexibilité lors
de lamesure en proposant différents positionnements pour l’antenne ou encore la possibilité
de supprimer certains éléments comme les boosters. Grâce à cet outil, le service antenne du
CNES entend disposer d’une référence fiable pour tester les futures méthodes numériques
qui seront employées par le service.
Nous avons utilisé cettemaquette afinde tester les performances de laméthode FDTD/TSD
sur un scénario réaliste d’antenne sur lanceur. La méthode DG-FDTD/TSD a également pu
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être évaluée en ajoutant ensuite un élément diffractant à proximité de l’antenne. La suite de
ce paragraphe est tout d’abord consacrée à la description des deux scénarios utilisés lors de
la campagne demesure réalisée dans la chambre anéchoïque du CNES à Toulouse. Leurmise
en œuvre est ensuite détaillée. Ce paragraphe se poursuit avec la présentation des différents
résultats. Enfin, après une brève conclusion sur les résultats obtenus, il s’achève par la pro-
position de pistes de recherches dans le prolongement direct du travail effectué.
6.4.2.2 Description des scénariosmesurés
Les deux scénarios mis en place pour tester les méthodes FDTD/TSD et DG-FDTD/TSD
s’appuient sur une plate-forme métallique correspondant au lanceur de la Figure 6.25 sans
ses boosters. Ces derniers ont été supprimés car le niveau de développement de la TSD ne
permet pas de gérer une structure présentant demultiples zones de visibilité et demasquage.
Une photographie de la maquette prise lors de la campagne de mesure est présentée sur la
Figure 6.26.
On précise que l’objet simulé avec la TSD adopte quelques simplifications par rapport à
la maquette du lanceur utilisée lors de la campagne de mesure. Ainsi, le lanceur considéré
avec la TSD n’est pas “fermé” au niveau de la base et n’intègre pas l’extrémité de la coiffe. La
Figure 6.27 précise les dimensions des différents éléments composant le lanceur réellement
simulé.
Les deux scénarios considérés diffèrent par la présence ou non d’un élément diffractant
à proximité de l’antenne. La description de l’environnement proche de l’antenne pour cha-
cune de ces deux configurations est donnée sur la Figure 6.27. L’élément rayonnant utilisé
ici est un monopôle fonctionnant à la fréquence f0 = 17 GHz. A noter que cette fréquence
est liée au facteur d’échelle choisi pour la maquette. Enfin, l’environnement proche de l’an-
tenne pour la deuxième configuration est constitué d’un bloc diélectrique parallélépipédique
de permittivité ǫr = 9. Ce bloc diélectrique placé tel quel ne présente pas un caractère réaliste.
Cependant, il permet de tester la méthode sur un cas volumineux avec diélectrique. Ce type
de contrainte a déjà été rencontré par le passé au niveau du service antenne du CNES lorsque
des antennes utilisant des diélectriques (dans l’antenne ou au niveau du radôme) ont été po-
sitionnée sur les lanceurs. De plus, tel que positionné dans la configuration 2, le diélectrique
est censé avoir une influence significative sur le diagramme de rayonnement notamment
dans les directions masquées faisant intervenir des ondes rampantes.
6.4.2.3 Mise enœuvre des simulations FDTD/TSD et DG-FDTD/TSD
Ce paragraphe décrit la mise œuvre des simulations FDTD/TSD et DG-FDTD/TSD, res-
pectivement associées aux scénarios 1 et 2.
Simulation FDTD/TSD du scénario 1 “sans diélectrique”. La simulation FDTD/TSD du
premier scénario est similaire à la simulation mise en œuvre dans le paragraphe 6.4.1.2. Elle
comprend donc deux simulations successives. Le volume FDTD utilisé lors de la première
simulation modélise une antenne de type monopôle, mesurant une hauteur h = λ0/4 à la
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FIGURE 6.25 –Maquette du lanceur à l’échelle 1 : 10 réalisée par le CNES.
FIGURE 6.26 – Maquette correspondant au lanceur sans ses boosters. Photographie prise lors de la
campagne de mesure réalisée dans la base de mesure du CNES à Toulouse.
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FIGURE 6.27 – Schéma du lanceur simulé avec la TSD et description des deux configurations de me-
sure liées à la présence ou non du bloc diélectrique à proximité de l’antenne. La fréquence de travail
est f0 = 17 GHz.
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fréquence f0 = 17 GHz, positionnée au centre d’une portion de cylindre. Ce volume est dis-
crétisé en utilisant des cellules cubiques de λ0/60 de côté. Une surface de Huygens englo-
bant l’antenne et mesurant 50×50×20 cellules FDTD de côté est également définie au cours
de cette simulation. Les courants récupérés sur cette surface servent de courants d’excita-
tion pour la seconde simulation, à savoir la simulation TSD. On précise qu’une compression
spatiale de facteur 2 suivant les axes x et y a été appliquée sur les courants de la surface de
Huygens.
La simulation TSD du lanceur est basée sur un maillage décrivant le porteur à partir de
256 bandes comme dans le cas du lanceur simplifié (paragraphe 6.4.1.2). Compte tenu des
dimensions importantes de l’objet (165λ0 de haut), le maillage a été relâché pour atteindre
une résolution de l’ordre de λ0/7 sur le tronçon central. La simulation TSD du lanceur a été
effectuée suivant une approche similaire à celle décrite dans le paragraphe 6.4.1.2. Dans un
premier temps, la zone visible est analysée. La zone dite ombrée est découverte progressive-
ment, en considérant à l’itération n+1 les bandes adjacentes au sous-domaine traité à l’étape
n (Figure 6.22).
Simulation DG-FDTD/TSD du scénario 2 “avec diélectrique”. Les scénarios “antenne sur
cylindre” puis “antenne sur lanceur simplifié” considérés précédemment n’ont pas nécessité
le recours à la DG-FDTD. En revanche, en ce qui concerne le scénario 2, la présence d’un bloc
diélectrique à proximité de l’antenne invite à l’utiliser afin de simuler le plus rigoureusement
possible les interactions entre l’antenne et le bloc diélectrique situé à proximité. Le schéma
de décomposition de la simulation DG-FDTD/TSD du scénario 2 est présenté sur la Figure
6.28. Onprécise que les dimensions importantes de la surface deHuygens lors de la deuxième
étape de la DG-FDTD nous ont contraint à appliquer une compression spatiale d’un facteur
2 suivant l’axe y et 3 suivant les axes x et z. On précise également que cette simulation TSD
s’appuie sur unmaillage identique à celui utilisé pour le premier scénario.
Le prochain paragraphe présente les résultats de simulation obtenus pour ces deux scé-
narios en les comparant aux résultats de mesure.
6.4.2.4 Résultats obtenus
Afin d’apporter un éclairage supplémentaire, les résultats FDTD/TSD et DG-FDTD/TSD
présentés dans ce paragraphe sont comparés, en plus de lamesure, avec les résultats obtenus
avec laMLFMMde FEKO. On précise toutefois que, ne disposant pas sur place des ressources
informatiques nécessaires, les simulations MLFMM des scénarios ont été effectuées avec les
moyens du service antenne du CNES à Toulouse.
Les simulations FDTD/TSD etDG-FDTD/TSDont été réalisées à l’IETR sur une station de
travail standard. Les Figures 6.29 et 6.30 proposent dans un premier temps la comparaison
des diagrammes de rayonnement obtenus avec la FDTD/TSD, la mesure et la MLFMM, pour
le scénario 1 “antenne sans diélectrique” et ce dans les plans (x0z) et (y0z). Les Figures 6.31
et 6.32 présentent quant à elles les comparaisons des diagrammes obtenus pour le scénario
2 avec la DG-FDTD/TSD, la mesure et la MLFMM dans les plans (x0z) et (y0z).
Afin d’éviter une redondance dans l’analyse des résultats obtenus, la suite de ce para-
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FIGURE 6.28 – Décomposition DG-FDTD/TSD de la simulation “antenne avec diélectrique sur lan-
ceur”.
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graphe prend le parti de commenter simultanément les résultats des deux scénarios pour un
plan et une polarisation donnés.
CO-polarisation dans le Plan (x0z). L’observation de la CO-polarisation (composante Eθ)
dans le plan (x0z) (Figures 6.29 et 6.31(a))montre que la FDTD/TSDainsi que laDG-FDTD/TSD
donnent des résultats en cohérence avec la mesure et FEKO pour |θ| < 110°. On observe
ainsi que les oscillations dues aux réflexions sur les jonctions avant et arrière sont correc-
tement décrites (autour de |θ| = 75°. Pour des directions d’observation telles que |θ| < 60°,
les résultats obtenus avec la TSD et FEKO sont plus proches entre eux que de la mesure. On
constate notamment qu’aucune desméthodes ne prévoit les oscillations lentes obtenues lors
de la mesure autour de θ = 30°. Enfin, les Figures 6.29 et 6.31(a) montrent que les résultats
FDTD/TSD, et plus encore DG-FDTD/TSD, ne sont pas en cohérence avec la mesure et la si-
mulation FEKOpour des angles tels que |θ| > 110°. On observe notamment une remontée im-
portante de la directivité autour de θ =−120° pour les deux scénarios et de θ =−150° pour le
scénario 2 “avec diélectrique”. Plusieurs hypothèses peuvent être formulées afin d’expliquer
ces erreurs. Tout d’abord, la bonne estimation du niveau des champs aux antipodes de l’an-
tenne (sous le lanceur) avec la TSD dépend de la bonne compensation entre le rayonnement
provenant directement des sources d’excitation et le re-rayonnement des courants induits
sur le lanceur (en particulier au pied de la surface d’excitation). Or, la résolution du maillage
de l’ordre de λ0/7 n’est peut-être pas suffisante ici. D’autre part, rappelons que, contraire-
ment à la maquette ou au modèle FEKO, l’objet lanceur simulé avec la TSD ne prend pas en
compte l’extrémité de la coiffe et la fermeture au niveau de la base (paragraphe 6.4.2.2). En-
fin, les phénomènes de diffraction, pouvant contribuer au rayonnement sous le lanceur, ne
sont pas pris en compte par la TSD.
CROSS-polarisation dans le Plan (x0z). Le scénario 1 ne permettant pas l’apparition de
CROSS-polarisation (symétrie par rapport au plan (x0z)), seul le scénario 2 sera donc analysé
ici. La Figure 6.31(b) montre que les résultats sur la composante Eφ, obtenus avec la DG-
FDTD/TSD, présentent un très bon accord avec les résultats de mesure et FEKO.
CO-polarisation dans le Plan (y0z). L’écart significatif entre les résultats obtenus avec les
scénarios 1 et 2 (Figures 6.30(a) et 6.32(a)) montre tout d’abord que la présence du diélec-
trique a proximité de l’antenne influe très fortement sur le diagramme de rayonnement.
Pour le scénario 1, la Figure 6.30(a) montre que les résultats FDTD/TSD sont en accord
avec la mesure et la simulation FEKO, et ce, même au niveau du rayonnement aux antipodes
de l’antenne (directions telles que |θ| > 110°).
Pour le scénario 2 (Figure 6.32(a)), la méthode DG-FDTD/TSD fournit des résultats plus
proches de la mesure que les résultats obtenus avec la MLFMM du logiciel FEKO. On note en
particulier des écarts significatifs entre la MLFMM et la mesure pour des angles θ > 50°. La
DG-FDTD/TSD permet quant à elle de retrouver la forme générale du diagramme obtenu en
mesure. A noter toutefois l’écart important apparaissant autour θ = −60° entre la méthode
hybride proposée et la mesure. Pour expliquer cet écart, on peut toutefois conjecturer une
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FIGURE 6.29 – Comparaisons, pour le scénario 1 “antenne sans diélectrique”, des diagrammes de
rayonnement en CO-polarisation (Eθ) dans le plan (x0z), à 17 GHz, obtenus avec la FDTD/TSD, la
mesure et la MLFMM (FEKO).
différence entre le modèle numérique et la maquette puisque FEKO prévoit le même com-
portement dans cette zone du diagramme.
CROSS-polarisation dans le Plan (y0z). Les Figures 6.30(b) et 6.31(b) présentant les dia-
grammes en CROSS-polarisation dans le plan (y0z) respectivement pour les scénarios 1 et
2. Les résultats présentés sur ces Figures montrent que la FDTD/TSD et la DG-FDTD/TSD
donnent, par rapport à la mesure, une approximation satisfaisante de la CROSS-polarisation
(composante Eφ) dans le demi-espace côté antenne (|θ| < 90°). En revanche, pour |θ| > 90°,
on observe un écart d’autant plus important que la direction d’observation se trouve à l’op-
posée de l’antenne. Ces observations font écho à celles déjà relevées lors de l’analyse de la
CO-polarisation dans le plan (x0z). A noter également, les difficultés éprouvées par le logi-
ciel FEKO dans le calcul de la CROSS-polarisation autour de θ = 0°.
Tempsde simulation. Le tableau 6.1 compare les ressources informatiques nécessaires pour
analyser les scénarios 1 et 2 avec lesméthodes FDTD/TSD, voire DG-FDTD/TSD (scénario 2),
et la MLFMM de FEKO. Comme annoncé au début de ce paragraphe, les simulations ont été
réalisées sur des machines différentes : au CNES pour les simulations MLFMM et à l’IETR
pour les simulations (DG-)FDTD/TSD. On précise toutefois que les temps de calcul indiqués
dans ce tableau considèrent l’utilisation d’un seul processeur. Les temps de calcul obtenus
avec plusieurs processeurs ont été ramenés au temps de calcul effectif sur un seul proces-
seur. Les valeurs indiquées dans ce paragraphe ont donc principalement vocation à donner
un ordre de grandeur des ressources informatiques nécessaires.
Ces résultats montrent tout d’abord que l’approche hybride permet de réduire très si-
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FIGURE 6.30 – Comparaisons, pour le scénario 1 “antenne sans diélectrique”, des diagrammes
de rayonnement en CO-polarisation (Eθ) et CROSS-polarisation (Eφ) dans le plan (y0z), à 17
GHz, obtenus avec la FDTD/TSD, la mesure et la MLFMM (FEKO).
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FIGURE 6.31 – Comparaisons, pour le scénario 2 “antenne avec diélectrique”, des diagrammes
de rayonnement en CO-polarisation (Eθ) et CROSS-polarisation (Eφ) dans le plan (x0z), à 17
GHz, obtenus avec la FDTD/TSD, la mesure et la MLFMM (FEKO).
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FIGURE 6.32 – Comparaisons, pour le scénario 2 “antenne avec diélectrique”, des diagrammes
de rayonnement en CO-polarisation (Eθ) et CROSS-polarisation (Eφ) dans le plan (y0z), à 17
GHz, obtenus avec la FDTD/TSD, la mesure et la MLFMM (FEKO).
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TABLE 6.1 – Temps de simulation associés aux simulations FDTD et DG-FDTD/TSD des scé-
narios 1 et 2.
Scénario 1 “sans diélectrique” Scénario 2 “avec diélectrique”
temps de calcul mémoire RAM temps de calcul mémoire RAM
MLFMM (FEKO) 3h 29 72,2 Go 5h 43 128,7 Go
(DG-)FDTD/TSD 4h 45 817Mo 14h 45 4,6 Go
-(DG-)FDTD 42min 200 Mo 10h 30 4,6 Go
-TSD 4h 03 817 Mo 4h 15 2,2 Go
gnificativement les besoins en ressources mémoire par rapport à une approche rigoureuse.
Ceux-ci passent ainsi de 128,7 Go avec la MLFMM à 3,6 Go avec la DG-FDTD/TSD.
L’approcheMLFMM reste cependant plus efficace au niveau du temps de calcul. Cette re-
marque vaut spécialement pour le scénario 2 “antenne avec diélectrique” ou laDG-FDTD/TSD
nécessite 14h45 contre 5h43 avec la MLFMM. On observe toutefois que la simulation DG-
FDTD représente environ les deux tiers du temps de calcul global. Ce résultat ne remet donc
pas fondamentalement en cause l’utilité de la TSD. De plus, il est important de rappeler que
la MLFMM utilisée provient d’un logiciel commercial optimisé contrairement au code DG-
FDTD/TSD.
Enfin, les résultats présentés ici montrent que la méthode (DG-)FDTD/TSD peut consti-
tuer un outil intéressant pour réaliser les simulations associées à une étude de positionne-
ment. En effet, une fois la simulation de l’antenne et de son environnement proche effec-
tuée (simulationDG-FDTD), les besoinsmodérés en ressources informatiques de la TSD per-
mettent de simuler efficacement un nombre important de configurations de l’antenne sur le
lanceur.
6.4.2.5 Conclusion
Une campagne de mesure, réalisée sur une maquette de lanceur du CNES, a permis de
tester les capacités des méthodes hybrides FDTD/TSD et DG-FDTD/TSD sur un cas antenne
sur lanceur réaliste. Deux scénarios ont alors été considérés : un premier correspondant à
un monopôle, fonctionnant à 17 GHz, positionné sur le lanceur amputé de ses boosters et
un second se différenciant uniquement du premier par la présence à proximité de l’antenne
d’un bloc diélectrique. Les résultats de cette campagne de mesure ont été complétés par des
résultats de simulation obtenus avec la méthode MLFMM de FEKO.
Cette campagne de mesure a tout d’abord démontré la possibilité de simuler efficace-
ment un scénario d’antenne sur lanceur avec une méthode hybride basée sur la FDTD et
la TSD. La comparaison des diagrammes de rayonnement obtenus a ainsi montré la capa-
cité des méthodes FDTD/TSD et DG-FDTD/TSD à fournir des résultats présentant globale-
ment un bon niveau de précision. Bien qu’il reste encore certains points à améliorer à ce
sujet (en particulier dans la zone de rayonnement arrière), ceci démontre que la méthode
hybride proposée dispose d’une précision suffisante pour être utilisée lors de la phase de
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pré-dimensionnement. On retiendra que la méthode DG-FDTD/TSD a permis d’obtenir des
résultats plus proches de la mesure que FEKO lors de l’étude du scénario incluant le bloc
diélectrique à proximité de l’antenne.
L’approche hybride s’est également montrée moins gourmande en ressource mémoire
que la MLFMM de FEKO. Ce résultat argumente en faveur de son utilisation lors des phases
de pré-dimensionnement nécessitant un nombre important de calculs. En revanche, au ni-
veau du temps de calcul, FEKO garde l’avantage. Ce point est à nuancer puisque le code DG-
FDTD/TSD est un code maison n’ayant fait l’objet d’aucune optimisation.
Enfin, les développements sur la TSD n’ayant débuté que sur la fin de la thèse, de nom-
breux points n’ont pas pu être investigués. Aussi, certains choix effectués lors du paramétrage
des simulations TSD ont été faits de façon arbitraire faute de temps. Il apparaît donc que de
nombreux aspects liés à la TSD et son hybridation nécessiteraient des études supplémen-
taires afin d’améliorer la précision et le temps de calcul de la méthode FDTD/TSD. Parmi les
pistes de recherches possibles au sujet de la TSD figurent :
– Une étude paramétrique sur l’influence du niveau de maillage TSD lors de l’analyse
d’un objet cylindrique. Les travauxmenés ici n’ont pas déterminé le niveau demaillage
minimal pouvant être utilisé pour un rapportR/λ donné. Cette étude pourrait considé-
rer d’une part le nombre de bandes et d’autre part la résolution dumaillage. Un prolon-
gement de cette étude pourrait consister à étudier le bénéfice apporté par un maillage
non uniforme (plus dense au niveau de la surface d’excitation et plus relâché sur les
éléments éloignés de l’antenne).
– Une étude paramétrique permettant d’évaluer l’influence des dimensions de la sur-
face deHuygens. Idéalement, cette étude pourrait déboucher sur l’établissement d’une
règle permettant de choisir les dimensions de la surface équivalente.
– Une étude sur l’influence de l’approximation faite au niveau du point de visibilité en
fonction des dimensions électriques de la surface de Huygens et du rapport R/λ de
la surface accueillant l’antenne. Il est possible que l’erreur faite lors la première étape
permettant de calculer les courants du domaine visible se propage lors du calcul sé-
quentiel des courants sur la partie ombrée.
– Une étude sur le raccordement de la surface de Huygens au maillage TSD. En effet, de
par la proximité entre les barycentres de certaines facettes du porteur et de la surface
deHuygens, des singularités peuvent apparaître lors des calculs liés à la phase d’excita-
tion. Il en découle alors des valeurs non physiques de courants sur les facettes jouxtant
la surface d’excitation.
– Recherche de stratégies de simulation TSD autres que celle décrite dans ce document.
6.5 Conclusion du chapitre
Ce dernier chapitre s’est intéressé au cas particulier de la simulation d’une antenne sur
lanceur spatial. Le verrou posé par la modélisation des courants dans les zones non visibles
a conduit à revoir la partie asymptotique de la DG-FDTD/IPO.
La première partie de ce chapitre s’est conclue par la proposition d’une nouvelle mé-
thode asymptotique basée sur l’IPO, appelée TSD, permettant de modéliser les courants sur
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les parties visible et ombrée d’une plate-forme cylindrique.
Cetteméthode a ensuite été combinée à la FDTD afin d’analyser un problème canonique
d’antenne sur cylindre. Le bon accord des résultats obtenus avec la MLFMM de FEKO a per-
mis de valider la procédure de couplage entre une simulation FDTD et une simulation TSD.
Cette étude a également permis de démontrer la capacité de la méthode à analyser précisé-
ment une structure cylindrique.
Un scénario simplifié d’antenne sur un lanceur spatial a ensuite été considéré avec la
FDTD/TSD. Ce paragraphe a notamment mis en lumière la stratégie de simulation TSD per-
mettant de traiter la géométrie particulière de la plate-forme. Une comparaison des résultats
obtenus avec la MLFMM de FEKO a permis de démontrer la capacité de la TSD à analyser
précisément et efficacement une plate-forme de type lanceur.
Enfin, unemaquette de lanceur, réalisée par le CNES, a permis de tester les performances
de la FDTD/TSD sur un objet réaliste. La comparaison des diagrammes FDTD/TSD avec
les mesures a une nouvelle fois démontré les capacités en matière de précision de la mé-
thode proposée. Une comparaison des ressources nécessaires avec le logiciel de référence
FEKO a également mis en lumière une diminution sensible des ressources mémoires néces-
saires. Cette campagne de mesure a donc offert des résultats très encourageant en vu de
l’utilisation par le service antenne du CNES de la DG-FDTD/TSD en tant qu’outil de pré-
dimensionnement.
Conclusion générale et perspectives
Conclusion
Une nouvelle méthode hybride combinant une méthode FDTD multi-échelle avec une
méthode asymptotique itérative a été développée au cours de cette thèse en vue de permettre
l’analyse rapide et précise d’antennes environnées installées sur des plates-formes de gran-
des dimensions électriques.
Le premier chapitre a tout d’abord permis de lister les différentes contraintes pouvant
intervenir lors de la simulation d’antennes sur porteur. Un tour d’horizon des méthodes em-
ployées dans la simulation de ce type de problème électromagnétique a ensuite été proposé
en indiquant le positionnement respectif par rapport à ces contraintes. Lors de ce tour d’ho-
rizon, lesméthodes de décomposition de domaines basées sur desméthodes rigoureuses ont
montré de très bonnes aptitudes pour la simulation d’antennes sur porteur. Parmi ces mé-
thodes, la FDTD à grille double (DG-FDTD) a retenu notre attention. Elle permet de réaliser
des analyses large bande rapides et précises d’antennes avec un environnement proche com-
plexe. Cependant, sa formulation rigoureuse entraîne des besoins importants en ressources
informatiques pour analyser des problèmes de grandes dimensions électriques.
Après avoir rappelé le principe de la DG-FDTD, le second chapitre a étudié ses limites, du
point de vue de la taille maximale des structures pouvant être simulées. Cette étude a mon-
tré, qu’à partir des ressources informatiques dont nous disposons, il est possible d’analyser
au mieux un cube de 64 longueurs d’onde de côté. Des exemples de “plus grands domaines
simulables” dans un problème d’antenne sur plate-forme satellite ont ensuite été donnés. La
méthode DG-FDTD a alors été appliquée à la résolution d’un problème concret d’antenne
environnée proposé par le CNES. Un éclairage sur les conséquences du phénomène de dis-
persion numérique pouvant intervenir dans les volumes FDTDde grandes dimensions a éga-
lement été apporté à cette occasion. Enfin, étant arrivé à la conclusion que la DG-FDTD seule
ne permet pas de simuler précisément et efficacement des problèmes d’antenne sur porteur,
ce chapitre a proposé d’hybrider la DG-FDTD avec uneméthode asymptotique fréquentielle,
l’optique physique itérative, afin d’étendre son domaine d’application. Ce choix a finalement
permis de recentrer la problématique de travail autour de la simulation d’antenne environ-
née et installée sur des porteurs de grandes dimensions électriques.
La nouvelle méthode hybride basée sur la DG-FDTD et notée DG-FDTD/IPO a été pré-
sentée dans le troisième chapitre. La résolution, avec la DG-FDTD/IPO, d’un problème d’an-
tennes environnées sur porteur s’opère en deux simulations successives. La première est dé-
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diée à l’analyse rigoureuse de l’antenne et de son environnement proche par la DG-FDTD.
La seconde utilise l’IPO pour prendre en compte efficacement l’effet de la plate-forme sur
le rayonnement de l’antenne. Les deux simulations sont interfacées en utilisant le principe
d’équivalence. Des sources équivalentes modélisant le comportement de l’antenne et de son
environnement proche sont tout d’abord calculées lors de la simulationDG-FDTD. Après une
conversion dans le domaine fréquentiel, ces sources équivalentes servent d’excitation pour
la simulation IPO. Dans ce chapitre, la DG-FDTD/IPO a été validée sur un scénario cano-
nique d’antenne environnée sur plate-forme. Les calculs de champ rayonné effectués à cette
occasion ont montré un très bon accord entre la méthode proposée et les méthodes réfé-
rences. Cette phase de validation a égalementmis en lumière l’efficacité, au niveau du temps
de calcul, de la DG-FDTD/IPO pour simuler ce type de scénario.
Le quatrième chapitre s’est focalisé sur l’application et l’exploitation de laDG-FDTD/IPO.
La méthode a tout d’abord été appliquée à du calcul de rayonnement EM en champ lointain
dans deux scénarios d’antenne environnée sur porteur. Le premier cas d’application, concer-
nant une antenne sur un véhicule, a démontré la capacité de la méthode à traiter précisé-
ment et efficacement un scénario d’antenne sur porteur de dimensions réalistes. Ce premier
cas d’application a notamment mis en lumière le gain au niveau du temps de calcul apporté
par la DG-FDTD/IPO, par rapport à une approche comme la MLFMM, lors d’analyses large
bande. La méthode a ensuite été appliquée à la résolution d’un problème d’antenne envi-
ronnée sur plate-forme à l’occasion du ”benchmarking“ logiciel organisé par EurAAP. Lamé-
thode a alors démontré sa capacité à rivaliser avec quatre méthodes commerciales sophis-
tiquées et hyper-optimisées des logiciels commerciaux. Certaines difficultés concernant le
calcul de la CROSS- polarisation ont néanmoins été observées. La seconde partie du chapitre
a mis en avant les possibilités offertes par la DG-FDTD/IPO en matière d’analyse de champ
lointain rayonné dans un problème d’antenne environnée sur porteur. La modularité de la
méthode peut en effet être exploitée avantageusement afin de mener efficacement ce type
d’analyse. Ce type d’exploitation de la méthode a été illustré en réalisant l’étude du rayonne-
ment du scénario de validation de la DG-FDTD/IPO.
Le cinquième chapitre a proposé une améliorationde laDG-FDTD/IPOconsistant à pren-
dre en compte de façon grossière les couplages retours, entre l’environnement proche de
l’antenne et la plate-forme, dans la simulation IPO. Cette amélioration repose sur la redes-
cription grossière de l’environnement proche de l’antenne dans la simulation IPO. Un scéna-
rio canonique impliquant un fort couplage entre l’environnement proche de l’antenne et la
plate-forme a été défini afin de valider l’amélioration. La comparaison des résultats obtenus
au niveau du champ lointain, avec deuxméthodes références, amontré une amélioration des
résultats DG-FDTD/IPO suite à la modification apportée dans la simulation IPO. Plus pré-
cisément, l’amélioration apportée dans ce chapitre permet de prendre en compte les prin-
cipaux effets liés aux couplages retours entre la plate-forme et l’environnement proche de
l’antenne. Cependant, cette amélioration est soumise à certaines limitations. Tout d’abord,
l’utilisation d’unmodèle grossier ne permet pas la prise en compte des effets secondaires liés
aux couplages retours. Ensuite, le code IPO utilisé dans cette thèse n’autorise pas la redes-
cription d’un environnement proche de type diélectrique.
Le sixième chapitre s’est intéressé au cas particulier de la simulation d’antenne sur lan-
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ceur spatial. Le verrou posé par la modélisation des courants dans les zones non visibles a
conduit à revoir la partie asymptotique de la DG-FDTD/IPO. La première partie de ce cha-
pitre a proposé une nouvelle méthode asymptotique itérative permettant de modéliser les
courants sur les parties visible et ombrée d’une plate-forme cylindrique. Cette méthode dite
de Traitement Séquentiel desDomaines (TSD) a ensuite été combinée à la FDTDafind’analy-
ser un problème canonique d’antenne sur cylindre. Le bon accord entre les résultats obtenus
et la MLFMM de FEKO a permis de valider la procédure de couplage entre une simulation
FDTD et une simulation TSD. Cette étude a également permis de démontrer la capacité de la
méthode à analyser précisément et efficacement une structure cylindrique. Un scénario sim-
plifié d’antenne sur un lanceur spatial a ensuite été considéré. Une stratégie de simulation
TSD permettant de traiter la géométrie particulière de la plate-forme a été proposée. La com-
paraison des résultats obtenus avec la MLFMM de FEKO a permis de démontrer la capacité
de la TSD à analyser précisément et efficacement une plate-forme de type lanceur.
Perspectives
La travaux menés au cours de cette thèse sur la modélisation d’antennes sur porteur
ouvrent des perspectives intéressantes.
Rebouclage de la DG-FDTD/IPO sur une méthode rigoureuse afin de résoudre des pro-
blèmes de couplage entre antenne
La méthode DG-FDTD/IPO introduite dans ce manuscrit offre un outil efficace et précis
pour calculer le champ rayonné par une antenne installée à proximité d’objets complexes et
positionnée sur un porteur. En revanche, cette méthode ne permet pas de déterminer le ni-
veau de couplage entres les antennes positionnées sur un porteur. Or, ce type d’étude est très
fréquemment nécessaire, par exemple pour s’assurer du bon découplage entre les différentes
antennes présentes sur une plate-forme. Une perspective intéressante pourrait donc consis-
ter à reboucler la DG-FDTD/IPO sur une méthode rigoureuse afin de permettre le calcul de
couplage.
On pourrait ainsi envisager de reboucler la DG-FDTD/IPO sur la DG-FDTD. Afin d’illus-
trer cette perspective, on considère le scénario de la Figure 6.33 inspiré du problème d’an-
tenne sur véhicule traité dans le chapitre 4. Une antenne diamant ainsi qu’une antenne mo-
nopôle sont placées sur le véhicule. La simulation DG-FDTD/IPO/DG-FDTD permettant de
calculer le niveau de couplage entre ces deux antennes pourrait alors se décomposer de la
manière suivante (Figure 6.34) :
– 1) : une simulation DG-FDTD de l’antenne diamant avec son environnement proche,
– 2) : une simulation IPO de la plate-forme (avec éventuellement la redescription gros-
sière des environnements proches des deux antennes),
– 3) : une simulationDG-FDTDde l’antennemonopôle et de son environnement proche.
Cette simulation correspond à un zoom électromagnétique sur l’antenne monopôle.
Ce principe a été proposé dans la DG-FDTD bilatérale développée par Miry [117]. Plus
précisément on retrouve ici les étapes 2 et 3 de la méthode DG-FDTD bilatérale.
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FIGURE 6.33 – Illustration d’un problème de couplage entre antennes.
Afin d’interfacer les simulations 2 et 3, une surface de prélèvement englobant l’antenne
monopôle et son environnement proche devrait être définie dans la simulation IPO. L’ampli-
tude et la phase des champs tangentiels sur cette surface serait alors enregistrés pour un ou
plusieurs points de fréquence. Ces champs seraient ensuite utilisés, après conversion dans
le domaine temporel, comme source d’excitation pour la première étape de la simulation 3
(simulation grossière).
La valeur des champs récupérés au niveau de la charge adaptée de l’antenne à l’issue de
la dernière simulation DG-FDTD permettrait finalement de calculer précisément le niveau
de couplage pour chaque point fréquentiel calculé dans l’IPO. Une interpolation effectuée à
partir de ces points permettrait, si besoin, d’estimer le couplage sur une bande de fréquence.
Il serait également envisageable de combiner la DG-FDTD/IPO avec un modèle de sub-
stitution, récemment présenté dans [118], afin de venir remplacer la simulation DG-FDTD
finale. Comme indiqué sur la Figure 6.35, les champs tangentiels récupérés au niveau de la
surface de prélèvement définie dans l’IPO serviraient alors d’entrées pour le modèle de sub-
stitution. La sortie du modèle de substitution donnerait directement la valeur des champs
~E et ~H au niveau de la charge adaptée de l’antenne monopôle pour le point de fréquence
calculé dans l’IPO. L’avantage du modèle de substitution réside dans sa capacité à fournir
une solution quasi instantanée dès lors que les fonctions de transfert ont été calculées. Cette
technique permettrait par conséquent d’améliorer l’efficacité du calcul de couplage sur un
nombre de points de fréquence important.
Développement du concept de la TSD
Le chapitre 6, consacré à la simulation d’antenne sur lanceur, a proposé une nouvelle mé-
thode asymptotique itérative : la TSD. cette méthode permet de calculer de manière séquen-
tielle les courants en zone ombrée sur un objet à symétrie de révolution. Les travaux effectués
sur cette méthode étant exploratoires, de nombreux points restent à développer.
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FIGURE 6.34 –MethodeDG-FDTD/IPO/DG-FDTDappliquée à un calcul de couplage entre antennes.
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FIGURE 6.35 – Utilisation d’un modèle de substitution suite à la simulation DG-FDTD/IPO pour cal-
culer le couplage entre les antennes.
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FIGURE 6.36 – Illustration de l’application de l’algorithmeMLFMA lors de la simulation TSD.
Un premier axe concerne l’accélération de la technique proposée. Ici on peut envisager
plusieurs solutions qui pourraient d’ailleurs être combinées. Tout d’abord, au vu des dimen-
sions électriques des plates-formes analysées avec la TSD, on pourrait envisager de lui appli-
quer l’algorithme MLFMA. Ceci reviendrait à grouper les interactions entre des portions de
structure très éloignées (Figure 6.36). Ce principe a été appliqué au schéma IPO et a permis
de réduire significativement le temps de calcul [107]. D’autres pistes permettant de réduire
le temps de calcul d’une simulation TSD pourraient être envisagées.
Le second axe de développement envisageable concerne la généralisation de l’approche
TSD. Telle que présentée jusqu’ici, la TSD ne peut être appliquée que sur des structures à
symétrie de révolution ayant été préalablement discrétisées en bandes. Il serait intéressant de
chercher une méthodologie plus générale ne nécessitant pas de discrétisation et permettant
d’analyser des structures de forme quelconque.

Annexe A
Définition de laméthode de
normalisation en directivité
La normalisation en directivité du champ lointain est obtenue directement d’après la dé-
finition de la directivitéD(θ,φ). On rappelle queD(θ,φ) est donnée par :
D
(
θ,φ
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= P
(
θ,φ
)
1
4π
∫2π
0
∫π
0 P
(
θ,φ
)
dθdφ
(A.1)
où P (θ,φ) est la puissance rayonnée par unité d’angle solide, proportionnelle à |Eθ|2 + |Eφ|2.
A.1 s’écrit aussi :
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(A.2)
où α est le coefficient de proportionnalité entre P (θ,φ) et |Eθ|2 + |Eφ|2. La normalisation en
directivité est finalement obtenue en divisant le module de la grandeur souhaitée, à savoir
|Eθ|, |Eφ| ou le champ total |E |, par
√
|Eθ |2+|Eφ|2
1
4π
∫2π
0
∫π
0 |Eθ |2+|Eφ|2dθdφ
. On exprime alors la quantité en
décibel en prenant 20log10 du rapport.
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Résumé 
 
Les travaux de cette thèse ont été consacrés à l'extension du 
domaine d'application de la FDTD à Grille Double (DG-FDTD) 
via son hybridation avec l'Optique Physique Itérative. Ces 
recherches ont été motivées par le besoin d'évaluer 
précisément et efficacement le diagramme d'antenne 
environnées installées sur des plates-formes de grandes 
dimensions (satellite, véhicule, lanceur spatial). 
 
Lors du tour d'horizon consacré aux méthodes numériques 
pouvant intervenir dans la résolution de ce type de problème, la 
DG-FDTD a révélé des caractéristiques intéressantes en 
permettant des analyses large bande rapides et précises 
d’antennes avec un environnement proche complexe. 
Cependant, sa formulation rigoureuse entraîne des besoins 
importants en ressources informatiques pour analyser des 
problèmes de grandes dimensions électriques. Les travaux 
présentés dans ce manuscrit précisent les limites de son 
domaine d'application. Ils mettent finalement en avant son 
incapacité à résoudre seule des problèmes d'antenne sur plate-
forme. 
 
En réponse à cette limitation, un nouveau schéma hybride 
associant la DG-FDTD avec une méthode asymptotique est 
proposé. La méthode DG-FDTD/IPO ainsi créée décompose la 
simulation du problème complet en deux simulations 
successives. L'antenne et son environnement proche sont tout 
d'abord simulés rigoureusement avec la DG-FDTD puis la plate-
forme est analysée efficacement avec l'IPO. Les deux 
simulations sont interfacées en utilisant le principe 
d’équivalence. 
 
Après avoir validé cette nouvelle méthode sur un scénario 
canonique, elle est appliquée au calcul de rayonnement 
électromagnétique en champ lointain dans deux scénarios 
d’antenne environnée sur porteur (antenne sur véhicule 
notamment).  
  
Deux améliorations de la DG-FDTD/IPO sont finalement 
proposées dans ce manuscrit. La première est consacrée à la 
prise en compte grossière des couplages retours entre 
l'environnement proche de l'antenne et la plate-forme. Cette 
amélioration repose sur la redescription grossière de 
l’environnement proche de l’antenne dans la simulation IPO.  
 
La seconde amélioration concerne la modélisation des courants 
sur les parties ombrées de la plate-forme dans la simulation 
IPO. Cette amélioration est motivée par le besoin d'analyser 
précisément des scénarios de type antenne sur lanceur spatial. 
En effet, l'IPO ne calcule pas les courants sur les zones 
ombrées, or dans ce type de problème elles représentent la 
majeure partie de la plate-forme. Une nouvelle méthode basée 
sur l'IPO, et appelée Traitement Séquentielle des Domaines 
(TSD), est donc proposée pour répondre au besoin exprimé 
plus haut. Après avoir validé cette nouvelle méthode sur un cas 
simple impliquant un cylindre, elle est appliquée avec succès à 
l'analyse d'une plate-forme de type lanceur spatial. 
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Abstract 
 
This thesis aims at extending the Dual-Grid FDTD (DG-FDTD) 
application domain via its hybridization with the Iterative 
Physical Optics (IPO) method. This research was motivated by 
the need to evaluate accurately and efficiently the antenna 
pattern of surrounded antennas installed on large platforms  
(satellite, vehicle, space launcher). 
 
Overview on numerical method involved in this class of problem 
revealed DG-FDTD has interesting features. This method 
allows precise and efficient wide-band simulations of 
surrounded antennas. However, this method remains costly for 
electrically large problems, especially because of its rigorous 
formulation. This thesis assessed the limitations of DG-FDTD 
and then put forward its inability to resolve antenna on platform 
problems. 
 
To answer this issue, a hybrid scheme combining DG-FDTD 
with IPO is proposed in this thesis. DG-FDTD/IPO divides the 
initial simulation into two successive simulations. The antenna 
and its vicinity are firstly analyzed with DG-FDTD, and then IPO 
is used to analyze the platform. The two simulations are 
interfaced using the equivalence principle.  
 
This new method is first validated using a canonical scenario. 
Then, it is applied to the computation of electromagnetic 
radiation pattern in two antenna on platform problems (antenna 
on vehicle especially). The method is then exploited to 
effectively analyze the radiation pattern of a surrounded 
antenna mounted on a platform. 
 
Two improvements are finely proposed in this thesis for DG-
FDTD/IPO. The first one aims at taking into account for the 
backward coupling between the antenna region and the metallic 
platform. This improvement implies a coarse description of the 
antenna region in the IPO simulation. 
 
The second improvement concerns the modeling of the currents 
in the shadow areas of the platform. This improvement answers 
to the need to analyze precisely antenna-on-launcher problems. 
Indeed IPO do not compute currents in shadow areas. Well, for 
this kind of problem, shadow areas represent almost all the 
platform. A new method based on IPO and called Domains 
Sequential Processing is proposed. This method is first 
validated using a canonical scenario involving a cylinder. Then 
it is successfully applied to the analysis of a spatial launcher. 
