Abstract-Sensor nodes are often used in outdoor locations where they can be operated using solar power. When such a network is deployed, there are usually restrictions in the way that the nodes can be positioned, and this results in a nodedependent attenuation of the usable solar energy. This effect must be taken into account when placing the basestations used to communicate with the sensor nodes. In this paper we consider the minimum-cost placement of data collecting basestation nodes so that outage-free operation of the sensor nodes is obtained. This is done by minimizing the number of basestations required when taking into account the energy costs of sensor node traffic relaying. An optimization is first formulated which gives a lower bound on the number of basestations that are required. Because of the complexity of the problem, an algorithm is proposed which can be used to do placements for practical problem sizes. The algorithm uses the result from an iterated local search as a starting point, and then uses an energy aware local optimization to obtain feasible basestation placements. Results are presented which show that the algorithm performs well for a variety of network scenarios.
I. INTRODUCTION
Solar power is increasingly used to operate sensors and other mesh nodes in a variety of different outdoor applications [1] . In a typical scenario, sensor nodes of this kind communicate to the Internet through a deployment of fixed basestation (BS) nodes which are usually equipped with continuous power connections. In this type of arrangement, some sensor nodes may be able to communicate directly with a basestation, whereas others may have to use multi-sensor traffic relaying in order to do so. Since the solar panel and node battery configuration is typically done in a statistical fashion, care must be taken so that once deployed, there is sufficient solar insolation so that the nodes can operate continuously without outage [2] .
In traditional photo-voltaic systems, the solar panels are positioned so that they can collect the maximum possible solar energy. This is done by orienting the panel directly south (in the northern hemisphere) and sloped to an angle slightly less than the node's geographic latitude, so that solar absorption is maximized during winter months. Unfortunately this requirement places severe restrictions on the location and the flexibility with which the nodes may be placed. This type of restriction is unreasonable in many sensor applications, since the positioning and orientation of the nodes is usually constrained by other factors [1] . A simple example is the case where a sensor node must be installed on the side of a building, and due to its non-optimum orientation, may suffer orientation and shadowing losses from the direct components of solar insolation, compared with an optimally-positioned node. In this case the shadowing components may also be time varying, and dependent upon the orientation of the building wall. These effects lead to a wide variation in the efficiencies with which the sensor nodes can collect solar energy.
The above problem is exacerbated by the fact that to exploit economies of scale, the sensor nodes are often equipped with a standard battery and solar panel configuration, so that the costs of the nodes are minimized. This places an onus on the deployment of the basestations so that their number and location is sufficient to ensure outage-free operation of the sensor nodes regardless of their individual placements.
In this paper we consider the placement of the basestation nodes so that outage-free operation of the sensors is ensured. This is accomplished by minimizing the number of basestations that are needed when taking into account the energy needed for the sensor nodes to perform traffic relaying. The problem is first formulated as a discrete optimization, which gives a lower bound on the number of basestations that are needed. Due to the complexity of the problem, an algorithm is proposed which can be used to do placements for practical problem sizes. The algorithm uses an iterated local search to find a starting point, and then uses an energy aware local optimization to obtain feasible basestation placements. Results are presented which show that the proposed algorithm performs well for a variety of network scenarios.
II. LITERATURE SURVEY
In this section we briefly discuss previous work that is related to our paper.
The study in Reference [3] considers the joint problem of energy provisioning for a two-tiered wireless sensor network. The problem of deploying relay nodes, given a set of existing nodes, is studied. The reference shows for a given network with initial energy, how additional energy should be allocated to either existing or new locations.
A network model for basestation placement in a battery powered network problem is presented in [4] . This work includes an approximation algorithm for the placement problem and provides some numerical results which illustrate the This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2010 proceedings.
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In Reference [5] a survey is done which discusses static and dynamic strategies for node positioning and Reference [6] considers an energy-aware approach for the management of sensor networks that maximizes the lifetime of the sensors. This approach dynamically sets routes and chooses media access to minimize energy consumption. In References [7] and [8] , mobile basestations and basestation repositioning is considered.
A methodology for the provisioning of energy sustainable mesh nodes was given in [9] . This was applied to IEEE 802.11 mesh networks operating using solar power, and is the methodology used for resource provisioning in our paper.
Power management in energy harvesting networks is discussed in [10] . The paper discusses the conditions for energyneutral operation in detail and models the variation of energy sources and energy consumption. It also develops some practical methods which an energy harvesting system can use to predict the expected energy harvested. In [11] different solar energy prediction algorithms are compared. These algorithms give estimates of available energy over future time intervals.
In our paper we instead consider the placement of basestations from a renewable energy point of view. To accommodate the solar power assumption, the network design must be done using historical solar insolation sample functions for the region where the network is to be deployed. In our results we use data for Toronto, Canada, since it is typical of a temperate continental climate. The objective is to find the best basestation deployment so that when the system is subject to the design bandwidth usage profile and solar insolation sample functions, the network survives outage-free. This is a unique aspect of the problem which must take into account the energy input/output recursion at each sensor node.
III. PROBLEM DEFINITION
Consider a wireless network of sensor nodes where the nodes are powered by solar energy. Each node communicates with the wired network through one or more sensor node air hops to an appropriate basestation. We assume a tiered system where all the basestations have infrastructure connectivity, and hence a given sensor node is free to communicate using any choice of basestation. In this paper, we use basestation placement in order to optimize the sustainable energy performance of the sensor nodes. The objective of the problem is therefore to locate and minimize the number of deployed basestations needed to support the sensor nodes so that they are energy sustainable, i.e., outage-free.
We assume that the candidate basestation locations are known in advance. To obtain an efficient basestation placement, basestation density must in general be higher in regions where there are sensor nodes with low energy renewal rates and/or high node utilizations. This is needed to reduce the level of multihop communication that is needed to maintain full connectivity. Otherwise sensor nodes in those regions may suffer outage due to insufficient solar energy reserves. is bounded by defining a limit on transmission power, which induces a graph where the edges are potential links between sensor nodes.
The problem formulation also considers the effects of the spatial distribution of solar insolation. This is a consideration which is often neglected, but is an important issue in practical solar powered mesh nodes [1] . Although the methodology in this paper applies to generalized per unit area solar insolation renewal rates, for each Node i, we define a solar factor, α i (t) ∈ (0, 1), which gives the fraction of available solar energy due to shadowing and positional restrictions compared with an optimally positioned panel at that location. We assume that these insolation factors are known to the basestation deployment algorithm based on information collected during a site survey when the sensor nodes are placed. Figure 1 shows an illustrative example. The two shaded areas represent regions with different solar insolation factors. Deployed basestations are shown as black squares and sensor nodes are shown as circles. The dotted arrows show the wireless hops used for routing. In the figure, Region I has a lower solar insolation factor than in Region II. For this reason, sensor nodes in Region II can support levels of multihop relaying that lead to a decreased basestation deployment density in that region. When this is the case, this can have a strong effect on the optimum number and locations of the basestations needed to support energy sustainable node operation.
IV. PROBLEM FORMULATION AND LOWER BOUND
In this section the basestation location problem is formulated. Each sensor node is represented by an integer in the set N ∈ {1, 2, . . . , N}, and each potential basestation location is indexed by an integer in the set B ∈ {1, 2, . . . , B}.
Since sensor traffic can be routed through any basestation, the flows between a sensor node and the infrastructure can be represented by a single value. Accordingly, F is defined as the set of all nodes in N plus one additional node representing the basestations. The cardinality of F is equal to N + 1.
We define λ i to be a binary decision variable that determines whether a basestation is placed at a given location in B. The network is modeled as a graph G(S, A) where S consists of all of the nodes in B and N , and A is the set of all directed links (i, j) where i, j ∈ S. e ij is also defined to remove the links between nodes that do not have any mutual connection, which are known in advance and are defined as follows.
We now consider the bandwidth flow and sensor node power consumption. To account for traffic flow continuity, we assume that s is the source and d is the destination of a flow with volume g sd (t). Therefore, s and d are in F and part of that flow that is passed from Node i to j can be written as γ sd ij (t). The flow continuity for any node i ∈ N can be written as,
The first term on the left hand side of Equation (2) is the fraction of the flow that a sensor node sends to others for relaying. The second term is that sent from a sensor to a basestation. The third is the flow that is received by the sensor from other sensors and the fourth is that received by the sensor from a basestation. λ i γ sd ij (t) means that traffic passes through Basestation i, if that basestation location is used. The left hand side is positive and equal to g sd (t) if this node is the source of traffic and is equal to −g sd (t) if it is the destination, otherwise it must be zero because of flow continuity. Because the basestation flows are modeled as a single node, flow continuity for all basestations must be written as one equation that is similar to Equation (2), i.e.,
For each Basestation i, the first term in Equation (3) is the traffic that the basestation sends to sensor nodes, and the second term is the traffic that is received from sensor nodes. We also include a link capacity constraint which is written as
The result of the summation is the total traffic from all of the flows that pass through Node i to Node j. By using the above definitions, the total load at each node i ∈ N is 
This equation is similar to the traffic flow equation. The first line is the total energy that is consumed for transmitting between nodes and basestations. The second line is the power consumption of the sensor when it is idle. The normalization of link utilization that gives the fraction of time that links are idle is written in Equation (6) . The p t,ij and p r,i coefficients respectively, describe the amount of energy that a sensor uses for transmitting or receiving one unit of traffic. p r,i is considered constant and p t,ij is given by
where β 1 is a distance independent term and β 2 is a distance dependent one, m is the path loss coefficient, with 2 ≤ m ≤ 4. d ij is the distance between two nodes [4] . Note that although we assume an exponential path loss, any propagation model can be incorporated into the computation. Solar powered systems are modeled in discrete time, and hence the life-time of the network is divided into time epochs, which are usually 1-hour in duration [9] . In each time epoch t, E i (t) is the available energy for Sensor i and t ranges over the entire set of solar irradiation samples. The target network life-time is specified in advance, and the energy stored at each sensor's battery must satisfy the following recursion [9] ,
In this equation, E i (t) is the maximum solar insolation available at Node i during the current time epoch. α i (t) is the solar factor which discounts this value as discussed previously, and may be time-varying. This equation is an energy recursion that computes at each time epoch, the amount of energy that a sensor node obtains as α i (t)E i (t) and the amount of energy that is utilized is L i (t). The amount of energy stored in the battery can not exceed B max (i) and also cannot be less than B outage [9] . Equations (2) and (3) are non-linear, i.e., λ j is a binary variable that is multiplied by another, γ sd ij (t). This term is linearized by defining a new variable v sd ij,j with the following conditions [12] . Index (ij, j) means that the link is between i and j and j is a basestation.
In Equation (8), the minimum of B i (t) is B outage and its maximum is B max (i). In some situations however, the load is more than the harvested energy plus energy stored in battery. Another possible situation happens when the harvested energy overfills the capacity of the battery. To linearize this equation, a new slack variable, r i (t), is defined such that,
) r i (t) ≥ 0 r i (t) must be minimized in order that this formulation be true. Therefore it is added to the problem as a new term in the objective function. In addition, r i (t) must be positive, to constrain the sensor node to never go into outage.
The above definitions result in a multi-criterion linear mixed-integer optimization problem which can be used to find a lower bound on the number of deployed basestations. The problem can be formulated by assigning different weights to different criteria, resulting in the following final formulation,
(e ij I ij (t) + e ji I ji (t)),
There are several commercial packages that can solve these kinds of problems (e.g., CPLEX [13] ), which is commonly done using the branch and cut method [14] .
V. ENERGY AWARE BASESTATION PLACEMENT
The optimization bound formulated in Equation (12) is a linear mixed-integer problem. It can be shown using a reduction to the set covering problem that this is NP-hard, and can only be solved for small problem sizes. In addition, the bound does not in general result in a causal basestation deployment solution, since it uses knowledge of the full solar insolation trace in its computation. For this reason we propose a simple and efficient practical algorithm. The algorithm is first described, and then a method for generating an initial solution is discussed based on an Iterated Local Search (ILS) procedure [15] .
The proposed algorithm is shown in Algorithm 1. The algorithm starts with an initial solution and then solves the problem for each time epoch using the solar insolation inputs from the previous step (Line 3). The algorithm stores and updates a table that tracks the frequency with which the node relays traffic on behalf of other nodes. If a node runs into outage during this process, it uses this information to determine new basestation activations (Lines 8-10). By activating a basestation that these specific nodes require for relaying, the transit traffic that passes through the failed node can be decreased significantly.
To accommodate the above procedure, the optimization objective is changed. Since activated basestations are known in advance at each time epoch, i∈B λ i is replaced by i∈N L i (t) to make the routing energy aware. Because the problem is solved for each time epoch separately, t for L i (t) and r i (t) accepts only a single value. These changes make the problem a linear program (LP) that is solved very quickly. Solve the problem only for time epoch t. 4: if any node goes into outage then 5: if all basestations are activated then 6: Problem is infeasible. Stop. 7: end if 8: Find those nodes that relay through the failed node. 9: Activate the nearest basestation to these nodes. 10: Restart from the first time epoch.
11:
end if 12: Update relaying table. 13 : end for
The proposed algorithm must start with an initial solution. In order to ensure that we can accommodate large problems, we obtain this using an iterated local search procedure as shown in Algorithm 2. The algorithm starts by solving the actual problem when all of the basestations are placed, which is a linear program. The algorithm then deactivates unnecessary basestations. The region which includes the sensor nodes is first divided into several smaller search areas (Line 2). This segments the problem into smaller ones that can be solved in reasonable time. In each area we are only interested in the basestations that pertain to that area and therefore the status (placed or not) of all others is considered fixed (Line 4). Then a list of nodes is created using ones that are directly connected to basestations in the selected area. The transit rates for all of the flows that do not start or end in these nodes are fixed (Line 7). In each iteration, the optimizer minimizes the number of placed basestations in the selected search area.
The areas can be chosen arbitrarily as long as they include all of the basestations, however, the quality of the results depends on this selection. For better results, they should be chosen so that there are common basestations, and our results for large networks show that this algorithm gives good results. In the cases where we have been able to compute the bound exactly, the algorithm generally performs very well. Fix the status of any basestation that is not in A.
5:
Find all of the nodes that are directly connected to basestations in A. 6: for each found node n do 7: Fix all γ sd ij (t) that neither s nor d is n. Solve the problem for area A. 10: end for
VI. RESULTS
In this section we present some representative sample results using the proposed algorithm. Our experiments use solar irradiation data over a 50 day time period based on historical measurements taken in Toronto, Canada. This data was obtained from the Meteorological Service of Canada. Any flow that originates from each node has a normalized value of 0.5 and destined for a basestation. Basestations also send a flow with volume of 0.05 unit of traffic to all of the sensor nodes.
We consider a network with 12 sensor nodes using a topology that is shown in Figure 2a . Links between nodes and basestations are also shown in Figure 2b . The first step for solving this problem is assigning values to w 1 , w 2 and w 3 . With the initial parameters that are mentioned above, the number of placed basestations is 3 out of the 12 possible positions. The number of placed basestations changes with parameters such as the solar attenuation factor, link capacity and battery capacity. The results show that decreasing link capacity will increase the number of basestations, which would clearly be expected. For example, by looking at Table Ia which shows the lower bound, when the solar attenuation factor is 1, decreasing the link capacity from 1 to 0.3 increases the number of placed basestations from 3 to 6. This also happens when the battery capacity of the nodes is decreased. Table IIa Tables Ib and IIb show that when the link capacity is 0.4 or 0.5, the algorithm cannot find a solution. This happens because we have set a very stringent maximum number of basestations, and there may very well be no causal solution to the problem in these cases. This also happens with low link capacities (i.e., 0.3) or low battery capacities (i.e., 3 or 5). For the same reason, in some of the cases, the output of the EA algorithm slightly exceeds the computed bound. For example, in Table I , when both link capacity and solar attenuation factors are 1, the EA algorithm places 4 basestations while the optimal solution is 3. However, in general we have found that for this and other experiments that we have run, the performance of the EA algorithm tends to be very close to the bound, which is very encouraging. This is achieved by using the ILS Algorithm input (Algorithm 2) which is very close to the lower bound and yet is computationally tractable. These results also suggest that using only an energy aware shortest path routing is not always the best solution for such a network. Incorporating a smart routing algorithm that has the ability to model and estimate the input energy of the nodes can improve the performance.
VII. CONCLUSIONS
In this paper we have considered the minimum-cost placement of data collecting basestation nodes so that outage-free operation of solar powered sensor nodes is obtained. This was accomplished by minimizing the number of basestations required when taking into account the energy renewal rates and costs of sensor node traffic relaying. An optimization was formulated which gives a lower bound on the number of basestations that are needed. Because of the complexity of the problem, the bound can only be found for fairly small problem sizes. To deal with the complexity issue, an algorithm was proposed which can be used to do placements for practical problems. The algorithm uses the result from an iterated local search algorithm as a starting point, and then uses an energy aware local optimization to obtain feasible basestation placements. Results were presented which show that the algorithm performs well for different network scenarios and parameter values.
