Abstract In this article we address the planning problem of whole-body motions by humanoid robots. The presented approach benefits from two cutting edges of recent advancement in robotics: powerful probabilistic geometric and kinematic motion planning and advanced dynamic motion control for humanoids. First, we introduce a two-stage approach that combines these two techniques for collision-free simultaneous locomotion and upper-body task. Then a whole-body motion generation method is presented for reaching including steps based on generalized inverse kinematics. The third example is planning of whole-body manipulation of large object by "pivoting", by making use of the precedent results. Finally, an integrated experiment is shown in which the humanoid robot interacts with its environment through perception. The humanoid robot platform HRP-2 is used as the platform to validate the results.
tageous in moving in environments designed for humans, using the machines or tools designed for humans, and also performing interactions and assistive tasks for humans. For the humanoid to execute effective tasks, the whole-body motion coordination is indispensable. The humanoid motion is characterized by its redundancy and underactuation. The former is obvious, as humanoid robots have usually more than thirty degrees of freedom. The latter means the "base frame" of a humanoid robot, for example its waist, can only be controlled indirectly by articulated legs, unlike wheeled mobile robots. In this article, in order to tackle this planning problem of whole-body humanoid motions, we present the approaches that combine the probabilistic geometric/kinematic motion planning and the dynamic motion generation as follows. At the planning stage, the global humanoid motion is modeled by a kind of vehicle with the bounding volume that is fully actuated to plan the basic path. It is then transformed into dynamically executable humanoid motion by the dynamic motion generator. The whole-body humanoid motions handled in this article include collision-free locomotion, reaching and manipulation.
In the rest of this section, we briefly introduce the basic planning tools and the software and hardware platform which is the common part throughout this article. In Section 2, a two-stage approach for collision-free locomotion is presented. Then we address the dynamic whole-body motion generation by taking the example of reaching including stepping in Section 3. The whole-body manipulation is then dealt with in Section 4 by benefiting from both the collision-free path planning technique and whole-body motion generation. An experiment that integrates the planning and perception is described in Section 5 by using the humanoid robot HRP-2 before concluding the article.
Basic motion planning methods
For complex robotic systems like humanoid robots, it is reasonable to employ efficient algorithms based on probabilistic planning methods such as diffusing methods like Rapidly-exploring Random Trees (RRT) [11, 23] or sampling method like Probabilistic RoadMap (PRM) [17] and all their variants (see [4, 22] for recent overviews). In those methods, the path search is usually made in the configuration space such as the joint angles. The probabilistic methods compute a graph called a roadmap whose nodes are collision-free configurations chosen at random and whose edges model the existence of collision-free local paths between two nodes.
In probabilistic planning method, the graph is built incrementally by shooting configurations at random. Configurations and local paths between them are included in the graph as soon as they are collision-free. This construction of the graph is called the learning phase. Once the graph is built, then the query phase consists in first adding both starting and goal configurations of the given problem to the roadmap, and then search the graph for a path.
On the other hand, in diffusing methods the graph is built gradually by expanding the tree from the start and/or goal configurations. After a configuration is ran-domly generated, the nearest configuration is identified. Then a new configuration is computed that advances by a given distance from the nearest node to towards the randomly generated one. If this new configuration and the local path to it are collision-free, then they are added to the graph as a new node and a new edge. This diffusion is repeated until a path is found that connects the start and goal configurations.
In this way, the probabilistic motion planner eventually finds collision-free paths as connected components of the roadmap, which is proven as probabilistic completeness. There are several important components in implementing this probabilistic motion planning: collision checkers, steering methods and path optimizers. Collision checkers validate configurations and paths. Any available free or commercial libraries can be used for this function. A "steering method" is a method that computes an admissible path from an initial configuration to final one in the absence of obstacle. In this article, dedicated steering methods are devised depending on the planning problems. Finally, since paths planned by probabilistic motion planners are often redundant, a "path optimizer" is necessary to remove the redundant parts to obtain a shorter path. For instance, we can employ the "adaptive shortcut" path optimization algorithm proposed by [11] .
As described later in Section 2, we generally adopt a two-stage approach for whole-body motion planning. At the first stage, the basic geometric and kinematic motion planner described here is applied to collision-free path planning for a simplified model of the humanoid, like its bounding volume. This is because the computation cost would be too high if random sampling is directly applied to the complex dynamic system with many degrees of freedom.
Hardware and software platform
We implement motion planners presented in this article in a common software framework "Humanoid Path Planner" [36] on the basis of the motion planning software kit KineoWorks TM [21] as shown in Fig. 1 . As illustrated lower part in Fig. 1 , this software kit provides the basic methods of planning like PRM or RRT as "roadmap builders", as well as the aforementioned basic functions of collision checking mechanism, a template of steering method and path optimizers.
The object-oriented architecture allows the users to define the specific planner depending on the tackled problem as an inherited class of a general robot motion planner. The planner takes care of interaction with basic functions introduced in 1.1. The problem-specific components, especially steering methods for walking and manipulation are inherited from the template including basic functions. Since the basic interface of class definition of the general framework is common, it is relatively easy to implement those problem specific parts once the planning problem is defined.
The HPP framework also includes a walking pattern generator presented in Section 2 and a dynamic whole-body motion generator in Section 3. As the hardware platform, we utilize the humanoid robot HRP-2 [16] shown in Fig. 1 which measures 1.58m and weighs 58kg, with 30 DOFs. It has two rotational joints (pitch and yaw) at the chest that provides a wide workarea of upper-body. Six-axis force sensors at the ankles, a rate gyroscope and an accelerometer for attitude estimation are equipped for stability control. Once the whole-body humanoid motion is generated, it is passed to the robot simulator and controller OpenHRP [15] .
Collision-free Locomotion: Iterative Two-stage Approach
We have proposed a general and practical planning framework that integrates a geometric path planner and a dynamic motion generator [34] . It is based on an iterative two-stage motion planning method, by exploiting the efficiency of probabilistic planning and advanced dynamic motion generation. Within the classification proposed in [18] , our two-stage approach fits alongside state-space and sensor-based approaches. In the first stage, a "path" is generated by geometric and kinematic planning, which is transformed into a dynamically executable "trajectory" through appropriate dynamic motion generators in the second stage. Due to dynamic effects, the path supporting the new trajectory may differ slightly from the initial path. Then the output trajectory is again verified with respect to the collision avoidance by the first stage and reshaped if necessary. This process is iterated until a valid dynamic trajectory is obtained.
Although the necessity of reshaping for dynamic collision-free motion has been recognized [19] , it has not been systematically addressed. Our method is inspired by a technique for key frame editing in the context of computer animation [8] . This approach places more emphasis on the gradual transition from the colliding trajectory by maintaining the motion timing in constrained environments. In this work we also emphasize the practical aspect of our approach through realistic simulations and experiments.
Two-stage planning framework
The proposed general framework of dynamic collision-free motion planning based on the two-stage planning method is illustrated in Fig. 2 . It outputs dynamic collision-free trajectories from the inputs of initial and goal configurations together with the geometry information of the environment. The resulting dynamic trajectories should be ready to be given to low-level robot controllers.
The path planner finds a geometric and kinematic collision-free path in 3D at the first stage (upper part of Fig. 2 ). Any available planning method can be used for this part. We utilize PRM in our case for the first stage. Then in the second stage, the dynamic motion generator to transform the given path into dynamically executable robot trajectory (lower part in Fig. 2) . A dedicated dynamic controller can be put depending on the application. The generated trajectory may deviate from the planned path due to robot dynamics, which may cause unpredicted collision with obstacles. The reshaper is placed in the first stage as a mechanism that interacts with the dynamic motion generator iteratively to remove those local collisions. Practically, if the collisions are detected in the dynamic trajectory, the colliding portion is locally deformed by increasing the "tolerance" of the obstacle for the robot to move away from the obstacles.
If the dynamically colliding local paths become blocked by the "grown" obstacles, a replanning process is activated. In this process, the path planner searches for another path that avoids the blocked passage.
We utilize here a functional decomposition of the robot body that has already been applied to motion planning for virtual mannequins [6] . At the first stage, the robot is modeled as a geometric parallelepiped bounding box (Fig. 3) . Only that box and the object to be manipulated are considered with respect to collision avoidance. The robot motion is expressed by the planar position and orientation of its waist r(x, y, θ ) (3 DOF) and the object motion by its position and orientation R o (x o ,Θ o ) (6 DOF) with respect to a global coordinate system Σ 0 . The configuration space to be searched is then 9-dimensioned.
In our case, the robot path is planned as Dubins curves composed of line segments and arcs of a circle [5] . Given the configuration of the robot waist and object, the joint angles (q u ) of the upper-body motion are derived by using inverse kinematics described later. Fig. 3 Humanoid modeled by rectangle box with a bar. In the first stage the geometric and kinematic path planner generates collision-free path for the 9 DOF system including robot waist (r, 3DOF) and object (R o , 6DOF).
Second Stage: Smooth Path Reshaping
Then at the second stage, the planned motions r and q u are given to the dynamic pattern generator [13] of humanoid robots to transform the input planar path into a dynamically executable motion. The walking pattern generator is based on preview control of zero moment point (ZMP) proposed by Kajita et. al [13] . The reference ZMP trajectory is derived from the foot placements obtained from the planned planer robot path. Based on preview control of ZMP position for an invert pendulum model, this method is able to generate dynamically stable biped walking motion that always maintains the ZMP inside the support polygon formed by the foot (feet). Moreover, the pattern generator can combine upper-body motion q u as auxiliary input to compute the mixed whole-body motion. If collisions are found within the upper part of the body, the following reshaping procedure is applied. After identifying the endpoints each colliding portion, a collision-free configuration is found in a free space within a nearby reachable area after increasing the "tolerance" that grows the obstacles. All the configurations within the portion are then replaced by this collision-free configuration. Next, anticipation and regaining motions are computed to smoothly connect the reshaped portion with the collision-free part of the original trajectory. Finally, inverse kinematics (IK) is applied to satisfy the constraints of the hands at each sample of the reshaped trajectory that synchronizes the upper body task with the lower body motion. As a result, this reshaping eliminates the collision locally as shown in Fig. 4 .
We have applied the proposed method to plan a motion to carry a bulky object in an environment with several obstacles as shown in Fig. 5 . The proposed method is implemented as an off-line planner on the assumption that the environment is completely known. In this case, what matters is not the weight of the object but its geometric complexity. Figure 6 shows the experimental results of the planned motion. Since the distance between the two lamps is shorter than the bar length, the bar should pass through with an angle. At the beginning of the motion, the computed trajectory for the bar makes the robot move to the left, then walk forward with a certain angle to path through the gap (Fig. 6a,b) . Here the motion of the upper part of the robot is computed using a generalized inverse kinematics and the chest is moved consequently to complete both tasks.
This example also shows that the complete 3D geometry of the object has been considered in the collision-detection and path planning procedure and no bounding box has been used (see Fig. 6d ) where the concave part of the disk and the bar is close to the lamp. The complete trajectory execution time is around 28 sec.
Reaching: Generalized Inverse Kinematic Approach
We here address the problem of how to re-position the humanoid body when performing reaching or grasping tasks for a target far away. The proposed method is based on reshaping the support polygon of the humanoid robot to increase its workarea by coupling generalized inverse kinematics and dynamic walking pattern generator [35] . While using inverse kinematics, the global motion is guaranteed to be dynamically stable. Such a property is a direct consequence of ZMP control provided by the pattern generator we use.
The generation of whole-body dynamic motion is closely related to motion planning. Whereas the motion planning takes charge of global plan from initial to goal configurations, a whole-body motion generation concerns how to make valid local motions by taking account of several constraints. So it is important in order to create feasible dynamic trajectories from motions that have been provided by the global motion planner.
Khatib and his colleagues have been working on dynamic motion generation for humanoid robots by using task specification in operational space approach [27] . In their work a hierarchical controller synthesizes whole-body motion based on prioritized behavioral primitives including postures and other tasks in a reactive manner. Kajita et al. proposed a "resolved momentum control" to achieve specified momentum by whole-body motion [14] . Mansard et al. [24] proposed a task sequencing scheme to achieve several tasks including walking and reaching at the same time. Figure 7 illustrates the proposed motion generation framework with an example of a reaching task [35] . Priorities are given to the target task as well as to other tasks such as the position of center of mass (CoM). We employ generalized inverse kinematics to generate a whole-body motion for those tasks based on the given priorities [25] . During the motion, several constraints are monitored which are expressed by such measures as manipulability for whole-body, end-effector errors from target, or joint limits.
If the task cannot be achieved because those monitored constraints are not satisfied, a reshaping planner of support polygon is activated automatically to increase accessible space of the robot, keeping the inverse kinematics working to achieve the tasks. The reshaping is performed based on geometric planning to deform the support polygon in the direction required by the specified task. Thanks to the usage of free-floating base, the changes in support phase can be easily integrated in the Fig. 7 A general framework for task-driven whole-body motion including support polygon reshaping [35] . If the desired tasks cannot be achieved, support polygon is reshaped to increase the workspace.
computation. As a result, the stepping motion is generated using a biped walking pattern generator [13] and the blended whole-body motion including the target task is recalculated. Our contribution is to consider the possibility of reshaping the support polygon by stepping to increase the accessible space of the end-effectors in the 3D space. Our approach makes use of the whole body 3D space as opposed 2D in [39] . Moreover, in spite of our reasoning being based on inverse kinematics and simple geometric support polygon reshaping, our method guarantees that the motion is dynamically stable. This property is a consequence of the pattern generator [13] we use to generate the stepping behavior.
Method overview
The support polygon reshaping integrates two important components, the generalized inverse kinematics and dynamic walking pattern generator. The former provides a general way to deal with the whole-body motion generation to perform the prioritized tasks. The latter takes charge of the stepping motion to change the foot placements. Figure 8 shows an overview of the method. The task is specified in the workspace asẋ j with priority j from which the generalized IK solver computes the whole-body motion as joint anglesq of the robot. Meanwhile, several criteria such as manipu- lability or joint limits are monitored if they do not prevent the desired whole-body motion.
As long as the criteria are satisfied, the computation of whole-body motion continues until the target of the task is achieved. If the task cannot be achieved due to unsatisfied criteria, the support polygon planner is triggered in order to extend reachable space. A geometric module determines the direction and position of the deformation of support polygon so that the incomplete task is fulfilled. The position of a foot is then derived to generate the motion of CoMẋ CoM by using a dynamic walking pattern generator [13] .
Using this CoM motion, the original task is then redefined as the whole-body motion including stepping that is recalculated using the same generalized IK solver.
The generalized IK solver benefits from the redundancy of the mechanism to choose the solution that best solves the task according to some constraints. Among these works, inverse kinematics algorithms that project tasks with lower priority into the null space of the Jacobian of the higher priority tasks have been widely studied (e.g., [3, 25, 28, 32] ).
Generalized inverse kinematics for whole-body motion

Inverse Kinematics for Prioritized Tasks
Let us consider a taskẋ j with priority j in the workspace and the relationship between the joint angle velocityq is described using Jacobian matrix, likeẋ j = J jq . For the tasks with the first priority, using pseudoinverse J # 1 , the joint angles that achieves the task is given:q
where y 1 , n and I n are an arbitrary vector, the number of the joints and identity matrix of dimension n respectively. For the task with second priorityẋ 2 , the joint velocitiesq 2 is calculated as follows [25] :q
where y 2 is an arbitrary vector of dimension n. It can be extended to the task of j th ( j ≥ 2) priority in the following formula [3, 28] .
Monitoring Task Execution Criteria
While the motion is being computed by the generalized IK, several properties are monitored.
One of the important measures is the manipulability [40] defined as:
This measure is continuously tracked during the motion generation as well as others such as joint angle limits or end-effector errors from the target. If it becomes below a certain value, it means that it is difficult to achieve the task. Joint limit constraints can be taken into account by introducing a selection diagonal matrix S = diag{S 1 , . . .S n } (S i = 0 or 1 ) to be multiplied to Jacobian to select the activated joints if the corresponding joint reaches a limit angle. The selection matrix is I n if all the joints are used to achieve the task.
As shown in Figure 8 , when one or more monitored measures go out of the admissible range to prevent the task from being achieved, the support polygon reshaping is launched to extend the accessible space as detailed next. Figure 9 shows the proposed support polygon reshaping scheme. This simple algorithm allows the humanoid robot to make a step motion, keeping a large margin of accessible area for the task by facing the upper body to the target direction.
Support polygon Reshaping
Then the CoM motionẋ CoM is computed from the new foot position by the walking pattern generator based on the preview control of ZMP [13] . The basic idea is to calculate the CoM motion by anticipating the desired future ZMP positions derived from the footsteps.
Finally the original task is redefined as another problem of whole-body task using this newly generated CoM motion with an additional task of CoM, which is represented by CoM Jacobian [29] . The same generalized IK solver framework is used to incorporate the motion required for the task and the stepping motion in the whole-body level.
The manipulability measure of the arm during the forward reaching task is provided in Fig. 10 . Without reshaping, the arm approaches singular configuration where the manipulability becomes lower than the threshold at 2.3[s] and the computation keeping the same support polygon is discarded. The reshaping starts at this moment to recalculate the overall whole-body motion including stepping motion. We can see the manipulability regains higher value at the final position.
Results
We have conducted experiments of the generated motion using a humanoid platform HRP-2 for front and sideways reaching tasks that requires stepping as shown in Fig 11. As can be seen, the robot successfully performed the desired reaching task through whole-body motion that unifies reaching task and stepping motion by keeping dynamic balance. Note that the tasks of keeping gaze direction towards 
Manipulation: Pivoting a Large Object
Manipulation requiring whole-body motion is one of the tasks that are appropriate for humanoid robots. In order to manipulate cumbersome object, humans often manipulate without lifting but by using the contact with the ground (Fig. 12) . In this research, we apply such a manipulation method to humanoid robots.
There are several task-specific whole-body motions that have been intensively investigated: pushing [12, 9, 31] , and lifting [10] , and pivoting [33, 37] . Currently, many researchers are intensively working to integrate those recent developments with global motion planner.
Among them, the pivoting manipulation has several advantages such as precise positioning, stability and adaptability over other methods like pushing or lifting. For those reasons, pivoting based manipulation has potential of widening the capacity of manipulation of humanoid robots.
We introduce here a whole-body motion planner that allows a humanoid robot to autonomously plan a pivoting strategy that accounts for the various constraints: collision avoidance, legs-arms coordination and stability control.
The motion planning algorithm we propose consider a two-stage approach: a first collision-free path is computed, and then it is iteratively approximated by a sequence of pivoting motions.
Pivoting and small-time controllability
The robot starts inclining the box to realize a single contact point between the box and the floor. The contact point is a corner of the box. Then the robot performs a rotation of the box around the vertical axis on that corner. Then it sets the object horizontally along the box edge. Such an edge is said to be the supporting edge. We here model the problem of 3D box pivoting as the problem of pivoting a 2D segment around its endpoints. A system is said to be controllable if it may reach any arbitrary configuration q goal from any other q init [30] . It is said to be small-time controllable if the set of admissible configurations Reach q (T ), which can be reached from configuration q before a given time T (> 0), contains a neighborhood of q. This property should hold at any configuration q for any T . It means that the system can move anywhere in the area η without leaving an imposed neighborhood V as shown in the left of Fig. 13 .
Small-time controllability is a critical property in path planning. The main consequence is depicted on the right side of Fig. 13 : any collision-free path can be approximated by a sequence of both collision-free and admissible motions as follows. Starting from the initial configuration q init , take any collision-free neighborhood V 1 . Then the system can advance to a configuration q 1 on the path within Reach q 1 (T ) without going out of V 1 . The same procedure is repeated until the system reaches the goal configuration q goal (Fig. 13) . This type of analysis plays an important role in nonholonomic motion planning [20] .
We have proven that the considered pivoting system is small-time controllable by using Lie Algebra Rank Condition (LARC) [30] . First, the vector field of the motion in the space (x, y, θ ) is considered for the rotation motions R and L turning around the corner A and B respectively. Then the Lie Bracket [L, R] is computed to demonstrate that the three vector fields L, R and [L, R] span a three-dimensional space. For details, the readers are referred to the reference [37] .
Collision-free pivoting sequence planning
We here take into account the naturalness of the targeted solution: we want the robot to walk either forward or backward and to avoid sideways steps. When walking forward or backward the robot direction remains tangent to the path it follows as a wheeled mobile robot does. Such constraints are known to be nonholonomic. It has been recently demonstrated that they account for the natural human locomotion [2] . Our motion planning point of view then benefits from well experienced approaches in nonholonomic motion planning [4, 20, 22] . Among them we have chosen the probabilistic sampling approach with a steering method computing Reeds and Shepp curves [26] , composed of arc of a circle and straight line segments. Reeds and Shepp curves possess a geometric property accounting for small-time controllability, a critical property for the planning method completeness.
By applying the general scheme composed of collision-free probabilistic motion planning, and path optimization at the first stage, we can obtain a path for the bounding volume shown in Figure 14 .
The manipulated object is placed near the wall and supposed to be displaced on the other side of an obstacle. As can be seen, the backward motion of Reeds and Shepp curve is utilized appropriately to move the object away from the wall. Then the path switches to forward motion to reach the goal by avoiding the obstacle.
The collision-free path computed at the first stage should be converted into a sequence of collision-free pivoting sequences. The pivoting sequence generation is then based on two elementary operators: pivoting along a straight line segment and along an arc of a circle to follow Reeds and Shepp curves.
The computation of the pivoting sequence along a straight line segment is illustrated in Fig. 15 . Let D be the length of the straight line segment of the path to follow. As defined earlier, the length of the supporting edge is 2l. Considering the constraint of the reachable area of robot arms, we introduce an angle β such that the robot is able to perform an elementary pivoting motion of total angle 2β . After initializing the process by a pivoting of angle β , we then apply N times the elemen- We should notice that the rotation angle β may be tuned for obstacle avoidance purpose. Indeed, the first stage of the algorithm provides a collision-free path that guarantees collision-freeness for the sliding supporting edge. As this rotation angle decreases, the final swept volume of the generated pivoting sequence converges to initial one swept by the supporting edge when sliding along the Reeds and Shepp path. This property accounts for the small-time controllability of the pivoting system we have considered in Section 4.1. The 3D collision detection can be done by estimating the swept volume of the object attached to the supporting edge during the rotational motion.
As a consequence, the two-stage strategy we have developed inherits from the probabilistic completeness of the motion planner used at the first stage. The approximation scheme by on pivoting sequence generation does not introduce any incompleteness thanks to small-time controllability.
Whole-body motion generation and experiments
The Reeds and Shepp curve and the pivot sequence generation are implemented as problem-specific steering methods shown in Fig. 1 . After the pivoting sequence is generated, it should be realized by the humanoid robot by using its two arms. The humanoid motion should be generated in such a way that constraints like dynamic balancing and arm manipulation motion are satisfied at the same time. Moreover, stepping motion should be added in order to continue the manipulation when necessary.
For this purpose we adopt the dynamic whole-body motion generation in Section 3. Since all the joints are involved to make those complicated combined mo-tions, we can expect better performance in the sense of reachable space than a functional decomposition utilized in [33] .
The method is illustrated in Fig. 16 . There is a motion manager that a wholebody motion manager receives the desired hand trajectories and keeps track of the current robot configuration. Then it computes the trajectories or constraints that are supplied to the generalized IK solver. The solver is also given trajectories of feet or CoM as well as their position and orientation constraints as prioritized tasks. With those inputs, the generalized IK solver computes the whole-body motion as joint angle trajectories.
When the pivoting rotation requires large horizontal displacement, a stepping motion is planned at the same time of the hand motion. The stepping foot is determined depending on the rotation direction. Then the new foot position is computed in such a way that the foot keeps its orientation in parallel with the base Reeds and Shepp curves with an appropriate distance to the object. The same dynamic wholebody motion generator presented in Section 3 is applied to compute the coordinated arm and foot-stepping motions.
We have conducted the experiments with the humanoid robot platform HRP-2 in the environment shown in Fig. 14 for whole-body motion planning for pivoting of a box-shape object.
The execution time of the entire pivoting sequence is 281 seconds, which corresponds to 56200 command outputs at the rate of 5ms for each of 30 joints. The 
The experimental results are shown in Fig. 17 to validate the proposed method. The motion has been planned offline with the prior knowledge of the object and environment. The humanoid robot executes the complex pivoting manipulation with a coordinated whole-body motion including simultaneous manipulation and footstepping. As can be seen, the robot could accomplish the long pivoting sequence.
The average error of the final position of the carried object was 0.46m (0.31m and 0.35m short in x and y directions respectively), and 5 • in orientation θ . The error 0.46m represents 9% of the length 5.1m of the whole trajectory of the carried object. This confirms that the manipulation has been executed relatively accurately considering the lack of sensor feedback of the object location during the manipulation. Fig. 17 Experimental results. Starting from the initial position (a) with obstacle at right-hand side, the humanoid robot manipulates the object backwards away from the wall (b). After switching motion direction to forward (c), the robot continues to manipulate the object to the goal position by avoiding the obstacle (d-f).
Regrasp planning
So far we developed the whole-body manipulation method on the assumption that the robot can carry the object without changing the grasping points. However, when there are narrow spaces, the robot should sometimes release the object and hold it with another position according to the situation. We here provide a humanoid robot with more flexibility in whole-body pivoting manipulation by including regrasp planning. The robot releases the object when it cannot go further towards the goal position and grasp it again to continue manipulation.
The difficulty resides in finding narrow passages for the robot and object together and in combining the paths with different grasping positions to plan a manipulation motion to achieve the goal. We here address the regrasp planning problem for pivoting manipulation through a roadmap-multiplexing approach [38] . Fig. 18 illustrates the overview of the planning scheme. Several grasping positions are possible for a given object position. The roadmaps are built for the combined bounding volumes of both the robot and the object. We suppose that there are different grasping positions that allow the robot to hold the object. There are two types of roadmap: the first is the "manipulation roadmap" G i manip for i-th grasping position r i grasp expressed as the relative robot position with respect to object. In this roadmap, the robot and the object move together. The second type of roadmap is the "regrasping roadmap" G reg where the robot moves alone between different grasping positions. As can be seen in the figure, manipulation roadmaps G 1 manip and G 2 manip for different grasping positions are interconnected via the regrasping roadmap G reg . For instance, the path from A to B is possible only by alternating the different grasping positions. Figure 19 shows the result of regrasp planning. The humanoid robot HRP-2 should carry a box-share object from the initial position (Fig. 19a ) to its goal (Fig. 19h) . The humanoid robot displaces the object at the entry of a narrow passage (Fig. 19b, c) . Then it releases the object and walk to the other side of the wall (Fig. 19d) . By combining backward and forward manipulation, the humanoid goes to another narrow passage (Fig. 19e, f) . After another regrasping, the object is carried to the goal position (Fig. 19g, h ).
Motion in Real World: Integrating with Perception
In this section the presented motion planning methods are integrated with perception, principally vision, to make actions in the real world. This integration allows the robot to execute such commands as "go to the yellow table" and "take the orange ball."
Object recognition and localization
The HRP-2 robot is equipped with two pairs of firewire digital color cameras, configured as two independent stereo-vision camera pairs. We here utilize standard state of the art components to implement a simple function of object recognition and localization.
For the detection, the model of the objects to be detected are previously learned using two dimensional histogram in the {Hue, Saturation} color space by taking a sample image with a color space.
The object detection is performed by back projecting the object histogram onto a video image. The back projection image is obtained by replacing each {H, S,V } pixel value by the corresponding value in the histogram, leading to a probability image where each pixel value is the probability of that pixel to belong to the object model. The Continuously Adaptive Mean SHIFT CamShift algorithm then locates the object center and orientation in the back projection image.
A stereo-vision algorithm by pixel correlation is applied on the stereo image pairs, and produces a dense three dimensional image of the current scene. Even though pixel correlation is known to give poor results in indoor environments, the objects to localize are sufficiently textured so that precise enough 3D points can be obtained in the vicinity of the objects.
Detection of the object Detection of the table 
Coupling the motion planner with perception
The motion planners presented in previous sections are integrated with the vision system so that the robot can execute a task composed of navigation and object grasping.
For navigation, we apply the same type of two-stage motion planner for navigation planning presented in Section 2. At the first stage, a collision-free smooth locomotion path is calculated for the approximated bounding box. It is desirable for the robot to walk forward in order to look at the object and to take it. This preference can be modeled as a nonholonomic constraint in the same way as in Section 2 and 4 and we can benefit from well-developed planning method of a smooth path for carlike robot [20] . Then the path is transformed into dynamic humanoid locomotion at the second stage by applying the dynamic walking patter generator in the same way as in Section 2. This navigation planner allows the humanoid robot to go in front of the visually located colored table several meters away by avoiding known obstacles as shown in Figure 21 .
Finally, the whole-body motion generator presented in Section 3 is used for the grasping task. Given the object location from the vision system, the whole-body All the software of perception, motion planning, dynamic motion generation, and controller is installed on the computers on board. In order to build the necessary software components, we used the standard LAAS control architectures tools. In particular, we used the GenoM [7] tool that is able to generate robotics components. GenoM components can encapsulate C or C++ source code into an executable component that provides requests that can be invoked through simple scripts or through more complex supervision software. The components can also be dynamically interconnected together at run-time, providing a modular and programmable control architecture. Figure 22 shows a subset of important components that have been defined for the experiment. All the components but the real-time control (OpenHRP [15] ) runs on a Linux 1.8 GHz Pentium-M processor. The real-time part is operated by ArtLinux [1] on a similar hardware.
The vision processing chain is made up of three components: image acquisition (camera), stereo-vision by pixel correlation (stereo) and object detection and localization (hueblob). The two motion-related software components for navigation All these components define requests that can be invoked by a human operator, by supervision software or by the natural language processing system.
Experiments
We have conducted experiments to validate the integrated system. The humanoid robot is given a task to take a colored ball and put it at another place. The task is decomposed into several generic action commands, such as detection and localization of a learned object, locomotion to a location, and hand reaching to a position in 3D, with other simple tasks like turning on the spot and gripper opening and closing.
A simple supervision system that can invoke the actions with scripts is utilized to manage the robot behavior easily. Each action can report failures (e.g. failure in grasping an object). It is thus possible to implement error recovery strategies by analyzing the reports of the actions. In the following experiment, each action is associated with a vocal command to allow the user to give a sequence of commands to the robot in an interactive manner. Figure 23 shows snapshots of experiments. Since the ball is too far away to be detected with camera at the initial position, the humanoid robot first localizes the green box on which the balls are placed (Fig 23a) . The robot walks with a smooth trajectory in front of the box (Fig 23b) and localizes precisely the colored ball to grasp (Fig 23c) . Then the whole-body reaching motion is executed to grasp the ball (Fig 23d) . After turning, the robot is told to detect a colored table and walks towards it always with a smooth trajectory (Fig 23e) . Finally it puts the ball on the table again with whole-body motion (Fig 23f) . This experiment was conducted more than ten times in an exposition in front of the public using vocal interaction by a human operator. Since the location of the robots and objects are different at every demonstration, it happened that the robot failed to grasp with unexpected disturbances or localization errors. However, the task could be executed again successfully thanks to the generality of the action commands, by just repeating the same action command. As a result, all the demos were successful including those retries. This validates the reliability of the proposed motion planner, the integrated perception system and also the robustness of task execution framework.
Conclusion
In this article, we have presented research results on whole-body motion planning from several aspects: collision-free locomotion with upper-body motion, wholebody reaching and manipulation. To cope with the redundancy and underactuation of humanoid robots, we have integrated probabilistic motion planning and dynamic motion generation of humanoid robots. The results have been validated by the humanoid robot platform HRP-2.
In our future developments, we keep pursuing our aim of improving the autonomy of the humanoid robots by increasing the variety of their motions and thus by enriching the possible behaviors. Besides this motion autonomy, we will also have to address the reactivity in the real environments. In the last part of this article we demonstrated an example of closed perception-behavior loop. However, fast and precise environment recognition as well as reactive motion planning scheme still needs to be investigated for the humanoid robot to adapt to more complex situations. We will address those problems in our future work.
