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CONTEXT 
AI VS NI
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3Perspective
Easier for
human
Artificial and natural intelligence
4Easier for
machine
Are the purple lines inclined or angled?
Artificial and natural intelligence (2)
5How many objects are in the picture?
Artificial and natural intelligence (3)
Easy for both
6How many black points? 
Artificial and natural intelligence (4)
Easier for
machine
7Perception is so important…
Artificial and natural intelligence (5)
8How many faces? What is the picture about?
Is there a triangle?
Artificial and natural intelligence (6)
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Integration
Machine Learning
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Machine Learning & Data Processing
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Signal processing
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Machine learning
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Digital Singal
Processing
Machine Learning
KNOWLEDGE
Pattern
Recognition
Pattern recognition
Pattern recognition
Pattern recognition
Pattern Recognition
is the research area that studies the operation
and design of systems that recognize patterns in
data.
It encloses: discriminant analysis, feature
extraction, error estimation and cluster analysis.
Applications: image analysis, character
recognition, speech analysis, man and machine
diagnostics, person identification and industrial
inspection.
Detection
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Matrix notation
Matrix
Vector
Data set representation
Data matrix Label vector
n samples, p features
Example:
3-dimensional 3-class data set
PR system
Goals and requirements for PR
PR books
Data classification
Data classification
Not always it is that simple…
Unsupervised vs Supervised
Supervised approach
- Requires a labeled training 
data set.
- Reaches high accuracy when 
model and training size is 
enough.
- Is able to generalize from 
input data.
- Outputs automatic 
classification.
K-NN, Bayes Classifier, SVM
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Unsupervised approach
- Requires a grouping
criterion (No labeled data 
are required).
- Generally reaches lower 
accuracy than supervised 
approaches.
- Has no a natural 
generalization ability.
- Outputs clusters holding 
similar objects.
Unsupervised vs Supervised
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Applications
Peluffo, D. 30
• Holter Recordings
•Long term monitoring
•Holter analysis
•Holter monitoring
Biomedical signals - ECG
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Espacio para subtituloDSP – Pattern recognition
 
 
Biomedical signals - ECG
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General scheme
Biomedical signals - ECG
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Biomedical signals - ECG
Segment-based scheme
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Biomedical signals - ECG
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Biomedical signals - ECG
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Dynamic data analysis – Tracking
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Dynamic data analysis – Hidden objects
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Dynamic data analysis – Overlapping
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Complex data clustering
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Complex data clustering
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Homotopy - Deforming objects
2D
4
5
: 0,1
1, 2 1, 2,
h
f f h f f
 
 
 
 
 
 
 
 
 
A homotopy between two functions is a continuous transformation from one function 
into another
( 1, 2,0) 1h f f f
( 1, 2,1) 2h f f f
: ( ) ( )
1 2 2 1
h C f C f 
A feasible way to write a homotopy mapping is
through a linear combination in which coefficients
are given in terms of λ
Homotopy
(Nash et al., 2013) 
Generalized exponential approach (GExpH) m=2 (video)
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Homotopy - Deforming objects
Dimensionality reduction - Structure
Aims at representing high‐dimensional (HD) data in low-dimensional (LD) spaces,
while preserving structure
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Dimensionality reduction - Separability
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More information at…
http://sdas-group.com/research-lines/
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Final remarks
• Several applications
• Open issues and big challenges
• Not that expensive
• Nice people
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To learn more…
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http://diegopeluffo.com/
Thank you for your attention
Any question? Here or later at… dpeluffo@yachatech.edu.ec -
www.diegopeluffo.com
www.sdas-group.com
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http://sdas-group.com/gallery/
https://www.dropbox.com/s/bhbnaecke1belnl/VideoTutorial.mp4?dl=0
