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ABSTRACT 
 
This thesis introduces an acoustic pre-pruning algorithm that speeds up lattice scoring for 
GMM based ASR systems, and a constrained agglomerative clustering algorithm that makes it 
possible to maintain the advantage of the new algorithm in a GPU implementation. The 
implementation undergoes 2% to 6% degradation in PER while accelerating the runtime of 
lattice scoring by 45X to 60X over a traditional CPU implementation. 
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CHAPTER 1 
INTRODUCTION AND LITERATURE REVIEW 
 
1.1 Introduction 
For automatic speech recognition (ASR) systems with a large search space, traversing the 
word net takes up a significant portion of the computation time [1]. However, as mobile systems 
develop, it becomes more and more desirable to develop ASR systems that can execute on device 
with limited hardware capability and complete the recognition task without an internet 
connection. For example, Intel has launched its ASR dedicated integrated circuits [2]. This 
circuit aims at providing ASR service like the Apple Siri without relying on the cloud. Due to 
hardware limitations, most published mobile systems are small vocabulary system. Because 
small vocabulary systems need not focus on complex graph search, for these systems, the lattice 
scoring phase takes up about 76% of the total runtime and the graph searching phase takes up 
most of the remaining time, as benchmarked by [1]. Meanwhile, efficient graphic processing unit 
(GPU) based ASR implementations exist for both neural network and Gaussian mixture model 
(GMM) acoustic models [3], [4], [5]. As mobile devices with dedicated graphic processing 
hardware become popular, a GPU enhanced solution for these devices becomes natural. Yet most 
of these previous attempts focused on taking advantage of the GPU hardware characteristics to 
speed up the acoustic scoring. The scoring process itself remains largely unchanged. Very few 
implementations consider manipulating the scoring process, with the exception of [6]. 
        Motivated by these observations, this thesis implemented a manipulated lattice scoring 
algorithm and made it suitable for GPU acceleration. The algorithm significantly reduces the 
number of lattice scoring operations and states to be traversed during the search process. The 
advantage of such a pre-pruning algorithm is further transformed into a reduction of the number 
of GPU computation kernel launches through an innovational windowing method. Results 
demonstrate that through the algorithm, substantial runtime reduction is possible while 
undergoing very minor recognition accuracy degradation. To our best knowledge, our results 
represent the largest speedup for lattice scoring process compared to all other implementations. 
        This thesis is organized as follows. A literature review is presented in Chapter 2. Chapter 3 
introduces our acoustic pre-pruning algorithm and Chapter 4 explains how the algorithm is 
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implemented on the GPU. In Chapter 5, experimental results are given to show the accuracy of 
the acoustic pre-pruning along with computational runtime reduction results. We then conclude 
the thesis with some planned future work.  
1.2 Literature Review 
1.2.1 Automatic Speech Recognition System 
An automatic speech recognition system aims at transcribing audio into a word sequence. 
It is usually composed of the components shown in Figure 1. 
 
 
 
 
 
Figure 1: The Basic Structure of an ASR System. 
1.2.2 A Review on Past Work 
Past work using GPU to speed up speech recognition immediately identified that the 
probability estimation phase of the Viterbi search process can be computed in parallel. As 
mentioned before, the probability estimation operation involves computing the same process for 
a number of data that do not depend on each other. With this characteristic, it is possible to put 
the operation onto threads of GPU and be rather confident the execution on each thread will not 
diverge onto paths different from each other. The likelihood of a Gaussian mixture model 
(GMM), which is one of the most popular distribution models for ASR, is defined as follows: 
𝑏𝑗(𝑜𝑡⃗⃗  ⃗) = ∑ 𝑤𝑐
1
√(2𝜋)𝑑|Σ𝑐|
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where 𝑜𝑡⃗⃗  ⃗ is the feature vector, 𝜇𝑐⃗⃗⃗⃗  and Σ𝑐 is the mean and covariance matrix of a single Gaussian 
among the GMM and 𝑤𝑐 is the weight of this Gaussian; 𝑑 is the dimension of the feature vector. 
It is not hard to see that if we look at a single Gaussian in the GMM and map all the equations 
into log domain, we have the following: 
ln(𝑤𝑐) −
1
2
ln⁡((2𝜋)𝑑|Σ𝑐| −
1
2
𝜇𝑐⃗⃗⃗⃗ 
′
Σ𝑐
−1𝜇𝑐⃗⃗⃗⃗ +
1
2
𝑜𝑡⃗⃗  ⃗
′
Σ𝑐
−1𝜇𝑐⃗⃗⃗⃗ −
1
2
𝑜𝑡⃗⃗  ⃗
′
Σ𝑐
−1𝑜𝑡⃗⃗  ⃗ (1.2) 
In fact, the first three terms in the above equation have no dependency on the feature vector 𝑜𝑡⃗⃗  ⃗, 
so we can compute it for each GMM offline. Due to the difficulty in estimating all elements of a 
full matrix and complexity in computation [7], the covariance matrix Σ𝑐⁡is usually approximated 
by a diagonal matrix. As a result we can define the above operation as follows: 
ℎ𝑐 + 𝑢𝑐𝑜𝑡⃗⃗  ⃗ + 𝑣𝑐
′𝑜𝑡⃗⃗  ⃗
2
  (1.3) 
where ℎ𝑐 is the constant term we can compute offline: 
ℎ𝑐 = ln(𝑤𝑐) −
1
2
ln⁡((2𝜋)𝑑|Σ𝑐| −
1
2
𝜇𝑐⃗⃗⃗⃗ 
′
Σ𝑐
−1𝜇𝑐⃗⃗⃗⃗   (1.4) 
The remaining two terms 𝑢𝑐 and 𝑣𝑐 can be defined as follows: 
𝑢𝑐 = 𝜇𝑐⃗⃗⃗⃗ Σ𝑐
−1  (1.5) 
𝑣𝑐 = 𝑑𝑖𝑎𝑔(
1
2
Σ𝑐
−1)  (1.6) 
Since the covariance matrix is approximated by a diagonal matrix, it is in fact possible to form 
the operation into a matrix multiplication operation  𝑜𝑏𝑠⃗⃗ ⃗⃗ ⃗⃗  ∗ 𝑀𝑐⃗⃗⃗⃗  ⃗ , in which case both of the 
operators are vectors defined as the follows: 
 
𝑜𝑏𝑠⃗⃗ ⃗⃗ ⃗⃗  = (1⃗ , 𝑜1, 𝑜2,…, 𝑜𝑑 , 𝑜1
2, 𝑜2
2,…, 𝑜𝑑
2) (1.7) 
?⃗⃗? = (ℎ, 𝜇1𝜎11
−1,…, 𝜇1𝜎𝑑𝑑
−1, −
1
2
𝜎11
−1,…, 𝜎𝑑𝑑
−1) (1.8) 
where 1⃗  is a vector of ones of length 𝑑 and 𝜎𝑛𝑛
−1 is the 𝑛𝑡ℎ diagonal element of the inverse of the 
covariance matrix Σ𝑐. 
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At the end, the result of each Gaussian has to be mapped to the real domain and added together 
to compute the probability of the feature vector subject to the given GMM. 
This manipulation effectively changes (1.2) into an inner multiplication of two vectors. This is 
in favor of the GPU architecture. Cardinal [8] reported 5 times speedup when computing this 
operation on GPU when they were comparing with a CPU implementation. Others, such as [9], 
reported 22 times speedup for this phase. 
Most of the early implementations will compute the probability on GPU and transfer the result 
to CPU RAM, and the remaining operations can be completed on the CPU. As pointed out by [9], 
the graph traversal process of Viterbi is a very memory access intensive process and therefore it 
is not a very good idea to put it on GPU. In later implementations, word net becomes 
significantly larger due to increase in vocabulary. In these cases, putting the entire word net in 
GPU RAM becomes physically impossible. 
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CHAPTER 2 
ACOUSTIC PRE-PRUNING 
 
Although our proposed pre-pruning algorithm aims at speeding up lattice scoring, it is also 
possible to use it to accelerate the graph searching process of ASR systems. We would like to 
introduce the algorithm through a manipulated Viterbi beam search to illustrate this potential. 
2.1 Acoustic Pre-Pruning 
Some phones are acoustically distinctive; for example, when the observation 𝑜𝑡 obviously 
belongs to a vowel, updating 𝛿𝑡,𝑘 for states 𝑘 ∈ {fricative} is a waste of computational resources.  
The goal of acoustic pre-pruning is to efficiently determine, in advance, which states are unlikely 
to remain in the beam, so that the likelihoods of those states need not be computed.  
        Pre-pruning removes states acoustically dissimilar to the observation, without explicitly 
computing the acoustic likelihood of every possible state. This is where the speedup for lattice 
scoring comes from. Pre-pruning can be accomplished by first clustering the states, then 
computing the likelihood of each cluster.  During training, based on acoustic similarity, each 
cluster is summarized by a representative pdf. During ASR test, the pre-pruning step first 
computes the likelihood of every representative model for every frame of the utterance, and then 
discards the least probable clusters, as determined by a pre-pruning beam-width at each time 
step. Suppose that the Viterbi beam search of Eq. (2.9) retains 𝑁𝑉 states, out of a total state space 
of size |𝑺| = 𝑁𝑆; Eq. (2.8) then has a complexity of 𝒪(𝑁𝑉𝑁𝑆𝑇) per length-T utterance.  If 𝐶 is 
the total number of clusters, of which pre-pruning retains clusters containing 𝑁𝑃 states, then 
beam search with acoustic pre-pruning has a complexity of 𝒪(𝑁𝑉𝑁𝑃𝑇 + 𝐶𝑇), including the 
cluster likelihood computation (𝒪(𝐶𝑇)) and the computation of Eq. (2.8) over every un-pruned 
state (𝒪(𝑁𝑉𝑁𝑃𝑇)).  Total computational complexity is therefore reduced for any cluster and 
beam configuration if the following relationship is satisfied:  
𝑁𝑉(𝑁𝑆 − 𝑁𝑃) > C⁡                                (2.1) 
        Now let us take a look at some details of this algorithm. At the end of this section we will 
provide an example of pre-pruning, going one step further, speeding up the graph traversal phase 
of a Viterbi beam search. 
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2.1.1 Hierarchical Clustering on HMM States 
In order to use pre-pruning, we must first cluster the states. For the HMM states 
clustering task, we choose to use the agglomerative hierarchical clustering algorithm [10] with 
the symmetrized Kullback-Leibler divergence as the measure of similarity [11]. Using mean 
linkage as the agglomerative clustering criterion, we accumulate the GMM state distributions 
into a cluster represented by one normal distribution. Then each cluster has the mean ?̅?𝐶𝑖and 
covariance Σ𝑐𝑖, where 
?̅?𝐶𝑖 =
1
|𝐶𝑖|
∑ ?̅?𝑆𝑘𝑆𝑘𝜖𝐶𝑖                             (2.2) 
Σ𝐶𝑖 =
1
|𝐶𝑖|
∑ Σ𝑆𝑘𝑆𝑘𝜖𝐶𝑖                             (2.3) 
Notice that Eq. (3.3) does not generate the true covariance of all data points in the cluster; 
instead, it generates a concentrated distribution centered on the cluster mean, for the purpose of 
improved trellis pruning. The number of clusters to be used was determined empirically through 
a binary-search process. 
2.1.2 Kullback-Leibler Divergence for GMM 
For distributions P and Q of a continuous random variable 𝑥, KL divergence is defined as  
𝐷𝐾𝐿(𝑃||𝑄) = ∫ ln (
𝑝(𝑥)
𝑞(𝑥)
) 𝑝(𝑥) 𝑑𝑥
∞
−∞
              (2.4) 
KL divergence measures the difference between two probability distributions [11].  
        There is no closed form for the KL divergence between GMMs. To address this issue, we 
employed an upper bound on the KL divergence between HMMs [12]. When ignoring the 
transition probability between states, the approximation takes the form: 
𝐷𝐾𝐿(𝑃||Q) ≤ ⁡𝐷𝐾𝐿(𝑤𝑃||𝑤𝑞) + ∑ 𝑤𝑃,𝑗𝐷𝐾𝐿(𝛽𝑃,𝑗||𝛽𝑄,𝑗)
𝐼
𝑗=1   (2.5) 
where 𝐷𝐾𝐿(𝑤𝑃||𝑤𝑞) is the KL divergence between probability mass functions equal to the GMM 
mixture weight vectors 𝑤𝑃 and⁡𝑤𝑄, and 𝐷𝐾𝐿(𝛽𝑃,𝑗||𝛽𝑄,𝑗) is the KL divergence between Gaussians 
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𝛽𝑃,𝑗 and 𝛽𝑄,𝑗. Eq. (3.5) can be proved through the log-sum property, and a detailed proof can be 
found in [12].  
        Unfortunately, in our case there is no one-to-one correspondence between the Gaussian 
mixture components of states 𝑃 and 𝑄, so we must further approximate the divergence as: 
𝐷𝐾𝐿(𝑃||Q) ≈ ⁡min?̅?=perm(𝐼) 𝐷𝐾𝐿(𝑤𝑃||𝑤𝑄,?̅?) + ∑ 𝑤𝑃,𝑖𝐷𝐾𝐿(𝛽𝑃,𝑖||𝛽𝑄,𝑗)
𝐼
𝑖=1 (2.6) 
where 𝑤𝑄,?̅? is the weight vector of state Q with its components re-ordered by permutation vector 
𝑗,̅ and perm(𝐼) is the set of all such permutations. 
        It is worth mentioning that introducing this extra step is crucial, yet it can be very 
expensive. The number of possible permutations for a vector grows exponentially with respect to 
the size of the vector and can easily become incomputable. Another potential issue is that ASR 
systems like Kaldi do not generate states of the same mixture size. The solution we found to 
these problems is to uniform all the state mixture counts to a small number (in practice 4 seems 
to be a reasonable number that preserves good accuracy). If a state has a mixture count less than 
the uniform value, the mixture with the largest weight is split into 2. Each new mixture will have 
the same mean and variance, yet their weight halves. If a state has too many mixtures, the pair of 
Gaussians with minimum Euclidean distance between their mean are merged. The new mean and 
variance are generated in the same way states are clustered together; their weights are summed 
together. Both the split and merge processes are repeated until the uniform mixture count is 
reached. 
2.1.3 Computation and Pre-Pruning of Cluster Likelihoods 
To use the cluster information during decoding, first we have to pre-compute the output 
probability for each cluster, using its cluster mean and variance, for each time step. Thus output 
will be a matrix⁡𝑉 of size 𝐶 × 𝑇, where 𝑉𝑖,𝑗 corresponds to the 𝑖
𝑡ℎ cluster’s output probability 
given 𝑗𝑡ℎ observation.  
        In experiments, clusters are sorted in order of descending probability, and a fixed number of 
clusters are retained. The states outside of the active clusters are pruned. Scoring will only take 
place on the states belonging to the active clusters. For a decoding mechanism requiring a score 
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for all states, scores of deactivated states can be approximated using the scores of their 
representative models. Yet as we can see in the following example, in many cases obtaining 
these scores is not necessary.    
2.2 Viterbi Beam Search with Acoustic Pre-Pruning 
Let 𝑺 be the state space of an HMM whose initial probabilities are 𝜋𝑖, and whose 
transition matrix 𝐴 contains transition probability 𝐴(𝑖, 𝑗) from state 𝑖 to state 𝑗. The observation 
sequence is 𝑂𝑇 = 𝑜1 …𝑜𝑇. Then the standard Viterbi beam algorithm can be written recursively 
as follows. For each 𝑘⁡ ∈ |𝑺| compute 
𝛿1,𝑘 = 𝑃(𝑜1|𝑠𝑘) ∙ 𝜋𝑘 (2.7) 
𝛿𝑡,𝑘 = 𝑚𝑎𝑥𝑥⁡∈⁡𝑺𝒃𝒆𝒂𝒎,𝒕⁡(𝑃(𝑜𝑡|𝑠𝑘) ∙ 𝐴(𝑥, 𝑘) ∙ 𝛿𝑡−1,𝑥) (2.8) 
where 𝛿𝑡,𝑘 is the probability given the most likely state sequence ending at observation 𝑜𝑡 and 
state 𝑠𝑘, and  
𝑺𝒃𝒆𝒂𝒎,𝒕 = {𝑠𝑘|𝛿𝑡−1,𝑘⁡𝑖𝑠⁡𝑤𝑖𝑡ℎ𝑖𝑛⁡𝑡ℎ𝑒⁡𝑏𝑒𝑎𝑚⁡𝑤𝑖𝑑𝑡ℎ} (2.9) 
The beam width can either be a threshold that prunes any paths with likelihood below it, or a 
percentage that limits the percent of states retained after each time step. 
        The Beam Search Algorithm with Pre-Pruning can be written recursively as follows: For 
each 𝑘⁡ ∈ ⁡ 𝑺𝑏𝑒𝑎𝑚𝐹,𝑡 compute 
𝛿1,𝑘 = 𝑃(𝑜1|𝑠𝑘) ∙ 𝜋𝑘 (2.10) 
𝛿𝑡,𝑘 = 𝑚𝑎𝑥𝑥⁡∈⁡𝑺𝑏𝑒𝑎𝑚,𝑡⁡(𝑃(𝑜𝑡|𝑠𝑘) ∙ 𝐴(𝑥, 𝑘) ∙ 𝛿𝑡−1,𝑥) (2.11) 
where  
𝑺𝑏𝑒𝑎𝑚,𝑡 = {𝑠𝑘|𝛿𝑡−1,𝑘⁡is⁡within⁡beam⁡width} (2.12) 
𝑺𝑏𝑒𝑎𝑚𝐹,𝑡 = {𝑠𝑘|𝑠𝑘 ∈ 𝐶𝑖:⁡𝑉𝑖,𝑡⁡not⁡pre − pruned} (2.13) 
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The beam width and pre-pruning width, as in the Viterbi beam search, can either be log 
likelihood thresholds or thresholds on the percent of states visited at each time step.  
                                                                             
Figure 2: Viterbi Trellis illustration of Beam Search (left) and Beam Search with Pre-Pruning 
(right). 
Fig. 2 contrasts the standard Beam Search versus the Beam Search with Pre-Pruning. The left 
sub-figure shows the Beam Search Algorithm with the beam-width of size 𝑁𝑉 = |𝑺𝑏𝑒𝑎𝑚| = 1 
state. At each time step, only the most likely 𝑁𝑉 = 1 state is extended to all the possible states in 
the next time step. The right sub-figure shows Beam Search with Pre-Pruning, with a beam-
width of 𝑁𝑉 = 1 state, and a pre-pruning beam-width of size 𝑁𝑃 = |𝑺𝑏𝑒𝑎𝑚𝐹| = 3 states. At each 
time, only the most likely 𝑁𝑉 = 1 state is extended to the next time step. The number of states to 
which it is extended is at least 𝑁𝑃 = 3. The reduced computational complexity provided by pre-
pruning is 𝑁𝑉(𝑁𝑆 − 𝑁𝑃) = 3, obtained at a cost of 𝐶 = 3 cluster likelihood computations; thus 
Fig. 2 (right) shows an example in which no net computational benefit is achieved. Yet, as the 
cluster count becomes less than the pruned away states, reduction in computation appears. 
     As mentioned in the introduction, for small vocabulary ASR systems, the execution time of 
the graph traversal phase is rather short. So our thesis focuses on speeding up the lattice scoring 
phase. However, the example above demonstrates that the pre-pruning algorithm is capable of 
accelerating the graph traversal phase as well. This provides the algorithm more potential and the 
capability to scale it up to large vocabulary systems.
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CHAPTER 3 
PRE-PRUNING ON A GPU: CONSTRAINED AGGLOMERATIVE CLUSTERING 
 
Acoustic pre-pruning can effectively reduce both the number of lattice scoring operations 
and states to search; a CPU implementation would no doubt benefit from it. However, even 
without pre-pruning GPU can speed up the lattice scoring phase more than 10 times [5]. Even if 
we could cut the runtime by 
7
8
, a standard GPU system could easily achieve better performance. 
3.1 Increasing the Computational Throughput 
We started our GPU implementation referencing [3]. However, there exist two reasons 
why a standard implementation like the one introduced in [3] will undermine the speedup 
brought about by pre-pruning. First: GPU adopts a high computational throughput architecture. 
As opposed to about 30 GFLOP of computational throughput of a modern CPU, a GPU could 
easily reach a throughput of 300 GFLOP [9]. One of the disadvantages of high computational 
throughput is large memory access latency. As opposed to evaluating the full set of GMMs for 
each feature vector, the pre-pruning algorithm only has to execute the evaluations for the states 
within the activated clusters. Simply reducing the number of computations per kernel launch will 
result in execution “hunger” and performance degradation from memory copy and kernel launch 
overhead. We adapted the window method introduced in [5] in a modified way to solve this 
problem. In our implementation we only allocate computations for the actives states. The saved 
computing resource will be used to evaluate activated states for more feature vectors, resulting in 
more feature vectors per GPU kernel launch.  
        Secondly, GPUs achieve high throughput using a single-instruction multiple-data (SIMD) 
execution pattern. SIMD architectures achieve high computational throughput by aligning one 
instruction on multiple data. The advantage is significant if the same operation is applied to all 
data. This is the case for traditional GMM scoring, but when states are pre-pruned, the system 
will have to carry out extra and diverging operations to skip the deactivated states. This seriously 
affects the algorithm performance. To solve this we enforced uniform cluster size on the pre-
pruning clusters. Instead of using a purely agglomerative clustering algorithm, we artificially 
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restricted the maximum allowed cluster size, which resulted in the majority of clusters having the 
same size. Clusters that do not grow to full size are artificially padded out to the same size.  
 
Figure 3: Beam Search with Pre-Pruning is implemented on a GPU using uniform cluster sizes; 
uniformly sized clusters can be scheduled with high latency in a SIMD architecture. 
        Fig 3 presents an example of how the scoring process works. 7 states are padded to form 3-
state-large clusters C1, C2 and C3. Check mark indicates a cluster is activated after pre-pruning. 
Assume one kernel can evaluate the score for 7 states. In a traditional implementation we will 
need 4 kernel launches to complete evaluation for all 4 features. In this case, as indicated by k1 
and k2, we only loaded the activated states in, and therefore the states for 2 features fit in 1 kernel 
launch. The evaluation for 4 features was concluded in 2 kernels, and the states in each kernel 
reduced to 6, which also allow each kernel to conclude faster. Obviously we have to account for 
the evaluation on the clustered models. However in practice no more than 25% of the states are 
activated; meanwhile, for 1300 states there usually are no more than 130 clusters. This ensures a 
massive computation reduction. 
3.2 Other GPU Optimizations 
Apart from applying the windowing method, we also employed pinned memory and 
stream memory copying techniques in our GPU implementation. The former will pin down a 
piece of CPU memory dedicated for GPU use. Without other CPU applications interfering, 
memory copy from or to GPU can be faster. The second optimization breaks execution into 
pieces and copies data necessary for one piece of execution in and out of GPU while other 
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executions take place. This effectively hides the memory copy time by overlaying it on top of 
GPU computation.
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CHAPTER 4 
RESULTS, DISCUSSION AND CONCLUSION 
 
4.1 Results 
4.1.1 Accuracy of the Pre-Prune Scouring 
The accuracy of the proposed pre-pruning decoder is verified using Kaldi. We trained a 
clustered tri-phone speech recognition system on the TIMIT corpus, using a modified recipe 
from the Kaldi toolkit [13]. Our training and testing procedure closely followed [14], using a 
nearly identical protocol for training and testing: identical 48-phone and 39-phone phone sets 
were respectively used for training and testing; the same 3696-utterance training set and 192-
utterance testing subset commonly reported in the literature was used. We used speaker 
normalized 39-dimension MFCCs, including delta and acceleration coefficients. Our tri-phone 
model had 1231 tied tri-phone states, each uniformed to 4 Gaussians per state. The baseline for 
non-pruning recognition is 27.85% PER, which is presented by the green line in Figure 4. The 
accuracy lost for 128-cluster pre-pruning and 64-cluster pre-pruning are shown as follows, where 
the x axis represents the pruning rate: 
 
Figure 4: Decoding Accuracy of Pre-Pruning Algorithm. 
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4.1.2 Lattice Scoring Runtime 
 
Figure 5: RTF of Acoustic Pre-Pruned Lattice Scoring on CPU (left) and GPU (right). 
A lattice scoring task on 900 MFCCs, each having 39 dimensions, over 1355 Gaussian 
mixture models (4 mixture) was conducted. The task ran on a machine with 2 Intel E5-2603 v2 
CPU (each having 4 cores running at 1.8GHz), 32GB of RAM and 2 Nvidia GTX 770 GPU 
(4GB GDDR5 RAM) GPUs. The result is presented in Figure 5. 
        Runtime is given in the form of real time factor (RTF), which is defined as the time it takes 
to conclude the computation divided by the duration of the speech. The baseline for non-pruning 
CPU is 0.4001. For non-pruning GPU the RTF is 0.0123. 
4.2 Discussion 
As we can see from Figure 4, for a 128 cluster set, the acoustic pre-pruned decoding 
maintains almost identical PER even when 87.5% of the states are pruned away in the full state 
decoding. The 64 cluster set performs rather worse. We found out that when the cluster count is 
larger than 9% of the full state size, the algorithm returns recognition accuracy almost identical 
to a non-pruning implementation even with a pruning rate around 87.5%. In our experiment, if 
we aggressively prune away 93.75% of the states, we will have an increase in PER of about 6%. 
        On the runtime side, we can see the CPU pre-prune system runtime scales down linearly as 
the active cluster size reduces. Yet even for the 93.75% case, the RTF for the 128-cluster-system 
is still 0.0659, which is significantly larger than the non-pruning GPU implementation. On the 
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other hand, the pre-prune GPU implementation, while suffering from extra overhead when only 
50% of the states were pruned away, overtakes the non-pruning code when 75% of the states are 
pruned. It eventually nearly halves the runtime of the non-pruning GPU implementation.  
      Thanks to a number of optimizations and a newer GPU, our non-pruning GPU 
implementation was able to achieve more than 30X speedup over a standard CPU 
implementation. With the help of the pre-pruning algorithm, the runtime of the GPU system was 
almost halved. This means it is 60X faster than the standard CPU implementation.  
4.3 Conclusion 
In this thesis we present a novel approach, the KL divergence based acoustic pre-pruning, 
to speed up lattice scoring for GMM based ASR. We have shown that the algorithm is capable of 
maintaining almost the same accuracy even when 87.5% of the states are pruned away. We also 
showed that when pruning away that many states, a pre-prune system implemented on GPU is 
45X faster than CPU implementation; we believe we have achieved one of the biggest speedups 
on this task. In case a 6% PER is tolerable, this speedup increases to 60X.  
        Our next step will be to implement the pre-prune based ASR decoder on a large vocabulary 
system and observe the potential speedup acoustic pre-pruning could bring to the graph traversal 
phase and the overall decoder. Also we would like to discover if it is possible to manipulate the 
current scoring architecture and adapt the pre-prune idea to other acoustic models such as neural 
network model. 
In addition to the plan mentioned above, it is also under consideration to apply the pre-
pruning idea to the Neural Network acoustic model. Experiments have proved Deep Neural 
Network (DNN) acoustic model can achieve a 25%-30% error reduction during recognition [15]. 
The pre-pruning will be able to bring about more contributions that we could apply to DNN 
acoustic models. Unfortunately, scoring of DNN models cannot be obtained until all computation 
has concluded. Half-completed results will not be very helpful in determining the final result. 
 A possible way to manipulate the pre-pruning idea to fit DNN models is to generate a 
DNN for acoustic state clusters, just as for the GMM models. Based on the output of the 
clustered-states DNN, different DNNs are evaluated. These DNNs only intend to score the states 
16 
 
inside a cluster. As a result, states inside likely clusters will obtain a state score. However, a state 
belonging to unlikely clusters will share the score to the cluster it belongs to. 
 This approach, just like applying pre-pruning to GMM models, intends to reduce 
computation and speed up the scoring process. It will be necessary to reduce the cluster-state 
DNN and sub-cluster DNNs to a reasonable size such that computation is reduced. Whether the 
accuracy of DNN models is preserved will be of interest. 
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