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Introduction
Let Uq(g) be the quantized enveloping algebra of the semisimple Lie algebra
g. The irreducible representations of Uq(g) are parametrized by the dominant
weights in the weight lattice. A lot is known about these irreducible representa-
tions as they have the same dimensions and weight systems as the irreducible
representations of g. So by Weyl’s dimension formula we can compute the dimen-
sion, and by Freudenthal’s formula we can compute the weight-multiplicities.
Also in this case we have the additional combinatorial tool of the crystal graph.
These combinatorial methods provide an easy way of obtaining information
about a particular irreducible representation. However, they do not say much
about how an element of Uq(g) acts, e.g., what its matrix is with respect to a
basis of the underlying module. This paper oulines a few methods to tackle this
last problem. We will describe algorithms to construct a basis of the irreducible
Uq(g)-module with a given highest weight λ, along with methods to compute
the action of an element of Uq(g).
In Section 1 we describe the theoretical set up and the notation that we are
using. Then in Sections 2, 3, 4, 5, 6 we describe five methods for constructing
an irreducible representation of Uq(g). The main ingredient of theses sections
is respectively, Gro¨bner bases, canonical bases, tensor products, dual spaces,
and Gelfand-Zetlin patterns. Not all of these methods are equally original. In
particular, the algorithm using Gelfand-Zetlin patterns is taken straight from
the literature. In the final section we compare the methods in some practical
examples.
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1 Preliminaries
Let g be a semisimple Lie algebra over C. By Φ we denote the root system
of g, and ∆ = {α1, . . . , αl} will be a fixed set of simple roots of Φ. Let W denote
the Weyl group of Φ, which is generated by the simple reflections si = sαi for
1 ≤ i ≤ l. Let RΦ be the vector space over R spanned by Φ. On RΦ we fix a
W -invariant inner product ( , ) such that (α, α) = 2 for short roots α. This
means that (α, α) = 2, 4, 6 for α ∈ Φ.
We work over the field Q(q). For α ∈ Φ set qα = q(α,α)/2. For n ∈ Z we set
[n]α = q
−n+1
α + q
−n+3
α + · · ·+ qn−1α . Also [n]α! = [n]α[n− 1]α · · · [1]α and[
n
k
]
α
=
[n]α!
[k]α![n− k]α! .
Let ∆ = {α1, . . . , αl} be a simple system of Φ. Then the quantized enveloping
algebra Uq = Uq(g) is the associative algebra (with one) over Q(q) generated by
Fα, Kα, K
−1
α , Eα for α ∈ ∆, subject to the following relations
KαK
−1
α = K
−1
α Kα = 1, KαKβ = KβKα
EβKα = q
−(α,β)KαEβ
KαFβ = q
−(α,β)FβKα
EαFβ = FβEα + δα,β
Kα −K−1α
qα − q−1α
1−〈β,α∨〉∑
k=0
(−1)k
[
1− 〈β, α∨〉
k
]
α
E1−〈β,α
∨〉−k
α EβE
k
α = 0
1−〈β,α∨〉∑
k=0
(−1)k
[
1− 〈β, α∨〉
k
]
α
F 1−〈β,α
∨〉−k
α FβF
k
α = 0,
where the last two relations are for all α 6= β.
Let U−, U0, U+ be the subalgebras of Uq generated by respectively, Fα for
α ∈ ∆, K±1α for α ∈ ∆, and Eα for α ∈ ∆. Then as a vector space Uq ∼=
U− ⊗ U0 ⊗ U+ ([9], Theorem 4.21).
We describe the bases of U−, U+ that we use. For α ∈ ∆ we have an
automorphism Tα : Uq → Uq, which is determined by the formulas in [9], 8.14.
Let w0 denote the longest element of W . Then by R(w0) we denote the set of
sequences i = (i1, . . . , it) such that si1 · · · sit is a reduced expression for w0. Let
i ∈ R(w0) and set Fk = Tαi1 · · ·Tαik−1 (Fαik ) and Ek = Tαi1 · · ·Tαik−1 (Eαik ) for
1 ≤ k ≤ t. Set F (n)k = Fnk /[n]βk !, where βk = si1 · · · sik−1(αik), and similarly
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for E
(n)
k . Then the set B
−
i = {F (n1)1 · · ·F (nt)t | ni ≥ 0} forms a basis of U−.
Likewise B+i = {E(n1)1 · · ·E(nt)t | ni ≥ 0} forms a basis of U+. Now using the
isomorphism Uq ∼= U−⊗U0⊗U+ we get a basis of Uq, called a PBW-type basis.
In [5] an algorithm is described for expressing the product of two elements of a
PBW-type basis as a linear combination of basis elements.
Let ν =
∑l
i=1 kiαi, where the ki are non-negative integers. Then we let
U−ν be the subspace of U− spanned by all products Fαi1 · · ·Fαir , such that αi
appears ki times. The elements of U
−
ν are said to be of weight ν, and we write
wt(a) = ν for a ∈ U−ν . Then wt(F (n1)1 · · ·F (nt)t ) =
∑
mkβk. We remark that in
[9], elements of U−ν are said to be of degree −ν.
Let P denote the weight lattice of Φ, and let P+ be the set of dominant
weights. Let V be an irreducible Uq-module. Then there is a λ ∈ P+, and a
vλ ∈ V (unique upto scalar multiples) such that Eα ·vλ = 0,K±1α ·vλ = q±(α,λ)vλ,
and V = U−q · vλ. The λ is called the highest weight of V , and vλ a highest-
weight vector. On the other hand, given a λ ∈ P+, an irreducible module with
highest weight λ is constructed as follows. Let J(λ) be the left ideal of Uq
generated by Eα, K
±1
α − q±(α,λ). Then M(λ) = Uq/J(λ) is a Uq-module, called
a Verma module. We have Uq = U
− ⊕ J(λ) so M(λ) ∼= U− as a U−-module.
Write λ = r1λ1 + · · · + rlλl, where the λi are the fundamental weights. Let
I(λ) be the Uq-submodule of M(λ) generated by F
ri+1
αi for 1 ≤ i ≤ l. Then
V (λ) = M(λ)/I(λ) is an irreducible Uq-module with highest weight λ (cf. [9],
Theorem 5.10). Let vλ denote the image of 1 ∈ Uq in V (λ). Then vλ is a
highest-weight vector. Finally we remark that I(λ) is equal to the left-ideal of
U− generated by the F ri+1αi (under the isomorphism U
− ∼= M(λ)).
We have that V (λ) is the direct sum of weight spaces V (λ)µ, where µ ∈ P ,
and V (λ)µ = {v ∈ V (λ) | Kα · v = q(µ,α)v}. The elements of V (λ)µ are called
weight vectors of weight µ. We let P (λ) be the set of all µ such that dimV (λ)µ >
0. We have algorithms for computing the elements of P (λ), and dimV (λ)µ for
µ ∈ P (λ).
Let RP be the vector space over R spanned by P , i.e., RP = Rλ1⊕· · ·⊕Rλl.
Let Π be the set of piecewise linear paths pi : [0, 1] → RP , such that pi(0) = 0.
For α ∈ ∆ Littelmann defined operators eα, fα : Π → Π ∪ {0} (cf. [14], [15]),
with the following property. Let λ ∈ P+ be a dominant weight, and let piλ be
the path given by piλ(t) = λt (i.e., a straight line from the origin to λ). let Πλ
be the set of all fαi1 · · · fαik (piλ). Then all paths in Πλ end in an element of P .
Furthermore, the number of paths ending in µ ∈ P is equal to dimV (λ)µ.
The action of the path operators can be encoded in a directed labeled graph
Γλ. The points of Γλ are the paths in Πλ, and there is an edge pi1
α−→ pi2 if
fα(pi1) = pi2. This graph is isomorphic to the crystal graph of V (λ) ([11]). This
fact will be used frequently throughout the paper.
30 Willem A. de Graaf
2 Using Gro¨bner bases
In this section we describe an algorithm for computing a Gro¨bner basis of
the left ideal I(λ). This will give us a method for constructing V (λ).
We fix an i ∈ R(w0), and let B−i be the corresponding basis of U−, consisting
of monomials x = F
(n1)
1 · · ·F (nt)t . In the sequel we will refer to the ni as the
exponents of x.
The lexicographical order on sequences of length t is defined as follows:
(m1, . . . ,mt) <lex (n1, . . . , nt) if there is a k ≥ 1 such that m1 = n1, · · · ,mk−1 =
nk−1 andmk < nk. Let x1, x2 ∈ B−i with exponentsmi and ni respectively. Then
we write x1<lexx2 if (mi)<lex(ni). Let f ∈ U−, then by LM(f) we denote the
biggest monomial of B−i appearing in f (in the order <lex).
1 Lemma. Let x1, x2 ∈ B−i with exponents mi and ni respectively. Then
LM(x1x2) = F
(m1+n1)
1 · · ·F (mt+nt)t .
Proof. First we prove the result for the case where x1 = Fk, by induction
on (n1, . . . , nt), where these tuples are ordered lexicographically. Let j be the
smallest index such that nj > 0. If k ≤ j then there is nothing to prove, so
suppose that k > j. Then FkFj = q
−(βk,βj)FkFj +
∑
r ξryr, where yr ∈ B−i are
monomials only involving Fj+1, . . . , Fk−1, (see [2], [5]). Hence
FkFjF
(nj−1)
j · · ·F (nt)t = ζFjFkF (nj−1)j · · ·F (nt)t +
∑
r
ξryrF
(nj−1)
j · · ·F (nt)t .
By induction the leading monomial of the first term is F
(nj)
j · · ·F (nk+1)k · · ·F (nt)t .
Since the yr only involve Fj+1, . . . , Fk−1, when rewriting yrF
(nj−1)
j · · ·F (nt)t to a
linear combination of elements of B−i we will never produce an extra Fj . Hence
yrF
(nj−1)
j · · ·F (nt)t =
∑
s
ηsF
(psj)
j · · ·F (p
s
t )
t ,
where psj ≤ nj − 1. So we get the lemma in this case. The general case is done
by induction on (m1, . . . ,mt). QED
Now let x, y ∈ B−i . Then x is said to be a factor of y if there is an x′ ∈ B−i
with LM(x′x) = y. Note that Lemma 1 gives an easy method for deciding
whether x is a factor of y, and for finding the x′.
Let f ∈ U−, and G ⊂ U− a finite set. Then we have the following algorithm
for left-reducing f modulo G. Initially we set h = f , and r = 0. Let x = LM(h),
with coefficient c. Suppose that there is a g in G such that LM(g) is a factor of
x. Then we set h := h − c′yg, where y ∈ B−i is such that yLM(g) has leading
monomial x, and the coefficient c′ is chosen such that the leading monomials
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cancel. If there is no such g, then we set h := h − cx and r := r + cx, and
continue. The process stops when h = 0. This algorithm terminates because
LM(h) decreases every round, and there are no infinite descending sequences of
monomials in B−i . Furthermore, upon termination we have f = r mod I, where
I is the left-ideal of U− generated by G. Also no LM(g) for g ∈ G is a factor
of any monomial occurring in r. The element r is called the left-remainder of f
modulo G.
A set G ⊂ U− is called a Gro¨bner basis of the left-ideal I ⊂ U− if for all
f ∈ I there is a g ∈ G such that LM(g) is a factor of LM(f). We remark that
this is equivalent to saying that all f ∈ I have left-remainder 0 modulo G. Also,
if G is a Gro¨bner basis of I then the cosets of all elements x ∈ B−i that have no
factors LM(g) for g ∈ G, form a basis of U−/I.
Let f, g ∈ U−, and write LM(f) = F (m1)1 · · ·F (mt)t , LM(g) = F (n1)1 · · ·F (nt)t .
Set ki = max(mi − ni, 0) and li = max(ni −mi, 0), and x = F (k1)1 · · ·F (kt)t , y =
F
(l1)
1 · · ·F (lt)t . Let c1 be the coefficient of LM(yf) (in yf), and c2 the coefficient
of LM(xg) (in xg). Then S(f, g) = c2yf − c1xg is called the S-element of f and
g. The proof of the next lemma is analogous to the proof of the same result for
universal enveloping algebras of Lie algebras (cf. [4]). Therefore we omit it.
2 Lemma. Let G ⊂ U−, and suppose that the left-remainder of S(g1, g2)
modulo G is 0 for all g1, g2 ∈ G. Then G is a Gro¨bner basis for the left-ideal
generated by G.
This means that we have the following procedure for computing a Gro¨bner
basis of a (finitely-generated) left-ideal I. Initially G will be equal to a finite
generating set of I. We make S-elements of g1, g2 ∈ G and add their left-
remainders modulo G to G, until the left-remainders of all possible S-elements
are zero. This terminates because otherwise it is possible to construct an infinite
increasing series of ideals in the polynomial ring of t variables. The algorithm
returns a Gro¨bner basis by Lemma 2.
However, for the case where I = I(λ) we know some additional data, which
we can use. Let x ∈ B−i . Then the weight of x · vλ in V (λ) is λ − wt(x). In
order to compute a Gro¨bner basis of I(λ) we first compute the set P (λ), and
dimV (λ)µ for all µ ∈ P (λ). Initially we let G be the set of all x ∈ B−i such that
λ−wt(x) 6∈ P (λ). This is an infinite set, but we will only be using a finite number
of elements of it, so this poses no problems. Also we set M = ∅. All weights
µ ∈ P (λ) are of the form λ −∑i kiαi, where the ki are non-negative integers.
We say that
∑
i ki is the level of µ. Then we loop through P (λ), according to
increasing level. For µ ∈ P (λ) we do the following:
(1) Let Mµ be the set of all x ∈ B−i such that wt(x) = λ− µ and there is no
g ∈ G such that LM(g) is a factor of x.
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(2) As long as |Mµ| > dimV (λ)µ we do the following. Make an S-element (of
weight λ − µ) of g1, g2 ∈ G, and let h be its left-remainder modulo G. If
h 6= 0, then add h to G and erase its leading monomial from Mµ.
(3) Add the elements of Mµ to M .
Step 2. terminates because the straightforward Gro¨bner basis algorithm ter-
minates. Upon termination G is a Gro¨bner basis and the cosets of the elements
of M modulo I(λ) form a basis of U−/I(λ).
This is much more efficient than just doing the straightforward Gro¨bner basis
algorithm, because far fewer S-elements are checked. The stopping criterion is
now whether we have the right dimension, instead of whether all S-elements
reduce to 0.
Finally we note that a Gro¨bner basis G of I(λ) gives us a method for com-
puting u · x, where u ∈ Uq, x ∈M . First we compute u · x in M(λ) which gives
us an element f ∈ U−. Then we calculate the left remainder of f modulo G.
This will be the linear combination of elements of M that we are looking for.
3 Example. We let Φ be the root system of type A2, with simple roots α,
β. We use the reduced expression sαsβsα for w0. Then F1 = Fα, F2 = Tα(Fβ),
and F3 = TαTβ(Fα) = Fβ . Denoting F2 by Fα+β , we have
Fα+βFα = q
−1FαFα+β
FβFα = qFαFβ + Fα+β
FβFα+β = q
−1Fα+βFα.
In the sequel (m,n) will denote the weight mλ1 + nλ2. We use the algorithm
described in this section to construct V (λ), where λ = (1, 1). Figure 1 displays
the weights of V (λ). In this picture, the highest weight is on top, and weights of
the same level are on the same line. If a weight ν occurs to the left of a weight
µ appearing on the line above, then ν = µ − α, if it occurs on the right, then
ν = µ − β. Also the superscript indicates the dimension of the corresponding
weight space.
We go through the weights, from top to bottom. First of all, vλ, Fαvλ, Fβvλ
are basis vectors of weights (1, 1), (−1, 2) and (2,−1) respectively. Also there are
two possible basis vectors of weight (0, 0): FαFβvλ and Fα+βvλ. However, since
the dimension of the corresponding weight space is 2, these must be linearly
independent. Now we consider the weight µ = (−2, 1). Here Mµ = {FαFα+β},
as the other possible element, F
(2)
α Fβ is excluded because F
(2)
α Fβ has F
(2)
α ∈ I(λ)
as a factor. So in this case we do nothing in Step 2 of the algorithm, and we
have found all basis elements of weight µ. Similarly, the only basis element
of weight (1,−2) is Fα+βFβvλ. Now we look at the weight µ = (−1,−1). We
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(−1,−1)1
(−2, 1)1 (1,−2)1
(0, 0)2
(−1, 2)1 (2,−1)1
(1, 1)1
Figure 1. Weights of V (1, 1).
have Mµ = {FαFα+βFβ , F (2)α+β}. However, dimV (λ)µ = 1 so here we have to do
some work. We compute the S-element S(F
(2)
α , F
(2)
β ) = q
4F
(2)
α F
(2)
β −F (2)β F (2)α =
−qFαFα+βFβ − F (2)α+β . From this we see that FαFα+βFβvλ = −q−1F (2)α+βvλ, and
the basis element of weight µ that remains is F
(2)
α+βvλ. So we have found a basis
of V (λ), and we can express every element u · vλ (for u ∈ U−) as a linear
combination of basis elements.
4 Remark. The algorithm for computing irreducible representations of
semisimple Lie algebras of [6] is highly similar to the algorithm described in
this section.
5 Remark. It is also possible to use the reverse lexicographical order, in-
stead of the lexicographical order. However, degree compatible orders do not
work here as the product x1x2 may contain monomials of degree larger than the
sum of the degrees of x1 and x2.
3 Using canonical bases
We let be the automorphism of U− given by Fα = Fα, and q = q−1 (see [9],
Proposition 11.9). Then by results of Kashiwara and Lusztig there is a unique
basis B of U−, called the canonical basis, such that for b ∈ B we have
(1) b = b,
(2) for any i ∈ R(w0), b = x+
∑
j ζjxj , where x, xj ∈ B−i are all of the same
weight, and ζj ∈ qZ[q]
(cf. [18], Proposition 8.2). If we use a fixed i ∈ R(w0) and write b ∈ B as
b = x+
∑
j ζjxj with x, xj ∈ B−i , then we refer to x as the principal monomial
of b. For every x ∈ B−i there is a unique b ∈ B with principal monomial equal
to x, and we write b = Gi(x).
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The importance of B for constructing V (λ) lies in the following fact. For
any dominant λ ∈ P+ we have B = Bλ ∪ Bλ (disjoint union), where Bλ is a
basis of I(λ) ([9], Theorem 11.10). However, in order to use this we must solve
two problems: first of all we must have a method for finding elements of B, and
secondly we need a way to decide whether a given element of B lies in Bλ.
First we describe an algorithm for computing Gi(x), that is different from
the one contained in [8]. We fix i ∈ R(w0). In [8] the following was proved:
Gi(x) = x+
∑
xj>lexx
ζjxj , (1)
for certain x, xj ∈ B−i , and ζj ∈ qZ[q]. This means that we also have
Gi(x) = x+
∑
xj>lexx
δjG(xj),
for certain δj ∈ qZ[q]. After taking images under and subtracting we get:
x− x =
∑
xj>lexx
(δj − δj)G(xj).
Let x ∈ B−i . If there is no y ∈ B−i of the same weight as x, with y>lexx, then
Gi(x) = x. Otherwise we assume that we have computed Gi(y) for y>lexx and
perform the following steps to compute Gi(x).
(1) Write x− x as ∑xj>lexx djGi(xj).
(2) Let δj be the unique element of qZ[q] such that δj − δj = dj . Return
x+
∑
xj>lexx
δjGi(xj).
6 Remark. Experiments suggest that this method is more efficient than
the one described in [8], when the rank of the root system is 2, 3. For ranks 4, 5
the methods perform about equal, wheras for ranks ≥ 6 the algorithm from [8]
is more efficient.
Now we deal with our second problem: deciding whether a given element of
B lies in Bλ or in B
λ. For α ∈ ∆ the Kashiwara operator F˜α : B−i → B−i is
defined as follows. Let i, i′ be two elements from R(w0). Let x ∈ B−i and write
b = Gi(x). Then there is an x
′ ∈ Bi′ with b = Gi′(x′). Set Ri
′
i (x) = x
′. Then
R
i′
i : B
−
i → B−i′ (compare [17] 42.1.3). Now let i′ = (i′1, . . . , i′t) ∈ R(w0) be such
that αi′1 = α. Let x
′ = Ri
′
i (x) and let x
′′ be the element of Bi′ obtained from x′
by increasing its first exponent by 1. Set F˜α(x) = R
i
i′
(x′′). We refer to [8] for an
algorithm for computing F˜α (without constructing B).
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Now let Γλ be the crystal graph of V (λ) (see Section 1). For pi ∈ Πλ we fix a
sequence of simple roots ηpi = (αi1 , . . . , αir) such that pi = fαi1 · · · fαir · piλ. Set
xpi = F˜αi1 · · · F˜αir (1).
7 Lemma. We have that xpi does not depend on the choice of ηpi. Fur-
thermore, Gi(x) ∈ Bλ if and only if x = xpi for some pi ∈ Πλ. Also, the set
{xpi · vλ | pi ∈ Πλ} is a basis of V (λ).
Proof. For the proof we borrow some notation and results from [9]. Let
(L(λ),B(λ)) be the crystal base of V (λ) ([9], Chapter 9). We use the Kashiwara
operators F˜α : B(λ) → B(λ) ∪ {0} for α ∈ ∆ as defined in [9], 9.2. (Note that
we use the same symbol to denote the Kashiwara operator on B−i ; however, it
will be clear which operator we mean.)
Let L(∞), B(∞) be as in [9], Chapter 10. Then L(∞) is spanned by Gi(x)
for x ∈ B−i . By (1) we see that L(∞) is also spanned by the elements of B−i .
Furthermore, B(∞) consists of the cosets x mod qL(∞) for x ∈ B−i . So there are
the Kashiwara operators F˜α : B(∞) → B(∞) defined by F˜α(x mod qL(∞)) =
F˜αx mod qL(∞).
There is a map ϕλ : U
− → V (λ) defined by ϕλ(u) = uvλ ([9], 10.3). This
induces a map ϕλ : L(∞)/qL(∞) → L(λ)/qL(λ).
Now choose two sequences η = (αi1 , . . . , αik), and η
′ = (αj1 , . . . , αjm) such
that fαi1 · · · fαik · piλ = fαj1 · · · fαjm · piλ 6= 0. Then by [11] we see that
F˜αi1 · · · F˜αik vλ = F˜αj1 · · · F˜αjmvλ mod qL(λ).
Now ϕλ is a bijection between the set {b ∈ B(∞) | ϕλ(b) 6= 0} and B(λ) ([9],
10.14). Furthermore,
ϕλ(F˜αi1 · · · F˜αik (1) mod qL(∞)) = F˜αi1 · · · F˜αik vλ mod qL(λ) 6= 0
([9], 10.9). Since also ϕλ(F˜αj1 · · · F˜αjm (1) mod qL(∞)) = F˜αj1 · · · F˜αjmvλ mod
qL(λ), we conclude that F˜αi1 · · · F˜αik (1) = F˜αj1 · · · F˜αjm (1).
Now suppose that x = xpi for some pi ∈ Πλ, then x = F˜αi1 · · · F˜αik (1), where
fαi1 · · · fαik · piλ = pi 6= 0. It follows that ϕλ(x mod qL(∞)) 6= 0. Therefore
Gi(x) ∈ Bλ (cf. [9], Theorem 11.10). Now the number of monomials xpi is exactly
the size of Bλ. Hence every element of Bλ is of the form Gi(xpi) for pi ∈ Πλ. In
other words, the set {Gi(xpi) · vλ | pi ∈ Πλ} is a basis of V (λ). Now by using
(1) and induction from above (relative to the lexicographical order) we see that
every Gi(xpi) · vλ is a linear combination of xpi′ · vλ. Therefore, {xpi · vλ | pi ∈ Πλ}
is also a basis of V (λ). QED
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Figure 2. Crystal graph Γλ, where λ = λ1 + λ2.
Set M = {xpi | pi ∈ Πλ}. For x ∈ M we consider the problem of rewriting
a · (x · vλ), where a ∈ Uq, as a linear combination of elements xpi · vλ. First we
compute a u ∈ U− such that a · (x ·1) = u ·1 ∈M(λ). Without loss of generality
we may suppose that u is homogeneous of weight ν. Set µ = λ− ν. Then if µ is
not a weight of V (λ) we have a · (x ·vλ) = 0. Otherwise, suppose that u contains
the monomial y ∈ B−i , with y 6∈ M . Then we compute an element G′(y) such
that G′(y) = y +
∑
y′>lexy
ζy′,yy
′ and G′(y) · vλ = Gi(y) · vλ = 0. Subsequently
we use G′(y) to rewrite y · vλ to a linear combination of elements y′ · vλ, where
y′>lexy. Continuing this process we reach a linear combination of elements of
M .
We explain how to compute G′(y). Let Mν be the set of all monomials z ∈M
of weight ν (which is the weight of y). We call a monomial z ∈ B−i of weight ν
big if z is bigger in the lexicographical order than all elements of Mν . Because
of the triangular form of the canonical basis it follows that z · vλ = 0 for all big
z ∈ B−i . So if y is big then set G′(y) = y. Otherwise, we assume that we have
computed all G′(y′) for y′>lexy. Write y − y as a linear combination of z ∈ B−i
such that z>lexy. From this linear combination we erase all big monomials, and
follow the algorithm for computing Gi(y).
8 Remark. Here we use relations of the form x +
∑
xi>lexx
ζixi ∈ I(λ). In
the Gro¨bner basis algorithm the situation is reversed: there we use relations of
the form x+
∑
xi<lexx
ζixi ∈ I(λ).
9 Example. Here we use the same notation as in Example 3. Again we
calculate a basis of V (λ). The crystal graph Γλ is shown in Figure 2. Instead
of using the paths pi as points of the graph we have used the monomials xpi (cf.
Lemma 7).
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So the basis of V (λ) that we get consists of elements x · vλ, where x runs
through the points of the crystal graph. For instance, v = Fα+βvλ is a basis ele-
ment. We calculate Fα+β ·v. We have that this is equal to (q+q−1)F (2)α+βvλ, which
is not a basis element. So we calculate some elements G′(x). All monomials of
weight 2α + 2β are x1 = F
(2)
α F
(2)
β , x2 = FαFα+βFβ , x3 = F
(2)
α+β (in decreasing
lexicographical order). Here x1 is big, which means that G
′(x2) = x2. Further-
more,
x3 − x3 = (q − q−1)x2 + (q4 − q2 − 1 + q−2)x1.
From this expression we discard x1 as it is big. So we get x3 − x3 = (q −
q−1)G′(x2). Set δ = q, then δ − δ = q − q−1, hence G′(x3) = x3 + qx2. Since x3
is not a point of the crystal graph we have G′(x3)vλ = 0. Therefore, Fα+βv =
−(q2 + 1)FαFα+βFβvλ. (Note that we used the same relation in Example 3.)
10 Example. Again we use the notation of Example 3. As in this case the
canonical basis is explicitly known, we can also construct all modules explictly.
For ν = rα+ sβ we let Bν be the set of all b ∈ B of weight ν. Then
Bν =
{
{F (r−i)α F (s)β F (i)α | 0 ≤ i ≤ r} if r ≤ s,
{F (s−i)β F (r)α F (i)β | 0 ≤ i ≤ s} if r > s,
(see [9], §11.17). Let λ = n1λ1 + n2λ2 be a dominant weight; we describe the
action of Uq on V (λ).
In this case it is straightforward to describe the action of the Kashiwara
operators. We have
F˜α(F
(a)
α F
(b)
α+βF
(c)
β ) = F
(a+1)
α F
(b)
α+βF
(c)
β ,
F˜β(F
(a)
α F
(b)
α+βF
(c)
β ) =
{
F
(a)
α F
(b)
α+βF
(c+1)
β if a ≤ c,
F
(a−1)
α F
(b+1)
α+β F
(c)
β if a > c,
(this can easily be established using [17], 42.1.3 ). As before set M = {xpi | pi ∈
Πλ}. According to [16] Proposition 1.5, Corollary 2, we have that
M = {F˜ aα F˜ bβF˜ cα(1) | (a, b, c) ∈ Sλ},
where
Sλ = {(a, b, c) ∈ Z3 | 0 ≤ c ≤ n1, c ≤ b ≤ n2 + c, 0 ≤ a ≤ n1 + b− 2c}.
11 Lemma. For b ≥ c we have F˜ aα F˜ bβF˜ cα(1) = F (a)α F (c)α+βF (b−c)β .
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Proof. First of all, for 0 ≤ k ≤ c we have F˜ kβ (F (c)α ) = F (c−k)α F (k)α+β . This
follows by induction on k, along with the description of the operator F˜β . From
this follows the case where b = c of the statement F˜ bβ(F
(c)
α ) = F
(c)
α+βF
(b−c)
β .
Now this is proved for b ≥ c by induction on b. It implies the statement of the
lemma. QED
Lemma 11 implies that
M = {F (a)α F (c)α+βF (b−c)β | (a, b, c) ∈ Sλ}.
In the sequel we will write vη for the vector F
(a)
α F
(c)
α+βF
(b−c)
β · vλ, where η =
(a, b, c) ∈ Sλ. We let Bλ be the set of all vη. By Lemma 7, Bλ is a basis of V (λ).
12 Proposition. Let η = (a, b, c) ∈ Sλ, then
Fα · vη =[a+ 1]v(a+1,b,c) if a < n1 + b− 2c
=− [a+ 1]
M1∑
k=1
qk(b−c+k)
[
a+ 1 + k
k
]
v(a+1+k,b,c−k)
if a = n1 + b− 2c, and a+ 1 + c ≤ b
=− [a+ 1]
M1∑
k=1
qk(a+1+k)
[
b− c+ k
b− c
]
v(a+1+k,b,c−k)
if a = n1 + b− 2c, and a+ 1 + c > b,
where M1 = min(c, n2 + c − b). Furthermore, set v0 = v(a,b+1,c) if b < n2 + c,
and v0 = 0 if b = n2 + c. Then
Fβ · vη = q−c[b− c+ 1]v0 if a = 0
= qa−c[b− c+ 1]v0 + [c+ 1]v(a−1,b+1,c+1) if a ≥ 1 and c < n1
= qa−c[b− c+ 1]v0 − [c+ 1]
M2∑
k=0
q(k+1)(b+1−c+k)
[
a+ k
k + 1
]
v(a+k,b+1,c−k)
if a ≥ 1, c = n1 and a+ c ≤ b+ 1
= qa−c[b− c+ 1]v0 − [c+ 1]
M2∑
k=0
q(k+1)(a+k)
[
b− c+ 1 + k
b− c
]
v(a+k,b+1,c−k)
if a ≥ 1, c = n1 and a+ c > b+ 1,
where M2 = min(c, n2 + c− b− 1).
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Proof. This result is obtained by writing elements of the canonical basis
as linear combinations of elements of the PBW-basis. We prove the second case
(action of Fβ). Firstly,
Fβvη = q
a−c[b− c+ 1]F (a)α F (c)α+βF (b−c+1)β vλ + [c+ 1]F (a−1)α F (c+1)α+β F (b−c)β vλ, (2)
where the second term is not present of a = 0. For the first term we note that
it is zero if b = n2 + c, as F
(n2+1)
β vλ = 0. And if b < n2 + c, then it is a scalar
times v(a,b+1,c). Suppose that a ≥ 1. If c < n1, then the second term is equal
to [c+ 1] times v(a−1,c+1,b−c). If c = n1, then we have to distinguish two cases.
The first occurs when a + c ≤ b + 1. Then the following is an element of the
canonical basis:
F (a−1)α F
(b+1)
β F
(c+1)
α =
c+1∑
j=0
q(c+1+j)(b+1−j)
[
a+ c− j
c+ 1− j
]
F (a+c−j)α F
(j)
α+βF
(b+1−j)
β
= F (a−1)α F
(c+1)
α+β F
(b−c)
β +
c∑
k=0
q(k+1)(b+1−c+k)
[
a+ k
k + 1
]
F (a+k)α F
(c−k)
α+β F
(b+1−c+k)
β .
(Here we have used [9], 11.17(1).) Now this element acting on vλ gives zero by
Lemma 7 as (a − 1, b + 1, c + 1) 6∈ Sλ. So using this we can rewrite the second
term in (2) to a linear combination of vectors v(a+k,b+1,c−k). Such a vector lies
in Bλ if and only if k ≤ n2 + c − b − 1. Now suppose that k > n2 + c − b − 1,
then we show that v(a+k,b+1,c−k) = 0. For that we use induction from above,
with respect to the lexicographical order. By (1) we have that
Gi(F
(a+k)
α F
(c−k)
α+β F
(b+1−c+k)
β ) =
F (a+k)α F
(c−k)
α+β F
(b+1−c+k)
β +
∑
s≥1
F (a+k+s)α F
(c−k−s)
α+β F
(b+1−c+k+s)
β .
Again, this element acting on vλ gives zero. The monomials in the summation
are all lexicographically bigger than F
(a+k)
α F
(c−k)
α+β F
(b+1−c+k)
β . So by induction
they all map vλ to zero. Consequently, v(a+k,b+1,c−k) = 0. Finally, if a+c > b+1
then we use the following element of the canonical basis:
F
(c+1)
β F
(a+c)
α F
(b−c)
β =
c+1∑
j=0
q(c+1−j)(a+c−j)
[
b+ 1− j
b− c
]
F (a+c−j)α F
(j)
α+βF
(b+1−j)
β =
F (a−1)α F
(c+1)
α+β F
(b−c)
β +
c∑
k=0
q(k+1)(a+k)
[
b− c+ 1 + k
b− c
]
F (a+k)α F
(c−k)
α+β F
(b+1−c+k)
β .
Again with the same arguments we arrive at the statement of the proposition.
QED
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13 Proposition. Let η = (a, b, c) ∈ Sλ. Set v1 = 0 if a = 0, and v1 =
[1 − a − 2c + b + n1]v(a−1,b,c) if a ≥ 1, and v2 = 0 if c = 0 or b = n2 + c, and
v2 = q
n1+2+b−2c[b− c+ 1]v(a,b,c−1) otherwise. Then Eα · vη = v1 − v2.
Proof. The relation
EαF
(m)
α+β = F
(m)
α+βEα − q−m+2F (m−1)α+β FβKα
is easily proved by induction. We use it, along with
EαF
(a)
α = F
(a)
α Eα + F
(a−1)
α
q1−aKα − qa−1K−1α
q − q−1
to show that
EαF
(a)
α F
(c)
α+βF
(b−c)
β = F
(a)
α F
(c)
α+βF
(b−c)
β Eα
+ F (a−1)α F
(c)
α+βF
(b−c)
β
q1−a−2c+bKα − qa−1+2c−bK−1α
q − q−1
− qb−2c+2[b− c+ 1]F (a)α F (c−1)α+β F (b−c+1)β Kα.
This implies the statement of the proposition. Note that the second term is not
present if a = 0. Furthermore, the third term is not present if c = 0, and it
maps vλ to 0 if b = n2 + c. QED
14 Proposition. Let η = (a, b, c) ∈ Sλ. Set v1 = 0 if b = c, and v1 =
[n2 + 1 − b + c]v(a,b−1,c) if b > c, and v2 = 0 if c = 0, and v2 = q2b−2c−n2 [a +
1]v(a+1,b−1,c−1) if c ≥ 1. Then
Eβ · vη = v1 + v2 if a < n1 + b− 2c, or b = c,
= −[n2 + 1− b+ c]
M∑
k=1
qk(a+k)
[
b− c+ k − 1
b− c− 1
]
v(a+k,b−1,c−k) + v2
if a = n1 + b− 2c, and b > c,
where M = min(c, n2 + c− b+ 1).
Proof. The proof is analogous to the proof of Proposition 13. This time
we use the relation
EβF
(m)
α+β = F
(m)
α+βEβ + FαF
(m−1)
α+β K
−1
β .
We get
EβF
(a)
α F
(c)
α+βF
(b−c)
β = F
(a)
α F
(c)
α+βF
(b−c)
β Eβ +
F (a)α F
(c)
α+βF
(b−c−1)
β
q1−b+cKβ − q−1+b−cK−1β
q − q−1 +
q2b−2c[a+ 1]F (a+1)α F
(c−1)
α+β F
(b−c)
β K
−1
β .
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If a = n1 + b − 2c then v1 is not an element of Bλ. In that case we use
F
(c)
β F
(a+c)
α F
(b−1−c)
β ∈ B to rewrite it (note that a+ c > b− 1). QED
4 Using tensor products
Let λ be a dominant weight, and suppose that λ = µ + ν, where µ, ν are
both dominant weights. Set W = V (µ) ⊗ V (ν), which is a Uq-module via the
comultiplication of Uq ([9], Lemma 4.8). Then the Uq-submodule of W generated
by vµ⊗vν is isomorphic to V (λ). So, if we already have constructed V (µ), V (ν),
then we can construct V (λ) by computing the closure of vµ ⊗ vν under the Uq-
action. By itself this algorithm is rather inefficient for two reasons. First of all,
many membership tests have to be performed in order to compute the closure.
Secondly, acting on a vector v⊗w, where v, w are basis elements of V (µ), V (ν)
respectively, generally gives a linear combination of vectors v′ ⊗ w′. So in the
end we will have rather complicated linear combinations of vectors v ⊗ w. We
cannot get around the second problem. However, the following description of a
basis of V (λ) greatly helps with the first. Here we follow [12].
Let pi ∈ Πλ. Then the first direction of pi is w(λ) for some w ∈ W/Wλ,
where Wλ is the stabilizer of λ ([14], 5.2). Set φ(pi) = w. Let si1 · · · sir be
the reduced expression for φ(pi), which is lexicographically the smallest. (Here
si1 · · · sir<lexsj1 · · · sjr if there is a k > 0 such that i1 = j1, . . . , ik−1 = jk−1
and ik < jk.) Then we define integers n1, . . . , nr, and paths pi0, pi1, . . . , pir in the
following way. First, pi0 = pi. We let nk be maximal such that e
nk
αik
pik−1 6= 0, and
we set pik = e
nk
αik
pik−1. Set Fpi = F
(n1)
αi1
· · ·F (nr)αir . Then the set {Fpi · vλ | pi ∈ Πλ}
is a basis of V (λ) ([12]).
Now let pi ∈ Πλ, and let φ(pi) = si1 · · · sir be the reduced expression which
is the smallest in the lexicographical order. Let Fpi = F
(n1)
αi1
· · ·F (nr)αir . Write
α = αi1 . If n1 > 1, then φ(eαpi) = φ(pi), and hence Feαpi = F
(n1−1)
αi1
· · ·F (nr)αir .
On the other hand, if n1 = 1, then φ(eαpi) = si2 · · · sir which is the smallest
(in the lexicographical order) reduced expression for φ(eαpi). Hence Feαpi =
F
(n2)
αi2
· · ·F (nr)αir . The conclusion is that
Fpi · vλ = 1
[n1]α
Fα · (Feαpi · vλ).
So in order to compute Fpi · vλ, we only have to act with Fα on a vector that we
already computed. Hence we have a direct algorithm to compute a basis of the
submodule generated by vµ ⊗ vν .
15 Remark. With this algorithm we can construct any highest-weight mod-
ule, provided that we know how to construct the fundamental modules V (λi)
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(where λi is a fundamental weight). We can construct those modules using a
different algorithm, such as the Gro¨bner basis algorithm of Section 2. Alter-
natively, in some cases we can use known constructions. For example, if the
root system is of type An, then all fundamental weights are minuscule, and the
corresponding modules can be constructed as in [9], §5A.1. Also [13] contains
a description of the fundamental modules when the type of the root system is
Cn.
16 Example. Again we use the same notation as in Example 3. We con-
struct V (λ) as a submodule of V (λ1)⊗ V (λ2). From the crystal graph (Figure
2) we see that the set Πλ consists of the paths piλ, fαpiλ, fβpiλ, fβfαpiλ, fαfβpiλ,
f2βfαpiλ, f
2
αfβpiλ, fαf
2
βfαpiλ. They correspond to the reduced expressions 1, sα,
sβ , sβsα, sαsβ , sβsα, sαsβ , sαsβsα. Set w = vλ1 ⊗ vλ2 , and let W be the Uq-
submodule of V (λ1) ⊗ V (λ2) generated by w. Then W is isomorphic to V (λ).
Furthermore, by the above, a basis of W is given by w, Fαw, Fβw, FβFαw,
FαFβw, F
(2)
β Fαw, F
(2)
α Fβw, FαF
(2)
β Fαw. Now, since λ1, λ2 are minuscule, the
modules V (λ1), and V (λ2) are easy to construct. So we can express the basis
elements above as linear combinations of v1⊗v2, where v1, v2 are basis elements
of V (λ1), V (λ2) respectively. This then allows us to compute the action of any
element of Uq with respect to this basis.
5 Using the dual space
The antipode of Uq is an anti-automorphism S : Uq → Uq given by S(Eα) =
−K−1α Eα, S(Fα) = −FαKα, S(Kα) = K−1α (see [9], 4.8). We have that Uq acts
on the dual space M(λ)∗ via the antipode S, i.e., u · f(v) = f(S(u) · v).
By λ∗ we denote the dominant weight such that w0(λ) = −λ∗ (where w0 is
the longest element in the Weyl group).
In the sequel we denote by 1 and vλ the image of 1 ∈ Uq in M(λ) and V (λ)
respectively.
Now let W = {f ∈ M(λ)∗ | f(I(λ)) = 0}. Then it is clear that W is a
submodule of M(λ)∗ with dimW = dimV (λ). Set µ = −λ∗ and ν = λ− µ. Let
fµ ∈M(λ)∗ be defined as follows. First we note that the weight space V (λ)µ is
1-dimensional. We choose an a ∈ U− of weight ν such that a 6∈ I(λ). Then a ·vλ
spans V (λ)µ. We set fµ(a·1) = 1, and fµ(I(λ)) = 0. Furthermore, fµ(x·1) = 0 for
all homogeneous x ∈ U−, not of weight ν. Now, since S(Kα) = K−1α we see that
fµ is a weight vector of weight −µ = λ∗. Also Eα · fµ(x · 1) = −fµ(K−1α Eαx · 1).
Now K−1α Eαx ·1 is a weight vector of weight µ if and only if x ∈ U− is of weight
ν+α. But that means that x ∈ I(λ), and hence also K−1α Eαx ∈ I(λ). It follows
that Eα ·fµ = 0 for α ∈ ∆. Therefore fµ is a highest-weight vector. So Uq ·fµ is a
Uq-submodule of W isomorphic to V (λ
∗). But V (λ∗) ∼= V (λ)∗ ([9], Proposition
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5.16). By comparing dimensions we see that W ∼= V (λ∗). In the sequel we will
outline how to construct a basis of W , along with the action of a u ∈ Uq on W .
Let η be a dominant weight, and let v0 ∈ V (η) be a non-zero vector of weight
−η∗. Then v0 is called a lowest-weight vector of V (η); it satisfies Fα · v0 = 0 for
α ∈ ∆.
Let f0 ∈ M(λ)∗ be defined by f0(1) = 1, f0(u · 1) = 0 if u ∈ U− is a
homogeneous element, 6= 1. Then f0 ∈ W , and f0 is a weight vector of weight
−λ. Furthermore, Fα · f0 = 0 so that f0 is a lowest weight vector. This implies
that W = U+ · f0.
Now let ω : Uq → Uq be the automorphism defined by ω(Fα) = Eα, ω(Eα) =
Fα, ω(Kα) = K
−1
α (cf. [9], 4.6).
17 Lemma. Suppose that {m1·vλ, . . . ,mt·vλ} is a basis of V (λ), where mi ∈
U−. Let v0 be a lowest-weight vector of V (λ∗). Then {ω(m1) ·v0, . . . , ω(mt) ·v0}
is a basis of V (λ∗).
Proof. Set J+(λ) = ω(J(λ)); it is the left-ideal of Uq generated by Fα,
K±1α − q∓(α,λ). Set M+(λ) = Uq/J+(λ), which is a Uq-module. Then ω induces
a bijective linear map ω : M(λ) → M+(λ) such that u · ω(a) = ω(ω(u) · a) for
u ∈ Uq and a ∈M(λ). This implies that I+(λ) = ω(I(λ)) is a Uq-submodule of
M+(λ). Also set V +(λ) = M+(λ)/I+(λ); then dimV +(λ) = dimV (λ). Also ω
induces a bijective linear map ω : V (λ) → V +(λ), such that u·ω(v) = ω(ω(u)·v)
for u ∈ Uq and v ∈ V (λ). Now let u0 ∈ V (λ) be a vector of weight −λ∗, i.e., a
lowest-weight vector. Then Kα · ω(u0) = ω(K−1α · u0), from which we see that
ω(u0) is of weight λ
∗. Also Eα · ω(u0) = ω(Fα · u0) = 0 and hence ω(u0) is a
highest-weight vector of V +(λ) of weight λ∗. It follows that V +(λ) ∼= V (λ∗). In
the same way we see that ω(vλ) is a lowest-weight vector of V
+(λ). Let v0 also
denote the image of v0 ∈ V (λ∗) under the isomorphism V +(λ) ∼= V (λ∗). Then
v0 is a scalar multiple of ω(vλ). The result follows. QED
Let Fpi be as in Section 4, and set Epi = ω(Fpi). Then by Lemma 17 the
elements Epi · f0, where pi runs through Πλ, form a basis BW of W .
So we have a basis of W . But in order to compute the matrix of the action
of a u ∈ Uq on W we need to be able to express u · f (for f ∈ BW ) as a
linear combination elements of BW . We do that as follows. Let x1, . . . , xt be
the elements of B−i obtained by the procedure of Lemma 7. This means that
{xi · vλ} is a basis of V (λ). To an element f ∈ W we associate the row vector
cf = (f(x1), . . . , f(xt)). Then the map f 7→ cf is a bijective linear map from W
to Q(q)t. So computing the vector (u · f(x1), . . . , u · f(xt)) allows us to express
u · f as a linear combination of elements of BW .
18 Remark. In the algorithm we need to compute values of f ∈ BW .
Suppose that f = Epi · f0, where Epi = E(n1)αi1 · · ·E
(nr)
αir . Then as in Section 4 we
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have
Epi · f0 = 1
[n1]α
Eα · (Eeαpi · f0),
where α = αi1 . So we see that when computing values of Epi · f0 we can use the
values of Eeαpi · f0, which we also need.
19 Example. We use the notation from Example 3. We let W denote the
Uq-submodule of M(λ)
∗ generated by f0. Then using Example 16 we see that
W has a basis consisting of the elements f0, Eαf0, Eβf0, EβEαf0, EαEβf0,
E
(2)
β Eαf0, E
(2)
α Eβf0, EαE
(2)
β Eαf0. Set fλ = EαE
(2)
β Eαf0; we compute Fα+β · fλ
with respect to the basis above. For that we have to compute the values of
elements of M(λ)∗ when evaluated on the monomials 1, Fα, Fβ , Fα+β , FαFβ ,
Fα+βFβ , F
(2)
α Fβ , FαFα+βFβ (cf. Example 9). For Fα+β · fλ this leads to the
vector (0, 0, 0, q−4 + 1,−q−1, 0, 0, 0). Also, the functions EβEαf0 and EαEβf0
correspond to (0, 0, 0, q−4, q−3, 0, 0, 0) and (0, 0, 0,−q−1, q−4+q−2, 0, 0, 0) respec-
tively. Hence Fα+β · fλ = EβEαf0 − qEαEβf0. The calculations necessary for
obtaining the vectors above were done in GAP (cf. [7]).
6 Gelfand-Zetlin patterns
Here we work with Uq(sln), and we use ideas from [10], [19]. Let λ = r1λ1 +
· · ·+rn−1λn−1 be a dominant weight. Then a Gelfand-Zetlin pattern is a tableau
of the form
m =
m1,n m2,n m3,n . . . mn,n
m1,n−1 m2,n−1 . . . . . . mn−1,n−1
...
m1,2 m2,2
m1,1
such that
(1) mn,n = 0 and mi,n −mi+1,n = ri,
(2) mi,j+1 ≥ mi,j ≥ mi+1,j+1.
Let m be a Gelfand-Zetlin pattern. Then we let m±[i, j] be the pattern
which is equal to m, except on position (i, j) where there is mi,j ± 1. Also we
set m̂i,j = mi,j− i. Furthermore, if m±[j, k] is not a Gelfand-Zetlin pattern then
we set a±j,k(m) = 0, and otherwise
a±j,k(m) = ∓
∏k±1
i=1 [m̂i,k±1 − m̂j,k]∏k
i=1,i6=j [m̂i,k − m̂j,k]
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(where [k] is the same as [k]α with qα = q). Then we define an action of Uq on
the vector space spanned by all Gelfand-Zetlin patterns by
Fαk ·m =
k∑
j=1
a−j,k(m)m
−[j, k]
Eαk ·m =
k∑
j=1
a+j,k(m)m
+[j, k]
Kαk ·m = qbkm,
where
bk = −
k−1∑
i=1
mi,k−1 + 2
k∑
i=1
mi,k −
k+1∑
i=1
mi,k+1 for 1 ≤ k ≤ n− 1.
20 Remark. The formulas above are taken from [19]. The formula for the
action of Kα had to be changed slightly, because in that paper the authors dealt
with Uq(gln), wheras we work with Uq(sln).
21 Example. We use the notation from Example 3. In this case the Gelfand-
Zetlin patterns are
2 1 0
2 1
2
,
2 1 0
2 1
1
,
2 1 0
2 0
2
,
2 1 0
2 0
1
,
2 1 0
2 0
0
,
2 1 0
1 1
1
,
2 1 0
1 0
1
,
2 1 0
1 0
0
.
We use the formulas above to compute the action of elements of Uq. For example
Eβ ·
2 1 0
1 0
1
=
1 + q2 + q4
q + q3
2 1 0
2 0
1
+
1 + q2 + q4
q + q3
2 1 0
1 1
1
.
7 Practical experiences
I have implemented the algorithms described in this paper in the computer
algebra system GAP4.3 ([3]), using the package QuaGroup ([7]).
Table 1 contains the running time (in seconds) of the algorithms on a few
sample inputs. The algorithms of Sections 2, 3, 4, 5, and 6 are denoted GB,
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CB, TP, DM, and GZ respectively. The calculations were done on a Pentium
III, 600MHz processor, with 64M working memory for GAP.
The input to all algorithms is the same; however every algorithm gives dif-
ferent output. They all produce a module, but the function for computing the
action of an element of Uq is different. So, in order to compare the algorithms,
the canonical basis of the module is computed, as well as the matrices of the gen-
erators of Uq with respect to that basis. In this way all algorithms give exactly
the same output, and the running times can be compared fairly. The algorithm
for computing the canonical basis of a module that was used, is described in [8].
22 Remark. In the implementation of the algorithm using tensor products
all weights are written as a sum of two weights. For most cases, there is only one
possibility for this. Furthermore, I have used (0, 1, 2, 0) = (0, 1, 0, 0) + (0, 0, 2, 0)
and (2, 1) = (2, 0)+(0, 1). The two modules corresponding to the smaller weights
were computed using the Gro¨bner basis algorithm.
On the performance of the algorithms I remark the following:
• The Gro¨bner basis algorithm runs quite fast, except in two cases (F4 with
(0, 0, 0, 2) and G2 with (2, 1)). The exceptionally high running times in
these examples are caused by an explosion of the sizes of the elements of
Q(q) that the program has to deal with. This happens when elements of
the Gro¨bner basis are reduced modulo each other. The resulting elements
always have nice coefficients, but the coefficients of the intermediate ele-
ments become quite big. This problem occurs more acutely in the case of
F4, and G2 because in those cases the commutation relations that are used
to compute products are relatively “dense” (i.e., contain many monomials
with nonzero coefficient).
• The algorithm using canonical bases is seen to be rather inefficient. Many
elements of the canonical basis have to be computed, and this number
increases very rapidly with the dimension of the module. For example, in
the case of A4, with (1, 1, 1, 0) the algorithm had to compute 1211 elements
of the canonical basis, and for the weight (0, 1, 2, 0) this was already 2987.
The bottleneck here is the computation of x for x ∈ B−i .
• The algorithm using tensor products behaves quite well. Generally it is
not as fast as the Gro¨bner basis algorithm, but it also manages to beat
the latter on two occasions. This is seen most spectacularly in the case of
G2 with (2, 1), where the tensor product algorithm does not suffer from
coefficient blow-up.
• The algorithm that uses the dual module M(λ)∗ struggles a lot. This is
caused by the fact that many images of functions have to be calculated,
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for which it is necessary to calcuate many products of elements of Uq. This
is also illustrated by Example 19.
• Finally, the method using Gelfand-Zetlin patterns performs quite well for
the case of An. In this case, producing a basis for the module is very fast.
However, the algorithm loses time when computing the canonical basis of
the module. This is caused by the fact that the coefficients given by the
formulas in Section 6 are quite “ugly” rational functions.
We conclude that for practical purposes the algorithms GB, TP, and GZ
appear to be the most efficient. However, GZ only works when the root system
is of type An. Furthermore, TP can beat GB in examples where the latter suffers
from coefficient blow-up.
type λ dimV (λ) GB CB TP DM GZ
A4 (0, 1, 1, 0) 75 24 54 48 234 37
A4 (1, 1, 1, 0) 280 192 742 372 5297 312
A4 (0, 1, 2, 0) 315 247 2283 446 6744 367
C4 (0, 0, 1, 0) 48 20 68 × 206 ×
C4 (1, 1, 0, 0) 160 134 ∞ 245 2033 ×
C4 (0, 2, 0, 0) 308 424 ∞ 657 10684 ×
F4 (0, 0, 0, 1) 26 14 48 × 191 ×
F4 (1, 0, 0, 0) 52 40 ∞ × 818 ×
F4 (0, 0, 0, 2) 324 3428 ∞ 1157 ∞ ×
G2 (0, 1) 14 3 4 × 22 ×
G2 (1, 1) 64 81 99 38 467 ×
G2 (2, 1) 189 11566 ∞ 261 ∞ ×
Table 1. Running times of the algorithms of Sections 2-6, in seconds. A weight
is represented by giving its coefficients when written as a linear combination of
fundamental weights; for this the same ordering of simple roots was used as in
[1]. A × means that the algorithm is not applicable. A ∞ indicates that the
running time was more than 4 hours.
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