Abstract. Several univariate and multivariate models have been proposed for performing short term forecasting of traffic flow. In this paper two different univariate (historical average and ARIMA) and two multivariate (VARMA and STARIMA) models are presented and discussed. A comparison of the forecasting performance of these four models is undertaken using datasets from 25 loop detectors located in major arterials in the city of Athens, Greece. The variable under study is the relative velocity that is the traffic volume divided by the road occupancy. Although the specification of the network's neighborhood structure for the STARIMA model was relative simple and can be further refined, the results obtained indicate a comparable forecasting performance for the ARIMA, VARMA and STARIMA models. The historical average model could not cope with the variability of the data sets at hand.
INTRODUCTION
Short term forecasting of traffic flow conditions has been for several years a hot topic of research. Several forecasting techniques have been proposed which attempt to develop a mathematical framework based on theoretical or assumed empirical relationships. In this paper, we concentrate on statistical methods that aim to forecast the traffic flow conditions in an urban network at future time instants, based on real time data. When the forecasting horizon is relatively long, various alternative-to-purely-statistical methodologies have been proposed. A brief categorization according to Boyce (1) is the following:
-Individual travel choice behavior based on consumer choice theory as found in microeconomics and psychology; this approach is largely from the perspective of the trips made by each individual, taking into account constraints imposed by others.
-Daily activities incorporating time-space constraints, as found in human geography; this approach emphasizes more the activities performed by the household as a decision unit, and the interactions of its members.
-Equilibria of aggregate travel and location choices, as found in operations research; this approach is from the transportation and spatial systems perspective, especially as it pertains to the joint effects of individual choices such as congestion. The short-term forecasting models proposed can be categorized as univariate or multivariate. In univariate models, separate models are estimated for each loop detector, whereas in the multivariate case a single model is fitted to the whole dataset for the urban network under study. Univariate models are flexible and can adapt to the specific characteristics of a distinct time series; on the other hand, multivariate models are expected to gain in accuracy through the incorporation of information taken from sites closely located or with similar traffic flow patterns to the one being considered each time.
The vast majority of the presented methods are univariate in nature; historical traffic flow data from a given location are used for modeling and predicting future behavior in the same location. Specifications have ranged from Kalman filtering (2), non-parametric regression (3), regression with time varying coefficients (4), neural networks (5) and ARIMA models (6, 7) . Williams (8) used separate ARIMAX models for a set of loop detectors that incorporate information from upstream measurement locations.
Multivariate models that simultaneously describe traffic flow in various locations were applied through the state-space formulation by Ben-Akiva et al. (9) , Whittaker et al (10) and Stathopoulos and Karlaftis (11) using a relatively small number of measurement locations. Recently, Kamarianakis and Prastacos (12) described the spatiotemporal evolution of traffic flow in an urban network by a single space-time ARIMA (STARIMA) model. This formulation permits to quantify the effects of the flow shocks occurring at some location to its neighbors.
The STARIMA model class was developed at the early eighties in a series of papers by Pfeifer and Deutsch (13, 14, 15) . Since then, it has been used for the analysis of spatial time series data coming from various disciplines such as environmetrics (14, 16, 17) , epidemiology (13) and spatial econometrics (18, 19) . This model class expresses each observation at time t and location i as a weighted linear combination of previous observations and innovations lagged both in space and time. The basic mechanism for this representation is the hierarchical ordering of the neighbors of each site and a corresponding sequence of weighting matrices, the specification of which, is a matter left to the model builder to capture the physical properties that are being considered endogenous to the particular spatial system being analyzed. STARIMA models can be viewed as special cases of the Vector Autoregressive Moving Average (VARMA) models that describe a set of time series by using N N × autoregressive and moving average parameter matrices to represent all autocorrelations and cross-correlations within and among the N time series under study (19) . In fact, STARIMA models are constrained VARMA models where the constraints are made in a way to reflect the topology of a spatial network and result in a drastic reduction in the number of parameters that must be estimated.
In this paper, a comparison of the forecasting performance of several alternative models is attempted. Two univariate methods, namely --historical average and ARIMA--and two multivariate --STARIMA and VARMA--have been selected. Similar comparison tests for several univariate methods can be found in Smith et al. (20) . For the evaluation of the models a dataset that includes traffic flow data collected at 25 loop detectors located on major arterials leading to the center of the city of Athens, Greece was used. The datasets are for two separate months and data were collected at each point every 90 seconds.
The next section of this paper includes a brief exposition of the methodological issues involved, while the next two sections contain a detailed discussion of the application and the results obtained.
RELATIVE VELOCITY FORECASTING MODELS

Historical Average
The historical average model simply uses an average of past observations to forecast future ones. As such, it relies upon the cyclical nature of traffic conditions. However, the model has no way to react to dynamic changes, such as incidents, in the transportation system. Forms of the historical average model have been applied to the urban traffic control system (21), as well as, to various traveler information systems in Europe such as AUTOGUIDE (22) and LISB (23) .
The present model was simply formulated by finding the average volume for each interval at each site. The average was computed using the development database only and the model works as follows: at time t, the relative velocity at site s ) ( h t V s + is estimated as ) ( h t V hist + .
ARIMA Models
Univariate time-series models, such as the autoregressive integrated moving average (ARIMA) model, attempt to develop a mathematical model explaining the past behavior of the series and then apply it to forecast future behavior. ARIMA models have been applied to the UTCS (24) and to freeway volume forecasting (5) . Such models have been extensively analyzed and applied in the transportation literature.
Vector Autoregressive Moving Average Models (VARMA)
The VARMA models can be employed to estimate the dynamic interactions among multiple time series. The estimation refers to the detection, quantification and prediction of these dynamic interactions. VARMA models can be viewed as a subclass of the State-Space models which are widely used in physics and engineering. The latter models bring together multiple input and multiple output systems and have recently been applied for short term traffic flow forecasts to datasets coming from successive loop detectors placed in a single road (10) . VARMA models can be applied to traffic flow data from multiple detectors of a road network in both unrestricted and restricted forms. In unrestricted form, when the objective is to identify similarities in traffic flow patterns among various roads occurring at different time lags. In restricted form -in that case for each detector the upstream neighbors are used as inputs -when the objective is to determine the output's dependence to each input at different time lags.
VARMA processes are distinguished by their autoregressive and moving average orders. The p-th autoregressive order, q-th moving average order process is written as represent matrices containing unknown coefficients that have to be estimated. Analyzing and modeling a set of series jointly, enables one to understand the dynamic relationships over time among the series and to improve the accuracy of forecasts for individual series by utilizing the additional information available from the related series and their forecasts.
When a general VARMA model is applied to the spatial time series taken from a set of a set of detectors, at each measurement location, each observation is modeled as a linear combination of its own past, plus a linear combination of past observations of all other measurement locations plus a linear combination of past errors. Even in its simplest VAR (1) form, this model class contains a large amount of parameters that have to be estimated. This form is helpful when low-dimensional systems are modeled (e.g. as in macroeconomics where these models are very popular) but when a road network with a large number of measurement locations is under study, the vast majority of the coefficients is not expected to differ significantly from zero either because some variables are not Granger-causal * , for the remaining ones or because the data provided information is not rich enough to provide sufficiently precise estimates with confidence intervals that do not contain zero. In order to obtain a meaningful model with reasonable standard errors for the estimates, the model builder should restrict a respectable amount of the parameters that lie in the autoregressive and moving average parameter matrices to be zero. These restrictions can be based either in considerations that relate the model's causal relations with the network's neighbourhood structure (i.e. acting a-priori one may let unrestricted only the coefficients that correspond to the upstream neighbours of a downstream measurement site, thus, if we want to quantify the dependence of detector b to some upstream ones that give information that serve as input we can restrict the b-th row of the matrices
to contain zero elements at columns that do not correspond to input detectors.) or in inductive ones that declare that for each endogenous variable of the system the set of predictors is comprised by the subset of the variables that best satisfies the Granger causality argument (i.e. acting aposteriori one may let unrestricted only the coefficients that are proved to be statistically significant irrespective of the position of the measurement location they correspond to).
In practice, one first estimates the appropriate order of the model through a penalized likelihood information criterion like Akaike's information criterion or Schwarz Bayesian criterion and afterwards proceeds to coefficient estimation through least squares or maximum likelihood. Finally, the residuals have to be checked on the satisfaction of the model hypotheses. VARMA models can easily be implemented through commercial software such as SAS or MATLAB. For VAR models, parameter estimation usually takes only some seconds even when large systems with many observation locations are analyzed; when moving average terms are present however, the coefficient estimation may take several hours if the datasets are large.
SPACE-TIME ARIMA Models
A multivariate time series model can be further refined if the process under study exhibits systematic dependence between the observations at each location and the observations at neighboring locations. This phenomenon is called "spatial correlation". Models that explicitly attempt to explain these dependencies across space are referred to as space-time models. Various formulations have appeared in the literature depending on the form of data and the aim of the application. In this study, we follow the Space Time Autoregressive Integrated Moving Average (STARIMA) approach firstly illustrated by Pfeifer and Deutsch (12, 13) that can be easily implemented through relatively simple modifications of vector autoregressive models (19) . A special class of the STARIMA models are the STARMA models, which refer to spatial time series with non-seasonal fluctuations. Seasonalities can be removed by appropriate differencing operations and a STARIMA model may be seen as a STARMA model for the differenced data. In this section, the STARMA models will be presented since their formulation is easier for the inexperienced reader. * Granger (25) has defined a concept of causality, which under suitable conditions is easy to deal with in the context of VAR models. The idea is that the cause cannot come after the effect, thus if a variable x affects a variable z, the former should help improving the predictions of the latter variable.
STARMA models are characterized by linear lagged spatiotemporal dependence. Suppose the observations ) (t z i of the random variable ) (t Z i , which in our case reflects traffic conditions, are available for N spatial locations (i=1,..,N) and T time periods. The autoregressive structure of the STARMA model expresses the observations at time t taken from the i-th spatial location as a linear combination of past observations taken from location i and its neighboring measurement locations. If the same relationship holds for every site in the system, the process is said to exhibit spatial stationarity and is thus amenable to these forms of space-time models. Let ) (l L , the spatial lag operator of spatial order l, be such that 
The specification of the form of weights ) (l ij w should reflect the configuration of the road network. Through ) (l ij w one may incorporate the distances of the measurement locations i and j, natural barriers, or even the ease in accessibility of site i to site j. First order neighbors are those "closest" to the site of interest. Second order neighbors should be "farther" away than first order neighbors, but "closer" than third order neighbors (see scheme below).
First and second order neighbours for site 0.
As in univariate time series, ) (t z i is expressed as a linear combination of past observations and errors. Here however, instead of allowing dependence of ) (t z i only with past observations and errors at site i, dependence is allowed with neighboring sites of various spatial order. In particular ( )
where p is the autoregressive order, q is the moving average order, k λ is the spatial order of 
for i=j, s=0 and 0 otherwise.
The same model in vector form is ( ) . Effectively this requirement serves to determine a region of possible kl φ values that will result in a stationary process. For the spatial and temporal order identification, analogously to univariate time series, the sample properties of two functions, the spatial temporal autocorrelation function and the spatial temporal partial autocorrelation function, are examined.
THE APPLICATION
The study area and the data analyzed
The urban area of Athens, the capital of Greece, has an area of 60 km 2 and a population of approximately four million people. Total daily demand for travel is about 5.5 million trips with about 1 million occurring during the 2-hour peak period (11) . A set of 88 loop detectors (figure 1) has been installed by the Ministry of Environment and Public Works at major roads of the Athens network to measure traffic volume and road occupancy. The measurements take place every 90 seconds and are immediately transmitted to the Urban Traffic Control Center where they are used by the Siemens MIGRA traffic control system to adjust street lights timing, stored in databases for further analysis and displayed on a website (http://test.AthensTraffic.gr) that shows real time traffic conditions in Athens (26) . An indicator of data quality ranging from 1 to 3 is transmitted as well since often electronic or system failures result in measurements that might not be accurate.
In this study, the dataset consists of the available information, notably traffic volume and road occupancy, in major arterials leading to the center of the city. Nine out of the 34 loop detectors that matched our criteria (leading to the center of the city) provided measurements of questionable quality according to the data quality indicator so they were discarded from further analysis. The 25 remaining ones are highlighted in figure 1 and table 1.
The variable under study was the relative velocity, which was defined to be equal to the traffic volume divided by the road occupancy. This is a variable less stable than the other two, but it reflects traffic conditions in a clear way. When multiplied by a constant related to the average vehicle length it can provide a proxy for the exact speed (4). Averages over five consecutive time intervals were taken in order to ease the implementation and smooth out the noise, so each loop provided 192 measurements per day. Data measurements for weekends were discarded since traffic conditions during these two days differ significantly from the other weekdays. The observations on five out of the twenty-five loop detectors for both periods of the study are highlighted at figure 2 and the basic statistical measures of the data are depicted at table 2. One firstly observes a sinusoidal pattern in relative velocities with a lower part that corresponds to morning until afternoon when congestion occurs and an upper part that corresponds to the night hours. There is also a sign of dependence between the level of relative velocities and their variation.
Separate models were fitted for two periods. The first one was from 31 July 2001 to 27 August 2001 and contained 3,727 observations (almost 20 days); the second one was from 11 February 2002 to March 10, 2002 and contained 4,242 observations corresponding to 22 weekdays. August is a month of atypical traffic flow characteristics since most of the Athens' population takes their vacation at that time, whereas the second period is considered a typical one. As expected, figure 2 indicates lower relative velocities for the second period of the study. Previous studies have shown that traffic conditions are more variable when there are more vehicles in the network and that is revealed in the increased variations of the relative velocities for the second period of the study one observes at table 2. The different traffic conditions in the two periods of the study are evident in figure 3 where the occupancyvolume scatterplots along with a loess-smoothing curve are presented for the raw data of three loops.
The ARIMA, VARMA and STARIMA models should be employed to stationary data. Both the augmented Dickey Fuller and the Bos Fetherston tests were performed (see (12) for details) and as expected, they indicated nonstationarity for the raw data. The daily periodicity was removed by differencing of order 192 and although apart from the sinusoidal evolution of the relative velocities through the day one also observes a possible temporally dependent variation, this fact did not affect the aforementioned tests that did not reject the null hypothesis of stationarity on the differenced data. The same strategy as far as differencing is concerned is followed by Smith et al. (27) . The transformation-to-stationarity practically implies that the variable finally modeled was the daily increment in relative velocity. Finally, mean standardization also took place so that the STARIMA models can easily be applied according to the approach of (14) (15) (16) .
Model fitting
Concerning univariate modeling, 50 (25 loop detectors, two time periods) ARIMA models were fitted to the time series of the two datasets of the application. The three stages of the ARIMA model building procedure indicated that models of factored form provided parsimonious representation and increased forecasting performance as well when compared to the classical ones. Factored models represent ARIMA models with a large number of parameters as a product of simpler ARIMA models; the interested reader will find a thorough discussion on these concepts in the aforementioned textbooks. The patterns of the fitted (by SAS/ETS PROC ARIMA) models (table 2) were quite similar for the series within the datasets that correspond to each of the two periods examined. The vast majority of the models that correspond to the first period under study contain one autoregressive term corresponding to the instant past and two moving average ones, the first corresponding to the model errors at lag one and the second represents the prediction error one day ago (lag 192). The stability of the parameters of the corresponding lags is surprising and it is due to the homogeneous and stable traffic conditions in Athens during August. In the second period under study however, traffic conditions are a lot more volatile due to significantly heavier volumes and that resulted in many different model specifications for the 25 loops. One may observe a relative stability in the estimates though (check for example the autoregressive parameter at lag 1).
For the application of the multivariate models, a hierarchical system of neighbors (table 4) was defined. Concerning the two (one for each dataset) VARMA models the neighborhood structure and the dependence of the downstream loops to the upstream ones, was represented by restricting a priori the coefficients that correspond to non-neighbors for all lags to be zero. For the STARMA models, the neighborhood structure was represented by two matrices where all first and second order neighbors of each measurement site are equally weighted. This specification was done a priori and allowed the l W matrices to be treated as exogenous constants rather than model parameters. There are considerable gains in simplicity and ease of model identification and estimation relative to unrestricted multiple time series modeling that are achieved through this mechanism. The aforementioned definitions limit the STARMA model family used in this study to models with maximum spatial order of two.
The two VARMA models that correspond to the two datasets under study were performed by the SAS/ETS PROC VARMAX (X stands for possible exogenous variables that may be used as inputs to the VARMA model). For the tentative model order selection process the minimum Akaike's information criterion was used and indicated an autoregressive model of order 7 for the first dataset and of order 12 for the second; its surprising that for both models moving average terms were not found to be of statistical significance. The a-priori restrictions that were posed to reflect the neighborhood structure resulted in a more than 80% reduction of the parameters that would have been estimated by the full model (a full model specification would result in 4375 parameters for the first and 7500 parameters to be estimated for the second dataset). Even after the restrictions, a respectable amount of the estimated parameters (slightly above 30%) was not statistically significant.
After examination of the space-time autocorrelations and partial autocorrelations (again the reader is referred to (12) for details concerning the STARMA model fitting procedure on the datasets of this study) the candidate models for the two periods under study are of the form
Thus, each measurement taken at a specific site at time t is modeled as a linear combination of eight terms; namely the -Three previous measurements at this site, -Weighted average of the measurements taken from its first order neighbors at time t-1 -Weighted average of the measurements taken from its second order neighbors at time t-1, -Prediction error that was made the day before at the same time, -Previous prediction error, -Random error.
The non-linear least squares estimates of the parameters are depicted in Table 5 . The estimation was performed through a run of the SAS/ETS procedure PROC MODEL (if spatially weighted moving average terms were present in (4) at least two recursive runs should have been performed). A surprising result is that the parameters that correspond to the second order neighbors appear to be more significant than the ones that correspond to first order neighbors probably implying that the temporal intervals between observations were relatively long.
The forecast test
To assess the forecasting performance of the four models the following procedure was adopted. For each dataset, the observations that correspond to the first ten days were used just for model calibration; no forecasting was performed during that period. Then, ten different points in time were randomly selected, parameter estimation took place until these points and forecasts were estimated with the calibrated models for five steps after the selected points. Thus, for each one of the fifty time series that corresponds to the observations taken from a loop detector in one of the two periods of the study, there were fifty pairs of observationspredicted values for each model. Root mean square errors (figure 4) and relative errors (table  6) were then used to compare observed and forecasted relative velocities.
As depicted at figure 4 and table 6 the historical average model, was by far the worst and this was due to its inability to catch short-term dependencies in traffic conditions. The ARIMA models slightly outperformed the VARMA and STARIMA models that provided similar results. The distribution of the relative error indicates that about forty five percent of the observed-predicted pairs for the ARIMA, VARMA and STARIMA models have an absolute relative error of more than twenty five percent. For the historical average, more than the eighty percent of the observed-predicted pairs lies in that region.
The road network had a large contribution on the performance of the multivariate models. The loops are sparsely placed and a respectable number of them is not related to any neighbors; for measurement sites of that kind the univariate ARIMA formulation clearly has an advantage since the VARMA and STARIMA methodologies base their accuracy on loopdependence relations. It should be underlined that the neighborhood structure imposed to the multivariate models was a rather naïve one and can be further improved with obvious implications on the forecasting results.
CONCLUSIONS
This study demonstrated the application of univariate and multivariate techniques in an urban network using the same data sets originating from a set of loop detectors. The results obtained demonstrate the following -Univariate techniques, namely ARIMA models, can be effectively used for modeling the flow speed. However, in a network where there may be hundreds of loop detectors computational problems might arise and excessive computer time might be needed. This may render this technique difficult to be applied in a real world urban network.
-Multivariate techniques that permit the modeling of traffic speed while accounting for the spatial characteristics of the network as well as the temporal evolution of traffic in the different locations in the network, provide almost equal good performance. With this approach, the characteristics of the flow and the way it propagates through the network are accounted for and are considered in the models estimates. The forecasting accuracy of these models is directly tied to the number of loop detectors. When the number of loop detectors is relatively small and located in many disperse locations, then the space dependencies cannot be accounted for and in effect, these models reduce to univariate models. However, when the number of loop detectors increases, the performance of these models can improve significantly since the relationship between the measurements occurring in different locations and time are captured.
For forecasting purposes the issues are to not only be able to forecast traffic speeds when there are stable patterns but also to be able to estimate traffic speeds across the network when a traffic flow shock is introduced at some point of the network. With univariate models, this is not possible since they are based on equations that fail to account for any interdependencies between loop detectors. On the contrary, this is possible with the spacetime models presented in this paper because speeds in the various locations are modeled in a way that permits to account for what is happening in the adjacent and other locations in the network.
The proposed multivariate methodologies can be refined by introducing time varying coefficients for temporal periods of the day with different traffic flow characteristics or variable causal relationships among loop detectors according to the state of traffic. In case of free flow the downstream measurement locations may depend on the upstream ones but in case of congestion the relation may be inverted. -GAL  P2  P1  GAL  P3  P1, P2  GAL  S  --A  S  -BM1  BM2, BM3  BM4, AL  BM2  BM1, BM3  BM4, AL  BM3  BM4  KAT, M3  BM4  BM3  KAT, M3  MIX  BM1, BM2  KAT, M3  L1  -P1, P2  AL  BM4  K4   TABLE 4 First and second order neighbors of each measurement location. 7%  38%  ARIMA  21%  12%  9%  18%  7%  9%  24%  VARMA  17%  14%  10%  12%  6%  13%  28%  STARIMA 26%  11%  6%  9%  11%  17%  20%   TABLE 6 Distribution of the forecasting errors FIGURE 1 Loop detectors at the Athens road network. The ones used in this study are highlighted with different color and a label. FIGURE 3 Occupancy-Volume scatterplots and loess smoothing curves for three loops of the study. The left column corresponds to the first period under study and the right one to the second period.
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FIGURE 4 Root mean square error performance of the proposed methods.
