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1
(optimal stopping problem) (secretary
problem) . 1990 , Ferguson[6], Samuels[39]
, , ,
1990 . ,






2 $n$ 1 ( , 1 ).
3 . , $n!$ .
4 . , , 1( ) $n$
( ) ( ) . 1 ,
( ) .
5 .
6 $i$ $q(i)$ .
.
3 , $r$ $A_{r}$
(i) $A_{1},$ $\ldots,$ $A_{n}$ .
(ii) $P(A_{r}=s)=1/r$, $1\leq s\leq r,$ $1\leq r\leq n$ .
. $r$ $s$ $(r, s)$ , $r$
$i$ , 3
$p_{\dot{l}}(r, s)=(\begin{array}{l}i-1-1s\end{array})(\begin{array}{l}-inr-s\end{array})/(\begin{array}{l}nr\end{array})$ , $s\leq i\leq n+s-r$
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. , $\mathrm{G}s$) $v\mathrm{G}s$) $\ovalbox{\tt\small REJECT}$
.
$v(r, s)= \min\{.\sum_{1=s}^{n+s-r}q(i)p_{1}.(r,s),$ $\frac{1}{r+1}\sum_{t=1}^{r+1}v(r+1,t)\}$ , $v(n, s)=($
, 2’.
(a) (best-choice problem) : $q(1)=0,$ $q(i)\equiv 1,2\leq i\leq n$
(b) (rank minimization problem) : $q(i)=i,$ $1\leq i\leq n$
(a) ( . ,
, )
(probabffity maximization problem) . Lindley[20]
and Mosteller[10] . (b) Lindley[20] , Cho
, 1
. (a),(b) (
, (no information) , ‘
1( ) $r_{n}= \min$ { $1\leq r<n$ : $\leq 1$ } .
.
$a_{r}= \frac{1}{r}+\frac{1}{r+1}+\cdots+\frac{1}{n-1}$, $1\leq r<n$
$\sigma_{n}$ $r_{n}-1$ ( ), $\vee($





2( ) $r$ $s^{*}(r)$ , $(r, s)$





Samuels[39] Ferguson[6] . Samuels
, , . , ” $\mathrm{W}\mathrm{h}\mathrm{o}|$
problem $?$” Ferguson , \Delta
. , Scientffic American 1960 2 }‘.
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Mathematical games [9] . $\ovalbox{\tt\small REJECT}\backslash$
(Googol) .
, .














$r$ ( ) $X_{r}$ . $X_{1},$ $\ldots,$ $X_{n}$ \sim
, ( ) $F$ . ,
.
, $4’$ ( $\mathrm{f}\mathrm{u}\mathrm{l}.\cdot$
. , Gilbert and
. , , Sakaguchi[31] Samuels[37] .
, $(0, 1)$ .
.
3( ) $r$ , $x$ $|$
$\nu_{r},$ $r=1,2,$ $\ldots$ $\sum_{j=1}^{r}(x^{-j}-1)/j=1$ $x$ , $(r, x)$
$[$
$x\geq\nu_{n-r}$ , $r$ . $v_{n}=[1+ \sum_{r=1}^{n-1}$
, $narrow\infty$ ,
$\alpha=\lim_{narrow\infty}v_{n}=e^{-\mathrm{c}}+(e^{\mathrm{c}}-c-1)\int_{1}^{\infty}x^{-1}e^{-cx}dx\approx 0.580164$






, $X_{1},$ $\ldots,$ $X_{r-1}$ .
, $(0, 1)$ ).
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4( ) $X_{1},$ $\ldots,$ $X_{n}$ 1 , 2
2 , . . . . $n$ $a_{1},$ $\ldots$ ,an( , $0\leq a_{1}\leq a_{2}\leq\ldots\leq$
$=1$)} , $t_{n}= \min${$r:X_{r}\leq$ } $J\mathrm{s}$–$J\mathrm{s}$ (
). $t_{n}$
w (tn) $=1+ \frac{1}{2}$$\sum_{k=1,\vee}^{n}(.\prod_{1=1}^{k-1}$(1 )) $[(n-k)a_{k}^{2}+ \sum_{j=1}^{k-1}\frac{(a_{k}-a_{j})^{2}}{1-a_{j}}]$
. , $w_{n}= \inf_{t_{n}\in T_{\hslash}}w_{n}(t\sim$ ($T_{n}$ $\mathrm{K}l\mathrm{s}$–$J\mathrm{s}t_{n}$ ) ,
$w=\mathrm{h}.\mathrm{m}_{narrow\infty}w_{n}$ , .
$2.295<w<2.327$ .
(1) $e^{-1}$ $\alpha,$ $\prod(^{i}\frac{+2}{j})^{1/(j+1)}$ $w$ .
(2) $n$ , $t_{n}^{*}$ $h_{r}^{(n)}(x_{1}, \ldots,x_{r-1})$ $t_{n}^{*}= \min\{r:X_{r}\leq h_{r}^{(n)}$
$(X_{1}, \ldots,X_{r-1})\}$ . , 4




, , $q(i)\equiv 0,1\leq i\leq k,$ $q(i)\equiv 1,$ $k<i\leq n$
. , $k$ . $k$
. Gusein-Zade[14], Gilbert and Mosteller[10] , Frank and Samuels[8]
$k$ , .
5( $k$ ) $r$ $s$ $(r, s)$ . $k$ $\{tj(k)\}_{j=1}^{k}$
($tj(k)$ $j$ ) , $t_{1}(k)-1$ , $r\geq t_{\delta}(k)$
$(r, s),$ $1\leq s\leq k$ . . , $t_{j}^{*}(k)=$
$\lim_{narrow\infty}t_{j}(k)/n$ .
(t) $k=2$ , $t_{1}^{*}(2)=\phi\approx 0.347,$ $t_{2}^{*}(2)=2/3$ , $1-(1-\phi)^{2}\approx 0.574$ .
, $\phi$ $\phi-\ln\phi=1-\ln(2/3)$ .
(ii) $k$ , . $\alpha(t)$
$\alpha’(t)=\{\frac{1-\alpha(t)}{1-t}\}/\ln \mathrm{t}\frac{t(1-\alpha(t))}{(1-t)\alpha(t)}\}$ , $t\in(t^{*}, 1)$ $(\alpha(1)=1)$
, $t^{*}$ $\alpha(t)=0$ , $t^{*}\approx 0.2834$ , [ $\lim_{karrow\infty}t_{j}^{*}(k)=t^{*},j=1,2,$ $\ldots$
.
$k$ ($k=2$ Sakaguchi[35]
) , Hill and Kennedy[17] $4’$ $X_{1},$ $\ldots,$ $X_{n}$
, Shur convex (sharp) .
. $narrow\infty$ .
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6(H&K $k$ ) $X,,$ $\ldots,$ $X$, , $narrow\otimes$
$\varphi(k)$ .
$\varphi(k)=\exp\{-(k!)^{1/k}\}\sum_{r=0}^{k-1}(k!)^{r/k}/r!$ , $k=1,2,$ $\ldots$
(1) $\varphi(1)=e^{-1}$ , $k=1$ ( 1) , $k\geq 2$
$\varphi(k)>p(k)$ ( ) .
(2) Hill and Kennedy , $narrow\infty$ ,
$1+\ln n$ V $\mathrm{a}$ .
, Tamaki and Shanthikumar[51] $4’$ ,
( , Ferguson
). , $M_{n}= \max(X_{1}, \ldots, X_{n})$ mllowance function $\rho(M_{n})$
, $\tau^{*}$ ($T$ $X_{1},$ $\ldots,$ $X_{n}$ $\tau$
).
$P \{X_{\tau}\cdot\geq M_{n}-\rho(M_{n})\}=\sup_{\tau\in T}P\{X_{\tau}\geq M_{n}-\rho(M_{n})\}$ .
Robbins(1989) .




, . 5.1 , .
.
, . 52




( , $p\equiv 1-q$ ) .
(available) .
. , , ,
. .
$v_{r-1}= \frac{1}{r}\max\{p(\frac{r}{n})+qv_{r},$ $v_{r} \}+\frac{r-1}{r}v_{r}$ , $v_{n}=0$
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, $v_{r}$ -\sim $r-1$ $r$ ,
, , \supsetneq
9 ). , $r$ ,
( ,
$\langle$ $)$ . Smith , $\mathrm{T}\mathrm{a}\mathrm{m}\mathrm{a}\lambda$
. $r$ $s$ 1
. , $(i_{1}, \ldots,i_{k})$ (rejection history) ,
, , $k$ ($r-1$ )
$i_{1},$ $\ldots,i_{k}(1\leq i_{1}<\cdots<i_{k}\leq r-1)$ .
, $\phi$ . $(r, s ; i_{1}, \ldots,i_{k})$ $r$
, $(i_{1}, \ldots, i_{k})*s,$ $(i_{1}, \ldots, i_{k})\circ s$
$(i_{1}, \ldots,i_{k})*s=\{$
$(s,i_{1}+1, \ldots,i_{k}+1)$ , if $1\leq s\leq i_{1}$
$(i_{1}, \ldots, i_{t-1}, s,i_{t}+1, \ldots, i_{k}+1)$ , if $i_{t-1}<s\leq i_{t}(2-<$
$(i_{1,\ldots;}i_{k}, s)$ , if $i_{k}<s\leq r$
$(i_{1}, \ldots, i_{k})\mathrm{o}s=\{$
$(i_{1}+1, \ldots, i_{k}+1)$ , if $1\leq s\leq i_{1}$
$(i_{1}, \ldots,i_{t-1}, i_{t}+1, \ldots,i_{k}+1)$ , if $i_{t-1}<s\leq i_{t}(2\leq$
$(i_{1}, \ldots,i_{k})$ , if $i_{k}<s\leq r$ .




$v_{r-1}(i_{1}, \ldots, i_{k})=\frac{1}{r}\sum_{s=1}^{r}\max\{pg_{r}(s,j)+qv_{r}((i_{1}, \ldots, i_{k})*s),$ $v_{r}((i_{1},$
$\ldots,$
$i$ ,
8 $(r, s ; i_{1}, \ldots, i_{k})$ , $r$ $(i_{1}, \ldots, i_{k})$




, . Tamffii and OhnO[51
, $1\leq i\leq n$ , . $-|$
.
$v_{r-1}(i_{1}, \ldots,i_{k})$ $=$ $\frac{1}{r}\max\{\frac{r}{n}b_{r-1}(i_{1}, \ldots,i_{k})+v_{r}((i_{1}, \ldots,i_{k})*1),$ $v_{r}((i_{1}$ ,
$+ \frac{1}{r}\sum_{s=2}^{r}v_{r}((i_{1}, \ldots, i_{k})\circ s)$
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, $b_{r-1}(i_{1}, \ldots, i_{k})$ $b_{n-1}(i_{1}, \ldots, i_{k})=\prod_{t=1}^{k}qi_{t}+1$ , .
, $q_{i}=1-p_{i}$ .
$b_{r-1}(i_{1}, \ldots, i_{k})=\frac{1}{r}\sum_{s=1}^{r}b_{r}((i_{1}, \ldots, i_{k})\circ s)$ , $1<r<n$ ,
, $p_{1}v_{0}(\phi)$ . $q_{1}$
. ,
. , $q_{i}\equiv q,$ $3\leq i\leq n$ , .
9($q_{i}\equiv q,$ $3\leq i\leq n$ ) (i) 1($q_{2}\geq q$ ) $r$




(ii) 2($q_{2}<q$ ) 2 $r_{1},$ $r_{2}(r_{1}\leq r_{2})$ , $r_{1}-1$ ,
. H , ,
$r\geq r2-1$ $r<r_{2}-1$ [ [ .
$(r\geq r_{2}-1)$ . .
$(r<r_{2}-1)$ . r2–1 1
. , $r_{2}$ , .









(1) $q_{1}=\cdots=q_{n}=q$ Smith . .
$r$ , , $\lim_{narrow\infty}r/n=p^{1/q}$ , $p^{1/q}$ } .
(2) Tamaki and Ohno $q_{1}\geq q_{2}\geq\cdots\geq q_{n}$
, .
(3) Tamaki[52] 2 .
, Tamaki[54] .
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. $r$ . $t$ . ,
$r$ $t$ \dagger $(r, t)$ $(t=0,1, \ldots, r-1)$ . , $(r, t)$ ,
, , $t$ $d(t)$ . ,
2 ( $t=\infty$ . , ,
). $(r, t)$ $v(r, t)$
.
$v(r,t)= \max\{(\frac{r}{n})d(t)+v(r, \infty)(1-d(t)),$ $\frac{1}{r+1}v(r+1,0)+\frac{r}{r+1}v(r+1,t+1)\}$ ,
, $v(n, t)=d(t),$ $v(r, \infty)=\{v(r+1, \mathrm{O})+rv(r+1, \infty)\}/(r+1)$
Yang[60] Petruccelli[25] 1 $(d(0)=q,d(t)\equiv p,t\geq 1)$ , 2 $(d(t)=qp^{t},t\geq 0)$ ,
Smith and Deely[42],R0cha[29] 3 $(d(t)=1,0\leq t\leq m-1,d(t)=0,m\leq t)$ .
2 , )$1$ , 3 (
)$m$ . , 3
( , $t=$ , ).
$t=m-1$ .
, .
11( ) $r^{*}$ , $r^{*}$ ,
. $m/n \geq\frac{1}{2}$ , $r^{*}=m$ , ,
$2-m/n-a_{m}$ . $narrow\infty$ , $\beta=\lim_{narrow\infty}m/n\geq\frac{1}{2}$ , $2-\beta+\log\beta$
, $m$ , $e^{-1}$
$narrow\infty$ $0<\beta<1/2$ . Rocha , , T
.
Tamaki[48] . $r$ , $\max(X_{1}, \ldots,X_{r})=X_{r-t}=$
$x$ $(r, t, x)$ . $t=m-1$ .
12( ) $\{s_{r}\}_{r=m}^{n}$ , $(r,m-1,x)$
$x\geq s_{r}$ . $s_{r}$ , 3
{ $j$ : $0\leq j\leq i-m,$ $m\leq i\leq n$}, {b : $1\leq j\leq i,$ $1\leq i\leq n$}, $\{c_{1j}. : 1\leq j\leq i, 1\leq i\leq n\}$
.
(a)[1] $m\leq i\leq 2m-1$
$\alpha_{j}.=\{$
1, $j=0$





(partial information) . , Stewart[44] ,
$X_{1},$
$\ldots,$
$X_{n}$ $(\alpha, \beta)$ . , 2
$\alpha,\beta$ , 3 ( ) 2
$Pa(k, l_{0}, u\mathrm{o})$ . $Pa(k, l0, u\mathrm{o}),$ $k>0,$ $l0<u_{0}$
, .
$f( \alpha,\beta|k, l_{0},u_{0})=\frac{k(k+1)(u_{0}-l_{0})^{k}}{(\beta-\alpha)^{k+2}}$ , $\alpha<l_{0}$ , $u_{0}<\beta$ .
Petruccelli[23],[24] , $X_{1},$ $\ldots,X_{n}$ $N(\mu,\sigma^{2})$ ($\mu$ ), $X_{1},$ $\ldots,$ $X_{n}$ $(\theta-$
$0.5,\theta+0.5)$ ( $\theta$ ) (minimax stopping rule)
. .
13( ) $n$ .
(i) Stewart(1978): $e^{-1}\approx 0.3679$ ( ).
(ii) Petruccelli(1978): $\alpha\approx 0.5802$ ( ).
(iii) Petruccelli(1980): 04352 ( ).
Tamaki[49] , OLA(one stage look ahead)
. $\theta$ $X$
$f(x|$ , $\overline{F}(x|\theta)=\int_{x}^{\infty}f(t|\theta)dt$ .
14 $X_{1},$ $\ldots,$ $X_{n}$ {$|I$. 1, 2, $\cdots$ . $r$ $X_{1}=$
$x_{1},$ $\ldots,X_{r}=x_{r}$ , $x_{r}= \min(x_{1}, \ldots,x_{r})$ , $=(x_{1}, \ldots, x_{r})$ .
$G$ .
$G=\underline{\cup n-}1-1\{\mathrm{x}_{r}$ : $\sum_{k=1}^{n-r}(\varphi_{r,k}(\mathrm{x}_{r})-1)/k\leq 1\}$ U{ }
$\varphi_{r,k}(\mathrm{x}_{r})=E_{\theta|\mathrm{x}_{r}}\{\overline{F}(x_{r}|\theta)^{n-r-k}\}/E_{\theta|\mathrm{x}_{r}}\{\overline{F}(x_{r}|\theta)^{n-r}\}$
, $E_{\theta|\mathrm{x}_{r}}$ $\theta$ ( ) . , $G$
H
$1\in G\Rightarrow \mathrm{x}_{r+j}\in G$ , $j=1,2,$ $\ldots,n-r$
, $G$ . , $G$ ,
.





. , Ferguson[6] ,
. , 2 0
. , ( I )
, ( II ) , ( )
.
13 . 13(i) , $n$
, I 2 $Pa(k, l_{0}, u\mathrm{o})$ $\alpha,\beta$ , , $n$
$X_{1},$
$\ldots,$
$X_{n}$ $(\alpha,\beta)$ , $\mathrm{I}\mathrm{I}$
( , , ) $\lim_{narrow\infty}\phi_{n}=e^{-1}\approx 0.37$
, ,
( 1 ). , $n$ . $n$ ,
$\phi_{n}$ ?
, , . , I
(exchangeable sequence of continuous random variables)
$(X_{1}, \ldots, X_{n})$ , $\mathrm{I}\mathrm{I}$ $(X_{1}, \ldots, X_{n})$
. Ferguson[6] $n$ , $X_{i}$ ,
, , $\sigma_{n}$
( , Samuels[36], Berezovskiy and Gnedin[3]
), , I $\epsilon>0$ $\phi_{n}+\epsilon$
. Ferguson , ,
I $\epsilon-$ ,
. Samuels[38] , Ferguson’s
secretary problem .
$n(\geq 2)$ ,
( ) : $(X_{1}, \ldots, X_{n})$ $\tau$ $C$ .
$\circ$
, $C$
$(X_{1}, \ldots, X_{n})$ $\sigma_{n}$ , ,
$\sup_{\tau\in C}P\{X_{\tau}=\max(X_{1}, \ldots, X_{n})\}=P\{X_{\sigma_{n}}=\max(X_{1}, \ldots, X_{n})\}=\phi_{n}$
(A)
$(X_{1}, \ldots, X_{n})$ , .
.
Samuels $n=2$ , Cover(1987) (A)
. , Sflverman and Nadas[40] $n=3$ , (A)
. Ferguson’s secretary problem Gnedin[ll] .
$n\geq 3$ , (A)
.
141
15(Ferguson’s secretary problem) $n\geq 3$ ,
$p(x_{1}, \ldots, x_{n})=\{$
$\frac{\epsilon}{2n}[\max(x_{1}, \ldots, x_{n})]^{-n+\epsilon}$ , $0< \max(x_{1}, \ldots, x\text{ })<1$
$\frac{\epsilon}{2n}[\max(x_{1}, \ldots, x_{n})]^{-n-\epsilon}$ , $\max(x_{1}, \ldots, x_{n})>1$





$\theta$ . , $(0, \theta)$ $n$ ,
$(X_{1}, \ldots, X_{n})$ , $p(x_{1}, \ldots, x_{n})$ (Gnedin and Krenge1[13]).
(2). Ferguson’s secretary problem ,
15 ? , ($X_{1},$ $\ldots$ ,X\rightarrow
,
$(X_{1}, \ldots, X_{n})$ . Gnedin and Krenge1[13] , $n$ ,
$(X_{1}, \ldots, X_{n})$ . , $q(i),$ $1\leq i\leq n$
.
6.3
. Ferguson’s secretary problem
. .
6.3.1 Hill and Krengel
$n$ .
, . $n$
, Presman and Sonin[28],Yaeuda[61] . ,
Hill and Krenge1[16] . , $n$ , $m$
, , $n$ 1 $m$ T .
$\mathrm{p}=(p_{1}, \ldots,p_{m})$ . $j$ , $pj$ . $\mathrm{p}$
$0\leq p_{j}\leq 1,1\leq j\leq m$ . , $n$ $\mathrm{q}=(q_{1}, \ldots, q_{m})$
$0\leq q_{j}\leq 1,$ $\sum_{j=1}^{m}q_{j}=1$ . $\mathrm{p},$ $\mathrm{q}$
$V( \mathrm{p},\mathrm{q})=\sum_{\mathrm{j}=1}^{m}q_{j}j^{-1}.\sum_{1=1}^{j}p:.\prod_{k=1}^{1-1}(1-k^{-1}p_{k})$
, .




, $\mathrm{p}^{*}=$ $(p_{1}^{*}, \ldots,p_{m}^{*})$ , $\mathrm{q}^{*}=(q_{1}^{*}, \ldots, q_{m}^{*})$ .
$p_{j}^{*}=\{$






(1). , $m=5$ , $\alpha_{m}=26/75\simeq 0.347,$ $\mathrm{p}^{*}=(26/75,26/49,1,1, 1)$ , $\mathrm{q}^{*}=(13/75,2/75$ ,
0, 0, 60/75). $\alpha_{m}\sim(\log m)^{-1}$ , $\lim_{marrow\infty}\alpha_{m}=0$ .
(2). Hfll and Krenge1[19] , . ,
( $m$) $\epsilon>0$ $\alpha_{m}+\epsilon$
.
(3). , $1\leq n\leq m$ , Hill and Kennedy[18]
$n$ $M$ . , $\mathrm{p}=(p_{1},p_{2}, \ldots)$
$j$ , $p_{j}$ , $0\leq p_{j}\leq 1,1\leq j$
, $n$ $\mathrm{q}=(q_{1}, q_{2}, \ldots)$ $\sum_{j=1}^{\infty}q_{j}=1,$ $\sum_{j=1}^{\infty}jq_{j}\leq M$ . , $M=3$
$\mathrm{p}^{*}=(7/13,1,1, \cdots),$ $\mathrm{q}^{*}=(2/13,0,7/13,4/13,0,0, \ldots)$ , 16/39 .
6.3.2 Gnedin and Krengel $\yen\cdot\vec{\tau}l\triangleright$
, $\mathrm{I}\mathrm{I}$ , $n$ $(X_{1}, \ldots, X_{n})$ ,
I $(\mathrm{Y}_{1}, \ldots, \mathrm{Y}_{n})$ . , I
$\mathrm{Y}_{1},$ $\mathrm{Y}_{2},$
$\ldots$ . , $\mathrm{Y}_{1}$.
I , $\mathrm{Y}_{i}$ $k$ $q(k)$ ($q(k)$ $k$ ).
$X_{i}$ $F$ . $F$ $(0, 1)$
. Gnedin and Krenge1[12] $0<\theta<1$
$t(x)=\{$
$(x-\theta)/(1-\theta)$ , $\theta\leq x\leq 1$
$(\theta-x)/\theta$, $0\leq x\leq\theta$
, .
17 $0<\theta<1$ , – I , $\theta$ ,
$J\mathrm{s}-J\mathrm{s}\tau_{\theta}$ ( $\theta$ , $n$ ), – II











$(\begin{array}{ll}n -i k\end{array})(\frac{1-\theta^{*}}{\theta^{*}})^{k}[q(k+i)-q(k)]$ , $1<i<n$
, ( $\tau\theta.$ , \rho \mbox{\boldmath $\theta$}\rightarrow , $f(\theta^{*})$ .
1. (a) $(q(1)=0,q(k)\equiv 1,2\leq k\leq n)$ , $\theta^{*}=1-1/n,$ $f(\theta^{*})=1-(1-1/n)^{n-1}$ .
, $\lim_{narrow\infty}f(\theta^{*})=1-e^{-1}$ . , ,
, $e^{-1}$ .
(b) $(q(k)=k, 1\leq k\leq n)$ , $\theta^{*}=n^{-1/(n-1)},$ $f(\theta^{*})=1+(n-1)(1-n^{-1/(n-1)})$ .
[ , $narrow\infty$ , $f(\theta^{*})\sim\log n$ .
2. Gnedin and Krengel Samuels(1978) . ,
$[q(1)+\cdots+q(n)]/n$ ( ) .
. 1 , $p_{1}$
1 , 1 $n$ . , $p_{1}$ ,
.
$p_{1}q(1)+(1-p_{1})q(n)=[q(1)+\cdots+q(n)]/n$.
$i$ , $\{1, 2, \ldots, n\}-\{r, r+1, \ldots, s\}$ ( , $s=$
$r+n-i-1)$ , $i+1$ pi $r$ , 1 $s$ .
, $p:+1$ .
$p:+1q(r)+(1-p_{1+1}.)q(s)=[q(r)+\cdots+q(s)]/(n-i)$ .




$m$ , , 1, 2, . . ., $k$
$(m, k)$ $(m\geq k)$ . $(1,1)$ . $(m, 1)$ Gilbert and
Mosteller[10],Sakaguchi[32] . $\mathrm{K}\mathrm{s}$–$J\mathrm{s}$ $m$ $s_{1}\geq s_{2}\geq\cdots\geq s_{m}$
, $s_{m}$ , 2 , $s_{m-1}$ , $\cdots$
. Tamaki[57] $s_{k}^{*}= \lim_{narrow\infty}s_{k}/n$
.
$s_{k}^{*}= \exp\{-(1+\sum_{\dot{l}=1}^{k-1}\frac{(1\mathrm{o}\mathrm{g}s_{1}^{*})^{k-\cdot+1}}{(k-i+1)!}.\cdot)\}$ , $k=1,2,$ $\ldots,m$ .
144
$(2, 2)$ , Nikoleav[22] , $(3, k)$ Stadje[43],Sakaguchi[33], Ano[l]
. $R$ , $i$
$(R, i)$ . $t$ \check C‘‘ $(R, i)$ , $i$
, $\mathrm{I}$ $t$ $+1$ . , $\mathrm{I}$ $t+1$ $(R, i)$ $i$
, time-isotone .
time-isotone . Preater[27] , $(m, k)$
, $k\leq 3$ time-isotone ( $k\geq 4$
). Vanderbei[58] $(m, m)$ , $2m=n$ , l/(m+l)
. $(m, k)$ . , Tamaki(1979) 2
, 1 2 , , Preater[26] 2 ,
1 $k$ , $\alpha_{k}$ $(\alpha_{2}\geq\cdots\geq\alpha_{n}\geq 0)$ , , 0
. , . $k$
$\mathrm{P}_{1},$ $\mathrm{P}_{2},$
$\ldots,$
$\mathrm{P}_{\mathrm{k}}$ , $i$ $\mathrm{P}_{\mathrm{i}}$ .
Rose[30],Tamaki [46], [47],Wils0n [59] .
, Henke[15] , $m$
. Tamaki(2002) $m$ $k$ .
. $m$ , 1 $k$ ,
, . $k$ $m$ . ,
$(m/k)$ . , $i$ $(i=2, \ldots, k)$
, , 1 $i$
. , $n/k$ ,$\mathrm{I}$
$n$ . , $V_{k}^{m}$ $m$
, .
$\ovalbox{\tt\small REJECT}=\mathrm{o}\mathrm{m}_{\leq m}^{\mathrm{i}\mathrm{n}}\{\frac{l(l+1)k}{2}+v_{k-1}^{m-\prime}\}$
, $v_{j}^{r},$ $1\leq r\leq m,$ $2\leq j\leq k-1$ , $v_{1}^{r}=r(r+1)k/2$ , [
.
$v_{j}^{r}= \sum_{1\leq i_{1}<}\cdot\cdot.\cdot..\sum_{<i_{r}}\min_{0\leq l\leq r}\{\frac{(i_{1}+\cdots+i_{l})k}{k-j+1}+v_{j-1}^{r-l}\}p_{j}$ 1, $\ldots,$ $i_{r}$ )
$p_{j}(i_{1}, \ldots, i_{r})=(\frac{k-j}{k-j+1})^{i_{r}}(\frac{1}{k-j})^{r}$ , $1\leq i_{1}<\cdots<i_{r}$ .
, 3 3 $(m=k=3)$ , $V_{3}^{3}=141/16$ $\approx 8.8$ ,
. 1 1 . 2 ]
$\backslash \backslash$
$i$ , 1 2
$R_{i},$ $i=1,2$ , 2 3 .
(i) $R_{2}\leq 2$ , 2 2 . 3 0.
(ii) $R_{2}\geq 3,$ $R_{1}\leq 3$ , 2 , 3 1 .





, , , 1




$T_{k}$ $k$ ( $T_{k}=n+1$ ).
, $k$ , $(T_{k}-k)/n$ . $\mathrm{F}\mathrm{e}\mathrm{r}\mathrm{g}\mathrm{u}\mathrm{s}\mathrm{o}\mathrm{n},\mathrm{H}\mathrm{a}\mathrm{r}\mathrm{d}\mathrm{w}\mathrm{i}\mathrm{c}\mathrm{k}$
and Tamalci[7] .
, .
18( ) $r_{n}= \min\{1\leq r<n : b_{r+1}\leq a_{r+1}+1/n\}$ .
, $a_{r}$ 1 , $b_{r}$ .
$b_{r}= \sum_{k=r+1}^{n}\frac{1}{k-1}\sum_{j=k}^{n}\frac{1}{j}$, $1\leq r<n$ .
$r_{n}-1$ , .
$h_{n}=(r_{n}-1)b_{r_{n}-1}/n$ . , .
$\lim_{narrow\infty}\frac{r_{n}}{n}=e^{-2}$ , $\lim_{narrow\infty}h=2e^{-2}$
19( ) $r$ , $x$
$(r,x)$ r . $\nu_{r},$ $r=1,2,$ $\ldots$ , $\sum_{k=1}^{r}.x^{k-1}=\sum_{k=1}^{r-1}x^{k-1}\sum_{j=1}^{r-k}(1-x^{j})/j$ $x$
, $(r, x)$ $x\geq\nu_{n-r}$ $r$ .
[ $+ \sum_{j=1}^{n}j^{-1}\sum_{r=n-j}^{n-1}(c_{n-j}-c_{r-n+j}-1)\nu_{r}^{j}$] $/n$ , , $=0$, $= \sum j_{=1}j^{-1},i\geq 1$ .
,
$\int_{0}^{z}e^{y}[1-\int_{0}^{y}\frac{1}{x}(1-e^{-x})dx]dy=0$
$z\approx 2.1198$ , $\lim_{narrow\infty}n(1-\nu_{n})=z$ .
$\int_{0}^{1}e^{-\frac{z}{u}}du\{\int_{0}^{u}[\frac{e^{zt/u}-1}{t}+\frac{e^{zt/u}}{1-t}]dt-1\}\approx 0.436$
Mazalov[21] .




20( ) , $m$ $s_{1}\ovalbox{\tt\small REJECT} s_{2}\ovalbox{\tt\small REJECT}\cdots\ovalbox{\tt\small REJECT}$
, $\ovalbox{\tt\small REJECT}$ , 2 $\ovalbox{\tt\small REJECT}-$ ,
$\ldots$ . $narrow\otimes$ [ . $s;\ovalbox{\tt\small REJECT}[]\ovalbox{\tt\small REJECT} \mathrm{m}.\mathrm{q}-sk/n,$ $k\ovalbox{\tt\small REJECT} 1$ ,
, .
$s_{k}^{*}=\exp[-$
, $\sum_{k=1}^{m}s_{k}^{*}\log s_{k}^{*}$ .
8.2
, . $M$ (
-1 ) $P$ ( +1 ) ,
1 . $X_{j}$ . , $j$
$X_{j^{-}}--1$ $X_{j}=1$ . ,
$\{Z_{n}\}_{n=0}^{M+P}$ $Z_{0}=0,$ $Z_{n}= \sum_{j=1}^{n}X_{j},$ $1\leq n\leq M+P$ . $X_{j}$ $j$




$P \{Z_{\sigma}*=\max_{n}Z_{n}\}=\sup_{\sigma\in C}P\{Z_{\sigma}=\max_{n0\leq\leq M+P0\leq\leq M+P}Z_{n}\}$
$\sigma^{*}$ . , $C$ . $k$
, $Z_{1},$ $\ldots,$ $Z_{k}$ , $m$ , $p$
. , ,
, $Z_{k}= \max_{0\leq n\leq k}Z_{n}$ , $m\geq p$ . , $(m,p)$ $(k$
), $(m,p)$ ,
$s(m,p),$ $c(m,p)$ . $v(m,p)= \max\{s(m,p), c(m,p)\}$ \leq .
$s(m,p)$ $=$ $(m+1-p)/(m+1)$ ,
$c(m,p)$ $=$ $(p/(m+p))v(m, p-1)+ \sum p$ $i$ $(m, p)v(m-i,p-i)$ .
$i=1$
, $s(m,p)$ , $p_{2i}(m,p)$
$p_{2i}(m,p)= \frac{1}{2(2i-1)}\cross\frac{(\begin{array}{l}mi\end{array})(\begin{array}{l}pl\end{array})}{(\begin{array}{l}m+p2i\end{array})}$ , $1\leq i\leq p$
. Tamaki[56] .
21 $M$ $P$ . $M$ $P$ , $n$
$f_{n}(M, P)=\sqrt{M+P+1-n}-(M-P+1)$ , $0\leq n\leq M+P$
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. , $\sigma^{*}$ ( , ).
$\sigma^{*}=\min\{0\leq n\leq M+P:Z_{n}=\max_{<0_{\lrcorner}\leq n}.Zj, Z_{n}\geq f_{n}(M, P)\}$ .
$\{Z_{n}\}_{n=0}^{M+P}$ $k$ , , $\max_{0\leq n\leq M+P}Z_{n}-(k-1)$ $k$ ,
1 . , 1, 2, $\cdots,$ $r$
. ,
$P \{Z_{\sigma_{r}}\cdot\geq\max_{\hslash}Z_{n}-(r-1)\}=\sup_{\sigma\in C_{r}}P\{Z_{\sigma_{r}}\geq \mathrm{m}\mathrm{o}Z_{n}-(r-1)\}0\leq\leq M+P0\leq n\leq+P$
$\sigma_{r}^{*}$ ( $\sigma_{1}^{*}$ $\sigma^{*}$ ). $\sigma_{2}^{*}$ $f_{n}(M, P)$ .
$\sigma_{2}^{*}=\min$ { $0 \leq n\leq M+P:Z_{n}=\max 0\leq j\leq n$ Zj–l, $Z_{n}\geq f_{n}(M+1,$ $P)$ }.
, $\sigma_{2}^{*}$ 1 .
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