A one dimensional diffusion process X = {X t , 0 ≤ t ≤ T } is observed only when its path lies over some threshold τ . On the basis of the observable part of the trajectory, the problem is to estimate finite dimensional parameter in both drift and diffusion coefficient under a discrete sampling scheme. It is assumed that the sampling occurs at regularly spaced times intervals of length h n such that h n · n = T . The asymptotic is considered as T → ∞, n → ∞, nh 2 n → 0. Consistency and asymptotic normality for estimators of parameters in both drift and diffusion coefficient is proved.
Introduction
We consider the estimation of the unknown parameter θ = (θ 1 , θ 2 ) characterizing the following stochastic differential equation
where {W t , t ≥ 0} is a standard Brownian motion, b and σ are supposed to be regular enough to ensure the existence of a weak solution to the above stochastic differential equation. The problem of estimation when observations consist of a X n = (X t i ) 0≤i≤n−1 with t i = ih n , nh n = T , nh 2 n → 0, have been considered by several authors, see Florens-Zmirou (1989), Prakasa-Rao (1983, 1988) , Yoshida (1992) and Kessler (1997) but in this paper we generalize it to a different setup. We suppose that the original process {X t , t ≥ 0} is hidden if it is below some fixed and known threshold τ > 0 otherwise it is visible. Therefore, also the discretized trajectory is affected. This problem of observation arises naturally in the study of stochastic resonance and has been treated so far in the statistical context for the i.i.d. case in Greenwod et al. (2000) , for continuous time erogodic diffusion processes in Iacus (2002) and for a class of continuous time mixing processes in Iacus and Negri (2003) . In signal theory this corresponds to the problem of signal detection when the signal is so faint that it is not always receivable by some detector. This scheme of observation frequently appears in radio and CCD astronomy in the problem of identification of faint perturbed signals originated by astronomical sources (see e.g. Starck et al., 1999) . Partially observed diffusion model also arises in the context of financial markets (see e.g. Zeng, 2003) and in neuronal activation analysis (see e.g. Movellan and Mineiro, 2002) . In stochastic resonance context the original observation is altered by adding some noise with known structure to the channel in order to have full (but eventually quite noisy) observations, hence the problem is the one of determining the optimal level of noise. In the approach used in this paper, only the available observations are retained and used to estimate θ. In this setup, we need to build a contrast function which is different from the one proposed in the literature of estimation for discretely observed diffusion processes cited above. Other different approach based on particle filters (see e.g. Fearnhead et al., 2006) and observation augmentation (see e.g. Roberts and Stramer, 2001) has been also recently proposed in the literature but our approach and asymptotic scheme adopted is substantially different from these references. Nevertheless, after some refinement it is still possible to prove consistency and asymptotic normality of the proposed estimators along the lines of e.g. Genon-Catalot and Jacod (1993) and Kessler (1997) . The organization of the paper is as follows: Section 2 introduces the model and the assumptions and two lemmas on the approximation of the score function for this model of observation. Section 3 contains the statement of the main result on consistency and asymptotic normality of estimators and Section 4 contains the proofs of intermediary theorems and auxiliaries lemmas.
Model of observation and assumptions
We denote by X = {X t , 0 ≤ t ≤ T } the diffusion process solution of
The parameter of interest is θ = (θ 1 , θ 2 ), θ ∈ Θ and Θ a compact set in R 2 . The true value is denoted by θ 0 = (θ 1,0 , θ 2,0 ). X is supposed to be ergodic with invariant measure denoted by ν θ . The data is X n = (X i ) 0≤i≤n−1 with t i = ih n , nh n = T and X i = X(t i ). The asymptotics is considered as n → ∞, h n → 0 and such that nh 2 n → 0. In order to simplify the writing, we use the following notation
When the coefficients are calculated for the true value of the parameter, we will write
∂θ i f and, for any real sequence u n , denote by R(u n , x) the function such that
where C is a constant independent of n and x (and eventually θ when x is X t ). In the proof, we will always denote by K and/or C generic constants non depending on θ, x and n.
Assumptions
A1 there exists K such that
so that (1) has a unique solution for θ = θ 0 ;
A2 the invariant measure ν θ 0 has all finite moments;
A3 for all p ≥ 0 then sup t E θ |X t | p < ∞;
A4 inf x,θ 1 σ 2 (x, θ 1 ) = K4 > 0 A5 (identifiability) ν θ 0 -almost surely, the following is true: b(x, θ 2 ) = b(x, θ 2,0 ) and σ(x, θ 1 ) = σ(x, θ 1,0 ) if and only if θ = θ 0 ; A6 (polynomial growth) the coefficients b and σ are continuosly differentiable with respect to x up to order 2 for all θ 1 and θ 2 ; them and their derivatives up to order 2 are of polynomial growth in x, uniformly in θ;
A7 (polynomial growth) the coefficients b and σ and all their x derivatives up to order 2, are three times differentiable with respect to θ for all x. Moreover, these θ-derivatives are of polynomial growth in x and uniformly on θ.
A8 (control of the jumps) there exists α ∈ (0, 1/2) such that h α n /(τ n − τ ) → 0 for some sequence τ n converging to τ .
The contrast function
The main idea of this paper is to fix a new threshold τ ′ > τ so that if, for some index i, we observe X i > τ ′ we should also observe X i+1 > τ with high probability. We further replace τ ′ with a sequence τ n such that τ n → τ slowly as in A8. We introduce the following contrast function
Next two lemmas are useful to prove consistency and asymptotic normality of the estimators. Their main goal is to show that instead of studying the contrast function (3) which involves the joint distribution of the pairs (X i−1 , X i ), we can study other simpler contrast functions in which χ {X i−1 >τ ′ ,X i >τ } is replaced by
This is of great help in the proofs of asymptotic results as ergodic theorem can be directly applied in many cases.
Lemma 2.1. Let us definẽ
then, under assumptions A1 to A8, the following result holds true 
i−1 h n then, under assumptions A1 to A8, the following result holds true
The proofs of these lemmas are similar and we only show the one of Lemma 2.1 in Section 4. These Lemmas are key in order to prove our main Theorem 3.3 and the other two related results (Theorems 4.1 and 4.2).
Consistent and asymptotically normal estimators
As in Yoshida (1992) , we estimate first the parameter belonging to the diffusion coefficient, i.e. θ 1 , because, as usual, it has faster rate of convergence. Letθ 1,n the following estimator of θ 1θ
wherel n is from Lemma 2.1, then Theorem 3.1. Under assumptions A1-A8
Then by convergence (4) of Lemma 2.1 we have that lim n→∞ 1 n ℓ n (θ) is minimum at θ 1,0 . Indeed, note that
Proof is complete because convergence (4) is uniform on θ.
Suppose nowθ 1,n is available and denote byσ i = σ(X i ,θ 1,n ). We consider the following estimator of θ 2θ 2,n = arg max θ 2l n (θ 1,n , θ 2 ) (7)
Proof of Theorem 3.2. We need to prove that
We consider the following
We consider them separately. We start with ψ 2 (θ). This can be rewritten as the following sum:
and given that
Consider now ψ 3 (θ 2 ) in (12) . By the ergodic theorem it converges in probability
So that (11) and (12) and simple algebra gives L 2 (θ 2 ) of (9). The proof of the theorem is finished if we prove that ψ 1 (θ) converges to zero uniformly on θ. To study (10) we consider the following process
to put in evidence the dependence of M n on the pair (θ 1 , θ 2 ) and to shorten the notation. The process M n is a continuous random field on C(Θ) where C is the space of continuous maps on Θ endowed with sup-norm. We now prove that
ii) and that
where α = m + ǫ, ǫ > 0, m = dim(Θ).
Conditions i) and ii) provide uniform convergence of M(θ) on C(Θ) and hence consistency ofθ 1,n comes as a result because
and hence (10) converges to 0 uniformly on θ. Proof of ii) is as follows. Let us define
We make use the Burkholder-Davis-Gundy and Jensen inequalities
now using A7-A8 (continuous diffentiability and polynomial growth) we can al-
We can further majorate the first term using A4 and each g i can be majorated by a constant given the differentiability of b with respect to θ and boundness of Θ. Hence the first term above might be majorated by CEp(X)/(nh n ) where p(X) is some polynomial in X. Now using A3 and given that nh n → ∞ we showed that the first term converges to zero. Same consideration applies to the second term. Hence i) is proved. Similarly one can also prove the uniform convergence of (12) to (15).
Next theorem is the main result in this paper.
Theorem 3.3. Letθ 1,n andθ 2,n respectively as in (6) and (7) . If assmptions A1 to A8 hold true, then
Proof. The proof of this theorem is the combination of Theorem 4.1 and 4.2 below. The first establish the asymptotic normality of the score function and the second considers the asymptotic behaviour of the observed Fisher information. Then, considerations like in Section 5 of Genon-Catalot and Jacod (1993) provide the final result.
Proofs of auxiliaries results
Proof of Lemma 2.1. We need to prove that
We observe that
and we consider separately the two terms
We need to prove that both (18) 
and the last term converges to 0 by A8. Now we need to estimate the second term. By assumptions A4 and A7 we have that
is bounded by A3. The last term is estimated, again using first A4, as follows
where C comes from A3. Finally
Hence, by martingale inequality, we have that
hence the proof is complete.
Lemma 4.2. Under assumptions A1-A8 the following result holds true
The proof follows the same steps as in the proof of Lemma 4.1, in particular we can estimate each term separately by the same arguments used in (21) and (22) and using ergodic theorem for ζ 3 and Chauchy-Swartz inequality for ζ 4 .
Asymptotic normality of the score function
We make use of (4) and (5) of Lemmas 2.1 and 2.2. Then we use the following notationξ
If we suppose (5) to hold true then
Unfortunately, if only (4) holds true we have that δ θ 2l (i, i − 1; θ) = 0, hence we need to suppose that also (5) is true and consider instead, the following approximation of the score function in both approaches
We use then the following notation
We setξ (2) where and
Proof of Theorem 4.1. In order to prove asymptotic normality of the score function we need to prove the following convergences 
i (θ 0 )|F i−1 ) = 0 and (24) is proved. Alternatively, consider
we can use Itô-Taylor expansion, e.g.
and with φ(x) the appropriate function. This is done in Lemma 7 in Kessler (1997) . Hence
here and in all other proofs, we can majorate R(1, X i−1 ) by max i R(1, X i−1 ) and then by hypothesis A3 with a constant. Hence by ergodic theorem we get
and under the condition nh 2 n → 0 we proved (24) for k = 1. Now for k = 2 we need to consider
again by Itô-Taylor expansion and we get
under the condition nh 2 n → 0 the above converges to 0 because, by the ergodic theorem, Proof of Lemma 4.4 . Remind that the fourth moment of a centered Gaussian variate N(0, σ 2 ) is 3(σ 2 ) 2 , hence
which converges to
Alternatively, consider
We need to consider the conditional expectation of
Again, using Itô-Taylor expansion (see e.g. formulas A.6 in Lemma 7, Kessler, 1997) we obtain
therefore, by the same arguments of the above it converges to I (1,1) of (28). And we have proved (25) for k = 1. We now consider the case k = 2. Using again Itô-Taylor expansion on
hence the above converges to
And (25) is finally proved. 
From what already mentioned, we obtain
which converges to zero. If we consider instead
we need to study 
and
which converges to zero as well. Hence (26) is proved with I (1,2) = I (2,1) = 0. Proof of Lemma 4.6. Consider
We need to study the conditional expectation of
which can be factorised as
n and applying the conditional expectation and using the formula for the moments of a centered Gaussian, i.e.
we need to evaluate the conditional expectation of
which implies the calculation of the conditional expectations of these terms
Now using formula A.7 in Lemma 7 of Kessler (1997), i.e.
and R(1, X i−1 ) ≤ max i R(1, X i−1 ) is bounded by some constant C by A3, therefore 
Thus (27) is proved. Then, under assumptions A1-A8, the following are true in P θ 0 -probability: 
Asymptotic properties of the observed Fisher information
Given that (∆ i W ) 2 = h n + o(h n ), we can rewriteη (1,1) (θ) as
Therefore, uniformly on θ, n i=1η
(1,1) i (θ) p → 2 3 σ(x, θ 1,0 ) 2 σ(x, θ 1 ) 4 − 1 σ(x, θ 1 ) 2 (δ θ 1 σ(x, θ 1 )) 2 χ {x>τ } ν θ 0 (dx)
Therefore, by A6-A7, and, as before,
which converges to 0 uniformly on θ, hence also n i=1 η (1,2) i (θ 0 ) → 0. The second part of the theorem follows from (30), (32) and (31), the continuity of the coefficients and A6-A7.
