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the edges of a (a, A, c)-expander graph (on 2m vertices) that we label I?(& j, t). 
This concludes the description of our graph. Clearly the number of iterations in 
(4) is -log n (note: one easy way to take care of the ‘large’ block with at most 
2m - 1 vertices is as for block 0, i.e., all of its vertices are adjacent o vertex 1 and 
they induce a complete subgraph). Further, in a given iteration, each block appears 
in at rndsi;t r4c/ql pairs that define an expander graph. Thus the total number of 
expander graphs is O(n), and the total number of edges in G is O(n log n). 
Now we pass to the broadcast algorithm, which consists of three phases. 
(i) Phase 1 begins with vertex 1 sending the message to all the vertices in block 
0, in some predetermined order. This takes time m, and with probability at least 
1 - rm, at least qm/2 vertices in block 0 receive the message. 
Next, every vertex in block 0 links with every other vertex in block 0. This takes 
time 111, and with probability at least (1 -JF~“)~, every vertex in block 0 will 
receive the message. 
Now we use block 0 to send the message to blocks 1, . . . , m: each vertex of block 
0 sends the message to all vertices in a distinct block i, 1 sir m. This can be ac- 
complished in time m, and as above whp at least qm/2 vertices in each block will 
receive the message. 
Finally, each vertex in block 1,2, . . . , m, links with every other vertex in the same 
block. This also takes time m, and (as happened with block 0) whp every vertex in 
each of these blocks will receive the message. This step concludes phase 1. 
To summarize the above, after dc:. 1.g O(m) work, all the vertices in blocks 0, . . . , m 
will have received the message whp. 
(ii) In phase 2, we iteratively send the message to new blocks, making sure that 
‘many’ vertices (but not necessarily all) receive the message in each new block. 
Let t denote the iteration count (t = 0 denotes the state of the graph after phase 
1). Suppose that by the end of iteration t, at least m/2 of the vertices in each of the 
blocks 0,l , . . . 9 m2’ have received the message. In iteration t + 1, we use these. 
blocks to send the message to blocks 1 + m2’, .. . , m2’+ ! This is performed by se- 
quentially executing, for j = 1, . . . s pkql , procedure EXP( j): 
Procedure EXP!JJi RF 0 s is m2’, block i communicates with block 
(i+j)(mod m2’) + m2’ using the edges of the expander graph E(i, j, t). 
Here, ‘communicates’ means that we cover the edges of E&j9 t) with (at most) 
c matchings, and ;he edges of each matching are used to link the corresponding end- 
points. Thus EXP(j) takes at most time c. Consequently, after executing EXP(j) 
for every j, every new block will have communicated with [4C/qi old blocks. 
Therefore, phase 2 will altogether take at most 
r4dql c log L c r4dQl c log n time. 
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Now, we have assumed (inductively) that at the end of iteration t, at least ~2 
of the vertices in each of the blocks 0 , .*. , m2’ actually received the message. Con- 
sider one of the new blocks used in iteration f+ 1 (call that block B), and suppose 
that prior to executing EXP(j) fewer than m/2 of the vertices of have received 
the message (true for j= 1). Let B’ be the block that communicates with B during 
EXP( j). 
Notice that the set of vertices of B that do not know the message are adjacent (via 
the expander graph) to at least 3m/4 vertices of B', and thus to at least m/4 vertices 
of B’ that have received the message. Therefore, we can find a set of at least m/4c 
vertices of B that have not received the message but will link. during EXP(j), with 
vertices in B’ that have received the message. 
Consequently, with probability at least 1 - rrrr’k, a.t least qmA3c new vertices of 
B will have received the message after communicating with B’. Let us denote this 
event by fR(B, B’). Suppose we condition that the events R(B, l ) occur for each j7 
whenever fewer than m/2 vertices of B know the message. It follows that after the 
[4c/ql executions of EXP, at least m/2 vertices of B will know the -message, as
desired. 
This concludes 
phase is 
the description of phase 3 t*. Clearly the total time required for this 
0(r4d41 clog n) = O(log n). 
We only need to show that all events lR(= ) 0) hold whp (over all iterations of phase 
2). Notice that there are at most r4ciql events of this form per each block in a given 
iteration of phase 2, and that there are fewer than n blocks. Thus, if we write 
T= r4dq-i cn log pt, the probability that all events lR( l , l ) occur is at least 
since - log ri”i4c = - (m log r)/4c = $ log n. 
(iii) In phase 3, in parallel, all the vertices in each block link with all t?z=e v rtices 
in the same block. This requires time m. It is not difficult to show that by the enil 
of phase 3 whp every vertex in every block will have received the message. 
This almost concludes our algorithm. There are two minor points to take care of, 
(1) We still have to send the message to the block with more than m vertices (we 
did not include this block in phase 2 to be able to construct the expander graphs). 
However, we can proceed with this block as with block 0. (2) The construction 
assumed that vertex 1 always is the message originator. This can be patched as 
follows: add enough edges to the graph G so that for every vertex i# 1 there are (say) 
log log n vcrte;l;: disjoint paths of length 2 joining i and 1 (we only need a number 
that grows with n). This can be achieved with o(n log n) new edges. 
vertex j is the message originator, we precede the above broadcast algorithm by hav- 
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igg vertexj sequentially send the message tovertex I along the log log n paths. Whp 
ai least one of these fill consist of two unfaulty edges and vertex 1 will receive the 
message. 
There is a caveat concerning the algorithm just described, namely, the expander 
graphs with best properties (to date) are known to exist via probabilistic arguments, 
The best that have been explicitly constructed are given in [91p but have some limita- 
tions. Roughly, low densities are necessary for practical applications, but are dif- 
ficult to achieve constructively. In order to use the graphs of 191, we may have to 
change the parameters a and A given above (and adapt he proof correspondingly). 
On the other hand, one can broadcast, whp, in time 
O((log @3’2), 
O((log n)2/log log n) and 
ONlog nb2), 
without using expander graphs (the algorithms are given in decreasing order of the 
constants involved in the 0 notation). For example, the last bound is attained by 
using compIete bipartite graphs, rather than expander graphs, in the construction 
of the graph G (the blocks still contain @(log n) vertices, but the constants are dif- 
ferent). In this case, each execution of EXP( l ! ~21 require time @(log n), rather than 
@(I)* 
Finally, notice that our algorithm has complexity 
Ojtz + r4dql log n) = 0( [ - 1 /log r + 1 /q] log n), 
where we had set r=r(q, q/2) and q = 1 -p. Is this dependence on q optimal? For 
q bounded away from 1, it is simple to prove that q = f9( - log( 1 - q)) = 0( - log@. 
Thus our algorithm will have complexity 0([ - l/logp] log n). 
On the other hand, it is not too difficult to prove an 52([ - l/logs] log n) lower 
bound on the maximum number of times we communicate with some vertex (which 
clearly is a lower bound on the total broadcast time). This is easy to establish: con- 
sider the subgraph H spanned by those edges actually used in an algorithm. Then 
the number of edges in H must be 52([ - l/logp] n log n), for otherwise we will be 
able to produce an independent set S of cardinality sB([ - I/logp] n/log n) all of 
whose members have degree O([ - l/logp] log n). But then whp, all of the edges in- 
cident to at least one of the vertices of S will be faulty. 
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