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1. INTRODUCTION 
Motivated from considerations in solid state physics (see [K], e.g.) let us 
consider the Schrodinger equation 
(-A -t Q)u = Au (on Rd) (14 
24(x + ej) = eialu(x) (1 5 j 5 n), (1.2) 
where {e,,..., ed} denotes a canonical basis of Rd, where Q: Rd + R is a 
periodic potential Q(x + ei) = Q(X) (1 I i I d) and where (Y = 
(aI,..*, (Yd) is called the crystal momentum. 
It is well known that (l.l), (1.2) admits an infinite number of eigenvalues 
X,(a) I X,(a) I * *. with lim n ~ a X,( CX) = oo. The family of spectra 
mt(4)” z-1: (Y E Rd} is called the Bloch spectrum of -A + Q (or of Q 
for short). We are interested in the following closely related problems: To 
what extent is Q and to what extent is the Bloch spectrum of Q determined 
by one or several of the spectra (X,(CY)),,,? 
A number of partial answers to these problems are known: 
(1) For d = 1 the Bloch spectrum is determined by (A,(a)), >i for an 
arbitrary value of (Y (in R). The set of potentials with the same Bloch 
spectrum is generically an infinite-dimensional torus (see [McKT]). 
(2) For d 2 2 and Q(x) = E~~lQi(x) all the potentials P(x) = 
Cf-‘,,Pi(xi) have the same Bloch spectrum as Q, provided Pi and Qi have 
the same Bloch spectrum (1 I i I d). Thus the set of potentials with the 
same Bloch spectrum as Q generically contains an infinite-dimensional 
torus for potentials Q of the form Zf=iQ,(x,.). 
(3) There are a number of partial results concerning the Schrodinger 
equation on compact Riemannian manifolds without boundary. For certain 
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manifolds the (periodic) spectrum of -A + Q does determine Q uniquely 
up to isometries. For others there are counterexamples. Closely related are 
results concerning the question to what extent the metric of a given 
Riemannian manifold is determined by the spectrum of the Laplacian (cf., 
e.g., [B; Br; D; Gol; Go2; GD; GWl; GW2; GW3; G; GKl; GK2; GU; 
I; s; V]). 
(4) In [ERT] the question to what extent the Bloch spectrum of a 
potential Q is determined by the periodic spectrum of -A + Q is studied. 
The authors look at 
-Au+Qu=Xu on Rd (1.3) 
u(x + 1) = eia”u(x) (1 in D), (1.4) 
where D = a,Z $ * - - @a,Z is a lattice in Rd, generated by a basis 
{a,,..., ad } and Q is D-periodic. They show that the Bloch spectrum of Q 
is determined by the periodic spectrum of - A + Q if Q is real analytic and 
the lattice D satisfies a certain generic condition. 
In this paper we consider a discretized version of (l.l), (1.2). It is shown 
that the Bloch spectrum of the discrete Schrtidinger equation in dimension 
d 2 2 does generically determine the potential uniquely up to the symmetry 
group of the problem. This generalizes a result announced in [GKT] for 
d = 2 and d = 3 to arbitrary dimension d 2 2. More important, an elemen- 
tary proof is given which enables us to show a stronger result to the effect 
that a small portion of the Bloch spectrum does already determine Q 
generically, again up to the symmetry group of the problem. 
To be more specific, let us introduce the following notation. Let D 
denote a lattice in Zd whose fundamental domain is given by l? = {x = 
(X 1,. . . , xd) E Zd: 1 I xi zz p}, where p is an integer with p 2 2. The 
discrete Laplacian Adiscrete on Zd is defined conveniently as Adiscreteu(x) = 
&,,,,u(y), where u: Zd + R. Now consider the discrete Schrodinger 
equation 
Adiscreteu(x) + QUA = AU(X) (on Zd) 0.5) 
u(x +pej) = eiaju(x) (1 rj I d), (1.6) 
where LY = (ai,. . . , ad) E Rd. Q denotes a D-periodic potential possibly 
complex valued, acting multiplicatively on u, and {e,, . . . , ed} denotes the 
usual orthogonal basis in Zd. 
Further we denote by A,, the pd x pd matrix obtained by representing 
A discrete restricted to I together with the boundary conditions (1.6) for a 
given 01 in Rd in a convenient basis {b,, . . . , bN} (N = pd). In this basis the 
restriction of Q to I’ can be written as a diagonal matrix which we again 
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denote by Q and whose diagonal entries are denoted by Q(x) (X in I). 
Two possibly complex-valued D-periodic potentials Q and P are said to 
have the same Bloch spectrum if the spectra of the matrices A, + Q and 
A, + P are the same for all a in Rd. The set of all potentials P with this 
property for a given Q is denoted by 
Iso:;~“~( Q). 
For a given a in Rd we denote by IsoFJQ) the set of all D-periodic 
potentials such that A, + Q and A, + P have the same spectrum. It 
follows from (1.5) and (1.6) that Iso~,~~~~(Q) contains all translates 
Q,(x) := Q<a + x> of Q ( u in I) and also the reflected potential Qr(x) := 
Q(Y) and its translates, where for x in I, xi = p + 1 - xi (1 s i I d). 
To see that Q’ is in Isocd,~~~(Q) b o serve that the eigenvalues (with 
multiplicities) hi(Q, a), . . . , hhr(Q, a) of the N X N matrix A, + Q satisfy 
X,(Q, a) = X,(Q, -a) (1 s n 2 N) due to the fact that the transpose 
(A, + Q)= of A, + Q is equal to APa + Q. Moreover, it is easily verified 
from (1.5), (1.6) that h,(Q’, a) = X,(Q, -a). All together this gives 
h,(Q’, a) = X,(Q, a) (1 I n I pd). We denote by G the subgroup of 
permutations u: I + I corresponding to these symmetries. It is clear that 
the order of G is 2pd. Thus #Iso~~~~~~~~(Q) 2 2pd generically. 
In this paper we prove 
THEOREM 1. If d 2 2 and p 2 2 then the Bloch spectrum of Adiscrete + Q 
determines Q generically uniquely up to symmetries, i.e., generically 
Iso~;~;;~(Q) = {Q,, Q;: a E I’}. 
THEOREM 2. If d 2 2, p 2 2 and a in Rd are given then for a generic p 
in Rd the spectra of A, + Q and A, + Q determine Q generically uniquely up 
to symmetries, i.e., generically 
Iso~~Q) C-J Iso~~(Q) = {Q,, Q:: a E r}. 
Let us point out that Theorem 1 can be easily deduced from Theorem 2. 
However, we will first prove Theorem 1 and with an additional argument 
we will get Theorem 2. Let us make the following remarks. 
Remark 1. It is well known that Theorem 1 is not true for d = 1. In this 
case, the spectrum of A, + Q for a single a in R determines the Bloch 
spectrum in the following way: the determinant of A, + Q - h Id can be 
written as 
det(A, + Q - X 14 = fl,(Q, A) + f2(a), 
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where fi(Q, X) is a polynomial in Q(x) and A and is independent of (Y and 
where f*(a) is a function of (Y only. 
Remark 2. The Bloch spectrum of Adiscrete + Q does only generically 
determine Q uniquely up to the symmetries as the following example 
shows: Let Q be given by 
Qb l,.*.~Xd) = i Qi(Xi), 
i=l 
where Qi: Z + R is periodic of period p. Following Proposition 2.2 in [K] 
we can choose Q,, . . . , Qd in such a way that Iso~~~!~~(Q~) has p! elements 
(1 I i I d), which are real valued. It then follows that 
Iso:;~+;~;~( Q) 1 i Pi: Pi E Iso:;~~?‘~~ (Q,,,));8permutationof {(l,..., d)} \ 
i=l I 
to the effect that 
Remark 3. It was proved in [K] that for a generic difference operator L 
of second order, d = 2, and p 2 2 the Bloch spectrum of L + Q de- 
termines the potential uniquely and not only uniquely in the generic case. 
Remark 4. Theorems 1 and 2 can be proved for more general difference 
operators of second order. 
Let us further mention that the proof of both Theorem 1 and Theorem 2 
uses a representation of permutations involved in computing det( - A, + Q 
- A Id) as directed graphs on I (introduced in [K]) together with an 
expansion of det( - tA, + Q - X Id) at t = 0. 
2. INVESTIGATION OF CERTAIN BLOCH POLYNOMIALS 
With the notation as introduced above one can write 
det(A, + Q - X Id) = : q,(Q, a)( -X)N-” + ( -A)N. 
n=l 
Using the symmetry of (1.5) and (1.6) sN(Q, CX) can be written as 
432 THOMAS KAPPELER 
where the summation takes place over all k E Zd with Cfzh,l k,l I N/p. 
Clearly the values of 7(Q, k) are determined by the Bloch spectrum of Q. 
For the proof of Theorems 1 and 2 we will have to look at the polynomials 
7(Q, k) for the following values of k: 
(1) Define for ‘k = (jk,, . . . , ’ kd) with iki = N/p - 1 and ikj = 0 (j # 
i) the following polynomials in Q(x), TV := 7(Q,‘k). Then 7,(Q) is a 
polynomial of degree p. Denote by f, the part of 7i which is homogeneous 
of degree p. fi is given by 2 C, lJY Q(y) where the summation takes place 
over all x = ((xi,. . . , xd) = MI’ with xi = 1 and the product over all 
Y = (Yl,. . -9 y,)inI’withyj=xjforl<j<dexcept j=i. 
(2) Introduced+‘k = (dflk,, . . . , ‘+‘kd)withd+‘k, = 1, d+1k2 = N/p - 
2, and d+lkj = 0 (j 2 3) and define rd+,(Q) := T(Q, d+lk). Then TV+, 
is again a polynomial of degree p. Denote by fd+i the part which is 
homogeneous of degree p. 
(3) For 2 I i I d define i’dk = (i+dkl,. . .,i+dkd) with i+dkl = -1 
i’dki,= N/p - 2 and ‘+dkj = 0 (j + 1, j # i) and introduce T~+~(Q) :=’ 
r(Q, r+dk). This is again a polynomial of degree p. Let fdfi (2 I i 5 d) 
denote the part which is homogeneous of degree p. 
We still need some more notation. Let us denote by Yr. the group of all 
permutations u: r + I?. Similarly ,5$ denotes the symmetric group of p 
elements. Recall that we denoted by G the subgroup of 9r generated by 
u,(x) = a + x(mod p) for a in I’ and a’(x) = x’ (xl = p + 1 - xi). Then 
we prove 
LEMMA. The subgroup H of permutations in Yy, which leave all the 
p”!vomials (A)1 * i s 2d invariant, is contained in the subgroup G. In particu- 
lar the invariance group of ri (1 I i I 2d) is given by G. 
Proof: It follows from the formulae for fi, that the invariance group for 
( fi)l ~ i I d is contained in the subgroup of all permutations u = (q, . . . , odd) 
with ui E $, where 
(“l.....ud~(Xl,...ixd) = (“l(xl),-~,u~(xd)) (x E r). 
Now let us assume that u = (ui,. . . , ud) E H with ~(1,. . . ,1) = (1,. . . , l), 
i.e., u,(l) = 1 (1 < i I d). We will next prove that then (I, = ui (2 I i I d) 
using the invariance of the polynomials fd+i (2 I i I d). For simplicity let 
us assume that i = 2. The terms in fd+i2(Q) containing 17&2Q(l, j, 1, . . . , 1) 
but not Q(1,. . . , 1) are given by 
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as one might verify using the interpretation of permutations of Y’r as 
directed graphs on I, introduced in [K]. Due to the fact that q(1) = 1 
(1 < i I; d), we conclude that 17&2Q(l, j, 1,. . . , 1) is invariant under u to 
the effect that CfeZQ(i, i, 1,. . . , 1) has to be invariant under u. But 
a(i, i,l,. . . , 1) = (q(i), u2(i), 1,. . . , 1) and this implies that ul(i) = a*(i) 
(2 I i I d). Observe that this proves the lemma in the case where p = 2. 
For p 2 3, it remains to show that ul is either the identity or fil 0 a{, 
where u:(x) = p + 1 - x and e,(x) = x + 1 (mod p). Using again the 
method of representing permutations by graphs, one sees that the following 
sum of terms in fd+i(Q) is left invariant by u = (a,, . . . , al): 
i 
p-1 
,c2Q(L j,l,-.., l))Q(~.l,..l)l izQ(k P - k + 2,1,...J)j 
i 
P 
+ jc3Q(L j,l,..., l)jQ(z,L...J~( jj2Q@,p - k + L.J)j. 
This implies that ~~((2, p }) = (2, p }, i.e., either u,(2) = 2 and q(p) = p 
or u,(2) = p and u,(p) = 2. Observe that this proves the lemma in the case 
p = 3. 
In the case p 2 4 one proves inductively for 2 I n I [p/2] that either 
q(j)=jandu,(p+2-j)=p+2-j(21j1n)oru,(j)=p+2-j 
and a,( p + 2 - j) = j (2 I j < n). As usual [p/2] denotes the integer part 
of p/2. The statement clearly holds for n = 2. So let us assume that it 
holds for a certain n, 2 I n < [p/2]. We have now to prove that it holds 
for n + 1. 
Let us look at terms in fd+,(Q) of the form 
fiQ(p, j,l 
j-2 
+Q(n,p - n + l,l,..., 1)) 
Jfi2Q(2,j,L...,1, n,n + l,l,..., 1) 
+Q(n,p + 3 - n,l,..., 1)). 
Using again the interpretation of permutations as directed graphs one sees 
that the sum must be invariant under cr. Using the induction hypothesis we 
conclude that either 
4.d =j and ul(p+2-j)=p+2-j (2ljIn+l) 
or 
u,(j) =p + 2 -j and u,(p + 2 -j) =j (2 I j I n + 1). 
This proves the lemma. 
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3. PROOF OF THEOREM 1 AND THEOREM 2 
Let us first recall the following simple result from [K] (Proposition 2.1). 
For the convenience of the reader, we will give here a proof using an 
elementary degree theoretic argument only. 
PROPOSITION. For d 2 1, p 2 2, N = pd, and a E Rd 
(1) #Iso:JQ) 5 N! 
(2) # Isot:, = N ! generically for Q in CM. 
Proof. Fix (Y in Rd. Write the characteristic polynomial det(tA, + Q - 
A 14 = ~&,s,(Q, a, t)(-X)N-n + (-A)N, where q,(Q, (Y, t) is a poly- 
nomial in Q(x) (x in I) and t. Now define for 0 I t I 1, ‘pt: CN + CN, 
<Q<xNxEr -+ <v,<Q, a, tNlsnsN. If Q = <Q<xNx,r has pm= differ- 
ent components then #cp&‘{ cp,Q} = N!, i.e., deg cpo = N! Observe that ‘pt 
depends polynomially on t and thus both (1) and (2) follow once we have 
shown that ‘pt is proper, uniformly in t, i.e., that for any bounded set B, in 
C”, there exists a bounded set B, in CN s.t. Q+-~(B,) c B, (0 I t s 1). To 
prove this, it suffices to show that for any given s > 0 there exists a 
constant C = C(s, N) > 0 s.t. [Q(x)1 I C (x in l?) for any Q for which 
there is a t, 0 s t s 1, with the property that all eigenvalues of tA, + Q 
are in absolute value not greater than s. Denote by K := 1/A,ll the usual 
matrix norm of A,: CN + CN, where CN has the canonical Euclidean 
norm. Introduce NK = 2N( K + 1). Now choose X = X, in C with 1x1 I NK 
s.t. IX - Q(x)1 2 N,/N = 2(K + 1) for all x in I. For such a X, Q - X Id 
is invertible and ll(Q - X Id)-‘11 I 1/2(K + 1). Moreover, 
Il(Q - A Id)-‘th,II I 2$+ I> tllA,ll I ; (0 < t I 1). 
Thus there exists C > 0, independent of Q and the spectrum of th, + Q 
s.t. Idet(Id + (Q - X Id)-‘tA,) 1 2 C (0 I t I 1). Introduce s > 0 and let 
(Q(x)),,, and 0 I t I 1 be such that all eigenvalues p of th, + Q satisfy 
1~1 I S. Then ldet(tA, + Q - xId)J I (S + NK)N. Now use tA, + Q - 
h Id = (Q - X Id)(Id + (Q - X Id)-‘tA,) to derive 
ldet( th, + Q - X Id)1 
x;rlQ(x) - N = IddQ - xId)l = IdetcId + tQ _ XIdj-+A I 
a 
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or 
IQb)l s NK + 
i i 
$+ 1) 
N-l (s + N,y 
C b E r) 
and the proposition follows. 
Now let us come to the proof of Theorem 1. Observe that for all t in 
4: \ (0) one has 
For that reason let us consider the family of matrices th, + Q and their 
Bloch spectrum. Write 
det(tA, + Q - X Id) = i q,(Q, (Y, f)( -X)N-n + ( -A)N, 
n=l 
where qln(Q, (Y, t) is a polynomial of degree n in Q(x) (x E r). One can 
write 
d 
o,(Q, a, t) = &(Q, k, ~)t=J”%os c kp; , i I i=l 
where the summation takes place over all k in Zd with Cf-, 1 kil I N/p. 
Observe that 
T~(Q, f) = 7(Q,ik, t) =h(Q) + O(t’) (1 I i I Zd), 
where f,(Q) (1 I i I 24 were introduced in Section 2. 
Fix (Y in Rd arbitrarily and define for 1 in C, 
and 
e,: c N + CN, Q --f (v,(Q, a, t>, -. ., v,v(Q, a> t)) 
a,: c PJ + CN+‘I, Q + (VI,. . . , V,AJ, 71,. . . , %)* 
Observe that Qt(CN) is constructible and thus the algebraic degree deg (I?, is 
well defined. To prove Theorem 1 it suffices-in view of (3.1)-to show 
that there exist t # 0 and an open non-void set U of potentials Q in CN 
such that #@;‘((Dt(Q)) = 2N (N = pd) for Q in U, as this implies that 
degat = 2N. Here and in the sequel, open always refers to the Euclidean 
topology. In fact we will prove more. We will show that there exists t, > 0 
and an open, non-void set U of potentials Q in C”’ s.t. #@;‘(@,(Q)) = 2N 
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(It ] 4 c,, Q in U). Choose permutations ui = id and a, (2 -< i I N!/2N) 
in 9r each of which represents a different orbit in Yr with respect o the 
symmetry group G, which was introduced above. It follows from 
[K, Proposition 2.21, that there exist an open non-void set U of potentials Q 
in CN and t, > 0 such that #+,-‘{$+(Q)} = N! for Q in U and ]t( < t,. 
Moreover, there exist analytic functions .r;(Q, t) (2 I i I N!/2N) defined 
for It] < t, and Q in U s.t. si(Q,O) = ai. Q, and &(si(Q, t)) = $(Q). 
Further, introduce si(Q, t) := Q. 
From the lemma in Section 2 we conclude that there exist E > 0 and an 
open non-void set V, c U s.t. for i # j, 1 I i, j I N!/2N and Q in V,, 
Now choose 0 < S < (1/4d)(e/2). Then there exists an open non-void set 
W, G V, and 0 < t, < t, s.t. for It] _< I,, 1 I i 5 N!/2N, and Q in W,, 
z (Tk(Si(Q, t), f) - 7&(ui ’ Q,O) 1 < 6. 
k-l 
Combining the two inequalities one gets for ] t ] < r,, Q in W, and 1 I i, j 
I N!/2N with i #j, 
to the effect that for Q in W, and 0 2 It] I I, the preimage a,-‘{ Q,(Q)} of 
Q has 2N elements. This completes the proof of Theorem 1. 
Towards the proof of Theorem 2, introduce for (Y and /3 in Rd and t in C, 
%, 8: c N 4 cN+l, Q + (al(Q, (~7 f),---, TN(Q, a, t)y v,v(Q, P, t))- 
Theorem 2 follows if for a given (Y in Rd one can show that there exists 
t z 0 s.t. deg ‘k,,s = 2 N for generic /3. Observe that deg ‘k,, B (s f: 0) is 
independent of s as one might verify using det(A,s + (l/.s)Q - X Id) = 
(l/sN)det(sAB + Q - sh Id) (all p). 
We prove the above statement in two steps. First consider /? E Rd with 
deg ‘k,,s 2 2 N + 1 for t # 0. Due to the given symmetries it follows that 
deg ‘k,,s 2 4N (t # 0). To make notation easier assume that deg ‘P,,s = 4N 
for t # 0. Denote by si(Q, t) = Q, . . . , sN&Q, t) the same functions as 
introduced above for an open non-void set U of potentials Q and It ] < t, 
(to > 0). Choose t, in C \ (0) with It, ] < t,. Then there exists an open 
non-void bounded subset Vof potentials Q with v L U and 2 I i I N !/2 N 
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s.t. for Q in v, 
and 
Define 
E := $in(l\k,l,8(Q) - *,I,,(s,(Q, t,))l: 2 <j I N!/2N, i #j, Q in v). 
Using the continuity of the functions sj(Q, t) in Q and t one concludes 
that there exist 0 < S < t, - It,1 and an open, non-void set W c V s.t. for 
Q in W, It - t,l < 6, and 1 I j I N!/2N, 
Using these inequalities we get for Q in W, 2 I j I N!/2N with j # i and 
It - hl < 6, that I\k,,p<Q> - *t,p(sj(Q, t))l > E- 
From deg ‘k,, B = 4N we conclude that for Q in W and It - l,I < 6, 
‘k,,,(Q) = ‘k,,,(Si(Q, l)). 
Due to the fact that si(Q, t) is analytic in Q and t for Q in U and ItI < t, 
one concludes that ‘k,, 8( Q) = ‘k,, B( si( Q, t)) for Q in U and It / < t,. Using 
the same argument, as in the proof of Theorem 1 we can complete the proof 
of Theorem 2. To be more precise, write 
q,(Q, p, t) = C(Q, k, t)&lp’%os(k. ,8) with k . p = 5 ki&, 
i-l 
where the summation takes place over all k in Zd with Cf=, 1 kiJ $ N/p. 
Now introduce B := { /? E R’: deg ‘k,, B 2 4N (1 # 0)). By the argument 
above one knows that B = Uf!,B,, where Bi := { /3 E Rd: q,JQ) = 
\ktJsi(Q, t)) for Q in U, Jtl < to}. We will show that Bi is contained in a 
real analytic set of lower dimension. Observe that Bi depends on (Y through 
si(Q, t). As before we have T(Q,jk, t) = h(Q) + Q(t*). Thus T(Q,jk, t) - 
7(si(Q, t),‘k, t) = f,(Q) - fj(ui . Q) + Q(t). Using the lemma in Section 2 
we can find Q, in U, 0 < 1 t,l < t, and 1 I j I N!/2N, depending on i, 
s.t. 
‘(Ql,“, t2) - T(si(Q,, tz),jk, t2) + 0. 
Now define Ai := { /3 E Rd: q&Ql, t2) = \k,2,8(~i(Q,, tZ))}. Then Bi c Ai 
and A, is a real analytic set of lower dimension. 
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