PEMODELAN DATA TIME SERIES DENGAN  PENALIZED SPLINE FILTER by Wuleng, A.T.
PEMODELAN DATA TIME SERIES DENGAN 
PENALIZED SPLINE FILTER 
 
Wuleng,A.T., Islamiyati,A., Herdiani, E.T. 
 
Abstrak 
     Regresi nonparametrik adalah suatu pendekatan regresi untuk pola data yang tidak diketahui bentuk 
kurva regresinya. Data time series merupakan data yang memperkirakan besarnya atau jumlah sesuatu pada 
waktu yang akan datang berdasarkan data masa lampau. Data time series diasumsikan errornya saling 
berkorelasi membutuhkan analisis tersendiri, salah satu pendekatan yang dapat digunakan adalah pendekatan 
nonparametrik yaitu Penalized Spline Filter. Penalized Spline Filter merupakan salah satu bentuk penaksir 
regresi nonparametrik, dimana fungsi penaltinya menggunakan fungsi filter. Estimasi fungsi Penalized Spline 
Filter menggunakan metode least square dan diaplikasikan pada data nilai kurs rupiah terhadap dollar Amerika 
Serikat pada bulan januari 2012 selama 30 hari. Melalui pendekatan Penalized Spline Filter diperoleh hasil 
bahwa berdasarkan model optimal, maka dapat dijelaskan bahwa perubahan kurs rupiah terhadap dollar 
Amerika Serikat pada tanggal 14 Januari 2012 telah mengalami penurunan yang sangat drastis. 
 
Kata Kunci : Regresi nonparametrik, Penalized Spline, Time Series, Penalized Spline Filter. 
 
1. Pendahuluan 
Pendekatan regresi nonparametrik memiliki fleksibilitas yang tinggi, karena data diharapkan 
mencari sendiri bentuk estimasi kurva regresinya tanpa dipengaruhi oleh faktor subyektivitas 
peneliti. Salah satu model regresi dengan pendekatan nonparametrik yang sangat sering 
digunakan untuk melakukan estimasi terhadap kurva regresi adalah regresi spline. Spline 
merupakan salah satu model yang mempunyai interpretasi statistik dan interpretasi visual yang 
baik. Selain itu, spline juga mampu menangani karakter data dan fungsi yang bersifat mulus dan 
memiliki kemampuan yang sangat kecil untuk menangani data yang perilakunya berubah pada 
sub interval tertentu (Cox dan O’Sullivan,1996). 
Penggunaan regresi nonparametrik dapat digunakan pada beberapa jenis data, misalnya data 
cross-section, longitudinal, panel dan time series. Data time series yang diasumsikan errornya 
saling berkorelasi membutuhkan analisis tersendiri. Berbagai pendekatan analisis time series 
sudah digunakan oleh banyak peneliti melalui pendekatan parametrik, baik pada data yang 
stasioner maupun pada data yang tidak stasioner. Pendekatan lain yang dapat digunakan untuk 
menganalisis data time series adalah pendekatan nonparametrik (Kauermanm dan Krivobokova, 
2008). Salah satu pendekatan nonparametrik yang dapat digunakan adalah Penalized Spline 
Filter, yaitu spline yang menggunakan filter dalam fungsi penaltinya. 
2. Tinjauan Pustaka 
 
2.1 Model Regresi Parametrik 
Analisis regresi adalah suatu metode dalam statistika yang dipergunakan untuk 
melihat/menyelidiki pola hubungan sepasang variabel atau lebih. Misalkan dimiliki sekumpulan 
data berpasangan (𝑡,𝑦) dan hubungan antara kedua variable diasumsikan mengikuti model regresi 
: 
𝑦 = 𝑓 𝑡𝑖 + 𝜀,      𝑖 = 1,2,… ,𝑛 (1) 
Dengan f  kurva regresi dan 𝜀 error random yang diasumsikan berdistribusi normal 
independen dengan mean nol dan variansi 𝜎2. Dalam regresi parametrik terdapat asumsi yang 
sangat kaku dan kuat yaitu bentuk kurva regresi diketahui, misalnya linear, kuadratik, kubik, 
polynomial derajat p, eksponen dan lain-lain. Untuk memodelkan data menggunakan regresi 
parametrik linear, kuadrat, kubik atau yang lain-lain, umumnya dimulai dengan membuat scatter 
plot (Budiantara, 2006). 
2.2 Model Regresi Nonparametrik Spline 
Salah satu model regresi dengan pendekatan non parametrik yang dapat digunakan untuk 
menduga kurva regresi adalah regresi spline. Regresi spline adalah suatu pendekatan ke arah plot 
data dengan tetap memperhitungkan kemulusan kurva. Spline  dalam regresi nonparametrik 
mempunyai sifat fleksibilitas yang tinggi dan mempunyai kemampuan mengestimasi perilaku 
data yang cenderung berbeda pada interval yang berlainan (Eubank, 1988 dan Budiantara, 2006). 
Sifat ini memungkinkan model regresi spline menyesuaikan diri secara efektif terhadap 
karakteristik lokal dari data. Penggunaan spline difokuskan kepada adanya perilaku atau pola 
data, yang pada daerah tertentu mempunyai karakteristik yang berbeda dengan daerah lain. 
Kemampuan ini ditunjukkan oleh fungsi  truncated  (potongan-potongan) yang melekat pada 
estimator dan potongan-potongan tersebut yang disebut titik  knots. Titik knots merupakan titik 
perpaduan bersama yang menunjukkan perubahan pola perilaku fungsi pada selang yang berbeda 
(Hardle, 1990). 
 
Regresi nonparametrik spline, dari fungsi 𝑓 seperti dibawah ini : 
𝑦 = 𝑓 𝑡𝑖 + 𝜀, 𝑡 𝜖  𝑎, 𝑏 , 𝑖 = 1,2,… ,𝑛 (2) 
Pemulusan  spline akan mengestimasi fungsi 𝑓 sebagai solusi dari masalah optimasi yaitu 
dengan  mencari 𝑓  𝜖 𝐿2  𝑎, 𝑏  yang meminimumkan jumlah kuadrat galat terpenalti (penalized 
residual sum of square) sebagaimana persamaan Penalized Spline Filter (PLS) berikut:  
𝑃𝐿𝑆 = 𝑛−1   𝑦 − 𝑓(𝑡𝑖) 
2 + 𝜆  𝑓𝑚(𝑡𝑖) 
2𝑑𝑥
𝑏
𝑎
𝑛
𝑖=1
 
(3) 
(Wahba, 1990) 
 
2.3 Penalized Spline 
Penalized Spline merupakan salah satu bentuk regresi spline yang memuat fungsi dengan 
memperhitungkan parameter penghalus 𝜆. Metode optimasi yang digunakan adalah Penalized 
Least Square (PLS) sebuah metode yang memberikan komponen penghalus pada metode least 
square. PLS yaitu kriteria optimasi yang menggabungkan antara kecocokan terhadap data dan 
kemulusan kurva. Penduga fungsi yang mampu memetakan data dengan baik serta mempunyai 
ragam galat yang kecil. Oleh karena itu, dengan menggunakan data amatan sebanyak n, maka 
𝑓(𝑡) diperoleh dengan meminimumkan fungsi Penalized Least Square, yaitu : 
𝑃𝐿𝑆 =  (𝑦𝑖 − 𝑓 𝑡𝑖 )
2 + 𝜆  𝑓𝑝(𝑡𝑖) 
2𝑑𝑡
𝑛
𝑖=1
 
 
2.4 Time Series 
Peramalan adalah memperkirakan besarnya atau jumlah sesuatu pada waktu yang akan datang 
berdasarkan data masa lampau yang dianalisis secara alamiah khususnya menggunakan metode 
statistika (sudjana, 1984:254). Ada dua jenis model peramalan yang utama, yaitu model runtun 
waktu (time series) dan model regresi (kausal). Pada model runtun waktu, peramalan masa depan 
dilakukan berdasarkan nilai pada masa lalu dari suatu variabel dan kesalahan pada masa lalu, 
tujuan model runtun waktu adalah menemukan pola dalam runtun data histories dan menerapkan 
pola tersebut ke masa depan. Sedangkan model kausal mengasumsikan bahwa faktor yang 
diramalkan menunjukkan suatu hubungan sebab akibat dengan satu atau lebih variabel bebas. 
 
2.5 Penalized Spline Filter 
Penalized spline filter (PSF) digunakan pada data time series yang diasumsikan errornya 
saling berkorelasi. Dengan menggunakan fungsi penalized spline filter (PSF), yaitu : 
 
  𝑦 − 𝑓(𝑡𝑖) 
2 + 𝜆   𝑓(𝑡𝑖) − 𝑓(𝑡𝑖−1) −  𝑓(𝑡𝑖−1) − 𝑓(𝑡𝑖−2)  
2
𝑛
𝑖=3
𝑛
𝑖=1
 
(4) 
 
Dimana, Istilah pertama adalah ukuran kesesuaian time series sedangkan istilah kedua adalah 
ukuran kemulusan kurva yaitu ukuran kemulusan kurva dalam memetakan data, dan 0 < 𝜆 < 1 
adalah parameter pemulus, yaitu pengontrol keseimbangan antara kecocokan terhadap data 
(Goodness-of-Fit) dan kemulusan kurva (penalty). Lebar 𝜆 (dari interval) disebut parameter 
penghalus. Jika 𝜆 besar (interval kecil), maka akan diperoleh penaksir dengan bias yang besar 
tetapi memiliki variansi yang kecil (oversmoothing) atau penaksir kurva yang diperoleh akan 
semakin mulus. Sebaliknya jika 𝜆 kecil (interval besar), maka akan diperoleh penaksir dengan 
bias yang kecil namun variansinya besar (undersmoothing). Dengan kata lain ukuran standar 
jumlah kuadrat galat dan mendominasi kriteria penaksiran kurva, sehingga mengakibatkan kurva 
menjadi sangat fluktuatif (Simanjuntak, 2009) 
 
3. Hasil dan Pembahasan 
 3.1  Estimasi Regresi Nonparametrik Penalized Spline Filter  dengan Metode Least Square 
 
Model Nonparametrik Penalized Spline Filter  (PSF) pada data time series telah diberikan 
pada bab sebelumnya yang dituliskan dalam bentuk : 
  𝑦 − 𝑓(𝑡𝑖) 
2 + 𝜆   𝑓(𝑡𝑖) − 𝑓(𝑡𝑖−1) −  𝑓(𝑡𝑖−1) − 𝑓(𝑡𝑖−2)  
2
𝑛
𝑖=3
𝑛
𝑖=1
 
(4.1) 
dimana : 
  𝑦 − 𝑓(𝑡𝑖) 
2𝑛
𝑖=1  : fungsi goodness of fit 
𝜆   𝑓(𝑡𝑖) − 𝑓(𝑡𝑖−1) −  𝑓(𝑡𝑖−1) − 𝑓(𝑡𝑖−2)  
2𝑛
𝑖≥3  : fungsi penalty yang memperhitungkan 
nilai 𝜆 sebagai parameter penghalus dan 𝑓 sebagai fungsi filter. 
𝑓(𝑡) pada persamaan (4.1) merupakan fungsi spline linear dengan 1 titik knot yang dapat 
dituliskan sebagai berikut : 
𝑓 𝑡 = 𝛽0 + 𝛽1𝑡 + 𝛽2(𝑡 − 𝑘1) +
1  (4.2) 
dan jika dituliskan dalam bentuk matriks maka akan menjadi : 
𝑓 = 𝑇𝛽 
dimana : 
𝑓 =  
𝑓1
𝑓2
⋮
𝑓𝑡
 ,         𝑇 =
 
 
 
 
1 𝑇1 (𝑇1 − 𝑘)+
1
1 𝑇2 (𝑇2 − 𝑘)+
1
⋮
1
⋮
𝑇𝑡
⋮
(𝑇𝑡 − 𝑘)+
1  
 
 
 
, 𝛽 =  
𝛽0
𝛽1
𝛽2
  
Sedangkan 𝑓 𝑡𝑖 ,𝑓 𝑡𝑖−1 , dan 𝑓(𝑡𝑖−2) sebagai fungsi filter, dimana fungsi filter ini merupakan 
fungsi linear dari 𝑡𝑖 , 𝑡𝑖−1, dan 𝑡𝑖−2 dengan 𝑖 = 3,4,… , 𝑡. Sehingga dapat dituliskan sebagai 
berikut : 
𝑓 𝑡𝑖 = 𝑇𝑖𝛽𝑖 , 𝑖 = 3,4,… , 𝑡 
𝑓 𝑡𝑖−1 = 𝑇𝑖−1𝛽𝑖−1 , 𝑖 = 2,3,… , 𝑡 
𝑓 𝑡𝑖−2 = 𝑇𝑖−2𝛽𝑖−2 , 𝑖 = 1,2,… , 𝑡 
 
Selanjutnya, persamaan (4.1) dapat dituliskan dalam bentuk matriks menjadi : 
𝑃𝑆𝐹 =  𝑦 − 𝑇𝐵 
′
 𝑦 − 𝑇𝐵 + 𝜆  𝑇𝛽 − 2𝑇1𝛽1 + 𝑇2𝛽2 
′
 𝑇𝛽 − 2𝑇1𝛽1 + 𝑇2𝛽2  
  = 𝑦 ′𝑦 − 2𝛽′𝑇′𝑦 + 𝛽′𝑇 ′𝑇𝛽
+ 𝜆  𝛽′𝑇′𝑇𝛽 − 2𝛽′𝑇 ′𝑇1𝛽1 + 𝛽
′𝑇′𝑇2𝛽2 − 2𝛽1
′𝑇1
′𝑇𝛽
+ 4𝛽1
′𝑇1
′𝑇1𝛽1 − 2𝛽1
′𝑇1
′𝑇2𝛽2 + 𝛽2
′𝑇2
′𝑇𝛽 − 2𝛽2
′𝑇2
′𝑇1𝛽1
+ 𝛽2
′𝑇2
′𝑇2𝛽2  
 
selanjutnya pada persamaan diatas diturunkan terhadap 𝛽, yaitu : 
𝑑(𝑃𝑆𝐹)
𝑑𝛽
= 0 − 2𝑇 ′𝑦 + 2𝑇 ′𝑇𝛽 + 𝜆  2𝑇 ′𝑇𝛽 − 2𝑇 ′𝑇1𝛽1 + 𝑇
′𝑇2𝛽2 − 2𝛽1
′𝑇1
′𝑇 + 𝛽2
′𝑇2
′𝑇  
𝛽 =   𝑇 ′𝑇 + 𝜆  𝑇 ′𝑇𝛽 − 2𝛽1
′𝑇1
′𝑇 + 𝛽2
′𝑇2
′𝑇  
−1
+ 𝑇 ′𝑦  
𝛽 =  𝑇 ′𝑇 + 𝜆𝑃𝑓 
−1
+ 𝑇 ′𝑦  
Dimana, 
𝑃 =  
1 −2 1 0 ⋯ 0
0 1 −2 1 0 0
0 ⋯ 0
⋮
1 −2 1
 
 𝑇−2 𝑥𝑇
    𝑑𝑎𝑛   𝑓 =  
𝑓1
𝑓2
⋮
𝑓𝑡
 
𝑇𝑥1
 
Jika 𝛽  disubsitusi dengan penaksirnya, maka akan diperoleh : 
𝑦 = 𝑇𝛽 + 𝜀 
Sehingga, estimasi kurva spline dengan Penalized Spline Filter  diperoleh : 
𝑦 = 𝑇𝛽  
   = 𝑇   𝑇 ′𝑇 + 𝜆𝑃𝑓 
−1
+ 𝑇 ′   
Terlihat bahwa pendugaan kurva spline dengan PSF merupakan kelas pendugaan linear dalam 
observasi respon 𝑦 dan bergantung pada R, dalam hal ini adalah titik knot 𝑘 dan parameter 
penghalus 𝜆. 
 
3.2. Model Regresi Penalized Spline Filter  pada Data Time Series 
3.2.1. Plot Data 
Penggunaan regresi nonparametrik didasarkan pada plot data yang tidak mengikuti 
suatu pola parametrik atau dapat pula berdasarkan pada teori yang ada sebelumnya bahwa 
kecenderungan data tidak mengikuti pola parametrik atau sangat berfluktuatif. Adapun plot 
data tersebut ditunjukkan pada gambar 1, sebagai berikut : 
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Gambar 1. Plot data Kurs Rupiah pada tanggal 1 Januari 2012 sampai 30 Januari 2012 
Dari Gambar (1) di atas data yang digunakan adalah data kurs rupiah yang dimulai pada 
tanggal 1 Januari 2012 sampai 30 Januari 2012 yang dapat disimpulkan bahwa data tidak 
mengikuti sebuah pola parametrik, dimana terlihat pada interval – interval waktu tertentu 
terjadi pola yang berbeda dengan interval waktu lainnya. Terlihat bahwa pada tanggal 17 
Januari 2012, Kurs Rupiah mengalami penurunan yang sangat drastis dan terus meningkat ke 
hari-hari setelahnya. Sehingga data nilai tukar rupiah dapat dipolakan dengan pendekatan 
regresi nonparmaterik, khususnya dengan menggunakan Penalized Spline Filter 
 
3.2.2. Pemilihan Titik Knot 
 
Pemilihan titik knot sangat penting, karena berpengaruh pada model regresi spline yang 
akan di pilih. Penentuan knot yang berbeda akan menghasilkan model regresi spline yang 
berbeda pula. Titik knot tersebut akan berpengaruh pada nilai 𝑀𝑆𝐸 𝜆  dan 𝐺𝐶𝑉(𝜆). 
Pemilihan 1 titik knot pada pendekatan regresi spline linear akan ditunjukkan pada tabel. 4. 
 
Tabel 4 Nilai GCV dan MSE pada 1 titik knot untuk spline linear 
 
Titik Knot 
(k) 
GCV MSE 
Titik 
Knot (k) 
GCV MSE 
(1) (2) (3) (4) (5) (6) 
2 4303.564 4022.177 15 2904.23 2714.338 
3 3915.491 3659.478 18 3736.069 3491.788 
5 3498.498 3269.75 20 4425.975 4136.585 
7 3165.313 2958.35 22 4682.3 4376.149 
8 2986.629 2791.349 23 4718.339 4409.833 
10 2671.255 2496.596 25 4732.62 4423.18 
13 2645.228 2472.271 27 4734.4 4424.843 
   29 4729.96 4420.693 
 
Berdasarkan Tabel 4.1 menunjukkan bahwa penggunaan 1 titik knot diperoleh nilai GCV dan 
nilai MSE yang terkecil pada k = 13. Dari pemilihan jumlah titik knot optimum, nilai GCV 
yang terkecil berada pada titik knot 13 yaitu sebesar 2645.228 dan nilai MSE sebesar 
2472.271. Sehingga model spline linear yang optimal digunakan adalah model spline linear 
dengan 1 titik knot. 
Kurva spline linear dengan 1 titik knot (k = 13) sebagai berikut : 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Berdasarkan Gambar 4.2 menunjukkan bahwa data tersebar di sekitar garis estimasi, sehingga 
pola yang terbentuk dari hasil estimasi tersebut dapat diinterpretasikan berdasarkan model 
optimal yang diperoleh dari penggunaan 1 titik knot. Dengan menggunakan software S Plus 
2000 dan persamaan 𝛽 =  𝑇𝑇𝑇 −1𝑇𝑇𝑦, maka diperoleh model spline dengan 1 titik knot 
sebagai berikut : 
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Gambar 4.2. Kurva spline linear dengan GCV(k) dengan 1 titik knott 
𝑦 = 9184.696355 + 3.826056𝑡 − 19.803965 𝑡 − 13 +
1  
Model regresi spline di atas mempunyai nilai GCV sebesar 2645.228 dengan R
2
 sebesar 
76,93%. Hal ini menunjukkan bahwa model di atas merupakan model regresi spline terpenalti 
yang optimal dalam menjelaskan kurs rupiah terhadap dollar dalam setiap harinya pada bulan 
Januari tahun 2012, termasuk pola perubahan yang teridentifikasi dalam model tersebut 
 
3.2.3. Model Penalized Spline Filter  (PSF) optimal berdasarkan titik Knot dan 𝝀 optimal 
 
Pemilihan titik knots sangat mempengaruhi hasil estimasi yang optimal dalam regresi spline. 
Titik knot yang terpilih adalah titik knot yang memberikan nilai GCV dan MSE yang 
minimum, dengan nilai 𝜆 yang digunakan adalah 0 < 𝜆 < 1. Dari beberapa nilai 𝜆 yang 
dicobakan, diperoleh nilai GCV minimum pada 𝜆 = 0.001. Selanjutnya, dengan 𝜆 = 0.001 
akan dilakukan pemilihan 1 titik knot seperti yang akan ditunjukkan pada Tabel 4.3. 
 
Tabel 4.3 Nilai GCV dan MSE dengan 𝜆 = 0.001 pada 1 titik knot untuk spline linear 
Titik Knot 
(k) 
GCV MSE 
(1) (2) (3) 
2 4464.865 4177.447 
3 3992.389 3733.209 
5 3536.249 3305.818 
7 3190.676 2982.523 
8 3008.528 2812.196 
10 2688.602 2513.074 
13 2658.659 2485.025 
15 2916.007 2725.537 
18 3746.128 3501.398 
20 4435.235 4145.465 
22 4690.976 4384.48 
23 4726.801 4417.956 
25 4740.859 4431.084 
27 4743.126 4433.196 
29 4747.984 4437.744 
 
Berdasarkan Tabel 4.3 di atas dapat dilihat bahwa pada penggunaan 1 titik knot dan nilai 
𝜆 = 0.001 diberikan nilai GCV yang minimum pada titik k = 13 dengan nilai GCV sebesar 
2658.659 dan MSE sebesar 2485.025. Gambar yang bersesuaian dengan titik knot ( k = 13) 
akan ditunjukkan pada gambar 4.3 dibawah ini : 
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Gambar 4.3. Estimasi Kurva spline linear dengan GCV(k) dengan 1 titik knot 
Berdasarkan Gambar 4.3 menunjukkan bahwa data tersebar di sekitar garis estimasi, sehingga 
pola yang terbentuk dari hasil estimasi tersebut dapat diinterpretasikan berdasarkan model 
optimal yang diperoleh dari penggunaan 1 titik knot, diperoleh model Penalized Spline Filter  
dengan 1 titik knot sebagai berikut : 
𝑦 = 9174.698077 + 4.794012𝑡 − 21.001215 𝑡 − 13 +
1  
Model Penalized Spline Filter  di atas mempunyai nilai GCV sebesar 2658.659 dengan R
2
 
sebesar 76,21%. Hal ini menunjukkan bahwa model di atas merupakan model Penalized 
Spline Filter  yang optimal dalam menjelaskan kurs rupiah terhadap dollar dalam setiap 
harinya pada bulan Januari tahun 2012, termasuk pola perubahan yang teridentifikasi dalam 
model tersebut. Berdasarkan model optimal, maka dapat dijelaskan bahwa perubahan kurs 
rupiah terhadap dollar Amerika pada tanggal 14 Januari 2012 telah mengalami penurunan 
yang sangat drastis 
 
5. Kesimpulan dan Saran 
 
5.1. Kesimpulan 
Berdasarkan uraian pada bab sebelumnya dapat disimpulkan beberapa, yaitu : 
1. Estimasi Regresi Nonparamterik Penalized Spline Filter (PSF) melalui Penalized Least Square 
(PLS) pada data time series diperoleh : 
𝑦 = 𝑇𝛽 = 𝑇( 𝑇 ′𝑇 + 𝜆𝑃𝑓 
−1
+ 𝑇 ′ ) 
dengan, 
𝛽 =  𝑇 ′𝑇 + 𝜆𝑃𝑓 
−1
+ 𝑇 ′𝑦 
2. Model Regresi Penalized Spline Filter  pada data kurs rupiah dengan menggunakan 1 titik knot 
dan parameter penghalus 𝜆 = 0,001 , yaitu yaitu : 𝑦 = 9174.698077 + 4.794012𝑡 −
21.001215 𝑡 − 13 +
1  
Dengan nilai GCV sebesar 2658.659 dengan R
2
 sebesar 76,21%. Hal ini menunjukkan bahwa 
model di atas merupakan model Penalized Spline Filter  yang optimal dalam menjelaskan kurs 
rupiah terhadap dollar dalam setiap harinya pada bulan Januari tahun 2012, termasuk pola 
perubahan yang teridentifikasi dalam model tersebut. Berdasarkan model optimal, maka dapat 
dijelaskan bahwa perubahan kurs rupiah terhadap dollar Amerika pada tanggal 14 Januari 2012 
telah mengalami penurunan yang sangat drastis.  
 
5.2. Saran 
Berdasarkan pembahasan di atas, maka penulis menyarankan untuk selanjutnya mengkaji 
beberapa pendekatan regresi nonparametric yang memperhitungkan fungsi filter selain spline 
filter, misalnya HP filter, BP filter, dll. Selain itu, masih perlu mengkaji lebih lanjut tentang 
spline filter, khususnya pada data dalam jumlah yang lebih banyak. 
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