Abstract. In this paper we study new computational methods to find equilibria in general equilibrium models. We first survey the algorithms to compute equilibria that can be found in the literature on computational economics and we indicate how these algorithms can be improved from the computational point of view. We also provide alternative algorithms that are able to compute the equilibria in an efficient manner even for large-scale models, based on interior-point methods. We illustrate the proposed methods with some examples taken from the literature on general equilibrium models.
Introduction
The field of computational economics has undergone a revolution as a consequence of the recent advances in computational science. Nowadays economists use a wide range of methods to compute equilibria in increasingly large and complicated economic models. In practice, the criteria for choosing between these computational methods should be based on efficiency and accuracy.
Computational methods for finding equilibria can require too much computer time or storage, as economic models can be extremely large and nonlinear. Inefficient algorithms may make it difficult to solve an economic model. Moreover, the success of a computational approach depends on its accuracy. An algorithm should be able to identify a solution with precision, reducing the rounding errors that occur when the algorithm is implement on a computer.
In this paper, we consider two ways for characterizing equilibria. The first characterization uses the excess demand function, whilst the second one is based on first order conditions of the consumers' problems, the firms' problems and the market clearing conditions that define the economic model. Both characterizations can be seen as a nonlinear complementarity problem (NLCP).
The main aim of this paper is to present an alternative algorithm for solving NLCP based on interior-point methods. In particular, we propose to solve an NLCP as a least-squares problem. The use of interior-point methods avoids one of the weaknesses of the least-squares approach, namely, the ill-conditioning problem often observed. Moreover, as in the Gauss-Newton method, our algorithm will exploit the special structure of the problem, omitting the second order information of the system of equations to solve. This is a great advantage in terms of cost.
Since the 1980s, interior-point methods have become popular for solving nonlinear constrained problems in an efficient and practical manner even for largescale problems, but they have not had a similar echo in the field of Computational Economics. Although some skill is required in choosing appropriate parameters, interior-point methods have proven to be an efficient alternative for solving non-linear constrained problems (for a discussion, see Morales et al., 2001) .
A second objective is to survey the main approaches for computing equilibria in general equilibrium models and indicate how some of these methods can be improved from the computational point of view.
We illustrate the proposed approach with some examples taken from the literature on general equilibrium models. These examples show how the proposed interior-point approach can find accurate solutions with little computational cost.
The rest of the paper is organized as follows. In Section 2 we give a formal description of the basic model and present the concept of equilibrium. Section 3 is devoted to briefly review the literature on computing general equilibria. Using the excess demand function, an equilibrium can be the solution of an NLCP. In Section 4, we present an efficient algorithm to solve NLCP based on interior-point methods. Instead of using the excess demand function, in Section 5 we propose to compute the equilibrium values as the solution of an alternative system of equations and some simple bounds, using the algorithm presented in Section 4 based on interior-point methods.
Competitive General Equilibrium Model
In this section we first present the Competitive General Equilibrium equilibrium model. This model was introduced by Walras (1874) , and later it was formalized by Arrow and Debreu in this century (see e.g., Arrow and Hahn, 1971; Debreu, 1959) .
We consider an economy with D perfectly divisible commodities, I consumers and J firms. We assume that all relevant information is available when agents take decisions (i.e., perfect information). We take R D as the commodity space. Each commodity d = 1, . . . , D will have associated with it a real number p d representing its price. In what follows, x T denotes the transpose of x ∈ R D , a Ddimensional row vector. For any x, y ∈ R D , x · y = x T y denotes the inner product of vectors x and y.
We assume that the j -th firm maximizes an objective function (e.g., its profit) on its production set Y j ⊂ R D . A production set for the j -th firm is a set composed of all production plans which are possible for such a firm, according to the technological knowledge available. A production set Y j is commonly described by means of a set of functions
Usually, general equilibrium models assume that the firm's objective is to maximize its profit, i.e., o j (y j , p) = p · y j . However, in the real world the objectives of the firm result from the objectives of those individuals who control it. For instance, a firm might consider maximizing the expected profit, or a firm could be interested in the maximization of its minimum profit because of its aversion to risk, or the maximization of the short or long-term sales revenues, or the size of the firm's labor force (for example, in the case of a cooperative). Therefore, their objectives may be different, and the profit maximization assumption does not apply to them. To encompass different decision rules, we define the objective function of the j -th firm as a function o j :
where Y j is the production set and R D is the price space. For each firm j ∈ {1, . . . , J }, the function o j (y j , p) is homogeneous of degree α in prices p, for some α > 0. Thus, given a price vector p ∈ R D and a production set Y j ⊂ R D , the j -th firm faces the problem
When firms are profit maximizers and have the possibility of inaction (0 ∈ Y j ), there is no need to take into account the no-loss constraints (p · y j ≥ 0). On the other hand, this constraint is not too restrictive. For example, consider a static and stochastic economy with a commodity that can be traded at S states of the world. Even if we require p · y = S s=1 p s · y s ≥ 0, we are still allowing p s · y s < 0 for a particular state of the world s. In an intertemporal and deterministic economy, for some period of time t 0 it may hold that p t o · y t o < 0.
Under convexity and compactness assumptions, it is possible to prove the existence of a solution for this problem. This solution, known as the j -th firm supply, is a correspondence denoted byŷ j (p). Furthermore, under strong convexity, such a solution is a function. Finally, note thatŷ j (p) is homogeneous of degree zero whenever we assume o j (y j , p) to be homogeneous in prices. In particular,ŷ j (p) is homogeneous of degree zero if we assume that firms are profit maximizers.
On the other hand, the choice set for the i-th consumer is given by a subset X i ⊂ R D which describes feasible consumption vectors. We will assume that the consumption set of the i-th consumer is described by inequality constraints
Each consumer has preferences given by a utility function u i : X i → R, and is endowed with a vector w i ∈ X i . Assuming private ownership market economies (the consumers own the firms), r ij ∈ R + denotes the i-th consumer's participation in the profit of the j -th firm, with I i=1 r ij = 1, ∀j = 1, . . . , J . Given a price vector p ∈ R D , the i-th consumer's demand can be expressed as the solution to the following program:
Under convexity and compactness assumptions, it is possible to prove the existence of a solution for this problem. This solution, known as the i-th consumer demand, is a correspondence that we will denote byx i (p). Furthermore, under strong convexity, such a solution is a function. Finally, note thatx i (p) is homogeneous of degree zero.
An economy can thus be described by a set
Next, we introduce the concept of equilibrium for an economy E, and review the main results on existence of equilibria. 
As a consequence of the homogeneity of degree zero of the demand and supply functions in the prices, without loss of generality, we can define prices on the positive simplex
The excess demand function for an economy E is defined as
In this setting, any price p * 0 is an equilibrium price if and only if z(p * ) = 0. Therefore, p * corresponds to the solution of a system of nonlinear equations. In general, we can define prices on
and in this case, with locally nonsatiated preferences, a price p * ∈ R D + , with p * = 0 is an equilibrium price if and only if
This expression says that all goods in excess supply have a zero price. The condition p * ·z(p * ) = 0 is known as Walras' law, see e.g., Arrow and Hahn (1971) .
Alternatively, equilibria prices p * ∈ + p can be characterized as a solution of the variational inequality
whenever the function z satisfies Walras' law. For details see Ch. 7, Nagurney (1993) . In Optimization literature, Problem (3) is known as the basic NonLineal Complementarity Problem (NLCP) and Problem (4) is known as the basic Variational Inequality Problem (VIP). Many results for NLCP can be applied to VIP. The survey in Harker and Pang (1990) provides an excellent introduction to these problems.
The study of the existence of equilibria has played an important role in the development of computational procedures. The existence proofs are often constructive, and therefore, suggests algorithms for computing equilibria. Most of the recent literature on existence of Walrasian equilibria is based on fixed point theorems, following Arrow and Debreu (1954) . The idea is to find a fixed point p * of a continuous correspondence q such that z(p * ) = 0 if and only if p * ∈ q(p * ). To compute an equilibrium, it is necessary to state practical conditions that characterize these points. The traditional literature on computing equilibria uses the excess demand function. The main disadvantage of this approach is that equilibria may be difficult to compute since, in large applied models, it is difficult to specify the functional form of excess demand functions. However, there exists an alternative approach to avoid to compute the excess demand function. Negishi (1960) presented an alternative proof of the existence of equilibria based on mathematical programming techniques. Assuming that firms are profit maximizers, he proved that a competitive equilibrium is a maximum point of a social welfare function which is a linear combination of utility functions of consumers subject to all the market clearing conditions. In other words, an equilibrium
for a certain δ * such that δ * 0 and transfers Takayama and El Hodiri (1968) and Diewert (1970) also provided a similar result based on these techniques. A demonstration of the existence of equilibrium when firms have a general objective to maximize can be found in Esteban-Bravo (2000) .
Therefore, under convexity assumptions, an equilibrium (x * , y * , λ * ) is characterized by the first order conditions of the master problem and transfers equal to zero, with δ * i 0, ∀i = 1, . . . , I . In other words, an equilibrium (x * , y * , λ * ) is characterized by the first order conditions of the consumers' problems and the firms' problems and the market clearing conditions that define the economic model: See Judd (1999, pp. 189-190) . A further discussion of this issue can be found in Esteban-Bravo (2000) .
The characterization (5) is described by inequality constraints that can be transformed into equations by adding nonnegative slack variables. Therefore, an equilibrium is characterized by equality constraints and bound constraints. Let H (z) = 0 denote the system (5) of nonlinear equations that characterize an equilibrium, where z now contains both the variables and the slacks. Also, let l ≤ z ≤ u denote the bound constraints, where l and u are vectors of lower and upper bounds on the components of z. Some components of z may lack a lower or an upper bound, in these cases we set the appropriate components of l and u to −∞ and +∞, respectively. In Section 5 we outline how an equilibrium can be computed using this characterization that we call Welfare Characterization.
Standard Numerical Methods for Computing Equilibria
Now, we briefly review the currently available algorithms for computing equilibria.
SIMPLICIAL METHODS
These methods are algorithms for computing fixed points of a continuous mapping of the simplex + p into itself, based on the constructive proof of the Brouwer fixed point theorem (1912) . The customary proof of Brouwer's theorem makes use of the combinatorial result known as Sperner's lemma (1928) . The use of some variant of Brouwer's fixed point theorem is an essential step to prove the existence of equilibria in game theory and general equilibrium theory.
Applications of simplicial methods to general equilibrium theory are originally due to Scarf (1967 Scarf ( , 1982 Scarf ( , 1998 . Following Debreu (1959) , he defined a continuous mapping from the price simplex into itself, derived from the excess market demand function for the given economy. Scarf's method computes the fixed points of this mapping, p * ∈ + p , that are the equilibrium prices, using the algorithm proposed by Lemke and Howson (1964) and Lemke (1965) . The main contribution of Scarf's method is the use of a new combinatorial argument, more practical and efficient than Sperner's lemma from the computational point of view (Scarf, 1967 (Scarf, , 1982 (Scarf, , 1998 Scarf and Hansen, 1973) .
The main criticism of these methods is that they are at best linearly convergent. Subsequent contributions have refined Scarf's algorithm in terms of flexibility and speed of convergence. For example, Hansen (1968) and Kuhn (1968 Kuhn ( , 1969 improve Scarf's algorithm by giving a more efficient procedure to exchange vertices of simplices.
In the context of NLCP, this approach is known as projection-type methods and was proposed by Cottle (1966) . The linearization methods, studied originally by Mathiesen (1985) , compute the equilibrium by solving a sequence of linear complementarity problems using Lemke's algorithm. However this approach is only appropriate for providing local convergence. In 1995, Dirkse and Ferris proposed an algorithm with global convergence properties via reformulation of the problem as a nonsmooth system of equations. This algorithm is basically based on a nonsmooth Newton method proposed by Robinson (1994) . Subsequent contributions have refined this approach and been implemented in the PATH solver, see for example Ferris et al. (1999) . The main difficulty associated to this solver is that some skill is required in choosing an approriate initial point. This is due to the fact that this Newton-based solver uses an active set approach, and it is well known that errors in the active constraints have large effect on the accuracy of the solution (see Fletcher, 1987 , for example). Although heuristic techniques to identify an appropriate active set are used (see, for example, Dirkse and Ferris, 1997) , these algorithms may fail to find the solution.
TÂTONNEMENT APPROACH
Since Samuelson (1941 Samuelson ( , 1942 Samuelson ( , 1947 first formalized the concept of tâtonnement, algorithms based on this idea have become very popular. The tâtonnement theory describes the process of price adjustments based on the discrepancy between supply and demand.
The intuition suggests that prices will adjust upward for goods in excess demand and downward for those in excess supply. Therefore, the tâtonnement process can be described by a continuous dynamic system of the formṗ t = z(p t ), or alternatively, by the discrete analogous of the form p t = z(p t −1 ). When it is assumed that prices cannot be negative, this process is described byṗ t = G(z(p t )) or alternatively, its discrete analogue Arrow and Hahn (1983) ).
The dynamic behavior of both systems is analogous: both of them achieve the same equilibria or stationary states, possess the same type of stability and rates of convergence or divergence to equilibria are equivalent. As we are interested in just finding equilibria (no trajectory to this equilibrium has a realistic economic interpretation), equilibrium prices p * can be obtained by means of the continuous or discrete system (see, e.g., Luenberger, 1979) . Even though it is easier to solve the discrete system than the continuous one, the literature on tâtonnement algorithms usually consider the continous version.
PATH FOLLOWING OR HOMOTOPY METHODS
Continuation methods are techniques for numerically approximating a solution curve which is implicitly defined by an undetermined system of equations. The basic idea of these algorithms is to solve 'easy' problems that gradually are transformed into the original problem. In other words, to solve p − f (p) = 0, a map H (p, t) is chosen such that H (p, t) = 0 is trivial to solve at t = 0 and H (p, t) = p − f (p) = 0 at t = 1, which means we solve the original problem. The function H is known as a homotopy and the sequence of solutions {p t } from t = 0 to t = 1 is known as the path.
These methods rely on a certain regularity condition: the Jacobian ∇ p H (·, t) has full rank along the path {p t }. Suppose that we want to solve H (x) = 0, where x = (p, t). Differentiation of H (x) = 0 yields D conditions on the D + 1 unknowns, ∇H (x)ẋ = 0. This system has an infinite number of solutions such aṡ
, where ∇H (x) i means we remove the i-th column of ∇H (x). Therefore, if ∇H (x) is nonsingular, this differential equation leads to a solution of H (x) = 0. Thus, to find a zero of H (x) we need to solve a system of differential equations. These differential equations are typically solved using numerical techniques such as Runge-Kutta methods which suggests that these methods are of limited practical use. Note that, for example, the Runge-Kutta method of order four requires the calculation of four matrix inversions per iteration in contrast to the Newton's method that just requires one matrix inversion.
In the context of computation of equilibria, the use of homotopies in simplicial algorithms to approximate fixed points was introduced by Eaves (1972) , Merril (1972) , and Van der Laan and Talman (1979) . Much recent work on the computation of fixed points has been based on the continuation, path following or homotopy methods. See Eaves and Schmedders (1999) . However, as Harker and Pang (1990, p. 162) pointed out, these methods can be inappropriate from the practical point of view due to the difficulty with solving medium to large scale equilibrium models. Note that the computation or approximation of Jacobians will become increasingly impractical as the problem size increases. Furthermore, these methods may fail to compute a solution even to a quite simple set of nonlinear equations (see Example 11.2, Nocedal and Wright, 1999) .
NEWTON METHOD
The most reasonable method to solve a system of nonlinear continuously differentiable equations z(p) = 0 is the use of a Newton-like algorithm. The k-th iteration of a Newton-like method can be written as p k = p k−1 + αd, where α = 1 for the standard Newton method and d is given by ∇z(p k−1 )d = −z(p k−1 ). Its main feature is the potential for a much more rapid rate of convergence. However, the Newton method only ensures local convergence. Alternatives to assure global convergence are line search methods, trust-region methods and filter-type methods (this one is very promising but too recent). For an introduction, see Nocedal and Wright (1999) , for example.
Although there are approaches to calculate the derivatives automatically such as automatic differentiation and symbolic differentiation techniques (see Chapter 7, Nocedal and Wright, 1999 , for further details), unfortunately there are many instances where the computation of the exact formula of the Jacobian ∇z(p) is a very expensive and difficult task. In this case, quasi-Newton methods (and particularly limited-memory quasi-Newton methods) are an efficient way to avoid the computation of ∇z while preserving reasonable local convergence properties, see Nocedal and Wright (1999) for example. Moreover, it is worthwhile using methods that exploit the structure of ∇z in order to reduce the requirements of computation and storage to compute the direction of search d. For details, see Dennis and Schnabel (1996) .
The use of Newton method to compute equilibria is not a common practice in the literature of computable general equilibrium, although the Newton method is more efficient than the methods presented in previous sections. This literature points out that this method can present problems due to the behaviour of the Jacobian of the excess demand function, ∇z(p * ) (see, e.g., Ginsburgh and Keyzer, 1997, pp. 14-15) . As a consequence of the aggregation, the excess demand function z(p) may lose most of the favorable regularity properties that characterize the individual supply and demand functions. In particular, the Jacobian ∇z(p) could be singular or, being regular, the eigenvalues of its inverse could be close to being zero. Even if the behavior of the matrix ∇z(p) is adequate, it is possible that ∇z(p) violates the nonsingularity condition at points along the sequence of points generated by the algorithm.
None of these problems essentially affects the convergence of the algorithm. In fact, a large number of authors recommend the use of Newton method since it often yields rapid solutions in practice (see, e.g., Whalley, 1973; Ginsburgh and Waelbroeck, 1981; Adelman and Robinson, 1978 , among others).
SMALE'S METHOD
An alternative algorithm for computing fixed points was developed by Smale (1974 Smale ( -1976 Smale ( , 1982 . Similarly to Scarf's method, he showed the existence of solutions for the excess demand equations using Brouwer's theorem, but based on different calculus. The algorithm proposed by Smale is based on a version of Brouwer's theorem, proposed by Hirsch (1963) . A similar approach had been suggested by Kellog, Li and Yorke (1976 
where µ(p t ) = ∇λ(p t )/λ(p t ). Then, the equilibrium p * is the solution of this system of differential equations. Unfortunately, the computation of solutions for this type of problems may be very difficult in practice, and requires the use of numerical techniques for solving systems of differential equations.
Computation of Equilibria as an NLCP via Interior-point Methods
As discussed before, an equilibrium can be characterized by the excess demand function. Then, an equilibrium can be seen as the solution of an NLCP, that is, to find a vector p * ∈ R D such that
An NLCP is described by inequalities that can be transformed into equations by adding nonnegative slack variables, s, as follows
and certain bound constraints (p, s) ≥ 0. Assuming that z : R D → R D is continuously differentiable everywhere, the interior-point standard approach (see Wright, 1997, pp. 167-168) , considers the perturbed system of equations z(p k ) + s k = 0, P k s k − µ k e = 0 to compute the solution of the original problem µ k → 0, where e is the unit vector and P k = diag(p k ). However, this procedure is not always but the recommendable one due to ill-conditioning problems as it was pointed out by Gill et al. (1981, pp. 139-140) .
The algorithm that we present in this paper differs from that in that it adopts a least squares approach. In the proposed approach the ill-conditioning problems seem to be less harmful than in the standard. We formulate Problem (7) as a boundconstrained least squares problem:
Note that a vector p * ∈ R D solves the Problem (6) if and only if p * ∈ R D solves the Problem (8) for some s * ≥ 0 and z(p * ) + s * = 0, p * T s * = 0. To prove this characterization of the Problem (6) is straightforward.
The methodology for solving this problem is closely related to that of the nonlinear programming problems. The implementation of interior-point methods lead to solve Problem (8) by formulating a sequence of unconstrained subproblems defined as min 1 2
A detailed description of the proposed algorithm can be found in Appendix A. One of the main features of our algorithm is that it exploits the special structure of the problem as in the Gauss-Newton method, omitting the second order information of z(p) + s = 0, what is clearly more economical in terms of function evaluations. Moreover, the use of interior-point methods avoids one of the weaknesses of the least-squares approach, namely, the ill-conditioning problem often observed as the Newton direction ( p, s) T is computed from
where J (p k , s k ) denotes the Jacobian matrix of
Another important feature of this method is that the major computational effort in each step is the computation of the Newton's direction ( p, s) T (i.e., to solve a linear system of equations). A main advantage of this approach is that whenever ∇z(p k ) has full rank, the Newton's direction is a suitable direction for Problem (9). Therefore, given careful attention how to solve this system of equations, this algorithm has a great potential for the computation of equilibria in large-scale models. There is a large literature that studies how to solve very large linear systems. An excellent book in this area is Golub and van Loan (1996) (see also Byrd, Hribar and Nocedal, 1999) .
We now present some examples of economic models that can be found in the recent literature on economic applications of NLCP. These examples illustrate the proposed approach, that could be easily extended to larger economic models. As we will see, this approach successfully computes the equilibria in only few iterations. Therefore this approach appears to be better both in terms of speed and reliability. EXAMPLE 2. Static exchange economy (Kehoe, 1991 (Kehoe, , pp. 2066 (Kehoe, -2067 . (0, 0, 0, 0, 5.18, 0.36, 4, 45, 0) T , in 24 steps. Scarf and Hansen (1973, pp. 115-116) . Then, given the initial point z 0 = 1 T , the interior-point algorithm converges to the interior-point algorithm converges to the equilibrium prices Finally, we study how an equilibrium can be computed as a solution of a variational inequality problem (VIP). The generalization of the standard nonlinear complementarity problem (3) is the mixed complementarity problem (MCP). Given a function z :
Consider a static exchange economy with two consumers and two goods. The i-th consumer has a utility function of the form
u i (x 1 , x 2 ) = 2 j =1 a ij (x b j j − 1)/b j , where a ij = 1024 if i = j , a ij = 1 if i = j , b j = −4 and initial endowments w ij = 12 if i = j , w ij = 1 if i = j , ∀i, j = 1, 2.
EXAMPLE 4. Mathiesen (1987, pp. 5-6). Consider a static production economy with one consumer, one producer and three goods. The consumer has a demand function of the form
where l and u denote vectors of lower and upper bounds on the components of x, respectively. As before, this Problem (10) can be solved by means of the equivalent inequality-constrained optimization problem:
using the proposed algorithm. This extension is specially useful since the mixed complementarity problem formulation includes many standard problems such as zero-finding for a system of nonlinear or linear equations, the nonlinear or linear complementarity problems, nonlinear problems and the finite-dimensional systems of variational inequalities. In general, a VIP over a nonempty subset
Note that when X = R D + , the Problem VIP reduces to NLCP, and when X = [l, u] , the Problem VIP becomes the MCP. Therefore, whenever the computation of equilibria is formulated as a VIP, the proposed approach can also solve this type of problems in an efficient manner.
However, from the economic point of view, there are no advantages of using this characterization instead of the one that characterizes an equilibrium as a solution of a NLCP (neither when demonstrating the existence of the equilibrium nor when calculating these equilibria).
Computation of Equilibria Using the Welfare Characterization via Interior-point Methods
Previously, we have presented an efficient algorithm based on the excess demand function. But, as we mentioned before, it can be quite difficult to obtain its functional form in general. Mantel (1971) first considered the use of Negishi's approach to compute equilibria. He proposed a tâtonnement algorithm to solve the continuous versionδ t = −t (δ t ). However, as we have outlined before, this procedure is only useful for certain simple economies due to the numerical difficulties of solving differential equations. In this section we presented an alternative algorithm to compute a competitive equilibrium using the Welfare Characterization in an efficient and practical manner via interior-point methods. We also present some examples to illustrate the proposed approach, that could be easily extended to larger economic models.
We consider the system of nonlinear equations (5), H (z) = 0, where z ∈ R D * and the bound constraints are of the form l ≤ z ≤ u. This problem can be seen as an NLC problem. Therefore, our approach will follow the scheme used in Section 4, considering the alternative inequality-constrained optimization problem:
See Appendix A for details. We now present some examples of economic models that can be found in the recent literature on computation of general equilibria. These examples illustrate the proposed approach, that could be easily extended to larger economic models. EXAMPLE 8. Static exchange economy (Kehoe, 1991 (Kehoe, , pp. 2066 (Kehoe, -2067 . Consider the exchange economy with two consumers and two goods described in Exam-ple 2. Taking as the initial point z 0 = [0. 5, 0.5, 12, 1, 1, 12, 0.5, 0.5] T , the interiorpoint algorithm converges to z * = [1.0992, 1.0992, 10.39, 2.6, 2.6, 10.39, 0. , 5, 15, 15, 5, 0.5, 0.5, 0.5, 0.5, 5, 1, 1, 1] T , the interior-point algorithm converges to z * = [1.7, 8.5, 1.5, 34.75, 14.82, 5.9, −1.5, 9.75, −2.18, 10.9, 8.5, 1.7, 1.7, 1.7] T in 9 steps. Hence, in equilibrium, the consumption for consumers 1 and 2 is x * 1 = (1. 5, 34.75) T and x * 2 = (14.82, 5.9) T , respectively, the production for firms 1 and 2 is y * [1, 1, 31, 10, 16, 10, 5, 5, 1, 1, 1] T , the interior-point algorithm converges to z * = [1. 84, 1, 44, −1, 7, −3, 27, 91.9233, 1.84, 1.84, 1.84] T in 7 steps. Hence, in equilibrium, the consumption for the consumer is x * = (1, 44) T , the production for firms 1 and 2 is y * 1 = (−1, 7) T and y * 2 = (−3, 27) T , respectively, with the associated price p * = (1.84, 1.84) T .
EXAMPLE 12. Static production economy IV. Consider the following sta
Given the initial point z 0 = [1, 1, 31, 10, 16, 10, 5, 5, 1, 1, 1] T , the interiorpoint algorithm converges to z * = [78.34, 0.75, 41.62, −0.75, 5.43, −3.5, 26.18, 509.23, 78.34, 78.34, 78.34 This example could be easily extended by considering that all the goods are indexed by a geographical location on a network. In such a case, the capacity bounds of the transport lines would be local between each two nodes of the electric network. This is the case of electric markets in which coordination between different electric power stations is required to improve the efficient use of resources because electricity cannot be stored and requires immediate delivery.
The same arguments can be applied in transport economic models, communication models, and related spatial economic models where congestion effects play a relevant role. This type of economic models can be extremely large and nonlinear, and therefore economists require the use of efficient numerical methods to compute equilibria, as the algorithm proposed.
Summary and Conclusions
We have seen many different methods that are available for the computation of equilibria in general equilibrium models. We have also investigated any further improvements in the efficiency of the existing algorithms. When the functional form of the excess demand function is available, Newton-type methods are recommended due to their potential for a rapid rate of convergence. However, this approach cannot deal with simple bounds, and therefore, it cannot be applied to economic models with nonnegative prices.
In this paper we have presented a new approach to solve nonlinear complementarity problems as a least-squares problem via interior-point methods. This methodology has better efficiency than the standard approach (see Wright, 1997, pp. 167-168 ) that fails to compute a solution even to quite simple examples. This is mainly due to the fact that ill-conditioning problems in the proposed approach seems to be less harmful than in the standard one. Moreover, as in the GaussNewton method, our algorithm will exploit the special structure of the problem, omitting the second order information of the system of equations to solve. This is a great advantage in terms of cost. The proposed method has been tested on several examples that can be found in the recent literature on computable general equilibrium. The results show that this approach works quite well and could be easily extended to larger economic models due to their practicability.
The recent literature on computation of general equilibria uses the excess demand function, but in applied models it is difficult to specify the functional form of the demand and supply functions. The use of the welfare approach avoids this difficulty as equilibria are characterized by the first order conditions of the consumers' problems and the firms' problems and the market clearing conditions that define the economic model. Using this characterization, we have proposed an algorithm to compute equilibria as a least-squares problem via interior-point methods. The practicability of the welfare approach and the efficiency of the proposed algorithm applied to this characterization can be shown complex economies such as those that present externalities.
