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Countercurrent Processes. VI. Complex Distillation Column 
and Multipoint Boundary Value Problem* 
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Los Angeles, California 90007 
The complex distillation column problem is formulated as a multipoint 
boundary value problem in difference equations. It is shown that this non- 
linear multipoint boundary value problem can be solved easily by the quasi- 
linearization technique. With very rough initial approximations, only ten 
iterations are needed to obtain a four digit accuracy in concentrations. The 
advantage of this approach is that the complex column can be solved in essen- 
tially the same way as the simple column with approximately the same com- 
putation requirements. 
1. INTRODUCTION 
In an earlier paper [l], the quasilinearization technique was shown to be an 
effective technique for solving multicomponent distillation problems. In this 
work, we wish to show that this technique is even more useful for solving 
comples multicomponent distillation problems with several sidestreams 
withdrawn and with several feed streams. For simple multicomponent 
distillation, the problem is essentially a two-point boundary value problem 
in difference equations. The equations for complex multicomponent distilla- 
tion form a multipoint boundary value problem in difference equations. Thus, 
the addition of more withdrawal or feed streams to the column does not 
increase the computational effort in any significant manner when the quasi- 
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linearization technique is used. In fact, a multicomponent distillation problem 
in complex column can be solved in exact the same way as a simple distillation 
column. Thus, the techniques developed for simple multicomponent distil- 
lation in a series of papers [l-3] can be extended easily to comples column. 
To show the effectiveness of the approach, a five component distillation 
problem with two side-streams withdrawn is solved. With very rough initial 
approximations, only ten iterations are needed to obtain a four digit accuracy 
in concentrations. 
2. A MULTIPOINT BOUNDARY VALUE PROBLEM 
To illustrate the approach, consider a multicomponent distillation problem 
with a total condenser, two feed streams and two side-streams withdrawn. 
One-side stream is withdrawn as liquid from stage wr above both feed plates. 
The second stream is withdrawn as vapor from stage wa below both feed 
plates. The plates are numbered consecutively down from the top of the 
column to the reboiler. The condenser is the zeroth stage and the reboiler is 
the (IV + I)st stage. The column is divided into five sections. The section 
above the first withdrawal plate w, will be called the first section. The section 
between plate wr and the top feed plate fr will be called the second section, 
and so on until the fifth section, which represents the plates below the second 
withdrawal plate w2 . 
The usual simplifying assumptions such as perfect plate and negligible 
heat loss from the column will be assumed. The well known material and heat 
balances around the condenser and any stage n for the top section of the 
column are 
L(n) + D = V(n + l), (1) 
L(n) xi(n) + D-do) = r(n + l)y& + l), i = 1, 2 ,..., ?n, (2) 
L(n) f Lrj(fl) hj(n) + D f xj(O) h,(O) + Qe 
j=l j=l 
= V(n j- 1) 2 y;(n + 1) Hj(n + l), 
j=l 
(3) 
with n = 1, 2,..., (wl - 1). Using the equilibrium ratio constant k, the 
equilibrium relationships are 
-vi(n) = k(n) x,(n), i = 1, 2 ,..., m, (4) 
where x,(n) and yi(n) denote the mole fraction of component i leaving plate n 
in the liquid and vapor phases, respectively. The flow rates L(n) and V(n) 
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denote the total molal rates at which liquid and vapor streams leave plate n. 
The distillate molal rate is represented by D, and h and H represent the 
liquid and vapor enthapies, respectively. The condenser duty, 0, , can be 
represented b! 
nt 
0, == r-( 1) z Sj(0)[Hj(l) - h,(O)] (5) 
j=l 
where the relationship for a total condenser 
q(O) = Ui(l) = m,, , i = 1, 2 . . . . , m, (6) 
has been used. The variablesL(n), L,‘(n + I), and yj(n &~ 1) can be eliminated 
from Eqs. (l)-(4). Th e resulting equations can be represented by 
,,I 
g,(n) == [Qz + 1) x,(n + 1) - X,(O)] x sj(n) IZj(?l) 
j-1 
f [.~j(O) - .~j(?Z)] r: kj(?Z ~- 1) ~j(?~ - 1) H,(n i I) 
j=l 
~ [sj(n) - kj(n -t 1) ~~j(n + I)] [~ t ~ .~j(O) hj(O)] ‘= 0, 
j-l 
i = 1, 2,. ..) n2, II = 1, ?,..., (Wl - 1). (7) 
Equation (7) represents the section above the plate zcl . The equations for 
the other sections can be obtained in a similar manner. For example, equations 
similar to Eqs. (l)-(3) can be obtained for the second section by using material 
and enthalpv balances around the condenser and any plate n. Eliminating 
the same three variables from these equations for the second section, we 
obtain 
s,(n) = [(D -L Wl) kj(Tl f 1) s,(n + 1) - DX,(O) - Tl;s,(w,)] f sj(n) h,(n) 
,=l 
+ [D.Y,(O) J- W&q) -- (D -+ rr;) .Yj(?Z)] 
’ 1 kj(fl t- 1) hYj(?l + 1) Hj(tl -I- I) .- [.YJ?z) - k;(n Jr l)s;(n -’ l)] 
i-l 
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The equations for the other sections can also be obtained. The equations 
for all the sections including Eqs. (7) and (8) can be represented by 
gdn) = [?Mn + I) xi(n + l) - 51 jgl xj(n) hj(n) 
t[5-~s(n)l~Ki(n+l).~~(n+I)W,(n+l) 
j=l 
+ [x,(n) - k&l + 1) x,(n + l)]t: = 0, 
n=1,2 ,..., N, i=1,2 ,..., m, (9) 
where for the first section with n = 1, 2,..., (wl - I), we have 
?j = 1, 
r z Si(O), n = I, 2 )..., WI - 1, 
5 = (Qc.‘D> + f: 40) MO>. 
j=l 
For the second section with n = w1 , w1 + l,.,., f, - 1, we have 
and for the third section, with n = fi , fi + l,..., fi - 1, we have 
?l=D+Wl-F 
5 = Dq(O) + W,:j;wJ - F,.r,, , 
m m m 
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For the fifth section with n = ws , q2 + I,..., N, we have 
111 
< == D C bXj(O) h,(O) $ 14’: t Xi(Wl) hj(Wl) + I$‘2 f k,(W& Xj(Wp) Hj(W,) 
,=l i-l 1-l 
I31 111 
-~ Fl C xjflhjfl - Fz C xj&jrz + 0 .s ) (I+) 
I=1 j=l 
where xifj and hifj represent the mole fraction and enthalpy of component 
i in the jth feed stream, respectively, and xi(f) and xi(wi) represent the mole 
fractions of component i in the liquid phase leaving the feed plate f and the 
withdrawal plate wj , respectively. Wj represents the total molal rate in thejth 
withdrawal stream, Fj denotes the total molal rate in the jth feed stream, and 
hi(tzj) denotes the enthalpy of pure component i in the liquid phase leaving 
the wj plate. 
Boiling point liquids are assumed for both feed streams. For a total con- 
denser; the equations for the zeroth stage or condenser are 
Ri(O) = %(O) - 41) dl), i := 1, 2,.. , 172. (15) 
Equations (9) and (15) represent m first-order nonlinear difference equations 
over the entire column. The m boundary conditions can be obtained by using 
overall individual material balances 
= D~i(0) + Bxi(N + 1) + W~XJW~) + W&~(wz)Xi(Wz)~ i = 1, 2,..., m. (16) 
Notice that the left-hand side in the above equation is completely known. 
The following values are assumed given: the total number of plates, the 
feed plates location, the flow rates as well as the compositions and thermal 
conditions of the two feeds, the column pressure, the distillate rate D, the 
vapor rate V(l), the withdrawal plates wr and ws , and the withdrawal rates 
W, and Ug . The bottom flow rate B can be obtained from the overall total 
material balance, and L(0) can be obtained from the overal total material 
balance around the condenser. 
The m unknowns in Eqs. (9) and (15) are xi(n), i == 1, 2,..., m. Notice that 
&(n), hi(n) and Hi(n) are not independent. They are functions of the tem- 
perature T(n), which in turn is a function of the composition s,(n) via the 
buble point equation 
zl kj(?Z) Xj(?Z) - 1 = 0, It z 0, 1, 2,..., LY -7 1. (17) 
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Thus, K, h, and Hare implicit functions of x. All the other quantities in Eqs. 
(9), (15) and (16) are known quantities. The temperature T(n) can also be 
obtained by using Eq. (17). 
Equations (9), (15), and (16) constitute a multipoint boundary value 
problem in nonlinear difference equations. Since the quantities x(O), x(wi), 
I, and x(N + 1) are unknowns, the above problem is a fourpoint non- 
linear boundary value problem. 
3. QUASILINEARIZATION 
The quasilinearization technique is ideally suited for solving multipoint 
boundary value problems [5, 61. In fact, by the use of this technique, two- 
point and multipoint boundary value problems can be solved in exactly the 
same manner. Equation (9) can be represented symbolically by the vector 
equation 
&(O), -+>, x(n + I>, x(q), +,>) = 0, 71 = 1, L-9 N, w 
where g and x denote m-dimensional vectors. Recall that k(n), h(n), and H(n) 
are functions of x(n). All the unknowns in Eq. (9) appear in Eq. (18) except 
Hi( 1). Since H,(l) appears only in the condenser duty Eq. (5), practical 
experience indicates that the linearization of Hj( 1) does not influence the con- 
vergence rate to any noticeable degree. Equation (18) can be linearized as [5,6] 
g&4 + J&h+1(0) - %m + J.zcnh+m - %Wl 
+ Jdn+dJCk+dn + 1) - *dn + 111 + JdwJL%+d%) - %@a 
+ JdU~,)L~k+l(%) - (%)I = 09 (19) 
where the variables with subscript k represent known variables which are 
calculated during the previous kth iteration. The variables with subscript 
(k + 1) represent the unknown variables whose values we wish to obtain 
during the current (k + 1)st iteration. Notice that Eq. (19) is essentially a 
Taylor series with second and higher orders omitted. All the elements in the 
Jacobian matrices J are kth iteration variables. The elements of the Jacobian 
matrix JZ(,,) can be obtained by partial differentiation of Eq. (9) with respect 
to X(O). For example, the Jacobian matrix for the second section of the column 
can be obtained in the following manner. 
%itn) -= 
WO) [ 
il kj(n + 1) -vj(n + 1) Hj(n + 1) - f xi(n) h,(n)] D'~z 
j=l 
+- [xi(n) - k<(ti + 1) ~,(n + 1)] p,(O) + D f Sj(O) a], 
i=l 
i, 1 == I, 2 ,..., m, 71 = q , w1 + l,...) fi - 1, (20) 
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where the implicit differentiation in the last term can be expressed as 
bhj(0) dh,(O) i3T(O) bT(0) =- 
ax,(o) dT(0) 2q(O) = hj’(o) a.rl(o) * (21) 
To find an expression for the above partial differentiation, Eq. (17) with 
n = 0 can be used. Differentiating Eq. (17) with respect to .‘cr(O), we have 
iiT(O = 4,(0)/f q(O) k,‘(O), 
j=l 
(22) 
with 
6i, = 1, i = 1, 
(33) 
ZZ 0, i + 1. 
The other Jacobians for the second section are 
i [x&z) - &(n & 1)x& + I)] W, h,(w,) t f x,(w$$$ , 
i=l 1 
?gi(n)/a.t-,(w,) = 0, (27) 
for i, 1 = I, 2 ,..., m, n = w1 , w1 + l,..., fi - 1, where the subscript k has 
been omitted for simplicity. The implicit partial differentiation in the last 
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term of each of the above equations can be obtained in a similar 
manner as that discussed earlier. The elements of the Jacobians for the other 
sections can be obtained in a similar manner. 
In the above linearization, several approximations have been made. Both 
the terms in Qe and the equilibrium ratio K are not considered in linearization. 
Strictly speaking, and also to obtain quadratic convergence, all nonlinear 
terms should be linearized. However, practical experience has indicated that 
due to the implicit differentiations involving T, the resulting linear equations 
are very complicated if all k, h, and H are considered in the linearization. 
In fact, the resulting linear equations are so complicated that unreasonably 
large or small values are obtained for the particular and homogeneous 
solutions. Obviously, if none of the tt, h, and Hare considered in linearization, 
the convergence rate would be extremely slow. In this work, a compromise is 
used and only h and H are linearized. Practical experience also indicates that 
the linearization of the terms in Qc does not influence the convergence rate 
noticeably. 
Since k is not linearized, Eq. (15) for the zeroth stage is a linear equation. 
Using the linearity property, the general solutions of the linear Eqs. (15) and 
(19) can be expressed as 
Xi.k+l(n) = Xi.D,k+l (4 + z1 a,.%i*k+l(4, (28) 
with i = 1, 2 ,..., m, n = 0, 1, 2 ,..., N + 1, where the subscript p indicates 
particular solutions and the subscript h indicates homogeneous solutions. 
Since there are m boundary conditions, aj represents m integration constants. 
The particular and homogeneous solutions can be obtained by integrating 
the general and homogeneous forms of Eqs. (15) and (19) with any initial 
conditions as long as the homogeneous initial conditions are nontrivial and 
distinct. Once the particular and homogeneous solutions are obtained, the 
integration constants aj can be calculated by solving the resulting equation 
obtained by substituting Eq. (28) with n =I 0, wr , we, (N + l), into the 
boundary condition Eq. (16). With ai calculated, the general solution for the 
current iteration can be obtained by using Eq. (28). Call this just obtained 
solution as the Kth iteration. The next (K + I)st iteration can again be obtained 
by first obtaining the particular and homogeneous olutions. 
Since Ki appears in the last term in Eq. (16), this last term is nonlinear. 
However, in actual computation, this term is assumed linear and the k’s 
obtained in the previous iteration is used in calculating the integration 
constants aj . Because of this simplifying approximation, the resulting 
equations obtained by combining Eqs. (16) and (28) are linear equations. 
The only unknowns in these linear equations are aj . 
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4. NUMERICAL RESULTS 
To illustrate the effectiveness of this approach, a distillation problem with 
five components and two side-streams withdrawn is solved. The column has 
one feed stream and a total condenser. The numerical values used are 
.Tlf = 0.05, N = 9, F = 100, 
x2f = 0.15, W 1- 3, P’(1) = 175, 
xsf -= 0.25, w2 = 8, w, = 18.9, 
.Qf = 0.20, f =5, ?I~? = 20. 
x 5f = 0.35, D = 30, 
A column pressure of 120 psia is assumed. Boiling point liquid feed is used. 
The streams W, and !V, are withdrawn as liquid and vapor, respectively. 
The symbols .vl , s p ,..., K~ represent the mole fractions of C,H, , i - C, , 
i - C, , and n - C, , respectively. The parameters k, h, and H have been 
corrected as functions of T by Holland [4] at a pressure of 120 psia. 
To start the iteration, feed composition is used as the initial approx- 
imations, or 
qJ+,(n) = 0.05, x2,1;+(n) = 0.15, ~~,~+,(n) = 0.25, 
.v4.k,o(n) = 0.20, x5.&n) = 0.35, 
for all n, 0 < ~1 .< N + 1. In other words, constant initial approximations 
are used. Using the initial conditions listed in Table II are obtained. Notice 
that in spite of the very rough initial approximations used, only ten itera- 
tions are needed to obtain a four digit accuracy. This convergence rate 
can be further speeded up if ki(w.J in Eq. (16) is considered unknown. 
However, Eq. (16) would be nonlinear in aj . Thus, the computation time 
needed for each iteration would be increased because of the solution of 
this nonlinear equation. 
TABLE I 
Initial Conditions Used for Obtaining the Particular and 
Homogeneous Solutions 
Homogeneous solutions 
Particular 
Variables solution 1 2 3 4 5 
- ~~. __-- ___. 
~LK-U 0.2 0.3 0.2 0.2 0.2 0.1 
s,(O) 0.2 0.2 0.3 0.2 0.2 0.2 
40) 0.2 0.2 0.2 0.3 0.2 0.2 
d9 0.2 0.2 0.2 0.2 0.3 0.2 
%W 0.2 0.1 0.1 0.1 0.1 0.3 
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TABLE II 
Convergence Rate of the Numerical Example 
Iteration xl(O) -Q-x -0) x4(0) x5(O) D W, IV2 T(O) 
0 0.05 0.15 0.25 0.20 0.35 
1 0.1445 0.3464 0.433 1 0.0288 0.0235 
2 0.1554 0.3706 0.4840 0.0342 0.0230 
3 0.1535 0.3535 0.4535 0.0337 0.0228 
4 0.1533 0.3513 0.4481 0.0327 0.0221 
5 0.1533 0.3506 0.4463 0.0321 0.0216 
6 0.1533 0.3503 0.4453 0.0318 0.0214 
7 0.1533 0.3501 0.4448 0.0316 0.0213 
8 0.1533 0.3500 0.4445 0.0316 0.0212 
9 0.1533 0.3499 0.4444 0.0315 0.0212 
10 0.1533 0.3499 0.4443 0.0315 0.0212 
20 0.1533 0.3499 0.4443 0.0315 0.0212 
29.29 11.28 12.49 
32.02 16.51 16.50 
30.51 19.05 19.87 
30.22 19.02 20.10 
30.12 18.94 20.03 
30.06 18.92 20.00 
30.03 18.91 20.00 
30.01 18.91 20.00 
30.01 18.90 20.00 
30.00 18.90 20.00 
30.00 18.90 20.00 
184.63 
137.51 
136.02 
136.47 
136.44 
136.40 
136.38 
136.37 
136.37 
136.37 
136.37 
136.37 
5. DISCUSSION 
Treating the multicomponent distillation problem as a multipoint boundary 
value problem forms a very useful approach. Various existing techniques for 
solving multipoint boundary value problems in difference equations can be 
applied to distillation column design. Furthermore, the techniques developed 
for simple distillation column can be extended easily to complex column. 
It appears that the multipoint boundary value concept is most useful 
for solving a system of distillation column where several units of different 
columns are involved. It is interesting to note that the equations for a system 
of distillation columns form a multipoint boundary value problem in difference 
equations. The solution of a system of distillation columns will be discussed 
in the future. 
It should be noted that the computational requirements for a complex 
column with several feeds an withdrawal side-streams is not noticeably more 
than those required for a simple column. The complex column solved here 
is very similar to the simple multicomponent column solved in the previous 
paper [I]. The convergence rates for the two different problems are 
approximately the same, and the computer time required for each iteration is 
also approximately the same. In fact, the complex column problem seems to 
converge faster. 
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