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ABSTRACT
The analysis and identification of separable nonlinear single valued 
systems is carried out from a functional standpoint, by modifying the 
Volterra series to separate bias and steady state gain from dynamic effects. 
This analysis is applied to the development of generalised expressions for 
output bias, variance and correlation functions of nonlinear systems with 
Gaussian or pseudo-random inputs. An identification procedure is then 
developed and applied to the testing of both simulated systems, and an 
electrohydraulic servomotor. An error analysis is'carried out showing the 
limitations of the method, and procedures derived designed at eliminating 
the effects of random and cyclic noise.
CONTENTS
CHAPTER 2 SYSTEM ORGANISATION 16
2.1 Introduction 17
2.2 System organisation 17
2.2.1 Description of computer system 17
2.2.2 Prime objectives 19
2.2.3 General system concepts 20
2.3 RSP 20
2.3.1 Memory management 22
2.3.2 Experiment configuration 24
2.3.3 Data handling 25
2.3.4 Limitations and concluding remarks
about RSP 26
2.4 Scaling of integer arrays 26
2.5 Supporting software 27
2.5.1 Analogue I/O routine 28
2.5.2 Simulations 30
2.5.2.1 NSIM; nonlinear gain element
simulator 30
2.5.2.2 DSIM; linear element simulator 32
2.5.3 Correlation programs. Integer routine 34
2.5.4 General purpose test program (GPTP) 34
2.6 Conclusions 36
CHAPTER 3 MODIFIED FUNCTIONAL ANALYSIS OF SEPARABLE
NONLINEAR SYSTEMS 37
3.1 Introduction to the Volterra analysis of
nonlinear systems 38
3.2 Some properties of Volterra kernels 40
3.3 Volterra series representation of a nonlinear
system's response when subjected to biased
inputs. Modified Volterra series 44
3.3.1 The fL(m) coefficients 47
Page No.
CHAPTER 1 INTRODUCTION 1
( i i )
3.3.2 The EL(m) coefficients 52
3.4 The crosscorrelation function. Repetitive inputs. 53
3.4.1 The D^ (x) functions 57
3.5 Feedback around a Wiener type system 58
3.5.1 Correlation and feedback. Linear system 63
3.5.2 Crosscorrelation expressions for 
nonlinear feedback systems. Nonlinear
element in forward path. 65
3.5.3 Crosscorrelation expressions for nonlinear 
feedback systems. Nonlinear element in
feedback path. 70
3.6 Summary 73
CHAPTER 4 SEPARABLE NONLINEAR SYSTEMS WITH GAUSSIAN INPUTS 74
4.1 Introduction 75
4.2 Gaussian signal excitation of a linear system 76-
4.3 Passage of a Gaussian signal through a nonlinear
system 86
4.3.1 The Crosscorrelation Function 86
4.3.2 The propagation of bias in nonlinear
systems with Gaussian inputs 92
4.3.3 The propagation of power in nonlinear
systems with Gaussian inputs 94
4.4 Gaussian inputs to a nonlinear feedback system 99
4.5 The statistical describing function for biased
inputs (RBDF) 101
4.5.1 The (RBDF) for a polynomial nonlinearity 103
4.5.2 The RBDF applied to a ( L-PNL-L ) system 104
4.6 An example of the accuracy of the RBDF method in
estimating output variance 106
4.7 Summary 108
CHAPTER 5 SEPARABLE NONLINEAR SYSTEMS WITH PSEUDO-RANDOM INPUTS 109
5.1 Introduction. Definition of signal waveforms. 110
5.2 Some correlation properties of maximal length
sequences (3 and 5 levels) applied to systems with 
polynomial nonlinearities 112
Page No.
( i i i )
5.3 Injection of 3 and 5-level sequences into
Hammerstein type systems 114
5.3.1 3-level inputs 115
5.3.2 5-level inputs 118
5.4 Two-level inputs. PRBS. 119
5.4.1 PRBS input to Hammerstein type system 122
5.5 Summary 124
CHAPTER 6 TEST PROCEDURES FOR SYSTEMS CONTAINING SMOOTH
NONLINEAR ELEMENTS 125
6.1 Introduction 126
6.2 Conventions used in annotation of the diagrams 126
6.2.1 Input signals 126
6.2.2 Noise signals v 127
6.2.3 Output signals 127
6.2.4 Linear elements 127
6.2.5 Nonlinear elements 128
6.2.6 Scaling 128
6.2.7 Additional abbreviations used to
annotate graphs 129
6.3 PRBS System inputs 129
6.4 Response and crosscorrelation functions for
nonlinear systems subjected to three-level inputs 132
6.5 A procedure for the identification of the
nonlinear system gain function 138
6.6 Error analysis 147
6.6.1 Errors due to nonlinear terms 148
6.6.2 Errors due to noise 151
6.7 The choice of an optimal second amplitude for the
repeated mean level test 154
6.8 Identification of the gain characteristic of
system containing polynomial nonlinearities
( L-PNL-L ) 155
6.8.1 Identification with noise free system 156
6.8.2 Identification in the presence of Gaussian
noise 159
6.9 Cyclic noise 163
Page No.
( i v )
P age  No,
6.9.1 Elimination of cyclic noise effects from 
the crosscorrelation function by the use 
of inverse repeat signals 172
6.10 Summary 175
CHAPTER 7 TEST PROCEDURES FOR SYSTEMS CONTAINING DISCRETE
NONLINEAR ELEMENTS 176
7.1 Introduction 177
7.2 Effect of amplitude on the resolution of
discontinuous nonlinearities 177
7.2.1 Resolution with dead-band nonlinearity 182
7.2.2 Resolution with general symmetric gain
change nonlinearity 183
7.2.3 Preload type nonlinearities. Effects of 
input amplitude of the identification
resolution. 185
7.2.4 Relay type nonlinearities. Effects of 
nonlinear element input variance on
identification resolution. 189
7.2.5 Variance equalisation of filtered TPRS 200
7.2.6 Identification resolution as a function of
nonlinear element input p.d.f. with variance 
equalisation 204
7.2.7 Optimised identification procedure 210
7.3 Repeated mean level testing and systems with
discontinuous nonlinearities 213
7.4 Signal preconditioning and repeated mean level
testing; combined method to achieve high resolution 217
7.5 Summary 219
CHAPTER 8 IDENTIFICATION OF THE GAIN AND FRICTION
CHARACTERISTICS OF A HYDRAULIC SERVODRIVE SYSTEM 220
8.1 Introduction 221
8.2 Description of servo-system 221
8.3 The d.c. characteristics of the servodrive,
obtained using quasi-steady state testing 224
8.3.1 Input current vs. output speed. Steady
state test. 227
8.3.2 Input current vs. differential pressure.
Steady state test. 228
( v i )
8.3.3 Output speed vs. differential pressure.
Steady state test. 229
8.4 Motor load equation and correlation theory 231
8.4.1 Determination of the gain function K(m.)
for the servomotor 235
8.4.2 Determination of the viscous and Coulomb
friction coefficients B and F 236c
8.5 Summary 240
8.6 Appendix 241
CHAPTER 9 DISCUSSION AND SUMMARY 243
CHAPTER 10 CONCLUSIONS 251
Page No.
REFERENCES 253
CHAPTER 1
INTRODUCTION
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In the la s t  th ir ty  years the f i e l d  o f  con tro l has grown from being  
an em pirical art to  a mathematical d is c ip l in e  in  i t s  own r ig h t .  I t  has 
become so important th a t a l l  en g in eers, regard less o f  s p e c ia l iz a t io n ,  
require to  understand a t le a s t  i t s  b a s ic  p r in c ip le s , This has been 
la r g e ly  due to  the p ressures o f  modern in d u str ia l econom ics, w ith  
automation p lay in g  an ever in crea sin g  part in  our l i v e s .
I t  i s  im possib le  to  p o in t to  any p a r tic u la r  path o f  research  which 
has led to  p resen t day knowledge. P o ssib ly  th e g r e a te s t  .contributor to  
con tro l theory has been the computer engineer. The a v a i la b i l i t y  o f  
f a s t ,  cheap p rocessin g  power has r e su lted  in  the conception o f  more 
complex system s. Their design  and op tim isa tion  in  terms o f  c o s t  and 
performance has led  to  th e  n e c e s s ity  for adaptive c o n tr o lle r s  o f  ever  
in crea sin g  so p h is t ic a t io n , in  turn leading to  advances in  o p tim isa tio n , 
m odelling and id e n t i f ic a t io n  tech n iq u es.
Within the broader f i e l d  o f  c o n tr o l, system s m odelling and 
id e n t i f ic a t io n  are su b jec ts  o f  very  large scope; th e f i r s t  i s  used in  
design  and behaviour p r e d ic tio n , and the la t t e r  fo r  the con stru ction  o f  
models o f actu a l p la n t . The two su b jec ts  are o ften  considered  
sep a ra te ly , but very strong t i e s  e x is t  between them. U n til r e c e n tly  
a l l  id e n t if ic a t io n  methods were based on algorithm s to  f i t  the  
parameters o f  a model o f  predetermined stru c tu re , such that i t s  
behaviour matched in  some way th a t of the system being id e n t i f ie d .  The 
impulse response fu n ction  i s  regarded by the author as being non- 
param etric. This i s ,  however, a p o in t which i s  open to  d isc u ss io n . 
Non-parametric methods, such as the impulse response determ ination  from 
c o r r e la tio n  a n a ly s is  o f  lin e a r  system s, a lso  r e ly  on a model to  
transform  the r e s u lt s  in to  data from which a p h y sica l system can be 
constructed . R ecen tly , however, w ith the advent o f  hypothesis t e s t in g ,  
and the m odelling o f u n certa in ty  [1 ] ,  id e n t if ic a t io n  methods have been 
designed which r e ly  fa r  le s s  on f ix e d  model s tru ctu re; the algorithm s  
f i t  model s tru ctu re  as w ell as model parameters [2 ] . Perhaps 
ir o n ic a l ly ,  th ese  techn iques have been derived u sin g  advanced m odelling  
and a n a ly s is  th eory .
Modern con tro l theory stems from the adoption o f  s ta te  space 
system  rep resen ta tion  [3 ];  the a p p lica tio n  o f s t a t i s t i c s  and p r o b a b ility  
concepts to  such models has culminated in  modern f i l t e r i n g ,  estim ation
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and prediction theory. The basic theoretical ideas are not new,
Kalman’s first paper on the subject [4] having been published in 1960, 
but the refinements have been many. The interest which these methods 
has aroused is shown by the number of publications on the topic 
(reference [1] contains over two hundred).
Choice of identification method is dictated by a wide range of 
considerations; sometimes one technique is given preference simply 
due to the availability of expertise and/or equipment. Identification 
methods differ according to the class of models, the class of input . 
signals, and the criteria used. Implementation and data processing 
requirements can provide other subdivisions. Such structureO
d iffe r e n c e s  are considered  in  some d e ta i l  by Astrom and Eykhoff in  
th e ir  survey paper on system id e n t i f ic a t io n  [61].
Rated among the most popular and easily applied identification 
methods are those based on one-shot techniques. Correlation and 
deconvolution schemes fa ll within this category. Such methods have 
been mostly applied to linear systems. Nonlinear identification using 
such methods has also been studied, but with less success apart from 
simple cases.
Iterative techniques are more recent and becoming very popular. 
These have the advantage of being applicable to on-line identification. 
Within this category fa ll mode1-reference, h ill climbing and stochastic 
approximation methods. Kalman filtering, Bayesian estimation and 
Maximum Likelihood can also be regarded as iterative identification 
methods. Challenging applications, requiring combinations of the above 
methods, occur when system as well as state parameters are to be 
identified simultaneously. Probabilistic control theory, as well as 
application of sophisticated dynamic optimisation techniques [1][62] 
are often needed to tackle such problems.
If  the concept of identification is examined in some detail, 
obstacles are met of a philosophical as well as a mathematical nature. 
According to Zadeh [66], ’identification is the determination, on the 
basis of input and output, of a system within a specified class of 
systems, to which the system under test is equivalent’ . As formulatedOby Astrom, equivalence is often defined in terms of a criterion or a
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loss function which is a functional of the process output y and the 
model output y , i.e.
V = V(y, y j
where V is the loss function. The identification then becomes an 
optimisation problem, solution being.'.achieved when the global minimum 
of V has been found. This raises the familiar, but not easily solved, 
class of problems involving global minima, uniqueness and convergence.
The choice of the loss function is often critical in the solution of 
the identification problem. The importance of a suitable choice is 
demonstrated by the way in which a linear system is identified in the 
frequency or time domains. Small differences in the estimated impulse 
response can correspond to large differences to the system transfer 
function. The loss function, therefore, should be chosen to bear 
relationship to the desired system performance.
Model reference identification schemes all rely on a loss function 
in conjunction with an adaptation of one of the popular optimisation 
algorithms such as steepest descent, conjugate gradients, Newton or 
least squares. All such algorithms can be modified to take into 
account the stochastic degradation of derivatives and other measurements, 
whereby a weight is associated with each new measurement which,typically 
exponentially,decreases with each new observation. Stochastic 
approximation methods fa ll within this category.
Conceptually, Kalman linear system identification is more difficult, 
though it  can be shown to be related to recursive least squares 
identification. The Kalman filtering theory is applied to identification 
by introducing the parameters of the identification problem as state 
variables. Application of Bayesian statistics allows the extension of 
the Kalman filte r to nonlinear system identification, though approximate 
analysis is needed for practical calculations. Reference [1] gives a 
very good background to the theory of state space, recursive estimation, 
prediction arid filtering theory in the time domain.
Less in the limelight have been the methods of identification, 
based on correlation techniques and specialized test sequences. These 
methods were originally restricted to linear, single input-single output 
systems, but subsequently such limitations have been lifted. The
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extensions to the more complex cases have been possible due to the 
continued research into the generation and the properties of 
specialized test signals, as well as into more refined and flexible 
nonparametric representations of nonlinear systems. Of significant 
impact to correlation methods of identification have also been the 
availability of hardware allowing faster computation, and the 
discoveries of more efficient computation algorithms. One line of 
research is that into the relationships between dyadic time and linear 
time domains; the results are only now beginning to be fully exploited 
and already crosscorrelation is almost as efficient as FFT 
algorithms [5].
Among the specialized system test signals, possibly the most 
popular and widely used one is the pseudo-random binary sequence, or 
PRBS. It is easily generated by hardware [6] or, using Galois Field 
difference equations [7], by software. PRBS has only two possible 
values at any instant (arbitrarily +1 or 0), and has the property of 
being a good approximation to band limited white noise. Literature 
describing its uses [8][49] is extensive and available in many standard 
textbooks. PRBS is very attractive as a test signal if  correlations 
are needed, because its binary nature removes the need for multi­
plications; the only operations required are additions and possibly a 
single division. This applies for both software and hardware 
correlations. Other useful features of PRBS include the ease with 
which uncorrelated sequences, s till possessing the properties of band 
limited white noise, can be generated from it. Briggs and Godfrey [9] 
showed that if  a PRBS of bit length N is multiplied by S different 
Rademacher functions [10] of length 2^c bits, forming S new sequences, 
the crosscorrelation function between any two of the new sequences, 
with integration carried out over 2 N lags, is zero for all lags. 
Further, the sequences have the band limited white noise property, 
their autocorrelation functions being similar to that of PRBS, but with 
period 2 N rather than N. A disadvantage of the new sequences is the 
increased integration times required, but nevertheless they are very 
useful for testing multivariable systems.
Bell [11] gives an indication of the methods by which uncorrelated 
sequences can be applied in the case of multivariable systems which are 
also nonlinear. The theory is also covered in detail by Atherton [12].
-  6 -
Such methods as outlined by Bell employ an extension to the statistical 
describing function [12] approach to the analysis of nonlinear elements.
The quasilinearizations are, however, coarse if  such theory is directly 
applied to systems containing linear as well as nonlinear elements. It 
disregards the fact that, although the first order crosscorrelation 
function between two signals can be zero for a ll lags, higher order 
crosscorrelation functions do not necessarily have the same property [13]. 
The theoretical results obtained by Bell are similar in fact to the ones 
obtained in this thesis, the difference being that Bell considered non­
linear elements distinct from linear dynamic ones, and then applied his 
theoretical results to actual composite systems, containing both linear 
as well as nonlinear elements. The experimental results he obtains are 
accurate because he tests only Hammerstein type systems. These involve 
systems where the nonlinearities are concentrated in a single block 
preceding all the linear dynamics of the system. It w ill be shown in 
this thesis that such arrangements are very particular; they exhibit 
behaviour which in some respects can be considered linear when the 
dynamic components of the system inputs are discrete sequences.
A different line of study has been concerned with the optimal use 
of PRBS in minimizing errors due to measurement drift and nonreversible 
system dynamics. The two problems are very different, but both have 
been tackled by employing the characteristics of PRBS itself. The most 
common method of correcting for drift has been the use of reference 
phase PRBS. Notable among the papers produced are those by Davies [14], 
Ream [15] and Barker [16]. It  was found that if  the PRBS used has a 
certain starting point in the sequence or phase, then low frequency 
polynomial drift is eliminated by the correlation process. The optimal 
starting phases were determined, as well as those for which minimum 
errors are obtained in the presence of higher order drift. D J  Moore [17] 
used the reference phase method in conjunction with a modified correlation 
algorithm to improve further the drift immunity with small added 
computation costs. Other methods relying solely on special algorithms, 
such as those of Nikiforuk [18], are mostly centred around convolution 
summations, using alternating sign binomial coefficients, operated on 
the measured system outputs. These methods, however, require large 
computational effort.
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Another problem which was tackled by optimising the PRBS, is that 
of nonreversible system dynamics. It was found by D J  Moore [19] that 
the presence of such effects produces echoes of the system impulse 
response at various time delays within the otherwise normal cross­
correlation function. He discovered that the echoes appear at 
different points along the time axis, according to the position of the 
feedback loops around the shift register used to generate the PRBS.
The best location of the echoes is obviously along the time axis at 
lags greater than the system's settling time; Moore found that the 
echoes can be positioned at optimum lag values by the use of particular 
feedback paths. These in fact correspond to the setting up of an 
optimum second order Galois Field difference equation. D J Moore [17] 
tabulated the optimum feedback paths for PRBS lengths of up to 1023 
bits. Godfrey and Moore [50] further discuss aspects of the dynamics 
of direction dependent nonlinear systems, their principal contribution 
being the analytical explanation of the discontinuities occurring in 
the experimental crosscorrelation functions obtained from gas turbine 
tests. Their analysis, however, is confined to first order systems.
Other test signals with pseudo-noise properties have been studied 
for a long time [49]. The most popular among these is the three-level 
maximum length sequence, known also as the ternary pseudo-random 
sequence, or TPRS. This is a member of the broader class of p-level 
maximal length sequences, p being odd [20], but applications have been 
mostly limited to TPRS. In linear systems testing.TPRS is rarely used, 
its only advantage in an ideal test situation being that it  is 
unbiased. However, this advantage is not great as the effects of such 
bias on the estimated system impulse response are easily eliminated.
On the other hand, TPRS does offer particular attractions when noise 
is present on the system output. A method based on TPRS is developed 
in this thesis for the elimination of the effects of cyclic noise, and 
one due to Brown [21] deals with those due to drift; he uses the inverse
repeat property of TPRS in an algorithm for the elimination of polynomial
• thdrift effects up to the r degree, by crosscorrelating the system
output over (r + 2) half periods, appropriate weights being associated 
with each half period.
as
The i n v e r s e  r e p e a t  p r o p e r t y  o f  TPRS can  b e  s t a t e d  m a t h e m a t i c a l l y ;
- 8 -
kT
t + T = - x ( t )  ; * k in te g e r  ( 1 .1 .1 )
T being the period of x (t). TPRS is used extensively in nonlinear 
systems identification. It  is as a consequence of the inverse repeat 
property that all its even order autocorrelation functions are zero. 
Mathemati ca1ly,
x(t)x(t + Tj)x(t + T2)...x (t + x2k) = 0  k integer (1.1.2)
This relationship also holds for any other inverse repeat signal.
The problem of identifying nonlinear systems using correlation • 
techniques is complex and even in ideal noise free situations existing 
methods are s till approximate. In fact it  is unlikely that exact 
techniques w ill ever become available, unless tailored to a particular 
situation. This is because nonlinearities themselves cannot be described 
by a single set of mathematical expressions. Linear systems can be 
described by systems of linear differential equations. Nonlinear ones, 
on the other hand, require different types of equations, and the types 
change from case to case. The situation is further complicated when the 
nonlinearity is an integral part of the system, the nonlinear and linear 
dynamics being inseparable. Making the problem even more difficult is 
the fact that mathematical description of the behaviour of nonlinear 
systems usually involves the determination of high order statistical 
properties of their inputs. This has proved practically impossible even 
for digital sequences [44][45]. The exception has been the case of 
white noise inputs, but even for this case difficulties s till occur [46] 
[47][48], Some simplifications can be made when the methods proposed 
in this thesis are adopted, and extensions have been made to cover more 
the general cases of non-white Gaussian inputs.
Nevertheless, providing the system is single-valued, the functional 
representation of systems [22] does offer a generalized, nonparametric 
method of writing an expression for the system output. Practically a ll 
correlation identification methods for nonlinear systems are based on 
such representations. Simpson and Power [23] reviewed these methods in
- 9 -
1972. It  shows that, up to the publishing date, practically all 
algorithms designed to identify nonlinear systems fit  the parameters of 
one of the models shown in Fig. 1... 1... 1
Volterra’s original functional representation [63] is non- 
parametric and very general, but also difficult to use directly in the 
design of an identification algorithm. The restriction to separable 
systems, where the linear and nonlinear elements are uncoupled, and then 
to a particular combination of these elements with a ll the nonlinear 
effects lumped into a single element, converts the identification 
problem into a semiparametric one. The linear elements are s till 
represented by impulse response functions, but the nonlinear one is 
restricted to being a single valued, memoryless transformation. The 
fact that some algorithms are only suited to Hammerstein and others to 
Wiener Models, as defined in Fig.1.1.1 imposes further parametric nature 
on the identification. In fact the Wiener Model is much more general 
than the Hammerstein one; with certain input conditions as shown in this 
thesis, Hammerstein Models exhibit some linear system characteristics.
The fact that a system is fitted to a model does not necessarily 
mean that the system has the same structure as that of the model. It 
means that, with the input conditions imposed by the identification, the 
system performance is equivalent to that of the model. If  the system 
is nonlinear different system input conditions result in different 
parameters being fitted to the model. For this reason, test signals 
should be either the normal system inputs, or be superimposed onto such 
inputs with the minimum disturbance to the system. Large test signals, 
when these are different from the normal operating ones, should not be 
used as the ’identified' model w ill behave differently from the real 
system under normal running conditions. Thus random test signals are 
usually to be preferred to deterministic ones. It w ill be shown in 
this thesis that the randomness should extend to the amplitude, and 
not just the time and frequency domains.
Not all.the nonlinear system identification algorithms so far 
discovered rely on a specific model. In fact in 1964 Lee and Schetzen 
published a report [24] describing a method of identification, quite 
independent from assumed model structure. The method is simple, but 
the computation costs are very high. In 1972 French [25] further
- 10 -
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extended Schetzen's theoretical ideas. The unsuitability of Schetzen’s
approach lies in the fact that n-dimensional crosscorrelation functions
thhave to be evaluated for the identification of the n term of the 
functional series. French applied the same ideas, but in the frequency 
domain, employing multidimensional Fourier transforms. Due to the 
efficiency of the FFT algorithms, as compared to time crosscorrelation, 
the method is much more viable. .The result of the identification is 
the derivation of the Wiener kernels. The Wiener functional series [38] 
is a functional expansion for the output of nonlinear systems with the 
property that the kernels are orthogonal when the system inputs are white 
noise. In the identification of the n Wiener kernel, for an N bit 
input, French showed that the saving in time denoted by Ai, using the 
frequency domain rather than time domain methods, is given by
A i  =  ■— N n !
For a 1024 bit sequence, the third order kernel is identified 3072 times 
faster in the frequency domain. Even so, the amount of computation 
required is enormous, requiring approximately kQ multiplications, with 
FFT procedures, where kQ is given by
k =
0 n!
In the search for even more efficient methods of identifying the 
terms of the Wiener functional series, French and Butz next used Walsh 
functions [10] to expand the kernels [26]. The Walsh functions form an 
orthogonal set with properties not unlike the sine and cosine functions, 
but in dyadic time rather than linear time domain. As an example of 
the difference, the linear time shift (t + t) is in fact (t © t) in 
dyadic time, the symbol © representing modulo-2 addition. The results 
obtained by French involve kernels in the dyadic domain. At that time 
the relationships between the two domains were not very well understood, 
and even now much research needs to be carried out. However, the 
advantages of working in the dyadic domain are enormous due to the 
efficiency of the Walsh-Fourier transforms [10], which involve only 
additions or subtractions. The availability of the ’Fast Walsh 
Transform’, a parallel to the FFT, increases the efficiencies even more.
-  12 -
FWT's are particularly useful where more than one dimension is required, 
and this fact is extensively used in image processing [10]. References 
[27] to [34] give some idea of the work-which is being undertaken to 
find relationships between dyadic and linear time domains.
This research has also given some very useful by-products, such as 
the discovery by Pitassi [5] of an algorithm to perform convolution or 
crosscorrelation in the linear time domain needing less multiplications 
than those required by an equivalent FFT; the FFT procedures become 
more efficient when time series longer than 1024 samples need to be 
processed. However, apart from these very useful by-products, the 
research into the relationships between linear and dyadic time domains 
has not produced, as yet, a complete answer and the very efficient 
techniques, such as those employed by French and Butz to obtain the 
functional expansion in dyadic time domain create results which are 
difficult to interpret.
Other generalized methods of obtaining the functional expansion 
of nonlinear systems without making restrictions on the model being 
fitted have been tried [35][36], but the computation costs ar-j very 
high indeed. Furthermore the methods which do rely on a model have 
produced some good results, as demonstrated by the publications given 
as references in this thesis.
Whether a simplified or the generalized functional description is 
used, the output from any single valued nonlinear system can be written 
in the form [37][38]
y(t) = A y i (t) + A2 y2(t) + ... + A1 yi (t) + ... An yn(t) (1.1.3)
where A is an amplitude measure of the input and y i(t) to yn(t) are 
time functions. It can also be shown that
f<X>
yi(t) * h(x) x(t - t) dx (1.1.4)
where h(x) is an impulse response function, and x(t) is a normalised 
system input of unit amplitude. The actual system input is A x (t).
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Expression (1.1.3) is a power series, and (1.1,4) a convolution integral. 
In the special case of separable linear and nonlinear effects, and when 
no feedback appears around the nonlinear elements, h(t) is the impulse 
response function of the linear part of the system [39]. Proofs of these 
statements are also given in this thesis. The representation of the 
system output given by equation (1.1.3) is very general.
Most nonlinear identification methods based on random signal 
excitation rely on TPRS inputs to eliminate selectively either a ll the 
even or a ll the odd terms from this equation. As pointed out by 
Gardiner [40], carrying out two tests at two different amplitudes, say A 
and B, employing in both cases three level sequences, enables the 
selective elimination of one other term from (1.1.3), usually chosen to 
be y3(t). This is because an implicit assumption is made that |y^(t)| 
decreases with 'i '.  Krempl [41] and Tunis [42] have extended and refined 
Gardiner's approach, testing with 'r ' different amplitudes, eliminating 
'r* terms. The objectives of such procedures are twofold. Either to 
eliminate a ll terms for *i ' greater than or equal to two, obtaining in 
that way an estimate of the linear dynamics of the system, or by taking 
the procedure just one step further, obtain estimates of all the first 
yr (t) functions. It is easily shown [43] that such functions are related 
to the coefficients of a power law which describes the nonlinear, 
dc system input-output function. Krempl and Tunis carry out exactly this 
procedure. These methods were subsequently applied, with some success, 
to the identification of the nonlinear gain characteristics of various 
large scale industrial plants [64][65]. With certain conditions good 
results can be achieved but, according to the systems being tested, the 
method can be considered to have strong disadvantages. Consider the 
diagram in Fig. 1.1,2:
^ (t)
xow
X. (t) l v '
System
y(t)
Fig. 1.1.2 S u p e r im p o s i t io n  o f  t e s t  s ig n a l  x ^ ( t )  on norm al 
o p e r a tin g  s ig n a l  x Q( t ) .
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This represents a system under working conditions, x0('t) being the 
normal operating signal, usually a slowly changing function of time.
By 'slowly changing’ is meant with comparison with xT(t ) , the test 
signal used to identify the system at its operating point. The actual 
system input is thus x^(t). To apply Gardiner’s theory would require 
changing the amplitude of x^(t); since xQ(t) is usually biased, 
changing the amplitude of the system input x^ (t) involves also changing 
the system operating point. Situations can be quickly imagined when 
such a test is not allowed. Further, with a biased system input, the 
elimination of a ll even or a ll odd terms from the series (1.1.1) is no 
longer possible because the system input is then no longer a simple 
unbiased TPRS, and the identification becomes significantly less 
accurate. Another case when the method seems lacking is illustrated 
in Fig. 1.1.3. In this case the system is fed with unbiased TPRS 
signals with different amplitudes, the object being to identify the 
nonlinear characteristic shown. To obtain estimates of the gain at the 
extremes of the operating range, very large amplitude test signals are 
needed; in such cases these w ill s till be affected by the deadband shown 
about null. Large amplitudes, and a nonlinear effect which is felt on 
every test, are not good characteristics. Further, a bias cannot be 
imposed on the test signal without the significant cost of losing the 
beneficial effects of the three level sequence.
The work described in this thesis is concerned with the development 
of a functional series which can be applied to separable nonlinear system 
identification without the disadvantages mentioned above. It w ill be 
shown how the linear and nonlinear characteristics may be separately 
determined independently of the bias level of the system input, using 
TPRS signals of small amplitude. System excitation, data collection and 
correlation procedures have a ll been carried out automatically using a 
mini-computer system developed by the author. Accordingly, the next 
chapter describes, in broad terms, the software used and the system 
organization. The three chapters following it  are concerned with 
theoretical development of the functional series, its properties and 
application for specific system inputs. Then follow three chapters on- 
experimental procedures and results with, finally, the concluding 
remarks.
F ig .  1 . 1 . 3  In je c tio n  o f  unbiased TPRS sig n a ls  in to  ( L-NL-L ) system .
CHAPTER 2
SYSTEM ORGANISATION
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This chapter contains a description of the mini-computer system, 
and the supporting software which was used to configure and carry out 
systems identification experiments. The role of the computer was two­
fold. Firstly, to automate the system identification process involving 
random signal generation, data acquisition of the system response and 
correlation procedures for the separation of linear and nonlinear 
characteristics within the system. Secondly, to provide exact linear 
and nonlinear system models against which the identification process 
could be tested under controlled conditions. The chapter is divided 
into two main parts: system organization of the hardware and supporting 
software for use in conjunction with the identification algorithms 
described in Chapter 6.
2 •1 I n t r o d u c t i o n
2.2 System organization
The most important tool for an engineer engaged in signal 
processing work is a computer. Not only can the computer carry out data 
acquisition from an experiment, it  can also control the experiment 
itself as well as undertake subsidiary calculations. Minicomputers are 
ideally suited to this type of work as they are relatively inexpensive, 
retaining nevertheless reasonable processing power. Such a machine has 
been used in connection with the research into identification methods 
described in this thesis. The acquisition of such peripherals as disc 
units and line printers further helped with the task of software 
development.
The major part of this chapter is devoted to the methods which were 
used to maximise the processing power of the system and provide 
flexibility in structuring experiments.
2.2.1 Description of computer system
The minicomputer used was an Interdata Model 7/16, with 32 KB of 
memory. This computer features an IBM System 360/370 like instruction 
set, direct addressing of 32 KB (expandable to 64 KB) of core,
DRIVING
SIGNAL
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16 general registers, and queued interrupts. The arithmetic instruction 
set includes Floating Point Multiply/Divide, but these operations are 
carried out by software routines.
The peripherals which were available included a twin disc drive 
with 10 MB capacity, line printer, CRT and teletype terminals, twin 
cassettes with 5 MB capacity and an analogue I/O module. This provides 
eight multiplexed inputs and one output, with 12-bits precision. Also 
provided are two 10-bit D/A channels and a pen-control module, which 
were used for graphics work. The maximum throughput rates are of the 
order of 10 kHz.
The software included an operating system (denoted DOS) to handle 
device interrupts, an Assembler and an editor program. In Fig. 2.2.1 is 
shown a block diagram representation of the hardware system organization. 
The most important points relate to the transmission paths of data to and 
from the discs, the analogue I/O channels and core. As the diagram shows, 
data transmission between core and discs is through the selector channel. 
This has the characteristic of being a direct memory access device. Data 
transfers occur without the need for processor intervention, requiring 
only an initialization phase. The multiplexor bus is, in contrast, a 
request/response communication link, and therefore data transfers are 
more time consuming than via the selector channel. The analogue I/O 
module is connected to the multiplexor bus, and this places stringent 
requirements on the software needed to drive it, in order to achieve 
high throughput rates and still allow time for some inter-sample 
processing. However, it also means that spooling techniques to transfer 
sampled data to the disc while more sampling is being performed can be 
carried out without difficulty.
2.2.2 Prime objectives
Prior to the successful use of the minicomputer in an experimental 
environment several problems of an organizational nature had to be solved. 
These arose as a consequence of the type of work which was planned. The 
requirements were for a system which would allow the user to configure 
any desired experiment quickly, to carry out that experiment with maximum 
control, to process the resulting data as quickly and as accurately as 
possible, to display the results in graphical form on an X-Y plotter or
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oscilloscope and finally, to save the results in any desired form on 
one of the available storage devices.
2.2.3 General system concepts
The most efficient programs are those written in Assembler. They 
are faster in execution time, most economical in core utilisation, give 
the greatest versatility, and allow the computer's processing power to 
be fully exploited. Accordingly, a policy decision was made to make 
exclusive use of Assembler in preference to high level languages such 
as FORTRAN. To meet at the same time the requirement of efficient 
experiment configuration and data handling, it was decided to employ a 
software interface between the user and the program library; this 
interface program was called 'Resident Support Program1 (RSP). RSP is 
described in detail in the next section; briefly its functions can be 
classed under the headings of memory management, experiment 
configuration and data handling.
2.3 RSP
Prior to a summary of the facilities made available by RSP and the 
software involved, a brief description is necessary to explain how an 
operator communicates with the interface program.
With reference to the memory map in Fig. 2.3.1, it is seen that 
the operating system (DOS) and RSP, reside in low core. Together they 
occupy approximately 16 KB of memory, leaving only one half of the 
total available core for other programs and data. This proved 
sufficient even for complex matrix routines, due to the efficient core 
utilisation of Assembler code and small data arrays. The use of 
integer rather than floating point numbers whenever possible was also 
helpful in achieving this objective.
When the system is initialised, the user is automatically placed 
in communication with RSP. Any commands issued to the computer are 
thus made through the facilities provided by the interface program.
The flow diagram for the RSP command decoding subroutine is shown in 
Fig. 2.3.2. The basic structure of this routine is simple, but the
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details are complicated by the many special cases for which it must 
cater. Basically the computer is placed in the WAIT state ready to 
receive input from the system console whenever the processor is not 
engaged in program execution. This is the normal mode of operation, 
but with the difference that the console input is routed through the 
RSP command processor, rather than DOS.
Resident support program 
Operating system
Fig. 2.3.1 Memory map showing location of RSP and DOS.
The command structure of RSP itself allows direct access to DOS so 
that both command sets are available. RSP allows batch processing of 
commands as well as the setting up of any physical device as a system 
console; the response to console inputs can be made to log on any 
device. This-is especially useful in the .setting up of long sets of 
experiments, requiring different programs and intermediate data storage 
and/or retrieval.
The command decoding subroutine flow diagram is simplified as it 
docs not show the location of all the error traps, used to prevent
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external corruption of software or data. Such traps involve memory 
Searches to detect overwrite conditions, format and parameter size 
checks. Some of the routines involved in providing these fail-safe 
conditions are described in the following sections.
2.3.1 Memory management
By memory management is meant the allocation of core, its 
partitioning and the procedures by which programs are loaded from their 
bulk storage device into core.
During the running of a typical experiment or a complex program 
execution, a common requirement is the handling of data banks. For speed 
such data should be resident in core, but its location can affect the 
efficient loading or running of other programs. An optimal location for 
data banks, or fields as they are sometimes called, is the top of core.
RSP is designed to handle such fields.
A facility is incorporated to allow the definition of new fields, 
and the allocation to them of symbolic names. Upon RSP initialisation 
the top of core is free. At any time after initialisation the user can
reserve an area of core for a new field and allocate to it a symbolic
name; this is done with a single command. RSP upon request reserves 
subsequent fields starting from the variable location 'UT'; see Fig.2.3.3. 
When no fields are defined, 'UT1 corresponds to the top of core. The 
memory map shown in Fig. 2.3.3 shows the effect of defining a new field 
called NI, of 3 KB, when the core situation is as in (a) and the effect
of erasing field A3 when the core situation is as in (b).
A table is kept by RSP of all fields and their characteristics; this 
is called FTAB. Upon receiving the appropriate command a list is logged 
to the system console giving a memory map which includes the allocated 
symbolic names. The user can reference data banks by their allocated 
symbolic name rather than their addresses, as RSP carries out, when 
needed, a search for the locations in FTAB. FTAB is also used to prevent
L •the same symbol being used for two different fields, or the reservation 
of an area of core of such a size that it would overwrite RSP, or other 
programs loaded above it.
- 23 -
Fig. 2.3.2 Flow  diagram  f o r  command decoding s u b ro u tin e.
f
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Fig. 2.3.3 Field handling by RSP. All units in KB.
2.3.2 Experiment configuration
Unless an experimental procedure has been well established, it is 
likely that several types of analysis have to be carried out on any set 
of experimental data. It is also possible that such data is insufficient 
and more tests are required.
The processing of the data, as well as its acquisition involves a 
number of programs and each one will, in general, require externally set 
parameters. RSP provides a method of achieving this objective together 
with easy access to the programs. To make this possible all programs 
have to be in the form of subroutines, and must be stored on the discs. 
The subroutines must be written in a standard form; this was chosen to
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conform with the Interdata Assembler specifications which also makes them 
compatible with FORTRAN IV.
To execute such an Assembler program, the user types in a command 
having the format
C @ PROG, pi, p2, ..., pn
where 'PROG' is the actual program name, and (pi,... pn) are the 
parameters. RSP handles the disc search for 'PROG1, its loading and the 
transfer of the parameters input from the console into the subroutine 
parameter table. The parameters may be either numbers or field names.
In the first case RSP converts the numbers to binary format, prior to 
their passage as arguments to 'PROG', and in the second case it searches 
'FTAB' for the address of the referenced field and passes that to 'PROG1. 
Once the parameters are decoded, RSP assembles a simulated call to 'PROG1 
which is then executed, causing the loaded subroutine to be run. Upon 
its termination, control is returned to the calling program, namely RSP.
An average program, occupying perhaps 1 KB of core is loaded and 
execution begun in one tenth of the time taken to type in the calling 
command. This is a very rough measure of speed, serving only as an 
indication of order of magnitude.
2.5.3 Data handling
Under this heading fall the display facilities as well as inter­
peripheral and memory data transfer routines including in RSP.
The display options are extensive. They include graphis routines 
for analogue plotters, with fully decoded alphanumerics as well as 
those for oscilloscope display. Scaling is automatic by default, to 
yield maximum utilisation of the D/A converters. This facility can be 
bypassed allowing the user to fix the scales at any desired set of 
values; this is useful when plotting more than one function on the same 
graph. There are several other utility routines available to help in 
the selection of appropriate scales and the annotation of graphs. These 
include axis drawing and lettering, 'zero' and ’calibrate' commands to 
set up the analogue plotter amplifiers, manual pen-up and pen-down 
commands, and so on. All graphs can be drawn in either vector or 'dot'
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modes. Plotting on to an oscilloscope can be either in the continuous 
refresh mode, or the interrupt mode. The latter allows the execution 
of other programs concurrently to the display operation. An immediate 
visualisation of the progress of an experiment can thus be obtained 
although flickering occurs when more than 50 data values are plotted. 
Flicker free display for up to 500 points can be obtained using the 
dedicated continuous refresh mode.
The data transfer options, for inter-peripheral communication are 
also extensive, including ASCII-binary routines for floating point as 
well as integers. Data transfers between memory and disc are 
particularly efficient, making full use of the facilities available. A 
limited set of arithmetic instructions is also included in RSP. It is 
possible to multiply or divide the numbers in any field by an integer 
power of 2, and to add or subtract constants. This applies only to 
fields containing integers as the arithmetic routines provided by RSP 
are intended only to help scaling in connection with plotting. A full 
set of arithmetic subroutines is kept on disc, available by the fCf 
command already described.
2.3.4 Limitations and concluding remarks on RSP
The present version of RSP has two limitations. The first and major 
one is that the plotting routines are written for integer arrays only.
It was thought that with efficient integer to floating point routines 
this would not matter, especially if appropriate scaling were provided 
prior to conversion. However this has proved laborious at times, and 
has led to inefficient coding due to the presence of round-off errors.
The second major disadvantage lies with the size of RSP. Such routines 
as the alphanumerics package are rarely used and wasteful in core. An 
improvement would be the utilisation of overlay techniques, based on the 
disc system.
2.4 Scaling of integer arrays
A method of reducing core usage which has been applied extensively, 
is to keep data in integer form as much as possible. The use of integer 
data formats has a further important advantage in that the software to
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handle such data is more efficient; in the computer used, the floating 
point instruction set is based on software routines whose efficiency 
cannot be compared to that of the microcoded instructions handling 
fixed point software. In such machines, without floating point 
hardware, the speed advantage is of the order of one hundred.
The Interdata 7/16 computer is a 16 bit machine, which utilizes 
2's complement arithmetic. This means that the range of integer numbers 
which can be used is 32767 to -32768. One method of increasing this 
range is to use double precision integer arithmetic, but that is also 
time consuming and does not help in the case of numbers smaller than 
one. The problem was overcome by the adoption of block exponent scaling,
which is now briefly described. Let a number 'A1 be written as
A = N 2K
where N and K are integers in the range 32767 to -32768. Then A does not
have a practical restriction on its range, or its smallest size. In some
computers this is the basis of floating point data storage. The block 
exponent technique is different in as much as whole arrays have the same 
value of K at any time, and K is chosen so that the numbers within the 
array can be kept within specified limits, maintaining integer format. 
Whenever a number becomes too large to remain within the specified limits, 
the whole array is divided by 2, and K for that array increased by one; 
conversely, whenever a number within the array becomes less than one, the 
opposite procedure is employed. This technique works particularly well 
if all the numbers are within five orders of magnitude of each other.
In the case of the organization of the computer for this experimental 
work, the number K is kept by RSP, and a different value is associated 
with each field. One of the characteristics stored in FTAB is the scale 
of the field and a facility is included to allow running programs to 
update K.
2.5 Supporting software
Four of the programs most used for identification experiments are 
described below in some detail. These are the analogue I/O routines,
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simulators, correlation and general systems test programs. In the 
following sections capital letters appearing as program parameters denote 
field symbolic names. The term XX(i) refers to the i element of field 
XX.
2.5.1 Analogue I/O routine
The RSP calling sequence is
C ADC, IN, OU, n, At, a, p
This program is used to simultaneously excite a system with a signal 
contained digitally in OU, and sample its response storing it in field IN. 
The program is ideally suited to the situation when a system needs to be 
excited with a repetitive signal, and the response averaged over several 
runs. Referring to the calling sequence, ’n ’ is the number of points in 
the fields IN and OU, ’At1 the sampling interval in units of 100 ys, ’a ’ 
the number of averaging runs required. If the system initial transients 
are not desired a few starting runs are required to allow these to die 
away. The number of these ’preruns’ is set by ’p ’. If the transients 
are required *p* is set to zero. In a typical correlation experiment 
employing PRBS, p can be set to one as the length of the PRBS period 
must be longer than the system’s settling time. The flow diagram 
in Fig. 2.5.1 helps with the explanation of some of the details of 
program ADC,
To enable the averaging operation it is necessary to use a dummy 
array of double precision integer numbers. The A/D converters have 
12-bit resolution with 2’s complement outputs, which means that the full 
scale inputs have a magnitude of 2047. Since the largest integer which 
can be handled is 32767, if more than 16 averages are required there is 
danger of overflow. For this reason the sampled data is added in to a 
double precision integer array, and divided after all sampling is over. 
The resulting sequence of numbers is then stored in array ’IN’, The 
sample rate is fixed by a hardware, programmable clock, which sends 
interrupts at the specified frequency. The interrupts are used to 
trigger the machine into a routine which outputs and then, 7 ys later, 
inputs a data point. The 7 ys delay is due to the execution time of the 
software which outputs the preceding data point. This routine also 
increments all relevant indexes, and adds in the sampled data to the
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Fig. 2.5.1 Flow  diagram  f o r  analogue I/ o  program 'ADC
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dummy arrays providing the specified number of preruns has been 
executed. When these operations are finished the routine puts the 
machine in the WAIT state, ready for the next clock interrupt. The 
maximum sample rate of 10 KHz is set by the execution time of the 
software. Other analogue I/O programs which require less arithmetic 
operations between samples can achieve faster throughput rates.
When the sampling and averaging operation is over, the clock 
interrupts are disabled, the double precision data array is divided by 
the number of averaging runs performed, and the data stored in 'IN’.
The subroutine ADC is then terminated, and control returned to 
the calling program. This is usually RSP.
2.5.2 Simulators. Floating point programs
Two simulators were extensively used; one for nonlinear and one 
for linear systems. They are described separately below.
2.5 .2.1 NSIM; nonlinear gain element simulator
The RSP calling sequence is
C @ NSIM, AA, BB, NN, n
AA is the name of an array containing a set of 'n* values which are 
inputted to the nonlinear gain element resulting in the array named BB.
The nonlinear element is an amplitude dependent gain function with the 
input-output behaviour of the element determined by the values given 
in the array named NN. Either a piecewise linear or a polynomial type 
system are simulated, according to. whether NN(1) = 1 or 0. If NN(1) = 1 
then the output y is a function of the input x given by
12y = IN(i) x (2.5.1) 
i-2
thThus, up to an 11 order polynomial nonlinearity can be simulated.
If NN(1) = 0 then the simulated input-output behaviour is as shown 
in Fig. 2.5.2. The parameters of the piecewise linear relationship are 
set by the values in NN according to:
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Fig. 2.5.2 Nonlinear element simulated by program 'NSIMf.
-  32 -
NN (2) = GI
NN (3) = Rl
NN (4) = G2
NN (5) = R2
NN (6) = h
See Fig. 2.5.2 for the meaning of these variables..
2 .5 .2.2 DSIM; linear system simulator 
The RSP calling sequence is
C @ DSIM, NU, DE, LG, XT, YT, n, o, p
This program simulates the linear system with transfer function T(S) 
whose z-transform is T(z) given by
y(z)
T(z-) =
x(z)
-1 ~2 -20 a*z + a2z + ... a2'0z
-1 , -2 , -20 1 + biz + b2z + ... b20z
z'k
The coefficients a^ of the numerator are given in NU, b^ of the 
denominator in DE and the pure lag in LG. In XT are ’n 1 data values 
representing the excitation signal, resulting in ’n 1 data values for 
the response in YT.
The program has a memory of the past 20 sample values of input and 
output. It should therefore be initialized the first time that it is 
called so that all past inputs and outputs are made equal to a preset
value, given by p. Any preset value can be chosen except -10000.0 which
signifies that the past should be remembered.
A special feature of DSIM is that up to four systems can be
simulated continuously. This .'implies that four separate sets of past 
events are remembered, the choice between them being made by the value 
of ’O'; this can be either 1, 2, 3 or 4, depending on which system is 
being simulated. These facilities allow the type of problem outlined 
in the flow diagram given in Fig. 2.5.3 to be handled very easily.
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Fig. 2.5.3 Example of application of linear system digital 
simulation program ’DSIM*.
The situation described by the flow diagram is the typical one in 
which two linear systems are cascaded onto each other and are driven by 
a repetitive signal x(t). On the first few passes, depending on time 
constants, the initial transients are included in their response, 
settling to the steady state response. Note that the input and output 
waveforms can be put in the same array once the input is no longer 
desired. This is done for system (2). The intermediate processing of
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y(t) in between system (1) and system (2) could have been replaced by 
an operation modifying y(t), as for example that carried out by a 
nonlinear element.
2.5.3 Correlation programs. Integer routine 
The RSP calling sequence is
The value of R is chosen by the computer so that the resulting sequence 
in AC is composed of the largest possible numbers. This is done to 
maintain precision. The program is written for integers; the 
corresponding floating point programs are rarely used because, although 
more accurate, the execution times are much longer. The integer 
version will complete a 256 point correlation in 2 seconds, and a 128 
point correlation in 1/8 of a second.
2.5.4 General purpose test program (GPTP)
This is a program which has been designed to test out the 
algorithms developed in later chapters. It contains a range of 
processing routines including the simulation, correlation and sampling 
programs described in the last sections. The flow diagram given in 
Fig. 2.5.4 shows the method in which these programs are linked together 
to form a powerful research and systems test tool. The options 
available enable the setting up of a wide range of experiments; the 
options are chosen by setting parameters in the calling sequence of 
GPTP. In the flow chart the options are set by the conditional boxes 
with 'OP' as arguments. By referring to the flowchart it can be seen 
that the three stage system representing the general nonlinear model 
(L-NL-L) can be tested or simulated in any combination required.
C @ COR, PR, YT, AC, n
and the operation which is carried out is
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Fig. 2.5.4 Simplified flow diagram of general purpose test program 
simulation and system excitation subroutine.
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C @ GPTP, a, ml, m2, A, KK, n, RR, At, s
where a » amplitude of maximal length digital system driving 
sequence;
ml,m2 = initial and final bias values;
A =• level number of maximal length sequence;
KK = array of values which sets up parameters of simulated
system;
RR = array to hold results of test;
n = number of averages to be taken per sample;
At « sample rate
s a interval between bias values.
The program enables a set of correlation tests to be carried out over 
a range of operating points. These are set to scan from ml to m2 with 
step 's’, At each operating point the correlation test yields a value 
which is stored in RR. This is the small signal gain of the system.
The correlation procedures used to obtain this result are described in 
Chapter 6. In some cases two tests are carired out at each operating 
point, with different amplitudes. In such a case the user must give 
two amplitudes al and a2 rather than simply a. The array KK holds 
data which effectively sets up the software switches shown in Fig. 2.5.4, 
as well as the parameters of the simulated systems. It is also possible 
to set up excitation of an external system rather than that of a 
simulated one.
The RSP calling sequence is
2.6 Conclusions
In this chapter a brief description has been given of the principal 
components of the minicomputer system which was used in the research 
into nonlinear system analysis and identification carried out by the author.
The following chapters are concerned with the description of the 
theory developed and the experimental results obtained using such theory 
as well as the system just described.
CHAPTER 3
MODIFIED FUNCTIONAL ANALYSIS OF SEPARABLE NONLINEAR SYSTEMS
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For a linear time invariant (LTI) system, given the impulse response 
g(t), the response y(t) to any input x(t) may be computed by means of 
the convolution integral [51]
3.1 Introduction to the Volterra analysis of nonlinear systems
If x(t) - 0 when t < 0, t = 0 being an arbitrary time instance, then
t
f
For the case of a system subjected to a repetitive signal of period T, and 
if the transient response is not required, the mathematical convention is 
to allow the input to have started in the infinite past, and equation
(3.1.2) is used. The Laplace Transform (single sided) may be taken of both 
sides of (3.1.2) yielding
where G(s) is a Transfer Function (s = jrn), and Y(s), X(s) are the Laplace 
Transforms of the response and input to the linear system.
Equations (3.1.1) to (3.1.3), for linear systems, may be regarded as 
a specific case of more general representations of nonlinear systems 
notable among which is the Volterra functional series and its counterpart 
in multidimensional Laplace Transforms. The response of a single valued, 
time invariant, nonlinear system may be represented by a series of the type
OO
y ( t )  s  g(x)  X ( t -x )  dx (3.1.1)
For physically realizeable systems h(x) = 0 when x < 0 and hence
00
(3.1.2)
o
y ( t )  = g (x )  x ( t - x )  dx (3.1.3)
o
Y(s) * G(s) X(s) (3.1.4)
CO
oo
y ( t )  = I gi^Tl,T2* ) . .x(t-xi)dx1dx2. .dx^ ^1 1 2 (3.1.5)i=l o
(i)
where gj_(T;iy x2’ * ,Ti^  xs I-*16 x order Volterra kernel, and the symbol 
represents 'i! identical integral signs. A comparison between (i)
equations (3.1.2) and (3.1.5) shows that any LTI system is a member of 
the class of systems describable by (3.1.5). This is seen if the first few 
terms of the infinite series (3.1.5) are expanded.
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t li
y(t) = g1(x)x(t-T)dx + ;2(T1,T2)x(t-T1)x(t-T2)dT;LdT2 + . .
00
+ I gi(T1,x2,..,Ti)x(t-T1)x(t-T2),..,x(t-Ti)dT1dx2,..,dti (3.1.6) 
o
(i)
The first term in this series is the convolution integral as used in linear 
systems analysis. An extensive investigation by George [52] shows how 
the higher order terms arise, and introduces the concept of 
multidimensional Laplace Transforms when applied to systems. Two 
fundamental properties of the Volterra series which have been discussed by 
George and others [51] [39] are mentioned here for completeness.
The first one arises quite naturally from analysis. It states that 
the order of the kernels is directly related to the order of the non- 
linearity being described; the second order kernel arises from a squaring 
operation, the third from a cubing one and so on.
The second property is one of limitation. For a general nonlinear 
system, the output can be expressed by an infinite series. However there 
are no easily applied convergence rules or guide lines to help estimate 
the errors involved by its truncation. The convergence problem is 
definitely not trivial; when the series converges it yields the correct 
result. A divergent series however does not necessarily indicate system 
instability [51]. There is always the possibility of finding a more 
general functional series that will converge; George calls this the 
'iteration series'. However such problems are beyond the scope of this 
thesis as only separable nonlinear systems are considered, when convergence 
is assured. [39]'. For such systems the kernels of the functional series 
are themselves separable and may be simplified.
gi(t1.T2,..,Ti) = c_l  g(r1)g(T2),..,g(Ti) ( 3 . 1 . 7 )
where c^ is a constant. George, through his operational method, shows how 
to combine the various elements of systems so as to decompose cascade or 
feedback arrangements into other equivalent simplified ones. The 
importance of his work is that it shows that an identification procedure 
capable of dealing with the system shown in Fig. 3.1.1 is really quite 
general, provided that the system is separable.
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For the 1 kernel
Input■ Linear Nonlinear \ ... ^ Linear► system ~  ' F system f W system -►Output
Fig. 3.1.1 General ( L-NL-L ) separable nonlinear system.
The combination of nonlinear systems has also been investigated by Barret 
[67] and more recently by Kielkiewiez [39]; they give several guide lines 
on the determination of the convergence properties of the combined 
systems in particular cases. An exact or general set of convergence 
properties is not known to exist at the present time.
3 .2  Some properties of Volterra kernels
Without loss of generality the kernels ('r1,T2, • •,T )^ can be 
considered symmetric functions of ’ ’ ,Ti * ^  this were not so the
kernels could be made symmetric by linear transformations without affecting 
the Volterra series prediction of the system response. [ 5 3 ]. As an example, 
consider the second order kernel ^  this were not symmetric it
could be replaced by
82^T1 , T 2  ^  ^ [ s 2 ( t 1 »t 2  ^ + fi2^T2 , T l ^
(3.2.1)
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The kernels S2 T^1,T2^  End g2^Tl,T2^  kave tke same effect when placed in the 
Volterra series, and the latter is obviously symmetric. This implies 
that, in general
g. ( x . , t0 # • . *x.)  = g . ( x  , x  , . . , x  )1 2 1 i 2 1  1
= Si^T2>Ti,’*,Tl^  etc (3.2.2)
For the case of separable kernels
giCxl,T2,*‘,Ti) = °i gCT1)gC+2),..,g(T1) (3.2.3)
and symmetry is obvious.; g(x) is usually an impulse response function.
A new notation is now introduced. Define the functional
g ( x x) g ( x 2) , . .  , g (T i ) x ( t - T]L) x ( t - T 2) , . .  ^ ( t - x . , )HX( t , x  , x  , . . , x  ) -  g i  z l
(i)
dx^dx2,..,dx^ (3.2.4)
The limits of integration must be assumed to be 0 to » unless otherwise
specified. In the special case when x 1 ® x . . .  -  x.  (= x say) then the
i ioperator can be written Hg(t,x);
HX( t , x )  « 
g
(i)
g(xx)g(x2)..g(xi)x(t-x1)x(t-x2)..x(t-xi)dx1dx2..dTi (3.2.5)
When there is no ambiguity as to which system is being described the ’ g1 
is dropped from this notation.
Consider now the case when x(t) is formed by the sum of two signals 
xx(t) and x2(t);
x (t) = x1(t).+ *2(t) (3.2.6)
It will be shown that the functional H^tjX) takes a particular and 
predictable form. The case for i - 1 is examined first.
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H(t,x) = H(t,X1+X2) = g(T) [xiCt-T)+X2(t-T)]d
H ( t + H(t,x ) (3.2.7)
For i = 2;
H2(t,x) = H2(t>x1+x2)
g(T1) g ( x 2) [ X 1 ( t - T 1)+X2 ( t - T 1) ] [ x 1 ( t - T 2)+X2 ( t “T2) ]d T 1dT2
(2)
g(Tx) g (t2) x /t-^) Xx (t-x2) dTldT2
(2)
+ j  g(T1)g(T2)X1(t-T1)X2(t-T2)dT1dT2 
(2)
g(T1)g(T2)X2(t-T1)X1(t-T2)dT1dT.
(2)
g(T1)g(T2)x2(t-T1)X2(t-T2)dxidT2
(2)
H2 (t ,x) = H2(t,x^) + H2(tfX]L,x2) + H2(t,x2,x1) + H^(t,x2) (3.2.8)
The symmetry property (3.2.2) is used and (3.2.8) becomes
H2(t,x1+x2) = H2(t,x]L) + 2H2(t,x1,x2) + H2(t,x2) (3.2.9)
The result given in (3.2.9) has a parallel in the algebraic identity 
(x^+x/2 = x2 + 2x x^2 + x2. The concept can be extended, using such
identities as
(xx+x2) 2 = x3 + 3x2x2 + 3x^ 2  + x3 (3.2.10)
and
(xx+x2+x3 ) 3 = [(x1+x2)3+(x2+x3)3+(x3+x1)3] + x3 + x3 + x3 + 3!x1x2x3
(3.2.11)
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Shetzen has utilized this property [53] to obtain relationships for 
"tildecomposition of n order kernels, and uses it to suggest a simple
identification procedure. The main disadvantage is that for its
implementation fn ’ identical systems are needed.
A case of particular relevance to the investigation described in this
thesis arises when x(t) is a biased signal, with dynamic component x(t) and
mean 'm 1. Then
x(t) = m + x(t) (3.2.12)
If g(t) is the impulse response of a system with unity gain, then
H(t,m) = m
H^tjin) = m1
g(x)dx = m (3.2.13)
1' 6 "i' ‘1 i
(i)
Also for x(t) when i = 1;
H(t,x) = H(t,m+x) = m + H(t,x) (3.2.15)-
when i = 2;
H2(t,x) = li2(t,m+x) (3.2.16)
= H2(t,m) + 2H2(t,m,x) + H2(t,3c)
= m2 + 2mH(t,x) + H2(t,20
= [m + H(t,x)]2 (3.2.17)
Equation (3.2.17) follows from (3.2.16) by application of the relationships 
already derived in this section. The general rule
IftitjX) = H*(t,m+x) = [m + H(t,x)]i (3.2.18)
will be proved in a very simple manner.
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From (3.2.5)
r=i
H^ct.m+x) = , g C O g C i p .. . g o p  n  [m+x(t-TJ]d'c1d't2-■ -dt. (3.2.19)
(I) 1 = 1  '
This is simplified to become
HX(t,m+x) = jg(x) [m+jrft-x) ]dxjx
= [ n i j g ( x ) d T + j g ( x ) x ( t - x ) d x j x 
» Jm + H(t,x)jX (3.2.20)
and (3.2.18) is proved. These relationships were derived for systems with 
separable kernels. Systems with non-separable kernels cannot be treated 
in this way and equivalent relationships do not exist. It can also be 
proved that
H (t,x) = 1
HX(t,x) = HX r(t,x)Hr(t,x)
(5.2.21)
(3.2.22)
Such relationships follow by direct application of the principles outlined 
in this section.
3.3 Volterra series representation of a nonlinear system's response when 
subjected to biased inputs. Modified Volterra series.
x(t) u(t) v(t) y(t)
Fig. 3.3.1 N o n lin e a r system  d r iv e n  by s ig n a l x ( t ) .
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Fig. 3.3.1 represents a nonlinear open loop system. The linear element with 
impulse response g-^ C^ ) ancZ grin is cascaded onto an amplitude dependent, 
single valued nonlinear element N. This in turn is cascaded onto the linear 
element with impulse response g2 (’t) anc^  grin K^. The nonlinearity is 
described by its input output relationship
n
v(t) = N[u(t)] = I a. [u(t)]1 (3.3.1) 
i=0
and is therefore termed a "polynomial nonlinearity" (PNL). The input 
signal x(t) can be deterministic or random. Let
x(t) = m + x(t) 
m = E [x(t) ]
(3.3.2)
(3.3.3)
Equations (3.3.2) and (3.3.3) state that the signal x(t) is composed of a 
dynamic component, written x(t), and a mean level m. *E * is the time 
expectation operator defined by
E["3 = limT-+°o
[*]dt (3.3.4)
From linear systems theory the output from the first linear element, u(t), 
is given by
u (t) = K^m + K1 g1(T)x(t-x)dT (3.3.5)
= K, [m + H n (t,x)] (3.3.6)
1 ®1
The output from the nonlinearity, v(t), can be found by substitution of 
(3.3.6) into (3.3.1) giving
n
V(t) = I o Kfrrn + H„ (t.x)]1
i=0 1 gl
(3.3.7)
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If (3.3.7) is expanded and powers of H (t,x) collected
gl
v(t) = [ a + orK.ni + a K2m2 + ... + a K!1mn ] o i l  2 1  n 1
+ [ a K + 2a Kjm + ... na K^m11  ^ ]H (t,x) XX m 1 XI X
aK" ]h" (t,x) n 1 g+ (3.3.8)
Equation (3.3.8) can be written as
v(t) = 3Q(m) + ^ ( m)Hg (t,x) + 32(m)H2 (t,x) + ... + $n (m)H^ (t,x)
n ,iI 3. (m)H (t,x) (3.3.9)
i=o x . n
where the 3^(m) terms are given by
ei Cm) = J .  r f(r-i) I “r K1 I"r'1 (3.3.10)
The binominal coefficient PC^ can be used in the expression for 3,/m) 
yielding
a Cm) = I \  a K* mr~1 (3.3.11)
r=i
The a(m) coefficients are examined in detail after the derivation of the 
expression for the output y(t) of the nonlinear system. From (3.3.9) the 
input to the linear element with impulse response g2Cf) and gain 1<2 is 
known. Its output corresponds to the output of the complete nonlinear 
system and is given by
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y(t) s k2
n
g7(X) I g. (m)H (t-X,x)dX 
i=0 1 gl
m
i=0K2 J  G * 1 E2(A)H, (t-X,x)dX
(3.3.12)
The output from the nonlinear system is thus expressed in terms of a 
series containing two sets of terms, one being represented by the Brfm) 
coefficients and the gain K2> and the other by the multidimensional 
convolutions. Of importance is the fact that these convolutions involve 
only unbiased signals and unity gain elements, while all the effects due 
to bias and gain are contained in the time independent Brfm) coefficients 
and the gain K .
The representation of the system output given in (3.3.12) will be 
termed ’modified Volterra series representation*. The significance of 
3^(m) coefficients is examined in the next section, and recursive relations 
given to simplify their derivation and application.
3.3.1 The g^(m) coefficients
A better understanding of the form taken by the B^(m) coefficients can 
be obtained with the aid of an example. Accordingly, below are listed 
the coefficients for a system containing a nonlinearity whose input output 
equation is
S r iv(t) = I a [u(t)3 (3.3.13)
i=0
(3.3.14)
(3.3.15)
g (m) = a + a,Km + + a„K3m3 + a.K+irf + arK% 50 o 1 1  2 1  3 1  4 1  5 1
3 - (m) = a .K  + 2« K^m + 3a K % 2 + 4a K^m3 + 5a K V1 1 1  z 1 5 1  4 1  5 1
B2(m) = “2^ 1 + 3a3^im + ba^K^m2 + lOa^KSm3 (3.3.16)
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34 (m) = c^Kj + 5« 5Kf m ( 3 . 3 . 1 8 )
35 (m) = a 5K5 ( 3 . 3 . 1 9 )
These are functions of bias m, gain K. and nonlinearity coefficients a.•1 i
By noting that the bias of the signal entering the nonlinearity is K^m, the
coefficient 3 (m) takes special significance. If m = K,m is considered o u 1
to be the input to the nonlinear element then from (3.3.14) and (3.3.13) it 
is seen that its output is in fact Bo(m). Deriving BQ(in) is thus straight­
forward, given the nonlinear element input-output relationship.
330) = cijK** + 4a^K^m + 10a K^m2 (3.3.17)
n
! Cm) = I a. (K m)1 = N(K m) (3.3.20)
0 i=0 1
Inspection of equations (3.3.14) to (3.3.19) and checking with (3.3.11) 
yields the following recursive relationship
ei * i w  = - ( I T T ) r S Bi Cin> . C3 - 3 - 21)
Repeated application of (3.3.21) gives
B i t - ) - f t t M - )  ( 3 - 3 - 2 2 }i l. dm1 o
Equation (3.3.22) is useful to derive the coefficients, but is especially 
significant when it is used in conjunction with the nonlinear system output 
equation; y(t) becomes
y(t) = k2 I JT T T  eoCn02 i=0 1 - dml 0
g2(A)HZ (t-A,x)dA (3.3.23)
gl
The output equation has been expressed in terms of convolution operations 
between unbiased signals and unity gain linear elements, multiplied by 
coefficients which are themselves weighted derivatives of the nonlinear 
input output d.c. relationship. The derivative weights decrease in
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magnitude rapidly, the first five being 1, 0.5, 0.167, 0.042 and 0.008.
The expression for the nonlinear element output, v(t) also provides 
some interesting relationships.
v(t) = j 0 T T ^ Bo «  t t 3-2*)
Expression (3.3.24) is a Taylor Series [54], Accordingly it can be summed, 
yielding
v(t) = 8 [m+II (t,x)] (3.3.25)
gl
Examination of the fH' functional shows that
H (t,x) = tt u(t) (3.3.26)
1 b
and therefore
v (t) = 3Q [m + j~u(t)] (3.3.27)
This relationship follows more directly from (3.3.20). However the usefulness
of the derivation as given hete is that the connection is established between
the modified Volterra series and the Taylor series. Of some interest is the
thfact that the error involved in truncating the series at the p term is of 1order [^ u(t)] where
y A ) ]  ; o<0<1 C 3 - 3 - 2 8 )
= ~H„P+1(t,x) R [mtt-u(t)] ; 0<9<X (3.3.29)
P gj. —  P 1
This follows from pure mathematics [54] and application of the recursive 
relationships which exist between the 3^(m) coefficients.
The expression for the output y(t) (3,3.23) is equivalent to that for the 
output of the system shown in Fig. 3.3.2, drawn for the case of a system with 
a third order nonlinearity. This is the equivalent parallel representation of 
the general (L-PNL-L) system when this is described by the modified Volterra
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series. The gains fk(m) are functions of bias m. The element ’E* is the 
expectation operator.
Fig. 3.3.2 E q u iv a le n t  p a r a l l e l  r e p r e s e n ta t io n  o f  th e  g e n e ra l  
( L-PNL-L ) s y s te m # c o n ta in in g  a t h i r d  o rd e r  
nonlinear* e le m e n t.
Further insight into the role of the $rfm) coefficients is obtained by
expressing them in matrix form.
'B0W •l m m2 m3 m5
31 Cm) 1 2m 3m2 4m3 5m4
32W 1 3m 6m2 10m3
Pj Cb) = 1 4m 10m2
S4 w 1 5m
1
\ f \a0
Ki a i
Ki °2
K3 “ 3
“ 4
*5 “5
(3.3.30)
or
= M K a (3.3.31)
Denoting the element of the ith row and jth column of the M matrix as 
, , then the elements ,Q2j > • * *Qj j can be obtained by expansion of
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i — 1 —•(m+1) . When the input bias is zero, then the M matrix becomes the
unit matrix I and
3 .  Cm) = a .  Kx i i 1 (3,3.32)
The M matrix shows that coupling exists between the coefficients due 
to the bias m; with zero bias there is no coupling. Defining a coupling 
matrix ML as
M„ =
0 m2 m 3 m4 m 3
2m 3m2 4m3 5m4
0 3m 6m2 10m3
0 4m 10m2
0 Sm
0
(3.3.33)
then
= I K a + Mc K a (3.3.34)
The first term on the RHS of (3.3.34) is the one obtained when the inputs
thare unbiased, and the second is the coupling term. The absence of the i 
nonlinear element coefficient a, does not mean that 3.(m) is also zero.l l
Such a condition occurs only with unbiased inputs. This is an important 
property of the modified Volterra series.
Another property of the 3^(m) coefficients which is useful in the
analysis of feedback and multivariable systems is summarised by (3.3.35).
If A is in units of bias 'm1 then it can be shown that
3 (m+A) 0
31(m+A)
32(m+A)
33Cm+A)
34(m+A)
35Cm+A)
A A2 
1 2A 
1
A3
3A2
3A
1
A1*
4A3
A5
5A4
6A2 10A3
4A 10A2
1 5A
1
3xCm)
32(m)
B3(m)
34(m)
35(m)
(3.3.35)
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The matrix containing the A values is identical to the M matrix, with A 
substituted for m. These relationships can be applied to prove the 
following;
Equations (3.3.36) to (3.3.38) are the finite difference equivalents of the 
derivative relationships connecting the 3tim) coefficients given in 
(3.3.21). In each case, if a division is effected with AP, then AP+1 
is assumed negligible. These relationships can be used to study the 
behaviour of systems with discontinuous nonlinearities, as is pointed out 
in Chapter 7.
Before developing some relationships for the crosscorrelation functions, 
another set of coefficients is defined which are used in later Chapters.
3.3.2 The B.(m) coefficients
These are defined by
If a signal x(t) = m + x_C"tD is input to a nonlinear element with input- 
output relationship given by
’31 (m+A)-31 (m)>
A2 small (3.3.36)Av ^
r31(m+A)-231(ni) + 31(m-A)'
A3 small (3.3.37)
3^(m+2A)-33 fm+Al+3R (m)-3^(m-A)
A4 small (3.3.38)
Bi  (m) = 3i (m)
K =1
(3.3.39)
It can be proved that
(3.3.40)
11
v(t) = J  ai[u(t)]1
n
(3.3.41)
i=Q
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then the nonlinear element output can be shown to be given by
n
v(t) a I B.(m)[x(t)]X 
i=0
(3.3.42)
3 . 4  The crosscorrelation function. Repetitive inputs
Fig. 3.4.1 Crosscorrelation arrangement.
In Fig. 3.4.1 is shown the correlation arrangement. In this section is
developed a general formula for $ (x)• The system output bias is denotedxy
m . For the general case
<P Cx) = 
Yx y
T
lim _1_ r
T+co 2T y ( t ) x ( t + x ) d t (3.4.1)
-T
If x(t) is a repetitive signal, and y(t) the steady state response, then 
(3.4.1) can be simplified becoming
T
<j> v Cx) = -  y ( t ) x ( t + x ) d ta y l ^
O
(3.4.2)
-  5 4  -
w h e r e  ' T 1 i s  n o w  t h e  p e r i o d  o f  x ( t ) .  I f  x ( t )  i s  g i v e n  b y
x(t) = m + x (t) ( 3 . 4 . 3 )
then substitution of x(t) into (3.4.2) yields
6 (t) = m m + d> fx)xy y rx/ (3.4.4)
The expression for 4 (t) can be found from application of (3.3.12)xy
n
<j) (t)rxy K, I 3. (m) 4i=0 x
g2W . i Hg (t-A,x) x_(i+T)<i't d\ (3.4.5)
It follows from (3.3.6) that
H (t,x) = ~ • u(t) (3.4.6)
where u(t) is the dynamic component of the nonlinear element input signal. 
Having established (3.4.6) the expression for <j>^ (x) becomes
n
<Ly (T) = K I 3,00 ±y 4 i=0 i
rro 1. 1g2(A). - . T
K1
[u(t-A)] x(t+x) dt dA
n
K, I  3.Cm). tt 
KT2 i=l 1
g,(X)4> i(T-X)dX
“  a U
(3.4.7)
The term ^xuo(T) zero since x(t) is an unbiased signal. The series 
in (3.4.7) can be written with the term for i=l outside the summation sign,
V °  = V i W - K ■*2W * x u < T-X>dX
+ K  I 3 . 0 0  t t
i=2 1
g2(xH xui(T-A)dA ( 3 . 4 . 8 )
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(3.4.9)
In the special case of white or pseudo-white system inputs of variance
ax* ^ x x ^  is approximately a delta function at zero lag. In such a-case 
(3.4.9J becomes
then g(x) is the impulse response of two elements with impulse response 
functions g^(x) and g2(t) in cascade. Thus
In the special case of white or pseudo-white noise inputs the expression 
for the crosscorrelation function is simplified, the first term of the 
series then corresponding to the impulse response of the linear part of the 
system. This result is common to conventional Volterra analysis.
that 3^0®) is its first derivative with respect to 'm1, it can be shown 
(see Chapter 6) that 3  ^Cm) is the small signal gain of the system shown in 
Fig. 3.4.2 with input bias 'm'. It follows that K^^On) is the small 
signal gain of the general (L-PNL-L) system. This is also the magnitude of 
the constant amplifying g(x) in expression (3.4.12). It is important to note 
that the words ’small signal1 apply only to the dynamic components of the 
signals; a more exact terminology is thus 'small variance'.
ticy^ = K23l(-m')crx S2('A)gl(:T“A:)dA
(3.4.10)
Let
g(*0 = g2(x)g1(T"A)dx (3.4.11)
By considering the significance of the f^O11) coefficient and the fact
K1 g.ltj N(u)
x(t) u(t) v ( t )
Fig. 3.4.2 System with small signal gain $^(m).
The first term in the expression for the crosscorrelation function
4> r (t ) is thus the impulse response of the nonlinear system when its xy
input bias is 'm' and its input variance is mathematically ’small1.
If an estimate of g(x) is required, white or pseudo-white noise can 
be injected into the system and crosscorrelation carried out in the classi­
cal way; however, the nonlinearity distorts the estimate of g(x) because 
the variance of the test signals cannot in practice be made very small.
Of interest is the fact that the crosscorrelation equations can be 
written in terms of the bivariate probability density function p(x,u,x).
n i<f> ©) = K2 I B.On) -rxy i=:1 1 Ki J
/CO CO \
S2 (X) x uXp(x,u,x-X)dxdu0w — 00 j j
dA (3.4.13)
Equation (3.4.13) will have particular relevance in the next Chapter 
dealing with Gaussian inputs to the nonlinear systems. A short-hand nota­
tion will be used. Let
D. (x) = ~  i A  jK1
g2(x) (i)xui(T"X) dX (3.4.14)
which is equivalent to
then the expression for the crosscorrelation 4> , (t) can be writtenxy
n
<f> (x) = K2 I 3.(m)D. (t) (3.4.16)
i=l 1 1
and that for d> (t ) xy
n
(j) (t) =mm + K 2 I  3,(m)D (t) (3.4.17)
xy g i— 1 1
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3 . 4 . 1  The D.(t) functions-----  ----- 3-i— *-----------
The physical interpretation of the D^(t) functions is of some 
interest. The output of the system shown in Fig. 3 . 4 . 3  is equivalent to 
Dpt).
m
 ►
Fig. 3.4.3 Physical interpretation of the D.(t) functions.
%
D.(t) is thus a filtered version of the crosscorrelation function between
ththe dynamic component of the system input, and the i power of the filtered 
output, mathematically $xui(T)* The filtering of the system input is 
carried out by the element preceding the nonlincarity, and the filtering 
of the crosscorrelation function i(t) by the linear element following 
the nonlincarity. It follows that _x(t) anc* DXCX) have the same period and 
if xrft) is an inverse repeat signal then so is D^(t). Further, since x/t) 
is unbiased, then so is ^xulCT) an<l Dj/X) • N°tc that *+(*0 is independent 
of gains or K^»
- 58 -
3.5 Feedback around a Wiener type system
x(t) e(t) u(t) y ( t )
Fig. 3.5.1 Simple feedback around Wiener type system.
. The diagram in Fig. 3.5.1 shows a simple feedback arrangement around 
a Wiener type model. The input to the Wiener model is e(t), the error 
signal and not the system input x(t).
If the system output and input bias values are m and m respectively,y x
then the bias of the signal entering the Wiener model is m^ where
m - m  - m e x y
and the dynamic component of the error signal is e/t) where 
e(t) = x(t) - y(t)
The system output is then
(3.5.1)
(3.5.2)
n
(3.5.3)
n
I 3.(ni )Iltit,x-£) 
i=0 1 e g
(3.5.4)
The theory on the 1 IT * functional developed in section (3.2) shows that
r=0 r g
(3.5.5)
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where C is the binomial coefficient and r
tIi f, l-r , .r. , _.r
 ^ = ( _1)o
(i-r)
g(T^), o. ,g(Ti _r)x.Ct:-T1) , o o ,x.(t-Ti - r )dT1. °d'ri - r
J  gCep, . . jgCep^Ct-ep, * . ,y ( t - 0r)de1#.
(r)
(3,5.6)
de
This can be written as
r i-r r (3.5.7)
the physical interpretation of w(t) and z(t) being given in Fig. 3.5.2.
^  [ t , (-Z):r] = ' ©I)r [w(t) ]i_r [z(t) ]r
X(t) e(t) u(t) y(t)
'1,-2? X1Fig. 3.5.2 Physical interpretation of Hy (t3x_ 3 (-y_) )•
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The signals w(t) and jrft) are the unbiased filtered versions of the 
system input and output respectively. In both cases the filtering 
operation is carried out by a linear element with an impulse response 
identical to that of the linear element in the Wiener model.
The system output y(t) can be written in terms of z(t) and w(t). 
From (3.5.4) and (3.5.6)
It would have been possible to obtain this result directly from inspection 
of the feedback,system interpreting e(t) as the input to the Wiener system 
and applying convolution directly. The derivation given is however more
n i . .
y(t) = I eXnO I cr w1_r(t)z (t)
1=0 x c r=0
(3.5.8)
3i(me) [w(t)-z(t)] +
32Cme) [w2(t)-2w(t) z_(t)+z2(t)] +
3„(m ) [w3 (t) -3w (t) z_(t) +3w(t)£2(t) -£3(t)] + .. (3.5.9)
The expression for y(t) can be further simplified
y(t) = 6n(m) +
U fc?
33Cme) [w(t)-z_(t)] 3 + ...
n i
I  M mJ  wCtj-.zCt)i=0 1 e L
(3.5.10)
\
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The expected result follows directly from the interpretation of w(t) 
and z(t)
y(t) = J  3i(me)j^|g(T)x(t-T)dx-|g(T)y(t-T)dTj1 (3.5.11)
This equation is shown graphically in Fig. 3.5.3. The signal f(t) is 
defined as
f(t) = w(t) - z.(t) (3.5.12)
Since w(t) and jz(t) are unity-gain filtered versions of the feedback system 
input and output signals, then
E[f(t)]»mf (3.5.13)
= E[w(t)] - E [z(t)] (3.5.14)
= E[x(t)] - E[y(t)] (3.5.15)
m- = in - m = m (3.5.16)f x y e
The outputs of system 1 and 2 are both y(t). System 2 is in fact the 
parallel representation of a Wiener model. The physical interpretation of 
the feedback system output equation (3.5.1) is useful both to demonstrate 
the versatility of the modified Volterra analysis, and because the 
composite system shown in Fig. 3.5.3 can be used as the basis of a model 
reference identification algorithm. If system 1 contains unknown 
parameters, system 2 can be used as a reference model and its output compared 
with the actual system output, to produce a tracking algorithm. The impulse
response g(t) as well as the nonlinearity coefficients a can be identified
at the same time. The (L (m) coefficients have recursive relationships and 
their form is fixed for specific coefficients and gain Kj.
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x(t) e(t) u(t) y(t)
Fig. 3.5.3 S im p le  fe e d b a c k  around  W iener ty p e  s y s te m  and i t s  
• • p a r a l l e l  r e p r e s e n ta t io n 9 f o r  th e  c a se  o f  a t h i r d  
o r d e r  n o n l in e a r  e le m e n t.
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3.5.1 Crosscorrelation and feedback. Linear system
The linear case is considered first.
x ( t ) e(t) y(t)
Fig. 3.5.4 Linear, feedback system.
The diagram in Fig. 3.5.4 shows a simple linear feedback system. The 
system output is
y(t) = K
= K
g(e)e(t-e)de
g(0)x(t-0)de - K g(e)y(t-e)de
(3.5.17)
(3.5.18)
and the cross correlation function d> (x) is
x y
= K g(e)i)>xxCT-e)d9 - k g(e)* (x-e)daxy (3.5.19)
The functions $ (x) and <f> (x) are equivalent. If x(t) is a pseudo-noise
XX XX
signal, with the* usual perquisites on its period, then
r
* x / T) = ax'KgW  ‘ KLgL CT-0)de] ( 3 . 5 . 2 0 )
where gT (t) is the impulse response and K the gain of the closed loop 
L  * L
system, and a2 is the variance of x(t).
X
♦xy(T) = ' KKL
“ + [ K LgL(T)]
g(Q)gL(x-0)dx] (3.5.21)
(3.5.22)
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where gQ(x) is the impulse response of the elements with impulse responses 
g(t) and g (t) in cascade. Since g (x), g(x) and g (x) are all unity gainJj L o
impulse response functions both sides of (3.5.23) can be integrated with 
respect to x yielding
Kl = .K - KKl (3.5.24)
T h i s  l e a d s  t o  t h e  e q u a t i o n
K L g L C x )  «  K g ( x )  -  K K L g  (t) (3.5.23)
is the value obtained by integrating <j> (x) over the period of the input
signal x(t), and is equal to the closed loop gain; an expression for is 
obtained by solving (3.5.24); . -
KL ~ 1+K (3.5.25)
If the Laplace Transform is taken of both sides of (3.5.23) then
klgl(s) = KG(s) - KKlGl (s)G(s) (3.5.26)
where G(s) denotes the Laplace Transform of g(t). Solving for G (s)JLj
yields
klgl (s) = i f i f i T  C3 -5 -27)
The Transfer Function of the closed loop system, normalised to unity gain 
is Gl (s), or
r _ (l+K)G(s) r 0
GL(S) ' 1+ KG(s) (3.S.28J
Expression (3.5.28) is that of a unity gain Transfer Function. The Inverse 
Laplace Transform of G^(s) is g^(t), the impulse response of the linear 
closed loop system, normalised to unity gain.
T h e  e x p r e s s i o n  f o r  t h e  c r o s s c o r r e l a t i o n  f u n c t i o n  b e c o m e s
= °x frnd gL(x) (3.5.29)
3.5.2 Crosscorrelation expressions for nonlinear feedback systems.
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The open loop gain K affects the dynamics of the closed loop system.
Nonlinear element in forward path.
x(t) e(t) u(t) y (t)
Fig. 3.5.5 Nonlinear feedback systems nonlinear element in 
forward path.
Consider Fig. 3.5.5; an'expression for the output y(t) has already been
derived (3.5.5). Let the input x(t) be a pseudo-noise signal of variance a2. 
From (3.5.11)
y(t) = I e. (mjfwCt)-z(t)l1 (3.5.30)
i=0 1 e 1 1
n
- I B.OOtfCt)]1 (3.5.31)
i=0 1 e
The crosscorrelation function <j> (t) follows directly,xy
V T) = W <{> (x)-<J» (t)xw xz
n
(3.5.32)
The signals w(t) and z(t) are the result of unity gain filtering operations
carried out respectively on the system input and output signals, x(t) and
y(t) . The integral <}> (x) must be unity and that of if) (x) must be equalxw xy
to tho gain of the closed loop system when the inputs have a mathematically
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small variance. Denoting this integral by K^On), and assuming small 
variances, integration of (3.5.32) yields
Kc (m) = Bx(me)[1-Kc (m)] (3.5.33)
The integrals are carried out over the range zero to T, where T equals 
the system's settling time.
With the input signal variance small, mathematically, the higher order 
crosscorrelation terms are negligible, and the system can be considered to 
behave linearly.
The expression for K^(m), the equivalent small signal gain, is thus 
3-(m )
Kc(m) = -----  —  (3.5.34)
i+W
3 (m ) is the open loop}lsmall signal* system gain and K (m) is the closedX 6 L
.loop equivalent. The form of the expression for Kc(m) is familiar from 
linear systems analysis. For the case of mathematically small input 
variance, the expression for the crosscorrelation function can be reduced 
as shown below.
V T) = M rae3l*xwW "*xzW ]  C3.5.3S)
= BxC"ie)[ g(x) - Kc (m)jgc U)g(T-A)<U ]<j£ (3.5.36)
where g^(X) is the impulse response function of the linear part of the 
closed loop system. It follows therefore that
Kc (m)gc (T) = 31(meH g(x) " Kc Cm) gc CX)g(T-A)dA ] (3.5.37)
To find an expression for g^(x)> as before Laplace Transforms are used, 
yielding
KC Cm) Gc Cs) = 31(m0)G(s) - 31(me)Kc (m)Gc (s)G(s) (3.5.38)
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from which
Kc C"0Gc Cs) =
+  0+16(3) 
l++ ( m e)G(s) (3.5.39)
Gc Cs) -
[l++(me)]G(s)
l+g1(me)G(s).
(3.5.40)
The Inverse Laplace Transform of the Transfer Function G (s) is the smallL
signal system impulse response g^C^) normalized to unity gain. The expression 
for the crosscorrelation function becomes
) (x) = a2xy x
W
1++ C m e)
n
(3.5.41)
i=2
The expressions for the linear, (3.5.27) to (3.5.29), and nonlinear, (3.5.39) 
to (3.5.41), cases should be comjmred. Strong similarities are evident; 
the closed loop gain expressions have almost predictable form. Of 
importance is the fact that the impulse response function g(-,(x), appearing 
as the first term in the series for the crosscorrelation function, is itself 
a function of the nonlinear open loop gain. Thus an identification procedure 
designed at estimating the system gain function and the overall impulse 
response of the linear elements, will yield two types of data, depending on 
the existence of feedback around the nonlinearity.
In the open loop case, the identified impulse response function will 
remain constant with input operating point m. However when feedback 
exists around the nonlinearity, the identified impulse response function 
will change with m. This is shown by (3.5.40) and will now be demonstrated 
by a simple example. Consider the system shown in Fig. 3.5.6.
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x(t) e(t) u(t) y(t)
Fig. 3.5.6 Feedback around a low pass element in cascade 
with nonlinearity.
Mien the nonlinear element input has a very small variance the system 
behaves linearly, with a gain given by Kc (m)
6 , 0 0K (m) = —  (3.5.42)
1+3 (m )1 e
where 3.(m ) is the small signal open loop system gain.1 e
The system Transfer Function is accordingly 
3, (m )
Kr (m)G (s) = ---- ---------- (3; 5 .43)
s + [l+31(me)]
The Transfer Function shows that the cutoff frequency and not only the gain, 
are functions of operating point.
When the nonlinearity does not exist 3.(m ) = 1  and the Transfer1 6
Function becomes
KcGc Cs) ■ - h  (3-5-44)
showing the familiar effect of putting a position feedback around a first 
order lag system; the gain is halved and the cutoff frequency doubled. In 
the nonlinear case however, gain and cutoffs are variable. In Fig. 3.5.7
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are shown two functions giving a graphic view of the variation of these 
parameters with small signal open loop gain. It must be emphasized that by 
'small signal1 here is meant always 'small variance'. It is the dynamic 
component of the signal which affects the accuracy of the results and not 
its bias. One other point of interest is that in open loop systems one has 
good control, even if not the freedom of choice, of the variance of the 
signal entering the nonlinearity. If feedback exists however, this control 
is partially lost as the system output contributes to the nonlinear element 
input variance.
Open loop small signal gain 3,(m )l e
Open loop small signal gain .(m )1 e
Fig. 3.5.7 Variation of closed loop gain KQ and closed loop cut 
off frequency f r with open loop gain 3 (m ). • All 
variances are assumed small. e
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3,5.3 Crosscorrelation expressions for nonlinear feedback systems. 
Nonlinear element in feedback path.
x(t) e(t) U(t)
Fig. 3.5.8 Nonlinear feedback system; nonlinear element 
in feedback path.
From the diagram, and linear theory it follows that 
u(t) = Kjg(x)e(t-x)dx 
The error signal e(t) can be expressed as
(3.5.45)
e(t) = m + x(t) - y(t)C
where m is its bias. Substitution into (3.5.45) yields e
u(t) = K g(t)x(t-T)di - K g(x)y(t-x)dx + Km
Crosscorrelating the output u(t) with x(t) yields
d> (e) = K Yxu s CtD<|)v y C0-*tDc1t - KXA 8 T^^ x y ^ G~T^dT
- crf Kg (0) - K g(xH (Q-x)dx ±7
(3.5.46)
(3.5.47)
(3.5.48)
(3.5.49)
Equation (3.5.49) is obtained using the assumption of pseudo-noise system 
inputs. If the small signal closed loop gain is denoted by K^On), where m 
is the system input bias, then if all variances are small, integration of 
(3.5.49) yields
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KN(m) = K - K
1+3 (m ) 1 e
6 i  (m  )1 e (3.5.50)
Equation (3.5.50) uses the expression derived in the last section, for the
integral of <j> (t), obtained by making the assumption of small nonlinearxy
element input variance. The small signal equivalent gain K^(m) can thus 
be expressed as
KN W  = F i T(m ) 1 e
(3.5.51)
Note that the open loop small signal gain is 3,(m ) while the forward path1 G
gain is K. Expression (3.5.51) thus conforms to the form of the closed 
loop linear system gain given by
K _ forward path gain 
L 1 + open loop gain (3.5.52)
The expression for the equivalent small signal Transfer Function of the 
Wiener system with nonlinear feedback can be obtained by taking Laplace 
Transforms of both sides of (3.5.49). Then, denoting the unity gain 
normalised equivalent closed loop Transfer Function by GR (s)
V » o g n cs) KG(s) - KG(s)
B1(me)G(s) 
1+3, (m )G(s)x G
(3.5.53)
Use has aga in  been made o f  an e x p r e s s i o n  der ived  from the  l a s t  s e c t i o n  f o r
the Laplace Transform of 1) (t). This is given by (3.5.39). It followsxy
t h a t
KN (m)GN (s) - Y+P (m )G(s) 
1 e
(3.5.54)
gn Cs) =
[l+B^Cmp ]G(s) 
1+3,(m )G(s)
x G
(3.5.55)
G^(s) is the unity gain normalized small signal Transfer Function for the 
nonlinear system with nonlinear feedback. The expression for G^(s) is 
identical to that for the case of linear feedback, the nonlinear element
appearing in that case in the forward path. It can be concluded that the 
gain of the closed loop system has a functional dependence on the nonlinear 
element which differs according to whether this occurs in the feedback or 
forward paths of the control loop; on the other hand the other system
parameters are independent of nonlinear element position.
c
The v a r i a t i o n  o f  c l o s e d  loop ga in  wi th  3 (m ) f o r  the  c a s e s  o f  n o n l in e a r1 6
element in the feedback and forward paths is shown in Fig. 3.5.9.
Fig. 3.5.9
It is important to note that ^ ( me) a function of K as well as the 
nonlinear element coefficients.
Regarding the Transfer Function, it has been shown that 
G.(s) = Gr(s) [= H(s) say]. Let the open loop small signal Transfer[V] L
Function be
-  73 -
Then it can be shown from the formulae for G (s) or G (s) thatIN Li
Q(s) + 3 (mjQ(s)
H(s) =  —  -----  . (3.5.57)
R(s) + 31(me)Q(s)
The Inverse Laplace Transform of (3.5.57) yields the impulse response of the 
equivalent, small signal, closed loop system.
This .concludes the analysis feedback circuits. ,It has been included 
here to show the flexibility of the modified Volterra analysis rather than 
as a detailed account of nonlinear system feedback functional theory.
3.6 Summary
In this Chapter is described a modification, developed by the author, 
to the Volterra functional series for the special case of separable 
kernels. The conventional Volterra functional expansion for the output 
of separable nonlinear system involves a series of multidimensional 
convolutions between non-unity gain impulse response functions and the 
system inputs. One of the major disadvantages of this representation is 
that the bias of the input signals appears implicitly in the convolution 
operations making their theoretical treatment much more difficult. The 
modified Volterra functional expansion, on the other hand, involves only 
convolution operations between unity gain impulse response functions and 
the dynamic component of the input signal, these being weighted by 
coefficients which contain all the effects due to bias and gain. The 
modified Volterra series representation is then used in the derivation of 
output and crosscorrelation expressions for open as well as closed loop 
nonlinear systems. The analysis is very much simplified compared with that 
for the derivation of the corresponding expressions, using conventional 
functional series expansions.
CHAPTER A
SEPARABLE NONLINEAR SYSTEMS WITH GAUSSIAN INPUTS
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The last chapter was devoted to the development of a body of theory 
for the analysis of nonlinear open and closed loop systems. The theory is 
generalized in that no restrictions are imposed on the system inputs. The 
formulae which are obtained are thus generally applicable, but as a 
consequence complicated. In particular, it is not possible to obtain 
explicit expressions for the system output bias, variance or correlation 
functions. In this chapter the system inputs are restricted to a particular 
class of signals, namely normally distributed random variables. This 
enables the otherwise complicated expressions for the system output 
parameters to be simplified; in some cases such simplifications are 
significant.
The treatment of nonlinear systems with normally distributed random 
inputs is a subject which is of general importance since in many practical 
situations the Gaussian inputs assumption is valid. Present theory, which 
has been restricted to systems with unbiased Gaussian inputs and symmetric 
nonlinearities, is extended using the modified Volterra functional analysis. 
A link is then established between the Volterra functional description of 
nonlinear system response and the Random Biased Describing Function.
4.1 Introduction
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4 . 2  G a u s s i a n  s i g n a l  e x c i t a t i o n  o f  a  1 i n e a r  s y s t e m
x(t)
Fig. 4.2.1 Linear system, gain K.
In Fig. 4.2.1 is shown a linear system
normalised impulse response g(t), excited with .a biased signal x(t). Let
x(t) = mx + x(t) (4.2.1)
where m is the bias of x(t) and _x(t) its dynamic component. Let the
input and output variances be a2 and a2 respectively. If the ratio of
the two variances when K « 1 is denoted by 0, then, for the general caseg
a2
—  = K2^ 2 (4.2.2)g
is termed the normalised power transfer ratio for the system with 
impulse g(t).
From spectral analysis theory
G Cjoj) I sxx(w)dw
S (rn)dm XX
(4.2.3)
where G(jw) is the Transfer Function of the linear system with impulse 
respo: 
x(t).
ponse g(t), and S (w) denotes the power spectral density function ofXX
- 77 -
The ratio of output to input variances can also be obtained in terms of 
autocorrelation functions. It can be shown that
b (x) + m 2 uu u = K2 + O K ) 2 <j> (e)de gg
- ^gg C0) 4>xx 6) + O xK)2 (4.2.4)
K is the gain of the linear system and <f> (0) is given bygg
*ggC0) * f  J g(t)g(t+0)dt 
o
(4.2.5)
where T is the settling time of the system with impulse response g(t).
The function <j> (0) can be non-zero only inside the range 0 $ 0  ^T.gg
By setting x = 0 in expression (4.2.4), the output mean square and variance 
expressions follow, making use of the symmetry of autocorrelation functions
a + m u u
2 - K2 $ (0)6 (0)d0 + (m K)2Ygg 7Yxxv 7 x (4.2.6)
The RHS of (4.2.6) is the output mean square value or output power. The 
output bias is obviously m^ where
m = m K u x (4.2.7)
The expression for the linear system output variance becomes
r2 = K2u <b (0)6 (0)d0Tggv 7Yxx' (4.2.8)
The normalized power transfer ratio can thus be written as
(1> (6)cj> (0)d0ggv y xx
+  = — -------------- (4.2.9)
In the special case of white noise inputs, ~ S(9)> where a2 is
the white noise variance, and then (4.2.9) reduces to
{ ♦gg(9)«(8)de
= ■■ (4.2.10)
a2w
= lim 
T-+W
T
g2(t)dt 
-T
= o| (4.2.11)
and a2 is in fact the 'power1 of the impulse response function g(t).S
If there are two linear systems in cascade then it is possible to 
obtain expression for the power transfer ratios of each one. Consider 
Fig. 4.2.2 which represents two such systems; K^, K2 and g^(t), g2(t) are 
respectively their gains and impulse response functions. Making reference 
to the diagram it follows that
(4.2.12)
a2_y = a2u a2_y
Cf2 X a2X au
and using the definition of power transfer ratio
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K 2ft2
2 g. ( 4 . 2 . 1 5 )
x ( t )  u ( t )  y ( t )
Fig. 4.2.2 Cascade connection of two linear systems.
Substitution of (4.2.13) to (4.2.15) into (4.2,12) yields
g12
ft2 fi2 
gl g2
(4.2.16)
This relationship states that the power transfer ratio of the second linear
element is dependent on that one of the first, as well as the variance and
spectrum of the system input x(t). This is confirmed by writing &2 in
g2terms, of other parameters.
ft2g-
T2
ft2g-
G1(jw)G2(jw)|2Sxx(u)du)
G-, (jw) I 2S (o))dw
1  1 XX
{4.2.17)
The power transfer ratio is a function of input signal power spectral density; 
by necessity the spectrum of the input to the second linear element will 
depend on the Transfer Function of the linear element proceeding it, as 
well as on the spectrum of the overall system input.
In simple cases it is possible to obtain analytical expressions for
the power transfer ratios. Consider the system shown in Fig. 4.2.3
representing a second order oscillatory system with an input of variance a
and power spectral density S (to), whereXX
■ s (10) = (4.2.18)XX ct + 10
Fig. 4.2.3 Second order oscillatory system excited by signal 
x(t)j with spectral density S (a).03C0
From spectral theory
Syy(w) = |G(jto) | 2Sxx(co)d(o
and
JL_
2tt S (m) dwyy
(4.2.19)
(4.2.20)
By performing the integration, and noting that a2 = a, it can be shownX
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One interesting point which immediately arises is that a2 is greater than
a2 when x
This r a t io  a lso  corresponds to  ft2 fo r  the system, s ince  i t s  ga in is  one.
■a
ton
< [1 - 4C2] (4.2.22)
Hence the linear system output variance can be greater than that of its
£ produces the 
function shown in 
Fig. 4.2.4. Since 
both a and ton
must be positive, the 
condition for a 
possible increase in 
variance is that the 
damping ratio be 
smaller than 0.5.
This analysis has
yielded an interesting
formula and a conclusion,
but i t  is restricted
to the particular case
analysed. The
integrations required
in cases when the order of the systems are greater than three are numerically
simple due to the existence of tables to aid the calculations, but i t  is
virtually impossible to obtain in such cases analytical relationships such
as that given in (4.2.21). The use of computers however significantly reduces
the work load. A program was written to analyse the dependancy of fi2 and
S lft2 on the parameters of the system shown in Fig. 4.2.5. This 
§2consists of a second order oscillatory system [g^(t)], followed by a low 
pass f ilte r  [g2(t)] with cut off frequency 'b*. The gain of both systems 
is unity. As before, the spectral density of the input x(t) is S (w)
XX
where
2
Fig. 4.2.4 Plot of function -z~[l’ -  4c2] *
S (to) -
XX
jx/2 
a2 + id2 (4 .2 .23 )
and the variance  o f  x ( t )  is  a.
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xx
x(t)
yy
0) 2 n b
s2 + 2£0) s + rn 2 n n
^ W ' 1,110
u(t)
s + b
y(t)
Fig. 4.2.5 Cascade connection of second order oscillatory system 
with low pass f i l t e r j  excited by signal x (t) of power 
spectral density S (oi).
This is a situation where the development of an analytical relationship 
between ft2 and the other system parameters is very difficult. On the 
other hand,2an expression for ft2 can be derived; this is given by 
equation (4.2.21).
Plots of ft2 against ( a/wn) are shown in Fig. 4.2.6. These curves 
glconfirm the deductions about variance amplification mentioned
earlier. In Fig. 4.2.7 is shown the variation of a2 as a function ofu
[ a/ajn J * can ke seen that as the variance of the input signal is
increased, that of the second order system output also increases, rapidly
at f irs t, and then asymptotically to a value which can be shown to be given
by [ ]• T^ e Physical explanation for these curves lies in the fact
that the variance of the system input is proportional to its bandwidth. As
this bandwidth increases above that of the second order system, the
efficiency of variance transmission across i t  is reduced. This effect is
expressed by the ft2 curves. At the same time the variance transmitted
glacross the second order system reaches a maximum, and any increase in
input signal variance has no effect on that of the output. Both ft2 and
g i
c2 are independent of the cut off frequency *b'• On the other hand
ft2 , and thus the overall system output variance a2, depends on both
( a/^n ) as well as ’b1. This can be predicted from analysis of
equation (4.2.17) and was shown numerically by the computer solution for
q?- . In Fig. 4.2.8 are shown curves indicating the dcpendancics of ft2 
g2 g2
I
I
a
Fig. 4.2.6 Power transfer ratio ft2 as a function o f ( a/o ) 
and damping t,. yl  n
Fig. 4.2.7 Output variance a2 as a function of (a/w ) and 
• damping C. n
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on the parameters ( a/to ) and 1 b1 . From such curves and those for ft2
a 6igiven earlier, i t  is possible to construct ones for ft2 , and hence
gl 2the output variance a2 can be determined. For the example
being considered, i t  can be seen that as the cut off frequency 1b1 is 
increased, the effect of the low pass filter is reduced. At values of 
cut off frequency which are of the order of ( a/to^  ), the normalised power 
transfer ratio is approximately inversely proportional to ( ct/w^  ). It 
must again be emphasised that these results are particular to the system 
considered.
a/wn
Fig. 4.2.8 Power transfer ratio ft2 as a function of a/w
and normalised cut o ff frequency ^/w<
The efficiency of variance transmission of the second of two linear 
systems in cascade, depends on the spectrum of its input; this in turn 
depends on the spectrum of the overall system input as well as the Transfer 
Functions of both systems. This is of importance in the analysis of 
variance and power transmission in nonlinear systems.
It must be emphasised that the general formulae for fl2, ' and ft2
gl g2are independent of the statistical properties of the signals
involved. The example of the two linear systems in cascade was used to
shown how ft2 and ft2 can be derived for a particular case. Power 
g2 g2transfer ratio's will be used in the analysis of nonlinear systems with 
Gaussian inputs.
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It has been shown [55] that i f  the input to a linear system with gain K 
is Gaussian, then the output will also be Gaussian; i f  the input p.d.f. is
given by pv(x), whereA
p  =  —---------- exp
Zax
(4.2.24)
then the output p.d.f. is given by p(n) where
p (u) = ----------
u KJ2gax ^
exp
(u-Km )2 x
2K2ft|a2
(4.2.25)
These are shown in Fig. 4.2.9 for the case when ft2 and K are both
S
greater than unity.
(a /2tt) 1 x
(Kft a / 2 t t )  1 S x
Fig. 4.2.9 Probability density functions of signals at input, 
p(x)3 and outputj p(u)3 of linear system with gain 
K and power power transfer. ratio ft2.
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4.3 Passage o f  a Gaussian s ig n a l through a n o n lin e a r system
x ( t ) u ( t )  v ( t ) y(t)
Fig . 4 .3 .1  N onlinear system  e x c i te d  by s ig n a l x ( t ) .
The modified V olterra  a n a ly s is  o f  the system shown in  Fig . 4 .3 .1  has 
been carr ied  out in  Chapter 3. The r e s u l t s  w i l l  now be p a r t ic u la r iz e d  fo r  
the s p e c ia l  case o f  Gaussian input s ig n a l s .
Let m and -x(t) denote the b ia s  and dynamic component o f  x ( t ) .  Then 
from (3 .3 .1 2 )
n
y(to  = K2eo (m) + K2 J  pi (m:)
and
n
= K2 Z. g2C « ‘l'xui( t-^)dA
( 4 .3 .1 )
( 4 .3 .2 )
4 .3 .1  The C rosscorre la t ion  Function
c r o ssc o r r e la t io n  fun ctions  cf> i ( x )  are evaluated f i r s t ,  by introducing theXU
I f  x ( t )  i s  a Gaussian process  then (4 .3 .2 )  can be s im p l i f i e d .  The
i $  (xxu1
b i - v a r ia t e  p r o b a b i l i ty  fu n ction  p ( x , u , t ) .
I t  i s  known that [55]
<P i ( x )xu1 x u p (x ,u ,x )d x  du (4 .3 .3 )
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The p . d . f . takes a simple form in  t h i s  case ,  s in ce  both s ig n a ls  are normally  
d is tr ib u te d  and unbiased. Thus
p (x ,u ,x )  = p* exp
x \  / u u
’  v v v v  pt i T) +l v
(4 .3 .4 )
where
F = 2tt o a y / i-p  (x)
X  u v  x u ^
(4 .3 .5 )
and p (x) i s  the normalized c ro ssco rre la t io n  c o e f f i c i e n t  defined by
aU
p  (x) = ------- (j) (x)+xuv a a xuA U ”
(4 .3 .6 )
I f  (4 .3 .4 )  i s  su b st itu ted  in  (4 .3 .3 )  and the double in te g r a t io n  i s  carr ied  
out i t  can be shown that [47]
<j> i ( x )  — C. o a p (x) rxu1 l  x u ’ xu 7
= 0
; i  odd or non in teg er
i  even
(4 .3 .7 )
where Ch i s  given by
r  = J _  9 ( i+l ) / 2  v(i+2 \
4 " / ¥  " t i
(4 .3 .8 )
and r(p) i s  the gamma fun ction  given by
r (p) = (P_l ) • = xp_1 e X dx (4 .3 .9 )
R elationship  (4 .3 .7 )  i s  not r e s t r i c t e d  to  in teg er  values  o f  i
A switch  function  i s  now defined
s(x) = h x - u b  = i
=  0
i  even in teg er
i  odd in te g e r
(4 .3 .10 )
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fu n ction  <f> ( t)  rather than the c o r r e la t io n  c o e f f i c i e n t ,  and i f  use i sxu
made o f  (4 .2 .2 )  to  w r ite  au in  terms o f  then
Expression (4 .3 .7 ) can be re w r it te n  in  terms o f  the  c ro s s c o rre la t io n
= S (i+1) Ci  Kl _1 ^ a '1 °x"1 X U (4 .3 .1 1 )
This can be su b s t i tu te d  in to  the s e r ie s  for  the c r o ssc o r r e la t io n  fun ction
( 4 .3 .2 )  to  y ie ld
n
*x y (T) = K2 J  S ( i+ l ) P i (m)C. tl1"1 a1' 1 j -  J g2 (XHxu (T-A)dA (4 .3 .1 2 )
or more c o n c ise ly
<f> (t) =xy K, I S ( i+ l ) S ,  (m)C, J!i= l
i - 1  l - la f(T) (4 .3 .1 3 )
The function  f (x )  i s  now considered in  d e t a i l .  x ( t )  i s  a Gaussian  
s ig n a l ,  and can th ere fore  be considered as being the r e s u l t  o f  a white  
n o ise  process passed through a l in e a r  f i l t e r .  The impulse response o f  such 
a f i l t e r  i s  denoted here as h ( t ) ;  i t s  gain can be a r b i t r a r i ly  s e t  to  u n ity .  
This im plies  th a t  the system being analyzed, shown in  F ig . 4 .3 .1 ,  i s  eq u iva lent  
to  that in  Fig. 4 .3 .2 ,  where w (t) i s  a white p rocess .
w(t) x ( t )  r ( t )  u ( t )  v ( t )  y ( t )
Input s ig n a l  Nonlinear system
conditioner
Fig. 4 .3 .2  N onlinear system  d r iven  by s ig n a l x ( t ) ;  x ( t )  
d e r iv e d  from w h ite  n o ise  p ro cess  w( t ) .
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The white n o ise  process input to  h ( t )  has a b ias  equal to  that o f  x ( t ) ,  
denoted m. From l in e a r  systems theory and (4 .3 .1 3 )
fCO = g2CA^ x u (T- X)dX
g2W g ,(8)4 (x-A-0)d0 dA1 X X
(4 .3 .1 4 )
(4 .3 .1 5 )
Also from l in e a r  systems theory
L x CT' X‘ e) = f ♦hhCc)*!!wC5-T+X+e)de (4 .3 .1 6 )
S u b st itu t in g  t h is  expression  in to  (4 .3 .1 5 )  y ie ld s
f(x )  = g2 (X) 8ll-8) f 1’hh(-?-)'t'ww(-?"r+X+9',ds d9 dX (4 .3 .1 7 )
w(t) i s  a white n o ise  p rocess ,  and th erefore  i t s  au tocorre la t ion  function  
i s  nonzero only at zero lag .  Thus, by changing f i r s t  the in te g r a t io n  order,  
and using the fa c t  th a t
*xxct) = *xx( - t5 (4 .3 .1 8 )
The following transformations can be operated on f(x).
f (x )  = g2 (x) g ,  ( e ) ( j ) w w ( c ' - x + A + 0 ) d 0  d c  dX
-  a2 w
w j °2
f
goU) 1>hh (c) g1 (x-C~X)dC dX
<J>hh( 0  I g2(A) g1© “C“A)dX d?
*hhC«
and f ( t) i s  then
f W -  gh l 2 W  a2 (4 .3 .1 9 )
where a2 is the variance of the white noise process and w
g12( i )  = g2 ( t )  *  g1( t ) (4 .3 .20 )
The symbol '** denotes con vo lu tion , implying th a t  f (x )  i s  the impulse 
response o f  the system shown in  Fig , 4 .3 .3
F ig . 4 .3 .3  Cascade connection  o f  lin e a r  components o f  
n on lin ea r system .
A ll  three systems have u n ity  gain and thus
f(x )d x  = a2 (4 .3 .2 2 )
The expression  for  the c r o s s c o r r e la t io n  fun ction  given in  (4 .3 .1 3 )  can now 
be w ritten  as
4, (-0 = K(m) f ( t )  (4 .3 .2 3 )xy
where
K(m) = K, I  S ( i+ 1 )  C B- Cm) < _1 a1' 1 ( 4 .3 .2 4 )
1=1 . gl
Thus the c r o ssc o r r e la t io n  fu n ction  across a nonlinear system with a Gaussian 
input i s  proportional to  the impulse response o f  the p re -con d it ion in g  
f i l t e r  h ( t ) ,  cascaded on to  the l in e a r  part o f  the system. The gain which 
the system e x h ib it s  to  the Gaussian input i s  given by K(in) a2 .
The system h ( t )  needed to  transform the th e o r e t ic  white input w (t)  
in to  the actu al one x ( t ) ,  can be determined by noting  that
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S (w)
| H ( j w ) | 2  = - i S 2 L _
S (w) ww
(4 .3 .25 )
where S (w)xx and Sww(w) denote power sp ec tra l  d e n s i t i e s ,  5^ ( 0)) i s  thus
the power sp ec tra l  d en s ity  o f  the white n o ise  process; t h i s  i s  a constant  
over i t s  bandwidth, with the requirement that
_L
2tt S (co) dto ww = a2 =w (4 .3 .2 6 )
Of some relevance to systems t e s t in g  i s  the value o f  the in te g r a l  o f  the  
cro ssco rre la t io n  function  over the range 0 to  T, where T i s  the s e t t l i n g  
time of  the l in ea r  part o f  the system. In p a r t icu la r  when a 2 = 1
4* Ct) dx = K(m) f ( x ) d T (4 .3 .2 7 )
= K(m) (4 .3 .2 8 )
The f i r s t  few terms o f  K(m) are expanded;
K(m) = K9B-,(m) + 3 Ko a? ti; 3?(m) + 15 K a 4 ft4 3C
— -*■ Z X  g ^  O Z X g j ^  D
(m) + . . . (4 .3 .2 9 )
The f i r s t  term of the expression  corresponds to  the small s ig n a l system gain  
at the operating point m; t h is  i s  denoted by T(m). The higher order terms 
can be regarded as d i s t o r t io n s .  When a2 (= a2 ft| ) approaches zero, the  
variance o f  the s ig n a l  en tering  the nonlinear * element approaches 
zero, and K(m) then equals T(m).
n
K(m) = T(m) + I S (i+1) C. (a ) 1“1 3 . (m)
i - 3
(4 .3 .3 0 )
The magnitude of  the d is to r t io n  terms increase  with in creasin g  input s ig n a l  
variance and with ft2, and th ere fo re ,  in  a t e s t in g  environment where i t  i s  
desired  to  f ind  T(m)|“ the variance a2 should be kept as small as p o s s ib le .  
ft2 can be reduced by f i l t e r i n g  the input s ig n a l p rior  to  i t s  in j e c t io n  in to
g-
the system. The gain term i s  however u n a ltera b le ,  as are the
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c o e f f i c i e n t s  3 .(m ). Note th at K(m) i s  independent o f  ft2 ± S'
4 ;3 .2  The propagation o f  b ia s  in  nonlinear systems with Gaussian inputs
x ( t ) u ( t )  v ( t ) y(t)
Fig. 4 .3 .4  N onlinear system  d r iv e n  by s ig n a l x ( t ) .
The output o f  the non linear system shown in  Fig , 4 ,3 .4  i s  given by
( 4 .3 . 1 ) ,  and repeated here fo r  completeness
n
y ( t )  a K I  ei (m) 
i=0
g9 (A)H (t~A,x)dx (4 .3 .3 1 )
where m i s  the system input b ia s .  The output b ias  ny i s  given by 
E [ y ( t ) ] , where E i s  the exp ecta t ion  operator. H (t ,x )  i s  eq u iva len t  to  
K11u ( t ) ,  thus
n
E [y ( t ) ]  = K ,  J e. (in) - +  g (X)E [ U ( t - A ) ] 1  dA
K1 11=0
(4 .3 .3 2 )
Using the fa c t  that u_(t) i s  an unbiased Gaussian v a r ia b le ,  i t  can be 
shown that
E [u(t-X )]  = S ( i )  Ci  ;1 Ou3 (4 .4 .3 3 )
where C. i s  the c o e f f i c i e n t  defined in  (4 .3 .8 )  and a2 i s  the variance o f  
1  u
u ( t ) .  This variance can be expressed in  terms o f  the system input variance  
and the c h a r a c te r i s t ic s  o f  the l in e a r  system preceeding the non lin ear  element, 
y ie ld in g
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■ -  k2 j  S C i)  3 . W  t t  I g2 W [ c . . 1 4  a j  j ] d x  (4 .3 .3 4 )
1-U K. 1y "1
n tt 1= K0 I  S(i) 3.(m) C. , 0 a1 (4.3.35)2 . ^  v i v i -I g„ xi=0 * —  g l x
The f i r s t  few terms o f  the output b ias  expression  (4 .3 .3 5 )  may be expanded 
as fo llow s
my = K2 eo (m} + K2 B2 (m:) C1 ngj ax + K2 B4 (m) C3 "g, °x + " •  C+-3.36)
The output b ias  i s ,  as expected, a function  o f  m. However i t  i s  a lso  
a function  o f  the higher order input s t a t i s t i c s ,  and i t  i s  by v ir tu e  o f  the  
fa c t  th at the input i s  Gaussian th at th ese  are completely determinate by i t s  
b ias  and variance . The output b ia s  in creases  with the input variance, and 
with ft2 . The f i r s t  terms in  the s e r ie s  (4 .3 .3 6 )  i s  the output b ias  with  
o 2 = 0 ,  which i s  the con d ition  for  a constant input. The terms containing  
32 (m) and higher are dynamic e f f e c t s .
The e f f e c t  o f  the l in e a r  element fo llow ing  the n o n lin ea r ity  i s  to  
amplify i t s  input b ias by i t s  gain K2 , but that o f  the l in e a r  element 
preceeding the n o n lin e a r ity  i s  more complex. The gain appears in  the
3^(m) c o e f f i c i e n t s  and the dynamics o f  the element are included in  the  
value o f  ft2 ; t h i s  term appears ra ised  to  the same powers as a2 , the  
input variance. Dynamic and gain e f f e c t s  appearing p r ior  to  the nonlinear  
element, n on lin ear ly  a f f e c t  the output b ia s  which, in  co n tra st ,  i s  unaffected  
. by the l in e a r  dynamics o f  elements a f te r  the n o n l in e a r i ty ,  and i s  
proportional to  t h e ir  gain .
I t  i s  p o s s ib le  to  f in d  equ iva lent output b ias  r e la t io n s h ip s  when e i th e r
or both the l in e a r  elements are n on ex isten t by rep lac ing  K ., K and f22l z g.
by the value 1, as appropriate. The output b ias  i s  independent o f  
t t 2  .
4 .3 .3  The p ropaga tion  o f  power in  n o n lin e a r systems w ith  Gaussian in p u ts
. To determine the power output from a l in e a r  system i t  i s  necessary  to  
know i t s  tra n s fer  c h a r a c te r i s t ic s  as w e ll  as the spectrum of i t s  input. For 
t h i s  reason i t  i s  not p o s s ib le  to  f in d  a r e la t io n s h ip  for  the output power 
o f  a ( L-NL-L ) system without f i r s t  obtaining the nonlinear element output 
power sp e c tr a l  d e n s ity .  This can be determined from the au to co rre la t io n  
fu n ction . Consider Fig . 4 .3 .5 .
x (t)  u ( t )  v ( t )  y (t)
Fig. 4 .3 .5  N onlinear system  d r iv e n  by s ig n a l x ( t ) .
Using the theory developed in  Chapter 3
n 1 iv ( t )  = Ig.(ra) - i -  u ( t )  (4 .3 .3 7 )
i=0 K1
4 (x) = I I M m) + «  -TTT E luV) uJ(t+t)] (4 .3 .3 8 )
VV i=0 j=0 1 2 <
I t  has been shown by Smith [55] how the mixed au tocorre la t ion  fu nction  can 
be evaluated , producing a power s e r ie s  in  terms o f  the a u tocorre la t ion  
fu nction  s ig n a l  en ter ing  the nonlinear element. The output
au tocorre la t ion  fu nction  <f>v v (x) can be w ritten  as
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where the functions F  ^ and Fq contain  r e s p e c t iv e ly  only even and odd 
powers o f  ^UU T^)* p a r t ic u la r  they are defined by the s e r ie s
F = C. _C.l - l  j
1 + + — 5- 1Ci- 2+ ( j - 2) ♦.‘LCO + . . .cr H 2 1 uu u u 4! uu
(4 .3 .4 0 )
F = C. C. o l  2
-ftr 4> ( t )  +  T 1 . l) C3 1 )  ^ 3 (  )  +a 2 Tuuk J a° 3! V r  7
L_ u — U  —
1 (i-1)fi-3) (i-1)fi-3) ,q , .
+ - r - n r  ^ ------- 5 !  u u  • * *au
(4 .3 .4 1 )
where *Ckf i s  the constant as defined  in  ( 4 .3 .8 ) .  The s e r ie s  are terminated  
by the f i r s t  zero term. The expression  for  the nonlinear element output 
a u tocorre la t ion  function  can be s l i g h t l y  s im p lif ie d  by noting  that
a2 = K2 ft2 a 2 u 1 g. x (4 .3 .4 2 )
and then <i> (x) becomesTvv
(j) (x)vv I I  3,(m)g (m) < +:Ji O  j=0 J bl x
S ( i ) S U ) F  + S ( i+ l )S ( j+ l )F
V U
(4 .3 .4 3 )
This i s  s t i l l  cumbersome in  appearance. Unfortunately fu rth er  s im p li f ic a t io n s  
do not produce r e s u l t s  which are more e a s i ly  in terp reted  for  the general 
case . The u se fu ln ess  o f  the equation l i e s  in  the fa c t  th a t  numerical va lues  
o f  $ ( t )  can be obtained e a s i l y  from a knowledge o f  ft2 and a2 andvv
the form o f  the nonlinear element instantaneous gain or
g-
d .c .  fu n ction .
Note th a t  o i s  the variance o f  the system input s ig n a l and not i t s  power.X
The power sp e c tr a l  d en s ity  at the output from the nonlinear element can be 
ca lcu la ted  by applying the Wiener-Khinchine r e la t io n sh ip  to  <J>VV(X)* Hence
S (to) vv
_1_
2tt
f  n - j l O X  ,<j>v v (x) e dx (4 .3 .4 4 )
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From S (w) can be c a lcu la ted  S (to) s in ce  vv yy
Syytu) = K, |G2 ( jo . ) |2 S ^ M  (4 .3 .4 5 )
where G2 (jto) i s  the u n ity  gain normalized Transfer Function o f  the l in e a r  
element fo llow in g  the nonlinear one. The power output from the complete 
nonlinear system fo llow s  by applying P arseva l’s theorem; i f  the output 
power i s  denoted ¥2^ then
w2 —
y " 2tt j Syy. (to)dto (4 .3 .4 6 )
The power at the output o f  the nonlinear element can a lso  be ca lcu la ted  by 
f in d in g  <}>y y (o ) ,  and the variance by subtracting  from t h i s  value ray2 ; my 
i s  the b ias  output from the nonlinear element. Hence e x i s t in g  theory for  
variance and power transm ission  in  nonlinear systems with unbiased inputs  
and symmetric n o n l in e a r i t ie s  can now be applied to  the more general c a se s .
The 3^(m) c o e f f i c i e n t  products, autom atica lly  cater  fo r  b ias  va lues  as 
they appear.
As an example o f  the use o f  the power expression , below are given  
re la t io n s h ip s  for  a system containing a th ird  order nonlinear element.
<j>yy(x) = [Bo2(m) + 23o (m)32 (m)a2 + 322(m)a£| +
[312 (m) + 631(m)33 (m)a2 + 9332 (m)crf] <J>uu(tt) +
2322 (m) 4>2u (t) +
6332 (m) ^ u (x) (4 .3 .4 7 )
From th is  r e la t io n sh ip  and th at for  the nonlinear element output b ia s  m^,
can be ca lcu la ted  the variance a2 ;v
my = 30 (m) '+ 32 (m) a2 (4 .3 .48 )
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°2 = [e+W  + 2g (m)g (m)]a2 + [26,2(m) + 66, (m)g,(m) ]<+ V I  O Z U Z  ± 5  u
+ [153 3 (m)]a6
V VI (4 .3 .49 )
Whether the nonlinear element i s  symmetric or n ot ,  the even order 3^(m)
c o e f f i c i e n t s  w i l l  appear in  the expression  for the var iance , u n less  the  
system input b ias  i s  zero. In such a case , and for  a symmetric nonlinear  
element, the variance becomes
The r e la t io n sh ip s  have been given in  terms o f  a2, the variance o f  the  
s ig n a l  en tering  the non linear element. By using
they could be rew ritten  in  terms o f  the system input variance and the  
c h a r a c te r is t ic s  o f  the l in e a r  element preceeding the non linear one. For any 
s e t  o f  Gaussian system input co n d it io n s ,  the determination o f  nonlinear  
element output i s  thus f u l l y  determinate from the above equations. S l ig h t  
com plications a r i s e  when i t  i s  necessary  to f ind  the variance output from 
the complete nonlinear system shown in  Fig . 4 .3 .5 ,  due to  the n e c e s s i ty
o f  c a lc u la t in g  ft2 . This e n t a i l s  f in d in g  the sp ec tra l  d en s ity  fun ction  o f
g2the s ig n a l  entering  the second l in e a r  element; t h i s  sp ec tra l  d en s ity  can 
be ca lcu la ted  from the au to co rre la t io n  function  <|> (x) by a p p lica t io n  o f
the Wiener-Khinchine Theorem, as s ta te d  e a r l i e r ,  or a l t e r n a t iv e ly  from 
frequency convolution theorems. I t  has been shown in  t h is  s e c t io n  that the  
a u tocorre la t ion  function  4> Cx) can be expressed as
(4.3.50)
a2 = K2 ft2 a 2 u 1 gx x (4.3.51)
(4.3.52)
where Y^(m) are product fun ction s o f  the 3^(m) c o e f f i c i e n t s .  Define now
oo
(4 .3 .53 )
— 0 0
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Then U(u>) is  the power s p e c tra l d e n s ity  fu n c tio n  o f  u ( t ) .  Let
ui M
_L
2 IT
,1 r  v - 1 W T  . $ ( t )  e J d-uu (4 .3 .5 4 )
Then i t  can be shown that
ui ( 4 (4 .3 .5 5 )
The power sp ec tra l  d en s ity  o f  the s ig n a l  output from the nonlinear element 
i s  Sv v (w) which, from ( 4 .3 .5 2 ) ,  can be w ritten  as
n
S (u) ~ I  Ya (“0 [ 4 l . . ( t )  e drvv i  2ir I uu x=0 J —-OO
(4 .3 .5 6 )
and i f  (4 .3 .5 5 )  i s  su b st itu ted  in to  t h is  expression then
n
S W C“ } =  7  Yi ( " °1=0
Bi - l ^ Ul^ Cto-03^ )
Y1(m) U(w) + Y2(m) U(w^) U(w-w^)d(o^
+ . . .  + Yn ( m) Un -1 (<T 3 u C<»-+)d+ (4 .3 .5 7 )
In the case o f  the system contain ing the th ird  order nonlinear element
Sv y U0 = y x (m) U(w) + Y2 (m) U(w^) U(tO“U) )^dw^
+  y 3  (m ) U2 (Wl) U(a)-w^)dw^ (4 .3 .58 )
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where
U2(») « U©^) U(u)“Wj)du)^ (4 .3 .5 9 )
Using (4 .3 .4 5 )  the power sp e c tr a l  d e n s ity  o f  the nonlinear system output 
S (w) can be c a lc u la te d ,  and from t h i s ,  i t s  variance a2 . Note that
yy 1 y
U^w) = U(w) .
4 .4  Gaussian inputs to  a non linear feedback system
Fig. 4 .4 .1  N onlinear feedback  system  w ith  Gaussian in p u ts .
When feedback e x i s t s  around a nonlinear system, the c a lc u la t io n  o f  i t s  
output b ia s  and variance in v o lv e s  s o lu t io n  o f  in te g r a l  equations. Exact 
s o lu t io n  i s  ra re ly  p o s s ib le  even i f  the s ig n a l  enter ing  the nonlinear  
element i s  normally d is tr ib u te d .  The s t a t i s t i c a l  p ro p ert ie s  o f  the error  
s ig n a l  e ( t )  are o f  paramount importance. The p . d . f ,  o f  the error s ig n a l  
p (e) i s  a fu nction  o f  the j o in t  p ro p ert ie s  o f  the input and output s ig n a l  
x ( t )  and y ( t ) . In p a r t ic u la r
p e ( e )  =
In the s p e c ia l  case o f  x ( t )  and y ( t )  being s t a t i s t i c a l l y  independent then
p (z+ e ,z )d z  r xy
(4 .4 .1 )
CQ
p (e) « p (z+e)p (z)dz  e x 1 y
— OO
(4 .4 .2 )
-  1 0 0  -
p (x ,y )  i s  the b i - v a r ia t e  p . d . f .  o f  the s ig n a ls  . x ( t )  and y ( t ) . The xy
b ia s  error s ig n a l  i s  ny where
(4 .4 .3 )
and the variance o f  e ( t )  i s  a2 wheree
(4 .4 .4 )
As before the bar underneath a symbol in d ic a te s  dynamic component. Note
that cr2 can be expressed as
] ]x y p.(x,y)dx dy (4 .4 .5 )
-00 —00
I f  x ( t )  and y ( t )  are independent the above equation reduces to
I f  the system contains non linear elements i t  i s  u n l ik e ly  that e ( t )  i s  
ex a c t ly  Gaussian. The presence o f  other l in ea r  elements in  the c i r c u i t  
however can produce a d is tr ib u t io n  at the input to  the nonlinear element, 
which c lo s e ly  approximates the normal one.' This i s  because most p h y s ic a l ly  
occuring nonlinear elements generate harmonics, reducing low frequency and 
in creasin g  high frequency power. The l in e a r  elements however tend to  cut 
out the high frequency components and smooth interm odulation e f f e c t s .  This 
depends on the lo c a tio n  and bandwidth o f  the elements concerned. In general  
experiments have shown [16] th a t  the Gaussian inputs assumption i s  
reasonable in  many ca se s ,  e s p e c ia l ly  when the nonlinear element i s  buffered  
between l in e a r  ones. In the case o f  x ( t )  being Gaussian there i s  an 
ad d it ion a l norm alization process carr ied  out at the summing ju nction , This  
i s  in d ica ted  by the convolution operations between the p . d . f . ' s  o f  x ( t )  
and y ( t ) , as given by (4.4*1) and ( 4 .4 .2 ) .  The problems a sso c ia ted  with  
obtaining an exact s o lu t io n  for  va lues  o f  output b ias  and variance with  
the feedback system are great, in vo lv ing  in te g r a l  eq uations. This i s  so 
because b ia s  transm ission  in  the feedback system in vo lves  knowledge o f  non­
l in e a r  element input var ian ce , and t h i s  in  turn depends on the sp ec tra l  
d en s ity  function  o f  the error s ig n a l  S^tro). This i s  given by
-  1 0 1  -
SyyCto) can be w r it ten  in  terms o f  a s e r ie s  in vo lv in g  frequency convolutions  
as shown in  the la s t  s e c t io n .  The r e s u l t in g  equation can only be so lved  by 
means o f  approximate methods. A lte r n a t iv e ly  the n on linear  feedback system  
can be replaced by an eq u iva len t  open loop one, in vo lv in g  the cascade o f  
nonlinear subsystems. Such work i s  covered by George [22 ],  Once the  
feedback system has been rep laced  by an open loop e q u iv a le n t ,  the theory  
already o u tlin ed  can be applied  to  i t .  Such work i s  however o u ts id e  the  
scope o f  t h i s  t h e s i s .
4 .5  The s t a t i s t i c a l  d escr ib in g  fun ction  for b iased  inputs (RBDF)
The l e t t e r s  RBDF stand for  'Random Biased D escrib ing F unction '.  This 
i s  the terminology used by Atherton [12] when re fe r r in g  to  a d escr ib ing  
fu n ction  f i r s t  introduced by Booton [59 ].  The RBDF models s in g le -v a lu e d  
n o n l in e a r i t ie s  by two l in e a r  g a in s ,  one for  the b ia s  and one for  the dynamic 
component o f  i t s  input s ig n a l ,  which i s  assumed to  be random (and a lso  
Gaussian for  most c a s e s ) . I t  w i l l  be shown that the RBDF i s  c lo s e ly  connected  
to  the V olterra modified fu n c t io n a l d e scr ip t io n  o f  non linear system s.
m
* e ( t )
F ig . 4 .5 .1  The S t a t is t ic a l Describing Function (RBDF).
Consider Fig . 4 .5 .1 .  The non linear element input and output s ig n a ls  
are x ( t )  and y ( t ) ,  r e la te d  by
y ( t )  = g [ x ( t ) ] (4 .5 .1 )
and g(x) i s  a la g l e s s ,  s in g le -v a lu e d  transform ation. The RBDF approximates 
the output y ( t )  by r ( t )  where
The constants f  and f  can be found by minimising the cost  fun ction  m K.
E[e2 ( t ) ] ,  g iven by
p (x) i s  the p r o b a b il i ty  d en s ity  function  o f  the input s ig n a l .  S u b st itu t io nA
o f  (4 .5 .2 )  in to  (4 .5 .3 )  and carrying out the minimization y ie ld s '
A very simple d er iva tion  given by Atherton [12],  as w e ll  as o th ers ,  shows 
that the l in e a r  model provided by the RBDF i s  an optimum l in e a r  model o f  the  
n o n lin ea r ity  when the input process i s  separable. The im p lica t ion s  o f  
s e p a r a b i l i ty  are in v e s t ig a te d  by Nuttal [60]. A process i s  sa id  to  be 
separable i f  i t  s a t i s f i e s
(4 .5 .2 )
oo
E [e2( t ) ]  = f [ y ( t ) - r ( t ) ] 2 p (x)dx 
J x
(4 .5 .3 )
CO
(4 .5 .4 )
00
f K = a2" P(x) dx (4 .5 .5 )
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I f  the equations for  f  and f  are w ritten  in  terms o f  the  1 m K
co rr e la t io n  functions i t  can be shown that [12]
(4 .5 .7 )
(4 .5 .8 )
I t  has been shown th at Gaussian and random phase s in u so id a l  processes  are 
separable. Since n o n l in e a r i t ie s  o ften  appear w ith in  systems o f  complex 
nature, preceeded by l in e a r  elements the nonlinear element inputs are o ften  
considered Gaussian. A great deal o f  work has been carried  out to  j u s t i f y  
t h i s  approximation and to  examine i t s  l im ita t io n s  [55] [46 ].  The a n a ly t ic a l  
s im p l ic i ty  which r e s u l t s  by making the Gaussian inputs assumption o ften  
outweighs the r e s u l t in g  erro rs ,  and further i t  has been shown that th ese  
are sm all,  e s p e c ia l ly  in  the common s i tu a t io n  when the n o n lin e a r ity  appears 
w ith in  a feedback loop.
f  * m
<{> (0) mm m
my _ y _ y
(J) (0) m2 mTmm
V 03 if  = ----------  -  ---  A (0)
K ♦ (0) a2 V
T X X  X
In the fo llow ing  s e c t io n s  the Gaussian inputs assumption i s  made and 
some r e s u l t s  derived l in k in g  the RBDF to  the modified V olterra  s e r ie s  and 
to  co rr e la t io n  a n a ly s is .
4 .5 .1  The (RBDF) for  a polynomial n o n lin ea r ity
Let the nonlinear element input-output r e la t io n sh ip  be
n
v ( t )  = I a [ u ( t ) ] 1 (4 .5 .9 )
i=0
where u ( t )  = m^  + u ( t )  (4 .5 .1 0 )
Then the output v ( t )  can be w ritten
n
v ( t )  = I B (« ) [ u ( t ) ] 1 (4 .5 .1 1 )
i=0
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i s  used to  f in d  f  and f  , then assuming u ( t )  i s  a Gaussian v a r ia b le  m h
with variance a2 
1 nf  = I  S ( i ) c .  _ B. (m ) a 1 ( 4 . 5 . 1 2 )m m  ^ J i - l  i v u' u vu i=0
where the c o e f f ic ie n ts  B^(m) are de fin ed  in  s e c tio n  (3 .3 .2 ) .  I f  (4 .5 .11 )
n i if  = y S (i+1) C. B,(m ) a (4 .5 .1 3 )K i  l  u u vi= l
Equations (4 .5 .1 2 )  and (4 .5 ,1 3 )  are s ta te d  without the in term ediate s tep s  
as th ese  in vo lve  only mathematical m anipulation. In the next s e c t io n  th ese  
r e s u l t s  are extended to  a general ( L-PNL-L ) system.
4 .5 .2  The RBDF applied  to  a ( L-PNL-L ) system
System A
I"---------------------------------------------1
x ( t )  v ( t )  y ( t )
Fig. 4 .5 .2  N onlinear system  d r iv e n  by s ig n a l x ( t ) .
The nonlinear system shown in  Fig. 4 .5 .2  can be considered as being
made o f  two subsystems, denoted A and B, cascaded on to  each other . Sub­
system A i s  that w ith in  the dotted  l in e .
The value o f  f  and f„  for  'A' can be found by modifying the formulaem K.
for  f  and f T/ for the non l i n e a r i t y  a lone , in  such a way that the m K
parameters in  terms o f  u ( t )  are w r it ten  in terms o f  x ( t ) ,  and m u ltip ly ing  
the r e s u l t  by K ,^ t h i s  being the gain o f  the l in e a r  element preceeding the  
nonlinear one. Note th a t ,  from (3 .3 .1 0 )
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W  = ¥ Ki V  = j  ¥ ’ > c4 -5 - 143
Ki
and therefore
cr = ft K. cr (4 .5 .1 5 )u g 1 x 7
I f  (4 ,5 .1 4 )  and (4 .5 .1 5 )  are su b s t itu ted  in to  (4 .5 .1 2 )  and ( 4 .5 .1 3 ) ,  then
n
*». = 5T . 1  s ( i3  c i - i  W  V  °x (4 .5 .1 6 )"A “x i=0 * * * ~ gl  x
f K. = j ,S(i+13 Ci  6i (mx3 t i 1 "x"1 (4 .5 .1 7 )
Having determined the (RBDF) for  the nonlinear sub- system A , ' the determination  
o f  the (RBDF) for  the sub-system A cascaded on to  B i s  very simple as B i s  
l in ea r ;  i t  in vo lves  d ir e c t  m u lt ip l ic a t io n  by K . Thus for  the complete 
system
, n .
f  = —  K0 I S ( i )  C. . 3 . (m ) ft1 a1 (4 .5 .1 8 )
m x i=0 X~1 1 x gl  x
f„ = K_ I  S(i+1) G. 3. (m ) ft1-*1 a1 1 (4 .5 .1 9 )i=l i i x7 g1 x
I f  the expressions for  the output b ias  and the equ iva lent gain o f  the non­
lin e a r  system, with Gaussian inputs are compared with (4 .5 .1 8 )  and (4 .5 .1 9 )  
then the fo llow ing  r e la t io n s h ip s  are obtained
f m = (°utPut b ia s ) (4 .5 .2 0 )
x
f  = (Equivalent Gain) (4 .5 .2 1 )K
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I f  (4 .5 .2 0 )  and (4 .5 .2 1 )  are s u b s t i tu te d  in to  ( 4 .5 . 2 ) ,  the output from the  
nonlinear system as p red ic ted  by the (RBDF) i s
r ( t )  = (System output b ia s )  + (Equivalent G ain)x(t)  (4 .5 .2 2 )
Equation (4 .5 .2 2 )  provides a l in k  between the RBDF and the modified V olterra  
s e r i e s .
The RBDF i s  id e a l ly  su ited  to  dea ling  with systems contain ing d is c r e te  
n o n l in e a r i t i e s .  The l in k  which has been shown to e x i s t  between the  
modified V olterra s e r ie s  and RBDF a n a ly s is  can be applied  in  an in t u i t i v e  
argument to  support the use o f  an approximate modified V olterra  a n a ly s is  
when the n o n l in e a r i t ie s  are d is c r e te ;  the n o n l in e a r i t ie s  can be approximated 
by polynom ials. A lte r n a t iv e ly  methods based on the polynomial assumptions 
o f  non linear forms, using V olterra  a n a ly s is ,  can be used d ir e c t ly  on 
systems with d is c r e t e  n o n l in e a r i t i e s ,  and some degree o f  error accepted.
Such approaches y ie ld  very good r e s u l t s ,  some o f  which are given in  
Chapter 7.
Estimates o f  the errors inherent in  the RBDF p red ic t io n  o f  the output 
variance o f  nonlinear open loop systems are now examined.
4 .6  An example o f  the accuracy o f  the RBDF method in  estim ating  output 
variance
x ( t )  ' r ( t )  yp
F ig . 4 .6 .1  RBDF equivalent to ( L-PNL-L ) system.
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The describ ing  fun ction  approach o f  analyzing the response o f  the  
( L-PNL-L ) system, i s  to  rep lace  i t  by an equ ivalent one as shown in  
Fig. 4 .6 .1 ,  where the gains and f^ correspond to  those given by
equations (4 .5 .1 8 )  and (4 .5 .1 9 ) .  The system output i s  thus pred icted  as
y (t)  = K I S ( i )  C 3 (n>) <  <
P  *  i s . Q X > 1  1  g 1  X
+ (K I S( i+ 1 ) C 3pm) .
i =0 1 1  St x
i - 1  i - L
0  )  v  J
1
g (x )x ( t -x )d x  (4 .6 .1 )
where
g ( x) = g2 (A)g1 (x-A)dA (4 .6 .2 )
Expression (4 .6 .1 )  i s  ex a c t ly  eq u iva lent to  ( 4 .5 .2 2 ) ,  but with a l l  the 
re levan t constants in s e r te d .
From (4 .6 .1 )  i t  fo l low s  immediately that the pred icted  output variance  
i s ,  for  a Gaussian, non-white input
°v  = K2 2 al  £ ? S ( i+ l ) S ( j + l )  C C 3.(m)3 (m) < + j' 2 < +:i
yp g12 i =0 j =0 x J i  J g l  x
(4 .6 .3 )
The descr ib ing  function  approach thus obviates the need fo r  the d er iv a tio n  o f  
the nonlinear element output power sp ec tra l  d en s ity .  The r e la t io n s h ip s  
obtained are however approximate. Errors are a lso  present in the estim ate  o f  
the nonlinear element output variance a2 . As an example o f  the errors  
invo lved , expressions for  cr2 are derived with the desci'ibing fu nction  and 
the exact methods, fo r  a system with a th ird  order n o n lin e a r ity .
Expression for cr2 obtained from describ ing  function  theory:
a 2 -  3 1 2 (m)a2 + 63 (m) 3  (m)a4 + 93 2 (m)a6 (4 .6 .4 )
V  X IX i.  i)  IX <3 U
ict2 = [3 ^  (m) + 23o (m)32 (m)]cr2 + [2 3 2 2 (m) + 6 3 1  (m) 3 3 (m) ]<rf
+ 1 53 ,3 (m)a6 ( 4 .6 .5 )
In both cases cr2 represents  the variance at the input to  the nonlinear  
element. The magnitude o f  the error using the d escr ib ing  function  approach 
i s  |Aa2 | , g iven by
IAa2 1 = 23 (m)30 (m)a2 + 23 2 (m)erf + 63 3(m)a6 (4 .6 .6 )1 1 o 2 u 2 u 3 u
Since the n o n lin e a r ity  i s  o f  th ird  order, 33 (m) 1S in  f act a 3> a constant
va lu e . Most o f  the error i s  due to  the even order 3 . (m) c o e f f i c i e n t s .
1
Depending on the nonlinear element input-output r e la t io n s h ip ,  such errors  
can obviously  be large .
The cost  o f  obtain ing exact s o lu t io n s  i s  increased computation c o s t s .
The s t a t i s t i c a l  d escr ib ing  function  i s  used s u c c e s s fu l ly  in  many ap p lica t io n s  
but, e s p e c ia l ly  i f  the systems are complex, the bu ild  up in  error may be 
considerab le . In such circumstances the exact a n a ly s is ,  perhaps aided by a 
computer, may be necessary . The work carried  out in  t h is  chapter i s  a step  
towards more exact system behaviour p red ic t io n .
4.7 Summary
This chapter i s  concerned with the a p p lica t ion  o f  the modified V olterra  
fu n ction a l a n a ly s is  to nonlinear systems with Gaussian in p u ts .  In p a r t ic u la r ,  
the concept o f  power tra n sfer  r a t io s  has been introduced and analyzed for  
l in e a r  systems, and then applied to  the d er ivation  o f  a n a ly t ic a l  r e la t io n ­
sh ips for  the c a lc u la t io n  o f  eq u iva lent gain , b ias  and variance transm ission ,  
in  nonlinear open loop system s. A r e la t io n sh ip  has then been found between 
the b iased  s t a t i s t i c a l  descr ib ing  function  and the modified V olterra  s e r ie s  
expansion for  nonlinear system response. An example i s  given o f  the errors  
involved  in  estim ation  o f  output variance by using the RBDF method.
- 108 -
Expression fo r  a.2 ob ta ined from exact th e o ry :
CHAPTER 5
SEPARABLE NONLINEAR SYSTEMS WITH PSEUDO-RANDOM INPUTS
- 110 -
As shown in  Chapters 3 and 4, when a system 's input s ig n a l i s  white  
n o is e ,  the a n a ly s is  o f  i t s  behaviour i s  s im p li f ie d  and, fo r  l in e a r  c a se s ,  
the c r o s s c o r r e la t io n  i s  a map o f ‘the system 's impulse response. White n o ise  
i s  d i f f i c u l t  to  generate and requ ires  long s ig n a l  periods before i t s  
s t a t i s t i c a l  p ro p ert ie s  converge to  the d es ired  forms and th erefore  
approximations to  i t  are commonly used. Pseudo-random sequences o f  various  
types have been applied  now for  sev era l years .  In t h i s  chapter the use  
o f  2 - l e v e l  (PRBS), 3 - l e v e l  (TPRS) and 5 - l e v e l  (FPRS) sequences are 
considered , with p a r t ic u la r  emphasis on the e f f e c t  o f  input b ias  on the  
c r o s s c o r r e la t io n  fu n ction .
L - -A
f  *
m
______ X
Fig. 5 .1 .1  D e fin it io n  o f  d is c r e te  pseudo-random s ig n a l param eters.
Part o f  a 3 - l e v e l  sequence, superimposed on a b ias  m, i s  shown in  F ig . 5 .1 .1  
The f ig u r e  serves to  d e f in e  the term 'amplitude' as applied  to  d is c r e te  
level-numbered s ig n a l s ,  the amplitude 'A' being defined  as the magnitude o f  
the sm a lle s t  step  in  the s ig n a l .  The peak-to-peak amplitude o f  the sequence 
denoted by A£ i s  given by
Az « (*  -  1 )A ( 5 .1 .1 )
where I i s  the number o f  l e v e l s .
Thus
5.1 In tro d u c tio n . D e f in it io n  o f  s ig n a l waveforms
T T '
h
▼
a 2 « A ; PRBS
A = 2A ; TPRS3
A5 = 4A ; FPRS
(5 .1 .2 )
-  I l l  -
I f  x^(t)  denotes an £ - l e v e l  pseudo-random s ig n a l  o f  amplitude A, 
superimposed on a b ias  m then
x £ (t)  = m + x^(t)
= m + A z^(t)  I ? 2 ( 5 .1 .3 )
and .Z-j/tQ i s  an L - le v e l  pseudo-random s ig n a l o f  u n it  amplitude. Using 
t h i s  d e f in i t io n
H f r t .x p  = H1 (t ,A
= A1 H p t . z p  (5 .1 .4 )
When & i s  odd z^(t)  i s  an unbiased s ig n a l .
In the sp e c ia l  case o f  PRBS, (£ = 2) then
x2(t) = m + A z2(t)
= m + A m2 + A z^ (t) (5.1.5)
where m2 i s  the b ia s  inherent in  the nature o f  the PRBS s ig n a l .  I t  can 
be shown that
ra2 N2^t ( 5 .1 .6 )
where N2 i s  the b i t  number o f  the PRBS s ig n a l ,  and ( ) the PRBS
clock frequency.
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5 *2 Some c o r r e la t io n  p ro p ert ie s  o f  maximal length sequences, (3 and 5 l e v e l s ) ,  
applied  to systems with polynomial n o n l in e a r i t ie s
x ( t ) u ( t ) v ( t ) y( t)
Fig. 5 .2 .1  General n on lin ear sys tem .
I f  exp ress ion  (5 .1 .3 )  i s  su b s t i tu te d  in to  those for  the output y ( t )  
and the c r o ssc o r r e la t io n  fu n ction  <j> (x) then they become
- t t
n
y ( t )  = K y 3 (m) A 
i=0
g2 (X) Hg^(t-X ,Z£)dX (5 .2 .1 )
n
*.  y W  = L  I Cm) — A 
- t t  1=1 1 K
L  *i+1
i  
1
g2 ( AH z uiCt-X)dX 
Z
(5 .2 .2 )
In (5 .2 .1 )  and (5 .2 .2 )  i s  odd. The s p e c ia l  case o f  PRBS inputs i s  
considered sep a ra te ly  in  the next s e c t io n .  I f  the modified d e f in i t i o n  o f  
D^(x) i s  used as given below
Di W  = K1 j 1 J
go(X)<|> ni ( T_X^dX z Zzu
(5 .2 .3 )
then
*x y (T) = S  J  Bi (m) Ai+I Di (x) ( 5 .2 .4 )~Z i = l
* - 113 -
Since o n ly  in ve rse  repea t sequences are considered, having the p ro p e rty
D2 i (x) = 0 ( 5 .2 .5 )
the cb o ssc o rre la t io n  fu n ction  becomes
n
<LV('0 = K I S (i+ 1) e (m) A1+1 D.(T) (5 .2 .6 )xy z i _ i  i  i
where S ( i )  i s  the sw itch  fu n ction  defined  in  Chapter 3, having the  
property
S ( i )  = 1 ; i  even
(5 .2 .7 )
= 0 ; i  odd
.Fig. 5 .2 .2  A u to c o rre la tio n  fu n c tio n  o f  TPRS and FPRS.
Fig. 5 .2 .2  shows the a u to co rre la t io n  fu nction  for 3 and 5 - l e v e l  sequences,  
clocked at frequency A. The 5 - l e v e l  sequence a u to co rre la t io n  has the same 
form as that o f  the 3 - l e v e l  one except for  the sp ike h e igh t  which i s  
d i f f e r e n t  in  the two ca se s .
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W ith re fe rence  to  F ig . 5 .2 .2 ,
2
r \
N + 1
3 I N J
3 l e v e l
= 2 N + 1NV /
5 l e v e l
A2
A2
( 5 .2 .8 )
(5 .2 .9 )
N i s  the b i t  length  o f  the sequences. Extensive l i t e r a t u r e  on the su bjec t  
o f  maximal length  sequences covers t h e i r  p ro p er t ie s  in  d e t a i l ;  only the  
b a s ic  inform ation i s  g iven  here which i s  re levan t to  the development o f  
c o r r e la t io n  r e la t io n s h ip s .
5 .3  I n je c t io n  o f  3 and 5 - le v e l  sequences in to  Hammerstoin type systems
x ( t )  v ( t ) y ( t )
Fig. 5 .3 .1  Hammerstein ty p e  sys tem .
In the s p e c ia l  case o f  a system o f  Hammerstein type, as shown in  F ig . 5 .3 .1 ,
the expression s for  the output y ( t ) ,  and c r o ssc o r r e la t io n  function
cj> ( x ) , take p a r t ic u la r ly  simple forms. The n o n lin e a r i ty  input-output  
xn y
r e la t io n s h ip  i s  assumed to  be o f  polynomial type. Hence '
v(t) = I  a [x(t)]1 . (5.3.1)
i=0
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I f  x ( t )  is  g iven by (5 .1 .3 ) then
n
v ( t )  = I B (m) A1[z ( t ) ] 1 (5 .3 .2 )
i=0 1
where B^m) are the c o e f f i c i e n t s  defined  by ( 3 .3 .3 3 ) .  The cases o f  3 and 
5 - le v e l  inputs are considered sep a ra te ly .
5 .3 .1  3 - le v e l  inputs
The expression for  v ( t ) ,  the output from the non linear element, can 
be s im p li f ie d  by noting  that
2i+i
[z3 ( t ) ]  = z3 ( t )  ; i  in teg er  5 0  (5 .3 .3 )
[z3 (.t)] = [z3 ( t ) ] 2 i i  in teg er  5 1 (5 .3 .4 )
As a consequence o f  (5 .3 .3 )  i t  a lso  fo llow s that
+ 2 1  ( 0 ,  0 , . . ,  0 , )  = A 2 1 ' 2  *  C t )  ( S . 3 . 5 )
-3  3 3
By using (5 .3 .3 )  and ( 5 .3 , 4 ) ,  the s ig n a l  v ( t )  can be decomposed in to  the  
sum o f  three components, in vo lv in g  b ia s ,  z _ (t )  and [ z , ( t ) ] 2 . Thus""J
n •
v ( t )  = B (m) + z ( t )  I  S (i+1) A1 B. (m)
0 O . ,  11 = 1
+ [ f a t ) ] 2 I S ( i )  A1 B.(m) (5 .3 .6 )
i= l
The s ig n a l  [z3 ( t ) ] 2 i s  i t s e l f  b ia sed , being composed o f  a sequence o f  
numbers with va lues  o f  e i th e r  +1 or 0 .  I t s  b ias  i s  e a s i l y  determined; 
denoting i t  by M
M =  E [z ( t ) ] 2 
P
(5 .3 .7 )
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z3
i t s  value in  terms o f  the TPRS b i t  length  N i s
M is  obv ious ly  the va rian ce  o f  z ( t ) . Th is w i l l  be denoted by a2 ;
o 2 (N + 1 =   1 ■.....
z3 3 ( N
= M (5 .3 .8 )
P
Denoting the dynamic component o f  [z ( t ) ] 2 by z ( t )
3 ~~P
[z3(t)]2 = + z^(t) (5.3.9)
The nonlinear element output can now be expressed in  terms o f  a b ias  
component, and the sum o f  two other s ig n a ls .
v ( t )  = [B (no + o2 ? S ( i )  A1 B (m)] 
3 i= l
n ■
* [z (10 I  S (i+1) A1 B (m)] 
i = l
+ [z ( t )  I  S ( i )  A1 B Cm)] ( S .3 .10)
“P
The output from the Hammerstein system i s ,  from convolution
n
y ( t )  = K[Brt(m) + a 2 I  S ( i )  A1 B.(m)] 
0 3 i= l  1
n
+ [ I S (i+1) A B (m)] 
i= l
g(x) z3(t-x)dx
+ [ I S ( i )  A1 B.(m)] f g ( t )  z (t-x )dx  (5 .3 .1 1 )
+=i 1 Ji ~l
The system output b ias i s  obviously  given by
n i
m = K[B (m) + a 2 7 S ( i )  A B. (m)]  (5 .3 .1 2 )
Y z3 1=!
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which i s  a function  o f  even order IL (m) c o e f f i c i e n t s ,  TPRS amplitude, and 
the variance o f  the u n ity  gain TPRS. The variance a2 a c ts  as a 
m u lt ip l ie r  only to  the terms B2 (m), B4 (m) and highe?, and not on B (m) . 
When the system i s  l in e a r  a l l  such higher terms are zero , and the variance  
dependancy on the output b ia s  d isappears. An in te r e s t in g  property o f  the  
s ig n a ls  z3 (t)  and [z3 ( t ) ] 2 i s  th a t  they are uncorrelated . This can be 
e a s i l y  demonstrated.
1
T
1 [z3 ( t ) ] 2 z3 (t+x)dt
z3 (t)  z ( t )  z3 (t+x)dt
= +  3 CO, T)
- 3
= 0  (5 .3 .1 3 )
This i s  proved using the property o f  TPRS
(l,z2 i + l ( T1  ^• • >x2 i ) = 0 ; for  a l l  (5 .3 .1 4 )
I t  fo llow s  that the output from the nonlinear element i s  in  fa c t  made up o f  
a b ias  and two uncorrelated  dynamic s ig n a ls .  The cr o ssc o r r e la t io n  function  
<}> ( t) i s  e a s i l y  derived .
V
( t )  = Am m + <f> (x) (5 .3 .1 5 )
x3y y
n .
» Am m + [ I  S ( i+ 1 ) A (m) ] 
y i = l
g U H  7 ( x - A ) d A  (5 .3 .1 6 )
3 3
Providing the period o f  z „ ( t )  i s  more than tw ice the system s e t t l i n g  time
<f>x3y(T) “ ^ y 111 + ci BCt) 0 j? t < T (5 .3 .1 7 )
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where 2T is  the p e rio d  z^Ct) and
r< i+ 1
c = a2 I S (i+1) A Bi (m) 
3 i= l
(5 .3 .18 )
The cr o ssc o r r e la t io n  function  ¥ (x) i s  thus proportional to  the impulse
response o f  the l in e a r  element in  the Hammerstein model. The constant
o f  p ro p o r t io n a li ty ,  c^, i s  a nonlinear function  o f  input b ias  and amplitude. 
The b ia s  on the c r o ssc o r r e la t io n  fun ction  i s  Am m, and t h i s  i s  a lso  a 
nonlinear fun ction  o f  input b ia s .  The input variance a lso  a f f e c t s  th is  
va lue .
The theory has shown that a Hammerstein type system ex c ited  by TPRS 
e x h ib its  behaviour which could be mistaken for l in e a r ,  u n less  the t e s t s  are 
carried  out at more than one b ia s  l e v e l .
5 .3 .2  5 - le v e l  inputs
The output from the nonlinear element i s  as before
v ( t )  = I Brtm) A h z jC t) ]1
i=0
(5 .3 .1 9 )
where & i s  5 in  t h is  case . Since z5 ( t ) 1S a f i ve l e v e l  sequence i t  can 
take va lues  o f  -2 ,  - 1 ,  0 , 1, 2 and
zg (t)  i f  zg (t)  = ±1
i  in teg er  £ 0
= 22i+1 zg ( t ) i f  z c ( t )  = ±2 5
(5 .3 .20 )
z2 (t )  i f  Zg(t) = ±1
i  in te g e r  £ 0
= 22 i z2 ( t )  i f  z5 (t ) = ±2
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As a consequence o f  (5 .3 .1 9 )  and ( 5 .3 .2 0 ) ,  the output from the non- 
l in e a r i t y  cannot be expressed as a simple sum o f  maximal length  sequences  
and the expressions for  the system output cannot be s im p l i f ie d .  There are 
two p o s s ib le  nonlinear element output amplitudes per system input p o la r i ty ,  
the nonlinear element output, mapping the nonlinear e f f e c t  between th ese  
two amplitudes.
The 5 - le v e l  input case has b r i e f l y  been mentioned here only as an 
example o f  the more general case o f  'p 1 le v e l  input. I t  shows that TPRS 
i s  in  fa c t  optimal in  many r e s p e c ts .  TPRS has the in verse  repeat  
property which enables the e l im in a t io n  o f  even order k ern e ls ,  and when the  
system i s  o f  Hammerstein type, the dynamics o f  the impulse response can be 
e x a c t ly  determined by c o r r e la t io n  methods. The sequences with more than 
3 l e v e l s  do not o f f e r  the same advantages when applied  to  Hammerstein type  
systems.
5 .4  Two-level in p u ts .  PRBS
PRBS inputs are trea ted  sep a ra te ly  as a s p e c ia l  case s in ce  there are 
unique problems a sso c ia ted  with them. They have been used e x te n s iv e ly  in  
the p ast  due to  t h e ir  s im p l ic i t y  o f  generation and the shorter  sequence 
lengths invo lved . With 3 - l e v e l  inputs i f  T i s  the system s e t t l i n g  tim e, the  
t e s t  s ig n a l has to  be at l e a s t  2T time u n its  long due to  the inverted  spike  
occuring at lag T in  the a u tocorre la t ion  function . With PRBS the sequence 
period need only exceed T by a small amount. PRBS however has the  
disadvantages that i t  i s  an in h eren tly  b iased  s ig n a l  and does not have the 
in verse  repeat property. The PRBS autocorre la t ion  fun ction  i s  shown 
o v e r le a f ,  in  F ig . 5 .4 .1 .  Computation times using TPRS rather than PRBS are 
not n e c e s s a r i ly  longer. The in verse  repeat property o f  TPRS can be used to  
h a l f  the m u lt ip l ic a t io n s  required to  compute cro ssc o r r e la t io n  fu n ct io n s .
The only advantage o f  PRBS remains shorter  t e s t in g  tim e.
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a 2 = PRBS power 
X2
2
= A2
Cr)
2
0 !_i
t t  +T T oo
F ig . 5 .4 .1  A u to c o rre la tio n  fu n c tio n  o f  PRBS.
As explained in  Chapter 1, fo r  l in e a r  systems the in verse  repeat  
property i s  not necessary  except in  cases when i t  i s  d es ired  to  e l im in ate  
ex terna l e f f e c t s  such as those  due to  d r i f t ,  but fo r  non linear systems the
automatic e l im in a t io n  o f  a l l  the even ordered k ern els  by the c r o s s ­
c o r r e la t io n  process i s  a very rea l  advantage. One method o f  using  PRBS 
and s t i l l  e l im in a te  the even order k ern e ls ,  i s  to  carry out two s e t s  o f  
c o r r e la t io n s ,  the second one with an inverted  PRBS in p u t. This method i s  
i n f e r io r  compared with the one u sing  3 - l e v e l  s ig n a l s .  Apart from the 
longer sampling times required there are also- inherent in accurac ies  due to  
the b ia s  o f  the PRBS i t s e l f .  This w i l l  now be exp la ined . Let X2 ^  be
a PRBS s ig n a l  superimposed on a b ia s  m. Then
The actua l input b ia s  i s  thus [m + Am2] . I f  the non lin ear  system i s  o f  the  
general form shown in  Fig . 5 .2 .1  then i t s  output i s
x2 (t )  = m + Az2 (t) (5 .4 .1 )
I f  the b ia s  due to  the u n ity  amplitude PRBS i s  m2 then
x 2 (t )  * [m + Am2] + Az_2 (t) (5 .4 .2 )
(5 .4 .3 )
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(J) v (x ) ,  i s  given by
2
and the c ro s s c o rre la t io n  fu n c t io n  between the u n i t  am plitude PRBS and the  output,
n , i
^  = m9mv + K 9 I 3. On+Am ) A D (x) (5*4.4)
2 y l  i = l  1 1
where D.(x) i s  given by (5 .2 .3 ) ,  with 1 - 2l  *
I f  a second t e s t  i s  then carried  out with the PRBS in verted , making the 
new input x2 ( t)  given by
x^(t) = m - A[m2 + z_2 ( t ) ]
= m - Am2 - A ^ ( t )  (5*4.5)
then the new output i s
n
y ' ( t )  « K2 I Bi (m-Am ) (-A)1 
i=0
g2(^)Hg ( t -A ,£ 2)dA (5 .4 .6 )
The new c ro ssco rre la t io n  function  d> , (r)  i s
V
n
♦ z y .C t) = "m2my , + K2 I  gpro-Aii^K-A)1 D .(x) (5 .4 .7 )
2 1—1
I f  the cr o ssc o r r e la t io n  fun ction  <j> v (x) and <j) v i(x )  are added, andz~y z y
the r e s u l t  c a l le d  cj>(x) then
n .
(j)(x) « m2 [ n y - n y , ]  + K2 J  S(i+1) [Bi (m+Amp + ^ ( m - A n ^ ) ]  A D ^ x )
n
+ K2 J  [ ei m^+Am2) ” 3i (m-Am2)]  A1 D^/x) (5 .4 .8 )
I f  the amplitude A i s  very sm all,  and the PRBS of long period then (An^) i s  
sm all,  e s p e c ia l ly  i f  the n o n lin e a r ity  i s  not too pronounced about the  
operating po in t m, so that
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and the even order terms in  (5 .4 .8 )  are approximately zero.
However, e s p e c ia l ly  in  n o isy  c o n d it io n s ,  'A' cannot be made very sm all,  and 
the sequence length  has to  be kept to  reasonably short le n g th s ,  or t e s t in g  
times become im p ra c t ica l .  In such cases the r e la t io n s h ip  in  ( 5 .4 .9 )  i s  
considerably  in  error .
These arguments show that the in verse  repeat PRBS t e s t  as a method o f  
e l im in a t in g  even order k ern els  i s  not very s a t i s f a c t o r y .  The operating  
p o in t  m could be varied  for  the two t e s t s  to  compensate for  the e f f e c t  o f  
the PRBS b ia s ,  but i t  i s  sometimes inconvenient to  do so ,  and in  any case  
i t  com plicates the experiment.
3i (m+Am2) -  3i (m-Am ) -  0 (5 .4 .9 )
5 .4 .1  PRBS input to  Hammerstein type system
x (t ) v ( t ) y ( t )
Fig. 5 .4 .2  Hammerstein ty p e  sys tem .
I f  a PRBS i s  the input to  a Hammerstein type system, the exp ressions
for  the output y ( t )  and c r o ss c o r r e la t io n  function  <j> (t ) are veryxy
sim ple. As before
V (t) = I  B, (m) A1 [ z „ ( t ) ] i  (5 .4 .1 0 )
i=0 ■
where ds a s ig n a l ,  A i s  the amplitude, m the b ias  superimposed
on the PRBS; z2 ( t ) can take on ly 2 v a lu e s ,  namely +1 or -1 and th ere fo re
g (t )>
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[z 2 ( t ) ] 21+1 = z2( t ) ; i  in teg er  5 0
; i  in teg er  £ 0
The output from the n o n lin e a r ity  i s  thus
(5 .4 .11 )
[z2 ( t ) ] 2 i  = 1
n . n
v ( t ) 9 a I S ( i )  B (m) A + z9 (t)  I S (i+1) B.(m) A1 
2 i =0 1  2 i =0 1
( 5 . 4 . 1 2 )
= Co + C1 Z2 Ct) ( 5 . 4 . 1 3 )
where cq and are constants depending on the amplitude A, the
operating p o in t  m 
b iased . As before
and the c o e f f i c i e n t s  B^(m). The s ig n a l  z2 ( t )  i s
z2(t ) = m2 + ~ 2 (t ) ( 5 . 4 . 1 4 )
The expression  for  the output y ( t )  becomes
y ( t )  = Kc + Kc. 7 v o 1
Kc + Kc. o 1
Kc + Kc. in
f
+ Kc.0 1 2 1
g (x )z 2 (t-A)dA
g(x) [m + _z (t-A)JdA
g (x )£ 2 (t-A)dA
The output b ias  m i s  thus
m = K[c + m c ] y 0 2 1
( 5 . 4 , 1 5 )
( 5 . 4 . 1 6 )
The b ias m2, contributed by the PRBS, has thus a d i f f e r e n t  e f f e c t  from 
the superimposed b ias m in  the generation o f  the output b ia s  m ; m i s
y 2
am plified  by odd order 'B (^m) c o e f f i c i e n t s ,  w hile m i s  am plified  by even 
order ones. The o v e r a l l  behaviour i s ,  however, more complicated s in ce  the  
B^(m) c o e f f i c i e n t s  depend themselves s o l e l y  on the superimposed b ias  m.
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Expressions for response and c ro ssco rre la t io n  functions o f  general  
( L-PNL-L ) systems subjected  to  two and three le v e l  pseudorandom biased  
sequences have been derived. The expressions have a lso  been p a r t ic u la r is e d  
to  Hammerstein type systems. I t  has been demonstrated that TPRS p o sesses  
p rop ertie s  which make i t  an id e a l  choice as a t e s t  s ig n a l  when the systems 
are non lin ear . I t  has a lso  been shown that the w e ll  known procedures o f  
reducing n o n lin ea r ity  errors based on PRBS in version  s u ffe r  from inherent  
errors a sso c ia ted  With the fa c t  that PRBS i s  i t s e l f  b ia sed .  Some o f  the  
phenomena o f  Hammerstein type systems have been expla ined, with p a r t ic u la r  
reference  to  th e ir  ' l i n e a r 1 behaviour when they are subjected  to  PRBS 
or TPRS.
The e x p l i c i t  form o f  the expressions has enabled a b e t te r  understanding  
o f the mechanisms by which s o lu t io n s  are obtained. This has been p o s s ib le  
due to  the p a r t ic u la r  form taken by the modified V olterra  fu n ction a l  
d escr ip t io n  o f  nonlinear systems.
5.5 Summary
CHAPTER 6
TEST PROCEDURES FOR SYSTEMS CONTAINING SMOOTH NONLINEAR ELEMENTS
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6 .1  Introduction
This chapter i s  concerned with experimental work carried  out using  
d i g i t a l  sim ulations or e l e c t r i c  networks, and the development o f  some 
methods which help with the e l im in ation  o f  errors commonly occuring in  
systems t e s t in g .
In the f i r s t  part r e s u l t s  are given which r e la te  to  theory developed  
in  Chapter 3. Then an id e n t i f i c a t io n  technique based on t h i s  theory i s  
explained and te s te d  fo r  systems containing polynomial type n o n l in e a r i t ie s .  
In Chapter 7 r e s u l t s  are given o f  t e s t s  carr ied  out on systems with  
piecew ise  l in e a r ,  or d iscontin uous, n o n l in e a r i t ie s .  The p r a c t ic a l  
l im ita t io n s  imposed on the i d e n t i f i c a t io n  performance by the systems are 
explored, with p a r t ic u la r  emphasis on n o ise  e f f e c t s .  Some general 
conclusions and su ggest ion s  are made to help in  the choosing o f  an optimum 
experimental con figu ration .
Prior to  the main body o f  t h i s  chapter i s  a guide exp la in ing  the  
conventions used in  the annotation o f  the diagrams.
6 .2  Conventions used in  the annotation o f  the diagrams
As far as p o s s ib le  every s e t  o f  experimental r e s u l t s  given in  the 
fo llow ing  chapter has a diagram i l l u s t r a t i n g  the system t e s t  con figu ra tion ,  
with a l l  the information p erta in in g  to the experiment given on the diagram. 
To aid th is  cer ta in  conventions have been adopted.
6 .2 .1  Input s ig n a ls
The symbol for  the input s ig n a l  i s  u su a lly  x ( t ) .  Next to t h is  w i l l  
be found a row v ector  o f  dimension 5. Writing t h i s  v ector  in  symbolic 
form
r = [ C, L, A, m, M ]
There are two p o s s ib le  cases depending on whether C = ’P1 or C = 1G1•
( i )  I f  C « 1P*, then the s ig n a l  i s  a pseudo-noise sequence. In t h i s  case  
L i s  the le v e l  number o f  the sequence (u su a lly  3, but sometimes 2 for  PRBS),
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A i s  the amplitude o f  the sequence in  v o l t s ,  m i s  the s ig n a l  b ias  in  v o l t s ,  
and M i t s  b i t  length .
( i i )  I f  C = 'G', then the s ig n a l  i s  a Gaussian p rocess .  In th is  case L i s  
s e t  to  i n f i n i t y ,  A i s  the root mean square value o f  the process and m i t s
b ia s ,  both in  v o l t s .  M i s  s e t  to  i n f i n i t y .
In the case o f  the same diagram used to  ch aracter ise  severa l t e s t s  at 
d i f f e r e n t  mean l e v e l s ,  'm' i s  rep laced  by 'v a r ia b le* .  In the case o f  two 
amplitude t e s t s ,  the amplitude given in  the v ector  i s  the sm a lle s t .  The 
second amplitude can be considered to  be a constant times the f i r s t  one; 
t h i s  constant i s  denoted by R, the value o f  which i s  given sep ara te ly  on 
the diagrams.
6 .2 .2  Noise s ig n a ls
These are considered input s ig n a ls  to  the system and as such the  
conventions described in  s e c t io n  (6 .2 .1 )  apply.
6 .2 .3  Output s ig n a ls
Next to  the symbol for  the output w i l l  be found a row vector  o f  
dimension 2. Writing t h i s  v ector  in  symbolic form
p = [ S, N ]
S i s  the sample rate  in  u n it s  to  be s p e c i f i e d ,  and N i s  the number o f
averages made.
A n t i -a l ia s in g  f i l t e r s  have been used p r ior  to  sampling in  a l l  ca se s ,  but 
these  are only o c c a s io n a l ly  shown in  the diagrams. I t  must be understood  
however that such f i l t e r s  are in te g r a l  parts  o f  these  experiments.
6 .2 .4  Linear elements
The l in e a r  elements are represented by square boxes. Within th ese  
appear the symbols g ( t ) ,  h ( t )  or K, with su b scr ip ts  i f  more than.one o f  
each type appear on the diagram.
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The elements denoted by g ( t )  or h ( t ) ,  are u n ity  gain , l in ea r
elements, the functions g ( t )  and h ( t )  being t h e ir  impulse responses; h ( t )
i s  used rather than g ( t )  when the element i s  a low-pass f i l t e r  o f  order 4.
Inside the box representing  h ( t )  w i l l  a lso  appear a quantity  such as
f c  = 100 Hz. This represents  the f i l t e r  c u t - o f f  frequency. The symbols
g ( t )  and K have in  some cases  the l e t t e r s  A or B as su b scr ip ts .  These are
used to  represent p a r t ic u la r  system s, simulated w ith in  the computer using
the p u lse  tra n sfer  fun ction  technique. Below appear the ' s '  and ' z*
transforms o f  the systems g A(t )  and gn( t ) .A B
Impulse response 1s *-Transform z 1-Transform
gACt)
.03
s + . I s  + .03
.Q32z -1
1 - 1 .6 1 z - l  + . 82z~z
gB(t) [ ( s+ 1 .2 ) (s+ 1 .6 )
________ . 25z~1
1 - . 5 z“4 + .06z"2
The symbols denoted by K are pure ga in s .
KA = KB = 1 ‘
Hence g^Ct) represents  an o s c i l l a t o r y  system impulse response, and g^Ct) 
a n o n -o sc i l la to r y  one.
6 .2 .5  Nonlinear elements
These are represented by pointed boxes. Inside the box i s  
the input-output fun ction  fo r  the n o n lin e a r ity .  This i s  e i th e r  a 
polynomial or a small graph showing p i c t o r i a l l y  the n o n lin e a r ity  shape. 
This la t t e r  type o f  rep resen ta tion  i s  used in  the case o f  discontinuous  
n o n l in e a r i t i e s .
6 .2 .6  S ca ling
Most o f  the. graphs given in  t h i s  chapter are u se fu l  only to  obtain  
p ic t o r i a l  inform ation, and no actual values o f  ordinates are needed. 
Accordingly the v e r t i c a l  axes , e s p e c ia l ly  in  the cases o f  sampled records  
and co rr e la t io n  fu n c t io n s ,  are given in  computer u n i t s ,  and the ' s c a le '  
value i s  included with the graph as a value (s = . . . ) .  The d e f in i t io n  o f  
the s c a le  value for  computer u n it s  i s  given in  Chapter 2. Actual values
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in  u n it s  o f  v o l t s  e t c . ,  may be obtained i f  desired  using the methods out­
lined  in  Chapter 2.
6 .2 .7  Additional abbreviations used to  annotate graphs
IB represents  input b ia s  (v o lts )
OB output b ia s  (v o lt s )
PRBS pseudo-random binary sequence
TPRS ternary pseudo-random sequence
T(m) s m a ll - s ig n a l ,  system gain function
s in g le  l e v e l  t e s t  
RMLT repeated mean le v e l  t e s t
The. th e o r e t ic a l  curve
6 .3  PRBS System Inputs
A w ell  accepted and understood method to obtain the system impulse 
response o f  l in e a r  systems i s  to  e x c i t e  them with a PRBS s ig n a l and perform 
a cro ssc o r r e la t io n  between the system output and i t s  in p u t. This y i e ld s ,  
apart from determinable con stan ts ,  the impulse response. As ou tl in ed  in  
Chapter 1, t h i s  method has been re f in ed  and adapted to  take in to  account 
s i tu a t io n s  such as output d r i f t  and m ultivar iab le  system s, when severa l  
PRBS s ig n a ls  uncorrelated  with each other are required. However when non- 
l i n e a r i t i e s  occur w ith in  the system, u n less  th i s  i s  o f  Hammerstein type,  
the technique breaks down. The errors involved are la rg e .  By way o f  an 
example in  Fig. 6 .3 .2  and F ig . 6 .3 .3  are shown the estim ates  o f  a system ’s 
impulse response fu n ction , in  the f i r s t  case with the system l in e a r ,  and in  
the second case when a second order nonlinear element occurs at i t s  output. 
In Fig . 6 .3 .1  i s  shown the con figu ration  with the n o n lin e a r ity  included .
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’A * gA(t) >  V  = u + u2 >
x ( t ) U('t) V(t)
[P ,2 ,1 ,0 ,1 2 7 ] [1 KHz,8]
Fig. 6 .3 .1  N onlinear system  e x c i te d  w ith  PRBS.
The PRBS was fed in to  the system with zero superimposed b ia s ,  never­
t h e le s s  the c r o s s c o r r e la t io n  fu n ction  fo r  the l in e a r  case shows the  
presence o f  the b ia s  inherent in  PRBS; in  the non linear  case large  
d is to r t io n s  mask such e f f e c t .  Note that the d is to r t io n s  caused by the 
nonlinear element on the es t im ate  o f  the impulse response are severe . These 
w i l l  be compared in  the next s e c t io n  to  those obtained when the inputs  
are r h r e e - le v e l  sequences.
Fig. 6 .3 .2  Impulse response approxim ation  o b ta in ed  w ith  PRBS 
in p u t; l in e a r  system .
Fig. 6 .3 .3  Ef f e c t  on th e  e s tim a te  o f  the im pulse response when the
lin e a r  system  i s  fo llo w ed  by a second o rd er  n on lin ear term .
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6•4 Response and c r o s sc o r r e la t io n  fu nctions  for non linear systems 
subjected  to  t h r e e - l e v e l  inputs
T h ree - lev e l  sequences (TPRS) are a member o f  the broader c la s s  o f  
s ig n a ls  known as ' in v erse  repeat seq u en ces '.  These have the c h a r a c te r is t ic  
o f  being r e p e t i t i v e  over t h e ir  p er iod , and a lso  being r e p e t i t i v e ,  but w ith  
a s ig n  change, over t h e ir  h a lf -p e r io d .
The s te a d y -s ta te  response o f  a . l in e a r  system subjected  to  such an 
in verse  repeat s ig n a l  i s  another in v erse  repeat s ig n a l  and fu r th er ,  the  
c r o ssc o r r e la t io n  fu n ction  a lso  has the in verse  repeat c h a r a c t e r i s t ic .  When 
the input i s  a TPRS then the c r o s s c o r r e la t io n  fu n ction  i s  made up o f  two 
impulse response fu n c t io n s ,  the second being ' in verted * . This i s  su b jec t  
to  the usual r e s t r i c t i o n  on the h a lf -p e r io d  o f  the TPRS th a t  i t  must be 
longer than the e f f e c t i v e  decay time o f  the system 's impulse response.  
Demonstrating th ese  p o in ts  are F ig . 6 . 4 .2  and Fig . 6 . 4 . 3 ,  showing the 
response and c r o s sc o r r e la t io n  fu n ction s  obtained for  the experimental s e t  
up shown in  Fig . 6 . 4 .1 ,  representing  a l in e a r  system.
x ( t )  u ( t )
[P ,3 ,1 ,0 ,2 4 2 ]  [ l  KHz, 8]
Fig. 6 .4 .1  L inear system  e x c i te d  w ith  TPRS.
As mentioned, the response and c r o ssc o r r e la t io n  fu n ction s  have the 
in verse  repeat property . The c r o ssc o r r e la t io n  fu n ction  i s  proportional to  
the system impulse response up to  the h a lf -p er io d  lag v a lu e ,  and then to  
the in ver ted  impulse response. S ince the system input i s  unbiased, the 
response i s  a lso  unbiased.
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I f  a n o n l in e a r i ty  i s  p laced  a t  the system output, i t  might be expected  
th a t  the response and c r o s s c o r r e la t io n  fu n ction s  would be d is to r te d .  The 
theory p r e d ic t s ,  and experiments show, th a t  t h i s  i s  not n e c e s s a r i ly  true o f  
the c r o s s c o r r e la t io n  fu n c t io n .  I t  i s  known that a l l  even order auto­
c o r r e la t io n  fu n ction s  o f  TPRS are zero fo r  a l l  lags;  t h i s  means th a t  a l l  
the terms conta in ing  even order c r o s s c o r r e la t io n  fu n ction s  are zero. I t  
has been shown th a t ,  fo r  a Wiener type system, w ith u ( t )  and v ( t )  rep resenting  
the n on linear  element input and output s ig n a ls
♦xyCO “ + B2 (m)^ >xu2(T) +
+ I  e p n O ^ u iC t )  (6 .4 .1 )
i=3 “
Consider now F ig . 6 .4 .4  rep resen tin g  a Wiener type system contain ing a non­
l in e a r  element o f  order s i x ,  w ith the odd order non linear  c o e f f i c i e n t s  
zero.
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ka gA(t ) V  =  u + u 3 + u 5
x ( t )
[ P , 3 , 1 ,0 ,242 ]
u (t ) v ( t )
[1 KHz, 8]
F ig . 6 .4 .4  N onlinear system  e x c i te d  w ith  TPRS
Using the co r r e la t io n  p ro p e r t ie s  o f  TPRS equation ( 6 .4 .1 )  becomes
*XVW  « 31 0»H XUW  + 6 j ( m)+ xu3( T) + 3s CmJ*xuSCxJ ( 6 .4 .2 )
I f  re feren ce  i s  made to  the form taken by the B. (m) c o e f f i c i e n t s ,  i t  can 
be seen that when the input i s  unbiased, for the system shown in  F ig . 6 . 4 .4 ,  
then 33 0'0 = 3S C«0 = 0 ,  and Bj/m) = 2.
There fore
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and the c r o ssc o r r e la t io n  fu nction  i s  proportional to  the impulse response  
fun ction  o f  the l in e a r  part o f  the system. This fa c t  i s  derived very  
simply mathematically but i s  not obvious when one compares the response  
fun ction s  obtained without and with the nonlinear element, shown r e s p e c t iv e ly  
in  F ig . 6 .4 .5  and Fig . 6 . 4 .2 .  The d if fe r e n c e s  are pronounced; for  the 
non lin ear  case a d e f in i t e  b ia s  appears at the output, and the in verse  
repeat property no longer a p p l ie s .  However, the c r o s s c o r r e la t io n  fun ction  in  
the non linear case ,  shown in  F ig . 6 . 4 .6 ,  i s  id e n t i c a l ,  apart from a gain o f  
two, to  that obtained for  the l in e a r  system, shown in  F ig . 6 . 4 .3 .
These r e s u l t s  should be compared to  the ones obtained using  PRBS, 
in je c te d  to  a system with a n o n l in e a r i ty  o f  the same type (even n o n l in e a r i ty ) ,  
but l e s s  severe  as i t  in v o lv e s  only  a second order non lin ear  term. The 
d if fe r e n c e  i s  due to  the nature o f  TPRS, t h i s  l a t t e r  s ig n a l  having zero 
even order au to co rre la t io n  fu n c t io n s .  This property does not apply to  
b iased  TPRS. The t h e o r e t i c a l  study given in  Chapter 3 r e su lte d  in  the  
d er iv a tio n  o f  the expression  for  the c r o ssc o r r e la t io n  fu n ction  given in
( 6 . 4 . 1 ) .  When a b ia s  i s  superimposed on the input, then the th ird  and 
f i f t h  order fr (m) c o e f f i c i e n t s  are nonzero. Although the even order ones 
do not a f f e c t  the c r o ssc o r r e la t io n  fu n ct io n , due to  the zero even order 
a u to co rre la t io n  fu n c t io n s ,  d is to r t io n s  a r i s e  due to  the odd order ones, which 
can c le a r ly  be seen in  F ig . 6 .4 .7 .  This shows the c r o s s c o r r e la t io n  function  
across the nonlinear system i l l u s t r a t e d  in  Fig . 6 .4 .4 ,  when the input b ias  i s  
one v o l t .  Note that the in v erse  repeat property i s  r e ta in e d .  Iii 
summarising t h i s  s e c t io n ,  i t  i s  concluded that TPRS s ig n a ls  have d e f in i t e  
advantages over PRBS whether a b ia s  i s  superimposed or n o t ,  but that care  
i s  needed in  analysing r e s u l t s  and p red ic t in g  system behaviour. The theory  
shows, and experiments confirm, that when a b ia s  i s  superimposed on the 
TPRS inputs to  a non linear system, the presence o f  odd order kernels  w i l l  
a f f e c t  the response even i f  the n o n l in e a r i ty  only contains even order 
c o e f f i c i e n t s .  Conversely, i f  the the system contains on ly  odd order nonlinear  
c o e f f i c i e n t s ,  and the inputs are b ia sed , then even order kernels  w i l l  be 
present in  the system output fu n ct io n a l expansion. The c r o s sc o r r e la t io n  
fun ction  between the system output and the TPRS input i s  however always 
un affected  by even order k e rn e ls ,  due to  the co r r e la t io n  p ro p ert ie s  o f  TPRS.
*XVCT) = 2^x u Cx) “  2gA(x) (6 .4 .3 )
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Estim ates o f  the system impulse response obtained u sing  TPRS rather  
than PRBS are always more accurate i f  the system i s  n o n lin ea r .  The p r ic e  
i s  longer t e s t in g  and computation times s in c e  tw ice  the length  o f  PRBS inputs  
are needed to  comply with the r e q u is i t e s  o f  the system 's  time co n sta n ts .
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0.)
Fig . 6 .4 .7  C ro s sc o r re la tio n  fu n c tio n  f o r  the n o n lin ea r system . 
B iased  TPRS in p u t .
6.5  A procedure fo r  the id e n t i f ic a t io n  o f  the n o n lin e a r system
gain fu nction
A method has been developed to  enable the id e n t i f i c a t i o n  o f  a system ’s 
gain  as a fun ction  o f  i t s  input b ia s .  The method assumes th at the non- 
l i n e a r i t y  can be described  by a polynomial equation in  terms o f  i t s  input  
b ia s .  The system i s  assumed to  be sep arab le ,  w ith in  the d e f in i t i o n  given  
in  Chapter 3, and be o f  the form (L-PNL-L) as shown in  F ig .  6 . 5 .1 .
x ( t ) u(t) v(t) y(t)
F ig . 6 .5 .1  General ( L-PNL-L ) n o n lin ea r s y s te m .
The n on lin ear  element input output r e la t io n s h ip  i s  
v ( t )  = N [u (t) ]
n
I  a . [ u ( t ) ] 1 
i O
( 6 .5 .1 )
I t  has been shown in  Chapter 5 th at when the input i s  a b iased  maximal length  
sequence o f  amplitude A, then
n
*YV«  = K I(5 (n.) A1 Di(T) 
*7 i= l
(6 .5 .2 )
where
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From the theory in  Chapter 3
m is  as usua l the in p u t b ia s .
n
B0 (nO = I  a .C + m )1 (6 .5 .4 )
i=0
= N(K m) (6 .5 .5 )
The 3tim) c o e f f i c i e n t s  are r e la te d  by recu rs iv e  formulae;
+  (m) = t t -4 -  + ( “ ) = I T - f a N ^ . m )  (6 .5 .6 )
1 1> dm1 0 1 - dm 1
The c o e f f i c i e n t  3-^ Cm) i s  o f  p a r t ic u la r  s ig n i f ic a n c e .
+  (m) = ^ N ( + m )  = ^ 6 0 (,n) (6 ' 5 ' 73
Equation (6 .5 .7 )  s t a t e s  th a t  3^(m) i s  the s lop e  with resp ec t  to  the system  
input b ia s  o f  the non linear gain fu n ct io n , e x i s t in g  between the system  
in p u t,  and the output from the non linear element. I t  fo l lo w s  that the  
o v e r a l l  system (small s ig n a l)  gain i s  times t h is  v a lu e .  This o v e r a l l  
gain i s  a function  o f  input b ia s .  Denoting i t  by the symbol T(m), l e t
T(m) = +  61 (m) T'(m) = a2 T(m) (6 .5 .8 )
For the purpose o f  t h i s  s e c t io n ,  l e t  x(b) = A z^ (t) ,  where z^ (t)  i s  bhe u n it  
amplitude TPRS, and A the base amplitude o f  x ( t ) . The c r o ssc o r r e la t io n  
fun ction  in  (6 .5 .2 )  can be w r it ten  in  terms o f  T(m).
V T) = j 0 A' %w  - f r W T T T  T«  (6-5-93
This equation can be expanded, and using  the fa c t  that
DjCx) 55 a2 |  g2(A)g1(T-A)dA 
3
-  a2 g ( t )  (6 .5 .10 )
Z3
&
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o b ta in
(6 .5 .1 1 )
The (small s ig n a l)  gain T(m) appears as a m u lt ip l ie r  o f  the impulse response 
fu n ction  g ( x ) . I f  i t  i s  p o s s ib le  to  obtain  th is ,  then gain id e n t i f i c a t io n  
i s  achieved. The terms w ith in  the summation s ign  in  (6 .5 .1 1 )  are the ones 
which corrupt the estim ate  o f  T(m). By us in g  TPRS inputs t h e ir  number i s  
immediately halved.
I f  the period  o f  the TPRS i s  2T, then in te g r a t in g  (6 .5 .1 2 )  in  the range 
0 to  T y ie ld s
Equations (6 .5 .1 3 )  to  (6 .5 .1 5 )  s t a t e  th at i f  the terms and 
d e r iv a t iv e s  o f  T(m) decrease s u f f i c i e n t l y  f a s t ,  then a good estim ate  o f  
T(m) i s  obtained by carrying out the c o r r e la t io n  t e s t  and in te g r a t in g  the  
r e s u l t in g  fu n ct io n . This procedure y ie ld s  the value o f  the small s ig n a l  
gain at one operating p o in t .  The use o f  the t h r e e - l e v e l  sequence has 
enabled the e l im in a t io n  o f  h a l f  the d is to r t io n  terms. Unfortunately i t  
i s  every a lte r n a te  term which i s  e l im in ated , and not the f i r s t  h a l f .  
Experience shows th at the terms become sm aller as ' i f in c r e a se s ,  and so 
grea ter  advantage would be obtained by e l im in atin g  the f i r s t  ( ^  ) a lone.  
I t  i s  p o s s ib le  however to e l im in ate  more terms by u sing  a procedure o f  
m u ltip le  t e s t in g ,  at the same operating p o in t ,  but with a d i f f e r e n t
*  ( t )  = A2 T' ( m ) g ( T )  + I  A1 DjCO
xy S 7i= 3 ,5 ,7
n
(6 .5 .1 2 )
¥ = A2 T1 (m) + y
n
7 dm'
(6 .5 .1 3 )
where
^ s *xy(T)dT
(6 .5 .1 4 )
o
Te
(6 .5 .1 5 )
o
-  141 -
amplitude TPRS. This i s  described la t e r ,  but f i r s t  the terms are 
examined more c lo s e l y .
The terms are dependant on the dynamics o f  the l in e a r  elem ents, and 
the value o f  i .  They are independent o f  the actual n o n lin e a r ity  in  the  
system. They can th erefore  be considered as weighting c o e f f i c i e n t s ,  ac t in g  
on the d e r iv a t iv e s  o f  T(m). In fa c t  they can be shown to be most h e a v ily  
dependant on the dynamics o f  the element preceeding the n o n lin e a r i ty .
G.
1 ( i - 1 ) ! J D. (x )dx i
( i - D !
' K11 o 1
g2 ( ^ ) ui(t-A )dA  dx 3
(6.5.16)
(6.5.17)
The in te g r a l  w ith resp ect  to  t can be brought in s id e  the convolution  in te g r a l  
y ie ld in g
1 1
GX " ( i - 1 ) !  K p g2 (X) j +. uiCT- x)dT dx 
0
(6.5.18)
The c r o ssc o r r e la t io n  fu n ction  $ „ i ( t )  i s  an inverse  repeat fun ction  o f
Z  ry
period T. Define a fun ction  f(A)i as
I
£i (x) = f  V i ( T ' X)dT
(6.5.19)
Then u sing  the in verse  repeat property o f  4 ui ( T)
Z3
T A
<j>z ui ( x ) d T - <j» ui(x )d x (6.5.20)
Le t the maximum o f occurs a value o f  A = A , fo r  whichm*
f .  (X J  x m +  (*) a l l  A =[ Am (6 .5 .2 1 )
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To obtain  a con servative  estim ate  o f  the order o f  magnitude o f  the  
fu n c t io n s ,  i t  i s  s u f f i c i e n t  to  use in  ( 6 .5 .1 8 ) .  For convergence
s tu d ie s  the estim ate  o f  G^  given by (6 .5 .2 2 )  i s  considered s u f f i c i e n t .
convergence o f  the s e r ie s  for  the ¥ function  given in  ( 6 .5 .1 3 ) ,  depends 
on the magnitude o f  the term and t h is  depends m ostly on the element
with impulse response g - / t ) . Experiments were carr ied  out on many d i f f e r e n t
r e s u l t s  are shown in  F ig , 6 . 5 .2 .  To obtain these, va lues  o f  f . (X ) werel  m
found, and were then su b s t i tu te d  in to  ( 6 .5 .2 3 ) .  The r e s u l t s  obtained are 
very encouraging s in c e  they show very rapid convergence. Magnitudes are 
p lo t te d  rather than actu al va lues  to  help  with the logarithm ic type  
resp resen ta t io n .  A ll  va lues  are a c tu a l ly  p o s i t iv e  except fo r  the ones for  
i  = 9. These are however s l i g h t l y  su sp ec t ,  as extremely large numbers were 
invo lved  in  th e ir  computation. I t  i s  f e l t  that machine error can be 
a t tr ib u ta b le  to  th ese  n ega tive  terms. The data would tend to  in d ic a te  that  
the convergence i s  not as f a s t  fo r  systems which are h ig h ly  o s c i l l a t o r y .  
However i t  i s  f e l t  th a t  a great deal more research could be carr ied  out in  
t h i s  area, p o s s ib ly  to  f in d  more p r e c ise  r e la t io n s h ip s  between the l in e a r  
system c h a r a c t e r i s t i c s ,  such as damping, and the G^  terms. Such inform ation  
would be u se fu l  because i t  would then be p o s s ib le  to  w rite  the cro ss -  
c o r r e la t io n  fun ction  only in  terms o f  d e r iv a t iv e s  o f  gain; i d e n t i f i c a t io n  
methods could then be designed to  f in d  T(m) e x a c t ly .  However, for  the  
purpose o f  t h i s  work, the r e s u l t s  obtained were considered to  be s u f f i c i e n t  
to  support the assumption o f  rapid convergence.
The estim ate  o f  the gain fu n ction  T(m) fo r  any s in g le  operating p o in t ,  
by the method o f  a s in g le  c o r r e la t io n  t e s t  (y ie ld in g  \p) ,  i s  in  error by an 
amount which g r e a t ly  depends on the amplitude A and that o f  the d e r iv a t iv e s  
o f  T(m). As w i l l  be shown, in  many cases  the estim ate  obtained with the 
s in g le  t e s t  i s  q u ite  good. I f  however a b e t te r  estim ate  i s  d es ired  the  
fo llow in g  procedure can be adopted.
(6 .5 .2 2 )
(6 .5 .2 3 )
The order o f  magnitude o f  the G^  terms, and in  consequence the
types o f  l in e a r  systems to  determine how G^  v a r ie s  with i .  Some o f  the
$
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Convergence modes of the characteristic 
Volterra [G.| constants as a function of the order i.
System order i
Fig. 6.5.2
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Keeping the input signal at a fixed operating point, a TPRS test is 
performed with the amplitude of the input random signal denoted by A, say.
As before the system output can be crosscorrelated with the random input, 
and the resulting crosscorre-lation function integrated over its half-period. 
Let the value obtained be denoted by This procedure can then be
repeated, but with a different amplitude TPRS. If this amplitude is 
denoted by B where
B = R A (6.5.24)
R is then the ratio of the two amplitudes. Let the new value of the 
integrated crosscorrelation function be denoted by *b ds possible to
write two equations.
n . di-l
m = A2 T 1 (m) + I A1 G [T(m)]
1 i= 3 ,5 ,7  dm
(6.5.25)
n ,i .i _ d3- 1i, = R2 A2 T' (m) + IR A G. - + T r  [T(m)] 
4 i = 3 , 5 , 7  dm
(6.5.26)
For notational convenience let
ji-i
v. (m) = v = G — jzt CTC«0 ]
X J . j  -1-dm
(6.5.27)
Combining the two equations (6.5.25) and (6.5.26) in matrix form and using 
(6.5.27) yields
V II
t i .
.
-1
II
A2 A4 
R2A2 R^A4
T' (m)
+
v„3
A6v5 + A qVj +
R6A6v5 + R8A8vy +
(6.5.28)
Assuming that the terms v5 and higher are negligible and defining H as
H «
A2 Ah
R2A2 R^A^
(6.5.29)
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then
H-1 A4R2(R2-1)
A2R4 -A2
-Rz
(6.5.30)
-1Premultiplying (6.5.28) by H yields finally
T* (m)
1
a 2r 4 -a 2 *1
" A4R2 (R2-1)
-R2 1
.  vs . .*2.
(6.5.31)
or
T M  “ i g y i )  [ R“ +1 - *2 (6.5.32)
The estimate of T(m) which is obtained by the use of (6.5.32) is unaffected 
by nonlinear terms up to and including the fourth order one, and is therefore 
more accurate than that obtained by writing T 1(m) = ty. The procedure of 
eliminating the third order nonlinear term can be extended to higher order 
ones, but computation and testing times increase accordingly. It was found 
that satisfactory results can be expected with the single amplitude test.
The repeated amplitude constant mean level test improves this, but it is not 
considered worthwhile to go beyond two tests per operating point. The 
repeated mean level test is necessary when there is a strong third order non­
linear effect, over the range of influence of the test signal.
In Fig. 6.5.3 is shown a very simplified flow diagram explaining the 
general procedure of identifying a typical system gain function. Under 
program control, a computer sends out sets of TPRS excitation signals with 
different amplitudes, and samples the system response. Then follows the 
arithmetic work outlined by formulae in this section culminating in an 
estimate of T(m) for that particular operating point. The computer then 
increments the system input bias and repeats the cycle. The range of bias 
values, the step between tests, denoted Am in Fig. 6.5.3, sample rates and 
other parameters are externally set prior to the start of the experiment. 
Such a procedure was used to obtain all the identification results presented 
in this thesis. Some of the details of the software is given in Chapter 2.
Bi
as
ed
 
TPR
S 
tes
t 
si
gn
al
s
©
-  1 4 6  -
Sample
t
Correlate
f
Integrate
r
Find estimate 
of T(m)
r
Output value s
1r
Change TPRS 
bias
! !i if Am'
Output biased 
TPRS signals
Fig. 6.5.3 Flow diagram for the procedure used to identify 
the nonlinear gain function T(m).
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The choice of the amplitude ratio R cannot be completely arbitrary. 
Although it has not been possible to obtain precise rules to select an 
optimum value, the analysis which follov,'s gives insight into the problem 
and rough guide lines in the selection.
6.6 Error analysis
The systems considered so far have been assumed to be noise free. This 
restriction is now removed.
Fig. 6.6.1 Additive noise corruption of system output.
i f  y(t) is the system output, then the observed output q(t) can be written
where n(t) is the noise signal. If this is biased, with mean level m^ and 
dynamic component n(t) then
n(t)
x(t)
* System
q(t) = y(t) + n(t) (6.6.1)
q(t) = y(t) + mn + n(t) (6.6.2)
. The crosscorrelation function between the dynamic component of the input and 
the output becomes
(6.6.3)
If the input is a maximal length sequence of amplitude A then
♦xqW  = V (T) * A S i / ’0
( 6 . 6 . 4 )
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Let m^ represent the integral
L 3n CT)dT (6.6.5)
It is possible now to rewrite the matrix equation (6.5.28) including the 
term due to the noise.
h
= H
T'(m)
+
1 
— 
■ 
+fe>
00<+LO>
OD<
I .
+
A
*2. B
<
« R6A6v  + R8A8v  + . . .D / R A
m,
-1As before the equation is premultiplied by H , yielding
H-1
1
V—4
- »
T» (m)
+ h " 1
A6v3 + A8v7 + . . .
+ H
.*2 . . V3 .
R6A6v5 + R8A8v7 + . . .
-1
(6.6.6)
m.
R A
(6.6.7)
This may be rewritten as
fi T r(m)
- +
f« V,/ 2_ 3 L
'1 3
+ (6.6.8)
and thus
f = T 1 (m) + e1 + e3 (6.6.9)
where the terms e^ to e^ and f^, f2 can be obtained by expanding the matrix 
multiplications in (6.6.7). In particular, f^ is the estimate of T 1(m) and 
el* e3 are the errors in this estimate due to higher order nonlinear terms 
and noise respectively. The errors are now considered separately.
6.6.1 Errors due to nonlinear terms
Matrix multiplication yields
e. ~ -[ A4R2v_ + A6(R2+R4)v + A8(R2+Rlf+R6)vQ + ... ] (6.6.10)1 5 /  y
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It will be assumed that the amplitude A is the smallest one which is feasible
from noise and quantisation considerations so that R must be greater than
one. It is possible to write an expression for the error obtained by
carrying out a single test, not eliminating the term containing v^. Denoting
this error by e 
J o
e = A2v + Ahv + A6v + A8v + ... (6.6.11)o j o / y
Note that if A could be made very small, both eQ and e^, would tend to 
zero, and the identification would be free from errors due to the nonlinearity. 
Comparing the two error equations shows that the repeated mean level test
has the effect of eliminating the term containing v^ and of changing the
polarity of all the terms containing v^ ., v^, and so on. Further, since 
R > 1, the magnitude of these terms is increased. It might be expected 
that as R is increased these terms become so large that the beneficial 
effect of eliminating the third order one is completely offset. However this 
limit is rarely reached in practice. Experiments have shown that for values 
of R up to four, the repeated mean level test is always advantageous.
Higher values of R are impractical and pointless. Nevertheless this theory 
does show that there is a limit to which the repeated mean level tests can 
be taken. For convenience a function is now defined which measures the 
improvement which is obtained with the repeated mean level test as opposed 
to the single one. Denoting it by Ae(m), it is given by
Ae(m) = | | ” | e1 | (6.6.12)
= A2V3 - { A4(R2-1)v 5 + A6(R4+r 2_!)v 7 + ... } (6.6.13)
This function is dependent of bias m, since the coefficients v^ are functions 
of m. When Ae(m) is positive, the repeated mean level test is advantageous.
As pointed out, this is nearly always the case, but (6.6.13) does show that 
the improvement function decreases with amplitude A. From these arguments 
it can be concluded that R should be as close to one as possible. The 
lower limit of R is then imposed by the finite word length of the computer 
used to control the experiment and analyse the data.
Only the odd order v^ terms appear in the expression for the errors; 
these contain only odd order derivatives of the nonlinear system d.c. 
input output function. If this is symmetric about zero then it implies that
&
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and therefore
Ae(m) = Ae(-m) (6.6.15)
thThe term v^Cm) contains the i derivative of the d.c. input-output function
multiplied by a constant, G^> which itself rapidly becomes smaller as i
increases. Some experimental evidence of this is illustrated in Fig. 6.5.2
For symmetric nonlinearities, withing the relatively small range of
influence of the test signals, the first and third order terms of the input-
output polynomial predominate over the fifth and higher order ones. Although
ththe complete nonlinear characteristic may need, say, a 15 order polynomial 
for its adequate description, within the range of influence of the test 
signal it is unlikely that polynomials over fifth order are needed, except 
near highly nonlinear regions. These arguments imply that the error which 
is obtained in the estimation of gain with the repeated mean level.test is 
rarely large. If, for the repeated mean level test, the polynomial 
representing the nonlinearity over the range of influence of the test 
signal is of order 5 or less, the error in the estimated small signal gain 
is always zero. If it is of order 7 the error is a weak quadratic function 
of operating point. On the other hand, with the single mean level test, if 
the polynomial is of order 5 the error is a quadratic function of the 
operating point. Experimental evidence is given in this chapter.
v^Cm) = v^(-m) (6.6.14)
These arguments imply that the higher v^(m) terms are so small that 
even if they are multiplied by powers of R, these are rarely so large that 
they impact significantly the1 improvement derived from eliminating the 
third order term. In any case R is always kept small to limit the range of 
influence of the test signal. In the next section it will be shown that R 
cannot be made as small as the computer resolution will allow because other 
factors limit its lower value. A point of interest which arises from 
this discussion is that the errors are mostly due to the third derivative 
of the nonlinear input-output function. This suggests that it is only 
worthwhile conducting a repeated mean level test near regions where the 
gain function is changing rapidly. Therefore, rather than carrying out such 
accurate tests over the full range of the nonlinear characteristic, it is 
quicker to carry out the single level one, finding the regions where the 
gain changes rapidly, and then going back over those regions to carry out a
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second test, improving the results. This is especially true for 
characteristics which are nonlinear over only portions of their total range.
6.6.2 Errors due to noise
The error due to noise denoted by e^ in (6.6.9) is evaluated by matrix 
multiplication, resulting in the expression
(6.6.16)R3-lr 3-r
The function e^ is shown in Fig. 6.6.2. It is asymptotic to the value 
( m^/A ), this being the error due to noise with the single amplitude test. 
Therefore it must be concluded that the repeated mean level test has the 
adverse effect of always amplifying errors due to additive noise.
mA
5
4
3
.2
1
0
Fig. 6.6.2 Theoretical variation of error due to noise as a 
function of amplitude ratio R .
When R = 1, the noise error is 1.5 times that obtained with the single
amplitude test. When R = 2 this figure is reduced to 7/6. The convergence
to the value m,/A is hence quite rapid, but nevertheless the noise effects 9
arc never reduced by the two level test. To reduce to a minimum e^, R 
should be as large as possible.
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There is however another source of error which cannot be predicted 
easily in mathematical terms. This stems from quantisation and rounding 
effects. It was found experimentally that as the value of R approaches 
one, the error curve shown in Fig. 6.6.2 deviates from its predicted shape. 
In fact it takes the form of that shown in Fig. 6.6.3, which was obtained 
experimentally.
0 1 2 3 4 5
R
Fig. 6 . 6 . 3  E xp erim en ta l v a r ia t io n  o f  e r ro r  due to  n o is e  as a 
fu n c t io n  o f  a m p litu d e  r a t io  R.
A physical explanation of this is that as the two amplitudes get closer 
together, the responses from the system become less distinguishable from 
each other due to quantisation in the A/D and D/A converters, and to the 
build up of rounding errors. To find a measure of this effect experiments 
were carried out on simulated linear systems; to obtain better estimates, 
rms values of hundreds of tests were obtained. These have resisted in the 
data presented in Fig. 6 . 6 . 4 ,  which shows how the rms error in estimated 
gain ( £q ) varies with base amplitude ' A '  and with ratio *R *. is the 
actual rms error in estimated gain due to the quantisation effects. Only 
values of R greater than one have been investigated, for the considerations 
mentioned earlier.
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Fig. 6.6.4 V a r ia tio n  o f  rms e r r o r  due to  q u a n tis a t io n  as a 
fu n c t io n  o f  a m p litu d e  r a t io  R3 fo r  f i x e d  base  
a m p litu d e  A.
The units of amplitude are computer or 12-bit converter units (see
Chapter 2). The experimental results obtained are particular to the computer
and the software used as well as the precision of the A/D equipement.
Similar curves can however be obtained experimentally using the repeated
mean level test technique on a known linear system. By comparing such data
with that obtained in noisy conditions it appears that e is approximately
linearily related to m,.<P
The errors due to the nonlinear terms, those due to noise and 
quantisation have been analysed. It is now possible to make some general 
conclusions regarding which value of R produces the best results.
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6.7 The choice of an optimal second amplitude for the repeated
mean level test
In the absence of noise, and assuming no quantisation effects, it would 
not be necessary to carry out a repeated mean level test, because it would 
be possible to test with minute amplitudes, and the resulting estimates of 
the small signal system gain would be very accurate. In the presence of 
noise, the smallest practical test amplitude is assumed to have been found 
and it is denoted by A. Noise can be cyclic, random or both. Random noise, 
if stationary, can be reduced by averaging and so can cyclic noise provided 
certain rules are followed. These are investigated later in this chapter. 
However noise effects, especially due to random noise, cannot be eliminated 
completely and hence m^ will be finite.
If a repeated mean level test is necessary the theory and experiment 
have shown that the errors due to nontinearity increase with R, and those 
due to noise decrease with R. In particular, when R is very close to one, 
with small base amplitudes, noise errors add to those due to quantisation. 
Illustrating these points in Fig. 6.7.1 which shows results from a 
simulation run on a system containing a ninth order nonlinearity. The rms 
error in the identified small signal gain is shown plotted against R.
rms error 
in T(m)
R
Fig. 6.7.1 Effect of amplitude ratio R on the rms error in 
estimated nonlinear gain Tim).
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To calculate the rms error, ten tests were carried out over a portion of the 
system's operating range. From the figure it is seen that the optimum 
choice of R is approximately 1.5. However the figure is only useful in 
demonstrating a trend, and not of general use. Each system will have a 
different optimum value of R. A method of finding an approximation to the 
optimum is to obtain first the curves relating £q to R and A; the value of 
A will be fixed by the environment. It is then a matter of choosing a 
value of R to yield a value of smaller than a desired value. It must be 
remembered however that £q is often only a small part of the contributing 
error. The quantity m. can be determined sometimes, but more often than 
not the noise cannot be measured directly.
For the experiments described in this thesis, good values of R were
between 1.2 and 1.7, with base amplitudes of the order of 1/20^ of the
system's operating range. This has included tests on severely nonlinear
systems, with signal-to-noise ratios never below three. Other situations,
however, can be envisaged when the noise is highly correlated with the input
signals giving large values of m,. This might necessitate larger values of'..... 9
R to reduce the noise amplification effect of the repeated mean level test.
It is significant that m, is not proportional to the signal to noise ratio;9
it depends rather on the average degree of correlation between the dynamic 
components of system input signal and the noise.
6.8 Identification of the gain characteristic of system containing 
polynomial nonlinearities ( L-PNL-L )
Tests were carried out on systems with imbedded polynomial type non- 
linearity, the systems being either computer simulated or hard-wired 
electrical networks. The nonlinearities tested were mostly symmetric 
although the method is not restricted to this case. The effect of random 
noise added to the output response of the system was also studied.
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6.8.1 Identification with noise free system
*(t) u(t) v(t) y(t)
[P,3,0.6,Variable,80] [1 kHz,8]
Fig. 6.8.1 Experimental arrangement for the identification of 
a system containing a fifth order nonlinearity.
The system shown above was tested using 80 bit, three-level sequences. 
This allows 40 bits to define the impulse response, which implies, a coarse 
resolution of the crosscorrelation function. The reason for choosing a 
short sequence length is that computation times are shortened. The testing 
time however remains unaltered, as this is chosen independently of the 
sequence length. The correlation process used for these tests was not 
optimised to take into account the digital nature of the input signal. This 
is because the software was designed as a research tool, to be as flexible 
as possible. Thus, for an N bit correlation, approximately N2 multiplications 
are needed. In the computer used, the multiplication operation is the most 
computationally expensive. Cutting the sequence length N drastically reduces 
the processing times due to the N2 term.
In addition, with three level sequences the choice of sequence lengths 
is limited to 80, 242 or 728. Other sequence lengths exist but they arc not 
very practical. For this work only N = 80 or N = 242 were used and the 
latter only when accuracy was important. The computational savings in 
using N = 80 as compared to N = 242 is of the order of ten to one. This 
advantage is less pronounced if FFT or FWT procedures are used. Such 
methods of obtaining faster throughputs are briefly discussed in Chapter 9.
Having identified T(m), the d.c. input-output curve is obtained by its 
integration with respect to m. This was done for the example given in 
Fig. 6.8.2 and the results are given in Fig. 6.8.3. For the single level
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test, the predicted outputs are greater than the actual, while for the two 
level test they are slightly smaller. This is due to the polarity change 
of the fifth and higher order error terms which is a characteristic of 
the identification method. The integration of the gain function T(m) 
produces the dynamic component of. the input-output curve, but it is 
necessary to make some assumptions about the nonlinear characteristic to 
obtain the complete curve. Mathematically this is equivalent to choosing 
the constant of integration. If the nonlinear characteristic is symmetric, 
then with zero steady state input, the output will be zero. This means 
a K 0, and the integrated characteristic must pass through zero. The 
value of the constant of integration, which must be added to the integrated 
T(m) curve, is therefore fixed. In cases when it cannot be assumed that .
= 0, some other assumption is neccessary, dictated by the nature of the 
system being identified.
IB
Fig. 6.8.2 Identification of system gain function T(m) with single 
and repeated mean level tests. R - 1.5.
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Fig. 6.8.2 shows the gain function T(m) for the system illustrated in 
Fig. 6.8.1, together with the estimated values using single and repeated 
mean level testing. The difference between the two sets of estimated 
data represents Ae(m), the improvement function defined in section (6.6.1). 
As predicted Ae(m) is greater for the larger values of | m |, the magnitude 
of the operating point. Further, the error in the estimate of T(m) 
obtained with the repeated mean level test is a constant over the whole of 
the test range, while that for the single level test increases approximately 
quadratically with | m |. This is a severe test of the method as the 
amplitude of the three level sequence, A, is one quarter of the total test 
range. This means that the range of influence of the test signal is half 
the total test range.
Fig. 6.8.3 Identification of system d.c. input-output function> 
with single and repeated mean level tests.
- 159 -
To test the performance of the identification algorithm described in 
section (6.6.5) under controlled random noise conditions, Gaussian noise 
was added to the system output. The test arrangement is shown in 
Fig. 6.8.4 and the crosscorrelation function between noise and input signal 
in Fig. 6.8.5.
6.8.2 Identiflcation in the presence of Gaussian noise
[G,00, .2, .5,°°]
x(t)
[P,3,.6,Variable,80]
u(t) v(t) y(t) q(t)
[1 kHz, 8]
Fig. 6.8.4 Nonlinear ( L-PNL-L ) system corrupted by 
Gaussian noise.
Fig. 6.8.5 Crosscorrelation function between the TPRS and 
the noise process.
The estimated gain curves using single and repeated mean level testing are 
shown in Fig. 6.8.6 and Fig. 6.8.7 respectively. If a moving average 
process is operated on this data, the resulting experimental curves approach 
the ones obtained with no noise. The presence of the noise has not 
prevented the elimination of the effects of the cubic error term. The 
much smaller effects due to the fifth and seventh order terms are masked
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by the noise process. The noise effects appear more pronounced for the two 
level test which is as predicted in section (6.6.2).
The estimates of the d.c. input-output relationships are shown in 
Fig. 6.8.8. The integration process used to derive these from the T(m) 
curves, has almost completely eliminated the effect of the high frequency 
variations on the gain curves, but some bias remains. In particular, for 
the two level test a slight positive bias is present throughout the range.
The results obtained are good especially considering that the test 
conditions were severe. The signal to noise ratio was 5, the nonlinearity 
a strong seventh order polynomial throughout the operating range, and the 
amplitude of the dynamic part of the test signal was half the total test 
range.
The repeated mean level test has been demonstrated to achieve good 
results even in the presence of noise; some of the characteristics of the 
method, like that of noise effect amplification, can be seen in the estimated 
gain curves. Fig. 6.8.7.
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IB
Fig. 6.8.6 Identification of T(m) function with the SLT in the 
presence of additive output Gaussian noise.
IB
Fig. 6.8.7 Identification of the T(m) function with the RMLT in
the presence of additive output Gaussian noise - (R -1.5).
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Fig. 6.8.8 Identification of the system d.c. input-output
function with single and repeated mean level testSj 
in the presence of output additive Gaussian noise.
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The effects of random unbiased noise on repetitive signals are often 
reduced using averaging methods which rely on the properties of ergodic 
signals. When the noise is not ergodic, and in particular is cyclic, 
averaging produces unpredictable and biased estimates. To overcome this 
problem a detailed analysis was carried out and a method found to eliminate 
such errors, based upon a combination of the averaging process and the 
choice of the period of the repetitive signal. The method is thus confined 
to those situations when the period can be changed. A very common 
situation is that of a system fed with a repetitive test signal and the 
output is corrupted by noise prior to its observation. The period of the 
test signal is often chosen to be longer than the system's settling time. 
There is no stringent limit as to how much longer it should be and in any 
case it will be shown that the variations in the period which are required 
are smal1.
6.9 Cyclic noise
Fig. 6.9.1 System corrupted by cyclic noise.
In this section the cyclic noise period is considered to be smaller than 
that of the system input signal. This restriction can be removed, but in 
most cases such an assumption is correct. When the noise period is longer 
than that of the system input, other specialised techniques exist for its 
reduction, based on drift removal schemes.
Consider Fig. 6.9.1. Let the period of y(t), the repetitive output 
from the system, be Ts and the period of the cyclic noise process, n(t), 
be Tn . Then
y(t) = y(t + K Ts)
; K integer % 0 (6.9.1)
n(t) « n(t + K Tn)
If Z(t) is the observed output, for additive noise
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a
Z(t) = y(t) + n(t) (6.9.2)
The periods Tg and T^ can be related by
Tg = K T^ + A ; K integer % 0 (6.9.3)
A < T n
If &(t) is the estimate of y(t) obtained by averaging N successive observed 
output sequences Z(t) then
, N-l
*(t) = 77 IZ(t + r T ) (6.9.4)
r=0
but Z(t) can be written in terms of y(t) from (6.9.1), and Tg is related to
T thus n
1 N-l
A(t) = y(t) + ^  I n(t + rA + r K Tn) (6.9.5)
r=0
which on using the recursive relationship in (6.9.3) becomes
, N-l
fc(t) = y(t) + Z7 I n(t + rA) (6.9.6)
r=0
The estimate of y(t) is therefore independent on the period of the cyclic
noise T , but is related to A, n
The idealised case of n(t) being a sinusoidal process is considered 
first®
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n(t) = A exp[jwt] ; j = /fr (6.9.7)
where A is the amplitude of the sinusoidal noise process and w its frequency,
2 TT
In this case the noise process is described by
W = T (6.9.8)
n
If n(t) is substituted into the expression for £(t) then
1 N”1£(t) = y(t) + ^  I exp [jwr A] . A exp[jwt]
= y(t) + A exp[jwt] (6.9.9)
where
N-l
I
r=0
, 
B1 = N ^ exP [)wr A] I s< 1 (6.9.10)
= m J exp[j 2ir r — ] ; * 1 (6.9.11)
r=0 n
The magnitude of B^ depends both on average number N and time magnitude A. 
For certain combinations of these variables B1 is zero, implying that the 
estimated system output after averaging, is equal to the actual output. 
This can be seen by putting B1 = 0 in (6.9.9); it implies that the effects 
due to the sinusoidal noise process have been completely eliminated.
It can be shown that B^ has zero values only when N, the average 
number, is a power of two and when A satisfies
1 + 2K,
ATn Bi = o 2(N-13
K = 0, 1 . . N-2 (6.9.12)
where
N = 2? ; p integer (6.9.13)
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Examples of the dependence of on N and A are given in Fig. 6.9.2. is
shown plotted for fixed values of N, as a function of normalised times
( A/Tn ) . It can be seen that B^ is zero when the conditions given by
(6»9.12) are satisfied. The curves are also of interest since they show
that if a large number of averages are taken then, unless ( A/T^ ) is zero
or one, the reduction in noise from averaging is large even if not optimal,
whatever value of ( A/T ) is chosen.n
As an example of the use of this expression, consider the case of a 
system being excited with a signal x(t) of period 100 ms. (The output y(t) 
will also have the same period), and the output be corrupted by ’mains' 
noise, with period (T - 20 ms). To eliminate this corruption by averaging 
without making some modifications to the input is impossible, since A is
zero; when A is zero B^ is always one and the amplitude of the noise
is unreduced. Assume that the period of x(t) is flexible, even if by small 
amounts. To eliminate the noise in 2 averages (6.9.12) as well as 
Fig. 6.9.2 reveals that ( A/T^ ) must be 0.5. This means that the period 
of x(t) must be 110 ms. If this variation of the period of x(t) is 
unacceptably large, a greater number of averages are required. With four 
averages, the zeros of B.^  occur at ( A/Tn ) « J, J, jj so that an
acceptable value of A is 3.33 ms; the required period of x(t) therefore
becomes 103.33 ms.
1
Fig. 6.9.2(b) V a ria t io n  o f  w ith  n o rm a lize d  tim e ( A,/T^ ) ,
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The more general case of finite band width cyclic noise is now 
considered. Let this noise be expressable as
M
n(t) = £ A. exp [jiw t] ; M finite integer (6.9.14)
i=l 1 0
where w is the noise fundamental frequency in radians.
w o = f L (6.9.15)
n
As before Tn is the period of the cyclic noise. The expression for &(t), 
the estimate of y(t) after N averages, can be deduced from (6.9.6) and 
that for the noise (6.9.14);
x N-l M
*(t) = y(t) + xr I I A exp[jiw t + jirw a] (6.9.16]
; 1N r=0 i=l
M , N-l
= y(t) + I Ai  exp [ j i w  t] . -  £ exp [ j i r w  A] (6.9.17)
i = l  r=0
This can be rewritten as
M
£(t) = y(t) + I B A  exp[jiw t] (6.9.18)
i=l °
where
N-l
Bi = N « P U irwoA] ; * 1 (6.9.19)
1 N-1 A= m I exp [j 2it r i— ] ; £ 1 (6.9.20)
r=0 n
Expressions (6.9,18) and (6.9.20) imply that the estimate of y(t) after N
averages is corrupted by a noise signal with the same frequency components
as those contained in the original noise, but with different component
THamplitudes. The amplitude of the i noise harmonic after averaging 
is ( A_^  ), as compared to A^ prior to averaging. Since B. ^ 1 the
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worst case is that averaging which leaves the noise unaffected. The 
expression for becomes that for with i = 1. However B^ has fif times 
more zero values in the range 0 j ( ^ Tn ) < 1 than B^, for the same 
N, It can be shown that
n
1 + 2K.• _ ______ l
B. = 0 2(N' « i' 1
; K. « 0, l,.., i(N-l)-1 (6o9„21)
For the noise to be completely eliminated by averaging, a value of
( A/T ) must be found which makes all the B. terms zero. v n l
It is sufficient to find which values of ( A/T ) making B, zero alson i
make the harmonic amplitudes B^, zero. . To do this the relationships in 
(6.9.12) and (6.9.21) must be equated. From (6.9.12) and (6.9.21)
1 + 2K,
n B * 0
Kx = 0, 1,.., N-2 (6.9.22)
n
1 + 2K.
= 0 2(N-l)i
The conditions 
B( A/Tn ) and ( A/T )1 - 0 n
K. = 0, 1,.., i(N-l)-1 (6.9.23)
B. _ n 1 = 0
occur simultaneously when
1 + 2K, 1 + 2K.______ 1 _ ______ l
2(N-l) 2(N-l)i
(6.9.24)
which implies that
K. s iK. +l 1
f i-l Ki £ i(N-l)-1 
Kx S (N-2)
(6.9.25)
Expression (6.9.25) states that the value of ( A/T^ ) making B^ zero also 
makes zero, provided i satisfies (6.9.25). Since and IL must be 
integer, an immediate conclusion is that i must be odd. There are however 
no values of i which infringe the range restriction of IL, provided is 
smaller than (N-2), From these arguments follows the important conclusion 
that the choice of ( A/T^ ) which eliminates the fundamental noise frequency,
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(making zero), also eliminates all the odd harmonics of the fundamental
(making all B^ zero, *i ' odd).
By using exactly the same procedure, but using a value of ( A/T^ ) 
equal to 0.5 times that which makes B * 0, it is easily shown that it is 
possible to eliminate all the even noise harmonics. The method of 
eliminating selectively all the even or all the odd noise harmonics from the 
sampled data record can be extended to the elimination of all noise effects. 
Let and rePresent th® estimates of the signal y(t)
corrupted respectively by the even and odd noise harmonics e(t) and o(t). 
Then
*e (t) - y(t) + e(t) (6.9.26)
*0 (t) - y(t) + o(t) (6.9.27)
If the original noise process is n(t) then
n(t) = e(t) + o(t) (6.9.28)
It is possible also to obtain an estimate of y(t) containing all the noise 
terms. This is given by the symbol Z(t), and from (6.9.2)
Z(t) = y(t) + n(t) (6.9.29)
= y(t) + e(t) + o(t) (6.9.30)
From (6.9.26) and (6.9.27)
Z (t) + Z (t) = 2y(t) + e(t) + o(t) (6.9.31)e o
It follows that
y(t) = A(t) + y t )  - Z(t) (6.9.32)
Therefore from the estimates of y(t) containing selectively only the even 
and odd harmonics of the cyclic noise process, and from that containing all 
the noise effects, can be determined the uncorrupted signal y(t). It must
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6.9.1 Elimination of cyclic noise effects from the crosscorrelation 
function by the use of inverse repeat signals
xZ
Fig. 6.9.3 Crosscorrelation in the presence of output 
additive noise.
Consider Fig. 6.9.3. The system output y(t) is additivly corrupted 
by a noise process n(t). The observed output is Z(t)
Z(t) = y(t) + n(t) (6.9.53)
The crosscorrelation function between the dynamic component of the input and 
the observed output is
*2?(t) = V (° . + *S»W
(6.9.34)
It is the purpose of this discussion to show how <J> (x) can be minimised.xn
Accordingly this term is considered separately. If Tg = 2T is the period 
of the input x(t) then
2T
4 (x)vxnv J 2T n(t)x(t+x)dt (6.9.35)
Expression (6.9.35) is written with the assumption that *s a repetitive
signal with period 2T. If x_(t) xs a^so an inverse repeat signal then
x ( t )  ® - x ( t  + T) (6 .9 .36)
,Vi
be pointed out that this procedure is designed to eliminate cyclic noise 
effects only; the averaging process reduces the errors due to random noise 
as a useful side effect of the method. For environments where random as well 
as cyclic noise are strong, cyclic noise reduction parameter ( A/Tn ) 
should be chosen in conjunction with large values of N, the average number. 
Furthermore it must be stressed that these procedures will not eliminate 
noise bias effects.
One practical difficulty which is encountered in the implementation of
the method to eliminate all the noise harmonics, lies in the fact that
£^(t) and Ao(t) must be obtained from a process corrupted by cyclic
noise of known period and equal starting phase. The period of the cyclic
noise can be easily determined but the restriction of equal noise starting
phases for the estimation of ^ (*0 and necessitates their
simultaneous sampling at two slightly different sampling rates. This means
that two clocks must be used in conjunction with the A/D equipment. An .
alternative is to obtain £ (t) first, say, and then £ (t), starting thee o
sampling for this latter estimate an integer number of noise periods later. 
This still requires two clocks.
The complete elimination of all the cyclic noise effects is thus 
possible, and is easily implemented provided two clocks are available in 
conjunction with the sampling equipment. Programmable hardware clocks are 
not very expensive, nevertheless this is a limitation of the noise elimination 
technique. It must be pointed out however that in many cases the elimination 
of either all even or all odd noise harmonics is sufficient.
In the next section it will be shown how the effects of cyclic noise 
can be completely eliminated from the crosscorrelation function when the 
system inputs are inverse repeat signals. This has particular relevance to 
the identification of nonlinear noisy systems.
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2T
A2T
n(t)x(t+x)dt + | n(t+T)x(t+T+T)dt (6.9.38)
[n(t) - n(t+T)]}c(t+x)dt (6.9.39)
The inverse repeat property of x(b) has enabled the crosscorrelation function
<j> (t) to be written in terms of the term D given byxn
D = n(t) - n(t+T) (6.9.40)
The noise cross correlation component <f> . (x) will be zero when D = 0. TheXll
noise is assumed to be cyclic with period T^ where, as before
Tg = 2T = cTn + A ; c integer (6.9.41)
If (6.9.41) is substituted into (6.9.40) then
cT
D = n(t) - n(t + — ^  + 4) (6.9.42)
2
There are two cases of interest; 'c' even or 'c! odd.
Case 1 ; 1c1 even
cT
If 'c! is even then ( — —  ) is an integer and (6.9.42) becomes
2
D *= n(t) - n(t + y) (6.9.43)
Case 2 ; !cf odd
If 'c* is odd then it can be written as ( c + 1 ) where *c^* is even 
and (6.9.42) becomes
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C T T
D 5= n(t) - n(t + xJLJL + -E + <-) (6.9.44)
2 2
T .
= n(t) - n(t + fg- + j) (6.9.45)
When D is zero, <f> (t) is zero and the effects due to cyclic noise arexn
completely eliminated. When c is even, the condition making D zero is
A = 0, When c is odd D, is zero when A « T * These conditions aren
deduced by finding the solutions of (6.9.42) and (6,9.44) for which D « 0. 
The two solutions can be seen in fact to be equivalent. The two conditions 
can be combined and a simple rule deduced to obtain total cyclic noise 
elimination. The method is to choose the test signal to be an exact even 
multiple of the noise period, the signal being also of the inverse repeat 
type. Note that all noise bias effects are also eliminated,
6.10 Summary
This Chapter has demonstrated the principles outlined theoretically in 
Chapter 3, giving experimental proof of the properties of nonlinear systems 
as derived by application of the modified Volterra functional analysis.
The theory of an identification scheme has then been outlined and a detailed 
error analysis carried out to predict its limitations. Experimental 
evidence is given to demonstrate the performance ef the identification scheme 
when applied to idealised noise free systems as well as to real systems in 
the presence of additive output random noise. The identification results 
obtained indicate that the method is quite powerful* being able to handle 
systems containing nonlinear elements causing significant distortions to 
their inputs. Theory has then been developed to produce testing procedures 
enabling the effects of cyclic noise to be eliminated from the estimates of 
output sample records and crosscorrelation functions. The theory developed 
to obtain uncorrupted crosscorrelation functions is particularly applicable 
to the nonlinear identification schemes developed in this Chapter.,
CHAPTER 7
TEST PROCEDURES FOR SYSTEMS CONTAINING 
DISCRETE NONLINEAR ELEMENTS
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7.1 Introduction
In this chapter the identification algorithms developed in Chapter 6 
for systems containing polynomial type nonlinearities are applied to 
systems containing discrete ones. Using the theory developed in Chapter 5, 
which links the statistical describing function (Gaussian inputs) to the 
coefficients of the modified Volterra series, it is shown that the 
identification performance is improved by whitening the input signal prior 
to its injection into the system.
The conventions used to annotate diagrams and graphs are identical to 
those used and described in Chapter 6.
7.2 Effect of amplitude on the resolution of discontinuous nonlinearities
Sometimes discontinuous nonlinearities occur imbedded in linear 
systems. If these nonlinearities significantly distort their input signals 
then their identification does not present great problems since the methods 
already described can be applied with reasonable results. Difficulties 
arise however when the nonlinear effects are confined to small portions of 
the range traversed by the dynamic component of the input signal, or when 
the boundaries of the nonlinear regions are required accurately. In such 
cases the resolution of the identification procedures becomes very important.
An intuitive approach to justify the use of identification methods 
developed for systems containing polynomial type nonlinearities to systems 
containing discontinuous ones, is to consider that the nonlinearity can be 
approximated by a polynomial within the range of influence of its input. 
However, if the nonlinear effect is concentrated in a small region of this 
range, and further if it is discontinuous in nature, the approximating 
polynomial has to be of very high order, and this means loss of resolution, 
whatever identification technique is used. The link which was found between 
the crosscorrelation function and the statistical describing function 
provides some justification for the application of the methods used in the 
analysis of smooth nonlinearities to the discontinuous ones. This, 
however, raises an interesting philosophical point.
Consider a system containing a dead-band nonlinearity, and the problem
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of identifying the region of zero gain. The value of the gain over that 
region is obviously zero. All the derivative terms are also zero, i.e.
dti- T(m) = 0 (7.2.1)dm1
where T(m) is the small signal system gain at input bias 'm'. The cross­
correlation function is given by (see Chapter 6)
4> (-0 = I B. (m) A1 A  t i  T W  G. (7.2.2)±/ i=i 1 lo dm1 1
where the meanings of the symbols is as before. The nonlinearity order can
be extended to infinity, so that sufficient terms are included in the series
to adequately describe the discontinuous nonlinearity. However, from
(7.2.1) all the terms are zero, and the predicted crosscorrelation function
is zero for all lags. This does not conform to reality if the signal
input to the dead-band has an amplitude greater than the dead-band range;
this is a very common situation. It can be concluded therefore that even
an infinite series does not describe the discontinuity adequately enough.
What is disturbing is that if the dead-band region is small, then <}> (x)xy
approaches that obtained with no nonlinearity, but the predicted
<j) (t ) function is still zero. This problem can partly be overcome by
xy
applying the theory outlined in Chapter 3, where it is shown how the
derivatives in the functional equations can be replaced by finite difference
relationships. The finite difference relationships involve terms like 
T[m + i(dm)] which can be non-zero even if T(m) is zero. It is felt 
however that further research into this area could yield greater insight 
into the problem.
To find the resolution limits of the correlation identification method 
several experiments were carried out on simulated systems. The test 
signals were, as usual, 3-level signals; single amplitude tests were 
carried out to find the resolution limits of the procedure. Identification 
tests were then carried out using the double amplitude, or repeated mean 
level, method showing the kind of improvements possible, and the results 
are given later in this chapter.
Experiments were carried out with different types of nonlinearities.
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The systems tested were of the general ( L-NL-L ) form. Firstly, the non­
linear element was of the gain change type as shown in Fig. 7.2.1, where the 
width W was kept constant and the gains and Q2 variable.
Fig. 7.2.1 Definition of gain-ehange nonlinear element parameters.
To obtain a measure of the identification resolution, it was decided to use 
as a yardstick the error in the estimate of the system gain about null.
If the estimated gain is denoted by P, then the error is (Q^ - P). If 
this is zero, however, it does not imply zero identification error through­
out the range, but experiments showed that in such cases the whole 
characteristic is identified with small errors. An alternative would have 
been to use the error in the estimate of gain when the nonlinearity input 
bias is +W/2; see Fig. 7.2.1.
The experiment configuration is shown in Fig. 7.2.2.
x(t) y(t)
[P,3,1,Variable,242] [1 kHz, 8]
F i g . 7 . 2 . 2  N o n lin e a r system  e x c it e d  w ith  TPRS.
I B
(5) TPRS amplitude 0.25 volts
(4) TPRS amplitude 0.50 volts
(3) TPRS amplitude 0.75 volts
(2) TPRS amplitude 1.50 volts
CD TPRS amplitude 2.25 volts
Fig. 7.2.3 Effect of TPRS amplitude on the identification of 
the gain function T(m) of a ( L-NL-L ) system 
containing a dead-hand nonlinear element;
W « I v . ,  Q1 « 0 ,  Q2 = 1 .
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a
OB
0.5
0.4 -
0.3
0.2
0.1
CD
(2)
(3)
0.5 1.0
IB
(1) TPRS amplitude 0,
(2) TPRS amplitude 0,
(3) TPRS amplitude 1,
Fig. 7.2.4 Effect of TPRS amplitude on the identification of 
the d.c. input-output function of a ( L-NL-L ) 
system'containing a dead-hand nonlinear element;
W = Iv., q2 = 0, q2 = 1 .
25 volts 
5 volts 
0 volts
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In Fig. 7.2.3 and Fig. 7.2.4 are shown estimates of the system gain 
and d.c. input-output functions, obtained with the single amplitude 
correlation method with different values of TPRS amplitude ’A*. As 
expected the identification errors increase with 'A1. Experiments showed 
that doubling the amplitude 'A’ produces the same accuracy loss as halving 
the dead-band range W.
The error in the estimate of gain about null given by ( Q - P ) was( a  1
7.2.1 Resolution with dead-band nonlinearity
plotted as a function of the ratio ^  
Note that since Q
The result is shown in Fig. 7.2.5
of -P as a function of
is zero in this case, the curve shown is really a plot 
' A The error curve indicates that whenW
W 5 1.6A the identification of the gain about null is exact. The physical 
explanation for this lies in the nature of the linear system preceeding the 
nonlinear one. Although the dynamic range of the TPRS test signal is 2A, 
the actual dynamic range of the signal entering the nonlinear element is of 
the order of 1.6A; this means that if the dead band width is greater than 
1.6A, when the nonlinear element input is unbiased its output is always 
zero. The identified gain is, in such cases, exact.
Fig. 7.2.5 Error in estimate of the gain of a ( L-NL-L ) system 
about null; the nonlinear element is a dead-band of 
width 1 volt; W - lv.9 Q = <9, Q ~ 1.
J. Ci
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Using the simulation routines, experiments were carried out to find 
how the error (Q^ - P) varies with amplitude ’A ’, gains and Q2 and
range W. Examples of the gain estimates obtained to test resolution on 
systems containing a gain change nonlinearity are shown in Fig. 7.2.6.
They bear considerable resemblance in form to those obtained for the dead- 
band.
7.2.2 Resolution with general symmetric gain change nonlinearity
Fig. 7.2.6 Effect of TPRS amplitude on the identification of T(m) 
function of a ( L-NL-L ) system containing a gain 
change nonlinear element.
In Fig. 7.2.7 are shown plots of error (Q^ - P) as functions of gain 
Q , the gain Q being fixed at the value of one. These are by way of 
example, showing a typical data ss;, Numerous other tests on the same 
type of nonlinear system, but with different parameters, were carried out.
The results of these experiments can be summarised by the relationship
Error = (Qj - P) = (Qa - F 0 A . (7.2.3)
where F(x) is a function of the form shown in Fig. 7.2.2 and where f(v) 
was found to be a constant depending on the system input characteristics as
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well as the impulse response of the system preceeding the nonlinearity.
In particular if the system is all-pass, f(v) tends to 1. For the linear 
system used in conjunction with the experiments reported here, f(v) was 
found to be 0*81. From the equation (7.2.3) it can be seen that the error 
is proportional to the gain difference (Q^ - Q2); further it can be seen 
that the error is zero if W > 2A f(v).
When f(v) is smaller than one, the dynamics of the linear element can 
thus be thought of as increasing resolution.
7.2.3 Preload type nonlinearities. Effects of input amplitude 
on the identification resolution.
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T(m)
Q ’ ^
r : 1
0 IB
Fig. 7.2.8 Definition of preload nonlinearity.
In Fig. 7.2.8 are shown a typical preload nonlinearity, and its gain 
function. The impulse in the gain function about null is a theoretical 
representation. However experimental results show that it is not 
unrealistic to represent the gain at that point in such a way. In Fig. 7.2.9 
are shown for a range of input TPRS amplitudes, the estimated gain functions 
of a ( L-NL-L ) system, the nonlinear element being a preload as shown in 
Fig. 7.2.8. The results show that as the amplitude of the TPRS input 
becomes small, which is equivalent to small variance, the estimated gain
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0
T(m)
A = 1.0 volts
- 8
0
IB IB
T(m)
A = 1.5 volts
- 8
0
IB
T(m) 
A = 2.0 volts
1
IB
Fig. 7.2.9 Effect of TPRS amplitude A on the identification 
of the gain function T(m) of a ( L-NL-L ) system 
containing a preload nonlinear element;
H = 0.5 volts, Q - 1.
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Fig. 7.2.10 Effect of TPRS amplitude A on the identification 
of the d.c. input-output function of a ( L-NL-L ) 
system containing a preload nonlinear element.
H - 0.5 volts, Q = 1.
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functions approach the idealised one shown in Fig. 7.2.8. Single amplitude
correlation tests were used to obtain these results.
The measurement of the identification resolution cannot be 
accomplished in the same way as for gain change nonlinearities. This is 
because W is now zero, and because the theoretical gain about null is 
infinity. Thus it was decided to use the width of the estimated gain 
function, measured at the point where the spike begins, as an estimate of the 
error. Calling this ’S', then from Fig. 7.2.9 it is seen that 6 is
approximately proportional to A. Of interest is the fact that in all the
cases shown, the spike area, shown shaded (see figure) is, to a 
good approximation, equal to 1. This corresponds to the magnitude of the 
'preload' H. This fact was confirmed by tests carried out for other values 
of H. These tests have demonstrated the fact that with a smaller non­
linear element input variance, the identification is more precise, 
providing there are no external factors influencing the test data, such as 
noise.
In Fig. 7.2.10 are shown the integrated versions of the gain functions. 
Since an integrated delta function is a step function it is obvious that 
the closer the estimated gain curve approximates to a delta function 
superimposed on a constant value, the better will be the estimated nonlinear 
element d.c. input-output function.
The action of the preload nonlinearity is very closely connected to 
that of the ideal relay. In fact, the action of the preload nonlinearity 
is equivalent to that of an ideal relay and an amplifier in parallel. The 
block diagram shown overleaf,- in Fig. 7.2.11, illustrates this principle. .
«*)
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Fig. 7.2.11 Equivalence of .preload nonlinear element to 
parallel connection of ideal amplifier and 
relay elements.
The statistical describing functions of the relay and the preload have a 
mathematical equivalence to Fig. 7.2.11. Many other commonly occurring 
discontinuous elements can be ’decomposed1 as shown above.
The identification of systems containing a relay is examined next. 
The results are directly applicable to systems with preload, using the 
arguments just outlined and, further, they give insight into a method of 
obtaining optimal identification results using the correlation method.
7,2.4 Relay type nonlinearities. Effect of nonlinear element input
The statistical describing function for the relay nonlinearity shown 
in Fig. 7.2.11 can be shown to be given by
variance on identification resolution.
« 2H p (m ) K u u (7.2.4)
(7 .2 .5 )
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where u(t) is the nonlinearity input signal, the bias, and Pu (x)
the probability density function (p.d.f.) of u(t). The describing function
constants f^ and f have been defined in Chapter 4. The expression
for f„ is particularly interesting as it states that the gain which K.
effectively acts on the dynamic component of the nonlinearity input, is
proportional to the probability of that input having a value equal to its
bias. This means that if f is obtained for all possible input biasK.
values, the result will be a map of the probability density function of the 
signal at the nonlinearity input. It was shown that when the system input 
is a Gaussian process the integral of the crosscorrelation function is 
proportional to the statistical describing function; when the system 
contains a relay it is therefore also proportional to the p.d.f. of the 
nonlinearity input, implying that the estimated gain function T(m) has 
a shape resembling the characteristic bell function of the normal 
distribution. If the system input variance is decreased, then the variance 
of the nonlinearity input will also be decreased, resulting in a more 
peaked p.d.f., and also estimated gain function. In the limit with 'zero1 
input variance, the estimated gain function will tend to the impulsive 
shape shown in Fig. 7.2.8 implying exact identification. However such a 
limit is not possible in practice due to noise considerations.
When the input to the nonlinearity is not normally distributed, but 
can still be considered to be a random function, the statistical describing 
function representation of the nonlinearity is probably sub-optimal since 
it is unlikely that such a random function will possess the separability 
property [12]. Further,.the integral of the system crosscorrelation function 
will no longer be proportional to the statistical describing function.
Experiments were carried out to find qualitative relationships between 
the statistical properties of the nonlinear element input, and the 
estimated gain function. A three-level sequence was injected into a system 
consisting of a low-pass filter followed by the relay. The filter cutoff 
frequency was varied and an identification carried out for each setting.
The p.d.f. of the signal entering the relay was obtained using a digital 
instrument (Hewlett-Packard type 3721 A) • The experimental set up is 
shown in Fig. 7.2.12.
!a
- 191 -
[P,3,1,Variable,242] [1.67 kHz, 8]
Fig. 7.2.12 Experimental arrangement used to investigate the 
effect of band-limiting TPRS on its p.d.f., and 
on the identification resolution of a relay when 
the filtered TPRS is used as test signal.
Linear systems have the property that they tend to normalise their 
input signals. The three-level sequence is used as an approximation to 
band limited white noise; in the frequency domain, the approximation is 
quite good providing the linear system into which the TPRS is injected has 
a band width smaller than that of the TPRS itself. The output from the 
linear system will tend, under such conditions, to be normally distributed. 
The power spectrum and p.d.f. of a three-level sequence are shown overleaf, 
in Fig. 7.2.13. The p.d.f. of the TPRS signal is seen to be completely 
unrelated to that of a normally distributed random variable. The p.d.f. of 
the signal entering the nonlinear element is however different from that of 
the TPRS, due to the action of the low pass filter, this element tending to 
normalize its inputs.
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Probability Density 
Function
-A 0
Fig. 7.2.13 Power spectrum and p.d.f. of TPRS.
Considering the experiment configuration shown in Fig. 7.2.12, the first 
low-pass filter has thus the effect of normalising the p.d.f. of the 
three-level sequence, at the same time rendering it a better approximation 
to band-limited white noise. This may be realised by imagining the effect 
of a low-pass operation on the spectral density function shown in Fig. 7.2.13 
The second low-pass filter is used to prevent aliasing. The nonlinear 
element generates harmonics from its input spectrum, and thus, an anti­
aliasing filter is essential especially when the nonlinear element appears 
at tne output of the system.
In Fig. 7.2.14 and Fig. 7.2.15 are shown the p.d.f.fs of the signal at 
the nonlinearity input, for different filter cut off frequencies, while 
Fig. 7.2.16 and Fig. 7.2.17 contain respectively estimates of the system 
gain function, and their integrated counterparts. These latter results 
were obtained using the single amplitude correlation method. These curves 
are interesting because they show both how filtering affects the p.d.f. 
of the thrcc-lcvel signals, and also show that the estimate of the gain 
function is affected very significantly by the statistical properties of the 
signal entering the nonlinearity.
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J
0 0.5 volts
Amplitude
Fig. 7.2.14 Probability density functions of low-pass filtered 
TPRS. f = filter cut off frequency. The TPRS 
signal is unbiased, with amplitude 1 volt.
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0 0.5
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Fig. 7.2.15 Probability density functions of low-pass filtered 
TPRS. fG = filter cut off frequency in Hz. The 
TPRS signal is unbiased, with amplitude 1 volt.
When the cut off frequency f is very small compared to the TPRS
1 cclock frequency ( f^ , = -^ - = 1.67 KHz ) which is 1.67 KHz in this case, then 
the p.d.f. of the signal entering the nonlinear element shows the presence 
of a finite number of independently phased, sinusoidal random processes.
This point is demonstrated by Fig. 7.2.14 showing the p.d.f.'s of the 
three-level sequence filtered with cut off frequencies of 50 and 20 Hz, 
drawn to a large horizontal scale. As f is increased, (see Fig. 7.2.15), 
the p.d.f. takes a form which more closely approximates that of a normally 
distributed random variable. This is expected since, when f is smaller 
than the half-power frequency, the spectrum of the three-level sequence 
is fairly flat; increasing f within this range has the effect of producing 
a signal with a larger number of independent random variables which, as 
predicted by the 'Central Limit Theorem', tends to produce a normally 
distributed process. The flat spectrum in itself is not important towards
the production of a normal process, but it does mean that when the process
approximates to the normal one it also approximates to band limited white 
noise. When the cut off frequency is further increased, the shape of the 
TPRS power spectral density function begins to affect the signal, imposing on 
it a deterministic imprint. The autocorrelation function becomes more like the 
theoretical one of band limited white noise, but with a finite period, and 
the p.d.f., distorts away from that of a normally distributed variable; 
the three spikes appear, and the other components decrease in magnitude. 
Eventually the filter cut off is so high that most of the three-level 
sequence is passed, and the p.d.f. then approximates closely to that of the 
unfiltered three-level signal. The p.d.f. data given in Fig. 7.2.15 however 
does not contain examples of TPRS filtered with f > 830 Hz. However the 
three spikes are very evident for cut off frequencies greater than 750 Hz.
The TPRS clock frequency f * is 1.67 KHz.
Estimates of the system gain and d.c. input-output functions are shown
in Fig. 7.2.16 and Fig. 7.2.17. Comparing them to the exact relationships 
shown in Fig. 7.2.8 these results tend to suggest that as the cut off 
frequency is decreased further and further the estimates become 
monotonically better. A measure of the resolution of identification of the 
ideal relay can be defined as the distance corresponding to the range 
over which the identified relay characteristic is in error by more than 
5%. See Fig. 7.2.18 for a diagramatic explanation of 6q0
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Fig. 7.2.16 Identification of the gain function of a
( L-NL ) system containing a relay nonlinear 
element. The linear element is a low-pass filter 
with variable cut off frequency f . The
identification performance is 
for different f values.
G
compared
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Fig. 7.2.17 Identification of the system d.c. input-output
function of a ( L-NL ) system containing a relay 
nonlinear element. The linear element is a low- 
pass filter with variable cut off frequency f . 
The identification performance is compared for 
different f  values.
i
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Perfect identification is achieved when 6 = 0. Applying this resolution
measure to the data in Fig, 7.2.17, showing identifications of an ideal 
relay characteristic as a function of system input amplitude, yields the 
graph shown in Fig. 7.2.19. This quantitatively suggests that as the 
amplitude of the input TPRS is reduced, the identification of the relay 
characteristic becomes more accurate. This is a misleading conclusion in 
the presence of noise; when the system is simulated and noise free the 
lower limit of the input amplitude is imposed by resolution considerations.
Fig. 7.2.18 definition of the 5% resolution measure.
The estimated gain functions are interesting, since considerable 
resemblance can be found between them and the corresponding p.d.f.fs shown 
in Fig. 7.2.15. The similarity is greatest when the filtered r.hree- 
level sequence most closely approximates to a normally distributed random 
variable. Among the experimental records shown, this corresponds to the 
case of a cut off frequency of 200 Hz. The action of the low-pass filter 
is predominantly to band limit the spectrum of the three-level sequence. 
This results in the changes of the p.d.f. which have been qualitativly 
explained. However, one very important side effect of the filtering 
operation,is that the variance of the output signal is decreased; in . 
particular, for unbiased signals, the power of the signal is decreased.
OB
5% H
IB
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Cut off frequency f^
Fig. 7.2.19 Identification performance of correlation method, 
applied to a ( L-NL. ) system, the nonlinear 
element being an ideal relay. The 5% resolution 
measure is used.
The signal entering the nonlinear element has a smaller variance as the 
filter cut off frequency is reduced. Therefore quite apart from effects due 
to the form taken by the nonlinear element input signal p.d.f., the results 
of the identification procedure are bound to be improved by the fact that the 
variance is smaller. However, as' the variance of the signal input to the 
nonlinear element becomes smaller, so does that of the system output; tiiis 
means that the output signal to noise ratio deteriorates, and the improvements 
which would otherwise have been obtained due to the smaller variances, are 
offset due to the greater effects of noise. What is required is to find how 
the shape of the nonlinear element input p.d.f. is related to the 
identification performance, independently of the signal variance.
-  2 0 0  -a
7.2.5 Variance equalisation of filtered TPRS
An investigation was carried out to find relationships between filter 
output variance and its cut off frequency, with a TPRS input. Theoretical 
relationships for idealised filters were compared with experimental results.
a2
X
a2u ° 2 y
Ideal H(s)
amplifier te- - hi-
Low-pass
gain Kf filter
x(t) u(t) y(t)
Fig. 7.2.20 Experimental arrangement used to find variance 
relationships for filtered TPRS.
Consider Fig. 7.2.20; K,. is an ideal gain element, and H(s) the transferx
function of an ideal low-pass filter with cut off frequency f . If theG
system input is a TPRS, its power spectral density is
S (f) - -  -  I b2 6
xx 71 N K«l,3,5 NAt
- f (7 .2 .6 )
a -  2 0 1  -
where N is the sequence bit length, (^) the sequence clock frequency and 
if A is the TPRS amplitude then
B = A2 f N + 1N
h - sinC^K/N) 
k ( ttK /n j
(7.2,7)
The input sequence is unbiased,
The variance of the three-level sequence is given by
2 1
X TT
S (f)df
XX
(7.2.8)
Similarly that of the signal entering the filter is
Kf a2 _ ----
U TT
S (f)df
XX
(7.2.9)
The variance of the ideal filter output, with cut off frequency f is given 
by
f
K2 c
S (f)df xx (7.2.10)
It is useful to find the relationship between a2 and a2 keeping K~x y t
equal to one, varying the cut off frequency f , and the relationship between 
the cut off frequency and K^» to maintain a2 constant.
er- K-y _  f_
cr2 a2TTx x o
S (f)df * 1 xxv s (7.2.11)
An example of the relationship between power transfer ratio ( a2/o2 ) as ay x
function of ( f^/f^ ) for unity gain ' is shown in Fig. 7,2,21. The 
theoretical curve is shown together with experimental ones, derived using
-  2 0 2  -
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D L
t i  Ideal filter
tij /  8th order filter
t i
4th order filter
Fig. 7.2.21 Relationships between power transfer ratio (of low- 
pass filters) and normalized out off frequency, for 
TPRS inputs.
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Ideal filter 
8th order filter 
4th order filter
Fig. 7.2.22 Relationship betwee low-pass filter cfain 
and its normalized out off frequency3 
required to maintain constant, the output 
variance of the filter when driven by TPRS.
t i
t i
/
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two analogue filters, one of fourth and one of eighth order. The curves
in Fig. 7.2.22 show, for the same test conditions, the variation of
needed to maintain the filter output variance constant as the normalized cut off
frequency is changed, both for experimental as well as the theoretical cases.
Several other experiments were car'ried out showing that the curves are
practically invariant with sequence length and clock frequency (1/At).
7.2.6 Identification resolution as a function of nonlinear element 
input p.d.f. with variance equalisation
Using the relationships shown graphically in Fig. 7.2.22 it was possible 
to carry out experiments to determine the influence of the filter cut off, 
independently of nonlinear element input variance, on the resolution of 
identification of the relay nonlinearity. In other words the experiments 
described earlier, the results of which are given in Fig. 7.2.16 and 
Fig. 7.2.17, are repeated for the same variation of cut off frequencies, 
but with the added constraint of constant variance at the nonlinearity 
input. The experimental set up is shown in Fig. 7.2.23. The gain of the low 
pass filter is adjusted in such a way that as the filter cut off frequency is 
varied, the low pass filter output variance remains constant.
[P,3,1,Variable,242] 
x(t)
[1.67 kHz, 8]
Low-pass
filter
h(x) y(t)
) F
f = 833 Hz c
.D.F. \
Measurement j
Fig. 7.2.23 Experimental arrangement used to investigate the 
effect of band-limiting TPRS on its p.d.f. j and 
on the identification resolution of a relay when 
the filtered TPRS is used as test signal.
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A m p litu d e
F ig .  7 .2 .2 4  P r o b a b i l i t y  d e n s i t y  f u n c t io n s  o f  lo w -p a s s  f i l t e r e d  
an d  'v a r ia n c e  e q u a l i z e d 1 TPRS. f  = f i l t e r  c u t  o f f  
f r e q u e n c y  i n  Hz. The TPRS s i g n a l 0  i s  u n b ia s e d  w i th  
a m p li tu d e  1 v o l t .
&A d e m o n s tra tio n  o f  th e  e f f e c t  o f  lo w -p a s s  f i l t e r i n g  w it h  o u tp u t v a r ia n c e  
e q u a l is a t io n  a re  g iv e n  b y  th e  p . d . f . ’ s shown i n  F ig .  7 .2 .2 4 . The f i l t e r  
o u tp u t v a r ia n c e  was k e p t c o n s ta n t  b y  v a r y in g  th e  f i l t e r  g a in  Kf . The 
a p p ro p i-ia te  v a lu e s  o f  Kp to  be used w ere o b ta in e d  from  th e  e x p e r im e n ta l 
c u rv e s  shown in  F ig .  7 .2 .2 2 . The p . d . f . ! s  o b ta in e d  a re  in  f a c t  s im i la r  to  
th e  ones shown in  F i g .  7 .2 .1 5 , b u t  a ppea r d i f f e r e n t  because th e  g a in  
has a m p lif ie d  th e  h o r i z o n t a l  s c a le .  As a r e s u l t  th e  p re se n ce  o f  
in d e p e n d e n t ly  phased s in u s o id a l  com ponents i s  much more e v id e n t  as th e  c u t  
o f f  f re q u e n c y  i s  d e c re a s e d .
I d e n t i f i c a t i o n  t e s t s  were c a r r ie d  o u t w ith  th e  d i f f e r e n t  f i l t e r  c u t o f f s
and c o n s ta n t  n o n l in e a r i t y  in p u t  v a r ia n c e ,  th e  r e s u l t s  o f  w h ich  a re  shown in
F i g .  7 .2 .2 6  and F i g .  7 .2 .2 7 . Th ese  r e s u l t s  show how, f o r  c o n s ta n t n o n -
l i n e a r i t y  in p u t  v a r ia n c e ,  th e  c u t  o f f  f re q u e n c y  a f f e c t s  th e  r e s o lu t io n  o f  th e
i d e n t i f i c a t i o n  m ethod. The in t e g r a t e d  g a in  c u r v e s ,  show ing  th e  system  d . c .
in p u t -o u t p u t  r e la t i o n s h i p ,  g iv e s  a b e t t o r  . in d ic a t io n  o f  th e  id e n t i f i c a t i o n
p e rfo rm a n c e . To  m easure q u a n t i t a t i v e l y  th e  r e s o lu t io n  o f  i d e n t i f i c a t i o n ,
th e  5% c r i t e r i o n  i s  u se d ; t h i s  was d e f in e d  in  s e c t io n  ( 7 . 2 .4 ) .  The g ra p h
shown o v e r le a f  i s  o b ta in e d  b y  a p p ly in g  th e  r e s o lu t io n  m easure to  F ig .  7 .2 .2 7 .
N ote  th a t  p e r f e c t  i d e n t i f i c a t i o n  i s  o b ta in e d  when 6 = 0 .  Th ese  c u rv e so
s u g g e s t th a t  as th e  c u t - o f f  f re q u e n c y  i s  re d u c e d , th e  p e rfo rm a n ce  im pro ve s 
up to  a c r i t i c a l  v a lu e ,  g iv e n  in  t h i s  case b y  f  = 200 H z , beyond w h ich  i t  
d ro p s  r a p i d l y .  T h is  i s  a v e r y  im p o rta n t p o in t  e s p e c ia l l y  as i t  was fou n d  
th a t  such  b e h a v io u r  o c c u rs  w ith  a l l  th e  d is c o n t in u o u s  n o n l in e a r i t i e s  w h ich  
were t e s t e d .  F u r t h e r ,  th e  optimum c u t o f f  fre q u e n c y  was fo u n d  to  be th a t  
f o r  w h ich  th e  f i l t e r  o u tp u t p . d . f .  most c lo s e ly  resem bles th a t  o f  a n o rm a lly  
d is t r ib u t e d  v a r ia b le .  I t  was fou n d  t h a t ,  w ith  TPRS in p u t s ,  th e  c u t o f f  
f re q u e n c y  o f  a lo w -p a s s  f i l t e r  w h ich  r e s u l t s  in  a n o rm a lly  d i s t r ib u t e d  o u tp u t } 
l i e s  in  th e  range
-  2 0 6  -
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F ig .  7 .2 .2 5  I d e n t i f i c a t i o n  o f  th e  g a in  f u n c t io n  o f  a  ( L-NL ) s y s te m
c o n ta in in g  a  r e l a y  n o n l in e a r  e le m e n t « The l i n e a r  e le m e n t i s  
a  lo w -p a s s  f i l t e r  w i th  v a r i a b l e  g a in  an d  c u t  o f f  
f r e q u e n c y  f  . The i d e n t i f i c a t i o n  p e r fo rm a n c e  i s  com pared  
f o r  d i f f e r e n t  f  v a lu e s ,  th e  f i l t e r  o u tp u t  v a r ia n c e  b e in g  
k e p t  c o n s ta n t  b§  g a in  a d ju s tm e n t .
o 
_
r
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F ig .  7 .2 .2 6  I d e n t i f i c a t i o n  o f  th e  d . c .  i n p u t - o u tp u t  f u n c t io n  o f
a  (  L-NL ) s y s te m  c o n ta in in g  a  r e l a y  n o n l in e a r  e le m e n t.  
The l i n e a r  e le m e n t i s  lo w -p a s s  f i l t e r  w i th  v a r i a b l e  
g a in  and c u t  o f f  f r e q u e n c y  f  . The i d e n t i f i c a t i o n  
p e r fo rm a n c e  i s  com p a red  f o r  d i f f e r e n t  f  v a lu e s ,  th e  
f i l t e r  o u tp u t  v a r ia n c e  b e in g  k e p t  c o n s ta n t  b y  g a in  
a d ju s tm e n t .
-  2 0 9  -
a
C u t o f f  fre q u e n c y  f
F ig .  7 .2 .2 7  I d e n t i f i c a t i o n  p e r fo rm a n c e  o f  c o r r e l a t i o n  m eth od  i n  
c o n ju n c t io n  w i th  TPRS p r e n o r m a l i s a t io n  f i l t e r i n g ,  
a p p l i e d  t o  a  ( L-NL ) s y s te m , th e  n o n l in e a r  e le m e n t  
b e in g  an  i d e a l  r e l a y . The 5% r e s o l u t i o n  m easu re  i s  
u s e d .
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U s in g  th e  e x p e r im e n ta l e v id e n c e  o u t l in e d  in  th e  la s t  s e c t io n  i t  i s  
p o s s ib le  to  o p t im is e  th e  n o n l in e a r  g a in  f u n c t io n  id e n t i f i c a t i o n  p ro c e d u re , 
f o r  th e  g e n e ra l case o f  a (  L -N L -L  ) sys te m . I t  has been in d ic a t e d  th a t  
when th e  in p u t  to  th e  n o n l in e a r i t y  i s  n o rm a lly  d i s t r i b u t e d ,  th e  i d e n t i f i c a t i o n  
pe rfo rm a n ce  i s  o p t im a l. The b e s t  way o f  e n s u r in g  t h i s  i s  to  lo w -p a s s  f i l t e r  
th e  t h r e e - l e v e l  sequence p r i o r  to  i t s  i n j e c t i o n  in t o  th e  sys te m . The f i l t e r  
re q u ire m e n ts  a re  a g a in  su ch  th a t  i t s  o u tp u t  v a r ia n c e  i s  j u s t  la rg e  enough 
to  p r o v id e  th e  d e s ire d  o u tp u t s i g n a l - t o -n o i s e  r a t i o ,  and a c u t - o f f  
fre q u e n c y  such  th a t  th e  f i l t e r  o u tp u t p . d . f .  i s  as 'n o rm a l' as p o s s ib le .
I f  th e  system  i t s e l f  c o n ta in s  l i n e a r  e lem ents p r i o r  to  th e  n o n l in e a r  o n e s , 
th e n  th e se  w i l l  te n d  to  f u r t h e r  n o rm a lis e  th e  in p u t  s ig n a ls .  The g e n e ra l is e d  
e x p e r im e n ta l s e t  up i s  as shown in  F i g ,  7 ,2 .2 8 .
7 . 2 . 7  O p t i m i s e d  i d e n t i f i c a t i o n  p r o c e d u r e
L l N L2
P r e c o n d it io n in g  o r  
p re n o rm a lis in g  f i l t e r
System  u n d e r t e s t A n t i - a l i a s i n g
f i l t e r
F ig .  7 .2 .2 8  Optimised experim ental arrangement fo r  the
co rre la tio n  id e n ti f ic a t io n  o f  the system T(m) fu n c tio n .
When th e  c r o s s c o r r e la t io n  i s  c a r r ie d  o u t ,  i t  can be p e rfo rm e d  betw een th e  
p re c o n d it io n e d  in p u t  x ( t ) ,  and th e  o u tp u t ,  b u t a ccou n t has to  be ta k e n  o f  
th e  e x t r a  g a in  Kp . H ow ever such  a p ro c e d u re  i s  advantageous s in c e  th e  
s ig n a l  x ( t )  i s  d i g i t a l ,  and s p e c ia l  c r o s s c o r r e la t io n  a lg o r ith m s  can be 
em ployed in v o l v in g  o n ly  a d d i t io n s .
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C o n c lu d in g  t h i s  s e c t io n ,  i t  can be s ta te d  th a t  th e  c o r r e la t io n  m ethod, 
a lth o u g h  c o n c e p tu a lly  s im p le , needs c a r e f u l  a p p l ic a t io n  to  o b ta in  th e  b e s t  
p o s s ib le  r e s u l t s .  I t  has been shown how t e s t  s ig n a l  p r e c o n d it io n in g  can 
im pro ve  th e  e s t im a te s , a p p lie d  to  system s c o n ta in in g  d is c r e t e  n o n l in e a r i t i e s .  
E q u iv a le n t  im provem ents a re  to  be .e xp e c te d  i f  th e  n o n l in e a r i t i e s  a re  sm ooth. 
In  th e  n e x t  s e c t io n s  i t  i s  shown th a t  f u r t h e r  im provem ent in  r e s o lu t io n  can 
be a c h ie v e d  u s in g  th e  two a m p litu d e  t e s t  method e x p la in e d  in  C h a p te r 6 , b u t 
f i r s t  a re  g iv e n  r e s u l t s  o f  i d e n t i f i c a t i o n  t e s t s  c a r r ie d  o u t on th e  system  
shown i n  F i g .  7 .2 .2 9 , w it h  d i f f e r e n t  p re n o rm a lis a t io n  f i l t e r  c u t - o f f  
f r e q u e n c ie s ;  th e  system  c o n ta in s  a dead band n o n l in e a r i t y  o f  w id th  0 .5  v o l t s .
m Dead-band w id th  = 0 . 5  v o l t s
* ( 0  xn (t)  y ( t )  yf (t)
[ P ,3 , 1 ,V a r i a b le ,242] [1 .6  k H z , 8]
F ig .  7 .2 .2 9  Experimental arrangement fo r  the id e n ti f ic a t io n  
o f  the Tim) fu n c tio n  o f  a C L-NL ) system ,  
containing a dead-hand nonlinear element.
The id e n t i f i c a t i o n s  o f  th e  T(m ) fu n c t io n s  a re  shown in  F ig .  7 . 2 . 3 0 ,  th e  
r e s u l t s  b e in g  p re s e n te d  in  t h a t  p a r t i c u l a r  form  so th a t  e a sy  com parison  can 
be made betw een them. The p a t t e r n  i s ,  as b e f o r e ,  im provem ents as f  i s  
re d u ce d  from  la rg e  v a lu e s  u n t i l  a l i m i t  i s  re a c h e d , b e lo w  w h ich  < ie  
i d e n t i f i c a t i o n s  become le s s  a c c u ra te .
The  a c c u ra c y  o f  th e  i d e n t i f i c a t i o n s  i s  to  a c e r t a in  e x te n t  s u b je c t iv e .  
The e x a c t  T(m ) c u rv e  i s  ( a ) ;  th e  e s tim a te s  most c lo s e l y  a p p ro x im a tin g  to  
t h i s  a re  th o se  g iv e n  in  (g )  o r  ( h ) , c o r re s p o n d in g  to  c u t - o f f  f re q u e n c ie s  
o f  th e  o rd e r  ( —  ) .  Th ese  r e s u l t s  de m o n stra te  th a t  th e  e f f e c t  o f  th e
p re n o rm a lis in g  f i l t e r  i s  b e n e f ic ia l  even  when a n o th e r l i n e a r  e lem ent i s  
in te rp o s e d  between th e  f i l t e r  o u tp u t  and th e  n o n l in c a r i t y ;  in  f a c t ,  as 
m entioned e a r l i e r ,  th e o ry  p r e d ic t s  th a t  such  an a rrangem ent p ro d u ce s  even
Ca)
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E x a c t  T ( m )
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F ig .  7 .2 .3 0  E f f e c t  o f  p r e n o r m a l i s a t io n  f i l t e r  c u t  o f f  f r e q u e n c y  
w i th  v a r ia n c e  e q u a l i s a t i o n  on th e  i d e n t i f i c a t i o n  o f  
th e  T(m) f u n c t io n  o f  a  ( L-NL ) s y s te m  c o n ta in in g  a  
d ea d -h a n d  n o n l in e a r  e le m e n t;  d e a d -h a n d  w id th  - 0 . 5  v o l t s
-  2 1 3  -
b e t t e r  r e s u l t s  due to  th e  added n o rm a liz a t io n  p ro c e s s  due to  th e  second 
l in e a r  e le m e n t.
I t  has been shown how optimum r e s u l t s  may be a ch ie v e d  w ith  s in g le  mean 
le v e l  t e s t i n g ;  i n  th e  n e x t  s e c t io n  i t  w i l l  be dem onstra ted  th a t  f u r t h e r  
im proved  i d e n t i f i c a t i o n  p e rfo rm a n ce  can be a ch ie ve d  w it h  th e  re p e a te d  mean 
le v e l  t e s t ,  T h is  w i l l  le a d  t o  th e  c o n c lu s io n  th a t  a c o m b in a tio n  o f  th e  
re p e a te d  mean le v e l  t e s t ,  and p re n o rm a liz a t io n  f i l t e r i n g ,  y ie ld s  even more 
a c c u ra te  i d e n t i f i c a t i o n s .
7 .3  Repeated mean le v e l  t e s t in g  and system s w ith  d is c o n t in u o u s  n o n l in e a r i t i e s
E xp e rim e n ts  showed th a t  th e  method d e ve lo p e d  in  C h a p te r 6 f o r  th e  
re p e a te d  mean le v e l  t e s t  a p p lie d  to  system s w ith  p o ly n o m ia l n o n l in e a r i t i e s  
i s  i n  f a c t  e q u a lly  w e l l  a p p l ic a b le  to  system s w ith  d is c o n t in u o u s  on e s .
When t h i s  i s  c o n s id e re d  in  r e la t i o n  to  th e  argum ents g iv e n  in  s e c t io n  (7 .2 )  
i t  i s  p e rh a p s s u r p r i s in g .  How ever d e f in i t e  im provem ents can be o b ta in e d , 
as can be seen b y  th e  exam ple in  F ig ,  7 .3 .2 .  The smooth l i n e  re p re s e n ts  th e  
s in g le  a m p litu d e  and th e  b ro k e n  l i n e  th e  d o u b le  a m p litu d e  t e s t  e s tim a te  o f  
a dead -band  c h a r a c t e r i s t i c .  The second a m p litu d e  i s  1,33 tim e s la r g e r  th a n  
th e  f i r s t .  The im provem ent i s  c o n s id e ra b le ;  F ig .  7 .3 .3  shows th e  in t e g r a t e d  
g a in  c h a r a c t e r i s t i c s ,  g iv in g  an even b e t t e r  in d ic a t io n  o f  t h i s ,  th e  fu n c t io n s  
b e in g  smoothed b y  th e  in t e g r a t io n  p ro c e s s .  D e t a i ls  o f  th e  e xp erim e n t 
c o n f ig u r a t io n  a re  shown in  F ig .  7 .3 .1 .
A n o th e r exam ple o f  th e  r e s o lu t io n  im provem ent i s  shown i n  F i g .  7 .3 .4  
show ing th e  e f f e c t  o f  a re p e a te d  mean le v e l  t e s t  on th e  same system  as 
c o n s id e re d  abo ve , b u t w ith  much s m a lle r  TPRS a m p litu d e s . The im provem ents 
a re  such  t h a t  a lm ost p e r f e c t  id e n t i f i c a t i o n  can be c la im e d . In  b o th  cases 
th e  n o n l in e a r i t i e s  w ere imbedded between l in e a r  system s o f  u n i t y  g a in ;  th e  
s ig n a l  p r e c o n d it io n in g  d e s c r ib e d  in  s e c t io n  (7 .2 .7 )  was n o t u se d .
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F ig .  7 .3 .1  E x p e r im e n ta l  a rra n g em en t f o r  th e  RMLT i d e n t i f i c a t i o n  
o f  ( L-NL-L ) s y s te m  c o n ta in in g  a  d e a d -b a n d  e le m e n t;  
d ea d -h a n d  w id th  -  1 . 0  v o l t s .
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F ig .  7 .3 .2  I d e n t i f i c a t i o n  o f  T(m) f u n c t io n  o f  ( L-NL-L ) s y s te m  
c o n ta in in g  a  d e a d -b a n d  n o n l in e a r  e le m e n t ,  b y  SLT an d  
RMLT m e th o d s . TPRS b a s e  a m p li tu d e ,  1• v o l t .  D ead-  
ban d  w id th  1 v o l t .
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F ig .  7 .3 .3  I d e n t i f i c a t i o n  o f  th e  d . c . in p u t - o u tp u t  f u n c t io n  o f  
( L-NL-L ) s y s te m  c o n ta in in g  a  d e a d -b a n d  n o n l in e a r  
e le m e n t b y  SLT an d  RMLT m e th o d s . TPRS b a s e  a m p li tu d e ,  
1 v o l t .  D ead-ban d  w id th ,  1 v o l t .
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F ig .  7 .3 .4  I d e n t i f i c a t i o n  o f  th e  d . c . in p u t - o u tp u t  f u n c t io n  o f  
a ( L-N L-L ) s y s te m  c o n ta in in g  a  d e a d -b a n d  n o n l in e a r  
e le m e n t  b y  SLT an d  RMLT m e th o d s . TPRS b a s e  a m p l i tu d e ,  
0 . 5 v o l t s ;  d e a d -b a n d  w id th s  1 v o l t .
7 .4  S ig n a l p r e c o n d it io n in g  and re p e a te d  mean le v e l  t e s t in g ;  combined
method to  a c h ie v e  h ig h  r e s o lu t io n
The re p e a te d  mean le v e l  t e s t  th e o r y  i s  a p p l ic a b le  t o  W iener ( L -N L  ) o r  
Ham m erstein ( N L -L - )  as w e l l  as to  th e  g e n e ra l ( L -N L -L  ) ty p e  sys te m s.
The p re c o n d it io n in g  o f  th e  TPRS p r i o r  to  i t s  in j e c t i o n  in t o  th e  system  has 
th e  e f f e c t  o f  ch a n g in g  th e  i d e n t i f i c a t i o n  o f  a Ham m erstein ty p e  system  in t o  
th e  id e n t i f i c a t i o n  o f  a g e n e ra l ( L -N L -L  ) one , b u t le a v e s  th e  b a s ic  
e xp e rim e n t c o n f ig u r a t io n  u n a lte re d  i f  th e  system  i s  a lre a d y  o f  W iener o r  
g e n e ra l t y p e .  T h is  i s  s im p ly  due to  th e  f a c t  t h a t  th e  p r e c o n d it io n in g  i s  
c a r r ie d  o u t b y  a l i n e a r  f i l t e r ,  w h ich  com bines w ith  any o th e r  l in e a r  e lem ent 
p r i o r  t o  th e  n o n l in e a r  on e , i n  making up a s in g le  l in e a r  sys te m . The 
re p e a te d  mean le v e l  t e s t  te c h n iq u e  can th u s  be a p p lie d  in  c o n ju n c t io n  w ith  
TPRS p r e c o n d it io n in g  and th e  im provem ents due to  th e  two methods must be 
b a s i c a l l y  a d d i t i v e .  T h is  was co n firm e d  b y  e x p e r im e n ts . An exam ple i s  
p ro v id e d  b y  F ig .  7 .4 .1  w h ich  shows th e  e f f e c t  o f  c a r r y in g  o u t a re p e a te d  
mean le v e l  t e s t  i d e n t i f i c a t i o n  on a system  c o n ta in in g  a dead band n o n l in e a r  
e le m e n t. The a c tu a l e xp e rim e n t c o n f ig u r a t io n  i s  shown i n  F i g .  7 .3 .1 ;  th e  
second a m p litu d e  f o r  th e  TPRS c o r r e la t io n  p ro c e d u re  was 1.33 tim es g r e a te r  
th a n  th e  base one ; (  R = 1.33 ) .  The p r e c o n d it io n in g  f i l t e r  c u t - o f f  
f re q u e n c y  was v a r ie d  and th e  e s tim a te d  g a in  c u rv e  o b ta in e d  and p lo t t e d  in  
F i g .  7 .4 .1  f o r  each s e t t i n g .  The d o tte d  l in e s  re p re s e n t  th e  id e n t i f i e d  
g a in  f u n c t io n s  o b ta in e d  w ith  th e  s in g le  le v e l  t e s t ,  w h ile  th e  c o n tin u o u s  
ones a re  th e  r e s u l t  o f  a p p ly in g  th e  re p e a te d  mean le v e l  t e s t .  The 
im provem ents a re  o b v io u s .
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E f f e c t  o f  p r e n o r m a l i s a t io n  c u t  o f f  f r e q u e n c y  w i th  
v a r ia n c e  e q u a l i s a t i o n  on th e  i d e n t i f i c a t i o n  o f  th e  
T(m) f u n c t io n  o f  a  ( L-NL ) s y s te m  c o n ta in in g  a  
d e a d -b a n d  n o n l in e a r  e le m e n t . C om parison  o f  SLT and  
RMLT m e th o d s . D ead-ban d  w id th ,  0 .5  v o l t s .
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T h is  c h a p te r  has dem o n stra ted  th a t  th e  id e n t i f i c a t i o n  methods d e ve lo p e d  
f o r  system s c o n ta in in g  smooth n o n l in e a r i t i e s  can e q u a lly  w e l l  be a p p lie d  to  
system s c o n ta in in g  d is c r e t e  o n e s . •The r e s o lu t io n  o f  i d e n t i f i c a t i o n  was 
dem on stra ted  to  be a f u n c t io n  o f  n o n l in e a r  e lem ent in p u t  v a r ia n c e  as w e l l  as 
p . d . f .  shape . I t  was shown th a t  b y  p a s s in g  a.TPRS s ig n a l  th ro u g h  a lo w - 
pa ss f i l t e r  w ith  a c u t - o f f  f re q u e n c y  f ^  w h ich  l i e s  in  th e  ra n ge
A _  < f  < —A
5At c 9At
where ( ) i s  th e  TPRS c lo c k  f re q u e n c y , then  th e  o u tp u t from  th e  f i l t e r  i s
a re a s o n a b le  a p p ro x im a tio n  to  a n o rm a lly  d is t r ib u t e d  random v a r ia b le .  I t  
was f u r t h e r  shown th a t  when th e  in p u t  to  th e  n o n l in e a r  e lem ent i s  n o rm a lly  
d i s t r i b u t e d ,  th e n  i t s  i d e n t i f i c a t i o n ,  v i a  th e  c o r r e la t io n  methods d e s c r ib e d  
in  C h a p te r 6 , i s  im proved s i g n i f i c a n t l y .  I t  i s  th e r e f o r e  su g g e ste d  th a t  th e  
p ro c e d u re  o f  n o rm a lis in g  th e  TPRS s ig n a l  p r i o r  to  i t s  in j e c t i o n  in t o  th e  
system  u n d er t e s t ,  sh o u ld  be a lw ays a d o p te d . To com pensate f o r  th e  f a c t  
th a t  th e  f i l t e r i n g  o p e ra t io n  rem oves power from  th e  TPRS s ig n a l ,  adequate 
g a in  s h o u ld  be in c o rp o ra te d  in t o  th e  p r e c o n d i t io n in g ,  o r  n o rm a lis in g , f i l t e r .  
To f u r t h e r  im prove  th e  r e s o lu t io n  o f  i d e n t i f i c a t i o n ,  i t  was shown th a t  th e  
method o f  re p e a te d  mean le v e l  t e s t i n g ,  w hereby two c o r r e la t io n  t e s t s  a re  
c a r r ie d  o u t f o r  each in p u t  b ia s  s e t t i n g ,  can be used even when d is c o n t in u o u s  
n o n l in e a r i t i e s  o c c u r w i t h in  th e  system .
The p ro c e d u re s  o u t l in e d  in  t h i s  c h a p te r  to  im prove  r e s o lu t io n  b y  p r e ­
c o n d it io n in g  th e  in p u t  TPRS a re  a p p l ic a b le  in  f a c t  to  th e  id e n t i f i c a t i o n  
o f  system s w ith  smooth n o n l in e a r i t i e s ;  th e  method was how ever d is c o v e re d  
t e s t in g  d is c r e t e  n o n l in e a r i t y  system s as in  such cases th e  im provem ents w h ich  
can be o b ta in e d  a re  f a r  more e v id e n t ,  and due to  th e  p a r t i c u la r  
c h a r a c t e r i s t i c s  o f  th e  id e a l  r e la y .
7 . 5  S u m m a r y
CHAPTER 8
f
I D E N T I F I C A T I O N  O F  T H E  G A I N  A N D  F R I C T I O N  C H A R A C T E R I S T I C S  
O F  A  H Y D R A U L I C  S E R V O D R I V E  S Y S T E M
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8 .1  In t r o d u c t io n
In  t h i s  C h a p te r some o f  th e  id e n t i f i c a t i o n  p ro c e d u re s  a lre a d y  d e s c r ib e d  
a re  a p p lie d  to  th e  t e s t in g  o f  an e le c t r o h y d r a u l ic  s e r v o d r iv e  system . In  
p a r t i c u la r  th e  in p u t  c u r r e n t  v s .  -o u tp u t speed d .c .  c h a r a c t e r i s t i c  i s  
i d e n t i f i e d ,  and th e n  t h i s  d a ta  a p p lie d  to  a f a s t  m ethod, de ve lo p e d  b y  the  
a u th o r , f o r  th e  d e te rm in a t io n  o f  th e  system  v is c o u s  and Coulomb f r i c t i o n  
v a lu e s .  The r e s u l t s  o b ta in e d  a re  compared to  th o se  d e r iv e d  v i a  q u a s i­
s te a d y  s t a te  te c h n iq u e s . I t  i s  shown t h a t  th e  p re se n ce  o f  d r i f t  in  th e  
system  p a ra m e te rs , caused m o s t ly  b y  te m p e ra tu re  e f f e c t s ,  re n d e r  th e  r e s u l t s  
o f  q u a s i -s te a d y  s ta te  t e s t s  d i f f i c u l t  to  in t e r p r e t ,  and p ro n e  to  e r r o r s .
8 .2  D e s c r ip t io n  o f  s e rv o -s y s te m
An e le c t r o h y d r a u l ic  s e r v o d r iv e  i s  a m a rria g e  o f  a f lo w  c o n t r o l  s e rv o  
v a lv e ,  a r o t a r y  h y d r a u l ic  m o to r, and an in s t ru m e n ta t io n  package th a t  
c o n ta in s  e l e c t r i c a l  t ra n s d u c e rs  to  measure p e rfo rm a n ce .
S e rv o d r iv e s  are ' in te n d e d  f o r  use in  c lo s e d  lo o p  v e l o c i t y  o r  p o s i t io n  
c o n t r o l  sys tem s. The system  w h ich  was te s te d  w as, h o w e ve r, in  open lo o p , 
b u t  t h i s  i s  n o t  a l im i t a t io n  o f  th e  t e s t  p ro c e d u re .
A f u n c t io n a l  b lo c k  d iagram  o f  th e  system  i s  shown in  F ig .  8 .2 .1 ,  
in c lu d in g  th e  lo c a t io n  o f  th e  com puter used in  th e  t e s t i n g .  As can be seen 
th e  m otor i s  b i - d i r e c t i o n a l ;  i t s  speed i s  a f u n c t io n  o f  o i l  f lo w  as w e l l  
as lo a d in g  c o n d it io n s .  The o i l  f lo w  i s  c o n t r o l le d  b y  th e  e le c t r o h y d r a u l ic  
s e rv o  v a lv e ;  f o r  th e  p u rp o se  o f  th e  e xp e rim e n ts  d e s c r ib e d  th e  s e rv o  v a lv e  
was a c tu a te d  b y  an e l e c t r i c a l  s ig n a l  g e n e ra te d  w i t h in  th e  com puter 
(m o s t ly  b ia s e d  TPRS s i g n a ls ) ,  and fe d  th ro u g h  a D/A c o n v e r te r  and a s e r v o -  
a m p l i f ie r  to  p ro v id e  c u r r e n t  a m p l i f i c a t io n .
The s e rv o  v a lv e  i t s e l f  c o n s is t s  o f  a p i l o t  o p e ra te d  c lo s e d  c e n tre  f o u r  
way s l i d i n g  s p o o l v a lv e  w it h  a s l i g h t  u n d e r la p , g iv in g  an o u tp u t f lo w  to  a 
c o n s ta n t lo a d , w h ich  i s  e s s e n t ia l l y  p r o p o r t io n a l  to  th e  e l e c t r i c a l  in p u t  
c u r r e n t .  T h is  i s  a tw o -s ta g e  s e rv o  v a lv e  h a v in g  a d o u b le  n o z z le  f la p p e r  
v a lv e  as i t s  f i r s t  s ta g e  and th e  sp o o l v a lv e  as i t s  second s ta g e . The 
e l e c t r i c a l  a c tu a t in g  d e v ic e  a t  th e  in p u t  i s  a perm anent magnet e l e c t r i c a l  
to rq u e  m o to r. An in t e r n a l  m e ch a n ica l feedback  e x i s t s ,  in  th e  form  o f  a
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CV1
CV2
RV
I n e r t i a  lo a d
M o to r
C ro ss  p o r t  r e l i e f  v a lv e s  
A n t i - c a v i t a t i o n  v a lv e s
Pg s s u p p ly  p re s s u re
P = r e t u r n  p re s s u re  K
F i g .  8 . 2 . 1  Servodrive function schematic showing computer location.
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f le x u r e  tu b e . The s e rv o  v a lv e  p o r t s  h ig h  p re s s u re  o i l  to  an a x ia l  r o l l e r  
vane h y d r a u l ic  m o to r. The lo a d  to rq u e  a c t in g  on th e  m otor p ro d u ce s  an 
e s s e n t ia l l y  p r o p o r t io n a l  d i f f e r e n t i a l  p re s s u re  AP^ a c ro ss  th e  m otor p o r t s  
D e ta ile d  s p e c i f ic a t io n s  on th e  Dowty e le c t r o h y d r a u l ic  sp o o l v a lv e  and 
Hartm an m otor can be fou n d  in  th e  a p p e n d ix  a t  th e  end o f  t h i s  c h a p te r . O f 
im p o rta n ce  to  th e  d is c u s s io n  w h ich  f o l lo w s  i s  th e  f a c t  th a t  t h i s  v a lv e -m o to r  
c o m b in a tio n , c o n s t i t u t e s  a h ig h ly  re s p o n s iv e , f a s t  a c t in g  system .
The p u rp o se  o f  th e  t e s t s  was to  e s t a b l is h  th e  r e la t io n s h ip  betw een 
in p u t  c u r r e n t  to  th e  to rq u e  m o to r, m otor sp eed , and d i f f e r e n t i a l  lo a d  p re s s u re  
so th a t  th e  g a in  o f  th e  s e r v o d r iv e  c o u ld  be e s ta b l is h e d  and th e  f r i c t i o n a l  
lo s s e s  id e n t i f i e d .  The id e a l iz e d  g a in  r e la t io n s h ip  i s  l i n e a r ,  b u t v a lv e  
la p p in g , le a k a g e , f r i c t i o n  and o i l  te m p e ra tu re  e f f e c t s  combine to  cause 
s l i g h t  n o n l in e a r  d i s t o r t io n s .  A t h e o r e t ic a l  s tu d y  o f  th e  r e la t io n s h ip s  
e x is t in g  betw een d i f f e r e n t i a l  p re s s u re  AP and to rq u e  o u tp u t cu lm in a te dLi
i n  th e  d e r iv a t io n  o f  a method w h ich  e n a b le d  th e  d e te rm in a t io n  o f  th e  f r i c t i o n  
c h a r a c t e r i s t i c s  o f  th e  s e r v o d r iv e .
The f l u i d  to rq u e  a v a i la b le  a t  th e  m otor i s  i d e a l l y  AP_ D where D
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i s  th e  m otor d is p la c e m e n t/ ra d ia n . T h is  to rq u e  le s s  f r i c t i o n  to rq u e s  a c ts
on th e  lo a d , to  p r o v id e  a c c e le r a t io n .  The m otor lo a d  e q u a tio n  th u s  
becomes
APL °m = J  fir + Bt0 + F c s Sn (£°) (8 .2 .1 )
w here J  = i n e r t i a  o f  m otor and a l l  r o t a t in g  p a r t s
B = m otor v is c o u s  f r i c t i o n  c o e f f i c ie n t
F = Coulomb f r i c t i o n  c o e f f i c ie n t  
c
ca = m otor a n g u la r  v e l o c i t y
The e q u a tio n  th u s  s ta te s  t h a t  th e  to rq u e  s u p p lie d  b y  th e  m otor on th e  lo a d  
a c ts  p a r t i a l l y  in  a c c e le r a t in g  th e  lo a d  and p a r t i a l l y  in  overcom ing  v is c o u s  
and Coulomb f r i c t i o n  e f f e c t s .  A t c o n s ta n t v e l o c i t y  th e  t h e o r e t ic a l  p l o t  o f  
Ap v s .  ca i s  as shown i n  F i g .  8 .2 .1 ,  i l l u s t r a t i n g  th e  f r i c t i o n  te rm s .Li
I n  th e  lo a d  e q u a t io n , no p r o v is io n  i s  made f o r  s t a t i c  f r i c t i o n .  Such 
f r i c t i o n  i s  re c o g n is e d  to  e x i s t ,  b u t  i t  can n ot be e a s i l y  m o d e lled  d i r e c t l y  
in  a d i f f e r e n t i a l  e q u a t io n .
/
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F ig .  8 .3 .1  T h e o r e t i c a l  r e l a t i o n s h i p  b e tw e e n  m o to r  s p e e d  and  
a p p l i e d  to r q u e .
The r e la t io n s h ip  betw een in p u t  c u r r e n t  and m otor o u tp u t  speed can be 
a p p ro x im a te ly  d e te rm in e d  u s in g  th e  s im p le  p ro c e d u re  o f  in p u t t in g  a s te a d y  
c u r r e n t  and m ea surin g  th e  o u tp u t sp e e d , re p e a t in g  t h i s  p ro c e s s  b y  s lo w ly  
sw eep ing  th e  w ho le  ra n ge  o f  p o s s ib le  in p u t s ,  and p l o t t i n g  th e  r e s u l t s .
The same p ro c e d u re  can a ls o  be c a r r ie d  o u t to  f in d  th e  r e la t io n s h ip  betw een 
in p u t  s te a d y  c u r r e n t ,  and d i f f e r e n t i a l  p re s s u re  AP^. In  th e  absence o f  
f r i c t i o n  term s e q u a tio n  (8 .2 .1 )  r e v e a ls  t h a t  AP^ i s  z e ro  f o r  a c o n s ta n t  
in p u t  c u r r e n t .  T h is  i s  because a c o n s ta n t  c u r r e n t  w i l l  p ro d u ce  a c o n s ta n t 
m otor speed ro, and th e n  — ■ = 0 . T h is  i s  n o t  th e  case o f  th e  system  b e in g  
te s te d  in d ic a t in g  s i g n i f i c a n t  f r i c t i o n  e f f e c t s .
g .3  The d . c .  c h a r a c t e r i s t i c s  o f  th e  s e rv o  d r i v e ,  o b ta in e d  u s in g  
q u a s i -s te a d y  s ta te  t e s t in g
P lo t s  o f  in p u t  c u r r e n t  v s .  o u tp u t speed and d i f f e r e n t i a l  p re s s u re  AP^ 
w ere o b ta in e d  b y  th e  p ro c e d u re  m entioned a bo ve . S e v e ra l p r a c t i c a l  
d i f f i c u l t i e s  were how ever e n co u n te re d  due to  th e  f a c t  th e  m otor speed i s  
o n ly  a p p ro x im a te ly  c o n s ta n t f o r  c o n s ta n t  in p u t  c u r r e n t .  The v a r ia t io n s  in  
m otor speed a re  due to  th e  f a c t  th a t  i t s  d isp la ce m e n t changes w ith  s h a f t  
a n g le . T h is  i s  due to  changes o f  e f f e c t i v e  r a d iu s  and c e n t r e -o f -p r e s s u r e  
lo c a t io n  o f  th e  p r e s s u r iz e d  pow er e lem ents o f  th e  m otor as th e  s h a f t  
r o t a t e s .  These  d isp la c e m e n t v a r ia t io n s  a re  u s u a l ly  a s s o c ia te d  w ith  m otor 
v a lv in g  used to  c re a te  u n id i r e c t io n a l  s h a f t  r o t a t io n  f o r  c o n s ta n t in p u t  f lo w .
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F ig .  8 .3 .1  T y p ic a l  r i p p l e  on  AP p r e s e n t  f o r  c o n s ta n t  v a lu e s  
o f  v a l v e  in p u t  c u r r e n t .
-  2 2 6  -
R ip p le  can be e f f e c t i v e l y  re d u ce d  b y  p r o v is io n  o f  a v e l o c i t y  fe e d b a ck , 
b u t  o n ly  w i t h in  th e  s e rv o  v a lv e  band w id th .  An exam ple o f  th e  r ip p l e  i s  
p ro v id e d  b y  F ig .  8 .3 .1  show ing  v a r ia t io n  o f  d i f f e r e n t i a l  p re s s u re  AP^ w ith  
t im e , f o r  c o n s ta n t v a lu e s  o f  in p u t  c u r r e n t .  The exam ple s e rv e s  to  dem on stra te  
s e v e r a l p o in t s .  F i r s t l y ,  and most e v id e n t ,  i s  th e  f a c t  th a t  AP i s  n o n -Li
z e r o ,  im p ly in g  th e  e x is te n c e  o f  f r i c t i o n  e f f e c t s .  S e c o n d ly , i t  re v e a ls  th e  
p re se n ce  o f  s e rv o  v a lv e  n u l l - s h i f t  in  th e  p a r t i c u la r  v a lv e  t e s te d .  T h is  
re p re s e n ts  th e  le v e l  o f  in p u t  c u r r e n t  r e q u ir e d  to  r e s t o r e  v a lv e  n u l l ,  and 
th e  f ig u r e  shows i t s  e x is te n c e  b y  th e  f a c t  th a t  AP i s  d i f f e r e n t  f o r  
fo rw a rd  and r e v e rs e  d i r e c t io n s  ( p o s i t i v e  and n e g a t iv e  in p u t  c u r r e n t ) . The 
speed o f  th e  m otor can be r o u g h ly  gauged from  th e  f ig u r e  b y  th e  p e r io d  o f  
th e  m otor r i p p l e ;  th e  s h o r t e r  p e r io d s  c o rre sp o n d  to  th e  g r e a te r  sp ee d s.
Due to  th e  p re se n ce  o f  th e  r i p p l e ,  th e  d i f f e r e n t i a l  p re s s u re  and 
o u tp u t s h a f t  speed s ig n a ls  must be a rra n g e d  i n  such  a way as to  a llo w  f o r  
th e  v a r i a t io n  in  r ip p l e  fre q u e n c y  w ith  s h a f t  sp eed . T h is  r e q u ir e s  t h a t  th e  
t e s t in g  tim e  f o r  each s e t t in g  o f  in p u t  c u r r e n t  be in v e r s e l y  p r o p o r t io n a l  
to  th e  m agnitude o f  th a t  c u r r e n t .  T h is  can be r e a l is e d  b y  c o n s id e r in g  th a t  
even i f  th e  a ve ra g e  o f  th e  m otor speed o r  d i f f e r e n t i a l  p re s s u re  i s  ta k e n  
o v e r  o n ly  one r e v o lu t io n  o f  th e  m otor s h a f t  a t ,  s a y , 100 rpm , th e  t e s t in g  
tim e i s  10 m s .; when th e  speed i s  10 rpm th e  a v e ra g in g  tim e  i s  100 ms. 
T h e o r e t ic a l l y ,  th e  t e s t in g  tim e  w i l l  re a c h  i n f i n i t y  as th e  speed approaches 
z e ro . T h is  i s  a v e r y  r e a l  c o n s id e r a t io n  s in c e  i t  i s  a t  th e  low speeds 
th a t  most o f  th e  m otor anom alies have t h e i r  g re a te s t  e f f e c t s ,  and th e r e f o r e  
i t  i s  a t th e  low speeds t h a t  th e  m otor c h a r a c t e r i s t i c s  s h o u ld  be m easured.
In  F ig .  8 .3 .2 ,  8 .3 .3  and 8 .3 .4  a re  shown th e  r e s u l t s  o f  th e  s te a d y  
s t a te  t e s t s ,  t h e i r  aim b e in g  to  f in d  th e  r e la t io n s h ip s  betw een in p u t  c u r r e n t ,  
d i f f e r e n t i a l  p re s s u re  AP and o u tp u t speed oj. The t e s t s  were c a r r ie dLr
o u t b y  p r o g r e s s iv e ly  in c re m e n t in g  th e  in p u t  c u r r e n t  up to  i t s  maximum, th e n  
de cre m e n tin g  i t  t o  z e r o ,  ch a n g in g  i t s  p o l a r i t y  and a g a in  in c re m e n t in g  i t  to  
i t s  maximum, and th e n  re d u c in g  i t  a g a in  to  z e ro . Thus a f u l l  c y c le  was 
c a r r ie d  o u t .  The p u rp o se  o f  such p ro c e d u re  was to  r e v e a l any h y s t e r e s is  
c h a r a c t e r i s t i c ;  in d ee d  th e  r e s u l t s  show th e  p re se n ce  o f  s i g n i f i c a n t  
h y s t e r e s is ,  p re do m ina n t about th e  n u l l  in p u t  r e g io n .  T h is  h y s t e r e s is  e f f e c t  
i s  e v id e n t  on a l l  th e  c h a r a c t e r i s t i c s  shown, and i s  a t t r ib u t e d  to  th e  
combined m otor and v a lv e  f r i c t i o n .  The th re e  c h a r a c t e r i s t i c s ,  shown in
T h e  r e s u l t i n g  m o t o r  s p e e d  ( a n d  o u t p u t  t o r q u e )  v a r i a t i o n s  a r e  c a l l e d  ' r i p p l e ' .
A lth o u g h  th e s e  a re  t h e o r e t i c a l l y  s te a d y  s t a te  t e s t s ,  d r i f t  i n  
im p o rta n t pa ra m e te rs  su ch  as o i l  te m p e ra tu re  i s  such  t h a t  th e y  sh o u ld  
s t r i c t l y - s p e a k in g  be term ed q u a s i -s t e a d y  s t a te  t e s t s .
8 .3 .1  In p u t  c u r r e n t  v s .  o u tp u t sp ee d . S te a d y  s t a t e  t e s t .
( F i g .  8 .3 .2 )
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F i g .  8 . 3 . 2  t o  8 . 3 . 4  a r e  n o w  d i s c u s s e d  s e p a r a t e l y .
F i g .  8 .3 .2  S te a d y  s t a t e ,  in p u t  c u r r e n t  v s .  o u tp u t  s p e e d  c h a r a c t e r i s t i c .
The id e a l  r e la t io n s h ip  r e la t i n g  in p u t  s te a d y  c u r r e n t  to  o u tp u t speed 
i s  a s t r a ig h t  l i n e  p a s s in g  th ro u g h  th e  o r i g i n ,  w ith  a s lo p e  c o rre s p o n d in g  
t o  th e  system  g a in .  In  many p r a c t i c a l  c a s e s , t h i s  c h a r a c t e r i s t i c  w i l l  
show s a t u r a t io n  e f f e c t s .  An e s t im a te  o f  th e  a c tu a l in p u t  c u r r e n t  v s .  o u t ­
p u t  speed c h a r a c t e r i s t i c ,  f o r  th e  s e r v o d r iv e ,  i s  shown in  F ig .  8 .3 / 2 . I t  
r e v e a ls  h y s t e r e s is  as a lre a d y  m entioned as w e l l  as a s l i g h t  s a t u r a t io n  e f f e c t .  
C o u p le d  w ith  th e  h y s t e r e s is  i s  a ls o  a g a in  change, a bout n u l l .  Both  e f f e c t s  
a re  a t t r ib u t e d  to  f r i c t i o n .  The s lo p e  o f  th e  c u rv e  i s  an e s tim a te  o f  th e
8 .3 .2  In p u t  c u r r e n t  v s .  d i f f e r e n t i a l  p re s s u re .  S te a d y  s t a te  t e s t .  
( F i g .  8 .3 .3 )
-  2 2 8  -
a
g a i n  o f  t h e  s y s t e m .
F ig .  8 .3 .3  S te a d y  s t a t e  i n p u t  c u r r e n t  v s .  d i f f e r e n t i a l  p r e s s u r e  
c h a r a c t e r i s t i c .
As a lre a d y  n o te d , i n  th e  absence o f  f r i c t i o n  th e  d i f f e r e n t i a l  p re s s u re  
a c ro s s  an i n c r t i a l l y  lo a ded  m otor w ould  be z e ro  f o r  c o n s ta n t  in p u t  c u r r e n t .  
The m oto r r ip p l e  i t s e l f  causes some d i f f e r e n t i a l  p re s s u re  o s c i l l a t i o n s ,  as 
shown i n  F ig .  8 .3 .1 ,  b u t i t s  a ve ra g e  w ould  be z e ro .  The d i f f e r e n t i a l  
p re s s u re  c u rv e  shown in  F i g ,  8 .3 .3  i s  th u s  th e  r e s u l t  o f  f r i c t i o n  e f f e c t s .
The m otor to rq u e  e q u a t io n  i s
T o rq u e  £ AP^ Dj n " J ^ Y * + B w  + F c s gn (<D ( 8 . 3 . 1 )
I t  i s  known th a t  f o r  a s te a d y  in p u t  c u r r e n t ,  th e  a ve rage  o u tp u t speed can 
be a p p ro x im a te ly  w r i t t e n  as
w = K C m ^ i (8 .3 .2 )
w here K (n u ) i s  a g a in  f u n c t io n ,  de pe n d in g  on in p u t  b ia s  nu , and w and 
i  a re  th e  o u tp u t a ve rag e  speed and in p u t  c u r re n t  r e s p e c t iv e l y .  S u b s t i t u t io n  
o f  (8 .3 .2 )  in t o  ( 8 .3 .1 ) ,  and a l lo w in g  f o r  th e  f a c t  th a t  (  -  0 )
APL Din = B K i^ni ^ i  + F c K (mi )  sgn(m )
B F c
Ap l  “  n ~ -K ( ini ) i  + —  K(m. )  sgn(co)
m D m
P lo t t in g  d i f f e r e n t i a l  p re s s u re  AP^ as a f u n c t io n  o f  in p u t  c u r r e n t  i ,  as 
in  F i g .  8 .3 .3 ,  i s  th u s  e q u iv a le n t  to  (a p p ro x im a te ly )  p l o t t in g  th e  RHS o f  
(8 .3 .4 )  as a f u n c t io n  o f  i .  T h a t th e  p l o t  i s  o n ly  an a p p ro x im a tio n  to  th e  
RHS o f  (8 .3 .4 )  i s  o b v io u s  b y  in s p e c t io n  o f  th e  graph  ( in  F i g .  8 .3 .3 ) .  The 
e q u a tio n  does n o t  c a te r  f o r  h y s t e r e s is  e f f e c t s  and, fu r th e rm o re , i t  im p lie s  
a sym m etric  c h a r a c t e r i s t i c .  The o f f s e t  i s  due to  th e  s e rv o  v a lv e  n u l l  
s h i f t .
By o b ta in in g  a g ra p h  r e la t i n g  o u tp u t speed to  d i f f e r e n t i a l  p re s s u re
Ap^, i t  i s  p o s s ib le  from  a know ledge o f  th e  m otor d isp la ce m e n t to
e s tim a te  th e  v is c o u s  and Coulomb f r i c t i o n  c o e f f ic ie n t s  B and F . Thec
p ro c e d u re  to  o b ta in  such e s tim a te s  i s  now d e s c r ib e d .
8 .3 .3  O u tp u t speed v s .  d i f f e r e n t i a l  p re s s u re . S te a d y  s t a te  t e s t .
( F i g .  8 .3 .4 )
The g ra ph  o f  m otor o u tp u t speed v s .  d i f f e r e n t i a l  p re s s u re  can be 
o b ta in e d  b y  c r o s s -p lo t t in g  from  F ig .  8 .3 .2  and F ig .  8 .3 .3 ;  f o r  each s e t t in g  
o f  in p u t  c u r r e n t  a v a lu e  o f  d i f f e r e n t i a l  p re s s u re  and o u tp u t speed has 
a lre a d y  been o b ta in e d . The r e s u l t  o f  each p ro c e d u re  i s  shown in  F ig .  8 .3 .4 .  
The p l o t  i s  an e q u iv a le n t  to  th e  t h e o r e t ic a l  c u rv e  shown in  F ig .  8 .2 .1 ,  th e  
fo rm e r h a v in g  been d e r iv e d  from  measurements on th e  a c tu a l s e r v o d r iv e .  The 
d i f f e r e n c e s  a re  s e l f  e v id e n t ,  nam ely sm a ll h y s t e r e s is  and o f f s e t  e f f e c t s .  
N e v e r th e le s s ,  from  th e  know ledge o f  th e  m otor d isp la ce m e n t D ,
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(8 .3 .3 )
(8 .3 .4 )
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e s tim a te s  o f  th e  m otor v is c o u s  and Coulomb f r i c t i o n  c o e f f ic ie n t s  can be
made. The v is c o u s  f r i c t i o n  c o e f f i c ie n t  B can be e s tim a te d  b y  f in d in g  th e
a ve ra g e  s lo p e  o f  th e  l i n e a r  p a r t  o f  th e  c h a r a c t e r i s t i c ,  (se e  F ig .  8 .2 .1 ) .
T h is  was done and a v a lu e  o f  B e s tim a te d  a t  .25 in . lb / r p m . The Coulomb
f r i c t i o n  c o e f f i c ie n t  F can be e s tim a te d  from  th e  d is ta n c e  d (see
c o
F i g .  8 .3 .4 )  u s in g  th e  r e la t io n s h ip  
2F
d = — -  (8 .3 .5 )
0 Dm
from  w h ich  F can be c a lc u la t e d .  The e s tim a te d  v a lu e  o f  F , from  
c c
F i g .  8 .3 .4 ,  i s  186 i n - l b s ;  t h i s  i s  th e  Coulomb f r i c t i o n  c o e f f i c ie n t .  The 
v a lu e s  o f  F c and B g iv e n  h e re  w ere c a lc u la te d  from  know ledge o f  th e  
m otor d is p la c e m e n t, w h ich  i s  e q u a l to  2.51 i n 3/ r e v .
In s p e c t io n  o f  th e  c u rv e  show ing  m otor speed as a f u n c t io n  o f  
d i f f e r e n t i a l  p re s s u re  ( F ig .  8 .3 .4 )  show's th a t  th e  v is c o u s  f r i c t i o n  c o e f f i c ie n t  
B i s  in  f a c t  q u it e  v a r ia b le  o v e r  th e  ra n ge  o f  p o s s ib le  speeds and f u r t h e r ,  
th a t  th e re  i s  c o n s id e ra b le  d i f f e r e n c e  betw een th e  v a r ia t io n s  o f  B f o r  
fo rw a rd  and r e v e rs e  d i r e c t io n s .  The v a lu e  o f  B g iv e n  above as
0 .25 p s i/ rp m  i s  an a ve ra g e , u s e f u l  o n ly  as an o rd e r  o f  m a gn itu de . The 
v a r ia t io n s  i n  B a re  a t t r ib u t a b le  to  o i l  te m p e ra tu re  f lu c t u a t io n s  d u r in g  
th e  c o u rs e  o f  th e  's te a d y  s ta te *  t e s t s .  The o i l  te m p e ra tu re  i s  to  a c e r t a in  
e x te n t  a f u n c t io n  o f  m otor sp ee d , and th e r e f o r e  i t  was n o t  p o s s ib le  to  keep 
i t  c o n s ta n t .
A l l  th e  p re s s u re  c u rv e s  show an a p p a re n t s t a t i c  f r i c t i o n  e f f e c t ,  
re v e a le d  b y  th e  f a c t  th a t  c lo s e  to  z e ro  sp ee d , th e  d i f f e r e n t i a l  p re s s u re  
a c t u a l l y  in c r e a s e s .
The d a ta  p re s e n te d  in  t h i s  s e c t io n  has e n ab led  th e  e s t im a t io n  o f  th e  
v is c o u s  and Coulomb f r i c t i o n  m agnitudes p re s e n t  in  th e  s e r v o d r iv e ,  q u a n t i t ie s  
w h ich  a re  o f  param ount im p o rta n c e  f o r  d e s ig n  as w e l l  as f a u l t - f i n d i n g  
a p p l ic a t io n s .  The method o f  o b ta in in g  th e se  q u a n t i t ie s  i s  how ever le n g t h y ,  
even i f  s im p le . Due to  th e  r ip p l e  in  th e  m otor making th e  a v e ra g in g  
n e c e s s a ry , th e  t e s t in g  tim e  to  o b ta in  th e  c u rve s  was 2 \  h o u rs . Though t h i s  
a lre a d y  i s  o b v io u s ly  a lo n g  t im e , i t  does n o t in c lu d e  th e  tim e  ta k e n  to  a llo w  
th e  s e r v o d r iv e  system  to  re a c h  s te a d y  c o n d it io n s .  O i l  te m p e ra tu re  in f lu e n c e s
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th e  system  s i g n i f i c a n t l y  s in c e  o i l  v i s c o s i t y  i s  a fu n c t io n  o f  te m p e ra tu re . 
I t  was n e c e ssa ry th e r e fo r e  to  a llo w  th e  o i l  te m p e ra tu re  t o  re ach  a s te a d y  
s t a t e  p r i o r  t o  th e  s t a r t  o f  th e  a c tu a l t e s t s , and t h i s  to o k  more th an  
2 h o u r s . The o v e r a l l  e xp e rim e n t tim e was thus in  excess o f  4 | h o u rs . In  
th e  n e x t s e c tio n  th e  t h e o r e t i c a l  - c o r r e la t io n  te c h n iq u e s  deve lope d i n  t h i s  
th e s is  are used to  o b ta in  e q u iv a le n t  d a ta  i n  5 m in u te s .
F i g .  8 . 3 . 4  Steady s ta te  output speed vs. d i f fe r e n t ia l  
pressure o h a ra o te r is tio .
8 . 4  M o to r lo a d  e q u a tio n  and c o r r e la t i o n  th e o ry
The m otor load e q u a tio n
AP ( t )  = [ m ( t ) ]  + o )(t) + —~ s g n [o )(t)]  ( 8 . 4 . 1 )
m m ' Dmm
F
L o t  J '  = B'  = ~  F '  = —  ( 8 . 4 . 2 )
m m Dm
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I f  b o th  s id e s  o f  ( 8 . 4 . 1 )  are  m u lt i p li e d  b y d^ (t:+-T ) ,  where i_ i s  th e  
u n b iase d  component o f  th e  s e r v o d r iv e  a c tu a tin g  c u r r e n t th en
APL ( t )  i ( t + x )  = J '  r f  K t ) ]  i ( t + T )  + B> w ( t )  i ( t + t )
+  F c * s g n [r o (t)] ( 8 . 4 . 3 )
I f  i ( t ) ,  th e  s e r v o d r iv e  d r i v i n g  c u r r e n t i s  made to  be a r e p e t i t i v e  s i g n a l , 
w ith  b ia s  uu and p e r io d  T th en
i ( t )  «  nu + i r f t )  ( 8 . 4 . 4 )
i ( t )  = i ( t + T )  ( 8 . 4 . 5 )
I n t e g r a t in g  and a v e ra g in g  ( 8 . 4 . 3 )  o v e r th e  p e r io d  o f  th e  d r i v in g  s ig n a l th e n  
th e  f o llo w in g  c o r r e la t i o n  e q u a tio n  i s  o b ta in e d .
<J>.A ( x)  = J f <j>. ( t )  + B* <j>. ( t )  + F  1 <j>. ( T) ( 8 . 4 . 6 )l A  iro iw  c Ti s
where
T
* i A «  = 7 j APL ( t )  ( 8 . 4 . 7 )
♦ ^ ( T )  = i  j  r f -  [ t o ( t ) ] i ( t + T ) d t  ( 8 . 4 . 8 )
o )(t) i ( t + i ) d t  ( 8 . 4 . 9 )
♦i s Ct )
T
s g n [o )(t)]  _ i( t + x ) d t  ( 8 . 4 . 1 0 )
These c r o s s c o r r e la tio n  fu n c tio n s  are fu n c tio n s  o f  b ia s  nu sin c e  d i f f e r e n t i a l
p re s s u re  AP and m otor speed to a re  fu n c tio n s  o f  m .. I f  b o th  s id e s  o f  Li 1
( 8 . 4 . 6 )  are in te g r a te d  o v e r th e  p e r io d  o f  th e  c r o s s c o r r e la t io n  f u n c t i o n , 
o t o  T ,  and d e n o tin g
t h e n  e q u a t i o n  ( 8 . 4 . 6 )  r e d u c e s  t o
( 8 . 4 . 1 6 )
The in t e g r a t io n  c a r r ie d  o u t in  (8 .4 .1 2 )  i s  e f fe c te d  u s in g  th e  p r o p e r t ie s  o f  
e rg o d ic  f u n c t io n s .  In  e q u a tio n  (8 .4 .1 6 )  n o te  th a t  th e  q u a n t i t ie s  I ^ A ( n u ) ,
f o r  any v a lu e  o f  in p u t  c u r r e n t  b ia s  nu .
C o n s id e r  now F ig .  8 .4 .1 .  T h is  re p re s e n ts  a f u n c t io n a l  diagram  o f  th e  
s e rv o  system ; t h i s  i s  assumed to  be composed o f  an e q u iv a le n t  s e t  o f  l i n e a r  
dynam ics and a n o n l in e a r  g a in ,  f u n c t io n  o f  in p u t  b ia s .  The in p u t  to  th e  
s e r v o d r iv e  i s  th e  a c tu a t in g  c u r r e n t  i  and th e  o u tp u t th e  m otor speed to. 
The q u a n t i t y  w ( o r  ^ ~ ) i s  p ro d u ce d  b y  a f i c t i t i o u s  d i f f e r e n t i a t i o r ,  and 
th e  fu n c t io n  sg n (to ), b y  an id e a l  r e la y  o f  u n i t  a m p litu d e . The f o l lo w in g  
f a c t s  have a lre a d y  been e s ta b l is h e d  i n  C h a p te r 7. I f  ^WS( T ) 1S tb e  c r o s s -  
c o r r e la t io n  f u n c t io n  betw een th e  in p u t  and th e  o u tp u t o f  th e  r e la y ,  d e f in e d  
as
V (n n ) and a re  d i r e c t l y  o b ta in a b le  from  a s in g le  c o r r e la t io n  t e s t
T
♦tts W  = ^  s g n [t o ( t ) ]  w ( t + x )d t (8 .4 .1 7 )
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F i g ,  8 . 4 . 1  Functional diagram o f  servosystem  and a n c illa ry  
elements to  form signa ls  w it) and s i t ) .
th e n  i f  co(t) i s  b ia s e d  and r e p e t i t i v e  w it h  p e r io d  T ,
I
<f> ( x ) d T  -  I (m ) 
Y0)S^ '  <jl)S (0
( 8 . 4 . 1 8 )
where m i s  th e  b ia s  o f  co. The f u n c t io n  o f  I  (m ) has a shape w hich co cos (0
approxim ates th e  form  shown i n  
F i g .  8 . 4 . 2 .  The area u n d e rn e a th  
t h i s  f u n c t io n  i s  equal t o  u n i t y ,  
in d e p e n d e n tly  o f  th e  p . d . f .  o f  
co( t ) .  T h is  was shown 
e x p e r im e n ta lly  i n  C h a p te r 7 .  By 
r e f e r r i n g  to  F i g .  8 . 4 . 1  i t  can be 
seen t h a t ,  t o  a good a p p ro x im a tio n
co
F i g .  8 . 4 . 2  Typical shape o f
I (m ) function.
cos 0)
I .  (m. )  I  (m ) = I .  ( m. j  ( 8 . 4 . 1 9 )  
ico x cos o r  i s v i '
where in. i s  th e  servom o tori
a c t u a t i n g  c u r r e n t  b i a s .
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I t  f o l l o w s  t h a t
( 8 . 4 . 2 0 )
and th u s
(8 .4 .2 1 )
N ote  th a t  ds z e ro  f° r  la rg e  m^
I n  e q u a tio n  (8 .4 .2 0 )  th e  q u a n t i t ie s  f o ^ Q iu ) ,  J ’ , V ( n n ) ,  and th e  
f u n c t io n  I .  (m .) a re  a l l  m e a su ra b le . F u r t h e r ,  th e  in t e g r a l  o f  I  (m ) i s
1(0 1 COS W
known to  be u n i t y .  The re m a in in g  unknowns in  (8 .4 .2 0 ) a re  B* and F f . 
These can be e a s i l y  d e te rm in e d , f o l lo w in g  th e  p ro c e d u re  o u t l in e d  in  th e  
f o l lo w in g  s e c t io n s .
8 .4 .1  D e te rm in a t io n  o f  th e  g a in  f u n c t io n  K (iik ) f o r  th e  se rvo m o to r
The se rvo m o to r g a in  f u n c t io n  K (n n ) was found u s in g  th e  combined 
p r e n o rm a liz a t io n  and re p e a te d  mean le v e l  t e s t  p ro c e d u re s  o u t l in e d  in  
C h a p te rs  6 and 7. The s e r v o d r iv e  system  has a ba n d w id th  o f  a p p ro x im a te ly  
25 H z . The band w id th  o f  th e  TPRS in p u t  was s e t  a t  100 Hz w ith  p r e ­
n o r m a liz a t io n  f i l t e r  c u t  o f f  f re q u e n c y  s e t  a t  40 H z . T h is  e n su re s  th a t  th e  
s ig n a l  a c t u a l l y  e n te r in g  th e  s e r v o d r iv e  i s  n o rm a lly  d i s t r ib u t e d  (se e  
C h a p te r 7 ) .  The sam ple r a t e  was s e t  a t  300 H z , and th e  t e s t in g  s ig n a ls  
b ia s e d  TPRS. The a m p litu d e  o f  th e  TPRS was l/ 4 0 th  o f  th e  s e rv o  v a lv e  in p u t  
ra n g e . The second a m p litu d e , f o r  th e  re p e a te d  mean le v e l  t e s t ,  was 1.5 
tim es th e  base a m p litu d e .
The in t e g r a t e d ,  id e n t i f i e d  K (iru ) f u n c t io n  i s  shown in  F ig .  8 .4 .3 ;  t h i s  
can be in t e r p r e t e d  as b e in g  th e  e s tim a te d  in s ta n ta n e o u s  d . c .  in p u t -  
o u tp u t f u n c t io n  o f  th e  s e rv o m o to r . I t  i s  s im i la r  to  th e  f u n c t io n  id e n t i f i e d  
v i a  th e  s te a d y  s t a t e  in p u t  t e s t s ,  shown i n  F ig .  8 .3 .2 . ,  b u t  th e  e f f e c t s  o f  
th e  h y s t e r e s is  a re  sm oothed o u t .  T h is  i s  due to  th e  n a tu re  o f  th e  
c o r r e la t io n  id e n t i f i c a t i o n  p ro c e d u re  used w h ich  te n d s  t o  a ve ra g e  e f f e c t s  
w h ich  a re  due to  m u lt iv a lu e d  n o n l in e a r i t i e s .  The g a in  f u n c t io n  n e v e r th e le s s  
shows th e  incum bent s a t u r a t io n  e f f e c t ,  as w e l l  as th e  g a in  r e d u c t io n  n e a r 
th e  n u l l  p o s i t io n .  T h is  i s  due to  f r i c t i o n  e f f e c t s  in  th e  s e rv o  v a lv e .
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F i g .  8 . 4 . 3  In teg ra ted  id e n t i f ie d  Kim.) fun ctio n : th is  represents  
the estim ated  servomotor steady s ta te  inpu t current 
output speed c h a ra c te r is tic .
8 . 4 . 2  D e te r m in a tio n  o f  th e  v is c o u s  and Coulomb f r i c t i o n  
c o e f f i c i e n t s  B and F c
E q u a tio n  ( 8 . 4 . 2 1 )  i s  re p e a te d  f o r  ease o f  r e fe r e n c e .
I .  A (in .) = J '  V ( m. ) + [ B T + F  ’ I  (m ) ] i .  (m. )  ( 8 . 4 . 2 2
l A  1 1 C w S  ti) 1 0 ) 1
The f u n c t io n  1-j,^ has a lr e a d y  been o b ta in e d . The v a lu e s  o f  B f and
F  1 a re  now e a s i l y  d e te rm in e d  by th e  f o llo w in g  p ro c e d u re . F i r s t  o b ta in  th e
fu n c tio n s  1 ^a (mi ) anc* [ “ J *  V ( n u ) j .  T h is  can be done e a s i l y  by c a r r y in g
o u t c o r r e la t i o n  t e s t s  o v e r th e  range o f  o p e ra tin g  p o in ts  n u . N o te  t h a t  i t  
i s  r e q u ir e d  to  know th e  i n e r t i a  o f  th e  m otor r o t a t i n g  p a r t s  to  f in d  J ' .
The fu n c t io n  1S shown p l o t t e d  in  F i g .  8 . 4 . 4 ,  and th e  fu n c tio n
[ ~ J ' V ( i i k ) ]  i n  F i g .  8 . 4 . 5 .  T h is  l a t t e r  fu n c t io n  can be w r i t t e n ,
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F i g .  8 . 4 . 4  Input curren t vs. I .. (m.) ch a ra c te r is tic .
F i g .  8 . 4 . 5  Inpu t curren t vs.  [ J .  (m J - J ' V f m .)] c h a r a c te r is tic .'Z'A jy 'V *
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f r o m  e q u a t i o n  ( 8 . 4 . 2 2 )
( 8 . 4 . 2 3 )
The f u n c t io n  K ( i i k ) i s  known. I t  i s  t h e r e fo r e  p o s s ib le  to  o b ta in  th e  
f u n c t io n  I .  (m. )  s in c e  I .  (m. )  = a? K ( m . ) .
ICO 1  ICO 1  1  v i
From a p l o t  o f  £(m ) th e  v a lu e s  o f  B and F  can be d e te rm in e d . A
* CO C
d i r e c t  method o f  o b ta in in g  th e  fu n c t io n  C(m ) i s  to  p l o t  C(m ) as ato (0
f u n c t io n  o f  speed co, th e  average o u tp u t speed f o r  average in p u t c u r r e n t uu 
T h is  i s  shown p l o t t e d  i n  F i g .  8 . 4 . 6 .  From t h i s  v a lu e  o f  B can be 
o b ta in e d  d i r e c t l y  b y n o tin g  t h a t  I  ( m j  i s  ze ro  f o r  la r g e  m. (o r  m ) .
COS ur 1  CO
( 8 . 4 . 2 4 )
I . (m .) icov r
C a l l i n g  t h i s  new f u n c t io n  c Cm ) th e n
C(m 1 = B' + F 1 X 0" )
v co' C US 0)
( 8 . 4 . 2 5 )
30 p s i/rp m
B»
7 0 0  r p m
F i g .  8 . 4 . 6  Output speed vs. r;(m ) characteristic.
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The c o n t r ib u t io n  o f  I  (m )  i s  i n  f a c t  e v id e n t  from  th e  f i g u r e ,(OS (0
c o rre s p o n d in g  to  th e  peak a round th e  n u l l .  H a v in g  o b ta in e d  B , F c can
a ls o  be o b ta in e d , from  th e  f ig u r e  b y  n o t in g  th a t  th e  a re a  u n d e r th e  s p ik e ,
shown shaded, i s  e q u a l to  2F /D . T h is  f a c t  fo l lo w s  from  t h e o r y  a lre a d y
c m
d e r iv e d .
The e s tim a te d  v a lu e s  o f  B and F c b y  t h is  method a re
B = .'24 in ~ lb / rp m .
F * 188 i n - l b .  
c
These  can be c o n tra s te d  w i t h  th e  v a lu e s  o b ta in e d  w ith  th e  s te a d y  s t a t e  t e s t s ,
B = .25 in - lb / r p m .
F = 186 i n - l b .  
c
The v a lu e  o f  v is c o u s  f r i c t i o n  B o b ta in e d  v i a  th e  c o r r e la t io n  method 
i s  s te a d y  th ro u g h o u t th e  ra n ge  o f  in p u t s .  T h is  c o n t ra s ts  w it h  th e  
v a r ia t io n s  o f  B w h ich  a re  o b ta in e d  w ith  th e  s te a d y  s t a te  t e s t .  I t  must 
be c o n c lu d e d  th a t  th e  v a r i a t io n  in  system  p a ra m e te rs , such  as o i l  te m p e ra tu re , 
d u r in g  th e  c o u rse  o f  th e  's te a d y  s t a t e '  t e s t  cause s i g n i f i c a n t  changes in  
th e  e f f e c t i v e  v is c o u s  f r i c t i o n .  The v is c o u s  f r i c t i o n  c o e f f i c ie n t  i s  
p r o p o r t io n a l  to  o i l  v i s c o s i t y ;  o i l  v i s c o s i t y  i s  i n  t u r n  a f u n c t io n  o f  o i l  
te m p e ra tu re . In  any c a se , o v e r  th e  2 \  h o u r t e s t in g  tim e some sm a ll 
v a r ia t io n s  i n  o i l  te m p e ra tu re  p ro b a b ly  d id  o c c u r .
A lth o u g h  th e  c o r r e la t io n  method m igh t appear c o m p lic a te d , th e  s te p s
o u t l in e d  b y  th e  e q u a tio n s  (8 .4 .2 3 )  th ro u g h  to  (8 .4 .2 5 )  can be autom ated.
The in t e r p r e t a t io n  o f  th e  C(mw) f u n c t io n  can be s l i g h t l y  d i f f i c u l t  due to  
th e  in t e g r a t io n  w h ich  needs to  be c a r r ie d  o u t to  o b ta in  F ^ . The in t e g r a t io n  
i s  v e r y  much s im p l i f ie d  w ith  th e  a id  o f  a d i g i t a l  com puter.
The tim e taken  to  o b ta in  th e  e s tim a te s  o f  B and Fc was a p p ro x im a te ly  
| h o u r . The a c tu a l t e s t in g  tim e  was how ever u nd er 5 m in u te s , th e  r e s t  o f  
th e  tim e  b e in g  taken  w it h  th e  p l o t t in g  o p e ra t io n s  and in t e r p r e t a t io n .  These
o p e ra t io n s  c o u ld  be autom ated to  f u r t h e r  re duce  th e  e s t im a t io n  t im e s . O f
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im po rtance i s  th e  f a c t  t h a t  s in c e  th e  t e s t i n g  tim e i s  so s h o r t , th e  t e s t s  
can be c a r r ie d  o u t even i f  th e  s e r v o d r iv e  system has n o t reached i t s  s te a d y  
s t a t e  c o n d it io n s , i . e .  even i f  th e  o i l  tem p e rature has n o t been e s ta b lis h e d . 
The v a lu e s  o f  B and F c m igh t be te m p e rature  d e p e n d e n t, and in  t h a t  case 
s e r ie s  o f  te s ts  c a r r ie d  o u t to  in v e s t ig a t e  such d e p e n d a nc ie s. The 
c o r r e la t i o n  pro ce d u re i s  e v i d e n t ly  f a r  s u p e r io r  t o  th e  t r a d i t i o n a l  one f o r  
o b ta in in g  e s tim a te s  o f  th e  s e r v o d r iv e  f r i c t i o n  c h a r a c t e r i s t i c s .
8 .5  Summary
A  s e r v o d r iv e  h y d r a u lic  system  has been te s te d  to  o b ta in  i t s  s t a t i c  
c h a r a c t e r i s t i c s . T r a d i t i o n a l  methods have been used to  o b ta in  e s tim a te s  o f  
i t s  v is c o u s  and Coulomb f r i c t i o n  c h a r a c t e r i s t i c s . These methods have been 
shown to  s u f f e r  due t o  th e  long tim e ta ke n  f o r  th e  t e s t s  due to  the r i p p l e  
which e x i s t s , in h e r e n t i n  r o t a t i n g  vane m o to rs . The lo n g  t e s t i n g  tim es are 
a d isa d va n ta g e  a ls o  due to  d r i f t i n g  o f  system p aram eters d u rin g  the 
e x p e rim e n t. The system i s  p a r t i c u l a r l y  s e n s it iv e  to  o i l  te m p e ra ture  changes.
A  n o v e l method i s  th e n  deve lop e d  t o  o b ta in  th e  m otor s t a t i c  
c h a r a c t e r is t ic s  q u ic k ly  and a c c u r a t e ly , based upon a c o m b in atio n  o f  th e  
i d e n t i f i c a t i o n  pro ce d u re s o u t lin e d  i n  p re v io u s  c h a p te r s , and a c o r r e la t i o n  
d i f f e r e n t i a l  e q u a tio n . A p p li c a t i o n  o f  th e  p r o p e r tie s  o f  e rg o d ic  p ro c e s s e s , 
enables i t s  i n t e r p r e t a t i o n  i n  terms o f  e a s i l y  measured q u a n t i t i e s . The 
pro ce d u re y ie ld s  r e s u lt s  w hich c lo s e ly  agree w ith  th o se  o b ta in e d  b y  th e  much 
s lo w e r s te a d y  s t a t e  m ethod, b u t w ith  a p aram eter v a ria n c e  w hich is  much 
s m a lle r . T h is  i s  i n t e r p r e t e d  as a measure o f  th e  accuracy o f  th e  method as 
th e  e f f e c t  o f  slow d r i f t  i n  p aram e te r v a lu e s  ( f o r  exam ple, due to  te m p e ra tu re ) 
are e f f e c t i v e l y  e lim in a te d .
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A P P E N D IX
The d a ta  o b ta in e d  from  th e  m a n ufa ctu re  o f  th e  s e rv o  v a lv e  a re  l i s t e d  
as f o l lo w s :
Moog S e r ie s  76 F low  C o n t r o l  S e rv o v a lv e
Rated F low  (a t  1000 P s i P re s s u re  d ro p )
Rated D i f f e r e n t i a l  C u r re n t
C o i l  R e s is ta n c e
C o i l  In d u c ta n c e
S u p p ly  P re s s u re
F lo w  G a in  N o n l in e a r i t y
N u l l  P re s s u re  G a in
Maximum N u l l  S h i f t
H y s t e r e s is  
N u l l  Leakage 
R e s o lu t io n
T o rq u e  M o to r -  S p o o l V a lv e  D ata  (S e r ie s  
T o rq u e  M otor G a in
N a t u r a l  F r e q u e n c y  A r m a t u r e  F l a p p e r
Type  76 -134.
38.5 i n 3/ s e c .
15 ma.
200 ft ± 12%.
0 .8  H e n ry  ( a p p r o x . ) .
100 p s i  -  3000 P s i .
V a ry  from  50% to  200% o f  i t s  
ra te d  v a lv e  f o r  ±5% o f  ra te d  
c u r r e n t  from  n u l l .
N o rm a lly  g r e a te r  th a n  30% o f  
s u p p ly  p re s s u re  f o r  1% o f  
ra te d  c u r r e n t  and can be up 
to  80%.
2% f o r  40°C Temp. Change 2% 
f o r  s u p p ly  p re s s u re  change 
from  80% to  110%. 2% f o r
back p re s s u re  change from  0 
to  20% o f  s u p p ly  p re s s u re .
Less th a n  3% o f  ra te d  c u r r e n t .
(< .4 5  ma) 
Less th a n  3% o f  ra te d  f lo w .
Less th a n  0.5% o f  ra te d  s ig n a l 
w ith o u t  d i t h e r .  I f  d i t h e r  i s  
used peak to  peak a m p litu d e  
le s s  th a n  20% o f  ra te d  c u r r e n t  
i s  recommended.
4551) .
0 .0 2  lb -in / m A .
6 0 0  H z .
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A rm ature F la p p e r  S t i f f n e s s  
N o z z le  F la p p e r  Flo w  C o e f f i c i e n t  
Feedback W ire S t i f f n e s s  
S p o o l End A re a
Maximum F la p p e r  D isp la c e m e n t 
Maximum S p o o l D isp lace m e n t
D a m p i n g  R a t i o
90 l b - i n / i n c h .
140 i n 3/ s e c / in c h , 
6 .5  l b - i n / i n .  
0 . 0 7 7  i n 2 .
0 .0 0 12  i n s .
0 . 0 2  i n s .
0 . 5 .
The M anufacture D a ta  f o r  th e  A x i a l  R o l l e r  Vape m otor i s  l i s t e d  as 
f o l l o w s :
M an u factu re (WSI W ashington S c i e n t i f i c  In d u s tr ie s  L t d . ) .
Model N o . 25 (Dow ty Package N o . 4 5 5 4 - 1 3 4 ) .
D isp lacem en t
I n e r t i a
Torque
Volume o f  O i l  under Com pression
Maximum C o ntin u o u s P re s s u re  R a tin g
Maximum In t e r m it t e d  P re s s u re  R a tin g
T h e o r e tic a l  Power a t  C o n tin u o u s R ated 
p re ss u re
T h e o r e t ic a l  In p u t Flo w  
M otor leakage C h a r a c t e r i s t ic  
Temp. Range
2 .5  i n 3/ r e v .
0 .0 6 79  i n  lb  sec2
0 . 3 9 7  l b - i n / p s i
1 . 2 5  i n 3.
2000 p s i .
3000 p s i .
1 8 . 9  hp
1 6 . 2  g a l/ m in .
0 .8  i n 3/se c/15 0 0  p ci .  
-4 0 °C  to  + 7 0 °C .
CHAPTER 9
D I S C U S S I O N  A N D  SUM M ARY
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The o b je c t iv e s  o f  th e  re s e a rc h  d e s c r ib e d  in  t h i s  t h e s is  a re  w ide  
r a n g in g , c o v e r in g  a t h e o r e t ic a l  tre a tm e n t o f  th e  V o l t e r r a  s e r ie s  
r e p re s e n t a t io n  o f  n o n l in e a r  sys te m s, id e n t i f i c a t i o n ,  com puter o r g a n is a t io n  
and s im u la t io n .  I t  i s  o u t l in e d  how a m in icom p uter system  can be o rg a n is e d  
to  become an e f f i c i e n t  system  re s e a rc h  t o o l .  Then t h e o r e t i c a l  deve lopm ents 
a re  d e s c r ib e d , r e la t i n g  to  th e  a n a ly s is  o f  n o n l in e a r  sys te m s , from  a
f u n c t io n a l  p o in t  o f  v ie w . A m o d if ie d  form  o f  V o l t e r r a  a n a ly s is  i s  
in t r o d u c e d , i t s  p r o p e r t ie s  d is c u s s e d , and th e n  t h is  th e o r y  a p p lie d  to  th e
a n a ly s is  o f  n o n l in e a r  system s w ith  pseudo-random  and G a u ss ia n  in p u t s .  In
C h a p te rs  6 and 7, an i d e n t i f i c a t i o n  method i s  d e ve lo p e d  and a p p lie d  w ith  
su cce ss  to  system s c o n ta in in g  smooth o r  d is c o n t in u o u s  n o n l in e a r i t i e s .  An 
optimum id e n t i f i c a t i o n  p ro c e d u re  i s  su g g e ste d  based upon th e  e x p e rim e n ta l 
e v id e n c e  g iv e n . Some o f  th e s e  methods a re  a p p lie d  in  C h a p te r 8 to  th e  
i d e n t i f i c a t i o n  o f  th e  d . c .  in p u t -o u t p u t  and f r i c t i o n  c h a r a c t e r i s t i c s  o f  
a h y d r a u l ic  s e r v o d r iv e .
The m in icom p uter p ro v e d  in v a lu a b le  th ro u g h o u t th e  re s e a rc h  p e r io d  as 
th e  s o ftw a re  d e ve lo p e d  e n a b le d  new e xp e rim e n t c o n f ig u r a t io n s  t o  be te s te d  
q u ic k ly ,  and e s ta b l is h e d  te c h n iq u e s  to  be im plem ented w ith o u t  d i f f i c u l t y  o r  
e r r o r s .  Some l im i t a t io n  was im posed b y  th e  co re  s iz e  (32 K B ), even i f  a l l  th e  
program s w ere coded d i r e c t l y  i n  A sse m b le r. I t  i s  f e l t  th a t  a minimum c o re  
s i z e ,  t o  e n a b le  a u s e r  to  c o m fo rta b ly  m a n ip u la te  d a ta  and c a r r y  o u t v e r y  
com plex a r it h m e t ic  r o u t in e s  in  A sse m b le r, i s  a p p ro x im a te ly  48 KB f o r  a 
1 6 -b i t  m achine . Such a c o re  s i z e  i s  s u f f i c i e n t  to  c a r r y  o u t o p e ra t io n s  
such  as a tw o -d im e n s io n e d  FFT on a 1 0 2 4 -b it  d a ta  a r r a y ,  w ith o u t  th e  need 
f o r  o v e r la y  program m ing.
The R e s id e n t S u p p o rt Program  (RSP) p la y e d  a c e n t r a l  r o le  Th ro u g h o u t 
t h i s  p r o je c t ,  e n a b lin g  some o f  th e  ta sk s  more s u it e d  to  m a in -fra m e m ach ines,
to  be e a s i l y  a ccom p lish e d  w it h  th e  m in ico m p u te r.
The t h e o r e t ic a l  deve lopm ents d e s c r ib e d  in  C h a p te r 3 a re  re g a rd e d  as 
b e in g  o f  m a jor im p o rta n ce  to  th e  s tu d y  and a n a ly s is  o f  s e p a ra b le  s in g le ­
v a lu e d  n o n l in e a r  sys te m s, from  a f u n c t io n a l  p o in t  o f  v ie w . The
c o n v e n t io n a l f u n c t io n a l  method o f  a n a ly z in g  such n o n l in e a r  system s i s  b y
means o f  th e  V o l t e r r a  s e r ie s ,  th e  k e rn e ls  o f  w h ich  a re  form ed b y  p ro d u c ts
9 . 1  D i s c u s s i o n  a n d  S u m m a r y
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o f  n o n -u n i t y  g a in  im p u lse  re sp o n se  f u n c t io n s .  The term s o f  th e  con ­
v e n t io n a l  f u n c t io n a l  s e r ie s  a re  m u lt id im e n s io n a l c o n v o lu t io n  o p e ra t io n s  
betw een such k e rn e ls  and th e  b ia s e d  s ig n a ls .  The m o d if ie d  V o l t e r r a  
f u n c t io n a l  s e r ie s ,  d e ve lo p e d  b y  th e  a u th o r , in t ro d u c e s  a degree  o f  
n o rm a liz a t io n  and s t a n d a r d is a t io n  in  th e  e x p re s s io n s  f o r  o u tp u t and 
c o r r e la t io n  f u n c t io n s .  I t  makes i t  p o s s ib le  to  p r e d ic t  th e  con vergen ce  
p r o p e r t ie s  o f  th e  s e r ie s  f o r  th e  o u tp u t o f  a system  when a known n o n l in e a r i t y  
e x i s t s .  T h is  i s  because th e  V o l t e r r a  s e r ie s  i s  e xp re s se d  as a summation 
o f  term s w h ich  a re  c o n s t i t u t e d  b y  d e r iv a t iv e s  o f  th e  n o n l in e a r  elem ent 
in s ta n ta n e o u s  in p u t -o u t p u t  f u n c t io n ,  w e ig h te d  b y  c o e f f ic ie n t s  w h ich  a re  
dependent o n ly  on th e  o rd e r  o f  th e  n o n l in e a r  o p e ra t io n  b e in g  d e s c r ib e d . 
F u r t h e r ,  th e  a n a ly s is  o f  th e  n o n l in e a r  system s b y  th e  m o d if ie d  V o l t e r r a  
s e r ie s  e n a b le s  th e  d e r iv a t io n  o f  e x p re s s io n s  f o r  th e  system  c r o s s c o r r e la t io n  
f u n c t io n ,  w h ich  a re  c o n s t i t u t e d  b y  summations o f  n th  o rd e r  a u t o c o r r e la t io n  
fu n c t io n s  o f  th e  dynam ic component o f  th e  system  in p u t .  T h is  i s  im p o rta n t 
because in  some cases th e  h ig h  o rd e r  s t a t i s t i c a l  p r o p e r t ie s  o f  s ig n a ls  a re  
known; when b ia s  e x is t s  superim posed  on such  s ig n a ls  th o s e  p r o p e r t ie s  no 
lo n g e r  a p p ly . Such i s  th e  case o f  in v e r s e  re p e a t and G a u ss ia n  s ig n a ls .
M axim al le n g th  sequences w h ich  a re  a ls o  in v e r s e  re p e a t s ig n a ls  a re  c o n v e n ie n t  
system  t e s t  s ig n a ls ,  and i t  i s  dem on stra ted  how TPRS in  p a r t i c u la r  has 
u s e f u l  p r o p e r t ie s .
Q u ite  a p a rt  from  th e  s im p l i f i c a t io n s  w h ich  can be made to  th e  e x p re s s io n s  
f o r  o u tp u t and c o r r e la t io n  fu n c t io n s  when th e  system  in p u ts  a re  r e s t r i c t e d  
to  a p a r t i c u la r  c la s s  o f  s ig n a ls ,  su ch  as pseudo-random  se q u e n ce s , th e  
m o d if ie d  V o l t e r r a  f u n c t io n a l  a n a ly s is  e n a b le s  e x p l i c i t  e x p re s s io n s  to  be 
d e r iv e d  f o r  o u tp u t and c o r r e la t io n  fu n c t io n s  o f  n o n l in e a r  feed ba ck  system s 
w ith  b ia s e d  in p u t s .  Such d e r iv a t io n s  w ou ld  be e x tre m e ly  d i f f i c u l t  w ith  
c o n v e n t io n a l a n a ly s is .
F u r th e r  re s e a rc h  in  t h i s  a re a  c o u ld  c o n c e n tra te  on m u lt iv a r ia b le  sys te m s , 
o r  system s c o n ta in in g  s e v e r a l n o n l in e a r  e le m e n ts . Such e x te n s io n s  w o u ld  be 
u s e f u l ,  f in d in g  a p p l ic a t io n  in  id e n t i f i c a t i o n  o f  m u lt iv a r ia b le  sys te m s.
How ever i t  i s  f e l t  th a t  a more in t e r e s t in g  prob lem  i s  posed b y  th e  s tu d y  o f  
th e  m u lt id im e n s io n a l a u t o c o r r e la t io n  fu n c t io n s  o f  r e s t r i c t e d  c la s s e s  o f  
s ig n a ls .  The s t a n d a r d is a t io n  in  th e  V o l t e r r a  s e r ie s  i s  due to  th e  f a c t  th a t  
th e  term s o f  th e  s e r ie s  a re  c o n s t i t u t e d  b y  m u lt id im e n s io n a l c o n v o lu t io n  
o p e ra t io n s  between u n i t y  g a in  im p u lse  re sp o n se  fu n c t io n s  and u n b ia se d  s ig n a ls ,  
w e ig h te d  b y  d e r iv a t iv e s  o f  th e  n o n l in e a r  e lem ent in s ta n ta n e o u s  in p u t -o u t p u t  
f u n c t io n .  These
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c o n v o lu tio n s  are shown t o  be r e la t e d  t o  th e  s ig n a l e n te r in g  th e  n o n lin e a r  
e le m e n t. The s t a t i s t i c a l  p r o p e r tie s  o f  t h i s  s ig n a l p la y  a c e n tr a l r o le  i n  
th e  system  b e h a v io u r . Methods have been b r i e f l y  examined b y th e  a u th o r to  
d e te rm in e  th e  m u ltid im e n s io n a l a u t o c o r r e la t io n  fu n c tio n s  o f  T P R S . These are 
based on tra n s fo rm in g  th e  TPRS s ig n a l from  l in e a r  tim e to  d ya d ic  tim e dom ain, 
o b ta in in g  th e  Walsh T ra n s fo rm  o f  th e  TP R S . H avin g  o b ta in e d  t h i s  T ra n s fo rm , 
th e  m u ltid im e n s io n a l a u t o c o r r e la t io n  fu n c tio n s  o f  TPRS can be e v a lu a te d , th e  
o n ly  a r ith m e tic  o p e r a tio n  r e q u ir e d  b e in g  a d d i t io n . A knowledge o f  such 
a u t o c o r r e la t io n  fu n c tio n s  would mean t h a t  an e x p re s s io n  f o r  th e  c r o s s c o r r e la tio n  
fu n c t io n  across th e  n o n lin e a r  system  c o u ld  be fo u n d , s im p l if i e d  i n  th e  same 
way as th e  e q u iv a le n t one f o r  G aussian  i n p u t s . Fu rth e rm o re  i t  w ould le a d  to  
enhanced i d e n t i f i c a t i o n  p e rfo rm a n c e , as b r i e f l y  m entioned i n  C h a p te r 6 .
A  knowledge o f  th e  h ig h  o r d e r a u to c o r r e la tio n  fu n c tio n s  o f  th e  system  
in p u t e n a b le s , f o r  exam ple, th e  e x p re s s io n  f o r  th e  system  c r o s s c o r r e la tio n  
fu n c t io n  to  be e x p l i c i t l y  d e te rm in e d . Knowing th e  p . d . f .  o f  th e  n o n lin e a r  
elem ent i n p u t , and th e  b i v a r i a t e  p . d . f .  between th e  n o n lin e a r  elem ent in p u t 
and i t s  o u t p u t , a ls o  enables such e x p re s s io n  to  be d e te rm in e d . The b i v a r i a t e  
p . d . f .  approach to  th e  d e te rm in a tio n  o f  th e  c r o s s c o r r e la tio n  fu n c tio n  i s  more 
e f f i c i e n t ;  i t  in v o lv e s  in t e g r a t io n s  o f  two d im e n sio n al f u n c t i o n s , each i n t e g r a l  
b e in g  c o m p le te ly  d e te rm in a te  once th e  b i v a r i a t e  p . d . f .  i s  known. T h is  is  
shown i n  C h a p te r 3 .
D e te rm in a tio n  o f  th e  c r o s s c o r r e la t io n  fu n c tio n  b y means o f  th e  
fu n c t io n a l  s e r ie s  c o n ta in in g  th e  h ig h e r o rd e r a u t o c o r r e la t io n  fu n c tio n s  i s  
however more d i f f i c u l t  because such a u t o c o r r e la t io n  fu n c tio n s  are seldom 
known. The p . d . f .  approach to  th e  s o lu t io n  o f  th e  problem  appears to  have 
a d d it io n a l  advantages s in c e  knowledge o f  th e  p . d . f .  is  th e  f i r s t  s te p  i n  th e  
s tu d y  o f  th e  e f f e c t s  o f  n o n lin e a r  elem ent in p u t s t a t i s t i c s  on i d e n t i f i c a t i o n  
r e s o l u t i o n .
I t  i s  dem onstrated i n  C h a p te r 7 t h a t  when th e  in p u t to  th e  n o n lin e a r  
elem ent is  n o rm a lly  d i s t r i b u t e d , th e  i d e n t i f i c a t i o n  perform ance i s  a t  an 
optimum. I t  is  th e  a u t h o r ’ s b e l i e f  t h a t  t h i s  i s  n o t a unique s o l u t i o n ; 
indeed i t  seems l i k e l y  t h a t  p r o v id in g  th e  n o n lin e a r  elem ent in p u t s ig n a l i s  
s e p a r a b le , (th e  d e f i n i t i o n  o f  s e p a r a b i l i t y  i s  g iv e n  i n  C h a p te r 6 ) , th e n  th e  
i d e n t i f i c a t i o n  perform ance i s  a t a ’ l o c a l 1 optimum. T h is  can be shown to  
correspond to  a minimum o f  th e  i n t e g r a l  o f  th e  c r o s s c o r r e la tio n  fu n c tio n  
across th e  n o n lin e a r  syste m . Research cou ld be c a r r ie d  o u t to  f i n d  a n a l y t i c a l
e x p re s s io n s  r e l a t i n g  th e  p . d . f .  a t  th e  o u tp u t o f  a l i n e a r  system  to  t h a t  a t 
i t s  i n p u t , i n  p a r t i c u l a r  when th e  l a t t e r  is  t h a t  o f  T P R S . Much work has 
a lr e a d y  been re p o r te d  i n  t h i s  a r e a , w hich i s  n o rm a lly  d e s c rib e d  under th e  
h eading o f  f i l t e r e d  P o is s o n  p ro c e s s e s . However a more u n i f i e d  approach is  
n eeded. The n e x t s te p  w ould be th e  fo r m u la tio n  o f  a dynamic programming 
p ro b le m , w r i t i n g  th e  i n t e g r a l  o f  th e  c r o s s c o r r e la tio n  fu n c t io n  across a non­
l i n e a r  system  as th e  c o s t f u n c t i o n , and a llo w in g , f o r  exam ple, th e  band­
w id th  o f  th e  l in e a r  system  p re c e e d in g  th e  n o n l in e a r i t y  t o  be th e  v a r ia b le  
p a ra m e te r. Such work was o u ts id e  th e  scope o f  t h i s  t h e s i s , b u t i t  i s  f e l t  
t h a t  i t  would g iv e  g r e a t i n s i g h t  i n t o  th e  mechanisms b y w hich th e  s t a t i s t i c a l  
p r o p e r t ie s  o f  th e  s ig n a ls  in v o lv e d  are changed b y th e  v a r io u s  elem ents i n  
th e  syste m . As f a r  as th e  tra n s fo r m a tio n s  w hich are undergone by th e  
p r o b a b i l i t y  d e n s ity  f u n c t i o n s , th e  g r e a te s t  problem s are th o se  posed b y th e  
l in e a r  e le m e n ts . The th e o r y  o f  n o n lin e a r , a m p litu d e , tr a n s fo r m a tio n s  o f  th e
p . d . f .  shape i s  a lr e a d y  w e ll  e s t a b lis h e d .
C h a p te r 4 d e a ls w it h  th e  a n a ly s is  o f  se p a ra b le  n o n lin e a r  systems w ith  
G aussian  b ia s e d  i n p u t s . The c h a p te r c o n c e n tra te s  on th e  d e r iv a t io n  o f  v e r y  
g e n e r a liz e d  e xp re s s io n s  d e m o n stra tin g  how b i a s , power and v a ria n c e  are  i n t e r ­
r e l a t e d , and o b ta in in g  e x p re s s io n s  f o r  o u tp u t a u t o c o r r e la t io n  fu n c tio n s  and 
system  c r o s s c o r r e la tio n  f u n c t i o n s . The m o d ifie d  V o l t e r r a  s e r ie s  i s  shown 
to  be s im p ly  r e la t e d  to  th e  b ia s e d , random i n p u t , D e s c rib in g  F u n c t io n , and 
s u p p o rts  th e  arguments f o r  th e  use o f  i d e n t i f i c a t i o n  p ro ce dures o b ta in e d  
w it h  th e  assum ption o f  smooth n o n lin e a r  e le m e n ts ,to  systems c o n ta in in g  d is c r e t e  
o n e s. The e x a c t a n a ly s is  o f  n o n lin e a r  systems w ith  Gaussian in p u ts  is  shown 
t o  become v e r y  c o m p lic a te d  when feedback e x i s t s  around th e  n o n l i n e a r i t y . I t  
i s  d o u b tfu l w hether such e x a c t a n a ly s is  would be u s e fu l i n  p r a c t i c e , and 
o n ly  an i n d i c a t io n  i s  g iv e n  as to  th e  p o s s ib le  method o f  a tta c k  o f  such 
p ro b le m s .
M axim al le n g th  sequences as system  in p u ts  are c o n sid e re d  in  C h a p te r 5 .
TPRS and PRBS a re  examined i n  d e t a i l .  Eve n  i f  the form  ta ke n  by th e  h ig h  
o rd e r TPRS s t a t i s t i c s  a re  unknown, c o n s id e ra b le  s im p l if i c a t i o n s  are made to  
th e  g e n e ra lis e d  form u lae o f  C h a p te r 3 by r e s t r i c t i n g  th e  n o n lin e a r  system  
in p u ts  to  such s ig n a ls . I t  is  shown how d is c r e te  pseudo-random  s ig n a ls  can 
be tr e a te d  u s in g  th e  m o d ifie d  V o l t e r r a  fu n c t io n a l  e x p a n s io n , d e m o n stra tin g  
t h a t  c o n s id e ra b le  s im p l if i c a t i o n s  are p o s s ib le  to  th e  g e n e r a lis e d  e xp re s s io n s  
o f  C h a p te r 3 ; p a r t i c u l a r  e x p re s s io n s  are a ls o  d e riv e d  to  t r e a t  th e  s p e c ia l 
case o f  Hammerstein ty p e  syste m s. O f  p a r t i c u l a r  im portance is  th e  a n a ly s is  
c a r r ie d  o u t a p p lic a b le  to  n o n lin e a r  systems w ith  PRBS in p u ts  w h ic h ,
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q u a n t i t a t i v e l y , e x p la in s  many o f  th e  e f f e c t s  re p o rte d  i n  th e  l i t e r a t u r e .  I t  
i s  shown t h a t  PRBS has c o n s id e ra b le  d isa d va n ta g e s  compared t o ,  s a y , TP R S , 
due t o  i t s  in h e r e n t ly  b ia s e d  n a tu re  and due to  th e  f a c t  t h a t  i t  does n o t 
have th e  in v e r s e  re p e a t p r o p e r t y . I t  i s  f u r t h e r  shown t h a t  th e  method o f  
'in v e r s e  re p e a t PRBS t e s t i n g ' i s  in h e r e n t l y  prone to  e r r o r .  The q u a n t i t a t i v e  
d e r iv a t io n  o f  e xp re s s io n s  showing th e  m agnitude o f  such e r r o r s  i s  s t r a i g h t  
fo r w a r d , due t o  th e  p a r t i c u l a r  n a tu re  o f  th e  m o d ifie d  V o l t e r r a  f u n c t io n a l  
tre a tm e n t u s e d .
C h a p te rs 3 to  5 are th u s d e vo te d  to  th e  developm ent o f  an a n a l y t i c a l  
approach to  th e  s tu d y  o f  th e  s e p a r a b le , s in g le  v a lu e d  c la s s  o f  n o n lin e a r  
s yste m s. In  C h a p te r 6 some o f  th e  more im p o rta n t t h e o r e t i c a l  concepts are 
s u p p o rte d  b y means o f  e x p e rim e n ta l r e s u l t s .  Then th e  m o d ifie d  V o l t e r r a  
f u n c t io n a l  s e rie s  i s  used i n  th e  d e r iv a t io n  o f  a sim ple and e f f e c t i v e  
p ro ce d u re  f o r  th e  i d e n t i f i c a t i o n  o f  th e  n o n lin e a r  p a r t  o f  s ys te m s , nam ely 
th e  s m a ll s ig n a l g a in  f u n c t i o n . The pro ce dure i s  l im it e d  to  systems 
c o n ta in in g  s in g le  v a lu e d  and la g le s s  n o n lin e a r  e le m e n ts. N e v e rth e le s s  such 
a p ro ce d u re  i s  v e r y  u s e fu l as many p h y s ic a l systems w hich are  n o n lin e a r  f i t  
such re q u ire m e n ts . The i d e n t i f i c a t i o n  pro ce d u re i t s e l f  i s  developed f o r  
systems c o n ta in in g  smooth n o n lin e a r  e le m e n ts , b u t i n  C h a p te r 7 i t  i s  shown 
t h a t  i t  can e q u a lly  w e ll  be a p p lie d  to  systems c o n ta in in g  d is c r e te  n o n - 
l i n e a r i t i e s .  The i d e n t i f i c a t i o n  perform ance can be im proved b y c a r r y in g  o u t 
an extended t e s t  and th e  advantages o f  t h i s  are d is c u s s e d . The e r r o r s  
in v o lv e d  are examined a n a l y t i c a l l y  as w e ll as e x p e r im e n ta lly , s p e c ia l 
a t t e n t io n  b e in g  p a id  to  th e  e f f e c t s  o f  n o is e . To reduce th e  e f f e c t s  o f  
c y c li c  n o is e  a n o v e l method i s  d eve lope d which i s  e a s i l y  implemented and can 
be used i n  c o n ju n c tio n  w it h  t h i s  o r  any o th e r i d e n t i f i c a t i o n  pro ce d u re w hich 
i s  based upon th e  concept o f  system  e x c i t a t i o n  w ith  a r e p e t i t i v e  t e s t  s i g n a l .
T e s tin g  d is c r e te  n o n lin e a r  s yste m s, i t  was d is c o ve re d  t h a t  th e  
i d e n t i f i c a t i o n  pro ce dure can be o p tim is e d  by p r e c o n d itio n in g  th e  TPRS s ig n a l 
p r i o r  t o  i t s  i n j e c t i o n  i n t o  th e  syste m . The improvements gained b y such 
a p ro ce ss are shown to  be c o n s id e r a b le . The p r e c o n d itio n in g  in v o lv e d  i s  a 
low -pass f i l t e r i n g  o p e ra tio n  on th e  T P R S , w ith  a p p r o p r ia te  a m p lific a t io n  
to  m a in ta in  the re q u ire d  system  in p u t v a r ia n c e . The amount o f  f i l t e r i n g  
in v o lv e d  i s  t h a t  which most c lo s e ly  tra n s fo rm s  th e  TPRS s ig n a l i n t o  a 
G aussian  random v a r i a b l e . P r e c is e  guide lin e s  are g iv e n  to  h e lp  w ith  th e  
ch oice o f  f i l t e r  g a in  and cu t o f f  fre q u e n c y .
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The id e n t i f i c a t i o n  p ro c e d u re  used as o u t l in e d  i n  t h is  th e s is  i s  based 
upon c o r r e la t io n  m ethods. Though th e  r e le v a n t  program s w ere coded in  
A sse m b le r, com p uta tion  tim es a re  n o t  i n s i g n i f i c a n t .  Th ey  a re  c o n s id e re d  to  
be lo n g  o r  s h o r t  depend ing  on th e  ty p e  o f  system  b e in g  t e s t e d ,  and in  
p a r t i c u la r  on th e  tim e r e q u ir e d  f o r  system  e x c i t a t io n  w h ich  i s  in  tu r n  
dependent on th e  system  s e t t l i n g  t im e . I f  th e  system s te s te d  a re  m e ch a n ica l 
and n o is y ,  r e q u i r in g  many a v e ra g in g  ru n s , th e n  th e  co m p u ta tio n  tim es w i l l  
be s h o r t  in  com parison  w ith  th e  d a ta  a c q u is i t io n  tim e . As an exam ple , a 
t y p i c a l  c o r r e la t io n  o f ,  s a y , 256 d a ta  p o in t s  ta kes a p p ro x im a te ly  0 .5  se co n d s . 
H ow ever, i f  e le c t r o n ic  equipm ent i s  t e s t e d ,  th e n  such  co m p u ta tio n  tim es a re  
u s u a l l y  lo n g .
M ethods have been c o n s id e re d  f o r  sp e e d in g  up th e  com p u ta tion  tim e b u t 
n o t  im plem ented s in c e  th e y  a re  o u ts id e  th e  scope o f  t h i s  w o rk . T h e y  r e v o lv e  
a round  two main id e a s . The f i r s t  one i s  to  re n d e r  th e  c o r r e la t io n  p ro c e s s  
more e f f i c i e n t  b y  re m ovin g  a l l  m u lt ip l ic a t io n s  and r e p la c in g  them w ith  ga ted  
a d d i t io n s .  T h is  i s  p o s s ib le  s in c e  i n  a l l  cases one o f  th e  v a r ia b le s  i s  a 
d is c r e t e  s ig n a l  (T P R S ). A hardw a re  c o r r e la t o r  c o u ld  even be c o n s tru c te d  
t h i s  n a t u r a l l y  b e in g  a v e r y  e f f i c i e n t  method as f a r  as tim e  i s  co n ce rn e d .
An a l t e r n a t iv e  to  t h i s  w h ich  has been c o n s id e re d  i s  th e  use  o f  FFT o r  FWT 
r o u t in e s  i n  p la c e  o f  th e  c o r r e la t io n  o n e s ; t h i s  i s  p ro b a b ly  more d i f f i c u l t  
s in c e  r e la t io n s h ip s  need to  be fou n d  betw een th e  in t e g r a l  o f  th e  c r o s s -  
c o r r e la t io n  f u n c t io n  and th e  c r o s s -s p e c t r a l  d e n s it y  f u n c t io n .  The use  o f  
W alsh T ra n s fo rm s , r a t h e r  th a n  F o u r ie r  T ra n s fo rm s , f o r  such  w ork w ould  speed 
th e  com p u ta tion  even  f u r t h e r ,  b u t  in t e r p r e t a t io n  o f  th e  r e s u l t s  from  d y a d ic  
domain i s  q u it e  d i f f i c u l t  and c o n s id e ra b le  problem s a re  e n v is a g e d . In  
c o n c lu s io n  i t  i s  f e l t  th a t  th e  h ardw are  c o r r e la t o r  w ould  be a much b e t t e r  
s o lu t io n  s in c e  i t s  im p le m e n ta tio n  i s  s u re  to  y i e l d  good r e s u l t s .  The 
T ra n s fo rm  methods a re  more in t e r e s t i n g ,  b u t  a ls o  more com plex.
The id e n t i f i c a t i o n  p ro c e d u re s  o u t l in e d  in  C h a p te rs  6 and 7 were 
a p p lie d  to  th e  t e s t in g  o f  a h y d r a u l ic  se rvo m o to r; th e  d e s c r ip t io n  o f  th e  t e s t s  
in v o lv e d  a re  g iv e n  in  C h a p te r 8. I t  i s  shown how th e  a p p l ic a t io n  o f  s im p le  
c o r r e la t io n  e q u a t io n s , i n  c o n ju n c t io n  w ith  t e s t  d a ta , can be used to  f in d  
th e  s t a t i c  c h a r a c t e r i s t i c s  o f  th e  s e r v o d r iv e  q u ic k ly  and a c c u r a t e ly .  The 
e x p e r im e n ta t io n  tim e  r e q u ir e d  f o r  th e  c o n v e n t io n a l q u a s i -s te a d y  s ta te  t e s t  
was o f  th e  o rd e r  o f  3 h o u rs , due to  th e  p re se n ce  o f  r ip p l e  a t  th e  system  
o u tp u t ,  n e c e s s i t a t in g  lo n g  a v e ra g in g  t im e s . E q u iv a le n t  r e s u l t s  o b ta in e d  b y
-  2 5 0  -
means o f  th e  c o r r e la t i o n  te c h n iq u e  were o b ta in e d  in  a p p ro x im a te ly  5 m in u te s . 
Fu rth e rm o re  i t  was shown t h a t  such r e s u lt s  are more a c c u ra te  because o f  the 
presence o f  d r i f t  in  some system  p a ra m e te rs , (such as o i l  te m p e r a tu r e ), 
d u rin g  th e  course o f  th e  q u a s i-s te a d y  s t a t e  t e s t .  The c o r r e la t i o n  te s ts  
used a re  based on th e  i d e n t i f i c a t i o n  p ro ce du res a lr e a d y  d e s c r ib e d , as w e ll 
as a n o v e l m ethod, d e s c rib e d  i n  C h a p te r 8 , o f  i n t e r p r e t i n g  th e  lo a d -to r q u e  
r e la t io n s h ip s  f o r  th e  s e r v o d r iv e  system .
CHAPTER 10
C O N C L U S I O N S
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I t  has been shown how th e  V o l t e r r a  s e r ie s  a n a ly s is  o f  s e p a ra b le  s in g le ­
v a lu e d  n o n l in e a r  system s can be m o d if ie d  to  e n ab le  th e  p r o p e r t ie s  o f  such 
system s to  be exam ined more e a s i l y .  U s in g  th e  m o d if ie d  V o l t e r r a  a n a ly s is  
a p p ro a ch , s e v e r a l  e x p l i c i t  e x p re s s io n s  have been d e r iv e d  w h ich  q u a n t i t a t iv e l y  
show th e  e f f e c t s  o f  system  in p u t  b ia s  on th e  o h tp u t p r o p e r t ie s  o f  n o n l in e a r  
sys te m s. In  p a r t i c u la r  th e  cases o f  G a uss ia n  and d is c r e t e  pseudo-random  
in p u ts  have been exam ined in  d e t a i l .  Fu rth e rm o re  i t  has been p o s s ib le  to  
o b ta in  e x p l i c i t  e x p re s s io n s  f o r  system  o u tp u t b ia s  v a r ia n c e ,  a u to  and c ro s s ­
c o r r e la t io n  f u n c t io n s  when th e  system  in p u ts  a re  n o rm a lly  d i s t r ib u t e d .  A 
r e la t io n s h ip  has a ls o  been fou n d  l i n k in g  th e  random in p u t  b ia s e d  D e s c r ib in g  
F u n c t io n  to  th e  m o d if ie d  V o l t e r r a  f u n c t io n a l  a n a ly s is .
The a n a ly s is  c a r r ie d  o u t f o r  th e  case o f  d is c r e t e  pseudo-random  system  
in p u ts  e n a b le d  th e  q u a n t i t a t iv e  p r e d ic t io n  o f  e f f e c t s  w h ich  have been n o te d  
b y  o th e r  w o rk e rs  i n  th e  f i e l d ,  b u t  c o u ld  n o t  be e x p l i c i t l y  a n a ly ze d  w ith  
c o n v e n t io n a l f u n c t io n a l  a n a ly s is .
The m o d if ie d  V o l t e r r a  f u n c t io n a l  a n a ly s is  has th e n  been a p p lie d  t o  th e  
p ro b lem  o f  n o n l in e a r  system  g a in  i d e n t i f i c a t i o n  w ith  good c o r r e la t io n  
betw een th e o r y  and e x p e rim e n ta l d a ta . A m in i com puter based t e s t  p ro c e d u re  
in v o l v in g  random s ig n a l g e n e ra t io n , d a ta  a c q u is i t io n  and s ig n a l  p ro c e s s in g  
has been d e s c r ib e d  w h ich  has a llo w e d  autom ated id e n t i f i c a t i o n  p ro c e d u re s  to  
be e x p lo r e d . T e s ts  on b o th  s im u la te d  system s w it h in  th e  com puter and a 
p r a c t i c a l  h y d r a u l ic  s e rv o -s y s te m  have been c a r r ie d  o u t ,  and th e  r e s u l t s  
p re s e n te d  in  th e  t h e s i s .  The id e n t i f i c a t i o n  p ro c e d u re  i s  shown to  be 
r o b u s t ,  y ie l d in g  good r e s u l t s ,  even in  th e  p re se n ce  o f  n o is e .  A n a ly t ic a l  
e x p re s s io n s  have been d e r iv e d  to  p r e d ic t  th e  e f f e c t s  and to  re d u ce  o r  
e l im in a te  th e  e r r o r s  due to  c y c l i c  o r  random n o is e .
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