Abstract. In this paper, we propose a new variational model for image denoising and decomposition, witch combines the total variation minimization model of Rudin, Osher and Fatemi from image restoration, with spaces of oscillatory functions, following recent ideas introduced by Meyer. The spaces introduced here are appropriate to model oscillatory patterns of zero mean, such as noise or texture. Numerical results of image denoising, image decomposition and texture discrimination are presented, showing that the new models decompose better a given image, possible noisy, into cartoon and oscillatory pattern of zero mean, than the standard ones. The present paper develops further the models previously introduced by the authors in Vese and Osher (Modeling textures with total variation minimization and oscillating patterns in image processing, UCLA CAM Report 02-19, May 2002, to appear in Journal of Scientific Computing, 2003. Other recent and related image decomposition models are also discussed.
Introduction
Recently, a new concept and a new task have been introduced in image analysis: decompose a given image f : → R into two components u + v, such that u is a cartoon representation of f , a simplified piecewisesmooth approximation, while v is the oscillatory component, consisting of texture and noise. This new image analysis task has been first formulated in theory by Meyer [27] , and the authors of the present paper have proposed a first practical new model to achieve this task in [40] . In this present paper, we develop further the model introduced in [40] , discuss some of its variants, and illustrate its range of applications to image denoising, image decomposition into cartoon plus texture, as well as the capability of texture discrimination and texture segmentation. We also discuss other new related models from the literature, all inspired by [27] and [40] .
The canonical, standard, previous models in image analysis start from the assumption that an image f is the sum of two components, f = u + v, such that only u contains the important main features of f . These models represent u as a function of bounded variation (in BV ( ) or in a subset, SBV( )), allowing for discontinuities along curves, therefore sharp edges and contours in the image u. The residual v := f − u is modeled in the standard models by a function in L 2 ( ). The main canonical examples are the total variation minimization of Rudin-Osher-Fatemi [35] , Rudin-Osher [34] , and the Mumford-Shah segmentation model [29] . The first model decomposes f into u + v, such that u ∈ BV( ) and v := f − u ∈ L 2 ( ), while the second model gives a decomposition f = u + v with u ∈ SBV( ) (special functions of bounded variation), and v := f − u ∈ L 2 ( ), as in the ROF model. These and other related models retain only the piecewisesmooth component u from f , and remove away the texture + noise component v := f − u. Other models having related properties are [3, 6, 12, 33] , among other. Instead, we use here a more refined model for describing the textured component v. It means using a norm which is truly sensitive to oscillating patterns, and our choice is motivated by some unexpected properties of the Rudin-Osher-Fatemi model [35] , as it was remarked by Meyer. Also, some drawbacks of the standard models are reduced or eliminated in the new models. Also, more recent analysis favor the idea that the space BV( ) is not sufficient to model images with textures and small details properly, such as natural images. We refer the reader to Gousseau and Morel [19] , where an experimental study of the distribution of bilevels of natural images is presented, showing that their total variation blows up to infinity with the increasing of resolution. A related work by the authors of [19] together with L. Alvarez is [2] . Also, Mumford and Gidas [28] explain that natural images are better modeled by Schwartz distributions which are not measurable functions.
More precisely, we assume that we have a given image f ∈ L 2 ( ), where is an open and bounded domain on R 2 , with Lipschitz boundary. In order to recover u from f , in [34, 35] it has been proposed to solve the following convex minimization problem:
where BV( ) is the space of functions of bounded variation, λ > 0 is a positive tuning parameter and |∇u| denotes the total variation of u. This minimization problem has minimizers in the space BV( ) (see [1, 12] ; also [41] for a more general case, [4, 5] for other properties). New formulations using duality of more general cases are presented in [41] , as well as in [13, 14] for the TV minimization.
A unique minimizer u formally satisfies the EulerLagrange equation associated with the above minimization problem:
(for a more precise and rigorous calculation of the subdifferential of the functional, we refer the reader to [12, 41] ).
As Meyer pointed out [27] , the residual v = f − u in ROF can be expressed as v = div g, where g is a vector field given, in the sense of distributions, by
< ∞. Therefore, the residual v = f − u in the RudinOsher-Fatemi model is expressed, in the sense of distributions, as the divergence of a vector field g ∈ L ∞ ( ), i.e. as a generalized function, and this also belongs to L 2 ( ). It turns out that the space of generalized functions
is the space W −1,∞ ( ), the dual space to W 1,1 0 ( ). On the other side, for each u ∈ BV( ), its total variation |∇u| is finite and can be expressed as:
Meyer [27] suggests that, in order to better extract from f = u + v the cartoon part u ∈ BV( ), and to leave in v the noise or the textured components only, other weaker norms should be used for the residual f − u in (1) 2 and where the infimum is computed over all decompositions v = div g of v.
We have the inclusions
* , therefore the norm in G( ) is a weaker norm than the L 2 ( ) norm. In [40] and in this present paper, we propose a new model for image decomposition into cartoon plus texture. To model the cartoon component u, we use, as in [34, 35] The outline of the paper is as follows: in the next section we give the description of the proposed new models, and discuss some of the properties. In Section 3 we discuss other related recent models for image decomposition, inspired from [27] and [40] . Then in Section 4 we present numerical results and comparisons, illustrating the motivations for the new models. We end the paper with a short concluding section.
For related results on oscillatory patterns in nonlinear problems, we refer to [30] . For related image restoration models based on the total variation minimization model in a wavelet framework, we refer the reader to [25] and [10, 26] . There is a very large literature on texture modeling and analysis in the computer vision and image analysis community, so it is impossible to mention all related references. We only mention in addition [8, 11, 20-24, 32, 36-38, 42, 43] , among many other work.
Description of the Proposed New Models
For every p ≥ 1, we consider the spaces of generalized functions
induced by the norm
For every p ≥ 1, the space G p ( ) can be identified with the space W −1, p ( ), the dual of the Sobolev space W 
Then, we propose the following minimization problem:
where λ, µ > 0 are tuning parameters, and p ≥ 1.
The first term insures that u ∈ BV( ), the second term insures that f −u ≈ div g, which together with the third term, insures
Clearly, if λ → ∞ and p → ∞, this model is formally an approximation of the model originally proposed by Meyer [27] . Indeed, if λ → ∞ and p → ∞, then in the limit f − u = div g almost everywhere for those g with smallest L ∞ ( ) norm. Therefore in the limit, the middle term in (5) will disappear, and the third term becomes f − u * .
Formally minimizing the above energy with respect to u, g 1 , g 2 , yields the following Euler-Lagrange equations:
µ g
If the exterior normal to the boundary ∂ is denoted by n x , n y , then the associated boundary conditions for u, g 1 and g 2 are:
For practical purposes and computational speed, it is convenient to use in (5) and (6) the equivalent norms g
and (6) can be substituted by
By these slight modifications, the obtained EulerLagrange equations contain only local terms, therefore using shorter computational time. These are:
In our numerical calculations, we have tested the proposed new models for different values of p. For 1 ≤ p ≤ 20, the results are similar. For p 20, such as p = 50, 100, . . . , then only textured details of smaller scale appear in the v component. This shows that the parameter p ≥ 1 from W −1, p ( ) is related with the size of a "cell" in a periodic pattern v ∈ W −1, p ( ). This remark was pointed out to the first author also by Kohn.
Remark. We would like to mention that in the above models and energies, the case p = 2 corresponds to v ∈ H −1 ( ), the dual of the space H 1 0 ( ). The corresponding particular case p = 2 in (10) is therefore the following minimization problem:
In this case p = 2, it can be shown that (see for instance [18] ), for v ∈ H −1 ( ), we have
for a unique P ∈ H 1 0 ( ), with g = ∇ P, and therefore v = div g = P, or v = −1 P. This specific structure for p = 2, using the inverse Laplacian, has been exploited further by Osher, together with Solé and Vese, in a different fashion, in [31] . This is introduced next, as well as two other recent models for image decomposition, one of them inspired from (15) , but in a wavelet framework [17] , and the other one [7] inspired from [40] and [27] .
Other New Related Models for Image Decomposition
Following the remarks by Meyer from [27] and the image decomposition model introduced by the authors in [40] , other related models have been recently proposed in theory and practice, as follows. The model by Osher et al. [31] , as a continuation of the model in [40] , can be seen as a modification of the particular case p = 2 from (15). This gives an exact decomposition f = u + v, corresponding to λ = ∞ in (15) . This is as follows [31] :
In this case, f −u = −1 P, with P ∈ H 1 ( ),
It is shown in [31] that the energy (16) can be minimized using a new fourth order nonlinear partial differential equation
with corresponding boundary conditions. The quantity div( ∇u |∇u| ) denotes the curvature of level lines of u. This can be seen also as a smoothing equation, with stronger regularization effect than by the original Rudin-OsherFatemi model (2) . As shown in [31] , this model gives very good results for image denoising and decomposition into cartoon and texture. However, the model in [31] has a slow convergence rate, due to a too severe CFL condition imposed by the fourth order nonlinear PDE (efficient numerical methods need to be constructed for such an equation).
By the models from the present paper, the results are obtained very fast, in about 100 iterations. Another important advantage of the models proposed in this present paper and in [40] is that, explicitly computing the functions g 1 and g 2 , allows to perform texture segmentation and discrimination. Also, the models (5) and (10) are more general, allowing for the choice of the dual norm W −1, p ( ), and do not consider only the case p = 2 (the parameter p plays the role as a scale for On the other hand, as already mentioned, an advantage of the model in [31] , is that it gives an exact decomposition f = u + v. Comparisons of these models will be shown in the section devoted to numerical results. Finally, it is interesting to note that the model (16) Another model for image decomposition has been recently introduced, following [27] and [40] , with a complete mathematical and theoretical formulation, by Aujol et al. [7] . The model is [7] :
where G µ ( ) = {v ∈ G( ) : v * ≤ µ}, where the space G( ) and v * have been defined in the Introduction. The proposed model [7] is close to the one proposed by Meyer in [27] , and it is solved using an interesting dual formulation of the total variation minimization, introduced by Chambolle in [13] .
Finally, another interesting model, inspired from [40] and [31] , has been recently introduced by Daubechies and Teschke [17] . The authors have reformulated our model corresponding to p = 2 in an interesting wavelet framework. This is as follows [17] :
where the space BV( ) from (15) [17] . The use of wavelets seams to be an advantage in representing well the textured details in the v component. However, the edges are not so well preserved in the u component by the space B 1 1 (L 1 ( )) in [17] , an edge enhancement technique is also applied.
We would also like to mention that an application of the model in [40] has been introduced in [9] , for structure and texture image inpainting, combined with two other existing techniques for image inpainting. Finally, following [40] , very good numerical results of image decomposition into cartoon and texture have been recently obtained by Starck et al. [39] using an approach that combines the Basis Pursuit Denoising algorithm and the total variation, in a wavelet framework.
Numerical Results and Comparisons
In this section, we present numerical results of image denoising, image decomposition and texture segmentation, obtained with the proposed new models. We also show comparisons with the standard TV model of Rudin-Osher-Fatemi [35] and with the new fourth order model from [31] .
In our experiments, we have used the values p = 1 and p = 2 in the new models. The parameter µ in the new models is kept fixed but very small, to allow highly oscillatory patterns in v = div g. If µ increases, than the model becomes very similar with the standard ROF model, because in that case | g| L p ( ) ≈ 0. The parameter λ in the new models is chosen so that the residual f − (u + div g) is almost identically equal to zero (in practice, this parameter ranges from 0.1 to 1). Slightly different results can be obtained for different parameters, however the dependence with respect to parameters is not too sensitive, especially in the range of parameters obtained in the experimental results.
We would also like to point out that, if the image f contains both random noise and texture, then the component v = div g will capture both the texture and the noise. The same situation happens in other image decomposition models into cartoon plus texture, for instance in the model [31] .
In Fig. 1 we show an original synthetic image of a square, and a noisy version. In Fig. 2 , we show the minimizer u and the residual f − u obtained with the standard TV model (the RMSE between u and the original is 0.01194, and the SNR = 27.8329). The image is very well denoised. However, if we look carefully at the residual f − u, we can still see the shape of the square. Next, in Fig. 3 , we perform the same test with the proposed new model for p = 1. The image is also very well denoised, and the RMSE between u and the original in this case is smaller, 0.00909, and the SNR = 30.4735; moreover, we do not see any "geometry" from the square object in the residual f − u. So the new model separates better the cartoon component from the noisy oscillatory component. For each experiment, the parameters are estimated so that the best RMSE is obtained. We use here for the RMSE and the SNR the expressions
M N , SNR = 10 log 10 In Figs. 4-6 we show a similar experiment, on a real image representing an office. In Fig. 4 we show the original image and a noisy version. In Fig. 5 we show the minimizer u and the residual f − u obtained with the standard TV model (the RMSE between u and the original is 0.05809, and the SNR = 17.6823). We note that geometry and contours of the large objects are still kept in the residual f − u. In Fig. 6 , we perform the same test with the proposed new model. The RMSE between u and the original in this case is 0.05771, and the SNR = 17.7735. If we look at the residual f −u, we do not see so much "geometry" from the large features.
Moreover, some details of the first chair on the left of the image, which is partially occluded by the desk, are better preserved with the new model. These details are lost in the u component from the standard TV model. So again the new model separates better the cartoon component from the noisy oscillatory components. For each experiment, the parameters are estimated so that the best RMSE is obtained.
We continue the numerical results with an application of the proposed new model to an ultrasound image. In Fig. 7 , we show an initial ultrasound image f . In Fig. 8 , we show the minimizer u obtained with the proposed new model, and the residual v = f − u.
We continue the numerical results with an example of image decomposition into cartoon plus texture, obtained by the proposed new model. In Fig. 9 we show an initial textured image f . The minimizer u of the proposed new energy is shown in Fig. 10 left, while the residual f − u is shown in Fig. 10 right. We therefore illustrate again how the proposed new model separates and decomposes a given image f into a cartoon part u Figure 15 . Top: components |g 1 | and |g 2 | from the wood image. Bottom: detected contour.
and an oscillatory part v = f − u of zero mean, such as texture or noise. Again, in this example, we choose λ in the new model so that f − (u + div g) ≈ 0, and the parameter µ in the new model is very small, to allow as much texture as possible in the v component.
We show in Fig. 11 a comparison between the proposed model from this paper with the fourth order model introduced in [31] . We refer the reader to [31] for more numerical results of image decomposition and image restoration using the fourth order model from [31] .
Finally, we end the paper illustrating an important advantage of the proposed models: computing explicitly the functions g 1 and g 2 , from v = div g, we can perform texture discrimination and texture segmentation on some textured images, with two different textures. We show in Figs. 12-15 numerical results already reported in [40] . For two textured images f representing fabric textures and wood textures, we compute the decomposition u + v by the proposed new models. Then, we apply the active contour based segmentation algorithm from [15, 16] , to one of the components |g 1 | or |g 2 |, to detect the boundary between the textures (at least one of these two components shows different characteristics of the textures). In the wood example, the difference is mainly in the direction of the two textures, while in the fabric texture, there is no preferred direction. However, the textures are well segmented, even in the more difficult case of the fabric texture.
Concluding Remarks
In this paper, we have presented a new, general and efficient class of models for image denoising and image restoration, which combine the total variation minimization model of Rudin-Osher-Fatemi for image restoration, with dual Sobolev spaces appropriate for oscillatory functions, following ideas introduced by Meyer. Numerical results for image denoising, image decomposition and texture segmentation have been presented. This paper is also an extension of the models introduced by the authors in [40] . His research contributions are in algorithm development and applications in high resolution shock capturing methods, level set methods, and PDE based methods in computer vision and image processing. A few examples are: the Engquist-Osher scheme, TVD schemes, entropy conditions, ENO and WENO schemes, numerical schemes for Hamilton-Jacobi type equations, total variation model for image denoising, images on implicit surfaces, the level set method in image processing and computer vision. He is co-author with R. Fedkiw of the book The Level Set Method and Dynamic Implicit Surfaces.
