We consider a Markovian deteriorating complex system which fails with state-dependent probability.
Introduction
In maintaining a deteriorating complex system, the following two features on cost seem to be reasonable: A replacement of a whole system at any failure occasion is more expensive than minimally repairing and using it again. A replacement at a failure occasion is more costly than a planned replacement of an unfai1ed system. Bar10w and Hunter [1) introduced a minimal repair model taking into account the above situations, and discussed the optima1ity of so called Policy IT (periodic replacement policy with minimal repair). After that, Policy lIT was proposed to improve Policy IT [2] , and (t,T)-Po1icy was studied to generalize Policy IT by introducing a breakdown cost [5] . In those models, the age of the system and/or the number of failures were used as a state variable, but no further information on the state of the system was available.
In this paper, we consider a similar minimal repair model, but the infor-238 © 1982 The Operations Research Society of Japan mation on the inner state of the system is assumed to be available. Moreover, the dynamic behavior of the inner state. is supposed to be described by an infinite or finite state Markov chain. The infinite state model is intended to present a cumulative discrete damage model. The finite state model is purposed to study the case where the deterioration of performance is classified into finite levels. As a matter of convenience, we will call the underlying state of the system" the deterioration level" in both cases. For a complex system such that a malfunction of any component of a system causes a system's failure, it is preferable to classify the failure states by the deterioration level of the system. We consider the following failure mechanism: At any instant after transition to the deterioration level j, the system fails with a known probability that depends on the level j. Then the state of the system is taken to be in failure with the deterioration level j. Possible maintenance actions are preventive replacement, emergency replacement and minimal repair. There are costs associated with each action. The purpose of this study is to investigate the structure of the maintenance policy minimizing the total expected discounted cost. Under some conditions on the transition probabilities and the cost structure, it is shown that an optimal policy has a form of (i,I) type: Perform an emergency replacement at the first failure after the deterioration level exceeds the level i, and a minimal repair for the failure up to reaching the level i. Perform a preventive replacement at the first transition to the level which is greater than I without failure at any level between i and I.
We will discuss an infinite state model in Sections 2, 3 and 4, and then a finite case in Section 5.
The Minimal Repair Model and Formulation
Let {0,1,2,···} be a set of underlying "deterioration levels of the system, where "0" means that the system is new and "1", "2",'" represent the increasing deterioration levels of the system. The sequence of successive deterioration levels of the system is assumed to form a discrete Markov chain where a O denotes a waiting action, that is, nothing is changed in the current system, and a Z denotes the action that preventively replaces the system with a new one. We assume that the failed system has to be repaired or replaced immediately. Then either a l or a Z is taken on a state 0iESf' where a l is a minimal repair action, that is, preserving the system at the same deteriora- Assumption 2.
Our goal is to find an optimal mai.ntenance policy which minimizes the expected total cost discounted by ~E[O,l) over an infinite planning horizon. 
where
An Optimal Policy Minimizing the Expected Total Discounted Cost
In this section, we first consider such an n-stage problem that the planning horizon is just n periods.
discounted cost when one starts through the remaining n periods. 
n 'Zn From (3.1) and (3.2), there are four possible cases: The statement of the lemma is obvious in the first two cases from Assumption 2.
In the third case. 
The first inequality follows from the property (i). Assumption l-(ii) and the property (ii) guarantee the second inequality. Optimal Policy with Minimal Repair Let the set Ao and Af be such that Let us define n to be the policy that takes action a O up to the first failure and thereafter coincides an optimal policy. Letting Q~(i,Oj) be the probability that the process first enters a state OjES f at the n-th step after starting from iES when one uses the policy ~, then the total expected discounted 
Expected Average Cost Criterion
In this section, we demonstrate that an optimal maintenance policy minimizing the expected average cost exists in the class of (i,I) type policies under Assumptions 1 and 2.
Let ~n(i) be the expected average cost when a policy n is employed with the initial state i. Owing to our modeling of failure mechanism, such a transition is not allowl~d in our model. One may, however, assert that the failure of the system will occur without regard to the transition of the underlying deterioration level.
If the transition from i to o. with positive probability is taken into account, 1.- then the condition, nonincreasing q .. in i, is omitted from the sufficient 1.-1.-condition for the optimality of (i,I) type policy.
