We address the problem of data and information interoperability in the Earth System Science information domain. We believe that well-established architectures and standard technologies are now available to implement data interoperability. In particular, we elaborate on the mediated approach, and present several technological aspects of our implementation of a Mediator-based Information System for Earth System Science Data. We highlight some limitations of current standard-based solutions and introduce possible future improvements.
Introduction
Heterogeneity occurs by nature, in any given universe of discourse, under many aspects, e.g. technical, geographical, temporal, administrative, linguistic, cultural, social (see Wiederhold, 1993, and Busse et al., 1999 , for a classification of heterogeneity facets).
For example, heterogeneity issues are remarkable in education, which implies the exchange of information between subjects that are usually quite distant from each other, under several points of view (e.g. their level of instruction).
Another such arena is scientific research, entailing collaborative efforts and information exchange between members of highly heterogeneous (although hopefully "convergent") communities. Particularly, Science Digital Libraries must support interdisciplinary exchange of information both in research and in educational settings (Bartolo et al., 2004) .
In the Earth System Science domain, the vastness of the topic and the diversity of applications have led to a tremendous heterogeneity of resources and procedures, which hinders cooperation among the different actors and stakeholders.
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Heterogeneity issues are more successfully mitigated by the implementation of interoperability solutions.
In the following sections, we relate the above considerations to Information and Communication Technology (ICT) concepts and literature, such as the theory of Mediator-based Information Systems, focusing on its application to the Earth System Science information domain.
Data and information interoperability
Interoperability may be generally defined as the ability to access, exchange, relate and combine information from multiple heterogeneous sources (see Wiederhold, 1999) . Information may be defined as knowledge acquired through study or experience or instruction. In the usual connotation of language as a persistent representation of knowledge, interoperability issues basically become language issues, and may be conveniently addressed at the three levels of lexicon, syntax and semantics.
Knowledge, in turn, may be defined as the psychological result of perception and learning and reasoning. According to these definitions, information is always a subjective concept, whose meaning depends on the context and whose value is apparent to the receiver (who/which is actually part of the context itself).
If the receiver is a human, a problem that arises is our lack of scalability in managing increasing volumes of information. This is referred to as information overloading (see Miller, 1956 , on human cognitive limitations).
This problem is most evident when we face machines, for instance when we have to digest the overwhelming results of a web search. It is also a very current issue in education, where the learning capabilities of students, as well as the effectiveness of our teaching methods, must cope with the exponential growth of networked sources of knowledge.
According to Mitra et al. (2005) , techniques to mitigate information overloading (e.g. providing pertinent results to queries, or ranking results better, or mining data more accurately) will be the real drivers of Internet evolution. In fact, research about search engines is probably the roughest battleground of the Internet industrial war.
Different representations may be derived from given information, for example to optimize transmission or storage. A representation of information in a form suitable to be automatically managed is referred to as data. The process used to obtain such form is referred to as encoding.
Data-processing systems provide the capability to restore (decode) the original representation of information, which may be considered as the "meaning" of that data. Likewise, a data-processing system may be considered as the context where that data is meaningful.
Thus, it is possible to distinguish between data and information interoperability. In the above terminology, they refer to the capacity to move data and information across heterogeneous sources and destinations, in such a way that the receiver is able to restore the original representation of information (i.e. data) and understand its meaning, respectively.
Architectural variants are possible, for example, in the cardinality of senders and receivers (distribution/integration of information), in the communication paradigm (client-server, peer-to-peer, etc.), or in the messaging pattern (requestresponse, one-way, publish-subscribe, etc.).
In the end, it is possible to say that a significant difference between information and data resides in the interpreting context and resembles the difference between humans and machines: basically, just a richer context. The more is our context formalized and adapted to automatic management, the greater will be our ability to overcome information overloading and to bridge the unavoidable heterogeneities of the real world.
Mediator-based information systems
A mediator-based information system is a federation of disparate (i.e. heterogeneous and distributed) systems that relinquish some of their autonomy for the sake of collaboration, and interoperate by abstracting their own local data model to a common one, the federal model. Each federation member may implement the common model just as a virtual view over the existing internal one. Thus, members can seamlessly participate in multiple federations, with different data models, requirements and features, by providing appropriate, conforming interfaces: for example, a storage system can simultaneously participate in both a Unix and a Windows distributed file system (e.g. by implementing respectively the Network File System and the Server Message Block protocol for sharing files, printers, serial ports, etc.) Members must strictly conform to the federal model when communicating with each other, but can otherwise maintain their internal structure and a large degree of autonomy. With this regards, mediator-based federations differ from loosefederations, that have no explicit common policy. They also differ from distributed database solutions, that mandate a uniform internal structure (Busse et al., 1999) . Sometimes, successful federal models may be adopted by federation members also as their own internal models. This avoids the need for mediation and imposes a unique model which overcomes heterogeneity: an example is the spreading of Intranets solutions. They are based on TCP/IP application protocols which, in the past, were used instead to enable interoperability between heterogeneous proprietary solutions.
A federal model is usually an instance of the hierarchical, semi-structured data model, which can be easily mediated to traditional relational and object-oriented models, as well as to file systems and generally to web data, which are intrinsically semi-structured (Busse et al., 1999) .
Since a federal model may be more general than a local one, loss of information may occur in the abstraction process. Hence, mediator-based information systems are targeted at read-only applications. On the other hand, federated models tend to be very detailed, to encompass different approaches avoiding oversimplification. Thus, information overloading is a common issue for federation members.
Besides, the absence of requirements on the internal structure implies restrictions to query capabilities, which are usually limited to a set of pre-canned queries.
More generally, the mediated approach relies on the identification of articulation points around a particular heterogeneity boundary and the implementation of adaptation logic, whose execution is delegated to a specialized, lightweight component: the Mediator (Wiederhold, 1992) . For example, proprietary e-mail services, differing for message format and network transport protocols, define heterogeneous e-mail domains. Specific systems, namely e-mail gateways, located at the domain boundaries, are in charge of mediating messaging traffic, making e-mail systems interoperable.
According to the mediated approach, data model integration (which is an aspect of data interoperability) can be easily achieved by adapting the source data model to the destination one, before data exchange.
In ICT, this solution has been conceptualized as a structural design pattern, that is a way of arranging software components to solve common issues: the well-known Adapter pattern (Gamma et al., 1995) .
As shown in Fig. 1 , the Adapter wraps a component (the Adaptee), exposing to a Client a Target interface, with which it is capable of interacting. The Adapter then mediates between the Client and the Adaptee, transforming the Client requests in a suitable form for the Adaptee to respond.
A common real-life example of this pattern is language interpretation between interlocutors in a political meeting: each politician is assisted by interpreters (the Adapters), one before data exchange. In ICT, this solution has been conceptualized as a structural design pattern, that is a way of arranging software components to solve common issues: the well-known Adapter pattern [Gamma et al., 1995] . As shown in Figure 1 , the Adapter wraps a component (the Adaptee), exposing to a Client a Target interface, with which it is capable of interacting. The Adapter then mediates between the Client and the Adaptee, transforming the Client requests in a suitable form for the Adaptee to respond. A common real-life example of this pattern is language interpretation between interlocutors in a political meeting: each politician is assisted by interpreters (the Adapters), one for each foreign language in use, translating questions and answers to his/her native language. In general, given n different systems to interconnect, different adapters are necessary. n n − 2 Mediator-based federations avoid the proliferation of adapter components, defining a particular, possibly virtual (i.e. not used internally) federal model as a common ground where all participants interactions are materialized. for each foreign language in use, translating questions and answers to his/her native language.
In general, given n different systems to interconnect, n 2 −n different adapters are necessary.
Mediator-based federations avoid the proliferation of adapter components, defining a particular, possibly virtual (i.e. not used internally) federal model as a common ground where all participants interactions are materialized.
In ICT, this approach has been conceptualized as a behavioural design pattern, that is a collaborative arrangement of software components to perform a task that no single component can carry out alone: the Mediator pattern (Gamma et al., 1995) .
As shown in Fig. 2 , any communication between the federation Members is routed through the Mediator component, which is able to apply the appropriate common policies.
Adaptation may still be necessary for those participants whose local model differs from the federal one. However, given n different system to be interconnected, at most n different adapters are sufficient.
According to the partitioning introduced above, lexical and syntactic adaptation is usually demanded to a specialized subcomponent, called Wrapper. The Mediator performs higher-level, semantics adaptations.
The implementation of a Mediator-based federation may result from a bottom-up process, by the spontaneous adoption of a system-wide policy, that becomes a de facto standard when a critical mass is reached. On the other hand, ,a formal standardization is also possible, implementing a topdown process. This usually requires extensive resources in planning, analysis and negotiation to identify and conceive the federal model.
In keeping with the previous linguistic example, the top-down approach was attempted by Doktoro Esperanto (Dr. Hopeful) in the frustrated effort to establish a universal and artificial language (Zamenhof, 1887 ). An example of the bottom-up approach is the current spreading of the de facto standard English (more precisely the Globish: Global + English) language.
In ICT, this approach has been conceptualized as a behavioural design pattern, that is a collaborative arrangement of software components to perform a task that no single component ca carry out alone: the Mediator pattern [Gamma et al., 1995] . As shown in Figure 2 , any communication between the federation Members is routed through th Mediator component, which is able to apply the appropriate common policies. Adaptation may still be necessary for those participants whose local model differs from the feder one. However, given n different system to be interconnected, at most different adapters are sufficient.
n According to the partitioning introduced above, lexical and syntactic adaptation is usually demanded to a specialized subcomponent, called Wrapper. The Mediator performs higher-level, semantics adaptations. The implementation of a Mediator-based federation may result from a bottom-up process, by the spontaneous adoption of a system-wide policy, that becomes a de facto standard when a critical mass is reached. On the other hand, ,a formal standardization is also possible, implementing a to down process. This usually requires extensive resources in planning, analysis and negotiation to identify and conceive the federal model. In keeping with the previous linguistic example, the top-down approach was attempted by Dokto Esperanto (Dr. Hopeful) in the frustrated effort to establish a universal and artificial language [Zamenhof, 1887] . An example of the bottom-up approach is the current spreading of the de fact standard English (more precisely the Globish: Global + English) language.
Mediation applied
Mediation has been successfully applied to the task of interconnecting diverse communication systems and enabling seamless data transport. Internet standards and specifications support mediating solutions for extending local communication services to a worldwide network. Architectural solutions based on intermediate systems (i.e. gateways) can be adopted to federate different communication systems (e.g. messaging systems such as E-mail, SMS, etc.) using Inter specifications. In particular, the Internet global addressing schema (namely IP addressing), RFC 822 and MIME message formats, are examples of such enabling specifications. Internet specifications have been a very successful federal model, to the point that, nowadays, m local communication systems are based on them. In particular, the Web architecture, based on U (Uniform Resource Identifier) identification schema, standard application level protocols (mostly HTTP which is defined in RFC 2616 as "a generic, stateless, protocol which can be used for ma tasks beyond its use for hypertext, such as name servers and distributed object management systems") and specifications (e.g. URL-encoding for parameter passing) is widely adopted as a federal model for interoperability of different application domains. 
Mediation has been successfully applied to the task of interconnecting diverse communication systems and enabling seamless data transport. Internet standards and specifications support mediating solutions for extending local communication services to a worldwide network. Architectural solutions based on intermediate systems (i.e. gateways) can be adopted to federate different communication systems (e.g. messaging systems such as e-mail, SMS, etc.) using Internet specifications. In particular, the Internet global addressing schema (namely IP addressing), RFC 822 and MIME message formats, are examples of such enabling specifications.
Internet specifications have been a very successful federal model, to the point that, nowadays, most local communication systems are based on them. In particular, the Web architecture, based on URI (Uniform Resource Identifier) identification schema, standard application level protocols (mostly HTTP which is defined in RFC 2616 as "a generic, stateless, protocol which can be used for many tasks beyond its use for hypertext, such as name servers and distributed object management systems") and specifications (e.g. URL-encoding for parameter passing) is widely adopted as a federal model for interoperability of different application domains.
Public Key Infrastructures (PKIs) are another example of mediation-based federations: instead of entrusting one another, community members rely on an intermediary (the Certification Authority) to adapt mutual trust levels and implement collective policies, such as Single-Sign-On.
Recently, XML (Bray et al., 2001 ) has emerged as a federal model for lexical and syntactic data interoperability. The impact of XML has been crucial, because it is a natural encoding for the semi-structured data model. Moreover, the powerful design of XML has enabled the definition of a growing number of specialized dialects to support the most diverse tasks, including the classical aspects of data management: Data Definition Language (DDL) as the XML Schema Language; Data Query Language (DQL) as XQuery and XPath; Data Manipulation Language (DML) as the eXstensible Stylesheet Language Transformations (XSLT) and XUpdate (Clark, 1999) .
federal view of metadata and data, based on the ISO19100 standard series. Supported participant data models include Unidata THREDDS 5 , ESA EOLI 6 , OGC WCS [OpenGIS] , and others. Figure  3 illustrates the main relationships among the federal data model (on the left) and a participant local model: the THREDDS data model (on the right). A mediator-wrapper component transforms the flowing XML resources from the local to the federal schema, by means of ad-hoc structural mappings. We have implemented the transformation process using a mixture of declarative and procedural constructs expressed in XSLT and in Java, respectively. Declarative constructs allow to transform an XML resource by describing (declaring) the result in terms of its expected structural properties, without having to specify the transformation algorithm. As the name suggests, XSLT modifies the form of the involved resources, not their substance. Thus, it supports transcoding, reordering, deleting and other such lexical and syntactical rearrangements. Procedural constructs support more complex mappings, such as those implied by algorithmic decisions, impossible or unpractical to express in XSLT. Figure 4 depicts the transformation process, with regards to the technologies involved. Another successful application of the mediating approach is Java technology, built around the specification of an abstract, virtual platform (the Java Virtual Machine) and its associated machine language (the Java bytecode), adapting the actual services of heterogeneous operating systems and hardware.
Together, Java and XML, the "attractive" technologies of a few years ago (Wiederhold, 1999) , are now mature solutions to the problem of data interoperability, tackling lexicon and syntax mismatches and balancing computational load among data providers and receivers over the global Internet. However, these technologies are quite limited in expressing semantics: when dealing with information interoperability, higher-level mediation tools and technologies are needed. This is particularly evident in complex contexts, where agreement on standard technological solutions is difficult to achieve. One such context is discussed in the next section: the Earth System Science.
Application to Earth System Science
As far as data model and interoperability interfaces are concerned, the Earth System Science community has achieved a certain maturity. Currently, the momentum of Geomatics standardization initiatives, such as those of OGC and ISO TC 211, is boosting the implementation of global interoperability solutions for Earth System Science, like GEOSS (Global Earth Observation System of Systems) 1 and the European GMES (Global Monitoring for Environment and Security) 2 and INSPIRE (INfrastructure for SPatial InfoRmation in Europe) initiatives 3 .
Several XML dialects are being developed by the diverse Information Communities to exchange data between the community members, e.g. ESML, ncML (Nativi et al., 2005b) , GML. A growing number of mediation tools and services supports the conversion between different markup languages, enables access to data by a variety of users and provides a framework for further extensions (see Bartolo et al., 2004 , about the Science Digital Libraries domain). In addition, several initiatives try to promote interoperability among heterogeneous communities, such as the GALEON network 4 , which aims to bridge the conceptual models of GIS and netCDF communities . It is noteworthy the experimentation of a specific mediation language, ncML-GML (Nativi et al., 2005a) , to achieve the models reconciliation.
In the past years, we have successfully experimented with a Mediator-based federation of disparate sources of Earth System Science Data (ESSD), featuring technologies such as HTTPS for security mediation, Java for execution environment mediation, and XML for data model mediation (Nativi et al., 2001; Nativi et al., 2003) . More recently, we have Expectedly, we had to consider the issue of information overloading when we designed the federal model for the metadata of a generic geospatial information resource. The model is based on the widely accepted ISO 19115 standard [ISO, 2003] . ISO comprehensive metadata set includes 300 entries, and it is very unlikely that so much ancillary information ever be needed by the average data producer and consumer. Actually, according to our experience, even some mandatory metadata of the ISO 19115 core set may be considered superfluous, for example as far as data discovery is concerned. In addition, highly specialized information communities may have difficulties to deal with other mandatory metadata; on the other hand, these communities often need domain-specific information not included in the general-purpose standard. Ideally, to improve usability and alleviate (ancillary) information overloading on the user side, client applications should adapt to single user preferences about metadata element profiling (e.g. element ranking, alias, nesting level, etc.) With this regards, we have designed and implemented a "metadata profiling" feature, by means of a meta-XSLT technique, used to generate a customized XSLT, used in turn to select and render the metadata subset considered relevant by the user, possibly customizing their order, nesting level, alias and graphical appearance.
To address these issues in the general case, ISO 19115 specifies standard rules for metadata profiling, pruning unneeded information as well as extending it appropriately. As shown in Figure 5 , the envisioned use-case is for a given user community to select a subset in between the core and the comprehensive metadata set, complementing it with domain-specific extensions. implemented this solution as a Service-Oriented framework of modular components, taking part in a SDI experiment Bigagli et al., 2004) . The proposed solution includes discovery services for ESSD, relating and combining data from sources characterized by heterogeneous models and encodings, and presenting the users a uniform federal view of metadata and data, based on the ISO19100 standard series. Supported participant data models include Unidata THREDDS 5 , ESA EOLI 6 , OGC WCS (OpenGIS, 2006) , and others. Figure 3 illustrates the main relationships among the federal data model (on the left) and a participant local model: the THREDDS data model (on the right).
A mediator-wrapper component transforms the flowing XML resources from the local to the federal schema, by means of ad-hoc structural mappings. We have implemented the transformation process using a mixture of declarative and procedural constructs expressed in XSLT and in Java, respectively. Declarative constructs allow to transform an XML resource by describing (declaring) the result in terms of its expected structural properties, without having to specify the transformation algorithm. As the name suggests, XSLT modifies the form of the involved resources, not their substance. Thus, it supports transcoding, reordering, deleting and other such lexical and syntactical rearrangements.
Procedural constructs support more complex mappings, such as those implied by algorithmic decisions, impossible or unpractical to express in XSLT. Figure 4 depicts the transformation process, with regards to the technologies involved.
Expectedly, we had to consider the issue of information overloading when we designed the federal model for the metadata of a generic geospatial information resource. The model is based on the widely accepted ISO 19115 stan-dard (ISO, 2003) . ISO comprehensive metadata set includes 300 entries, and it is very unlikely that so much ancillary information ever be needed by the average data producer and consumer. Actually, according to our experience, even some mandatory metadata of the ISO 19115 core set may be considered superfluous, for example as far as data discovery is concerned. In addition, highly specialized information communities may have difficulties to deal with other mandatory metadata. On the other hand, these communities often need domain-specific information not included in the general-purpose standard.
Ideally, to improve usability and alleviate (ancillary) information overloading on the user side, client applications should adapt to every single user preferences about metadata element profiling (e.g. element ranking, alias, nesting level, etc.) With this regards, we have designed and implemented a "metadata profiling" feature, by means of a meta-XSLT technique, used to generate a customized XSLT, used in turn to select and render the metadata subset considered relevant by the user, possibly customizing their order, nesting level, alias and graphical appearance.
To address these issues in the general case, ISO 19115 specifies standard rules for metadata profiling, pruning unneeded information as well as extending it appropriately.
As shown in Fig. 5 , the envisioned use-case is for a given user community to select a subset in between the core and the comprehensive metadata set, complementing it with domainspecific extensions.
Although the definition of user community profiles is a suitable strategy to improve data completeness (by adding all relevant information) and accuracy (by removing irrelevant information), it is questionable whether it could ultimately undermine data interoperability.
ISO 19115 is apparently anticipating the problem, with the elementary recommendation that "prior to the creation of extended metadata a careful review of the existing metadata 8 L. Bigagli et al.: Mediation to deal with information heterogeneity within this International Standard must be performed to confirm that suitable metadata does not already exist" (ISO, 2003) . According to Mitra et al. (2005) , "in the end, we will have to live with inconsistencies" and "Negotiation is futile". Even not going this far, it is arguable that the growing adoption of ISO 19115 will imply the parallel diffusion of a plethora of profiles, promoted by the different stakeholders, that will eventually face a smaller-scale version of just the same interoperability issues they have always been confronting.
Given the substantial uniformity of the data model, most mismatches may then be solvable at a lexical and syntactic level, e.g. with a more or less sophisticated application of XSLT.
However, our experience indicates that the very frequent modifications of the existing technical baseline (including specifications and implementations alike) could jeopardize a strategy based on syntactic and lexical mapping, and pose severe maintainability problems. This is particularly true considering the scarce availability of tools to ease working with XSLT and the present restrictions of the declarative approach.
The optimal solution would be to work at a higher level of abstraction: the conceptual level, which is nowadays fairly consolidated and captured in well accepted standards. This topic is highly investigated and the most promising solutions entail the definition of XML ontologies, by means of the Web Ontology Language (OWL), and their automated mapping through customized methods or algebraic operations (Bermudez, 2004; Mitra et al., 2005) . It is envisioned that context formalization could ultimately enable the automatic management of "meaningful" data across the World Wide Web. In this scenario, usually referred to as the Semantic Web (Berners-Lee et al., 2001) , mediators based on semantics-aware technologies would allow to map and crosswalk among concepts, disregarding the details of encoding and thus achieving a real information integration between different information communities (Pazienza et al., 2005) .
Conclusions and future directions
We have addressed the problem of data and information interoperability in the Earth System Science information domain.
In particular, data interoperability is the capacity to move data and information across heterogeneous sources and destinations, in such a way that the receiver is able to restore the original representation of information. This problem can be tackled through the mediated approach, that is identifying the existing heterogeneity boundaries and implementing suitable adaptation logic by means of specialized, lightweight components.
We have experimented with a mediation-based federated solution based on Java and XML, which has proven suitable for implementing data interoperability in the Earth System Science domain. The proposed federal model is based on the ISO TC 211 conceptual model, which is nowadays fairly consolidated and captured in well accepted standards.
However, our experience indicates that the complexity and variability of the existing technical baseline could pose severe maintainability problems, which reflect the intrinsic heterogeneities of the disparate, autonomous systems that produce and manage geospatial information, ultimately related to the Earth's worldwide extension.
Our capacity to bridge the unavoidable heterogeneities of the real world could be improved if a larger part of our context was formalized and adapted to automatic management. In fact, the application of semantics-aware technologies seems promising to track the evolution of standard solution and ease maintainability and evolution. The envisioned implementation of the Semantic Web seems to be the only solid starting point for real information interoperability in the Earth System Science domain.
