Abstract Submarine groundwater fluxes across the seafloor facilitate important hydrological and biogeochemical exchanges between oceans and seabed sediment, yet few studies have investigated spatially distributed groundwater fluxes in deep-ocean environments such as continental slopes. Heat has been previously applied as a submarine groundwater tracer using an analytical solution to a heat flow equation assuming steady state conditions and homogeneous thermal conductivity. These assumptions are often violated in shallow seabeds due to ocean bottom temperature changes or sediment property variations. Here heat tracing analysis techniques recently developed for terrestrial settings are applied in concert to examine the influences of groundwater flow, ocean temperature changes, and seabed thermal conductivity variations on deep-ocean sediment temperature profiles. Temperature observations from the sediment and bottom ocean water on the Scotian Slope off eastern Canada are used to demonstrate how simple thermal methods for tracing groundwater can be employed if more comprehensive techniques indicate that the simplifying assumptions are valid. The spatial distribution of the inferred groundwater fluxes on the slope suggests a downward groundwater flow system with recharge occurring over the upper-middle slope and discharge on the lower slope. We speculate that the downward groundwater flow inferred on the Scotian Slope is due to density-driven processes arising from underlying salt domes, in contrast with upward slope systems driven by geothermal convection. Improvements in the design of future submarine hydrogeological studies are proposed for thermal data collection and groundwater flow analysis, including new equations that quantify the minimum detectable flux magnitude for a given sensor accuracy and profile length.
Introduction
Submarine groundwater discharge (SGD) facilitates mass, solute, and potentially thermal exchanges between the ocean and adjacent or underlying aquifers (Beusen et al., 2013; Johannes, 1980; Li et al., 1999; Slomp & Van Cappellen, 2004; Wilson et al., 2015) . Depending on the ocean depth, these exchanges can be driven by many processes (Santos et al., 2012) , including tidal cycles (Heiss & Michael, 2014; Robinson et al., 2007) , seasonal aquifer variations (Michael et al., 2005) , and sea level rise (Werner et al., 2013) . SGD includes fresh and saline components, with the former sourced by terrestrial recharge and the latter sourced by marine recharge recirculated across the sediment-ocean interface (Burnett et al., 2003; Sawyer et al., 2016; Wilson, 2005) . Recirculated saline SGD impacts a number of processes such as solute oxidation, heat flow, sediment diagenesis, and microbially mediated mineralization of organic matter; thus, shallow interactions between submarine aquifers and seawater are an important aspect of marine biogeochemical cycles and thermal dynamics (Kuhn et al., 2017; Wilson, 2003; Zektser & Dzhamalov, 2007) . The number of studies investigating SGD has rapidly increased in recent years across many research disciplines (Moore, 2010) , but there is a widely recognized need for such investigations to be better grounded in hydrogeological knowledge (Kazemi, 2008; Post et al., 2013) . Also, as reviewed by Sawyer et al. (2016) and Michael et al. (2017) , most recent submarine groundwater research has focused on relatively shallow, coastal regions given their obvious societal relevance. Fewer studies have investigated the existence and/or driving processes of submarine groundwater systems in deeper marine environments, though their spatial extent and gross fluxes likely dwarf those of shallow continental margins.
A range of physical and geochemical methods have been developed and applied to trace SGD (e.g., Burnett et al., 2006; Taniguchi et al., 2002) , with each characterized by its own assumptions, uncertainties, and limitations. Heat is a natural groundwater tracer that is used to qualitatively or quantitatively study groundwater flow by capitalizing on the understanding that groundwater movement induces heat advection and influences subsurface thermal regimes (Anderson, 2005; Saar, 2011) . Standard approaches rely on either steady state techniques, which infer groundwater fluxes from presumably static subsurface temperature-depth profiles (Bredehoeft & Papadopulos, 1965; Kurylyk et al., 2017; Shan & Bodvarsson, 2004) , or transient techniques that estimate fluxes from the downward propagation of diel to decadal surface temperature changes (Goto et al., 2005; Hatch et al., 2006; Kurylyk & Irvine, 2016; Luce et al., 2013; Stallman, 1965; Taniguchi et al., 1999) . A few studies have used transient thermal signals to trace groundwater in marine or coastal settings where tides, waves, and other hydrodynamic processes, coupled with variations in the surface energy budget, can create time-varying ocean temperature signals that penetrate into the shallow sediment (e.g., Befus et al., 2013; Goto et al., 2005; Wilson et al., 2016) .
Seabed temperature data in deep marine settings (e.g., >1,000 m of ocean depth) are available in many locations around the globe as ocean scientists have long been interested in obtaining measurements of seabed heat flow (Bullard, 1954) and relating these measurements to global energy budgets, ocean lithosphere age, plate tectonics, and marine hydrogeology (Davis & Elderfield, 2004; . Ocean sediment temperature-depth profiles are usually recorded from a ship by lowering a gravity-driven probe containing a string of thermistors down into seabed depths of 5 to 10 m (Davis et al., 1984; . As more seabed temperature data became available, many scientists noted that the thermal profiles often exhibited curvature, which they attributed to vertical fluid flow (Abbott et al., 1981; Anderson et al., 1979; Fisher & Becker, 1991; Geller et al., 1983; Wheat et al., 2004) . Groundwater fluxes in these studies were usually quantified from the curvature of temperature-depth profiles via the classic Bredehoeft and Papadopulos (1965) method, which is an analytical solution to a heat flow equation that assumes steady state and homogeneous conditions. The steady state assumption was invoked based on the high thermal inertia of the ocean and presumed limited temperature variability in deep marine settings. Deep temperature profiles have also been recorded in oceanic crust boreholes and analyzed to infer fluid fluxes and/or permeability (e.g., Harris & Higgins, 2008) .
Several studies later questioned the validity of using the temperature profile curvature in seabed sediment to estimate groundwater fluxes given that, even in deep environments, profile curvature can arise due to other factors besides heat advection, including temporal change in bottom water temperature (BWT, i.e., temperature in the ocean's "bottom mixed layer"; e.g., Armi & Millard, 1976) and vertical variation in sediment thermal conductivity (Fisher, 2004; Langseth & Herman, 1981; Noel, 1984) . Both increasing BWT and decreasing thermal conductivity with depth cause concave-upward temperature profiles, similar to the effects of downward groundwater flow. Conversely, both decreasing BWT and increasing thermal conductivity with depth create convex-upward profiles, similar to the impacts of upward groundwater flow. Similar observations have also been made for terrestrial temperature profiles (Reiter, 2005) . Previous studies that examined sources of ocean sediment temperature profile curvature have considered either heat advection or other factors such as BWT change and heterogeneity. The present study employs recently developed analysis techniques to unravel the relative importance of multiple concurrent sources of thermal perturbations in seabed sediments. As we detail in this study, using heat to investigate deep-ocean submarine hydrogeological processes is challenging and characterized by uncertainty, but other submarine hydrogeological investigation techniques are often prohibitively expensive and involve technical and logistical challenges.
The overall goals of this study are to investigate the challenges associated with using heat to trace submarine groundwater flow in deep marine environments and to determine the ability of heat tracing methods recently developed for terrestrial settings to overcome such challenges. Near-bottom ocean and sediment temperature data collected on the continental slope off the Atlantic coast of Canada (Negulic & Louden, 2017) are analyzed to map spatial patterns of submarine groundwater flow. The specific study objectives are to (1) examine how BWT fluctuations or thermal conductivity variations can induce curvature in seabed thermal profiles and create the appearance of groundwater flow, (2) investigate the downward propagation of BWT changes to determine the depths at which thermal profiles can justifiably be analyzed with steady state methods to estimate groundwater fluxes, (3) analyze the spatial distribution of inferred groundwater fluxes to provide insight into the continental slope submarine groundwater flow system in the study region, and (4) provide guidance for future studies.
Study Site and Data Collection

Site Location and Geology
The Scotian Slope and Rise ( Figure 1a ) extend southeastward from the Scotian Shelf (typical water depths of 100-300 m) off the Canadian province of Nova Scotia to the Sohm Abyssal Plain (depths exceeding 4,500 m). The study region spans portions of the slope and rise, with water depths in the 1,500-4,500-m range; but for simplicity, we refer to both the slope and rise hereafter as the Scotian Slope (Figure 1b) . The geology of the area is composed of a thick deposit (up to 16 km in the deep subbasins) of marine sediments underlain by a continental crust that thins away from the continent due to plate rifting (Jansa & Wade, 1975; Negulic, 2010; Negulic & Louden, 2017) . Coarse surficial geological mapping of the slope revealed large deposits of sand and gravel at the crest and more mud and other finer-grained material toward the toe (Piper & Campbell, 2002) . Also, a cursory analysis of grain size distribution data taken from 42 samples in the study region and provided by the Geological Survey of Canada (2017; Supporting Information Figure S1 ) revealed that the slope sediment was on average 2% gravel, 12% sand, 31% silt, and 55% clay. Thus, although no direct hydraulic conductivity (K) tests were conducted, we expect the order of magnitude of K averaged across the study region to be in the low end of the K range for sandy silts or high end for clays (e.g., 10
À8 to 10 À7 m/s; Fetter, 2001, p. 84 ).
However, some samples contained much higher percentages (maximum 65%) of sand and gravel, and thus, K likely has considerable spatial variability with the potential for higher-K preferential flow paths.
Large buried salt domes in the study region were delineated using geophysical techniques (Negulic & Louden, 2017) . These have been known to influence the regional heat flow distribution and submarine groundwater flow system in other study regions due to the physical structure of the domes, the resulting hydraulic and thermal conductivity distribution, and the influence of salinity on water density (e.g., Wilson & Ruppel, 2007) .
Thermal Data Collection on the Scotian Slope
The seabed thermal data considered in this study were collected in 2004 (Line 4, Figure 1b ) and 2008 (Lines 1-3) and have been previously reported and analyzed to map the Scotian Slope heat flow distribution (Negulic & Louden, 2017) . The thermal surveys were conducted from the vessel CCGS Hudson using the Dalhousie Heat Flow and Thermal Conductivity Probe described in detail by Louden et al. (1997) . The probe extends to depths of almost 6 m and contains a string of 32 evenly spaced (18-cm separation) thermistors with a precision and accuracy of 0.001°C and a resolution of 0.00001°C (Negulic, 2010) .The thermistors were calibrated by first recording a thermal profile in the thermally uniform ocean water column immediately above the bed to standardize the thermistor readings (Negulic, 2010) . This probe design also allows for the thermal properties of the surrounding sediment to be obtained from the radial decay of an engineered heat pulse. The series of equations required for this step has been described in several papers (e.g., Lister, 1979) . In total, 47 temperature profiles were measured, but only 40 ( Figure 1b) were analyzed in the present study due to issues arising from profiles without a corresponding heat pulse measurement, with a high number of missing data points, or with extreme scatter in the temperature data. Due to the calibration procedure, the sediment thermal probe only measures sediment temperature relative to the bottom water temperature (BWT; Negulic, 2010) .
In addition to the sediment temperature and derived thermal conductivity data collected by Negulic and Louden (2017) , time series of near-bottom ocean temperature from sites SSD (2,400-m depth) and SSE (3,400-m depth; Figure 1b) (Armi & Millard, 1976) . Thus, in this study, these ocean water temperature records were assumed to be representative of the BWT.
In general, the thermal data available to this study are more useful in comparison to those available for many of the early studies using heat to trace deep-ocean SGD because the temperature values were collected at a relatively high vertical resolution (0.18 m) and included the heat pulse analysis to also yield an estimated thermal conductivity. Furthermore, most previous studies of this nature did not have access to multimonth records of BWT variations, which can provide insight into how temperature profile curvature may be caused by transience (i.e., deviation from a steady state regime) rather than by groundwater flow.
Methods: Thermal Analysis
Potential Additional Sources of Profile Curvature
The three potential sources of temperature profile curvature considered in detail below are vertical groundwater flow, BWT variations, and thermal conductivity variation. Noel (1984) lists several additional factors that can induce profile curvature: sampling disturbance, frictional heating, variable bottom currents, sediment heat production or absorption, topographic effects, and sedimentation effects. Frictional heat effects for the study site data are accounted for in the profile analysis (Negulic, 2010) . The curvatures in the measured temperature profiles in this study are both concave upward and convex upward as described later. Since sampling disturbance, heat production/absorption, and sediment effects create regionally coherent curvatures (Noel, 1984) , it is unlikely that any of these processes are the dominant causes of the highly variable curvatures observed at the study site. Topographic effects due to the slope were considered with a two-dimensional, steady state conductive heat flow simulation in the numerical heat transfer model FlexPDE (e.g., Bense & Kooi, 2004) . The numerical modeling results (see supporting information Figure S2 ) indicate that the geometry of the Scotian Slope does not induce temperature profile curvature in the upper 6 m. In general, detailed analyses by previous studies (Langseth & Herman, 1981; Noel, 1984) have shown that while all of these factors are possible, the most common sources of profile curvature are the three considered in this study.
Overview of Thermal Methods and Description of Transient Method
It is important to note that the sediment temperature profiles were only available at a single instant in time. Transient techniques to trace groundwater using heat are more powerful than steady state methods, but the former are difficult to validate without some knowledge of the temperature profile change over time . Furthermore, the measured profiles are spread across a spatially extensive region with only two BWT records from the period immediately prior to the available seabed thermal profiles ( Figure 1b) . Because BWT on the Scotian Slope has some spatial structure, data from the two sensors could not be used to directly form transient thermal boundary conditions for all profiles within the entire study region. Thus, transient approaches to directly estimate groundwater fluxes are not feasible for this study.
To overcome these limitations, we first applied a transient method to determine a depth below which the thermal regime can be considered to be at steady state based on the magnitude of typical BWT variations. Next, we applied simpler, steady state methods to this lower zone to estimate the groundwater fluxes for each profile. By adopting this approach, we circumvent the need for time series of BWT at each station or repeated profiles of sediment temperature. An overview of the methods used in this study is presented in 10.1029/2017WR022353
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Figures 2 and 3 and described in detail below. Given the order of the data analysis workflow, the transient method is detailed first.
Vertical subsurficial heat transfer is often represented by the one-dimensional (vertical), transient conduction-advection equation (Stallman, 1963) :
where λ is the bulk thermal conductivity of the medium (W · m À1 ·°C À1 ), T is temperature (°C), z is depth from surface (m), q is the vertical Darcy flux (m/s, positive downwards), t is time (s), c w and c are respectively the specific heats of the water and the saturated medium (J · kg À1 ·°C À1 ), and ρ w and ρ are the water and saturated medium densities (kg/m 3 ). The right-hand side represents the heat storage change term, and the first and second terms on the left-hand side, respectively, represent the negative divergences of the conductive and advective heat fluxes. The methods described in this study only yield the vertical Darcy flux (q); thus, for simplicity we hereafter use the term "flux" to refer specifically to the vertical component of the Darcy flux.
Equation (1) is the governing equation from which analytical solutions have been obtained for a periodic boundary condition to represent diel or seasonal surface water temperature variability (e.g., Luce et al., 2013; Stallman, 1965) . Such approaches have been commonly applied to trace stream-aquifer exchanges across a streambed interface (e.g., Hatch et al., 2006; Rau et al., 2014) . The standard analytical solution (Stallman, 1965) to equation (1) subject to a periodic boundary condition can be rearranged to isolate for the decay depth of a periodic signal (Briggs et al., 2014) : 
where Z d is the decay depth (m) of the periodic signal below which the thermal regime is steady, A 0 is the amplitude of the periodic signal at the surface (°C), A min is the minimum detectable amplitude (°C), v t is the thermal front velocity due to advection (v t = qc w ρ w /(cρ), m/s), and P is the period of the signal (s). Here A min is taken following Briggs et al. (2014), as twice the sensor precision (0.002°C). In theory, equation (2) Figure 2. (a-c) The transient method (FAST model) used in the study (Kurylyk & Irvine, 2016) . (a) The boundary conditions based on the measured BWT data (b) disturb the initial conditions, (c) creating transience in the shallow zone of the temperature profiles but retaining steady state conditions in the lower portion of the profiles. (d, e) Steady state methods used in this study. The simplest equation (Bredehoeft & Papadopulos, 1965 ; equation (5)) can be used to estimate flux from temperature profile curvature (d), but thermal conductivity variation can also create curvature at steady state (e; Shan & Bodvarsson, 2004) . In (e) λ 2 is the thermal conductivity of the second layer and is greater than λ 1 .
can be used to separate the steady state and transient zones assuming repeating periodic signals. As will be shown, this approach was overly conservative compared to the FAST method described below, so the FAST results were ultimately applied to delineate the steady state zone.
For heat transfer in deep-ocean sediment, the surface boundary condition is formed from the BWT variations, which are not typically periodic. Thus, a nonperiodic boundary condition form may be preferred. A multistep boundary condition ( Figure 2a ) is sufficiently flexible to represent any complex or intermittent temperature changes that are neither periodic nor continuously increasing (Menberg et al., 2014) :
where T 0 is the initial surface temperature (°C), ΔT j is the jth surface temperature shift (°C) evaluated as the thermal difference before and after shift j, t j represents the timing of shift j (s), and H is the Heaviside function that turns the steps on at the appropriate times (i.e., H (t À t j ) = 0 before t j and 1 after t j ).
Transient methods with non-periodic signals also require an initial condition, and the most flexible form is a nonlinear function (Figure 2b ), which can be used to match steady state or transient temperature profiles influenced by advection :
where T i + δ is equivalent to the initial surface temperature (T 0 ,°C), a is the geothermal gradient (°C/m), and d (m À1 ) is a fitting parameter to account for curvature in the temperature profile due to vertical groundwater flow or past surface temperature change. Approaches for using sediment temperature profiles collected in deep-ocean environments to trace groundwater flow. The recommended approach is influenced by potential complications due to transient effects or heterogeneities. Red arrows indicate the paths that were taken in the present study. Kurylyk and Irvine (2016) derived an analytical solution to equation (1) for a semi-infinite domain subject to the boundary condition in equation (3) and the initial condition in equation (4). The resultant solution, which is not reproduced here due to its length, employs superposition principles and allows for any number of step changes in the surface temperature. The solution is coded into the Python model FAST (Flexible Analytical Solution using Temperature; Kurylyk & Irvine, 2016) . FAST enables the user to convert a measured surface temperature time series into a multistep boundary condition (e.g., Figure 2a ), perform the solution calculations (i.e., forward model from the initial condition), and infer the optimal groundwater flux by adjusting the flux to minimize the differences between calculated and measured temperature profiles. FAST has been applied to estimate fluxes from terrestrial borehole profiles in Japan (Kurylyk & Irvine, 2016) , Australia , and the Netherlands . In this study, FAST is applied to delineate transient and steady state zones (Figure 2c ) for typical Darcy flux magnitudes using measured BWT variations, sediment temperature, and thermal conductivity.
General Description of Steady State Methods
Two steady state methods were employed in this study. The first (Bredehoeft & Papadopulos, 1965 ) assumes homogeneous conditions, while the second (Shan & Bodvarsson, 2004 ) accounts for potential variations in the medium thermal conductivity with depth. The influence of seabed thermal conductivity was considered as it is one postulated source of seabed thermal profile curvature (Noel, 1984) . Bredehoeft and Papadopulos (1965) derived a solution ( Figure 2b ) to a steady state form of equation (1) for a finite, homogeneous domain with fixed temperatures at the surface (T 0 ,°C) and bottom (T L ,°C) located at depth L (m):
where β is the dimensionless Peclet number for the domain considered (c w ρ w qL/λ). This equation was originally developed with the top and lower boundaries imposed at upper and lower confining units, respectively; however, the equation has been applied successfully in diverse field and numerical environments, including streambeds (Caissie et al., 2014) and deep aquifers , using any points within a homogeneous medium to form the boundary locations. It should be noted that an alternative solution can be easily derived that is equivalent to the Bredehoeft and Papadopulos (1965) conceptual model and solution, except that a constant heat flux, rather than temperature, is assigned at the lower boundary (Harris & Chapman, 1995) . We chose to use the approach with a specified lower temperature (equation (5)), as this temperature is measured directly by the lowest thermistor and, unlike heat flux, it does not rely on a thermal gradient estimated from the temperatures and elevations of the two lowest thermistor readings. Shan and Bodvarsson (2004) derived a steady state, conduction-advection solution like equation (5), but for multilayered systems with each layer characterized by different thermal conductivities (Figure 2e ). This thermal conductivity variation can induce profile curvature even in the absence of groundwater flow. The spreadsheet tool Flux-LM (Flux in Layered Media) was developed to quickly run either the Bredehoeft and Papadopulos (1965) solution or the Shan and Bodvarsson (2004) solution to infer groundwater fluxes from the shape of temperature profiles in homogeneous or layered media . In this study, root-mean-square error (RMSE) values were calculated between the measured temperature profiles and the optimal analytical solution fits, and fits yielding RMSE values <0.005°C were considered good.
Specific Thermal Analysis Workflow for the Present Study
A general workflow for analyzing seabed temperature-depth profiles for submarine groundwater flow is presented in Figure 3 , with the workflow of the present study indicated by the red arrows.
As previously noted, the FAST model was applied in addition to equation (2) to determine the penetration depth of BWT signals and the approximate steady state zones at the study site. Steady state FAST initial conditions were generated for both downwelling and upwelling scenarios to assess the role of the groundwater flow direction on BWT signal propagation. Steady state initial conditions were chosen based on the assigned Darcy flux and the average of the BWT series. This prevented the deeper portions of the profile from thermally changing during the forward modeling due to the system adjusting from out-of-sync initial conditions. The initial conditions for the downwelling FAST run were based on a measured sediment temperature profile on the Scotian Slope (Station 117r, Negulic & Louden, 2017 ) that was representative of average conditions
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Water Resources Research across the study site in terms of both the measured bulk thermal conductivity (1.079 W · m ·°C) and the thermal gradient (0.045°C/m). As the thermal probe recorded temperatures relative to the BWT, the absolute temperatures for this profile were obtained by setting the top surface temperature of the sediment profile equal to the average BWT and shifting all temperature values accordingly. The steady state Bredehoeft and Papadopulos (1965) solution (equation (5)) was used to generate a temperature profile fitted to this measured profile, and a downwelling flux of q = 0.94 m/yr was inferred based on the solution fit across the entire profile (RMSE = 0.01°C). This flux magnitude was representative of magnitudes estimated across the Scotian Slope as discussed later (section 4.3). Steady state initial conditions for an upwelling FAST scenario were obtained by changing the direction of the Darcy flux (i.e., q = À0.94 m/yr) in the Bredehoeft and Papadopulos (1965) equation but otherwise using the same parameters as above for the downwelling scenario (i.e., the same boundary temperatures and thermal properties based on Station 117 were used to consider a hypothetical, steady state upwelling scenario).
The final step in the generation of the FAST initial conditions was to apply equation (4) to achieve fits to the upwelling and downwelling steady state profiles generated with equation (5). This additional step is required as equation (5) is for a finite domain but FAST is for a semi-infinite domain. Fits between equations (4) and (5) yielded RMSE values ≤0.0004°C. Figure S3 and Table S1 in the SI show the measured profile (Station 117r), and the solution fits and parameters from equations (4) and (5) used to generate the initial conditions for the FAST upwelling and downwelling runs.
The measured near-bottom ocean temperatures (SSD and SSE sites, Figure 1b ) were used to generate a multistep boundary condition (equation (3)) by averaging the measured temperature time series for 5-day intervals for the data record available from October 2007 to October 2008. FAST was employed to forward model the initial conditions described above using the boundary condition (e.g., Figure 2a ). 
Finally, after delineating the steady state zone based on the FAST results, the steady state portions of the measured profiles from the Scotian Slope were analyzed to infer submarine groundwater recharge and discharge fluxes using homogeneous and multilayer steady state methods (Figures 2d and 2e ). Figure 4a presents the BWT data recorded at the mooring sites SSD and SSE indicated in Figure 1b . The BWT data were analyzed with the standard Signal Processing Toolbox in Matlab (The MathWorks, Inc., 2014), which indicated a maximum amplitude and period for this time series of 0.15°C and 25 days, respectively. These BWT variations on the Scotian Slope are expected to arise primarily from some combination of variability in the North Atlantic's Deep Western Boundary Current carrying subpolar waters equatorward and topographic Rossby waves generated by energetic Gulf Stream meanders and rings (e.g., Peña-Molino et al., 2012; Smith et al., 2016; Toole et al., 2017) . The amplitudes of the observed BWT variations are comparable in magnitude to those observed at other sites with similar ocean depths (Davis et al., 2003) . Both the amplitude and the period of the BWT variations are important in terms of the signal penetration depth (equation (2) (Figures 1b and 4a ) was used to create the FAST multistep boundary condition (red series, Figure 4b ). The SSD site was chosen because it had a slightly higher range (0.48°C) between the maximum and minimum BWT compared to the SSE site (0.41°C).
Results and Discussion
Transient Analyses in FAST
The FAST modeling was conducted for approximately 1 year ( Figure 4 ) and thus did not consider very low frequency (multidecadal) trends in BWT such as have been measured or postulated in previous studies (Fukasawa et al., 2004; Harris & the IODP Expedition 306 Scientists, 2006; Johnson et al., 2007) . However, the seabed temperature profile curvature induced by decadal warming should be in the same direction across the study site, unlike what was observed on the Scotian Slope (section 4.3). Also, although decadal BWT signals would be expected to shift the temperature profiles to the right (increasing temperature) on a multidecadal timescale, transient 1-D conduction modeling in FlexPDE (results not shown) indicates that persistent, multidecadal BWT warming rates observed in deep-ocean settings (e.g., up to 0.01°C/yr) could not induce the degree of curvature described later for temperature profiles less than 10-m deep. Decadal warming is too slow to cause this curvature because new quasi-equilibrium conditions are achieved. Figures 4c and 4d respectively show the temperature profiles outputted by FAST for upwelling and downwelling conditions at times of 0.1, 0.3, 0.5, 0.7, and 0.9 years, with 8 October 2007 treated as t = 0. Since the amplitudes of the BWT variations were relatively consistent across the site as described above, these results should represent typical intra-annual sediment temperature profile variations at the study site based on the boundary condition formed with measured BWT variations and the representative initial conditions (Table S1 ). The temperature profiles produced by FAST (see symbols, Figures 4c and 4d) are at a coarse spatial resolution to match the spatial resolution (0.18 m) of the measured temperature profiles. Table S3 of the supporting information contains the numerical values for these profiles.
Figures 4c and 4d clearly indicate that the amplitudes of the intra-annual temperature variation decrease substantially with depth. The bottom boundary in the FAST model is at a depth of infinity, and thus, the thermal constancy at depth is not a boundary condition artifact. The temperature profiles did not exhibit much intra-annual variation below depths of about 3 m as indicated by the fact that the data points below this depth for each output time essentially overlie each other regardless of the flux direction (Figures 4c  and 4d ). The very minor differences (<0.01°C) in the bottom part of the downwelling profiles (Figure 4d ) reflect offsets in the temperature profiles introduced by the imperfect matching of equations (4) and (5) to generate initial conditions. FAST was also run with a constant surface boundary condition, and the minor variations at depth were still present and consequently cannot be attributed to BWT variations. The BWT signal penetration depths modeled in FAST can be compared to that calculated with the simple periodic decay approach (equation (2) and Figure 5a ). For the amplitude and period noted above, the decay depth produced by equation (2) is 1.55 m (white symbol, Figure 5a ) using other representative conditions for the study site. Since FAST employs a more flexible boundary condition (equation (3)) for the stochastic and relatively nonperiodic boundary time series (Figure 4a ), the greater penetration depth modeled by FAST (~3 m, Figures 4c and 4d ) is more realistic than that found from the periodic signal decay method.
In general, when applying steady state techniques, there is a trade-off between maximizing the length of the zone being analyzed (see section 5.2) and lowering the top boundary to remove or minimize any BWT signal effects. The steady state Bredehoeft and Papadopulos (1965) solution was applied to study the FAST-generated temperature profiles for scenarios with the top boundary shifted down to depths of 2, 3, and 4 m. This analysis revealed that the zone between 2 and 3 m was too transient (range of 0.020°C) to apply steady state techniques, while the zone below 4 m did not contain enough data points or length to accurately characterize the profile curvature. The profile portion below 3 m was sufficiently long to apply the Bredehoeft and Papadopulos (1965) solution (see section 5.2), but there were some minor temporal variations (range of 0.0067°C) at 3 m. The zone above 3 m is herein denoted as the "top zone," while depths below 3 m are referred to as the "bottom zone" (Figures 4c and 4d) . The following section determines if the minor temperature variations below 3 m are sufficient to influence the steady state analyses and impact the magnitude or direction of inferred Darcy flux.
Steady State Analysis of the FAST-Modeled Profiles
To examine the potential influence of BWT variations on the temperature profile curvature above and below 3 m, the FAST-outputted profiles ( Figure 4) were analyzed with the Bredehoeft and Papadopulos (1965) solution in Flux-LM for the top and bottom zones to infer the Darcy fluxes under presumed steady state conditions. Due to its highly transient nature, the top surface temperature value for all FAST-outputted profiles was excluded from these steady state analyses. Since the actual vertical Darcy fluxes (q = ±0.94 m/ yr for upwelling and downwelling) used in the FAST modeling are known, the accuracy of the steady state approach in the context of variable BWT can be evaluated directly using the relative error in the inferred flux (E, equation (6)). In general, the fluxes estimated from the top and bottom zones varied substantially in magnitude and direction.
On average, the bottom zone E magnitude for all output times and for groundwater flow in both directions was only 22%, but the average top zone E for the same scenarios was much larger at 310%. Clearly, the top zone yields E values that are unreasonably high; however, the bottom zone yields an acceptable average E given the considerable uncertainty of every submarine groundwater tracing method (e.g., Burnett et al., 2006; Taniguchi et al., 2002) . In addition to E, we also considered the RMSE (°C) between the FAST-outputted profiles and the temperature profiles generated by the Bredehoeft and Papadopulos (1965) Figure 5b indicates that profiles with high E values were also characterized by relatively high RMSE values. This is important to note because it indicates that the RMSE values, which can always be quantified, may be useful as a proxy for the E values, which would typically be unknown when analyzing field data without alternative q measurements. 
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Steady State, Homogeneous Analysis of the Bottom Zone Field Data
The above results indicate that temperature data below 3 m (bottom zone) outputted from the FAST modeling and driven by measured BWT variations on the Scotian Slope could be reasonably assessed using steady state methods ( Figure 5 ). Thus, we applied these methods to infer fluxes from the bottom zone of the measured Scotian Slope temperature profiles. Figure 6 , which presents two of these measured profiles, indicates that the sediment temperature profiles are not vertical like the temperature profile in the ocean bottom mixed layer. Flux-LM was used to process each of the 40 profiles with the Bredehoeft and Papadopulos (1965) equation. Generally, the fits to the bottom zone data were good (defined herein as RMSE <0.005°C), with an overall average RMSE value of 0.0034°C (e.g., Figure 6a ). However, in five cases, the RMSE exceeded 0.005°C (e.g., Figure 6b ), indicating a poor fit. Relatively high RMSE values often occurred when the estimated q values had high magnitudes (>2 m/yr), but this was not always the case (Figure 7b ). These high q values are uncertain because, as previously noted, high RMSE values are indicative that the error in the inferred flux (E, equation (6)) is also high (Figure 5b ). For the five poor fits, the RMSE values could be lowered by allowing the bottom zone temperature to be adjusted during the optimization process in Flux-LM; however, we preferred to minimize the degrees of freedom and only adjust the Darcy flux during optimization. The RMSE values in the field data were always high compared to the RMSE values in the idealized FAST-modeled data, but this is expected given the field data scatter due to thermistor accuracy/resolution and potential issues during data collection and calibration. Also, the curvature in the field data appears to be minimal even at Darcy fluxes of 1 m/yr (Figure 6a ). However, this is partly due to the small depth range (L~3 m) considered in the present study compared to the much larger L values considered in more standard terrestrial applications of this method in deep aquifers . Profile curvature in small-scale streambed applications of this technique can also be very hard to discern (Caissie et al., 2014) . In general, the visual degree of curvature depends in part on the depth, temperature ranges, and aspect ratio presented on a plot. 
Steady State Heterogeneous Analysis of the Bottom Zone Field Data
The multilayered solution in Flux-LM Shan & Bodvarsson, 2004 ) was also applied to investigate the role of thermal conductivity variation on the estimated fluxes. The mean and standard deviations of the profile thermal conductivities were calculated and shown to be on average 1.07 and 0.14 (W · m À1 ·°C À1 ), respectively. These are presented in supporting information Figure S4 . Furthermore, the thermal conductivity values were plotted versus depth for each profile, and these conductivity-depth profiles exhibited no discrete, sustained shifts indicative of multilayered sediment systems (e.g., Kurylyk et al., 2017) . Rather, the thermal conductivity-depth profiles exhibited more oscillatory fluctuations ( Figure S5 ) that are likely in part an artifact of the data collection process as the probe is known to smear the sediment during installation and also may retain water-filled voids larger than the sediment porosity. Both processes can create small artificial variation in the thermal properties, and as such, these minor oscillations likely indicate fluctuations due to the method accuracy and resolution. Nonetheless, simple multilayered steady state analyses were conducted in Flux-LM for a particularly heterogeneous profile (location 313, Negulic & Louden, 2017) with one-, two-, and three-layer scenarios to investigate what role thermal conductivity variation might have on the thermal profile curvature and estimated fluxes ( Figure S5 ).
Even for this especially heterogeneous illustrative example, the inferred flux values were all generally close (within 21% Figure S5 ), regardless of how the thermal conductivity distribution was apportioned into discrete layers. Not accounting for thermal conductivity heterogeneity effects on the profile curvature can potentially yield incorrect flux magnitudes and direction; however, these results have only been found with discrete shifts in thermal conductivity on the order of 100 to 400% . This only occurs with distinct layering. The present study had only minor measured thermal conductivity variations that were at least an order of magnitude smaller than in this previous study. In general, thermal conductivity variations are not considered to be a major source of profile curvature in the present study. Further details on the influence of thermal conductivity variations on inferred Darcy fluxes can be found in Kurylyk et al. (2017) .
Submarine Groundwater Flow System
Given that the measured bottom zone temperature profiles are not expected to be greatly influenced by BWT variations (section 4.2) or thermal conductivity variations (section 4.4), the analysis conducted via the simple Bredehoeft and Papadopulos (1965) solution for the entire data set of thermal profiles (section 4.3) can be considered to gain insight into the regional submarine groundwater flow system on the Scotian Slope. Figure 7 presents the distribution of Darcy fluxes estimated via equation (5) for the bottom zone of the 40 (9)).
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Water Resources Research measured temperature profiles. A few profiles yielded high magnitude fluxes (e.g., 4 m/yr), but as previously discussed, these were also sometimes characterized by high RMSE values that indicate that the magnitudes are likely too high (see color, Figure 7b ). Nonetheless, we would note that unlike terrestrial systems, there is an unlimited reservoir for groundwater recharge and K is likely higher in locations along the Scotian Slope than in many previously studied submarine hydrogeological settings (e.g., Abbott et al., 1981) . The maximum SGD flux magnitudes are in the range of values directly measured using flux meters (e.g., up to 4 m/yr; Tryon et al., 2001) . The hydraulic gradients required to transmit these flow rates would approach or even exceed 1, which is quite high for typical groundwater-surface water porous media interfaces (Rosenberry et al., 2015) based on the average of the K assumed across the study site. However, the site-to-site variation in the grain size distribution ( Figure S1 ) and the coarse-scale surficial mapping by Piper and Campbell (2002) suggest that higher-K lenses are distributed throughout the slope, through which preferential SGD could occur at much lower hydraulic gradients. Figure 7b shows the relationship between the ocean depths and Darcy fluxes inferred from the bottom zone of the Scotian Slope temperature profiles. Our temperature-based modeling results suggest that high groundwater recharge rates generally occur on the upper part of the slope (small ocean depths), whereas high discharge rates (negative fluxes) occur on its lower part (large ocean depths). For example, a linear model generated in R (R Core Team, 2017) between the inferred flux and the ocean depth data shown in Figure 7b yielded a negative slope and P and R 2 values of 1.1 × 10 À5 and 0.41, respectively. If the linear model is weighted by the inverse of the RMSE to remove any strong influence from the more uncertain higher flux points, the linear model still yields a negative slope and a statistically significant relationship (P = 6.0 × 10 À4 , R 2 = 0.27). These simple statistical results do not imply that there is a linear causal relationship between flux and depth, but they do at least suggest a pattern. This relationship can also be seen when the inferred flux distribution is overlaid on a bathymetry map (see colors and symbol sizes, Figure 8 ).
The driving mechanisms for this inferred groundwater flow system have not been addressed in the quantitative analyses in this study. However, we briefly speculate on these processes here. Others (see Figure 1 of Wilson, 2005) have proposed that bathymetrically driven systems, with recharge and discharge Red indicates recharge, blue indicates discharge, and purple indicates that the inferred flux magnitude is less than the theoretical detectable limit for the instrument (see equation (9)). Higher-magnitude fluxes can be exaggerative as discussed in section 4.3. The RMSE values for the model fits to the data are classified into high (RMSE >0.005°C, light red and blue fill) values indicating a poor fit and low (RMSE <0.005°C, dark red and blue fill) values indicating a better fit.
respectively at high and low seabed elevations, similar to Figure 8 , can occur in continental shelves. However, groundwater flow systems in continental slopes are classically thought to be driven by geothermal convection, which creates upward flow through the slope (Kohout, 1965) . This "Kohout convection" has been shown for carbonate platforms (e.g., Jones & Xiao, 2006) that are distinct from the geology of the Scotian Slope ( section 2.1). Furthermore, there are known underlying salt domes in the slope (Negulic & Louden, 2017) , and salt domes cause a region of high-salinity and dense water around them (Evans et al., 1991) . In deep marine environments, downward groundwater flow strongly suggests density-related convection (Wilson & Ruppel, 2007) , and different mechanisms for density-driven convection due to high salinity brines have been proposed (Evans et al., 1991; Sharp Jr. et al., 2001; Stover et al., 2001a Stover et al., , 2001b . In general, dense brines can sink and draw water from above, causing a downward flow system such as that seen on the Scotian Slope. Convective SGD patterns can be caused by underlying salt domes far beneath the seabed even in the absence of faults or fracture networks connecting the seabed surface and the salt dome, but flow rates can increase considerably when such networks are present (Wilson & Ruppel, 2007) . Geophysical surveys along Line 1 of the Scotian Slope clearly indicate faults located above the salt domes (Negulic & Louden, 2017) that could mediate flow depending on their connection to the surface (Bense et al., 2013) . However, we acknowledge that these process-based explanations are speculative and that more data and conceptual modeling are needed. We also acknowledge that the flux distribution in Figure 8 may be the result of local, density-driven circulation cells, rather than a slope-driven system.
More submarine hydrogeology research has been conducted on continental shelves in comparison to continental slopes due to all of the continental shelf oil and gas exploration and associated drilling (e.g., Bratton, 2010; Hughes et al., 2009; Thompson et al., 2007; Wilson, 2003) . Further hydrogeological research is warranted to draw more concrete conclusions on the Scotian Slope given the noted uncertainties in the steady state, homogeneous heat tracing approach used to generate the results shown in Figures 7b  and 8 . In particular, the potential for the large salt domes, or more generally salinity variations, to induce density-driven submarine groundwater flow (Evans et al., 1991; Michael et al., 2016; Wilson & Ruppel, 2007) and the influence of the fault and fracture network in the Scotian Slope (Negulic & Louden, 2017) will be investigated in future numerical modeling studies of coupled groundwater flow and heat and solute transport. Given the distance from the continent and the delineated recharge zones along the slope crest (Figure 8 ), it is unlikely that the SGD toward the lower Scotian Slope is fresh. However, even saline SGD circulation can impact seabed and deep-ocean biogeochemistry (Zektser & Dzhamalov, 2007) .
Study Considerations
Temporal Considerations for Data Collection and Appropriate Method Application
The present study has demonstrated that transient and steady state heat tracing techniques may be used in concert to estimate submarine groundwater flow rates from temperature profiles collected in deep-ocean sediment. If BWT data distributed across the study site are recorded prior to the collection of the temperature profiles and if sediment temperature time series are available, transient methods can be directly applied to infer groundwater fluxes. BWT sensors should be installed at least several months prior to the thermal profile measurements to characterize the frequency spectrum of the variations. However, continuous seabed temperature data would be logistically difficult to obtain in deep marine settings as it would be prohibitively expensive to install probes semipermanently at each location rather than use a single probe to record each profile. Furthermore, collecting repeat profiles, rather than a continuous time series, can yield insight into groundwater fluxes but this is challenging in deep marine environments due to difficulties with driving the probe into identical or very nearby locations.
If, as in the present study, BWT data are available with only "snapshots" of the sediment thermal profile measurements, transient approaches can be applied to delineate steady state and transient zones. If the BWT is constant, then steady state methods can be applied across the entire profile. In general, either homogeneous (Bredehoeft & Papadopulos, 1965) or multilayer (Shan & Bodvarsson, 2004 ) steady state methods can be employed depending on whether the thermal conductivity profile obtained from the heat pulse decay exhibits pronounced heterogeneity. If the domain is both transient and heterogeneous, a numerical thermal tracing model should be employed (Koch et al., 2016; Munz & Schmidt, 2017; Wilson et al., 2016) . Options for using ocean sediment temperature profiles to trace submarine groundwater flow based on the timescale of data availability are shown in Figure 3 .
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Spatial and Accuracy Considerations for Data Collection and Flux Detection Limits
The depths and accuracy of the seabed probe's thermistor readings strongly influence the utility and flux detection limits of the methods applied in this study. The profile must be long enough such that the curvature deviation from a linear profile can be determined for curve fitting using the Bredehoeft and Papadopulos (1965) approach. This deviation (Δ,°C) should then be compared to the thermal sensor accuracy to determine if modeled fluxes can confidently be classified as significantly different than zero (a linear thermal gradient). The deviation can be calculated as the difference between the Bredehoeft and Papadopulos (1965) solution and a linear profile:
Equating the derivative of equation (7) to 0 to yield the local maximum or minimum and then rearranging to isolate the depth (z Δmax , m) at which the maximum positive or negative deviation (Δ max ,°C) occurs results in equation (8).
Inserting equation (8) into equation (7) enables the calculation of maximum deviation Δ max .
Equation (9) can be used to obtain an appropriate L and/or sensor accuracy based on the possible Darcy flux range and thermal properties. In general, thermal probes that extend to depths greater than 6 m should be employed if possible. For example, some seabed thermal probes extend to 10 m (Davis & Elderfield, 2004) . The probe used to collect the data in this study was almost 6-m long, and having an additional 4 m would more than double the length of the profile that could be analyzed using steady state approaches. For the present study conditions, the magnitude of Δ max obtained from equation (9) is approximately 0.0042°C for a q of 1 m/yr and 0.016°C for a q of 4 m/yr, but these values would respectively increase to 0.011°C and 0.045°C if L were increased to 7 m. Equation (9) also demonstrates that the flux detection limits are influenced by the sensor accuracy. For example, thermistors with a realized accuracy of ±0.01°C would not be useful for the quantification of a q of a 1 m/yr (deviation of 0.005°C) over a 3-m profile, but the same sensors could be used to identify (if not quantify) this same flux using a 7-m profile (deviation of 0.011°C). In this study high-accuracy sensors were used (0.001°C), hypothetically allowing the identification of vertical fluxes with magnitudes greater than 0.24 m/yr. The vertical dashed lines in Figure 7b indicate that 10 of the 40 profiles exhibit insufficient curvature to conclusively identify a flux. It should also be noted that thermistors with very high precision but low accuracy could potentially produce artificial profile curvature that could be falsely attributed to vertical fluid fluxes.
In the present study, the precision was equivalent to the accuracy.
Summary and Conclusions
Forty thermal profiles collected in deep-ocean sediment of the Scotian Slope off the eastern coast of Canada were analyzed to estimate rates of submarine groundwater exchange. Transient heat tracing techniques recently developed for terrestrial environments, but not previously employed in marine settings, were applied to consider the thermal interplay among bottom water temperature changes, thermal conductivity variation, and vertical groundwater flow. Transient thermal modeling indicated that BWT changes caused intra-annual variations (and thus transience-induced curvature) in the sediment temperature profiles, but this intra-annual temperature variability decayed with depth and was very minimal below depths of 3 m. Thus, the portions of each temperature profile extending below 3 m were analyzed using steady state methods. The spatial distribution of submarine groundwater fluxes inferred from this analysis tentatively suggests a submarine groundwater flow system that is recharged over the upper slope and discharges toward the lower slope. This downward flow is different from upward, continental slope flow systems driven by geothermal convection that have been proposed in the literature. We speculate that the inferred groundwater flow system may be due to density-driven flow induced by underlying salt domes. Detailed numerical modeling of groundwater flow and heat transport in the Scotian Scope will be conducted in the future to investigate these hypotheses.
The new techniques applied in this study have potential to be used at many other deep-ocean sites where sediment temperature profiles are available. The influence of BWT variation can be addressed by either using a transient approach to delineate the upper surface of the steady state zone or, when sediment temperature time series are available, directly applying a transient heat tracing technique to back out fluxes. Future field campaigns that collect seabed thermal data for hydrogeological purposes should consider longer probes with sensor placement dependent on the intended analysis for heat tracing (steady state or transient). In general, we call for more submarine hydrogeological research to be conducted in deep marine environments. Additional physical and chemical methodologies to complement thermal methods in deep offshore environments will be critical to elucidating mechanisms driving deep-submarine groundwater flow and to assess intersite variations in flow system characteristics and the influence on the biogeochemistry of deep-ocean benthic environments. Figure S1 shows the grain size distributions for the seabed sediment samples taken in the region of study. Figure S2 shows results of the 2-D steady state thermal modeling to investigate the influence of the slope on the temperature distribution. Table S1 and Figure S3 present the initial conditions for the FAST modeling. Figure S4 shows the thermal conductivity data for each profile. Figure S5 shows the Flux-LM results when the seabed sediment was treated as multilayer, heterogeneous systems. Table S2 contains tabulated values for the inferred fluxes for the bottom zone for each analyzed profile, including the depths and coordinates for each location. This information is embedded in Figures 1b, 6 , 7, and 8. Table S3 contains the raw temperature-depth output from the FAST analysis used to delineate the "top" and "bottom" zones (Figures 4 and 5) . The FAST Python code is included as a supplement to Kurylyk and Irvine (2016) , and the Flux-LM spreadsheet tool is included as a supplement to Kurylyk et al. (2017) .
