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INTRODUCCION
Por demostraclôn automitica de teoreus, AT? (Automated Theorem 
Proving), [Lov-83], entendemos el uso del ordenador para demostrar 
clerto tlpo de resultados no numérlcos relaclonados con la validez de 
sentencias simulando la manera de razonar Humana.
Para définir los objetivos comunes de los sistemas enaarcados en 
el Ambito de la ATP. [Bib-90], admitimos, en primer lugar, que todo lo 
que una mAquina puede realizar para simular los procesos del 
pensamiento humano puede ser descrito formalmente. Por otra parte, 
entre las distintas herramientas capaces de realizar dicha 
formallzaclôn, en ATP se ellge la lôgica matemAtlca porque es una 
ciencia muy elaborada que présenta ventajas tanto por la naturalIdad 
con la que es capaz de representar el problems no formai como por su 
naturaleza canônica; en particular, es bien conocido que la lôgica de 
primer orden con sus diferentes extensiones es lo suficientemente rica 
para proporclonar al menos el nùcleo de unos formalismes que describan 
los procesos del pensamiento humano en los que centrâmes nuestra 
atenciôn. Una vez formaiizado un problems mediante una sentencia 
lôgica, podemos pensar que toda soluciôn de éste puede generarse 
mediante la demostraciôn de dicha sentencia. Presuponemos finalmente 
que existe un método general para descubrir automAticamente cualquier 
prueba hecha por el hombre.
Teniendo en cuenta las consideraciones anteriores, observâmes que 
los principales objetivos en ATP comienzan por buscar una lôgica 
conveniente que permits representar problemas; fijada ésta serA 
necesario encontrar métodos générales de demostraciôn y tècnicas 
adecuadas a ella, comprobando después la viabilidad de representar 
problemas de diferentes Areas dentro del marco de la lôgica elegida y 
la capacidad de resoluciôn de los métodos definidos. El objetivo final 
consiste en obtener un sistema que présente una cierta capacidad de 
imitar los procesos del razonamiento humano manteniendo la generalidad 
que la lôgica y los algorltmos llevan consigo.
La preocupaciôn por encontrar un procedimlento general para 
demostrar teoremas data de muy antiguo; podemos remontarnos a Leibniz, 
seguido posteriormente por Peano y por la escuela de Hilbert. Ya en 
1930 Herbrand propuso un método mecAnico para demostrar teoremas que
■As tarde gracias, a la invenclôn del ordenador digital, pudo 
mecanizarse. Las primeras demostraciones automAticas se realizaron 
para la lôgica proposicional, ampliAndose después para la lôgica de 
predicados; en concrete, en 1960 Gilmore consigue una implementaciôn 
del método de Herbrand que serA mejorada por Davis y Putman. En 1965 
Robinson introduce la técnica de la resoluciôn que por su eficlencia y 
facilidad de implementaciôn supone un gran avance para la ATP. Se 
désarroilan entonces gran cantidad de variantes de la resoluciôn, como 
la hiperresoluciôn, la resoluciôn unitarla, la SL-resoluciôn, etc. Por 
otro lado para tratar razonamientos relatives a la igualdad se 
proponen métodos computacionales como la demodulaciôn, la 
paramodulaciôn y el método de Knuth-Bendix en 1970. Paralelamente se 
desarrollan también distlntas variantes de la unificaciôn introducida 
previamente por Robinson, por ejemplo, la teoria ecuacional.
Mientras que durante la década de los sesenta y comienzos de los 
setenta los intereses se centran principalmente en el punto de vista 
lôgico y, mAs concretamente en encontrar métodos para resolver 
mecAnicamente problemas de la lôgica clAsica con igualdad, en los 
ultimes afios se han mecanizado multitud de lôgicas no clAsicas, y ha 
habido mayor desarrollo de los sistemas disefiados para proporcionar 
herramientas interactivas agradables al usuario, que simulan técnicas 
de demostraciôn humanas para resolver problemas en diferentes Areas. 
Ya en los afios setenta surge el demostrador de Boyer y Moore que sigue 
siendo mejorado en la actualidad y que présenta cierta proximidad 
humana por su forma de construir demostraciones por medio de 
heurlsticas. Los sistemas de la familia LCF (Logic for Computable 
Logic), en concrete el LCF de Eldimburgo, estAn mAs enfocados a lograr 
mecanizar técnicas de deducciôn natural consiguiendo una interacciôn 
con el usuario por medio del uso de tActicas. La principal innovaciôn 
de estos sistemas consiste en que incorporan la lôgica formai a un 
lenguaje de programaciôn funcional, ML, que sirve como metalenguaje. 
Los dlstintos sistemas que comprende esta familia (NuPRL, HOL, 
Veritas, Isabel1, etc.) difieren primordialmente en la lôgica que 
utilizan para construir las demostraciones.
Résulta diflcil enumerar la cantidad de sistemas englobados en el 
campo de la ATP, [LMR-87], no trataremos aqui de hacer un estudio 
detallado de ellos sino simpleanente sefialaremos que gran parte de las 
diferencias entre unos y otros se debe a los problemas especificos
para los que han sido disefiados y por tanto a la lôgica que soportan. 
La lôgica de primer orden conslderada casi exclusivamente en los 
sistemas primitives se ha ido extendlendo de mùltiples formas para 
abarcar los dlstintos campos que cubre la ATP. La utilidad actual de 
estos sistemas abarca diferentes Areas que van desde la ingenierla del 
software, donde la ATP se usa para slntesis de programas y 
verificaciôn. hasta el disefio del hardware, donde ésta sirve, por 
ejemplo, para especificar el comportamiento de circuitos; sin olvidar 
su apllcaciôn en el control de bases de datos y en la inteligencia 
artificial.
Este trabajo esté orientado a disefiar un sistema de deducciôn 
automAtica que incorpore tanto la apllcaciôn clAsica de servir de 
herramienta para demostrar teoremas matemAticos como la de ser un 
instrumente mecAnico que permita especificar de forma natural 
propiedades de programas funcionales, que puedan después ser 
verificadas.
De acuerdo con este marco, nuestro trabajo se ocupa de concretar 
para el nuevo sistema los objetivos générales en ATP indlcados al 
comienzo de esta introducciôn, que podemos resumir en: fijar una
lôgica que sea capaz de formalizar nuestros problemas, encontrar unos 
mecanismos générales de deducciôn, y obtener como resultado una 
herramienta que simule ciertos razonamientos humanos.
La lôgica computacional que proponemos para la formallzaclôn de 
los problemas matemAticos y las propiedades de programas funcionales, 
en que estamos interesados es una lôgica de primer orden extendida con 
polimorfismo y recursiôn. Una vez fijada la lôgica, se comprueba que 
tiene la capacidad de expresiôn deseada; pudiendo, por ejemplo, 
axiomatizar la aritmética estAndar de los nùmeros naturales y 
especificar la teoria de listas. LLegados a este punto serA necesario 
determinar los algorltmos que permitan automatizar las demostraciones; 
para ello se definen una serie de cAlculos para la lôgica en cuestiôn.
El primer mécanisme de deducciôn definido consiste en una 
extensiôn del método de los tableaux; este algorltmo serA parcialmente 
implementado constituyendo una de las técnicas de comprobaciôn y 
automatizaciôn de demostraciones que incorpora el sistema résultante. 
La falta de natural idad de este mecanismo y la dificultad de su uso 
cuando se trabaja con fôrmulas en las que aparecen funciones 
recursivas nos hace pensar en ampliar las técnicas de demostraciôn de
nuestro sistema con métodos mis cercanos a los razonamientos humanos. 
A partir del método de los tableaux se define un cilculo de deducciôn 
natural correcte y complète que refleja la semintlca operaclonal de la 
recursiôn pero que como el anterior continua siendo infinitario. Este 
sistema de deducciôn sirve a su vez de base para construir un ûltimo 
cilculo, también de deducciôn natural, que sustituye las reglas 
infinitarias poco manejables propias de la recursiôn por una régla de 
inducciôn de punto fijo.
El sistema de deducciôn automAtica résultante servirA para 
mecanizar pruebas de la lôgica que hemos desarrollado utilizando 
técnicas basadas en los cAlculos anterlormente mencionados. Estas 
demostraciones son guiadas por el usuario, que dispone de un lenguaje 
bastante natural de comunlcaciôn con el sistema, y son comprobadas por 
la mAquina o bien son automatIzadas en algunos de sus pasos.
La caracteristica primordial que podemos destacar en nuestro 
demostrador es la proximidad del lenguaje de comunlcaciôn con el 
sistema al lenguaje usado habitualmente en los razonamientos 
matemAticos, y la facilidad para especificar funciones recursivas y 
tipos construidos. La organizaciôn del control de las pruebas y el 
lenguaje en que éstas se escrlben tlenen su origen en el sistema 
MIZAR-MSE (lMos-851, [TB— 85], IPR— 88]) creado para la lôgica de 
primer orden con igualdad y tipos. No obstante, nuestro demostrador 
présenta claros avances tanto desde el punto de vista lôgico, por ia 
extensiôn con polimorfismo y recursiôn, como desde el punto de vista 
humano por la Interacciôn con el sistema y la natural idad en la 
especificaciôn de funciones y tipos.
La siguiente especificaciôn, correspondiente al tipo cadenas 
(string) de elementos de un alfabeto cualquiera representado por un 
tipo variable ", es un ejemplo que permite mostrar algunas de las 
caracteristicas de nuestro sistema antes seftaladas.
type string/1;
const empty:string(");
func head:string(")->", tail:string(")->string("),
concat:" * string(")->string("), null: string(")->bool;
Al# null(empty) * true;
A2# for X:", y:string(*] holds (not x “ hot and not y “ bot) implies
null(concat(x,y)) « false;
A3* for x;*, y:strlng(*) hold# (not x - hot and not y « bot) implies
head(concat(x,y)) ■ x;
A4t for x:*, y:string(*) bolds (not x “ bot and not y » bot) implies
talKconcat(x.y)) • y.
El siguiente ejemplo refleja cômo el lenguaje destinado a la 
comunlcaciôn con el sistema permite ai usuario declarar funciones 
recursivas de una forma similar a como se especiflean habitualmente 
los programas recursivos.
funrec append; strlngC) ‘ string(*)->string(")
append(x, y) ■ if nulKx) then y
else concat(head(x),append(tail(x),y)):
Una vez especificada la funciôn append serA posible demostrar 
propiedades de ésta; por ejemplo su asoclatividad expresada mediante 
la sentencia:
for X: stringO.y: stringO.z: stringC) holds append(app>end(x,y).z)
= appendix,append(y,z))
Desde el punto de vista de la implementaciôn sefialamos que hemos 
conseguido un prototipo de un sistema semi-automAtico e interactive 
que funciona en un sistema UNIX y que estA programado en PROLOG.
Respecto a la estructuraciôn, el trabajo se organize en cuatro 
capitules cada uno de los cuales comlenza con una breve introducciôn y 
se divide en secciones. Describimos las lineas générales del contenido 
de cada uno de ellos.
El primer capitule estA dedicado a la definiciôn de la sintaxis y 
la semAntlca de una lôgica de predicados con polimorfismo y recursiôn 
(PLPR). Esta lôgica se présenta como soporte o lenguaje objeto del 
sistema de demostraciôn automAtica de teoremas que construiremos y que 
estA orientado a realizar demostraciones matemAticas y pruebas de 
propiedades de programas funcionales. Los ejemplos descritos al final 
del capitule son una muestra de su capacidad para expresar problemas 
dentro de estos campos.
Las principales caracteristicas que la lôgica PLPR aporta a la de 
primer orden son el uso de variables y constructores de tlpo. y la 
existencia del operador A para construir A-abstracciones y del 
p-operador para définir funciones recursivas. En cuanto a la
semAntlca. cabe destacar la Interpretaclôn de los tipos como cpo's 
pianos. Las funciones que se definen entre dichos dominios son 
estrictas y por tanto continuas, lo que permite définir la semAntlca 
del p-operador como el menor punto fijo de un operador continue.
La lôgica PLPR estA ampllamente fundamentada. se demuestran sus 
propios lemas de colncidencia y sustituclôn anAlogos a los de la 
lôgica de predicados [EFT-84]. Se verifies también un lema de 
sustituclôn de tipos y se prueban otros resultados propios de este 
lenguaje que serAn utilizados a lo largo del trabajo.
En el segundo capitule se introduce una extensiôn del método de 
los tableaux de Smullyan [Smu-68] que adaptado a las peculiaridades de 
nuestra lôgica se convierte en un mecanismo de refutaciôn para PLPR. 
Una caracteristica propia de los tableaux es su facilidad de 
automatizaciôn y su ayuda en la construedôn de cAlculos completes. El 
método de los tableaux extendido résulta ser un algorltmo correcto y 
completo de semidecisiôn de la insat i sf act ibi1Idad en PLPR. Del 
teorema de completltud de los tableaux se deducen una serie de 
propiedades que sirven como condiclones suficientes para la 
completltud de cualquier cAlculo para PLPR.
El tercer capitule comienza definiendo un sistema de deducciôn 
natural para PLPR construido de manera que verifique las condiclones 
de completltud obtenidas en el capitule anterior a partir dei método 
de los tableaux. Se comprueba que este cAlculo es correcto y completo. 
si bien, como todo cAlculo completo para PLTO. es infinitario. Esta 
ultima afirmaciôn puede considerarse como una consecuencia de la 
n|-completitud del problems de validez en nuestra lôgica. hecho que se 
prueba formalmente en este capitule.
Puesto que nuestro objetivo es conseguir un demostrador de
teoremas basado en PLPR. la infinitud de los cAlculos présenta un
grave problems para su implementaciôn. Por otro lado, existen reglas 
de derivaciôn del cAlculo presentado. basadas en aproxlmaciones 
sintActicas. que no resultan muy naturales desde el punto de vista de 
similitud con los razonamientos humanos. Mucho mAs manejable. tanto 
para su implementaciôn como para su uso. es la régla de inducciôn. Con
el fin de introducir la inducciôn en el cAlculo. se construye el
conjunto de fôrmulas continuas, sobre el que se define una régla de 
inducciôn de punto fijo y para el que se realizan algunos estudios de 
complejidad. Esta régla Junto con otra reflejando que ia semAntlca del
operador p es el punto fijo hacen que ei cilcuio sea suf icientemente 
rico (como puede observarse en los ejemplos) para efectuar 
demostraciones propias de lenguajes funcionales que presentan cierta 
dificultad y para derivar una régla de inducciôn en los naturales.
Partlendo de la lôgica y los cAlculos anteriores. en el cuarto y 
ûltimo capltulo presentamos un sistema de deducciôn automAtica llamado 
HIZ-PR que en clerto modo simula el comportamiento humano. permitiendo 
automatizar demostraciones de la lôgica PLPR utilizando un lenguaje 
cercano a como se escrlben demostraciones matemAticas.
El capltulo comienza seftalando ciertos aspectos que caracterizan 
el sistema como son las diferentes técnicas usadas en la mecanizaciôn 
de las demostraciones. que estAn basadas en los cAlculos definidos en 
los capltulos anteriores. Las técnicas de demostraciôn se dividen en 
dos bloques fundamentales; en uno se engloban aquellas que conducen la 
prueba hacia atrAs descomponiendo el objetivo en subobjetivos. en el 
otro. se incluyen las técnicas de demostraciôn hacia adelante que 
prueban el objetivo haciendo referencia a axiomas y teoremas ya 
demostrados. Asimismo se estudia la estructura en forma de Arbol 
inherente a las demostraciones contemplando as! las demostraciones 
anidadas como subArboles de la prueba global. También se analiza la 
forma en que tiene lugar el control de las demostraciones.
Posteriormente. fijaremos la slntaxls dei lenguaje que sirve de 
comunlcaciôn del usuario con ei sistema mediante una gramAtica en 
forma de Backus-Naur; una serie de ejemplos prActicos permiten obtener 
una visiôn bastante aproximada de la capacidad del sistema y del 
maneJo del mismo.
El capltulo finaliza con una breve descripciôn de la 
implementaciôn. Se hace énfasis en los programas Prolog utilizados 
para el control y automatizaciôn de las pruebas. En el anexo de final 
del trabajo puede encontrarse un listado de estos programas.

CAPITULO I
SINTAXIS Y SEMANTICA DE LA LOGICA COMPUTACIONAL PLPR
Al ser nuestro objetivo final construir un sistema de deducciôn 
automAtica hay que destacar que éste soportaré un lenguaje objeto, 
esto es. un lenguaje lôgico en el cual se expresen y prueben 
af Irmaciones. EL lenguaje objeto es uno de los factores que mAs 
détermina la utilidad de un sistema de deducciôn automAtica en las 
tareas de razonamiento formai.
Una somera revisiôn de los lenguajes objeto de algunos de los 
sistemas existentes ayudarA a comprender sus distintos enfoques y a 
enmarcar nuestro trabajo.
LCF. (Pau-87]. (Plo-77). soporta una familia de lenguajes objeto 
basada en una lôgica de predicados con polimorfismo y X-cAlculo 
llamada PPX parametrizada por la signature propia de cada teoria. PPX 
es un sistema de deducciôn natural desarrollado a partir del X-cAlculo 
con tipos de Scott con una régla de inducciôn estructural. Por tanto. 
LCF es muy adecuado para trabajar en contextes que utilicen funciones 
parciales. menor punto flJo de funcionales, evaluaciôn perezosa y 
semAntlca denotacional.
NuPRL. [Con-86]. aunque suele considerarse dentro de la familia 
de los sistemas LCF tiene como lenguaje objeto la lôgica CTT 
(Constructive Type Theory). Ei sistema tiene la capacidad de construir 
mediante la informéeiôn computacional obtenida en la demostraciôn de 
una afirmaciôn existencial. una representaciôn del objeto que prueba 
la validez de esa afirmaciôn.
El demostrador de Boyer y Moore (BM). [BM— 79]. (BM— 88]. soporta 
una lôgica clAsica con igualdad. slmbolos de funciôn y ciertas 
définiclones recursivas. Su gran potencia reside en la facilidad del 
mane Jo de la inducciôn. lo que es bastante costoso en LCF. Sin 
embargo. BM no permite el uso de funciones parciales y no puede ser 
aplicado para hacer demostraciones en una lôgica constructiva; no 
obstante, podrla simularse una lôgica constructiva introduciendo 
axiomas auxiliares.
Los sistemas basados en reescritura de términos se han disefiado 
para manejar sistemas de ecuaciones. este es el caso de AFFIRM. 
[Ger-80]. con su lôgica ecuacional con tipos y conectivos
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proposicionales clisicos. Estos sistemas resultan muy tedlosos cuando 
aparecen cuantlfIcadores, situaciôn que suele soluclonarse utilizando 
funciones de Skolem.
Las lôgicas de orden superior convierten al sistema en una buena 
herramienta para tratar restricciones temporales y son muy empleadas 
en la especif icaciôn del comportamiento del hardware como es el caso 
de HOL [Gor-891; otros sistemas basados en lôgicas de orden superior 
son por ejemplo Veritas [HD— 86] e Isabell [Pau-86], este ûltimo es un 
sistema para derivar reglas de inferencia basado en unificaciôn de 
orden superior. Sin embargo, la fundamentaciôn teôrica de las lôgicas 
de orden superior ofrece dificultades especiales con respecto a las de 
primer orden y por ello estAn menos désarroiladas.
Este capltulo estA dedicado primordialmente a introducir una 
lôgica computacional decribiendo su slntaxls y su semAntlca. Dicha 
lôgica servirA como lenguaje objeto de un sistema enmarcado en el 
Ambito de la deducciôn automAtica. Se trata de una lôgica de primer 
orden extendida con polimorfismo y recursiôn que llamarenos PLPR 
(£redlcale Ifigic with Pplyuorj^lsm and Recursion).
En el disefio de PLPR se ha tenido en cuenta no sôlo la riqueza de 
la lôgica en el sentido de su capacidad de expresar ideas y razonar 
sobre ellas sino también su proximidad al dominio de los problemas que 
queremos que resueIva nuestro sistema. Recordamos que los campos en 
los que hemos centrado nuestro interés son las demostraciones 
matemAticas y las propiedades de lenguajes funcionales.
Una caracteristica de nuestra lôgica, ya descrita en [LN— 90], es 
el permitir introducir y construir nuevos tipos usando constructores. 
Los tipos de PLPR pueden ser polimôrficos io que da mayor potencia a 
las estructuras aunque. como es sabido, éstos pueden dificultar el 
tratamiento de los subtipos. Por otro lado PLPR posee el tipo booleano 
trivalorado que facilita los razonamientos en teoria de dominios. Una 
vez que se establece una asignaciôn a las variables de tipo. cada tipo 
dénota un cpo (complete partiel order) piano, y cada término un 
elemento del cpo denotado por su tipo.
PLPR permite escribir exprèsiones funcionales con tipos que 
representan funciones parciales estrictas entre cpo’s pianos y que se 
construyen por medio de simbolos de funciôn y de los operadores X y p 
que dan lugar al X-cAlculo y a la recursiôn.
Los términos de PLPR tienen tipos de primer orden. A nlvel 
sintàctico, cabe destacar la existencia de un slmbolo especial para 
representar el bottom (menor elemento de cada dominio) util para 
définir funciones parciales, y el uso de las n-tuplas (términos con 
tipo producto) para unificar el tratamiento de las funciones.
En cuanto a las fôrmulas, los conectivos utilizados son los 
propios de una lôgica clAsica de primer orden. Las fôrmulas bAsicas 
son las predicatives, construidas utilizando slmbolos de predicado 
con tipo y las aproxlmaciones o desigualdades que proporclonan una 
herramienta sintActica cômoda para hacer razonamientos que utilicen 
las propiedades de la igualdad y de los ôrdenes parciales pianos.
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1. LA SINTAXIS DE PLPR
El lenguaje PLPR se compone de los sigulentes objetos: tipos,
expreslones funcionales, términos y fôrmulas que permiten escribir 
sentencias y razonar sobre ellas. A continuaciôn se introduce la 
slntaxls de dichos objetos y se definen distintas operaciones que 
permiten su manipulaciôn.
1.1 DEFINICION DE LOS OBJETOS
Consideraremos un conjunto fijo, TVar, con una cantidad numerable 
de variables de tipo que se denotan por p o si es necesario con 
subindices: pi. pz pn,...
Definiciôn 1.1.1
Una signature de tipos Et es un conjunto a lo sumo numerable 
cuyos elementos son simbolos de constructures de tipo ct/n donde n 
represents la aridad del constructor et. Si ct/n c Et con n«0, se dice 
que et es un simbolo de constante de tipo.
A partir de Et se define el conjunto de Et-tipos de primer orden 
que se dénota por Tp(Et) y cuyos elementos se nombran con la letra t 
simplemente, o con subindices o primas, y se definen mediante las 
sigulentes reglas BNF:
T p Siendo p < TVar. Tipo verleble
I et Donde ct/0 c Et. Tlpo constente
I bool Tlpo booleano
I ct(Ti Tn) Donde ct/n c Et. Tlpo construido
I Tix...xTb Tlpo producto estrlcto
Consideraremos también Et-tipos funcionales. que son aquellos 
tipos de la forma ti— »xz. siendo t i.tz c Tp(Et). Un Et-tipo. t . es o 
bien un Et-tipo de primer orden o bien un Et-tipo funcional.
Si en la construcciôn sintActica de un Et-tipo t no aparecen 
variables de tipo se dice que t es monomôrfIco, en caso contrario t es 
polimôrfIco. o
Llamaremos MTp(Et) ai conjunto de Et-tipos monomôrficos de primer
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orden. Los elementos de MTp(£t) se denotan por v, wi, v2,.. .
Definiciôn 1.1.2
Una Zt-sustJtuciân de tipos e ■ es una apllcaciôn parcial
del conjunto de los Et-tipos en si mismo. Utilizaremos la notaciôn to* 
para expresar el resultado de aplicar la sustituclôn y a un tipo t y 
la definiremos del siguiente modo:
per - /ti si p - pi
|p en otro caso
bool e * bool 
ct ■ ct
Ct(TI, . .. ,Tb)«- - Ct(Tlf... rnr)
(ti*. . . xTn)<r ■ TIffX. . . xTnC
(ti— * TUT— »Tar
Se dice que un Et-tipo t' es una Zt-lnstancie de un Z-tipo t y se 
escribe t’st si exite una Et-sustituciôn de tipos e tal que t’ ■ t<t. 
En el caso de que vsx se dice que v es una Instencia monomôrf ica de t. 
Se dice que dos Et-tipos ri y xz son unificebles si existe una 
Et-sustituciôn de tipos c tal que tut = T z i r .  □
Definiciôn 1.1.3
Dada una signature de tipos Et, una signature de datos Ed es un 
conjunto numerable cuyos elementos son slmbolos de datos que llevan 
asociado un Et-tlpo. Los elementos de Ed pueden ser slmbolos de 
constante (c: — »x c Ed), slmbolos de funciôn (f : xi— rrz c Ed), o
slmbolos de predicado (p:x c Ed) donde x, xi— *xz y x son el tipo mâs
general de c, f y p respectivamente.
Dadas una signature de tipos Et y una signatura de datos Ed, una
signature E es un par E > <Et,Ed>. o
En lo sucesivo simplificamos Tp(Et) y MTp(Et) mediante Tp(E) y 
MTp(E), respectivamente, y hablaremos de E-tipos y E-sustituciones.
Dada una signatura E, consideraremos para cada E-tipo x de primer 
orden un conjunto numerable de variables de dato Var^ de tal forma que 
para cada x, x" c Tp(E), x*x'. Var^ n Var^,» 0. A la uniôn de todos
estos conJuntos, cuando x recorre Tp(E), le llamamos Var(E); sus
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elementos se denotan por x. y, z. o por las mismas letras con 
subindices. De la mlsma manera consideraremos un conjunto numerable de 
variables de funciôn, FVar^^^^^, por cada tipo funcional; estos 
conjuntos seràn disjuntos entre si, su uniôn se dénota por FVar(Z), y 
sus elementos por las letras X, Y, que admiten subindices.
Definiciôn 1.1.4
Dada una signatura E « <Et,Ed>, el conjunto de Z-térmlnos, Tb(E), 
cuyos elementos se denotan por t:T, y el conjunto de Z-expreslones
funcionales, Er(E), cuyos elementos se denotan por M: xi— *ra, se
definen por recursiôn mutua mediante las sigulentes reglas:
t:X ::■ i:X Térmlno bottom
I x:x X e Var^. Térmlno variable
I c:x' c:— »x € Ed. x’ax. Término constante
I true: bool Término boolearto cierto
I false:bool Término booleano falso
I ( ti:xi,..., tn: xn) : xix.. .xxn n~tupla de términos
I (if t:bool then ti:x else tz:x):x Término- condicionai
I (M t:XI):xz M:xi— »X2 C Er(E) Término funcional
M:xi— »xz ::» i:xi—»xz Funciôn Indeflnida
I X:xi— »X2 X c FVar^^^^g Funciôn variable
I f:x|— »x^  f:xi— »xz«Ed, x’— »x^ sxi— »xz SImb. funcional
I (Xxi:xi.. .x b :x ». t:x):xix.. .xXft— »x Lambda abstracelôn 
I (pX:xi— »xz.M:xi— >xz):xi— )xz p~Operador
Dado un E-término t:x (una E-expresiôn funcional M:xi— »xz) se 
dice que t:x es de tipo x (M:xi— »xz es de tlpo xi— »xz). Un E-término 
(una E-expresiôn funcional) es stonomôrfico [monomôrfica) cuando no 
contiens ninguna variable de tipo. En caso contrario es polimôrfico 
(polimôrfica), a
A pesar de tener conjuntos de slmbolos de variables disjuntos 
para cada E-tipo, puesto que todo E-término y toda E-expresiôn 
funcional lleva asociado su tipo, utilizaremos la misma notaciôn para 
los slmbolos de variable de cualquier tipo; distinguiremos sôlo si la 
variable es de dato o funciôn, utilizando mayùsculas en el segundo 
caso.
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En lo sucesivo tlempre que no sea necesario especificar. cuando 
hablemos de variables nos referlmos tanto a los términos variables 
(x :t ) como a las expreslones funcionales variables (X:ti— »tz).
Ejemplo il.5
Sea Et " (int/0, stack/1). Las sigulentes construed ones son 
Et-tipos: 
pxstack(p),
stack(stack(int)xbool).
stack(pt )— »intxstack(pz)xstack(bool )
De ellos los dos primeros son de primer orden. siendo el segundo 
monomôrfico.
Para la signatura de tipos anterior dames la signatura de datos 
Ed ■{0:-»int, nil:-»stack(p), suc; int^lnt, pred. int— »lnt,
push: p%stack(p)-4stack(p)} 
Si Es « <Et,Ed>, se pueden construir, por ejemplo, los sigulentes 
Es-términos y Es-expresiones funcionales:
(suc (suc 0;int):int):int,
(push (x:int.nil:stack(lnt)):intxstack(int)): stack(lnt)
(Xxi:bool xz:int.(If xi:bool then (pred xa:int):int
else i:int): int): boolxint— »int
(pX:stack(p)— >int.(Xy:stack(p).
(pred (X y: stack(p) ): int): int): stack(p)-»int): stack(p)-»int
Definiciôn 1.1.6
Dada una signatura E, el conjunto de Z-fàraulas F(E) de elementos 
p. *,... es el menor conjunto que satisface las sigulentes reglas:
f ti:T i tZ:T AproxiBaciôn.
(p t:T') T ST. p:r c Ed. F6rxxila predicative,
np Megaciân.
(p V \li) Disyunclôn.
(p A ^) Conjunciân.
3x :t  p  Cuantificaciôn existencial.
Vx:T p Cuantif icaciôn universal.
Las aproxlmaciones y las fôrmulas predicativas constituyen las 
fôraailas atômicas. Una fôrmula se dice monomôrfica cuando no contiene 
ninguna variable de tlpo. En caso contrario es polimôrfIca. o
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1.2 EL LENGUAJE PLPR
Los objetos definidos en el apartado anterior servirAn como base 
para définir nuestro lenguaje, no obstante, puesto que hemos utilizado 
la misma notaciôn para los simbolos de variables de cualquier tipo, 
hemos de adoptar una serie de precauciones para no incurrir en
ambigOedades. Por ejemplo, a un E-término x :t puede aplicArsele una
E-sustituciôn de tipos v que transforme t en t’. Si definimos [x.-tIc » 
x:Tf, tendremos que tener en cuenta que, en la izquierda de la 
igualdad, x représenta un slmbolo de variable del conjunto Var^ 
mientras que en la derecha, x es un elemento de Var^,.
Para no entrar en conflictos al définir la semAntlca de nuestro 
lenguaje, a la slntaxls abstracts del apartado anterior, le afiadimos 
ciertas restricciones, concretamente, imponemos la no existencia de 
variables libres con el aismo slmbolo y tipos distintos y unificables.
El concepto de variable libre se define a continuaciôn.
Definiciôn 1.2.1.
Definimos el conjunto de variables libres en un térmlno t:T, 
representado por Lib(t:%), y el conjunto de variables libres en una 
expresiôn funcional M:ti— »tz, representado por Lib(M: xi— »tz), por 
inducciôn mutua sobre los términos y las expreslones funcionales del 
siguiente modo;
Lib(l:x) ;« 0 
Lib(c:x) :■ 0 
Lib(x:x) :* {x;x>
Lib(true:bool) :* 0 
Lib(false:bool) :» 0
Llb( (tl: xt,. .., tn;xn): xix. ..*xb) :«Lib(ti:xi) v.. .u Lib(tn:Xn)
Lib((if t:bool then ti:x else tz:x):x) :»
Lib(t:bool) u Llb(ti:x) v Lib(tz:x) 
Lib((M t:xi):xz) :■ Lib(M: xi-^xz) v Lib(t:xi).
Lib(i: XI— »xz) ; * 0 
Lib(f: XI— »TZ) : » 0 
Lib(X: XI— »TZ) : " {X:xi— »xz)
Llb((Xxi;xi. . .Xn;XB. t:x):xix.. .xXn— »x) :« Lib(t:x)\{xj:XI Xn;Xn>
Lib((pX:xi— »xz. M:xi— ♦xz):xi— »xz) :■ Lib(M: xi— »xz)\{X: xi— »XZ>
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Declaos que un* variable esti libre en un téraino t:T (en una 
expreslbn funcional »T2), si pertenece al conjunto Lib(t:T)
(Lib(M:Ti— »T2)).
Definlmos el conjunto de variables (de dsto y funclôn) libres de 
una fôrtula p y lo representaaos por Lib(f) del siguiente modo:
Lib(tl.-T £ t2:T) : " Lib(ti: T) u Lib(t2;T)
Lib((p t:T)) :■ LibCtix)
Lib(np) Lib(p)
Lib((, V*)) Lib(f) u Lib(*)
Llb((p A *)) Lib(f) V Lib(f)
Lib(Vx:T ÿ) :■ Lib(f)\<x:
Lib(3x:T f) :■ Lib(f)\{x:x>
Se dice que una variable est& libre en una fbraula p si pertenece 
al cunjunto Lib(f), en casc contrario se dice que estâ ligada. o
Para cada Z, PLPR se refiere a un subconjunto de F(Z) cuyas 
fdraulas cumplen una restricciôn necesaria para evitar la ambigUedad 
en el tipo de las variables libres. Esta restricciôn queda formalizada 
en la definiciôn siguiente.
Deflnicidn 1.2.2
Para cada slgnatura Z, el lenguaje PLPR asociado a Z viene 
determinado por el conjunto LCZ) formado por las Z-fôrmulas p de F(Z) 
taies que no existe ninguna variable x y dos tipos distintos xi y X2 
de manera que x:xi e Llb(f) y x:x2 € Lib(f) siendo xi y X2 unificables 
y no existe ninguna variable de funclôn X tal que X:xi-»x2 c Lib(p), 
X:x*^x^ c Lib(f>) siendo xi— »X2 y x^— »x^  unificables y distintos. o
La restricciôn ispuesta a las Z-fôraulas se puede particularizar 
para los Z-términos y Z-expresiones funcionales. Para no coaplicar la 
notaciôn conservareaos los nombres Ta(Z), Er(Z), lo que no darà lugar 
a confusiôn porque desde ahora siempre consideraremos expresiones 
sintàcticas que cumplen estas restricciones. Por otro lado, a partir 
de ahora hablareaos de Z-fôrmulas para referirnos a los elementos de 
LCZ) e Incluso diremos ùnicamente fôrmulas siempre que no haya 
ambigüedad o las propledades que se enuncien sean independientes de la 
signature. Igualmente podremos hablar de tipos. términos o expresiones 
funcionales.
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Ll&maremo# MTa(Z) al conjunto de térmlnom aonomôrficos, MEr(£) al 
conjunto de expresiones funcionales monomôrficas y HL(£) al conjunto 
de fôrmulas monomôrficas.
1.3 SIMPLIFICACIONES SINTACTICAS
El hecho de que tanto los términos como las expresiones 
funcionales lleven pegado su tipo résulta muy expreslvo y présenta 
grandes ventajas operacionales, pero en ocasiones dificulta su 
lectura. es por ello que en lo sucesivo admitiremos la siguientes 
simplificaciones en la sintaxis de PLPR:
- En los siguientes términos y expresiones funcionales eliminamos 
el tipo, puesto que su escritura résulta redundante:
true, false,
(tl:Tl tn: Tn),
(if t:bool then ti:x else tz:x),
(Xxi: XI. . . Xn: Xn. t: x).
(pX:xi— »x2.M).
- El tipo de las variables de dato ligadas por un cuantificador 
existencial o universal, o por una X-abstracciôn puede eliminarse en 
su apariciôn en el interior de las fôrmulas o expresiones, ya que su 
tipo queda expllcito cuando las variables aparecen Junto al
cuantificador o al operador A. As! por ejemplo, escribiremos:
Vx:x Vy:x x S y en lugar de Vx:x Vy.x x:x £ y:x
(Xx:nat y:bool.(if y then x else i:nat)) en lugar de
(Xx:nat y:bool.(If y:bool then x:nat else i:nat))
- Admitimos la supresiôn de la notaciôn explicita de los tipos en 
los términos funcionales siempre que éste pueda determlnarse al 
inferir los tipos de la expresiôn funcional que se aplica y del
término sobre el que se aplica, naturalmente ambos tipos deben ser 
compatibles de acuerdo con las reglas habituales de Inferencia de
tipos (ver p.e. [Rea-89]).
Por ejemplo, si f:xi— »X2 * Zd y xi’*xi<r, sabremos que (f t:xi*) 
tiene tipo xas- y admitiremos la escritura de este término sin
expliciter su tipo.
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Para estas Inferencias se puede usar un algoritao semeJante al 
dado en [Hil-78] para las combInaciones de términos. utilizando como 
datos, por un lado, el tipo mis general de los s imbol os de funclôn y 
de constante, y por otro, las reglas de construeiôn y de instanciaciôn 
de tipos.
En lo referente a la sintaxis de las fôrmulas suprimimos los
paréntesis en las conjunciones y disyunciones siempre que ésto no de 
lugar a conflictos. Por otro lado utilizaremos las siguientes
simplificaciones:
p — » # en vez de -ip v p
p 4— » p en vez de (p — » p) A » p)
ti:T ■ t2:x en vez de ti:x £ t2: x a  t2: x  £ t): x.
Ejemplo 1.3.1
Consideremos la slgnatura Z* - <£t,Ed>, siendo:
Et ■ {char/0, unit/0, m/2} y
Ed “ {inl:pi— >m(pi,p2), inr: p2— »m(pi,pz). outl; m(pi,p2)— »pi,
outr: m(pi,p2)— »p2}
Las siguientes son E*-fôrmulas que sirven para définir la suma
estricta de dominios. En ellas se ha simplificado la notaciôn de los
tipos de acuerdo a los comentarios anteriores.
Vx:pi (nx £ i:pi — » n(lnl x) £ i:m(pi,p2))
Vx:p2 (iX £ i:p2 — > i(inr x) £ l:m(pi,p2))
Vx:pi Vy:pi ((inl x) £ (Inl y) *— * x £ y)
Vx:p2 Vy:p2 ((inr x) £ (inr y) <— > x £ y)
Ÿx:pi Vy:pa ({inl x) £ (inr y) «— * x « l:pi)
Vx:pt Vy:p2 ((Inr y) £ (inl x) <— > y * i:p2)
Las funciones outl y outr son las llamadas funciones 
destructoras. El carécter polimôrfico del constructor # garantiza que 
lo que sigue son E*-fôrmulas.
(outl (inl XI:char):m(char,pz)) ■ xi: char 
(outr (inr xz:unit):#(pi,unit)) > xz:unit 
(outl (inr X2:unit):m(pi,unit)) = i:pi 
(outr (inl XI:char):m(char,p2)) ■ i:pz.
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1.4 SUSTIIVCION
Las variables de tipo que aparecen en una Z-fônaula pueden ser 
instanciadas por Z-tipos de primer orden, aslmismo las variables
libres de una Z-f6rmula pueden ser sustituidas por Z-términos del 
mismo tipo si se trata de variables de dato o por Z-expresiones 
funcionales del mismo tipo si se trata de variables de funciôn.
La Z-sustituci6n de variables de tipo ha sido definida cuando se 
aplica a un tipo. definiremos ahora los conceptos de Z-sustituciôn de
variables, tanto de tipo como de dato y funciôn, aplicada a una
Z-f6rmula.
Definicidn 1.4.1
a) Z-Sustituci6n de una variable de tipo por un Z-tipo. 
al) El resultado de aplicar una Z-sustituciôn de tipos r a un 
Z-término t:x se dénota por [t:x]f y se define mediante las^giguientes
reglas: ' \
- [i:x)ir i:xf
- [c:x]f :« c:Xf
- (x:x]f :■ x:x«r
- [truelf :■ true - [false]? :■ false
- l(tl:Xl tnixn)]? :■ ([tl:xi]? [tn: Xn]?)
- [(if t:bool then ti:x else tz.-x)]? :■
(if [t:bool]? then [ti:x]? else [t2:x]?)
- [ (M t:xi):X2]? :» ([M:xi— »X2l? [t:xij?):xa?  ^ -
a2) El resultado de aplicar una Z-sustituciôn de tipos ? a una 
Z-expresiôn funcional M:xi— »xa se dénota por [M:xi— »X2]? y se define 
mediante las siguientes reglas:
- [i:xi— »x2l? :• 1:xi?—*xa?
- [f:xi—♦xzl? :■ f:xi?— »xa?
- [X:xi— »x2l? :« X:xi?— »xa?
- [(Xxi:xi. . .xn:xn. t:x)]? :■
(Xzt: XI?... zn:xn?. [t: x[zi: xi/xi: xi]... [zn: xn/xn: Xn] ]?) donde para 
cada i, ZI es igual a xt si xi:xi? 4 Lib(t:x), y en caso contrario, zi 
es un slmbolo de variable tal que zi:xi 4 Lib(t:x).
- [(pX:xi— *X2.M)]? :■ (pY:xi?— rra?. [M:xi— »X2[Y:xi— »X2/X:xi— »X2]]?) 
donde Y es igual a X si X:xi?— »xa? 4 Lib(M:xi— »X2); o Y 4 FVar(Z) es
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tal que Y:Ti«^ -rra? 4 Lib(M: ti—♦T2) en caso contrario.
a3) El resultado de aplicar una Z-sustituciôn de tipo 9 a una 
Z-fôrmula p se dénota [p]9 o simplemente p? y se define por inducciôn 
como sigue:
- (tj:T £ t2: %]? :■ (tl:xl? £ (t2:x]?
- [(p t:x)]f :■ (p It:xJ?)
- [-«pi? :■ i[pl?
- (p V ^ 1? : - [pi? V [pi?
- [p A pi? :■ [pi? A [pi?
- [Vx:x pi? :* Vz: X? [p[z: x/x: x] ]? donde z ■ x si x:x? 4 Lib(p); o z 
es una variable tal que z:x? 4 Lib(p) en caso contrario.
- [3x:x pi? :« 3z:x? [p[z:x/x:x)]? con z como en el caso anterior.
Si p es una fôrmula que contiene en su sintaxis una variable de
tipo p y 9 * v/p es una Z-sustituciôn de tipos decimos que p? es una
Z-lnst*ncla de p.
b] Z-Sustituciôn de una variable de dato por un Z-término. 
bl) La Z-sustituciôn en un término de una variable de dato libre 
por un Z-término del mismo tipo, se define como sigue:
- i:xi[t:x/x:xj :» l:xi
- c: XI [t:x/x:xj :■ c:xi
t:x si XI:XI » x: x 
XI;XI en caso contrario- XI:xx[t:x/x:x]
- true[t:x/x:x] :■ true - false[t:x/x:x] := false
- (ti:xi tn:xn)[t:x/x;x) : = ( ti: xi [ t: x/x: x) tn: Xn[t: x/x: x) )
- (if ti:bool then t2:xi else t3:xi)[t:x/x:x] : =
(if tl:bool[t:x/x:x] then t2: xi[t: x/x:x] else t3:xi[t: x/x:x])
- (M ti:xi):x2[t:x/x:x] :» (M:xi— »x2[t: x/x:x] ti: xi[t: x/x: x]):X2
bZ) La Z-sustituciôn en una expresiôn funcional de una variable 
de dato libre por un Z-término del mismo tipo se define mediante las 
reglas siguientes:
- 1: XI— »x2[t: x/x:xj :* X:X1— >X2
- f:xi— ♦x2[t:x/x:x] :» f:xi— »X2
- X:xi— »x2[t:x/x:x) :■ X: xi— »X2
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- (Xxi: Tl. . . Xb:Tb. t’:t’) [t: t/x:t] :■
(Xzi:Tl. .. Zn: Tn. f  : x’ (zi: Xl/xi: XI1. . . (zn: Xn/Xn: Xn] [t: x/x:x] ) 
donde para cada lalsn zi » xi si xi:xi 4 Llb(t:x) y x:x # xi:xi; en 
caso contrario, zi es una variable tal que x:x * zi:xi y zt:xi 4 
Lib(t:x) V Lib(t':x').
- (pX:Xl— »X2. M)[t:x/x:xl :■
(pY: XI—♦X2.M: xi— >X2(Y: XI— ♦xa/X: xi— ♦X2) lt:x/x: xl ) 
donde Y es igual a X si X:xi— »X2 4 Lib(t;x); o Y c FVar(£) es tal que 
Y:xi— »X2 4 Lib(M:xi—»X2) u Lib(t:x).
b3) La Z-sustituciôn en una fôrmula de una variable de dato libre 
por un Z-término del mismo tipo se define como sigue:
- ti:xi S t2:XI(t: x/x:xl :■ tl: xi[t: x/x:xl S t2: XI[t:x/x:x]
- (p tl:xi)(t:x/x:xl (p tl:xiIt: x/x:xl )
- (tpHt: x/x: xl :» ip(t:x/x:xl
- (p V p)[t:x/x:xl := pit:x/x:xl v pit:x/x:xl
- (p A p)[t:x/x:xl :» pit:x/x:xl A p[t:x/x:xl
- (Vxi:XI p)It:x/x:xl :» Vz:xi pIz:xi/xi : xi 1 [t : x/x:X1 donde z es igual 
a XI si XI: XI 4 Libit: x) y x: x * xi:xi. En caso contrario, z es un 
slmbolo de variable tal que x:x * z:xi y z: xi 4 Lib(p) u Libit:x).
- (3x1:XI p)It:x/x:xl :» 3z:xi plz:xi/xi: xi 1 [t: x/x:xl con z como en el 
caso anterior.
c) Z-sustituciôn de una variable de funclôn por una Z-expresiôn 
funcional.
cl) La Z-sustituciôn en un término de una variable de funclôn 
libre por una Z-expresiôn funcional del mismo tipo se define como 
sigue:
- i:xIM:xi— »X2/X:xi— »x2l :« i:x
- c:xIM:xi— »X2/X:xi— ♦X2l : » c: x
- x:x[M:xi— »X2/X:xi— »x2l :» x:x
- true[M:xi— »X2/X:xi— »x2l :■ true
- false [M: xi— yxz/X: xi— »X2] :■ false
- (tl: XI" tn: Xn' ) [M: XI— $X2/X: X1-4X21 :*
(tl:xi' IM:X1— ♦X2/X:X1— ♦xzl,. .., tn: xn" (M: xi— »X2/X: X1-4X2] )
- (if t: bool then ti:x else t2: x) [M:xi— »X2/X:xi— >x2l :*
(if t:boollM:xi— »X2/X:xi— »x2l then ti:xIM:xi— »X2/X:xi— »x2l
else t2: x(M: XI— >X2/X: XI— >x2l )
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- (M t:xi’):T2’IM:T1— »T2/X:T1— »T2l :■
(M:xi — *X2' tM: XI— »X2/X: XI— »xaj t:xi' [M: xi— »X2/X: xi— »X2l ) : xa'
c2) La Z-su8tltucl6n en una expresiôn funcional de una variable 
de funclôn libre por una Z-expresiôn funcional del mismo tipo se 
define mediante las reglas siguientes:
- l: Xl’— ♦X2’lM:xi—«a/X.xj— »X2l :■ i: xi’—*X2"
- f : Xl’— »X2* IM: XI— 1X2/X: XI— »X2l :■ f:xi— *X2’
M:xi-*x2 si Xi:xi’— ♦xa’» X:XI— ixa
- Xl: XI — ♦xa’ IM: XI— ♦xa/X: XI— ♦xa] Xi:xi — ♦xa’ en otro caso
- (Xxi: Xl’. . . Xn: x b ’. t: x) IM: XI— ♦xa/X: XI— ♦xal : -
(Xzi; Xl’ . . . Zn: Xn’ . t: xlzi: Xl’ /Xl: Xl’ ). . .
IZn: Xn’ /xn: Xn’ ) [M: XI— ♦xa/X: XI— ixa] ) donde
para cada i, zi es igual a xi si xi:xi’ * Lib(M: xi— ♦xa); o zi es un 
simbolo se variable tal que zi:xi’ 4 Lib(t:x) v Lib(M:xi— ixa) en caso 
contrario.
- (pX’ :xi’—4X2’ .M’ )[M:X1— »X2/X:xi— ♦xa] : »
(pY: xi’-ixa’ .M’ : xi’— ♦xz’ (Y: xi —♦xa’/X’ : Xl — ♦xa’ ] [M: xi-^ X2/X: xi x^al ) 
donde Y es igual a X’ si X’ :xi’ — ♦xa’ 4 Lib(M:xi— ♦xa). En caso 
contrario, Y es un simbolo de variable de funclôn tal que Y:xi’— ♦xa’ 4 
Lib(M: XI— ♦xa) V Lib(M’ :xi’— ♦xa’ ).
c3) La Z-sustituciôn en una fôrmula de una variable de funclôn 
libre por una Z-expresiôn funcional del mismo tipo se define como 
sigue:
- ti:x £ ta: X [M: Xl— ♦xa/X: xi— ♦xa] : »
tl : X [M: XI— ♦xa/X: xi— ♦xa] £ t2: x [M: xi— ♦xa/X: xi— ♦xa]
- (p t: x) (M: XI— ♦xa/X: xi— ♦xa] : « (p t:x(M:xi— ♦xa/X:xi— ixa] )
- (-*p) [M: XI— ♦xz/X: XI— ♦xa] := -ip[M: xi— >xa/X: xi— ♦xa]
- (p V p) IM: XI— ♦xa/X: xi—♦xa] : » piM: xi— ♦xa/X: xi-^ xa]vp[M: xi-^ xa/X: xi->T2]
- (p A p) [M: XI— ♦xa/X: xi— ♦xa] : » piM: xi— ♦xa/X: xi x^a] Ap[M: xwxa/X: xi-^ xa]
- (Vx:x p) [M: xi— ♦xa/X: xi— ♦xa] : » Vz: x p[z: x/x: x] [M: xi— ♦xa/X: xi— ♦xa] 
donde z es igual a x si x:x 4 Lib(M:xi— ♦xa), y z es una variable tal 
que z:x 4 Lib(p) v Lib(M: xi—♦xa) en caso contrario.
- (3x:x p) ]M: xi— ♦xa/X: xi— ♦xa] : » 3z: x p[z:x/x:x] [M:xi— ♦xa/X:xi— ♦xa]
con z como en el caso anterior, o
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2. LA SDiAWTICA DE PU»
A contlnuaciôn se propone una semàntlca denotaclonal para PLPR. 
dando una denotaciôn a los objetos del lenguaje y se deflnen los 
conceptos de vilidez, satlsfactlbilldad, consecuencla lôglca, etc. La 
semàntlca propuesta refleja el hecho de que nuestro lenguaje permlte 
la definiciôn de funciones recursivas mediante un operador de punto 
fijo. En el primer apartado de esta secciôn se enuncian algunas 
definiciones y resultados conocidos sobre funciones continuas, puntos 
fijos y dominios que seràn utilizados para demostrar que el concepto 
de interpretaciôn de términos y expresiones funcionales esté bien 
definido. Por ultimo, se demuestran distintos resultados semànticos 
que seràn utilizados en capltulos posteriores.
2.1 CONCEPTOS PREVIOS
Las definiciones y resultados presentados aqui, propios de las 
teorlas de dominios y de punto fiJo, pueden verse con més detalle en 
[Sto-77], [Sco-821 y [Ber-851, por ejemplo.
Definiciôn 2.1.1
Consideremos los conjuntos D, Di Dn con los ôrdenes parclales
C, Cj respect ivamente.
Se dice que x es el elemento minima de D si x c D y para cada y 
de D, X C y.
Se dice que x e D es una cota superior de un subconjunto A de D 
si para cada y de A se verifica y £ x.
La menor cota superior de A £ D, escrito U A, es el elemento 
mlnimo del conjunto de cotas superiores de A. (Si A * (xo, xi, xa,... > 
denotamos U * mediante xm).
Una cadenm creciente en D es un subconjunto {xo, xi, xa,... > de D 
que verifica; xo £ xi £ ...
Se dice que D es un orden parciai compieto (cpo) si tiene un
elemento mlnimo i (llamado bottom) y toda cadena creciente en D tiene
menor cota superior.
Una funclôn f:Di— >02 se dice monôtona cuando dados x, y c Di
taies que x £^  y, entonces f(x) £^  f(y).
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Una funclôn monôtona f:Di— >02 es continua cuando para toda cadena 
de D: xo £ xi S ... se tiene f(LJn-o xn) » U"-o f(xa).
Una funclôn f:Di— >02 se dice estricta cuando f(i^) »
Un cpo D se dice que es piano cuando para todos x. y s D taies 
que x £ y se verifica x ■ y 6 x ■ i.
Dados los cpo's pianos <0i, £ >, isisn. definimos el producto 
cartesiano estricto < O i e . £ ^ >  donde el orden £^ definido sobre
Die. ..eOn * {i^> u {<di dn> | di c Di\{i^>> es tal que; di £^ da
di » da 6 di » para todo di. da c Oie... eDn. El producto 
estricto identifies toda n-tupla que tenga alguno de sus argumentes 
igual a con de esta manera Oie... eOm résulta ser un cpo piano.
Definimos el espaclo de funciones continuas (espacio de funciones
estrictas) entre los cpo's pianos <Di. £>. <Da. £^ > representado por 
<[Di-^ ->D2]. £ > (<lDi-j->D2l, £^>) como el orden £^  (£^ ) definido sobre 
el conjunto de funciones continuas (estrictas) de Di en Da de la 
siguiente forma. Dados f, g e [Di-g->Da] (f, g e lDi-^ ->02l ) para todo x
de Di f £ g (f £ g) 4^ f(x) £^ g(x).
Identificaremos el cpo piano de ios booieartos, B, con cualquier 
dominio isomorfo al conjunto tt, ff> con el orden siguiente;
■^ bool ^ -^ bool' -^ booi ^ ^bool ^
Lema 2.1.2
Toda funclôn f c (Di— >Da] pertenece también a [Di-^ ->Da].
La demostraciôn de este lema es trivial pues si Di es un cpo 
piano, todas las cadenas crecientes en Di estin formadas a lo sumo por 
Xj y un elemento definido.
Teoremm 2.1.3
a) La composiciôn de funciones continuas es continua.
b) La funclôn constante y la funclôn identidad son continuas.
c) Dado un cpo (D, £), la funclôn (DND; BxDxD — > D definida como 
sigue COND(tt,a,b) * a, COND(ff,a,b) » b, OOND(Xg,a,b) « x es continua 
en todos sus argumentos.
Demostraciôn;
Detallamos la demostraciôn de c)
Por construcciôn, la funclôn GOND es estricta en su primer 
argumente luego es continua. Para el segundo argumente sa tiene:
COND(tt, ai,b) » ai y COND(tt,ai,b) “ ai para todo i<u
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luego tJ"«o COND(tt.ai.b) * *: ■ CONDitt, LJ?.o mi,b).
OOND(ff, ai.b) » b y OOND(ff,ai,b) » b para todo K w  luego
COHD(tt.ai.b) ■ b - COND(tt, uT-o ai.b).
OOND(x^^j, ai.b) ■ X y OOND(x^^,ai,b) ■ x para todo K w
luego tJ",o COND(x^^,ai,b) ■ x » OOND(x^^. U?.* ai.b).
La demostraciôn de la continuidad para el tercer argumente es 
anàloga. ■
Teoreaa 2.1.4 (Existencla del menor punto fijo)
Dado un cpo <D, O, toda funclôn continua f:D—>0 tiene un menor 
punto fijo, es decir, existe un x « D tal que f(x) » x de manera que 
para todo y « D si f(y) » y entonces x £ y. Ademàs dicho punto fijo es 
de la forma: U?.o f*(x), siendo f*» f*...*f .
Teorema 2.1.5 (Continuidad del operador de punto fijo)
Dado un cpo (D, £), el funcional fix: (D-^ -»Dl— >D definido por
fix(f) » menor punto fijo de f para toda f c (D— >D] es continuo.
2.2 ESÎRUCTVRAS, INTERFRETACIONES Y MODELOS
Los dominios de interpretaciôn utilizados para définir los 
modelos en PLPR son familias de cpo's pianos, de manera que cada tipo 
dénota un elemento de la familia de cpo's correspondiente, siendo el 
dominio de interpretaciôn de los términos la uniôn de los cpo’s que la 
componen, y el dominio de interpretaciôn de las expresiones 
funcionales la uniôn de los espacios de funciones estrictas entre 
dichos cpo*s.
Definiciôn 2.2.1
Una Z-estnictur* de tipos es un par I « ^®^^^ct/nelt^ donde
es una familia de cpo's pianos cerrada bajo el producto estricto 
que contiene a B, y por otro lado, ct^ c si ct/0 e Et y ct^ es una 
aplicaciôn de (T^ )" en si ct/n e Et (nal).
Dada una E-estructura de tipos X, se define una aslgnaciôn de ies 
varieties de tipo para I como una funciôn de TVar en T^ . o
Hablaremos simplemente de asignaciôn de tipos si no existe 
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ambigüedad con respecte a la estructura de tipos a la que se refiere. 
El conjunto TVar— »T^ > de todas las asignaciones para una
E-estructura de tipos I se dénota ATp^ .
Definiciôn 2.2.2
Sea X una E-estructura de tipos. Definimos la l-InterpretMcJôn de 
un tipo T c Tp(E) con respecta a I, escrito [x]^ . como una funciôn que 
a cada asignaciôn para I le hace corresponder un cpo piano 
perteneclente a la familia T^ . Definimos esta funciôn por inducciôn 
sobre la construcciôn de los E-tipos de la siguiente manera:
[p]\ n(p)
[ct]\ :■ ct^ para toda ij < ATp^
[boolj^ tl :■ B para toda ij c ATp^
[ct(xi Xn)]\ :■ ct^([xi]\.... [xm]\)
[xi«. . . xXn]\ : » [xi]\ m.. . e[xn]\
Se define la Z-Interpretaclôn de un Z-tlpo de funclôn xi— >X2 con 
respecta a I como una funciôn que a cada asignaciôn le hace 
corresponder un espacio de funciones estrictas definido como sigue: 
[Xl— >X2]\ :« [[Xl]^n-^[X2]^1J). O
Es fàcil comprobar que efectivamente [x]^ i> e T^ para todo E-tipo 
X y toda asignaciôn q para I. Al menor elemento del cpo [x]\ lo 
denotaremos mediante escribiremos su orden como
anàlogamente. représenta el bottom del cpo
I[xi]^T)-^[x2]^qJ. En todos los casos. se puede eliminar la notaciôn 
del superindice I si no existe anbigOedad.
De la definiciôn de interpretaciôn de tipos se deduce que si v es
un tipo monomôrfico, es una funciôn constante que asocia a todo q
I Ide ATp un dominio que llamamos D^ .
Para cada E-estructura de tipos X la colecciôn de dominios 
asocledos a Jos tipos monomôrfIcos de primer orden es la familia de 
cpo’s pianos <<D^. ^^)y*xTp(E) Claramente veriflean:
“L ,  ■ '
“« ( V ,  V.) - « X . ....
 * “m * - * = 1
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. |(-1 ,
2 .2 .3
Sean Z una slgnatura, Z una Z-estructura de tipos, q una 
valoraciôn para Z y ? la Z-sustituciôn de tipos ti. .. Tn/pi... pn. La
,r.
iq(p) si p # pi.... pn
asignaciôn de tipos para Z, que simplificamos con la notaciôn q<?>, y 
verifica:
[x?]\ • [t]^q{?> para cualquier Z-tipo x.
Demostraciôn:
De la definiciôn de q<?> se sigue directamente que dicha funciôn 
es una valoraciôn para Z. La igualdad del teorema se prueba por casos. 
Detallamos la demostraciôn para cuando x es una variable de tipo p, 
los casos constantes son triviales por definiciôn de sustituciôn, y 
para el resto de los tipos de primer orden se aplica inducciôn en la 
construcciôn de los mismos;
,Z
[ ^ si p ■ pi . q{?Xp) » [p]\<?>
[p] q = q(p) si p # pi pn
Para el caso del tipo funciôn, se tiene igualmente:
[(xi—>x2)?]^q « I[xi?]^ Tr-y>[xa<r]^ ql
» ([xi]^q{ff}-^[x2]^q<?)J por hipôtesis de inducciôn
» [xi-^x2]^q{?>. m
El lema anterior présenta gran analogla con el lema de 
sustituciôn de términos de la lôgica de predicados. De hecho en PLPR, 
los tipos de primer orden son los objetos correspondientes a los 
términos de aquella lôgica.
Definiciôn 2.2.4
Dada una Z-estructura de tipos Z * ^*^ ^^ ^ct/n€Zt^’ define
el dominio de datos asociado a Z, DAT^, como la union de los cpo’s 
pertenecientes a T^ , es decir, DAT^ » U {D | 0 c T^ >. De manera 
similar, se define el dominio de funciones asociado a Z como el 
conjunto FUN^ » U < | D^ , D^ « T }^. o
Definiciôn 2.2.5
Sea Z una Z-estructura de tipos. Una Z-estructura de datos, D,
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con respecta « Z vlene definida por:
Donde los elemento# de S son f undone# definida# sobre el conjunto de 
asignaciones para Z que devuelven valores en los siguientes conjuntos:
C:t®:ATp^-*DAT^, f : ti^ 2®: ATp^-^RlM^, p: T®: ATp^-^p(DAT^) 
siendo P(D) el conjunto formado por las partes del conjunto D. Ademàs, 
estas funciones son taies que:
- Para cada q « ATp^ :
C:T®q c f:Ti— »T2®q c [[xij^q— >[T2j^ql, p:x®q S [x]\ y
- Si q y q' coinciden en las variables de tipo de x entonces c:x q ■ 
c: x®q'.
Si q y q' coinciden en las variables de tipo de xi y X2, entonces 
f : XI— »X2®q » f : xi— »X2®q’ .
Si q y q" coinciden en las variables de tipo de x entonces p:x®q » 
p: x®q". o
La primera condiciôn restringe la imagen de manera que para una 
asignaciôn q, los simbolos de constante y funciôn representen un 
elemento del cpo denotado por su tipo para dicha asignaciôn. y un 
simbolo de predicado représente un subconjunto del cpo denotado por su 
tipo que no contenga el bottom. La ultima condiciôn se impone para 
conseguir que la semàntlca de las fôrmulas sea uniforme con respecto a 
las variables de tipo que en ella aparecen.
Definiciôn 2.2.6
Sea Z una Z-estructura de tipos. Una valoraciôn con respecto a Z 
es una funciôn Ç » u donde:
Ç*:{x:x| x « Var^. x c Tp(Z) }-MTp^-^AT^
Ç*: <X:xi— »X2| X c FVar^^^^^, xi,x2 c Tp(Z)}— »ATp^ — >FUN  ^y verif lean:
- ç'(x:x)q < [xj^q y Ç*(X:xi— »x2)q c [xi— »xz]^ q
- Ç'(x:x?)q * Ç*(x:x)q{?> y Ç*(X:xi?— »X2?)q « Ç*(X:xi—>x2)q{?}. □
Las retrlcciones impuestas en la definiciôn anterior son lôgicas 
puesto que una variable debe denotar un valor del cpo denotado por su 
tipo y ademàs se ha probado que [x?]\ » [x]^q{?>.
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En lo que sigue se ve como la interpretaciôn de un téraino y de 
una expresiôn funcional viene dada en relaciôn a los valores asignados 
a las variables de tipo que en él o ella aparecen.
Definiciôn 2.2.7
Sean Z una Z-estructura de tipos, D una Z-estructura de datos con 
respecto a Z y ( una valoraciôn con respecto a Z. Una Z-Interpretaciôn 
3 es una tema 3 ■ <Z.D.(> y una Z-estructura B es un par 8 • <Z,D>.
La Z-Interpretaciôn de un término t:r con respecto a una 
Z-Interpretaciôn 3 es una funciôn 3 [t:T]: ATp^— »DAT^ y la
Z~Interpretaciôn de una expresiôn funcional M:ti— >t2 con respecto a 3 
es una funciôn 3|M: ti— »t2] : ATp^ — * FUN^ que se definen por recursiôn 
mutua:
3[i:x],
3[x:x]q : » Ç(x:x)q
3[c:x’]q :» c;x®q{?>, donde c:-4x e Zd y x' » x?
3[true]q : » tt
3[false]q :» ff
<3 [tl:Xl]q, . ,3 [tn:Xn]q>
3 [(tl:Xl, .... tn:Xn)]q : si 3[ti:xi]q # ^ ( ti) P t"
, en otro casoq(xiK...kXb )
3[(if t:bool then ti:x else t2:x)]q:
3[tï:x]q si 3[t:bool]q « tt 
3ft2:x]q si 3[t: bool]q » ff 
\{x) 3[t:bool]q -
3[(M t:xi):X2]q :■ 3[M:xi— >x2]q (3[t:xi]q)
3[f:xi’— »x2*]q :■ f:xi— »X2 q<?>, donde f:xi— »X2 c Zd, xi’— »X2’ 
XI?— >xa?
3[X:xi— >X2]q :« Ç(X:xi— »x2)q
3[(Xxi:xi.. .xa:XB. t:x)]q C l[xi]^qe...e[xB]^q-^[x]^q] y se define 
3[(Xxi;xi. .xb:xb. t:x)]q(di,.. ,dB) » 3^—  [t:x]q
^xi=l!:::ërxB} ^ saivo
^ xi=x!::.£:xB}t^*=^*i^ -  "•
en XI: XI x b :Xb y q
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3[()iX:ti— >T2.M)]q ■ fix T(3, X: xi— »t2,M: ti— >t2, q), e# decir, el menor 
punto fijo del operador T(3,X:xi— »x2,M:xi— »x2,q) definido a 
continuéeiôn:
T(3, X:xi-^x2, M:xi— »X2, q): I [xi]^q-^[x2]^ql— »I [xt]^q-y»[x2]^q]
T(3, X:xi— »X2, M: xi— >X2, q)(h) :■ Xl— >X2]q
Donde 3J„ I es una Z-interpretacl6n que coincide con 3
I A: Tl— T^21
salvo en X:xi— »X2 y q, siendo xi— »xa]q » h. o
Si t:v y H: VI—>V2 son monomôrf icos entonces 3[t: v] e 3[M: vi—>V2] 
son funciones constantes. Denotamos por 3[t:v] e 3[M:vi— >V2] 
respectivamente al valor de dichas funciones, es decir 3[t:v]q » 
3[t: v] y 3[M:vi— >v2]q » 3[M: vi— >V2] para toda asignaciôn q.
Definiciôn 2.2.8
Sean 3=<I,D,Ç> una Z-interpretaciôn, q una asignaciôn para I, y ? 
una Z-fôrmula. La relaciôn 3 satlsface p con respecto a la asignaciôn 
q, escrito 3, q |> f, se define por recursiôn sobre la construcciôn de 
las fôrmulas como sigue:
3,q  ^ti:x S ta:x ## 3[ti:x]q 3[t2:x]q
3,q I" (p t:x ) 3[t:x']q e p:x®q{?} siendo p:x c Zd y x’»x?.
3,q  ^- I  f «-> no 3. q  ^p.
3,q  ^f V 3, q  ^p ô 3,q ^
3,q  ^p A # «-» 3,q  ^p y 3,q ^
3,q  ^3x:x f #* existe un a e [x]\ tal que 3{a/x:x>,q f p.
3,q  ^Vx:x p «-> para todo a c [x]^ q, 3{a/x:x>,q ). p.
Si Lib(f) * 0 la relaciôn 3»<Ï,S,Ç> satisface p con respecto a q
que acabamos de définir no depende de la valoraciôn Ç, es por ello que 
en estos casos podemos decir simplemente que la estructura 8=<I,D> 
satisface p con la asignaciôn q y escribimos S, q  ^f. o
Definiciôn 2.2.9
Se dice que una Z-interpretaciôn 3 » <Z,S,Ç> es un modeJo de p en 
PLPR y se escribe 3  ^p cuando 3,q  ^p para cualquier asignaciôn q 
para Z. Se dice una que Z-estructura 8»<Z,S> es un modela de p (S  ^y>)
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cuando <1.D.(>,q |< p para cualquier valoraciôn ( con respecto a I y 
cualquier asignaciôn q para Z.
Se dice que p es satlsfactible en PLPR si existe una
I-interpretaciôn que es un modelo de p, en caso contrario p es 
InsMtlsfactlble. Esta definiciôn se extiende a la satlsfactlbilldad de 
un conjunto de fôrmulas de la manera habituai, de forma que un 
conjunto de I-fôrmulas # es satlsfactlble en PLPR, escrito Sat(i), si 
existe una Z-Interpretaciôn que es un modelo de p para todo p < ô, en 
caso contrario • es Insetlsfactible (no Sat(P)).
Una Z-fôrmula p es vâlide en PLPR cuando toda Z-interpretaciôn es 
un modelo de p.
Dadas dos Z-fôrmulas p y p se dice que p es consecuencla de p en 
PLPR, escrito p  ^p, cuando todo modelo de p lo es también de p. Una 
Z-fôrmula p es consecuencla en PLPR de un conjunto de Z-f6riulas ♦ y
se escribe ♦  ^p, cuando toda Z-interpretaciôn 3 que verifique 3  ^p
para toda fôrmula p c * es un modelo de p. □
La idea que se desprende de la definiciôn de modelo es,
sencillamente, que una una fôrmula polimôrfica serà impiIcitamente 
considerada como la cuantificaciôn universal de las variables de tipo 
que aparecen en su interior.
2.3 CORRECCION K  LA DEFINICION DE INTERPRETACION
Para que la definiciôn de interpretaciôn dada sea correcta hay 
que asegurar la existencla del punto fijo del operador 
T(3,X:ti— »T2,M;ti— »T2,q) asociado a la interpretaciôn del p-operador. 
Si demostramos que T es continuo, el teorema de existencla del menor 
punto fijo nos asegura los resultados esperados.
Al demostrar el teorema 2.3.2 probaremos la continuidad de T y 
garantizaremos que la semàntlca de PLPR està bien definida, en esta 
demostraciôn usaremos un lema de coincidencia que probaremos en 2.3.1 
y que serà también usado posteriormente en numerosas ocasiones.
Leam 2.3.1 (Coincidencia)
Consideremos las signaturas Zt»<Zti,Zdi> y las 
Zi-interpretaciones 3i » <Zi,Di,(i>, i» 1,2, siendo Sea Z ■
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<£t, Zd> donde £t * £ti a Ita y £d » £di a Ida. Se dice que 3i y 3a 
coinciden en los Z-simbolos de tipo de t (de t:T, de M:ti— >t2, de p) 
si ct** ■ c t ^  perm todo ct/n e It que mpmrece en t (en t:T, en 
H: Tl— >T2, en p). Se dice que 3: y 3a coinciden en los £-simbolos de 
deto de t:% (de M:ti— »X2, de p) si k:x®* ■ k:x®* pare cualquier k:x" 
que aparece en t: x (en M:xi— »xa, en p). tal que k:x e £d y x’ax. Se 
dice que 3i y 3a coinciden en las variables libres de t;x (de 
M:xi— »xa, de p) si ç|(x:x') ■ Ç^(x:x’) para cualquier x:x" e Lib(t-.x) 
(Lib(M:XI— »X2), Lib(p)), y ^(X:xi — >xa' ) ■ Ç^(X:xi'— rxa') para
cualquier X:xi*— »X2* « Lib(t:x) (Lib(M:xi— »xa), Lib(p)).
(1) Si 3i y 3a coinciden en los £-simbolos de un tipo x. entonces
M'" - M "
(2) Sea t:x c Tm(£). si 3i y 3a coinciden en los I-slmbolos de tipo 
y de dato y en las variables libres de t:x entonces 3i[t:x] ■ 3a[t x]
(3) Sea M: XI— »X2 e Er(£), si 3i y 3a coinciden en los Z-slmbolos de 
tipo y de dato y en las variables libres de H:xi— >xa entonces 
3i[M:xi— »xa] » 3a[M:xi— *xa].
(4) Sea p e L(£), si 3i y 3a coinciden en los £-slmbolos de tipo y 
de dato y en las variables libres de p entonces 3i  ^p 3a  ^p.
Demostraciôn:
Para probar (1) hay que probar que [x]^ q » [x]^q para cualquier 
asignaciôn q:TVar— (T^ * « T^). La demostraciôn se hace
recorriendo los casos posibles.
- Si T es una variable de tipo, la demostraciôn es trivial.
- [ct]^ q « ct*^  » ct^ » [et] q
- [boolj^'q « B ■ [bool]^q.
El resto de los casos se obtienen por inducciôn en la 
construcciôn de los tipos.
Probamos (2) y (3) por inducciôn mutua en la construcciôn de los 
términos y de las expresiones funcionales. Para cualquier asignaciôn 
q:TVar— ♦T^ *, se verifica:
- 3i[i:x]q « (por (D) » 3a[x:x]q
- 3i[x:x]q » <|(x:x)q « (^ (x: x)q * 3a[x:x]q
i[c:x’]q «
3a[c:x’]q
3i  c:x®'q{?> * c:x®%{?} si c:— »x € la y x'»x?
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3i[true]q » tt ■ 3a[true]q 
3i[false]q » ff « 3a[false]q
<3i [ti:Ti]q, ,3i[tB:Tm]q> si
- 3l[(ti: Tl.. . , ti»:TB)]q» ^Zi 3i[tUTi]q . (isiSb)
q(xi>...xTb) en otro caso
<3a[ti xi]q, ,32[tB:XB]q> “ 32[(ti:xi,... tB:XB)]q si
32[tl:Xl]q # (iSISb )
q(xis...x x b) en otro caso
por (1) e hipôtesis de inducciôn
■ 32[(ti:xi tB:XB)]q
3i[(if: t:boot then ti:x else t2:x)]q
six) 3l[t:bool]q -
3i[ti:x]q si 3i[t:bool]q * tt 
3i[t2:x]q si 3i[t:bool]q » ff
S(x) 3a[t:bool]q » 1
32[ti:x]q si 3a[t:bool]q = tt por hipôt. de induc. y (1)
3a[t2:x]q si 3a[t:bool]q » ff
■ 3a[(if t:bool then ti:x else ta;x)]q
- 3i[(M t:xi):xa]q » 3i [M: xi— >x2]q (3i[t:xi]q)
» 3i[M:XI— ♦xa]q (3a[t:xi]q) por inducciôn sobre t;xi
* 3a[M XI— »xa]q (3a[t:xi]q) por inducciôn sobre M:xi-»xa
» 3a[(M t:xi):xa]q.
- t^r (tl
» 3a[i XI— )xa]q
- 3i[f:xi‘— »xa’]q * f : xi— »X2®'q{?>
* f:XI— ♦xa®*q{?> siendo f:xi— vra « £d y xi'— >xa’» xi?— txa?
■ 3a[f :xi'-^xa']q
- 3i[X:xi— »xa]q » Ç^(X: xi— >x2)q » Ç^(X:xi^xa)q » 3a[X:xi— »xa]q
-Sea <di...dn> e [xi]^’qe... •[xn]^'q»[xi]^*qe... e[xB]^’q por (1), 
supongaaos <di...dB> # entonces
3i[(Xxi:xi. .xb:xb. t:x)]q(di dn) » ^^|xi-'xi tüi-
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por IndooclOo ..Pro :t,.} '
■ 32[(Xxi:ti. . .xii:Tn. t:T)]q(di.. .dn). El caso es obvio por
tratarse de funciones estrictas.
- Para probar 3t[(pX:Ti—>T2.M)]q - 32[(|iX:ti— >T2.H)]q bas ta con 
probar T(3i,X:tj— »T2,M:ti— »t2,q) » T(32,X:ti— »t2,M:ti— »T2,q) y esto 
es cierto puesto que:
T(3i,X:ti— ♦T2,q)(h) ■ 3i<h/X: Tl— ♦t2>[M: ti— «ajq 
« 32{h/X:Ti— >T2>[M:ti—»T2]q
aplicando Inducciôn a 3i{h/X: xi—>t2> y a 32{h/X:xi— »X2>
» T(32,X:xi— >x2,M;xi— »x2,q)(h).
Para probar (4), probamos 3i,q  ^ p 32,q  ^p para cualquier 
asignaciôn q, y lo hacemos por inducciôn en la construcciôn de las 
fôrmulas.
3i,q  ^ti:x S t2:x 3i[ti:x]q 3i[t2:x]q
*-» 3a[ti: x]q 3a[t2: x]q por (1) y (2)
3a, q  ^ti:x £ ta:x.
3i,q  ^(p t:x") «-» 3i[t:x']q c p:x®'q{?> con p: x € Zd y x’ » x?
## 3i[t:x’]q c p:x®^q{?>
** 3a[t:x ]q c p:x®*q{?} por (2)
32.q  ^(p t:x").
3i.q  ^-ip ## no 3l.q  ^p
no 32. q  ^p por inducciôn sobre p
4"^  32. q  ^-«p.
3i.q  ^p V  p ♦-» 3i.q  ^p 6 3i.q  ^ *
4-» 32.q  ^p 6 32. q  ^^ inducciôn sobre p y Y"
4-4 32. q  ^p V 
3i.q  ^p A ^ 4^ 3i.q  ^p y 3i.q [ p
4-# 32.q  ^p y 32.q # inducciôn sobre p y p
4-4 32. q ^ p A
3i.q  ^Vx:x p 4-4 3i{a/x:x>.q ^ p para todo a c [x]^ q
** 3i{a/x:x>.q p para todo a c [x]^q por (1)
4-4 32<a/x:x).q  ^p p. t. a « [x]^q por induc­
ciôn aplicada a 3i{a/x:x> y 32<a/x:x) 
4-4 3a. q  ^Vx:x p.
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3i,q )- 3x:t p «-> ex. un a « [x]^ q tal que 3i{a/x:x),q  ^p
4-4 ex. a c [x]^q t.q. 3i{a/x:x>,q ). p por (1)
4"* existe un a « [x]^q tal que 32<a/x:x>,q  ^p 
por Inducciôn sobre 3i{a/x:x> y 32{a/x:x> 
4-4 32, q  ^3x;x p. ■
Teoreaa 2.3.2
a) El funcional T(3,X: xi—4x2, t: x, q): I [xi]^q-^[x2]S)— »[x]^ q 
definido como:
T(3, X:xi— 4X2,t:x.q)(h) » 3^ÿ x]q
està bien definido y es continuo.
b) El funcional
T ( 3, X: X1-4X2, M: XI ' — 4x2’ . q) : ( [xi] ^ q-^[x2]S 1 — > ( [xi ’ ] ^ q-^[x2" ]^q J
donde T(3, X: xi-4X2,M: xi'-4x2', q) (h) » 3^^ — xi‘ -4X2‘ ]q
està bien definido y es continuo.
Demostraciôn:
Demostramos al y b) por inducciôn mutua sobre la construcciôn de 
los términos y las expresiones funcionales.
a) Si t: X es i:x, c:x, x: x, true o false, entonces
3^^ j[i:T]q » 3[t:x]q. De la definiciôn de interpretaciôn de
estos términos deducimos que T(3,X:xi— 4x2, t: x, q) està bien definido en 
estos casos y es constante por lo cual es continuo.
- T(3,X: XI— 4X2, (ti:xi"....tn:xn’ ),q) (h)
\(xi'x..,xn-) 3<h/X:xi->x2}[t.:xf]q para algûn i
 ^ X:xi^x2}t^ "='^ "’l^^
En àmbos casos (aplicando inducciôn en el segundo) se tiene que
T(3,X:xj— 4X2, (ti:xi’.... tn:xn' ),q) e [xi ]^q# e[xn y està
bien definido.
Para probar la continuidad de T en este caso, se aplican las 
propledades del producto estricto con respecto al supremo:
T(3,X:xi— 4X2, (ti:xr....tn: xn’ ). q) ( hj)
^XTxïZÿrijt^^^'^' tn:xn’ )]q
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S ( T i * . . . , T n ’ )  3 { U h j / X : T i - » T 2 > [ t i : x i ' ) q  -  )  P»»"» « I p i n  1
=.........«« °tro caso
Estudlaaos s61o el caso distinto de bottom que presents mis Interés
■ <T(3,X:xt-»x2, ti:xr ,q) ( U"-ohj) T(3, X: xi-»X2, tn: Xn’. q) ( U"«o hj)>
■ <U*-oT{3,X: X1-4X2, ti:xi* ,q)(hj),.., I-IT-oT(3,X: xt— »X2, tn: Xn' ,q) (hj)>
por hipôtesis de inducciôn
» U " ^  <T(3,X: XI— »X2, tl: Xl', q) (hj).... T(3,X: xi— »X2. tn: Xn',q) (hj)>
por las propledades de #
- ....^ x r F T ^ } [ ‘"=''‘’l’»"
- Uj-O 3|j^ ^^i^-}[(tl:xi' tn:xn')jq
» U "«0 T(3, X: XI— 4X2, (tl: Xl'...tn: Xn' ),q) (hj).
T(3, X: XI— 4X2, (if t: bool then ti:x else t2:x),q)(h)
3{h/X: XI— 4X2>[ti: x]q si 3{h/X: xi— 4X2>[t: bool]q « tt
» • 3(h/X: XI— 4X2>[t2: x]q si 3{h/X: xi— 4X2} [t: bool]q * ff
,%(T) 3(h/X:xi->X2}[t:bool]q »
T(3,X:xi— 4X2, ti:x,q) (h) si T(3,X: xi— 4X2, t:bool,q) (h) * tt
» • T(3,X:xi^X2, t2:x,q) (h) si T(3, X: xi— 4X2, t: bool, q) (h) « ff
1 , . si T(3, X: XI— 4X2, t:bool,q) (h) ■ i
'  T > l T j  b o o l
Con lo que por la hipôtesisde inducciôn est* bien definido.
En este caso, la continuidad de T se sigue de la igualdad 
T(3,X:xi— 4X2, (if t:bool then ti:x else t2:x),q)(h) »
C0ND(T(3,X:xi— 4X2, t: bool, q) (h),T(3,X:xi— 4X2, ti:x,q) (h),
T(3,X:xi— 4X2, t2:x,q)(h)), por 
hipôtesis de inducciôn, ya que, los resultados de 2.1 aseguran que 
OOND es continua y la composiciôn de funciones continuas es 
continua.
T(3, X: XI— 4X2, (M t: xi'): X2', q) (h)
» T(3,X:xi— 4X2,M:xi*— 4X2’,q) (h) (T(3,X:xi— 4X2, t: Xl',q) (h) ) que deberà 
estar bien definido por hipôtesis de inducciôn sobre M: xi — 4x2’ y 
sobre t:xi’.
El funcional T(3,X:xi— 4x2, (M t:xi’):x2’,q) es continuo por ser
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composiciôn de 1ms funciones continuas T(3.X:ti— »t2, t;Ti’,q) y 
T(3,X:ti— »t2.H:ti*—4T2* ,q). A su vez, la continuidad de estos dos 
operadores se tiene por la hipôtesis de inducciôn.
b) Si »T2* es »T2’ o f:Ti*— »t2*, entonces
3^^ Tl' — »T2*]q ■ 3[M:ti’— »T2‘]q. Basândonos en la definiciôn
de interpretaciôn para estos casos podemos asegurar que 
T(3,X:xi— »t2,M:ti*— rra* ,q) està bien definido para i:xi'— »X2’ y 
f:XI’— 4X2' siendo ademàs constante y por tanto continuo.
- T(3,X:xi— 4X2,X’:xi’— 4X2’,q)(h)
h si X: XI— 4X2 “ X’; XI’— 4X2’
Ç(X’: Xl’— 4X2’)q en otro caso
La definiciôn de y la naturaleza de h hacen que esta funciôn 
quede bien definida. Ademàs, si X:xi— 4x2 » X’:xi’— 4x2’, entonces 
T(3,X:xi— 4X2.X’ :XI’— 4x2’ ,q) es la identidad y por tanto es continua. 
Si por el contrario, X: xi— 4x2 * X" : xi’ — 4x2’,
T(3, X: XI— 4X2, X': Xl’— 4x2’, q) es una funciôn constante y por tanto 
continua.
- T(3,X: xi-^x2, (Xxi:xi’.. . Xn: Xn’. t:x),q) (h) (di dn) con <di,...,dn>
una n-tupla de [xi’x...xXn’]^q distinta de
» 3|j^- ^ ^^^^j[Xxi:xi’... Xn: Xn’. t: x]q (di dn)
■ T?‘ : : «"t.' H itt '1’ '*
■ T(3{ ' ' j" 11, X: XI— 4X2, t:x,q)(h) que por hipôtesis de
i ......... " / inducciôn està bien definida.
Para probar la continuidad es necesario demostrar que para 
cualquier <di,...,dn> c [xi’x...xxn’j^q se tiene la igualdad
T(3,X:xi— 4X2, (Xxi:xi’.. .xn:xn’. t:x),q)(U"-o hj) (di dn)
* U".o T(3, X: XI— 4X2, (Axi: xi’ . . . Xn:Xn’. t: x),q) (hj) (dl dn).
En efecto, T(3,X:xwx2, (Axi:xi’. xn:xn’. t : x ) , q ) ( h j )  (di,..,dn)
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" : : xN.'}■ t hj)
- U".o To/- _f Î ' - ' 'f "_ 11. X: Tl— »T2, t: T. q) (hj) por hip. d« inducciônIX* XI * * * X* Xr I
■ : : »*T.'}(': 4 "  *“ "« c«'nc'd«"c"
» U*,0 3|__5l_j.^(Xxi:Tl'. . .Xn:Tn* .t:T)]q (dl da)
» T(3,X:T1— 4T2, (XxiiTl" . .Xa:Tn" . t:T), q) (hj) (dl dn).
T(3,X:ti— 4X2. (pX' : XI — 4X2" .M),q)(h)
■ fix(T(3^^ Ti!L;x2}' ^  : XI — 4X2' .M: XI — 4X2' ,q)) que està bien
definido por hipôtesis de inducciôn sobre H:xi'— 4X2*.
Para probar la continuidad de T(3,X:xi— 4x2, (pX’:xi’— 4x2’.M),q), 
veaos que si X: xi— 4x2 * X" : xi" — 4x2' entonces T es una funciôn 
constante y por tanto continua. Si X: xi— 4x2 es distinto de 
X’:XI’— 4x2’, entonces definimos el operador
F: I[xiJ^q-^[x2]^q)— 4l[[xr]^q-^[x2’]^q]— 4l[xi’)^q-^[x2']%)) de
manera que a cada h de {[xi]^q-^[x2j^ql le hace corresponder
T(3|jj7-^^^^|,X': Xl’— 4x2’,M: Xl'— 4X2’, q) y probamos que es continuo.
Esta afirmaciôn nos asegura la continuidad de T debido a la igualdad 
T(3,X:xi-^x2, (pX’:xi’— 4x2’.M),q) « fix(F(h)) y a los resultados de 
la secciôn 2.1.
Vamos a probar entonces que F(U"-o hj) (f) » U"«o F(hj) (f) 
para cualquier f < I[xi’]^q-^[x2’)^ql
r(u7, h))(f). }P<^
coincidencia ya que su
X: XI— 4X2’M: Xl’— 4X2’ ’q) ( U*-o
aplicando el lema de 
ponemos X:xi— 4x2 * X’ :xi — 4x2’
hj)
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■ U*«o »t2,M:ti'— »T2' ,q)(hj) por Inducciôn
sobre M:ti*— 4x2'
- ^ X: X?ipx2}{x ‘ : xJ_4X2' }[": P°>' 1*“  = 1 * = "
ya que X: xi- ^ 2  # X':xi*— 4x2’
■ U"x) T(3^^p^Y2;^j.X' :xi — 4X2" .M:xi —4X2" ,q)(f )
■ U “^  F(hj) (f). ■
2.4 EJEMPLOS DE APLICACION DEL LBKUAJE
Al comenzar este primer capltulo seAalAbamos nuestro interés en 
obtener una lôgica capaz de expresar razonamientos maternâticos y
propiedades de programas funcionales. Esta capacidad se pone de
manifiesto en los ejemplos que aparecen a continuaciôn escritos en 
nuestro lenguaje.
EJes^lo 2.4.1
Consideremos la slgnatura Em » <Et,Ed>, siendo:
It ■ {nat/0> y
Id * {0:-4nat, sue: nat— 4nat, pred: nat— 4nat, +: natxnat— 4nat,
• : natxnat— 4nat, es-cero: nat— 4bool>
Esta slgnatura nos va a permitir escribir propledades de los
nùmeros naturales y définir operaciones entre ellos. Mâs adelante 
comprobaremos que las siguientes fôrmulas constituyen una
caracterizaciôn axiomâtica de la aritmética estândar de los numéros 
naturales.
Vx:nat Vy:nat((suc x) * (suc y) — 4 x * y)
Vx. nat -i(suc x) « 0 
(es_cero 0) * true
Vx:nat(nx S i:nat — 4(es_cero (suc x)) » false)
Vx:nat (pred (suc x)) » x 
(pred 0) « x:nat
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Vy:nat ((pX:nat— »nat. (Xx:nat.(if (es_cero x) then 0
else (sue (X (pred x)))))) y) » y
Vx:nat (♦ (x,0)) ■ x
Vx:nat Vy:nat (♦ (x.(sue y))) ■ (sue (♦ (x.y)))
Vx:nat (ix S i:n»t — * (• (x.O) « 0)
Vx:nst Vy:n»t (• (x.(sue y))) ■ (♦ (x, (• (x.y))))
Tenlendo en cuents estas fôrmulas podemos définir el factorial de 
un numéro natural mediante la expresiôn funcional siguiente:
(pX:nat— mat. (Xx:nat. (if (es_cero x) then (sue 0)
else (• (x,(X (pred x)))))))
que simplif icaremos por "fact: nat— mat" y que tiene propiedades como:
Vx:nat (ix S i:nat — » n(fact x):nat £ i:nat),
(fact (sue 0)) » (sue 0). etc.
Si incorporâmes el simbolo de predicado par:nat a nuestra 
slgnatura podemos escribir por ejemplo la fôrmula:
(par XI:nat) —* (par (• (xi:nat,X2:nat)))
y el conjunto de nùmeros pares podrâ especificarse mediante la 
fôrmula:
3x:nat x ■ (♦ (y:nat,y:nat))
Ejemplo 2.4.2
Consideremos la slgnatura Zl » <Et,Ed>, siendo:
Et - (list/l) y
Ed»(nil:->p, append: list(p)xlist(p)->list(p), cons:pxlist(p)—»list(p))
Las siguientes E-fôrmulas representan una especificaciôn 
axiomâtica de la concatenaciôn de listas de cualquier tipo de 
elementos.
Vx:list(p) (append (nil,x)) « x,
Vx:list(p) Vy:list(p) Vz:p (append ((cons (z,x)),y)) «
(cons (z,(append (x,y))))
Una manera altematlva de obtener la expresiôn funcional "append* 
consiste en definirla utilizando el p-operador. Si considérâmes la 
signature de datos
Ed > (nil:->p, car: list(p)— 4p, tail: list(p)— >list(p),
null: list(p)— >bool, cons:pxlist(p)— 4list(p)>
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La# slguiente# fôrmula# slrven para especlficar el tlpo lista: 
(null nil) * true
Vx:p Vy:llst(p) ( (-iy£x; llst(p) A ixSl: p)— »(null (cons (x, y) ) )«false) 
(car nil) « i;p
Vx:p Vy: llst(p) ((lySx: list(p)A -ix£x:p)— »(car (cons (x.y))) ■ x)
Vx:p Vy:llst(p) ((iy£x:llst(p)A -ocSx:p)— »(tall (cons (x.y))) ■ y)
SI se verlflcan las fôrmulas antcrlores, entonces la slguiente 
expreslân funclonal represents la funcl6n de concatenacldn de dos 
listas:
(pX: llst(p)sllst(p)-»llst(p). (Xx:llst(p) y: llst(p).(If (null x)
then y else (cons ((car x).(X ((tall x).y)))))))
EJei^lo 2.4.3
CZonslderemos ahora una signature que sea la unl6n de las 
signatures de los dos ejeaplos anterlores y que adeais contenga un 
slabolo de funclôn "Ping:llst(nat)— *nat*, es decir:
Et ■ (nat/0, llst/1) y
£d ■ (0:-mat. nll:-»p. car: list(p)— >p. tall: llst(p)— »llst(p),
null:llst(p)— )bool. cons:pxl1st(p)—*l1st(p). suc:net— mat, 
pred: nat— mat. ♦: natxnat— mat. *: natxnat— mat. par:nat. 
es_cero:nat— »bool. Ping: llst(nat)— mat).
SI se verlflcan las fôraulas:
(Ping nil) « 0.
Vx:nat ((par x) Vy:list(nat) (Ping (cons (x.y))) ■ (suc (Ping y))
Vxinat (n(par x) — » Vy:llst(nat) (Ping (cons (x.y))) ■ (Ping y)
entonces la funclôn "Ping" representarà el nùmero de elementos de una 
lista de naturales que verlflcan )a propledad "par". SI a su vez el 
predlcado "par" vlene especlflcado por la fôrmula:
Vx:nat ((par x) «-» 3z:nat (nz S x:nat a x » (+ (z.z))))
"Ping" serà el nùmero de elementos pares de una lista de naturales.
Otra manera de especlficar esta funclôn utlllzando el p-operador 
es la slguiente:
(pX:list(nat)— mat. (Xx: list(nat). (If (null x) then 0 else
(If (par (car x)) then (suc (X (tall x))) else (X (tall x))))))
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Las exprès1ones escritas en este ejemplo estàn bien tlpadas ya 
que el carftcter pollmôrflco del slabolo "null" permlte construlr 
funclones cuyo tlpo es una Instancla del tlpo mis general; lo mlsmo 
ocurre con "car:llst(p)— *p" y "tall: llst(p)— »llst(p)".
Un cilculo para PLPR debe ser capaz de deductr la fôrmula
Vx:llst(nat) Vy:list(nat)(Ping (append (x,y)))»(+ ((Ping x),(Ping y)))
SI en esta fôraula se sustltuyen los slmbolos "Ping" y "append" 
por sus defInlclones recurs1vas. tendremos anldamlento de
p-operadores. Aunque a simple vlsta esto pueda parecer engorroso y la
defInlclôn axlomàtlca de las funclones parezca mis sencilla. las
buenas propiedades del p-operador nos facilitaràn su tratamiento, 
permitiendo. como veremos mâs adelante, el empleo de una régla de 
Inducclôn de punto fijo generalIzada que nos prcporclonarô una
demostraclôn elegante de la fôrmula anterior sln necesidad de tener 
que expllcltar una régla de Inducclôn para cada tlpo de datos.
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3. RESOLTADOS SDtAKTICOS
De la sémantlca definida en la aecclôn anterior se deducen 
■ultltud de resultados que merece la pena resaltar. tanto para 
comprobar las buenas propiedades de nuestra lôglca, como por su 
utilldad a la hora de constriur cAlculos correctes para PLPR.
3.1 ALCWOS ASPECTOS TECNIOOS
3.1.1 (Sustltuclôn de variables de dato y funclôn) 
Sea 3 “ <1.B,Ç> una E-lnterpretacl6n. Se define: 
a) 3{3[t: t ]/x : t ) ■ <ï, D.Ç{3[t:t ]/x : x)> donde;
f3[t: t]tj si x: T - y: t' ((y:T')s enotrocaso
Ç(3[t:Tj/x:T>" » Ç"
p[M: TI— ♦tzJtj
H
»T2’)n en otro casoI X:T1-»T2/
Entonces se verifies:
(A) Para cualquler t":%'« T»(I):
(I) SI x :t , t:T c T«(E) entonces
3[f :t* (t:T/x:Tj] ■ 3{3[t: t]/x: T> [f : t ’].
(II) SI X:ti— »T2, M:ti— »T2 C Er(E) entonces
3[f :t* (M:T1— »T2/X:ti—♦T2]] ■ )
(B) Para cualquler »t2* c Er(£):
(I) SI x:T, t:T e Tm(E) entonces
3[M* :T1*— »T2’[t:x/x:Tl] « 3(3[t: x]/x: x>[M’: xi’— »X2*]
(II) SI X:xi— »T2, M:xi— »X2 C Ef(£) entonces
(C) Para cualquler p « L(I) se verifies:
(1) SI x;x, t:x € T«(E) entonces
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3  ^p(t:T/x:x] 3{3[t:x]/x:x>  ^p
(11) SI X:xi— »X2, M:xi— »X2 c Er(I) entonces
3 [> plM:xj-+x2/X;xi-»X2j «-» y
PsaagUaç)ôn=
Escriblaos 3" por 3(3[t:x]/x:x> y Ç’ por Ç(3[t:x]/x:x>. 
Demostramos (A) y (B) por inducclôn mutua sobre la construcclôn 
de los térmlnos y de las expreslones funclonales.
Para (A)-(l) probamos 3[t’:x’(t:x/x:xl]i) ■ 3{3[t:x]/x:x>[t* :x ’]t) 
para cualquler t> c ATp^. Dlstlngulmos casos:
- 3[x':x-(t:x/x:xj], - si x:x # x':x*
[3[t:x]l| si x:x ■ x’:x*
Ç(x-:x-)l, • ('(X':X')T, si x:x # X'=x' y:X . x':x'.
(x" : X* )ij si x; X ■ x’ : x'
(' (x ’:x ’)t) - 3[t:x]ii para cualquler ij c ATp^
» 3" [x :x ’]t|.
- 3[i:x' [t:x/x:x)]a = 3'[i:x’]tj por el lema de colncldencla.
- 3[c:x’(t:x/x:x ]]ti * 3'[c :x ’]t| por el lema de colncldencla.
- 3[true(t:x/x:x]]Tj * 3’[true]t) por el lema de colncldencla.
- 3[false(t: x/x: x]]i» « 3* [falsejii por el lema de colncldencla.
- 3[(tl:xi,... ,ta: xn)[t:x/x:x)]7|
<3[tl: XI (t: x/x: xljn..... 3[tn: xn[t:x/x:x]]i)>
si 3[ti:xi [t:x/x:xl]Tj * ■‘■t,(xi) P- 
4 x , . n o t r c c s o
<3* [tl : Xl]n 3" [tn: Xn]lJ>
si 3’[ti:xi]Tj # •‘■,,(xi) P- por lilpôtesls
. e n  otro caso de Inducclôn' T)(X1%. . . xXn)
■ 3' [(tl: XI tu: Xn)]l).
3[(lf ti:bool then t2:x’ else t3:x* ) (t:x/x:xl]n «
3[t2:x' [t:x/x:x]]T| si 3[ti: bool (t: x/x: x JJtj ■ tt
3[t3:x* (t:x/x:xJ]T| si 3[tl: bool (t: x/x: x 1]t| » ff
\(T' ) 3[ti:booltt:x/x:xl]i, -
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3 [t2:T si 3*[ti:bool)s ■ tt
• • 3’[t3:T’]ij si 3'[tl: bool]i) « ff por hipôtesis de Inducclôn
S(T') 3*[ti:bool], -
■ 3’[(if tl:bool then t2:T' else t3:T’)]i|.
- 3[(M t’:Ti):T2(t:T/x:TlJi»
■ 3[M:ti— »T2(t:T/x:Tj]i| (3[f : Tl It: t/x: x]]n)
■ 3[M:xi— »x2lt:x/x:xj]i| (3*[t*:xi]n) por Inducclôn sobre t’:xi
» 3’[M: Tl— »Ta]s (3* [f :ti)i») por Inducclôn sobre M:xi-»x2
- 3" [(M t' :xi):T2]s.
Ls demostrmclôn de (A)-(ll) es similar a la anterior 
dlstlngulendo los casos correspondlentes.
De la demostraclôn de (B)-(l) detallamos los casos de las lambda 
y mu expreslones:
- 3[(Xxi; Tl.. . Xn: xn. f  :x') It: x/x: x 1]ti (di.....dm)
» 3[(Xzi: XI. .. zn:Xf». t' : X* j • • • (t: T/x: xl )]t| (di dn)
- [gfü] [EH;]
■ N h  -p*—
de Inducclôn y el lema de colncldencla pues zi:xi d Llb(t:x)
- ^ ziil!: : :S:xnK^ % ^ K «:ti: :tS rxn} ^ ’ p®*- ^^p
P " "  ^ zT : t \: : = -^‘1^ -
“ 3 * i - — y[t' :x"]a por el lema de colncldencla ya que
^xi:xi...xm:x«j zi:Ti sLlb(t’:x')
* 3* [(Xxi:xi.. .Xn:xn. t" :x’ )]n(dl,.. . ,dn).
- 3[(»iX;xi— »x2.M) It:T/x:x]]n
■ 3[(pY:xi— »T2. M:xi— »T2lY:xi— ♦X2/X:xi— ♦X2] It;x/x:xl )]t|
« fix T(3,Y:xi— »T2,M:ti— »X2lY:xi— »T2/X:xi— »T2jIt:T/x:xl.i»)
■ fix T(3’,X:xi— ♦T2,M:xi— ♦xz.ij) * 3’[(pX: xi— »X2. M)]tj pues para todo
h € I[xi]^ -i»-j[x2]^ ijJ se tlenen las slgulentes igualdades 
T ( 3, Y: XI— »T2, M: xi— »X2 (Y: Xl— »X2/X: xi— »xa J11 : x/x: x 1, ij ) (h )
■ 3|y7^^^^|[M:ti— »X2lY:xi— ♦X2/X:xi— »X21 It:X/x:xl]T|
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" ^ y. Tl— »ra/X: Tl— »T2l]n por Inducclôn
y el lema de colncldencla pues Y: Ti— *T2 4 Llb(t: %)
■ TiLraj^: ti->T2]t, por Inducclôn ya que
“ 3* -■ IfM: Tl— »T2la por el lema de colncldencla pues
1 ■ / Y:xi— »T2 * Llb(M: xi-»x2 )
- T(3’,X;xi— »x2,M:xi— ♦X2,i»)(h).
(B)-(ll). Demostraremos la Igualdad 3[X :xi' — »X2’ “
3|y^^-î|^^d|[X':xi'— »x2']ti, en los demis casos la demostraclôn es 
nuy similar a las désarroiladas hasta ahora.
Representamos por 3’' y por ( "
- 3[X':xi'— »T2‘ [M: XI— »X2/X;xi— »t21]tj
'3[x* : Xl’— »X2']t| si X:xi— »X2 * X’ : Xl’-^X2’
3[M: XI—»X2]t> si X:xi— »X2 “ X’:xi’— »X2’
Ç(X’:xi’— »xa’)ij si X:xi— »T2 # X’:xi’— »X2’
3[M:xi— rrajn si X:xi— »X2 ■ X*:xi'^x2’
» Ç”  (X’:xi’— »xa’lij por def Inlclôn de Ç’’
- 3” [X’:ti’-»X2’]t|
Demostramos (C)-(l) probando que para cualquler n c ATp^, se 
tlene 3,n p{t:x/x:xl 3{3[t:x]/x:x>,ij p. Lo probamos por 
Inducclôn en la construcclôn de las fôrmulas:
3,n  ^ (tl:x* S t2:x’)It:T/x:xl
3[tl:x’[t:x/x:x]]i|  ^ 3[t2: x’[t: x/x: x J]t|
«-* 3* [ti:x’]a j 3*[t2:x’]T| por (A)-(l)
3’ ,i|  ^tl:x’ C t2:x’ .
3.1J |. (p t’:x’ )It:x/x:xl
3[t’:x’lt;T/x:x)]ij c p:xi®7j<o-> con p:xi e Ed y x’■ xif 
3’[t’:x’]n c p:xi®n{e-> por (A)-(l)
3’,n 1- (p t’:x’).
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3.a  ^(ip)It:T/x:T] no 3,n  ^plt:T/x:T]
no 3'. 7|  ^p por hipôtesis de Inducclôn
*"* 3" ,1) k -«P-
3,n  ^(p V ^ )It:T/x:x] ** 3.x )" p[t:T/x:x] Ô 3.x  ^#[t:T/x:T|
3".X  ^p 6 3'.X por hlpôtesis de inducclôn
«-» 3* .X  ^p V p.
3.x  ^(p A p)[t:x/x:Tl ## 3.x  ^ p[t:x/x:x] y 3.x  ^pit:x/x:x]
3".X ^ p y 3 ' . x   ^P por hlpôtesis de Inducclôn
4-» 3’ .X  ^p A p.
3.x I" (Vx’:x’ p)lt;x/x:xj
3{s/z:x’>.x  ^plz:x'/x':x']lt:x/x:x] p. todo a c [x 
4-4 3{a/z:x’>(3[t:x]/x:x>.x  ^plz; x’/x* : x* 1 p. t. ac [x'J^x 
por hip. Indue, y el lema de colncld. pues z:x*dLlblt:x) 
3{a/z:x’}(3[t:x]/x:x>{a/x’:x’>,x  ^p p. t. ae[x por
Inducclôn pues 3{a/z: x’ x’]x ■ a
4-4 3'<a/x':t’}.x  ^P para todo a e [x por el lema
de colncldencla ya que z:x" < Llb(p)
4-# 3’ .X  ^Vx’ :x’p.
3.x  ^(3x’:x’ p)It:x/x:x]
4-4 ex. a c [x 3{a/z:x’>.x )" plz:x’/x’: x’1 It:x/x:xj 
4-4 existe un a € [x ]^x tal que
3{a/z:x’}{3[t:x]/x:x>.x  ^plz:x’/x’:x’] por Indue.
y el lema de colncld. pues z:x’ d Llb(t:x) 
*-4 ex. ad[x’]^x t.q. 3{a/z:x’}{3[t:x]/x: x}<a/x’: x’}.x  ^P
por Inducclôn ya que 3{a/z: x’)|^J^^-^|[z: x’]x * a
4-» ex. a d  [t ’J^X t.q. 3’la/x’: x’>. x  ^P por el lema de
colncldencla ya que z:x’ d Llb(p)
4-* 3’ .X  ^3x’ :x’p.
(C)-(ll) se demuestra an&logamente por Inducclôn en la
construcclôn de las fôrmulas y apoyàndonos en el resultado (A)-(li). s
Lema 3.1.2 (Sustltuclôn de tlpos)
Sean Z una signature. 3*<I.D,Ç> una E-lnterpretaclôn. x una
valoraclôn para I y y una Z-sustltuclôn de tlpos. Entonces:
(1) 3[It:x]f]x • 3[t:x]x(o->, para cualquler t:x d Ta(Z).
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(2) 3[[M:Ti— *T2lf]x • 3[M: Tl— irajxlff), para cualquler M:xi— »t2 de 
Er(E).
(3) 3,x  ^ff 4"# 3.x{f) h P. para cualquler p c L(Z).
Demostraclôn: 
Sabemos quo [xe] ■  [x]\(e> (por 2.2.3). Apoyindonos en este 
)iecho. demostramos (1) y (2) por Inducclôn mutua en la construcclôn de 
los térmlnos y de las expreslones funclonales. 
- 3[[x:r]d]x ■ Ç(x:xo-)x ■ Ç(x;x)x(«‘> ■ 3[x:x]x(«‘>.
- - S(x,) •
- 3[[c:xi]e]x ■ c:x^x(«vi) donde c;— »x € la y xi*x«
■ c:x®x(e>(«> ■ 3[c:x]x(«‘>
- 3[[true)o-]x ■ tt ■ 3[true]x(#r).
- 3[[false)o-]x ■ ff * 3[false]x(«r).
- 3[( (tl: XI, ... ta: Xm)]f]x * <3[Itl: xilo-Jx 3[Itn: Xn)o-]x>
■ <3[ti:xi]x(«'>....3[tn: Xn]x(<r)> por hlpôtesis de Inducclôn
* 3[(tl:Xl, . . . . tn: Xn)]x(f) si 3[(tl:Xl]f]x • \(xif )
Para el caso i la demostraclôn es trivial
- 3[[(lf t:bool then ti:xi else t2:xi)]«r]x *
3[[ti:xi]e]x si 3[[t:bool)f]x • tt 
3nt2:xi]«‘]x si 3[[t: bool]«-]x ■ ff 
%(xicr) 3[lt:boollalx -
3[ti:xi]x(f) si 3[t:bool]x(f) » tt
■ • 3[t2:xi]x<f} si 3[t:bool]x(o‘> ■ ff por hlpôtesis de Inducclôn
\ W ( x i )  3[t:bool]x(.r> -
» 3[(if t:bool then ti:xi else t2:xi)]x(f)
- 3[l(M t:xi):T2le]x ■ 3[(M: xi— »X2]o-]x (3[[t:xi]ff]x)
■ 3[M:XI— *xa]x{f) (3[It:xi]o*]x) por hlpôtesis de induc. en M: xi—»X2 
« 3[M:xi— >x2]x{d> (3[t:xi]x(o‘>) por hlpôtesis de Inducclôn en t:xi
■ 3[(M t:xi):X2]x<y).
- 3[U:T.-m|,], .
» 3[i:xi— *X2]x<f).
- 3[[f:xi’— »xa* lejx ■ f : xi—#x2^x<ovi ) - 3[f : xi’— »X2*]x(<r> donde 
f : XI— 1X2 « £d y xi’— »X2' • (xi— »x2)«-i
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- 3[IX: Tl— ♦T2l«-]x ■ Ç(X: (xi— ♦Ta)») )x ■ Ç(X: xi— ♦X2)x<»> por deflniclôn
■ 3[X:xi— ♦X2]x<»>
- 3[l(Xxi:xi.. .xn:xn. t:x)J»]x (di... da) con <di,..,da> una n-tupla
de [xi»]^xe.. .e[xa»]\\(i^) ■ [xi]\<»}e.. .#[xa]\{»)\{i^). Haremoi 
la demostraclôn para el caso en que la sustltuclôn se realize sin 
necesidad de renombrar las variables de dato; en el caso de un 
renombramiento prevlo. la demostraclôn séria similar, pero 
apoyàndonos tamblén en el lema de sustltuclôn de datos (3.1.1).
* Tl ' y[t:x]x(») por Inducclôn sobre t:x y porqueIXI • Tl•. « Xn• Tn I
Esta ultima aflrmaclôn se debe a las condlclones de la deflniclôn 
de valoraclôn y al hecho de que dos variables con el mlsmo slmbolo 
no pueden tener tlpos dlstlntos y unlfIcables.
■ 3[(Xxi: XJ. . . Xa; Xn. t: x)]x(»> (dl dm)
- 3[((pX:xi—4X2.M)l»]x ■ fix T(3, (X:xi— ♦xzl», IM:xi— ♦X2I»,tj)
Sea h c ([xi»]^n-^[xa«r]^xl * ([xi]^x(»>-^[x2]^x(»>]
T(3,X: (xi— ♦xa)», IM;xi—♦X2]».x)(h)
* ^ X xi^Lxa}^' por Inducclôn sobre M:xj— »X2
ya que al Igual que en el caso anterior se tlene
* T(3,X:xi— ♦X2,M:xj— ♦xa, x(»>)(h)
luego 3[I(pX:xi— ♦xa.M)]»]x * 3[(pX:xi— »X2.M)]x(»}.
Demostramos (3) por Inducclôn en la construcclôn de las fôrmulas. 
Supondremos que no es necesarlo un renombramiento de variables en el 
caso de las fôrmulas cuantlfIcadas. En caso contrario la demostraclôn 
séria anàloga utlllzando tamblén el lema de sustltuclôn de datos.
3,x  ^ [tl: X S ta:x]» «-» 3[[ti:xJ»]x 3[[ta:x]»]x
♦-» 3[ti:x]x(»> 3[t2:x]x(»} por (1)
4"# 3,tj(»>  ^ti:x c t2:x.
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3.x  ^I(p t:T’)]» 4-4 3[[t:T’l»]x « p:T®x(»»’> «1 p: X * Ed, x'»x»*
4.# 3[t;x*Jx(») « p;T®x(»>{»* ) por Indue, en t:x’ 
4-4 3, x(»> h (p t: x’ ).
3.x  ^(-«pl» 4-4 no 3,X  ^P»
no 3, x<»>  ^p por hlpôtesis de Inducclôn 
*"* 3,x{»>  ^->p- 
3, X  ^Ip V p]» 4-4 3, X  ^P» Ô 3. X  ^P»
4-^  3,x(»>  ^p Ô 3,x(»> I" p por hip. de Indue.
4"* 3, x(»>  ^p V p
3,x  ^[p A p]o- 4-4 3.x  ^P» y 3. X I" P»
4-4 3, x(»>  ^p y 3,x<»> h P por hip. de Indue.
4-4 3,x(»>  ^P A P
3.x h [Vx: X p]f 4.* 3<a/x:x«r>,x P» para todo a « [x»]^x
4-4 3{a/x:T),x<»> h p p. t. a e [x]\<»} por hip.
de indue, y porque Ç{a/x: x<r) (y: xV)x * 
Ç(a/x:x}(y:x’)x(»> para cualquler y:x' 
4-4 3,x(»>  ^VX: X p.
3. X  ^I3x:x p]<r ^  existe un ae [x»]^x tal que 3{a/x:x»>,x  ^P»
ex. un ac [x]^x(»> tal que 3{a/x:x>,x<»>  ^P 
por Inducclôn en p ya que para todo y:x* 
(<a/x: x»}(y: x'»)x - Ç{a/x; xXy: x’)x<»> 
4-* 3,x<»>  ^3x:x p. ■
Teorema 3.1.3
Sean p c L(E) y 3 una E-lnterpretaclôn, entonces 3  ^p #* 3,x |*p 
para toda aslgnaclôn x de las variables de tlpo que aparecen en p.
Este resultado es Inmedlato tal y como se ha deflnldo la 
satisfactlbilldad de una E-fôrmula para una aslgnaclôn y por la 
deflniclôn de la semàntlca de los térmlnos y el concepto de modèle, a
Obsérvese que si una E-fôrmula p es monomôrfIca y 3»<I,D.(> es
una E-lnterpretaclôn, 3,x  ^p es équivalente a 3  ^p para cualquler
aslgnaclôn x para Z. El concepto de modèle en estos casos es 
Independlente de las aslgnaclones de tlpo y coïncide con el de 
satisfactlbilldad.
En lo que sigue, si E><Et,Ed> y E’«<Et‘,Ed’> son dos signatures
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tales que ZtCEt’ y ZdCLt’, dlreaos que una £*-Interpretaciôn 
3’><Z’,S*,Ç> es una extenslôn de una Z-interpretacl6n 3><Z.9,Ç>, si 3* 
coïncide con 3 en los Z-simbolos y aftade valores para el resto de los 
elementos de Z'. siendo ademàs .
Lama 3.1.4
Sean Z«<Zt,Zd>, pcL(Z). f-ct'/p (ct’/O 4 Zt), Z ’■<Ztu{ctVO>,Zd} 
y p una variable de tlpo de p. Entonces para cualquler 
Z-lnterpretaciôn 3 « y para cualquler Z*-interpretaciôn 3’ que
sea una extenslôn de 3. se verifies:
3 ^ p «-► 3 ’  ^p».
Demostraclôn:
e ) Sea D e un domlnlo cualqulera, 3{D/ct’}«<ï(D/ct* >,D,Ç>
donde KD/ct" ) - ^'='-^^t/neZt^ ^^.KD/ct' g^gndo et’ D.
El teorema es una consecuencla de la slguiente equlvalencla:
3(D/ct’>,x(ct’/p>  ^p 4-» 3,x(D/p>  ^p (•)
Para consegulr la equlvalencla (•), se prueba prlmero que, para 
cualquler t e Tp(Z), \ { c t ’/p) ■ [%]^x(D/p). En concrete
para el caso x » p ’ :
[^.jI{D/ct’>^^ct’/p> . x(ct’/pXp’)
s i p . p ’ ct’^ ^D/ct’} , D p.p'
x(p') si p#p’X(p" ) si pep’
■ x(D/ p X p ’ ) • [p’]^x{D/p>
El resto de los casos se deducen por inducclôn en la construcclôn de 
los Z-tipos de primer orden. Una vez probada esta Igualdad para todo 
xcTp(Z). (*) se obtiene haclendo Inducclôn sobre la construcclôn de 
los Z-términos y las Z-fôrmulas.
Ahora bien, por el lema de sustltuclôn de tlpos, la equlvalencla
anterior se reduce a la que slgue, 3<D/ct’>,x k p» 3,x(D/p> t p
I I ’ _I
para toda x « ATp »ATp y para todo D e i , con lo que 3{D/ct’ } ^ p»
4"# 3  ^p para todo D c T^, o lo que es lo mlsmo 3’  ^p» 4-» 3  ^ p para
toda Z ’ -Interpretaciôn 3 ’, extenslôn de 3. s
Obvlamente este resultado es Igualmente clerto si » es una 
sustltuclôn multiple siendo cti (Isisn) constantes de tlpopi.. pm
nuevas y pi (Islsn) variables de tlpo de p para isjsn.
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3.1.5
Sean I una slgnatura, ♦ £ L(I), p c L(E) y » • pn“ cti
(Islsn) constantes de tlpo que no aparecen en 4 ni en p y tal que p» 
es monomôrfIca. Entonces *  ^p * u <ipo-> es insatisfactible.
Pxa<?s^rtçlôn=
"» ) Supongamos #  ^ p y Sat(t v <-ip») ) siendo 3«<Z. 9,Ç> una 
interpretaciôn tal que 3  ^♦ u <np»). Por ser ♦  ^p y 3  ^♦ tendremos
3  ^p es decir 3.x  ^p para toda x « ATp^, pero por hlpôtesis 3 np»
que por el lema de sustltuclôn de tlpos Implies que para toda x de 
ATp^ no 3,x(»)  ^ p lo cual se contradlce con 3  ^ p. Conclulmos
entonces que # v <-«p»> es Insatisfactible.
# ) SI P V {ip») es Insatisfactible, como ptr es monomôrf Ica, no
puede exlstlr una Interpretaciôn 3 que de valores a cti (Islsn) y tal 
que 3  ^P y no 3 |. p», por tanto, 3  ^P # 3  ^p» y, en base al lema 
anterior, 3  ^p con lo que P  ^p. m
Tecream 3.1.6
Sea 3»<I, D,Ç> una Z-lnterpretaciôn tal que coïncide con la 
colecclôn de domlnlos asociados a los Z-tipos monomôrfIcos de primer 
orden, y sea p una Z-fôrmula cualqulera, entonces 3  ^p *-» 3  ^p» para 
toda Z-sustltuclôn de tlpos » tal que p» es monomôrfIca.
Demostraclôn;
#) Supongamos 3  ^p, es decir, 3,x  ^P para toda x « ATp^ luego 
3,x{»}  ^P para toda x * ATp^ y toda Z-sustituciôn de tlpos » tal que 
p» es monomôrf ica. Por tanto, apllcando el lema de sustltuclôn de 
tlpos, 3,X  ^p» para toda aslgnaclôn x y toda Z-sustltuclôn » tal que 
p» es monomôrf ica, es decir, 3  ^p» para toda Z-sustltuclôn de tlpos <r 
tal que p» es monomôrfica.
*) Si 3,x  ^p» para toda x « ATp^ y toda Z-sustltuclôn de tlpos » 
que hace monomôrf ica a p», por el lema de sustltuclôn de tlpos 
tendremos 3,xi»)  ^p para toda x < ATp^ y toda Z-sustltuclôn de tlpos 
» tal que p» es monomôrf Ica. Entonces, puesto que coïncide con la 
familia 3,x h P para todas las aslgnaclones para I de
las variables de tlpo de p y, por 3.1.3, 3 ^ p. m
En general, la complejldad del problema de validez de una 
Z-fôrmula, se reduce considerablemente si nos restringimos a los 
modelos con Z-estructuras de tlpos Z taies que para todo D c existe
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un tlpo V « HTp(Z) tal que D > Un ejemplo de este hecho es
el teorema anterior. Ademis para estas estructuras de tlpos, cada
aslgnaclôn de tlpos x determlnan de manera unlvoca una sustltuclôn de 
tlpos, que por abuso del lenguaje tamblén llamamos x. escrlbiremos 
c :t x^ para indlcar el valor de la funclôn c ;t ^ en x al c:— >t c £d y lo 
mlsmo haremos con f:xi— yra^ y p:T^. Entonces, las estructuras de datos 
correspondlentes a estructuras de tlpos con estas propiedades quedan 
determinadas si se conocen los valores que toman los slmbolos de
constantes, funclones y predicados para cada una de las instancias 
monomôrficas de su tlpo més general, es decir, para conocer la funclôn 
c :t ^, si c:— rt « £d, seré suficlente con conocer la sucesiôn de
valores denotados ic-.v^ c 0^ | vst>; lo mlsmo ocurre con f : Ti— y 
con p:T®.
3.2 EQUIVALZNCIA ENTRE ATOOXIHACIONES SINTACTICAS Y SEMANTICAS
A contlnuaciôn vamos a définir unas expreslones que llamaremos 
aproximaciones sintéctlcas, que servlrén para poder api1car ciertos 
resultados sobre el menor punto fijo de un operador continue que, como 
es sabldo, puede caracterlzarse como el supremo de la cadena creclente 
de las suces1vas aplicaciones al bottom. En PLHl los elementos de ésta 
cadena se pueden denotar medlante clertas expreslones funclonales que 
son preclsamente las aproximaciones sintéctlcas de >tz.H) que
defInimos a contlnuaciôn.
Deflniclôn 3.2.1
Las sproxlmmcJones sintâctices 1-éslmas de un térmlno y de una 
exprèsiôn funclonal se definen por recursiôn mutua:
(i:x)‘ :■ l:x 
(x:t)* :* x:t 
(c:t)* :* c:x
(true)* :■ true (false)* :■ false
((tl:Tl,..,tn:Xi«))* :» ( (tj:Tl )*,..,( tn: Tn) * )
(if t:bool then ti:x else tz:x)* :■
(if (t:booD* then (ti:x)* else (tz:x)')
(M:Tl— »T2 t:xi)* ((M:ti-^T2 )* (t:xi)*)
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(i;Tl— ♦«)' :■ i: T1-4T2
(X:ti— 4Ta)‘ :■ X:ti— »xa 
(f:Xl— ♦xa)* :■ f:xi— »X2
(Xxi:xi.. .Xb:Xb. t:x)* :■ (Xxi: Xl. . . Xn: Xn. (t: x)* )
J(mX:xi— rra.M)®;» i:xi— »xa
(M: XI— »X2)'** ( (pX: xi— »X2. M) */X: xi— txa]
De esta deflniclôn se deduce que si en un térmlno t:x no aparece 
nlnguna deflniclôn recursive entonces t: x coïncide con todas sus 
aproximaciones sintéctlcas es decir para todo K w  (t;x)‘ « t:x. En 
estos casos se dice que t: x es siiqile, en caso contrario t: x es 
recursive. Hay que observer tamblén que, para cualquler Kw, 
(/iX: XI— ♦X2.M)* no contlene en su Interior nlngün p-operador.
Una vez defInldas las aproximaciones sintéctlcas se definen unas 
aproximaciones seméntlcas que colnclden con las suceslvas aplicaciones 
del operador T, asoclado a la seméntlca del p-operador, al elemento 
bottom. Por tanto, el supremo de estas aproximaciones colncldlré con 
la Interpretaciôn de una p-expreslôn. Se prueba tamblén que tanto para 
cualquler t:x como para cualquler M:xi— >X2, sus aproximaciones denotan 
para cada 3 y cada x una cadena creclente cuya cota superior minima 
coincide con 3[t:x]x y 3[M:xi— »x2]x, respectIvamente. Podemos deducir 
por tanto la equlvalencla entre la seméntlca de las aproximaciones 
sintéctlcas y las aproximaciones seméntlcas de un operador.
Deflniclôn 3.2.2
Sea 3"<I,D,(> una Z-interpretaciôn, dada M:xi— »X2 c Er(Z) con 
X:XI— )X2 libre en M:xi— >X2, la funclôn <(pX:xi— ♦X2.M)>* que a cada 
aslgnaclôn x para I le hace corresponder una funclôn de 
( [xi]^X-j-»[Ta]^xl se define por inducclôn sobre i como sigue:
<(pX:xi— »X2. M ) > %  ■ iX(xi— >X2)
< (pX: XI— »X2. M)>***x
Donde — j coincide con 3 salvo en X:xi— »X2 y x siendo
.^ }[X; XI— »x2]x » <(pX:xi— ♦X2.M)>‘x. a
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Propesicôn 3.2.3
Par* cualesqulera 3«<I,D,Ç>, M:xi— « a  c Er(I), X;xi— »X2 libre en 
M: XI— »xa y X « ATp^ se verifies:
3[(pX:xi— »xa.H)]x ■ {<(|iX:XI— ♦xa.M)>*x|i<«).
Demostraclôn:
Utlllzando el teorema de exlstencla del menor punto fijo de un 
operador continuo y las propiedades del operador T asoclado a la 
sémantica del p-operador, para cualquler x * ATp^, podemos asegurar la 
slguiente igualdad.
3[(pX:xi— »xa.M)]x ■ U  {T(3,X:xi— ♦xa,M:xi— ♦xa,x)*(i-^(.^j_^^2j)|l<«>
Por tanto si demostramos:
<(pX;xj— ♦xa.M)>‘x • T(3,X:xi— »xa,M:xi— *xa,x)*(l^(,jj_^.j2j) 
el teorema estaré resue1to. Lo demostramos por inducclôn sobre 1.
- <(pX:x»-4T2.M)>% -
- T(3,X:xi— ♦X2,M:xi— ♦xa,x)°(l^j^j_^^jj)
Paso de Inducclôn. Supuesto clerto para el caso 1-éslmo lo 
probamos para el 1+1-éslmo. Se tlenen las Igualdades:
- <(pX:xi-^x2.M)>***x
” 1"
4
T(3, X: xi-»X2,M: Xl-^X2, x) ‘ ^ %(xi— »x2) ^
X: XI— »X2
[M: xi-»x2]x por Inducclôn
■ T(3,X:xi— »X2,M:X1— »x2,x) (T(3,X:xi— ♦X2,M:X1— ♦xa,x)*(x^^,jj_^^2j))
■ T(3,X:xi— >X2,M;xj^X2,x)'*‘(x^(^j_^^2j). ■
Teorema 3.2.4
Sean t:x c Te(Z) y M:xi— »X2 e Er(Z). Para cualesqulera 
Z-interpretaciôn 3»<I,D,Ç>, x « ATp^, y para cada 1 < w se verifies:
a) 3[(t:x)‘]x C 3[(t:x)‘*‘]x
b) 3[(M:X1— »X2)‘]x 2 3[(M:xi— »X2)‘**]x
Demostraclôn:
Lo demostramos por inducclôn mutua en la construcclôn de los 
térmlnos y de las expreslones funclonales.
a) Para los casos x:x, c:x, i:x, true o false, la demostraclôn es 
évidente. Para el resto se tlene:
- 3[(ti:xi tn:xn)’]x
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<3[(ti;Ti)‘]x, . . ,3[(tn:TB)‘]x> *1 3[(tj;Tj)‘]x # j (isjso)
<3[(tl:Tl )‘**]x.....3[(tn:Xm)***]x>
8l 3[(tj:xj)‘*‘]x * %(xj) P por
l\(x»,...,x«) otro caso
hlpôt. de induc. y las propiedades del producto estricto. puesto 
que si 3[(tj:xj)‘]x * •‘■,|(xj) ^ 3[(tj:xj)‘]x 2 3[{tj:xj)‘*‘]x para
todo isjsn, entonces 3[(tj:xj)‘**]x * ^(xj) P**"* l*J»n
“ 3[(tl: XI, . . . , tn: Xn)***]x.
- 3[( if t: bool then t»:x else t2:x)’]x “
3[(ti:x)*]x si 3[(t:bool)*]x “ tt
■ -3[(t2:x)*]x si 3[(t:bool)*]x = ff
■S(x) si 3[(t:bOOl)']x .
distinguimos casos:
SI 3f(t:bool)*]x ■ X y 3f(t: bool)'*'lx ■ X , entonces•* ■* b oo l b oo l
3[(lf t: bool then tl: x else t2: x)'**1x = x , .
X X(x)
= 3[(lf t:bool then ti:x else t2:x) ]x
SI 3[(t: bool )']x = x^^j y 3[(t: bool )***]x * tt o ff entonces 
3[(lf t: bool then ti:x else t2:x)‘*']x ■ 3[(ti: x)***]x o
3[(t2: x)***]x, luego 3[(if t:bool then ti:x else t2:x)***]x 
5 3[(if t:bool then ti:x else t2:x)*]x * ■‘•^(x)
Si 3[(t: bool)*]x • tt entonces 3[(t:bool)***]x “ tt por
hlpôtesis de Inducclôn, luego, por hlpôtesis de Inducclôn, 
3[(lf t:bool then ti:x else t2:x)*]x ■ 3[(ti;x)*]x 2 3[(ti:x)***]x 
« 3[(lf t:bool then tt:x else t2:x)***]x
Si 3[(t:bool)*]x * ff la demostraciôn es anâloga al caso 
anterior, luego la desIgualdad se tlene en cualqulera de los casos.
- 3[((M t:xi):X2)‘]x » 3[(M:xi—»X2)*]x (3[(t:xi)*]x)
2 3[(M:Xl— >X2)‘]x (3[(t;xi)‘**]x)
por inducclôn sobre t:x y monotonia de 3[(M: xi— »x2)*]x 
2 3[(M:xi— »x2)‘**]x (3[(t;xi)***]x) por inducclôn sobre M:xi— »X2
* 3[((H t:xi):X2)‘**]x.
b) Los casos X:xi— »x2, x:xi— »X2 y f : xi— »X2 son triviales ya que 
en todos ellos para cualquler i<w (M:xi— >X2)* coincide con H:xi— >X2.
- 3[(Xxi:xi.. .xn:xn. t:x)*]x(di dm) con <di dn> como siempre
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« 3[(Xx i:ti. ..xm:T*. (t:T)‘)Jx(dl dm)
por hlpôtesis de inducclôn
■ 3[(Ax 1:T1. . . Xm: Tm. t:T)‘**)]n(dl dm).
- Probamos 3[(|iX:ti— »ra.M)*]x S 3[(#iX: ti— »t2.M)***]x por inducclôn en 1 
Para i-0, 3[(pX:Ti— »t2.M)®]x ■ 3[x:ti— »t2]x ■ ■‘•^(xi_»x2) esté
menos definida que qualquier funclôn do [ [ti]^x- ^ [ t 2]^x 1 
Supuesto cierto el caso i-ésimo se tlene:
3[(fiX: Tl— »Ta. M)‘**Jx
» 3[(M: Tl— ♦T2)*** [ (pX: Tl— »X2. M) ‘/X: xi— txaljx
■ 3^?J(  ^ (M:Tl— »T2)***lx por el lema de sustltuclôn
S 3^^ ^ ^  Tl— »T2)**^n por Indue, en (M: xi— »X2)‘**
por Inducclôn en 1 y monotonia de la seméntlca de (M:xi— »X2)’**
■ 3f(M:xi— »x2)'**((pX:xi— ♦X2.M)'**/X:xi— 4X2l]x por lema de sustltuc.
■ 3[{pX:xi— »X2.M)‘**]x- m
Teoream 3.2.5
Para cualesqulera t:x, 3, x. M:xi— »X2 se verIfIca:
a) 3[t:x]x ■ U  <3[(t:x)‘]x | Kw)
b) 3 [M:xi— ♦xajx * U  <3[(M: xi— ♦xal'jx | Kw).
Demostraclôn;
Por inducclôn simultanea sobre la construcclôn de los térmlnos y 
de las expreslones funclonales.
Simplif icamos U  <3[(t:x)*]x | K w )  por U"x) 3[(t:x)‘]x y
U  (3[(M: XI— »X2)*]x I Kw )  por U*-o 3[(M:xi— »t 2)*]x
a) Si t:x es de la forma x:x, c;x, i:x, true, false la 
demostraciôn es évidente. Para los demés casos:
- 3[(ti:xi tm: xm)]x
<3[ti:xi]x 3[tm:xm]x> si 3[tj:xj] x * \(xj) P^ra todo isjsn
e n o t r o c .  o
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<U".e 3[(tl:Ti )‘]i> U “.o 3[(tm:Xm)*]x>
- • si Ll".o 3[(tj:Tj)‘]x # %(xj) todo isjsn
S ( T 1....,T.) *** »tro caso
por hlpôtesis de inducclôn
■ LIT-o 3[(ti:xi tn;xa)']x por las propiedades del producto ».
- 3[(if t:bool then ti:x else ta:x)]x
(
U7«o 3[(ti:x)*]x si LJ?»o 3[(t:bool)*]x ■ tt
U7«0 3[(t2;x)*]x si LI7 ^  3[(t:bool)*]x • ff por hip. de Ind.
S(T )  3[it:bool)‘]x -
Si LJ7«o 3r(t:bool)*1x ■ i entonces 3[(t: bool )*]x ■ ,b o o l ^  b oo l
para todo i<« entonces 3[(lf t:bool then tl: x else ta:x)*]x ■ ■‘^t,(x ) 
p. t. Kw, luego Ll7^ 3[(if t:bool then ti:x else ta:x)*]x • ■‘•^(x)' 
Si Ll7%o 3[(t:bcol)*]x “ tt, por ser B un cpo piano, existe un 
J<w tal que para todo laj, 3[(t: bool)']x ” tt, entonces se tlene 
3[(lf t:bool then ti;x else t2:x)']x * 3[(ti:x)']x para todo 1 a J y 
LI 7-0 3[(lf t: bool then ti:x else t2:x)*]x ■ Ll7-o 3[(ti:x)*]x-
De igual forma se demuestra que si Ll7^ 3[(t:bool)*]x * ff 
Ll7»o 3[(lf t: bool then ti:x else t2:x)*]x * Ll7«o 3[(t2:x)*]x .
En cualquler caso 3[(lf t:bool then ti:x else t2:x)]x
■ LI7 ^  3[(lf t:bool then ti:x else t2:x)']x
- 3[(M t:xi):x2]x ■ 3[M:xi— ixajx (3[t:xi]x)
« 3[M:XI— »x2]x (Ll"«o 3[(t:xi)^]x) por inducclôn sobre t;x
» U7»c 3[(M:xi— >X2)*]x (Ll"«o 3[(t:xi)^x) inducclôn en M:xi— »X2 
» LI <3[(M:XI— »x2)*]x (Ll"-o 3[(t:xi)^]x) | K w )
por deflniclôn de Ll7«o {fi | Kw) 
* LI < U  (3[(M: XI— »x2)*]x (3[(t;xi)^x) I J<«)| Kw)
puesto que 3[(M: xi— »x2)*]x es continua para todo K w
■ LI <3[(M:xi— >T2)']x (3[(t:xi)']x) | K w )
■ LI7.0 3[((M t:xi):x2)*]x.
b) Los casos X: xi— »X2, i:xi— »X2 y f:xi— »X2 son triviales ya que 
en todos ellos, (M:xi— ♦xa)* coincide con M:xi— ♦xa para cualquler Kw.
- 3[(Xxi:xi.. .xb:xb. t:x)]x(di dm) con <di dm> como siempre
■ Ll7<x) por hlpôtesis de inducclôn
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■ LI {3[(Xxi:Tt.. .xb:t«. (t:x)‘)]x (dl,. . . .dm) | Kw)
• LI?#o 3[(Xxi;xi. . .xm:xm. t:x)*]n (dl dm).
Probuos Ll"«o 3[(pX: xi— »xa.M)*]x ■ 3[(pX;xi— »xa.M)]x probando las 
dos desigualdades y apoyàndonos en la propledad antisimétrica del 
orden parcial C,(xi-xa)-
S ) Probamos 3[(pX:xi— »xa.M)*]x 2 3[(pX:xi— *xa.M)]x para todo 
K w  por Inducclôn en i. De esta deslgualdad deduclrenos que
LI?W) 3[(pX:xi— >xa.M)']x 2 3[(pX: xi— »xa. H)]x.
Para el caso 1-0 es évidente pues 3[(pX: xi— *xa.M)**]x ■
\(xi— »xa) 9"* esté menos deflnida que cualquler funclôn de
1 (Til^n-^[xa]%).
Supuesta clerta la deslgualdad para el caso 1 tendremos:
3[(pX:xi— >xa.M)**']x “ 3[(M: Xl— »T2)'** I (pX: Tl— »X2. M)‘/X: XI— ♦xaljn
» 3^?f( (M:XI— »x2)***]x por el lema de sustltuclôn
2 XI—»x2]x por Inducclôn sobre M:xi— »X2
2 3^^ ^ XI— »x2]x apllcando hlpôtesis de Inducclôn
sobre 1 y por la monotonia de la semàntlca de H:xi— »xa
- 3[(pX: XI— 4X2. M)]x por la semàntlca del p-operador.
a ) Probamos <(pX: xi— >x2.M)>'x 2 Ll*,© 3[(pX: xi— »X2. M)^]x p. t. 
l<w entonces Ll“«o <(pX:xi— ♦x2.M)>*x 2 Ll"^ 3[(pX:xi— )X2.M)^]x y
por 3.2.3 3[(pX:xi— 4X2. M)]x 2 Ll?^ 3[(pX;xi— »x2. M)']x. Por
Inducclôn sobre 1:
El caso 1-0 es trivial pues <(pX:xi— 4X2.M)>% » L^(xi_*x2)
Supuesto clerto para 1 se tlene:
<(pX:xi— »xa.M)>'**x - **|[M:xi— »X2]x
- T(3,X: X1-4X2,M:xi— 4X2,x) (<(pX:xi-^X2.M)>*x)
2 T(3,X:xi-^X2,M:xi— ♦X2,x) (LI*.o 3[(pX:xi— »X2.M)^x) por hlpôtesis
de Inducclôn y por la monotonia del operador T
- Ll"_© T(3,X:xi— ♦x2,M:xi—♦X2,x) (3[(pX:xi— 4X2.M)^]x) por contlnuldad
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1I
por Inducclôn en M:ti— »T2
£ U".o Tl— »T2)'‘]x dados 1,J<«, k-max{l,J>
y apllcando la monotonia de la semàntlca de (H:ti-»t2)*
2 u ? ^  3|3[(pXj^Ti^^^M)"]x|[(M: ti->t2)*■**] 1, por 3.2.4-b)
■ Ll"^ 3[(M: Tl— 4X2)^**( (pX:Tl— »T2.M)^/X: Tl— ♦xaljx lema sustltuclôn 
- UTi^ 3[(pX: XI— 4 X 2 . -  Ll“«o 3[(pX; xi— 4X2. M)-*]x. m
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CAPITULO II 
TABLEAUX PARA PLPR

El mètodo de deducciôn mis désarroilado para demostrar teoremas 
autoBàticamente es la resoluciôn que tlene su orlgen en los estudios 
de Robinson que dleron lugar a multltud de refInamlentos y variantes 
de este método de refutaclôn [Stl-87]. La resoluclôn està basada en el 
teorema de Herbrand y résulta especlalmente adecuada cuando se trabaja 
con la lôglca clislca.
Otro método de refutaclôn de teoremas alternative a la
resoluclôn, aunque menos conocldo, es la formulaclôn de los tableaux
semàntlcos de Smullyan, (Smu-68], que tlenen su orlgen en el slstema 
de tableaux de Beth, (Bet-64]. De hecho, los trabajos de Gllmore para 
automatIzar la demostraclôn de teoremas, que pueden ser conslderados 
como el primer mecanlsmo que funclona para hacer demostraclones de la 
lôglca de predicados, estén basados en los tableaux semàntlcos de 
Beth, (Gil-601.
A partir de los tableaux Inlciales de primer orden se han
désarroilado extensiones naturales para cubrlr lôglcas no clàslcas 
como por ejemplo lôglcas Intulclonlstas en [HcC-88], o lôglcas modales 
en (Wrl-8S1 y (Flt-88J.
La automatIzaclôn de los tableaux résulta al menos Igual de 
pràctlca que la de la resoluclôn aunque en ocaslones se plantean 
euestlones de eflclencla. En [Flt-90] se estudlan estos dos métodos de 
refutaclôn para la lôglca de primer orden y se présenta una 
Implementaclôn en Prolog del método de los tableaux, de tal forma que 
la falta de eflclencla puede conslderarse compesada por la facllldad y 
clarldad con la que se escribe y se slgue un programs que simule el 
comportamlento de los tableaux. Ademés, la automatlzaclôn de los
tableaux proporclona lugares donde Incorporer heurfstIcas de forma 
natural; esto puede verse en [Flt-88] donde aparece una Implementaclôn 
de los tableaux para la lôglca modal, y en [OS— 88], que por medio de 
estrateglas heurlstlcas, se conslgue un slstema muy eflclente basado 
en una modlfIcaclôn de los tableaux analltlcos para la lôglca de 
primer orden.
Otro factor a tener en cuenta a la hora de defender los tableaux 
es la facllldad con la que se construyen cilculos completes a partir
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de ellos. Slrvan como ejemplo los cilculos presentados en [Gav-89] y 
IGil-89] obtenldos a partir de métodos de tableaux definidos para 
lôglcas orlentadas a la programmeIôn funclonal.
En este capitule se define un» extenslôn de los tableaux dados 
por Smullyan para la lôglca de predicados. que slrve de método de 
refutaclôn para PLPR. Junto con las clases en que Smullyan divide las 
fôrmulas de la lôglca de predicados (béslcas, conjuntlvas, 
dlsyuntivas. unlversales y exlstenciales), se definen dos nuevas 
clases proplas de la exlstencla de funclones recurslvas. La correcclôn 
y completitud del algorltmo presentado convlerte a los tableaux en un 
método para seml-decldlr la InsatIsfactIbl1Idad en PLPR. Para 
demostrar el teorema de completitud. se definen los conjuntos de 
Hlntlkka para nuestra lôglca y se prueba su satisfactlbilldad. El 
método constructlvo de esta prueba garantlzari la validez del teorema 
de LôwenheIm-Sko1em para PLPR. que seré enunclado en el capltulo 
slguiente.
Las dos buenas propiedades de los tableaux destacadas en esta 
Introducclôn, es decir, su fàcll automatlzaclôn y su utilldad para 
construlr cilculos completos, se ponen de manlflesto en este capltulo 
y serin utillzadas posterlormente. Por un lado, el método que aqul 
Introducimos slrve como base de la Implementaclôn en Prolog, que 
automatIza ciertos pasos de las demostraclones escritas en el slstema 
presentado en el capltulo IV, y por otro lado, en el capltulo III se 
construlri un cilculo de deducciôn natural complete, basado en las 
condlclones de completitud obtenldas de las propiedades de los 
tableaux.
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1. METODO JX LOS TABLEAUX
Def inimos el algorltmo de los tableaux para PLPR como una 
extenslôn de los tableaux semàntlcos de Smullyan. Para ello haremos 
una particlôn del conjunto de fôrmulas monomôrfIcas en slete clases 
dlsjuntas. Las primeras clnco clases son simllares a las de los 
tableaux originales, las otras dos se basan en el concepto de 
aproxlmaclôn slntàctlca y en la equlvalencla entre el limite de las 
aproximaclôn slntictlcas y la semàntlca del p-operador probada en 
§1-3.2. S. La pertenencla de las fôrmulas a cada clase se basa en 
crlterloB semàntlcos que permlten descomponer las fôrmulas en otras 
màs sendlias que se llamaràn constltuyentes.
Una vez deflnldo el algorltmo, se prueban clertas propiedades de 
los tableaux que seràn utillzadas en la demostraclôn de la correcclôn 
y completitud de este método. Los ejemplos del final de la secclôn 
tratan de reflejar de una manera pràctlca el comportamlento del 
mecanlsmo de deducciôn deflnldo.
1.1 UNA CLASIFICACION DE LAS FMIMULAS MONOHQRFICAS ORIEKTADA A LOS 
TABLEAUX
En lo suceslvo dada una slgnatura E - <It,Zd>, consIderaremos los 
slgulentes conjuntos de slmbolos:
- El conjunto numerable CT * {cto/0, cti/0,..., ctn/0,... > de constantes 
de tlpo auxlllares que no aparecen en Et.
- El conjunto numerable C ■ {co:—4p, ci:— »p,..., cn:— »p,... > de slmbolos 
de constantes tlpadas auxlllares que no aparecen en Ed.
SI extendemos Et con el conjunto CT y Ed con C obtenemos la
slgnatura I - <Zt v CT, Ed u O. Hablaremos entonces de
E-lnterpretaclones, 3, que son extensiones de una E-lnterpretaclôn 3
segûn el crlterlo establecido en el capltulo anterior.
Deflniclôn 1.1.1
Una cJesIf JcMCiôn del conjunto de E-fôrmulas monomôrficas
orlentMd* hMcl* los tableaux es una particlôn de dicho conjunto en las 
slete clases dlsjuntas que se definen a contlnuaciôn al satlsfacer las 
slgulentes condlclones.
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1. BASICA: A esta clase pertenecen las fArmulas que no pertenecen a 
nlnguna de las otras clases. Estas fôrmulas no tienen constItuyentes.
2. ALFA: Las fdrmulas perteneclentes a esta clase son llamadas
conjuntivas. se denotan por a y verifican la condicl6n:
Sate* u <«>) Sat(* v {a, ai, o2>) para clertas fôraulas ai y
02 de ML(Z) llamadas constItuyentes de a.
3. BETA: Esta clase est* formada por las fdrmulas llamadas
diyuntlvas que se denotan por g. Estas fôrmulas satlsfacen:
Sat(* u (g>) Sat(* u {g, gi>) o Sat(* u {g, ga}) para clertas 
gi y g2 llamadas constituyentes de g.
4. GAMMA: Pertenecen a esta clase las fôrmulas llamadas unlversales
y denotadas por y Satlsfacen la condlclôn:
Sat(4 u <y>) 4-# Sat(* u {y. y(t:v)>) para todo Z-térmlno
monomôrflco t:v de un determinado I-tlpo v. Para cada térmlno de
esta forma, y(t:w) es un constItuyente de y
5. DELTA: Las fôrmulas de esta clase tamblén llamadas exlstenclales 
se denotan por ô. La condlclôn de pertenencla a DELTA es:
Sat(* u {ô>) «-» Sat(* u {6, ô(c:i>)>) para toda constante auxlllar 
c:— *p c C y un determinado Z-tlpo v de tal manera que c: y no 
aparezca ni en * ni en 6. Para cada c: v con estas caracterlstlcas 
se tlene un constItuyente Ô(c:r) de S.
6. u~ALFA: Las fôrmulas de esta clase se llaman w-conjuntlvas y se 
denotan por a*. Verifican la slgulente condlclôn:
Sat(* u {a*}) Sat(* u {o*> u <ai* | Ku>) siendo las fôrmulas 
ai* (Ku) los const Ituyentes de a*.
7. u-BETA: Las fôrmulas de esta clase se denomlnan w-dlsyuntlvas y 
se denotan por g*, tienen u const ituyentes que se denotan por gi* 
(Ku). La condlclôn de pertenecla a esta clase es:
Sat(# u (g*)) 4-* Sat(# V (g*, gi*}) para algûn l<w. o
Definiciôn 1.1.2
Para la lôglca PLPR se deflnen las slgulentes clases de las 
fôrmulas monomôrfIcas.
BASICA: Son las fôrmulas atômlcas y sus negaclones slempre que no 
contengan térmlnos recursIvos:
(p t:v), i(p t:v) siendo t:v un térmlno simple en ambos casos. 
ti:y £ t2:y, -tti:v £ t2:v, en ambos casos ti:w y t2:y son 
térmlnos simples.
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ALFA:
a ai 02
f A 9 *
-l(f V -19
tP f
BETA:
0 01 02
9 v ^ 9 *
-1(9 A  *) 19
GAM4A:
r y(t:v)
Vx: V 9 9 (t: v/x:vl
n3x:V 9 i9 lt: v/x:vl
En el primer case declmos que V es el cuantif leader de y En
segundo, el cuantifleader de y es 3.
DELTA:
a a(c:v)
3k: V 9 9 lc:v/x:v]
-iVx: V 9 -i9 [c: v/x: y)
En el primer caso declmos que 3 es el cuantifleader de S. En
segundo, el cuantifleader de a es V.
w-ALFA:
a* 01 *
i(p t:w) (t:v recursive) i(p (t:v)*)
ti:v £ t2:w (ti:v recursive, tz:v simple) (ti:v)‘ £ t2:v
iti:v £ t2:w (t2:w recursive) nti:v £ (t2:v)*
w-BETA:
0“ g i *
(p t:w) (t:v recursive) (p (t:v)*)
ti: V £ t2; w (t2:v recursive) ti:v £ (tz: v)'
iti: V £ l2:v (ti:v recursive, t2: v simple) i(tt:i')' £ l2: v. o
Para que las categorlas que acabamos de définir determlnen una 
claslfIcaclôn de las Z-f6rmulas monomôrfleas orlentada a los tableaux
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tenemos que comprobar que satlsfacen las condlclones 1 a 7 de la 
definiciôn 1.1.1, y que constItuyen una partlclôn de ML(I).
Lama 1.1.3
Toda I-fôraula monomôrflea pertenece exactamente a una de las 
siete categorlas anterlores, por tanto, las clases de la definiciôn
1.1.2 dan lugar a una partlclôn de ML(£).
Demostraclôn:
Se demuestra estudlando todos los casos poslbles de 
construedones de fôrmulas en PLPR.
1) SI 9 es atômlca puede ser de la forma:
- 9 « ti:y £ t2: y. Se pueden dlstlngulr los slgulentes subcases:
SI ti:y y t2:y son simples entonces 9 es bàslca
SI ti:y es recursive y t2:y simple, 9 es a*
SI ti;y es recursive y t2: y recursive, 9 es g*
SI ti:y es simple y t2: y recursive, 9 es g*.
- 9 » (p try). Dlstlngulmos:
SI try es simple entonces 9 es bàslca
SI t;y es recursive entonces 9 es g*,
il) SI 9 es una negaclôn tenemos los casos:
- 9 « -iti: y £ t2: y. Se pueden dlstlngulr los slgulentes subcases:
SI ti.-y y t2:y son simples entonces 9 es bôslca 
SI tt.-y es recursive y ta: y simple, 9 es g*
SI tiry es recursive y ta: y recursive, 9 es a*
SI tiry es simple y t2:y recursive, 9 es a*.
- 9 » -i(p try). Dlstlngulmos:
SI t:y es simple entonces 9 es bAslca
SI try es recursive entonces 9 es a*.
- 9 » -i-V entonces 9 es et.
- 9 - -tlin V t/n), 9 es a.
- 9 - A 02), 9 es g.
- 9 * -i3x:y 0, 9 es y
- 9 ■ nVx:y 0, 9 es 5.
111) SI 9 es una dlsyunclôn entonces es g.
iv) Si 9 es una conjunclôn entonces 9 es a.
v) SI 9 es una cuantifIcaclôn exlstenclal entonces 9 es S. 
vl) SI 9 es una cuantificaclôn universal entonces 9 es y. a
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Loam 1.1.4
Sea 3 una £-interpretacl6n cualquiera. entonces:
A) Las fôrmulas de la partlclôn anterior claslfIcadas en la clase
ALFA verIflean 3  ^a si y solo si 3  ^ai a o2.
B) Las fôrmulas de la partlclôn anterior claslfIcadas en la clase
BETA verifican 3  ^g si y solo si 3  ^gi v ga.
C) Las fôrmulas de la partlclôn anterior claslfIcadas en la clase
GAMMA verifican que si 3  ^y, entonces 3  ^y(t:v] para todo Z-tôrmlno 
cuyo tlpo coïncide con el de la variable afectada por el cuantifIcador 
de y
D) Las fôrmulas de la partlclôn anterior claslfIcadas en la clase 
DELTA son taies que para una constante auxlllar c:v que no aparece en 
5 y cuyo tlpo coïncide con el de la variable afectada por el 
cuantifIcador de ô, se verlflca:
I) 3 f. ô(c:v) ^ 3 (. 3
II) SI 3 fi 6 entonces existe un a c D^ tal que 3<a/c:v> |> 3(c:v) 
donde 3<a/c:y) es la Z-lnterpretaciôn que coïncide con 3 salvo en c:y,
siendo 3<a/c:y)[c:y] » a.
A*) Las fôrmulas de la partlclôn anterior claslfIcadas en la
clase w-ALFA verifican 3  ^a* si y solo si 3  ^ai* para todo Kw.
B*) Las fôrmulas de la partlclôn anterior claslficadas en la
clase w-BETA verifican 3  ^g* si y solo si 3  ^gi* para algûn Kw.
Demostraclôn:
A) SI a « 9 A 0 la demostraclôn es Inmedlata.
SI a » -1(9 V 0), 3  ^a es équivalente a que para todo tj c ATp^ no 
3,q fi (9 v 0). Puesto que se trata de fôrmulas monomôrf Icas, esta 
aflrmaclôn es Independlente de i|, luego équivale a no 3 ^ 9 y n o 3 ^ 0  
3  ^-«9 y 3  ^-10 y por tanto 3  ^-,9 A -10 4^  3 ^aiAoa.
SI a » T 19, entonces 3 fi a para todo tj c ATp^ no no 3,% ^ 9 4 -»
para todo tj e ATp^ , 3,ij  ^P 4^  para todo tj c ATp^ , 3,tj  ^9 y 3.%  ^9 
4-* 3  ^9 A 9 4.# 3  ^al A 02.
B) SI g > 9 v 0, la demostraclôn es Inmedlata.
SI g = 1(9 A 0) la demostraclôn es dual al segundo caso de las
fôrmulas alfa.
Eliminâmes a partir de ahora la escrltura de tj puesto que se 
trata de fôrmulas monomôrfIcas.
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C) Si y * Vx-.y 9 y 3  ^y entonces, para todo a € 3(a/x: y)  ^9, y
como 3[t:y] c para todo t:y monomôrflco, se tlene 3{3[t: y]/x: y)  ^9 
que por el lema de sustltuclôn Impllca 3  ^9 (t:y/x:y].
SI y - i3x: y 9, 3  ^i3x: y 9 Impllca que no existe un a < tal
que 3{a/x:y>  ^ 9 y por lo tanto para todo térmlno t:y, no
3{3[t: y]/x: y) 9 luego, para todo t: y 3{3[t: y]/x: y>  ^ -19 y por el 
lema de sustltuclôn, 3  ^y(t;y) para todo Z-térmlno de tlpo y.
D) 1) SI ô * 3x:y 9 la demostraclôn es una consecuencla Inmedlata de 
la semintlca de las fôrmulas exlstenclales monomôrfIcas y del lema de 
sustltuclôn.
SI é - -iVx:y 9, 3  ^ô(c:y) es lo mlsmo que no 3  ^9 (c;y/x;yl. 
Supongamos que para todo a c D 3{a/x:y>  ^9 , entonces para a « 3[c:y] 
se tlene 3{3[c:y]/x:y>  ^9 y por el lema de sustltuclôn 3  ^9 [c:y/x;y) 
que es absurdo por hlpôtesls, luego no para todo a « 3{a/x:y>  ^9
o, lo que es lo mlsmo, 3  ^nVx:y 9 .
11) SI Ô » 3x:y 9 y 3  ^ 3, de la semàntlca de las fôrmulas 
cuantifIcadas exlstenclalmente deduclmos 3<a/x:y)  ^9 para algûn acO^ . 
Puesto que c: y no aparece en 9, el lema de colncldencla nos asegura 
que 3{a/c: y)<a/x: y)  ^ 9, pero esto es équivalente a declr
3{a/c: y>{3{a/c: y)[c: y]/x: y>  ^9 ya que 3(a/c: y)[c: y] ■ a. Por tanto, 
aplicando el lema de sustltuclôn llegamos al resultado esperado, es 
declr, 3<a/c:y} [ 3(c:y) para algûn a c D^ .
SI 3 « -iVx: y 9, la Idea de la demostraclôn es anâloga que para el 
caso anterior.
A*) En la demostraclôn de esta propledad nos basamos en los teoremas 
3.2.4 y 3.2.5 del capitule anterior y en el hecho de que toda cadena 
creclente en un cpo piano tlene, a lo sumo, un solo elemento dlstlnto 
de 1.
SI a* * -i(p t;y) con t: y recursive, p-.T c Ed y y » to- tenemos:
3  ^a* 4»* 3[t:y] 9 p-.y 4-* 3[(t:y)*] 9 p:y®
4-4 para todo Kw. 3[{t:y)‘j 9 p:v® pues 1^9 p:y^
4"* 3  ^i(p (t:v)*) para todo l<w.
Si a* « ti:y £ ta: y, con ti:y recursive y ta: y simple, entonces:
3 fi *" 4.# U"-o 3[(tt:y)*] £ 3[ta: y]
4-4 3[(ti;y)*] £ 3[ta: y] para todo K w  
we 3  ^(ti-.y)* £ t2:y para todo K w
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we para todo K u  3  ^ai*.
SI a* » iti: y £ t2: y con t2:y recursive, se tlene:
3  ^a* we no 3[ti:y] £ uTmo 3[(t2:y)*]
we para todo K w  no 3[ti:y] £ 3 [(t2:y)‘] 
we 3  ^iti:y £ (t2:y)' para todo K w  
W4 3  ^ai* para todo Kw.
B*) Nos basaremos en las mismas propledades que en la demostraclôn 
del apartado A").
SI g" - (p t:y) con t: y recursIvo, p:T c £d y y > xo-, entonces:
3  ^g* we 3[(t:y)*] c p: y®
we 3[(t:y)*] c p: y® para algûn K w
we 3  ^(p (t;y)*) para algûn K w  
we 3 ^gi* para algûn Kw.
SI g* ■ ti: y £ t2: y con t2: y un E-térmlno recursive, entonces:
3  ^g" we 3[ti y] £ U"e) 3[(t2:y)*]
we 3[ti:y] £ 3[(t2:y)*] para algûn K w  
we 3  ^ ti:y £ (t2:y)* para algûn K w
we 3  ^ gi* para algûn Kw.
SI g* ■ ntl: y £ t2: y con ti:y recursive y t2: y simple,
3 fi g" we no ^T-o 3[(ti. y)*] £ 3[ta: y]
we no 3[(ti-.y)‘] £ 3[t2: y] para algûn K w  
we 3  ^ n(ti:y)‘ £ t2: y para algûn K w
we 3  ^ gi* para algûn Ku. s
Proposiclôn 1.1. S
La claslf Icaclôn de las fôrmulas monomôrf Icas de PLPR dada en
1.1.2 es una claslf Icaclôn orlentada a los tableaux, en el sentldo de 
la definiciôn 1.1.1.
Demostraclôn:
Este resultado puede considerarse como un corolarlo de los dos 
lemas anterlores. En el prlmero se prueba que las clases a las que se 
reflere esta proposiclôn forman una partlclôn de ML(I). En el segundo 
se pone de manlflesto que estas slete clases verifican condlclones de 
satlsfactlbllldad Incluso mis fuertes que las establecldas en la 
definiciôn 1.1.1. a
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1.2 EL ALCœilMO DE LOS TABLEAUX
Vamos a trabajar con Arboles w-raalfIcados en el sentldo de que 
estos Arboles pueden tener nodos con una cantldad numerable de hljos; 
ademAs, los nodos de estos Arboles estAn etlquetados por conjuntos de 
fôrmulas monomôrfIcas. Los tableaux serAn Arboles de este tlpo que 
cumplen unas condlclones partlculares. Denotaremos los Arboles o 
tableaux por la letra J.
Definiciôn 1.2.1
Sea A £ L(Z) se dice que A es coherente cuando no existe nlnguna 
fôrmula 9 tal que 9 e A y 19 s A. y nlnguna fôrmula de A es de la 
forma (p i : t ) .
Una rama de un Arbol se dice que estA tblert* si la unlôn de los 
conjuntos que etlquetan los nodos de la rama es coherente. En caso 
contrario la rama estA cerrada.
Dado un Arbol 7 se define la profundldsd de 7 y se dénota p(7)
por Inducclôn sobre su construcclôn de la slgulente forma: 
p(7) * 0 si 7 tlene un solo nodo.
SI 7i. 1 c I £ N, son los subArboles de 7, entonces p(7) es el 
supremo de los ordinales p(7i) + 1, ici.
Una rama de un Arbol es finit* si contiens un nûmero flnlto de 
nodos. Un Arbol 7 es flnlto si p(7) es un ordinal flnlto. o
Definiciôn 1.2.2
a) Una E-sustltuclôn de tlpos <r es adecuada a una fôrmula 9 y a
un conjunto de fôrmulas A si y solo si todos sus Z-sImbolos de tlpo
aparecen en A y 9e es monomôrfica.
b) Un Z-térmlno monomôfIco t:v es adecuado a una fôrmula y y a un 
conjunto de fôrmulas A si y solo si v es el tlpo de la variable
afectada por el cuantifIcador de y y t:y esté construldo utlllzando
Z-simbolos de constante 0 funclôn. 1, true, false o variables que 
aparezcan libres en las fôrmulas de A.
c) Los Mxlomas de orden se denotan por 8 y son los que aparecen
en la figura 1.
Para cada axloma de orden 8, si 8* es una Z-lnstancla de 8 se 
dice que 6* es adecuada a un conjunto de fôrmulas A, si cada Z-slmbolo 
de 8* tamblén aparece en A. o
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Vx :t X c X
Vx ;t Vy:T Vz:x ((x S y A y £ z) — » X £ z)
Vx:x Vy;x ( (x £ y A y £ x) — » x ■ y)
Vxi :  XI. . Vxn: Xn ((xi£l:Xl V . . V  X b £ i : X b )  4— > ( x i , . . , X b )  £  x:xis. . s X d
VX1:X1. . Vxn: X b  Vyi i XI. . . VyB! X b  (  (nXl £  i:Xl A. ..A -OCb  £  1 : x b )  — »
((xi X b )  £  (yi...................yB)«— »(xi£yi a .  . a  XB£yn)))
Vx:x Vy;x (x £ y — » (x ■ y v x ■ i))
Vx:x 1 £ X
Vx:xi (i x):xa ■ i:xz
(M x:xi) » x:X2 para M:xi— »X2 c Er(I)
Vx:bool (x “ true v x ■ false v x ■ X:bool)
Vx:xi Vy;xi(x ■ y — » (M x:xi) ■ (M y:xi) con M: xi— 4X2 fi Er(Z) 
Vx:x Vy:x ((x = y A (p x:x))— »(p y:x)) para p:x c £d
Vx:x Vy:x Vz:bool (z • X:bool —+ (if z then x else y) ■ x:x)
Vx:x Vy; X Vz: bool (z “ true — > (if z then x else y) ■ x)
Vx. x Vy: X Vz:bool (z » false — » (if z then x else y) ■ y)
Vyi:xi. . . Vyn: Xb (-i(yt ya) £ x :xi*...xXb — >
( (Xxi: XI. . . Xn: Xb. t: x) (yi,. . ,yn) ) » t:xlyi. . . yB/xi. . . Xb] ) 
Vx:xi (->( (pX: XI— >X2. M)* x) £ X:X2 — »
((pX:xi— »x2.M)* x) * ((pX:xi— 4X2.M) x) M:xi— *X2 « Erd). K w
Figure 1: Axioeas de orden
Leme 1.2.3
Todo axloma de orden es una fôrmula vàllda para PLPR.
Demostraclôn:
La validez de estos axiomas es una consecuencla de la seméntlca 
deflnlda para PLFR. Por ejemplo, los très prlmeros expresan las 
propledades reflexlva, transltlva y antlslmétrlca de todo orden 
parclal. Puesto que los domlnlos de Interpretaclôn son ôrdenes 
parclales, toda Interpretaclôn seré modelo de dlchas fôrmulas. Los dos 
axiomas slgulentes reflejan propledades del producto estrlcto que es 
con el que trabajamos. El slgulente es la expreslôn slntlctlca del 
hecho de que los ôrdenes son pianos. La semAntlca del térmlno x:x y de 
la expreslôn funclonal i:xi— >X2 hace que se satlsfagan los dos axiomas 
slgulentes, y puesto que las expreslones funcionales se Interpretan 
como funclones estrlctas, se verlflca el axloma (M i:xi) “ i:x2. La
71
semAntlca del tlpo bool y de los térmlnos true y false slrve como 
JustlfIcaclôn del slgulente axloma. A contlnuaclôn aparecen unos 
axiomas que podriamos llamar de sustltuclôn los dos prlmeros reflejan 
las propledades comunes de sustltuclôn de térmlnos Iguales en 
funclones y en fôrmulas predlcatlvas, para Indlcar la congruencla de 
las funclones y de los predlcados,respectlvamente. Los très axiomas 
slgulentes son consecuencla de la seméntlca del condlclonal.
Vamos a probar con detalle la validez del axloma de orden proplo 
del lambda cAlculo:
Vyitxi. .VyB:Tn(-i(yi ym) £ X:  xix. .. xXn — »
((Xxiixi.. .xa:xn. t:x)(yi ym)) ■ t: x(yi... yn/xi... xnj )
para ello tendremos que probar que para toda 3, para toda i) y para 
toda n-tupla d ■ <di....dm> < [xiJ^ije... s [xi]^tj \ {x^> obtenemos la 
igualdad:
3’ [(Xxi: XI. . . Xn: Xn. t: x)]ij (3" [(yi: xi. . . yn: Xn)]ij)
- 3'[t:x(yi...yn/xi...xnl]T, donde 3' -
Esto es clerto porque por un lado
3' [(yi:XI. ..yn:xn)]%i * d y por otro,
3*[(Xxi:Xl..Xn:Xn.t:x)]l, (d) - 3’  ^ |[t: x]t,
- 3'/? ' 3:Jy"=.T?Nrt tIu
\ Xl:Xt. . .Xn:Xn '
puesto que 3'[yi:xi]i) * di para todo 1, islsn
» 3’[t:x(yi. .yn/xi. .Xnl^ T» por el lema de sustltuclôn.
La validez de Vx:xi(-i((pX:xi— »xz.M)* x) £ i:x2 — »
((pX:xi— 4X2.M)* x) = ((pX:xi— »X2.M) x) (Kw)
es consecuencla de las propledades de los cpo* s pianos, y de los
resultados relatlvos a la equlvalencla seméntlca del p-operador y el 
supremo de sus aproxlmaclones slntéctlcas (Cfr. §1-3.2.5). m
En lo que slgue. dado un conjunto de Z-fôrmulas A, utlllzamos la
slgulente notaclôn:
ME(A) :* (pfI f es una I-sustlt. de tlpos, p e A, ptr es monomôrfIca) 
para representar el conjunto de las E-lnstanclas monomôrfIcas de las 
fôrmulas de A.
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Definiciôn 1.2.4
Dado un àrbol 7 cuyo* nodo# estin etlquetados por conjuntos de
Z-fôrmulas y un conjunto A £ L(Z), si R es una rama de 7 y A  ^es el
conjunto de fôrmulas que étiqueta su hoja. las réglas de expensldn de 
A  ^con respecta a A se dlvlden en extenslones y blfurcaclones y son 
las slgulentes:
Extenslôn de A^ con respecto a A: 
a-extensiôn: SI a « A^ , alargar R con un nodo etlquetado por el
conjunto A^ u {ai, oa>.
a*-extensl6n: SI a* c A^ , alargar R con un nodo etlquetado por el 
conjunto A^ v {«i*|i < «>.
y-eztensJdn: SI y c A^ , alargar R con un nodo etlquetado por el 
conjunto A^ u {y(t:v)>, siendo t:y un térmlno adecuado a y y a A^
ô-extenslôn: SI 5 c A^ alargar R con un nodo etlquetado por el
conjunto A^ u {ô(c:y)>, siendo c un slmbolo de constante auxlllar que 
no aparece en A  ^ni en ô. y y es el tlpo de la variable afectada por 
el cuantifIcador de 8.
9-extensI6n: Alargar R con un nodo etlquetado por A  ^y (8'> siendo 8 
un axloma de orden y 8* una Z-lnstancla monomôrfIca de 8 adecuada a
♦s-
p-extensl6n: SI p c A. alargar R con un nodo etlquetado por el
conjunto A^ u {po-} siendo <r una Z-sustltuclôn de tlpos adecuada a p y
Blfurcaclôn de A^ : 
g-blfurcaclôn: si 0 c A^ , blfurcar R con dos nuevos nodos
etlquetados por A^ u {g^ }, A^ u {g^ > respectlvamente .
g*-blfurcaclôn: si g* c A^ , blfurcar R con w nuevos nodos
etlquetados por A^ u <gy}. 1 < w, respectlvamente.
Dados dos Arboles w-ramlfIcados 7 y 7’ de raus flnltas cuyos
nodos estén etlquetados por conjuntos de fôrmulas, declmos que 7* es
una expensiôn de 7 con respecto a un conjunto de fôrmulas no vaclo A, 
si para algûn conjunto R de ramas ablertas de 7, 7" se ha obtenldo a 
partir de 7 expandlendo de forma slmultanea los conjuntos que
etlquetan las hojas de las ramas de R de acuerdo con las reglas de 
expanslôn con respecto a A. o
Definiciôn 1.2.5
Un ôrbol 7 se dice que es un tableau para un conjunto de
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l-fôrtMjlMs A si es el limite de una suceslôn de Arboles w-ramlfIcados 
7o. 7i,....7b. .. donde 7o esté formado por un solo nodo etlquetado per 
un subconjunto Ao S HZ(A), y para cada Kw. 7i«i es una expans lôn de
7t con respecto a A. o
Definiciôn 1.2.6
Un conjunto H de Z-fôrmulas monomôrfIcas es un conjunto de
Hlntlkk* si satlsface:
(a) Si a c H entonces ai c H y «2 c H.
(a*) SI a* s H entonces ai* c H para todo 1 < w.
(b) Si g s H entonces gt e H ô gz e H.
(b*) SI g* c H entonces gi* c H para algûn 1 < w.
(c) Si r c H entonces y(t:y) c H para cada Z-térmlno t:y adecuado a 
y y a H.
(d) SI ô c H entonces ô(c;y) c H para alguna constante auxlllar c 
con tlpo y, donde y es el tlpo de la variable afectada por el
cuantifIcador de 5.
(e) Todas las Z-lnstanclas monomôrfIcas de los axiomas de orden 
adecuadas a H estAn en H.
(f) H es coherente. □
Definiciôn 1.2.7
Una rama de un tableau 7 para un conjunto de fôrmulas A S L(Z) es 
complet* cuando la unlôn de los conjuntos de fôrmulas que etlquetan 
sus nodos es un conjunto de Hlntikka y contlene al conjunto MZ(A).
Un tableau 7 para A S L(Z) es cerr*do cuando todas sus ramas son 
flnltas y cerradas. en caso contrario es *blerto.
Un t*ble*u 7 para A S L(Z) es complete cuando todas sus ramas 
ablertas son complétas. □
1.3 RESULTADOS PRACTIGOS Y EJENPLOS
De las defInlclones dadas en el apartado 1.2 pueden deduclrse una 
serie de propledades de los tableaux que serAn de gran utllldad en las 
demostraciones de la correcclôn y completltud de este método. A 
contlnuaclôn probaremos que todo tableau es un Arbol con una forma 
determlnada y mAs adelante veremos cômo cualquler conjunto de fôrmulas
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(poslblemente pollmôrfleas) tlene un tableau complete.
1.3.1
Sea A £ L(£) y 7 un tableau para A con todas sus ramas flnltas y 
con el conjunto A etlquetando su ralz. Entonces 7 es de una de las 
formas (A) o (B) slgulentes:
(A) 7 tlene un ùnlco nodo etlquetado por Ao £ M£(A).
(B) 7 tlene uno mis subàrboles de una de las très formas que slguen:
I) 7 tlene exactamente un subir bol 7i con étiqueta Ai en su ralz 
de forma que 7i es un tableau para A v Ai, ademis en la construcclôn 
de 7 se hlzo una extenslôn de A con respecto a A.
II) 7 tlene exactamente dos subirboles 7i y 7z con étiquetas Ai y 
Az en su ralz. respectlvamente. taies que 7i es un tableau para A v Ai 
y 7a es un tableau para A u Az. En la construcclôn de 7 se hlzo una 
g-blfurcaclôn de A.
III) 7 tlene w subirboles 7i con étiqueta Ai en su ralz (Kw) de 
forma que para cada Kw. 7i es un tableau para A v Ai, y en la
construcclôn de 7 se hlzo una g*-blfurcaclôn de A.
PA»gStraÇ^ 6n:
Vamos a probar prlmero que todo subirbol 7i de 7 con el conjunto 
de fôrmulas Ai etlquetando su ralz es un tableau para A u Al.
Por la definiciôn de tableau. 7 es el limite de una suceslôn de
àrboles 7o. 7i.... 7k.... taies que 7o consiste en un ùnlco nodo
etlquetado por Ao £ HZ(A) y para todo k. 7k*i es una expans lôn de 7k
con respecto a A. Entonces. cualquler subirbol 7t de 7 con Ai
etlquetando su ralz es el limite de una suceslôn 7^. 7|... 7^.. ..
donde por un lado 7‘ es un irbol con un solo nodo etlquetado por el 
subconjunto A« u Ai £ MZ(A u Ai) (puesto que Ao £ MZ(A) y las fôrmulas
de Al son monomôrf Icas) y por otro lado 7* se obtiene de 7*^ ^
aplicando la régla de expans lôn que hlzo pasar de 7^ a 7^ ^^ . Por
tanto. y puesto que toda expans lôn con respecto a un conjunto lo es
tamblén con respecto a un conjunto mayor. 7*^^ es una expans lôn de 7*
con respecto a A v Ai con lo que deduclmos que 7i es un tableau para 
A V Al.
Ahora bien, si 7 tlene un ùnlco nodo, 7 colncldlri con 7o que por 
hlpôtesls conslte en un nodo etlquetado por Ao £ MZ(A) y tenemos un 
irbol de la forma (A). En caso contrario. A habri sldo extendldo con 
respecto a A o blfurcado. Supongamos que A fue extendldo con respecto
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a A, entonces por lo que acabamos de probar estamos en el caso (B)-i) 
del lema. SI A fue g-bifurcado o g*-blfurcado, como 7i es un tableau
para A u At, estamos en los casos (B)-ii) y (B)-ill) del lema.
respectlvamente. m
En lo que slgue dada una rama R nos referlremos a A^ para denotar
el conjunto de fôrmulas que etlquetan su hoja.
1.3.2
Todo conjunto de Z-fôrmulas A tlene un tableau complete 7^ que 
llamamos tableau c*n6nlco de A.
Demostraclôn:
Considérâmes una enumeraclôn de la unlôn de los slgulentes 
conjuntos de Z-fôrmulas:
(I) (a I a c ALFA)
(II) (g I g € BETA)
(III) (<y, y(t:v)>| y c GAMMA, y(t:v) un constltuyente de y)
(Iv) (3 I « « DELTA)
(v) (a* I a* c w-ALFA)
(vl) (g* I g" e w-BETA)
(vil) (8* I 8 es un axloma de orden y 8" es una Z-lnstancla 
monomôrfIca de 8).
Dlremos que un par de fôrmulas <9. 0> es relevante para un
conjunto de fôrmulas A cuando 9 c A y 0 9 A. Dlremos que a es 
relevante para A cuando a € A y a i 9 A o o 2 9 A .  Dlremos que g es 
relevante para A cuando g c A y gi 9 A y gz 9 A. Dlremos que 3 es 
relevante para A si y solo si 3 e A y para todo slmbolo de constante c 
nuevo. si v es el tlpo de la variable afectada por el cuantifIcador de
3. 3(c:w) 9 A. Dlremos que a* es relevante para A si y solo si a* 9 A
y at*9 A para algûn i<w. Dlremos que g* es relevante para A si y solo
si g c A y gi* 9 A para ningùn i<w. Dlremos que una Z-instancia
monomôrf Ica 8" de un axloma de orden 8 es relevante para A si y solo 
si 8" 9 A.
El slgulente algorltmo devuelve un tableau cosqrleto para A.
1. k :» 0
2. 7k : « • MZ(A) (es un solo nodo etlquetado por el conjunto MZ(A))
3. Si 7k es complete, parar.
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4. Sea A « <A^  | R es una rama abierta de 7k>. Para cada A^ e A se 
toma, si existe, la menor fôrmula (o par de fôrmulas) de la 
enumeraclôn relevante a A^ y se apllca slmultàneamente a todos 
los elementos de A. la correspondlente régla de expanslôn con 
respecto a A. El resultado de esta operaclôn es el tableau 7k*j.
5. k:« k ♦ l
6. Ir a 3
Deflnlmos 7^ como el limite de los tableaux obtenldos medlante 
este algorltmo. Tanto si el algorltmo para y la suceslôn es flnlta. 
como si es Infinite. 7^ es un tableau complete para A, como probamos a 
contlnuaclôn.
Por construcclôn, 7^ es un tableau para A En efecto, el peso 2 
asegura la condlclôn de la definiciôn de 7o. y por el peso 4 sabemos 
que para cualquler k, 7k«i es una expanslôn de 7k con respecto a A.
Ademis 7^ es complete porque por un lado, si el algorltmo para, 
la condlclôn de parada nos garantlza que obtenemos un tableau 
complete. Supongamos pues, que 7^ es el limite de una suceslôn 
Inflnlta. Entonces, por el paso 2 del algorltmo, se verlflca que toda 
rama abierta R de 7^ es tal que la unlôn de los conjuntos que
etlquetan sus nodos contlene a MZ(A). Vamos a ver como esta unlôn 
satlsface las dlstlntas condlclones que caracterlzan a los conjuntos 
de Hlntikka.
Las condlclones (a), (a*), (b). (b*). (c) y (d) se comprueban
utlllzando el slgulente razonamlento: denotamos por Ri la parte de la 
rama R correspondlente al subirbol 7i. Sea p una fôrmula no bislca de 
la unlôn de los conjuntos que etlquetan los nodos de R y s<w la 
poslclôn de p en la enumeraclôn conslderada para définir el algorltmo 
de construcclôn del tableau. Si p aparece por primera vez en Ri, 
entonces en Ri*m estin los constituyentes de p.
La condiclôn (e) se verifica porque para cada instancla 8'
adecuada a la unlôn de los conjuntos que etlquetan los nodos de la 
rama R, si s<w es la poslclôn de 8 " en la enumeraclôn inicial entonces 
8" aparece en R».
La condlclôn (f) se satlsface por ser R una rama abierta. m
Veamos algunos ejemplos de construcciones de tableaux para
fôrmulas de PLPR.
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Ejemplo 1.3.3
Conslderemos la signatura £ ■ <Et.Ed>, siendo:
Et ■ {nat/0.llst/1) y
Ed • <nll:-*p. Ping: list(p)— Miat, apnd: llst(p)slist(p)— >list(p).
cons: pmlist (p)— >list (p) > 
Supongamos que queremos deduclr la fôrmula:
Vx:llst(p) (Ping (apnd (nll.x))) £ (Ping x), a partir del axloma: 
Vx:llst(p) (apnd (nll.x)) « x. Para ello construlmos un tableau 
para el slgulente conjunto:
• ■ (Vx:llst(p) (apnd(nll.x)) ■ x,
-iVx:llst(ct) (Ping (apnd (nil:llst(ct).x)):list(et)) £ (Ping x):nat) 
(Vx:llst(ct) (apnd (nil: llst(ct).x)) ■ x.
-iVx:llst(ct) (Ping (apnd (nil:llst(ct),x))) £ (Ping x)>» Ao c ME(A)
I ô-extenslôn
Aou(i(Plng (apnd (nil:llst(ct),co: llst(ct)))£(Plng co: llst(ct))>-Ai 
I y-extenslôn
Al u ((apnd (nil:llst(ct),co: llst(ct))) * co:llst(ct)> ■ Az
I 0-extenslôn
Az u (Vx:llst(ct) Vy:list(et) (x - y — » (Ping x) ■ (Ping y))) » A3
dos 7-extenslones consecutlvas
A3 u ((apnd (nil:llst(ct).co:llst(ct))) ■ co:llst(ct) — »
(Ping (apnd (nil:llst(ct).co:llst(ct)))) » (Ping co: llst(ct))> ■ Ai
g-blfurcaclôn
Ai v(i(apnd (nil: llst(ct).co: llst(ct))) * co:list(ct)> | 
rama cerrada
Aiu((Ping (apnd(nil:list(ct).co: list(ct))))«(Plng co: list(ct))>»As
I a-extens.
Asu((Plng (apnd(nil: list(ct).co: list(ct)))) £ (Ping co: list(ct)). 
(Ping co:list(ct)) £ (Ping (apnd(nil:list(ct).co:list(ct)))))
rama cerrada
Este primer ejemplo es similar a los tableaux de primer orden 
clàsicos salvo en la forma en que se construye el conjunto inicial Ao 
instanciando de forma adecuada las fôrmulas polimôrficas. Lo que sigue 
es un ejemplo sencillo de un tableau en el cual se reallzan 
expans1ones propias de los tableaux para PLPR que hemos definido.
78
Ejemplo 1.3.4
Conslderemos la signatura En del ejemplo §1-2.4.1 y como alll,
utlllzaremos la slmpllfIcaclôn fact: nat— mat para representar
(pX:nat-mat.(Xx:nat.(If (es cero x) then (suc 0) else
(• (x. (X (pred x)))))))
Emplearemos tamblén la notaclôn 1 en lugar de (suc 0). Se trata de 
probar (fact 1) > 1 a partir de los axiomas slgulentes referentes a 
las propledades de los naturales.
(I) Vx:nat Vy:nat((suc x) ■ (suc y) — * x * y)
(II) Vx: nat -i(suc x) ■ 0
(III) (es_cero 0) ■ true
(Iv) Vx:nat(ix S i:nat — »(es_cero (suc x)) ■ false)
(v) Vx:nat(pred (suc x)) ■ x
(vl) Vx:nat(+ (x.O)) ■ x
(vil) Vx:nat Vy:nat (♦ (x,(suc y))) ■ (suc (+ (x,y)))
(vlll)Vx:nat (-oc £ i:nat — » (" (x.O) * 0)
(Ix) Vx:nat Vy:nat(" (x. suc y))) » (■*• (x, (* (x, y))))
Se trata por tanto, de encontrar un tableau cerrado para el
conjunto de fôrmulas ♦ * {(1),..., (Ix), -i(fact 1) » 1).
En la construcclôn de este tableau, que aparece en la figura 2, 
suprlmlremos la escrltura detallada de los pasos proplos de los 
tableaux de la lôglca cl&slca de primer orden y en los nodos
escrlblmos sôlo las fôrmulas a las cuales vamos a hacer referenda.
fact' représenta la 1-éslma aproxlmaclôn slntâctlca de 
fact:nat— mat. éstas aproxlmaclones pueden ser expresadas de la
slgulente forma:
fact® » (Ax:nat. (If (es_cero x) then 1 else i.-nat
fact' » (Xx.-nat. (If (es_cero x) then 1 else
(• (x,(If (es_cero (pred x)) then 1 else i))))) 
fact^ “ (Ax:nat.(If (es_cero x) then 1 else
(• (x.(If (es_cero (pred x)) then 1 else 
(• ((pred x).(lf (es_cero (pred (pred x))) then 1 else i))))))))
Désarroilamos la rama etlquetada con (0) en la figura 3.
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AI 8-extensl6n y orden
(• (1.(sue 0))) - (4 (1.(• (1.0))))
(• (1.0)) - 0 
(♦ (1.0)) - 1 
(• (1. (sue 0))) - 1
I 8-ex tens 16n y 1**' orden
nO £ i:net 
(pred 1) - 0 
(es_cero 1) ■ false 
il £ i:nat
I g-blfurcaclôn
-.(fact 1) £ 1 -.1 £ (fact 1)
I g*-blfurcacl6n 
-.(fact® 1)£1 -.(fact* 1) £ l...-.(fact" 1) £ 1...
a*-exten
-sl6n
(0) (1) (n) -.1 £ (fact, 1)
-.1 £ (fact* 1)
-.1 £ (fact" 1)
<■,
Figura 2
(ÔT
I 8-extenslôn
-il £ i;nat— »(fact l)*(lf (es_cero (sue 0) then 1 else i)
g-blfurcaclôn
I------------------------------------------------------------- o -------------------------------------------------------------1
-.-.1 £ i:nat (fact l)»(lf (es_cero 1) then 1 else i)
I I 8-extenslôn
1 £ i:nat (es_cero l)*false-»(lf (es_cero 1) then 1 else i)«x
I g-blfurcaclôn
rama cerrada I--------------------------------------------  1
-i(es_cero l)«false (If (es_cero 1) then 1 else i)=i
rama cerrada 8-ext. y 1 orden
(fact l) £ x:nat0
((fact” 1) £ X:nat a  x£1) -* (fact” 1) £ 1 
I g-blfurc.
i((fact® 1 ) £ x'nat a x £ 1 ) (fact® l) £ 1 
g-blfurc
f ~ n  I
-.((fact l)£x:nat x £ 1
i 1
rama cerrada rama cerrada
1
rama cerrada
Figura 3 
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Prolongamos ahora la rama (1) en la figura 4. Los prlmeros pasos 
son anilogos a los dados para la rama (0) y no los escrlblmos.
(1)
(fact* 1) » (If (es_cero 1) then 1 else
(• (1,(If (es_cero 0) then 1 else i))))
I 8-extenslôn y I'^orden
(fact* 1) S (• (l,(lf (es_cero 0) then 1 else i)))
I 8-extenslôn
(es_cero 0) ■ true— »(lf (es_cero 0) then 1 else i) ■ 1
g-blfurc.
I-----------------------
i(es_cero 0) ■ true
1
rama cerrada
(If (es_cero 0) then 1 else i) ■ 1
I 8-extenslôn 
(If (es_cero 0) then 1 else x) ■ 1 — »
(• (l,(if (es_cero 0) then 1 else x)*(* (1,1))
g-blfurcaclôn
-i(lf (es cero 0) then 1 else x)=l
X
rama cerrada
(• (l,(lf (es_cero 0) then 1 else x)»(" (1,1)) 
I 8-extenslôn y I'^orden 
(fact* 1) C (• (1,1))
I 8-extenslôn y 1**^ orden
(fact* 1) C 1
1
rama cerrada
Figura 4
Para todo n a 1, podemos prolongar (n) de la mlsma forma que para
(1), de manera que se van cerrando todos los subirboles, y al final se
obtiene una rama en cuya hoJa aparece (fact" 1) £ 1  que slrve para 
cerrar la rama (n).
La rama (*) puede ser prolongada trabajando de la mlsma forma que 
hemos hecho para (1) en adelante, es declr, Iremos cerrando subramas 
hasta obtener una rama que tenga en su hoja 1 £ (fact" 1). para
cualquler n a 1, que servlri para cerrar la rama (•) y por tanto el
tableau.
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2. OORRECCIOM Y COKPLETITOP DE LOS TABLEAUX
En esta secclôn demostraremos que el algorltmo de los tableaux 
para PLPR résulta ser un método correcto y completo que permlte 
seml-decldlr si un conjunto de fôrmulas es Insatlsfactlble. Ademis se 
obtendrin condlclones que convlerten a los tableaux en una guia para 
obtener cilculos completes para PLPR.
2.1 CORREOCION K L  METODO DE LOS TABLEAUX
Proposiclôn 2.1.1
Sea 7 un tableau para un conjunto ô S L(£) con todas sus ramas 
flnltas y sea ôo el subconjunto de fôrmulas de ô utlllzado en la
construcclôn de 7. Para cualquler E-Interpretaclôn 3, si 3  ^ Ao 
entonces exlsten una rama de 7 con $o etlquetando su hoJa y una
E-lnterpretaclôn 3 que es una extenslôn de 3, taies que 3  ^Ao.
Demostraclôn:
Vamos a ver que esta propledad se cumple para todo 7i de la
suceslôn 7o,7i,. ..7k,... cuyo limite es 7. Lo probamos por Inducclôn 
sobre 1.
Para 1 * 0 ,  7o es Igual a un solo nodo Ao S ME(A), Ao estari 
formado por E-lnstanclas monomôrflcas de Ao con lo que si 3  ^Ao los 
resultados semintlcos del capitule anterior nos aseguran que 3  ^Ao y 
por el lema de colncldencla cualquler E-lnterpretaclôn 3 que sea 
extenslôn de 3 seri tal que 3  ^Ao.
Para 1>0, supongamos que en 7i existe una rama Ri con Ai 
etlquetando su hoja y tal que si 3 f# Ao entonces existe una
E-lnterpretaclôn 3 que es una extenslôn de 3 de forma que 3  ^Ai. 
Sabemos que 7i«i es una expanslôn de 7i con respecto a A, si Ai no se 
expande al pasar de 7i a 7i«i entonces Rt es una rama de 7i«i y no hay 
nada mis que probar; en caso contrario, pueden haber ocurrldo dos 
cosas:
A) Al ha sldo extendlda con respecto A  y se ha producido una rama
Ri»i de 7ui con Aui etlquetando su hoja, o
B) Al ha sldo blfurcada.
SI ha tenldo lugar A), podemos a su vez dlstlngulr casos:
- SI a fi Al y 3  ^Ai, por las propledades de las fôrmulas de la clase
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ALFA se tlene 3  ^ei y 3  ^az luego 3  ^At u {at. az> y como Ai«i es 
preclsomente At u (at, oz) hemos obtenldo el resultado esperado.
- SI a* c At y 3  ^At, por las propledades de la clase w-ALFA, podemos 
asegurar que 3  ^aj* para todo J<w luego 3  ^At u {ej*|j<w} o lo que 
es lo mlsmo 3  ^At«i.
- SI y e At y 3 ^ At, se tlene 3 y(t.-y) para todo Z-térmlno
monomôrflco t:w, por las propledades de las fôrmulas unlversales. En 
particular 3  ^y(t:v) para el constltuyente y(t:v) que forma parte de 
At*i, luego 3  ^At*t.
- SI 6 c At y 3 !> At, por las propledades de las fôrmulas
exlstenclales sabemos que si 3  ^Ô entonces existe un a e D tal que 
3{a/c:v>  ^0(c:v) siendo <(c:y) el constltuyente de Ô que forma parte 
de At*t. Por el lema de colncldencla tenemos 3{a/c: v>  ^ Ai*t ya que 
c:y no aparece en Ai*i, luego existe una Z-interpretaclôn 3<a/c;y> que 
es una extenslôn de 3 y que verlflca 3<a/c:y>  ^Ai«i.
- SI At«i « At u <6’ > siendo 6’ una Z-lnstancla monomôrf Ica de un
axloma de orden S adecuada a At, entonces 3  ^Ai * 3 f- Ai*i porque
1.2.3 nos asegura 3 ^ 6  para cualquler axloma de orden.8 y por tanto, 
3 ^ 8 *  para cualquler 8" que sea una Z-lnstancla monomôrfIca de 8.
- SI At se extlende afiadlendo una Z-lnstancla monomôrfIca pc de una 
fôrmula p c A con <r adecuada a p y a At y si 3  ^ Ao u {p}, por
hlpôtesls de Inducclôn, 3  ^At, y por el lema de colncldencla, 3 ^ p
Impllca 3  ^ p. Por tanto, 3 tamblén serâ modelo de todas las
Z-lnstanclas monomôrflcas de p, en particular tendremos 3  ^ p<r y 
entonces 3  ^At*t.
SI ha tenldo lugar B) podemos a su vez dlstlngulr:
- SI g € At y Rt da lugar a dos ramas de 7t*t que llamamos Rt*t, i y 
Rt*i, z con At*i,i * At u {gi> y At*i,z - At u {gz} como conjuntos de 
fôrmulas que etlquetan sus hoJas. Entonces, si 3  ^ Ai, por las
propledades de las fôrmulas dlsyuntlvas, deduclmos 3  ^gt o 3  ^ gz. En
el primer caso 3  ^ A*i,i y seri Ri«t,i la rama que demuestra la
proposiclôn y en el segundo caso lo seri Rt*t,z.
- SI g* c Al y Ri da lugar a w ramas de 7i«i que llamamos Ri«i,j, con
Ai*i, j - Al V {gj*> (J<w) como conjuntos de fôrmulas que etlquetan sus
hojas, si 3  ^Al entonces, por las propledades de la clase w-BETA, se 
tlene 3  ^gk* para algûn k<w. Conclulmos entonces que slempre existe
una rama Rt*i,k de 7i«i y una Z-lnterpretaclôn 3 extenslôn de 3 tal
que 3  ^At«i.
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Hemos probado hasta ahora que la proposiclôn es clerta p*ra 
cualquler irbol de la suceslôn 7o,7i,... 7k,... cuyo limite es 7. 
Entonces. puesto que por hlpôtesls 7 slempre tlene sus ramas finit», 
tendremos que para cualquler rama R de 7 exlstlri un l<w tal que, para 
todo J>1, Rj ■ Rt * R lo que nos demuestra la proposiclôn para 7. a
Teoreaa 2.1.2 (Correcclôn del método de los tableaux)
SI un conjunto de fôrmulas A S L(£) tlene un tableau cerrtdo 
entonces A  es Insatlsfactlble.
CffljgStrAçl()n:
Sea 7 un tableau cerrado para A, por definiciôn, todas sus ramas 
serin flnltas y cerradas. SI A fuera satlsfactlble, tamblén lo séria 
el conjunto Ao S A utlllzado en la construcclôn de 7 y por la 
proposiclôn anterior exlstlrla una rama R de 7 tal que si es el 
conjunto de fôrmulas que étiqueta la hoja de R, entonces A  ^ es 
satlsfactlble. Pero A^  contlene todas las étiquetas de los nodos de R 
y por ser R una rama cerrada dari lugar a un conjunto no coherente que 
claramente no puede ser satlsfactlble con lo que, de suponer que 4 es 
satlsfactlble, hemos llegado a un absurdo lo que Indlca que A ha de 
ser Insatlsfactlble. m
Este teorema nos asegura que el método de los tableaux es un 
método de refutaclôn para PLPR correcto en el sentldo de que si de un 
conjunto A  de Z-fôrmulas podemos deduclr una fôrmula p, o lo que et lo 
mlsmo, podemos encontrar un tableau cerrado para A v (npa), donde ps 
es monomôrfIca y o* es una sustltuclôn de tlpos cuyos slmbolos de Ipo 
estin en CT entonces A  v {npr) es Insatlsfactlble y por el teorema 
§1-3.1.5 se tlene A   ^p.
2.2 COHPLETITUD DEL METODO DE LOS TABLEAUX
Los tableaux para PLPR resultan ser, como se demuestn a 
contlnuaclôn, un método de deducelôn completo para las fôrmulai de 
PLPR. Este teorema se deduce del hecho (probado en la secclôn 
anterior) de que todo conjunto de fôrmulas tlene un tableau completo, 
y de la satlsfactlbllldad de los conjuntos de Hlntikka.
Con el fin de allvlar la demostraclôn de que todo conjunti de
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Hlntlkk* H es satlsfactlble, hacemos una serle de conslderaclones 
prevlas que nos permltlràn définir la famllla de domlnlos en la que se 
satlsface H.
Lema 2.2.1
Sea H un conjunto de Hlntikka cualquiera y sea £s la signatura 
con la cual se forman las fôrmulas de H. Para cada v c HTp(D<) 
denotamos por T: y el conjunto de ü-térmlnos monomôrf Icos de tlpo y 
construldos con las variables libres de las fôrmulas de H, true, 
false, i, los slmbolos de Zs y los operadores X y p. Sea una 
relaciôn deflnlda para cada conjunto T:y de la slgulente forma:
ti:y *gt2:y w* ti: y £ tz: y S H y tz: y £ ti:y c H
Entonces se verifies que para cada yc KTp(Z)i), es una relaciôn 
de equivalencia en T:y.
Demostraclôn:
Comprobemos ias propledades de una relaciôn de equivalencia.
- Reflexlva: Por la condlclôn (e) de la definiciôn de conjunto de
Hlntikka, Vx:y x £ x es una fôrmula y perteneciente a H, entonces por 
la condlclôn (c) de los conjuntos de Hlntikka, como por contrucciôn,
todo t:y c T:y es adecuado a dicha fôrmula y a H, t:y £ t:y e H con lo
que t: y "^ t: y.
- Slmétrica: Se obtiene dlrectamente de la definiciôn de
- Transltlva: Supongamos que ti:y tz:y y tz: y ta: y. Por la 
condlclôn (e), Vx:y Vy:y Vz:y((x £ y a  y £ z) — » x £ z) * H y 
aplicando la condlclôn c) très veces consecutlvas tenemos que la 
fôrmula dlsyuntlva (ti:y £ tz: y a  tz; y £ ta; y) — » ti:y £ ta: y 
pertenece a H con lo que en vlrtud de la propledad (b) de la 
definiciôn de conjunto de Hlntikka:
1) i(ti: y £ tz:y A tz: y £ ta: y) e H, o bien
il) ti:y £ ta: y € H
SI se verlflca 1), aplicando (b) de nuevo, se deduce que al menos 
una de las fôrmulas iti: y £ tz: y o ntz: y £ ta: y debe estar en H lo 
cual es absurdo porque de la hlpôtesls de partlda se puede deduclr que 
ti:y £ tz:y c H y tz:y £ ta: y € H, y por ser H un conjunto coherente 
no puede contener una fôrmula y su negaclôn. Por tanto, como 1) no es 
clerto, ha de verlflcarse 11).
Razonando de manera similar podemos probar
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((ta; y £ ta:y a ta: y £ ti:y) — > ta: y £ ti;y) C H y llegar a la 
concluslôn de que ta: y £ ti;y * H . Esto Junto con 11) nos permlte
conclulr ti:y *^ ta: y.
2.2.2
La relaciôn de equivalencia deflnlda en el lema anterior 
cumple las slgulentes propledades de congruencla.
1. Respecto al producto.
(ti: yi..., tn: yn) yi«.. .«yn w* ti:yi « i^.yi para algûn 1 (Isisn) y 
si p. t. islsn. no si:yi i: yi y no ti:yi x:yi. si:yi ti:yi 
para todo islsn si y solo si (si:yi sn:yn) (ti:yi tn:yn).
2. Respecto a las funclones.
ti:yi ta: yi # (M ti: yi): ya (M ta: yi ) : ya para toda Zs-expreslôn 
funclonal M: yi—wa ccnstruida con las mismas condlclones que T:y.
3. Respecto a los predlcados.
Si ti:y ta: y y (p ti:y) c H entonces (p ta: y) C H.
4. Respecto a los booleanos.
Si t « T.-bool entonces t * true o t « false o t * i: bool.
5. Respecto al condlclonal.
t:bool true # (if t:bool then ti:y else ta:y) ti:y.
t: bool false w (if t: bool then ti: y else ta: y) ta: y.
t: bool i: bool # (If t: bool then ti;y else ta: y) i: y.
Demostraclôn:
1. Por la condlclôn (e) de los conjuntos de Hlntikka,
Vxi: yi. .. Vxn: yn ( (xi£x: yiv.. vxn£i: ynl<— »(xi..... xn)£X: yix... «yn) C H,
entonces, aplicando la condlclôn (c) n veces, 
(ti: yi£X: yiv.. vtn: yn£x: yn)<->(ti:yi,.., tn: yn) £ X: yi«.. «Pn < H, puesto 
que esta ûltlma es una fôrmula conjuntiva, tendremos
(ti: yi£x: yiv.. vtn: yn£x: yn)— 4(ti: yi,..., tn: yn) £ X:yi«. ..«yn * H y
(ti: yi,..., tn: yn) £ x: yi«... «yn — » (ti: yi£x: yiv.. vtn: yn£x: yn) c H,
aplicando la condlclôn (b) tenemos:
I) -i(ti: yi£x: yiv.. vtn: yn£x: yn) € H o (ti: yi,.., tn: yn)£x: yi«.. «yn c H
y
II) n(tl:yi,.. ,tn:yn)£x:yi«. «yn € H O (tl: yi£X: inv.. vtn: yn£X: yn)c H
SI ve verifica i), en vlrtud de la condlclôn (a), obtenemos
iti:yi £ x;yi c H p. t. islsn, o (ti.-yi tn: yn)£x: yi«... «yn c H.
SI se verlflca 11) por la condlclôn (b) llegamos a 
*i(ti:yi tn: yn)£x: yi«... «yn cH o ti:yi£x:yi cH para algûn 1, islsn.
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Como i) y il) tienen que verlflcarse slmultineamente y H es 
coherente deduclmos (ti: vi,... tn: vb)Sj.: m«.. «vn cH w» ti:vi £ i:yi c H 
para algûn 1, ademis x: vt £ ti:yi y x:yix. ..«vn £ (ti: vi..., tn: vn) 
pertenecen a H gracias al axloma de orden Vx:t x:t £ x. De todo ello 
se deduce la equivalencia que querfamos probar.
La segunda parte de la propledad 1 es consecuencla de
Vxi: VI... Vxn: yn Vyi: VI... Vyn: yn( (-uci£X: VI A a ixn£x: yn) — »
((xi xn) £ (yi yn) 4-> (xi £ yt A... A xn £ yn) ) c H
razonando de manera similar al caso anterior.
Para probar 2 vemos que por la condlclôn (e) de los conjuntos de 
Hlntikka. Vx: yi Vy:yi((x ■ y — » (M x):yz ■ (M y): ya) e H y aplicando 
(c) dos veces ((ti:yi ■ tz:yi — » (M ti:yi):yz * (M tz: yi ): yz) c H con 
lo que utlllzando la propledad (b) deduclmos:
1) iti:yi « tZ: yi € H o bien
il) (M ti:yi);yz « (M tz-.yi):yz) € H.
SI se verlflcara 1). puesto que se trata de una fôrmula
disyuntiva, tendrlamos -iti:yi £ tz:yi c H o -itz: yi £ ti:yi £ H pero 
esto es imposlble pues H es coherente y por verlflcarse ti:yi tz: yi
sabemos que tanto ti:yi £ tz: yi como tz: yi £ ti:yi son fôrmulas de H.
El razonamlento anterior nos Indlca que la fôrmula conjuntiva 
(M tl : yi): yz ■ (M tz: yi): yz) pertenece a H con lo que obtenemos la
relaciôn esperada.
La propledad 3 se obtiene a partir la instancla del axloma de 
orden Vx:y Vy:y((x » y a (p x))—» (p y)) que pertenece a H por (e), y 
utlllzando las propledades (c), (a) y (b) de los conjuntos de
Hlntikka.
Al Igual que en los casos anterlores sabemos que el axloma de 
orden Vx:bool (x ■ true v x ■ false v x ■ x:bool) esté en H por (e). 
Las condlclones (c), (b) y (a) de los conjuntos de Hlntikka permlten 
descomponer esta fôrmula hasta llegar a la conclusiôn de que para 
cualquler t: bool de T: bool, t: bool £ true c H y true £ t:bool c H, o 
bien t:bool £ false s H y false £ t:bool s H, o bien t:bool £ x:boolsH 
y X:bool £ t:bool £ H. De esta forma tendremos probada la condlclôn 4.
Demostramos con detalle el primer resultado de la propledad 5. 
Como Vx:y Vy:y Vz:bool (z*true — > (If z then x else y) * x) £ H por 
(e), al apllcar (c) très veces consecutlvas podemos asegurar que la
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fôrmula (t:bool*true — > (If t:bool then ti:w else ta:y) • ti:y) c H 
que por tratarsc de un fôrmula dlsyuntlva nos lleva a it:bool«true c H 
o (If t:bool then ti:y else ta: y)« ti:y c H. Pero it:bool"true no
puede aparecer en H porque llegar lamos a una contradlclôn con la
coherencla de H al ser t: bool true. Deduclmos por tanto que la 
fôrmula (If t: bool then ti:y else ta: y) ■ ti:y pertenece a H.
Aplicando la condlclôn (a), (if t:bool then ti:y else ta:y) S ti:y c H
y ti:y S (If t: bool then ti:y else ta: y) c H que permlte conclulr 
(if t: bool then ti:y else ta: y) ti:y.
La demostraclôn de la segunda y tercera parte de esta qulnta
propledad es anâloga al caso anterior utlllzando los axiomas de orden
Vx:y Vy:y Vz:bool (z - false — » (If z then x else y) * y) y
Vx:y Vy:y Vz:bool (z » i:bool —* (if z then x else y) ■ i:t ). b
Teorema 2.2.3 (Satlsfactlbllldad de los conjuntos de Hlntikka)
Todo conjunto de Hlntikka es satlsfactlble.
Demostraclôn:
Sea H un conjunto de Hlntikka cualquiera y sea la signatura
con la que se forman las fôrmulas de H. Conslderemos los conjuntos
MTp(Zx) que dénota el conjunto de los Zs-tipos monomôrfIcos de primer 
orden, y T(Zh) ■ U (T:y|y € MTp(Zs)).
Conslderemos para cada y c MTp(Zh) el conjunto T: y y la relaciôn 
de los lemas anterlores y sus respectives espaclos coclentes 
T:y/=g. Représentâmes por It:y) € T:y/»^ la clase de equivalencia del
térmlno t:y e T:y. Se verlflca que para cada y e MTp(Zs).
es un cpo piano con II: y] como elemento mlnlmo y definido por 
[ti:yj [ta:y) «-» tt:y £ ta: y < H.
Utlllzando los axiomas de orden perteneclentes a H que expresan 
las propledades reflexlva, transltlva y antlslmétrlca. se comprueba 
fâcllmente que el orden que acabamos de définir es un orden parclal.
Vamos a comprobar que £^ détermina un orden piano. Supongamos 
[ti:y] £^ [ta: y]. Por las condlclones (e) y (c) de los conjuntos de 
Hlntikka, la fôrmula dlsyuntlva ti:y £ ta:y — > (ti:y*ta:y v ti:y*l:y) 
pertenece a H. Entonces, por la condlclôn (b) se tlene iti:v £ tz:v cH 
o (ti:y ■ ta: y V ti;y * i: y) c H. Pero sabemos que iti: y £ ta: y 9 H 
puesto que [ti:y] £^ [ta: y] y H es coherente, por tanto aseguramos 
(ti:y ■ ta: y v ti:y > i:y) c H, y por la condlclôn (b) ti;y « ta:y 9 H
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o ti:v " i:w * H. SI ti:v ■ l2: w c H apllcando (a) podeaos af Irmar que 
ti;i> £ t2:w c H y que t2; v £ ti:v c H con lo que £^ tt2:vj y
(12: y] £^ (ti:y]. per la propiedad antlslmétrica del orden parclal £ , 
deduclmoa (ti:y] * (t2:y). En el caso de que ti;y » j.: y c H razonando 
coBo ante# llegamo* a la conclusiôn de que [ti:y] « (i:y].
Se define la £x-estructura de tlpoa la ■ <T^, <ct^|c Zai>> donde 
={<T: y/*^ , £^>|y c MTp(ü)} y ct^ “ T:ct/»^ si ct es una constante
de tlpo y ct^(T;yi/»^.... T:ya/»^) * T:ct(yi....vn)/»^ si ct es un
constructor de tipos de aridad n.
Para esta estructura de tipos se verifies [y]^* ■ T:y/»^ para 
todo y c HTp(£a) pues:
- T:bool/"^ ■ B ya que la propiedad de congruencia de referente a 
los booleanos nos asegura que los ùnicos elementos del cpo piano 
T:bool/"g son [true], [false] y [i:bool] coao eleaento alniao. For
b o o l '
tanto, estos elementos pueden identifIcarse con tt, ff y i 
respectivanente.
- T:ct/« - ct por la definlciôn de la.
la- T:ct(yi y«)/"^ “ ct (T:yi/*^....T-.vn/-^ ) por definlciôn de la.
- T: yi*... «yn/"^ ■ T: yi/*^e... eT: yn/»^ por las propiedades de
congruencia de con respecte al producto.
Puesto que T coincide con la familia de dominios asociados a 
los tipos Bonomôrficos, para définir una Ea-estructura de datos Sa con 
respecte a la, bastarà con conocer los valores de los slmbolos de 
datos para cada una de las instancias monomôrfIcas de su tipo mis 
general. Por tanto, definimos Da como sigue: 
c:y®" :■ [c:y]
f : yi— W 2^  6 [T:yi/*^-^ T: yz/*^ ] verlf icando:
p:y®"£ T:y/" \ {[i:y]> verlf Icando [t-.y] e p: y^" (p t:y) 6 H.
Se hace notar que estas definiciones son correctas debido a las 
ledades 
predicados.
Por la
puede identifIcarse con una Ea-sustituciôn de tipos del mismo nombre
propi de congruencia de con respecte a las fund ones y los 
s caracterlsticas de T^, toda asignaclôn de tipos tj eATp^
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Se define la valoraclôn (a con respecto a la. como una funclôn 
que verifies:
f'fxTla ■ flx:-n»j ai x:ra aparece libre en las fôrmulas de H
^a ^cualquiera en caso contrario
A continuaciôn se prueba:
(A) La Ea-interpretaciôn 3a ■ <Ia.Sa,<a> satisface 3a[t:y]a “ It:y]
para cualesquiera t:y « T(Ia) y V • ATp^.
(B) Si p c H entonces 3a  ^p.
Probamos (A) por inducciôn en la construcciôn de los términos: 
(Selialamos que dado que todos los términos de T(Ea) son
monomôrficos podemos simplificar 3 a [ t : p o r  el valor constante
3H[t: y] para cualquler asignaclôn 15 « ATp )
3a[x: y] » (a(x: y) ■ Ix:y] pues si x: y c T(Ea) entonces x :  y aparece 
libre en las fôrmulas de H.
3a[x: y] « el elements minimo de [y]^ es decir [x: y].
3a[c: y] » c: y ^  » [c:y].
3a[true] ■ tt » [truel.
3a[false] » ff » [false].
(<3a[ti:yx]. .3a[to:ym]> si 3a[ti:yi] *x- p. t. Isisn
X en caso contrarioyxx... syit
^ f<[tx:yx].....[ta: &%]> si [ti:yi] * [x: yx] para todo isisn
l [x:yxx... xyn] en caso contrario
por hipôtesis de inducciôn 
* l(tx:yx tn:yn)] por las propiedades de con respecto a e.
3a[(if t:bool then tx:y else ta: y)]
3a[tx: y] si 3a[t:bool] ■ tt
3a[t2:y] si 3a[t:bool] ■ ff
x^ si 3a[t:bool] -
[tx:y] si [t:bool] » tt
[t2:y] si [t:bool] > ff por hipôtesis de inducciôn
[x: y] si [t:bool] ■ X^^^
» [(if t:booI then tx:y else ta:y)] por las propiedades de 
congruencia de referentes al condicional.
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3h[(M t: yi): w] - 3«[M: yi— *yaj (3a[t:yi]). Por las propiedades de 
los conjuntos de Hintikka podemos asegurar que (H i:yi) > i:v2 s H y 
(t:yi ■ i:yi — » (M i:yi) » (M t;yi)) c H llegando a la conclusiôn de 
que si [t:yi] > [i:yil entonces [(M t:yi)] * (x:ya]. Por tanto, como 
las expresiones funcionales se interpretan como funciones estrictas, 
se tiens 3[(H x:yi)] « [(H x:yi)]. Si por el contrario [t:yi] # 
Ix:yi], y por h. i., 3M[t;yi] * x^ ,^ distinguimos las distintas formas 
que puede tomar H: yi— W 2.
- Pues to que por (e) (x t: yx): ya ■ i:v2 c H y se trata de una 
fôrmula conjuntiva podemos deducir que [(x t:yi):ya] > [x:yal. Por 
otro lado de la semintica de PLPR sabemos que 3s[x: yx— $y2] (3a[t:yx]) 
* x ^  ■ Ixryal con lo que 3h[(x t: yx): w] ■ [(x t:yx):ya].
- Para f:v\—w 2 se tiene 3s[f: yx— wa] ■ f : yx— w a ^  que por
definlciôn verlf ica f : yx— ([t:yx]) * I(f t:yx):y2] y por
inducciôn en t: yx, 3*[(f t:yx):yz] « f : yx— »ya^( [t: yx] ), entonces 
3H[(f t : yx ) : yz] ■ [(f t: yx): ya].
- Para X: yx— W 2, 3s[X: yx— wz] (3ii[t: yx] ) * (M(X: yx—*yz) ( [t: yx] ) 
por hipôtesis de inducciôn, y por definlciôn de (s se tiene la 
igualdad 3k[(X t : yx ) : yz] * [(X t: yx): yz].
- Por la condlciôn (e) de los conjuntos de Hintikka:
Vyx: yx... Vyn: yn(T(yx.. .yn) S x:yx«. ..xy» — »
((Xxx:yx.. .xn:yn. t:y)(yx,.. ,yn)) * t:ylyx... yn/xx...xo]) c H
Por las condiciones (c) y (b) podemos af irmar que se verifies al 
menos una de las dos afirmaciones siguientes:
1) n(tx:yx tn:yn) £ x:yxx. ..xyn c H
il) ( (Xxx: yx.. .xn: yn. t: y) (tx: yx,.., tx: i>b)) ■ t: y[2)] * H
I X I  • mrg • * • XB« WAj
Si se verifies i) entonces, por tratarse de una fôrmula a se
tiene (tx: yx tn:yn) £ X:yxx. ..xyn c H y llegariamos a la
conclusiôn de que [ (tx: yx tn:yn)] « [x: yxx... xyn] que no es cierto
por hipôtesis de partida. Por tanto ha de verificarse il) y deducimos
{((Xxx: yx. . .Xn:yn. t:y)(tx:yx,.. , tn: yn))] ■ It:y^^ j| ] • Por
otro lado, por inducciôn en ti:yi para i * l,...,n, se tiene 
3h[(Xxx: yx... xn: yn. t: y)] (3s[(tx: yx,..., tn: yn)] ) ■
por lema de sust.
It: y —  ' ^ -— 1 ] por hipôtesis de inducciôn [xx:yx.. .xn:ynj
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Luego 3h[( (Xxi: yi.. .xa: yn. t: v)(ti: in..., U: yn) )] ■
[ ((Axi: yi... xb: y>. t; y) (ti: in..., tn: yn) )].
- Por las propiedades de los conjuntos de Hintikka como el axioms 
Vx:Ti(-i((|iX:Tt— >T2. M)*x) S 1: T2— »( (jiX: Ti— *ra. M)'x) ■ ( (pX: Ti-»Ta. H) x)) 
pertenece a H, se deduce que p. t. i<w ( (pX: yi— M>a. M)‘ t:yi) S x:ya c H 
o ((pX:M—*ya.M)' t:yi) ■ ((pX:in— »ya.M) t:in) « K. Entonces para todo 
i<w se cumpie una de las dos igualdades siguientes:
- (((pX:yi— >ya.H)‘ t:in)l ■ [i: ya] 6
- [((pX:m— »ya.M)' t:in)l ■ (((pX:in— »ya.H) t:in)]
De estas igualdades. aplicando hipôtesis de inducciôn y por las 
propiedades de las aproximaciones sintâcticas del p-operador y de los 
cpo’s pianos se concluye 3s[( (pX: y*— *ya. M) ' t: yi )] ■
U".o( ((pX: M — $ya.M)'t: in)] ■ ( ( (pX: m — lya.H) t:yi)], luego
3h[( (pX; yi—m>2.M) t;yi)] « I ((pX: yi— iva.M) t;yi)].
Probamos (B) por inducciôn en la construcciôn de las fôrmulas, 
teniendo en cuenta que puesto que se trata de fôrmulas monomôrficas 
podemos suprimir la escritura de i).
ti: y S ta: y c H e# [ti: y] [ta: y] por definlciôn de
3u[ti: y] 3s[ta: y] por (A) 3s ^ ti:y S ta: y.
(p t:y) c H «-» [t:y] c p: y ^  por definlciôn de p: y^. Entonces,
del resultado (A) deducimos (p t:y) c H 3s  ^(p t:y).
Si np * H distinguimos casos segùn ses p.
Si ntl: y S ta: y c H, supongamos que 3a  ^ti:y S ta: y entonces 
podemos af irmar que [ti:y] [ta: y] y por tanto ti:y S ta: y e H, pcro 
esto es absurdo porque H es coherente. Por tanto no 3s  ^ti:y £ ta:v y
por tratarse de una fôrmula monomôrf ica 3s  ^nti: y £ ta: y.
Si n(p t:y) c H y 3a ^  (p t:y) tendremos [t:y] c p:y®* que por
la definlciôn de p: y ^  impi ica (p t:y) c H pero esto es imposible por
ser H coherente. Entonces como trabajamos con fôrmulas monomôrficas 
concluimos 3a  ^n(p t:y).
Si -i-ip c H, por tratarse de una fôrmula « tendremos p c H y
por hipôtesis de inducciôn podemos asegurar que 3a  ^p que équivale a
decir que no no 3a  ^p y entonces 3a  ^nnp.
Si n(p V ^) c H. tenemos una fôrmula conjuntiva cuyos
constituyentes pertenecen a H. es decir np e H y a H. Por hipôtesis
de inducciôn se tiene 3 a ^ n p y 3 a ^ n ^ ,  y por la sem&ntica de la
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dlsyunclôn y la negaciôn de fôrmulas monomôrficas podemos asegurar que 
3a y -i(f V )^.
SI n(p A c H. tendremos una fôrmula 0 en H. luego en H 
estarà también alguno de sus constituyentes, es decir, np * H o e
H. Por hipôtesis de inducciôn se tiene 3 a ^ i p o 3 a ^ n ^ ,  y por la 
semintica de la conjunciôn y la negaciôn de fôrmulas monomôrficas 
podemos asegurar que 3a  ^i(p a #).
Si i3x:y p c H, como se trata de una fôrmula y, deducimos que
ip(t:y/x:y] < H para todo tirmino t: y adecuado a p y a H que son
precisamente los miembros de T;y. Supongamos que existe un a c T:y/«^
tal que 3a<a/x:y> p, es decir. existe un t: y c T: y tal que
3h{ [t: y]/x: y>  ^p y por (A). 3a<3a[t: y]/x: y)  ^p. Entonces. apl Icando
el lema de sustituciôn. 3a  ^ p[t:y/x:y] pero esto es absurdo pues
iplt:y/x:yl e H y por hipôtesis de inducciôn, no 3a  ^ p(t:y/x:yj. 
Concluimos diciendo que no exite un a c T:y/«*^  tal que 3a{a/x:y}^ p y 
por tanto. 3a  ^-i3x: y p.
Si iVx: y p c H. por la propiedad (d) de los conjuntos de 
Hintikka se tiene ip[c:y/x;y] c H para alguna constante auxiiiar c:y, 
entonces. apiicando inducciôn. 3a  ^ ip(c:y/x: y]. Supongamos que para
todo a « T: y/»^ 3a{a/x: y)  ^ p. que es équivalente a decir que para
todo t: y c T:y. 3a{ [t: y]/x; y>  ^ p o bien. 3a{3a[t: y]/x: y>  ^ p. 
Entonces. apoyindonos en el lema de sustituciôn tenemos que para todo 
t-.y de T;y. 3a  ^pit; y/x:y] y en particular 3a p(c:y/x:y] lo cual es 
absurdo pues 3a ). ip[c: y/x: y]. Concluimos que 3a iVx:y p.
Si (p V e H. como se trata de una fôrmula 0. p e H o ^  e H. y
por hipôtesis de inducciôn 3a  ^p o 3a  ^ De la sem&ntica de la 
dlsyunclôn de fôrmulas monomôrf icas deducimos 3a  ^(p v *).
Si (p A ÿ) c H. por la condlciôn (a) de los conjuntos de 
Hintikka. p e H y # e H. y por hipôtesis de inducciôn 3a  ^p y 3a ^
De la sem&ntica de las fôrmulas conjuntivas deducimos 3a  ^(p a  }^.
Si 3x:y p < H. por ser èsta una fôrmula existenclal, se verifies 
que pic: y/x: y] « H y por hipôtesis de inducciôn 3a  ^pic: y/x: y]. Por 
ei lema de sustituciôn 3a{3a[c: y]/x: y)  ^ p para alguna constante 
auxiiiar c;y. que por (A) équivale a decir que existe un elemento 
le: y] de T: y/"^ tal que 3a< le: yj/x: y>  ^p por lo que 3a  ^3x:y p.
Si Vx:y p c H. por la condlciôn (c) de los conjuntos de Hintikka
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se tiene que pit:y/x:y] « H pars todo t:y c T:y. Entonces. por 
hipôtesis de inducciôn. 3a  ^pit: y/x: y] y por el lema de sustituciôn 
3a<3a[t: y]/x: y> p para todo t:y s T:y. es decir. para todo lt:y] de 
T:y/"g se satisface 3a<It: y]/x: y>  ^p por lo que 3a  ^Vx:y p. e
Teoreaa 2.2.4 (Completitud del método de los tableaux)
Todo conjunto # £ L(£) insatisfactible tiene un tableau cerrado.
Demostraclôn:
El lema 1.3.2 nos asegura que podemos encontrar un tableau 
complete para 4 que llamamos tableau canônlco y dénotâmes por 7^ . 
Vamos a probar que 7^ es cerrado. Supongamos que 7^ es abierto. Si 7^ 
es de ramas finitas. para ser abierto tendri que tener alguna rama 
abierta; si por el contrario 7^ no es de ramas fini tas. tendrà alguna 
rama infini ta y por tanto abierta. En cualquler caso 7^ tiene una rama 
abierta. R. que serl compléta por serlo 7^. y la uniôn de los 
conjuntos que etiquetan los nodes de R seri un conjunto de Hintikka H 
que contiene a ME(4). Puesto que todo conjunto de Hintikka es 
satisfactible. la uniôn de los conjuntos que etiquetan los nodes de R 
es satisfactible y con elle también lo seré M£(é). Pero M£(4) 
contiene. por definlciôn, todas las E-instancias monomôrficas de las 
fôrmulas de é; dado que el modelo que satisface H cumpie las hipôtesis 
del teorema §1-3.1.6 concluimos que 4 es satisfactible. pero esto es 
absurdo por hipôtesis luego 7^ ha de ser cerrado. a
Del teorema de completitud y de §1-3.1.5. se puede deducir que si 
un conjunto de E-fôrmulas 4 y una E-fôrmula p verifican 4  ^ p. 
entonces. existe un tableau cerrado para el conjunto 4 v {npir} siendo 
pp monomôrf ica y p « con cti constantes de tipo nuevas para
i*l....n.
2.3 CONDICIONES I£ COHPLETITVD ÜE UN CALCULO
Representamos por }- el slmbolo de deribabilidad formai de un 
c&lculo. Demostraremos que todo sistema de deducciôn para PLPR que 
verifique unas condiciones obtenidas a partir de las propiedades de 
los tableaux es complete.
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Propoaiciôn 2.3.1
Sean 4 un conjunto no vacio de Z-f6rmulam, p una Z-fôraula 
cualqulera y 7 un tableau de ramas finitas para 4 Sea C un c&lculo 
para PLPR que cumpie las condiciones siguientes.
(1) Si 4 | - p y 4 c 4 *  entonces 4’ |- p.
(2) Para toda fôrmula a, 4 u {ai.o2> )- p * 4 v <a> [- p.
(3) Para toda fôrmula 0, 4 u (0i> [■ p, 4 u <02> }- p >* 4 u {0> [■ p.
(4) Para toda fôrmula y, 4 u <y(t:y)> |- p * 4 u {y} }■ p para todo 
Z-término monomôrfico t:y de tipo y.
(5) Para toda fôrmula 6. 4 u {0(c:y)> |- p * 4 u {6} )- p siendo c una
constante auxiiiar de tipo y tai que c no aparece en 4 ni en p
ni en 4.
(6) Para toda fôrmula a*. 4 u <ai*} |- p ^ 4 u <a*> p para todo 
i<w.
(7) Para toda fôrmula 0*. 4 u <0i} |- p para todo K w  * 4 u (0*> (- p.
(8) 4 u { 6 ‘> I" p * 4 f-p para toda Z-instancia monomôrf ica de los 
axiomas de orden.
(9) 4 V <|&r> )- p * 4 u <4> [- p para cualquler Z-sustituciôn de tipos 
9.
Entonces, si para toda rama R de 7. se verifies 4^ }- p , se tiene
♦ 1- f-
Demostraclôn:
Por inducciôn en la profundidad de 7:
Si p(7) * 0, por el lema 1.3.1, sabemos que 7 tiene un solo nodo
etiquetado por 4o siendo 4o » MZ(4o) con 4o £ 4. Supuesto que 4o [- p,
apl icando (9) para cada fôrmula de 4o. se obtiene 4o p y por (1) 
deducimos 4 )- p.
Si p(7) > 0, por el lema 1.3.1, 7 tiene sub&rboles 7i. con i 
recorrlendo un cierto conjunto I £ N. que son taies que para todo i de
I, si 4i es ei conjunto que étiqueta la ralz de 7i, entonces 7i es un
tableau para 4 v 4i. Supongamos que para toda rama R de 7 se verifies 
4^ |- p. Si Ri es la rama de 7i correspondiente a la rama R, tendremos 
que por construcciôn 4^J^ p para todas las ramas Ri de 7i y por 
hipôtesis de inducciôn podemos asegurar que 4 u 4i |- p. Ahora bien, 
sea 4 el conjunto de fôrmulas que étiqueta la ralz de 7, a partir del 
hecho 4 u 4i |- p probaremos 4 p distingulendo casos segôn la régla 
de expansiôn con respecto a 4 que se le aplicô a 4.
Supongamos que a c 4 entonces I es unitarlo, 4i > 4 u <ai, 02} y
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como hemos vlsto 4 u 4i |- p. entonces en vlrtud de la condlciôn (2) se 
obtiene 4 w 4 |> p. pero 4 S MZ(4) con lo que por (9) deducimos 4 |- p.
Si 0 < 4. 7 c 4, 4 c 4. a* c 4. la demostraclôn es aniloga
aplicando las condiciones (3), (4), (5) y (6) respectivamente. Vamos a 
ver algôn otro caso de forma detallada.
Si 0" e 4 y 4 fue 0"-bifur cado entonces I » H y 4 i * 4 u  {0i*> 
para 1 « I. Como 4 v 4i |- p para todo i<w. apl Icando (7). 4 u 4 [■ p y
por ser 4 £ MZ(4). por la condlciôn (9) concluimos 4 p.
Si 4 fue expandida con respecto a 4 alargando su rama con una 
fôrmula 4 c M£(4) entonces I - <1> y 4i ■ 4 u (4>, apl icando la 
hipôtesis de inducciôn. 4 v 4 v <4>|- p. pero 4 v <4> £ KZ(4). 
entonces, apl Icando (9) llegamos a 4 |> p.
Por ûltimo si 4 fue expand ido alargando su rama con una 
Z-instancia monomôrfica de un axioma de orden, la condlciôn (8) nos 
asegura el resultado esperado. m
Teornsw 2.3.2
Sea 4 £ L(Z) y sea C un c&lculo para PLPR que satisface las 
condiciones siguientes:
(0) 4 {- p si p « 4.
(1) a (9) del teorema 2.3.1.
(10) 4 u (np) |- 4, 4 V (np) |-t4 # 4  p si p es monomôrf ica.
(11) 4 V ((p 1:t)> |- p para cualquler p c L(Z).
(12) 4 }- py "» 4 }- p, si py es monomôrf ica, v » p^|* si*ndo 
cti constantes de tipo que no aparecen en 4 u (p) para todo i, lai^ n.
Entonces C es un c&lculo completo para PLPR.
PSWggtrWléq:
Svqx>ngamo8 que 4  ^p para p < L(Z) entones para una Z-sustituciôn 
de tipos 9 tal que py es monomôrf Ica y los Z-slmbolos de tlpo que
aparecen en 9 est&n en CT se tiene que 4 v (npe) es insatisfactible
(§1-3.1.S). Por otro lado, la completitud del método de los tableaux 
nos asegura que existe de im tableau cerrado 7 para 4 v (ipir) que por 
tanto, tiene sus ramas finitas y cerradas. Para cada rama R de 7 se 
verifies o bien: a) existe una fôrmula 4^ tal que 4^ * 7 "4^ , « 4^ ,
o bien: b) existe una fôrmula (p i:x) c 4^ .
Si se verifies a), por (0), tenemos 4^ 4^ y 4^ |- i4^ para cada
rama R, y por (1), 4^ u (-i*> I" \  7 para toda rama R
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siendo % una fôrmula monomôrfIca cualqulera. Entonces, de acuerdo con
(10), se obtiene 4  ^  ^% para todo R. De una manera similar se prueba 
que 4^ [- nx para toda rama R. Estamos pues en condiciones de api1car 
la proposiciôn anterior y asegurar que 4 v {ipe) |- x y 4 u <npe) |- ix.
Si de da el caso b), por (11) se obtiene que 4^ % y 4^ |- i*
para toda rama R, y por 2.3.1, al igual que en el caso anterior, 
tendremos 4 u (ipo->|- % y 4 v (ipe)}- -i*.
Puesto que en cualquler caso 4 u (npe) % y 4 v (npe) |- n*
aplicamos (10) y obtenemos 4 [■ La Z-sustituciôn de tipos c
satisface las condiciones impuestas en (12), por tanto, 4 |- p como 
querlamos demostrar. m
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CAPITULO III
CALCULOS NATURALES Y ALGUNAS CUESTIONES SOBRE COMPLEJIDAD
En el capitule anterior viaos que el algoritao de los tableaux es 
un método de refutaclôn para PLPR que permite semi-decidir si un 
conjunto de fôrmulas es insatisfactible. También hemos seftalado su 
facilidad de automatizaclôn y su utilidad para construir c&lculos
completes. Sin embargo, se puede objetar que el método de los tableaux 
no résulta muy natural desde el punto de vista de su siailitud con los 
razonamientos humanos. Dado que esta similitud es una de las 
caracterlsticas a tener en cuenta cuando se diseha un sistema de 
demostraclôn autométlca, estaremos interesados en construir nuevos 
câlculoE con esta cualidad.
En este capitule, apoy&ndonos en las condiciones de completitud 
obtenidas utillzando los tableaux, definiremos un càlculo de deducciôn 
natural para PLPR, que llamaremos PHÇ, y demostraremos su correcciôn y 
completitud. Aunque màs natural que los tableaux el nuevo método de 
deducciôn seguiré siendo un càlculo Infinitarlo, al igual que todo
càlculo completo para PLPR.
La razôn por la que nuestra lôgica no admite càlulos coaqaletos 
finitarios queda detallada en la segunda secciôn de este capitule 
donde se prueba incluso, que la validez en PLPR es un problems 
n|-completo. En la demostraclôn de este resultado emplearemos 
técnicas de reduceIôn de problèmes, en concrete, reducIremos un dominô 
recursive z|-completo al problems de satisfactibllidad.
Por ûltimo, con el fin de obtener un càlculo que sirva de base a 
un sistema de deducciôn automàtica eliminaremos las reglas 
infinitarias del sistema de deducciôn natural definido en la primera 
secciôn, incorporando en su lugar una régla de inducciôn de punto
fijo. Las reglas infinitarias de trabajan con fôrmulas que tlenen
definiciones recursivas en su interior; como veremos en los ejemplos, 
el hecho de sustituir estas reglas por la inducciôn de punto fijo no 
nos impide derivar este tipo de fôrmulas. La régla de inducciôn se 
define sobre un subconjunto del lenguaje, el conjunto de fôrmulas 
continuas. Se demostrarà que este conjunto es I^-duro, lo que seguirà 
dificultando la iaplementaciôn del càlculo. Sin embargo, es fàcil 
reconocer de manera automàtica un gran numéro de fôrmulas continuas.
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SI nos 11mltamos a este conjunto. consegulremos un càlculo con mejores 
propiedades computacionales que PXC y màs pràctico para el usuario, 
acostumbrado a hacer demostraciones usando la régla de inducciôn.
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1. UN CALCULO DE MDOOCIOM NATURAL PARA PUR
El càlculo PRC que se presents s contlnuaclôn puede considerarse 
como un sistema de deducciôn natural que admite la técnica de la 
cancelaciôn de hipôtesis. Esta técnica refleja el modo bastante 
habituai de hacer demostraciones matemàticas suponiendo ciertas unas 
determinadas hipôtesis. (Dal-80].
El sistema de reglas de derivaciôn détermina el càlculo, estas 
reglas slrven para derivar fôrmulas a partir de otras. La parte 
superior de una régla son las premisas mientras que la parte inferior 
es llamada conclusiôn. Las reglas de pueden agruparse segùn su
utilidad en distintos grupos:
Existiràn reglas propias de la lôgica de primer orden; como en 
todo càlculo de deducciôn natural tendremos, por cada conectlvo y 
cuantificador, una régla de introducciôn en la que éstos aparecen en 
la conclusiôn, y una régla de elimlnaciôn, en las que el conectlvo o 
cuantificador aparece en las premisas.
Al ser PXG un càlculo para una lôgica polimôrfica, estarà 
provisto de reglas de sustituciôn de tipos. es decir. reglas que 
permiten o bien concluir una fôrmulas a la que se le ha aplicado una 
sustituciôn de tipos eliminando o instanciando una variable de tipo. o 
bien permiten deshacer esta sustituciôn introduciendo una variable de 
tipo.
Las reglas derivadas de los axiomas de orden definidos en 
§11-1.2.2 se presentan en varies bloques: uno refleja las propiedades 
del orden parcial piano y del producto estricto; otro incluye las 
propiedades del simbolo i; la régla de sustituciôn de términos iguales 
constituye otro bloque; mientras que las reglas referentes a los 
términos booleanos y condicional forman un gnqx> màs; por otro lado. 
la existencia del Ap-càlculo se traduce en una régla de abstraciôn y 
una régla de recursiôn.
Por ûltimo. tenemos un grupo de reglas que llamaremos de 
aproximaciôn porque expresan la relaciôn entre una fôrmula que tiene 
un término recursive y la aisma fôrmula donde dicho término se ha 
sustituido por sus aproximaciones sintâcticas. Este grupo incluye 
reglas con un nûmero infinite de premisas.
Una vez establecido el sistema de reglas y el concepto de 
derivaciôn. se introducen una serle de reglas derivadas que. salvo por
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el polimorfitmo, son eniloges a réglas de la lôgica clàslca tales como 
el tercero excluso. el teorema fundamental, el modus ponens, las 
reglas de De Morgan, la elimlnaciôn de la doble negaciôn, etc.
1.1 EL SISTDU DE REÇUS
Por ser PKC un càlculo de deducciôn natural, las deducciones o
esquemas de derivaciôn pueden considerarse como àrboles cuya ralz
représenta la conclusiôn de la deducciôn y cuyas hojas son hipôtesis o
suposiciôn de hipôtesis que pueden eliminarse; el paso de los hijos al
padre se realize aplicando una régla de derivaciôn. Usaremos la
notaciôn D para représenter un àrbol de derivaciôn con p como 
*>
conclusiôn. La cancelaciôn de hipôtesis queda reflejada por el
principle de que si 4 ss un àrbol de derivaciôn con hipôtesis 4, 
0 
9
entonces. [4 ] es un àrbol de derivaciôn con 4 cancelado. Entre las 
D
X
premises de una régla pueden aparecer notaciones del tipo [pi para
*
indicar que existe un àrbol de derivaciôn con p cancelado y con 4 como 
conclusiôn.
Definlciôn 1.1.1
Las reglas de derivteién que cons tituyen el càlculo PflC son las 
definidas a contlnuaclôn.
Règles propias de los conectlvos
[p] [4]
4 ^ 4 V 4 X %
(vi)     (vE)   (4 y 4
p V 4 4 V p X monomôrfic.)
P 4 p A 4 p A 4
( A l )  ------  (aE)-----  ----
p A 4 p 4
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[pi (-«p]
t4 Â 4 -<4 À 4
(ni) ------  (p monomôrf ical (lE)   (p monomôrf Ica)
Réglas para los cuantifICMdores 
P(c;x/x:t1
(VI) ----------- (c no aparece en p ni en las hipôtesis no
Vx:T p canceladas de la derivaciôn de p(c:%/x:Tl)
Vx:t p plt:T/x:xl
(VE)   (31) ---------
plt:x/x;xl 3x:x p
(3E)
(p(c:x/x:xll 
3x:x p 4 (c no aparece en p ni en 4 ni en las hipôtesis no canceladas de las deri- 
vaciones de p[c:x/x:xl y de 3x:x p)
Réglas de sustituciôn de tipos 
p[ct/pl
(TSI) ------  (ct no aparece en p ni en las hipôt. no canceladas de
p la derivaciôn de p(ct/pl)
4
(TSE) -------  (para cualquler sustituciôn de tipos «■)
9<r
Réglas del orden parclal piano
ti:xCt2:x ta: x£tl:x
(REF) --------  (ANT)--------------------
t: X £ t:X tl:x ■ t2:x
ti;x £ t2:x
(FLAT)
ti:x ■ t2:x V ti:x ■ i:X
(PROD-
ti:xi £ x;xt V..V ta:Xo £ X:Xn <-» (tl:Xi..... tn:Xn) £ X: Xlx. . x X b
-itl: XI £ X:X1 A. ..A -»tn:Xo £ X:Xn
(PR02)----------------------------------------------------------
ti:xi£si:XlA.. . Atn:Xnfisn:xn (tl: XI.. . , ta: Xn)£(si: XI, . . . Sn: Xn)
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Reglas propias del bottom
(BOT) ---------------------- (STO)-- -----
1:t C t:T (M X:ti):t2 ■ X;t2
(DEF) -------------------
(x t:Tl):T2 ■ X:T2
Reglas de los booleanos y el condicional
(Bool) -----------------------------------------------------
t:bool ■ X:bool v tibool ■ true v t:bool • false
t:bool “ X:bool
(xlf)
(TIf)
(FIf)
(If t:bool then ti;T else t2:x) » tz; x
(If t:bool then ti:x else t2:x) ■ x:x
t:bool ■ true
(If t:bool then ti:x else t2:x) ■ ti:x
t:bool « false
Régla de sustituciôn de términos 
ti:x ■ tz: X p(ti:x/x:x]
(SUB)
p[t2:x/x: x]
(ABS)-
Reglas del Xp-cilculo
- » ( t l :  XI,.. , ta: X b )  £ X:Xlx. . . x X b  
(Axi:xi. .  X b :  Xn. t; x) (tl:Xl, ... ta: Xn)“t:x(tl: Xt. . tn:Xn/xi: Xl. . Xn:Xa]
n((pX:Xl— *X2. M)' t:xi) £ X:X2
(REC) ---------------    (Kw)
((jiX:Xl— »X2.M) t:xi) ■ ((jiX;xi^xz.M) t:xi)
Régla de contradlcclôn
(p x:x)
(Ctr) -------
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Reglas para las aproximaciones del punto flJo
(ti.T)* £ tz: T (Kw) ntl: T £ (ta:T)* (Kw)
(aAp)   (ncsAp) --------------------
tl:x £ t2:x ntl: x £ t2: x
tl:x £ (t2:x)* n(ti:x)‘ £ t2:X
(Apr) -------------  (Kw) (nApr)   (Kw)
ti:x £ t2:x ntl:x £ t2:x
(p (t:x)‘) n(p (t:x)‘) (Kw)
(PAp) ---------  (Kw) (nPAp)-----------------
(p t:x) n(p t:x)
La restrlcciôn en algunas reglas de que las premisas sean 
monomôrfIcas no Impide hacer razonamientos sobre fôrmulas 
polimôrficas, puesto que las reglas propias del pollmorfismo permiten 
incluir y eliminar variables de tipo.
Definlciôn 1.1.2
El conjunto de derlvaclones es el menor conjunto 0 que verifica:
(1) Para cualquler p de L(Z), el àrbol con un ùnlco elemento p 
pertenece a D.
(il) Si para algün I £ N, Di c 0 entonces Di pertenece a D si
pi pi (i€l)
X
X se obtiene aplicando una régla de derivaciôn a (pi | ici).
Sea r un conjunto de fôrmulas, se dice que p es derivable a 
partir de T y se escribe T )- p, si existe una derivaciôn con p como 
conclusiôn y todas sus hipôtesis no canceladas en T. o
1.2 REGLAS KRIVADAS
Con objeto de simplificar las deducciones, vamos a considérer 
reglas que llamamos derivadas y que son taies que existe una 
derivaciôn cuyas hipôtesis coinciden con las premisas de la régla y 
cuya conclusiôn es la conclusiôn de la régla.
El caràcter de estas reglas permite usarlas en una deducciôn como 
si se tratara de las reglas primitivas que constituyen el càlculo PXG.
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Las reglas de De Morgan son derlvables Incluso en el caso de 
fôrmulas polimôrficas:
i(p V 4) i(p A 4)
Comprobamos iCp v 4 ) |- ip a 14. Sea 9 es una sustituciôn de tipos 
que sôio utilize slmbolos nuevos y que hace monomôrf icas a po- y 4<r, 
Consideremos la siguiente derivaciôn.
-»(p V 4 ) i(p V 4 )
(TSE)---------------- ---------  (TSE)
-.(pe- V 4e) [p9] . . -.(pe v 4e) ((M"]
pe V 4e ' pe V 4e '
------------------------  (Al)------ ------------------------  (Al)
i(p V 4)e A (p V 4)e -i(p v 4)e A (p v 4)e
-----------------------  (-.1) -----------------------  (ni)
npe -i4e
---------------------------------------- (Ai)
npe A i4e
----------  (TSI)
np A -14
La prueba de que DM2 es derivable es similar.
Puesto que la lôgica que hemos definido es una lôgica clàsica, la 
régla del tercero excluso es correcte y puede derivarse del sistema de 
reglas de fXC. Tenemos por lo tanto la régla:
(Exc) — ^ que se dériva por medio de:
[n(p V np)<r] 9 hace monomôrf ica a pc
----------  (DM1 ) "usando slmbolos nuevos
npy A -inpS'
-----------  (-lE)
(p V np)f 
---------- (TSI)
(p V np)
El teorema fundamental y el modus ponens quedan reflejados 
nediante las dos reglas derivadas (FTh) y (MP).
(fl
_jL
np V 4
 ^ np y 4 4
(FTh) ---    (p monomôrf ica) (MP)----------
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El siguiente esqueae sirve para derivar la regia (FTh): 
(fl
(premise)
 ^---  (vl) J z f L  (vl)   (Exc)
I f  V  4 n p  V  4 p v n p
---------------------------------------------  (vE)
ip V 4
Pueden enunciarse también reglas para introducir y eliminar la 
doble negaciôn.
p iip
(ni)   (iiE) ----
iip P
Una derivaciôn de (-.tl) puede ser la siguiente:
---------------- (MP)
iif
Utillzando estas reglas puede derivarse una régla dual al modus 
ponens que llamamos (MP’).
f V 4 np
(MP’) ----------
De las reglas propias del orden parcial piano, como la igualdad 
es la conjunciôn de dos desigualdades, podemos concluir las 
propiedades reflexiva, simétrica y transitive de la igualdad.
(■REF)
t:T ■ t:T
ti:T ■ t2:r
(■SIM) ----------
t2: T ■ tl: T
ti:T ■ t2:x A t2:x ■ t3:X
(■IRAN) -----------------------
tl:X ■ t3:x
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1.3 OOmEOCION Y COMPLETITUD DEL CALCULO
La prueba de la correcciôn del càlculo se basa en la correcciôn 
de todas sus reglas mientras que la prueba de la completitud se basa 
en el cumplimiento de las condiciones de completitud del teorema 
§11-2.3.2.
Teoream 1.3.1 (Correcciôn de fXC)
Para todo 4 S L(Z) y toda p « L(Z) se verifica 4 |- p e 4  ^p. 
Dspçgtrtglto!
Por definlciôn de 4 }■ p es suficlente probar que para cada 
derivaciôn D « D con hipôtesis en 4 y conclusiôn p se verifica 4  ^p. 
Lo probamos por inducciôn en D.
Si D sôlo tiene un elemento. éste serà p y puesto que todas las 
reglas de TRC sin premisas tiene como conclusiôn fôrmulas vàlidas se 
tendrà  ^p.
Paso de inducciôn: Si Dt (ici £ N) son derlvaclones. y para todo 
fl
ici, si Pi contiene las hipôtesis de Oi verifica Ti  ^ pi, vamos a
probar que si Di (ici) es una derivaciôn entonces, si 4 contiene las
fl_______
*
hipôtesis de Dt para todo i c i ,  4  ^f. Para probar esto distinguimos 
casos segün la régla de que se haya aplicado a (pi | ici) para
obtener *.
Probaremos en detalle algunos casos significativos.
(vE). Hipôtesis de inducciôn: Todo conjunto Ti que contenga las
hipôtesis de Di verifica Ti  ^p v 4; todo conjunto Ta que contenga 
p v 4
las hipôtesis de p verifica Ta %; todo conjunto Ta que contenga las 
Da 
X
hipôtesis de 4 verifica Ta  ^% Sea 4 conteniendo las hipôtesis de 
Da 
X
(fl [*]
Dt Da Da
j  —  y sea 3 una interpretaciôn tal que 3 ^ 4 .
Evidentemente 4 contiene todas las hipôtesis de Di por lo que se
f V 4
tiene 3  ^p v 4. es decir. 3,n  ^p ô 3,i|  ^4 para todo n c ATp^ ,
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luego, por ser sabas fôrmulas monomôrf Icas tendremos 3  ^p ô 3  ^4.
Por otro lado, 4 v <p> contiene todas las hipôtesis de p . y 4 v <4>
03
X
contiene las de 4 por lo que si 3  ^p, como por hipôtesis 3  ^4, la 
Da 
X
inducciôn nos asegura que 3  ^%, en el caso de que 3 ^ 4  ocurrirà lo 
mismo, por lo que podemos concluir que 4  ^%.
(VI) Hipôtesis de inducciôn: Todo conjunto P que contenga las
hipôtesis de D verifica P  ^p (c :t/x :t ] siendo c un slmbolo de 
P(c :t/x :t 1
constante que no aparece en las hipôtesis de D ni en p. Sea 4 un
D
conjunto que contiene las hipôtesis de y en el cual no
aparece c; claramente 4 contiene las hipôtesis de D . Si 3 es
p[c:T/x:t ]
una interpretaciôn tal que 3 ^ 4 ,  por el lema de coincidencia se tiene 
que para toda asignaclôn y para todo a c [x]^ n. 3(a/c:x),n  ^4, ya 
que c no aparece en 4. Entonces, por hipôtesis de inducciôn, 
3(a/c:T>,i>  ^p (c :t /x :t ] para todo a c [x]\ y para todo tj c ATp^ , y 
por ei lema de sustituciôn 3(a/c:xXa/x: t >,ij  ^p para todo a c [x]% y 
para todo i| « ATp^ . Como c no aparece en p, apl icando de nuevo el lema 
de coincidencia obtenemos 3(a/x:x>,n  ^p para todo a c [x]\ y para 
todo n < ATp^ , luego 3  ^Vx:x p lo que nos prueba 4  ^Vx:x p.
(TSI) Hipôtesis de inducciôn: Todo conjunto T que contenga las
hipôtesis de D verifica T  ^p(ct/p] siendo ct una constante de 
p[ct/p]
tipo que no aparece en las hipôtesis de D. Evidentemente. si 4 es un
D
conjunto que contiene las hipôtesis de 4 contiene las
hipôtesis de D ; podemos suponer sin pérdida de generalidad que 
p(ct/pl
ct no aparece en 4 Si 3 es una interpretaciôn tai que 3  ^4, por el 
lema de coincidencia se tiene 3{D/ct>  ^4 para todo dominio D c T^ . ya 
que ct no aparece en 4. y por inducciôn 3{D/ct>  ^p[ct/p] para todo D 
de T* y por el lema de sustituciôn de tipos 3{D/ct},T)(ct/p>  ^p para 
toda TJ c ATp^ y todo D e que es lo mismo que decir 3,Tj{D/p> |i p 
para todos ij < ATp^ y 0 e T^ y entonces. 3  ^p por lo que 4  ^p.
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(DBF) Sea • un conjunto qua contiene las hipôtesis de la derivaciôn
______D_______  y sea 3 una interpretaciôn tal que 3 ^ 4 .  Puesto que
(l t:Tl J:T2»1:T2
3[i; Ti-»Ta]i| (3[t:Ti]q) ■ 3[x:Ta]a para toda asignaclôn ij se
tiene 4  ^(i t:Tt):Ta ■ i:T2.
(SUB) Hipôtesis de inducciôn: Todo conjunto Ti que contenga las
hipôtesis de Di verifica Ti  ^ti:T ■ t2:x y todo conjunto Ta
ti:T ■ ta:T
que contenga las hipôtesis de Da verifica Ta y p[ti:x/x:x).
p[ti:x/x:x]
Di Da
ti:x ■ ta:x plti:x/x:x]
Sea 4 conteniendo las hipôtesis de ----------------------, entonces
pita: x/x:x]
contiene las hipôtesis de Di y de Da por lo que se
tl:X • ta:x p(ti:x/x:x)
verifica 4  ^ti:x ■ ta:x y 4  ^p(ti:x/x:x). Sea 3 una interpretaciôn 
tal que 3 ^ 4  entonces, 3[t»:x]ij ■ 3[ta:x]ij y 3^-1^ ^  ^* P&r*
toda n c ATp^ , por lo que a p para toda ij c ATp^ , y por
el lema de sustituciôn 3  ^p(ta:x/x:xj. Por tanto, 4  ^p[ta:x/x:x),
(Tif) Hipôtesis de inducciôn: Todo conjunto 4 que contiene las
hipôtesis de D verifica 4  ^t: bool ■ true. Este conjunto 4
t:bool"true
D
contiene las hipôtesis de ___________ t: bool«true____________. Sea 3
(if t:booi then ti:x else ta:x)«ti:x 
tal que 3 ^ 4  entonces 3[t: bool] ■ tt por hipôtesis de inducciôn con 
lo que 3  ^(if t:bool then ti:x else ta:x) « ti:x.
(Ctr) Hipôtesis de inducciôn: Todo conjunto 4 que contiene las
hipôtesis de D verifica 4  ^ (p i:x’). Por construcciôn 4
(p i:x")
D
contiene las hipôtesis de \ Supongamos que no 4  ^ p, esto
quiere decir que existe una interpretaciôn 3 tal que 3 4 y no 3  ^p,
si 3  ^4 la hipôtesis de inducciôn nos lleva a que si x es el tlpo màs 
general de p y x" «xf. entonces 3[i:x']i| c p:x\(f>, pero esto es
absurdo porque por definlciôn p:x^ i) no contiene el elemento bottom
para ninguna asignaclôn n. Por tanto. 4  ^p.
(REC) Hipôtesis de inducciôn: Si K w  y Tl contiene las hipôtesis de
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Di entonces fi  ^-»((pX:Ti-»Ta.M)* t:x) £ i:xa.
i(()iX:xi-»xa.M)‘ t:xi)£l:xa
Supongamos que 4 contiene las hipôtesis de Di ,
i( (pX:xi-»xa.M) t:xi)£i:xa
((pX.M)‘t:xi)»((MX.M) t:xt)
aplicando inducciôn aseguramos que si 3  ^ 4 entonces, para toda
asignaclôn de tipos ij, 3[( (|iX: xi-»xa.M)‘ t:xi)]ij « \(x 2) P®*"
necesariamente ha de ser 3[(jiX: xi-»xa. H)']a ■ \(xi— »xa) estas
condiciones. puesto que la semàntica del p-operador coincide con el
supremo de sus aproximaciones sintâcticas y por las propiedades de los
cpo's pianos. 3[( (pX: xi— »xa. M) t:xi)]n ■ 3[((pX:xi— »xa. M)* t:xi)]i|
para toda asignaclôn i| de ATp^ . Podemos concluir. por tanto que
4  ^((pX:xi-»xa.M)* t:xi) ■ ( (pX: xi-»X2. H) t:xi).
(■Ap) Hipôtesis de inducciôn: Para cualquler i<u si Ti es un
conjunto que contiene las hipôtesis de Oi entonces se
(ti:x)‘£ ta.x
verifica (ti:x)*£ ta:x. Sea 4 un conjunto que contiene las
hipôtesis de Di (Ku) , por construcciôn 4 contiene las
(tl:x)*£ ta:X____
tl : X £ ta:X
hipôtesis de Di para cualquler K w  luego. por hipôtesis de
(ti:x)*£ ta:x
inducciôn. se verifica 4  ^ (ti:x}‘£ ta:x para todo Ku. Sea 3 una 
interpretaciôn tal que 3 ^ 4  entonces 3  ^(ti:x)‘£ ta:x para todo Kw. 
Del hecho de que 3[(ti:x)*]i| « 3[ti:x]i* para toda ij c ATp^ . y de
las propiedades de los cpo' s pianos deducimos 3  ^ti: x £ ta:x. con lo 
que podemos asegurar que 4  ^ti:x £ ta:x.
En el resto de los casos. al igual que en estos ejemplos, la 
semintica de PLPR nos lleva a probar la correcciôn de la derivaciôn 
para cada régla aplicada y por tanto la correcciôn del càlculo. m
Como ya hemos dicho la prueba de la completitud de se basa en 
la comprobaciôn de las condiciones de completitud obtenidas a partir 
de los tableaux. Demostramos para ello algunos resultados previos.
Lésa 1.3.2
Para todo conjunto de fôrmulas 4 £ L(£). PR6 satisface:
a) Si para algùn K w  se verifica 4 j- tai* entonces 4 |- Ta*.
b) Si para todo K w  se verifica 4 )■ t0i* entonces 4 |- t0*.
110
Dffiwitricitoî
a) SI «* es de la forma ti:y S ta: y con ti:y recurslvo, aplIcando la 
régla (lApr) para cada Kw. se obtiene el resultado esperado.
Si a* es de la forma iti:y £ ta:y con ta: y recurslvo. sabemos que 
para cualquler Kw. si 4 |- i-iti: y £ (ta: y)\ existe una derivaciôn de 
lit*:y £ (ta:y)' con todas sus hipôtesis en 4. Podemos utilizer la 
derivaciôn de abajo para demostrar que 4 )- ta'. En elle y en lo 
sucesivo. escribiremos la palabra hipôtesis como Justificaciôn de un 
paso. cuando suponemos que existe una derivaciôn con todas sus 
hipôtesis en el conjunto de fôrmulas que aparece en la parte superior 
de este paso y como conclusiôn la fôrmula que aparece en la parte 
inferior.
-----------     (hipôtesis)
lit*:y £ (t2: y)
-------------—  (iiE)
t*: y £ (tz: y)
--------------- (Apr)
tl: y £ tZ: y
--------------- (iil)
ntl: y £ tZ: y
Si a* es de la forma -i(p t:y) con t: y recursive, la prueba es 
similar utillzando la régla (PAp).
b) Si 0* es de la forma ti.-y £ tz: y con tz: y recurslvo y 4 |- -i0i* 
para todo Kw, 4 )- es una consecuencia del siguiente esquema:
* * * (hipôtesis)
iti: y £ (tZ:y)** itl: y £ (tz:y)* itl: y £ (tz: y)"
-------------------------------------------------  (i»Ap)
iti:y £ tz:y
Si 0* es de la forma iti: y £ tz: y o (p t:y), usando las reglas 
(•Ap) y (-iPAp). respect ivamente. Junto con (iiE) y (ni) en el primer 
caso. se obtiene el resultado esperado. a
1.3.3
Sea 4 £ L(Z). PXC verifica que para cualesquiera p, 4 de L(E).
4 u if) }- 4 ## 4 u (i4>|- If.
PfwggUfçKni
• ) Supongamos que 4 u (f> 4, es decir. existe una derivaciôn
de 4 con todas sus hipôtesis en 4 u (p). Entonces el siguiente esquema 
es una derivaciôn de ip con todas sus hipôtesis en 4 v (i4>.
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[ff1 fa BonoBdrf. y los slBbolos de a nuevos
  (TSI)
9 ♦
-----------  (hlpdtesle)
------------------  (Al)
A #
------  (ll)
(TSI)
# ) SupongBBOB que # w n#. Lo que slgue es uns derlvscldn
de # con todas sus hipdtesls no canceladas e n * v  <p>.
Ufa BonoBÔrf. y los slnbolos de <r nuevos
  (TSI)
♦
-------------  (hlpdtesis)
-*f 9
-----------------------------------------------------------  ( A l )
A p
  (tE)
  (TSI)
9
con lo que se prueba 9 v (plf- 9- ■
Teoreaa 1.3.4 (Cospletltud de FftC)
Para todo # £ L(Z) y toda p c L(£) se verifies 9  ^p * # |- p. 
BsBggüaç^ énî
VsBOS a probar que satisfaces las condiciones (0) a (12) del 
teoresa §11-2.3.2.
Las condiciones (0) y (1) son isBediatas por la propia deflniciôn 
de derivaciôn.
Para deeostrar la condiciôn (2) estudiasos cada caso:
SI * " p A * y # u (p,*)^ %, la siguiente derlvaciôn slrve para 
deBostrar # u ( p A # ) ^ x .
(.Æ) y - *  (aE) ,
---------------------------------  (hipôtesls)
Si a ■ ->(p V # )  y # v  {-ip, -n»|- x. utlllzamos la siguiente
derivaciôn para probar • v (t (p v *))). %.
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-»(p V 9) i(# V 9)
(DM1) (DHl)
(aE) -------  (aE)
♦
--------------------------- (hlpdtesia)
X
Si a ■ i-«p la condiciôn se obtiene de la regia (nnE).
La condiciôn (3) se prueba de un modo similar a (2) usando (vE) y 
(DM2). Veamos el caso 0 ■ n(p a #). Si ♦ u (ip) (• x y ♦ w {-i^i) (• x 
tenemos:
(DM2) (hipôt. ) * (hipôt. )
X
y por tanto. ♦ u O) |- x
(vE)
Para demostrar la condiciôn (4), supongaaos que 9 u (y(t;y))^ p. 
Si r es de la forma Vx:y 9, de y se dériva *(t:v/x:v] gracias a 
(VE), entonces usando la hipôtesls de partida se tiene # u {r)|- p.
Si y *  i3x: V 9, para probar 9 v (y>|- p utlllzamos la derivaciôn;
(*(t:v/x: v])
(31)
i3x: V 9 9
------------------  (Ai)
-i3x:v 9 A Ixiv 9
-------------------------------------------------  ( n i )
n * [ t : v / x : ♦ 
-----------------------  (hipôtesls)
La condiciôn (5) se demuestra de una forma similar al caso (4) 
por medic de las reglas (3E) y (VI). Por ejemplo si a ■ 3x: t' ÿ y se 
verifies # V {a(c:v)> |- p. utlllzamos la siguiente derivaciôn.
• [ #[c:v/x:v] 1
(hipôtesls)
3x: V ^
-----------------  (3E)
Para probar (6) probamos que 9 v (ai* | i<w)|- p implica que para 
cualquier conjunto I £ M, ♦ u <ai*|ic N/I) u {a*)|- p. Entonces, para I 
» M se tendrà el resultado esperado. Lo probamos por inducciôn en la 
longltud de I:
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SI I « • es évidents, si I tiene un sdlo elemento podesos suponer 
sin pérdids de generalidad que I ■ {!>. Supongaaos # v < a i *  | i<w>|- p  
entonces el leaa 1.3.3 nos asegura que • u (ai* | Ki<w> u ( n p )  |- n a i *  
y por el leaa 1.3.2-a), ♦ u ( e t *  | Ki<«> u ( n p )  [■ n e "  de donde
podeaos deducir # v (ei* |  l<i<w> u (e*)|- p  utilizando otra vez 1.3.3.
Paso de inducciôn: Suponeaos que si • u {et* | i<w>|- p. se verifies 
9 u (et*I i« N/I> u <e*}|- p para todo I de longltud n, y lo probamos 
para cualquier I de longltud n+i. Para cualquier k c N/I, el lema
1.3.3 nos asegura que si se verifies • u {ei*|ic N/I> v <e*)|- p 
entonces, 9 u (et*|ic N/I, i#k) u {e*> v {np>|- nea*. Aplicando el 
resultado 1.3.2-aj teneaos • u <ei*|ic N/I, i#k} u (e*> v {np> |- ne", 
y por 1.3.3 deduciaos • u <ei" | le N/I, i*k) u {e"> |- p para cualquier 
k<w, de donde concluiaos el resultado esperado.
La condiciôn (7) se prueba usando el siguiente razonamiento: 
Supongaaos 9 u p para todo i<u. Aplicando el resultado 1.3.3
obtenesos ♦ v {np>|- ngt" para todo i<w. Entonces el lema 1.3.2-b) nos 
asegura que ♦ u {np>[- ng" y deducimos • v 0")|- p por 1.3.3.
La condiciôn (8) es una consecuencia de las reglas del orden 
parcial. Veamos algunos casos.
- * u (Vx:y Vy: lE Vz: ((x £ y A y S z) — » X S z)> )- p # ô (-p. En esta
demostraciôn suprimlaos la escritura de los tipos para simplificar la 
notaciôn. las constantes auxiliares et, cz, C3 son de tipo v.
[ct£cz A cz£ca]
--------------  (aE)
Cl£C2 [ct£cz A CZ£C3]
-----------  (FLAT) --------------  (aE) ----(BOT)
Cl-CZ V  C1«X CZ£C3 [ci-cz] [ci>x] X £ C3
-------------------  (SUB)  (SUB)
et £ C3 et £ C3
----------------------------------------------------------- (vE)
et £ C3
(FTh)
(ci £ C2 A 02 £ C3) — » et £ C3
Vx (x £ C 2 A C 2 £ c3 ) — » X £ C 3
Vx Vy (x £ y A y £ C3) — » X £ C3
(VI)
(VI)
(VI)
Vx Vy Vz(x £ y A y £ z ) — » x £ z  
- ♦ u <Vx:yt Vy:in(x ■ y — » (M x):W2 ■ (M y):t^)) )- p * # }• p
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-----------------------------  ("REF)
[c::yi * ca:yi] (M Cl;vt):i'a * (H C l  : I'l ) :  l'a
(M Cl:l'l);va ■ (M ca:yi):ya (SUB)
ici:i'i • ca:yi V  (M Cl:wi):ya " (H ca:wi):ya ( ^ ^ ^
Vx:vi (x ■ ca:i'i — » (M x):ya • (M ca:wi):wa ^
Vx: wi Vy: w  (x ■ y — » (H x):wa « (M y): w  ♦
(hip6tes. )
La condiciôn (9). f u {fc) |- # # 9 v ip} se obtiene
directaaente de la regia (TSE); aientras que la condiciôn (12). # ff 
(con los siabolos de e nuevos) iaplica 9 [■ f. es consecuencia de 
(TSI). Efectivaaente:
P *
—  (TSE) (hipôtesls)
9 pa
-----  (hipôtesls)-------------- ---  (TSI) por las caracterlst
9 P d e  O'
Supuesto que 9 v {-«f> j- 9 y 9 u {-tp} ip con p aonoaôrfica, el 
siguiente esqueaa sirve para probar 9 |- p que justifies la condiciôn
(10).
9 (ipl 9 (ip)
---------  (hipôt.)----- ---------  (hipôt.)
( A l )
i9 A 9
-------  (-lE)
Para probar (11) veaos que de acuerdo con la regia (Ctr). 
teniendo coao hipôtesls (p x:t) podeaos derivar p .  entonces existiri 
una derivaciôn de p con todas sus hipôtesls en 9 u ((p i:t)> para 
cualquier 9. con lo que 9 u <(p x : t ) >  |- p .  s
l i s
2. COHPIXJIPM) OP. PBOBLEMA DE VALIDEZ EM LA LOG ICA PLPR
Coao M  ha Indicado. PLPR no adaite cilculos coapletos 
flnltarlos. De una aanera Inforaal, podeaos declr que esta aflraaelôn 
puede deducltrse a partir del hecho de ser la aritaética estindar 
expresable en PLPR. En esta secciôn deaostrareaos que el probleaa de 
validez en PLPR es nj-coapleto. Para ello, en ei priaer apartado. 
probareaos que la satisfactibilidad es un probleaa zj-duro, y en el 
segundo lo clasificaaos en la clase z\ Para la priaera deaostraciôn, 
se reduce un probleaa de doainô recursivo al probleaa de 
satisfactibilidad. y en la segunda se utilize el teoreaa de 
Lbwenheia-Skolea que serà enunciado y deaostrado para nuestra lôgica.
2.1 REDUCCIQN DE LOS DOMINOS A LA SATISFACTIBILIDAD
Un doainô es un cuadrado de diaensiôn 1x1, con orlentaciôn fija 
y con sus cuatro aristas coloreadas. Se plantea el siguiente probleaa 
de decisiôn. conocido coao probleaa de doainô; ^es posible recubrir 
una porciôn P del piano Z x Z utilizando doainôs de clertos tipos y 
cuapliendo una serle de restricciones?
Desde que Hao Wang introdujo los probleaas de doainô. se han 
désarroilado auchas versiones de doainôs, coao los acotados. los no 
acotados y los recursivos. La indecibilidad de estos probleaas se
prueba generalaente establéeiendo una correspondencia entre la 
representaciôn de un doainô y una aôquina de Turing, correspondencia 
que permits reducir los doainôs a probleaas taies coao el probleaa de 
parada.
La principal utilidad de los doainôs consiste en peraitir 
clasificar el probleaa de satisfactibilidad o validez de diferentes 
lôgicas usando técnicas de reducciôn de probleaas. En [Lew-78] y 
(Ead-83] se usan los doainôs acotados para demostrar que la 
satisfactibilidad en la lôgica proposicional es un probleaa
NP-coapleto. Los doainôs no acotados sirven para deaostrar que la 
satisfactibilidad de la lôgica de predicados es un probleaa
Z^-coapleto. este en^leo se encuentra. por ejemplo. en [Ead-83].
[LP-811 y [Wan-63]. Los doainôs recursivos que présenta Harel. 
(Har-831 y [Har-84]. sirven para probar que la satisfactibilidad de la
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lôgica inflnitarla constructlva es z|-co^leta; en el prisero de elles 
se hace énfasis en la reducciôn de doainôs a lôgicas orlentadas a 
prograaas coao por ejeaplo QDL y QTL.
A continuaciôn foraalizareaos un probleaa concrete de doainô 
recursive propuesto por Harel.
Sea T " <do, ....da> un conjunto de tipos de doainô donde cada di 
vlene caracterizado por una cuadrupla <Ri,Li,Ui,Di> que indice los 
colores de las cuatro aristas (Right, Left, Up, Down) de di. Estos
colores pertenecen a un conjunto Cr de k eleaentos Cr - (c* ck*i>.
La porciôn P a recubrir en nuestro probleaa es N x M.
Deflniciôn 2.1.1
Un recubrimlento F de P con domlnâs de tlpo T es una aplicaciôn 
de P en T.
Un recubrimiento F de P es T-coherente cuando verifies:
a) Para cada par de casillas de P contlguas en la alsaa vertical u 
horizontal, los doainôs que las recubren tienen las aristas 
adyacentes del aisao color.
b) En la priaera coluana de P aparecen infinitos doainôs del tipo 
do.
Un conjunto T ■ (do da> se llaaa coherente cuando existe un
recubrimiento F de P con doainôs de tipo T tal que F es T-coherente. □
Nos planteaaos el siguiente problems de decislôn:
Dado un conjunto de tipos de dominô T “ (do de) con colores
en Ct * (co,.... ca-i> (k una potencia de 2) y P « M x M. iEs el 
conjunto T coherente?
En [Har-84] se demuestra que este problems de dominô es 
zj-completo y en [Har-83] se reduce al probleaa de satisfactibilidad 
de la lôgica de priaer orden extendida con la aritaética estàndar de 
los naturales.
BasAndonos en estos resultados. vaaos a deaostrar que el probleaa 
de satisfactibilidad en PLPR es z|-duro reduciendo el doainô planteado 
al probleaa de satisfactibilidad en PLPR; esto es. para cada conjunto 
de tipos de doainô construiaos. de forma efectiva, una fôraula tal
que T es coherente p^ es satisfactible.
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Considereaoi la siguiente signature £i ■ <£t,£d> con:
It ■ <nai/0,coler/0> y
£4 " (do: >color»celor»color»color,.. . da: — icolorxcolorxcolorscolor, 
0:— mat. muc nat— mat. pred nat— mat. ea_cero: net— *bool. less natxnat 
RIGHT: natmat >celer, LEFT: nataoat «color, UP: natxnat— molcr,
DOHN: natsnat— molor. RLUD: natxnat— melorxcolorxcolorxcolor. ).
Construiaos coao la conjunciôn de las fôraulas de la figura 1.
(1) Vx nat Vy:nat((suc x) “ (suc y) — » x * y)
(2) Vx:nat n(suc x) > 0
(3) (es.cere 0) ■ true
(4) Vx:nat(-oc £ x:nat — »(es_cere (sue x)) ■ false)
(5) Vx:nat(pred (suc x)) * x
(6) (pred 0) a X:nat
(7) Vy:nat((|iX:nat— mat. (Xx:nat. (if (es_cero x) then 0
else (suc (X (pred x)))))) y) • y
(8) Vx:nat idess (x.O))
(9) Vx.-nat (less (0. (suc x)))
(10) Vx.-nat Vy:nat ((less ((suc x), (suc y))) (less (x.y)))
(11) Vx nat Vy:nat ((nx £ x:nat a -»y £ x:nat) — $
((RLUD (x.y)) « do V. ..V (RLUD (x.y)) » d.))
(12) Vx:nat Vx:nat (RLUD (x.y)) “
((RIGHT (x.y)).(LEFT (x.y)).(UP (x.y)).(DOWN (x.y)))
(13) Vjcnat Vy:mat ((ix £ x:nat A iy £ x:nat) — *
((RIGHT (x.y))-(LEFT ((sue x).y))A(UP (x.y))-(DOWM (x.(suc y)))))
(14) Vx:nat (-%x£x:nat — » 3y:nat ((less (x.y))A(RLUD (O.y)) > do))
Figura 1
2.1.2
Si T • (do dm) es coherente entonces p^ es satisfactible.
PSHgliriCltoî
Por ser T coherente existe un recubrimiento F para P que es 
T-coherente. A partir de F se define una £r-estructura de tipos Z y 
una £r-estnictura de datos 9. que darAn lugar a un aodelo de p^ .
Interprétâmes las constantes de tipo de la siguiente aanera: 
nat^ - M u x^ » y considérâmes el orden piano £^  ^en N con x^ coao 
su alniao eleaento.
color^ • <00.... ,ca-*.x^ ^^  ) ■ Cr^ . taabién considerado coao un cpo 
piano con el orden £ .
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La faallla de doaonloe i es el clerre para el producto estrlcto
creada a partir de color* nat* y B
Las constantes de dato se Interpretan coao sigue:
0: — mat® ■ 0 c N
dt;— molorxcolonccolorxcolor® ■ di"<Ri.Li.Ui,Di> c CT^eCr^eCr^eCT^ 
Deflnlaos las slguientes fundones estrictas: 
suc:nat—mat® (n) - n + l s l n e W  (sucesor de n) 
pred:nat— mat® (n) ■ n - 1 si n e KS{0> (predecesor de n) 
pred:nat— mat® (0) ■
n
RLUD:natsnat— «colorxcolorxcolorxcolor (n.a) " dt « <Rt,Li,Ui,Dt> si 
y solo si F(n.a) * di y <n.a> < N x N
RIGHT: natsnat— molor® (n, a) “ Ri sii F(n.a) " di y <n,a> c M x N
LEFT:natxnat—molor® (n.a) « Li sii F(n.a) « di y <n,a> c N x N
UP: natxnat— molor® (n.a) ■ Ui sii F(n,a) ■ di y <n,a> c N x N
DOVN:natjcnat— molor® (n.a) ■ Di sii F(n.a) ■ di y <n.a> c N x M
es_cero: nat— *bool®(0) ■ tt, es_cero: nat— »bool®(n) » ff para n
pertenciente a N\{0>.
Interpretaaos el predicado less coao el aenor estàndar entre los 
nùaeros naturales. 
less: natxnat® » <
Siaplificaaos la notaciôn eliainando los tipos en la 
interpretaciôn de los siabolos de dato, asi por ejeaplo. tendreaos 
sue®. 0®. etc.
Considereaos la Er-estructura S » <I.S>. Puesto que no tiene 
variables libres y es aonoaôrfica. basta con probar S  ^ para poder 
afiraar que p^ es satisfactible. Por construcciôn de p^ , 3  ^p  ^ es 
equivalents a decir que 9 satisface cada una de las fôraulas (1) a 
(14) de la figura 1, esto es cierto coao probamos a continuaciôn.
(1) Para cualesquiera n. a e N s i n + l = a + l  entonces n » m y 
puesto que si + 1 * n + 1. entonces, n » i^ . se concluye que para
todos n. a c nat*. suc®(n) * suc®(m) * n « a, y esto es equivalents a 
decir 3 ). (1).
(2) 3 l" (2) por que ningùn eleaento de tiens coao sucesor el 
cero y 0® * 0.
(3) Esta fôraula se satisface por deflniciôn de es_cero® y de 0®.
(4) 3 I» (4). por la alsaa razôn que el caso anterior, ya que 
nlngûn eleaento de dlstlnto de verlflca que su sucesor es cero.
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(5) S&bemo# que si n c M, se tiene ( n - » l ) - l " n y s i n « i ^ ,
corne pred® y sue® son funciones estrictas. (i^ * 1) - 1 " ju,. Luego 
Z S a
para todo n c nat . pred (suc (n)) ■ n es decir 8  ^(S).
(6) 8  ^(6) por definicôn de pred® y de 0®.
(7) Para probar 8  ^(7). probamos que para cualquier valoraciôn (
con respecte a I y culaquier s c ATp*. si M: nat— mat es la expresiôn
funcional (Xx;nat. (if (es_cero x) then 0 else (suc (X (pred x))))}, 3 
es el par <8. (>, y h es el aenor punto fi Je del operador 
7(3.X:nat— mat.M: nat— mat, q). entonces. h(n) ■ n para todo n c nat*. 
es decir. h es la identidad en N . Efectivaaente, por deflniciôn de T.
.1 . *1,h es la aenor funciôn f: (nat -^-mat ] que verifies
mat— mat]g (n) • f(n) para todo n * Es decir. h es
la aenor f que para todo n « satisface:
(i) Si es_cero®(n) ■ tt entonces f(n) ■ 0® ■ 0.
(il) Si es_cero®(n) ■ ff entonces f(n) ■ suc®(f(pred®(n))).
(iil) Si es_cero®(n) ■ entonces f(n) ■
Por construcciôn de 9. podeaos asegurar que si f verifies (i), (11) y
(iii). entonces. f (i^ ) ■ f(0) > 0 y si n > 0. f (n -1) ♦ 1 ■ n. La
aenor funciôn estricta de M en M que satisface esto es la identidad.
Ipor tanto. h(n) ■ n para todo n < nat .
(8). (9) y (10) se satisfacen por la deflniciôn de less® y de 0®. y
por las propiedades de los naturales. En concrete para ver 8  ^(10).
sabeaos que para todos n. a < N, (m * 1) < (m + 1) si y solo si n < a
con lo que para todos n y a c N less®(suc®(n).suc®(m)) e# less®(n.a). 
Si n ô a son iguales a x^ puesto que suc® es una funciôn estricta. los 
dos lados de la equivalencia serin falsos. por tanto dicha 
equivalencia se verifies para todos n. a s nat*.
(11) Por ser F un recubrimiento de N x M. F(n.m) c T para todos n, 
m « M. y por la deflniciôn de 9. F(n.m) ■ dt > <Ri.Lt.Ui.Di> sii
RLUD® (n. a) « <Ri.Li.Ui.Di> « di®. Podeaos asegurar entonces que
RLUD®(n.m) • do®, ô RLÜD®(n.m) • di®. ô ... RLUD®(n.a) - dm® para 
todos n. m « N. o lo que es lo aisao 8  ^(11).
(12) 8 satisface la fôraula (12) porque por construcciôn de 9 se 
verifies RLUD®(n.m) - <RI(aT®(n.m).LEFI®(n.a).UP®(n.a).DOWM®(n.a)> 
para todos n y a de N. Por tratarse de funciones estrictas y debido a 
que nat* « M . la igualdad anterior se verifies para todos los
T
eleaentos de nat .
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(13) Por sor F un recubrimiento de P T-coherente, se cumple la 
condiciôn a) de la deflniciôn de recubrimiento T-coherente: si F(n,a) 
- <R.L,U.D>. F(n+l,m) - <R'.L'.U'.D > y F(n.m*l) » <R'\L
entonces R * L* y U * D'* por lo que ha de verificarse que para todos 
n. a c nat*, si n y a son distintos de entonces RIŒT®(n, a) « 
LEFT®(suc®(n),a) y UP®(n.a) ■ OOHN®(n.suc®(a)). Por tanto S  ^(13).
(14) Sabeaos que F debe cuaplir la condiciôn b) de la deflniciôn de 
recubrimiento T-coherente. Si en la priaera coluana de N x N hay 
infinitas casillas recubiertas por un doainô de tipo do. esto quiere 
decir que F(O.a) ■ do para infinitos a « N y por tanto dado un n e M 
sieapre existe un nùaero natural a > n tal que F(O.a) ■ do. Por la 
deflniciôn de D tendreaos que para todo n < N, existe un s c tal 
que less®(n,a) y RLUD®(0®.a) ■ do® y por tanto. S |" (14). s
Este leaa hubiera sido igualænte villdo si hubiéraaos construldo 
la fôraula sin (3). (4) y (7), conslguiendo asi una fôraula de la 
lôgica de predicados. Sin embargo, el reciproco no séria cierto ya que 
podriaaos obtener aodelos no estAndar de los naturales y la fôraula
(14) no representaria la condiciôn de dominô recursivo.
Proposiciôn 2.1.3
El aodelo estAndar de los nùaeros naturales es caracterizable en
PLPR.
Sea Zs • <£t.£d> con Zt ■ (nat/0). Zd ■ {0:-mat. suc; nat— mat, 
pred:nat— mat. es.cero: nat— >bool. less;natxnat). Sea ïl « «T^.W^>. (0, 
suc. pred. "0. <)> la estructura que représenta a los nùaeros
naturales con el orden habituai y con la funciôn "0 para représentât 
una funciôn booleana que es cierta para n*0. siendo T^ la faailia de 
doainios construida coao el cierre para el producto estrlcto a partir 
de y B.
La demostraciôn del leaa anterior es una prueba de que R 
satisface las fôraulas (1) a (10) de la figura 1. AdeaAs para 
cualquier Zs-estructura fi • <Z,9> que satisfaga estas fôraulas existe
un isoaorfisao h entre R y fi. Vaaos a coaprobarlo
Oefiniaos la funciôn h entre y nat* aedlar
h(n) : ■ suc®(... (suc®(G®))...); h(j^) ■ !
L n veces J ^
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h es Is Identidad entre los booleanos. h es en efecto un 
hoBosorfisao puesto que préserva las operaciones de R:
- h(0) " 0® por deflniciôn de h.
- h(suc(n)) • Buc®(... (suc®(0®)).. ) por deflniciôn de h y suc
*—  n*l veces —•
- suc®(h(n)) por deflniciôn de h.
- Probamos h(pred(n)) • pred®(h(n) para el caso primero, y por 
inducciôn en n para el resto.
h(pred(x^)) ■ h(x^) - x^^ - pred®(x^^) ■ pred®(h(Xjj) ) 
h(pred(0)) » h(x^) pues el predecesor de 0 no est! definido
“ X por deflniciôn de h
- pred®(0®) pues fl  ^(6)
■ pred®(h(0)) por deflniciôn de h.
h(pred(suc(n))) « h(n) propiedades de pred y suc
» pred®(suc®(h(n) ) ) pues S  ^(5)
" pred®(h(suc(n))) pues h préserva el sucesor.
- h("0(Xjj)) » x^j ■ es_cero®(x^^) » es_cero®(h(x^) ) 
h("0(0)) ■ tt por deflniciôn de "0
» es_cero®(0®) ya que 9 (3)
* es_cero®(h(0)) por deflniciôn de h
h("0(suc(n))) " ff si n e x^ por deflniciôn de *0
■ es_cero®(suc®(h(n) )) si h(n) # x_ pues S k (4)
n
■ es_cero (h(suc(n))) si n # x^ pues h préserva el suc.
- Probamos n < ■ less®(h(n),h(a)) utilizando inducciôn en n y m.
n < 0 ee less®(h(n),0®) pues S  ^(8)
e# less®(h(n),h(0)) por deflniciôn de h
0 < suc(n) less®(0®,suc®(.. (suc®(0®).. ) pues 9 (9)
t n veces •*
less®(h(0), h(n)) por deflniciôn de h
Supongaaos que n < a less®(h(n),h(a)), entonces:
suc(n) < suc(a) n < a propiedad del orden <
«"» less®(h(n),h(a)) por hipôtesls de inducciôn
e# less®(suc®(h(n)),8uc®(h(a))) pues 9  ^(10)
less®(h(suc(n)),h(suc(a))) pues h préserva el sucesor.
Una vez probado que h es un hoaoaorfisao. falta deaostrar que h
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es blyectlva. Para coaprobar que h es inyectlva. supongaaos que h(n) »
h(a) y que n * a. entonces, suc®(..suc®(0®).. ) • suc®(..suc®(0®)..),
In veces J veces J
si por ejeaplo, n > a, por ser 9 un aodelo de (1) obteneaos
suc®(... suc®(0®).. ) ■ 0® que es absurde porque 9  ^(2). Luego, n ■ a y
Ln-a veces J
h es Inyectlva.
La prueba de que h es sobre se basa en que puesto que 9 satisface
la fôraula (7) es posible probar que todo eleaento de nat*\{i >
9puede alcanzarse a partir de 0 por sucesivas aplicaciones de la
funciôn suc®. Sea id la funciôn de nat* en nat* que dénota
(pX;nat— mat.(Xx:nat.(if (es_cero x) then 0 else (suc (X (pred x))))))
Puesto que 9  ^(7), para todo d c nat*, se verifies id(d) « d que, de
acuerdo con el valor de id, signifies que d « x , que d ■ 0®, o que 
9 9d " suc (id (pred (d))). Para los dos prlaeros casos, se tiene h(x^) 
9» x^^ y h(0) « 0 ; para el ùltiao caso, un trataaiento anAlogo con
pred® (d). nos persitirâ asegurar que existe un n c tal que d ■ 0®
o d » Buc®(... (suc®(0®) )... ). Por tanto, para todo d e nat* existe un 
t n veces J
n c M tal que h(n) ■ d, es decir, h es sobre.
El reciproco es trivial, pues claraaente, toda Zx-estructura 
isoaorfa a R satisface las fôraulas (1) a (10). s
Si consideraaos el conjunto ST foraado por las fôraulas (1) a
(10) de la figura 1 Junto con las fôraulas que sirven para
caracterizar la sxiaa y el producto (ver ejeaplo §1-2.4.1), podriaaos 
extender la proposiciôn anterior diciendo que la aritaética estàndar 
de los nùaeros naturales es caracterizable en PLPR. Si representaaos 
por R*.* la estructura R auæntada con las operaciones suma y producto 
y por Th(R»,*) el conjunto de fôraulas que esta estructura satisface, 
entonces. p « Th(R*.«) ee ST  ^9-
Obsérvese que toda estructura que satisfaga las fôraulas (1) a
(6) debe contener a la estructura de los nùaeros naturales, ahora
bien, los aodelos no estàndar se eliainan al tener que satisfacerse la 
fôraula (7) (que no es expresable en la lôgica de priaer orden) ya que 
esta fôraula sôlo puede satisfacerse para los naturales y el bottom.
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2.1.4
Si es satisfactible entonces T es coherente.
Dw#%r#cl*n:
Sea 8 " <Z.D> un aodelo de p^ . Por construcciôn de p^ , 8 tiene 
que satisfacer las fôraulas (1) a (10) luego. por la proposiciôn 
anterior, existe un isoaorfisao h entre R y 8.
Oefiniaos el recubrimiento F de P, F:N x N—>T, a partir de <Z,9> 
y de h de la siguiente forma:
Sean n. a c M. F(n,a) • di «-» RLUD®(h(n),h(a)) - di®
Por hipôtesls 8  ^(11). esto nos asegura que si h(n) y h(a) son 
distintas de RLUD®(h(n), h(a) ) > di® para algûn di (0<l<a) de T.
Por tanto. coao h(n) # para todo n « N. F(n. a) < T. està bien
definida y es total.
Para deaostrar que F verifies la condiciôn a) de la deflniciôn de 
recubrimiento T-coherente. representaaos por la proyecciôn i-ésiaa 
de una n-tupla y coaprobaaos que para todos n. a c N, «^(F(n.a)) > 
Xg(F(n+l,a)) y *^(F(n.a)) « s^(F(n.a+D). Por la deflniciôn de F y 
puesto que 8 )» (12), probar la condiciôn anterior équivale a coaprobar 
que para todos n y a c N, se verifies:
(i) RI(fflT®(h(n).h(a)) - LEIT®(h(suc(n)).h(a)) y
(il) ÜP®(h(n).h(a)) - DOWI®(h(n),h(suc(a))).
Por ser 8 un aodelo de (13) se tiene que RIGHT®(h(n),h(a)) > 
LEFT®(suc®(h(n)).h(a)) y que UP®(h(n),h(a)) - DOVN®(h(n),suc®(h(a))). 
De estas dos ûltiaas igualdades, al ser h un hoaoaorfisao. se deduce 
(i) y (il).
Para coaprobar que F cumple la condiciôn b) de la deflniciôn de 
recubrimiento T-coherente hay que probar que F(O.a) * do para 
infinitos a « N. Esto es cierto porque por ser 9 un aodelo de la 
fôraula (14) sabeaos que para todo n e N existe un a c N tal que se 
cumple less®(h(n),h(a)) y RLUD®(h(0),h(a)) > do®. Las propiedades de h 
y la deflniciôn de F nos conduce a lo que querlaaos probar. a
Proposiciôn 2.1.5
El probleaa de satisfactibilidad en PLPR es zj-duro.
PtagftriçKnî
Los leaas 2.1.2 y 2.1.4 nos aseguran que el probleaa del doainô
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definido es s-reducible si problems de satisfactibilidad en PLPR. 
Entonces, puesto que el problems de dominô planteado es zj-completo 
(Cfr.(Har-84]). la proposiciôn queda deaostrada. a
2.2 n|-COHPL£TIT\n>
Una vez deaostrado que la satisfactibilidad en PLPR es un 
probleaa zj-duro, o lo que es lo aisao. la validez en PLPR es n|-duro. 
para probar que este ûltiao probleaa es Itj-coapleto. basta con probar 
que pertenece a la clase nj de la Jerarqula aritaética. Para deaostrar 
esta pertenencia probamos el teoreaa de Lbwenheia-Sko1ea para PLPR y 
utilizaaos el hecho de que la relaciôn de satisfactibilidad para una 
asignaciôn es equivalents a la satisfactibilidad en la lôgica de 
predicados. lo que peraite représenter esta relaciôn de aanera 
aritaética.
Teoreaa 2.2.1 (LSwenheia-Skolea)
Sea é S L(Z) un conjunto satisfactible, entonces existe un aodelo 
que satisface a # cuyo doainio es numerable.
Reconstruyendo la demostraciôn de la coapletitud del aétodo de 
los tableaux, podeaos asegurar que si # es satisfactible y 7^ es su 
tableau canônico. 7^ tiene al aenos una rama abierta que por 
deflniciôn es tal que la uniôn H de los conjuntos que etiquetan sus 
nodos es un conjunto de Hintikka y KZ(é) £ H. En la demostraciôn de la 
satisfactibilidad de los conjuntos de Hintikka se construye un aodelo. 
3a. cuyo doainio. DAT**, consiste en clases de equivalencia (t;v] con 
t: V recorriendo los térainos aonoaôrficos. De la nuaerabilldad de 
MTa(Z) podeaos deducir que el aodelo construldo tiene un doainio 
numerable. Podeaos afiraar entonces, que todo conjunto de Hintikka 
tiene un aodelo numerable. En concrete, la interpretaciôn que 
satisface H, con doainio numerable, taabién seré un aodelo de HZ(9), y 
por las caracterfsticas de Zh, taabién lo serà de $. s
Teoreaa 2.2.2
El probleaa de satisfactibilidad en PLPR es z|-coapleto y por 
tanto. el probleaa de validez de las fôraulas en PLPR es nj-coapleto.
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D9M#trMl4n:
El teoreaa de LOwenhela-Skolea para PLPR nos asegura que si p es 
satisfactible tiene una estructura numerable, que coao tal podri 
codificarse aediante una funciôn total f sobre los nùaeros naturales. 
Por otro lado. por ser L(£) numerable, cada fôraula p puede
identificarse con un nùaero natural n. finalaente puesto que en cada
fôraula hay coao aueho un nùaero finito de variables de tipo. el
conjunto de asignaciones correspondientes a las variables de tipo de 
un fôraula es numerable, y por tanto. cada asignaciôn de este conjunto 
puede codificarse por aedio de un nùaero natural a. Adeaàs. por ser
los conectivos de PLPR los de la lôgica de predicados. de la aisaa
forma que existe una relaciôn aritaética que expresa el concepts de
satisfactibilidad para la lôgica de priaer orden. podeaos decir que el
probleaa de validez de una fôraula p « L(Z) puede escribirse en 
térainos de una relaciôn aritaética temaria R de la siguiente foraa: 
Vf V a R(f,a.n) que. dado que el probleaa de validez en PLPR es
n|-duro. nos lleva a concluir el teoreaa. a
Una consecuencia inaediata de este teoreaa es la no existencia de 
célculos coapletos finitarios para PLPR que de existir proporcionarlan 
un algoritao co#q»utable para el probleaa de validez de una fôraula. 
Igualænte puede afiraarse que PLPR no puede verificar teoreaas de 
coiyiacidad. Estos hechos no restan potencia a PLPR en coaparaciôn a 
otras lôgicas destinadas a ser la base de un sisteaa de deducciôn 
autoaitico coao PPX o OCT. En realidad todas las lôgicas que peraiten 
razonar acerca de funciones coiy>utables suelen contener la teorla 
aritaética y por tanto ser incoigiletas coao es el caso de LCF. NuPRL. 
etc.
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3. IWEUOCIOM DE PWTO FIJO PARA PUR
Hast* ahora hemoa conseguldo un slsteu de deducciôn natural que 
coao tal serà adecuado para slaular razonaaientos huaanos, pero que 
por ser Inflnltario. sôlo puede autoaatizarse parcialaente. Eliainando 
las réglas infinitarias de PRC e introduciendo en su lugar un axioaa 
de punto fijo y una regia de inducciôn para las fôraulas continuas, 
conseguiaos un càlculo que llaaareaos PfC que. coao auestran los 
ejeaplos. es capaz de deducir fôraulas no triviales; en concrete 
utilizando el axioaa de punto fijo puede derivarse una régla de 
inducciôn para los naturales.
3.1 FORMULAS CONTINUAS
La régla de inducciôn de punto fijo que vaaos a introducir està 
definida sobre un subconJunto de nuestro lenguaje. Al igual que en 
[Bak-80] la régla de punto fijo de Scott se define para la clase de 
las fôraulas correctas. o en [Man-74] la inducciôn paso a paso se 
define para las fôraulas adaisibles, o en [Pau-87] la régla de 
inducciôn estructural se define para las fôraulas que son cadena 
compléta; en PLPR la régla de inducciôn de punto fijo viene dada para 
el conjunto de fôraulas continuas que definiaos a continuaciôn.
Deflniciôn 3.1.1
Una fôraula p es continu* con respecto a una variable funcional 
Y:ti— »T2 que aparece libre en p, si se verifies:
{p((|iX:Ti— »ra.M)‘/Y:Ti— »T2l I i< w>^ f[(pX:Ti—*T2.M)/Y:Ti— »T2].
Esta deflniciôn puede extenderse para un nùaero finito de 
variables funcionales: p es continua con respecto a las variables 
funcionales Yj: t|— »x^ ..... Yn: t“— »t^ . que aparecen libres en p si se 
verifies:
.. , (|iXn: t"— »T^ .Mn)‘/Yl: t|— »T^ ,. ., Yii:t"— »T^ ) ( i<«>
 ^p [(mXi:t|— .. . (pXn:T"— »t^.Mii)/Yi:t|— . . ,Yn:T"— »T^ ]. □
Definireaos la régla de Inducciôn sobre el conjunto de fôraulas 
continuas y coaprobareaos al introducir esta régla al càlculo RRC, 
éste se aantiene correcto. La correcciôn de la régla de inducciôn se
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basa en la deflniciôn de fôraula continua. Sin eabargo, desde el punto 
de vista coaputacional se nos plantea un nuevo probleaa, porque no 
existe una caracterizaciôn sintàctica de las fôraulas continuas. Es 
aàs. coao vaaos a ver a continuaciôn, existe al aenos una signatura Z 
para la que el conjunto de las Z-fôraulas continuas es Z^-duro.
Considereaos la signatura Za de la proposiciôn 2.1.3 y
siaplifiqueaos la sintaxis del Zs-téraino (suc (...(suc 0)...}) por n. 
t n veces J
Definiaos la Zs-fôraula % coao la conjunciôn de las slguientes 
fôraulas:
Vx:nai Vy:nat((suc x) ■ (suc y) — » x ■ y)
Vxnat i(sue x) ■ 0 
(es_eera 0) • true
Vx:nat(IX £ i:nat — >(es_cero (suc x)) « false)
Vx:nat(pred (suc x)) ■ x 
(pred 0) ■ x;nat 
Vx:nat idess (x.O))
Vx.-nat (less (0, (suc x)))
Vx:nat Vy:nat ((less ((suc x),(suc y))) (less (x.y)))
Por otro lado, definiaos R coao la aenor clase de Zs-expresiones 
funcionales que verifies:
i) (Xxt:nat.. .xk:nat.n) c R (Isk, Osn) (funciones constantes)
il) (Xx:nai.(suc x)) c R (Sucesor)
iii) (Xxi:nai.. .xk:nat.xi) s R (isisk) (.Froyecclôn)
iv) Si M:natx. ..xnat— mat € R y Mi : nat*... xnat— mat € R isisk
I— k — I I— m — I
entonces (Xxi:nat.. .xm:nat. (M ((Mi (x i ,...,Xb )) (Ma (xi... ,Xb )))))
pertenece a R (isk.a) (SustitucJôn)
v) Si Ml:nais.. .mai— mat c R. Hz:nat*...xnat-mat c R entonces:
L- k*l -I L_ k-1 -I
()iX:nat*..anat— mat. (Xxi:nat. .xk:nat. (if (es_cero xi)
•—  k —f then (Hz (xz. ...xk))
else (Ml ((pred xi).(X (xi... ,xk)),xz.... ,xk)))))
pertenece a R (RecursIdn)
vi) Si M: nat*... *nat— mat c R y Mo: nat*... *nat—mat es la expresiôn:
L- k*l —1 L— k+1 —I
(Ayo.-nat.. .yk:nat. (if (es_cero (M (yo..... ya) ) ) then ya
else (X (yo ya-i, (suc ya))))),
entonces (Axi:nat...xa:mat. ((pX:nat*...*nat—mat.Mo) (xi xa.O)))
L- k+1 -I
pertenece a R (MlnimlzaciÔn)
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Sea 8 ■ <I,9> una £v-estructura que eatleface % entonces, podeaos 
asegurar que por contrucciôn de x, existe un subconjunto S de nat* c 
T* tal que 5) es isoaorfo a <S,D>.
Sea S la clase de las funciones recurs i vas parciales de en N 
(isk) que sabeaos es recursivaaente enuaerble. Un algoritao an&logo al 
utilizado para enuaerar las funciones de S sirve para enuaerar R. Por 
ello y por la seaàntica de las exprès i ones funcionales. si 9* si 
k"l ) es la funciôn recursive de aridad k y de Indice n. y si h es el 
isoaorf isao entre 5) y <S,9>, podeaos afiraar que para n y cada k 
podeaos encontrar de foraa efectiva una expresiôn funcional de aridad 
k que llaaareaos M*: nat*...*nat—mat y que verifies
" L. le _1
SfM^:nat*.. .xnat— mat] (h((ni)... h(ns)) ■ 9^(ni.....ns) para toda
" L_ le -1 
k-tupla <ni ns> c
La fôraula % y la notaciôn nat*.. .xnat— mat para las
“ l- k -I
exprèsiones de R (eliainaaos el superindice cuando k"l) se utiliza en 
la demostraciôn de la siguiente proposiciôn.
Teoreaa 3.1.3
El conjunto de fôraulas continuas es Z -duro.
Demostraciôn :
La demostraciôn consite en reducir un conjunto Z^-coapleto al 
conjunto de fôraulas continuas. Utilizaaos para ello el conjunto 
Z^-coapleto FIN ■ (n | el doainio de 9  ^ es finito}. [Rog-671. Para 
cada n definiaos una fôraula p" y probamos que n e FIN «-» p" es 
continua.
Sea n c N. definiaos p" coao x— donde x ha sido definida con 
anterioridad y x" es 3x:nat Vy:nat ((less (x.y))— »(M^  (10 y)) » i:nat) 
siendo ID:nat— mat una siaplificaciôn de la expresiôn funcional 
(pX:nat— mat. (Ax:nat. (if (es_cero x) then 0 else (suc (X (pred x))))))
Al resultado de sustituir la p-expresiôn ID: nat— mat en x" por la 
i-ésiaa aproxiaaciôn sintéctica (ID:nat—mat)‘, es decir. a la fôraula 
3x:nat Vy:nat ((less (x.y))— »(M^  (ID* y)) ■ x:nat) la llaaaaos x*'*-
Veamos que n € FIN X— »*” continua.
"») Sea n e FIN y S = <I.9> un aodelo de x- Por construcciôn. x 
adaite aodelos no estàndar. pero sabeaos que existe un isoaorfisao h 
entre R y <S. 9> siendo S S nat*. Por la deflniciôn de FIN y las
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propiedades de mat— mat. 8[M^:nat— mat](h(a)) * para infinitos
a c N. Es fâcil coaprobar que por ser 8 un aodelo de %, 
8[lD:nat— mat] (h(a)) ■ h(a) para cualquier a c N. Por tanto, si n « 
FIN tendreaos que 8[M^:nat— mat] (8[lD:nat— mat] (h(a) ) ) - para un 
nùaero infinito de eleaentos h(a) c S. Deduciaos por ello. que existe 
un u c mat* tal que para todo v s nat* si less®(u,v) entonces 
a [M : mat— mat] (8[lD: nat— mat] (v)) - x^^ y por tanto, 8  ^x" con lo
que  ^X— » x" Por otro lado. para cualquier n c N. si 8  ^x entonces,
8[M mat— mat] (8[(ID:mat—mat)*](h(a)) ■ x^^ para todo a>i,
entonces. siguiendo un razonamiento anàlogo al utilizado antes para 
x". probamosque 8 x—*%"* para todo i<w. que nos peraite concluir que 
p" es continua.
*) Lo probamos por reducciôn al absurdo. Sea n s FIN. claraaente 
la estructura R satisface x* El isoaorfisao h de la Impiicaciôn
anterior serà en este caso la identidad, y coao antes, R  ^x iaplica
R [M nat— mat] (R[( ID: natxnat)*] (a) ■ x^^ para todo a>i, de donde 
deduciaos R |» x— para todo i<w. Ahora bien, por deflniciôn de 
M : nat— mat y de FIN. R[M^: nat— mat] (a) ■ x^^ sôlo para un nùaero 
finito de eleaentos a c N. pero R[lD:nat— mat] (a) « a para todo a c N 
y por tanto. R no es un aodelo de x" Concluiaos que si n S FIN. 
existe una estructura R. que para todo i<w satisface x— , psro R no 
es un aodelo de x — decir. p" no es continua.
Queda probado que FIN es a-reducible al conjunto de Zs-fôraulas 
continuas que por lo tanto es Z^-duro. a
La continuidad de las fôraulas es un concepto seaàntico que coao 
hemos visto no tiene una caracterizaciôn sintàctica. Sin eabargo. un 
gran nùaero de expresiones sintàctieas puede reconocerse de una aanera 
automàtica ccmo fôraulas continuas.
Proposiciôn 3.1.4
a) Las slguientes fôraulas son continuas con respecto a una 
variable Y:ti— rrz que aparece libre en elles: 
ti:T S tz:T
-i(t:T S x :t a X:t S t:T)
itï:T £ tz:T si Y:ti— « a no aparece libre en ti:x 
-»(p t:T)
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b) Si p y 9 *on continuas con respecto a Y:ti— »t2 entonces las 
slguientes fôraulas son taabién continuas:
(9 A 9)
(p V 9) si p y 9 son adeaàs aonoaôrficas
Vx :t p 
3x :t p
c) Si np es continua con respecto a Y:xi— »X2 y aonoaôrfica, 
entonces las slguientes fôraulas son taabién continuas:
nVx: v p 
i3x: w p
d) Si p es continua con respecto a Y:xi— >X2. entonces. 
p[M: XI— »x2/Y: XI— »x2] es continua con respecto a todas las variables 
funcionales libres en M:xi— 1x2 de tipo xi— *X2.
La deaostraciôn de esta proposiciôn se basa en la seaàntica de 
las fôraulas y en la equivalencia entre las aproxiaaciones sintàctieas 
y seaànticas. a
3.2 AXIOHA Y REGLA DE INDUCCION DE PUNTO FIJO 
Deflniciôn 3.2.1
Se define el càlculo PJG aediante el sisteaa de reglas de 
derivaciôn de RRC excluyendo las reglas para las aproxiaaciones de 
punto fijo y aftadiendo las slguientes reglas:
Régla de Inducciôn de punto fijo
[ p[X:xi— »X2/Y:xi— »T2l )
p I i : X I — »xa/Y: X I — »X21
plM: XI— »x2/Y: xi—*X2]
(IND) ----------------------------------------------------
p[ (pX: X I — 1X2. M)/Y: X I — »X2)
siendo p continua con respecto a Y:xi—♦xa, X:xi—4X2 no aparece libre 
en p ni en las hipôtesls no canceladas de las derivaciones de las 
preaisas, X:xi— rxa c Lib(M: xi— »X2) y M: xi— »X2 no contiens definiciones 
recursivas.
Axiome de punto fijo
(FIX)
((»iX:xi— *X2.M) t:xi) * (Ml (pX: XI— »X2. M)/X: xi— »X2] t:xi)
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ConvlcM sefUlar que la regia de inducciôn puede extenderse de 
aanera natural a una régla de inducciôn siaultànea para fôraulas que 
sean continuas con respecto a varias variables de funciôn.
Teorsma 3.2.2
EL càlculo T9C es correcto.
OfflgQltrtSlÔP:
Vaaos a probar;
(i)  ^((|iX:Ti— >T2.H) t:Ti) ■ *T2((»iX;tï-*T2.M)/X:ti-»T2I t:xj)
(il) Supuesta la siguiente hipôtesls de inducciôn:
Para todo conjunto fo que contenga las hipôtesls de Do
p(i/Y: xi-»x2]
se verifies To  ^ p(i:xt— ♦xa/Y: xi— »xa] y para todo conjunto F que
contenga las hipôtesls de la derivaciôn piX; xi— ixz/Y; xi—♦X2l se
D
p[M: xi— *T2/Y: XI— »X2]
verifies r  ^piM: XI— ♦X2/Y: XI— »X2].
Entonces, si * es un conjunto que contiene las hipôtesls de la
(p(X:xi— ♦X2/Y:xi— »X2l 1 
derivaciôn Do D y en el que no aparece
p[x/Y:xi-»X2) p[M: XI— »X2/Y:xi— »X2l 
pl(pX:xi— »X2.M)/Y:xi— »X2]
libre la variable X:xi— »X2, entonces ♦  ^p((pX: xi— »X2.M)/Y:xi— »X2l.
Una vez probados (i) y (il), utilizando la demostraciôn de la
correcciôn de RRC podeaos concluir que R7C es correcto.
Demostraciôn de (i):
Para cualquier interpretaciôn 3»<I,J),Ç> y ij e ATp* se tiene: 
3[((pX:xi— »X2.M) t:xi)] q « fix T(3,X:X1— »xz,M,q) (3[t:xi]q)
■ T(3,X:xi—pxz.M.q)(fix T(3,X:xi— »X2.M,q)) (3[t:xijq)
por la deflniciôn de punto fijo 
» 3{fis T(3,X:xi— ♦x2,M,q)/X:xi— »X2>[M:xi— «zjq (3[t:xi]q)
por la deflniciôn del operador T 
» 3£M:xi—♦xzf (pX:xi— ♦x2.M)/X:xi— »x2l]q (3[t:xi]q)
por el lema de sustituciôn y la seaàntica del p-operador 
» 3[(M:xi— ♦x2l(pX:xj— ♦X2.M)/X:xi— *X2] t:xi)]q.
Demostraciôn de (il):
Partimos de las hipôtesls de inducciôn enunciadas en (il) y 
considérâmes un conjunto 9 que contiene las hipôtesls no canceladas de
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(plX: Ti— »Ta/Y: Tx— >T2j J 
la derivaciôn Do D y en el que X:ti— »t2
p(x/Y:TX-»T2l p[M:Tt— »T2/Y:ti— >T2l 
p((pX:Ti-^2.M)/Y:TX— *T2]
no aparece libre. Sea 3 una interpretaciôn tal que 3 ^ 9 .  Vaaos a
probar que para todo i<w se verifies 3  ^p( (pX: ti-»t2. M)'/Y: ti-»t2] . Lo
probamos por inducciôn en i.
Para 1=0. tenemos que por construcciôn 9 contiene las hipôtesls de
Do entonces, por inducciôn, 3  ^ p[x:ti-»t2/Y: ti-»t2] y coao
p(i/Y: Ti-iraJ
(pX:xi-*T2. M)® ■ l:xi-»T2, tenemos 3  ^p[(pX:xi-*X2.M)®/Y:xi-»x2l.
Paso de inducciôn: Supongaaos 3  ^p[(pX:xi->x2.H)*/Y:xi->x2] para un
i<« que es lo mismo que 3  ^plX:xi-»x2/Y:xi-»x2l l (pX:xi-»X2.M)*/X:xi-»x2)
pues X:xi— »X2 no aparece libre en p. Entonces,
3{3[(pX:xj-»X2. M)*]/X:xi-»X2> piX: xi-»X2/Y: Xi-»X2) por el leaa de
sustituciôn. Utilizando el lema de coincidencia, puesto que 3 )> 9 y
X:xi-»x2 no aparece libre en 9, 3<3[(pX: xi-»x2. M)*]/X: xi->x2> 9.
Siaplif icaaos la escritura de 3<3[(pX: xi-»x2.M)‘]/X:ti-»t2} por 3’.
Teneaos 3"  ^ plX; xi-»x2/Y: xi-*x2] y 3*  ^ 9 luego, por- hipôtesls de
inducciôn, coao 9 v {p(X: xi-»x2/Y: xi-»x2] > contiene las hipôtesls de
p[X:xi— >X2/Y:xi^x2l, 3‘ \ p[M: xi-»x2/Y; xi-»x2j lo cual iaplica que
D
p(M: XI— ♦X2/Y: xi— ♦xz]
3" <3" [M:xi4X2]/Y:xwx2}  ^p por el leaa de sustituciôn. La deflniciôn 
de las aproxiaaciones sintàctieas y el leaa de sustituciôn nos 
aseguran la igualdad 3 [M: xi^ xz] » 3[(pX:xi-^ x2.M)’**] ya que M: xwxz 
no contiene definiciones recursivas y por tanto, (M: xwxz)*** * 
M:xwx2. Tenemos entonces, 3’{3[(pX:xx->x2.M)***]/Y:xx-^ x2}  ^ p, y por 
el lema de coincidencia, 3{3[(pX: xi->xa. M)***]/Y; xwx2>  ^ p de donde, 
por el lema de sustituciôn 3 f p( (pX: xj->x2. M)***/Y: xi-+x2] coao 
querlaaos probar.
Por ser p continua y verificarse 3 p( (pX: xi-»x2. M)*/Y: xi-^ xz] 
para todo i<u deducimos que 3 |" p[ (pX: xwxz. M)/Y: xi-^ xz] con lo que 
llegamos a la conclusiôn de que 9 p[ (pX: xi->X2.M)/Y:xi->x2]. s
Corolario 3.2.3
La régla de inducciôn sigue siendo corrects si se enuncia de la 
siguiente forma:
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p[x: XI— »Ta/Y: XI— »xaj plX: xi— »X2/Y: xi— ♦raj— ipIM: xi— »xa/Y: XI— »X2j
(IND') -----------------------------------------------------------
f [ (pX: XI— »X2. M)/Y: xi— »xaj
Esta foraa ds la regia de inducciôn serà la utillzada en la
iapleaentaciôn del sisteaa de deducciôn automàtica basado en PLPR que 
se presents en el capitule IV.
El càlculo P7C que acabamos de construir aunque, de acuerdo con
las propiedades de PLPR que estudiamos en la secciôn anterior, no
puede ser comqileto. résulta sin embargo màs manejable a un usuario y
tiene buenas propiedades de automatizaciôn.
Coao veremos en los slguientes ejeaplos utilizando la inducciôn 
de P5C. se puede deducir la validez fôraulas de una cierta complejidad 
que presentan definiciones recursivas. P7C peraite también derivar una 
régla de inducciôn sobre los naturales que asegura la coapletitud del 
càlculo para estructuras aritméticas.
Ejeaplo 3.2.4 ([Man 74], [Pau 87])
Sea Et una signatura de tipos cualquiera y Ed"(f:p— ♦bool,g:p—»p), 
coao sieapre £ « <£t, Ed>. Sea H:p-^ la E-expresiôn funcional 
(pX:p— »p. (Xx:p. (if (f x):bool then x else (X (X (g x):p):p):p):p)). Se 
trata de probar que la fôraula Vy:p (H (H y):p):p • (H y):p es vàlida 
en PLPR utilizando PPC. La continuidad de Vy.-p (H (X y):p) * (X y):p 
nos permits utilizer la régla de inducciôn de punto fijo. Considereaos 
las derivaciones Do y D slguientes:
- Sea 00 una constante auxiliar de tipo ct siendo ct una constante de 
tipo auxiliar. Do consiste en la derivaciôn del caso bàsico y es el 
siguiente àrbol
(MT) -------------------------- (REF)
(x co:ct):ct « X  (H (x co:ct))"(H (x co:ct))
 (SUB)  —
(H (x co:ct))*(H x:ct) (H X:ct) ■ X:ct
(--rtUN)(DEF) (H (x co:ct))*x:ct
(x co:ct):ct ■ x:ct
------------------  (-SIM)
X:ct ■ (x CO:ct):ct
------------------------------------------------  ("IRAN)
(H (x co:et)) " (x CO:ct)
(V I)
Vy:ct (H (x y)):ct ■ (x y):ct
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- La derivaciôn D représenta el paso de inducciôn. Supuesta cierta la 
fôraula Vy;ct (H (X y):ct):ct ■ (X y):ct se trata de probar la fôraula 
Vy:ct (H (M y):ct):ct ■ (M y):et donde M siaplifica la expresiôn 
funcional (Ax:ct. (if (f x) then x else (X (X (g x))))). Consideraaos 
las slguientes siaplificaciones en la notaciôn:
. to:ct es el Z-téraino (if (f co:ct) then co:ct else (X (X (g co.-ct)))) 
.t:ct es igual a (if (f x:ct) then x: ct else (H (H (g x:ct))))
Construiaos los slguientes subArboles de la derivaciôn D.
- Di.i es el Arbol (f co:ct) » i:bool
(ilf)
to: et » i: ct 
- Di consite en la derivaciôn siguiente.
Di.i --------------------  ("RED
(H tO:ct) " (H t0:ct) 
----------------------------- (SUB)   (STR)
(H to:ct) " (H i:ct) (H i:ct) " X:ct
-------------------------------------------  (»TRAN)
Di.i (H to: ct) "X: ct
--------- ("SIM)
X: ct " to: ct
------------------------------------  ("TRAN)
(H to:ct) " to:ct
- D2. 1. 02.2 y 02.3 son los subArboles slguientes:
(f CO:ct) " true
02.1:   (TIf)
to: ct " CO: ct
02.2:   (FIX)
(H CO:ct)"((Ax:ct.t:ct) co:ct)
[ico:ct S X:t 1 (f co:ct) " true
02.3:   (ABS)   (TIf)
((Ax:ct.t:ct) co:ct)"t[H^j
((Ax: ct.t:ct) co:ct) " co: ct
("TRAN)
A partir de ahora. puesto que todos los térainos son de tipo ct, 
eliainareaos la notaciôn de los tipos.
- 02 es la siguiente derivaciôn.
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Da.» --------------  (-REF)
(H to) ■ (H to) D2.2 03.3
------------------ (SUB)   ("TRAN)
(H to) " (H co) (H co) " co 02.1
  ("TRAN)   ("SIM)
(H to) " co co " to
----------------------------------------  ("TRAN)
(H tO:ct) " to:ct
- 03.1 y 03.2 consisten en les subArboles:
(f co: ct) " false
03.1:   (FIf)
to " (X (X (g co)))
Vy;ct (H (X y)) " (X y)
03.2:   (VE)
(H (X (X (g co)))) " (X (X (g co)))
- 03 queda constltuioda por:
("REF)
(H to) " (H to) 03.1
------------------------ (SUB)
(H to)"(H (X (X (g co)))) 03.2 03.1
  ("TRAN)  ("SIM)
(H to) " (X (X (g co))) (X (X (g co)))»to
--------------------------------------------------------  "TRAN
(H tO:ct) " to: ct
Las derivaciones Oi, O2 y 03 pueden ser alargadas de aanera que 
para cada Oi teneaos la derivaciôn
[nCO: ct S l:ct]
--------------  (ABS)
(M co) " to:ct
-------------  (-SIM)
to:ct " (M co) Oi
------------------------ (SUB)
(H (M co)) " (M co)
Sabeaos entonces que supuesto Vy:ct (H (X y)) " (X y), si 
-ICO s i:ct. existe una derivaciôn de (H (M co)) " (M co) tanto en el 
caso de que (f co) ■ 1, coao si (f co) " true, coao si (f co) « false. 
Si co C i:ct, utlizando las las reglas (BOT) y (STR), taabién 
derivaaos (H (M co)) - (M co). De las reglas (Exc) y (vE) acabarlaaos 
deduciendo que las derivaciones Di, i"l,2.3, son vAlidas para un co 
cualquiera. Todo esto nos lleva a la construcciôn de la derivaciôn 0:
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(Bool)
(f co)»x:boolv(f co)»tniev(f co}>false (Vy:ct (H (Xy)) ■ (X y)J
((f co)»iJ t(f co)«truel [(f co)«false]
(H CM co))-(M CO) (H (M co))-(M co) (H (M co))-(M co)
(vE)---------------------------------------------------------------
(H (H CO)) - (M co)
---------------------- (VI)
Vy: ct (H (My)) ■ (M y)
Conclulmoa la prueba con el irbol sigulente:
Do D
------------------------------- (IND)
Vy:ct (H (H y):ct):ct ■ (H y):ct
-------------------------------  (TSI)
Vy:p (H (H y):p);p ■ (H y):p
EJeaplo 3.2.5 (Una derivacibn de la regia de inducclôn en M) 
Consideraaos la signatura In empleada otras veces para 
caracterizar los numéros naturales. ID:nat— mat una slmplificaciôn de 
(fiX: nat— mat. (\x: nat. (If (es_cero x) then 0 else (sue (X (pred x)))))) 
Utlllzando solo la regia (FIX) y las réglas propias de un c&lculo de 
primer orden correspondlentes a PfC vamos demostrar que existe una 
derivaciôn de la regia de inducclôn para los naturales que enunclamos 
de la siguiente forma:
[ p[c:nat/x:nat] 1
Vxinat (ID x) «x p[0:nat/x:nat] p((suc c:nat)/x:nat]
Vxtnat (nx £ i:nat — » p)
Siendo c:nat una constante que no aparece en p ni en las hipôtesis no 
canceladas de la derivaciôn de p(c:nat/x: nat]. Al introducir la 
fôrmula Vx:nat (ID x) « x en las prenlsas, se oblige a que los modèles 
que la satisfagan sean isomorfos al estàndar de los numéros naturales.
Sea co una constante auxlliar de tipo nat. para slmplificar la 
notaciôn, no escriblremos su tipo en la derivaciôn. También 
simplificamos (if (es_cero x:nat) then 0 else (suc (ID (pred x:nat)))) 
por t:nat. Descomponemos la derivaciôn en una serie de subàrboles, 
como sigue:
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I-ICO £ il
-Di ------------------------- (FIX)  (ABS)
(ID co)«((Xx:nat.t:nat)co) ((Ax:nat.t:nat)co)=t:nat[co/x]
------------------------------------------------------- (-TRAN)
(ID co) - t:nat(co:nat/x:nat]
Vx:nat (ID x):nat - x
-Da -------------------- (VE)
(ID co) - CO
------------ (-SIM)
CO - (ID co)
l(es_cero co) - i:bool]
-Da -----------------------  (ilf)
t: nat [co: nat/x: nat]-i: nat Di
(-TRAN)
(ID co) - i:nat Da
---------------------------------  (-TRAN)
CO - irnat
------------ (aE)
CO £ i:nat (nco £ i:nat]
----------------------------------  (a I)
ICO £ 1:nat a  co £ i:nat
---------------------  (il )
-i(es_cero co) - i:bool
-D4   (Bool)
(es_cero co)-i:bool v (es_cero co)-tnie v (es_cero co)-false Da
(es_cero co)-tnie v (es_cero co)-false ^  ^
[(es_cero co)»tnie]
-Ds -------------------- (TIf)
t: nat [co: nat/x: nat]-0 Di
----------------------------  (-TRAN)
(ID co) - 0 Da
----------------------------  (-TRAN)
CO-0 V 3y:nat co=(suc y)
(VI)
((es_cero co)-false]
-Da -------------------------------------- (FIf)
t:nat[co:nat/x:nat]«(suc (ID (pred co))) Di
(-TRAN)
(ID co) - (sue (ID (pred co))) Da
--------------------------------------------- (-TRAN)
CO - (sue (ID (pred co)))
-----------------------  (31)
3y:nat co-(suc y)
------------------  (vl)
CO-0 V 3y:nat co-(suc y)
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'Dr Sea c una constante auxlliar de tipo nat
IcCuc C, '
(-SIH) -------------  pKsuc c): nat/x: nat]
(suc c) ■ co
---------------------------------- (SUS)
p[co:nat/x:nat] [3y:nat co-(suc y)]
(3E) --------------------------------------------------------
p[co: nat/x: nat]
Por fin. con el siguiente Arbol terminamos la prueba.
Di Ds De (co ■ 0] p[0:nat/x:nat]
(vE) ---------------------- (SUB)
co-0 V 3y:nat co*(suc y) p[co:nat/x:nat] Dr
---------------------------------------------------------- (vE)
p[co: nat/x: nat] 
------------------------  (FTh)
-ico£x: nat— *p(co: nat/x: nat]
------------------------- (VI)
Vx: nat (-ix£i: nat — » p)
Por aedio de la régla que acabamos de derivar. podreaos demostrar 
propiedades de los numéros naturales que no pueden probarse en la 
lôgica de primer orden. Es posible demostrar. por ejemplo. que el 
factorial de un numéro es una funciôn total. Esta afirmaciôn se 
expresa mediante la fôrmula Vx:nat (nx S i:nat — » n(fact x) £ x:nat), 
donde fact:nat— mat représenta la expresiôn funclonal sigulente:
(pX;nat-mat.(Xx:nat. (if (es_cero x) then x else (• (x. (X(pred x))))))) 
Si considérâmes las fôrmulas que caracterizan la aritmética est&ndar 
(ver §1-2.4). se puede probar -i(fact 0) £ i: nat y se puede derivar la 
fôrmula i(fact (suc c:nat)) £ i:nat a partir de -i(fact c:nat) £ i:nat 
para un c:nat auxlliar. Aplicando la régla de inducclôn para los 
naturales que acabamos de introducir en este ejemplo. llegamos al 
resultado esperado.
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CAPITULO IV
MIZ-PR: UN SISTEMA DE DEMOSTRACION AUTOMATICA BASADO EN PLPR
En la consecuciôn de una demostraciôn dentro del àmblto de la ATP 
pueden dlstlngulrse dos maneras de operar: bûsquedas completamente
automàtlcas y bûsquedas de la demostraclôn con Interacclôn del usuarlo 
con la aiqulna. En este capltulo présentâmes un sistema de deducclôn 
automàtlca basado en la lôgica PLPR. llamado HIZ-PR. en el que se 
pueden combiner las técnicas de comprobaciôn automàtlca de 
demostraciones con la interacciôn hombre-màquina. Estudiaremos cômo se 
mecanizan las demostraciones de la lôgica y cuàles son las 
caracterlsticas de HIZ-PR.
Para analizar nuestro sistema. es importante sefialar que en ATP 
suelen adoptarse dos puntos de vista bien diferenciados; el de la 
lôgica como algo estàtico que fundamenta la construcciôn del sistema y 
el motivado por la orientaciôn humana. es decir. por la simulaciôn de 
las técnicas humanas usadas para resolver problèmes; desde este 
segundo punto de vista. los tratamientos especlficos del sistema se 
van mostrando conforme se progress en su construcciôn.
Concentràndose en el punto de vista lôgico. se ban désarroilado 
distintos métodos que permiten comprobar automàticamente la validez de 
un teorema. entre los màs conocidos estàn la resoluclôn con todas sus 
distintas variantes [Unit preference, Set-of-suport, Hyperresolution, 
Model elimination, SL~resolutlon, Connection greph, etc.) ISti-87]. y 
el método de los tableaux con sus diferentes extensiones. Sistemas 
dlsefiados para i^lementar métodos lôgicos son por ejemplo AURA 
[UUL-81] y SETHBO [Bib-90]. El Computetlonel Logic Theorem Prover de 
Boyer y Moore IBM— 88] tiene un caràcter intermedio entre el aspecto 
puramente lôgico y la orientaciôn humana. Otros sistemas. taies como 
AUTHOMAT [Bru-80] y la familia de los sistemas LCF [Pau-87]. [Con-86]. 
(Gor-891. presentan mayor preocupaciôn por el aspecto humano. tratando 
de conseguir una «mstrucciôn interactiva de un àrbol de demostraciôn 
aplicando unas estrategias de demostraciôn basadas en una lôgica 
concrets.
Desde el enfoque de orientaciôn humana podemos considérer 
diferentes aspectos. Entre ellos son dignos de menciôn: el manejo de
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una base de datos; la exlstencla de reglas de reescrltura y de 
slmplifIcaclones algebriicas; el uso de sistemas de inferencia 
naturales; el control de la direcciôn de bûsqueda; la existencia de 
tipo# y su construcciôn; la utillzaciôn de procedimientos que integren 
el control de la bûsqueda con la inferencia; los medios para la 
interacciôn hombre-màquina. como puede ser la exlstencla de un 
lenguaje claro con el que el usuarlo se comunique con el demostrador; 
la posibilidad de utilizar tàcticas. ejemqilos y contraejemplos; o 
incluBo la capacidad de servirse de patrones usando razonamientos 
similares a otros y de "aprender" de teoremas ya demostrados.
El enfoque lôgico de nuestro sistema ha sido planteado y tratado 
en los capltulos anterlores, en ellos hemos definido la lôgica PLPR 
que sirve de soporte en el disefto de MIZ-PR y hemos presentado 
diversos càlculos que permiten mecanizar demostraciones. Algunos 
aspectos de esta lôgica soporte. taies como la construcciôn de tipos 
polimôrficos. la inducclôn y el sistema de inferencia natural se han 
introducido con el fin de conseguir un sistema que incorpore algunos 
aspectos claves en ATP desde el punto de vista del enfoque humano. 
Otras caracterlsticas propias de este enfoque se iràn poniendo de 
manifiesto a medida que se vaya conociendo el sistema; es de destacar 
la naturalidad del lenguaje en el que se escriben las demostraciones.
En la primera secciôn de este capltulo se da una visiôn general 
de HIZ-PR estudiando cômo se mecanizan las demostraciones. qué 
estructura tiene éstas y qué tareas se ejecutan para mantener el 
control y verificar las demostraciones. Nuestro sistema heredarà las 
cualidades de la lôgica PLPR sobre la que està construido y ciertas 
reglas de los càlculos para ella definidos. en particular dispone de 
la inducclôn de punto fijo.
A continuaciôn. utilizando una gramàtica en forma de Backus_Naur. 
se formalize la sintaxis del lenguaje con el que se definen teorlas. 
se escriben demostraciones y se solicitan facilidades. y se presentan 
ejemplos que dan una visiôn de la ut11idad y el manejo de HIZ-PR.
El capltulo termina destacando algunos aspectos del programs 
Prolog que lleva a cabo el control de las demostraciones. El uso de 
este lenguaje de programaciôn lôgica permite considerar al mismo 
programs como su propia especificaciôn semàntica.
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1. UNA IinRUDUOCIOM AL SISTEMA
La organizaciôn de HIZ-PR y la forma en que se escriben las 
demostraciones tiene su origen en la familia Hizar. (TB— 85], 
[PR— 88]; de ahl las très primeras letras de su nombre (HIZ). La razôn 
de que en el diseAo de nuestro sistema nos hayamos inspirado en la 
familia Hizar radica en la naturalidad del lenguaje con que se 
escriben textes en estes sistemas que permite construir demostraciones 
propias de la lôgica de primer orden de una manera muy prôxlma a la 
manera de razonar de los matemàticos.
Los primeros trabajos que se hicieron partiendo de esta familia 
de sistemas consistieron en una implementaciôn en Prolog de HIZAR-HSE 
con esquemas y con un comprobador de demostraciones basado en el 
método de los tableaux. El producto résultante se llaaô HIZAR/LOC 
[Nie-88], [Nie-89] y ha servido como punto de partida en el diseAo e 
implementaciôn del sistema actual.
HIZ-PR ha heredado la naturalidad del lenguaje Hizar, pero 
ademàs, ha incorporado nuevas ventajas tanto desde el punto de vista 
lôgico como humano. Las principales innovaciones a nlvel de la lôgica 
soporte présentes en HIZ-PR son el polimorfismo y la recursiôn, de ahl 
las dos ûltimas letras de su nombre (PR). Desde el punto de vista 
humano, las funclones recursivas basadas en el p-operador se 
especif lean en HIZ-PR de la manera habituai en que se especif lean 
programas recurs1vos [LS— 84]. Otras ventajas propias de nuestro 
sistema son, por ejemplo, el hecho de que las pruebas son valldadas a 
cada paso y la capacidad de que las diferentes técnicas de 
demostraciôn existantes en MIZ-PR sean utlllzadas bien por el usuarlo 
para gular la demostraciôn, o bien se ejecuten de manera automàtlca.
1.1 HECANIZACION DE LAS DQtOSnUCICNES
Tal y como hemos definido nuestra lôgica. podemos declr que 
HIZ-PR soporta una familia de lenguajes objeto basados en PLPR y 
parametrlzados por una signatura. Para cada signatura tenemos la 
capacidad de crear una teoria que estarà compuesta por clertos objetos 
que cuq>len una serie de propiedades; estas propiedades pueden ser
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Introducldas de una manera axiomàtica. o pueden ser demostradas a 
partir de axlonas o de teoremas ya demostrados utilizando las reglas 
del càlculo. Sôlo los teoremas bien demostrados podràn ser
incorporados a la teoria.
La mecanizaciôn de las demostraciones esté intlmamente llgada con 
la construcciôn de teorlas; como gran parte de los sistemas de 
deduceiôn automàtlca, MIZ-PR puede ser considerado como una
herramienta para construir y almacenar teorlas o utilizar otras 
previamente definidas por él o predefInldas en el sistema.
En la construcciôn de cada teoria, es necesario fijar la 
signatura del lenguaje, para ello se declaran los nombres de clertos 
objetos que serviràn de elementos bàsicos en esta construcciôn y que 
seràn usados al escribir axiomas y proposiclones. El lenguaje de las 
pruebas se irà presentando conforme se escriben ejemplos y se explican 
las distintas técnicas de demostraciôn que soporta el sistema.
i.1.1 Declaraclôn de objetos y axiomas
En HIZ-PR existen palabras reservadas que permiten définir los 
tipos, y los slmbolos con tipo de constantes, funclones y predicados 
correspondientes a una teoria.
Utilizamos la palabra type tanto para définir un constructor de 
tipo con su aridad (poslblemente igual a cero), como para dar un 
nombre a un tipo construido. Ejemplos:
type nat, e/2; (por defecto, la aridad de nat se considéra igual a 
cero)
type sum_nat » m(nat,nat);
Las variables de tipo se representan por medio de cadenas de 
asteriscos, el tipo booleano mediante la palabra bool y el producto de 
tipos mediante el conectivo
Las variables que aparezcan libres en una teoria, pueden ser 
declaradas previamente para poder asl evitar la escritura de su tipo 
en la sintaxis de las fôrmulas, esta declaraclôn se hace utilizando la 
palabra var, seguido del nombre de la variable acompafiado de su tipo 
que aparece separado por dos puntos; éste determinarà si se trata de 
una variable de dato o de una variable funclonal. Ejemplos: 
var x:nat, y:•; 
var Y:sum_nat->nat;
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Los slmbolos de constante, funciôn y predlcado se declaran 
utilizando las palabras const, fume y pred, respectivamente. No 
obstante, la palabra fume se utilize también para asignar un nombre a 
una expresiôn funcional, esto haré màs cômoda la escritura de los 
términos. Ejemplos: 
const 0:nat;
func es_cero:nat->bool, suc:nat->nat, pred:nat->nat; 
pred par:nat;
func cero - (Immbdm x:nat.O);
La definlciôn de funclones recursivas se hace mediante la palabra 
funrec segulda de un slmbolo de funciôn con su tipo y de una fôrmula 
destlnada a especificar los valores que toma dicha funciôn. Por 
ejemplo, podemos définir la funciôn de Ackerman mediante la expresiôn 
funrec Ack:nat*nat->nat
Ack(x,y) ■ If es_cero(x) then suc(y)
else (if es_cero(y) then Ack(pred(x),suc(O)) 
else Ack(pred(x),Ack(x,pred(y))))
La semàntica de esta expresiôn funcional es la misma que la
definida en PLPR para la p-expresiôn:
(pX:nat%nat-4nat.(Ax:nat y:nat.(if (es_cero x) then (suc y) 
else (if (es_cero y) then (X ((pred x],(suc 0))) 
else (X ((pred x),(X (x,(pred y))))))))
Los objetos declarados forman la signatura de la teoria y
permiten escribir fôrmulas. A grandes rasgos, la sintaxis de las
fôrmulas en el lenguaje de las demostraciones sigue las siguientes 
normas: las fôrmulas prédicat!vas se escriben usando paréntesis
cuadrados para englobar el término afectado por el predlcado en
cuestiôn. Las aproximaciones se escriben utilizando el slmbolo <«. Se 
permite también el uso del slmbolo - para representar igualdad de 
términos. Los conectivos de la lôgica proposiclonal se representan 
mediante los slmbolos not, or, and, implies e iff con su significado 
intuitIvo. Para las cuantificaciones existencial y universal tenemos 
las palabras ex y formll, seguidas de et en el primer caso y de holds 
en el segundo para separar la declaraclôn de variables de la fôrmula a 
la que cuantifican sin necesidad de paréntesis. Ejemplos:
- for x:nat holds es_cero(x) « true or ex y:nat st x * suc(y)
- for X:", y:*, z: • holds (x <■ y and y <« z) implies x <» z
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- par(x] iff par[suc(suc(x))l
utilizando la sintaxis de PLPR. las fôrmulas anteriores equivalen a:
- Vx:nat ((es_cero x) ■ true v 3y:nat x - (sue y))
- Vx:p Vy;p Vz:p ((x £ y A y £ z] — » x £ z)
- (par X:nat) *— * (par (sue (sue x:nat)))
Cuando se construye una teoria se pueden définir y almacenar 
axiomas que consisten en fôrmulas etiquetadas. Las étiquetas se 
separan de la fôrmula usando el slmbolo • y sirven para identificarla 
cuando ésta es referenciada en una demostraciôn posterior. Los 
teoremas ya demostrados pueden ser incorporados a la teoria usando una 
étiqueta nueva.
Podemos, por ejemplo, introducir los siguientes axiomas:
Alt es_cero(0) » true;
A2t cero(x) ■ 0;
A3i for x:nat holds Ack(0,x) ■ suc(x);
Durante el desarrollo de una demostraciôn, es posible etiquetar 
fôrmulas cuya veracidad sirve como paso intermedio para la consecuciôn 
del objetivo inicial. A cada par etiqueta-fôrmula de este tipo se le 
llama esigneciôn, aunque en ocasiones, por abuso del lenguaje, nos 
referiremos a ellas como axiomas. La diferencia entre un axioma y una 
asignaciôn es que una asignaciôn tiene un caràcter local que sôlo 
tiene vigencia a lo largo de la demostraciôn en la que se introduce, 
mientras que los axiomas tienen un caràcter global dentro de la 
sesiôn de trabajo.
1.1.2 Técnicas de desiostraciôn
Supongamos que estâmes trabajando en una teoria determinada para 
la que previamente hemos definido una serie de tipos, variables 
libres, constantes, funclones, predicados y axiomas. Para esta teoria 
podemos hacer nuevas declaraciones introducir nuevos axiomas, o 
podemos demostrar un teorema.
Para las fôrmulas de primer orden, el texto de una demostraciôn 
MIZ-PR puede resultar muy semejante a los textos escritos en el 
lenguaje MIZAR-K5E; sin embargo, puesto que nuestro sistema se basa en 
una extensiôn de la lôgica de predicados, se admiten técnicas de 
demostraciôn propias de PLPR, como son la inducclôn, el X-càlculo y la 
generalIzaclôn de tipos. Ademàs el nuevo sistema tiene una orientaciôn
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màs Intermctlvm que los si stemms HIZAR. pues el control de Is prueba 
se realize a cada paso y, por otra parte, permite que a petlciôn del 
usuarlo, el demostrador ejecute de manera automàtlca pesos de la 
demostraciôn eligiendo la técnica màs adecuada al objetivo.
Las técnicas de demostraciôn de MIZ-PR se dividen en dos bloques. 
Los mécanismes del primer bloque trabajan desde el objetivo hacia 
atràs produciendo la transformaciôn de la tesis inicial y tienen su 
fundamento en una régla priaitiva o derivada del càlculo PfC. Las 
técnicas del segundo grupo producen demostraciones hacia adelante, 
consisten en Justificar una fôrmula haciendo referenda a clertos 
axiomas o asignaciones; la demostraciôn se mueve desde estas hipôtesis 
hacia la conclusiôn a través de las reglas.
Las técnicas hacia atràs son:
- Generalizaciôn de variables de tipo.
- Suposiciôn de hipôtesis.
- Generalizaciôn de variables de dato.
- Descomposiciôn del objetivo en subobjetivos.
- Reducciôn al absurdo.
Las técnicas hacia adelante son:
- Inducclôn.
- Axioma de punto fiJo.
- R-reducciôn.
- Referencias a axiomas o teoremas ya probados.
pred p:", q: •, r:";
(for x:* holds (p[x] implies q[xl) and (q[x] implies r(x])) 
implies (for x:* holds p[x] implies r(x]) 
proof;
let sort ct for •; 
aasuse Ai for x: ct holds
(p(x] Lilies q[x]) and (q[x] ii^lies r[x]); 
let a:ct such that B# p(a]; 
thus r[al bjr A,B; 
end;
Figura 1
El usuarlo tiene la capacidad de gular una demostraciôn eligiendo 
la técnica o tàctica a seguir, o bien, éstas pueden llevarse a cabo de
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una manera automàtlca. Vamos a analizar cada una de las técnicas de 
demostraciôn estudiando su significado e introduciendo, mediante 
ejemplos, la sintaxis que permite al usuario su elecciôn.
La demostraciôn de la figura 1 nos servirà de guia para estudiar 
las técnicas de demostraciôn hacia atràs.
Generellzeeiôn de variables de tipo. Algunas de las reglas del 
càlculo P n  trabajan sôlo con fôrmulas monomôrf icas; esto no 
represents un gran problème porque las reglas (TSI) y (TSE) nos 
permiten pasar de fôrmulas monomôrficas a fôrmulas polimôrficas y 
viceversa. La técnica de demostraciôn que ahora nos ociq^ a consiste en 
una mecanizaciôn de la régla (TSI) que permite introducir una variable 
de tipo consiguiendo asl una fôrmula màs genérica. Veamos el uso de 
este mecanismo en el ejemplo de la figura 1. El objetivo inicial o 
tesis a demostrar es la fôrmula:
(for x:* holds (p(x) implies q[x}) and (q[x] implies r[x])) implies 
(for x:* holds p(x] implies r(xl)
La palabra proof indica que comienza la prueba, el slmbolo ' ' sépara 
cada uno de los pasos de esta demostraciôn. El primer paso:
let sort ct for •;
es la sintaxis correspondiente a una generalizaciôn de tipos. El 
efecto que esta técnica tiene sobre la tesis actual es la sustituciôn 
de la variable de tipo * por la constante de tipo ct, que ha de ser 
nueva y que serà local para esta demostraciôn. En virtud de la régla 
(TSI), para demostrar el objetivo inicial, serà suficiente con probar 
la fôrmula instanciada:
(for x:ct holds (p(x] implies q[x]) and (q(xl implies r(x])) implies 
(for x:ct holds p[x] implies r[x])
que constituirà el nuevo objetivo después del uso de la técnica de 
generalizaciôn de tipos.
En MIZ-PR podemos hacer una generalizaciôn de tipo multiple pues 
la sintaxis de las demostraciones nos permite la utillzaciôn 
consecutiva de esta técnica en un solo paso de la prueba.
Suposiciôn de hipôtesis. Esta forma de demostraciôn refleja la 
técnica de la cancelaciôn de hipôtesis propia de nuestro sistema de 
deducclôn natural, y tiene su base en el Teorema Fundamental, es
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declr, en la regia derivada (FTh). Para suponer el antecedente de una 
implicaciôn que queremom demostrar usâmes la palabra clave assume. 
Entonces, si logranos probar el consecuente, la iaplicaciôn quedarà 
validada. Siguiendo nuestro ejemqilo en el que, después del primer paso 
de la demostraciôn, el objetivo ha quedado transformado en una fôrmula 
condicional, se observa que el segundo paso de la demostraciôn es:
assise A# for x: ct holds
(p[x) implies q[x]) and (q[xl implies r(xl);
que deja reducido el objetivo a la fôrmula 
for x:ct holds p(x] implies r[x].
Como hemos visto, la técnica de suposiciôn de hipôtesis se
desencadena con la palabra assise. Ademàs de esta asumpciôn simple en 
la que suponemos una sola hipôtesis, la sintaxis admite también otras 
formas de asumpciôn como son la colectiva y la existencial que, aunque 
màs sofisticadas, siempre pueden reducirse a la primera porque se 
fundamentan en reglas derivadas de (FTh). La asumpciôn colectiva 
consiste en suponer varias condiciones a la vez. Si, por ejemplo. Al,
A2, A3 y B son fôrmulas, para probar (Al and A2 and A3) implies B, al
usar assise A1,A2 el objetivo se transforma en A3 implies B. Por 
tanto, una asumpciôn colectiva équivale a un uso consecutivo de la 
técnica de suposiciôn de hipôtesis.
La asumpciôn existencial équivale a tomar como hipôtesis una
fôrmula existencial. Se utiliza la sintaxis given C such that F; 
siendo F una sucesiôn de fôrmulas y C una serie de declaraciones de 
constantes nuevas con caràcter temporal que satisfacen las fôrmulas de 
F. Esta sintaxis équivale a la agrupaciôn de dos técnicas de 
demostraciôn: la suposiciôn de hipôtesis y la Justificaciôn por 
referenda que estudiaremos màs tarde. Por ejemplo, la expresiôn 
given c:ct tnxh that Li p(c]; 
donde c:ct es una constante nueva, équivale a los dos pasos 
assume Ht es x:ct st p[x);
L# picl by H;
Generelizeclôn de variables de dato. Se trata de demostrar una 
fôrmula universal probàndola para una constante auxlliar o variable 
genérica del tipo adecuado. Esta técnica corresponde por tanto, a la 
régla (VI). Se utiliza la palabra let para indicar la utillzaciôn de
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esta técnica y para declarer una constante nueva que tendri un 
caràcter local.
Continuando con la demostraciôn de la figura 1, sabemos que 
después de los dos primeros pasos, el objetivo a demostrar es la 
fôrmula
for x:ct holds p[x] Implies r(x]
Supongamos que el siguiente paso de la demostraciôn fuera
let a:ct;
Este texto hace que el sistema utilize la técnica de generalizaciôn de 
variables de dato, que produce una instanciaciôn del objetivo actual 
consistente en una fôrmula universal, en este caso, nuestro objetivo 
se transformarà en la fôrmula
p[a] implies r[a] (donde a es una constante de tipo ct)
Al obtener una implicaciôn como objetivo podemos pensar en continuer 
la demostraciôn utilizando de nuevo el item assume, es decir la 
técnica de suposiciôn de hipôtesis. Sin embargo, como auestra el 
tercer paso del ejemplo que seguimos, el lenguaje de las pruebas es lo 
suficientemente rico para permitirnos agrupar los pasos let a:ct; y 
assume B# p[a); en uno sôlo, escribiendo la expresiôn
let a:ct such that B# p(a); 
que desencadena las dos técnicas impllcitas y reduce nuestro objetivo 
a probar la fôrmula r[a). Desde el punto de vista lôgico este uso del 
lenguaje se fundamenta en una régla derivada de las reglas (VI) y 
(FTh).
El item let puede usarse también para declarer varias constantes 
a la vez, lo que résulta equivalents a agrupar en un solo paso el uso 
consecutivo de la técnica de generalizaciôn de variables de dato y, 
con ello, de la régla (VI) produciéndose la eliminaciôn de tantos 
cuantificadores como constantes se declaren.
Descomposiciôn del objetivo en subobjetivos. Esta forma de 
demostraciôn corresponde a la régla ( A l )  que permite considerar la 
demostraciôn de una fôrmula conjuntiva como la demostraciôn de una 
lista de fôrmulas que son las componentes de la fôrmula de partida; 
estas componentes constitulràn por tanto los nuevos subobjetivos. De 
forma similar, cualquier fôrmula no conjuntiva puede tratarse como una 
lista con un ünico elemento o subobjetivo. Cuando se demuestra un
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subobjetIvo de esta lista, éste se concluye utilizando la palabra thus 
que produce una transformaciôn en la tesis actual consistante en 
eliminar dicha componente.
Supongamos n fôrmulas Al An con n a l, para demostrar la
fôrmula Al and A2 and. ..and An bastard con demostrar Ai para todo 
isian; una prueba que concluya con thus Al dejard reducido el objetivo 
a la fôrmula Al and...Al-1 and Ai+1 and. ..and An. Al contrario de lo 
que ocurre en HIZAR-MSE, en nuestro sistema, el orden en el que se 
vayan probando los subobjetivos o componentes es irrelevante.
Volviendo al ejemplo de la figura 1; recordemos que en el momento 
actual, después de recorrer los très primeros pasos, nuestro objetivo 
es probar la fôrmula r[a] siendo a una constante de tipo ct. Haciendo 
referenda a los axiomas A y B podemos concluir
thus r[a] by A,B;
produciéndose la supresiôn de esta componente del objetivo actual, que 
por estar formado por este ùnico subobjetivo, queda reducido al vaclo 
permitiendonos finalizar la prueba con éxito.
Podemos resumir diciendo que el item thus signifies la acciôn de 
eliminar una componente de la tesis actual que puede ser la ultima. 
Para que esto se realice correctamente, dicha componente o subobjetivo 
debe ser probada previamente para lo cual se hace una nueva subprueba, 
que forma parte de la demostraciôn general, utilizando de forma 
recursive las técnicas propias de MIZ-PR. En el caso del ejemplo, la 
fôrmula r[a] se infiere por referenda a los axiomas A y B; esta 
técnica serd estudiada mds tarde.
Reducciôn «1 absurdo. La base de este tipo de pruebas son las 
reglas (il) y (iE). es decir, hacemos una prueba indirecte del 
objetivo suponiéndolo falso y llegando a un absurdo, representado en 
MIZ-PR por la palabra contradiction, que es semdnticamente equivalents 
a la conjunclôn de una fôrmula cualquiera y su negaciôn. De esta 
forma, para demostrar una fôrmula A podemos suponer su negaciôn 
utilizando assume not A y si concluiaos contradiction el objetivo 
quedard probado.
Como vemos en la figura 2, la demostraciôn de la figura 1 puede 
escribirse usando esta técnica en alguno de sus pasos.
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pred p:*. q:", r:•;
(for x; * holds (p(x] iaplioo q[x]) and (q(x] inplies r[xD) 
laplies (for x: * holds p(x] implies r(x]) 
proof;
lot sort ct for "; 
assvBO Ai for x: ct holds
(p(x] implies q(x]) and (q[xl implies r[x]); 
let a:ct such that B# p(a]; 
assume Ct net rtal; 
thus contradiction by A.B.C; 
end;
Figura 2
Desde el punto de vista lôgico, cada uno de los procesos 
correspondientes a una técnica de demostraciôn de las anterioraente 
descritas corresponde a una régla de inferencia usada hacia atràs 
partiendo del objetivo hasta llegar a las hipôtesis, por ello deciaos 
que la demostraciôn es backwards. Desde el punto de vista de la 
resoluclôn del problems, cada proceso descompone el objetivo en 
objetivos màs simples, luego es una simplificaciôn. Podemos considerar 
que las demostraciones escritas utilizando HIZ-PR estàn orientadas 
hacia el objetivo en el sentido de que a la vista de éste se elige una 
técnica de demostraciôn.
En HIZ-PR, siguiendo a Hizar, llamamos thesis al objetivo que 
queda por probar en cada momento de la demostraciôn. Esta palabra 
represents, por tanto, una fôrmula que va variando a lo largo de la 
demostraciôn conforme el objetivo inicial es transformado. En 1.2.1, 
estudiaremos con màs detalle los efectos que las diferentes técnicas 
de demostraciôn producen en el objetivo.
En la figura 3 aparece recuadrado el valor interno, expresado en 
el lenguaje PLPR, que va tomando la palabra thesis, después de cada 
paso de la demostraciôn de la figura 1.
Al contrario de lo que sucede con las técnicas explicadas hasta 
ahora, los mecanismos englobados en el segundo bloque pueden 
considerarse técnicas forwards en el sentido de que a partir de unos 
axiomas o teoremas previos se infiere una proposiciôn. En lo que sigue 
se describen las distintas clases de Justificaciôn (hacia adelante)
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existentes en nuestro sistema.
pred p: q: •, r: •;
(for x:* holds (p[x] Implies q[xl) and (q(x] implies r[x])) 
implies (for x:* holds p[x] implies r(x]} 
proof;
let sort ct for ";
Vx:ct (((p x) —$ (q x)) a  ((q x) — » (r x))) - 
Vx:ct ((p x) — » (r x))
assiSM At for x: ct holds
(p[x] implies q[xl) and (q[xl implies r[x]};
Vx: ct ((p x) — »(r x))
let a;ct such that B# p(a];
(r a:ct)
thus r(a] by A.B;
end;
Figura 3
Inducclôn. Esta técnica se fundamenta en la régla (IND) de 
inducclôn de punto fijo para fôrmulas continuas del càlculo PfB; el 
àrbol de derivaciôn con su primera hipôtesis cancelada que aparece en 
las premisas de (IND) se sustituye aqui por una implicaciôn, con lo 
que en realidad la inducclôn en MIZ-PR se basa en la régla (IND’).
Un problema comùn en ATP cuando se utilizan esquemas de inducclôn 
es encontrar la variable sobre la que se realiza dicha inducclôn. En 
nuestro sistema el usuario tiene la capacidad de guiar estas 
demostraciones; para ello comienza por probar las premisas de la régla 
de inducclôn y utilizando la palabra induction concluye la fôrmula, en 
cuyo interior aparece una definlciôn recursive. El sistema entonces se 
encarga de encontrar la variable y con ello el patrôn de la inducclôn, 
teniendo como datos las premisas y la conclusiôn; comprueba también 
que este patrôn corresponde a una fôrmula continua y confirma que las 
hipôtesis de la Justificaciôn corresponden a las premisas de la régla 
(IND’).
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Conslderemos las declaraciones de la figura 4, en la que se 
definen las funclones mil, cons, head y tail propias de de la teoria 
de listas de tipo polimôrfico; el tipo nat se usa para representar a 
los naturales. Definimos la concatenaciôn de listas y la longitud de 
una lista utilizando definiciones recursivas.
type list/l, nat/0; 
const 0:nat;
func SUC:nat->nat, +:nat'nat->nat; 
var X:list{*)->nat; 
func null:liste*)->bool, 
cons:**list(*)->list(*), 
head:list(*)->*, 
tail:list(*)->list(*); 
funrec append:list(*)*list(*)->list(*) 
appendix,y) ■ if null(x) then y else
cons(head(x),append(tail(x).y));
funrec Ing:list(*)->nat
Ing(x) - if nulKx) then 0 else suc(lng(tail (x) ] );
Figura 4
Supongamos que para esta teoria queremos probar el teorema 
for x:list(*), y: liste) holds lng(append(x, y) ) ■ +(lng(x), Ing(y)). 
Aplicando la régla de inducclôn de punto fijo para la funciôn
recursiva Ing, si probamos los axiomas Al y A2 siguientes:
Al# for x:liste*), y:list(*) holds
(bot:list(*)->nat)(appendix,y)) «
+ ((bot:list(*)->nat)(x),(bot:list(*)->nat) (y) ); 
A2# (for x:liste*), y:list(*) holds Xlappendlx,y)) » +(X(x),X(y))) 
implies (for x:list(*), y:list(*) holds
if null (appendix, y)) then 0 else suclXltail (appendix, y) )] )
* +(if nulKx) then 0 else suclXltalKx) ) ),
if null(y) then 0 else suclXltail(y)))));
podemos concluir la demostraciôn diciendo 
thus thesis induction Al,A2; 
para indicar que el teorema que querlamos probar se deduce por 
inducclôn basàndonos en las premisas Al y A2.
Axioma de punto fijo. Al utilizar la palabra fix, se hace
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referenda al axioma de punto fijo (FIX) del càlculo PfC.
Esta técnica permite probar la iguadad de dos términos. en uno de 
los cuales. una funciôn recursiva ha sido sustituida por la expresiôn 
funcional que la define. Por ejemplo. si el factorial de un numéro 
natural ha sido definido por medio de la declaraclôn 
funrec fact:nat->nat
fact(x) ■ if es_cero(x) then suc(O) else por(x.fact(pred(x))); 
el slmbolo fact representarà en lo suceslvo al p-operador 
(pX:nat— Kiat.M) donde M:nat— mat es la expresiôn funcional siguiente 
(Xx:nat.(if (es_cero x) then (suc 0) else (por (x,(X (pred x))))))) 
Del axioma de punto fijo pueden deducirse igualdades del tipo 
Vy:nat ((pX:nat— mat.M) y) « (Xx:nat. (if (es_cero x) then
(suc 0) else (por (x.((pX:nat— mat.H) (pred x))))))) y) 
que por las reglas del lambda-càlculo puede reducirse a la expresiôn 
Vyrnat (if (es_cero y) then (suc 0) else
(por (y,((pX:nat— mat.M) (pred y))))) 
Recordando que (pX:nat—mat.M) es precisamente fact, utilizando 
MIZ-PR, podemos expresar el razonamiento anterior como sigue: 
for y:nat holds fact(y) - if es_cero(y) then suc(O) else
por(y,fact(pred(y))) by fix;
fi-reducciôn. Esta técnica es una mecanizaciôn del uso de la régla 
(ABS) del càlculo PSC. Esta régla tiene una ùnica premisa que debe ser 
probada previamente a la ejecuciôn de la reducciôn. La sintaxis para 
usar esta técnica es sefialar la lambda expresiôn a la que se le api ica 
la R-reducciôn utilizando la palabra reducing y utilizar la palabra by 
para indicar la étiqueta correspondiente a la premisa de la régla. 
Sirva como ejemplo la demostraciôn de la figura 5.
type nat;
const 0:nat;
func es_cero;nat->bool;
func cero ” (lausbda x:nat.O);
for x:nat holds not x <- bot impllen cero(x) * 0 
proof;
1st n:nat such that A4 not n <- bot; 
thus cero(n) - 0 reducing cero by A;
end;______________________________________________
Figura 5
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Referenda a axiomas o teoreams ya demostrados. Esta técnica de 
demostraciôn consiste en inferir uns fôrmula haciendo referenda a 
axiomas o asignaciones sin especificar las reglas de deducclôn 
utilizadas; siendo el sistema el encargado de encontrar una derivaciôn 
que compruebe la correcciôn de dicha inferencia. La sintaxis utilizada 
en este tipo de demostraciones consiste en escribir la palabra by 
segulda de las referencias que sirven de hipôtesis de la deducclôn. 
Las referencias pueden ser étiquetas de axiomas o asignaciones, o bien 
las palabras order, bot-order o bool.
El empleo de order, bot-order o bool supone aftadlr al conjunto de 
premises, los axiomas de orden referentes a las propiedades del orden 
parcial, del elemento bottom y de los booleanos, respectIvamente, 
adecuados al objetivo y a las premisas. La correcciôn de esta acciôn 
se basa en que todo axioma de orden es una fôrmula vâlida para PLPR. 
Los axiomas de orden adecuados a la teoria de trabajo, forman parte 
del conjunto de axiomas de dicha teoria aunque no aparezcan de forma 
explicita.
En la figura 6 aparece una variaciôn de la demostraciôn de la 
figura 1; la variaciôn consiste en dar un paso intermedio antes de 
llegar a la conclusiôn final, que consiste en una justificaciôn por 
referencia a asignaciones, esto no altera el objetivo, y en ambas 
demostraciones, la fôrmula r[a] necesaria para concluir el teorema se 
prueba usando esta misma técnica, aunque los axiomas referenciados 
varlan de una a otra.
Cuando el usuario utiliza este método de demostraciôn por 
referencia, da por supuesto que existe un àrbol de derivaciôn que 
permite concluir una fôrmula partiendo de las premisas referenciadas, 
con el fin de comprobar la correcciôn de este paso de la demostraciôn, 
el sistema debe ser capaz de mecanizar dicha inferencia. En 1.2.2 
veremos de que forma tiene lugar esta mecanizaciôn.
El tercer paso de la demostraciôn de la figura 6 (let... such 
that... ) es un ejemplo de composiciôn de técnicas. También hemos 
comentado otros ejemplos de sintaxis para indicar la apiicaciôn 
encadenada de varias técnicas como es el uso del item given para 
indicar una suposiciôn existencial. Pero como ya hemos indicado, todas 
estas otras otras posibilidades sintàcticas pueden descomponerse en la 
ya descritas, no incorporando nuevas técnicas de demostraciôn.
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pred p:". q:*, r:";
(for x:* holds (p(x] implies q(x]) end (q[xl implies r(x])) 
implies (for x: * holds p(x] implies r[xl) 
proof;
let sort ct for •; 
assume At for x: ct holds
(p(x] implies q(x]) and (qlx] implies r[x]); 
let a:ct such that B# p[al;
Ct q[a] by A.B; 
thus rlaj by A.C; 
end;
Figura 6
En lo suceslvo, identificareaos las técnicas de demostraciôn de 
HIZ-PR con los items let sort, assume, let, thus, contradiction, 
induction, fix, reducing y by, respectivamente. Estos items forman 
parte del lenguaje de las pruebas. El paralelo en LCF, de los items 
correspondientes a una técnica hacia atràs es el uso de las tàcticas; 
igualmente, la sintaxis de HIZ-PR que permite agrupar en un solo paso 
varias técnicas tiene como paralelo en LCF las tacticals. Sin embargo, 
existen claras diferencias entre uno y otro sistemas. En LCF, las 
tàcticas se programan mediante el metalenguaje ML, esto tiene la 
ventaja, de que el usuario puede incrementar el nùmero de tàcticas y 
no es dependiente de las que ya estàn programadas en el sistema, como 
es el caso de MIZ-PR. Por contra, la ventaja de HIZ-PR es que en este 
sistema, la interacciôn entre el usuarlo y la màquina, se apoya en un 
lenguaje que represents màs la forma natural de hacer demostraciones, 
en la que no se indica de forma explicita la régla de derivaciôn 
utilizada. mientras que por el contrario el uso de una tàctica en LCF 
represents la apllcaciôn explicita de una régla.
1.1.3 La estructura de las demostraciones.
Al igual que toda demostraciôn reallzada utilizando un sistema de 
deducclôn natural, una prueba escrlta en HIZ-PR tiene la estructura de 
un àrbol cuya raiz es el objetivo. cuyas ramas son reglas y cuyas 
hojas son axiomas o suposiciôn de hipôtesis que luego pueden 
eliminarse. Cada subàrbol serà una prueba de la fôrmula que tenga en
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la raiz que a su vez es un subobjetivo del nodo padre.
Hemos visto que las técnicas de demostraciôn que utiliza nuestro 
sistema pueden conducir la prueba hacia atràs o hacia adelante; la 
elecciôn de una técnica repercutirà, por tanto, en el modo en que se 
construye el àrbol asociado a la prueba. Para los pasos de la
demostraciôn en los que se utiliza una técnica backwards, la 
construcciôn del àrbol es hacia arriba desde la raiz. Sin embargo, 
cuando demostramos un subobjetivo haciendo referencia a unos axiomas, 
incorporâmes a nuestro àrbol de prueba un subàrbol que ha sido 
construido desde abajo, es decir, desde sus hojas.
En los ejemplos de comprobac i ones escritas en MIZ-PR que se han 
presentado hasta ahora, se puede observer cômo para los teoremas de 
los cuales se especiflean varies pasos de su demostraciôn, esta 
comienza con la palabra proof y se escribe la palabra end cuando se
concluye. En el interior de esta demostraciôn puede aparecer de nuevo
la palabra proof para indicar el comenienzo de la prueba de un
subobjetivo o paso intermedio de la inicial; esta nueva demostraciôn 
finalizarà con su propio end. Surgen asl lo que en Hizar se llaman 
demostraciones anidadas que equivalen a subàrboles dentro del àrbol 
asociado a la demostraciôn inicial, pudiendo albergar estos subàrboles 
nuevos anidamientos en su construcciôn. Las étiquetas y constantes 
definidas dentro de un anidamiento tienen un caràcter local.
Veamos un ejemplo en el que apoyàndonos en el hecho de que una 
equivalencia o doble implicaciôn es la conjunclôn de dos fôrmulas 
condicionales, probamos una fôrmula de este tipo utilizando una 
demostraciôn para cada una de sus dos componentes.
for x:*, y:* holds not x - y iff (not x <» y or not y <■ x) 
proof;
let sort ct for •; 
let x;ct, y;ct;
thus not X « y implies (not x <* y or not y <» x) 
proof;
assume At not x * y;
assume B# not (not x <« y or not y <- x); 
thus contradiction by A,B,order; 
end;
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ihtifl (not X <- y or not y <- x) iapllea not x ■ y 
proof;
asBUBO At not x <- y or not y <- x;
O M U M  Bt X * y; 
thus contradiction by A.B; 
end; 
end;
Escribaaos desde la raiz, el Arbol de prueba correspondiente a 
este texto. Los nombres que aparecen en las ramas corresponden a las 
réglas aplicadas para pasar de los hiJos, que aparecen debajo, a los 
padres, que aparecen encima.
Vx:p Vy;p (ix - y 4— » (ix C y v -*y E x))
I (TSI)
Vx:ct Vy:ct (ix ■ y <— » (ix E y v iy E x))
I (VI)
tco: ct-ci: ct <— » (ico: ctCci: ct v ici; ctEco: ct)
I (Al)
ICO: ct»ci: ct— »(ico: ctEci: ct v -ici: ctEco: ct ) j
(ico: ctSci; ct v ici: ctEco: ct)— ♦iCO: ct»ci; ct
Tanto la rama izquiera de este Arbol como la derecha dan lugar a 
nuevos subàrboles que désarroilamos a continuaciôn:
-ICO: ct-ci: ct— ♦(-ICO: ctEci: ct v -tci: ctEco: ct)
I (FTh)
-ICO: ctEci: ct v -ici: ctEco: ct 
|(iE)
-ip A f
I-i(-ico: ctEci: ctv-ici: ctEco: ct) J
[-ICO: ct ■ ci:ct]
(co:ctEci:ct A ci:ctEco:ct) — ♦ co:ct-ci:ct
Nôtese, que la hoja de màs a la derecha corresponde a la 
instanciaciôn de un axioma de orden, en concrete représenta la 
propiedad antisimétrica de todo orden parcial, y el paso en el que se 
deduce una contradicciôn sin especificar las reglas utilizadas 
corresponde a la demostraciôn hecha por referencia (by). Es fàcil 
probar que existe una derivaciôn, es decir, un subàrbol que Justifies 
este paso, sabemos que el encargado de comprobarlo es el sistema.
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Désarroilemos ahora la rama derecha del àrbol de la prueba.
(iCO: ctCci: ct v ici: ctCco: et)—♦ico: ct-ci:ct
I (FTh)
ICO: ct-ci: ct
I ( i l )
ip A p
Ico:ct ■ cr ct] [iCO: ctEci: ct v ici: ctCco: ct]
Al Igual que en caso anterior, el ûltlmo paso de la demostraciôn 
indica la construcciôn automàtlca de un subàrbol en el sentido inverso 
al que seguimos. que no aparece expllcitamente, ùnicamente nos basamos 
en su existencia. comprobada por el sistema, para slmplificar la 
construcciôn del àrbol global y por tanto el texto de la demostraciôn.
1.2 CONTROL DE LAS DEMOSTRACIONES
El usuario de MIZ-PR tiene la capacidad de guiar la demostraciôn 
escribiendo un texto que lleva implicite el uso de las técnicas 
existentes, el sistema por su parte se encarga en estos casos de 
validar la correcciôn de la prueba y de mantener el control de la 
misma; esto se realiza por medio de un programa modular escrito en 
Prolog.
Llamaremos contexte o entorno a un par formado por una lista de 
asignaciones y una fôrmula que représenta el objetivo a probar o 
tesis. Una teoria détermina un contexte inicial cuya lista de 
asignaciones està formada por los axiomas de la teoria y cuya tesis es 
vacia. Este contexte inicial se mantiene mientras dura una sesiôn de 
trabajo pudiendo ser aumentada la lista de asignaciones si se 
introducen nuevos axiomas o teoremas una vez demostrados. Al comenzar 
la demostraciôn de un teorema se créa un nuevo sub-contexto que irà 
evolucionando a lo largo de ésta, de manera que en cada momento un 
entorno es una caracterizaciôn del estado actual de la demostraciôn a 
la que représenta. Una prueba anidada constituirà un contexto local 
que desaparecerà si ésta finalIza con éxito. Un control riguroso de la 
demostraciôn se consigne manteniendo una estructura y actualizaciôn 
adecuada de los contextes.
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La parte del slsteaa dedlcada a contrôler la evoluclôn de los 
contextes creados a lo largo de una demostracldn es lo que llaaanos 
ret^ soner. A continuacidn estudlaremos con detelle las tareas que este 
■ôdulo realize para co^robar la correcciôn de los Items usados por el 
usuarlo para valider un teorema. Vereaos después côno el esplritu del 
reasoner sirve para dlseAar otro môdulo capaz de automatizar ciertos 
pesos de la demostraclôn sln necesldad de la Intervencldn del usuarlo.
1.2.1 El Remmener
Este aôdulo constItuye el nùcleo del slstema, su tares consiste 
en encamlnar el programs de verificaclôn o control de las pruebas y en 
mantener una estructura de contextes que refleje la estructura de una 
demostraciân.
Podemos définir la estructura de contextes de forma recursive de 
la siguiente manera: una estructura de contextes es o bien un entorno 
inicial o bien la concatenacidn de un contexte local con una 
estructura de contextes.
El reasoner modificarA la estructura de los contextes de alguna 
de las siguientes formas:
A) Creando o ellminando un contexte local asociado a una 
demostraciôn anidada.
B) Afiadlendo nuevas fôrmulas etlquetadas ya demostradas a la lista 
de aslgnaclones para que éstas puedan ser referenciadas m&s tarde.
C) Transformando la tesis inicial.
Veamos cômo y cuAndo se producen cada une de estes cambios.
A) La creaciôn de un contexte local se produce cuando se comlenza la 
demostraciôn de un teorema o subobjetIvo. En su origen todo contexte 
local o subcontexto estA formado por una lista de aslgnaclones que es 
en principle vacla y por la tesis que comlenza siendo el teorema o 
subobjetivo que se quiere probar. La ellminaciôn de dlcho subcontexto 
tlene lugar cuando se finalize la prueba asociada; esta prueba serA 
correcte, pudléndose llevar a cabo la desapariciôn del contexte, 
cuando en el memento en que el usuarlo de por finalizada la 
demostraciôn (escrlbiendo la palabra end), no nos quede nada por 
probar, es decir, la tesis actuel asociada al entorno en cuestiôn serA 
vacla. Por supuesto, después de una ellminaciôn, las aslgnaclones 
asociadas no podrAn volver a ser referenciadas.
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B) La lista de aslgnaclones de un entorno puede ser aodificada por 
incorporaciôn de fôrmulas etlquetadas prevlamente probadas, a las que 
podri hacerse referenda a lo largo de la demostraciôn asociada a este 
entorno. En cada momento, las aslgnaclones acceslbles son tanto las 
del contexte actual como las que forman parte de los contextes que han 
side creados con anterioridad y no han side todavla cerrados o 
eliminados. Insistimos en que para afiadir una asignaciôn a una lista, 
la fôrmula correspondlente ha debido de ser validada prevlamente; este 
se comprueba de una manera recursiva utillzando el môdulo reesoner 
gracias a la forma también recursiva de la estructura de contextes.
C) Para poder controlar la correcciôn de una demostraciôn, es 
necesario saber en cada peso y para cada subArbol de la demostraciôn, 
qué nos queda por probar. Mediante la palabra thesis se expresa,
dentro de cada demostraciôn anidada, o entorno proof, el objetivo
actual. Por lo anterior, y puesto que cada demostraciôn anidada se 
asocia internamente con un contexto local, el sistema debe ser capaz 
de identificar en cada sub-contexto la palabra thesis con una fôrmula 
que ha ido evolucionando desde su origen al utilizarse las distintas 
tècnicas de demostraciôn hacia atràs.
En [Mos-85] aparece un estudio minucioso de cômo se reconstruye
la tesis en un sistema MIZAR-M5E a la vista de cada item o técnica
utllizada en una demostraciôn. Esta mlsma idea de descomposiciôn de la 
tesis Inicial y posible reconstrucciôn de la misma queda reflejada en 
HIZ-PR cuando se utilizan métodos hacia atràs, y tiene su fundamento 
en reglas del càlculo TSC. Al estudiar estas tècnicas de demostraciôn 
fulmos viendo la repercusiôn que tienen en el objetivo como
consecuencia de la régla de inferencla en la que se apoya cada una de 
ellas. Un control adecuado de la transformaciôn del objetivo serA
necesario para que el sistema detecte la correcciôn de cada paso dado
por el usuarlo, y valide una demostraciôn que el usuarlo da por
finalizada, si realmente no queda nada por probar, siendo el objetivo 
vaclo.
Los pesos de una demostraciôn escrlta por el usuarlo pueden, como 
vimos, identificarse con uno o varios items del lenguaje de las 
pruebas que a su vez representan el uso de una tècnica de 
demostraciôn, el reesoner recibe informaciôn (en forma de término 
Prolog) de cada uno de estos Items y desencadena las acclones
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correspondlente# & cede técnlce. Hegeaos un repeso de estas acclones.
Cuando se utilize la técnica de generalizaciôn de variables de 
tipo, la ùnica acciôn que se produce es un cambio en la tesis del 
entorno actuel que consiste en sustituir dentro de elle la variable de 
tipo indicada por una constante de tipo nueva.
La técnica de suposiciôn de hipôtesis modifica tanto la tesis 
como la lista de aslgnaclones del contexto actuel. Para que el uso de 
esta técnica sea correcte y pueda contlnuar el proceso. el objetivo en 
el momento de ser utllizada debe ser una implicaciôn cuyo antecedente 
coincide con la fôrmula svq>uesta, produciéndose entonces la 
ellminaciôn de dlcho antecedente en la tesis actual y la incorporaciôn 
de éste a la lista de aslgnaclones.
El uso de una general izaciôn de variables de dato tendrà éxito 
cuando la tesis actual sea una cuantifIcaciôn universal que afecta a 
una variable cuyo tipo coincide con el de la nueva constante 
introducida. En este caso se produce una transformaciôn de este 
objetivo que consiste en eliminar la cuantificaciôn universal y 
sustituir la variable cuantificada por la nueva constante.
Si la prueba del objetivo se realize probando cada uno de sus 
componentes, se desencadenan varias acclones. Por un lado, debe 
comprobarse la correcciôn de la prueba que Justifique la validez del 
subobjetivo produciendose una llamada recursiva al proceso de control; 
en caso de que esta subprueba finalIce con éxlto. se eliminarà esta 
components de la tesis y sert afladida a la lista de aslgnaclones. 
Puesto que la tesis slempre puede ser considerada como una conjunciôn. 
este proceso la reduce permitlendo concluir la demostraciôn cuando se 
éliminé la ùltlma components.
Las demostraciones por reducclôn al absurdo se Inlcian 
correctamente cuando la fôrmula supuesta équivale a la negaciôn de la 
tesis actual. En caso de que esto ocurra, el objetivo se transforma en 
la representaciôn interna de la contradicciôn y la fôrmula supuesta se 
aftade a la lista de aslgnaclones.
Cuando se utiliza una técnica hacia adelante, la tesis actual no 
se modifies, por otro lado, la comprobaciôn de la correcciôn de este 
tipo de demostraciones se lleva a cabo por diferentes môdulos llamados 
desde el remsoner, este ûltimo sôlo se encarga de incorporer la 
fôrmula, una vez demostrada. al conjunto de aslgnaclones del contexto
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actual. Hay que tener también en cuenta. que cuando en la inferencla 
de una fôrmula se hace referenda a unas premises, éstas deben ser 
localizadas en las listas de aslgnaclones vlgentes; la bûsqueda se 
hace de abajo arriba, es decir, a partir del contexto actuel hacia el 
resto de entornos concatenados en la estructura de contextes hasta 
llegar al entorno Inicial que contlene los axlomas de la teorla.
1.2.2 El Checker
Manteniendo la terminologie de los sistemas Mlzar, nos referimos 
a la parte del sistema encargada de la comprobaciôn de las 
demostraciones por referenda con el nombre de checker. El checker de 
HIZ-PR esté constituido por dos môdulos bien diferenciados; el primero 
para tratar las propiedades de la igualdad y el segundo para el resto 
de los razonamientos.
La mecanizaciôn de las pruebas relativas a la igualdad se ha 
conseguido mediante la implementaciôn del mecanismo de Zukowski 
[Zuk-87] que permite deducir igualdad de términos a partir de un 
conjunto de ecuaciones, generando clases de equiyalencia. Este 
conjunto de ecuaciones esté formado por las fôrmulas referenciadas 
como premisas que sean igualdades o cuantificaciones universales de 
igualdades.
La parte principal del checker esté constituida por su segundo 
môdulo que es una implementaciôn parcial del algoritmo de los tableaux 
para PLPR presentado en el capitule II. Los tableaux construidos 
automAticamente no tienen en cuenta las clases iv-alfa y w-beta; las 
fôrmulas pertenecientes a estas clases son consideradas como bAsicas, 
con lo que se pierde la completitud del método pero no la correcciôn. 
Por otra parte, con el fin de ganar eficiencia en la construcciôn de 
un tableau, y puesto que las igualdades se comprueban separadamente, 
el sistema sôlo incorpora los axlomas de orden correspondlentes al 
orden parcial, a las propiedades del elemento bottom o a los 
booleanos, cuando las palabra order, bot-order o bool forman parte de 
las referencias en una Justificaciôn.
En la bûsqueda de un tableau cerrado para un conjunto de fôrmulas 
se comlenza trabajando con las fôrmulas de la lôglca proposicional; de 
no poderse cerrar el tableau simplemente con ellas, se instanciarAn 
fôrmulas gamma y delta hasta consegir un Arbol que no sobrepase una
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clertm profundidad calculada prevlamente en funciôn del nümero de 
términos construidos con variables no libres y del numéro de 
cuantificaciones existente en el conjunto de fôrmulas inicial. En 
3.2.4 aparece una descripciôn del programs que mecaniza este 
aIgoritmo.
Puesto que el programs résultante lôgicamente no es un método de 
deducelôn complète, si el sistema contesta negativamente en la 
comprobaciôn de una Justificaciôn por referenda a axlomas, no podrà 
asegurarse la no existencia de una derivaciôn. El ususario deberà 
intentar descomponer este paso de la demostraciôn en pesos 
intermedios.
1.2.3 La Inducclôn y el azionm de punto fiJe
Cuando el usuarlo define una funciôn recursiva utillzando la 
palabra reservada funrec, la especificaciôn dada sirve para construir 
una representaciôn interna que identifies el slmbolo de funciôn 
empleado con una p-expresiôn escrita como un término Prolog. Para 
comprobar si una demostraciôn por inducclôn està bien realizada, el 
sistema se serviré de esta representaciôn que permitirà encontrar el 
patrôn de la fôrmula sobre la que se realiza la inducclôn adem&s 
permitirà reconocer si esta fôrmula es continua. El demostrador 
reconcerà como fôrmulas continuas un gran numéro de exprèsiones 
sintàcticas en particular las que provienen de las construedones que 
aparecen en la proposiciôn §111-3.1.4.
En cuanto al punto fijo, la representaciôn interna de las 
p-expresiones, (pX.M:ti— »tz), permite al sistema la fàcil comprobaciôn 
de la igualdad de dos términos cuando en uno de ellos aparece una 
expresiôn de este tipo, mientras que en el otro aparece en su lugar el 
resultado de sustituir en M:ti— >tz, la variable funcional X:ti—»tz por 
(pX.M:Ti—*Tz).
1.2.4 Deducciôn automàtica e intermcciôn del usuarlo
Eh las demostraciones que se han escrito hasta ahora, no se ha 
hecho ninguna referenda a pasos automatizados, sino que han sido 
guiadas por cos^leto por el usuarlo; de tal modo que éste, valiéndose 
de un lenguaje propio de HIZ-PR, escribe demostraciones que el sistema 
se encarga de comprobar. Esto nos ha permitldo especlfIcar cuàles son
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las tareas que el sistema ejecuta para cada una de las réglas de 
deducciôn, implicites en los items elegidos por el usuarlo para guiar 
la demostraciôn. Estas mismas tareas habràn de llevarse a cabo cuando 
una demostraciôn se ejecute de manera automàtica siendo el sistema el 
encargado de elegir la técnica de demostraciôn a seguir.
En un momento cualquiera de la demostraciôn, el usuarlo puede 
optar por demostrar una fôrmula (posiblemente la tesis actual) de una 
manera totalmente automàtica, esto se indica con la palabra automat, y 
es el sistema el encargado de elegir, a partir de este momento, las 
tècnicas de demostraciôn necesarias para conseguir el objetivo y de 
contester afirmativamente si consigue finallzar con éxito la prueba; 
en caso contrario volverà al punto de partida. Puesto que el sistema 
no es complète, una negative en la comprobaciôn automitica de una 
fôrmula a partir de unas premisas no quiere decir necesarlamente que 
no exista una demostraciôn de dicha fôrmula.
Para conseguir la demostraciôn de un objetivo de forma
automàtica, HIZ-PR intenta aplicar alguna de las tècnicas de
demostraciôn existantes, con excepciôn de la inducclôn. El orden en el 
que se ensayan las distintas tècnicas es fiJo; el sistema comlenza 
probando la tècnica de generalizaciôn de tipos conviertiendo la 
fôrmula que constituye el objetivo en una instancia monomôrfica de 
dicha fôrmula. A continuéeiôn, visto el objetivo como una conjunciôn, 
se prueba la técnica de comprobaciôn de cada uno de los subobjetivos o 
componentes de la fôrmula de partida. El siguiente lugar en este orden 
lo ocupa la técnica de generalizaciôn de variables de dato slempre que 
el subobjetivo actual sea una fôrmula universal, y si éste es una 
implicaciôn, se prueba la asumpciôn de hipôtesis. Si las dos tècnicas 
anteriores no tuvieran éxito, se intenta realizar una g-reducciôn de 
alguna X-expresiôn contenida en la tesis; igualmente es posible, 
gracias al axioma de punto fijo, sustituir un p-operador por la
expresiôn funcional que lo define apiicada a dicho p-operador.
Finalmente se construye un tableau que refute el subobjetivo actual a 
partir de las premisas existantes en el entorno actual.
Este proceso de apiicaciôn de reglas de deducciôn se repite con 
cada uno de los subobjet ivos en que un objetivo inicial se haya 
descompuesto; en caso de fallo se produce becktrecking, la 
Implementaciôn Prolog que soporta el sistema permite que esta bûsqueda
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hacia atràs se realIce de una manera automàtica.
Si después de intentar aplicar las tècnicas anteriores no se 
consiguiera demostrar el objetivo inicial, se intenta construir un 
tableau afiadlendo a las aslgnaclones del contexto actual los axlomas 
de orden adecuados.
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2. ITTILIZACIOM
Esta secclôn, dedlcada a la utlllzaclôn del sistema MIZ-PR, 
comlenza con una formalizaciôn de la sintaxls del lenguaje de las 
demostraciones, este lenguaje ha sido utilizado en los ejemplos 
introducldos hasta ahora. El segundo primer apartado de la secclôn 
està dedicado a mostrar ejemplos de demostraciones que han sido 
comprobadas por el sistema.
2.1 EL LENGUAJE DE LAS DEMOSTRACIONES
La sintaxls del lenguaje utilizado para declarer objetos y 
escribir demostraciones en el sistema HIZ-PR puede formaiizarse 
mediante la gramàtica que aparece a continuaciôn, donde los paréntesis 
cuadrados, [ ], indican que el item es opcional, mientras que los 
corchetes, { }, indican cero, una o varias ocurrencias.
Texto » <Definicion| Axiomaj Demostraciôn] Facilidad) exit
Definicion » {Def-tipoj Def-constante| Def-variable| Def-funcion| 
Def-predicado)
Def-tipo » type Identif-tipo (’/“ Aridad]
Identif-tipo I V  Aridad] >
I type Identif-tipo » Tipo ;
Def-constante * const Simbolo-cte-tipado {“," Simbolo-cte-tipado} " 
Def-variable = Def-var-dato| Def-var-funcion 
Def-var-dato ■ var Var-dato-tlpada Var-dato-tipada>
Def-var-funclon ■ var Var-funcion-tlpada Var-funcion-tipada)
Def-funclon » func Simbolo-func-tipado Simbolo-func-tipado)
I func Identif-funcion Exprèsion-funeional
I funrec Simbolo-func-tipado Formula ";"
Def-predicado ■ pred Simbolo-pred-tipado Simbolo-pred-1ipado>
Axioma = Etiqueta # Formula 
Proposicion = [Etiqueta "#"] Formula
Demostraciôn ■ Proposicion Derivaciôn
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Derivaciôn • Prueba| Justificacion| autoaat 
Prueba » proof '; * Razonamiento end
Razonamlento > {Suposicionj Generalizaciôn| Conclusion] Demostraciôn) 
Suposicion > Suposicion-indiv] Suposicion-colectj Suposicion-exist 
Suposicion-indiv » assume Proposicion *;*
Suposicion-colect ■ assvnw Condiciones *;*
Suposicion-exist “ given Declaracion-ctes ;
Generalizaciôn « Generalizacion-tipoj Generalizacion-dato 
Generalizaciôn-tipo « let sort Tipo for Var-tipo 
Tipo for Var-tipo}
Generalizacion-dato » let Declaracion-ctes 
Conclusion = thus Demostraciôn
Declaracion-ctes • Constante {*,* Constante} [such that Condiciones] 
Condiciones ■ Proposicion Proposicion}
Justificaciôn > Referencias] Inducclôn] Punto-fijo] Lambda-reduccion 
Referencias » by Referenda Referenda}
Referenda * Etiqueta] order] bot_orderj bool 
Inducclôn “ induction Etiqueta Etiqueta 
Punto-fiJo • by fix
Lambda-reduccion • reducing Exprèsion-funcional by Etiqueta
Facilidad » save Nombre-fIchero| Include Nombre-fichero
Formula > Formula-atomicaj Negadonj Formu 1 a-conec11 va
I Cuantificaclonj Formula-predefInida] Formula-agrupada 
Formula-conectlva « Conjuncion] Disyunclonj Implicaciôn] EquiValencia 
Formula-atomica ” Igualdad] Aproxlmadon] Formula-predicativa 
Igualdad « Termine » Termine 
Aproximaclon » Termine '<*' Termine 
Formula-predicativa ■ Identif-predicado [Termine]
Conjuncion - Formula and Formula 
Disyuncion ■ Formula or Formula 
Implicaciôn « Formula implies Formula 
Equivalencia « Formula iff Formula 
Negacion « not Formula
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Cuantificaclon “ Formula-universal| Formula-existencial 
Formula-universal ■ for Var-dato-tipada {*,“ Var-dato-tipada) holds
Formula
Formula-existencial “ ex Var-dato-tipada (*.“ Var-dato-tipada) st
Formula
Formula-predefinida » contradiction] thesis 
Formula-agrupada » Formula *)"
Termine « Bottom] Variable-dato] Constante] N-tupla] Aplicacion 
] Termino-condicional] Termino-agrupado 
Bottom ■ bot] bot Tipo
Variable-dato ■ Identif-variable] Var-dato-tipada
Constante ” Identif-constante] Simbolo-cte-tipado] true] false
N-tupla » Termine Termine Termine)
Aplicacion ■ Exprèsion-funcional ’(’ Termine ")"
Termino-condicional * if Termine then Termine else Termine 
] if Termine then Termine 
Termino-agrupado « "(* Termine ")"
Exprèsion-funeional = Funcion-bottom] Variable-funcion
] Simbolo-funcion] Lambda-expresion] Fix-expresion 
Funcion-bottom » bot] bot ":" Tipo *->" Tipo 
Variable-funcion ■ Identif-variable] Var-f une ion-1 i pada 
Simbolo-funcion “ Identlf-funcion] Simbolo-func-tipado 
Lambda-expresion * '(" lambda Var-dato-tlpada 
Var-dato-tipada) " Termine ")*
Fix-expresion = "(" mu Var-funcion-tipada " Exprèsion-funcional *)"
Simbolo-cte-tipado ■ Identif-constante ":" Tipo 
Simbolo-func-tipado « Identif-funcion Tipo “->" Tipo
Simbolo-pred-tipado = Identif-predicado Tipo 
Var-dato-tipada ■ Identif-variable *:* Tipo 
Var-funcion-tipada ■ Identif-variable ":" Tipo "->" Tipo
Tipo = Var-tipo] Identif-tipo] Tipo Tipo <*** Tipo)] bool 
] Identif-tipo Tipo {".* Tipo) ")"
Var-tipo * • {•)
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Identif-tipo “ Identificador 
Identif-variable ■ Identificador 
Identif-constante • Identificador 
Identif-funcion ■ Identificador 
Identif-predicado « Identificador 
Aridad ■ Dlgito
Nombre-fichero ■ Identificador 
Etiqueta « Identificador
Un Identificador es una cadena de caractères de una longitud 
arbitraria.
La prioridad de los conectlvos es el habitual en la 16gica de 
primer orden, teniendo en cuenta que los cuantificadores afectan a 
toda la fôrmula que aparece a continuaciôn de holds (para las fôrmulas 
universales) y de st (para las fôrmulas existenciales) sin necesidad 
de paréntesis.
2.2 EJEMPLOS DE USO
La capacidad de expresiôn de PLPR ha sido puesta de manifiesto en 
los ejemplos presentados a lo largo del trabajo. Asl, pueden 
enunciarse y verificarse propiedades tanto matemàticas como de 
lenguajes funcionales. El lenguaje de las demostraciones que soporta 
el sistema MIZ-PR permite mecanizar, de una manera natural, las 
deducclones realizadas en esta lôglca consiguiendo asi una herramlenta 
confortable para enunciar y comprobar propiedades propias de 
estructurms matemàticas o de lenguajes funcionales.
Los siguientes son ejemplos de demostraciones comprobadas o 
automatizadas por nuestro sistema.
EJemplo 2.2.1
Este primer ejemplo es una demostraciôn sencllla al estllo Mlzar 
con la salvedad del polimorfismo existente en ella.
El programs se inicializa desde Prolog con el objetivo mlz_pr, 
con lo que se obtiene el prompt l> propio de nuestro sistema. Cada vez 
que se valida un paso, este slmbolo aparece en pantalla para que el
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usuarlo pueda escribir el siguiente paso. El paso es correcte, si no 
se obtienen mensajes indicando lo contrario.
: ?- miz_pr.
:>pred p:•, q; ", r:
:>(for x; • holds (p(x] implies q[xl) and (q[xl implies rlxD) 
implies (for x:* holds p[x] implies r(x])
proof;
:> let sort et for •;
;> assume Ai for x:ct holds
(p[x] implies q[x]} and (q(xl implies r[x]);
:> let a:et such that B# p[al;
;> assume Ci not r(a];
:> thus contradiction by A,B,C;
:>end;
:>exit;
fin de sesion 
yes 
: 7-
EJemplo 2.2.2
En este ejemplo se muestra, utillzando la demostraciôn del 
ejemplo anterior, como el sistema devuelve mensajes en caso de error 
en el razonamiento. Cuando se détecta un error en un paso, se récupéra 
el estado anterior.
: ?- miz_pr.
!>pred p:", q:", r:";
!>(for X:" holds (p(x] implies q{xj) and (q(x] implies r(x))) 
implies (for x:" holds p(x] implies r(xj)
proof;
!>let sort et for ";
;>assume Ai for xict holds p[xl Implies q(x]; 
la tesis actual no es una implicaciôn 
o no se asume el antecedente
Oassume Ai for x:ct holds (p[x] implies q(x]) and (q[x] implies r[x]);
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:>let a:et such that B# p(a];
:>assume Ci not r[a];
;>thus r(al by A.B.C;
la formula conclulda no ha podido ser inferlda 
a partir de las referencias dadas 
esta formula no corresponde con ninguna 
componente del objetivo actual
;>thus contradiction by A, B,D; 
premisas inexistantes
la formula conclulda no ha podido ser inferlda 
a partir de las referencias dadas
:>end;
la prueba no ha sido finalizada 
:>thus contradiction by A.B.C;
:>end;
:>exit;
fin de sesion 
yes
: ?-
Ejemplo 2.2.3
El siguiente ejemplo muestra, primeramente, la demostraciôn de 
una propiedad matemàtlca escrita paso a paso por el usuario. Sabemos 
que cuando aparece el prompt :>, el paso anterior ha tenido éxito.
! ?- mlz_pr.
:>type Int;
!>pred ng:• * •;
!>(ex x;int st for y:int holds ng[x,y]) implies 
(for x:int holds ex y: Int st ng(y,x]) 
proof;
!> given x:int such that It for y:int holds ng(x,yl;
!> let a: int;
:> 2# nglx.a] by 1;
:> thus ex y:int st ng[y,a] by 2;
:>end;
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A continuaciôn se demuestra la misma propiedad automatizando 
alguno de sus pasos. Puesto que estamos en la misma sesiôn que en la 
prueba anterior, no es necesario volver a hacer las correspondientes 
declaraciones. El sistema escribe un mensaje al comprobar 
automàticamente que la fôrmula correspondlente a la tesis actual es 
verdadera.
!>(ex x:int st for y;int holds ng[x,y]) implies 
(for x:int holds ex y:int st ng[y,x]) 
proof:
:> assume (ex x:int st for y: int holds ng[x,y]);
;> thus thesis automat; 
prueba completada con exito
:>end;
Por ûltimo se automatiza la prueba de esta propiedad totalmente.
:>(ex x:int st for y:int holds nglx,yl) implies
(for x:int holds ex y:int st ng[y,x])
automat; 
prueba completada con exito
:>exit;
fin de sesion 
yes
: ?-
Ejemplo 2.2.4
A continuaciôn se demuestra una propiedad tlpica de cualquier 
funciôn estricta, la distributibldad con respecto al término 
condicional. Para ello se déclara una variable de funciôn, f, de tipo 
arbitrario. Esta propiedad se utiliza en el ejemplo 2.2.6 para el caso 
de la funciôn append.
! ?- miz_pr.
:>var f
:>for x:bool,y:*,z:* holds f(if x then y else z)
» if X then f(y) else f(z)
proof;
!> let sort t for •;
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:> let a:bool, b:t, c:t;
!> At a-bot or a>true or a*false by bool;
l> Bi a>bot Implies f(if a then b else c)
" If a then f(b) else f(c)
proof;
!> b# f(bot:t) ■ bot:** by bot_order;
:> assume It a - bot;
!> Bit If a then b else c ■ bot by 1,bool;
:> B2t if a then f(b) else f(c) “ bot by l,bool;
:> B3t f(if a then b else c) * bot by Bl.b;
:> thus thesis by B2.B3;
:> end;
:> Tt a»true implies f(if a then b else c)
* if a then f(b) else f(c)
proof;
:> assume it a > true;
;> Tit if a then b else c ■ b by 1,bool;
:> T2t if a then f(b) else f(c) ■ f(b) by l.bool;
:> thus thesis by T1,T2;
:> end;
:> Ft a«false implies f(if a then b else c)
■ If a then f(b) else f(c) automat;
prueba completada con exito
:> thus f(lf a then b else c) ■ if a then f(b) else f(c) by A,B,T,F; 
:>end;
:>exit;
fin de sesion 
yes
: 7-
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Ejemplo 2.2.5
Définîmes una teorla de listas polimôrficas que serà almacenada 
para volver a ser utllizada en el siguiente ejemplo. También se define 
la funciôn append para concatenar listas utillzando una especificaciôn 
recursiva y se demuestran algunas propiedades de esta funciôn.
: ?- miz_pr.
:>type list/l;
:>const (]:liste*);
:>func cons:**list(*)->list(*),hd:list(*)->*,
11:11st(*)->list(*),null:list(*)->bool;
:>funrec append: 11st(*)'list(*)->list(*)
append(x.y) = if null(x) then y else cons(hd(x),append(tl(x),y)};
:>L1* null([1)*true;
:>L2i for x:*,y:list(*) holds
(not y=bot and not x=bot) implies null(cons(x,y)) * false;
:>L3* for x:*,y:l iste*) holds
(not y=bot and not x-bot) implies hd(cons(x,y) ) * x;
:>L4# for x;*,y:list(*) holds
(not y=bot and not x»bot) implies tl(cons(x,y)) » y;
:>APO# for x:list(*),y:liste*),z; liste*) holds 
(x=bot or y-bot or z-bot) implies 
append(cons(x,y),z)-cons(x,append(y,z));
:>APlt for x:list(*),y:liste*) holds
append (x, y) - if nulKx) then y
else cons(hd(x),append(tl(x),y)) by fix;
:>AP2t for x:l i s t e * ) , y:l i s t e * ) , z: l i s t e * )  ho lds
append(cons(hd(x),y),z) - cons(hd(x), append(y, z) ) 
proof;
:> let X:list(*),y:liste*),z:llst(*);
:> 1# (hd(x)-bot or y=bot or z-bot) implies
append(cons(hd(x),y),z) - cons(hd(x),append(y,z)) by APO;
:> 2# (not hd(x)-bot and not y-bot and not z-bot) implies
append(cons(hd(x),y),z) - cons(hd(x),append(y,z)) proof;
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:> assume 3# not hd(x)-bot and not y-bot and not z-bot;
:> 4# null(cons(hd(x),y}) - false by 3,L2;
:> 54 hd(cons(hd(x),y)) > hd(x) by 3.L3;
:> 6# tl(cons(hd(x),y)) - y by 3.L4;
:> 7# append(cons(bd(x),y),z) ■ if nul1(cons(hd(x).y)) then z
else cons(hd(cons(hd(x).y)).append(tl(cons(hd(x).y)).z)) by API;
:> 8# append(cons(hd(x).y),z) -
cons(hd(cons(hd(x).y)).append(tl(cons(hd(x),y)).z)) by 4,7,bool;
:> thus thesis by 5,6.8;
:> end;
:> thus append(cons(hd(x),y),z) - cons(hd(x),append(y,z)) by 1.2;
:>end;
:>save llstas;
:>exlt;
fin de sesion 
yes
: ?-
Ejemplo 2.2.6
Utillzando la teorla de listas definida y salvada en ejemplo 
anterior, demostramos que la operaciôn append es asociativa. Para 
ello, se define una variable funcional, X, sobre la que se hace la 
inducclôn, y para simplificar la notaciôn del caso bàslco, se déclara 
la funciôn B como la funciôn bottom del mismo tipo que append.
: 7- miz_pr.
:>include listas;
teorla incorporada al entorno actual
:>func B - bot:liste*) * list(*) -> list(*);
:>var X: l i s t e * )  * l i s t e * )  - >  l i s t e * ) ;
: > I F t  f o r  x : l i s t e * ) ,  y : l i s t e * ) ,  z : l i s t e * )  h o ld s
append(If nullCx) then y else cons(hd(x),X(tl(x),y)),z) » 
if nulKx) then a^end(y,z) else append(cons(hd(x),X(tl(x),y)),z);
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:>ASOCi for x:llst(*).y:list(»).z:llst(») holds
append(append(x.y).z) - append(x, append(y, z))
proof;
:> BASE* for x: llst(*),y:llst(*),z:llst(*) holds
append(B(x,y),z) - B(x,append(y,z]) by bot_order;
:> IND* (for x: llst(*),y: llst(*),z: llst{") holds
append(X(x,y),z) - X(x,append(y,z)]) Implies 
(for x:liste*),y:liste*),z:liste*) holds 
append (if nulKx) then y else cons(hd(x), X(tl (x), y) ), z) ■
if nulKx) then append(y, z) else cons(hd(x),X(tl(x),append(y,z)))) 
proof:
:> let sort ct for *;
;> assume HI# for x:list(ct),y;list(ct),z:list(ct) holds
append(X(x,y),z) - X(x,append(y,z)));
:> let a:list(ct),b:list(ct),c:list(ct);
;> 1# append(cons(hd(a),X(tl(a),b)),c)
- cons(hd(a),append(X(tl(a).b),c)) by AP2;
:> 2* appenddf null(a) then b else cons(hd(a),X(tl(a),b) ), c)
■ if null(a) then append(b,c) else
append(cons(hd(a),X(tl(a),b)),c) by IF;
:> 3# appenddf null (a) then b else cons(hd(a),X(tl(a),b) ), c)
« if null(a) then append(b,c) else
cons(hd(a),append(X(tl(a),b),c)) by 1,2;
;> thus thesis by HI,3;
:> end;
!> thus for x; list(*),y:list(*),z: list(*) holds
append(append(x,y),z) * append(x,append(y,z)) induction BASE,IND;
:>end;
:>exit;
fin de sesion 
yes 
: ?-
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3. IMPLDIEIfTACIOM
En la actualIdad existe un prototlpo del sistema HIZ-PR
programado en Quintus Prolog que funciona dentro de un entorno EMACS 
en una estaciôn SUN con la versiôn 3 de Unix.
En la elaboraciôn de este prototlpo, se han ponderado los
aspectos de claridad por enclma de los de eficiencia para conseguir
asl un programs, que a la vez de ser ejecutable, sea capaz de
especif icar por si mismo la semAntica del sistema. Esto ha sido 
posible gracias a las particularidades de la programmeiôn lôglca. 
Comentaremos en esta secclôn algunos de los predicados del programs 
Prolog destinados al control de las demostraciones.
3.1 CENERALIDADES DE LOS PROCRAMAS PROLOG
El sistema consta de dos partes claramente diferenciadas. Una 
parte realiza el an&lisis sintàctico y traduce a términos Prolog cada 
uno de los pasos de una demostraciôn. Estos términos serviràn de 
entrada a la parte del sistema encargada del control de las 
demostraciones. Nos ocuparemos aqui de estudiar la implementaciôn de 
esta segunda parte.
3.1.1 Representaciôn de las fôrmulas
La semàntica de las fôrmulas permite simplificar los conectlvos, 
de manera que a nivel intemo las fôrmulas son conjunciones 
(posiblemente con una sola componente). Cada fôrmula, F, viene 
representada por una lista cuyos elementos son las comqxinentes de 
dicha fôrmula. Si P es un slmbolo de predicado y T, Tl, T2 representan 
términos, cada componente de F es una lista con alguna de las 
siguientes formas:
[P, T] X fôrmula prédicativa
[*,T1,T2] X igualdad de términos
[<,T1,T2] X aproximaciôn
[n, F] X negaciôn
[pt,F] X cuantificaciôn universal
La apariciôn de una fôrmula en las dos ûltlmas listas supone la
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forma recursiva de la representaciôn de las fôrmulas.
Los términos y exprès1ones funcionales del lenguaje también se 
representan mediante términos Prolog que llevan incorporada 
informaciôn de su tipo. Se ha utilizado una representaciôn de 
functores (var, const, func, bot, lambda, etc. ) y operadores (prod) 
para las dlstlntas construcciones de términos y expresiones 
funcionales.
3.1.2 Representaciôn de los entomos
Una serie de operadores predefinidos facllitan la representaciôn 
de las estructura de entornos o contextos que caracterizan a cada 
demostraciôn. Cada contexto se identifies con un término Prolog 
formado por dos subtérminos uno es una lista de aslgnaclones, AL, y el 
otro es la representaciôn de la fôrmula que constituye la tesis 
actual, Th; ambos términos se separan por el operador La lista de
aslgnaclones es una lista de fôrmulas etlquetadas, la étiqueta es un 
àtomo que se une a la fôrmula mediante el operador infijo ":".
Una estructura de entornos E tiene la siguiente forma recursiva: 
AL i  Th o bien E : : E
Esta representaciôn permite modificar con facilidad los entornos 
a la vista de la técnica de demostraciôn elegida en cada paso, segûn 
se explicô en 1.2.1.
3.1.3 Representaciôn de los items de la demostraciôn
Para representar los pasos de las demostraciones, se han 
declarado una serie de operadores Prolog, de manera que cada uno de 
los items, correspondientes a las distintas tècnicas de demostraciôn, 
se convierte en un término Prolog con una estructura propia (como 
muestra la figura 7), lo que permite su fàcil reconocimiento por 
ajuste de patrones.
La variable Justifie que aparece en la figura 7 debe encajar con 
alguno de los patrones mostrados en la figura 8, que slrven para 
representar las distintas tècnicas de demostraciôn hacia delante.
Un paso en el que se solicita la automatizaciôn de la 
demostraciôn de una fôrmula, se traduce por el término: 
autom Etiqueta : Formula
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assume Etiqueta : Formula X Suposiciôn de hipôtesis
let(const(Tipo,Nombre)) X Generaliz. de var. de dato
let(Tipo,Vartipo),NE) X Generaliz. de var. de tipo
thus proof(Teorema) X Descomposiciôn del objetivo
thus Etiqueta: Formula Justifie X Descomposiciôn del objetivo
Etiqueta : Formula Justificaciôn X Demostraciôn hacia adelante
Etiqueta : Formula X Axioma
proof(Teorema) X Comienzo de prueba por pasos
end(Etiqueta : Teorema) X Fin de prueba de un teorema
Figura 7
by ListaEtiquetas X Referen. a axlomas o teoremas
by fix % Axioma de punto fijo
induc [Etiquetai,Etiqueta2] % Induceiôn
reduc [ExpFuncional,Etiqueta] X 8-Reduceiôn
Figura 8
3.2 ALCUNOS DETALLES DE LOS PREDICADOS PROLOG
Los môdulos Prolog que soportan el peso principal del control y 
automatizaciôn de la demostraciôn tienen los siguientes nombres: 
control, reasoner, prover, checker, equal. Induction, lambda.
Existen otros como substitution o foraulas destinados a tareas 
complementarias.
A continuaciôn analizaremos brevemente cada uno de los siete 
môdulos principales arriba mencionados.
3.2.1 Môdulo control
Este môdulo està destinado a realizar el interface entre los 
programas de lectura y escritura y los programas de comprobaciôn y 
automatizaciôn de la demostraciôn.
Se inicializa el proceso con un entorno Inicial vacio. Por cada 
Item, analizado y convertldo en término Prolog por el anallzador 
sintàctlco, se hace una llamada al reasoner, qulen se encargarà de 
comprobar la correcciôn lôgica, o al môdulo que construye la 
demostraciôn (prover) si se trata de la automatizaciôn de un paso.
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EL procedlmlento principal de este môdulo lo constituye el 
predicado recursivo control_proof cuyo paràmetro es la estructura de 
entornos de la demostraciôn.
control_proof([]) I. 
contrel_proof(Env) : -
read_item(_,Item), 
verify_item(Env,Item,NewEnv), 
control_proof(NewEnv).
El predicado verlfy_ltem es el encargado de distinguir si una vez 
escrito un paso de la demostraciôn, se trata de final de sesiôn, de 
una prueba automàtica, de una facilidad, de una lista de items a 
analizar por el reasoner. o si no hay nada que demostrar por tratarse 
por ejemplo de una declaraciôn de datos o tipos.
verify_item(_,(exit], [J) : - !,
writeC fin de sesion’). 
verify_item(Env,(],Env) 
verify_item(AL#(),[save(T)],[])
recordz(asig, AL, _), 
save(T).
verify_ltem(ALli[],(include(T)], ALt[1) : - I, 
restore(T),
recorded(asig,AL2,Ref), 
erase(Ref), 
append(ALI,AL2,AL). 
verify_ltem(Env,lautom L : F),NewEnv) !, 
prove(Env,L: F,NE), 
is_o)c->NewEnv ■ NE; NewEnv » Env. 
verify_item(Env,Item,NewEnv)
reasoner(Env, Item,NE), 
is_ok->NewEnv » NE;NewEnv » Env.
Después del control de cada paso, si el anàlisis finaliza con 
éxito, el entorno inicial serà transformado sirviendo de entrada al 
procedimlento controljproof qulen se encarga de nuevo de hacer la
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llamada a los procedimlento# de lectura. En caso contrario, el entorno 
no varia y se escrlben los mensajes de error antes de leer el 
siguiente item.
El predicado Isjak decide si un proceso ha tenido éxito a la 
vista de los côdlgos de error que ha desencadenado, y escribe los 
mensajes correspondientes.
is_ok : - all_errors(Err),
error_text(Err),
Err • lO];Err ■(].
3.2.2 Môdulo reasoner
Una explicaciôn detallada de los predicados de este môdulo para 
el sistema MIZAR/LOG aparece en [Nie-89]. El reasoner de MIZ-PR, al 
igual que el del sistema inicial, analiza cada item de la demostraciôn 
que ha sido convertldo en un término Prolog. Las principales 
diferencias entre uno y otro sistemas son, por un lado, el caràcter 
màs interactivo del môdulo actual que permite una respuesta inmediata 
después del anàlisis de cada item sin esperar al final de la 
demostraciôn.
Por otro lado, las tècnicas de demostraciôn propias del nuevo 
sistema (generalizaciôn de tipos, A-càlculo, inducclôn y punto fijo) 
obligan a incorporar nuevas clàusulas para définir los predicados 
reduces y justification que aparecen dentro de el môdulo reasoner. El 
primero se ocupa de analizar los items modificando de forma adecuada 
el contexto. El segundo tiene lugar cuando se utiliza una técnica de 
demostraciôn hacia adelante y se encarga de la ejecuclôn de los 
procedimlento# correspondientes.
Los predicados que constltuyen el môdulo reasoner llevan a cabo 
las acclones necesarias para analizar la correcciôn de un item que 
fueron expllcadas en 1.2.1; siendo ésta la razôn de que no insistamos 
ahora en detallar cada uno de estos predicados. Unicamente y a modo de 
ejemplo, seflalamos la clâusula del predicado reduces correspondlente 
al anàlisis de la técnica de generalizaciôn de tipos y las clàusulas 
del predicado Justification para las tècnicas de referenda al axioma 
de punto fijo, de reducclôn de una lambda expresiôn y de inducclôn. El 
resto del programs puede verse en el anexo.
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reduces(E, letdy, v(TyV) ),NE)
thesls.of(E,Th). 
subs_type(Ty,TyV,Th, NTh), 
constructor_of_thesis(E,NTh,NE).
reduces(E,J,NE) I,
Justlflcatlon(E,J,NE,_).
Cuando se Justifies una sentencia por referenda al axioma de 
punto fijo, es el predicado fixed, que forma parte del môdulo 
Induction el que se encarga de validarla.
Justification(E,L : S by fix,NE,SI) :- !, 
thesis_of(E,Th), 
replace_thesis(S, Th,Sl), 
fixed(Sl),
add_binding(L : S1,E,NE).
Si se indica que se està aplicando una inducclôn se hace una 
llamada al procedimlento Induction en el môdulo del mismo nombre.
Justification(E,L : S indue LL, NE,Si) : - !, 
thesis_of(E, Th), 
replace_thesis(S, Th,Sl), 
look_up(LL,E,SL), 
induction(Sl,SL), 
add_bindlng(L : S1,E,NE).
Si en el razonamiento se produce de manera expllcta una 
8-reducclôn de una A-expresiôn, se comprueba la correcciôn mediante el 
procedimlento check_reducing que forma parte del môdulo lambda.
JustifIcationCE,L ; S reduc (FE,L1),NE,S2) : - !, 
thesis_of(E, Th), 
replace_thesis(S,Th, S2), 
findCLl : S1,E), 
check_reduc i ng(S1,S2,FE), 
add_binding(L : S2,E,ME).
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3.2.3 Môdulo prover
Para construir una demostraciôn de una fôrmula de forma 
automàtica. se utiliza el procedimlento prover, incluido en el môdulo 
de igual nombre.
proverCE,L:F,NE) :-
thesls_of(E.Th), 
replace_thesis(F.Th,Fl), 
construct_proof(E, Fl, 1), 
add_binding(L: Fl, E, NE).
Una vez que en la fôrmula que queremos demostrar, se sustituye, 
si aparece, la palabra thesis por su valor actual, el predicado 
construct_proof llama a las distintas tècnicas de demostraciôn para 
construir la prueba.
construct_proof(_, (],_) : - !. 
construct_proof(E, [F:RF],N)
do_new_monomorphic(IF:RF) ), 
select_tech(E, F,NF,NE,N),
NI is N + 1.
construct_proof(NE,NF,NI),
N2 is NI ♦ 1, 
construct_proof(E,RF,N2). 
construct_proof(E, F, _) : -
Insert_boo1(E,AL), 
check_consequence(AL,F), 
constructjproof(E,F,_)
insert_bot(E,AL), 
check_consequence(AL,F). 
construct_proof(E,F,_) : -
insert_order(E,AL), 
check_consequence(AL,F).
El predicado do_nev_aonoaorphlc produce la instanciaciôn de una 
fôrmula con nuevas constantes de tipo, y ejecuta por tanto la primera 
de las tècnicas de demostraciôn posibles. A partir de ese momento.
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select_tech ensaya el resto de las técnlcas para cada una de las 
subf6raulas o coaponentes que constituyen el objetivo Inlcial.
select_tech(E. Ipt,Ty,F].NF,E.N) : -
subs(const(Ty,i(N)),F,NF). 
select_tech(E, In,(FI:F2]].NF2,NE,_)
add_binding(«*n: (FlJ.E.NE) 
nega 11 on ( F2. KF2 ). 
select_tech(E, F.NF,E,_)
reducing(IFJ.NF). 
select_tech(E,F, ll,E,_)
fixed(lFl). 
select_tech(E, F, (J. E,_) : -
e1la_label_env(E,AL), 
check_consequence(AL, IFI).
El orden en el que aparecen las clausulas de select_tech slgue 
los crlterios establecidos en 1.2.4 de aplicaciôn de las técnlcas de 
deaostraclôn.
3.2.4 Médulo checker
Corresponde a este môdulo la tarea de comprobar si es poslble 
encontrar una derlvaclôn de una fôraula a partir de unas preaisas. La 
aayor parte de las Inferencias se coaprueban utillzando el método de 
los tableaux, sin embargo, aquellas que se fundaaentan en las 
propledades de la Igualdad, se coaprueban per un algorltao particular 
lapleaentado en el aôdulo equal que se explica en 3.2.5.
El predicado check_consequence ensaya los dos aétodos anteriores, 
check_equality supone la llaaada al aôdulo equal, alentras que 
réfutât ion prépara las fôraulas para construlr un tableau y 
desencadena dicho algorltao.
check_consequence(SL, S) : -
check_equa1ity(SL,S)
refutation(SL,S).
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refutation(SL.S) : -
negatlon(S.NS), 
do_new_aonoaorphlc(KS).), 
closed_tableau([NSISL]).
El predicado closed_tableau investiga primero si el conjunto de 
fôraulas inlcial (FS) da lugar a una raaa cerrada. en caso negative, 
se hacen aonomôrficas las fôraulas de este conjunto y, para conseguir 
clerta eficiencia en la consecuciôn de un tableau, se clasifican las 
fôraulas en las correspondientes categorlas - alfa (AL), beta (BL), 
delta (DL). gaaaa (CL) y bàsica o lista de literales (LL) -, esta 
clasificaciôn, conseguida aediante el predicado classify, se aantiene 
y actualize para cada raaa conforae se generan nuevas subfôraulas, en 
estos casos se utiliza el predicado place.
c1osed_tableau(FS) : -
closed_branch(FS),!
instance_set(FS,MFS), 
classify(KFS,AL.BL,DL,CL,LL,TL), 
close (AL, BL, DL, GL, LL, TL).
La bûsqueda de un tableau cerrado coaienza con la construcciôn de 
un tableau proposicional, el predicado definido con tal objetivo es 
close.
closed], n,DL,GL,LL,TL) !,
depth(DL,GL,TL,DP), 
close.adl, d,DL,a.,LL,TL,0,DP). 
closed], IB:BLl,m-,GL,LL,TL) :- !,
beta_foraula(B,Bl.B2). 
confront_beta(Bl, B2,BL, DL.GL, LL, TL). 
close d  A : AL], BL, DL, GL. LL, TL)
alfa_foraula(A,Al,A2),
confront_alfa(Al,A2,AL,BL,DL,GL, LL, TL).
Si con las fôraulas sin cuantificar no se logra cerrar el
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tableau, las fôraulas delta y gaaaa entran en Juego. la la bûsqueda de 
un tableau de predlcados cerrado la reallza cJose_a.
Los predlcados confront_alfM y confront_beta producen la 
a-extenslôn y la g-blfurcaciôn. respectivaaente, en el tableau 
proposiclonal que se està construyendo y desencadenan la llaaada 
recurslva al predicado close de bûsqueda del tableau cerrado. Los 
anilogos de estos predlcados, para el caso de la construcciôn de un 
tableau de predlcados, son confront_alfa_m y confrontjbeta_m, 
respectivaaente que pueden verse désarroilados en el anexo.
conf ront_alfa(A, A, AL, BL, DL, GL. LL, _) : -
opposi te_t (A,AL,BL.DL,GL.LL),I. 
conf ront_alfa(A, A, AL, BL, DL, GL, LL, TL) : - ! ,
place(A,AL,BL,DL,GL, LL, MAL,NBL, NDL,NGL,NLL), 
close(NAL, NBL, NDL,NGL, NLL,TL). 
confront_alfa(Al, A2,AL,BL,DL.GL,LL, TL) ; -
opposite_t(Al,AL,BL,DL,GL,LL),!
opposi te_t(A2,AL,BL,DL,GL,LL),!
negation(Al,A2), 1
place(Al,AL,BL, DL, GL, LL, ALI, BLl, DLl,GLl,LLl), 
place(A2,ALI,BLl, DLl, GLl, LLl, NAL, NBL,NDL,NGL,NLL), 
close(NAL,NBL,NDL.NGL, NLL,TL).
confront_beta(B,B,BL,DL.GL,LL.TL) I,
close_beta(B, BL, DL, GL, LL, TL). 
confront_beta(Bl,B2,BL,DL,GL,LL,TL) : -
close_beta(Bl,BL,DL.GL,LL.TL), 
close_beta(B2,BL, DL, GL, LL,TL).
close_beta(B,BL, DL.GL,LL,TL)
opposite_t(B,[],BL, DL.GL,LL),!
place(B, ( 1, BL, DL,GL,LL,NAL,NBL, NDL, NGL, NLL), 
close(NAL,NBL,NDL,NGL, NLL,TL).
187
Como ya se ha seftaldo. de no tener éxlto en la bûsqueda del 
tableau proposiclonal se continuarà la bûsqueda con cJose_s que se 
encarga de manejar tasbién fôraulas delta y ga
close_a(IJ, II, I), I,
fail.
close_a(_,_, _, _, _, 0) : - I,
fail.
close.adJ, IJ, n.a.,LL.TL, I,DP) I.
confront_gaaaa(0.,LL.TL, I,DP). 
close_a(Il, II, lD:DL],a.,LL,TL, I,DP) I.
delta_foraula(D,Ty,F), 
confront_delta(Ty,F,DL.GL,LL,TL, I,DP). 
close_a(Il,IB:BL),DL,GL,LL.TL,I,DP)
beta_foraula(B,B1, B2),
conf ront_beta_a(B1,B2,BL,DL.GL,LL.TL,I,DP). 
close_a(Ia :AL],BL,DL.GL,LL.TL,I.IM»)
alfa_foraula(A,Al, A2),
confront_alfa_a(Al,A2,AL,BL,DL,GL,LL.TL,I,DP).
La instanciaciôn de las fôraulas delta con nuevas constantes se 
realize por aedio de confront_delta. Para conseguir nuevas constantes, 
se aantiene un Indice I que auaenta por cada instanciaciôn de una 
fôraula delta. El proceso de construcciôn del tableau continua 
recursivaente, la llaaada recursive a close_m tiene lugar por aedlo 
del predicado process_gansa segûn vereaos aôs tarde.
confront_delta(Ty.F,DL.GL,LL,TL,I,DP)
subs(const(Ty,aux(I)),F, SF),
close_delta(SF,DL,GL,LL, Iconst(Ty,aux(D) :TL], I,DP).
close_delta(F,DL,0.,LL.TL, I,DP) : -
opposite_t(F, M, I],DL,Cn.,LL). !
Il is I + 1, DPI is DP - 1,
place(F, I], I],DL,GL.LL,NAL.NBL,NIM-,NGL,NLL),
process^aaaa(NAL,NBL,NDL,NO.,NLL,TL, II,DPI).
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A cada fôraula gaaaa se le asocla una aarca que consiste en la 
lista de térainos con los que ya ha sido instanciada. Por otra parte, 
el nüaero de instancies de fôraulas gaaaa y delta, es decir, el nùaero 
de r y ô extensiones no puede superar un cierto valor, DP, calculado 
aediante el predicado depth utilizando el numéro de térainos y 
cuantificeciones en el conjunto de fôraulas inlcial.
Para una fôraula tipo y aarcada, el predicado process_gaama 
elige, sieapre que sea posible (predicado look_term), un térnino que 
no aparece en su aarca, instancia esta fôraula universal con dicho 
téraino y actualize su aarca. . Por otro lado, produce la llaaada 
recursive al procediaiento close_a, decreciendo, previamente, la 
profundidad, DP, en una unidad.
confront_gaaaa(GL,LL,TL,I,DP) : -
process_gamma(II,[], [],GL, LL,TL, I, DP).
process_^aaaa(AL, BL,DL,GL,LL, TL,I, DP) : - 
look_term(GL,TL,GLl,F),!, 
close __gamaa(F,AL,BL,DL,GLl,LL,TL,I,DP).
process_gamma(AL,BL,DL,IG:GL),LL,TL,I,DP) : - 
append(GL,[G], NGL),
DPI is DP - 1,
close_m(AL,BL,DL,NGL, LL, TL, I, DPI).
close_^aama(F,AL,BL, DL.GL,LL,TL, I,DP) : -
opposite_t(F,[],II, (1,GL,LL), !
DPI is DP - 1,
place (F, AL, BL, DL, GL, LL, NAL, NBL, NDL, NGL, NLL), 
close_a(NAL, NBL,NDL, NGL,NLL,TL,I,DPI).
3.2.5 Môdulo equal
Este aôdulo esti destinado a comprobar las Inferencias que se 
fundaaentan en las propledades de la igualdad. Esto hace ganar 
eficiencia al checker, ya que se évita la construcciôn de un tableau 
cuando la sentencia que se quiere probar es consecuencia de las 
propledades de la igualdad.
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El algorltao siaulado en el aôdulo equal, para deducir la 
igualdad de doe térainos a partir de un conjunto de ecuaciones. es el 
definido en [Zuk-87], que ha sido taabién utilizado en otros sisteaas 
de la faailia Mizar.
El predicado principal de este aôdulo es check_equal, cuyos très 
argumentes corresponden a los dos térainos cuya igualdad quiere 
coaprobarse y al conjunto de igualdades que foraan las hipôtesis. Con 
todos los térainos y subtèrainos existantes, entre premises y 
conclusiôn, se construye una particiôn inicial que tiene tentas clases 
coao térainos. Después de ejecutar el algorltao que devuelve una 
particiôn foraada por clases de equivalencia, los térainos cuya 
igualdad quiere deaostrarse defoen pertenecer a la aisaa clase.
check_equal(T,T,_) :- !.
check_equa1(prodIT1:TL11,prod(T2ITL2),EL) !,
check_equa1(T1, T2,EL), 
check_equal(prod TLl.prod TL2.EL).
check_equal(Tl,T2,EL) : -
teras.in(I[I * .  T1. T2)1 : EL). TL),
cond_to_f une(TL.TLl),
partition(TLl.P).
trans_cond(EL,NEL),
algoritha(P.FP.NEL),
class(Tl.FP.C),
class(T2, FP,C).
El predicado algorithm realize la tarea aàs importante del aétodo 
presentado en [Zuk-87] para conseguir clases de equivalencia, creando 
nuevas particiones al eliainar colisiones entre clases.
algoritha(P,FP,EL) : -
new_partition(P,EL.NP), 
e1ia_c1ashes(NP,FP).
El predicado new_partltlon produce una transforaaciôn de la 
particiôn P consistante en solapar todos los pares de clases en P 
correspondientes a dos térainos, cuya igualdad aparece en el conjunto
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de ecuaclones de partIda EL.
new_partltlon(P, (],P) 
new_partltion(P. IIC-M1.T2J] :ELJ.NP) 
class(Tl,P,Cl), 
class(T2,P,C2),
new_partltlonl(Cl,C2,P,EL.NP). 
new_partltlonl(C.C.P.E3-.NP) I.
new_partit1on(P.EL.NP). 
new_partltlonl(Cl.C2.P.EL.NP) : - 
Join(Cl.C2.P,Pl). 
new_partitlon(Pl,EL.NP).
Dos clases Cl y C2 collslonan cuando dos expreslones funcionales 
correspondientes a la misma funciôn est&n en distintas clases alentras 
que los térainos a los que se aplican est&n en la aisaa clase. El 
procediaiento elim_clashes busca y solapa todas las colisiones de una 
particiôn para devolver una particiôn sin colisiones.. Para detectar 
las colisiones se utiliza clashes. El predicado Join solapa las clases 
Cl y C2. eliain&ndolas de la particiôn y afiadiendo una clase foraada 
por la uniôn de las dos anteriores.
elia_clashes(P.FP) :-
clashes(P.P.C1.C2).
Join(Cl.C2.P.NP). !. 
elia_clashes(NP. FP)
FP-P.
clashes(Pl.(C:P].C.NC)
aeaber(func(Ty.FE.Tl).C). 
class(func(Ty.FE,T2).P.NC). 
class(Tl.Pl.CL), 
class(T2.Pl.CL). 
clashes(Pl.[_:P1.Cl.C2)
clashes(Pl.P.Cl.C2).
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Joln(Cl.C2.P.Ic :NP1)
subtract(P.(Cl.C2l.NP). 
append(Cl.C2.C).
classlT.P.C) tiene éxito, cuando la clase del téraino T en la 
particiôn P es precisaaente C, este ûltiao arguaento pude estar 
instanciado al ser llaaado el predicado o puede ser variable.
3.2.6 Môdulo induction
El predicado principal de este aôdulo. taabién llaaado Induction, 
contrôla si una deaostraciôn por inducciôn esté bien realizada. 
Mediante el predicado Induc_p*ttern, se trata de encontrar el patrôn 
de la fôraula sobre la que se reallza la inducciôn. Por otro lado 
(predicado continuous) se deauestra que dicha fôraula es continua.
induction(F,Pr) : -
induc_pattern(F. Pr.FX. X), 
continuous(FX. X).
Para encontrar el patrôn de la fôraula y la variable sobre la que 
se reallza la inducciôn, se tienen coao datos la fôraula résultante, 
en cuyo interior hay una definiciôn recursiva, y las dos preaisas que 
deben corresponder al caso bottom (FB) y al peso de inducciôn (la 
iaplicaciôn FX-^FM), respectivaaente.
induc_pattern(F,Pr.FX,X) : -
induc_preais(Pr.FB,FX.FM), 
differs(F.FB.fix(X,H).bot). 
differs(F,FX,fix(X,M),X), atoa(X) 
subs_func(X,M,FX,FM).
El ûltiao predicado (subs_func) produce la sustituciôn de la 
variable funcional X por la expresiôn M en la fôraula FX obteniéndose 
la nueva fôraula FM que debe coincidir con el consecuente del paso de 
inducciôn.
La especiflcaciôn de una funciôn recursiva se transforaa en una 
representaciôn interna que identifica el siabolo eapleado para la
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funciôn recursiva con un téraino Prolog que coaienza con el functor 
fix. De esta representaciôn se sirve el predicado differs para 
deaostrar que las diferencias sintàcticas entre la fôraula concluida, 
F, y el caso bésico, FB, son las adecuadas; anàlogaaente coaprueba la 
dlferencia entre F y el antecedente del paso de inducciôn FX.
La representaciôn de las fôraulas en forma de listas permite al 
deaostrador reconcer coao fôraulas continuas un gran numéro de 
expreslones sintàcticas de esto se ocupa el predicado continuous, que 
puede verse en el anexo.
En este aôdulo taabién aparece el predicado fixed destinado a 
comprobar o automatizar los pasos de la deaostraciôn que se apoyan en 
el axioaa de punto fijo. Este predicado se sirve de la representaciôn 
de las p-expresiones para poder aplicar dicho axioaa.
El téraino Prolog flxlX.N) représenta una funciôn declarada 
recursiva que coao tal es équivalente a una p-expresiôn (pX.M). X es 
la representaciôn en forma de téraino Prolog de X, alentras que H lo 
es de M, y en su interior aparecerà X.
Se ha programado un algorltao que peraite derivar la igualdad de 
dos térainos taies que uno de ellos es una funciôn recursiva, 
fix(X.M), aplicada a un téraino T, alentras que el otro consiste en 
aplicar una funciôn, que es el resultado de sustituir en M la variable 
X por fix(X.M), al mismo téraino T. Si la expresiôn M es una 
X-expresiôn, puede haberse producido la g-reducciôn correspondiente.
fixed([[pt,_,F]]) !,fixed(F). 
fixed([[«.func(Ty.fix(X.M),T).func(Ty.NM,T)]l) 
copy_tera(fix(X,M),fix(Xl.Ml)). 
copy_tera(fix(Xl.Ml).fix(X2.M2).
XI « fix(X2,M2),MN - Ml. 
fixed( [ I», funcdy, f ix(X,M),T),RTl 1 ) : -
copy_tera(f ix(X,M), fix(Xl,Ml ) ), 
copy_tera(fix(Xl.Ml). fix(X2,M2)).
XI - fix(X2.M2), 
apply(Nl,T,RT), 
type_of(RT.Ty).
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3.2.7 Môdulo lambda
Este aôdulo se encarga tanto de la autoaatlzaclôn de una 
g-reducelôn coao de la coaprobaciôn de su correcciôn cuando ésta sirve 
de Justificaciôn en un paso dado por el usuario.
Una vez localizada la X-expresiôn a reducir, se trata de 
sustituir en el cuerpo de esta expresiôn. las variables ligadas por el 
téraino al cual se aplica, esto se lleva a cabo aediante apply.
apply(laabda(VL,T),prod TL.RT) :- I.
saae_length(VL.TL),
copy_tera(laabda(VL,T),laabda(VLl,T1)), 
repiace_vars(VLi,TL,Tl.RT).
apply(laabda((var(Ty,X)],T),T2,RT) : -
copy_tera(lambda(Ivar(Ty,X)J,T),lambda(Ivar(Tyl,XI)).T1)), 
typ«_of(Tl.Tyl), 
replace_var(XI,T2,Tl.RT).
Genéricaaente, la representaciôn de una X-expresiôn en forma de 
téraino Prolog tiene la forma laabdaCListVar,Term), donde ListVar es 
la lista de las variables ligadas y Term es la representaciôn del 
cuerpo de la X-abstracciôn. Cada una de las variables de ListVar 
aparece escrita de la forma var(Tipo,X), siendo X una variable Prolog, 
que sirve para representar cada una de las ocurrencias de la variable 
ligada corrrespondiente, dentro de Term.
El predicado replace_vars, se ha programado, utilizando la 
representaciôn anterior, de aanera que produce la sustituciôn en Term 
de las variables ligadas por los términos a los que se aplica la 
X-expresiôn.
replace_vars(ll. Il.T.T) :- !.
replace_vars((var(Ty,X)!VLJ,(T1:TL],T,RT) :- 
type_of(Tl.Ty). 
replace_var(X,T1,T,NT), 
replace_vars(VL,TL,NT,RT).
replace_var(X,Tl,T,RT)
X - Tl,
RT - T.
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CONCLUSIONES

El objetivo primordial de este trabajo ha sido diseftar un sisteaa 
de deduceiôn automàtica capaz tanto de demostrar teoreaas maternâticos 
coao de especificar y comprobar propledades de prograaas funcionales.
Para cuaplir nuestro objetivo. heaos definido la lôgica 
coaputacional PLPR, para ella se han encontrado unos aecanisaos 
générales de deducciôn. y por ûltiao se ha lapleaentado un sisteaa que 
Boporta a esta lôgica coao lenguaje objeto y es capaz de siaular 
ciertos razonamientos huaanos dentro del àabito en el que nos moveaos.
PLPR es una extensiôn de la lôgica de predlcados; los operadores 
\ y p. Junto con el poliaorfisao, son las principales herramientas con 
las que cuenta el lenguaje para conseguir la expresividad esperada. 
Adeaàs, la definiciôn de interpretaciôn de los diferentes objetos nos 
lleva a una semàntica denotacional auy pr&ctica.
Se han hecho estudios de la coaplejidad del probleaa de validez 
de las fôraulas, pudiendo asegurar la no existencia de càlculos 
finitarios para PLPR. No obstante, se ha introducido una extensiôn del 
aétodo de los tableaux de Saullyan, algorltao que peraite seai-decidir 
la insatisfactibilidad de un conjunto de fôraulas.
Taabién se han presentado otros càlculos de deducciôn natural 
para nuestra lôgica y se han demostrado teoreaas de completitud. Con 
el fin de tratar cômodamente la recursiôn, se ha incorporado una régla 
de inducciôn de punto fiJo para ciertas fôraulas llamadas continuas.
Por ûltiao, para conseguir que la autoaatlzaclôn de la lôgica 
anterior, se asemeje, en algunos aspectos, a la forma de razonar 
humana, se ha disehado un sisteaa, MIZ-PR, dotado de un lenguaje 
cercano al lenguaje natural, que peraite al usuario hacer 
especificaciones, enunciar teoreaas y guiar las deaostraciones.
El sisteaa semi-autoaàtlco obtenido présenta aejoras notables con 
respecto a la familia de sisteaas Mizar en los que està basado; estas 
majoras cubren los aspectos lôgico, humano y técnico.
Desde el punto de vista de la fundaaentaciôn, la lôgica de primer 
orden, que sirve de lenguaje objeto de los sisteaas Mizar, ha sido 
extendida con poliaorfisao y recursiôn dando una mayor capacidad de 
expresiôn al sisteaa.
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Desde el punto de vista de la proximidad del sisteaa al usuario, 
el lenguaje utilizado en los sisteaas Mizar para escribir 
deaostraciones se ha extendido posibilitando especificar tipos 
(incluse poliaôrficos y construidos) y définir funciones recursivas de 
una aanera similar a la aanera habituai en que se especifican los 
prograaas recursivos. Adeaàs se han incorporado nuevas tècnicas de 
deaostraciôn entre las que destacaaos el use generalizado de la régla 
de inducciôn.
Desde el punto de vista técnico. se ha conseguido una tnteracciôn 
hoabre aéquina no existante en los sisteaas iniciales y una cierta 
autoaatizaciôn no conteaplada en Mizar. En cuanto a la iapleaentaciôn, 
podeaos seftalar que alentras los prograaas que soportan a la aayorla 
de los sisteaas Mizar estén escritos en PASCAL, los prograaas de 
MIZ-PR estén escritos en PROLOG, con lo que constituyen una 
especiflcaciôn seaàntica del sisteaa.
Las vlas de continuéeiôn que este trabajo ofrece son nuaerosas. 
Extender PLPR incorporando orden superior constituye una llnea de 
investigaciôn abierta, que podrla afrontarse considerando 
translaciones sintàcticas que peraitan afrontar la seaàntica del nuevo 
lenguaje por referenda a la seaàntica de primer orden. Por otro lado, 
MlZ-m es un prototipo que coao tal puede ser aejorado y désarroilado. 
Entre los objetivos actuales estén la inferencia autoaàtica de tipos, 
la aejora del trataaiento de los errores y el estudio e iapleaentaciôn 
de checkers aàs potentes que peraitan autoaatizar aayor nùaero de 
pasos.
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ANEXO

        .
/• MODULO OPERATOR •/
      .
: - moduleCoperator,[]).
/• DECLARACION DE OPERADORES PROLOG "/ 
o p ( 4 9 S , f x , ).
; - op(500, xfx,:).
: - op(500,xfy,•).
: - op(650, fx,thus).
: - op(550, xfy,::).
: - op(5S0,fx,assume).
: - op(550,fx,autom).
: - op(490,fx,prod).
: - op(600,xfx,by).
: - op(600,xfx,Induc).
: - op(600,xfx,reduc).
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      .
/• MODULO CONTRtX, •/
      .
module(control, Imiz_pr/Ol).
- consult(operator).
- use_module(reasoner,[reasoner/3]).
- use_module(prover,(prove/3)).
- use_module(errors,(all errors/1.msg error/ll).
- use_module(analysls,[read_ltem/l1).
- use_module(1ibrary(sets),[list_to_set/2)).
/• CUERPO PRINCIPAL DEL PROGRAMA DE CONTROL DE LA PRUEBA
SALVA Y RECUPERA TEOtlAS, Y LLAMA A LOS MODULOS DE ANALISIS 
0 AUTOMATIZACI(*( PARA CADA PASO */
control_proof((I ) :- !.
control_proof(Env) : -
read_item(Item), 
verlfy_item(Env, Item,NewEnv), 
control_proof(NewEnv).
verify_item(_,(exit),I)) :- !,
writeCfln de sesion* ).
verify_item(Env, (), Env) : -!.
verify_item(ALt[],[save(T)l, []) : - !,
recordz(asig,AL,_), 
save(T).
wrlteC teorla incorporada al entorno actual’),nl.
verify_itea(ALlt[).[include(T)],ALi(]) 
restore(T),
recorded(asig,AL2, Ref). 
erase(Ref). 
append(ALl,AL2,AL).
verify_item(Env.[autom L : F],NewEnv) : - 
prove(Env, L: F, NE), !, 
select_env(Env,NE,NewEnv).
verify_item(Env,Item,NewEnv) : -
reasoner(Env,Item, NE),I, 
select_env(Env,NE, NewEnv).
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/• TRATAMIENTO DE LOS ERRORES Y SELECCION DEL NUEVO ENTWNO"/
select_env(Env, NE,NewEnv) : - 
ls_ok->
NewEnv ■ NE;
NewEnv • Env.
is ok : - all_errors(ErrL), 
list_to_set(ErrL,ErrS), 
error_text(ErrS), 
no_errors(ErrS).
no_errors(ErrS) ErrS - Il 
ErrS - [01.
error_text((1) : - !.
error_text([ErrorCode!ErrorL] ) : -
msg_error(ErrorCode), 
error text(ErrorL).
/• INICIALIZACION DEL PROCESO •/ 
ml2_pr control_proof([]#()).
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      /
/■ MODULO REASONER */
        .
module(reasoner,(reasoner/3,add_blnding/3,thesis_of/2, 
replace_thesis/3l).
use_Bodule(errors,Iwrlte_error/l]). 
use_sodule(checker, [check_consequence/2]). 
use_Bodule(inductIon,(Induction/2, fixed/ll). 
use_module(Ismbdm,[check_reducing/3]). 
use_modu1e(prover,(prove/31).
use_module(formulas,(negation/2,order_axiom/l,bot_axlom/l, 
booI_axlom/l,nonomorphlc/1]).
use_module(subst i t,(subs/3,subs_type/4]).
use_nodule(library(basics), (append/3,memberchk/2]).
use_module(library(lists),(delete/3,subseq/3]).
/" PRÜEBA DE LA (HRRECCION DE CADA PASO DEL RA20NAMIENT0 
MODIFICANDO EL ENTORNO Y (31EAND0 CODIGOS DE ERRCn */
reasoner(E,(],E)
reasoner(E,(I :IL],NE) : -
reduces(E,I.ME), 
nonvar(ME), 
reasoner(HE.IL,NE).
reasoner(E,_,E).
reduces(E,L : S,NE)
sentence(S).
add_binding(L : S,E,NE).
reduces(E,assume L : S.NE)
(nonomorphic(S),
thesis_of(E,Th), 
replace_thesis(S, Th,SI), 
obtain_conseq(Th, SI,NTh), 
constructor_of_thesis(E,NTh,ME), 
add_binding(L : S,ME,NE)
write_error(assume)).
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reduces(E.let(const(Ty.M)).NE)
(thesls_of(E, Kpt.Ty.F]]), 
subs(const(Ty.H),F,S). 
constructor_of_thesis(E.S,NE)
wr Ite_error(let)).
reduces(E,let(Ty,v(TyV)),NE) : - I,
(thesls_of(E.Th), 
subs_type(Ty. TyV, Th,NTh), 
constructor_of_thesls(E,NTh, NE)
wr1te_error(type)).
reduces(E,thus proof(T),NE)
(thesls_of(E.Th), 
replsce_thesls(T,Th,S), 
remove_comp(S,Th, NTh), 
constructor_of_thesis(E,NTh, ME), 
construet_envIron(ME,S,NE)
wrlte_error(thus)).
reduces(E, thus autos L:S,NE) : - !,
(prove(E,L:S,ME), !, 
thesis_of(E.Th), 
replace_thesis(S, Th, SI), 
resove_cosp(SI, Th, NTh), 
constructor_of_thesls(ME,NTh,NE)
wri te_error(thus)).
reduces(E, thus J,NE) : - !,
(Justiflcatlon(E,J,ME,S), 
thesis_of(E, Th), 
remove_comp(S,Th, NTh), 
constructor_of_thesis(ME,NTh, NE)
write_error(thus)).
reduces(E,proof(T),NE) : - !.
thesls_of(E,Th), 
replace_thesls(T,Th,Tl), 
construet_envlron(E,Tl,NE).
reduces(E,end(L ; S),NE) : - I,
(E » _tn :: RE. 
thesi8_of(RE,Th), 
replace_thesis(S,Th.Sl), 
add_blnding(L : SI,RE,NE)
write_error(end)).
reduces(E,J,NE) : - !, Justification(E,J,NE,_)
wr1te_error(Justify).
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/• ræMOSTRACIONES HACIA ADELAHTE "/
/• JustlfIcaclon por el axloma de punto fijo •/
Justificatlon(E,L : S by fix,NE.SI) : - I,
(thesls_of(E.Th), 
replace_thesls(S,Th.Sl), 
fixed(Sl),l.
add_bindlng(L : Sl.E.NE)
wr1te_error(f ix), 
fall).
/* Justlf icaclon por referenda: llamada al checker */
JustificationCE.L : S by LL.NE.Sl)
(thesis_of(E.Th), 
replace_thesis(S,Th.Sl), 
look_up(LL, E,SL), 
check_consequence(SL,SI),!, 
add_binding(L : Sl.E.NE)
wrlte_error(by),
fail).
/• Justlficaclon por Inducclon •/
Justlflcatlon(E,L : S induc LL.NE.Sl) : - !,
(thes1s_of(E.Th), 
replace_thesis(S, Th.Sl), 
look_up(LL,E,SL). 
induction(SI.SL), 
add_binding(L : Sl.E.NE)
wri te_error(induc), 
fail).
/* Justlficaclon por reduceion de una lambda expresion */
Justlfication(E,L : S reduc [FE, L1],NE.S2) : - !,
(thesis_of(E,Th), 
replace.thesis(S,Th,S2), 
find(Ll : S1,E), 
check_reduc ing(SI,S2,FE), 
add_binding(L : S2.E.NE)
wri te_error(reduc), 
fail).
sentence((X:_l) : - X»(_î_l.
/• BUSQUEDA DE LAS REFERENCIAS EX LA ESTRUCTURA DE CONTEXTOS */ 
look_up([),_, [1) : - !.
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look_up([order:RL],E,SL) : - I.
order_axlo«(OA), 
look_up(RL.E,RS). 
append(OA.RS.SL).
look_up((bot_order:RL],E,SL) : - I,
bot_axlom(BA), 
look_up(RL,E,RS). 
append(BA.RS.SL).
look_up([bool:RL],E,SL) 1,
bool_axlom(BA). 
look_up(RL.E.RS). 
append(BA.RS.SL).
look_up([L:RLl,E.IS:RSJ)
flnd(L : S.E). 
look_up(RL,E.RS). !
write_error(fInd), 
fall.
find(L : S.ALi_ :: RE) : -
meaberchk(L : S,AL)
flnd(L : S.RE).
find(L : S,AL#_ ) aenberchk(L : S.AL).
/* INCX«PC«A UNA REFERENCIA AL ENTORNO ACTUAL '/ 
add_bindlng(L:S,AL«Th::RE,[L:SîALJiTh; : RE). 
add_blnding(L:S,AL#Th. (L:S:AL]#Th).
/• BUSQUEDA DE LA TESIS EN EL ENTORNO ACTUAL •/ 
thesls_of(_#Th :: _,Th) :- !. 
thesis_of(_#Th, Th).
/• SUSTITUYE LA PALABRA TESIS EN UNA FORMULA POR LA TESIS 
ACTUAL •/
replace_thesis((],_,(]) : - !.
replace_thesis([F:FLl,Th,RF) : -
replace_thl(F,Th,RFl), 
replace_thesls(FL, Th,RF2), 
append(RFl,RF2,RF).
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re p la c e _ th l( Ith e s is l,T h ,T h )
replace_thl((n.Sl.Th, [[n.RSl1)
replace_thests(S.Th,RS).
replace_thl([pt,Ty,Fj.Th,(lpt,Ty,RFll) I,
replace_thesis(F, Th, RF).
replace_thl(S,_,(SJ).
/■ HODIFICACION DE UNA ESTRUCTURA DE ENTORNOS AL CREAR UN 
ENTORNO LOCAL 0 AL INCORPORAR LA TESIS AL ENTORNO LOCAL*/
construct_envlron(E,S,[]#S::E).
constructor_of_thesls(ALi_ : : R£,S,ALtS :: RE) : - !
constructor_of_thesls(ALt_,S,ALtS).
/• ELIMINA COMPONENTES DE UNA CONJUNCION */
remove_conp(S, Th, NTh) : -
subseq(Th,S,NTh).
/• ELIMINA EL ANTECEDENTE DE UNA IMPLICACION '/
obtaln_conseq(Inp, Ant.Con) : -
negatlon(Imp.NI), 
reaove_comp(Ant, NI. NCon), 
negation(NCon,Con).
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            .
/• HCXXJLO PROVER •/
  .
module(prover,[prove/3]).
use_module(reasoner, (add_blndlng/3,thesis_of/2, 
replace_thesis/3]).
: - use_module(errors,[wrlte_error/l]).
: - use_module(substIt, [subs/3]).
use_module(formulas,[order_axlom/l,bot_axiom/l,bool_axlom/l, 
negatlon/2]).
: - use_module(subs111,[do_new_monomorphic/2l).
: - use_module(checker,[check_consequence/21).
: - use_module(lambda, [reducing/2]).
: - use_module(induct ion,[induction/2]).
: - use_module(library(basics),[append/3]).
/• PRUEBA DE UNA FORMULA DE FORMA AUTOMATICA •/
prove(E,L:F,NE) thesis_of(E,Th),
replace_thesis(F, Th, FI), 
cons truct_proof(E.FI.1), 
add_binding(L: Fl.E.NE), 
write_error(ok)
wrlte_error(prover),NE ■ E.
/• CONSTRUœiON DE UNA DEMOSTRACION PROBANDO CON LAS DIFERENTES 
TECNICAS •/
construct_proof(_,[],_) : - !.
construct_proof(E,[F:RF],N)
do_new_monomorphic([F:RF],[MF:MRF]), 
select_tech(E, MF.NF.NE.N),
N1 is N ♦ 1,
construct_proof(NE,NF,NI),
N2 is N1 ♦ 1.
constructor oof (E, MRF, N2 ).
construct_proof(E,F,_) : -
insert_bool(E, AL), 
check_coosequence(AL,F).
construct_proof(E, F, _)
insert_bot(E,AL), 
check_consequence(AL,F).
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construct_proof(E,F,_) : -
ln*ert_order(E.AL). 
check_coMequence(AL, F).
select_tech(E, [pt, Ty, FJ. NF, E, N) : -
subs(const(Ty.i(N)),F,NF).
select_tech(E,[n.[FI!F2l),NF2,NE,_) 
negatlon(F2,NF2), 
add_blndlng("n: [FII.E. NE).
select_tech(E,F,NF,E,_) : -
reduclngC [Fl.NF).
select_tech(E,F,[],E,_) : -
fixed((F)).
select_tech(E. F, [), E,_) : -
elie_label_env(E, AL). 
check_consequence(AL, [F]).
/• ADAPTA EL ENTCRNO INICIAL, ELIMINANDO TESIS Y ETIQUETAS. E 
INCWPORANDO LOS AXIOMAS DE ORDEN •/
lnsert_booI(E,AL) : -
bool_axiOB(Boo1), 
eliB_label_env(E, ALl), 
append(Bool,ALl,AL).
lnsert_bot(E, AL)
bot_axlom(Bot), 
ellB_label_env(E, ALl), 
append(Bot,ALl, AL).
Inser t_order(E,AL)
order_axlom(Or), 
ellB_label_env(E, ALl), 
append (Or. ALl, AL).
ellB_label_env(At_: :RE, AL) : - !,
ellm_label(A, ALl), 
ellB_label_env(RE,AL2), 
append(AL1,AL2,AL).
ellB_label_env(At_,AL) : -
ellm_label(A,AL).
ellm_label([],[)) : - !.
ellm_label([_:F:RA),[F:RF])
ell«_label(RA,RF).
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        .
/• MODULO CHECKER •/
            .
: - module(checker, [check_consequence/2]).
: - use_module(equa1, [check_equa11ty/21).
: - use_m<xlule(formulas, I terms/2, depth/4,type_of/2,negation/2, 
aifa_formula/3, beta_formula/3,delta_formula/3, 
gamma_formula/3]).
: - use_module(substit, (subs/3,instance_s*t/2,
do_new_»onomorphic/2)).
: - use_module(library(basics), (append/3, member/2, nonmember/2]).
: - use_module(library(sets), (union/31).
/• VALIDACION DE UNA JUSTIFICACION P W  REFERENCIA LLAMADA 
AL MODULO EQUAL 0 CONSTRUCCION DE UN TABLEAU •/
check_consequence(SL,S)
check_equa11ty(SL,S),!
réfutâtion(SL, S).
refutation(SL,S) : - negation(S,NS),
do_new_mono"orphic(NS,MS),!, 
closed_tableau((MSISL]).
/• BUSQUEDA DE UN TABLEAU CERRADO •/
closed_tableau(FS) : -
closed_branch(FS),I
copy_term(FS, FSl), 
lnstance_s«t(FSl,MFS), 
classify(MFS,AL,BL,DL,GL,LL,TL), 
close (AL, BL, DL, GL, LL, TL).
/* BUSQUEDA DE UN TABLEAU PROPOSICIONAL CERRADO •/
close((l,(],DL,GL,LL,TL) I,
depth(DL,(H-.TL,DP),
closc_m([1.[].DL,GL,LL,TL,0,DP).
close((],(B:BL1,DL,GL,LL,TL)
beta_formula(B,B1,B2),
conf ront_beta(Bl,B2,BL,DL,GL,LL,TL).
close((A:AL],BL,DL.GL,LL,TL)
alfa_formula(A,Al,A2),
confront_alf»(Al.A2,AL,BL,DL,GL,LL, TL).
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/• ALFA E3CTENSI0N •/
confront_»lfa(A, A, AL, BL,DL,CL,LL,_) : -
opposlte_t(A,AL,BL,DL,GL,LL),I.
confront_alf»(A,A,AL,BL.DL,GL,LL,TL) : - I,
place (A, AL, BL. DL, GL, LL, NAL, NBL, NDL, NGL.NLL), 
close(NAL,NBL,NDL, NGL,NLL,TL).
confront_alfa(Al, A2, AL, BL, DL,GL,LL,TL) : -
opposlte_t(Al,AL, BL,DL,GL,LL), !
opposite_t(A2,AL, BL, DL,GL,LL), !
negatlon(Al,A2), I
place(Al,AL,BL,DL,GL,LL,ALl,BLl, DLl, GLl, LLl). 
place(A2,ALl,BLl,DLl,GLl,LLl,NAL,NBL, NDL, NGL, NLL), 
close(NAL,NBL,NDL,NGL,NLL,TL).
/• BETA BIFURCACION •/
confront_beta(B,B,BL,DL,GL,LL,TL) : - !,
close_beta(B,BL,DL,GL,LL,TL).
confront_beta(Bl,B2, BL,DL,GL,LL,TL) : -
close_beta(Bl,BL, DL, GL,LL,TL), 
close_beta(B2,BL,DL, GL,LL,TL).
close_beta(B,BL.DL,GL,LL,TL)
opposite_t(B,(1,BL,DL,GL,LL),I
'place(B, 11,BL.DL.GL.LL,NAL,NBL,NDL,NGL,NLL), 
close(NAL,NBL,NItt,,NGL,NLL,TL).
/• BUSQUEDA DEL TABLEAU ÜE PREDICADOS CERRADO */
close_a(n, [], 11, ( 1 , ! ,  
fail.
close_m( _ , _ , 0 )  I,
fail.
close_a(n, (J. (J.CL.LL.TL, r,DP) !,
conf ront_ga»"a (GL, LL, TL, 1, W).
close.adl, II, (D:DL],GL.LL.TL. I,DP) :- !, 
delta_for«ula(D,Ty,F), 
conf ront_delta(Ty,F,DL,GL,LL,TL, I, DP).
close_m(n. lB:a.],DL,GL,LL.TL, I,W) I, 
beta_forwula(B,B1,B2),
conf ront_beta_m(B1,B2,BL,DL,GL, LL, TL,I, DP).
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close_mnA:ALJ.BL.DL.GL.LL.TL. I.DP)
mlfm_formula(A,Al.A2),
confront_alfa_»(Al.A2,AL,BL,DL,GL,LL,TL, I,DP).
/• ALFA EXTENSION ESTANDO LAS FORMULAS GAM4A MARCADAS "/
confront_alf*_*(A, A, AL,BL,DL,GL,LL,_,_,_) : -
oppo8ite_t(A, AL,BL,IH.,GL,LL), I.
conf ront_alfa_"(A, A, AL, BL, DL, GL, LL, TL, I, DP) : - *,
place (A, AL, a,, DL, GL, LL, NAL, NBL, NDL, NGL, NLL), 
proces8_gaJM»»(NAL,NBL,NDL.NGL,NLL,TL, I,DP).
confront_a)fa_"(Al, A2, AL,BL,DL,GL,LL,TL, I,DP) : - 
opposite(A1.A2), I
opposite_t(Al,AL,BL,DL, GL,LL), 1
opposlte_t(A2,AL,BL, DL,GL, LL), !
place (Al, AL, BL, DL, GL, LL, ALl, BLl, DLl, GLl, LLl), 
place(A2,ALl,BLl,DLl,GLl,LLl,NAL,NBL, NDL, NGL, NLL). 
processoamaa (NAL, NBL, NDL, NGL, NLL, TL, I, DP).
/• BETA BIFURCACION ESTANDO LAS FORMULAS GAMMA MARCADAS •/
confront_beta_m(B,B,BL,DL,GL,LL,TL,I,DP) :- !,
close_beta_*(B,BL,DL,GL,LL,TL,I,DP).
confront_beta_m(Bl,B2,BL,DL,GL,LL,TL, I,DP) : -
close_beta_m(Bl,BL,DL,GL,LL,TL, I,DP), 
close_beta_m(B2,BL,DL,GL,LL,TL,I,DP).
close_beta_«(B, BL, DL.GL, LL, TL, I, W )  : -
opposite_t(B, [),BL,DL,GL,LL), !
' place (B, [ 1, BL, X, GL, LL, NAL, NBL, Nia,, NGL, NLL ). 
process_gaama(NAL,NBL,NDL,NGL,NLL,TL,I,DP).
/" DXTA EXTENSION ESTANDO LAS FORMULAS GAIMA MARCADAS •/
conf ront_de 1 ta (Ty, F, DL, GL, X, TL, I, DP) : -
subs(const(Ty,aux(I)), F, SF), 
close_delta(SF,X,GL,LL,[const(Ty,aux(I))ITLl,I,DP).
close_delta(F,DL,GL,X,TL, I,DP)
opposlte_t(F, [], [],DL,GL,X), !
II is I ♦ 1, 
new_depth(DP,DPI),
place(F. [), [],DL,X.X,NAL,NBL,NDL,NGL,NLL), 
process_gaaaa(NAL,NX,NX,NGL, NLL,TL, II, DPI ).
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/• GAM4A EXTENSION ESTANDO LAS FORMULAS GAMMA MARCADAS */
confront_gamma(GL,LL,TL.I.DP) : -
process_gaaaa(11, I], 11. GL. LL, TL, I, DP).
proces«_gaam* ( AL, X, X, X, LL, TL, I, W ) : -
look_term(X, TL. X I , F), I, 
closeoaaaa(F, AL.X,DL,GLl,X,TL, I,DP).
process_gaaaa(AL, BL, DL, (G:XJ. X, TL, I, DP) : - 
appendix, [G],NX), 
new_depth(X, DPI ), 
close_«(AL, X. X. NGL, X, TL, I, DPI ).
look_term{(IIlpt,Ty,F]J,Ml :GL],TL,NX,SF) 
member (T.TL). 
typ«_of(T,Ty), 
nonmember(T,M),I, 
subs(T,F,SF),
append(GL,t[(Ipt,Ty,Fll,IT:M]]],NGL).
close_gamma(F, AL,BL, DL,X,X, TL, I, DP) : -
opposite_t(F, AL,BL,DL.GL,X), !
new_depth(DP, DPI),
place(F, AL,BL,DL,GL,X,NAL, NBL, NDL, NGL, NX), 
close_m(NAL, NBL, NDL, NGL, NX, TL, I, DPI).
/• DECRETE LA PROFUNDIDAD EN UNA UNIDAD '/
new_depth(DP, DPI) : -
DP - 0 -> DPI « DP; DPI Is DP - 1.
/* ANALIZA SI UNA RAMA ES CERRADA ESTUDIANDO SI X  CON JUNTO
X  FORMULAS QUE LA CONSTITUYEN ES UN CON JUNTO NO COHERENTE */
closed_branch([FIFSl) : -
noncoherent(F)
opposite(F.FS)
closed_branch(FS).
opposlte_t(F.AL,X.X,X,X)
noncoherent(F)
opposite(F.AL)
opposite(F,X)
opposite(F,DL)
opposite_m(F.GL)
opposite(F.X).
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opposlte (F , IF I:F S 1 )
negatlon(F.Fl),I
gam*a_formula(Fl,_,_), 
oppos_unif(F,FI), !
opposlte(F,FS).
opposl te_m(F. nG,_] :FS] ) : -
negatlon(F,G),!
oppos_unif(F, G), !
opposlte_m(F,FS).
noncoherent([(n.( bot(_)]1)1).
oppos_unlf(F,G) : - subs_var(G, G1), t, 
negatlon(F.Gl).
subs_var([[ pt,F]1,SF) : - !,
subs(_,F.SFl), 
subs_var(SFl, SF).
subs_var(F,F).
/• ORDENACION DE LAS FCMIMULAS SEGUN SU CLASE •/
classify([], [],[],[],[],[], []) !.
classify([G:FS],AL,BL,DL, [[G, []] :GL],X,TL) 
gamma_formula(G,_,_),!, 
terms(G,TL1),
classify(FS,AL, BL, DL, GL, X,TL2), 
unionCTLl, TL2, TL).
classlfy([D:FS],AL,BL, [D.’DLl,GL,X,TL)
delta_formula(D,_,_),!, 
terms(D,TL1),
classify(FS, AL, BL, DL, GL, X,TL2), 
union(TL1,TL2,TL).
classify([B:FS1,AL,[BIBLl,DL,GL,X,TL)
beta_formula(B,_,_),! , 
terms(B,TLl),
classify (FS, AL, BL, DL, GL, X, TL2 ), 
union(TLl,TL2,TL).
classify([A:FS], [A:AL],BL,DL,GL,X,TL)
aif a_formula(A,_,_),!, 
terms(A,TLl),
classify(FS,AL, BL, DL, GL,X,TL2), 
unlonCTLl,TL2,TL).
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cUsslfy((L:FS).AL,X.X.GL. ILIXJ.TL) 
terms(L,TLl),
classify(FS. AL.BL.DL.GL.X,TL2), 
union(TLl,TL2,TL).
place(G,AL.X.X,GL,X.AL.X.X, (IG, (]] IGLl.X) 
gamma_formula(G._,_), !.
place(D, AL. BL. DL, GL. X, AL, X, NX. X, X)  : - 
delta_formula(D,_,_), I, 
union ( [D], X, NDL).
place(B, AL, X, DL,X,X, AL,NX.X.X.X) ; - 
beta_formula(B._._), !. 
union( IBl.X.NX).
place (A. AL, X, DL, GL. X. NAL, X, DL, GL, X )  : - 
alfa_formula(A,_,_),I, 
union([A],AL, NAL).
place(L, AL, BL, DL, GL, X, AL, BL, X, GL, NX) : - 
union( [L],X,NX).
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        ••••/
/• MODULO EQUAL '/
        .
module(equal.[check_equality/2l).
- use_Bodule(formulas,[vars_ln/2, terms_ln/2, type_of/2,terms/21).
- use_module(substit, [subs/311.
- use_module(library(sets),[unlon/2,subtract/31).
- use_module(library(lists),(delete/3l).
- use_module(library(bas1cs),[member/2,memberchk/2,append/31).
- use_module(library(not),[\-'/2]).
/• ANALISIS DE LA CORRECCION DE LAS INFERENCIAS QUE UTILIZAN 
LAS PROPIEDADES DE LA IGUALDAD •/
check_equallty(SL,S) : -
equallty(S,Tl,T2),!, 
look_equals(SL, S, X ) , 
check_equal (Tl, T2, X ) .
check_equallty(SL, S) : -
look_equals(SL, S, X ) , 
member (SI, X), 
check_equal_subs(S, SI, X ) .
/• SE OBTIENEN LAS IGUALDADES EXISTENTES EN UNA LISTA DE 
FORMULAS •/
look_equals(X,S,X)
terms(S,TL),
1lst_of_equal(SL,TL,X).
/• SE OBTIENE UNA LISTA DE IGUALDADES A PARTIR DE UNA LISTA 
DE FCWMULAS •/
llst_of_equaI([l,_,[1) :- !.
llst_of_equaI([[[pt,Ty,Fll :X1,TL,X)
lnstance_all_terms([F, Ty),TL, E), ! , 
append(E,SL,NSL), 
llst_of_equal(NSL,TL, X ).
llst_of_equaI([E:SLl,TL, [E:X]1
equallty(E,_,_), !, 
llst_of_equal (X, TL, X ) .
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U»t_of_e<iu«l(l_:X].TL.X)
ll*t_of_equ»l (X, TL, X ) . 
lnstance_all_terms(_, 11, [D : - I.
instance_all_terms([F,Tyl,TL,X) : -
copy_teni((F.Tyl, (Fl,Tyll),
memb*r(T,TL),
delete(TL.T.TLl).
lnmtanca_term(Fl,Tyl,T,E),
lnstance_all_teras((F,Tyl,TLl,XI),
append (E, XI, X).
lnstance_term(Fl,Tyl,T, lEl) : -
T\-if( ).
typ«_of(T,Tyl), I, 
subs(T,FI, E).
lnslance_ter«(_, 11).
/• DECIDE SI UNA FORMULA ES IGUALDAD DE DOS TERMINOS SIN 
VARIABLES LIBRES V
equaIlty(lC-',Tl,T2ll,Tl,T2)
vars_in(Tl, II), 
vars_in(T2,11).
/• SE COMPRUEBA SI PUEDE ESTABLECERSE IGUALDAD ENTRE TERMINOS 
A PARTIR DE UNA LISTA X  IGUALDADES UTILIZANDO X  ALGORITMO 
X  ZUKOWSKY •/
check_equal(T,T,_) : - I.
check_equal(prod[Tl:TLl1,prod[T2:TL21,X )  : - I, 
check_equal(Tl,T2, X ), 
check_equal(prod TLl,prod TL2,X).
check_equal(Tl,T2,X) : -
terms_ln([[I'-',Tl,T2ll:Xl,TL), 
cond_to_func([Tl, T2l, [FTl,FT21), 
cond_to_func(TL,TLl), 
trans.cond (X, N X  ), 
partltion(TLl,P), 
algoritha(P, FP, N X ) , 
class(FTl.FP.C), 
class(FT2,FP,C).
algoritha(P, FP,X) : -
new_partitlon(P,X,NP), 
e11a_c1ashes(NP,FP).
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/• SE CREA UNA PARTICION INICIAL A PARTIR DE LA LISTA DE 
TODOS LOS TERMINOS EXISTENTES '/
partltlon(II, [1) : - I.
partltiondXÎYl, [IXl :Z])
partition(Y.Z).
/• PASO DE UNA PARTICICW OTRA •/
new_partltlon(P, (J.P) 1.
new_partltlon(P. I[l'-*.Tl.T2ll:Xl.NP) 
class(Tl.P.Cl), 
class(T2,P,C2),
new_partitlonl(Cl,C2,P, EL, NP).
new_partitlonl(G, C, P, X, NP) : - ! ,
new_partitlon(P,X,NP).
new_partitlonl (Cl, C2, P, X, NP) : -
Joln(Cl,C2,P,Pl),
new_partltlon(Pl,X,NP).
Joln(Cl,C2,P,IC:NPJ)
subtract(P,IC1,C2],NP), 
append(Cl,C2,C).
/• SE XIMINAN LAS CLASES CON INTERSECCION NO VACIA •/
ellm_clashes(P,FP) : -
clashes(P,P.C1,C2), 
Joln(Cl,C2,P,NP),I, 
eli«_clashes(NP,FP)
FP=P.
clashes(Pl, [C:p ],C,NO
■ember(func(Ty,FE,T),C), 
copy_term(func(Ty,FE,T),
func(Tyl,FEl,TD).
class(func(Tyl,FEl,T2),P,NC).
class(Tl,Pl,X),
class(T2,Pl,X).
clashes(Pl, (_:P],C1,C2)
clashes(PI,P,Cl,C2).
/• SE BUSCA EN UNA PARTICION LA CLASE DE UN TERMING •/ 
class(prod [],_,[)) I.
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cUssCprodlTITLl.P. IC:CL1)
class(T.P.C), 
class(prod TL.P.CL).
clasad. IC1:_).C)
■eBberchk(T,Cl), 
C-Cl.
clasad, 1_:PJ,C) classd,P,C).
/• SE APLICA LA REGLA DE SUSTITUCION D X  CALCULO PARA 
OQHPRÛBAR SI UNA FORMULA SE DEDUCE X  OTRA A PARTIR 
DE LA IGUALDAD DE DOS TERMINOS */
check_equal_subs([], (],_) : - !.
check_equal_subs( IFl :LF1 1, [F2'.LF2l,X) : -
check_equal_subsl (FI, F2, X ) , 
check_equa 1 _subs(LF1, LF2.EL).
check_equal_subsl((pt,Ty,Fll, [pt,Ty,F21,X) :- !, 
subs(const(Ty,•), FI, SFl), 
subsCconstdy, *),F2,SF2), 
check_equal_subs(SFl, SF2, X).
check_equal_subsl((n,FlJ, (n,F2),X) J,
check_equal_subs (FI, F2, X ) .
check_equal_subsl([’<',Tl.T2l. [•<*,S1,S2],X) !
check_equal(Tl,SI, X ), 
check_equa1(T2,S2, X ).
check_equal_subsl ( [P, Tl ], IP, T2]. X )  : -
check_equal (Tl, T2, X ) .
/• REPRESENTACICW D X  CONDICIONAL COHO UN TERMINO FUNCIONAL */
trans_cond(I],n )
trans_cond(IF:RFJ,INFINRFI)
trans_condl(F,NF), 
trans_cond(RF,NRF).
trans_condl(I(E,Tl,T2ll,IIE.NT1,NT21]) !,
cond_to_func([Tl.T2l,[NTl,NT2l).
cond_to_func(I],I]) : - !.
cond_to_func( iTdL], [Tl !TLll ) : -
cond_to_f unci(T, Tl), 
cond_to_func(TL, TLl).
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cond_to^funcl(X. X) : - var(X),I.
cond_to^funci(prod TL.prod TLl)
cond_to_func(TL, TLl).
cond_to^funcl(func(Ty,FE,T).func(Ty,FE,Tl)} 
cond_to_funcl(T, Tl).
cond_to_funci(If(T.Tl.T2).fune(Ty.if.prod[FT.FTl.FT2])) :- !. 
cond_to_funcl(T.FT). 
cond_to_funcl(Tl. FTl). 
cond_to_f une1(T2. FT2). 
type_of(lf(T.Tl.T2).Ty).
cond_to_funcl(X.X).
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 ...
/• MODULO INDUCTION •/
    ••••/
: - BoduleCInduction, I Inductlon/2, flxed/1]).
use_module(formulas,[negatlon/2, free_fvar/2,type_of/2, 
■onoBorphlc/1,BonoBorph1c_type/1.differs/4)).
use_Bodule(laBbda, [apply/3]). 
use_Bodule(errors, [wrlte_error/l]).
/• BUSQUEDA DEL PATRON DE LA FORMULA SOBRE LA QUE SE RACE 
INDUCCION Y ANALISIS DE SU CONTINUIDAD •/
lnductlon(F,Pr) : - copy_terB(F,FI),
lnduc_pattern(Fl,Pr,FX,X), 
contlnuous(FX,X).
/• BUSQUEDA DE UN ESQUDIA DE INDUCCION "/
Indue_pattern(F,Pr,FX,X) : -
induc_premls(Pr,FB,FX,FM), 
dlffers(F,FB,flx(X,M),bot), 
differs(F,FX,flx(X,M),X), atom(X), 
subs_func(X,M,FX,FM).
/• BUSQUEDA DE LAS PREMISAS CORRESPONDIENTES A LA REGLA 
DE INDUCCION */
lnduc_preBls([FI,F2],FB,FX,FM) : -
lnduc_step(F2,FX,FM),!,
FB » FI
lnduc_step(Fl, FX,FM),!,
FB » F2
wrlte_error(lnduc_step), 
fall.
lnduc_step([[n,[X:Y111, [X],NY) : - 
negatlon(Y,NY).
/• INTERCAMBIA UNA EXPRESION FUNCIONAL POR OTRA REDUCIENDO LA 
EXPRESION OBTENIDA •/
subs_fune(_,_,[],[]) : - !.
subs_func(X,Y, [F:RF), [SFÎSRFD
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subsl_func(X, Y, F,SF), 
subsl.func (X. Y.RF.SRF).
subsl_func{_,_,X,X) : - !.
subsl_func(X,Y,Ipt.Ty.FJ, Ipt.Ty.SFI) : - I.
sub«_func(X, Y.F.SF).
subsl_func(X,Y,In.F),In.SFJ)
*ubs_func(X, Y.F. SF).
subsl_func(X.Y, IP.TIJ,tP.STl)
subsl_f une(X, Y,Tl,ST).
subsl_fune(X.Y.IE.T1.T2].IE.ST1.ST2)) I.
subsl_fune(X.Y.Tl.STl), 
subsl_fune(X.Y,T2. ST2).
subsl_fune(_,_,var(Ty.N),var(Ty.N))
subsl_fune(_,_, eonsKTy, N). eonst(Ty, N) ) : - !.
subsl_fune(_._,bot(Ty),bot(Ty)) : - !.
subsl_fune(X,Y,fune(Ty,X,T),ST) : - !,
subsl_fune{X.Y.T.Tl), 
apply(Y.Tl.ST), 
type_of(ST. Ty).
subsl_fune(X. Y, fune(Ty.FE, Tl ), funcdy, SFE,ST) ) : - 
subsl_fune(X, Y, FE, SFE), 
subsl_fune(X,Y,Tl,ST).
subsl_fune(X,Y,prodlTi:TL],prodIST!STLj) : - !, 
subsl_fune(X,Y,Tl, ST), 
subs_fune(X, Y, TL, STL).
subsl_fune(_,_,prod[],prod[]) :- !.
subsl_fune(X,Y,if(Tl,T2,T3),if(STl,ST2,ST3)) : - !
subsl_fune(X,Y,Tl,STl), 
subsl_func(X, Y, T2, ST2), 
subsl_fune(X, Y,T3, ST3).
subsl_fune(X,Y,lambda(VL,Tl),lambda(VL,ST)) !, 
subsl_fune(X,Y,Tl,ST).
subsl_fune(X,Y,flx(FV,FE),flx(FV,SFE)) :- !, 
subsl_fune(X,Y,FE, SFE).
subsl_fune(_,_,X,X) : - atom(X).
/• SE COMPRUEBA SI LA FORMULA ES CONTINUA CON RESPECTO A 
UNA VARIABLE DE FUNCION •/
continuous(!),_) : - I.
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continuous!IF:RF),X) : -
contlnuousKF, X). 
contInuous(RF.X),}.
continuous(_,_) : - wrlte_error(contln).
continuous!!(pt._,F],X)
contlnuous(F.X).
contlnuousl([n, [[pt,Ty.F]]1,X) : - I,
monomorph1c_type(Ty). 
negatlon(F,NF), 
contInuous(NF, X).
contlnuousl([n,[['<',T1,T2]]),X) I,
free_fvar(X, Tl),
\+ f ree_f var(X,T2).
contlnuousl([n, [[’■',Tl,T2j]],_) !,
Tl ■ bot(_)
T2 - bot(_).
contlnuousl([n, [FI:F2]],X) : - !,
BonoBorphlc![Fl]), 
BonoBorph1c(F2), 
negatIon(IFlI,NFl), 
negatIon(F2,NF2), 
continuous(NFl, X), 
continuous(NF2,X).
contlnuousl([_,Tl,T2],X) : -
free_fvar(X,Tl)
free_fvar(X, T2).
/• APLICACION DEL AXIOMA DE PUNTO FIJO •/
fixed![[pt,_,FJ]) !,flxed(F).
fixed![[»,func(Ty,flx(X,M),T),func(Ty,NM,T)ll)
copy_terB!flx(X,M),flx(Xl,Ml)), 
copy_terB!flx(Xl,Ml),flx!X2,M2)), 
XI « flx!X2,M2),
NH > Ml.
fixed! I [•.func!Ty, f lx!X,M),T),RTl ] ) : -
copy_terB!flx!X,M),flx!Xl,MD), 
copy.terB!fIx(XI, Ml), fIx!X2,M2)), 
XI - flx!X2,M2), 
apply(Ml,T,RT), 
type_of(RT, Ty).
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      ••••/
/• MODULO LAMBDA •/
/   .
: - module!lambda,[reduclng/2,check_reduclng/3,apply/31).
use_module!formulas,(dlffers_term/4, type_of/2]). 
use_module!library(lists),Isame_length/2,select/41).
/• BUSQUEDA DE LA ABSTRACCICW A LA QUE SE LE APLICA LA 
BETA-REDUCCION "/
reduclng(Sl,S2) : - search(func(Ty,lambda(VL,T),T1),SI,T2,S2), 
type_of(T2,Ty), 
apply(lambda(VL,T),T1,T2).
/• APLICACION DE LA BETA REDUCEION DEL LAMBDA CALCULO •/
apply!lambda(VL.T),prod TL.RT) : - !,
same_length(VL, TL),
copy_term(lambda(VL,T),lambda(VLl,II)), 
replace_vars(VLl,TL,Tl,RT).
apply!lambda![var!Ty,X)1,T),T2,RT) : -
copy_term!lambda![var(Ty, X)1, T),
lambda![var!Tyl,Xl)l,Tl)), 
type_of(T2,Tyl), 
replace_var(XI, T2,Tl,RTl.
/• SUSTITUYE LAS VARIABLES LIGADAS DE UNA LAMBDA EXPRESION 
POR UNA SERIE DE TERMINOS •/
replace_vars![1,[1,T,T) : - !.
replace_vars([var!Ty,X):VL],[Tl:TL1,T,RT) ; - 
type_of(Tl,Ty), 
replace_var(X, T1,T,NT), 
replace_vars!VL, TL,NT,RT).
replace_var(X,Tl,T,RT) : - 
X = Tl, 
RT = T.
/•BUSQUEDA DE LA EXPRESION LAMBDA QUE HA SIDO REDUCIDA •/
search(X, [F1:F1,Y,IF2:RF1)
search!!X,F1,Y,F2)
search(X,F,Y,RF).
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searchKX, Ipt.Ty.FlJ.Y, Ipt.Ty,F2J)
search(X.Fl,Y.F2).
searchl(X.(n.Fll,Y,(n.FZl ) : - !.
search(X,Fl,Y,F2).
searchl(X.F1.Y.F2) : -
select(X.F1.Y.F2).
/• COMPROBACION DE UNA BETA-REDUCCION '/
check_reducing{[In, [[_.T.bot(_)llJl,II*-*,T1.T211.FE) :■ 
dlffers_term(Tl,T2,func(Ty,FE,T),T3), 
lyp«_of(T3,Ty), 
apply(FE,T,T3).
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/••*••••••••••••••••••••••••■••••••••••••••••••••••••••••••••••/
/• MODULO FORMULAS */
  .
: - module(formulas,[negatlon/2,alfa_formula/3,beta_formula/3, 
delta_formula/3,gamma_formula/3,depth/4, terms/2, 
type_vars_term/2,free_fvar/2,vars_ln/2,type_of/2, 
monomorphlc/1, monomorphlc_type/l, type_vars/2, 
m_types_ln/2,dlffers/4,dlffers_term/4,terms_ln/2, 
order_axlom/l, bot_axlom/l,bool_axlom/l1).
use_module(substlt,(lnstance_lambda/l]).
: - use_module(1Ibrary(sets).(unlon/3, unlon/2]).
: - use_module(library(lists),[subseq/3,ls_llst/l]).
: - use_module(1Ibrary(not),['\-'/2]).
/• NEGACION DE UNA FORMULA "/ 
negation![[n,X]1,X) 
negatlonCX,[[n.X]]).
/• RECONOCIMIENTO DE UNA FCWMULA TIPO ALFA •/
alfa_formula([[’»',T1,T21),[[*<•,T1,T211, [[•<• ,T2,T1]]) !.
alfa formula([X:Y],[X],Y)
ls_llst(X),
Y\*[).
/• RECONOCIMIENTO DE UNA FORMULA TIPO BETA */
beta_formula([[n, [[* *’ ,T1,T2]11],
[[n,[[•<’,T1.T2]])),[[n,[[•<’,T2,T1]])]) !.
beta formula([[n,[X!Y))),W,Z)
Y\-(),
negatlon([X],W), 
negatlon(Y,Z).
/• RECONOCIMIENTO DE UNA FORMULA TIPO DELTA */
delta_formula([[n,[[pt,X,F)I]J,X,Y) : - 
negatlon(F,Y).
/• RECONOCIMIENTO DE UNA FOTMULA TIPO GAMMA •/ 
gamma_formula![(pt,X,Y)],X,Y).
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/• CALCULO DE LA PROFUNDIDAD EN FUNCION DEL NUMERO DE 
CUANTIFICADORES Y DEL NUMERO DE TERMINOS EXISTENTES 
EN TRES CONJUNTOS DE FOTMULAS DL. GL. TL */
depth(DL,GL.TL.DP) : - count_pt(DL,H),
count_pt_m(GL,N),
X Is M ♦ N, 
lengthen.. Y),
DP is 2*(X+1)'(Y*1).
/• CONTADOR DEL NUMERO DE CUANTIFICADORES DE UNA FORMULA •/
count_pt(ll,0) : - !.
count_pt((F:FL),X) count_ptl(F,XI), 
count _pt(FL, X2),
X Is XI ♦ X2.
count_ptl (0,0) : - !.
count_ptl((F:FL],X) : - count_ptl1(F,XI), 
count _ptl(FL, X2),
X Is XI ♦ X2.
count_ptll ( [pt,_, F] .XI ) : - ! ,
count_ptl(F,X), 
XI is X ♦ 1.
count_ptll([n,I[pt,_,F]]],Xl) : - !,
count_ptl(F,X), 
XI is X ♦ 1.
count_ptll(_, 0).
count_pt_m( 0,0) : - I.
count_pt_s(IIF,_] :FL],X) : -
count_ptl(F,Xl ), 
count _pt_m(FL,X2), 
X is XI ♦ X2.
/• OBTIENE UNA LISTA DE TERMINOS A PARTIR DE UNA LISTA 
œ  FORMULAS •/
terms_ln(0, O  ) : - !.
terss_in([F!FL),TL) : - terms(F,TLl),
terms_ln(FL,TL2), 
unlon(TLl,TL2,TL).
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teras((].Il) : - !.
terms!IF:RF].TL) termsl(F.TLl),
terms(RF,TL2), unlonCTLl,TL2,TL). 
termsl([pt,_,FI.TL) I,
terms(F.TL).
termsl(In, FI,TL) : - !.
terms(F, TL).
termsl([_.T1,T2].TL) !,
collect_term(Tl,TLl), 
collect_term(T2,TL2). 
union(TLl,TL2.TL).
termsl(I_,T],TL) : - collect_term(T,TL).
/• OBTIENS UNA LISTA DE TERMINOS BASICOS Y VARIABLES LIBRES 
QUE APARECEN EN UN TERMING •/
collect_term_list(n,[1) : - !.
collect_term_list([T:RT),CT)
collect_term(T,T1),
COIlect_term_l1st(RT,T2), 
unlon(Tl,T2,CT).
collect_term(X,[]) var(X),!.
collect_term(const(Ty,N),Iconst(Ty.N)]) :- !.
collect_term(bot(Ty),[bot(Ty)]) :- !.
collect_term(prod TL.TS)
collect_term_llst(TL,TSl), 
compl_term_l1st(prod TL,TSl.TS).
collect_term(if(Tl.T2.T3).TS)
collect_term_l1st(IT1.T2.T31.TS1). 
compl_term_llst(lf(Tl.T2.T3).TSl.TS).
collect_term(func(_.X,T).TS) : - 
var(X). !.
collect_term(T.TS).
collect_term(func(Ty.FE.T).TS) !.
collect_term(T.TSl). 
compl_term_llst(func(Ty, FE. T).TSl,TS).
collect_term(var(Ty,N),[var(Ty.N)l) : - 
nonvar(N).
\+ Integer(N).
collect_term(_.II).
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compl_term_l 1st (T. TSl.TS)
v»rs_in(T.Il)-> 
union!ITl.TSl.TS);
TS - TSl.
vars_ln(X. Il) : - vmr(X).I.
v»rs_ln(var(Ty.N). Ivar(Ty.N)]) :- !.
vars_ln(prod IT:RT1.VL) I.
vars_ln(T.VI). 
vars_ln(prod RT.V2). 
unlon(Vl.V2.VL).
vars_ln(lf(Tl.T2.T3).VL) I.
vars_ln(Tl,VI). 
vars_ln(T2. V2). 
vars_in(T3.V3). 
union(IVl.V2.V3l.VL).
vars_ln(func{_.FE.T). VL) : - !.
vars_ln(FE.Vl). 
vars_ln(T.V2). 
unionIVl. V2.VL).
vars_ln(lambda(V.T).VL)
copy_term(lambda(V. T), lambda(VI,T1)), 
lnstance_lambda(VI). 
vars_in(Tl.VL).
vars_ln(flx(_.FE).VL) 
vars_in(_. II).
vars_ln(FE.VL).
/• DETECTA SI UNA VARIABLE X DE FUNCION APARECE LIBRE 
EN UNA EXPRESION •/
free_fvar(_.Y) : - var(Y). !.fail.
free_fvar(X.prodIT:RTl) :- !.
free_fvar(X.T)
free_fvar(X.prod RT).
free_fvar(X. if(Tl,T2.T3)) : - !.
free_fvar(X.Tl)
free_fvar(X. T2)
free_fvar(X.T3).
free_fvar(X.func(_.FE.T)) :- !.
free_fvar_func(X. FE)
free_fvar(X.T).
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free_fvar_func(X,lambda(_,T)) I.
fr«e_fvar(X,T).
free_fvar_func(X,flx(Y,FE)) I,
free_fvar func(X.FE). 
X \- Y.
f ree_fvar_fune(X. X).
/• DETERMINA EL TIPO DE UN TERMING •/
type_of(var(Ty,_).Ty)
type_of(const(Ty,_),Ty)
typ«_of(func(Ty,_._),Ty) I.
type_of(lf(_.Tl.T2),Ty) : - !.
type_of(Tl.Ty). 
type_of(T2,Ty).
type_of(bot(Ty).Ty)
type_of(prodll.I]) : - !.
typ«_of(prodITIRT),[TylRTy])
type_of(T.Ty), 
type_of(prod RT.RTy).
/• DECIDE SI UNA FORMULA ES MONOMORFICA '/
monomorphlcd] ) I.
■onomorphlc( [F'.RF] ) : - monomorphlcl (F), 
monomorphlc(RF).
monomorphlcl([n,F])
monomorphic(F).
monomorphlcl([pt.Ty,F])
monomorphlc_type(Ty), 
monomorphic(F).
monomorphlcl(t_,T1,T2])
type_vars_term(Tl, [1), 
typ«»vars_term(T2, 11).
monomorphlcld_,T])
type_vars_term(T. (]).
/• DECIDE SI UN TIPO ES MONOMORFICO V  
monomorphlc_type(TyV) : - var(TyV), !,fall.
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monomorphlc_type(et(_.Ty)) : - I.
monoaorph1c.type(Ty).
mono*orphlc_type((J) : - !.
monomorphlc_type((Ty:RTyI) I.
monomorphlc_type(Ty), 
monomorphlc_type(RTy).
monomorphlc_type(Ty] : -
atom(Ty).
/* OBTIENS UNA LISTA (XIN LOS TIPOS MONOMORFICDS DE 
UNA FORMULA •/
■_type«_in(I],IJ) I.
m_types_ln([F:RFl.MTy) : -
■-typesl_in(F, Tyl ), 
■_types_ln(RF,Ty2), 
unlon(Tyl,Ty2,MTy).
■_typesl_in((n,Fl,MTy) :- !,
■_types_ln(F, MTy).
m_typesl_ln(lpt,_,F],MTy)
■_types_in(F, MTy).
m_typesl_in(l_,TJ,MTy) :- !,
■_types_ln_term(T, MTy).
m_typesl_in([_,Tl,T2l,MTy)
■_types_in_term(Tl, Tyl), 
m_types_ln_term(T2, Ty2), 
uniondyl, Ty2, MTy).
/• CmiENE UNA LISTA CON LOS TIPOS MC»)OMORFICOS DE UN 
TERMINO V
m_types_ln_term(X.I]) : -
var(X),!.
■_types_in_term(prod X,11) : -
var(X),!.
■_type»_ln_term(prod[],[]) : - I.
■_types_ln_term(prod (TlRT],MTy) : - !,
m_types_in_term(T, Tyl), 
m_types_ln_term(prod RT,Ty2), 
union(Tyl,Ty2,Ty3), 
collect_m_types(Ty3,MTy).
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■_types_ln_term(func(Ty,FE.T),MTy)
■_type«_ln_func(FE,Tyl), 
■_type»_ln_term(T, Ty2). 
unlon((Ty!Tyl],Ty2,Ty3). 
collect_m_type«(Ty3,MTy).
■_types_in_ter«(if(Tl.T2.T3).MTy) f.
■-type»_in_term(Tl. MTl), 
■_type8_in_term(T2,MT2). 
■_type*_in_ter«(T3.MT3), 
union([MTl.MT2, MT31. MTy).
■_types_ln_term(T.MTy) : -
type_of (T.Ty), 
collect_a_typesl(Ty,MTy).
/• OBTIENE UNA LISTA CON LOS TIPOS MONOMCRFICOS DE UNA 
EXPRESION FUNCIONAL "/
■_types_ln_func(X, []) : -
var(X),!.
■_types_ln_func(la*bda(VL,T),MTy) :- !,
■_types_ln_ter*(prod VL.MTyl), 
■_types_ln_ter»(T. MTy2). 
union(MTyl,MTy2, MTy).
■_types_ln_func(fix(_,FE),MTy) ;- !,
■_types_in_func(FE,MTy).
■_types_ln_func(_,[)).
/•OBTIENE LOS TIPOS MONOMORFICOS DE UNA LISTA DE TIPOS*/
collect_«_types(l), II) :- !.
collect_»_types(ITy:BTy],MTy) : -
collect_m_typesl(Ty,MTyl), 
collect_«_types(RTy,MTy2), 
union(MTy1, MTy2,MTy).
collect_«_typesl(TyV,I)) : -
var(TyV),!.
collect_a_typesl(ct(N,Ty), Ict(N.Ty):MTy]) : -
monomorphlc_type(ct(N,Ty)).!, 
collect_«_typesl(Ty.MTy).
collect_n_typesl(ct(_,Ty),MTy) : -
collect_«_typesl(Ty,MTy).
collect_a_typesl(Il, ID
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collect_m_typesl(lTy:RTy).[Ty:MTy])
aonoaorphlc_type(Ty), I, 
collect_m_typesl(RTy, MTy).
collect_m_type8l(I_:RTyI,MTy) : -
collect_m_typesl(RTy,MTy).
collect_B_typesl(Ty, (Tyl) : -
■onomorphic_type(Ty), !.
collect_«_typesl(_,IJ).
/* OBTIEXE UNA LISTA OON LAS VARIABLES DE TIPO DE UNA FORMULA */ 
type_v»r8(I), ID I. 
typ«_vars(IF:RF],TyV)
type_varsl(F, Tyl). 
type_vars(RF, Ty2), 
unlon(Tyl,Ty2,TyV).
type_varsl(In,F),TyV) : - !,
type_vars(F,TyV).
type_varsl(Ipt,_,F],TyV) :- !,
type_vars(F,TyV).
type_varsl((_,T],TyV) ; - !,
type_vars_ter«(T,TyV).
type_varsl(I_,Tl,T2j,TyV) !,
type_vars_tera(Tl,Tyl), 
type_vars_teni(T2,Ty2), 
unlon(Tyl,Ty2,TyV).
/• OBTIENE UNA LISTA CON LAS VARIABLES DE TIPO DE UN TERMINO •/
type_var8_ter*(X, ID ; -
var(X),!.
type_vars_ter«(bot(Ty),TyV) I,
typ«_vars_type(Ty,TyV).
type_vars_teni(const(Ty,_),TyV) !,
type_vars_type(Ty,TyV).
type_var«_term(var(Ty,_),TyV) i,
type_vars_type(Ty,TyV).
typ*-var*_ter«(prod IT:RT],TyV) :- !,
typ«_vars_ter«(T, TVl), 
type_var»_terB(prod RT.TV2), 
unlon(TVl,TV2,TyV).
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type_vars_term(prod 11,(1) : - !.
type_v*rs_ter»(func(Ty,FE,T),TyV)
type_v»rs_type(Ty, Tyl), 
type_v»r*_func(FE,Ty2), 
type_v*r*_term(T,Ty3), 
union([Tyl.Ty2,Ty31,TyV).
type_vara_term(lf(Tl,T2.T3).TyV)
type_v«r«_term(Tl, Tyl), 
typ*_v»r«_ter«(T2,Ty2), 
type_vars_term(T3,Ty3), 
union([Tyl,Ty2,Ty31,TyV).
/* OBTIEXE UNA LISTA OON LAS VARIABLES ÜE TIPO DE UNA 
EXPRESION FUNCIONAL •/
type_vars_fvinc(X, II ) var(X),l.
type_vars_fune(lambda(VL,T),TyV) !,
type_vars_term(prod VL,TyVl), 
typ«_vars_term(T, TyV2), 
uni on ( TyVl, TyV2, TyV ).
type_vars_func(flx(_,FE),TyV) :- !,
type_vars_fune(FE,TyV).
type_vars_f\inc(_, II).
/• OBTIENE UNA LISTA CON LAS VARIABLES DE TIPO DENTRO DE 
W  TIPO •/
type_vars_type(X,II) : -
var(X), !.
type_vars_type(v(N),INI) I.
type_vars_type(ct(_,Ty),TyV) !.
type_vars_type(Ty, TyV).
type_vars_type(ITy:RTyl,TyV) I,
type_vars_type(Ty,Tyl), 
type_vars_type(RTy,Ty2), 
union(Tyl,Ty2,TyV).
type_var«_type(_,II).
/• BUSCA LAS DIFERENCIAS SINTACTICAS ENTRE DOS FORMULAS •/
differsdl, Il,_,_) :- !.
differsdPllRFll, [F2:RF21,X,Y1
différai(FI,F2,X,Y), 
differs(RFl,RF2,X,Y).
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différai(X.X._,_) î.fail.
différai((pt.Ty.Fil.[pt.Ty.F21.X. Y)
differa(Fl,F2.X.Y).
differsKln.Fll, In.F2l.X.Y) !.
dlffera(Fl.F2,X.Y).
différai([P.Tl1.[P.T2l.X.Y)
differa_term(Tl. T2, X. Y).
différai((E.Tl.T21.[E.DTl.DT21.X.Y) : -
dlffera_tera(Tl,DTl.X.Y). 
differa_ter«(T2, DT2, X. Y).
/• BUSCA LA DIFERENCIA SINTACTICA ENTRE DOS TERMINOS •/
dlffers_term(X,X,_,_)
d if f ers_term(prod[Tl:RTl1.prod[T2:RT21.X.Y)
dlffera_term(Tl,T2.X. Y). 
d if f ers_term(prod RTl,prod RT2.X,Y).
differa_term(func(Ty,FEl,Tl),func(Ty,FE2,T2),X,Y) !, 
dlffers_term(Tl,T2, X,Y), 
dlffers_func(FEl.FE2, X,Y).
differs_ter«(if(Tl,T2,T3),if(DTl,DT2,DT3),X,Y) :- !, 
differs_tern(Tl,DTl,X,Y), 
differa_term(T2,DT2, X, Y), 
differs_term(T3,DT3,X, Y).
differs_ter«(X,Y,X,Y).
/• BUSCA LA DIFERENCIA SINTACTICA ENTRE DOS EXPRESIONES 
FUNCIONALES V
differs_func(X,Y,X,Yl
differs_func(laBbda(VL,Tl),lambda(VL,T2),X, Y) : - !.
differs_ter»(Tl, T2, X, Y).
differs_func{fix(FV,FEll,fix(FV,FE2),X,Y)
differs_func(FEl,FE2, X, Y).
dif fer s_f vine (X, X, _, _1.
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/* LISTA DE LA REFRESENTACION INTERNA DE LOS AXIOHAS DE CRDEN •/ 
order axlom([
Ilpt.Xl,lI<,var(Xl.l).var(Xl,l)]]]l.
[Ipt,X3.1[pt,X3,[Ipt,X3.1 In, I 
l<.var(X3.1),var(X3,2)J,
I<.var(X3.2),var(X3,3)],
[n. [[<.var(X3,l).var(X3,3)lIlll]IIIJ]l.
[(pt,X,([pt.X, (In. (
[<,var(X, l),var(X,2)],
[<,var(X.2).var(X, 1)].
In,II-.var(X.l).var(X.2)l]llllJlll
J).
bot_axlom(I[[pt,XI,[K,bot(XI).var(XI. l)11]1.
[[pt,X2,[[pt,X2,[[n.[
[<.var(X2,l),var(X2,2)l,
[n,[[’-*,var(X2,1),var(X2,2)]1],
[n, [[’-*,var(X2,l),bot(X2)llJ]111111, 
[[■«•,fune(X4,_,bot(_)1,bot(X4111,
[[pt,Z, [[’-*,func(Y,bot,var(Z,l)),bot(Y)llll 
1).
/" AXIOMAS DE IGUALDAD REFERENTE5 A LOS BOOLEANOS •/
bool_axlom([[[pt.bool,[[n,[
[n,[[’•’,var(bool,1), const(bool, truelll1,
[n,[['*',var(bool,1), const(bool,false)111,
[n,[['■’.var(bool,l),bot(bool)lllll111,
[[pt,B.[[pt,B,[['*'.If(bot(bool),var(B,l),var(B,2)), 
bot(B)ll]lll,
[[pt,T,[[pt,T,
[[’»’,If(const(bool,true), var(T, l),var(T,21), 
var(T,l)llllll,
[[pt,F,[[pt,F,
[['»’,if(const(bool,false), var(F,1),var(F,2)), 
var(F,2)ll]lll
1 ).
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      .
/• MMJULO SUBSTITUTION "/      .
w>dule(substitutlon,(subs/3.subs_type/4,lnstmnce_set/2,
do_new_monomorph1e/2,lnstmnce_lmmbd*/l]).
use_module(formulas,(type_vars/2,typs_vars_term/2, 
m_typ»s_ln/2]).
: - use_module(library(basics),[member/2lI.
: - us*_module(1Ibrary(sets),(intersectlon/3, union/3]).
/* SU5TITUIR LA PRIMERA VARIABLE CUANTIFICADA PGR UNA CONSTANTE 
EN UNA FORMULA Y EN W  TERMINO •/
subs(_,(1,(1) : - !.
subs(T,(F:RF1, (SFiSRFl)
subsl(T,F,SF),
subs(T,RF,SRF).
svAsl(_,X,X) var(X), I.
subsKT, (pt.Tyl.Fl, (pt.Tyl.SFl) I, 
subs(T,F,SF).
subsKT. (n,Fl, [n.SFl ) I,
subs(T.F.SF).
subsKT, (P.Til, [P.STD :- !,
subsl(T,Tl,ST).
subsKT, (E,T1,T21, IE,ST1,ST21) I, 
subsKT, Tl, STD, 
subsKT, T2.ST2).
subsKT,var(_, 1),T) I.
subsl(_,const(Ty,N),const(Ty,N))
subsK_,bot(Ty),bot(TyD I.
subsKT,func(Ty,FE,TI),func(Ty,SFE,STD I, 
subsKT, FE,SFE), 
subsKT, Tl, ST).
subsKT,prod TL,prod STL) :- !,
subs(T, TL,STL).
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subsKT, if (T1.T2.T3). If (ST1.ST2.ST3)) !,
subsKT, Tl, STD.
subsKT, T2,ST2). subsKT, T3. ST3).
subsK_,var(Ty,N), var(Ty, N)) : -
\+ Integer(N),I.
subsl(_,var(Ty,N),var(Ty,N1))
N1 Is N - 1.1.
subsl(T,lambda(VL.Tl),lambda(VL,SD) :- !, 
subsl (T.Tl.SD.
subsKT,flx(rV,FE),flx(FV,SFE)) I, 
subsKT, FE.SFE).
subsK_, X.X).
/* SUSTITUIR UNA VARIABLE ÜE TIPO MXTRO DE UNA FORMULA Y DE UN 
TERMINO V
subs_type{_,_, II, ID I.
subs_type(Ty,N, IF!RFJ. ISFÎSRFD
subsl_type(Ty,N.F,SF), 
subs_type(Ty,N,RF, SRF).
subsl_type(_,_,X,X) :-var(X),l.
subsl_type(Ty,N, [pt.Tyl.Fl, Ipt,STyl.SFD
subs_type_type (Ty, N, Tyl, STyl ), 
subs_type(Ty, N,F,SF).
subsl_type(Ty,N, tn.Fl. [n.SFD I,
subs_type(Ty, N.F, SF).
subsl_type(Ty,N, IP.TI, [P.STD !,
subsl_type(Ty, N, T, ST).
subsl_type(Ty,N, (E,T1,T2), [E,ST1,ST2D I,
subsl_type(Ty,N,Tl,STl),
8ubsl_type(Ty,N,T2,ST2).
subsl_type(Ty,N,var(Tyl,M),var(STyl,M)) : - !,
subs_type_type(Ty,N,Tyl,STyl).
subsl_type(Ty,N,const(Tyl,N),const(STyl,N)) : - I,
subs_type_type(Ty, N,Tyl,STyl).
subsl_type(Ty,N,bot(Tyl),bot(STyl)) I,
subs_type_type(Ty,N,Tyl,STyl ).
subsl_type(Ty,N,fune(Tyl,FE,T),fune(STyl,SFE,ST)) !,
subs_type_type(Ty,N,Ty1,STyl), 
subsl_type(Ty,N,FE, SFE),
8ubsl_type(Ty,N,T,ST).
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*ub*I_type(Ty,N,prod TL,prod STL) !,
subs_type(Ty,N. TL, STL).
subsl_type(Ty,N,lf(Tl,T2,T3),if(STl,ST2,ST3)) !.
subsl.type(Ty,N,Tl,STl), 
subsl.typo(Ty,N,T2, ST2), 
•ubsl_typo(Ty,M,T3, ST3).
sub#l_typ*(Ty,N,lmmbd*(VL,T),lambda(SVL,ST)) I,
*ubm_typo(Ty,H,VL,SVL), 
*ub«l_typo(Ty,H,T,ST).
Bubsl_type(Ty,N,fix(FV,FE),fix(FV.snE)) :- !, 
»ub«l_typ«(Ty, H, FE. SFE).
subsl.type (_, _, X, X).
/• AH.ICAR UNA SUSTITUCION DE TIPO A UN TIPO V
8ub«_type_typo(Ty,N,v(N),Ty) i.
suba_type_type(Ty,N. ct(M,Tyl),ct(M,STy)) I,
8ub«_type_type(Ty.H,Tyl,STy).
sub*_type_type(Ty,N, [Tyl:RTy],[STylSRTy]) : - !,
*ubm_type_type(Ty, N,Tyl, STy), 
subm_typ#_type(Ty,N,RTy, SRTy).
subs_type_type(_, Ty, Ty).
/• HACER UNA FORMULA HC»WMC»FICA CON NUEVAS CCMSTANTES œ  TIPO •/
do_new_monomorphic(F,MF)
type_vara(F,VL), 
instance_types(F,VL,MF).
lnstance_types(F,[],F)
instance_types(F. [V;VL],MF)
subs_type(V, V, F, NF). 
instance_types(NF, VL,MF).
/• HACZR UNA FORMULA (UN TERMINO) MONOMORFICA CON TIPOS 
PERTDIECIENTES A UN CONJUNTO */
do_monomorphic(F,MTy,MF) : -
type_var«(F,VL), 
lnstance_wi th(F,VL,MTy,MF).
do_Bonomorphlc_term(T, MTy,MT) : -
type_vara_term(T,VL), 
lnstance_wlth_term(T, VL, MTy, MT).
240
ln s ta n c e _ w lth (F ,l l ,_ ,F )  : -  ! .
lnstance_with(F,[V:VLl,MTy,MF)
member(Ty,MTy), 
subs_type(Ty,V,F, NF), 
instance.with(NF,VL,MTy,MF).
instance_with_term(T,11,_, T) : - !.
lnst*nce_wlth_term(T,[V:VL],MTy,MT) 
member(Ty,MTy). 
subsl.typedV, V, T, NT), 
instance_wlth(NT,VL,MTy,MT).
/• INSTANCIA LAS VARIABLES LIGADAS DE UNA ABSTRACTION V  
instmnce_lambdm(VL) : -
vmr_symb(VL,VS), 
instance_var(VS, 1).
var_symb(tl, [J) !.
var_symb([var(_,X):VL],(X:VS1) : -
var_symb(VL,VS).
instance_var([),_) I.
lnmtance_var(IV:VL),N) : -
V - N,
N1 Is N + 1, 
instance_var(VL,N1).
/• BUSCA LOS TIPOS MONOMORFICOS DE UN CONJUNTO DE FORMULAS 
E INSTANCIA SUS VARIABLES DE TIPO •/
instance_set(FS,HFS)
■_types_ln_set(FS, MTy), 
do_monomorphlc_se t(FS,MTy, MFS).
■_types_in_set([],[]) : - I.
■_types_ln_set(IF !RF1,MTy) : -
m_types_ln(F,Tyl), 
m_types_ln_set(RF,Ty2), 
unlon(Tyl.Ty2,MTy).
do_monomorphic_set([],_,[]) : - !.
do_monomorphlc_set((F:RF],MTy,IMFÎMRFI) : -
do_monomorphic(F, MTy,MF), 
do_monomorphlc_set(RF,MTy,MRF).
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    .
/• MUMLO ERRORS "/
    .
: - module(errors, [sil_errors/l,wrlte_error/l,msg error/1]).
/■ (STIENE UNA LISTA OON LOS COOICTS ÜE ERROR OlABADOS EN LA 
BASE DE DATOS DESPUES K L  ANALISIS DE UN ITEM V
sll_errors([EC:EL]) : -
recorded(error,EC, Ref), 
erase(Ref). 
all_errors(EL).
all_errors([J).
/* SE GRABA EN LA BAS: DE DATOS EL CODIGO ÜE ERROR */
wrlte_error(ok) I.
recordz(error,0,_).
write_error(assume) I,
recordz(error,10,_).
write_error(let) :- (,
recordz(error,15,_).
write_error(type)
recordz(error,20,_).
write_error(thus) I,
recordz(error,25,
wrlte_error(end) I,
recordz(error,30, _).
wrlte_error(Justify) I,
recordz(error,35,_).
write_error(by) I,
recordz(error,40, _).
write_error(indue) I,
recordz(error,45,_).
write_error(contln) : - !,
recordz(error,50,_).
write_error(lnduc_step) !,
recordz(error,55, _).
wrlte_error(reduc) I,
recordz(error,60, _).
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wrlte_error(flnd) !,
recordz(error,65,_).
write_error(fIx) : - I.
recordz(error,70,_).
wr1te_error(prover) !,
recordz(error,75,_).
msg_error(0) :- !,
writeC'prueba conpletada con exlto’),nl.
Bsgjerror(lO) I.
writeCla tests actual .no es una inplicacion* ),nl, 
write(*o no se asume el antecedente’),nl.
esg_error(15) I,
wrlte('la tests actual no es una formula universal’},nl, 
wrtteCo la constante tntroduclda no es valida'),nl.
msg_error(20)
wrlte( error al instanclar una variable de tipo’),nl.
nsg_error(25)
write(’esta formula no corresponde con ninguna’),nl, 
write(’componente del objetlvo actual’),nl.
msg_error(30)
wrlteCla prueba no he sido finalIzada’ ),nl.
msg_error(35) I.
wrlteCesta Justlficaclon no ha sido aceptada’),nl.
msg_error(40) : - !,
wrlteCla formula conclulda no ha podido ser inferida’ ), 
nl,write(’a partir de las referencias dadas’),nl.
msg_error(45) I,
writeCerror en la demostracion por induce ion’),nl.
msg_error(S0)
wrlteCla formula a la que se le aplica’),nl, 
writeCinduccion no es continua’),nl.
msg^error(55) I,
writeClas premlsas no corresponden a la regia*), 
nl,write(’de induccion’),nl.
msg_error(60) : - I,
wrlteCla beta-reduccion no ha podido realizarse’),nl.
msg_error(65) I,
writeCpremisas inexistantes’ ),nl.
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■•g_error(70)
wrlteCel axiom* de punto fijo no ha aldo'),nl, 
writeCaplicado correctamente* ),nl.
m«g_error(75) I,
wrlteCla prueba no h* podido realizarse’),nl, 
wrlte(’de forma automatic*’),nl.
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